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Abstract 
The Rayleigh-Ritz Method together with the Penalty Function Method is used to 
investigate the use of different types of penalty parameters. The use of artificial 
springs as penalty parameters is a very well established procedure to model 
constraints in the Rayleigh-Ritz Method, the Finite Element Method and other 
numerical methods. Historically, large positive values were used to define the 
stiffness coefficient of artificial springs, until recent publications demonstrated 
that it is possible to use negative values to define the stiffness coefficients of the 
springs. Furthermore, recent publications show that constraints can be enforced 
using positive and negative mass or inertia in vibration problems and in a more 
generic sense using eigenpenalty parameters which are penalty parameters in the 
matrix associated with the eigenvalue. Before the commencement of this thesis, 
solutions using artificial inertia were published only for beams and simple spring-
mass systems. 
 
In this thesis the use of all possible types of penalty parameters are investigated in 
vibration problems of Euler-Bernoulli beams, thin plates and shallow shells and in 
elastic stability analysis of Euler-Bernoulli beams, including penalty parameters 
associated with the geometrical stiffness matrix. The study includes the use of 
penalty parameters for both enforcing support boundary conditions and continuity 
conditions along structural joints. 
 
This investigation started with the selection of the set of admissible functions that 
would: (a) allow modelling of beams, plates and shells in completely free 
iii 
 
boundary conditions; (b) not present any limitation in the number of functions that 
can be used in the solution. This gives the possibility to converge to the constraint 
solution and to model any type of boundary conditions. 
 
The procedure proposed in this work combines several advantages: accuracy of 
the results, relative fast convergence, simplicity of the set of admissible functions 
and flexibility to define boundary conditions. While there are other procedures 
that may give better accuracy for specific cases, the proposed method is more 
widely applicable. 
 
The procedure used in this work also includes a way to check for round-off errors 
and ill-conditioning in the results; as well as a way to bracket the “exact” solution 
with upper and lower-bound results.  
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Chapter 1 
 
Introduction 
 
1.1 Overview 
This thesis presents a methodology to solve vibration and buckling problems of 
structural elements in completely free condition or resting on different types of 
supports, which restrict the motion of the structure in specific degrees of freedom. 
For instance, in this work the following point supports are used to model the 
essential boundary conditions of Euler-Bernoulli beams: 
a) simple support, which constrains transverse displacement, while it allows 
rotation. This type of boundary condition is represented by a pin or by a roller. 
b) clamped support, which constrains transverse displacement and rotation. This 
type of support fixes the beam at a point, and 
c) guiding support, which constrains rotation, while allows translation. This type 
of support is represented by a sliding joint moving in vertical direction. 
 
Supports can be defined at the ends of the beams, as well as at any internal point 
of the beams. Obviously, in the absence of supports the structure can move freely 
and the boundary condition is called free condition. 
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Natural frequencies and critical loads are related to the eigenvalues of the system 
and are characteristics of structures of specific geometry, material properties and 
boundary conditions. It is worth noting that supports have the effect to stiffen the 
structure, which means that structural elements with more supports (constraints) 
will have higher natural frequencies and critical loads. 
 
The Penalty Function Method has its origin in the work by Courant (1943), where 
it is demonstrated that boundary conditions could be enforced in the RRM using 
artificial springs, which are now known widely as penalty parameters. Then as the 
stiffness value of the spring tends to infinity, it asymptotically approximates the 
effect of a rigid support. Thus, the Penalty Function Method solves the problem of 
having to define a set of admissible functions that individually satisfy the 
boundary conditions of the structure in the RRM. 
 
The value of the coefficient of the artificial springs in the Penalty Function 
Method was always defined by a positive number until a publication by Ilanko 
and Dickinson (1999) demonstrated that it is possible to use negative values to 
define the stiffness of the spring in vibration problems. This technique was 
extended by several publications showing the advantages of the method to obtain 
the error of the solution due to constraint violation and its application to other type 
of problems (Askes and Ilanko 2006; Ilanko 2002a; Ilanko 2002b; Ilanko 2003).  
 
Furthermore, in (Ilanko 2005b) it is proved that positive and negative penalty 
parameters representing inertia (mass and moments of inertia) can be used to 
solve vibration problems. Moreover, in a recent publication (Ilanko and Williams 
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2008), a general mathematical proof has been presented to show that in linear 
eigenvalue problems, positive and negative penalty terms can be applied to the 
matrix of the system associated with the eigenvalue. This type of penalty 
parameter was referred to as the “eigenpenalty parameter”, while the penalty 
parameter associated to the stiffness matrix was referred as the “ordinary penalty 
parameter”. In (Ilanko and Williams 2008) the application of the “eigenpenalty 
parameter” was limited to a vibration problem, using “inertial penalty parameters” 
introduced in (Ilanko 2005b), mentioned earlier. In the present work the use of 
positive and negative eigenpenalty parameters are also used in structural stability 
analysis, in which the eigenpenalty parameters are associated with the geometric 
stiffness. 
 
The purpose of this work is to investigate how best to implement the various types 
of penalty functions to model constraints in practical engineering problems. This 
study was carried out solving vibration and buckling problems of structural 
continuum elements, such as Euler-Bernoulli beams, rectangular thin plates and 
shallow-shells of rectangular planform. Vibration problems of these three 
structural elements are presented in this work, while buckling problems were 
limited to the solution of Euler-Bernoulli beams. Results are presented in non-
dimensional form, giving frequency parameters instead of natural frequencies and 
non-dimensional critical loads. It is worth to note here that only penalty 
parameters of positive stiffness type were used in plates and shells prior to the 
commencement of this work. 
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The procedure used here is very simple and in general can be divided in two steps. 
The first step consists of using the Rayleigh-Ritz Method (RRM) to build the 
system matrices of completely free structural elements (mass and elastic stiffness 
matrices for vibration problems or elastic stiffness and geometrical stiffness for 
buckling problems). In the second step, the Penalty Function Method is 
implemented in the RRM to define all constraints of the system and if necessary 
inter-connections between structural elements. The second step is not needed if 
there are neither constraints nor inter-connections. 
 
Sets of admissible functions to be used in the RRM could be built by simple 
polynomials or transcendental functions. When a set of admissible functions built 
by simple polynomials is used in the RRM, ill-conditioning is found when more 
than a few functions are included in the solution (Li et al. 2009). For instance, 
implementing the RRM using simple polynomials in a MATLAB program using 
double precision, ill-conditioning was found when more than 13 functions were 
used in the set of admissible functions to model a free beam. Similarly, a 
maximum of seven simple polynomials could be used in each set of admissible 
functions in x  and y  directions to describe the deflection of a completely free 
plate (giving a total of 49 trial functions) or of a completely free shallow shell 
(giving a total of 147 trial functions), before reaching ill-conditioning. Sets of 
admissible functions composed entirely of transcendental functions are used for 
cases with simple boundary conditions (Li 2004). Sets of admissible functions 
mixing simple polynomials and trigonometric functions were also found in the 
literature, which converge rapidly and allow the use of artificial springs. However, 
in the past the mixed formulations generally did not exploit the concept of 
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artificial springs, as in general the proposed sets of admissible functions were 
always generated by solving equations to satisfy boundary conditions. This means 
that the procedure given in the existing literature is laborious and in many cases 
dependent on boundary conditions. 
 
For this reason, it was decided to build a set of admissible functions combining 
trigonometric functions and simple polynomials that could represent the 
deflection of a free-free beam with simple functions and without solving for 
boundary conditions. For all beam, plate and shell problems in this work, the same 
set of admissible functions is used in the RRM regardless of the boundary 
conditions and type of problem, enforcing all essential constraints using penalty 
functions. 
 
Although the set of admissible functions used here is not orthonormalized as in 
many publications including (Bhat 1985), no ill-conditioning was found due to the 
number of functions included in the solution. Whenever ill-conditioning was 
found in the results of this work, it was always due to the magnitude of the 
penalty values. 
 
With regard to the RRM, several publications have shown its effectiveness to 
solve vibration and buckling problems of the structural elements covered in this 
work including the publications by Leissa (1969a; 1969b; 1973), Leissa and 
Narita (1984), Young (2000), Young and Dickinson (1995a; 1995b), Yuan and 
Dickinson (1992a), Baht (1985), Lim and Liew (1994), Li (2004), Zhou (1996), 
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Amabili et al (1997), Ilanko (2002a; 2002b; 2003; 2005b), Ilanko and Dickinson 
(1999), Askes and Ilanko (2006), Crossland and Dickinson (1997),  among others. 
 
The main contributions of this work are: 
1. The development of a simple set of admissible functions that can be used 
in beam, plate and shell problems with any combination of boundary 
conditions modelled by penalty parameters. The set of admissible 
functions presented here does not have a limit on the number of functions 
that can be used due to ill-conditioning and allows fast convergence. For 
this reason a large number of penalty functions can be included in the 
solution. 
2. A new type of penalty parameter to be used in buckling problems 
representing artificial geometric stiffness is introduced.  
3. Several new findings from a study on the use of different types of penalty 
parameters in vibration and buckling problems of different types of 
structural elements. 
 
The outline of the work carried out in this project starts with a relevant literature 
review presented in Section 1.2. Then, the development of the new set of 
functions for a free-free beam is presented in Chapter 2. This set of functions can 
be used in vibration and buckling problems of beams, plates and shallow shells. 
 
Once the set of admissible functions to be used in the RRM was selected, the 
solutions of vibration and buckling problems presented in Chapters 3 to 7 were 
obtained implementing appropriate codes in the computer program MATLAB. 
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Results obtained with the present approach were compared with results obtained 
using the Finite Element Method (FEM), the RRM together with Lagrangian 
multipliers in which the constraints are modelled exactly, as well as with other 
results found in the literature. The mass, elastic stiffness and geometrical stiffness 
matrices of a standard beam element in the FEM used in this work as found in the 
literature are given in Appendix A, while a brief description of the Lagrangian 
Multiplier Method is given in Appendix B.  
 
Chapter 3 shows the procedure used in this work to obtain the frequency 
parameters of Euler-Bernoulli beams with all types of classical boundary 
conditions at the ends of the beam including free, simply-supported, clamped and 
guiding boundary conditions. Guiding conditions constrain rotation and allow 
translation. This type of boundary conditions is very useful to define symmetry. 
 
Similarly, Chapter 4 presents the procedure used to obtain the frequency 
parameters of rectangular thin plates with all combinations of classical boundary 
conditions as well as an example with internal constraints. 
 
Chapter 5 presents the procedure to obtain the frequency parameters of shallow 
shells of rectangular planform with spherical, cylindrical and hyperbolic 
paraboloidal geometries with classical boundary conditions. 
 
Chapter 6 presents the procedure to solve vibration problems of non-symmetrical 
box-type structures obtained by inter-connecting plate elements using penalty 
parameters. 
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The solution of structural stability problems for beams is presented in Chapter 7 
showing the critical loads of beams with different types of boundary conditions, 
intermediate constrains, different tapering ratios, as well as an example of a two-
beam frame. 
 
The conclusions of the present work are given in Chapter 8. 
 
1.2 Literature review 
1.2.1 The Rayleigh-Ritz Method versus other methods 
The RRM is very attractive for solving engineering problems of structures of 
simple geometry, especially if they can be modelled with a single structural 
element. The RRM presented by Ritz (1908) is an extension of the Rayleigh 
Method, based on the minimization of the energy functional called the Rayleigh-
quotient, using a set of admissible functions to model the deflection of the 
structure, instead of a single function. In all cases in this work the energy 
functional contains only energy terms of conservative systems. 
 
In (Williams 1987) two important characteristics of the classical RRM (without 
penalty parameters) are mentioned. The first characteristic is that when the RRM 
is used to solve vibration problems, the natural frequencies converge 
monotonically from above as the number of terms in the set of admissible 
functions is increased and the second characteristic is that the lower modes 
converge first. Williams (1987) also noted that these properties hold in the RRM 
only if all calculations are carried out in exact arithmetic. Therefore, it should be 
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noted that in practical computations, using the RRM even with double precision 
brings round-off errors. 
 
The advantages of the RRM are that it gives upper bounds, can be used to solve 
problems of the three structural elements covered in this thesis, converges with a 
relatively low number of degrees of freedom (DOFs) and produces symmetric 
matrices, resulting in stable algorithms for its numerical solution (Ventsel and 
Krauthammer 2001). 
 
It is important to acknowledge the existence of other methods that can be used to 
solve vibration and buckling problems of structural elements. First, an exact 
solution of a vibration or buckling problem can be derived as a boundary value 
problem, but in general these solutions are rare due to difficulties in satisfying the 
specific boundary conditions of the problem (Szilard 2004). For instance, the 
Navier’s Method presented in (Navier 1823) can be used to solve problems of 
simply supported plates using double trigonometric series, whilst the Lévy’s 
Method that uses a transcendental formulation can be used to solve plate problems 
having simply support conditions on two opposite edges and any type of boundary 
conditions on the other two edges (Lévy 1899). 
 
Other methods have been developed to solve problems with more general sets of 
boundary conditions. Some of these methods such as the Rayleigh’s Method, the 
Galerkin Method and the Collocation Method (Rao 2007) are classified as 
approximate analytical methods; while other methods are classified as numerical 
methods. Examples of the latter methods include the FEM (Zienkiewicz et al. 
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2005), the Finite Difference Method (Szilard 2004) and the Superposition Method 
(Gorman 1999).  In (Wu and Chou 1998; Wu and Luo 1997) an analytical-and-
numerical-combined-method was presented. 
 
Although, the RRM is specially at a disadvantage when compared to the FEM to 
solve problems with complex geometries, it has been noted that the RRM is more 
efficient than the FEM in that the accuracy per degree of freedom is generally 
higher for the RRM than for the FEM (Kapania and Liu 2000; Smith et al. 1999). 
However, the FEM is used in this work to obtain results for comparison purposes 
with its traditional way to define boundary conditions, even though it is also very 
easy to implement the Penalty Function Method in the FEM. In the FEM just as 
the RRM the accuracy of the frequencies and modes increases as the number of 
DOFs increases, while their error increases in higher modes (Burnett 1987). 
 
The procedure presented in this work has also some advantages when compared 
with the semi-analytical method published in (Wu and Chou 1998; Wu and Luo 
1997) that also uses penalty parameters to define constraints. The disadvantages 
of the semi-analytical method are: (i) results are not as accurate as in the present 
method, (ii) no upper or lower bound is guaranteed, and (iii) it can be used only 
when the closed form solution to a related problem is known.  
 
Of the other popular methods, it can be said that the Galerkin Method and RRM 
are equivalent for the type of problems presented in this work; the Superposition 
Method has not been developed for doubly curved shells; while the Collocation 
Method and the Finite Difference Method although simple, give non-symmetric 
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matrices and the latter is difficult to code (Ventsel and Krauthammer 2001). 
Furthermore, when using the Finite Difference Method or the Superposition 
Method any change in the boundary conditions would require significant 
alterations to the system matrices. 
 
The Lagrangian Multiplier Method has been used in the RRM to model 
constraints and to join structural elements to solve problems of complex 
geometries as in the work by Dowell (1972) where he used this technique to 
model plates with beam stiffeners. Although, the Lagrangian Multiplier Method 
models constraints exactly, it has the following disadvantages: a) only point 
constraints can be modelled, b) each constraint adds a row and a column to the 
system matrices with zeros in the main diagonal. 
 
The Penalty Function Method  has also been used in the RRM to inter-connect 
elements to solve problems where the domain is defined by a complex geometry 
(Yuan and Dickinson 1992a; Yuan and Dickinson 1992b). Other complicated 
effects in the geometry of plates have been addressed in the past. This includes 
plates with different curved boundaries (Young and Dickinson 1994) and  plates 
with internal constraints (Kim 1995). 
 
1.2.2 The Rayleigh-Ritz procedure 
The Rayleigh-Ritz procedure has been outlined in many publications including 
those by Budiansky and Pai (1946) and by Bassily and Dickinson (1975) who 
used the RRM to solve buckling and vibration problems of plates, respectively. 
The outlined procedure in these references is as follows: 
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1. The deflection is expressed with a set of admissible functions, which is a 
sum of an infinite set of functions having undetermined coefficients. In the 
classical RRM each term of the set of functions must satisfy the geometric 
boundary conditions, while in (Budiansky and Hu 1946) it is stated that 
this condition is not necessary when boundary conditions are defined by 
the Lagrangian Multiplier Method.  
2. The energy of the plate is computed and minimized with respect to the 
undetermined coefficients. 
3. The eigenvalue problem of the set of linear homogeneous equations 
obtained from the minimizing procedure is solved. 
 
When the set of functions used is a complete set capable of representing the 
deflection, slope and curvature of any plate deformation, the solution obtained, is 
in principle exact. 
 
1.2.3 Sets of admissible functions in the RRM 
As stated earlier, the method presented in this thesis uses the RRM with a set of 
admissible functions to model the deflection of the structure with free boundary 
conditions to obtain the mass, stiffness and geometrical stiffness (for structural 
stability problems) matrices of completely free beam, plate or shell elements. 
Then the Penalty Function Method is used to add constraints to the system. 
 
Some publications that use a set of admissible functions of free structures together 
with the Penalty Function Method to model boundary conditions were found in 
the literature. One of these references is the work by Yuan and Dickinson (1992a) 
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who used orthogonal polynomials for free boundary conditions given in (Bhat 
1985) to solve vibration problems of stepped plates, plates with slits and box-type 
structures. Another reference that uses the same approach was published by 
Crossland and Dickinson (1997) to model shells with slits. Crossland and 
Dickinson (1997) used simple polynomials to define the sets of admissible 
functions of free shell elements and artificial springs were used to inter-connect 
the shell elements and to define boundary conditions. In (Amabili et al. 1997) the 
eigenfunctions of a free circular plate were used together with artificial springs to 
solve vibration problems of circular plates resting on an annular, non-uniform 
Winkler foundation. Similarly a method to choose admissible functions for the 
RRM was defined by Amabili and Garziera (1999), where it is stated that the 
problem should be defined as “less-constrained” than the original. 
 
The set of admissible functions presented in this work was developed after 
recognizing that polynomial functions are likely to suffer ill-conditioning, while 
the use of only a simple trigonometric series makes it impossible to satisfy some 
boundary conditions.  Mixing polynomials and trigonometric functions gives a set 
of admissible functions that allows fast convergence of most of the terms included 
in the set of admissible functions and avoids round-off errors and ill-conditioning 
as shown in (Li 2004) and (Zhou 1996). This is explained in more detail in the 
next paragraphs. 
 
Set of admissible functions using polynomials 
In the extensive literature on vibration of beams, plates and shells using the RRM, 
sets of admissible functions have often been built with simple polynomials as in 
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the work by Baruh and Tadikonda (1989), Crossland and Dickinson (1997), and 
Ilanko and Dickinson (1999). The disadvantages of using simple polynomials 
have been identified by many researchers including Singhvi and Kapania (1994) 
who used simple, orthogonal and Chebyshev polynomials in the RRM to solve 
free torsional vibration and buckling problems of thin-walled beams of open 
section resting on a Winkler-type elastic foundation subjected to an axial force. 
Singhvi and Kapania (1994) found that when using simple polynomials, the 
maximum number of terms in the set of admissible functions was limited to 6 
using single precision and 10 using double precision, before the mass and stiffness 
matrices became singular. In (Singhvi and Kapania 1994) the penalty approach 
was also used to model boundary conditions when simple or Chebyshev 
polynomials were used as admissible functions. In comparison with simple 
polynomials, results using Chebyshev polynomials allow the use of more terms 
and converge to a more accurate solution. 
 
Another study on the convergence of the different types of polynomials in the 
RRM was carried out by Smith et al (1999) in buckling analysis of plates. In this 
publication the following types of polynomials were included: simple 
polynomials, Chebyshev-1, Chebyshev-2, Legendre, Hermite and Laguerre. The 
studies of the convergence showed that the solutions of all orthogonal 
polynomials appeared to converge at the same rate and that as expected the results 
converge to more accurate results when orthogonal polynomials are used in the 
RRM instead of simple polynomials.  However, in all cases there is a limit in the 
number of terms that can be used before numerical instabilities appear. Smith et al 
(1999) also reported that for fully clamped plates the solution using orthogonal 
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polynomials becomes unstable with less terms than with simple polynomials due 
to the higher degree polynomial needed to satisfy boundary conditions. Smith et 
al (1999) used double and quadruple precision in their studies of the convergence 
of simple polynomials. The use of quadruple precision increased the number of 
terms that could be used in the solution of simple polynomials to up to 16 (instead 
of seven to ten depending on boundary conditions), but with a price in 
computational effort. The study showed that the Legendre polynomials and both 
types of Chebyshev polynomials were the most stable, while Laguerre 
polynomials were the most unstable. Smith et al (1999) recommended the use of 
simple polynomials due to its simplicity and computational cost. 
 
A set of admissible functions using orthogonal polynomials was developed by 
Bhat (1985), where the Gram-Schmidt process is used to construct a set of 
admissible functions from a polynomial that satisfies the boundary conditions and 
then constructing the rest of the polynomials of the set of admissible functions 
multiplying the original polynomial by an orthogonal weighting function. Bhat 
used these sets of admissible functions to solve plate problems obtaining accurate 
results for lower modes, particularly when plates have some free edges. 
 
The work by Bhat (1985) has become a very popular method to define sets of 
admissible functions, in spite of the comments in (Brown and Stone 1997) where 
it is stated that the orthogonal polynomials obtained using the Gram-Schmidt 
process are not necessary to improve the convergence of the solution, and that the 
convergence depends only on the degree of the polynomial represented in the set 
of admissible functions. In the same publication, Brown and Stone recognized that 
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Bhat gives a very simple method to define sets of admissible functions for 
different boundary conditions and that orthogonal polynomials are more stable 
than simple polynomials with respect to inversion and extraction of eigenvalues of 
the resulting stiffness and mass matrices, especially when higher order 
polynomials are used. 
 
In another publication, Bhat (1996) discussed results for cantilever beams using 
five different sets of admissible functions. These sets were built with the 
following approaches: a) using beam characteristic functions which give exact 
solutions, b) building orthogonal characteristic polynomials defining the first 
member of the series as 432 46 xxx  , satisfying all boundary conditions, while 
the other five functions only satisfied the clamped constraint; c) building a series 
of the form  4321 46 xxxxi  , this is using the first term in b) and getting the 
next functions by successively multiplying the first term by x ; d) building 
orthogonal polynomials using 
2x  as the first term in the series which satisfies the 
clamped condition and e) using the series 
21xx i , this is using the first term in d) 
and successively multiplying the first term by x . The results of the cantilever 
beam using six terms in all approaches were very similar for the first three modes, 
while the results of the upper three modes of the polynomial approaches were 
very different in comparison with the results using the characteristic functions. 
Although in the same paper Bhat included a range of results for clamped plates 
using beam characteristic functions, boundary characteristic orthogonal 
polynomials and plate characteristic functions, at least half of the upper 
frequencies obtained using the set of admissible functions defined by boundary 
characteristic orthogonal polynomials did not converge to an accurate result. For 
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instance, using six terms in each direction, giving a total of 36 terms, the deviation 
of mode 17 is higher than 17.0 % in comparison with the results for beam and 
plate characteristic functions. 
 
Set of admissible functions using transcendental functions 
Transcendental functions have also been used to build sets of admissible 
functions. For instance, Leissa (1973) presented the solution of the 21 possible 
cases of rectangular plates with classical boundary conditions (that is, free, 
simply-supported and clamped conditions). For the six cases having two opposite 
sides simply-supported the classical Voigt or Lévy solutions were obtained using 
exact characteristic functions. For all other cases, the RRM was used and the 
admissible functions were defined by normalized beam eigen-functions exactly 
satisfying simply supported and clamped boundary conditions and approximately 
satisfying free boundary conditions of the plates as previously presented in 
(Warburton 1954). Each specific set of admissible functions in (Warburton 1954) 
were built with transcendental functions and defined for each combination of 
classical boundary conditions on opposite edges, except for the cases including 
free modes. For the free-free case a unit function and a function built by a 
combination of a unit function and a linear function are included together with a 
series of transcendental functions, while for a simply supported-free beam only 
the latter function to model the rotational rigid-body mode is included. 
Unfortunately, simple transcendental functions do not permit all possible 
boundary conditions to be satisfied. 
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Set of admissible functions mixing transcendental functions and simple 
polynomials 
Some researchers have also defined admissible functions combining 
transcendental functions and polynomials. Ilanko and Dickinson (1987) used a set 
of admissible functions constructed from a combination of a sine Fourier series 
and a linear term in the RRM to model the in-plane displacements of slightly 
curved rectangular plates. Zhou (1996) solved the natural frequencies of 
rectangular plates using a set of static beam functions, in which each function 
consists of the cubic polynomial and a sine function. The coefficients of each term 
are determined solving for boundary conditions, although for free-free and free-
simply supported boundary conditions extra functions (a unit and a linear 
function) in the series are included to represent rigid-body modes, which are 
similar to the rigid-body modes defined in (Warburton 1954). The method 
presented in (Zhou 1996) gives accurate results for as many modes as there are 
number of admissible functions. 
 
Li (2004) proposed a similar set of admissible functions to the one proposed by 
Zhou, but Li used the polynomial terms as separate functions. In the approach by 
Li, the set of admissible functions are built by a Fourier series of the cosine 
function and a fourth order polynomial with undetermined boundary constants, 
which are found by using the boundary conditions in terms of the admissible 
functions and their first and third derivatives for an elastically restrained 
rectangular plate. The polynomial terms are added to the set of admissible 
functions to avoid discontinuities of the displacement of the beam and its 
derivatives at the end points, and to improve the convergence of the solution (Li 
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2004). Results converge to a very good approximation with as few as four 
functions in each direction. 
 
Filipich and Rosales (2000) developed the so-called ``whole element method’’ 
that consists of the definition of a proper functional and the introduction of an 
extremizing sequence that defines the set of admissible functions. The set of 
admissible functions for plates by Filipich and Rosales (2000) is a series of a 
trigonometric functions and a bidimensional function combining a constant term, 
a linear term and a sine term that together satisfy the boundary conditions. 
 
The set of admissible functions used in this work is built by the terms of a 
quadratic polynomial and a cosine series and it can be used to solve beam, plate 
and shell problems. Thus, the set of admissible functions presented in this work is 
used to build the mass, elastic stiffness and geometric stiffness matrices that 
define the properties of these elements in completely free condition, as well as the 
penalty matrices that define boundary conditions and inter-connections between 
elements. 
 
In each type of structure, the mass, elastic stiffness and geometric stiffness 
matrices remain always the same, although they can be scaled according to the 
geometric and material properties of the elements included in a structure, while 
the penalty matrix changes according to the constraints of the problem. 
 
Structures of complex geometry can be modelled with the set of admissible 
functions used in the present work inter-connecting several structural elements, as 
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there is no limitation on the number of terms in the set of admissible functions 
that can be used in the solution other than memory size. This means, that there is 
also no limitation on the number of penalty functions that can be used to inter-
connect elements and to define boundary conditions. 
 
1.2.4 Methods to model constraints in the RRM 
The Penalty Function Method and the Lagrangian Multiplier Method are probably 
the most common methods to add constraints in vibration and buckling problems 
using the RRM. These methods can also be used in other energy methods and in 
the FEM. Another interesting method to define constraints in the RRM is the pb-2 
method (Liew and Wang 1993; Lim and Liew 1994). 
 
In this work results obtained using the RRM with the Penalty Function Method 
are compared with results using the RRM with Lagrangian multipliers, as well as 
results from references using RRM with the pb-2 method. For this reason these 
three methods are described below. 
 
The pb-2 Rayleigh-Ritz Method 
The procedure of the pb-2 RRM consists of multiplying the set of admissible 
functions, by a basic function formed by the product of all the boundary 
equations. To define the condition at the boundary, a particular boundary equation 
is raised to the power of 0, 1 or 2 to model free, simply supported or clamped 
conditions respectively. This approach has been proved to be effective solving 
bending, buckling and vibration problems of plate and shell elements (Liew and 
Lim 1994; Liew and Wang 1993; Lim and Liew 1994). These publications present 
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solutions of several plates and shells that will be used for comparison purposes in 
this work. 
 
Other authors that have used this approach are Young and Dickinson (1993) who 
used simple polynomials to solve vibration problems of rectangular plates with 
straight or curved internal line supports. In a later publication by the same authors 
(Young and Dickinson 1994) an extended version of the method was presented to 
solve vibration problems of plates with curved edges. In this extended version of 
the pb-2 method, the intersections of the x  and y  axes and two curved edges 
were used to define quarters of plates. Then either symmetry or artificial springs 
were used to obtain the solution of the whole plate. 
 
Lagrangian Multiplier Method in the RRM 
The Lagrangian Multiplier is a well-established method to define boundary 
conditions in the RRM and other methods. The Lagrangian Multiplier Method 
consists of adding equations that force the boundary conditions to be satisfied 
exactly. In the RRM an extra row and column are added to the stiffness matrix for 
each point constraint added to the system. For a translational constraint in a 
flexure problem, the terms of the new row and column are obtained evaluating the 
corresponding function of the set of admissible functions at the point where the 
constraint is added. In a similar way, for a rotational constraint the terms of the 
new row and column are obtained evaluating the first derivative of the 
corresponding function of the set of admissible functions at the point where the 
constraint is added as shown in Appendix B. 
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In the work by Budiansky and Hu (1946) the Lagrangian Multiplier Method was 
used to add constraints to the Rayleigh-Ritz solution of a buckling plate problem. 
Budiansky and Hu (1946) stated that the main advantage of using the Lagrangian 
Multiplier Method in the RRM is that the boundary conditions do not have to be 
satisfied individually by the functions in the set of admissible functions, but by the 
expansion of the whole set of admissible functions. In contrast, the main 
disadvantage of the Lagrangian Multiplier Method is that it increases the size of 
the matrices and introduces zero diagonal terms in the stiffness matrix (Liu and 
Chen 2001). Another disadvantage of this method is that it is not possible to 
define constraints along the edges of plates or shells by integrals. Thus, for these 
structural elements constraints have to be defined point by point (Liu and Chen 
2001). 
 
Finally, an interesting characteristic of the method noticed by Budiansky and Hu 
(1946) is that the rate of convergence of the solution is faster when Lagrangian 
multipliers are used to constrain translation using a cosine function series than 
rotation using a sine function series as the set of admissible functions. 
 
The Penalty Function Method in the RRM 
As mentioned in the procedure given in 1.2.2, in the classical RRM a set of 
admissible functions satisfying the essential boundary conditions must be found. 
Finding such admissible functions can be a laborious task. In order to address this 
problem, Courant (1943) introduced the use of artificial springs in the RRM to 
model geometric constraints in structures. This has the same effect as the 
Lagrangian multipliers in the work by Budiansky and Pai (1946). Many 
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researchers have since used artificial springs to model constraints in static and 
dynamic analysis of structures, as well as in many other disciplines of engineering 
and mathematical sciences where the stiffness of the artificial springs is known as 
the penalty parameter (Amabili et al. 1997; Crossland and Dickinson 1997; 
Kapania and Kim 2006; Yuan and Dickinson 1992a; Zienkiewicz et al. 2005). 
 
A useful characteristic of the RRM is that it produces upper-bound results for 
natural frequencies as stated in (Williams 1987), but when the Penalty Function 
Method is used to model constraints representing artificial stiffness the upper-
boundness of the solutions may be compromised as the results converge from 
below with respect to the value of the stiffness coefficient of the spring. This has 
been noted by several researchers including Huang and Leissa (2009). 
 
As mentioned earlier, recent publications (Ilanko 2003; Ilanko 2005b; Ilanko and 
Dickinson 1999; Ilanko and Williams 2008) demonstrated that in vibration 
problems it is possible to model constraints using either artificial springs or 
artificial inertia (representing mass or moments of inertia). Thus, in modelling 
constraints in an undamped vibration problem, there are four possible ways to 
apply a penalty parameter. These are the use of positive stiffness, positive inertia, 
negative stiffness and negative inertia. 
 
The nature of convergence towards the constrained solution depends on the type 
and sign of penalty parameter used. Ilanko (2005b) demonstrated that when 
positive artificial inertial restraints are added to a system, the frequency 
parameters would approach those of the constrained system from above, whereas 
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the approach is from below if negative inertial restraints are used. Similarly, if 
positive artificial stiffnesses are used to model the constraints of the system the 
frequency parameters are approached from below and from above if negative 
values are used (Ilanko and Dickinson 1999). 
 
Thus, it is worth noting here that true upper bounds of the natural frequencies of a 
constrained system are obtained only if penalty parameters that model constraints 
of the system are represented by either positive inertia (Ilanko 2005b) or by 
negative stiffness (Ilanko and Dickinson 1999). 
 
In addition, the bounding theorems in (Ilanko 2002a; Ilanko and Williams 2008) 
show that solutions obtained from penalised models with positive and negative 
penalty parameters bracket the constrained solution. Thus, the maximum error is 
half the difference between a pair of results of positively and negatively equally 
restraint systems and the mean values of each pair of results would be closer to 
the constrained solution. 
 
As mentioned in the work by Ilanko (2002a; 2005b) a vibration problem of a 
system with nˆ  DOFs and hˆ  penalty parameters approaching infinite absolute 
value, will give hˆnˆ  natural frequencies. Therefore when using penalty 
parameters in the RRM modelling rigid constraints, hˆ  DOFs are lost and their 
corresponding eigenvalues should be deleted from the results. Identifying the hˆ  
eigenvalues and modes that do not correspond to the constrained solution is a very 
easy task, as they converge to either 0
+
, 0
-
,   or -  depending on the type of 
penalty parameter used in the solution. 0
+
 and 0
-
 are obtained when positive and 
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negative inertial penalty parameters are used respectively, while   and -  are 
obtained when positive and negative stiffness penalty parameters are used 
respectively. 
 
The above statements are valid in any type of linear eigenvalue problem where 
constraints are replaced with penalty functions, irrespective of the mathematical 
procedure used, providing that the system does not have rigid-body modes. The 
set of admissible functions presented here has rigid-body modes. This does not 
have a big influence on the vibration results, although in buckling problems of a 
single beam and in the absence of penalty parameters the stiffness matrix will 
have two zero rows and columns, while the geometric stiffness matrix will have 
one zero row and column. Thus, in the solution of the beam buckling problem 
presented here, one eigenvalue will become infinite when an elastic stiffness type 
penalty parameter is used to model constraints. Furthermore, in vibration 
problems the zero-frequencies of the original free structure will be included in the 
results when inertial penalty parameters are used to model constraints as no 
stiffness would be related to these DOFs. This means that it is important to 
identify a priori the number of rows and columns full of zeros of the matrices of 
the system. 
 
It is important to mention that the procedure proposed in this work using the RRM 
and penalty functions to model constraints is an asymptotic method with respect 
to the absolute penalty value. This means that results approach the “exact” 
solution as the number of terms increases, but also as the absolute value of the 
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penalty functions increases. This is of course only until round-off errors or ill-
conditioning is reached. 
 
A drawback in the Penalty Function Method is that round-off errors or ill-
conditioning appear when penalty parameters are defined with a very high value. 
For this reason, the appropriate monotonic convergence property and the 
“bracketing property” of the constraint solution by a pair of penalty parameters of 
the same type and opposite sign were used as tests to find the best set of 
eigenvalues free of round-off errors. 
 
Another drawback of this procedure when using negative stiffness is the need to 
use a reasonably large magnitude for the penalty parameter that is greater than all 
critical penalty values. The critical penalty values are low negative penalty values 
of stiffness type that match the original stiffness value of the structure and give a 
zero frequency as explained in (Ilanko 2002a; Ilanko and Dickinson 1999). While 
critical penalty values can be computed and they are much smaller in magnitude 
than what would be needed to enforce constraints, it is still acknowledged as a 
drawback of this procedure. 
 
However, there is a way to avoid the need to determine the critical penalty terms. 
This is done by using eigenpenalty functions, although it has been found in this 
work that a similar instability occurs when low negative eigenpenalty parameters 
are used if the model contains rigid-body modes. Nevertheless, in this case the 
maximum number of instabilities is limited to the number of rigid-body modes 
that have been constrained by penalty parameters and checking the convergence 
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of the fundamental frequency will prevent this problem as the lower eigenvalues 
are the last to converge. In contrast, when using ordinary penalty parameters the 
low frequencies converge first. 
 
It has been found in this work that compared with ordinary type penalty functions, 
the magnitude of eigenpenalty parameters to effect a constraint is smaller 
particularly for higher modes.  For this reason, eigenpenalty functions are 
particularly suited for vibration analysis when the number of terms used in the set 
of admissible functions is not too large, because as mentioned earlier in this case 
the fundamental frequency is the last one to converge. 
 
Applications of the different types of penalty parameters can be found in recent 
publications that show with numerical results backed by mathematical theorems, 
that all penalty parameters mentioned above are effective in enforcing constraints 
in computing frequency parameters (Ilanko 2002a; 2005b), critical loads (Ilanko 
2003), linear systems of equations (Askes and Ilanko 2006) and in linear stress 
analysis (Ilanko 2005a). However, all illustrative examples used in the above 
publications were simple structures. In this thesis, the implementation of the 
various penalty methods for more complex problems is investigated. 
 
As mentioned earlier, the procedure used to develop the set of admissible 
functions used in the RRM in this thesis, built by a cosine series and a second 
order polynomial is presented in the next chapter. 
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Chapter 2 
 
New Set of Admissible Functions for a 
Free-Free Beam 
 
2.1 Introduction 
The purpose of this work is to present a general procedure to solve vibration and 
buckling problems of structural elements such as Euler-Bernoulli beams, thin 
plates and shallow shells with any kind of boundary conditions using the RRM 
together with the Penalty Function Method. Thus, it would prove very convenient 
to define a set of admissible functions that adequately models completely free 
structural elements (beam, plate and shell), allows the use of several penalty 
parameters and does not have a limit in the number of terms that can be used in 
the series due to ill-conditioning and at the same time converges with a relatively 
small number of terms. 
 
In the past some researchers gave guidelines to develop sets of admissible 
functions such as the ones given in (Oosterhout et al. 1995) as follows: 
a) the set of functions must be complete in energy form (all modes of 
vibration must be represented and no modes must be missing), 
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b) the set of functions must be linearly independent, 
c) the functions must satisfy boundary conditions and 
d) the functions must have derivatives at least up to half of the order of the 
partial differential equation. In all problems solved in this work it is 
necessary to build the stiffness matrix of the structural elements, which in 
all cases presented in this work includes derivatives up to the second order 
with respect to the same variable. 
 
As mentioned in Chapter 1, it is possible to build sets of admissible functions with 
any kind of elementary functions including simple polynomials, transcendental 
functions and a combination of both. 
 
Simple polynomials have a severe limitation on the number of terms that can be 
included in the solution before an ill-conditioning problem arises. Other sets of 
admissible functions built by orthogonal polynomials using the Gram-Schmidt 
process presented in (Bhat 1985) have proved to give excellent results for plates 
involving free edges (Yuan and Dickinson 1992a). This procedure has been used 
to build sets of admissible functions by many researchers, even though some 
criticism of this work was raised in (Brown and Stone 1997), where it is stated 
that the convergence of a vibration problem is independent of the selection of the 
set of admissible functions (no need for orthogonal polynomials is suggested) and 
that it depends only on the degree of the polynomial represented in the set. In the 
same work Brown and Stone stated that for plate problems orthogonality of the 
functions should be targeted only on the second derivative of the functions, 
although they also recognized that special polynomials are only needed if higher 
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order polynomials are included in the set of admissible functions. This is to make 
the set of functions more stable with respect to inversion and the extraction of 
eigenvalues of the resulting stiffness and mass matrices, although in (Li 2004) it 
has been reported that even when orthogonal polynomials are used in the RRM, 
the higher order polynomials become numerically unstable due to round-off 
errors. 
 
Transcendental functions also have some disadvantages. For instance, certain sets 
of admissible functions built by trigonometric functions have limitations 
converging when penalty parameters are included in the solution (Li and Daniels 
2002). Further more, Fourier series can be used as set of admissible functions only 
for some cases with simple boundary conditions (Li 2004). Sets of functions using 
trigonometric and hyperbolic functions are very complex and are likely to become 
numerically unstable when several terms are used in the solution.  This was 
noticed by Blevins (2000) who recommends using a high degree of precision 
when high modes are included, as well as by Jaworski and Dowell (2008) who 
used trigonometric and hyperbolic functions to solve vibration problems of beams 
with multiple steps using a set of functions for clamped-free beams. Jaworski and 
Dowell (2008) reported that numerical problems arise due to the difference 
between the values of the hyperbolic functions. In (Jaworski and Dowell 2008) 
the set of admissible functions built by trigonometric and hyperbolic functions 
was substituted by an approximation in higher modes with a combination of sine, 
cosine and exponential functions as previously used by Dowell (1984). 
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In contrast with all the previous options to build sets of admissible functions, 
several publications including (Li 2000; Li 2004; Zhou 1996), have shown that 
when polynomials and trigonometric functions are used to build sets of admissible 
functions, the solutions have a fast convergence rate and results are also accurate 
for higher modes. Although it is known that only the sum of the series of the 
functions should satisfy the boundary conditions (Budiansky and Hu 1946), many 
researchers have proposed to build sets of functions starting with a series 
containing trigonometric and polynomial functions, but enforcing boundary 
conditions for each term. This approach was used in (Li 2000; Li 2004; Zhou 
1996). 
 
As mentioned earlier Li (2002) built a series of admissible functions mixing 
polynomials and trigonometric functions. Li stated that the polynomials are 
introduced to take all the relevant discontinuities with the original displacement 
and its derivatives at the boundaries. 
 
It is important to remember that high order polynomials are the cause of 
numerical instabilities and ill-conditioning. Thus to keep the solution as simple as 
possible and free of numerical problems the minimum number of polynomial 
functions with the lowest order possible are included in the set of admissible 
functions presented in this work. 
 
As the main purpose of this work is to study the use of penalty parameters, a set of 
functions that converges rapidly and allows the use of a large number of functions 
without causing ill-conditioning should be used. For this reason, the set of 
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admissible functions to be used in this work was chosen to be a combination of 
polynomials and trigonometric functions. 
 
2.2 Building a set of admissible functions 
In this work, the first step to build a set of admissible functions combining 
trigonometric and simple polynomials is to select the trigonometric function. 
 
Sine functions are used as a set of functions to exactly model simple supported 
structures as they constrain the displacement at both ends of the structure, while 
rotation is allowed. On the other hand, cosine functions constrain rotation and 
allow translation, modelling sliding structures also in an exact way. Sliding 
condition is very useful when symmetry is used to model symmetrical modes 
using half of the structure. 
 
In (Budiansky and Hu 1946) Lagrangian multipliers were implemented in the 
RRM to constrain edges of a plate. Budiansky and Hu showed that the rate of 
convergence of the RRM together with the Lagrangian Multiplier Method is faster 
when a cosine series is used to build the set of admissible functions together with 
translational constraints to model clamped conditions than the combination of a 
set of admissible functions built by sine series and rotational constraints. 
 
Similarly, in (Li 2002) a comparison of the convergence of the RRM with 
admissible functions built by either a sine or a cosine series plus a polynomial is 
also presented. In (Li 2002) convergence rates for most boundary conditions were 
also found to be faster using cosine series than sine series. As expected, in this 
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work by Li, sine series have their fastest rate of convergence for simple supported 
conditions, while cosine series have their fastest rate of convergence for sliding 
conditions. In these cases they represent exact modes if the beams are uniform and 
have no discontinuities. 
 
For this reason, cosine series were selected in this work to build the set of 
admissible functions of a free-free beam. The cosine series used in this work is 
defined as 






L
xi
cos , for n,,i 210       (2.1) 
where x  is the axial coordinate of the beam, L  is the beam length and n  is the 
number of terms included in the set of admissible functions. 
 
Now, it is only necessary to define the simple polynomials in terms of the 
coordinate system that should be used in the set of admissible functions together 
with the cosine series. This can be started knowing that the series must include the 
rigid-body modes of the beam and as mentioned earlier that the set of admissible 
functions should satisfy the boundary conditions as a whole series and not 
individually. 
 
Then, the two rigid-body modes of a beam should be represented by a unit 
function and a linear function as in (Bassily and Dickinson 1975; Warburton 
1954; Zhou 1996). The unit term releases the translational rigid-body mode and 
the linear term releases a rotational rigid-body mode. It is important to note that 
the unit function is already included in the cosine series for 0i , although for 
simplicity the unit function will be used in the notation. 
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Next, by inspection it is observed that to satisfy all possible combinations of 
boundary conditions it is only necessary to add one more function that allows a 
second non-zero slope at one of the ends of the beam. Thus, a square term is 
added to the set of functions, because it is the lowest order polynomial that can be 
added to the series. 
 
This completes the set of admissible functions  xi  used in this work that it is 
defined as 
  1xi    for 1i      (2.2a) 
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xi    for 2i      (2.2b) 
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




L
x
xi    for 3i      (2.2c) 
 
 
L
xi
xi


3
cos

   for n,,i 54     (2.2d) 
 
The set of admissible functions given in Eqs. (2.2a)-(2.2d) are used in the RRM to 
model the transverse deflection of the beam as 
     txWt,xw sin ,        (2.3a) 
where  xW  is the amplitude of the deflection of the neutral axis of the beam 
defined as 
   


n
i
ii xcxW
1
 ,        (2.3b) 
where ic  are arbitrary coefficients. 
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A very important property of the Fourier series is that they are nominally 
orthogonal functions with respect to each other. This property can be defined for 
cosine functions with the following relationship (Szilard 2004): 





 jifor/L
jifor
dx
L
xj
L
xiL
2
0
coscos
 
0 

  and   (2.4) 
 
A similar relationship applies for sine series. A property of orthogonal functions is 
that their first and second derivatives are also orthogonal (Szilard 2004). This 
property is very useful to obtain the terms of the elastic stiffness, geometrical 
stiffness and mass matrices of beams, plates and shells, as when a set of 
orthogonal functions are used in the RRM the mass and elastic stiffness matrices 
of the structural element are diagonal matrices. However, if a good set of 
admissible functions is chosen, off-diagonal terms will be relatively small 
(Mukhopadhyay 2008). In the present work, the stiffness matrix of a free-free 
beam element is diagonal with the first two terms equal to zero, while the mass 
matrix of a beam has off-diagonal terms only in the first three rows and columns, 
corresponding to the terms that involve the linear and square functions. This is 
because the linear and square functions are not orthogonal with respect to any 
other function of the set. However the non-zero second derivative of the series 
would be orthogonal as suggested by (Brown and Stone 1997). Thus, the stiffness 
matrix of a beam derived with the present set of admissible functions results in a 
diagonal matrix, although the values of the first two terms in the main diagonal 
are zero. 
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In the cases of a completely free plate and a completely free shallow-shell 
modelled by the set of admissible functions given in Eqs. (2.2a)-(2.2d) the 
stiffness and the mass matrices are sparse. 
 
Furthermore, even though neither orthogonalization nor orthonormalization is 
carried out to define the set of admissible functions used in this work, no ill-
conditioning was found in any case due to the number of terms used in the series. 
 
The set of functions given in Eqs. (2.2a)-(2.2d) as was done by Li in (2000; 2004) 
use a cosine series and a polynomial. The main difference between the present 
approach and those in (Li 2000; Li 2004) is that even though the structures could 
be defined to be completely free in the work by Li, admissible functions were still 
obtained solving for boundary conditions of a structure with elastic boundary 
supports. This appears to have led Li to the conclusion that the set of functions 
must include polynomials of at least fourth order, while in this work these 
functions are built by the terms of a simple second order polynomial. 
 
Next, a comparison between the present set of admissible functions with the 
Legendre polynomials is carried out to show that these two sets of admissible 
functions model a free-free beam. 
 
The Legendre polynomials are obtained starting from a simple polynomial with 
the lowest degree that satisfies the boundary conditions of the problem and 
obtaining the rest of the polynomials using the Gram-Schmidt orthogonalization 
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process (Oosterhout et al. 1995). The Legendre polynomials have been used to 
solve vibration problems of completely free plates (Oosterhout et al. 1995). 
 
The Legendre polynomials are defined by the following Rodrigues formula 
(Garcia 1994): 
   n
n
nn
x
dx
d
!n
xP 1
2
1 2 





        (2.5) 
 
Then the first six polynomials are 
  10 xP ,         (2.6a) 
  xxP 1 ,         (2.6b) 
   13
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1 2
2  xxP ,        (2.6c) 
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2
1 3
3  ,        (2.6d) 
   33035
8
1 24
4  xxxP  and      (2.6e) 
   xxxxP 157063
8
1 35
5         (2.6f) 
 
 
Figure 2.1. First six Legendre polynomials. 
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Figure 2.2. First six admissible functions of the present work. 
 
Comparing Eqs. (2.2a) and (2.2b) with Eqs. (2.6a) and (2.6b), it is obvious that 
the first two functions of both the Legendre polynomials and the set of admissible 
functions developed in this work are identical. This can also be observed in Figs. 
2.1 and 2.2. 
 
Furthermore the third function in both sets is a square function (the function in the 
Legendre polynomials is a linear combination of a square term and a constant, 
both of which appear in the proposed set); while the following functions of both 
series add a nodal point to the previous function. This makes clear that not all 
functions satisfy the free boundary conditions at both ends, but as stated in 
(Budiansky and Hu 1946) and mentioned earlier in this work, the boundary 
conditions do not have to be satisfied individually by the functions in the set of 
admissible functions, but by the expansion of the whole set of admissible 
functions. 
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To further clarify the role of the functions on the boundary conditions at the ends 
of the beam, the manner in which the boundary conditions at both ends of the 
beam are satisfied by the set of admissible functions as a whole is explain below 
  00 i  This condition is satisfied by Eqs. (2.2a) and (2.2d), 
  0Li  All functions included in the set defined in Eqs. (2.2a)-( 2.2d) 
satisfy this condition, 
0
0



x
i
x

 This condition is only satisfied by the linear term defined in Eq. 
(2.2b) and 
0


Lx
i
x

 This condition is satisfied by the liner and square terms defined in 
Eqs. (2.2b) and (2.2c). 
The argument above shows that the proposed set of admissible functions is a 
complete set, which models the deflection of a free-free beam. 
 
In the following chapter the set of admissible functions shown in Eqs. (2.2a)- 
( 2.2d) are used in the RRM together with the Penalty Function Method to solve 
vibration problems of Euler-Bernoulli beams. 
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Chapter 3 
 
Free Vibration of Beams 
 
3.1 Introduction 
The Euler-Bernoulli beam is the first structural element analyzed in this work. 
Beams are one of the most common structural members in mechanical, aerospace, 
civil and other engineering applications. Numerous researchers have described 
different approaches of the RRM and other methods to obtain the natural 
frequencies, modes of vibrations and critical loads of this structural element. This 
includes among others the work by Klein (1974) who solved problems of tapered 
beams inter-connecting substructures with Lagrangian multipliers in the RRM and 
FEM; the work by Yuan and Dickinson (1992b) who published a method to inter-
connect beams using artificial springs in the RRM; the work by De Rosa and 
Auciello (1996) who solved the vibration problem of tapered beams with flexible 
ends (using translational and rotational springs) solving the equation of motion 
using Bessel equations; and an extensive description of existing methods and 
results of vibration of beams (Karnovsky and Lebed 2000; 2004). 
 
In this chapter, as mentioned earlier, the RRM together with the Penalty Function 
Method are used to solve vibration problems of beams. 
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Throughout the years, several beam theories have been developed taking different 
effects into account. In this work, beams are only modelled with the Euler-
Bernoulli theory, which suits slender beams subjected to bending stresses only 
(Karnovsky and Lebed 2004). The Euler-Bernoulli theory is based on the 
following assumptions (Rao 2007): 
a) the beam is initially straight and unstressed, 
b) the material of the beam is homogeneous and isotropic, the elastic limit is 
never exceeded and the Young’s modulus is the same in tension and 
compression. 
c) the length of the beam is at least ten times larger than the depth and 
deflections are small compared to the depth, 
d) effects of rotary inertia are neglected, 
e) angular distortion due to shear is considered negligible compared to 
bending deformation and rotation of cross-sections is neglected compared 
to translation, 
f) plane sections that are perpendicular to the longitudinal axis of the beam 
before bending remain so after bending and 
g) the neutral axis of the beam remains unstrained after bending. 
 
The equation of motion of a uniform Euler-Bernoulli beams as given by 
(Mukhopadhyay 2008) is 
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where w  is the transverse deflection, E  is the Young’s modulus, A  is the cross-
sectional area of the beam, I  is the second moment of area,   is the density of 
the material of the beam and t  is time. 
 
Other beam models are the Bress-Timoshenko theory that takes into account 
bending, shear deformation, rotary inertia and their joint contribution; the 
Rayleigh theory for beams under bending and shear; and the Love theory for 
beams that takes into account individual contributions of shear deformation, 
bending and rotary inertia (Karnovsky and Lebed 2004). 
 
3.2 Theoretical derivations 
The procedure using the RRM and penalty parameters to solve vibration problems 
of beams with all types of boundary conditions proposed in this work is described 
below. The matrices of a standard beam element used to obtain results with the 
FEM are given in Appendix A, whilst the procedure to obtain results using the 
RRM together with the Lagrangian Multiplier Method is briefly described in 
Appendix B. 
 
 
Figure 3.1. Beam of length L  with artificial translational springs ( 0k  and Lk ) 
and artificial rotational springs ( 0rk  and rLk ). 
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Consider an Euler-Bernoulli beam of constant cross-section with elastic 
translational and rotational supports as shown in Fig. 3.1. The set of admissible 
functions presented in Chapter 2 are used in the RRM to solve all beam problems 
in this chapter. This set of functions can be rewritten as 
 
1







i
i
L
x
x   for i  =  1, 2 and 3    (3.2a) 
   
L
xi
xi


3
cos

   for i  = 4 to n ,    (3.2b) 
where x  is the axial coordinate of the beam, L  is the beam length and n  is the 
number of terms in the series. 
 
The amplitude of deflection of the neutral axis of the beam  xW  can be 
expressed in terms of the admissible functions: 
   


n
i
ii xcxW
1
 ,        (3.3) 
where ic  are arbitrary coefficients. 
 
The maximum potential energy of an Euler-Bernoulli beam is given by 
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      (3.4) 
 
The maximum kinetic energy of an Euler-Bernoulli beam is given by 

L
max dxWAT
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,       (3.5) 
where   is the natural circular frequency 
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The maximum kinetic energy function 
max  is then given by  
2 /Tmaxmax          (3.6) 
 
In this thesis the amplitude of deflection of all types of structures W  is always 
defined for completely free conditions and each constraint condition not satisfied 
by the set of admissible functions needs to be incorporated through the use of 
penalty functions. In vibration problems, this may be achieved by including an 
energy term associated with an artificial spring of large stiffness or an inertial 
penalty parameter into the kinetic energy function. 
 
Then, the strain energy of artificial translational and rotational springs of very 
large stiffness xk  and xrk  at a point x  is given by 
x
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For instance, for a clamped-clamped beam, four penalty functions (artificial 
springs) are necessary to enforce the constraints (see Fig. 3.1). These include 
translational constraints at 0x  and Lx   as well as rotational constraints at 
0x  and Lx   as follows: 
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where the stiffness coefficients 0k , Lk , 0rk  and rLk  serve as penalty parameters. 
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Figure 3.2. Beam of length L  with artificial masses ( 0m  and Lm ) 
and artificial moments of inertia ( 0I  and LI ). 
 
Similarly, if artificial masses and moments of inertia as shown on Fig. 3.2 
substitute artificial stiffness to model constraints, the kinetic energy of the 
artificial masses is 
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where xm  and xI  are the artificial mass and moments of inertia of large value at a 
point x . 
 
Thus, for a clamped-clamped beam  artificial masses and moments of inertia 0m , 
Lm , 0I  and LI  as shown in Fig, 3.2, respectively substitute the translational and 
rotational stiffness coefficients 0k , Lk , 0rk  and rLk  in Fig. 3.1 and Eq. (3.8a). 
Then, for this case the kinetic energy of the artificial masses is 
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where the coefficients 0m , Lm , 0I  
and 
LI  serve as penalty parameters. 
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It should be noted that only the necessary penalty terms to model the chosen set of 
boundary conditions should be included in the solution and that Eqs. (3.7a) and 
(3.7b) can be used to add translational and/or rotational constraints at any point 
along the beam. 
 
The stiffness matrix K , the mass matrix M  and the penalty matrices sP  (for 
artificial springs) or mP   (for artificial inertia) are obtained by applying the 
Rayleigh-Ritz minimization to the conservative system. 
 
If artificial stiffness is used to model constraints, the minimization is defined as 
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if artificial inertia is used to model constraints, the minimization is defined as 
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     (3.9b) 
where 
2
 mm
T
 ,         (3.10) 
is the kinetic function of the artificial inertia. 
 
The minimisation is carried out by partially differentiating the total energy 
functional given in either Eq. (3.9a) or Eq. (3.9b) w.r.t. the unknown coefficients 
ic . This would be a minimum for cases when positive penalty parameters are 
used. In cases where negative parameters are used the matrix may not be positive 
definite, but this “minimization” should still give a minimum in the restricted 
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domain where all available eigenvectors are orthogonal, which eliminates the 
unstable modes. 
 
To present the results in non-dimensional form, the stiffness and the mass 
matrices are non-dimensionlized introducing  a non-dimensional axial coordinate 
and dividing the stiffness matrix by 3L/EI  and the mass matrix by AL  
 non-dimensional axial coordinate 
 Lx / ,        (3.11) 
Furthermore, the penalty matrices are also non-dimensionalized introducing non-
dimensional penalty parameters as follows:  
 non-dimensional stiffness of the artificial springs 
EI
Lk
EI
Lk
kˆ rxx 
3
,       (3.12a) 
 non-dimensional artificial inertial parameters 
3AL
I
AL
m
mˆ xx

 .       (3.12b) 
 
The non-dimensional eigen-problem obtained after the Rayleigh-Ritz 
minimization using artificial springs is 
       0cMcPK  4s        (3.13a) 
Similarly, the non-dimensional eigen-problem obtained after the Rayleigh-Ritz 
minimization using artificial inertia is 
       0cPMcK  m
4 ,       (3.13b) 
where   is
 
the non-dimensional frequency parameter defined as (Ilanko and 
Dickinson 1999)  
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The non-dimensional stiffness, mass and penalty matrices of beams are presented 
below in a notation that will allow comparison of these matrices with their 
counterparts for plates and shells. Then, the mass, stiffness and penalty matrices 
of a beam can be defined as 
 22 ,
kiEK  ,         (3.15) 
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From Eqs. (3.17a) and (3.17b) it can be observed that if mˆkˆ  , then ms PP   . 
 
3.3 Results and discussion 
The natural frequency parameters for beams with classical boundary conditions 
free (F), simple supported (S) and clamped (C); as well as sliding (G) conditions 
are presented here. Constraints in this chapter are only defined at the ends of the 
beam. Intermediate constraints are treated in Chapter 7, where the methodology to 
solve buckling problems of tapered beams is presented. 
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In all beam cases presented in this chapter, the values given in (Karnovsky and 
Lebed 2000) are used for comparison and in some cases results using the FEM 
and the RRM together with Lagrangian multipliers are also included. 
 
The last two methodologies and the method presented in this work were solved in 
the program MATLAB, using the command “eig” to extract the eigenvalues and 
eigenvectors of the eigen-problem defined by Eq. (3.13a) or Eq. (3.13b).  
 
To identify the various support cases, two letters were used to denote the 
boundary conditions at the two ends of the beam. For instance, FF indicates free-
free beam. 
 
In all cases including restraints in this and all other chapters, all the penalty 
parameters used in translational or rotational degrees of freedom were defined 
with the same non-dimensional value. Similarly, in all cases presented in this and 
other chapters positive and negative inertial and stiffness type penalty terms were 
used in each case, although only the results of selected penalty parameters are 
presented throughout this work. 
 
As mentioned before, in problems involving penalty parameters, the monotonic 
convergence property was used as a test to recognise numerical instabilities in the 
modes presented for all beams, plates, shells, as well as structures built by more 
than one structural element. A second test to avoid numerical instabilities is the 
use of the property described in (Ilanko and Williams 2008) that states that the 
eigenvalues of a constrained system can be bracketed by eigenvalues of systems 
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where the constraints were substituted by a pair of positive and negative penalty 
parameters of the same type and absolute value. 
 
3.3.1 Frequency parameters of FF beams 
Convergence with respect to discretisation (the number of terms) was investigated 
modelling a FF beam. The results for a FF beam using the proposed set of 
admissible functions give two zero frequency parameters corresponding to a rigid-
body translation and a rigid body rotation. Furthermore, irrespective of the 
number of functions used, the last two frequency parameters were found to 
deviate significantly from the exact results for any number of terms in the series. 
The rest of the results were very close to the exact natural frequencies of the 
beam. 
 
A minimum of five terms of the admissible functions must be included to obtain a 
good approximation to the first non-zero natural frequency of a FF beam, 
although a larger number of terms will in general increase the accuracy of the 
solution, converging from above (Williams 1987). 
 
Table 3.1 gives the results for the first five non-zero natural frequency parameters 
of a FF beam obtained with the procedure proposed in this work together with the 
results by Karnovsky and Lebed (2000) obtained from exact frequency equations. 
Thus, Table 3.1 does not include the two zero frequencies of the FF beam 
representing the rigid-body modes and shows how the accuracy of the solution 
increases as the number of terms increases. For example, the first two non-zero 
frequency parameters obtained using 6 terms in the series match the results given 
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by Karnovsky and Lebed (2000) only up to the third significant number, while 
results using 50 terms matched the results given by Karnovsky and Lebed for the 
first five non-zero frequencies up to the ninth significant figure although the 
results presented here only show six figures. 
 
Table 3.1. Frequency parameters of FF beams using the RRM. 
Number Mode number 
of terms 3 4 5 6 7 
4 5.1800 9.0587 N/A N/A N/A 
5 4.7307 9.0587 13.1006 N/A N/A 
6 4.7307 7.8578 13.1006 17.2090 N/A 
7 4.7301 7.8578 11.0079 17.2090 21.3524 
8 4.7301 7.8535 11.0079 14.1601 21.3524 
9 4.7300 7.8535 10.9968 14.1601 17.3141 
10 4.7300 7.8533 10.9968 14.1402 17.3141 
11 4.7300 7.8533 10.9958 14.1402 17.2844 
12 4.7300 7.8532 10.9958 14.1378 17.2844 
15 4.7300 7.8532 10.9956 14.1373 17.2792 
25 4.7300 7.8532 10.9956 14.1372 17.2788 
36 4.7300 7.8532 10.9956 14.1372 17.2788 
50 4.7300 7.8532 10.9956 14.1372 17.2788 
100 4.7300 7.8532 10.9956 14.1372 17.2788 
150 4.7300 7.8532 10.9956 14.1372 17.2788 
200 4.7300 7.8532 10.9956 14.1372 17.2788 
250 4.7300 7.8532 10.9956 14.1372 17.2788 
300 4.7300 7.8532 10.9956 14.1372 17.2788 
1000 4.7300 7.8532 10.9956 14.1372 17.2788 
* 4.7300 7.8532 10.9956 14.1372 17.2788 
*Results given in (Karnovsky and Lebed 2000) 
 
Investigation of round-off errors was carried out by comparing the results using 4, 
5, 6, 7, 8, 9, 10, 11, 12, 15, 25, 36, 50, 100, 150, 200, 250, 300 and 1000 terms. 
Although in general results converged monotonically from above, there were 
exceptions as the number of terms increased. These appear to be due to round-off 
errors which could be detected only if more than eleven decimals were recorded. 
The first round-off error appears on the fourteenth decimal of the second non-zero 
natural frequency parameter obtained using eleven terms in the series. 
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Results using the FEM also did not always converge monotonically from above. 
This is possibly due to round-off errors. Monotonic convergence of the results 
obtained with the FEM was interrupted as soon as three elements were used in the 
solution. The first mode that seems to be affected by round-off errors using three 
elements was the first non-zero frequency and as an element is added to the 
solution, the first mode in which the monotonic convergence is interrupted moves 
one place towards higher modes till 16 elements are used. After this, results with 
round-off errors move faster to higher modes. 
 
The error always appeared in the fourth significant figure for cases using three to 
thirteen elements. Round-off errors in the ninth significant figure were also found 
in the fundamental frequency for the case using 200 terms. Some other less 
significant round-off errors (in higher order frequencies) were also noticed in the 
results obtained to build Table 3.2. 
Table 3.2. Frequency parameters of FF beams using the FEM. 
Number Number Mode number 
of 
elements 
of 
DOF 
3 4 5 6 7 
1 4 5.1800 9.5735 N/A N/A N/A 
2 6 4.7353 8.3772 13.2469 16.7436 N/A 
3 8 4.7365 7.8735 11.6608 15.6229 21.7398 
4 10 4.7326 7.8776 11.0390 14.9429 18.6982 
5 12 4.7312 7.8657 11.0485 14.2074 18.2256 
8 16 4.7302 7.8555 11.0072 14.1748 17.3708 
12 26 4.7301 7.8537 10.9981 14.1457 17.3013 
16 34 4.7301 7.8534 10.9964 14.1400 17.2863 
24 50 4.7300 7.8532 10.9958 14.1377 17.2803 
49 100 4.7300 7.8532 10.9956 14.1372 17.2789 
74 150 4.7300 7.8532 10.9956 14.1372 17.2788 
99 200 4.7300 7.8532 10.9956 14.1372 17.2788 
124 250 4.7300 7.8532 10.9956 14.1372 17.2788 
149 300 4.7300 7.8532 10.9956 14.1372 17.2788 
499 1000 4.7300 7.8532 10.9956 14.1372 17.2788 
 * 4.7300 7.8532 10.9956 14.1372 17.2788 
*Results given in (Karnovsky and Lebed 2000). 
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By comparing Tables 3.1 and 3.2 it may be seen that the RRM converges faster 
than the FEM. For example, with only nine terms the first non-zero frequency 
parameter obtained using the RRM converges to the exact results up to the fifth 
significant figure, while using the FEM more than 34 DOF are needed to achieve 
the same accuracy. However, it should be noted that the mass and stiffness 
matrices have a smaller band in the FEM than in the RRM. 
 
3.3.2 Frequency parameters of CC beams using 250 terms 
Convergence due to the value of the penalty parameter was investigated 
comparing the results for CC beams using 250 terms with different penalty values. 
Results for penalty parameters of stiffness type are presented in Tables 3.3 and 3.4 
for positive and negative values, respectively. Similarly results for penalty 
parameters of inertial type are presented in Tables 3.5 and 3.6 for positive and 
negative values, respectively. Results given in (Karnovsky and Lebed 2000), as 
well as results obtained using the RRM together with Lagrangian Multiplier 
Method and the FEM were used for comparison, in both cases using 246 DOF. 
 
For both stiffness and inertial penalty parameters, calculations with several values 
of the series 
p10  were computed, where  ,...3,2,1,0p . True upper-bound 
solutions are obtained using negative stiffness and positive inertial penalty 
parameters  (Ilanko 2002a; Ilanko 2005b), while the constrained solutions 
obtained using positive stiffness and negative inertial penalty parameters are 
upper bound solutions (w.r.t. discretisation) to a lower bound model (w.r.t. 
constraints). 
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Results in Tables 3.3 and 3.4 show that the first frequency is the first mode to 
converge when penalty parameters of stiffness type are used and that as the 
absolute value of the penalty parameter increases, better approximations of the 
frequency parameters were obtained. 
 
Table 3.3. Frequency parameters of CC beams using 250 terms  
and positive stiffness penalty parameters. 
kˆ  
Mode Number 
1 2 3 4 5 6 
10
3
 4.5257 6.9195 8.7592 10.6527 13.1151 15.9743 
10
4
 4.7087 7.7538 10.7148 13.5033 16.0489 18.3757 
10
5
 4.7279 7.8433 10.9686 14.0795 17.1719 20.2396 
10
6
 4.7298 7.8522 10.9929 14.1315 17.2684 20.4032 
10
7
 4.7300 7.8531 10.9953 14.1366 17.2777 20.4187 
10
8
 4.7300 7.8532 10.9956 14.1371 17.2787 20.4202 
10
9
 4.7300 7.8533 10.9956 14.1372 17.2788 20.4204 
10
10
 4.7300 7.8526 10.9956 14.1369 17.2788 20.4203 
10
11
 4.7300 7.8624 10.9956 14.1384 17.2788 20.4200 
10
12
 4.7299 7.8351 10.9957 14.1463 17.2789 20.4163 
10
13
 4.7295 5.1446 10.9954 14.2495 17.2778 20.4551 
* 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
*Results given in (Karnovsky and Lebed 2000), FEM and  
RRM together with Lagrangian Multiplier Method 
 
Table 3.4. Frequency parameters of CC beams using 250 terms  
and negative stiffness penalty parameters. 
kˆ  
Mode Number 
1 2 3 4 5 6 
-10
3
 4.9488 8.6122 12.1548 15.4912 18.7299 21.9248 
-10
4
 4.7515 7.9506 11.2456 14.6065 17.9869 21.3396 
-10
5
 4.7322 7.8631 11.0223 14.1930 17.3788 20.5808 
-10
6
 4.7303 7.8542 10.9983 14.1428 17.2891 20.4373 
-10
7
 4.7301 7.8533 10.9959 14.1377 17.2798 20.4221 
-10
8
 4.7300 7.8532 10.9956 14.1372 17.2789 20.4205 
-10
9
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
-10
10
 4.7300 7.8539 10.9956 14.1370 17.2788 20.4203 
-10
11
 4.7300 7.8637 10.9956 14.1378 17.2788 20.4207 
-10
12
 4.7301 7.8554 10.9955 14.1407 17.2788 20.4232 
-10
13
 4.7303 8.3046 10.9959 14.4403 17.2792 20.4234 
* 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
*Results given in (Karnovsky and Lebed 2000), FEM and  
RRM together with Lagrangian Multiplier Method 
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Checking for solutions free of ill-conditioning through monotonic convergence 
test, it was observed that the best approximation of the upper and lower bound 
frequency parameters were found using stiffness values equal to 910 . Beyond 
these values, the calculated frequency parameters do not follow the expected 
monotonic convergence as the absolute value of the stiffness penalty parameter 
increases. This can only be explained by round-off errors associated with large 
penalty terms. Results with even higher stiffnesses show that results do not 
change drastically as would be expected in ill-conditioning, until a very high 
absolute value of the penalty parameter is used (
1310 or higher). With these 
values, results for the second frequency began to deviate significantly from the 
values given by Karnovsky and Lebed (2000). This shows that there is a limitation 
in the maximum penalty parameter value that can be used due to numerical 
problems. This applies to all problems analyzed in this work including beam, plate 
and shell elements. 
 
Furthermore making a second test, comparing the frequency parameters given in 
Tables 3.3 and 3.4 obtained with stiffness penalty parameters of magnitudes of 
910  show that the lower bound of second frequency parameter is higher than the 
upper bound. This contradicts the bracketing property described in (Ilanko and 
Williams 2008). This can also only be explained as a round-off error as the upper 
bound should always be higher than the lower bound and both results should 
bracket the solution obtained with the Lagrangian Multiplier Method that models 
the constraints exactly. Computing the values of the frequencies using penalty 
values 8x10
8
 and 9x10
8
 gave 7.85322 and 7.85318. This shows that the results of 
the second frequency parameter using a penalty value of 9x10
8
 has a round-off 
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error (as results should monotonically increase), whilst results using penalty 
values of 8x10
8
 obey the monotonic convergence giving results identical to the 
results in (Karnovsky and Lebed 2000) up to the fifth significant figure. 
 
Tables 3.5 and 3.6 show that when using small inertial penalty parameters in 
beams all the frequencies give a good approximation of the exact results. For the 
CC beam case all frequencies were obtained within 1% of the exact value using an 
inertial penalty parameter equal to 10, (i.e. a mass equal ten times that of the 
beam). 
 
Although the best approximation free of ill-conditioning was obtained with an 
inertial penalty parameter value of 10
7
, the results remained unchanged up to the 
fourth decimal included in Table 3.5 for the next penalty parameters (up to 10
10
). 
Then the results started to change when the inertial penalty parameter reached the 
value 10
11
, giving different values only on the fourth decimal place. The solution 
started to deviate significantly from the values given in (Karnovsky and Lebed 
2000) when the penalty parameter was assigned a value of 10
14
. In all beam cases 
using inertial penalty parameters, the results included two extra rigid-body 
frequencies (zero frequencies), because there is no restraint attached to the rigid-
bodies. These extra zero frequencies are not included in the tables presented in 
this work. 
 
Similar observations to the ones in the above paragraph can be made regarding 
Table 3.6. It is also worth to note that when negative inertial penalty parameter of 
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value -10
13
 is used, results already reached ill-conditioning giving infinite values 
for almost all modes. 
 
Table 3.5. Frequency parameters of CC beams using 250 terms and  
positive inertial penalty parameters. 
mˆ  
Mode number 
1 2 3 4 5 6 
1 5.0631 8.0767 11.1611 14.2687 17.3878 20.5135 
10 4.7715 7.8787 11.0138 14.1513 17.2903 20.4301 
10
2
 4.7343 7.8558 10.9974 14.1386 17.2799 20.4213 
10
3
 4.7305 7.8535 10.9958 14.1373 17.2789 20.4205 
10
4
 4.7301 7.8532 10.9956 14.1372 17.2788 20.4204 
10
5
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
10
6
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
10
7
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
10
8
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
10
9
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
10
10
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
10
11
 4.7300 7.8533 10.9956 14.1370 17.2787 20.4202 
10
12
 4.7300 7.8522 10.9959 14.1386 17.2791 20.4210 
10
13
 4.7364 7.8614 11.0001 14.1565 17.2844 20.4149 
10
14
 4.7300 7.9935 10.9552 14.3009 17.1401 20.4839 
* 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
*Results given in (Karnovsky and Lebed 2000), FEM and  
RRM together with Lagrangian Multiplier Method 
 
 
Table 3.6. Frequency parameters of CC beams using 250 terms and  
negative inertial penalty parameters. 
mˆ  
Mode number 
1 2 3 4 5 6 
-1 4.1160 7.5448 10.7905 13.9827 17.1547 20.3167 
-10 4.6861 7.8269 10.9771 14.1228 17.2671 20.4105 
-10
2
 4.7258 7.8506 10.9938 14.1357 17.2776 20.4194 
-10
3
 4.7296 7.8529 10.9954 14.1370 17.2786 20.4203 
-10
4
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
-10
5
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
-10
6
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
-10
7
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
-10
8
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
-10
9
 4.7300 7.8532 10.9957 14.1372 17.2787 20.4204 
-10
10
 4.7302 7.8531 10.9957 14.1373 17.2788 20.4204 
-10
11
 4.7336 7.8545 10.9917 14.1355 17.2825 20.4203 
-10
12
 4.7446 7.8606 11.0482 14.1372 17.2628 20.3983 
-10
13
 0.0000 4.9700 INF INF INF INF 
* 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
*Results given in (Karnovsky and Lebed 2000), FEM and  
RRM together with Lagrangian Multiplier Method 
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Comparison of results using artificial stiffness and artificial inertia with the same 
type of monotonic convergence, leads to comparison of Table 3.3 (positive 
stiffness) against Table 3.6 (negative inertia) and of  Table 3.4 (negative stiffness) 
against Table 3.5 (positive inertia). This shows that accuracy of the fundamental 
frequency is similar when the penalty value of the artificial stiffness is 1000 times 
larger than the value of the artificial inertia. As mentioned earlier, the fundamental 
frequency is the first one to converge when artificial springs are used and the last 
one when artificial inertia is used. Furthermore, negative artificial stiffness has 
critical values that give extra zero frequencies as explained earlier. For these 
reasons, positive inertial penalty parameters will be used in the rest of this 
chapter. 
 
3.3.3 Frequency parameters of beams with classical boundary 
conditions using inertial penalty parameters 
Table 3.7 contains the best approximations to the non-dimensional frequency 
parameters of beams with all combinations of classical boundary conditions using 
10, 50, 250 and 1000 terms and positive inertial penalty parameters with values 
10
p
 where  ,...3,2,1,0p . Table 3.8 presents results for cases that contain sliding 
conditions (denoted by G), which may be useful when symmetry is applied to a 
structure; sliding conditions allow lateral displacement while rotation is fixed. All 
results are compared only to the results given by Karnovsky and Lebed (2000). 
 
Results using at least 250 terms in Tables 3.7 and 3.8 are the same as those 
published by Karnovsky and Lebed (2000) with one exception: the second 
frequency of the CG case using the present method is slightly lower. The 
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published figure by Karnovsky and Lebed (2000) is 5.4988. However, by 
symmetry one can deduce the CG case results from that of the CC case, where 
each frequency parameter for the CG case has a frequency parameter of twice the 
magnitude corresponding to the symmetrical modes of CC beam. Using the 
second symmetrical frequency parameter for the CC beam (third mode), it can be 
seen that the second frequency parameter for the CG beam should be 5.4978 
which is the result obtained using the present method. Therefore, the correct 
figure is given in Table 3.7. It is believed that the figure in (Karnovsky and Lebed 
2000) contains a transcription error. With this correction, there is complete 
agreement between the results by Karnovsky and Lebed (2000) and the present 
results. 
 
For most beam cases, penalty parameters that gave the best approximations to the 
frequency parameters do not change as the number of terms included in the 
solution increased. In most cases solutions converge up to the fourth decimal 
place, well before the monotonic convergence is interrupted. For instance, for GG 
beams using positive inertial penalty parameters, a value of 10
3
 is enough to get 
all sets of results presented in Table 3.8. 
 
Furthermore, as mentioned for the CC beam, in beam problems, it was found that 
all frequencies gave good approximations to the exact result using very small 
inertial penalty parameter values. For instance with an inertial penalty parameter 
of 10 (ten times that of the beam itself) for all beam cases included in Tables 3.7 
and 3.8 and for any number of terms used in this work, the first frequency has a 
deviation lower than 3% in comparison with the values given in  (Karnovsky and 
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Lebed 2000). It should be emphasised here that this deviation corresponds to the 
first frequency, which is the last one to converge, and is therefore the worst case 
scenario. The results for all other frequencies present a lower deviation. 
 
 
Table 3.7. Frequency parameters of beams with classical boundary conditions. 
Case mˆ  
Mode number 
1 2 3 4 5 6 
SF        
10 10
6
 0 3.9271 7.0716 10.2222 13.3774 16.5883 
50 10
6
 0 3.9266 7.0686 10.2102 13.3518 16.4935 
250 10
6
 0 3.9266 7.0686 10.2102 13.3518 16.4934 
1000 10
6
 0 3.9266 7.0686 10.2102 13.3518 16.4934 
*  0 3.9266 7.0686 10.2102 13.3518 16.4934 
CF        
10 10
6
 1.8752 4.6958 7.8623 11.0192 14.1795 17.4005 
50 10
6
 1.8751 4.6941 7.8548 10.9956 14.1373 17.2791 
250 10
6
 1.8751 4.6941 7.8548 10.9955 14.1372 17.2788 
1000 10
6
 1.8751 4.6941 7.8548 10.9955 14.1372 17.2788 
*  1.8751 4.6941 7.8548 10.9955 14.1372 17.2788 
SS        
10 10
5
 3.1422 6.2866 9.4447 12.6010 15.8510 19.0328 
50 10
5
 3.1416 6.2832 9.4248 12.5665 15.7082 18.8500 
250 10
5
 3.1416 6.2832 9.4248 12.5664 15.7080 18.8496 
1000 10
5
 3.1416 6.2832 9.4248 12.5664 15.7080 18.8496 
*  3.1416 6.2832 9.4248 12.5664 15.7080 18.8496 
SC        
10 10
6
 3.9283 7.0757 10.2438 13.4047 16.6759 19.8580 
50 10
6
 3.9266 7.0686 10.2103 13.3520 16.4938 19.6357 
250 10
6
 3.9266 7.0686 10.2102 13.3518 16.4934 19.6350 
1000 10
6
 3.9266 7.0686 10.2102 13.3518 16.4934 19.6350 
*  3.9266 7.0686 10.2102 13.3518 16.4934 19.6350 
CC        
10 10
7
 4.7340 7.8658 11.0472 14.2118 17.4959 20.6671 
50 10
7
 4.7301 7.8533 10.9958 14.1375 17.2794 20.4214 
250 10
7
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
1000 10
7
 4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
*  4.7300 7.8532 10.9956 14.1372 17.2788 20.4204 
*Results given in (Karnovsky and Lebed 2000). 
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Table 3.8. Frequency parameters of beams with classical 
and sliding boundary conditions. 
Case mˆ  
Mode number 
1 2 3 4 5 6 
FG        
10 10
4
 0 2.3650 5.4978 8.6395 11.7817 14.9265 
50 10
4
 0 2.3650 5.4978 8.6394 11.7810 14.9226 
250 10
4
 0 2.3650 5.4978 8.6394 11.7810 14.9226 
1000 10
4
 0 2.3650 5.4978 8.6394 11.7810 14.9226 
*  0 2.3650 5.4978 8.6394 11.7810 14.9226 
GG        
10 10
16
 0 3.1416 6.2832 9.4248 12.5664 15.7080 
50 10
9
 0 3.1416 6.2832 9.4248 12.5664 15.7080 
250 10
7
 0 3.1416 6.2832 9.4248 12.5664 15.7080 
1000 10
8
 0 3.1416 6.2832 9.4248 12.5664 15.7080 
*  0 3.1416 6.2832 9.4248 12.5664 15.7080 
SG        
10 10
6
 1.5708 4.7133 7.8584 11.0095 14.1728 17.3639 
50 10
6
 1.5708 4.7124 7.8540 10.9956 14.1373 17.2789 
250 10
6
 1.5708 4.7124 7.8540 10.9956 14.1372 17.2788 
1000 10
6
 1.5708 4.7124 7.8540 10.9956 14.1372 17.2788 
*  1.5708 4.7124 7.8540 10.9956 14.1372 17.2788 
CG        
10 10
7
 2.3652 5.5005 8.6498 11.8074 14.9774 18.1666 
50 10
7
 2.3650 5.4978 8.6394 11.7811 14.9228 18.0645 
250 10
7
 2.3650 5.4978 8.6394 11.7810 14.9226 18.0642 
1000 10
7
 2.3650 5.4978 8.6394 11.7810 14.9226 18.0642 
*  2.3650 5.4987 8.6394 11.7810 14.9226 18.0642 
*Results given in (Karnovsky and Lebed 2000). 
 
3.3.4 Concluding remarks 
In this work the new set of admissible functions derived for a FF beam in Chapter 
2 was implemented in the RRM to solve beam problems including classical 
boundary conditions as well as sliding boundary conditions.  This is similar to the 
approach used by Amabili et al (1997) where the authors used an admissible 
function of a less constrained problem including rigid body modes and replaced 
the excluded constraints by elastic restraints. 
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In the present approach the set of admissible functions is a combination of 
polynomial and trigonometric functions as in (Li 2000; Zhou 1996), but the 
procedure used here does not require the enforcement of essential boundary 
conditions for each function which have instead been imposed approximately on 
the final solution using the Penalty Function Method. The accuracy of the solution 
depends on the absolute value of the penalty parameter and the number of terms 
used. Although there is a limit in the maximum value of the penalty parameter of 
any kind, for the problems presented here, the range of penalty values that give a 
good approximation to the exact solution is relatively large. 
 
In this work, it was noticed that when inertial penalty parameters were used, the 
higher modes converged first. This is because the force of the constraint is 
proportional to the square of the frequency, which means that penalty against 
violation of higher modes, was greater for the same absolute value of the inertial 
penalty parameter. Therefore, inertial penalty parameters are recommended for 
natural frequency calculations of beams if higher modes are of interest. This may 
be important in acoustics. In contrast when using stiffness type penalty 
parameters, it has been noted (Ilanko 2002a) that the value of the artificial 
stiffness penalty parameter required to effect a constraint increased with the 
number of modes. This means that to obtain accurate frequency parameters for 
high frequencies a stiffness penalty parameter with higher magnitude must be 
defined. 
 
In the next chapter the same procedure is used to solve vibration problems of thin 
rectangular plates. Results are presented only for square plates with F, S and C 
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conditions, although plates with a different aspect ratios or with G conditions can 
also be solved using the same procedure. An example of a plate with internal 
constraints is also presented. 
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Chapter 4 
 
Free Vibration of Plates 
 
4.1 Introduction 
This chapter investigates the use of the proposed set of admissible functions in the 
RRM in conjunction with penalty parameters of different types to solve vibration 
problems of thin rectangular plates. 
 
Several researchers have used the RRM to solve vibration problems of plates. 
Some relevant to this work are (Amabili et al. 1997; Bhat 1985; Leissa 1969a; 
Leissa 1973; Li 2004; Liew and Wang 1993; Young and Dickinson 1993; Young 
and Dickinson 1994; Yuan and Dickinson 1992a; Zhou 1996). These references 
include solutions using artificial springs to model boundary conditions and to 
inter-connect plate elements, plates with different geometries and discussions 
about different sets of admissible functions. 
 
Plates, just as beams, are commonly used in many engineering fields and have 
been the subject of study by numerous researchers, probably the first to produce a 
mathematical model of a plate element being Euler in 1776 (Ventsel and 
Krauthammer 2001). 
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In this thesis plates are always modelled following the classical Kirchhoff’s plate 
theory, which is based on the following assumptions: 
a) the material of the plate is homogeneous and isotropic, the elastic limit is 
never exceeded and the Young’s modulus is the same in tension and 
compression, 
b) thin plates typically have side a  to thickness h  ratios in the range 
1008  h/a (plates with lower ratios classify as thick plates, while plates 
with higher ratios classify as membranes) and the deflection of the middle 
plane is also small in comparison to the thickness of the plate, 
c) rotary inertia is neglected, 
d) the plate is initially flat, 
e) the stress normal to the middle plane is neglected, 
f) plane sections perpendicular to the middle plane of the plate remain plane 
before and after bending and 
g) the middle surface remains unstrained after bending. 
 
These assumptions are analogous to the those listed in Chapter 3 for Euler-
Bernoulli beams and reduces the plate problem from a three-dimensional problem 
to a two-dimensional one (Ventsel and Krauthammer 2001). The last four 
assumptions above are known as Kirchhoff’s hypotheses (Ventsel and 
Krauthammer 2001) 
 
Another relevant plate theory developed to deal with thicker and composite plates 
is the Reissner-Mindlin theory (also called first-order shear deformation theory) 
that takes into account the transverse shear deformation on the deflection of the 
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plate (Amabili 2008). Thus, in the Reissner-Mindlin theory straight lines 
perpendicular to the middle plane do not remain perpendicular after bending and 
instead it takes two rotational DOFs, but this theory does not satisfy the transverse 
shear boundary conditions at the top and bottom surfaces, due to the assumption 
of a constant shear angle through the thickness. 
 
Other theories that include geometric nonlinearities based on the Kirchhoff’s plate 
theory and the Reissner-Mindlin plate theory were developed by Von Karman 
(von Kármán 1910) and by Reddy (Reddy 1990), respectively as mentioned in 
(Amabili 2008). 
 
4.2 Theoretical derivations 
The set of admissible functions for beams presented in Chapter 2 will be used to 
model the deflection of a rectangular plate as shown in Fig. 4.1, with dimensions 
a  and b  along directions x  and y , thickness h  and flexural rigidity D  defined 
as 
 2
3
112 

Eh
D  ,        (4.1) 
where   is Poisson’s ratio and E  is Young’s modulus. 
 
Figure 4.1. Completely free rectangular plate. 
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The amplitude of the deflection of the plate defined in terms of the set of 
admissible functions is 
     
n
j
n
i
jiij yxcy,xW  ,      (4.3) 
where ijc  are arbitrary coefficients.  
 
The maximum potential energy of the plate maxV  due to the strain energy of 
bending and twisting of the plate is (Oosterhout et al. 1995) 
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The maximum kinetic energy maxT  of the plate is (Oosterhout et al. 1995) 
 
a b
max dxdyW
h
T
 
0 
 
0 
2
2
2

,       (4.5) 
The maximum kinetic energy function max  is given by (Oosterhout et al. 1995) 
2 /Tmaxmax          (4.6) 
 
As explained in Chapter 2, the selected set of admissible functions are used to 
model the deflection of completely free structures. For this reason, in this chapter 
all constraint conditions are incorporated through the use of either stiffness or 
inertial type penalty parameters. 
 
Then, the strain energy of translational and rotational springs along all four edges 
of the plate ( 0x , ax  , 0y  and by  ) is defined as 
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where 0xk , xak , 0yk  and ybk  are the stiffness per unit length of the translational 
spring supports, while 0rxk , rxak , 0ryk  and rybk  are the stiffness per unit length of 
the rotational spring supports located along the edges at 0x , ax  , 0y  and 
by  , respectively. To model each of the 20 cases of plates with classical 
boundary conditions along the edges only the appropriate stiffness coefficients 
should have a non-zero value. 
 
Springs can be used to model a constraint at a point ( x , y ), but in this case, no 
integration is necessary and both values x  and y  defining the location of the 
constraint should be substituted in the amplitude of the deflection of the plate W  
in the terms defining a translational constraint or a rotational constraint. For 
instance, the additional strain energy terms of a translational spring and rotational 
springs around axes x  and y  are 
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,  (4.8a) 
where  y,xk  and  y,xrk  are the stiffness coefficients of  the point translational and 
rotational artificial springs (assuming that both rotational springs have the same 
stiffness). 
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Similarly, if masses are used to model constraints, the maximum kinetic energy 
equation must include terms, similar to those in Eqs. (4.7a) and (4.8a). But in this 
case the energy terms contain masses per unit length 0xm , xam , 0ym  and ybm , and 
rotational inertias per unit length 0xI , xaI , 0yI  and ybI . The maximum kinetic 
energy edge,mT  of the artificial inertia to constrain the four edges of the plate in the 
same order as defined in Eq. (4.7a) is 
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The kinetic energy due to artificial point inertial parameters is 
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where  y,xm  and  y,xI  are the coefficients of  the point artificial masses and 
moments of inertia (the same notation was used for both moments of inertia as 
they are assumed to have the same value). 
 
Then the set of linear homogeneous equations of the system are found by 
minimizing the potential and kinetic energy of the plate including the energy of 
the artificial springs or the energy of the artificial inertia. 
 
If artificial springs are used to model constraints the minimization is defined as 
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if artificial inertia is used to model constraints, the minimization is defined as 
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where 
2
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edge,m
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T
  and       (4.10a) 
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T
         (4.10b) 
 
To obtain results in non-dimensional form non-dimensional coordinates of the 
plate are introduced and the stiffness and mass matrices are non-dimensionalized 
by dividing them by ab/D  and hab , respectively. Furthermore, the penalty 
matrices are also non-dimensionalized introducing non-dimensional penalty 
parameters. Examples for distributed penalty parameters along the edge at 0x  
and for point parameters at 0 yx  are presented, while all other non-
dimensional penalty parameters can be obtained in a similar way 
 non-dimensional coordinates of the plate 
a/x  and b/y      (4.11a, 4.11b) 
 non-dimensional distributed translational and rotational stiffness parameter 
D
ak
D
ak
kˆ rxx 0
3
0          (4.12a) 
 non-dimensional distributed mass and inertia parameter 
3
00
ha
I
ha
m
mˆ rxx

         (4.12b) 
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 non-dimensional translational and rotational point stiffness parameter 
D
k
D
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kˆ
rxyxy

2
        (4.13a) 
 non-dimensional point mass and inertia parameter 
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The non-dimensional eigen-problem obtained after the Rayleigh-Ritz 
minimization using artificial springs is 
       0cMcPPK  2intpo,sedge,s      (4.14a) 
 
Similarly, the non-dimensional eigen-problem obtained after the Rayleigh-Ritz 
minimization using artificial inertia is 
       0cPPMcK  intpo,medge,m2 ,     (4.14b) 
where   is the non-dimensional frequency parameter defined as (Young and 
Dickinson 1993) 
D
bha 222 
          (4.15)  
 
Using a notation that is consistent for beams, plates and shells, the non-
dimensional version of the matrices in Eqs. (4.14a) and (4.14b) are written below. 
 
First the non-dimensional mass and stiffness matrices of a plate are 
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Then the non-dimensional penalty matrices due to the artificial stiffness as 
defined in Eqs. (4.7a,4.8a) are 
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Penalty matrices due to artificial inertia can be obtained substituting kˆ  by mˆ  in 
Eqs. (4.18) and (4.19). 
 
It is observed that all terms in Eqs. (4.16)-(4.19) are in function of four subscripts. 
Then the two-dimensional matrices are obtained carrying out the double 
summation of W  defined in Eq. (4.3). Thus, the two-dimensional matrices are 
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obtained combining every term in the double summation (with subscripts i  and j  
with a term with subscripts k  and l  using the following relationships: 
 nkio 1   and    nljp 1 ,   (4.20a,4.20b) 
 
With this reduction all matrices defining properties of a plate in Eqs. (4.16)-(4.19) 
are square matrices of size nˆ x nˆ ,  
2nnˆ   ,          (4.21) 
where nˆ  is the original number of DOFs of the system. 
 
Moreover, b/a  is the aspect ratio of the plate. In this chapter only results for 
square plates are presented. This means that in all cases 1 . Also, for all 
solutions presented in this chapter the Poisson’s ratio has a fixed value 30. . 
 
It should be clear as explained in Chapter 3, that hˆ  DOFs are lost when hˆ  penalty 
parameters are applied to the solution. The total number of active DOFs of the 
plate can be calculated by subtracting the number of edge constraints parallel to 
axis y  from the number of terms used on the x  direction, then subtracting the 
number of edge constraints parallel to axis x  from the number of terms used on 
the y  direction and multiplying the results. This can be written as 
  yxactive hˆnhˆnnˆ          (4.22) 
 
For instance the number of DOFs of a SCSC plate setting 10n  is 
   48410210 activenˆ  
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Then for a SCSC plate with 10n  size of the matrices remain 100x100, although 
there are only 48 activenˆ . Thus there are 52 eigenvalues that should be erased from 
the solution. Identifying these 52 eigenvalues is a very easy task as they tend to 0
+ 
 
and 0
-
 when positive and negative artificial inertia is used or to   or to   
when positive and negative artificial stiffness is used, respectively. This applies to 
vibration problems of all types of structural elements analyzed in this thesis. 
 
4.3 Results and discussion 
This section presents frequency parameters for plates with F, S or C boundary 
conditions. To identify the boundary conditions of the different plate cases, four 
letters representing the edges at the non-dimensional coordinates are necessary 
and they are given in the following order 0 , 0 , 1  and 1 . For all 
cases the same number of terms is used in both directions. 
 
4.3.1 Frequency parameters of a FFFF plate 
To demonstrate the robustness of the solution using the proposed set of admissible 
functions, first solutions of a FFFF plate are presented in Table 4.1. This case 
shows that ill-conditioning is not due to the number of terms used as it is the only 
case without penalty parameters. 
 
Furthermore, for comparison the solution of a FFFF plate using the RRM with a 
set of admissible functions built by simple polynomials is also included in Table 
4.1. The maximum number of terms in the solution using simple polynomials free 
of ill-conditioning was found to be seven, which gives very accurate results, but 
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for lower modes only. On the other hand, the solution with five terms does not 
converge for all the first eight modes given on Table 4.1 and the solution with 
eight terms already gives inaccurate results due to ill-conditioning, as results 
include negative and complex eigenvalues. From the comparison between both 
solutions using seven terms in each direction, it is clear that the set of admissible 
functions built by simple polynomials gives lower frequency parameters for the 
first five lower frequencies and the eighth frequency. For all other modes lower 
frequencies were obtained using the set of admissible functions given in Chapter 
2, although these results are not shown here. 
 
Table 4.1. Convergence of FFFF plates with respect to the number of terms n . 
 Present work 
n  1 2 3 4,5 6,7 8 
6 13.4967 19.6065 24.2903 34.9087 61.2251 64.3716 
7 13.4967 19.5978 24.2744 34.8825 61.1877 63.9576 
10 13.4725 19.5967 24.2718 34.8206 61.1040 63.8078 
15 13.4695 19.5962 24.2705 34.8059 61.0952 63.7088 
20 13.4686 19.5962 24.2703 34.8027 61.0941 63.6967 
25 13.4684 19.5962 24.2703 34.8018 61.0936 63.6905 
30 13.4683 19.5961 24.2702 34.8014 61.0935 63.6889 
35 13.4683 19.5961 24.2702 34.8012 61.0934 63.6876 
40 13.4682 19.5961 24.2702 34.8011 61.0933 63.6872 
45 13.4682 19.5961 24.2702 34.8010 61.0933 63.6868 
50 13.4682 19.5961 24.2702 34.8010 61.0933 63.6867 
55 13.4682 19.5961 24.2702 34.8010 61.0933 63.6865 
60 13.4682 19.5961 24.2702 34.8009 61.0933 63.6864 
 Simple polynomial 
 1 2 3 4,5 6,7 8 
6 13.4687 19.7257 24.5412 35.2880 63.0195 66.1691 
7 13.4687 19.5963 24.2707 34.8083 62.9471 63.6896 
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4.3.2 Frequency parameters of plates with classical boundary 
conditions 
Table 4.2 shows the frequency parameters of the 21 cases of plates with classical 
boundary conditions obtained using the proposed set of admissible functions in 
the RRM. Results for 10 and 20 terms in each direction of the plate are presented. 
Results obtained with the proposed set of admissible functions are compared with 
the results given by Leissa (1973). 
 
As mentioned earlier, a pair of results using positive and negative penalty 
parameters brackets the constrained solution of the vibration problem. For this 
reason, the sets of results presented in Table 4.2 were obtained using positive and 
negative inertial penalty parameters with absolute values from the series 
12 i , for 
...,,i 321  and checking for monotonic convergence towards the constrained 
solution in the first six non-zero frequencies. For all cases except one, results 
presented in Table 4.2 were found when results using positive and negative 
inertial penalty parameters of the same absolute value converged to the same 
results up to the second decimal place. The exception was found in the second 
frequency parameter of a SFSF plate using 20 terms in each direction, where a 
difference of 0.01 persisted. Results presented for this case is the average of the 
last pair of results with monotonic convergence with positive and negative penalty 
parameters. 
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Table 4.2. Results of 21 plate cases with classical boundary conditions. 
Case mˆ  
Mode number 
1 2 3 4 5 6 
1 
SSSS 
10x10 8192 19.74 49.38 49.38 79.00 99.04 99.04 
20x20 4096 19.74 49.35 49.35 78.96 98.72 98.72 
Leissa  19.74 49.35 49.35 78.96 98.70 98.70 
2 
SCSC 
10x10 16384 29.01 54.89 69.58 94.99 102.74 130.38 
20x20 131072 28.96 54.75 69.35 94.62 102.25 129.19 
Leissa  28.95 54.74 69.33 94.59 102.22 129.10 
3 
SCSS 
10x10 32768 23.67 51.75 58.77 86.34 100.67 113.96 
20x20 8192 23.65 51.68 58.66 86.15 100.30 113.28 
Leissa  23.65 51.67 58.65 86.13 100.27 113.23 
4 
SCSF 
10x10 16384 12.69 33.10 41.76 63.13 72.57 91.03 
20x20 131072 12.69 33.07 41.71 63.03 72.41 90.64 
Leissa  12.69 33.07 41.70 63.01 72.40 90.61 
5 
SSSF 
10x10 8192 11.69 27.76 41.25 59.12 61.91 90.70 
20x20 262144 11.68 27.76 41.20 59.07 61.86 90.32 
Leissa  11.68 27.76 41.20 59.07 61.86 90.29 
6 
SFSF 
10x10 131072 9.64 16.14 36.74 39.00 46.79 70.83 
20x20 131072 9.63 16.14 36.73 38.95 46.74 70.75 
Leissa  9.63 16.13 36.73 38.95 46.74 70.74 
7 
CCCC 
10x10 16384 36.11 73.76 73.76 108.99 133.09 133.63 
20x20 8192 35.99 73.43 73.43 108.29 131.69 132.31 
Leissa  35.99 73.41 73.41 108.27 131.64 132.64 
8 
CCCS 
10x10 8192 31.91 63.57 71.36 101.36 117.27 131.70 
20x20 16384 31.83 63.35 71.10 100.85 116.42 130.45 
Leissa  31.83 63.35 71.08 100.83 116.40 130.37 
9 
CCCF 
10x10 8192 24.00 40.15 63.49 77.07 81.00 117.55 
20x20 32768 23.93 40.01 63.26 76.74 80.62 116.75 
Leissa  24.02 40.04 63.49 76.76 80.71 116.80 
10 
CCSS 
10x10 16384 27.09 60.70 60.94 93.20 115.36 115.49 
20x20 4096 27.06 60.55 60.80 92.87 114.61 114.76 
Leissa  27.06 60.54 60.79 92.87 114.57 114.72 
11  
CCSF 
10x10 8192 17.57 36.09 51.96 71.32 74.56 106.56 
20x20 16384 17.54 36.03 51.83 71.10 74.35 105.85 
Leissa  17.62 36.05 52.07 71.19 74.35 106.28 
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Table 4.2 (continued). 
Case mˆ  
Mode number 
1 2 3 4 5 6 
12  
CCFF 
10x10 8192 6.93 23.95 26.62 47.79 62.88 65.72 
20x20 65536 6.92 23.91 26.59 47.67 62.72 65.56 
Leissa  6.94 24.03 26.68 47.79 63.04 65.83 
13  
CSCF 
10x10 8192 23.44 35.69 63.13 67.00 77.73 109.48 
20x20 32768 23.38 35.58 62.91 66.78 77.42 108.93 
Leissa  23.46 35.61 63.13 66.81 77.50 108.99 
14 
CSSF 
10x10 8192 16.82 31.16 51.53 64.13 67.72 101.45 
20x20 65536 16.80 31.12 51.41 64.03 67.56 101.15 
Leissa  16.87 31.14 51.63 64.04 67.65 101.21 
15 
CSFF 
10x10 131072 5.36 19.09 24.70 43.16 52.78 63.92 
20x20 65536 5.35 19.08 24.67 43.10 52.71 63.78 
Leissa  5.36 19.17 24.77 43.19 53.00 64.05 
16 
CFCF 
10x10 16384 22.23 26.51 43.78 61.42 67.50 80.09 
20x20 32768 22.18 26.42 43.62 61.21 67.22 79.84 
Leissa  22.27 26.53 43.66 61.47 67.55 79.90 
17 
CFSF 
10x10 32768 15.22 20.62 39.80 49.58 56.45 77.42 
20x20 131072 15.20 20.59 39.74 49.46 56.30 77.34 
Leissa  15.29 20.67 39.78 49.73 56.62 77.37 
18 
CFFF 
10x10 131072 3.47 8.52 21.31 27.22 31.01 54.33 
20x20 131072 3.47 8.51 21.29 27.20 30.97 54.21 
Leissa  3.49 8.52 21.43 27.33 31.11 54.44 
19 
SSFF 
10x10 16384 3.37 17.32 19.30 38.23 51.09 53.54 
20x20 65536 3.37 17.32 19.29 38.21 51.04 53.49 
Leissa  3.37 17.41 19.37 38.29 51.32 53.74 
20 
SFFF 
10x10 65536 6.64 14.91 25.39 26.00 48.50 50.63 
20x20 65536 6.64 14.90 25.38 26.00 48.45 50.58 
Leissa  6.65 15.02 25.49 26.13 48.71 50.85 
21 
FFFF 
10x10 N/A 13.47 19.60 24.27 34.82 34.82 61.10 
20x20 N/A 13.47 19.60 24.27 34.80 34.80 61.09 
Leissa  13.49 19.79 24.43 35.02 35.02 61.53 
 
 
As observed in Chapter 3, once again the frequency parameters for the higher 
modes converge first and with lower magnitudes of artificial masses than those 
required for the lower modes. For instance, using 10 terms in both directions of 
the plate in all 20 cases including constraints in the boundary conditions and 
assigning a value of 8 to the inertial parameter index, at least half of the upper 
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frequency parameters converged within 1% of the best approximation (using the 
penalty value on Table 4.2 for 10 terms). 
 
Results presented in Tables 4.1 and 4.2 for FFFF plate do not include three zero 
frequencies (rigid body frequencies) corresponding to one translation and two 
rotations. 
 
Fig. 4.2 shows the expected monotonic convergence according to the type and 
sign of penalty parameter used in the solution. Fig. 4.2 also shows that there is a 
linear relationship between the inverse of the penalty values and the frequency 
parameters in a range close to the optimum penalty value, which is the highest 
penalty value that gives results free of round-off errors. This is similar to what 
was observed in the case of a linear stress problem in (Askes and Ilanko 2006). 
 
 
Figure 4.2. Convergence of the fundamental frequency parameter versus the 
inverse of the penalty values of a SCSF plate with n=10. 
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4.3.3 Frequency parameters of FFFF plates simply supported 
along a diagonal 
Penalty parameters can be applied at any interior point of plate elements to model 
more sophisticated constraints. As an example, a series of ten non-dimensional 
masses were defined along a diagonal from the origin to the opposite corner of the 
plate to model a simply supported diagonal. 
 
Results of this case are compared with those presented by Kim (1995), who 
reported results for plates with any combination of classical boundary conditions 
along its edges and supported along a diagonal using a simple polynomial as 
admissible function in a similar way to that presented in (Young and Dickinson 
1993). In both cases the pb-2 Method was used to define boundary conditions and 
constraints along a diagonal. 
 
Results are presented in Table 4.3, which show a very good agreement with the 
solution published by Kim (1995). Both solutions used 10 terms in each direction 
of the plate. 
 
Table 4.3. Frequency parameters of FFFF plates with a diagonal support. 
Present Mode number 
mˆ  1 2 3 4 5 6 
2048 12.648 19.597 34.821 35.980 53.054 61.104 
[Kim] [12.650] [19.596] [34.801] [35.991] [52.013] [61.093] 
 
 
In this case, results were obtained again using positive and negative masses, 
checking for monotonic convergence and convergence of the results up to the fifth 
significant figure which was achieved with positive and negative inertial 
parameters of magnitude 2048. For this case, some frequencies using inertial 
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penalty values of 2048  included very small round-off errors, typically of order 
10
-9
. 
 
4.3.4 Concluding remarks 
Solving plate problems, the number of terms in the set of admissible functions 
was found to be limited only by machine memory provided the penalty parameter 
is chosen carefully to avoid round-off errors associated with large penalty 
parameters. For instance, a maximum of about 60 terms in each direction of a 
rectangular plate could be used on a machine with 1 Gb of RAM memory. This 
gives an eigenvalue problem of a square mass and stiffness matrices of size of 
3600. In (Oosterhout et al. 1995) it is mentioned that when using the Legendre 
polynomials in the RRM to model a completely free plate at least 15 terms in each 
direction can be used, but no specific limit in the number of terms was mentioned. 
It was also mentioned that for this case the lowest 25% natural frequencies can be 
considered to be accurate. In the present work, when 15 terms are used in each 
direction (leading to 225 terms in total) 221 natural frequencies can be considered 
to be accurate (within 1% error), including three zero frequencies. This shows that 
while the procedure is simple, it is also robust. 
 
In the next chapter, the same procedure is used to study the use of the different 
types of penalty parameters in vibration problems of shallow shells of rectangular 
planform with several types of geometries (plates, cylindrical, spherical and 
hyperbolic paraboloidal) with F, S and C conditions. 
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Chapter 5 
 
Free Vibration of Shells 
 
5.1 Introduction 
This chapter deals with applications of the set of admissible functions developed 
in Chapter 2 to obtain frequency parameters of thin shallow shells of rectangular 
planform with constant thickness h  subjected to any combination of boundary 
conditions. 
 
Several researchers have used the RRM in the past to solve problems of shallow 
shells. Some of the most relevant publications for the present work are (Crossland 
and Dickinson 1997; Leissa 1969b; Leissa and Narita 1984; Liew and Lim 1994; 
Lim and Liew 1994; Young and Dickinson 1995a; Young and Dickinson 1995b). 
These publications deal with completely free shallow shells, shallow shells with 
slits, shallow shells with different boundary conditions defined using the pb-2 
Method, shallow shells of planforms with outer and inner-curves and inter-
connected by artificial springs. 
 
Shell elements can be described as curved plates the thickness of which is small in 
comparison with the other dimensions of the element. Another characteristic of 
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shell elements that makes them different from plates is that their bending can not 
be separated from their stretching (Ventsel and Krauthammer 2001). 
 
Shells are classified as shallow if the rise does not exceed 1/5 of the smallest 
dimension of the shell in its plane, which are defined as length a  and width b  as 
shown in Fig. 5.1a (Ventsel and Krauthammer 2001). 
 
Shell elements can adopt very different shapes depending on the curvatures to 
define the structure, and their efficiency in carrying loads make them very 
appealing for many engineering applications. It can be understood that shell 
elements are more efficient than plate elements to carry loads, just as an arch can 
be more efficient than a straight beam under lateral load. This is because of their 
increased stiffness arising from the curvature. 
 
As with beams and plates, shells have been analyzed using different mathematical 
models that have been improved over time and that take into account different 
effects. In this chapter the theory of shallow shells is used to solve all vibration 
problems of shells. The shallow shell theory is a special case of the linear theory 
of thin elastic shells or first order approximation shell theory (Ventsel and 
Krauthammer 2001), which is derived from Love’s assumptions presented below 
(Leissa 1969b) 
a) the thickness of the shell is small compared with the other dimensions of 
the shell including the radius of curvature of the middle surface of the 
shell, 
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b) strains and displacements are sufficiently small. Thus, strain-displacement 
relations of second and higher-order magnitude  may be neglected, 
c) the transverse normal stress is small compared with other normal stress 
components and may be neglected and 
d) normals to the undeformed middle surface remain straight and normal to 
the deformed middle surface and undergo no extension. 
The fourth assumption is known as the Kirchhoff’s hypothesis. It has been 
reported that the theory defined by Love has the following inconsistencies (Rao 
2007): 
a) the transverse normal stress can not be zero, especially when the outer 
surface of the shell is loaded and 
b) shear forces are assumed to be present, which causes non-zero shear 
strains. 
 
Other shell theories have been developed to try to improve the first order 
approximation shell theory given above. For instance, the Donell-Mushtari-
Vlasov theory for thin shells that adds two more assumptions to the Love’s 
assumptions. These are the static assumption (effect of transverse shear forces in 
the in-plane equilibrium equations is neglected) and the geometric assumption 
(influence of transverse displacement predominates over in-plane displacements 
in bending) as explained in (Ventsel and Krauthammer 2001).  
 
The theory of shallow shells was developed using both sets of assumptions 
mentioned above, fixing the Lamé parameters 1 BA  and defining the 
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curvatures of the shell as given in Eqs. (5.5a)-(5.5c) (Ventsel and Krauthammer 
2001). 
 
Another linear theory presented by Novozhilov is the second-order approximation 
theory, in which the strain-displacement relationships are obtained from three-
dimensional elasticity based on Love’s assumptions (Leissa 1969b). In (Amabili 
2008) several theories and examples of non-linear shallow shells are presented. 
 
5.2 Theoretical derivations 
As the theoretical derivation of shallow shells is more complex than the 
derivations of the previous two structural elements (beams and plates), these are 
given in three sub-sections. In 5.2.1 the geometric properties of shallow shells are 
presented, then the theoretical derivations to obtain the stiffness and mass 
matrices are given in 5.2.2, while the description of the penalty parameters to 
enforce constraints on the edges of the shells are given in 5.2.3. 
 
5.2.1 Geometry and properties of shallow shells 
The material of the shell is assumed to be isotropic with Young’s modulus E , 
Poisson ratio   and density  . The geometric properties of the shallow shells are 
defined placing the midpoint of the middle surface of the shell at 0z , one 
corner of the middle surface of the shell at 0x  and 0y  and aligning the 
edges of the shells with the x  and y  axes as shown in Fig. 5.1a. The projections 
of the edges on their respective axis are defined as length a  and width b  as 
shown in Fig. 5.1b.  
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          Fig. 5.1a         Fig. 5.1b 
 
Figure 5.1. Coordinate axes and main 
 dimensions of a free shallow shell of rectangular planform. 
 
The middle surface of the shell is defined by two constant curvatures of radii xR  
and yR , which are parallel to the x  and y  axes. The radii xR  and yR  have their 
origins located on points along the line at the midpoint of the shells defined by 
2/ax   and 2/by  . Thus, the middle surface of the shell is described by 
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The special cases of geometries of the shallow shells used in this chapter can be 
classified according to their radii of curvature as  
 plate  yx RR , 
  cylindrical xR  and yR  
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  spherical  yx RR  
 hyperbolic paraboloidal yx RR  , where   
is a positive factor 
 
5.2.2 Frequency parameters of fully free shallow shells 
As the RRM is an energy method, it is necessary to first define the maximum 
potential and kinetic energies of the free shell. 
 
Then, the kinetic energy of the shell (Leissa and Narita 1984) is 
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,    (5.2) 
where u , v  and w are the displacements of the middle surface of the shell in the 
x , y  and z  directions. 
 
The potential energy of a shallow shell as defined by Leissa and Narita (1984) is 
 
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,  (5.3) 
where the first term on the right hand side of Eq. (5.3) is the potential energy due 
to stretching of the middle surface of the shell and the second term is the potential 
energy due to bending of the shell.  In Eq. (5.3) x  and y  are the membrane 
direct strain components and xy  is the shear strain component (Ventsel and 
Krauthammer 2001). These are related to the displacements by (Leissa and Narita 
1984) 
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xx R/wx/u  ,        (5.4a) 
yy R/wy/v      and      (5.4b) 
y/ux/vxy          (5.4c) 
Similarly, in Eq. (5.3) x  and y  are the dynamic curvatures and xy  is the twist 
of the shell. These curvatures are defined as (Leissa and Narita 1984) 
22 x/wx  ,         (5.5a) 
22 y/wy   ,          (5.5b) 
yx/wxy 
2 ,        (5.5c) 
and assuming the free vibration of the shell to be small, the displacements of the 
middle surface of the shell u , v  and w  are defined as 
    ty,xUt,y,xu sin  ,       (5.6a) 
    ty,xVt,y,xv sin    and      (5.6b) 
    ty,xWt,y,xw sin         (5.6c) 
 
Substituting Eqs. (5.6a)-(5.6c) in Eq. (5.2) gives the following equation for the 
kinetic energy (Kurpa et al. 2005): 
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where   is the circular frequency of the shell. 
 
Substituting Eqs. (5.4a)-(5.6c) in Eq. (5.3) gives the following equation for the 
potential energy of the shell (Kurpa et al. 2005): 
 



















b a
yx
max
R
W
R
W
y
V
x
U
h
D
V
 
0 
   
0 
2
2
 
12
 
Chapter 5 – Free Vibration of Shells 89 
  dxdy
x
V
y
U
R
W
y
V
R
W
x
U
yx
 
4
1
12
2












































   
  














































b a
yx
W
y
W
x
W
y
W
x
WD  
0 
 
0 
2
2
2
2
2
2
2
2
2
2
12
2
 , (5.8) 
where  23 112  /EhD  is the flexural rigidity of the shell. 
Then, the maximum kinetic energy function of the free shell is 
2
 maxmax
T
          (5.9) 
 
The displacement amplitude functions  y,xU ,  y,xV  and  y,xW  are defined 
by two orthogonal sets of admissible functions  xi  and  yj  as 
     
n
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n
j
jiij yxcy,xU  ,      (5.10a) 
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where n  is he maximum number of terms included in each set of admissible 
functions and ijc  are arbitrary coefficients. 
 
In the present work no separation of symmetric and anti-symmetric modes was 
implemented and the same number of terms and modes were used for all 
subscripts i  and j . 
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The two orthogonal complete sets of admissible functions for a fully free shallow 
shell, used in this work are the same functions defined in Chapter 2 given here for 
two different coordinates as  xi  and  yj : 
 
1







i
i
a
x
x    for 3and21,i  ,    (5.11a) 
 
 
a
xi
xi


3
cos

   for n,,i  54  ,    (5.11b) 
 
1







j
j
b
y
y   for 3and21,j      (5.11c) 
 
 
b
yj
yj


3
cos

   for n 54 ,,j      (5.11d) 
The Rayleigh-Ritz minimization to obtain the stiffness and mass matrices of the 
completely free shallow shell is 
02 




ij
max
ij
max
cc
V 
  ,        (5.12) 
 
To obtain results in non-dimensional form the stiffness and mass matrices are 
non-dimensionalized by dividing them by ab/D  and by hab  and by using non-
dimensional coordinates of the shell defined as 
a
x
   and  
b
y
        (5.13a,5.13b) 
 
Then the non-dimensional eigen-problem obtained after the Rayleigh-Ritz 
minimization is 
       0cMcK  2 ,       (5.14) 
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where   is the non-dimensional frequency parameter defined as (Lim and Liew 
1994) 
D/hab   ,        (5.15) 
 
Then, the stiffness and mass matrices are defined as 
KWWKVWKUW
KVWKVVKUV
KUWKUVKUU
K
TT
T ,      (5.16a) 
MWW
MVV
MUU
M
00
00
00
 ,      (5.17a) 
where 
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   0000 ,
lj
,
ki FEMWWMVVMUU  ,     (5.17b) 
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
1 
0 
F ,  
n,,j,l,i,k 321   and 210 ,,s,r   
 
The reduction of these four dimensional arrays to two-dimensional matrices 
should be carried out using the procedure described in Chapter 4. Thus the mass 
and stiffness matrices have a size of 23n x 23n . 
 
5.2.3 Penalty parameters of shallow shells 
In this work, any combination of boundary conditions containing constraints is 
modelled through the use of penalty parameters of stiffness type or inertial type. 
In both cases, it is possible to use positive and negative values. Although, 
constraints can be defined at the edges of the shell as well as at locations in the 
interior of the shell, in this work, only results for constraints along the edges are 
presented. 
 
As in the previous chapters penalty parameters of stiffness type represent artificial 
translational and rotational springs, while penalty parameters of inertial type 
represent artificial masses and moments of inertia. To implement the penalty 
parameters in the Rayleigh-Ritz approach it is necessary to add the energy terms 
of the artificial stiffness to the stiffness matrix or alternatively the energy of the 
artificial inertia to the mass matrix. 
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Then using penalty parameters four different constraints can be defined at each 
edge (Young and Dickinson 1995b). For instance, constraints along edge 0x  
using artificial springs can be modelled as follows: 
 translational constraints in the in-plane displacements U and V  
   dyUkV
b
xuxtransu,s
2 
0 
00  
2
1
  ,       (5.18a) 
   dyVkV
b
xvxtransv,s
2 
0 
00  
2
1
  ,       (5.18b) 
 translational constraints in the out-of-plane displacement W  
   dyWkV
b
xwxtransw,s
2 
0 
00  
2
1
  ,      (5.18c) 
 rotational constraints to enforce zero normal slope x/W   
   dyx/WkV
b
xrwxrotw,s
2 
0 
00  
2
1
  ,      (5.18d) 
where 0uxk , 0vxk  and 0wxk  represent the artificial stiffness per unit length of the 
translational springs of the displacements u , v  and w ; while 0rwxk  represents the 
stiffness per unit length of the artificial rotational spring. The last two subscripts 
of the penalty parameters in Eqs. (5.18a)-(5.18d) indicate the location of the 
constraint  0x . 
 
Artificial inertia can also be used to define constraints. In this case, the kinetic 
energy can be obtained substituting the coefficient of the stiffness of the artificial 
springs by the values of the artificial masses per unit length 0uxm , 0vxm , 0wxm and 
artificial moment of inertia per unit length 0wxI . 
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For comparison with the results in (Lim and Liew 1994) the boundary conditions 
modelled in this chapter will be called free (F) when there are no constraints, 
simply supported (S) when both in-plane and out-of-plane translational DOFs are 
constrained and clamped (C) when the appropriate rotational spring is added to 
the S condition to enforce zero slope on w . Other boundary conditions along an 
edge as a guiding conditions or hinge edge with free support, that allows 
translation in the out-plane direction are not presented in this chapter, although it 
is possible to define these type of boundary conditions using the present method. 
 
To present results in non-dimensional form all penalty parameters are non-
dimensionalized. For instance, the penalty parameters to constrain the edge at 
0x  are 
 non-dimensional distributed translational and rotational stiffness 
D
ak
D
ak
kˆ rwxux 0
3
0  ,                   (5.19a) 
 non-dimensional distributed mass and inertia parameter for shells 
3
00
ha
I
ha
m
mˆ wxux

 ,        (5.19b) 
 
Then, the penalty matrices are obtained minimizing Eqs. (5.18a)-(5.18d) as 
s
ij
transu,s
c
V
PUU


,        (5.20a) 
s
ij
transv,s
c
V
PVV


 and        (5.20b) 
s
ij
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ij
transw,s
c
V
c
V
PWW





       (5.20c) 
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The terms of these matrices are identical to their counterparts to model constraints 
in plates. Thus, matrices sPUU  and sPVV  are defined by the first four terms of 
Eq. (4.18) related with translational constraints, while matrix sPWW  is defined 
by all terms of Eq. (4.18) as in general contains translational as well as rotational 
constraints. 
 
If artificial inertia is used the penalty matrices mPUU , mPVV  and mPWW  can be 
obtained substituting mˆ  for kˆ  in the penalty matrices defined in Eq. (4.18). 
 
Finally, the penalty matrices due to artificial springs should be included in the 
stiffness matrix of the shell before solving the eigen-problem as follows: 
s
s
s
PWWKWWKVWKUW
KVWPVVKVVKUV
KUWKUVPUUKUU
K




TT
T
   (5.21) 
 
Alternatively, the penalty matrices due to artificial inertia could be added to the 
appropriate mass submatrices of the shell as follows: 
m
m
m
PWWMWW
PVVMVV
PUUMUU
M




00
00
00
   (5.22) 
 
5.3 Results and discussions 
As in the previous chapter for plates, four letters are necessary to fully identify the 
boundary conditions of the shells and they are given in the following order with 
respect to the location of the edges were the constraints are modelled: 0 , 
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0 , 1  and 1 . With the present approach, any thin shallow-shell of 
rectangular planform can be solved using a single Matlab code, changing the 
geometric and materials properties, as well as activating the appropriate penalty 
parameters that define the desired boundary conditions. 
 
In the Matlab code used in this work, the values for xR  and yR  to model plates 
and the value for xR  to model cylindrical shells were defined with an infinite 
value. 
 
Results presented in this section are compared with the results obtained by Leissa 
and Narita (1984), Lim and Liew (1994) and Liew and Lim (1994). Leissa and 
Narita (1984) used the RRM to solve FFFF shallow shells, separating the problem 
in four parts depending on the particular symmetry class. The four cases of 
symmetry are: SS, SA, AS, AA, where S and A identify symmetric modes an 
antisymmetric modes, respectively. This allows using only either the odd or the 
even terms of the sets of admissible functions in a specific displacement function 
to formulate the eigenproblem. Although this reduces the size of the matrices, 
eigenproblems of the four different cases have to be developed to obtain the 
whole solution. Results by Leissa and Narita were obtained using four terms in 
each set of admissible functions.  
 
5.3.1 Frequency parameters of FFFF shallow shells 
In (Liew and Lim 1994) results for FFFF plates using the RRM and the pb-2 
method fixing the number of terms n  to 20 in the displacement functions for U  
and V  and to 18 terms for W  were published.  Results for FFFF shells in the 
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present work were obtained by setting up the aspect ratio 1b/a  and 20n , 
except for results in Table 5.1, which presents convergence of the results of two 
FFFF shallow shells of square planform in function of n . The geometry of these 
cases corresponds to a plate and to a cylindrical shell. In both cases a good 
approximation to the published results can be obtained by fixing 7n .  
 
Table 5.2 presents results of three more cases of FFFF shallow shells: a flat plate 
with 3330.  (for all other cases 30. ), a spherical shell and hyperbolic 
paraboloidal shell. 
 
Solutions for any number of terms were free of ill-conditioning and the limit of 
the maximum number of terms to be used in the solution was due to memory of 
the machine. Thus a PC with 1 Gb of RAM memory allows solution of vibration 
problems of completely free shells up to 40n . This corresponds to stiffness and 
mass matrices of 4800 DOFs. 
 
5.3.2 Frequency parameters of cylindrical CFFF shallow shells 
Results using the present approach are compared with results presented by Lim 
and Liew (1994), who used the RRM together with the pb-2 method to solve 
vibration problems of shells setting the number of terms in each displacement 
function n  to 15. Results using the procedure described in this work are also 
obtained fixing n  to 15. 
 
Tables 5.3 and 5.4 present a study of the convergence of a CFFF shell with 
respect to stiffness penalty parameters and inertial penalty parameters, 
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respectively. Each table contains results for positive and negative values. All four 
cases converged monotonically to the same results up to the third decimal place. 
 
Some interesting characteristics in the solutions of vibration problems of shallow 
shells were found in the study of the use of the four types of penalty parameters 
described above. These characteristics are described below. 
 
When artificial stiffness is used to model constraints the eigenvalues of the 
solution have the following characteristics: 
a) hˆ  eigenvalues tend to   or to -  (depending on the sign of the penalty 
parameters), 
b) the fundamental frequency is the first one to converge, 
c) after round-off errors appear, negative eigenvalues are obtained, although the 
remaining positive eigenvalues may resemble the solution free of round-off errors 
and 
d) no complex eigenvalues were found in any case. 
 
When artificial inertia is used to model constrains the eigenvalues of the solution 
have the following characteristics: 
a) hˆ  eigenvalues tend to 0
+
 or 0
-
 (depending on the sign of the penalty 
parameters), 
b) the fundamental frequency is the last one to converge, 
d) after round-off errors appear, negative eigenvalues also start to appear and 
c) complex eigenvalues can be found, when round-off errors or ill-conditioning 
are present in the solution and this may happen before the lower eigenvalues 
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converge to similar results to those obtained using artificial stiffness. This 
depends also on the series that define the penalty parameter values, if the step is 
relatively big the optimum penalty parameter could be missed. 
 
Due to the characteristics of the eigenvalues mentioned above, it was decided to 
present the remaining sets of results using only negative artificial stiffness as the 
solution using artificial stiffness is more robust than using artificial inertia and 
because when negative artificial stiffness is used, real upper-bound solutions are 
obtained. 
 
5.3.3 Frequency parameters of CFFF, SSSS and CCCC shallow 
shells 
Tables 5.5 to 5.7 present the first eight frequency parameters of shallow shells of 
cylindrical-type with different curvatures yR  with three different boundary 
conditions: CFFF, SSSS and CCCC. 
 
In general, results using the method proposed in this work are very close to the 
results given in the literature. For FFFF cases, it seems to give slightly lower 
results and in the cases including constraints slightly higher results as constraints 
reduce the active number of DOFs in a similar way as described in Chapter 4. For 
instance, the number of DOFs for FFFF, CFFF, SSSS and CCCC shells using the 
methodology presented in this work fixing 15n  are 675, 615, 507 and 459, 
respectively. Even reducing the number of degrees of freedom when constraints 
are added, the results obtained in this work differed from the results in the 
literature only in the fourth significant figure. 
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5.3.4 Concluding remarks 
The use of the admissible functions developed in Chapter 2 for vibration analysis 
of thin shells proved successful. The advantages of this method are: a) it gives a 
single general solution for any kind of boundary conditions b) the mass and 
stiffness matrices are defined by simpler terms than in other approaches and c) it 
gives more flexibility than the pb-2 method to define boundary conditions. For 
instance, guiding boundary conditions can be easily defined. 
 
In the following chapter the same procedure is used again to study the use of 
different penalty parameters to define boundary conditions and to inter-connect 
plate elements in box-type structures. The model of the box is built with six plate 
elements to allow modelling of non-symmetric structures and more importantly as 
a test of the convergence of vibration problems that use a large number of penalty 
parameters.  
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Table 5.1. Convergence study of  frequency parameters of FFFF shells with respect to n  ( 100h/a ). 
      Frequency parameters 
b/a    yx R/R  yR/b  n  Reference SS-1 SS-2 SA-1 SA-2 AS-1 AS-2 AA-1 AA-2 
SQUARE PLATE          
1 0.3 - 0 20 Liew and Lim 19.523 24.381 34.947 61.255 34.947 61.255 13.523 69.268 
  Uses Symmetry 4 Leissa and Narita 19.596 24.271 34.801 61.111 34.801 61.111 13.468 69.279 
    7 Present work 19.598 24.274 34.882 61.188 34.882 61.188 13.497 69.405 
    10 Present work 19.597 24.272 34.821 61.104 34.821 61.104 13.473 69.298 
    15 Present work 19.596 24.270 34.806 61.095 34.806 61.095 13.470 69.277 
    20 Present work 19.596 24.270 34.803 61.094 34.803 61.094 13.469 69.269 
    30 & 40 Present work 19.596 24.270 34.801 61.093 34.801 61.093 13.468 69.266 
SQUARE CYLINDRICAL SHELL          
1 0.3 0 0.2 20 Liew and Lim 21.942 38.640 35.003 75.552 37.807 61.283 13.539 70.965 
  Uses Symmetry 4 Leissa and Narita 21.904 38.473 34.852 75.298 37.643 61.154 13.483 70.952 
    7 Present work 21.907 38.539 34.939 75.504 37.759 61.216 13.514 71.126 
    10 Present work 21.904 38.491 34.871 75.322 37.665 61.128 13.488 70.958 
    15 Present work 21.903 38.473 34.856 75.275 37.648 61.119 13.485 70.933 
    20 Present work 21.903 38.471 34.853 75.269 37.644 61.118 13.484 70.925 
    25 Present work 21.903 38.470 34.852 75.267 37.643 61.117 13.484 70.923 
    30 & 40 Present work 21.903 38.469 34.851 75.266 37.643 61.117 13.483 70.922 
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Table 5.2. Frequency parameters of FFFF shallow shells ( 100h/a ) 
      Frequency parameters 
b/a    yx R/R  yR/b  n  Reference SS-1 SS-2 SA-1 SA-2 AS-1 AS-2 AA-1 AA-2 
SQUARE SPHERERICAL SHELL          
1 0.3 1 0.2  20 Liew and Lim 19.755 42.675 36.013 74.172 36.013 74.172 13.580 69.573 
  Uses Symmetry 4 Leissa and Narita 19.757 42.353 35.880 73.890 35.880 73.890 13.524 69.598 
    20 Present work 19.754 42.335 35.881 73.816 35.881 73.816 13.524 69.574 
SQUARE HYPERBOLIC PARABOLOIDAL SHELL         
1 0.3 -1 0.2  20 Liew and Lim 24.851 52.563 37.145 77.217 37.145 77.217 13.517 78.325 
  Uses Symmetry 4 Leissa and Narita 24.741 52.574 36.957 77.063 36.957 77.063 13.462 77.647 
    20 Present work 24.738 52.563 36.957 77.029 36.957 77.029 13.462 77.607 
SQUARE PLATE          
1 0.333    20 Liew and Lim 19.224 24.535 34.376 61.099 34.376 61.099 13.223 68.132 
  Uses Symmetry 4 Leissa and Narita 19.224 24.423 34.233 60.951 34.233 60.951 13.169 68.142 
    20 Present work 19.224 24.423 34.234 60.933 34.234 60.933 13.169 68.133 
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Table 5.3. Convergence study of the frequency parameters of CFFF cylindrical shallow shells with respect to stiffness penalty values, 
( 15n , 1b/a , 100h/a , 30. ,  5yR  and  xR ). 
 
 
 
 
 Frequency Parameters 
 1 2 3 4 5 6 7 8 
Lim and 
Liew 8.3633 8.9029 26.824 33.237 35.105 58.714 64.603 73.829 
kˆ          
10
3
 4.2382 8.3351 13.285 25.741 30.298 30.454 31.575 50.470 
10
4
 4.5028 8.5484 26.397 32.595 32.976 41.330 56.965 64.304 
10
5
 5.6988 8.6319 26.560 32.862 33.585 57.936 64.478 72.891 
10
6
 7.5890 8.7992 26.745 33.078 34.520 58.493 64.559 73.533 
10
7
 8.2619 8.8889 26.817 33.223 35.022 58.714 64.603 73.813 
10
8
 8.3534 8.9035 26.827 33.249 35.104 58.745 64.611 73.862 
10
9
 8.3630 8.9051 26.828 33.252 35.113 58.748 64.612 73.868 
10
10
 8.3640 8.9052 26.828 33.253 35.114 58.748 64.612 73.868 
kˆ          
-10
3
 413.05 415.94 424.37 449.67 455.38 458.19 462.21 468.90 
-10
4
 382.64 401.78 418.48 437.43 443.56 446.56 450.59 456.26 
-10
5
 323.69 328.52 345.88 346.89 351.62 374.07 388.42 417.45 
-10
6
 200.73 204.84 205.58 212.67 225.65 228.00 244.01 251.86 
-10
7
 8.4868 8.9270 26.840 33.297 35.244 58.789 64.623 73.951 
-10
8
 8.3750 8.9070 26.829 33.256 35.125 58.752 64.613 73.874 
-10
9
 8.3652 8.9054 26.828 33.253 35.115 58.749 64.612 73.869 
-10
10
 8.3642 8.9053 26.828 33.253 35.114 58.748 64.612 73.868 
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Table 5.4. Convergence study of the frequency parameters of CFFF cylindrical shallow shells with respect to inertial penalty values  
( 15n , 1/ ba , 100/ ha ,   =0. 3,  5yR and  xR ). 
 
 
 
 
 Frequency Parameters 
 1 2 3 4 5 6 7 8 
Lim and 
Liew 8.3633 8.9029 26.824 33.237 35.105 58.714 64.603 73.829 
mˆ          
10
0
 318.33 325.34 331.03 341.22 345.58 351.19 373.94 387.49 
10
1
 228.20 241.44 248.77 252.83 265.68 274.27 276.17 281.94 
10
2
 125.81 130.55 131.53 133.91 139.72 142.12 142.85 150.57 
10
3
 53.797 58.858 61.853 63.524 64.648 73.972 75.026 85.003 
10
4
 26.837 26.859 27.718 33.290 35.210 58.759 64.614 73.880 
10
5
 8.7431 8.9521 26.830 33.256 35.123 58.750 64.612 73.869 
10
6
 8.3796 8.9075 26.828 33.253 35.115 58.749 64.612 73.868 
10
7
 8.3657 8.9055 26.828 33.253 35.114 58.748 64.612 73.868 
10
8
 8.3643 8.9053 26.828 33.253 35.114 58.748 64.612 73.868 
mˆ          
-10
0
 0.0000 0.0000 0.0000 0.0224 25.380 29.971 30.235 55.108 
-10
1
 4.0153 8.2303 26.358 32.610 33.004 57.613 64.439 72.672 
-10
2
 4.2816 8.5371 26.533 32.868 33.626 58.253 64.528 73.388 
-10
3
 4.7611 8.6164 26.723 33.087 34.586 58.655 64.593 73.775 
-10
4
 7.1187 8.7807 26.813 33.225 35.038 58.738 64.610 73.857 
-10
5
 8.2158 8.8849 26.826 33.250 35.106 58.747 64.612 73.867 
-10
6
 8.3488 8.9030 26.828 33.252 35.114 58.748 64.612 73.868 
-10
7
 8.3626 8.9050 26.828 33.253 35.114 58.748 64.612 73.868 
-10
8
 8.3640 8.9052 26.828 33.253 35.114 58.748 64.612 73.868 
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Table 5.5. Frequency parameters of CFFF shallow shells of rectangular planform 
( 15n , 1b/a , 100h/a , 30.  and  xR ). 
Lim and Liew Frequency Parameters 
 b/Ry 1 2 3 4 5 6 7 8 
Plate 0 3.4714 8.5083 21.288 27.199 30.962 54.195 61.260 64.143 
Cylindrical 0.1 5.2146 8.6107 24.769 28.226 31.555 55.144 64.298 65.033 
Cylindrical 0.2 8.3633 8.9029 26.824 33.237 35.105 58.714 64.603 73.829 
Cylindrical 0.3 9.3516 11.600 27.711 35.767 41.712 64.896 66.649 79.363 
Cylindrical 0.4 9.9229 14.546 28.910 38.852 45.418 65.165 78.495 84.560 
Cylindrical 0.5 10.589 16.981 30.641 42.211 47.688 65.439 89.727 89.947 
Present Work     Frequency Parameters 
kˆ  b/Ry 1 2 3 4 5 6 7 8 
-10
8
 0 3.4722 8.5107 21.295 27.203 30.977 54.231 61.292 64.154 
-10
10
 0.1 5.2154 8.6130 24.775 28.231 31.570 55.180 64.308 65.066 
-10
10
 0.2 8.3642 8.9053 26.828 33.253 35.114 58.748 64.612 73.868 
-10
10
 0.3 9.3540 11.601 27.715 35.785 41.728 64.904 66.680 79.425 
-10
10
 0.4 9.9253 14.547 28.915 38.871 45.441 65.173 78.527 84.633 
-10
10
 0.5 10.592 16.982 30.647 42.233 47.695 65.448 89.812 90.021 
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Table 5.6. Frequency parameters of SSSS shallow shells of rectangular planform 
( 15n , 1b/a , 100h/a , 30.  and  xR ). 
Lim and Liew Frequency Parameters 
 b/Ry 1 2 3 4 5 6 7 8 
Plate 0 19.739 49.348 49.348 78.957 98.696 98.696 128.30 128.30 
Cylindrical 0.1 36.841 51.576 58.383 82.302 99.527 103.66 129.41 131.11 
Cylindrical 0.2 57.708 63.834 79.217 91.542 102.84 117.23 132.85 139.15 
Cylindrical 0.3 66.574 85.624 103.77 104.95 113.70 136.68 139.33 151.49 
Cylindrical 0.4 77.080 95.127 120.83 125.76 137.71 151.89 159.40 167.01 
Cylindrical 0.5 88.431 99.889 137.82 140.07 166.64 171.88 174.16 182.95 
Present Work     Frequency Parameters 
kˆ  b/Ry 1 2 3 4 5 6 7 8 
-10
10
 0 19.740 49.358 49.358 78.970 98.743 98.743 128.345 128.35 
-10
12
 0.1 36.840 51.579 58.389 82.301 99.561 103.69 129.44 131.13 
-10
12
 0.2 57.708 63.839 79.222 91.543 102.86 117.26 132.86 139.16 
-10
11
 0.3 66.576 85.653 103.78 104.96 113.71 136.71 139.36 151.52 
-10
12
 0.4 77.076 95.165 120.84 125.78 137.71 151.88 159.43 167.03 
-10
12
 0.5 88.430 99.927 137.84 140.09 166.65 172.05 174.15 182.98 
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Table 5.7. Frequency parameters of CCCC shallow shells of rectangular planform 
( 15n , 1b/a , 100h/a , 30.  and  xR ). 
Lim and Liew Frequency Parameters 
 b/Ry 1 2 3 4 5 6 7 8 
Plate 0 35.985 73.394 73.394 108.22 131.58 132.20 165.00 165.00 
Cylindrical 0.1 46.281 74.657 79.290 110.35 132.54 135.55 165.82 166.97 
Cylindrical 0.2 67.681 78.294 94.610 116.46 135.00 145.76 168.32 172.71 
Cylindrical 0.3 83.923 90.397 115.05 125.87 140.53 161.25 172.80 181.83 
Cylindrical 0.4 91.066 108.46 136.89 137.70 152.43 180.12 180.41 193.74 
Cylindrical 0.5 99.263 119.00 151.13 156.35 172.52 192.43 201.67 207.80 
Present Work     Frequency Parameters 
kˆ   b/Ry 1 2 3 4 5 6 7 8 
-10
9
 0 36.005 73.490 73.490 108.46 131.83 132.44 165.47 165.47 
-10
10
 0.1 46.292 74.748 79.376 110.58 132.78 135.78 166.28 167.42 
-10
10
 0.2 67.693 78.373 94.678 116.66 135.21 145.97 168.76 173.14 
-10
10
 0.3 83.986 90.446 115.11 126.04 140.69 161.44 173.21 182.21 
-10
11
 0.4 91.114 108.60 136.99 137.85 152.50 180.45 180.57 194.07 
-10
11
 0.5 99.303 119.21 151.27 156.55 172.54 192.64 201.85 208.10 
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Chapter 6 
 
Free Vibration of Box-Type 
Structures 
 
6.1 Introduction 
This chapter aims to address one of the main drawbacks of the RRM, which is the 
difficulty in solving engineering problems involving complex structures. This 
problem arises because of the difficulty in building sets of admissible functions 
for complex structures, although in the past many researchers have used the 
Lagrangian Multiplier Method (Ilanko and Dickinson 1999; Klein 1974) or more 
recently artificial springs (Penalty Function Method) in the RRM to join structural 
elements (Amabili 1997; Yuan and Dickinson 1992a; Yuan and Dickinson 
1992b). The advantages of the Penalty Function Method over the Lagrangian 
Multiplier Method are that the size of the matrices does not change when 
constraints are added, no zeros are introduced in the main diagonal and constraints 
can be modelled along a line, instead of at points. In spite of the development of 
these techniques, the RRM is not usually employed to solve problems with very 
complex geometries as these can be easily solved using commercial FEM 
software. 
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This chapter also aims to show the advantages of using the same set of admissible 
functions to model beams, plates and shells. In contrast Yuan and Dickinson 
(1992a) suggested that different sets of admissible functions composed of 
trigonometric and/or hyperbolic functions could be used to generate the matrices 
of each element. It is also worth  noting that Yuan and Dickinson (1992b) 
suggested that the procedure could be used in structures comprising of different 
structural elements such as beams, plates and shells, providing that each 
component is in “free” condition, which is the case in the present work. 
 
Furthermore, this chapter shows that the advantage of using a set of admissible 
functions that does not have a limitation in the number of terms due to ill-
conditioning, also holds for complicated structures built by several elements. But 
in this case the benefit is more significant as a large number of terms and penalty 
parameters may be needed. 
 
Yuan and Dickinson (1992a) presented solutions of box-type structures with all 
edges simply-supported using the RRM with the orthogonal polynomials given in 
(Bhat 1985). The model of the box-type structure presented by Yuan and 
Dickinson (1992a)  was reduced to an eighth of the box using symmetry with 
respect to three planes. Yuan and Dickinson (1992a) also obtained results using a 
sine series solution, which was developed earlier by Dill and Pister (1958) and 
previously used by Dickinson and Warburton (1967) to obtain the natural 
frequencies of a steel box with side length ratio 51:251:1:: ..cba  , as well as by 
Dickinson (1968) to study the effect of the flexibility of the joints. 
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In this work the results in (Yuan and Dickinson 1992a) are used for comparison. 
Although for some cases similar sets of results can be found in  (Dickinson 1968; 
Dickinson and Warburton 1967), these previous publications presented results as 
natural frequencies in Hertz with three significant numbers making comparison of 
the accuracy of the solution more difficult. For this reason, the non-dimensional 
results in Yuan and Dickinson (1992a) with five significant figures are used. 
 
In this work two cubic box-type structures are analysed. One box is symmetric in 
the three directions and simply-supported on all edges to allow comparison with 
results presented by Yuan and Dickinson (1992a). The second box although still 
cubic, has different thickness on each plate element and two clamped edges to 
enforce non-symmetry. 
 
6.2 Theoretical derivations 
In this chapter results of box-type structures are presented using the RRM together 
with the Penalty Function Method, which is used to add constraints as well as to 
inter-connect the contiguous plate elements of the closed-box structures. The 
procedure used here is the same as the one used by (Yuan and Dickinson 1992a), 
although the set of admissible functions presented in Chapter 2 are used instead of 
the set of functions defined in (Bhat 1985). No symmetry is used to solve any of 
the vibration problems and penalty parameters of stiffness type or inertial type 
with positive or negative values are used to model constraints. 
 
The procedure, is divided into two sections. In Section 6.2.1, two contiguous 
plates are inter-connected using penalty parameters, while in Section 6.2.2 the 
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matrices representing the stiffness and mass matrices of the box-type structure are 
built to formulate the eigen-problem. 
 
6.2.1 Inter-connecting contiguous plate elements 
Consider two contiguous thin plate elements (as shown in Fig. 6.1), similar to the 
plate element presented in Chapter 4. If subscript p  is used to identify a plate, 
then plate element p  has dimensions pa   and pb  along its local coordinates px  
and 
py , thickness ph  and flexural rigidity pD  defined as 
 2
3
112 p
pp
p
hE
D

 ,        (6.1) 
where p  is Poisson’s ratio and pE  is Young’s modulus. 
 
 
 
 
Figure 6.1. Coordinate axes and dimensions of two contiguous plate elements. 
 
In this case, the amplitude of displacements of the plates 1 and 2 are denoted by 
1W  and 2W  respectively and given by the following equations: 
     
n
j
n
i
jiij yxcy,xW 11111   and     (6.2a) 
     
 

n
nj
n
ni
jiij yxcy,xW
2 2
22222  ,      (6.2b) 
1x  
2y  1y     
2x  
1a  2a  
1b  2 1 
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where the sets of admissible functions  xi  and  xj  are defined in Eqs. (4.2a)-
(4.2d). 
 
The process to build the stiffness and mass of each plate element in free condition 
is described in Chapter 4. Thus, the mass and stiffness matrices of the plates are 
       




 2200
4
0022
4
11 ,
lj
,
ki
p
,
lj
,
ki
p
pppp
ba
Dba FEFEK  
              




 1111
22
20020220
22
,
lj
,
ki
pp
,
lj
,
ki
,
lj
,
ki
pp
p
ba
ν12
ba
ν
FEFEFE ,   (6.3) 
   0000 ,
nj
,
mippppp hba FEM  ,       (6.4) 
 
Boundary conditions along the edges of the plates are also modelled with penalty 
parameters in the same way as defined in Chapter 4, see Eq. (4.18). 
 
Then, for the given example in Fig. 6.1, the strain energy of artificial stiffness to 
define inter-connection between the edge at 11 ax   of plate 1 and the edge at 
02 x  of plate 2 are 
   














L
xax
r
L
xax,s
dy
x
W
x
W
kdyWWkV
 
0 
2
022
2
111
1
 
0 
2
02211121 2
1
 
2
1
, (6.5) 
where the first term defines continuity in translation along the contiguous edges, 
while the second term defines continuity in rotation and k  and 
rk  are the 
coefficients of the translational and rotational artificial springs per unit length. 
 
Expanding Eq. (6.5) and developing the terms to inter-connect plates 1 and 2 
gives: 
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In this case, to present results in non-dimensionalized form, the stiffness and mass 
matrices of both plates are divided by the properties of a plate p . Thus, the 
stiffness matrices are divided by ppp ba/D , while the mass matrices are divided 
by pppp hba .  
 
Furthermore penalty matrices are non-dimensionalized using the non-dimensional 
parameters given in Eqs. (4.12a) and (4.12b), using the material and geometrical 
properties of plate p . 
 
Then, the non-dimensional stiffness and mass matrices K  and M  of the system 
formed by stepped-plates using artificial stiffness are 
22122
T
21
2112111
,,s,edge,s,s
,s,,s,edge,s



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
PIPKPC
PCPIPK
K ,  and  (6.7a) 
2
1
M0
0M
M 
 
,        (6.8) 
where 
1K , 2K , 1M  and 2M  are the mass and stiffness matrices of the plate 
elements in completely free condition given in Eqs. (6.3) and (6.4); 1,edge,sP  and 
2,edge,sP  are the penalty matrices that define boundary conditions on plate 1 and 2, 
respectively; while 121 ,,s PI , 221 ,,s PI  and 21,sPC  are the matrices that define inter-
connection between plate elements. 
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Assuming that boundary conditions are defined only along the exterior edges of 
the stepped-plate, the penalty matrices that define boundary conditions are 
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The penalty matrices that define inter-connection between plates 1 and 2 are 
     
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As in all other cases in this thesis, penalty matrices defined by artificial inertia are 
identical to the penalty matrices defined by artificial springs when the non-
dimensional penalty parameter kˆ  is substituted by mˆ . 
 
6.2.2 Box-type structures 
The box type structures modelled in this work are built by six plates as shown in 
Fig. 6.2. It is important to note that to model closed-boxes the coordinate systems 
of the plates have been defined in such a way that a point on any edge of the box 
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has the same value on both axes of the adjacent plates. For instance, plates four 
and five have a contiguous edge. Every point on this edge has the same location 
on axes 
4y  and 5x . This allows carrying out the integrations in a straight forward 
way, without having to perform a coordinate transformation. 
 
 
Figure 6.2. Unfolded box-type structure. 
 
 
The procedure to build the stiffness and mass matrices of the whole box-type 
structure is the same as in 6.2.1, except for two points. First, it is assumed that 
stretching of the middle surface of each plate of a closed-box structure is 
neglected as in the work by Yuan and Dickinson (1992a). This causes a constraint 
in translation in all edges or in other words, creates a simply-supported condition 
on all edges of the box. Second, as translation is already constrained, coupling 
between plates is defined only by rotational springs. 
 
It is also important to note here that as not all local coordinate systems of the 
plates are aligned in the same direction, the minus sign of the second term in 
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Eq. (6.6) that defines coupling in rotation changes to positive, when plates 2 and 3 
and plates 4 and 5 are inter-connected. 
 
With the present approach it is possible to add rotational constraints to any edge 
of the box to create a clamped condition, as well as translational and/or rotational 
point and/or line constraints in the interior of any plate of the box. 
 
Results are again presented in non-dimensional form defined as 
p
pp
p
D
h
a

 2 ,        (6.9) 
where   is the circular natural frequency of the plate. 
 
The first box-type structure analyzed in this work is built by identical square 
plates, while the plates of the second structure are square plates of the same size 
and differ only in thickness. Then for both cases, results were non-
dimensionalized using the properties of plate 2 to keep the thickness to side length 
ratio 1002 h/a , where a  is the length of all sides of the box and 2h  is the 
thickness of plate 2. 
 
6.3 Results and discussion 
Results in this chapter are the average of the last pair of results with monotonic 
convergence of each type of penalty parameter with the same magnitude, but 
opposite sign. In both cases presented in this chapter, the average of the results 
using inertial penalty parameters matched the results using stiffness type penalty 
parameters up to the fifth significant figure. Results were obtained setting the 
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penalty parameters of stiffness and inertial type with values equal to 
p10 , where
,...]3,2,1[p . 
 
As mentioned earlier, results of two box-type structures built from six plate 
elements as shown in Fig.6.2 are presented in this work. The first box case 
corresponds to a simply-supported cubic box. The second case corresponds to a 
non-symmetrical cubic box. The non-symmetry of the box is due to the different 
thickness of each plate of the box and two non-symmetric boundary conditions. 
The normalized thickness of plates 1 to 6 can be described by the ratio 
81:61:41:21:1:806:5:4:3:2:1 .....  when normalized with respect to the 
thickness of plate 2. The boundary conditions of the box are clamped conditions 
on edges at 01   and 11   of plate 1, while all other edges are simply 
supported. See Fig. 6.2 for the corresponding identification number of each plate. 
Results for this case are compared with the results obtained using the FEM 
program ABAQUS, as these results do not exist in the literature. 
 
6.3.1 Frequency parameters of a box-type structure completely 
simply-supported 
The purpose of producing results of a simply supported cubic box was to build a 
base line for comparisons between the results presented by Yuan and Dickinson 
(1992a) and the method proposed here. Yuan and Dickinson simplified the model 
to an eighth of the box and modelled the edges of the box as simply-supported, 
while the edges of the plates on the planes of symmetry were treated as sliding or 
simply supported to model symmetric or antisymmetric modes. 
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Table 6.1. Frequency parameters of a completely SS cubic closed box. 
Approach 
Sine 
series 
Orthog. 
Polynom. 
Present Present ABAQUS 
No. terms 4n  8n  15n  20n   
Active DOFs 12 192 858 1728 37860 
Penalty stiffness   1310k

 
1310k

  
Penalty inertia   1110mˆ  
1110mˆ   
Mode      
1 24.884 24.887 24.897 24.891 24.864 
2 24.884 24.887 24.897 24.891 24.865 
3 27.422 27.424 27.436 27.429 27.401 
4 27.422 27.424 27.436 27.429 27.402 
5 27.422 27.424 27.436 27.429 27.405 
6 35.988 35.985 36.005 35.994 35.988 
7 52.511 52.515 52.549 52.526 52.539 
8 52.511 52.515 52.549 52.526 52.542 
9 52.511 52.515 52.549 52.526 52.549 
10 58.201 58.206 58.249 58.219 58.282 
11 58.201 58.206 58.249 58.219 58.284 
12 58.201 58.206 58.249 58.219 58.294 
13 63.938 63.941 64.002 63.962 64.022 
14 63.938 63.941 64.002 63.962 64.031 
15 63.938 63.941 64.002 63.962 64.040 
16 70.236 70.239 70.321 70.263 70.385 
17 70.236 70.239 70.321 70.263 70.398 
18 70.236 70.239 70.321 70.263 70.406 
19 87.376 87.388 87.494 87.417 87.406 
20 87.376 87.388 87.494 87.417 87.425 
21 93.716 93.729 93.865 93.771 93.783 
22 93.716 93.729 93.865 93.771 93.793 
23 93.716 93.729 93.865 93.771 93.820 
24 98.696 98.697 98.743 98.717 99.074 
25 101.75 101.76 101.85 101.80 102.10 
26 101.75 101.76 101.85 101.80 102.13 
27 108.21 108.22 108.46 108.29 108.41 
 
The results by Yuan and Dickinson (1992a) were obtained using two methods. 
The first set of results was obtained using orthogonal polynomials as published by 
Bhat (1985) in the RRM, setting the number of terms in both sets of admissible 
functions to 8n . This is equivalent to setting 15n  in the present work as each 
plate of the box is represented in full scale. The second set of results in Yuan and 
Dickinson (1992a) were obtained using the sine series solution using 4 terms for 
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each direction x , y  and z . These results were reported to be accurate at least to 
four significant figures (Yuan and Dickinson 1992a). Unfortunately, while sine 
functions work well for SSSS plates, numerical experiments show that modelling 
CCCC plates with a sine series and rotational artificial stiffness, does not 
practically lead to fully converged results. 
 
Table 6.1 presents the results obtained using the present approach, both sets of 
results in Yuan and Dickinson (1992a) and the results obtained in the finite 
element program ABAQUS. The FEM of the completely simply-supported cubic 
box was built using free meshing capabilities in ABAQUS using 90 S3 shell 
elements and 7639 S4R shell elements, giving 37860 unrestrained DOF. The 
finite element model included a relatively high number of DOF to give 
frequencies close to the published results in all of the 27 modes presented in Table 
6.1. 
 
6.3.2 Frequency parameters of a non-symmetrical box-type 
structure 
The second set of results corresponds to a cubic box formed by plates of the same 
material, but different thickness. Boundary conditions also contribute to the non-
symmetry by clamping edges at 01   and 11   of plate 1. Table 6.2 only shows 
results obtained by the present approach and ABAQUS as no results for non-
symmetrical boxes were found in the literature. 
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Table 6.2. Frequency parameters of a cubic closed box with two adjacent clamped 
edges and different wall thickness on each side. 
Approach Present Present ABAQUS ABAQUS ABAQUS 
No. terms 15n  20n     
Active DOFs 836 1696 28963 46047 53470 
Penalty stiffness 1410k

 
1410k

    
Penalty inertia 1110mˆ  
1110mˆ     
Mode      
1 32.840 32.831 32.835 32.822 32.820 
2 37.089 37.077 37.049 37.039 37.034 
3 45.749 45.731 45.626 45.607 45.602 
4 46.270 46.255 46.193 46.175 46.173 
5 52.301 52.280 52.111 52.087 52.079 
6 62.789 62.769 62.660 62.632 62.622 
7 67.841 67.797 67.964 67.921 67.849 
8 70.758 70.703 70.943 70.848 70.784 
9 78.485 78.438 78.562 78.478 78.414 
10 81.582 81.522 81.719 81.640 81.556 
11 95.920 95.859 95.981 95.878 95.783 
12 98.800 98.734 98.756 98.647 98.580 
13 100.63 100.56 100.63 100.53 100.43 
14 104.07 104.00 104.13 104.01 103.91 
15 105.21 105.09 105.35 105.21 105.13 
16 118.62 118.54 118.45 118.34 118.22 
17 120.26 120.14 120.27 120.07 119.97 
18 123.31 123.22 123.25 123.10 122.96 
19 125.02 124.92 125.80 125.52 125.21 
20 128.32 128.21 128.74 128.47 128.30 
21 132.77 132.65 133.11 132.83 132.64 
22 137.00 136.89 136.90 136.72 136.54 
23 147.48 147.37 148.13 147.88 147.60 
24 149.50 149.35 149.83 149.56 149.34 
25 152.45 152.30 152.93 152.66 152.38 
26 156.64 156.46 156.72 156.46 156.28 
27 159.14 158.91 160.01 159.55 159.29 
 
Once again the finite element model included a relatively high number of DOFs to 
give frequencies close to the results obtained by the procedure proposed in this 
work for all of the 27 modes presented in Table 6.2. 
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6.3.3 Concluding remarks 
In both cases, the results of the present RRM approach where a set of admissible 
functions derived in Chapter 2, together with penalty terms as needed give close 
approximations to those used for comparisons. Although results given by Yuan 
and Dickinson (1992a) are closer to the exact solution, the set of admissible 
functions given here is simpler. Thus, with the present method, it is easier to 
define the terms to build the mass and stiffness matrices, as well as the matrices to 
define boundary conditions or inter-connect structural elements, which are formed 
by artificial stiffness or inertia. In fact, using this approach the vibration problems 
of a box-type structure can be solved with only one code regardless of the number 
of terms, boundary conditions, or geometry of the box. 
 
Another advantage of the set of admissible functions used here in comparison 
with the set  presented in (Bhat 1985) is that no orthonormalization or 
orthogonalization is required to build the set of admissible functions. This makes 
very easy to increase the maximum number of terms n  included in the solution. 
 
It is also worth noting that it is advantageous to use the same set of admissible 
functions to define the deflection of several types of structural elements in 
completely free conditions. This is because many matrices will be commonly used 
by the different types of elements and especially in the penalty matrices. For 
instance, the penalty matrices to define a constraint along an edge in a single DOF 
are identical for plates and shells, although for the latter, this would be just a 
submatrix. 
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In the next chapter, the procedure using the RRM together with the Penalty 
Function Method is described to solve structural stability problems of beams and 
frames. 
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Chapter 7 
 
Buckling of Beams and Frames 
 
7.1 Introduction 
This chapter aims to extend the penalty parameter family showing that it is 
possible to use penalty parameters of geometric stiffness type to solve structural 
stability problems of Euler-Bernoulli beams. This is the same type of element 
presented in Chapter 3. 
 
The use of penalty parameters of geometrical stiffness type is backed-up by a 
recent publication (Ilanko and Williams 2008), where a general mathematical 
proof has been presented to show that in linear eigenvalue problems, positive and 
negative penalty terms can be applied to the system matrix associated with the 
eigenvalue. In (Ilanko and Williams 2008) this type of penalty parameter has been 
referred to as the “eigenpenalty parameter”, while the penalty parameter of 
stiffness type is called “ordinary penalty parameter”. In (Ilanko and Williams 
2008) the application was limited to a vibration problem where the eigenpenalty 
parameter is the inertial penalty parameter introduced in (Ilanko 2005b). 
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This chapter presents solutions for critical loads of tapered beams with different 
boundary conditions, a CC tapered beam with 49 intermediate constraints and a 
CC two-beam frame. In all cases the proposed set of admissible functions defined 
in Chapter 2 were used in the RRM and all constraints and inter-connections were 
modelled with ordinary and eigenpenalty parameters of positive and negative 
values. 
 
Again, as in the previous chapters the monotonic convergence and bracketing of 
the constraint solution by a pair of results obtained by penalty parameters of the 
same type and magnitude, but opposite sign are used to avoid numerical 
instabilities. 
 
7.2 Theoretical derivations 
In order to simplify the theoretical derivations of the cases presented in this work 
and because the vibration problem for straight beams has already been presented 
in Chapter 3, only the theoretical derivations of the tapered beam and the 
procedure to inter-connect beams to form a two-beam frame are given below. The 
derivations for straight beams can be easily obtained from the equations 
modelling a tapered beam. 
 
It is important to note that distortions of the cross-section of the beam are not 
taken into account in this work as in a recent paper by Andrade et al. (2007), 
where the RRM was used to determine the critical loads of a tapered I-beam, 
which gave close results to those obtained using the FEM software ABAQUS. 
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7.2.1 Tapered beam 
The first example analyses the equilibrium of tapered beams of varying second 
moment of area  xI  subject to an axial compressive force P  as shown in Fig 7.1. 
The relevant second moment of area of the beam at the left end is denoted by 0I . 
The beam is made of a homogeneous material of elastic modulus E  and is of 
length L . The cross-section of the beam is taken as solid circular, with the 
variation of the radius of the cross-section given by 
   





 Lrr
L
x
rxr 00 ,       (7.1) 
where 0r  is the radius at the origin and Lr  is the radius at the opposite end Lx  .  
 
The second moment of area  xI  of the beam is 
 
  
4
4
xr
xI

         (7.2) 
 
 
Figure 7.1. Tapered beam under compression axial force 
constrained by spring elements. 
 
Again the method to solve the stability analysis of the beam proposed here is to 
use the RRM with the set of admissible functions that model the deflection of a 
rLk  
z  
0rk  
Lk  
x  
L  
0k  
Lr  
0r  
P  
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FF beam presented in Chapter 2 together with penalty parameters to model all 
constraints. For completeness the set of functions is given below 
1







i
i
L
x
    for 321 ,,i       (7.3a) 
 
 
L
xi
xi


3
cos

   for n,,i 54     (7.3b) 
where n  is the number of terms used in the set of admissible functions. 
 
For a single structural unit the amplitude of the displacement may be expressed by 
a single series  xW , as follows:  
   


n
i
ii xcxW
1
         (7.4) 
where ic  are unknown coefficients. 
 
The potential energy of an Euler-Bernoulli beam due to bending is given by 
 







L
max dx
x
WEI
V
 
0 
2
2
2
2
       (7.5) 
 
The potential energy due to an axial compressive force P  is given by  
dx
x
WP
V
L
a
2 
0 2








         (7.6) 
 
As mentioned earlier, each constraint condition not satisfied by the set of 
admissible functions needs to be incorporated through the use of penalty 
functions. This may be achieved by including an energy term associated with an 
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artificial spring of large stiffness or an eigenpenalty parameter into the total 
potential energy. 
 
Then, the strain energy of artificial translational and rotational springs of very 
large stiffness 
xk  and xrk  at a point x  is given by 
x
rx
x
x
s
x
Wk
W
k
V
2
2
22








        (7.7a) 
 
For instance, for a clamped-clamped beam, four penalty functions are necessary to 
enforce the four needed constraints. These include translational constraints at 
0x  and Lx   as well as rotational constraints at 0x  and Lx   as follows: 
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where the stiffness coefficients xk  and rxk  serve as penalty parameters. 
 
From the principle of stationary potential energy, the total potential energy of the 
structural system must be a minimum for a stable equilibrium. The Rayleigh-Ritz 
minimisation with ordinary penalty term would be of the form: 
0






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

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
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i
*
a
c
i
s
i
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c
V
P
c
V
c
V
,       (7.9a) 
where the eigenvalue cP  is the critical load and P/VV a
*
a   is the geometric 
stiffness  function, independent from the load. 
 
The purpose of using large values for the penalty parameter is to minimise the 
value of the terms that are being multiplied by this parameter, thus constraining a 
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degree of freedom. This can also be achieved by including the penalty energy 
function as part of the geometric potential energy. In this case, the energy terms of 
artificial translational geometric stiffness   and rotational geometric stiffness 
r  
at a point x  are given by 














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2
2
22
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      (7.7b) 
 
Therefore the potential energy due to artificial translational and rotational 
geometric stiffness to model a clamped-clamped beam is 
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In this case, the eigenpenalty terms are multiplied by the axial force P  in the 
same way the inertial penalty terms are multiplied by the square of the natural 
frequencies in vibration analysis. The derivations in (Ilanko and Williams 2008), 
although explained in the context of a vibratory system, are also applicable for 
structural stability analysis. The Rayleigh-Ritz minimisation equation when 
artificial geometric stiffness is used to enforce constraints is 
0










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
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V
c
V
P
c
V
,       (7.9b) 
where P/VV g
*
g   is the artificial geometric stiffness function, independent from 
the load. 
 
For convenience results are presented in non-dimensional form. This is achieved 
introducing a non-dimensional axial coordinate, dividing the stiffness and 
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geometrical stiffness matrices obtained from the minimization of the terms 
defined in Eqs. (7.5) and (7.6) by 30 L/EI  and by L/1  respectively and 
introducing non-dimensional penalty parameters in either Eq. (7.8a) or Eq. (7.8b) 
depending on the choice of penalty parameter used in the solution. These non-
dimensional parameters are defined as follows: 
 non-dimensional axial coordinate 
L/x          (7.10) 
 tapering ratio 
0r
r
ˆ L          (7.11) 
 elastic translational and rotational non-dimensional stiffness penalty 
parameter 
00
3
EI
Lk
EI
kL
kˆ r ,        (7.12a) 
 translational and rotational non-dimensional geometric stiffness penalty 
parameter 
L
Lgˆ r

          (7.12b) 
 
Then the Rayleigh-Ritz minimization using artificial elastic springs and non-
dimensional parameters gives: 
       0cGcPK  s        (7.13a) 
where K , G  and sP  are the elastic stiffness, geometric stiffness and penalty 
matrices, while c  is a vector of unknown coefficients and   is the non-
dimensional critical load defined as 
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0
2
EI
LPc ,         (7.14) 
 
Similarly, if eigenpenalty parameters are used, the Rayleigh-Ritz minimization 
gives: 
       0cPGcK  gcP        (7.13b) 
 
Then the non-dimensional elastic stiffness, geometric stiffness and penalty 
matrices are 
 22 ,
kiEK  ,         (7.15) 
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kiEG  ,         (7.16)  
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It is important to note that intermediate constraints on the beam can be modelled 
using either artificial stiffness (ordinary penalty term) or artificial geometric 
stiffness (eigenpenalty term) using either Eq. (7.7a) or Eq. (7.7b). 
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7.2.2 A two-beam frame 
The second type of structure analyzed in this chapter is a simple two-beam frame 
consisting of two identical beams of length L  and homogeneous material of 
flexural rigidity EI  under a load P  equally distributed on both beams. Each 
beam is fully constrained at the origin and joined to the other beam at an angle   
at Lx   as shown in Fig. 7.2. In section 7.3 results for frames at different angles 
  are presented. 
 
 
Figure 7.2. Two-beam frame under a compression force P . 
 
The procedure in this section starts with the definition of the energy equations of 
the system. These energy equations are given in the following order: potential 
energy of the beams due to bending; potential energy due to axial compressive 
load; energy to define inter-connection of the beams using penalty parameters; 
energy to define boundary conditions. After all energy terms are defined the 
Rayleigh-Ritz minimization is carried out to define the matrices of the system and 

P
 
2x
P 
2y
P 
1x  
1y
P 
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then the eigen-problem is solved with a specific set of boundary conditions and 
angle between beams  . 
  
In this case, the amplitudes of the displacement of the left and right beams are 
denoted by 
1W  and 2W  respectively and given by the following equations: 
   


n
i
ii xcxW
1
111   and       (7.18a) 
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2
1
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where the sets of admissible functions  xi  are defined in Eqs. (7.3a,7.3b). 
 
The total potential energy of the two-beam frame due to bending is 
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The potential energy due to an axial compressive force P  is 
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where 
1P  and 2P  are the axial loads acting on the beams as shown in Fig. 7.2. 
 
Then, for symmetry 
 
 2cos221 /
P
PP

         (7.21) 
 
The necessary ordinary penalty functions to define the interconnection of two 
aligned beams as given in (Yuan and Dickinson 1992b) are 
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Thus, the degrees of freedom at the end of both beams are fully coupled when 
springs of very large stiffness (positive or negative) are used to model the inter-
connections, making the difference of the relative translation and change in the 
slope between the end-points of both beams equal to zero. It is important to 
mention, that in this case the sign inside the second parenthesis of Eq. (7.22) is 
positive because of the coordinate used (see Fig. 7.2). 
 
Another relevant point is that when beams are joined to form a two-beam frame 
( 180 ) instead of a stepped-beam, it is necessary to include an extra 
translational penalty parameter modelling a pin at the joint. This is because the 
transverse displacement of beams at the joint is negligible when they form part of 
a frame, as their axial stiffness is substantially greater than their transverse 
stiffness. This effect holds for a large range of the angle  between the beams 
shown in Fig. 7.2. The extra constraint can be added to either of the beams at the 
joint multiplying the translational penalty parameter at Lx   by two, but in this 
work the extra constraint is added to the first beam. 
 
Then, expanding Eq. (7.22) and adding the extra constraint to model a frame 
( 180 ) gives: 
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It is possible to observe in Eq. (7.23) that, without the extra constraint, the first 
and last penalty terms in translation and rotation are the same energy terms that 
could define boundary conditions at Lx   on beam 1 and 2, respectively. The 
other two terms in translation and rotation define the coupling between the beams. 
 
Boundary conditions at the origin of each beam are defined in the exact same way 
as in Section 7.2.1. Thus, the energy terms to define boundary conditions using 
artificial stiffness are 
















0
2
0
2
0
1
0
1
02020101 x
W
x
W
x
W
x
W
WWWWkˆVs    (7.24) 
 
Once again, the Rayleigh-Ritz minimisation with ordinary penalty term would be 
of the form: 
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where P/VV a
*
a   
 
To define the two-beam frame problem in non-dimensional terms, some of the 
non-dimensional parameters in 7.2.1 are introduced in the solution. These are the 
non-dimensional axial coordinate defined in Eq. (7.10) and the non-dimensional 
penalty parameters in Eqs. (7.12a) and (7.12b). To obtain results in non-
Chapter 7 – Buckling of Beams and Frames 135 
dimesional form it is also necessary to divide Eq. (7.19) by 3L/EI  and Eq. (7.20) 
by L/1 . 
 
Then, after the Rayleigh-Ritz minimization of the non-dimensional system, the 
eigen-problem is defined as 
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where 1,sP , 2,sP  and 21,sPC  are the penalty matrices due to artificial elastic 
stiffness,  
 
Alternatively, eigenpenalty parameters can be used to define constraints. In this 
case, it is enough to include the penalty matrices in the geometric stiffness matrix, 
substituting the ordinary penalty parameter kˆ  by the eigenparameter ˆ . This 
gives the following eigen-problem: 
     0c
PGPC
PCPG
c
K
K






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






2221
2111
2
1
0
0
,g
T
,g
,g,g
 ,    (7.26b) 
where 1,gP , 2,gP  and 21,gPC  are the penalty matrices due to artificial geometric 
stiffness. 
 
In this case the non-dimensional critical load is defined as 
EI
LPc
2
 ,         (7.27) 
 
Then the non-dimensional stiffness, geometric stiffness and penalty matrices 
included in Eqs. (7.26a) and (7.26b) are 
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Similarly, penalty matrices due to artificial geometric stiffness ( 1,gP , 1,gP  and 
gPC ) can be obtained substituting kˆ  by  ˆ  in Eqs. (7.30a-7.30c). 
 
7.3 Results and discussion 
As in the previous chapters, the solution of the proposed method uses penalty 
functions to model constraints and inter-connections of the beam, which results in 
an asymptotic analysis to obtain the critical loads of the structures. 
 
As mentioned earlier in this chapter the structural stability analysis is carried out 
using positive and negative non-dimensional penalty parameters of elastic 
stiffness and geometric stiffness type with values equal to 
p10 , 
where ,...]3,2,1[p . 
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All sets of results correspond to the set of results in which convergence up to the 
fifth significant figure was reached or to the last set of results before monotonic 
convergence was interrupted. 
 
This section shows the results of tapered beam cases. Results using the RRM and 
penalty parameters were compared with results obtained using the RRM together 
with the Lagrangian Multiplier Method and the FEM with standard beam 
elements. The matrices defining the elastic stiffness and geometrical stiffness of a 
beam element in the FEM are defined in Appendix A. In the Penalty Function 
Method as well as in the Lagrangian Multiplier Method, the same set of 
displacement functions were used in the Rayleigh-Ritz procedure so that the effect 
of constraint violation would be the only cause of any discrepancy. For the same 
reason, all results were obtained from codes written for MATLAB, including the 
FEM results. In the FEM solution each element used to build the tapered beam 
model has a constant radius, but the radius of each element decreases (for 1ˆ ) 
or increases (for 1ˆ ) as to have the same radius as the tapered beam at the 
centre of each element. 
 
7.3.1 Critical loads of CC tapered beam varying the number of 
DOFs 
First, tapered beams with CC boundary conditions and tapering ratio 2ˆ  were 
analyzed to show the convergence with respect to the number of terms used in the 
set of admissible functions as shown in Table 7.1. Critical loads in Table 7.1 were 
obtained using 10, 20, 50 and 100 terms in the RRM (for both, the Penalty 
Method and the Lagrangian Multiplier Method) and 5, 10, 25 and 50 elements in 
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the FEM. In all approaches, four degrees of freedom (DOF) were eliminated by 
the applied constraints. 
 
It is worth noting that when Lagrangian multipliers are used to define the 
constraints of a system, the elastic stiffness and geometric stiffness matrices of the 
system increases by one row and one column for each applied constraint. 
 
Results in Table 7.1 show that the Penalty Function Method gives the same results 
as the Lagrangian Multiplier Method which models the constraints exactly. From 
the results it was also observed that the RRM requires fewer DOFs to converge 
than the FEM, even when boundary conditions are applied through penalty 
parameters in the RRM. For instance the accuracy obtained with the RRM 
containing 16 active DOFs is slightly better than the results obtained with the 
FEM containing 96 DOFs. This can be stated because results from the RRM are 
upperbounds and in all cases in Table 7.1 the results using the RRM are slightly 
lower than the results from the FEM. On the other hand, the band-width of the 
stiffness and geometrical stiffness of the beam in the FEM are smaller in 
comparison with the matrices of the same number of DOFs using the RRM. A test 
solving a CC beam with 2ˆ  using the RRM with 16 DOFs show that it is 30% 
faster than the FEM with 196 DOFs. A second test with elastic stiffness and 
geometric stiffness matrices of size 96x96 in both methods, showed that the 
solution using FEM was six and a half times faster than a single run of the eigen-
problem defined by the RRM with penalty parameters. It is also worth noting that 
the RRM used together with the Penalty Function Method is an asymptotic 
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method and requires several runs with different penalty values to find the 
converged results due to constraint violation. 
 
Table 7.1. Critical loads of CC beams with tapering ratio 2ˆ . 
DOF Method Penalty Value cP  
  gˆ,gˆ,kˆ,kˆ   1 2 3 
6 RRM & Penalty 10
8
,10
8
,10
6
,10
5
 158.45 330.09 667.44 
 RRM & Lagrangian  158.45 330.09 667.44 
 FEM  169.33 320.99 761.74 
16 RRM & Penalty 10
7
,10
9
, 10
6
,10
5
 157.93 323.19 631.78 
 RRM & Lagrangian  157.93 323.19 631.78 
 FEM  159.58 327.52 647.56 
46 RRM & Penalty 10
8
, 10
7
,10
5
,10
5
 157.91 323.06 631.66 
 RRM & Lagrangian  157.91 323.06 631.66 
 FEM  158.11 323.47 632.68 
96 RRM & Penalty 10
7
, 10
9
, 10
6
,10
5
 157.91 323.05 631.65 
 RRM & Lagrangian  157.91 323.05 631.65 
 FEM  157.96 323.15 631.85 
 
7.3.2 Critical loads of CC tapered beam varying the penalty value  
This section presents again results for a CC beam with tapering ratio 2ˆ . But 
in this case, the convergence of the results due to the penalty value is investigated. 
 
Table 7.2 shows the convergence of the critical loads with respect to the 
magnitude of the penalty parameters with solutions including 96 DOFs. As in all 
previous chapters, numerical instabilities occurred only when very large penalty 
parameters were used and were not found to be associated with the number of 
terms included in the series. 
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Table 7.2. Convergence of the critical loads of CC beams 
with tapering ratio 2ˆ  with respect to the penalty parameters. 
Penalty Penalty  cP  
Type Value 1 2 3 
kˆ  10
1
 18.302 72.239 199.26 
 10
2
 76.570 136.50 306.24 
 10
3
 153.08 277.70 531.94 
 10
4
 157.47 319.96 629.82 
 10
5
 157.87 322.75 631.48 
 10
6
 157.91 323.02 631.64 
 10
7
 157.91 323.05 631.65 
kˆ  10
1
 306.37 582.25 937.37 
 10
2
 193.48 423.83 746.42 
 10
3
 162.10 344.88 646.65 
 10
4
 158.35 325.91 633.37 
 10
5
 157.96 323.35 631.83 
 10
6
 157.92 323.08 631.67 
 10
7
 157.91 323.06 631.66 
 10
8
 157.91 323.05 631.66 
 10
9
 157.91 323.05 631.65 
gˆ  101 160.57 331.10 634.32 
 10
2
 158.19 323.96 631.93 
 10
3
 157.94 323.14 631.68 
 10
4
 157.92 323.06 631.66 
 10
5
 157.91 323.05 631.66 
 10
6
 157.91 323.05 631.65 
gˆ  101 154.91 312.21 628.65 
 10
2
 157.63 322.12 631.37 
 10
3
 157.89 322.96 631.63 
 10
4
 157.91 323.04 631.65 
 10
5
 157.91 323.05 631.65 
 
Results presented in Table 7.2 confirm the predicted monotonic convergence 
depending on the type and sign of penalty parameter as explained in Chapter 1 
and shows that lower eigenparameter values are needed to obtain converged 
results than when using ordinary type parameters. Some of the results in Table 7.2 
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were plotted in Fig. 7.3, from where it is possible to observe that the eigenvalues 
or critical loads converged linearly with respect to the inverse value of the 
eigenpenalty parameters in a larger range than with ordinary penalty parameters. 
 
Here it is worth noting that regardless of the type of penalty parameter, it is 
expected that the average of a pair of results using the same penalty type and 
magnitude, but opposite sign should give a very good approximation to the 
constrained solution, which should coincide with the lambda value corresponding 
to abscise equal to zero in Fig. 7.3. 
 
Figure 7.3. Non-dimensional critical load   
versus inverse of stiffness and geometrical stiffness penalty parameters 
of CC beams with ˆ =2, using 96 DOFs in the RRM. 
 
 
7.3.3 Critical loads of CS, CF and SS tapered beams 
To further investigate the use of eigenparameters in structural stability analysis, 
beams with tapering ratio 2ˆ  and CS, CF and SS boundary conditions are 
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given in Table 7.3. In all cases 96 DOFs were used as Table 7.1 shows that using 
more than 96 DOFs is not likely to significantly improve the results. 
From the results in Table 7.3 it was observed that SS beams converged extremely 
rapidly for all types of penalty parameters. As in all other cases, when adding hˆ  
constraints, hˆ  eigenvalues should be deleted from the set of results. As mentioned 
earlier it is very easy to identify the eigenvalues that do not correspond to the 
solution of the problem, checking if they converge to 0
+
, 0
-
, or - . However, in 
the SS case it was detected that an eigenvalue converging towards  , that had to 
be deleted, had not fully converged and was still “mixed” with the valid 
eigenvalues when the penalty parameter was set to 10, which is the value given in 
Table 7.3.  
 
 
Table 7.3. Critical loads of CS, CF and SS beams 
with tapering ratio 2ˆ  using 96 DOFs. 
BC Method Penalty Value cP  
  gˆ,gˆ,kˆ,kˆ   1 2 3 
CS RRM & Penalty 10
7
,10
7
,10
5
,10
5
 80.763 238.72 475.60 
 RRM & Lagrangian  80.763 238.72 475.60 
 FEM  80.883 239.09 476.42 
CF RRM & Penalty 10
6
,10
7
, 10
6
,10
5
 5.4341 84.795 242.73 
 RRM & Lagrangian  5.4341 84.795 242.73 
 FEM  5.4436 84.923 243.11 
SS RRM & Penalty 10
1
,10
1
, 10
1
,10
1
 39.478 157.91 355.31 
 RRM & Lagrangian  39.478 157.91 355.31 
 FEM  39.446 157.78 355.03 
 
 
7.3.4 Critical loads of CC tapered beams with 49 intermediate 
supports 
The method presented in this work gives the RRM flexibility to apply boundary 
conditions at any point on the beam without having to change the set of 
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admissible functions, which has been identified in the past as one of the most 
significant drawbacks when using the RRM (Courant 1943). However, when 
intermediate supports are used, more terms are needed to obtain results with the 
desired accuracy. To illustrate this feature of the method, results for a CC beam 
with 49 equidistant pins varying the number of DOFs are presented on Table 7.4. 
 
Table 7.4. Critical loads of CC beams with tapered ratio ˆ  = 2 
and 49 intermediate and equidistant pins. 
DOF Method Penalty Value cP  
  gˆ,gˆ,kˆ,kˆ   1 2 3 
149 RRM & Penalty 10
12
,10
12
,10
7
,10
8
 34079 42294 49764 
  RRM & Lagrangian  34079 42294 49764 
 FEM  34395 42757 50395 
349 RRM & Penalty 10
12
,10
12
,10
7
,10
8
 34074 42286 49754 
 RRM & Lagrangian  34074 42286 49754 
 FEM  34097 42321 49803 
749 RRM & Penalty 10
11
,10
12
,10
7
,10
7
 34073 42285 49753 
 RRM & Lagrangian  34073 42285 49753 
 FEM  34075 42288 49757 
 
7.3.5 Critical loads of CC beams with varying tapering ratio 
Table 7.5 presents numerical experiments for CC beams with tapering ratios ˆ  
equal to 0.01, 0.025 and 4 using 1000 terms in RRM and 1000 elements. This 
means that the RRM solutions contain 996 DOFs, while the FEM solution 
contains 1994 DOFs.  By comparison of the results in Table 7.4, it was decided to 
include twice as many DOFs in the FEM than in the RRM to obtain results of 
about the same accuracy. Although, the tapering ratios may not be realistic, this is 
a way to test the robustness of the method. 
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Table 7.5. Critical loads of CC beams with various tapering ratios 
and 1000 terms in the RRM and 1000 elements in the FEM. 
ˆ  Method Penalty Value cP  
   1 2 3 
   x10
-7
 x10
-7
 x10
-6
 
0.01 RRM & kˆ  10
4
 39488 80826 15799 
 RRM & kˆ  10
3
 39491 80846 15802 
 RRM & gˆ  107 39488 80822 15799 
 RRM & gˆ  106 39494 80826 15798 
  RRM & Lagrangian  39488 80822 15799 
 FEM  39631 81094 15863 
0.025   x10
-6
 x10
-6
 x10
-6
 
 RRM & kˆ  10
4
 24675 50477 98696 
 RRM & kˆ  10
5
 24774 50479 98699 
 RRM & gˆ  109 24674 50478 98697 
 RRM & gˆ  106 24675 50478 98698 
 RRM & Lagrangian  24674 50478 98697 
 FEM  24689 50508 98757 
4 RRM & kˆ  10
8
 631.65 1292.2 2526.6 
 RRM & kˆ  10
7
 631.60 1292.2 2526.7 
 RRM & gˆ  107 631.65 1292.2 2526.6 
 RRM & gˆ  105 631.65 1292.2 2526.6 
 RRM & Lagrangian  631.65 1292.2 2526.6 
 FEM  631.66 1292.2 2526.6 
 
From results in Table 7.5 it is observed that the only type of penalty parameter 
that gives results which agree with the results using the Lagrangian Multiplier 
Method is the positive geometrical stiffness type gˆ . It is also observed that in a 
few cases the lower bounds are higher than the upper bounds. This is because 
small round-off errors were not identified with the series of values that defined the 
penalty parameters (
p10 , where ,...]3,2,1[p ). This problem could be avoided 
using smaller increments in the series that defines the values of the penalty 
parameters, especially in the close range were the monotonic convergence is 
interrupted. 
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7.3.6 Critical loads for two-beam frames 
Table 7.6 presents results for the two-beam frames attached at different angles 
obtained with the method proposed here and compared with results using the 
commercial FEM software ABAQUS building the two-beam frames with 20 beam 
elements B32 (3-node quadratic beams). Penalty values on Table 7.6 correspond 
to minimum value to reach convergence up to the fifth significant figure free of 
numerical instabilities. Results using the RRM were obtained fixing 20n  in 
both beams. 
 
From the cases analyzed in Table 7.6 it was observed that when negative stiffness 
was used many eigenvalues corresponding to constraint DOF gave small 
eigenvalues, even though these eigenvalues should converge towards infinity. 
This problem is easy to recognize, as it is clear that the eigenvalues have not 
converged. A similar problem occurred only for a frame with 165  when 
negative eigenparameters were used. 
 
Table 7.6. Critical loads of two-beam frames joined at various angles  . 
  Method Penalty Value cP  
  gˆ,gˆ,kˆ,kˆ   1 2 3 
30 RRM & Penalty 10
8
,10
7
,10
5
,10
6
 39.006 76.266 115.29 
 FEM  38.920 76.081 114.81 
90 RRM & Penalty 10
7
,10
6
,10
4
,10
5
 28.554 55.831 84.400 
 FEM  28.522 55.719 84.136 
165 RRM & Penalty 10
6,
10
7,
10
6
,10
5
 5.2708 10.306 15.579 
 FEM  5.3539 10.458 15.793 
 
 
Sets of results using the RRM and penalty parameters are given together as 
identical results up to the fifth significant number were obtained in all cases. 
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7.3.7 Concluding remarks 
It has been shown that positive and negative eigenpenalty parameters can be used 
to determine the critical loads of a constrained structure. Unlike the ordinary 
penalty parameter which corresponds to the application of an artificial elastic 
stiffness, the eigenpenalty is applied using an artificial geometric stiffness term. 
The results obtained using a Rayleigh-Ritz procedure with penalty parameters 
were compared with results generated using the RRM and Lagrange multipliers as 
well as with results obtained by the FEM either using standard beam elements or 
using the commercial program ABAQUS. Results of both methods using the 
RRM converged to virtually identical results. Numerical results show that 
convergence towards a constrained solution is obtained at a lower magnitude of 
the penalty parameter when using the eigenpenalty method compared to the 
ordinary penalty method. 
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Chapter 8 
 
Conclusions 
 
8.1 The set of admissible functions 
It has been shown that a set of admissible functions consisting of a combination of 
a second order polynomial and a Fourier cosine series may be used in the RRM 
for calculating the natural frequencies and modes of FF beams, completely free 
rectangular plates and completely free shallow shells. The same set of admissible 
functions can be used to obtain the natural frequencies of the same structures 
subject to various combinations of classical boundary conditions at their ends (in 
the case of beams) or along their edges (for plates and shells). In addition the 
same series has been used successfully to obtain the natural frequencies of plates 
subject to additional point constraints and closed-box type structures, as well as to 
obtain the critical loads of tapered beams and two-beam frames. 
 
For all cases including constraints, some or all terms in this series may 
individually violate the constraints for some boundary conditions, but in each 
case, the constraint conditions can be satisfied to any reasonable degree of 
accuracy by using positive and negative ordinary penalty parameters or 
eigenpenalty parameters. 
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Another important property of the set of admissible functions developed in this 
work is that the number of terms that can be used in the solution was limited only 
by the memory of the PC with 1 Gb in RAM, as ill-conditioning was in no case 
found to be due to the number of terms included in the solution. Ill-conditioning 
found in this work, was always due to too high penalty values. 
 
The convenience to use the same set of admissible functions to model the 
deflection of different structural elements was also noted, as they have common 
matrices and for instance the penalty matrices of plates are identical to the penalty 
submatrices of shallow shells. 
 
In the study of the different types of penalty parameters, it was also noted, that it 
is important to identify a priori the number of rigid body modes modelled in the 
set of admissible functions, as well as the number of zero rows and columns in 
each of the system matrices to anticipate the number of zero or infinite 
eigenvalues of the solution with or without using penalty parameters. 
 
8.2 Penalty parameters 
As noted in recent publications, the use of inertial penalty parameters appears to 
be advantageous compared to the stiffness penalty parameters as results converge 
with lower magnitude of the penalty parameter. It was found that small absolute 
values of inertial penalty parameters are sufficient to obtain the frequency 
parameters of high modes.  The results using artificial inertia also show that if 
constraint violation is checked for the first mode, then it is not necessary to check 
for higher modes, as higher modes converge first. Thus, the use of inertial penalty 
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parameters is recommended for vibration analysis of constrained systems, when 
the number of terms is small. It was also shown solving vibration problems of 
shallow shells that the eigenpenalty parameters are in disadvantage, when the 
number of terms included in the solution is large as the fundamental frequency is 
the last one to converge. Thus, it is possible that numerical instabilities will 
appear before the convergence of the fundamental frequency. Furthermore, when 
using a large number of terms it could be expected that the range of eigenpenalty 
parameters that would give converged results would be small, making very 
difficult to find a penalty parameter that gives a good approximation to the 
constraint solution for lower modes. 
 
It was also found that critical values are also present when eigenpenalty 
parameters are used to model constraints, but that the number of these critical 
values is limited to the number of rigid-body modes included in the solution 
without penalty parameters. 
 
The present work also demonstrated the efficacy of the use of the monotonic 
convergence property, as well as the bracketing property to check for round-off 
errors. 
 
8.3 Future Work 
Further development of this procedure is possible. The following points are 
recommended for future work: 
a) Develop matrices of other structural elements using the same set of 
admissible functions. These could be in geometry such as circular plates 
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and spherical cups, as well as elements using different beam, plate and 
shell theories that take into account shear deformation and rotary inertia, 
three-dimensional effects, etc. It may be that new coordinate systems need 
to be developed to facilitate the use of the selected functions. In dealing 
with higher order theories, it would be interesting to see if any additional 
low order polynomial terms would be needed.  
b) This project can also be extended to analyse problems of complex 
geometries mixing different structural element types. In assembling 
different types of elements, ensuring continuity conditions along 
boundaries, particularly any curved boundaries, using penalty approach 
may pose some interesting questions such as whether penalty terms should 
be computed using numerical integration and how to simplify any 
coordinate transformations in situations where the elements being 
connected use different coordinate systems. 
c) Using penalty parameters to produce hybrid structural models combining 
the present approach with the FEM. It is well known that in the FEM 
techniques such as the Guyan reduction have been used to condense the 
matrices of the system in an attempt to reduce the computation time. One 
of drawbacks of this technique is the loss of accuracy in the inertia 
representation, especially if the DOFs containing high inertia are not 
included in the resulting substructure. On the other hand, solving problems 
of complex geometries is a drawback of the RRM. But the combination of 
these techniques could lead to a reduction of the size of the system 
matrices, whilst still allowing the analysis of structures of complex 
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geometries and incrementing the accuracy of the solution per DOF 
included in the solution. 
d) Another possibility is to analyse other type of engineering problems, such 
as radiation of noise, interaction between structural elements and fluid, etc. 
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Appendix A 
 
Matrices of a Standard Beam Element 
in the FEM 
 
The properties of a standard beam element used in this work are defined by the 
stiffness matrix K and the mass matrix M as given by Logan (2007), as well as by 
the geometrical stiffness matrix G  as given by Burnett (1987) presented below. 
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Appendix B  
 
The Lagrangian Multiplier Method 
 
B.1 Introduction 
The Lagrangian Multiplier Method is one of the techniques commonly used in the 
RRM to define constraints and to inter-connect structural elements. Lagrange 
multipliers can be interpreted as generalized forces that maintain the modelled 
boundary conditions  (Klein 1974). 
 
A formal definition of the system of equations that define Lagrangian multipliers 
is given in (Budiansky and Hu 1946) as the minimization of 
f ,         (B.1) 
where f  is a function of nˆ  variables,   is the undetermined Lagrangian 
multiplier and   is a relationship that bounds the nˆ  variables  of the function 
 nx,...x,xf 21  
  021 nx,...x,x         (B.2) 
 
Then the minimization can be expressed as 
0
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
kk xx
f 
 ,        (B.3) 
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0           (B.4) 
Thus, this technique adds a row and a column for each point constraint added to 
the system. For instance, to model a cantilever beam constraining the translational 
and rotational degrees of freedom at 0x , two rows and columns should be 
added to the stiffness and mass matrices. These two rows and columns can be 
defined as 
   
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11 j
j
n
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a
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  ,  for  j  = 1 to n , and (B.5a)   
011   n,jj,n kk ,    for j  = 1n  and  2n  (B.5b)   
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   , for  j  = 1 to n , and (B.6a)   
022   n,jj,n kk ,    for j  = 1n  and  2n  (B.6b) 
 
where 1na  and 2na  define the Lagrangian multipliers. Eq. (B.5) adds a constraint 
in translation, while Eq. (B.6) adds a constraint in rotation. 
 
It should be noted that this technique adds zeros to the main diagonal and for this 
reason, it was not possible to solve the set of equations in the same way described 
in Section 3.3. Instead a change of variables had to be carried out before solving 
for the eigenvalues. This change of variables consists in multiplying the elastic 
and geometric stiffness matrices by the inverse of the stiffness matrix. 
