Abstract-The purpose of this study was to develop and validate a new, theoretically-based scale that would assess students' learning about systems thinking in relation to the affective domain in systems engineering education. Students' learning of systems thinking in the affective domain deal with emotions, feelings and valuing the related cognitive systems thinking aspects. It is characterized by belief in the power of systems thinking to enable them to develop superior engineered products and systems. This paper describes the psychometric properties of the scale as the basis for future use with a target population of engineering students. It provides the results of an instrument test analysis of data collected from a representative set of the target audience of the instrument. The participants in this study were 180 undergraduate engineering students who enrolled in a systems engineering course. Exploratory factor analysis of the scale for the sample yielded factors largely consistent with conceptualization and construction of the subscales. Confirmatory factor analysis of the scale also supports the initial factor structure. The results suggest that this instrument may be useful to researchers and practitioners interested in measuring systems thinking in engineering students, particularly in the affective domain.
including aerospace, defense, automotive, construction, energy, transportation, consumer electronics, IT, pharmaceuticals, healthcare and telecommunications [3] .
In recent years, there has been an increased interest among government, industry and academia in identifying and developing SE education and training to support systems engineering workforce development [4] [5] [6] [7] [8] . There has also been a rising interest in understanding systems thinking, one of the core competencies for SE [9] , [10] . This includes understanding systems thinking development and measurement as well as exploring new ways to leverage systems thinking [9] , [10] .
There is a limited systems thinking literature in engineering and SE. Development of systems thinking is poorly understood, especially within SE education and among SE undergraduate students. Little is known about how to develop systems thinking abilities in students [11] , although some studies have been initiated to investigate systems thinking in the classroom in various grades and disciplines. This includes assessing systems thinking in primary school students [12] , middle school students [13] , undergraduate students in social sciences [14] , undergraduate students in management [15] , undergraduate students in sustainability [16] and graduate students in a modeling class [17] . However, most of these are based on cognitive perspectives. There is a lack of research about systems thinking development in relation to the affective domain perspective, which refers to Bloom's taxonomy of educational outcomes. This classifies learning into cognitive, affective and psychomotor domains [18] . Affective domain development deals with students' emotions, feelings and valuation of the cognitive domain aspects such as intellectual abilities and skills.
The lack of investigation of this subject, results in an absence of instruments capable of measuring the affective engagement with systems thinking. This paper explains the linkage of the affective domain perspective in systems engineering education and systems thinking. It reports the validation and reliability testing of a questionnaire to assess students' learning about systems thinking in the affective domain. This study is a prerequisite to the use of the questionnaire to measure the affective dimension of students' systems thinking as an outcome of an educational activity.
II. SYSTEMS THINKING
Systems thinking has become increasingly popular and important because it provides a "new way of thinking" to understand and manage complex problems [19] [20] [21] [22] [23] . The 1937-9234 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
relevant literature is found in disparate fields, such as biology, psychology, health, education, engineering, and sustainability. It is not a central theme in any of these fields, but stimulates ongoing discussions within and between these fields as researchers investigate issues at the boundaries between them [24] . However, there is a disagreement about what systems thinking is [21] . It is interpreted in a variety of ways depending on discipline [25] . Some scholars view it as a science [26] , others as a method [19] and yet others as an approach [27] . It is further viewed as a skill [17] , a discipline [28] , or a conceptual framework [20] , [21] , [29] , [30] . The differences have led to limited application by policy makers, managers, practitioners, educators and ordinary people [20] , [23] , [31] .
Systems thinking is neither a science nor a particular methodology nor an approach nor a plurality of methods, as many authors claim, but rather should be viewed as a mental construct for thinking and learning about a system [20] , [21] , [29] , [30] . When learning about a systems phenomenon, a systems thinker recursively applies systems thinking rules to change, eliminate or create new constructs until an internally consistent construct is reached as the conclusion to the particular investigation [20] . The application of these rules helps people to understand how the system works and how people interact with the system more effectively and efficiently. The rules include questioning the system boundary; system structure (parts, hierarchy, and whole); interrelationships within the system; interdisciplinary points of view; system processes; holism and big picture thinking.
Educators play a central role in the dissemination of this concept to students [20] . However, the challenge in articulating systems thinking is connected to the prevailing reductionist approach in education that is dominant in the Western world. This approach emphasizes knowledge of the parts and the relationships of those parts rather than the broader interdisciplinary relationships [23] . Currently, in engineering and SE education, as in other education fields, reductionism is usually emphasized for events, parts and isolated processes in contrast to a system paradigm. A large proportion of the teaching effort focuses on teaching specific technologies of the particular field of engineering or specific principles of SE, for example requirements engineering.
SE relies on systems thinking to provide the methods and willingness to view the engineered system at the level of a whole system. Systems thinking serves as a bridge between theory and practice, and between the abstract, intellectual domains and concrete, practical domains. The increasing complexity of engineered products and systems demands that engineering educators develop the capacity of their students for systems thinking, so that the students know and are able to apply the methods for viewing the proposed system from a systems perspective. For example, needs analysis is one of the significant areas in SE to capture and analyze the needs of stakeholders. Using systems thinking enables systems engineers to understand how the desired system will work in the future. The comprehensive needs analysis which accommodates those systems thinking constructs and systemic effects to the environment would be prepared and translated into systems characteristics.
The challenge in articulating systems thinking is also driven by limited research on the pedagogical aspects of the topic, including its measurement [20] , [23] . An instrument which can provide a way to measure the transformation of a student's ability in systems thinking, especially in the affective domain, will be of great value to systems engineering education.
It is important for systems engineering educators to develop their students in the affective domain in relation to systems thinking so that those students will be characterized by belief in the power of systems thinking to enable them to develop superior engineered products and systems. The importance of affective development of systems thinking is to ensure that students not only become characterized by the use of traditional, reductionist approaches, but also by the use of systems thinking in their approach to engineering activities, even when working under pressure. Systems engineering education emphasizes the cognitive matters of theory and techniques in the expectation that knowledge of how to approach engineering systemically will result in actual performance of engineering from a systemic perspective. The issue in the affective domain is to cause the engineering to value the systemic approach so that they are characterized by choosing to approach engineering problems from a systemic perspective [32] .
III. AFFECTIVE DOMAIN
Most teaching and assessment in higher education focuses on developing students in the cognitive domain rather than in the affective domain [32] , [33] . This observation is reinforced by discussions in professional society settings or within a project team developing a reference curriculum, and in the reference curricula produced as a result of such projects. Research about education aimed to produce affective domain outcomes is also limited [34] . In part, this neglect arises from the unclear definition of the affective constructs and the underdeveloped assessment practices related to the affective domain, including scale construction [34] .
Bloom's taxonomy of educational outcomes was developed to provide a scientific foundation for curriculum design by setting the level of student attainment of learning outcomes in terms of the kind of learning achievement made by students [18] , [35] . It divides the learning space into the cognitive, affective and psychomotor domains. The original Bloom's taxonomy team developed only the cognitive and affective domains as hierarchies of learning achievement types. The cognitive domain addresses the development of intellectual abilities and skills related to knowledge of content and various abilities to use that knowledge, whereas the affective domain deals with emotions, feelings, valuation and characterization of cognitive domain aspects.
The affective dimension is important in facilitating the effective cognitive processes and the internalization of cognitive aspects [36] . Numerous studies in neurosciences, behavioral neuroscience and clinical psychology showed the substantiated role of the affective domain in generating physiological changes which are also indicative of learning [37] . A positive outcome in the affective domain is considered to be an important antecedent to success in the cognitive domain [38] .
Many engineering educators correctly regard the cognitive domain as concerning the knowledge of the technology of the particular engineering discipline but confound the affective domain with the so-called "soft skills" required in the engineering workplace [39] , [40] . However, our research builds on a different interpretation of the affective domain than that which is common in engineering education, but is supported by Mogk and Goodwin [41] . Our interpretation is natural to Bloom's taxonomy and is used in some other applications of Bloom's taxonomy, such as objectives for elementary school education. At the elementary school level the affective domain is commonly understood to relate to the development of a value system that results in the student being characterized by couth behavior.
In engineering education, the vision of a secular university which is not involved in development of the personal ethical system of the student leads to the position that the university does not have the place of educating the student to take any particular stance in relation to ethics and therefore results in ethics education being education about ethics rather than education in ethical behavior. This position results from the strongly held "warfare motif" in the relationship of science and religion, and the current concern to avoid apparent bias in relation to minority groups [42] , [43] .
This then results in the two domains of Bloom's taxonomy being interpreted as being about different subject areas of knowledge rather than as different dimensions of the learner in relation to holistic engagement in education. The two educational settings which stand out as the most obvious types of institutions which engage with the affective domain in the manner intended by the Bloom's taxonomy team are theological seminaries [44] and military academies [45] , both of which educate their students for occupations in which success depends on holistic integration of the cognitive and affective dimensions of the graduate.
Our research takes up a variant, and we believe Bloom et al.'s intended, interpretation of the affective domain which integrates the view of the education as a holistic activity which can be viewed from the facets of the three dimensions of Bloom's taxonomy, as facets of achievement of the student and, later, graduate, with respect to a single holistic set of learning objectives. As such there is an integration of the learning of the content, the focus of the cognitive domain, and the development of the student, from "recognized" to become "characterized" in their professional value system, by the methods and approaches that are implicit in the knowledge learned in the cognitive space. That is, the student becomes "emerging and becoming" with regard to the content of learning, and is characterized by belief in the value and appropriateness of the application of the knowledge and capabilities developed through the cognitive dimension of their education, thus taking that knowledge, skill and ability as their default manner of engaging with the engineering task at hand. To illustrate our meaning, the typical engineering graduate who seeks objective evidence that can be mathematically analyzed in order to make decisions demonstrates development of the affective characterization by the scientific foundation of engineering teaching.
The affective domain of systems thinking education in a systems engineering education setting concerns the development of the student's professional characterization to prefer to approach engineering tasks using a whole-of-product, or systems, perspective so that the engineering analysis is focused on ensuring the best match of the whole engineered outcome for the purpose for which it is to be developed. It is important to investigate students' systems thinking development from the affective domain perspective so that the depth of that learning can be understood and assessed.
Nguyen and Bosch [22] described systems thinking by four distinct levels based on the iceberg model for thinking which was proposed by Maani and Cavana [46] , events or symptoms; patterns of behaviors; systemic structures; and mental models [46] . The first level, events or symptoms are the most visible yet shallowest level of reality, otherwise, the highest level, mental models reflect the deepest and most profound assumptions, norms, and motivations [22] . Events and symptoms, although representing only the "tip of the iceberg," is the level at which most decisions and interventions occur [22] . This is because events or symptoms are the most visible part of day-to-day reality, which often seem to require immediate attention and action [22] . Patterns, the second level of systems thinking, is where a larger set of events, or data points, are linked to create a "story" [22] . Whereas, the systemic structures, the next level of systems thinking, reveal how the patterns and components of the system as a whole relate to, and affect, each other [22] . This represents a much deeper level of systems thinking that can show how the interplay of different factors brings about the outcomes we observe [46] . Finally, the deepest level of systems thinking, the mental models, hardly ever comes to the surface. However, it influences why individuals and organizations work the way they do [46] . Mental models reflect the beliefs, values and assumptions that people personally, hold, and underlie the reasons for doing things the way they do, and, in the context of a community, result in the community having a particular culture [46] . These mental models are the fundamental constructs used by people in order to understand and interact with the world, and therefore are held in the affective domain.
It can be said that in the cognitive domain, systems engineers know how to do specific SE tasks and that those tasks implement the tangible aspects of systems thinking, while in the affective domain they are characterized to do those specific tasks, and guided by the concepts of systems thinking, because they value the benefit that those tasks and concepts provide. However, because the application of a systems thinking mindset creates a dilemma, in a work context, that usually favors tangible and rapid visible progress toward a solution, systems engineers may be challenged to justify the time and effort required by systems thinking. The challenge arises because the outcomes based on systems thinking appear to take additional time and effort to manifest themselves and, therefore, are in tension with the pressure that usually exists to show tangible progress toward a solution to a need at a rate proportionate with the elapse of time spent or, other resources consumed, in the conduct of the engineering work.
IV. METHODS
In the work reported here we have developed a questionnaire intended to measure the capacity for and characterization by systems thinking in undergraduate systems engineering students. We also report statistical analysis of the questionnaire responses of a pilot group representative of the target audience in order to test the validity of the questionnaire.
A. Questionnaire Development
In developing this instrument we found that the interest inventory for assessing Capacity of Engineering Systems Thinking (CEST) introduced by Frank [47] is concerned with the affective domain conceptualized somewhat similarly as we described above. It could be used to distinguish individual engineers based on their characterization for approaching matters using systems thinking.
Frank's instrument was tested and implemented in his first study which aimed at examining its reliability and validity [48] . This study included 54 participants from a large hitech organization. The result of this study suggested that the instrument is suitable for assessing systems engineers' feeling and interest toward systems thinking. Frank's second study aimed at strengthening the results of the first study and involved 78 participants [47] . Again, the instrument's reliability and validity were examined. The study revealed the underlying structure of the instrument which includes five factors: seeing the big picture; implementing managerial considerations; using interdisciplinary knowledge for conceptualizing the solution; analyzing the needs and requirements; and being a systems thinker. Furthermore, a third study [47] was conducted by applying the instrument to the evaluation of the effectiveness of CEST development programs for 153 participants. The result of this study provided additional confirmation for the instrument's validity in assessing the systems engineers' feelings, interest and personal valuation of systems thinking concepts.
However, Frank's instrument was developed for use by professional engineers with some work experience. We adapted the items in Frank's instrument to a context appropriate to undergraduate engineering students. Moreover, Frank's instrument only covered parts of our proposed systems thinking concept which need to be applied when engaging with an engineering system. We created a new instrument by adding items that address other important systems thinking topics including system boundary, system structure, interrelationships and the whole systems engineering processes [20] , [21] , [49] . About 60% of the questions in the new 30 items questionnaire were adapted from Frank's CEST instrument, while the remaining items are new inclusions.
Our reworking of the questionnaire is designed to provide a seven point Likert scale for each item rather than a dichotomous rating scale as in Frank's original instrument. There are several reasons for this change. First, dichotomous items can force respondents to choose imprecisely among limited options which may produce a bias because respondents are forced to select an "extreme" answer that may or may not reflect their true feelings [50] . Secondly, a dichotomous rating scale cannot capture answers that may be located between the two extreme categories, with no chance for expressing an intermediate viewpoint. Thirdly, Preston suggests that rating scales with the fewest response categories yielded the least reliable scores, lowest internal consistency and lowest indices of validity (criterion validity), while the most reliable scores, highest internal consistency and highest indices of validity (criterion validity) were derived from scales with between 6 to 10 response categories [51] .
The Likert scale is a commonly accepted summated rating scale which provides respondents a series of attitude dimensions and assumes that each item has equal attitudinal value. Therefore, all items were arranged for scoring on a Likert scale, with seven response categories: "very untrue of me," "untrue of me," "somewhat untrue of me," "neutral," "somewhat true of me," "true of me" and "very true of me." A seven category rating scale was chosen because this is the lowest odd number of categories, between six and ten, which was recommended by Preston [51] . An odd number of categories is preferred over an even number of categories [52] . If an even number of points was chosen, a respondent might misinterpret one or two centermost numbers as representing the center or neutral category [52] .
The items, shown in Table I , describe students' feelings, interests and personal valuation of systems thinking in relation to their experience as engineering students in a systems engineering course context. This instrument is intended to be completed independently by adults aged 18 years of age and older. We judged it essential that the questionnaire be short, and quick to complete, (approximately 10-15 minutes), easy to follow, comprehensible, and containing questions with language suitable for the target group to improve the probability of completion.
B. Reliability and Validity
Reliability of an instrument concerns the ability of the instrument to measure consistently and reproducibly, when the same subject is tested under identical conditions. It has two main forms: repeated measurement and internal consistency. We calculated the reliability of the scale using Cronbach's alpha coefficient. Cronbach's alpha, one of the internal consistency measures, has become the common method to estimate the reliability of instruments, especially multipoint data instruments, such as attitude scales with seven response options [53] . To create the instrument with high reliability, the items provided in the instrument need to be clear and unambiguous. A slight ambiguity in the wording of items can affect the reliability of an instrument as a respondent may interpret the items differently at different times [54] .
Another essential characteristic of an instrument is validity, the extent to which the instrument measures what it is intended to measure. Content and face validity are judged based on the logical link between the items and the objectives of the instrument [54] . An extensive search of the literature on the concept that is intended to be measured will help to achieve content validity [55] . Meanwhile, asking respondents or experts whether the instrument looks valid to them is a way to achieve face validity [55] . However, the judgment is based on subjective logic, different people may have different opinions; hence, no definite conclusion can be drawn [54] . Therefore, another form of validity needs to be tested, construct validity. Construct validity is a more sophisticated technique for establishing the validity of an instrument [54] . It is related to the theoretical knowledge of the construct which wants to be measured. It was examined through Exploratory Factor Analysis (EFA) using Principal Component Analysis (PCA) and Confirmatory Factor Analysis (CFA) using Structural Equation Modeling (SEM), respectively.
EFA is often used in the early stages of research to gather information about the interrelationship among items. It was chosen to do EFA first, since it was not hypothesized, in the beginning of study, that the construct had multiple subscales. PCA, one of commonly accepted EFA techniques, was used because it can provide a better empirical summary of a dataset compared with Factor Analysis (FA), another widely accepted EFA technique [56] .
CFA was conducted later to test the hypothesis concerning the structure underlying the construct, after it was hypothesized that the construct has a certain number of dimensions as concluded from the EFA process. SEM was used because of its ability to assess the relationships comprehensively and provide a transition from exploratory to confirmatory analysis [57] .
C. Population and Sample
Target Population: The target population of this study is students enrolled in a systems engineering course in an undergraduate program. The students are recruited from a variety of universities, with a view to enabling comparative analysis of results from the use of the questionnaire in the data collection phase of the project for which it has been developed.
Sample: The sample used for this validation study comprised 180 students from undergraduate systems engineering courses in four universities in four countries: Australia, Indonesia, Singapore and US.
D. Administration Procedure
A paper-based questionnaire was distributed to the participants in Australia. Those in Indonesia, Singapore and US were asked to participate in an online implementation of the same questionnaire, implemented in Survey Monkey. All participants were provided with an information sheet about the purpose and possible benefits of the project. The information sheet informed them that participation is voluntary and not linked to their course result. They were encouraged to participate out of altruistic motivation.
Responses from the paper-based questionnaire were recorded using Microsoft Excel for Windows 2007 and exported into SPSS. These results were combined with responses in Survey Monkey exported to SPSS. We used the statistical analysis package SPSS for Windows version Statistics 21 and AMOS 21 for the analysis.
V. RESULTS AND DISCUSSION

A. Sample Demographic
Of the respondents (n = 180), 77% were male, 23% were female with an average age of 25.6 years. The distribution of participants was 26 (14%) students from Australia, 50 (28%) students from Singapore, 52 (29%) students from the US and 52 (29%) from Indonesia. Participants indicated that 45% of them were part time students while the rest were full time students. Moreover, 21% of participants work part time, 46% work full time and the remaining participants were not working, Table II . 
B. Missing Data Analysis
Prior to commencing data analysis, a missing data review (an analysis of questions for which no answer was given by participants), was conducted by examining the patterns of missing data and implementing a remedy. To decide whether a remedy for missing data can be applied, the degree of randomness present in the missing data must first be ascertained [57] . Only if the missing data can be classified as missing completely at random (MCAR), can remedies, including replacement of missing data (for missing data which is classified as MCAR) be employed [57] .
Little has provided a statistical test of the MCAR assumption using a chi-square test [58] . A significant value indicates that the data are not MCAR [58] . This test was conducted in the SPSS Missing Values Analysis (MVA). Since no significant difference was found (chi-square = 153.536, df = 144, sig = 0.278), the missing data can be classified as MCAR. Therefore, missing data remedies can be applied.
Mean substitution is one of the acceptable methods of generating replacement values for the missing data [57] . The rationale of this method is that the mean is the best single replacement value [57] . Missing values for a variable in this dataset were addressed by substituting with the mean value of that variable based on all valid responses. This resulted in a total of six missing values replaced in a matrix 180 x 30 (= 5,400) data items. The total number of replaced missing values was therefore 0.11% of the total dataset.
C. Basic Descriptive Statistics
Table III provides a summary of basic descriptive statistics of 180 respondents' scores on the thirty items of the questionnaire. For thirty items, scores range from a minimum score of 1 (very low) to a maximum score of 7 (very high). The mean of items range from 4.038 (neutral) to 5.9 (positive attitude). Whereas, the average for 180 respondents' scores range from 2.13 to 7.00 with a mean of 5.315. Overall, it can be concluded that the participants have valued systems thinking aspects in their experience as developing engineers by showing a positive attitude to the application of systems thinking. 
D. Reliability and Validity
A questionnaire with a low alpha coefficient indicates that the item questions are not internally consistent with the rest of the test. The Cronbach's alpha obtained in this study is 0.908. It indicates excellent internal consistency [59] , that is, the interrelatedness of the items in this questionnaire is high.
The content validity of our survey is supported by the fact that the items are based on an extensive literature review of issues related to students' affective learning about systems thinking in systems engineering including Frank's interest inventory for assessing CEST [47] . This review of literature provides content validity because the content in the questionnaire are represented by major scholars in the area of work. Face validity, tested by a short post-questionnaire interview with eight adults representative of the population to be sampled indicated that the questionnaire is quick to complete (< 20 minutes), easy to follow and comprehensible. Some grammatical changes to the questionnaire were conducted after these interviews. Construct validity, which indicates the extent to which the tool measures a theoretical construct, is examined through the EFA and CFA processes explained below.
E. Exploratory Factor Analysis (EFA)
Prior to commencing PCA, the suitability of the data for the 30 items of the scale for factor analysis was assessed by examining the correlation matrix. Inspection of the inter-item correlation matrix revealed that 316 of 435 correlations or 73% are significant at the 0.01 level. Furthermore, 217 of 435 correlations present a coefficient of 0.3 or greater than 50%. This provides an adequate basis for proceeding to the next process.
However, some inter-item correlations have negative values, which is potentially incorrect because all items are positive attitude items and, therefore, all inter-item correlations should be positive. It was decided to exclude three items (items 2, 4, and 8) which have negative inter-item correlation as this would increase the alpha coefficient by removing them prior to conducting the next process, the Kaiser-Meyer-Olkin Measure of Sampling Adequacy and Bartlett's Test of Sphericity.
The Kaiser-Meyer-Olkin value was 0.891, exceeding the recommended value of 0.6 [60] , [61] and Bartlett's Test of Sphericity (chi-square value = 2321.12, df = 435, significance of p < 0.001) reached statistical significance, supporting the factorability of the correlation matrix [62] . It provides an adequate basis for proceeding to the next process, PCA.
Initial analysis of PCA factor extraction was run to obtain eigenvalues for each component in the data. Items with crossloadings > 0.4 were excluded one at a time, and the factor analysis repeated with the goal of achieving a simple structure in which each item loaded onto a single factor at > 0.4. This criterion was consistent with accepted values [63] .
Five factors emerge from the analysis using the Kaiser criterion, which retain all the components with an eigenvalue exceeding 1. An inspection of the scree plot revealed the inflexions that would justify retaining five components. To aid the interpretation of these five components, orthogonal (Varimax) rotation was performed. The rotated solution revealed the presence of a simple structure, with five components showing a number of strong loadings and all variables loading substantially on only one component. Table IV shows the simple structure that was achieved after the exclusion of five items (items 7, 10, 15, 26, and 30) that either loaded onto no factor, or cross-loaded at > 0.4 and were therefore considered to be factorial impure. The eigenvalues and common variance shown in Table IV satisfy typical criteria for a meaningful and interpretable simple structure. These criteria include a minimum of three items in each factor and that the majority of items in the structure have loadings rated as either "very good" or "excellent" (> 0.7 excellent; > 0.63 very good; > 0.55 good; >0.45 fair) [64] .
Therefore, the final version of the questionnaire comprises 22 items which were distributed across five factors, Table V . Overall, the EFA results were supported by the theoretical framework underlying the development of the scale [20] , [21] , [24] , [47] . This instrument could be used to measure students' learning of systems thinking concepts and application in engineering, in the affective domain.
Cronbach's alpha coefficients were calculated for the five subscales. The coefficient alphas for the five subscales were 0.85 for Factor 1, 0.77 for Factor 2, 0.73 for Factor 3, 0.76 for Factor 4 and 0.65 for Factor 5. Although, the alpha coefficient of Factor 5 is a little weak, however, all these values were well within the acceptable range for an exploratory study [57] . 
F. Confirmatory Factor Analysis (CFA)
The most direct method of validating the factor structure resulting from EFA is to move to a confirmatory perspective and assess the replicability of the results, either with a split sample in the original data set or with a separate sample [57] . In the present study, the original data set was used again in a CFA using SEM in AMOS 21 software package. SEM plays a confirmatory role because the researcher has complete control over the specification of indicators for each construct and allows for a statistical test of the fit indices for the proposed confirmatory solution, which is not possible with EFA methods, including PCA or FA [57] . This technique was applied to confirm the multidimensional structure which is five factors structure that resulted from previous EFA by comparing this structure with other competing structures.
A CFA was then conducted by comparing the five factor orthogonal model derived from the EFA process with five alternative models, which are a one factor model, a two factor model, a three factor model, a four factor model and a five factor oblique model. The two factor model consists of a combination of factors 1 and 2 resulted from previous EFA and a combination of factors 3, 4, and 5. The three factor model was built from factor 1, combined factors 2 and 3, and combined factors 4 and 5. The four factor model comprises factors 1, 2, 3, and combined factors 4 and 5. While the five factor oblique model is a five factor model which underlies the 22 items that emerged by employing PCA with oblique rotation. Numerical results are shown in Table VI. Absolute fit, incremental fit and parsimonious fit measures were used in this analysis. Absolute fit measures determine the degree to which the overall model predicts the observed covariance and correlation matrix [57] . The incremental fit measures compares the proposed model to some baseline model, most often referred to as the null model [57] . A null model in which all the observed variables are uncorrelated is the most commonly used baseline model [65] . Parsimonious fit measures relate the goodness-of-fit of the model to the number of estimated coefficients required to achieve the level of fit [57] .
Among the absolute fit measures commonly used to evaluate SEM are the likelihood ratio chi-square (χ 2 ) statistic, the goodness-of-fit statistic and the root mean square error approximation. The Tucker-Lewis Index (TLI) and comparative fit index (CFI) are measures which are commonly used when assessing incremental fit of the model compared with a null model. The adjusted goodness-of-fit index (AGFI) and the normed chi-square are used to assess the parsimony of the proposed model by evaluating the fit of the model versus the number of estimated coefficients, or conversely, the degrees of freedom, needed to achieve the level of fit [57] .
In referring to this table, it can be observed that the likelihood chi-square (χ 2 ) statistics for all three competing models were significant (p < 0.001). Taken alone these results would suggest an unsatisfactory fit to the data for all competing models. However, the chi-square statistic is quite sensitive, in different ways, to both small and large sample sizes, and this measure should be complemented with other measures of fit [57] . More significantly, the other measures indicated that the five factor orthogonal model which resulted from EFA had the greatest degree of fit when compared with the one factor model, the two factor model, the three factor model, the four factor model and the five factor oblique model. The five factor orthogonal model had the best fit because:
1) It had the highest goodness-of-fit (GFI: 0.880). [67] , where a large value of chi-square relative to degree of freedom signifies that observed and estimated matrices differ considerably [57] . Combined with AGFI, this result allows conditional support to be given for the model parsimony [57] .
The various measures of the absolute fit, incremental fit and parsimonious fit measures indicate that the model is marginally acceptable at best of intended five construct. These measures support deeming the results an acceptable representation of the hypothesized construct of the factor structure which is derived from the EFA process. This analysis helps to validate the construct of scale.
VI. CONCLUSION
It is important for engineering educators, especially SE educators, to develop students' learning of systems thinking in the affective domain, so that the students will be characterized by belief in the power of systems thinking to enable them to develop superior engineered products or systems. Further, they not only know how to do specific systems engineering tasks which employ systems thinking, but also they are characterized to do those specific tasks by embedding systems thinking concepts and preference for their use.
This paper is the first study to report the psychometric properties of an instrument that would examine the extent of students' learning in the affective domain in systems thinking in engineering education, especially SE education. The Principal Component Analysis (PCA) factor extraction method used for exploratory factor analysis revealed a previously unknown factor underlying the questionnaire. Moreover, Structural Equation Modeling (SEM) plays a role to confirm the five factor structure that resulted from PCA by comparing this structure with other competing structures.
The outcome is a 22-item multidimensional scale with five factors that represent students' feelings, interests and personal valuation, that is, their affective learning, of systems thinking. It demonstrates a fundamental coherence with Frank's CEST instrument [47] and our proposed systems thinking rules. These preliminary data support the reliability and validity of this questionnaire. The results suggest that this instrument is a suitable tool for measurement of students' learning of systems thinking in the affective domain and supports the view that the scale may be useful for further application.
However, each factor is associated with between 3 and 8 questions. This raises the possibility of some redundancy in the questions-e.g., factor 1 indicating potential to review the survey to reduce the number of questions without loss of fidelity. Moreover, because the instrument is newly developed, it is crucial that the researchers continue to test the psychometric properties, including test and retest reliability, an important psychometric property, which is not covered in this study. Further studies are also needed to test the usefulness of this new scale in specific contexts, for example, in research which aims to investigate students' systems thinking development in relation to the affective engagement in courses that aim to promote systems thinking. Students are asked to complete the instrument shortly after the start of a course and again near the end of the course. Any changes to systems thinking can then be reasonably attributed to the course, teaching and learning environment. Another important issue worthy of further investigation is the question of how these test results change over a longer period of time.
