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Abstract
For γ ∈ (0, 2), the quantum disk and γ-quantum wedge are two of the most natural types
of Liouville quantum gravity (LQG) surfaces with boundary. These surfaces arise as scaling
limits of finite and infinite random planar maps with boundary, respectively. We show that the
left/right quantum boundary length process of a space-filling SLE16/γ2 curve on a quantum disk
or on a γ-quantum wedge is a certain explicit conditioned two-dimensional Brownian motion with
correlation − cos(piγ2/4). This extends the mating of trees theorem of Duplantier, Miller, and
Sheffield (2014) to the case of quantum surfaces with boundary (the disk case for γ ∈ (√2, 2) was
previously treated by Duplantier, Miller, Sheffield using different methods). As an application,
we give an explicit formula for the conditional law of the LQG area of a quantum disk given
its boundary length by computing the law of the corresponding functional of the correlated
Brownian motion.
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1 Introduction
1.1 Overview
Let h be an instance of the Gaussian Free Field (GFF) on a planar domain D, and fix γ ∈ (0, 2).
Informally, the γ-Liouville quantum gravity (LQG) surface associated with (D,h) is the random
surface conformally parametrized by D, with metric tensor eγh (dx2 + dy2), where dx2 + dy2 is
the Euclidean metric tensor. LQG surfaces are the scaling limits of random planar maps. The
case γ =
√
8/3, sometimes called pure gravity corresponds to uniform random planar maps,
and other values correspond to random planar maps weighted by the partition function of an
appropriate statistical mechanics model (sometimes called “gravity coupled to matter”). For
example, γ =
√
2 corresponds to random planar maps weighted by the number of spanning trees
they admit and γ =
√
4/3 corresponds to random planar maps weighted by the number of bipolar
orientations [KMSW15] they admit.
The GFF h does not have well-defined pointwise values, so the above definition of LQG does
not make rigorous sense. However, one can define LQG rigorously using various regularization
procedures. For example, it is possible to define the LQG area measure µh on D as a limit of
regularized versions of eγh(z) dz, where dz denotes Lebesgue measure [Kah85, DS11, RV14]. In
a similar vein, one can define the LQG boundary length measure νh on ∂D (in the case when
D has a boundary) and on certain curves in D, including SLEκ-type curves for κ = γ
2 [She16a].
The measures µh and νh correspond, respectively, to the scaling limits of the counting measure on
vertices and the counting measure on boundary vertices for random planar maps.
The measures µh and νh satisfy a conformal covariance relation which leads to a natural rigorous
definition of LQG surfaces. Suppose D, D˜ are planar domains and ϕ : D → D˜ is a conformal map.
If h˜ is a GFF on D˜ and
h = h˜ ◦ ϕ+Q log |ϕ′| where Q = 2
γ
+
γ
2
, (1.1)
then by [DS11, Proposition 2.1] the LQG area and boundary length measures satisfy µ
h˜
= ϕ∗µh
and ν
h˜
= ϕ∗νh, where ϕ∗ denotes the pushforward. This leads us to define an equivalence
relation on pairs (D,h) by saying that (D,h) ∼ (D˜, h˜) if there exists some ϕ for which (1.1) holds.
Following [DS11, She16a, DMS14], we define an equivalence class of such pairs (D,h) to be a
quantum surface. We will often want to decorate a quantum surface by one or more marked points
in D ∪ ∂D or paths. In this situation, we define equivalence classes via (1.1), and further require
that the conformal map ϕ maps decorations on the first surface to corresponding decorations on the
second surface.
There are many deep results concerning the connection between γ-LQG surfaces and Schramm-
Loewner Evolution (SLEκ) [RS05] curves for κ ∈ {γ2, 16/γ2}. Such results are the continuum
analogs of special symmetries which arise for random planar maps decorated by the “right” type of
statistical mechanics model, whose partition function matches up with the weighting of the random
planar map.
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One of the most important connections between SLE and LQG is the mating of trees or
peanosphere theorem of Duplantier, Miller, and Sheffield [DMS14, MS15b]. The whole-plane version
of this theorem concerns a special type of γ-LQG surface parametrized by the whole plane, called
a γ-quantum cone, decorated by an independent space-filling SLEκ curve η for κ = 16/γ
2 (see
Section 2 for more background on these objects). The theorem states that if we parametrize η
so that it traverses one unit of LQG mass in one unit of time, then the net change in the LQG
boundary lengths of the left and right outer boundaries of η relative to time 0 evolve as a pair
of correlated Brownian motions, with correlation − cos(piγ2/4). The space-filling SLE-decorated
γ-quantum cone can be obtained by gluing together, or “mating” the continuum random trees
(CRT’s) associated with these two Brownian motions. The curve η corresponds to the peano curve
which snakes between the two mated trees. See also [MS15b] for an analog of this result on the
sphere rather than the whole plane.
The mating of trees theorem is a continuum analog of so-called mating of trees bijections for
random planar maps, such as the Mullin bijection and its generalization the Hamburger-Cheeseburger
bijection [Mul67, Ber07, She16b, GKMW18]. Such bijections encode a random planar map decorated
by a statistical mechanics model (a spanning tree in the case of the Mullin bijection, or an instance
of the FK cluster model [FK72] in the case of the Hamburger-Cheeseburger bijection) in terms
of a pair of discrete random trees, or equivalently a random walk on Z2 with a certain increment
distribution. In many cases it is possible to show that the encoding walk for the decorated random
planar map converges in the scaling limit to the pair of correlated Brownian motions arising in the
continuum mating of trees theorem (this type of convergence is called “peanosphere convergence”).
This constitutes the first rigorous connection between random planar maps and LQG.
The mating of trees theorem has proven to be an extremely fruitful tool in the study of random
planar maps, LQG, and SLE. For a few examples, it is used in the proof of the equivalence between√
8/3-LQG and the Brownian map [MS15a, MS16b, MS16c], to study various fractal properties
of SLE [GHM15, GP18], to study random planar maps embedded in the plane [GMS17], and to
compute exponents for graph distances and for various processes on random planar maps (see,
e.g., [GHS17, GM17]).
The goal of this paper is to prove extensions of the mating of trees theorem to the two most
natural LQG surfaces with boundary: the quantum disk and the γ-quantum wedge, which correspond
to the scaling limits of planar maps with the topology of the disk and the half-plane, respectively. See
Theorems 1.1 and 1.3 for precise statements. (For γ ∈ (√2, 2), the quantum disk case was previously
treated in [DMS14, MS15b] using different techniques.) As in the case of random planar maps
without boundary, our results are continuum analogs of mating of trees bijections for random planar
maps with boundary. See, e.g., [GP19, BHS18, KMSW15] for some discussion of such bijections.
Our results are useful for identifying the scaling limits of random planar maps with boundary,
both in the sense of “peanosphere convergence” discussed above and in the setting of random
planar maps embedded in the plane. For example, in [GMS17], the scaling limit of the so-called
mated-CRT map with boundary, embedded into the plane via the Tutte embedding (a.k.a. the
harmonic embedding) is not explicitly described in the case when γ ∈ (0,√2] (see [GMS17, Footnote
3]). Our results immediately imply that this scaling limit is a quantum disk decorated by an
independent SLE16/γ2 loop based at a boundary point, as one would expect.
Our results also have applications to proving exact formulas for LQG, since the mating of
trees theorem allows us to reduce LQG calculations to much easier calculations for a correlated
two-dimensional Brownian motion. In particular, we will explicitly identify the law of the area
of a quantum disk given its boundary length modulo a single unknown constant (the variance of
the peanosphere Brownian motion); see Theorem 1.2. This gives a new approach to proving exact
formulas for LQG which is completely different from (but probably less general than) the conformal
3
field theory techniques used to prove other exact formulas for LQG in [KRV17, Rem17, RZ18].
1.2 Main results
Here and throughout the rest of the paper, we fix γ ∈ (0, 2) and define
κ = γ2, κ′ =
16
γ2
, Q =
γ
2
+
2
γ
. (1.2)
There is an important one-parameter family of quantum surfaces with two marked boundary
points called α-quantum wedges for α ∈ (−∞, Q+ γ2 ]. For the parameter range α ∈ (−∞, Q], the
surface is called a thick quantum wedge. Thick quantum wedges are typically parametrized by H
with marked points at 0 and ∞. Every bounded neighborhood of 0 has finite total LQG mass but
the complement of every such neighborhood has infinite LQG mass. For α ∈ (Q,Q+ γ2 ), the surface
is called a thin quantum wedge. Informally, it is an infinite Poissonian “chain” (concatenation) of
finite volume quantum surfaces, called beads, each with two marked boundary points. See Section 2.3
for a more comprehensive review of these random surfaces.
For a simply connected domain D with marked boundary points a, b, for κ′ > 4 one can define a
random space-filling curve called space-filling SLEκ′ from a to b. For κ
′ ≥ 8, this is just ordinary
chordal SLEκ′ . For κ
′ ∈ (4, 8), space-filling SLEκ′ can be obtained from ordinary chordal SLEκ′ by
iteratively “filling in the bubbles” which it disconnects from its target point by SLEκ′-type curves.
By taking the limit as b → a in the counterclockwise definition, we can define counterclockwise
space-filling SLEκ′ rooted at the point a. See Section 2.2 for a discussion on space-filling SLE. In
this paper we will be concerned with random surfaces decorated by independent space-filling SLEκ′ .
This is easy to define for surfaces parametrized by simply connected domains (such as quantum disks
or thick quantum wedges): we just sample the space-filling SLEκ′ independently from the GFF-type
distribution which describes the quantum surface. In the case of a thin wedge, a space-filling SLEκ′
between the two marked points is defined to be a concatenation of independent space-filling SLEκ′ ’s
in the beads of the thin wedge, each going between the two marked points of its corresponding bead;
see Figure 1, right.
We first briefly explain the mating of trees theorem for the 3γ2 -quantum wedge (which is an
immediate consequence of the main result of [DMS14]), then state new mating-of-trees theorems for
the unit boundary-length quantum disk and the γ-quantum wedge. We note that a 3γ2 -quantum
wedge is thick if and only if γ ≤ √2.
Theorem A ([DMS14]). Consider a 3γ2 -quantum wedge decorated by an independent space-filling
SLEκ′ curve η
′ from 0 to ∞. Parametrize η′ by LQG area so that µh(η′([s, t])) = t − s for each
0 ≤ s ≤ t < ∞. Let (Lt, Rt)t≥0 be the left/right boundary length process as defined in Figure 1.
Then (Lt, Rt)t≥0 evolves as a Brownian motion with variances and covariances given by
Var(Lt) = a
2t, Var(Rt) = a
2t, Cov(Lt, Rt) = − cos(piγ2/4)a2t for t ≥ 0, (1.3)
where a > 0 is a deterministic constant which depends only on γ (and is not made explicit
in [DMS14]). Moreover, (Lt, Rt)t≥0 a.s. determines the 3γ2 -quantum wedge decorated by the space-
filling SLE, viewed as a curve-decorated quantum surface (i.e., viewed modulo conformal coordinate
changes as in (1.1) which fix 0 and ∞).
This theorem was proved1 in [DMS14, Theorem 1.9, Theorem 1.11], except for the explicit form
1[DMS14] actually proves the mating-of-trees theorem for a γ-quantum cone decorated by a whole plane space-filling
SLEκ′ . In that setting, as stated in the last sentence of [DMS14, Theorem 1.9] the quantum surface parametrized by
the domain η′([0,+∞)) is a 3γ
2
-quantum wedge, and η′|[0,∞) is an independent space-filling SLEκ′ from η′(0) to ∞ in
η′([0,+∞)). Hence Theorem A follows from [DMS14, Theorem 1.9 and 1.11] by restricting to positive times.
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of the covariances (1.3) for γ ∈ (0,√2) which was later established in [GHMS17]. We emphasize that
although here the boundary length process (Lt, Rt)t≥0 has specified initial value (L0, R0) = (0, 0),
we only care about the changes in (Lt, Rt)t≥0 over time rather than the exact values, so we will
sometimes modify boundary length processes by an additive constant.
η′(0) = 0
η′(t)
γ ∈ (0,√2] : γ ∈ (√2, 2) :
η′(t)
η′(0)
Figure 1: Illustration of Theorem A. Consider a 3γ2 -quantum wedge with field h, decorated by an
independently drawn space-filling SLEκ′ curve η
′ from 0 to ∞ parametrized by quantum area. We
define Lt = νh(blue)−νh(orange), and Rt = νh(green)−νh(red). Then (Lt, Rt) evolves as Brownian
motion with covariances given by (1.3). Left: For γ ∈ (0,√2], the 3γ2 -quantum wedge is thick, so
we can parametrize it by H. Right: For γ ∈ (√2, 2), the 3γ2 -quantum wedge is thin, so it is a
countable collection of doubly-marked disk-homeomorphic quantum surfaces together with a total
ordering on the set of such surfaces.
The unit boundary length quantum disk is a kind of quantum surface with the topology of
the disk which has (random) finite area and boundary length one, first introduced in [DMS14]. It
typically comes with one or more marked boundary points, which are sampled independently from
the quantum boundary length measure. The unit boundary length quantum disk is equivalent to
the quantum disk considered in [HRV15]. This will be proved in the forthcoming paper [Cer19];
see [AHS17] for the sphere case. See Section 2.3.3 for more on the quantum disk.
It is known that in the regime γ ∈ (√2, 2), if one decorates a quantum disk with an independent
counterclockwise space-filling SLEκ′ from a marked boundary point to itself and defines the left/right
boundary length process appropriately, then the boundary length process is a two-dimensional
Brownian motion conditioned to remain in the first quadrant. This is proved in [DMS14] and
elaborated upon in [MS17a, Theorem 2.1]. The reason why the proof is easier for γ ∈ (√2, 2) is
that in the whole-plane case, the quantum surfaces parametrized by the “bubbles” cut out and
subsequently filled in by the space-filling SLE are quantum disks, so one can deduce the quantum
disk case from the whole-plane case by restricting to one of the bubbles. In this paper, we extend
the result to the full range γ ∈ (0, 2) (see Corollary 6.7 for an explanation of the equivalence of the
results for γ ∈ (√2, 2)).
Theorem 1.1. Suppose that γ ∈ (0, 2), and that (D, ψ,−1) is a unit boundary quantum disk
with random quantum area µψ(D) and one marked boundary point. Let η
′ : [0, µψ(D)] → D be a
counterclockwise space-filling SLEκ′ process from −1 to −1 sampled independently from ψ and then
parametrized by µψ-mass. Let Lt and Rt denote the quantum lengths of the left and right sides
of η′([0, t]), with additive constant normalized so that L0 = 0 and R0 = 1; see Figure 2. Then
(Lt, Rt)0≤t≤µψ(D) is a finite-time Brownian motion started from (0, 1) and conditioned to stay in the
first quadrant R+ ×R+ until it hits (0, 0), with variances and covariances as in (1.3) (Figure 3).
Moreover, the function (Lt, Rt)0≤t≤µψ(D) a.s. determines (ψ, η) modulo conformal automorphisms
of D which fix −1.
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Note that the Brownian motion of Theorem 1.1 is conditioned on a probability zero event; we
discuss the precise definition of this process in Section 4. As in [DMS14, MS15b], our proof does not
give an explicit description of the functional which takes in (Lt, Rt)0≤t≤µψ(D) and outputs (ψ, η
′).
However, this functional can be made explicit using the results of [GMS17]; see, in particular, [GMS17,
Remark 1.4].
η′(t)
η′(0) = −1
η′([0, t])
η′(t)
η′([0, t])
η′(0) = −1
γ ∈ (0,√2] : γ ∈ (√2, 2) :
Figure 2: For γ ∈ (0, 2), consider a unit boundary length quantum disk (D, h,−1) with an
independently drawn counterclockwise space-filling SLEκ′ curve η
′ from −1 to −1 parametrized by
quantum area. For t > 0, we define Lt = νh(blue), and Rt = 1 + νh(green) − νh(red). Note that
for the case γ ∈ (√2, 2), the curve stopped at time t contains (at most countably many) connected
components joined at pinch points. Each such component has a left and right boundary, and in this
description of (Lt, Rt), one should take the sum over the appropriate left/right boundaries of the
components.
Since η′ is parametrized by µh-mass, the area µh(D) of the quantum disk in Theorem 1.1 is
the random time that the Brownian motion of Theorem 1.1 hits (0, 0). Theorem 1.1 along with a
Brownian motion calculation will therefore allow us to prove the following theorem.
Theorem 1.2. Recall the unknown constant a from (1.3). The area of the unit boundary length
quantum disk is distributed according to the law
P[µh(D) ∈ dt] = 1
ct1+4/γ2
exp
(
− 1
2(a sin(piγ2/4))2t
)
dt,
where
c = 24/γ
2
Γ(4/γ2)(a sin(piγ2/4))8/γ
2
.
The exact formula for the law of µh(D) does not appear elsewhere in the existing literature.
However, Guillame Remy and Xin Sun [Private communication] have informed us of a work in
progress in which they prove the same formula as in Theorem 1.2 without the unknown constant a.
This is done using techniques which are similar to those in [KRV17, Rem17, RZ18] and completely
different from those in the present paper. Comparing the two formulas will lead to a computation
of the unknown constant a of (1.3).
The quantum wedge with α = γ is particularly special. Informally, when one zooms in on a
typical boundary point of a γ-quantum surface from the perspective of the γ-LQG boundary length
measure and simultaneously re-scales so that LQG areas remain of constant order, then the resulting
surface is a γ-quantum wedge. See [She16a, Proposition 1.6] for a precise statement of this form.
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LR
L
C −R
Figure 3: Left: Theorem 1.1 tells us that (Lt, Rt) evolves as a Brownian motion with covariances
given by (1.3), starting at (0, 1) and ending at (0, 0) and conditioned to stay in the positive quadrant.
Pictured is a sample for γ =
√
2. Right: As in the whole-plane and sphere cases (see [DMS14,
Section 1.3]), one can recover the curve-decorated topological space (D, η′) from (L,R) explicitly as
follows. We first plot the graphs of Lt and C −Rt against t (with C chosen sufficiently large so the
graphs are disjoint), as in the figure. We then identify all points in the rectangle [0, µh(D)]× [0, C]
which lie on the same vertical line segment between the graphs (several such segments are shown in
red) or the same horizontal line segment above the graph of C −R or below the graph of L (green).
The resulting topological quotient space, decorated by the curve obtained by tracing along the
graph of L (equivalently, C−R) from left to right is homeomorphic to (D, η′) via a curve-preserving
homeomorphism. This can be seen using Theorem 1.1 and exactly the same arguments as in the
whole-plane and sphere cases. The boundary of the disk corresponds to the vertical segment above
the left endpoint of the graph of C −R.
Since γ ∈ (0, Q) for all γ ∈ (0, 2), the γ-quantum wedge is always thick, so we can parametrize it
by H. By zooming in near a boundary-typical point of a 3γ2 -quantum wedge, we will prove the
following mating of trees theorem for the γ-quantum wedge (which is new for all γ ∈ (0, 2)).
Theorem 1.3. Suppose that γ ∈ (0, 2), and that (H, h, 0,∞) is a γ-quantum wedge. Let η′ : R→ H
be a counterclockwise space-filling SLEκ′ process from ∞ to ∞ sampled independently from h and
then reparametrized by quantum area, and with time recentered so that η′(0) = 0. Let Lt and Rt be
defined as in Figure 4. Then the law of (Lt, Rt)t∈R can be described as follows:
• The process (Lt, Rt)t≥0 is a two-dimensional Brownian motion with covariances given by (1.3);
• The process (L−t, R−t)t≥0 is independent of (Lt, Rt)t≥0 and is a Brownian motion with the
same covariance structure (1.3), with the additional conditioning that R−t ≥ 0 for all t ≥ 0.
Moreover, (Lt, Rt)t∈R a.s. determines (h, η′) modulo scaling of H.
In the setting of Theorem 1.3, we can explicitly identify the curve-decorated surface parametrized
by η′((−∞, 0]) and the curve-decorated surface parametrized by η′([0,∞)). These are independent
quantum wedges decorated by space-filling SLEκ′(ρ) curves; see Theorem 3.3.
1.3 Proof outlines and paper structure
The first main result we prove in this paper is Theorem 1.3. We outline its proof below. For
γ ∈ (0,√2], consider a 3γ2 -quantum wedge parametrized by H, decorated by an independent
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η′(0) = 0
η′(t)
η′((t, 0))
η′((−∞, t))
η′((−∞, 0))
η′(0) = 0
η′(t)
η′((0, t))
t < 0 t > 0
γ ∈ (0,√2]
Figure 4: Illustration for Theorem 1.3. For γ ∈ (0, 2), consider a γ-quantum wedge (H, h, 0,∞) with
an independently drawn counterclockwise space-filling SLEκ′ curve η
′ from −∞ to −∞ parametrized
by quantum area. Note that for the case γ ∈ (√2, 2) (not illustrated here), the region η′((−∞, t])
typically has multiple components joined at pinch points, and in the following description of (Lt, Rt),
one should take the corresponding sum over the left/right boundaries of the components. Left:
For t < 0, we define Lt = νh(orange) − νh(blue), and Rt = νh(red). Right: For t > 0, we define
Lt = νh(blue)− νh(orange), and Rt = νh(green)− νh(red).
space-filling curve η′ from 0 to ∞.
• Theorem A gives us the boundary length process of η′ on the 3γ2 -quantum wedge;
• [She16a, Proposition 5.5] tells us that when we zoom in on a quantum-typical boundary point
of the 3γ2 -quantum wedge, in a small neighborhood the quantum surface is close in total
variation to a neighborhood of the origin in a γ-quantum wedge;
• Proposition 2.3(b) says us that when we zoom in on a boundary point to the right of the
origin, the space-filling curve η′ in a small neighborhood of the point is close in total variation
to a counterclockwise space-filling SLEκ′ .
These three ingredients yield the proof of Theorem 1.3 in the case γ ∈ (0,√2]. For the regime
γ ∈ (√2, 2), the 3γ2 -quantum wedge is a thin quantum wedge, so it has countably many beads joined
at pinch points. Nevertheless, we can carry out the same procedure by zooming in on a boundary
point of one of these beads.
The proof of Theorem 1.1 is based on a similar idea but is much more involved. Roughly
speaking, we can obtain a quantum surface by conditioning a γ-quantum wedge (H, h, 0,∞) to
have a small “bottleneck” which “pinches off” a quantum surface with 0 on its boundary, such
that the quantum boundary lengths of this surface to the left and right of 0 are each close to 1/2.
Of course, this procedure depends on how one defines the bottleneck. The field of the γ-quantum
wedge gives us one natural way to define a bottleneck, and under this definition the quantum
surface parametrized by the pinched off region is close to a unit boundary length quantum disk.
Alternatively, the correlated 2D Brownian motion of Theorem 1.3 gives a different way of defining a
bottleneck on a curve-decorated γ-quantum wedge, and the resulting pinched-off curve-decorated
surface has boundary length process close to a correlated cone excursion. One can show that these
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two definitions of bottlenecks are compatible in a certain sense, and by passing to the limit obtain
Theorem 1.1.
Our proof of Theorem 1.1 is in some ways similar to the proof of the quantum sphere version
of the mating of trees theorem in [MS17a, Theorem 1.1] with γ ∈ (√2, 2). There, the authors
take a space-filling-SLEκ′-decorated γ-quantum cone (i.e., the quantum surface appearing in the
whole-plane mating of trees theorem) conditioned to have a bottleneck pinching of a region of
quantum area close to 1, and show that the quantum surface parametrized by this region is similar
to a quantum sphere decorated by an independent space-filling SLEκ′ . As in the present paper, the
authors of [MS15b] also define two bottlenecks (using the field of the quantum cone, and using the
space-filling SLEκ′ exploration of the cone) and show that they are compatible. In their setting,
the SLEκ′ is self-intersecting and pinches off “bubbles”. This allows them to define the latter
bottleneck by looking at the first bubble containing a target point whose boundary is “short”, and
then conditioning the area of the bubble to be close to 1. In particular, the bottleneck can be
identified without reference to the exact area of the bubble.
In our setting, however, the space-filling SLE does not pinch off bubbles so there does not seem
to be a reasonable definition for the SLEκ′ exploration bottleneck that 1) does not specify the
exact quantum lengths of the left and right boundaries of the pinched-off region, 2) has a tractable
left/right boundary length process in the pinched-off region and 3) is compatible with the quantum
wedge bottleneck. To get around this, we forfeit 1) so when we condition on the existence of this
bottleneck, we are also conditioning on the lengths of the left and right boundaries of the pinched-off
region. As a result we encounter significant challenges which are not present in the sphere case.
• Because our definition of the SLEκ′ exploration bottleneck specifies the exact boundary lengths
of the pinched-off region, we need our definition of the quantum wedge bottleneck to specify
the two pinched-off boundary lengths being in exponentially short intervals in order to compare
the curve-decorated quantum surfaces corresponding to the two types of bottlenecks.
• Given our pinched-off quantum surface, the remaining (infinite) quantum surface on the other
side of the bottleneck has a law depending on two parameters (i.e., the boundary lengths of
two marked arcs), unlike the quantum sphere case where the remaining surface depends only
on one parameter.
The remainder of this article is structured as follows. In Section 2, we review some preliminary
facts about GFF, SLE, quantum wedges and disks, and conformal maps. In Section 3, we prove
Theorem 1.3. In Section 4, we review the notion of a Brownian excursion in the cone, prove an
approximation theorem for cone excursions, and carry out the Brownian motion calculation which
leads to Theorem 1.2. In Section 5, we show that under suitable conditioning, we can “pinch off” a
unit boundary length quantum disk from a γ-quantum wedge. Building on this result, in Section 6
we prove Theorem 1.1.
Acknowledgments. We thank Jason Miller, Minjae Park, Guillaume Remy, Scott Sheffield, and
Xin Sun for helpful discussions. We would also like to thank the Isaac Newton Institute for
Mathematical Sciences, Cambridge University, for its hospitality during the Random Geometry
Workshop where part of this work was carried out. M.A. was partially supported by the NSF grant
DMS-1712862.
2 Preliminaries
In Section 2.1, we recall properties of the GFF; in particular, the restrictions of a GFF to two open
sets are almost independent when the open sets are far apart. In Section 2.2 we give a review of
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space-filling SLEκ′ (introduced in [MS17b]), and discuss properties of counterclockwise space-filling
SLEκ′ starting and ending at the same point. In Section 2.3, we provide a brief explanation of
quantum wedges and disks (introduced in [DMS14]). In particular we introduce the quantum disk
with two marked points sampled from its boundary measure, conditioned on the lengths (a, b) of the
boundary arcs between these two marked points. In Section 2.4 we provide a certain decomposition
of the (a, b)-length quantum disk, and show this decomposition is continuous with respect to (a, b).
In Section 2.5 we prove that if certain field averages of a quantum surface is small, then its boundary
lengths are small. Finally, in Section 2.6 we prove an estimate on conformal maps which we will use
when we perform cutting and gluing procedures on quantum surfaces.
2.1 The Gaussian free field
Let S = R× [0, pi] be the strip, and S+ = R+ × [0, pi] be the half-strip. It will often be convenient
for us to work on S since certain quantum surfaces (such as quantum disks and wedges) have nicer
descriptions when parametrized by S.
We first define the Neumann GFF on S. For smooth functions f, g : S → R with L2 gradients,
viewed modulo additive constant, we define the Dirichlet inner product by
(f, g)∇ =
1
2pi
∫
S
∇f(z) · ∇g(z) dz.
Writing C∞(S) for the space of smooth functions on S, let H(S) denote the Hilbert space closure
of the subspace of C∞(S) with L2 gradients, viewed modulo additive constant, with respect to
(·, ·)∇. The Neumann GFF h can be understood as a “standard Gaussian vector” in H(S), in the
sense that for any choice of orthonormal basis (fn)n∈N for H(S), we can write h =
∑
αnfn for i.i.d.
standard normal random variables (αn)n∈N. We view h as a random distribution defined modulo
additive constant. The additive constant can be fixed in various ways. We will typically fix it by
requiring that the average of h over [0, ipi] is zero.
Next, for a simply connected domain D (usually S or S+), we define the Dirichlet GFF. Let
H0(D) be the Hilbert space closure of the subspace of C∞0 (D) with L2 gradients, where C∞0 (D) is
the space of smooth compactly supported functions on D. The zero boundary GFF is defined to
be the “standard Gaussian vector” in H0(D). For arbitrary Dirichlet boundary conditions on D,
the Dirichlet GFF is given by the sum of a zero boundary GFF and the harmonic extension of the
specified boundary values to D. We can also define the GFF with mixed boundary conditions (i.e.
Neumann on part of ∂D, and Dirichlet on the rest) — see [DS11, Section 6.2] for details.
Let H1(S) denote the subspace of H(S) comprising functions which are constant on vertical lines,
and let H2(S) denote the subspace of H(S) given by functions which have mean zero on vertical
lines. By [DMS14, Lemma 4.3] we have the following decomposition of H(S) into (·, ·)∇-orthogonal
subspaces:
H(S) = H1(S)⊕H2(S). (2.1)
We also have the analogous decomposition H(S+) = H1(S+)⊕H2(S+). In this paper, we will view
elements of H1(S) as functions from R to R. Likewise, we consider elements of H1(S+) as functions
from R+ to R.
Remark 2.1. As in [DMS14, Section 4.1.6], we point out that the above decomposition of H(S)
gives us the following explicit description of a Neumann GFF on S normalized to have average 0 on
[0, ipi], in terms of its (independent) projections onto H1(S) and H2(S):
• Its projection onto H1(S) is a two-sided Brownian motion with quadratic variation 2dt;
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• Its projection onto H2(S) can be sampled as
∑
n αnfn where (fn) is an orthonormal basis of
H2(S) and (αn) is an i.i.d. sequence of standard Gaussians.
The following is a slight adaptation of [MS17b, Proposition 2.10].
Proposition 2.2. Let h be a Gaussian free field on S+, having Neumann boundary conditions on
R+ and R+ + ipi, and arbitrary Dirichlet boundary conditions on [0, ipi]. Then as N →∞, the total
variation distance between the following two fields goes to zero:
• h(·+N)|S+, viewed as a distribution modulo additive constant;
• A GFF on S with Neumann boundary conditions, restricted to S+, and viewed modulo additive
constant.
The rate of convergence depends on the choice of Dirichlet boundary conditions.
Proof. Consider the harmonic function hS+ with Dirichlet boundary condition on [0, ipi] as above,
and Neumann boundary conditions on R+ and R+ + ipi. We define a harmonic function h on the
disk D by first defining it on the upper half-disk by h|D∩H = hS+ ◦ (ipi − log(·)), then defining it on
the lower half-disk by reflection. For each N > 0, let DN be the domain e
ND, and hN the harmonic
function on DN obtained by composing h with a dilation.
Consider [MS17b, Proposition 2.10(i)] with the sequence of domains DN and cutoff R = 1, with
zero boundary conditions on ∂DN . It tells us that the total variation distance between the following
fields goes to zero as N →∞:
• A GFF in DN with zero boundary conditions on ∂DN , restricted to D and viewed modulo
additive constant;
• A whole plane GFF hC restricted to D and viewed modulo additive constant.
Clearly, limN→∞ supD |hN (z)−hN (0)| = 0, so [MS17b, Proposition 2.9] tells us that as N →∞, the
law of the distribution (hC + hN )|D (viewed modulo additive constant) converges in total variation
to the law of hC|D (viewed modulo additive constant). Thus, adding hN to the above two fields,
then projecting to the space of distributions which are even (i.e. symmetric across R), we conclude
that as N →∞ the total variation distance between the following fields goes to zero:
• A GFF in DN ∩ H with Neumann boundary conditions on ∂DN ∩ R and fixed Dirichlet
boundary conditions on ∂DN ∩H, restricted to D ∩H and viewed modulo additive constant.
• A GFF in H with Neumann boundary conditions, restricted to D ∩H and viewed modulo
additive constant.
After conformally mapping S+ → DN ∩H and S → H via the map z 7→ eN+ipi−z, we complete
the proof of the proposition.
Now, we provide an analogous proposition for GFFs with piecewise-constant Dirichlet boundary
conditions, and for GFFs zoomed in at a boundary point.
Proposition 2.3. (a) For a, b ∈ R, let h be a GFF on S+ with Dirichlet boundary conditions
a on R+ and b on R+ + ipi, and arbitrary Dirichlet boundary conditions on [0, ipi]. Let
hN = h(·+N)|S+ , and let h∞ be the GFF on S with Dirichlet boundary conditions a on R and
b on R+ ipi, restricted to S+. Then the law of hN converges to that of h∞ in total variation as
N →∞.
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(b) Let D ⊂ H be a simply connected domain such that D ∩H ⊂ D. For a ∈ R, let h be a GFF
on D with bounded Dirichlet boundary conditions, and constant boundary value a on [−1, 1].
Let h∞ be a Dirichlet GFF on H with constant boundary value a. Then as d → 0, the total
variation distance between the law of h restricted to dD ∩D and the law of h∞ restricted to
dD ∩H goes to zero.
Proof. (a) The proof is similar to that of Proposition 2.2. First, by subtracting off the harmonic
function f(z) = a+ Im(z)pi (b− a) we reduce to the case where a = b = 0.
Now, assume a = b = 0. We follow the proof of Proposition 2.2 and work with GFFs in
DN , except that we project to the space of distributions which are odd rather than even (i.e.
antisymmetric across R). This projection enforces the zero boundary condition on ∂DN ∩R.
Mapping back to S+, we are done.
(b) By subtracting a from the boundary conditions, we can WLOG assume a = 0. Let D be the
reflection of D across R, and let D˜ be the domain obtained by gluing D to D along their
common boundary arc [−1, 1], with Dirichlet boundary values on ∂D\[−1, 1] that agree with
those of h, and boundary values on ∂D\[−1, 1] given by the negative of its reflected counterpart’s
boundary values.
We apply [MS17b, Proposition 2.10(i)] with the scaled domain DN = ND˜ (with corresponding
boundary values) and R = 1. Take the odd part of the GFF. Setting d = 1N and using the scale
invariance of the GFF, we are done.
2.2 Space-filling SLE
For κ′ > 4, space-filling SLEκ′ is a variant of SLEκ′ [Sch00] first introduced in [MS17b, Section
1.2.3]. In the regime κ′ ≥ 8, ordinary SLEκ′ is already space-filling, and coincides with space-filling
SLEκ′ . For κ
′ ∈ (4, 8), however, ordinary SLEκ′ is not space-filling. It bounces off of the boundary
and itself, disconnecting “bubbles” from its target point, and subsequently never revisits these
bubbles. Space-filling SLEκ′ is obtained by iteratively filling in the bubbles of ordinary SLEκ′ with
space-filling SLEκ′ type curves.
Now, we discuss properties and the construction of space-filling SLEκ′ in the upper half-plane H
from 0 to ∞. For κ′ ∈ (4, 8), the easiest way to construct it rigorously is via imaginary geometry
(for κ′ ≥ 8, the construction just gives ordinary SLEκ′). For κ′ > 4, let
κ =
16
κ′
∈ (0, 4), λ′ = pi√
κ′
, λ =
pi√
κ
, and χ =
2√
κ
−
√
κ
2
, (2.2)
as in [MS16d, MS16e, MS16a, MS17b]. Let hIG be a GFF in H with boundary conditions given by
−λ′ on R+ and λ′ on R− (here, IG stands for “Imaginary Geometry”, and is used to distinguish
the field hIG from the field corresponding to an LQG surface). The space-filling SLEκ′ η
′ can be
coupled with hIG so that η′ is a.s. determined by hIG [MS17b, Theorem 4.12].
For z ∈ H and θ ∈ R, one can define the flow line η of hIG started from z with angle θ as in
[MS17b, Section 1.2.3], which has the informal interpretation of being the curve solving the ODE
d
dtη(t) = exp(ih
IG(η(t))/χ+ θ) (this does not make literal sense because the distribution hIG cannot
be evaluated pointwise). This is an SLEκ-type curve which is a.s. determined by the field h
IG.
For any point z ∈ H, let ηLz and ηRz be the flow lines started at z with angles pi/2 and −pi/2
respectively. For κ′ ≥ 8, these two flow lines started at z do not meet again, and for κ′ ∈ (4, 8), they
a.s. bounce off of each other without crossing [MS17b, Theorem 1.7]. The space-filling SLEκ′ curve
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η′ is defined in such a way that for each z ∈ H, the flow lines ηLz and ηRz are almost surely the left
and right outer boundaries of the curve η′ stopped when it first hits z. More specifically, ηLz and ηRz
divide H into two parts:
(i) those points in complementary components whose boundary consists of a segment of either
the left side of ηLz or the right side of η
R
z (and possibly also an arc of ∂H) and
(ii) those points in complementary components whose boundary consists of a segment of either
the right side of ηLz or the left side of η
R
z (and possibly also an arc of ∂H).
Then the closure of (i) comprises the points that η′ hits before hitting z, and the closure of (ii) the
points that η′ hits after hitting z. In fact, by considering the countable collection of left and right
flow lines started from z ∈ Q2 ∩H, this property allows us to a.s. define η′ as a function of hIG.
Note that although we only defined space-filling SLEκ′ in the domain H, this construction extends
to other simply connected domains by conformal invariance.
For κ′ ≥ 8, the region explored by space-filling SLEκ′ between the times when it hits two specified
points is almost surely simply connected. For κ′ ∈ (4, 8), however, the interior and the complement
of this region each have countably many disk-homeomorphic components.
Next, we discuss the special case of counterclockwise space-filling SLEκ′ from x to x, which
appears in Theorems 1.1 and 1.3. Suppose we start with a simply-connected domain D with two
marked boundary points x, y ∈ ∂D, so one can define space-filling SLEκ′ from x to y. Sending
y → x in the counterclockwise direction and taking a limit, we obtain counterclockwise space-filling
SLEκ′ from x to x. Alternatively, if we consider the domain D = H and let h
IG be a Dirichlet GFF
with constant boundary value −λ′, then the induced space-filling curve is counterclockwise SLEκ′
from ∞ to ∞. We emphasize that the time-reversal of counterclockwise SLEκ′ is not clockwise
SLEκ′ .
In the next lemma we identify the interface between the past and future of a space-filling
counterclockwise SLEκ′ when it hits a boundary point. This will be used to identify the laws of the
past and future quantum surfaces in the setting of Theorem 1.3; see Theorem 3.3. The interface
belongs to a natural class of variants of SLEκ called SLEκ(ρ), which we briefly introduce here.
Recall that an ordinary SLEκ curve has Loewner driving function given by Wt =
√
κBt, where Bt is
standard Brownian motion. For SLEκ(ρ), a collection of force points x are given to the left and/or
right of 0 (including possibly 0− and 0+) together with weights ρ, and the driving function is given
by
√
κBt plus a drift term for each force point, proportionate to ρ and inversely proportionate to
the mapped-out distance between the curve tip and the force point. When there are only two force
points xL = 0
− and xR = 0+, we will neglect to specify xL, xR and just write SLEκ′(ρL; ρR). See
[MS16d] for a rigorous construction of SLEκ(ρ) and its coupling with an imaginary geometry field
hIG. For κ′ > 4, one can also analogously define space-filling SLEκ′(ρL; ρR) curves; see [MS17b].
Lemma 2.4. For κ′ > 4, let κ = 16/κ′. Let η′ be a counterclockwise space-filling SLEκ′ on
H from ∞ to ∞, with time parametrized so it hits the origin at time 0. Then the interface
η′((−∞, 0]) ∩ η′([0,∞)) is an SLEκ(κ2 − 2;−κ2 ) curve from 0 to ∞. Moreover, conditional on this
interface the curve η′|(−∞,0] is a space-filling SLEκ′(κ′2 − 4; 0) curve from ∞ to 0 in the simply
connected domain η′((−∞, 0]), and the curve η′|[0,∞) is an ordinary space-filling SLEκ′ from 0 to ∞
in the domain η′([0,∞)) (for κ ∈ (0, 2], the domain η′([0,∞)) is simply connected, but for κ ∈ (2, 4]
it is a concatenation of countably many “beads”; see Section 2.3.2).
Proof. Recall the imaginary geometry parameters (2.2). Let hIG be the imaginary geometry GFF
on H with constant boundary value −λ′, which is coupled with η′. Let ηL0 be the flow line of hIG
started at the origin with angle pi/2, i.e. the flow line of the field hIG + piχ2 . By the definition of
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space-filling SLEκ′ , this flow line η
L
0 is the interface η
′((−∞, 0]) ∩ η′([0,∞)) of the regions filled in
by η′ before and after hitting 0.
Since hIG + piχ2 has boundary value −λ′ + piχ2 = −λ+ piχ, we see from [MS16d, Theorem 1.1]
that ηL0 is a SLEκ(ρL; ρR) curve from 0 to ∞, where ρL and ρR satisfy
−λ(1 + ρL) = −λ+ piχ, λ(1 + ρR) = −λ+ piχ.
Solving, we have ρL =
κ
2−2 and ρR = −κ2 , so the interface η′((−∞, 0])∩η′([0,∞)) is a SLEκ(κ2−2;−κ2 )
curve from 0 to ∞.
We now comment on the topologies of the regions to the left and right of ηL0 . For all κ ∈ (0, 4),
the region η′((−∞, 0]) has simply connected interior. For κ ∈ (0, 2], the region η′([0,∞)) has simply
connected interior, but for κ ∈ (2, 4), the region η′([0,∞)) has countably many beads (with disjoint
interiors). Indeed, if we draw ηL0 on an independent α-quantum wedge (for some suitable choice of
α), the surfaces to the left and right of ηL0 are independent quantum wedges, and to understand
their topologies it suffices to check whether they are thick or thin quantum wedges. We explain this
in detail in Theorem 3.3 and Remark 3.4.
Now, by looking at the boundary values of hIG on R− and on the left of ηL0 , we can determine
(via [MS16d, Theorem 1.1]) the law of η′|(−∞,0] in the domain η′((−∞, 0]). It is a space-filling
SLEκ′(ρ˜L; ρ˜R) curve from ∞ to 0 with ρ˜L, ρ˜R satisfying
λ′(1 + ρL) = −λ′ + piχ, −λ′(1 + ρR) = −λ′, (2.3)
so (ρ˜L, ρ˜R) = (
κ′
2 − 4, 0). Likewise we can solve for the ρ-weights of the curve η′|[0,∞) in the domain
η′([0,∞)), and we find that it is just ordinary space-filling SLEκ′ from 0 to ∞ (if κ ∈ (2, 4), then η′
is a concatenation of independent ordinary space-filling SLEκ′s in each bead).
2.3 Quantum wedges and disks
In this section, we recall the definitions of the quantum surfaces we will be working with. We
parametrize these surfaces by the strip S = R× [0, pi] since this is the parametrization in which the
field h has the simplest description. Parametrizations by other domains (like the half-plane or disk)
can be obtained by applying a conformal map and using the coordinate change formula (1.1). For a
more comprehensive introduction to these quantum surfaces, see [DMS14, Section 4] and [MS17a,
Section 2].
When we work in the strip S, since the horizontal translation Tc : z 7→ z−c satisfies Q log |T ′c| = 0,
the quantum surface (S, h) (possibly with marked points ±∞) is equivalent to the quantum surface
(S, h ◦ Tc). Thus, we can horizontally translate the field without changing the quantum surface. We
will often do so when it is notationally convenient.
Recall the decomposition (2.1). In the subsections below, we define the quantum wedge and
quantum disk by their projections onto the subspaces H1(S),H2(S).
2.3.1 Thick quantum wedges
Definition 2.5. For a ∈ (−∞, Q), the α-quantum wedge (S, h,+∞,−∞) is the quantum surface
with h sampled in the following way [DMS14, Remark 4.6]:
• Let (Xs)s∈R be the projection of h onto H1(S). Equivalently, Xs is the average of h on
[s, s+ ipi]. Then X is obtained by first sampling independent Brownian motions (Bs)s≥0 and
(B̂s)s≥0 such that
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– (Bs)s≥0 has variance 2, initial value B0 = 0, and downward linear drift of (α−Q);
– (B̂s)s≥0 has variance 2, initial value B̂0 = 0, and upward linear drift of (Q−α); moreover
it is conditioned to satisfy B̂s > 0 for all s > 0.
Then (Xs)s∈R is given by the concatenation
Xs =
{
Bs if s ≥ 0
B̂−s if s < 0.
• Independently of (Xs)s∈R, the projection of h onto H2(S) is given by the projection of a
Neumann Gaussian free field on S onto H2(S).
A more informal way of describing the process (Xs)s∈R is as a variance 2 Brownian motion with
negative drift (α−Q), starting from +∞ and ending at −∞, and with time parametrized so that it
first hits 0 at time 0. From this perspective, it is clear that quantum wedges are scale invariant — if
(S, h,−∞,+∞) is an α-quantum wedge, then for any deterministic constant C the quantum surface
(S, h+ C,−∞,+∞) also has the law of an α-quantum wedge. That is, there exists a random t ∈ R
such that h(·+ t) + C agrees in law with h.
The thick quantum wedge is half-plane-like in the sense that it comes with two distinguished
points ±∞, such that every neighborhood of +∞ (resp. −∞) has finite (resp. infinite) mass. In
other descriptions of the α-quantum wedge, the process (Xs)s≥0 is instead taken to have positive
drift rather than negative. That is, the roles of ±∞ are switched around. Here, as in [MS15b], we
choose our notation so that the distinguished point having finite neighborhoods is at +∞, since we
will usually be exploring the quantum surface from the “infinite area” end to the “finite area” end,
and it seems notationally more natural for this exploration to proceed from left to right.
Note that with this parametrization of the quantum wedge given in Definition 2.5, the restricted
field h|S+ is simply given by
h|S+ = h˜+ (α−Q) Re(·), (2.4)
where h˜ is a Neumann GFF in S normalized to have average 0 on [0, ipi] and restricted to S+.
Remark 2.6. The above description of the field of a quantum wedge is natural from the perspective
of exploring the field from left to right (i.e. from the marked point with infinite neighborhoods to
the marked point with finite neighborhoods). Sometimes, however, it will be useful to explore the
field from right to left. We provide a second definition of the field of an α-quantum wedge for
α ∈ (−∞, Q]. For α ∈ (−∞, Q), this definition can be recovered from Definition 2.5 by horizontally
shifting so that 0 is the last time that Xs hits zero, rather than the first time.
The field h has independent projections to H1(S) and H2(S) which are sampled as follows:
• The field average process (Xs)s∈R is obtained by sampling independent Brownian motions
(Bs)s≥0 and (B̂s)s≥0 such that
– (B̂s)s≥0 has variance 2, initial value B̂0 = 0, and downward linear drift of (α − Q);
moreover it is conditioned to satisfy B̂s < 0 for all s > 0;
– (Bs)s≥0 has variance 2, initial value B0 = 0, and upward linear drift of (Q− α).
Then (Xs)s∈R is given by the concatenation
Xs =
{
B̂s if s ≥ 0
B−s if s < 0.
15
• Independently of (Xs)s∈R, the projection of h onto H2(S) is given by the projection of a
Neumann Gaussian free field on S onto H2(S).
Using Remark 2.6, we a obtain a description of the field h conditioned on some information
gleaned from its right-to-left exploration.
Lemma 2.7. Let (S, h,+∞,−∞) be an α-quantum wedge with α ∈ (−∞, Q] with field defined as
in Remark 2.6.
(a) Fix any l > 0 and horizontally recenter h so that νh(R+) = l. Then conditioned on h|S+ , we can
sample h|S− from its regular conditional distribution by sampling a GFF on S− with Neumann
boundary conditions on R− and R− + ipi and Dirichlet boundary conditions on [0, ipi] specified
by h|S+, and adding a linear drift of −(Q− α) Re ·.
(b) Writing κ′ = 4/γ2, let η′ be an independently sampled counterclockwise space-filling SLEκ′ on S
from −∞ to −∞. Fix any q1, q2 > 0, and let x1 ∈ R and x2 ∈ R+ ipi satisfy νh(R+ + x1) =
q1, νh(R+ +x2) = q2. Let U be the region explored by η
′ between the times it hits x1 and x2, and
horizontally recenter h, η′ so that infz∈U Re(z) = 0. Then conditioned on h|S+ and η′, we can
sample h|S− from its regular conditional distribution by sampling a GFF on S− with Neumann
boundary conditions on R− and R− + ipi and Dirichlet boundary conditions on [0, ipi] specified
by h|S+, and adding a linear drift of −(Q− α) Re ·.
Proof. We justify (a); the proof of (b) is similar. Fix any s 0 and define h˜ by sampling the field
of Remark 2.6 and subtracting s from it; by the scale-invariance of the quantum wedge we see that
h˜ is the field of an α-quantum wedge. Clearly lims→∞P[νh˜(R+) ≤ l] = 1.
By Remarks 2.1 and 2.6, conditioned on h˜|S+ , the field h˜|S− is a GFF with Neumann boundary
conditions on R− and R− + ipi and Dirichlet boundary conditions on [0, ipi] specified by h˜|S+ , with
−(Q− α) Re(·) added. Condition on any realization of h˜|S+ for which {νh˜(R+) ≤ l} occurs, and
let x ≤ 0 be the point such that ν
h˜
(R+ + x) = l. By the Markov property of the GFF, we see
that when we further condition on h˜|S++x, the conditional law of h˜|S−+x is a GFF with Neumann
boundary conditions on R− and R− + ipi and Dirichlet boundary conditions on [0, ipi] specified by
h˜|S+ , with −(Q− α) Re(· − x) added. Sending s→∞, we are done.
2.3.2 Thin quantum wedges
For α ∈ (Q,Q+ γ2 ), the α-quantum wedge is a law on an ordered sequence of surfaces (“beads”),
each bead being a disk-homeomorphic quantum surface decorated by two marked points. Each bead
is independent of the previous beads.
To sample an α-thin quantum wedge, let δ = 2 + 2(Q−α)γ < 2, and let Y : [0,∞)→ [0,∞) be a
Bessel process of dimension δ. The zero level set of Y is an uncountable fractal set, so Y decomposes
as a countable ordered collection of Bessel excursions. From each such excursion e we create a
disk-homeomorphic quantum surface Be = (S, h,−∞,+∞) (an α-quantum bead), as follows:
• The projection of h to H1(S) is given by the process 2γ log e, reparametrized to have quadratic
variation 2dt;
• The projection of h to H2(S) is given by the projection of a Neumann GFF on S to H2(S).
This Neumann GFF is independent of both the Bessel process Y and the other beads.
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Then the α-thin quantum wedge is given by the ordered collection (Be) [DMS14, Section 4.4].
The Bessel excursion measure is infinite, and consequently so is the measure on α-quantum
beads. However, for any l > 0 the measure of beads (S, h,−∞,+∞) satisfying νh(R) > l is finite.
We give a partial description of the law of a bead conditioned on {νh(R) > l} here, which is proved
in the same way as Lemma 2.7.
Lemma 2.8. For α ∈ (Q,Q+ γ2 ) and l > 0, let (S, h,−∞,+∞) be an α-quantum bead conditioned
on {νh(R) > l} and suppose that we have horizontally translated the field so that νh((−∞, 0]) = l.
Then conditioned on the field h|S−, we can sample h|S+ by sampling a GFF on S+ with Neumann
boundary conditions on R+ and R+ + ipi, and Dirichlet boundary conditions on [0, ipi] specified by
h|S−, and adding a downward linear drift of (Q− α) Re ·.
2.3.3 Quantum disks
We briefly recap here what we need to know about quantum disks. See [MS17a, Section 2.2.2] and
[DMS14, Sections 4.4, 4.5] for additional information.
A quantum disk is a quantum surface (S, ψ,−∞,+∞) decorated by two boundary points ±∞
which are boundary-typical. That is, given the quantum surface (S, ψ), the two marked points are
chosen uniformly and independently from the quantum boundary length measure.
There is a natural infinite measure M on quantum disks (S, ψ,−∞,+∞). For the purposes
of this paper, the exact description of this measure is unimportant, so we omit it. Although M
is infinite, it is true that for most reasonable ways of quantifying that a quantum disk is “large”,
we have M({quantum disk is “large”}) < ∞. In particular, for any l > 0, the infinite measure M
assigns a finite mass to the set of quantum disks with boundary length at least l, so it makes sense to
discuss the law of a quantum disk conditioned on boundary length being at least l. We can further
define the regular conditional probability law of M given the probability zero event {νψ(∂S) = l};
see [DMS14, Section 4.5] for details.
We now introduces the (a, b)-length quantum disk. It comes with two marked points dividing
the boundary into two segments of quantum lengths a, b, but given the quantum surface and one of
the marked points, the other may be deterministically recovered.
Definition 2.9. An (a, b)-length quantum disk (D,ψ, x, y) is a quantum surface decorated by two
marked boundary points, which is sampled as follows:
• Sample a quantum disk (D,ψ) conditioned to have boundary length a+ b.
• Sample x ∈ ∂D from the boundary length measure.
• Define y to be the point on ∂D such that the counterclockwise arc from x to y has quantum
length a.
Remark 2.10. Since the marked points ±∞ of the quantum disk (S, ψ,−∞,+∞) are condition-
ally independent uniform samples from the γ-LQG boundary length measure if we condition on
(S, ψ) [DMS14, Proposition A.8], one can equivalently define the (a, b)-length quantum disk by
conditioning ψ on νψ(R) = a, νψ(R+ ipi) = b.
Another way to measure the “size” of a quantum disk is to look at the maximum value attained
by its vertical averages. In this case also, M assigns finite mass to quantum disks which are large.
Proposition 2.11. Writing Xs for the average of ψ on [s, s+ ipi], the event
E′β = {sup
t
Xt ≥ −β} (2.5)
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satisfies M(E′β) <∞.
Let ψ be sampled from the probability measure obtained by conditioning M on E′β. For notational
convenience we horizontally translate the field ψ so that inf{t ∈ R : Xt = −β} = 0. We can then
explicitly describe the conditional law of ψ:
• (Xs)s∈R is obtained by first sampling independent Brownian motions (Bs)s≥0 and (B̂s)s≥0
such that
– (Bs)s≥0 has variance 2, initial value B0 = −β, and downward linear drift of (γ −Q);
– (B̂s)s≥0 has variance 2, initial value B̂0 = −β, and downward linear drift of (γ − Q);
moreover it is conditioned to satisfy B̂s < −β for all s > 0.
Then (Xs)s∈R is given by the concatenation
Xs =
{
Bs if s ≥ 0
B̂−s if s < 0
• Independently of (Xs)s∈R, the projection of ψ onto H2(S) is given by the projection of a
Gaussian free field onto H2(S).
Proof. By the definition of a quantum disk [DMS14, Section 4.5], we know that X : R → R
conditioned on E′β can be sampled by first sampling a Bessel excursion e of a certain dimension
δ < 2 conditioned to attain the value e−γβ/2, then setting X to be 2γ log e reparametrized to have
quadratic variation 2dt. Choose any r > β, and write τ−r = inf{x : average of X on [x, x+ ipi]}.
From [DMS14, Proposition 3.4] and [DMS14, Lemma 3.6], the law of X(· − τ−r)|R+ conditioned on
E′β is Brownian motion with variance 2 started at −r with upward linear drift of (Q−γ) until it hits
−β, and subsequently downward linear drift of (γ −Q). Taking r →∞ yields this description.
2.4 Regularity of the (a, b)-length quantum disk in a, b
In this section, we modify the procedure of Proposition 2.11 to give an alternate description of the
field of a quantum disk conditioned on E′β , and show that, when we condition on the side lengths of
the field being (a, b), this description of the field is in some sense continuous in (a, b). We also show
that P[E′β | (νψ(R), νψ(R + ipi)) = (y1, y2)] = 1 − oβ(1) uniformly for y1, y2 ∈ [12 , 1]. Combining
these we deduce that if ψ is a quantum disk field conditioned on (νψ(R), νψ(R+ ipi)) = (a, b) (with
a+ b > 12) and σ ∈ R satisfies νψ(R+ + σ) + νψ(R+ + ipi + σ) = 12 , then for any N the law of the
field ψ(·+ σ)|S+−N is continuous w.r.t. total variation distance as we vary (a, b).
Refer to the procedure given in Proposition 2.11, where we study the field ψ of a quantum
disk (S, ψ,−∞,+∞) conditioned on E′β. We sample the vertical field averages (Xs)s∈R as in the
earlier procedure. Next, we independently sample the projection of ψ to H2(S) as follows. Recall
(Remark 2.1) that if we let {fj}j∈N be an orthonormal basis for H2(S), then we can sample the
projection of ψ to H2(S) as
∑
j∈N αjfj , where {αj}j∈N are i.i.d. standard Gaussians. We can take
f1, f2 ∈ H2(S) to be smooth functions supported on [−3, 0]× [0, pi2 ] and [−3, 0]× [pi2 , pi] respectively,
such that
• ‖f1‖∇ = 1, and f1 is nonnegative on [−3, 0] and strictly positive on [−2,−1].
• ‖f2‖∇ = 1, and f2 is nonnegative on [−3 + ipi, ipi] and strictly positive on [−2 + ipi,−1 + ipi].
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We may then sample the projection of ψ onto H2(S) as f + α1f1 + α2f2, where f is a random
distribution on S, α1, α2 are standard Gaussians, and f, α1, α2 are mutually independent. Now, the
field ψ conditioned on E′β is given by
ψ = XRe · + f + α1f1 + α2f2. (2.6)
Note that in future uses of this decomposition, we will horizontally recenter the field, so that
τ−β := inf{u : average of ψ on [u, u + ipi] is − β} is not necessarily zero. After horizontally
translating, the functions f1, f2 will be compactly supported on [τ−β − 3, τ−β]× [0, pi] instead.
The advantage of this description is that we can tweak the field by varying α1, α2, while keeping
(Xt)t∈R and f fixed. Note that for fixed (X, f), the side lengths νψ(R) and νψ(R+) are strictly
increasing in α1, α2 respectively. With this decomposition, for any particular choice of X, f , the
quantum length pair (νψ(R), νψ(R+ ipi)) has a conditional density d
β
disk(·, · | X, f) with respect to
Lebesgue measure in R2+.
Proposition 2.12. With this decomposition of ψ conditioned on E′β, let Lβ,a,bdisk be the conditional
law of (X, f) given E′β ∩ {νψ(R) = a, νψ(R) = b}. Then for fixed β, Lβ,a,bdisk is continuous in (a, b)
w.r.t. the total variation distance.
Proof. Let ψ be the field of a quantum disk conditioned on E′β, and let d
β
disk(·, ·) be the density of
(νψ(R), νψ(R+ ipi)) with respect to Lebesgue measure. Then we have the Radon-Nikodym derivative
dLβ,a′,b′disk
dLβ,a,bdisk
(X, f) =
dβdisk(a
′, b′ | X, f)
dβdisk(a, b | X, f)
· d
β
disk(a, b)
dβdisk(a
′, b′)
.
Both dβdisk(·, ·) and dβdisk(·, · | X, f) are continuous functions, so for any fixed (X, f), we have
dLβ,a′,b′disk
dLβ,a,bdisk
(X, f)→ 1 as (a′, b′)→ (a, b).
Next, write Py1,y2disk for the law of a quantum disk field ψ conditioned on {(νψ(R), νψ(R+ ipi)) =
(y1, y2)}. As β →∞, the event E′β is of uniformly high probability w.r.t. Py1,y2disk for all y1, y2 ∈ [12 , 1]:
Proposition 2.13. With E′β as in (2.5), we have
P
y1,y2
disk [E
′
β] ≥ 1− oβ(1) uniformly over all y1, y2 ∈
[
1
2
, 1
]
,
Proof. Let ddisk(·, ·) be the probability density of the side lengths (νψ(R), νψ(R+ ipi)) of a quantum
disk conditioned on {νψ(R), νψ(R+ ipi) ∈
[
1
2 , 1
]}. As above, let dβdisk(·, ·) be the probability density
of (νψ(R), νψ(R+ ipi)) conditioned on E
′
β.
For any δ > 0, for each point (y1, y2) ∈ [1/2, 1]2 we can choose some sufficiently large β so that
P
y1,y2
disk [E
′
β] > 1− δ, and choose a ball B 3 (y1, y2) so that ddisk, dβdisk are close to constant in B (so
for all (y′1, y′2) ∈ B, we have Py
′
1,y
′
2
disk [E
′
β] > 1− 2δ). Using the compactness of the square
[
1
2 , 1
]2
, we
can cover the square by some finite collection B1, . . . , BN (with corresponding values β1, . . . , βN ),
and conclude that for β = maxj β
j we have Py1,y2disk [E
′
β] > 1− 2δ for all y1, y2 ∈ [12 , 1].
Corollary 2.14. Fix N > 0 and let σ ∈ R be the unique number such that νψ(R+ + σ) + νψ(R+ +
ipi + σ) = 12 . Then
P
y1,y2
disk [E
′
β ∩ {τ−β < σ −N}] > 1− oβ(1) uniformly for y1, y2 ∈ [
1
2
, 1]. (2.7)
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Consequently, for y1, y2 ∈ [12 , 1], the law of ψ(· + σ)|S+−N sampled from Py1,y2disk is continuous in
(y1, y2) w.r.t. the total variation distance.
Proof. For fixed N and for each y1, y2 ∈ [12 , 1], we have Py1,y2disk [τ−β < σ −N | E′β] = 1 − oβ(1), so
by Proposition 2.12 and the compactness of [12 , 1]
2, we have Py1,y2disk [τ−β < σ −N | E′β] > 1− oβ(1)
uniformly for all y1, y2 ∈ [12 , 1]. Combining this with Proposition 2.13 yields (2.7).
On the event E′β ∩ {(νψ(R), νψ(R+ ipi)) = (y1, y2)} ∩ {τ−β < σ−N}, the field ψ(·+ σ)|S+−N is
a function of (X, f), so by Proposition 2.12 we are done.
2.5 Qualitative bounds on quantum surface boundary segments
In our subsequent arguments, we will want to say that if the field averages of various quantum
surfaces are small, then their quantum boundary lengths are small with high probability. In the
following two lemmas, we make this precise.
Lemma 2.15. For γ ∈ (0, 2), let (S, ψ,−∞,+∞) be a quantum disk conditioned on E′β (defined in
(2.5)). For r > β, let
τ−r := inf{t ∈ R : average of ψ on [t, t+ ipi] is − r}.
Then
lim
r→∞P
[
νψ((−∞, τ−r]× {0, pi}) ≥ e−γr/4
]
= 0. (2.8)
This is to be expected because the natural scale of νψ((−∞, τ−r]× {0, pi}) is e−γr/2  e−γr/4.
It turns out that this heuristic can easily be made rigorous.
Proof. Without loss of generality we can horizontally translate the field ψ so that τ−r = 0. By
Proposition 2.11, the field average process (Xt)t∈R restricted to R− is a Brownian motion with
variance 2 started from −∞ with an upward linear drift of (Q− γ), parametrized so that it first
hits −r at time 0. Thus, the law of the restriction to S− of the field ψ˜ := ψ + r is independent of r.
Since we have eγr/2νψ = νψ˜, we obtain
P
[
νψ((−∞, τ−r]× {0, pi}) ≥ e−γr/4
]
= P
[
ν
ψ˜
((−∞, 0]× {0, pi}) ≥ eγr/4
]
,
and as r →∞, this latter quantity goes to zero.
Lemma 2.16. Let h˜ be a GFF in S+ with Neumann boundary conditions on R+ and R+ + ipi,
specified Dirichlet boundary conditions on [0, ipi], and added upward drift (Q− γ) Re ·. For r > 0,
define
h = h˜− r,
and let τ−r/2 = inf{t > 0 : average of h on [t, t+ ipi] is − r/2}. Then
lim
r→∞P[νh([0, τ−r/2]× {0, pi}) > e
−γr/8] = 0.
As before, this is not surprising. Since we’re only looking at a region in which the vertical field
averages are less than −r/2, the quantum boundary length should be on the order of e−γr/4  e−γr/8.
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Proof. We will work with the field h˜ instead of h, and translate our results about h˜ back to h at
the end.
This is a straightforward consequence of the proof of [DMS14, Lemma A.4]. There, they consider
a GFF ĥ which is defined the same way as h˜, except that it instead has a downward drift of
(γ−Q) Re · added. The intermediate step [DMS14, (A.10)] shows that, writing m for the supremum
of the field average of ĥ, and N := ν
ĥ
(R) + ν
ĥ
(R+ ipi), we have (choosing p = 1)
E
[
N
eγm/2
∣∣∣m]  1.
If we condition on m = r2 and let τ
ĥ
r/2 = inf{t > 0 : field average of ĥ on [t, t+ ipi] is r2} (and τ h˜r/2
likewise defined), then by [DMS14, Lemma 3.6] we see that the conditional law of ĥ|
[0,τ ĥ
r/2
]×[0,pi] is
the same as the law of h˜|
[0,τ h˜
r/2
]×[0,pi]. In particular, the above expectation gives us
E[ν
h˜
([0, τ h˜r/2]× {0, pi})] . eγr/4.
Consequently, by Markov’s inequality we have
P[ν
h˜
([0, τ h˜r/2]× {0, pi}) ≥ e3γr/8] = O(e−γr/8).
Since νh([0, τ−r/2]× {0, pi}) = e−γr/2νh˜([0, τ h˜r/2]× {0, pi}), we are done.
2.6 Distortion estimate for conformal maps on the strip
To prove Theorem 1.1, we will perform some cutting and gluing operations on quantum surfaces.
The purpose of this section is to bound the effect of these operations.
Let H and Ĉ = C ∪ {∞} be the half plane and the Riemann sphere respectively. We say that
K ⊂ H (resp. K ⊂ Ĉ) is a hull if K is bounded and has simply connected complement w.r.t. H
(resp. Ĉ). We may identify the strip S with H via the map z 7→ ez, and say a set K ⊂ S is a hull if
exp(K) ⊂ H is a hull in H. Let Q be the infinite cylinder; concretely, define Q = R× [−pi, pi] with
the lines R− ipi and R+ ipi identified. Define K ⊂ Q to be a hull if exp(K) ⊂ Ĉ is a hull in Ĉ.
The following is an easy corollary of [MS17a, Lemma 2.4].
Lemma 2.17. There exist universal constants C1, C2 > 0 such that the following holds. Suppose
that K1 ⊂ S− and K2 ⊂ S are hulls, and ϕ : S\K1 → S\K2 is a conformal map with |ϕ(z)− z| → 0
as z → +∞. Then
|ϕ(w)− w| ≤ C2 exp(−Re(w)) for all w ∈ S+ + C1, (2.9)
and
|ϕ′(w)|−1, |ϕ′(w)|, |ϕ′′(w)| ≤ C2 for all w ∈ S+ + C1.
Proof. Define the hulls K˜j ⊂ Q by K˜j := Kj ∪Kj for j = 1, 2, where Kj is the complex conjugate
of Kj . By the Schwarz reflection principle, we can define a conformal map F˜ : Q\K˜1 → Q\K˜2 by
ϕ˜(z) =
{
ϕ(z) if Im(z) < 0
ϕ(z) if Im(z) ≥ 0
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It is trivial to check that these hulls K˜j and the map ϕ˜ satisfy the hypotheses of [MS17a, Lemma
2.4], and hence we conclude that there exist universal constants C˜1, C˜2 such that
|ϕ(w)− w| ≤ C˜2 exp(−Re(w)) for all w ∈ S+ + C˜1. (2.10)
To obtain the bounds on 1/|ϕ′|, |ϕ′| and |ϕ′′|, we combine the above inequality with Cauchy’s
integral formula.
3 γ-quantum wedge as a mating of trees
The goal of this section is to prove Theorem 1.3. Roughly speaking, starting with the mating-of-trees
result for the 3γ2 -quantum wedge with field h decorated by an independent space-filling SLE η
′, we
pick a boundary typical point and zoom in on it. The field h near this point is close to that of a
γ-quantum wedge in total variation, and the curve η′ near this point is close to an independent
counterclockwise space-filling SLE in total variation. Since we already know that the boundary
length process of η′ in the 3γ2 -quantum wedge by Theorem A, we can deduce that of an independent
space-filling SLE on a γ-quantum wedge.
Our first task is to formalize the fact that when one zooms in on a typical boundary point of a
3γ
2 -quantum wedge, the surface is locally close to a γ-quantum wedge. This is easier in the regime
γ ∈ (0,√2] because the 3γ2 -quantum wedge is thick. When γ ∈ (
√
2, 2), the 3γ2 -quantum wedge is
thin and comprises countably many beads, and we will need to zoom in on a boundary point of one
of these beads.
Definition 3.1. For l > 0 and γ ∈ (0, 2), let (H, h˜, 0,∞) be a γ-quantum wedge, and let d˜ > 0
satisfy ν
h˜
([−d˜, d˜]) = l. Then we define the l-truncated γ-quantum wedge to be the quantum surface
(B
d˜
(0) ∩H, h, 0).
We emphasize that in the next two proofs, for the case γ ∈ (0,√2] we will be working with
a 32γ-quantum wedge parametrized by S so that neighborhoods of −∞ (resp. +∞) having finite
(resp. infinite) quantum area. This is the opposite convention from Section 2.3.1, so when we invoke
Lemma 2.7 we will need to rotate its statement by 180◦.
Lemma 3.2. Let α = 32γ.
(a) Let γ ∈ (0,√2], and fix ε > 0. Let (S, h,−∞,+∞) be an α-quantum wedge. Let y ∈ R be the
point satisfying νh((−∞, y]) = 1, and let d > 0 satisfy νh([y − d, y + d]) = ε. Then as ε → 0,
the total variation distance between the quantum surface (Bd(y) ∩ S, h, y) and the ε-truncated
γ-quantum wedge goes to zero.
(b) Let γ ∈ (√2, 2), and fix ε > 0. Consider an α-quantum wedge with field h. Let y > 0 be the
point on the right boundary of this thin wedge satisfying νh([0, y]) = 1, and parametrize the bead
containing y by (S, h,−∞,+∞). As ε→ 0, the probability of {νh(R) > ε} goes to 1. On this
event define d > 0 via νh([y− d, y+ d]) = ε. Then as ε→ 0, the total variation distance between
the quantum surface (Bd(y) ∩ S, h, y) and the ε-truncated γ-quantum wedge goes to zero.
Proof. Proof of (a). WLOG we horizontally recenter the field so that νh(R−) = 12 . By Lemma 2.7
(rotated by a half-turn, because −∞ is the marked point with finite neighborhoods) we know that,
conditioned on h|S− , the law of h|S+ is a GFF with Neumann boundary conditions on R+ and
R+ + ipi and Dirichlet boundary conditions on [0, ipi], plus an upward linear drift of (Q− α) Re ·.
Choose R > 0 so large that y ∈ [0, R] with high probability, and let D = [0, R] × [0, pi2 ]. Further
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condition on the realizations of h|S\D and L := νh([0, R]). The conditional law of h|D is given by
a GFF with Dirichlet boundary conditions on ∂D ∩ S (specified by h|S\D), Neumann boundary
conditions on [0, R], and conditioned on νh([0, R]) = L.
Recalling the definition of y, we see that conditioning on νh([0, R]) = L is the same as conditioning
on both νh([0, y]) =
1
2 and νh([y,R]) = L − 12 . Thus by [She16a, Proposition 5.5], for sufficiently
small ε > 0, the conditional law of the quantum surface (Bd(y) ∩ S, h, y) is close in total variation
to an ε-truncated γ-quantum wedge. Here, how small we need to make ε can depend on L and
h|S\D. Nevertheless we can choose ε so small that, with high probability w.r.t. the realizations of
L and h|S\D, the quantum surface (Bd(y) ∩ S, h, y) is close in total variation to the ε-truncated
γ-quantum wedge.
Proof of (b). In the regime γ ∈ (√2, 2), our proof strategy is basically the same, but with additional
details. Let 1 − l be the sum of the right-boundary lengths of all the beads that come before
the bead (S, h,−∞,+∞) containing y, so that y ∈ R satisfies νh((−∞, y]) = l. Condition on
l, so (S, h,−∞,+∞) has the law of a thin wedge bead conditioned on νh(R) > l, and y is the
point satisfying νh((−∞, y]) = l. Now we can horizontally recenter the field so νh(R−) = l2 , use
Lemma 2.8 and follow the proof of (a).
Now, we are ready to prove Theorem 1.3.
λ′ − piχ
−λ′
C3
C2
C C
η′([S, T ])
y
Figure 5: Consider the case γ ∈ (0,√2]. On an α-quantum wedge (S, ĥ,−∞,+∞), look at the point
y ∈ R such that ν
ĥ
(R−+y) = C3, and draw a half-disk D centered at y such that νĥ(∂D∩R) = C2.
Consider an independent space-filling curve η′ from 0 to ∞ (coupled with a GFF hIG with boundary
values −λ′ on R and λ′ − piχ on R+ ipi). The field ĥ|D is close in total variation to a C2-truncated
γ-quantum wedge, and the curve η′ restricted to an interval of time where it’s close to y is close in
total variation to a counterclockwise space-filling SLE.
Proof of Theorem 1.3. Here we flesh out the proof for the regime γ ∈ (0,√2]. The case γ ∈ (√2, 2)
is proved in the same way with minor modifications.
Pick some large C, take an α-quantum wedge (S, ĥ,−∞,+∞) parametrized so −∞ (resp.
+∞) has neighborhoods of finite (resp. infinite) quantum area. Mark the point y ∈ R such that
ν
ĥ
((−∞, y]) = C3 (see Figure 5). Let D be the half-disk centered at y such that ν
ĥ
(∂D ∩R) = C2.
By Lemma 3.2 and the scale-invariance of the quantum wedge, the total variation distance between
(D, ĥ, y) and the C2-truncated γ-quantum wedge goes to zero as C →∞; moreover, the Euclidean
diameter of D converges in probability to 0 as C →∞. Now, with λ′, χ as in (2.2), we sample an
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independent Dirichlet GFF hIG on H with boundary value −λ′ on R and λ′ − piχ on R+ ipi, and
consider its associated space-filling SLEκ′ η
′ from −∞ to +∞ as in Section 2.2. We parametrize η′
by γ-quantum mass with respect to ĥ. Let S (resp. T ) be the first time that η′ hits the point C
units of quantum length to the left (resp. right) of y; for C large, we have with high probability that
η′[S, T ] ⊂ D. By Proposition 2.3(b), we know that as C → ∞ the field hIG|D converges in total
variation distance to the restriction to D of a GFF in H with constant Dirichlet boundary conditions
−λ′. Consequently, by [GMS18, Lemma 2.1] we know that the path segment η′|[S,T ] converges in
total variation to the path segment we would get by replacing η′ with a counterclockwise space-filling
SLEκ′ on H.
We conclude that as we take C → ∞, the curve-decorated quantum surface (D, ĥ, y, η′|[S,T ])
converges in total variation on compact neighborhoods of the marked point to a γ-quantum wedge
parametrized by H decorated by an independent counterclockwise space-filling SLEκ′ curve. Thus,
to understand the boundary length process in the setting of Theorem 1.3, it suffices to describe the
boundary length process of (D, ĥ, y, η′|[S,T ]).
Let (L̂t, R̂t)t≥0 be the boundary length processes of η′ on the α-quantum wedge; by Theorem A
this is a two-dimensional Brownian motion with initial value L̂0 = R̂0 = 0 and having covariances
given by (1.3). By definition, S (resp. T ) is the first time that R̂t = −C3 +C (resp. R̂t = −C3−C).
Let τ ∈ (S, T ) be the first time that R̂t = −C3 (i.e. the time that η′ hits y). Let (Lt, Rt)[S−τ,T−τ ]
be the time-translation of the process (L̂t, R̂t)[S,T ], with additive constant normalized so that
L0 = R0 = 0. Then (Lt, Rt)[0,T−τ ] is Brownian motion with covariances (1.3) started at the origin and
stopped when Rt hits −C, and (Lt, Rt)[S−τ,0] is the time-reversal of Brownian motion (L˜t, R˜t)[0,τ−S]
with covariances (1.3) started at the origin, conditioned on R˜t ≥ 0 for all time, and stopped at the
last time R˜t takes the value C. By the Markov property of Brownian motion, (Lt, Rt)[S−τ,0] and
(Lt, Rt)[0,T−τ ] are independent. Thus, this boundary length process (Lt, Rt)[S−τ,T−τ ] converges in
total variation on compact time intervals to the process described in Theorem 1.3.
Finally, we show that if (H, h, 0,∞) is a γ-quantum wedge and η′ an independent counterclockwise
space-filling SLEκ′ from ∞ to ∞ on H, then the left/right boundary length process of η′ on the
quantum surface a.s. determines (h, η′) modulo scaling of H. It is shown in [DMS14, Section
9] that the left/right boundary length process for space-filling SLEκ′ on a γ-quantum cone a.s.
determines the corresponding curve-decorated quantum surfaces in a local manner, i.e., the left/right
boundary length process restricted to [a, b], viewed modulo additive constant, determines the curve-
decorated quantum surface parametrized by [a, b]. By this and local absolute continuity, it follows
that (Lt, Rt)t∈R a.s. determines the curve-decorated quantum surface (H, h, 0,∞, η′), and hence
determines (h, η′) modulo scaling of H.
Now, we identify the curve-decorated quantum surfaces parametrized by the region explored by
η′ before hitting 0, and the region explored by η′ after hitting 0.
Theorem 3.3. For γ ∈ (0, 2), let (H, h, 0,∞) be a γ-quantum wedge, and η′ an independent
counterclockwise SLEκ′ curve from ∞ to ∞ parametrized so that η′(0) = 0. Let U be the interior
of η′((−∞, 0]) and let V be the interior of η′([0,∞)). Then (U, h, 0,∞, η′(−∞,0]) is a Q-quantum
wedge decorated by an independent SLEκ′(
κ′
2 − 4; 0) curve from ∞ to 0, and (V, h, 0,∞, η′|[0,∞)) is a
3γ
2 -quantum wedge decorated by an independent SLEκ′ curve from 0 to ∞.
Proof. Following [DMS14, Table 1.1], we define the weight of an α-quantum wedge by
W = γ
(γ
2
+Q− α
)
.
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Note that a γ-quantum wedge has weight W = 2. By Lemma 2.4, we know that the interface
η′((−∞, 0]) ∩ η′([0,∞)) is an SLEκ(ρL; ρR) curve from 0 to ∞ in H with force points immediately
to the left and right of 0, where ρL =
γ2
2 − 2 and ρR = −γ
2
2 . Let WL = ρL + 2, and WR = ρR + 2.
By [DMS14, Theorem 1.2], the flow line described above splits the γ-quantum wedge into two
independent wedges of weights WL and WR. As such, we see that (U, h, 0,∞) is a wedge of weight
WL =
γ2
2 . Converting, we conclude that this is an α-quantum wedge for α = Q. Likewise, (V, h, 0,∞)
is a quantum wedge of weight 2− γ22 , so it is an α-quantum wedge for α = 3γ2 .
Remark 3.4. For γ ∈ (0,√2], both quantum wedges satisfy α ≤ Q, so they are thick wedges. Thus
U, V are simply connected.
For γ ∈ (√2, 2), the wedge (U, h, 0,∞) is thick, but since 3γ2 > Q, the wedge (V, h, 0,∞) is thin.
Thus U is simply connected but V has countably many simply connected components or “beads”.
Although V has a more complicated topology, its beads are filled sequentially by η′, so we can still
define its left (resp. right) boundary by ordering the beads by the order in which they are explored by
η′ and concatenating their left (resp. right) boundaries. See Figure 1, right.
4 Brownian excursions in the cone
The goal of this section is to define and discuss the properties of the correlated Brownian excursion
mentioned in Theorem 1.1, and to use it to identify the law of the quantum are of a unit boundary
length quantum disk. In Section 4.1, we recall the properties of uncorrelated Brownian excursion.
In Section 4.2, we define correlated Brownian excursions by shearing an uncorrelated Brownian
excursion, and discuss an approximation scheme for the correlated excursion of Theorem 1.1. Finally
in Section 4.3 we prove Theorem 4.4 conditional on Theorem 1.1.
4.1 Uncorrelated Brownian excursions
In this subsection, we summarize the properties of uncorrelated Brownian excursions, following the
exposition of [LW04, Section 3].
We start with some notation. Let K be the space of all parametrized continuous planar curves η
defined on a time-interval [0, tη], endowed with the metric
dK(η, η1) = inf
θ
{
sup
s∈[0,tη ]
|s− θ(s)|+ |η(s)− η1(θ(s))|
}
, (4.1)
where the infimum is taken over all increasing homeomorphisms θ : [0, tη]→ [0, tη1 ]. Note that this
metric does not identify curves which are the same under time-reparametrization. Sometimes, we
will deal with curves η : [s, t]→ C with s 6= 0; by translating the domain of η to [0, t− s], we will
view η as an element of K. For a simply-connected domain D, we write KD for the curves η such
that η((0, tη)) ⊂ D. Note that we allow the endpoints of η to lie in ∂D. The space of probability
measures on K is a metric space, under the Prokhorov metric.
Given a conformal map ϕ : D → D˜ and a curve η, if the quantity
st =
∫ t
0
|ϕ′(η(s))|2 ds
is finite for all t ∈ [0, tη], we can define the curve ϕ∗η in D˜ via ϕ∗η(st) := ϕ(η(t)). In particular, if η
is parametrized by quadratic variation, then ϕ∗η is also parametrized by quadratic variation. If µ is
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any measure on KD supported on the set of curves η such that ϕ∗η is well defined and in KD˜, we
write ϕ∗µ for the induced measure
ϕ∗µ(V ) = µ{η : ϕ∗η ∈ V }.
Now, we are ready to discuss the various kinds of normalized bridge and excursion measures
we need in this paper. For z ∈ D and any harmonically nontrivial boundary interval I ⊂ ∂D, let
µ#D(z, I) be the probability measure on KD given by standard Brownian motion started at z and
conditioned to exit D at some boundary point in I. Let HD(z, dw) be the Poisson kernel ; that is,
for any I ⊂ ∂D we have
P(Brownian motion started at z exits D in I) =
∫
I
HD(z, dw).
For z ∈ D and w ∈ ∂D, the normalized2 interior-to-boundary measure µ#D(z, w) is a probability
measure on KD supported on paths starting at z and ending at w. For any harmonically nontrivial
boundary interval I ⊂ ∂D, we can decompose µ#D(z, I) in terms of the normalized interior-to-
boundary Brownian measure:
µ#D(z, I) =
∫
I
µ#D(z, w)
HD(z, dw)
HD(z, I)
.
The probability measure µ#D(z, w) is conformally invariant. That is, for ϕ : D → D˜ a conformal
map, we have
µ#
D˜
(ϕ(z), ϕ(w)) = ϕ∗µ
#
D(z, w).
For z, w ∈ ∂D, the normalized boundary-to-boundary excursion measure µ#D(z, w) is a probability
measure on KD supported on paths starting at z and ending at w. For any boundary points
z, w ∈ ∂D such that ∂D is locally analytic at z, this normalized excursion measure satisfies
lim
ε→0
µ#D(z + εnz, w) = µ
#
D(z, w), with convergence under the Prokhorov metric. (4.2)
Here, nz is the inward pointing normal vector at z, and µ
#
D(z − εnz, w) is the normalized interior-
to-boundary Brownian measure. As with the interior-to-boundary case, this probability measure is
conformally invariant; for ϕ : D → D˜ a conformal map we have
µ#
D˜
(ϕ(z), ϕ(w)) = ϕ∗µ
#
D(z, w).
In particular, if we want to use the approximation (4.2) for a point z ∈ ∂D at which ∂D is not
analytic, we can conformally map D to a domain with smooth boundary.
The normalized boundary-to-boundary Brownian excursion measure is reversible: for z, w ∈ ∂D,
one can sample from µ#D(z, w) by taking the time-reversal of a path sampled from µ
#
D(w, z).
One can often prove regularity statements of the form limn→∞ µ
#
D(xn, yn) = µ
#
D(x, y) for
sequences of points satisfying xn → x and yn → y (for instance (4.2)). See [LW04, Sections 3.2.2,
3.3.2] for further discussion. We will prove one such statement in the next section.
2In [LW04], the measures µD(z, w) are not necessarily probability measures. Using their notation, we write µ
#
D(z, w)
to refer to the normalized measure having total mass one.
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4.2 Correlated Brownian excursions and approximations
Recalling the unknown constant a in the mating-of-trees Brownian motion covariance (1.3), let
θ :=
piγ2
4
, Λ :=
1
a
(
1
sin θ
1
tan θ ,
0 1
)
, (4.3)
and define
Cθ := ΛR2+ = {z ∈ C : arg(z) ∈ [0, θ]}, x := Λ
(
1
0
)
=
1
a
( 1
sin θ
0
)
, y := Λ
(
0
1
)
=
1
a
( 1
tan θ
1
)
.
(4.4)
It is easy to check that the shear transformation Λ−1 sends standard Brownian motion into Brownian
motion with covariances (1.3). Hence, the following definition is natural.
Definition 4.1. Fix γ ∈ (0, 2) and z, w ∈ ∂R2+. We define the sheared normalized boundary-to-
boundary excursion measure from z to w with with covariances given by (1.3) as follows: To get
a sample (Lt, Rt) from it, first sample η ∼ µ#Cθ(Λz,Λw) (with random duration tη), and then set(
Lt
Rt
)
:= Λ−1ηt for all t ∈ [0, tη]. We similarly define the sheared normalized interior-to-boundary
measure.
For the rest of this section, we work to prove Proposition 4.2, which says that we can approximate
the sheared normalized boundary-to-boundary measure by suitable sheared normalized interior-to-
boundary measures.
Proposition 4.2. Let (Lt, Rt) be two-dimensional Brownian motion with covariances given by
(1.3). For δ, c > 0, start at (L0, R0) = (0, c), and run until the stopping time T when (Lt, Rt) first
exits the cone (R+ − δ)×R+. Condition on {LT ∈ [δ, 2δ], RT = 0}. Then as δ → 0 and c→ 1, in
the Prokhorov topology, the law of (Lt, Rt) converges to the sheared normalized boundary-to-boundary
excursion in R2+ defined in Definition 4.1, starting at (0, 1) and ending at (0, 0).
In order to prove Proposition 4.2, we first prove the statement for unsheared excursion measures.
Lemma 4.3. Recall the definitions in (4.3) and (4.4). For δ > 0, let Iδ be the boundary interval
[2δx, 3δx] ⊂ ∂Cθ. Under the Prokhorov metric, we have
µ#Cθ(cy + δx, Iδ)→ µ
#
Cθ(y, 0) as (δ, c)→ (0, 1). (4.5)
Proof. Consider any large R > 0, and define the truncated domain DR = Cθ ∩ ΛBR(0). Clearly, for
the following family of normalized interior-to-boundary measures we have
lim
R→∞
µ#Cθ(cy + sx, tx)({η : η[0, tη] ⊂ DR}) = 1 uniformly over c, s, t ∈ [0, 2). (4.6)
Put somewhat less precisely, if we start Brownian motion close to the origin and run it until it
exits Cθ near the origin, then uniformly over the choice of starting and ending points, with high
probability the Brownian motion does not wander too far away from the origin. As a result, the
Prokhorov distance between µ#DR(cy+ δx, Iδ) and µ
#
Cθ(cy+ δx, Iδ) goes to zero as R→∞, uniformly
for c, δ ∈ [0, 2].
Pick any w ∈ Iδ and let n be the unit inward normal vector to the ray {ty : t ∈ R+}. Let
φδ,c,w : DR → DR be the unique conformal map which sends w 7→ 0 and cy + δx 7→ y + δa−1n.
Using [LW04, Lemmas 2 and 3], uniformly in the choice of (δ, c) close to (0, 1) and w ∈ Iδ, for
η ∼ µ#DR(cy+ δx, w) we have E[dK(η, φ
δ,c,w
∗ η)] = o(1). By conformal invariance, the law of φ
δ,c,w
∗ η is
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simply µ#DR(y+δa
−1n, 0), so the Prokhorov distance between µ#DR(cy+δx, w) and µ
#
DR
(y+δa−1n, 0)
goes to zero as (δ, c) → (0, 1), uniformly in w. But by (4.2), we see that the Prokhorov distance
between µ#DR(y+δa
−1n, 0) and µ#DR(y, 0) goes to 0 as (δ, c)→ (0, 1). Finally, since µ
#
DR
(cy+δx, Iδ) =∫
Iδ
µ#DR(cy + δx, w)
HDR (cy+δx,dw)
HDR (cy+δx,Iδ)
, we conclude that µ#DR(cy + δx, Iδ)→ µ
#
DR
(y, 0) as (δ, c)→ (0, 1).
Taking R→∞, we conclude that µ#Cθ(cy + δx, Iδ)→ µ
#
Cθ(y, 0) as desired.
Proof of Proposition 4.2. By Lemma 4.3, we know that as (δ, c)→ (0, 1), the Prokhorov distance
between the law of (Lt, Rt) and the sheared normalized boundary-to-boundary cone excursion in
(R+ − δ)×R+ from (−δ, 1) to (−δ, 0) goes to zero. But as (δ, c)→ (0, 1), this latter law converges
in Prokhorov distance to the sheared normalized boundary-to-boundary cone excursion in R2+ from
(0, 1) to (0, 0).
4.3 Conditional law of the area of a quantum disk given its boundary length
In this section, we compute the law of the exit time of a sheared normalized Brownian excursion
with covariances (1.3) in the cone R2+ from (0, 0) to (1, 0), and hence deduce the law of the area
of a unit boundary quantum disk modulo the unknown constant a. Once we know Theorem 1.1,
because Brownian excursions are reversible, the following is a restatement of Theorem 1.2 in terms
of Brownian excursions.
Theorem 4.4. The duration of the sheared normalized Brownian excursion with covariances (1.3)
in the cone R2+ from (0, 0) to (1, 0) is distributed according to the law
1
ct1+4/γ2
exp
(
− 1
2(a sin(piγ2/4))2t
)
dt for c = 24/γ
2
Γ(4/γ2)(a sin(piγ2/4))8/γ
2
. (4.7)
Recall the definitions of the various constants in (4.3) and (4.4) (which depend on γ). For
notational convenience, from now on the random variable τ > 0 will always refer to the time
when some Brownian excursion started in Cθ exits Cθ. For ε > 0 let µ#Cθ,ε(z, w) denote µ
#
Cθ(z, w)
conditioned on {τ ≥ ε}. That is, we condition on the duration of the excursion being at least ε.
Then for each fixed z, w ∈ Cθ, we have limε→0 µ#Cθ,ε(z, w) = µ
#
Cθ(z, w) in the Prohorov topology.
By Definition 4.1, it suffices to understand the law of τ under µ#Cθ(0, u) for a boundary point
u ∈ ∂Cθ, then substitute the choice u = Λ(1, 0) = ((a sin θ)−1, 0). To that end, we will first compute
µ#Cθ,ε(0, u){τ > t} for t > ε > 0, then send ε→ 0 to obtain µ
#
Cθ(0, u){τ > t}, and finally differentiate
in t to finish the proof of Theorem 4.4.
For z ∈ Cθ, define Pεz to be the probability measure of Brownian motion (Zt)[0,τ ] started at
Z0 = z and, writing τ to denote the time it exits the cone Cθ, conditioned on {τ > ε}. By (4.1), we
have
Pεz =
∫
∂Cθ
µ#Cθ,ε(z, u)P
ε
z(Zτ ∈ du). (4.8)
By [Shi85, Theorem 2], we can make sense of the limit Pε = limz→0Pεz in the Prohorov topology;
Pε is the law of Brownian motion started at 0 and conditioned on {τ > ε}. Taking z → 0 in (4.8)
and applying (4.2), we conclude that
Pε =
∫
Cθ
µ#Cθ,ε(0, u)P
ε(Zτ ∈ du).
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Thus, by Bayes’ theorem and the continuity of µ#Cθ,ε(0, u) w.r.t. u in the Prohorov topology,
µ#Cθ,ε(0, u){τ > t} = Pε[τ > t | Zτ = u] =
Pε[Zτ ∈ du | τ > t]Pε[τ > t]
Pε[Zτ ∈ du] . (4.9)
We will compute asymptotic formulas for each of the three terms on the right side of (4.9).
As in [Shi85], in the calculations that follow, we set
µ :=
pi
θ
=
4
γ2
.
We also write c1, c2, . . . for explicit constants which depend only on γ. We will not keep track
of the values of these constants during the calculation (although it is possible to do so). Rather,
we will compute the multiplicative constant in (4.7) at the very end of the argument using that
µ#Cθ{τ > t} → 1 as t→ 0.
We first study the first factor in the numerator in (4.9). To deal with this, we will compute both
the Pε-conditional law of Zt given {τ > t} and the Pε-conditional law of Zτ given Zt and {τ > t}.
We note that Iyengar [Iye85, Equation (8)] gives a series expansion for Pε[Zτ ∈ du, τ > t]. But,
we find it more clear to give a direct calculation rather than deriving our formulas from this series
expansion.
Lemma 4.5. For t ≥ ε, the Pε-conditional law of Zt given {τ > t} is
Pε[Zt ∈ dz | τ > t] = c1 |z|
µ sin(µ arg(z))
t1+µ/2
exp
(
−|z|
2
2t
)
1(z∈(0,∞)2)dz, (4.10)
where c1 := 2
−µ/2Γ(µ/2)−1.
Proof. We know from [Shi85, Theorem 2] that the law of a Brownian motion conditioned to stay in
Cθ until time 1, evaluated at time 1 is given by
P1[Z1 ∈ dz] = c1|z|µ sin(µ arg(z)) exp
(
−|z|
2
2
)
dz. (4.11)
Clearly, the Pε-conditional law of Zt given {τ > t} is the same as the Pt law of Zt, which by
Brownian scaling is the same as the P1-law of t1/2Z1. Thus (4.10) follows from (4.11) by making a
change of variables.
Lemma 4.6. The Pε-regular conditional law of Zτ given Z|[0,t] on the event {τ > t} ∩ {Zt = z} is
given by
|z|µ|u|1−µ
θ|zµ − uµ|2 sin(µ arg(z)) du. (4.12)
Proof. If we condition on Z|[0,t], then on the event {τ > t} ∩ {Zt = z}, the regular conditional law
of Zτ is that of the first exit point from Cθ of a standard planar Brownian motion started from
Zt. By Brownian scaling, this is the same as the harmonic measure on Cθ seen from z. The map
z 7→ zµ takes Cθ to the upper half-plane H. By the conformal invariance of Brownian motion and
the well-known formula for the Poisson kernel on H, the density of harmonic measure as seen from
zµ in H (which is a measure on R) is
Im(zµ)
pi|zµ − x|2 dx.
By substituting x = uµ and dx = µ|u|µ−1 du and noting that Im(zµ) = |z|µ sin(µ arg(z)), we
get (4.12).
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By Lemmas 4.5 and 4.6, the joint law of Zτ and Zt given {τ > t} is
Pε[Zτ ∈ du, Zt ∈ dz | τ > t] = c2|u|
1−µ
t1+µ/2
|z|2µ sin(µ arg(z))2
|zµ − uµ|2 exp
(
−|z|
2
2t
)
dz du, (4.13)
for a constant c2 > 0 depending only on γ. By integrating out z in (4.13), we get an exact formula
for the first factor in the numerator in (4.9).
Lemma 4.7. For t > 0, the Pε-conditional law of Zτ given {τ > t} is given by
Pε[Zτ ∈ du | τ > t] = c3|u|
1−µ
t1+µ/2
(
te−
|u|2
2t +
2µt1+µ
|u|2µ Γ
(
1 + µ,
|u|2
2t
))
du (4.14)
where c3 > 0 is a constant depending only on γ and
Γ(a, x) =
∫ x
0
ya−1e−y dy (4.15)
is the truncated Γ-function.
Proof. From (4.13), we find that
Pε[Zτ ∈ du | τ > t] = c2|u|
1−µ
t1+µ/2
ft(u) du
where ft(u) :=
∫
Cθ
|z|2µ sin(µ arg(z))2
|zµ − uµ|2 exp
(
−|z|
2
2t
)
dz. (4.16)
To evaluate the integral ft(u), we first switch to polar coordinates to get
ft(u) =
∫ ∞
0
r2µ+1 exp
(
−r
2
2t
)(∫ θ
0
sin(µφ)2
|rµeiµφ − uµ|2 dφ
)
dr.
Making the change of variables φ = φ˜/µ, dφ = µ−1dφ˜ and applying Lemma 4.8 below with
s = rµ/|u|µ shows that the inner integral equals
1
µ
∫ pi
0
sin(φ˜)2
|rµeiφ˜ − uµ|2
dφ˜ =
{
pi
2µr2µ
, r ≥ |u|
pi
2µ|u|2µ , r < |u|
. (4.17)
Hence,
ft(u) =
pi
2µ
(∫ ∞
|u|
r exp
(
−r
2
2t
)
dr +
1
|u|2µ
∫ |u|
0
r2µ+1 exp
(
−r
2
2t
)
dr
)
=
pi
2µ
(
te−
|u|2
2t +
2µt1+µ
|u|2µ Γ
(
1 + µ,
|u|2
2t
))
.
Note that to evaluate the second integral in the first line, we made the substitution r =
√
2ts.
Combining this with (4.16) now gives (4.14).
The following lemma was used in the proof of Lemma 4.7 to evaluate the integral (4.17).
Lemma 4.8. For s > 0, ∫ pi
0
(sinφ)2
|seiφ − 1|2 dφ =
{
pi
2 , s ≤ 1
pi
2s2
, s > 1
(4.18)
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Proof. We will argue using the formula for the Poisson kernel for the disk. The integral can also
be evaluated using the residue theorem. First consider the case when s > 1. Since |seiφ − 1|2 =
|se−iφ − 1|2, ∫ pi
0
(sinφ)2
|seiφ − 1|2 dφ =
1
2
∫ pi
−pi
(sinφ)2
|seiφ − 1|2 dφ. (4.19)
Let f(z) := Re
(
1−z2
2
)
, so that f is harmonic and f(eiφ) = (sinφ)2. By the Poisson kernel formula for
the disk,∫ pi
−pi
(sinφ)2
|seiφ − 1|2 ds =
1
s2(1− 1/s2)
∫ pi
−pi
f(eiφ)
1− 1/s2
|eiφ − 1/s|2 dφ =
2pif(1/s)
s2(1− 1/s2) =
pi
s2
. (4.20)
Combining this with (4.19) gives (4.18) in the case when s > 1. For s ∈ (0, 1), we have |seiφ − 1| =
|eiφ − s| = s|eiφ/s − 1|, so the value of the integral in (4.18) for s is 1/s2 times the value of the
integral with 1/s > 1 in place of s. Thus (4.18) for s ∈ (0, 1) follows from (4.18) for s > 1. The
case s = 1 follows since the integral depends continuously on s.
Using Lemma 4.7, we can get an asymptotic formula for the denominator in (4.9).
Lemma 4.9. For each fixed u ∈ ∂Cθ, it holds as ε→ 0 that
Pε[Zτ ∈ du] = (c4 + oε(1))|u|1−3µεµ/2du, (4.21)
for a constant c4 > 0 depending only on γ.
Proof. By definition the Pε-law of Zτ is the same as the P
ε-conditional law of Zτ given {τ > ε}.
Since Γ(1 + µ, |u|2/(2ε))→ Γ(1 + µ) and e−|u|2/(2ε) decays faster than any power of ε as ε→ 0, we
obtain (4.21) for an appropriate choice of c4 by setting t = ε in Lemma 4.7.
Next we will deal with the factor Pε[τ > t] appearing in (4.9), again using formulas from [Shi85].
Lemma 4.10. For each fixed t ≥ ε,
Pε[τ > t] = (c5 + oε(1))ε
µ/2t−µ/2, as ε→ 0, (4.22)
for a constant c5 > 0 depending only on γ.
Proof. Let Qz for z ∈ C be the law of a standard planar Brownian motion ZBM started from z and
let τBM be the exit time of such a Brownian motion from Cθ. Let Eε be the expectation under Pε.
By the Markov property of Brownian motion, for t ≥ ε,
Pε[τ > t] = Eε
[
QZε
[
τBM > t− ε]]. (4.23)
By [Shi85, Equation (4.2)], for each δ ∈ (0, 1) there exists rδ = rδ(t, γ) > 0 such that∣∣∣Qz[τBM > t− ε]− c′5(t− ε)−µ/2|z|µ sin(µ arg z)∣∣∣ ≤ δ|z|µ, ∀z ∈ Cθ with |z| ≤ rδ,
where c′5 > 0 is a constant depending only on γ. Setting z = Zε and taking expectations of both
sides w.r.t. Eε, we get that∣∣∣Pε[τ > t]− (t− ε)−µ/2Eε[|Zε|µ sin(µ argZε)]∣∣∣ ≤ δEε[|Zε|µ] +Eε[(1 + c′5(t− ε)−µ/2|Zε|µ)1(|Zε|>rδ)].
(4.24)
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By Brownian scaling the Pε law of ε−1/2Zε is equal to the P1 law of Z1, so
Eε[|Zε|µ sin(µ argZε)] = εµ/2E1[|Z1|µ sin(µ argZ1)], Eε[|Zε|µ] = εµ/2E1[|Z1|µ] and
Eε
[
(1 + c′5(t− ε)−µ/2|Zε|µ)1(|Zε|>rδ)
]
≤ Oε(1)E1
[
(1 + |Z1|µ)1(|Z1|>ε−1/2rδ)
]
. (4.25)
By the explicit formula for the P1-density of Z1 given in (4.11), we find that E
1[|Z1|µ sin(µ argZ1)]
and E1[|Z1|µ] are finite constants depending only on γ and that E1
[
(1 + |Z1|µ)1(|Z1|>ε−1/2rδ)
]
decays
faster than any positive power of ε as ε→ 0. Since δ ∈ (0, 1) is arbitrary, combining this with (4.25)
and plugging the result into (4.24) yields (4.22) for an appropriate choice of c5.
Proof of Theorem 4.4. By plugging the formulas of Lemmas 4.7, 4.9, and 4.10 into (4.9), we get
µ#Cθ,ε(0, u){τ > t} = (c6 + oε(1))
|u|2µ
t1+µ
(
te−
|u|2
2t +
2µt1+µ
|u|2µ Γ
(
1 + µ,
|u|2
2t
))
,
for a constant c6 > 0 depending only on γ. Setting u = ((a sin θ)
−1, 0) and sending ε→ 0 (recall
the discussion after (4.7)) now shows that
µ#Cθ(0, u){τ > t} =
c6
(a sin θ)2µt1+µ
(
te
− 1
2(a sin θ)2t + 2µ(a sin θ)2µt1+µΓ
(
1 + µ,
1
2(a sin θ)2t
))
.
(4.26)
As t → 0, the left side of (4.26) converges to 1 and the right side converges to c62µΓ(1 + µ), so
c6 = 2
−µΓ(1 + µ)−1. Differentiating (4.26) with respect to t and recalling that µ = 4/γ2 and
θ = piγ2/4 gives (4.7).
5 Constructing a unit boundary quantum disk from a quantum
wedge
The goal of this section is to show that under suitable conditioning, we can “pinch off” a neighborhood
near the marked point of a γ-quantum wedge to obtain a unit boundary quantum disk.
We embed a γ-quantum wedge in S so that −∞ (resp. +∞) is the marked point with neighbor-
hoods of infinite (resp. finite) mass, and explore the wedge from left to right. Roughly speaking,
if we stop our exploration when the field becomes small, then condition on the quantum lengths
of the unexplored boundary rays in R,R+ ipi being close to 12 , the remaining unexplored region
resembles a (12 ,
1
2)-length quantum disk.
We restate this more precisely. Let (S, hS ,−∞,+∞) be a γ-quantum wedge, and horizontally
translate the field so that the vertical field average first attains the value −r  0 on the vertical
segment [0, ipi]. Then h := hS |S+ is a distribution on the positive strip S+ (we provide an alternative
explicit description of h in (5.1)). If we condition on the rare event that νh(R+), νh(R+ + ipi) ≈ 12 ,
then the field h is close to that of a (12 ,
1
2)-length quantum disk.
The main technical difficulties in this section arise because we condition on νh(R+), νh(R+ + ipi)
lying in intervals whose lengths are exponentially short in r. This is necessary to prove one of the
equivalence-of-bottlenecks results (Proposition 6.2); c.f. Section 1.3. We now explain why this is
necessary. With our setup, the segment [0, ipi] will correspond to to the “pinch point” defined via
the quantum wedge field, and h will be the field of the pinched-off region S+. In Section 6.1 we
define a bottleneck via the space-filling SLEκ′ curve, in a way that specifies the exact boundary
lengths to the right of the bottleneck. We need the quantum wedge pinch point [0, ipi] to be close to
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the space-filling SLEκ′ bottleneck in Euclidean distance to prove Proposition 6.2, so we need our
quantum wedge bottleneck (5.2) to specify both lengths νh(R+), νh(R+ + ipi) of the pinched-off
region to an exponentially close degree of precision.
Letting R be the rectangle [0, S] × [0, pi] for some S > 0, in Section 5.1 we prove Proposi-
tion 5.1, which describes the law of the triple (h|R, νh(R+), νh(R+ + ipi)) when we condition on
{νh(R+), νh(R+ + ipi) ≈ 12}. In Section 5.2, we prove Proposition 5.6, which roughly speaking
says that if we condition on {νh(R+), νh(R+ + ipi) ≈ 12} and on “typical realizations” of the triple
(h|R, νh(R+), νh(R+ + ipi)), then the field h is close to a quantum disk.
5.1 Law of (h|R, νh(R+), νh(R+ + ipi)) given Er,K,q1,q2
One of the main goals of this section is to prove that, if we condition on νh(R+) and νh(R+ + ipi)
being in intervals close to 12 , then the conditional law of h near [0, ipi] is close to an unconditioned
GFF with an upward linear drift added to the vertical field average process, and moreover νh(R+)
and νh(R+ + ipi) are almost independent uniform random variables from their intervals. Informally
speaking, although the field average process of the unconditioned field has a downward drift of
(γ −Q), conditioning on νh(R+) and νh(R+ + ipi) being large causes the field average process to
grow. We emphasize that in this section, h is a field on S+ rather than on all of S.
Proposition 5.1. Let h˜ be a Neumann GFF on S restricted to S+ and normalized so its average
on [0, ipi] is 0. For r > 0, let
h = hr = h˜+ (γ −Q) Re(·)− r. (5.1)
For K > 1 and q1, q2 > 0, define the event
Er,K,q1,q2 =
{
νh(R+) ∈
[
q1, q1 + e
γ(−r+K)/2
]
, νh(R+ + ipi) ∈
[
q2, q2 + e
γ(−r+K)/2
]}
. (5.2)
Fix any S > 0, and let R be the rectangle [0, S]× [0, pi].
Then there exist functions q1 = q1(r), q2 = q2(r) satisfying limr→∞ q1(r) = limr→∞ q2(r) = 12 ,
such that as r → ∞, the total variation distance between the following laws of triples of random
variables goes to zero:
• The (normalized field, length, length) triple given by (h|R+r, νh(R+), νh(R+ + ipi)) conditioned
on Er,K,q1(r),q2(r);
• The mutually independent (field, length, length) triple sampled as follows. Let ĥ be a Neumann
GFF on S restricted to R and normalized to have mean zero on [0, ipi]. The field φ on R is
given by
φ =
(
ĥ+ (Q− γ) Re(·)
)∣∣
R
, (5.3)
and the lengths are samples from Unif([q1(r), q1(r) + e
γ(−r+K)/2]) and Unif([q2(r), q2(r) +
eγ(−r+K)/2]).
Moreover, this holds when we instead condition on Er,K,q1(r),q2(r) ∩E′r,β and send first r →∞, then
β →∞, where
E′r,β = {∃u ≥ 0 such that average of h on [u, u+ ipi] is at least − β}. (5.4)
For notational convenience, we will often just say q1, q2 rather than q1(r), q2(r).
Here is a rough explanation for why we expect Proposition 5.1 to hold. [DMS14, Lemma A.4]
states that uniformly in r, the probability P[E′r,β | νh(R+) + νh(R+ + ipi) > 1] is close to 1 for
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sufficiently large β. Conditioning on E′r,β and writing τ−β for the leftmost point at which the average
of h on [τ−β, τ−β + ipi] equals −β, the lengths νh(R+) and νh(R+ + ipi) are very close to being a
function of h|S++τ−β , since the field is very small to the left of τ−β . Finally, because it takes a long
time for the field average to grow from −r to −β, by Proposition 2.2 we see that h|R is almost
independent from h|S++τ−β . Thus, the event that h has large boundary length is almost independent
from h|R. It is therefore not a stretch to expect that, conditional on E′r,β, the event Er,K,q1,q2 is
almost independent from h|R.
Although the unconditioned vertical-average process of h has downward drift, when we condition
on E′r,β, the vertical-average process will initially have upward linear drift until it hits −β, and
subsequently have downward linear drift. This explains why we expect the vertical field average
process of h|R to have upward drift (see (5.3)). Furthermore, if we further condition on h|R then
define the conditional density function d : R2+ → R for the conditional law of the side lengths
(νh(R+), νh(R+ + ipi)), then by the continuity of d we expect it to be almost constant in a small
neighborhood of (12 ,
1
2). In particular, d should be almost constant in the square [q1, q1 + exp(γ(−r+
K)/2)]× [q2, q2 +exp(γ(−r+K)/2)], so when we condition on h|R and on Er,K,q1,q2 , the side lengths
should be close to being drawn from Unif[q1, q1+exp(γ(−r+K)/2)]⊗Unif[q2, q2+exp(γ(−r+K)/2)].
While this brief explanation of Proposition 5.1 is quite imprecise, it is morally correct, and made
formal in this section.
We expect this proposition to hold even if we make for all r the choice q1 = q2 =
1
2 , but for
technical reasons it is easier to avoid proving it for this specific choice of q1, q2. The reason for this
is that at one point in the proof we will convert from a statement about the average over a range of
pairs (q1, q2) to a statement about one particular pair (see Lemma 5.5).
We introduce some notation. Recall the events E′r,β and E
′
β defined in (5.4) and (2.5) respectively.
For a quantum disk (S, ψ,−∞,+∞) conditioned on E′β , the random pair (νψ(R), νψ(R+ ipi)) has a
probability density function dβdisk(y1, y2) with respect to Lebesgue measure dy1dy2 (this can be easily
seen by considering the coefficients of two suitable functions in the orthonormal basis expansion of
the mean-zero part of the field, as in Section 2.4). Likewise, if we let h be as in (5.1) and condition
on E′r,β, the random pair (νh(R+), νh(R+ + ipi)) has a probability density function d
β,r
GFF(y1, y2)
with respect to Lebesgue measure.
By the Markov property of the GFF, we can sample h by first sampling its restriction to the
rectangle R = [0, S]× [0, pi], then sampling h|S+\R as a GFF with Neumann boundary conditions on
(R+ + S) ∪ (R+ + S + ipi) and Dirichlet boundary conditions on [S, S + ipi] specified by h|R. Thus,
if ϕ is a distribution on R with mean zero on [0, ipi], we can make sense of the regular conditional
law of h conditioned on the probability zero event {h|R = ϕ − r} by sampling h|S+\R as above.
For each such ϕ, define the density dβ,rGFF(y1, y2
∣∣ ϕ) for the random variable (νh(R+), νh(R+ + ipi))
conditioned on E′r,β ∩ {h|R = ϕ− r}. More generally, for an event A, let dβ,rGFF(y1, y2 | A) denote the
conditional density of (νh(R+), νh(R+ + ipi)) when we condition on E
′
r,β ∩A, and likewise define
dβdisk(y1, y2 | A).
We now explain the broad outline for this section. In Lemma 5.2, we produce a natural
coupling between h conditioned on E′r,β and the field ψ of a quantum disk conditioned on E
′
β.
In Lemma 5.3, for any fixed distribution ϕ on R we produce a coupling between h conditioned
on E′r,β ∩ {h|R = ϕ} and ψ conditioned on E′β. Using these couplings, in Lemma 5.4 we obtain
lower bounds dβ,rGFF(y1, y2) ≥ (1 − or(1))dβdisk(y1, y2) for y1, y2 ∈ [1/2, 1], and dβ,rGFF(y1, y2 | ϕ) ≥
(1− or(1))dβdisk(y1, y2) for y1, y2 ∈ [1/2, 1] for fixed ϕ and β. Using the first lower bound, in Lemma
5.5 we obtain a crude but matching upper bound on dβ,r(y1, y2), and combining this with the second
lower bound yields Proposition 5.1.
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In this section, we have two parameters β, r that we send to infinity, and one parameter ε that
we send to 0+. We will always send r →∞ before sending β →∞, and always send β →∞ before
sending ε → 0. We write or(1) to mean an error term that, for each fixed ε, β, goes to zero as
r →∞; the error or(1) need not be uniform in β, ε. We write oβ(1) to mean an error term that is,
for any fixed ε, close to 0 for all sufficiently large β and all sufficiently large r > r0(β) (how large
depends on β). In particular, we always have oβ(1) + or(1) = oβ(1).
In the following lemmas, we will work with multiple fields. We will sometimes add superscripts to
functions and stopping times to denote which object (GFF or disk) we are discussing. For instance,
τψs is defined by inf{x : average of ψ on [x, x+ ipi] is s}, and τhs the analogous value for the field h.
Lemma 5.2 (Coupling of ψ given E′β and h given E
′
r,β). Let (S, ψ,−∞,+∞) be a quantum disk
conditioned on E′β. Then for any r > β, the field ψ(·+ τψ−r)|S+ has the same law as that of h = hr
conditioned on E′r,β (note that h is a field on S+).
Proof. Proposition 2.11 tells us that ψ(·+ τψ−r)|S+ conditioned on E′β has independent projections
to H1(S+) and H2(S+), with these projections being:
• Brownian motion with variance 2, started at −r and having an upward linear drift (Q− γ)
until it hits −β, then having a downward drift of (γ −Q);
• The projection of a Neumann GFF on S to H2(S), restricted to S+.
By Remark 2.1 and [DMS14, Lemma 3.6], this is precisely the same as the law of h conditioned on
E′r,β , so we may couple h and ψ so that h = ψ(·+ τψ−r)|S+ almost surely.
The above coupling is exact, but if we further specify the restriction of h to the rectangle
R = [0, S]× [0, pi], we can still obtain an approximate coupling.
Lemma 5.3 (Approximate coupling of ψ given E′β and h given E
′
r,β ∩ {h|R = ϕ − r}). Fix a
distribution ϕ on R with average 0 on [0, ipi]. We can couple the quantum disk field ψ conditioned
on E′β with the GFF h conditioned on E
′
r,β ∩ {h|R = ϕ− r} so that with probability 1− e1 we have
h(·+ τh−r/2)|S+ = ψ(·+ τψ−r/2)|S+. Here, the error e1 = e1(ϕ, β, r) satisfies limr→∞ e1 = 0 for each
fixed ϕ, β.
Proof. We note that the projections of each of these fields to H1(S+) and H2(S+) are independent,
so it suffices to couple their projections separately. As in the previous lemma, we know that these
projections to H1(S+) have exactly the same law: Brownian motion with variance 2 started at − r2 ,
with upward drift of (Q− γ) until it hits −β, then downward drift of (γ −Q) subsequently.
Next, observe that τh−r/2 →∞ in probability as r →∞, and that τh−r/2 is independent of the
projection of h to H2(S+). Thus by Proposition 2.2, we see that as r → ∞ the total variation
distance between the laws of the following two fields goes to zero as r →∞:
• The projection of h(·+ τh−r/2)|S+ to H2(S+);
• The projection of a Neumann GFF on S to H2(S), restricted to S+.
By the definition of the quantum disk, this latter law is the law of the projection of ψ(·+τψ−r/2)|S+ to
H2(S+). We conclude that we can couple h conditioned on E′r,β ∩ {h|R = ϕ− r} and ψ conditioned
on E′β so that with probability 1− or(1) we have h(·+ τh−r/2)|S+ = ψ(·+ τψ−r/2)|S+ .
The above two couplings allow us to lower bound the densities dβ,rGFF(·, · | ϕ) and dβ,rGFF(·, ·).
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Lemma 5.4 (Lower bounds on dβ,rGFF(·, ·
∣∣ ϕ) and dβ,rGFF(·, ·)). Fix any distribution ϕ on R with
average 0 on [0, ipi]. Then
dβ,rGFF(y1, y2
∣∣ ϕ) ≥ (1− e1)dβdisk(y1, y2) uniformly over y1, y2 ∈ [12 , 1
]
, (5.5)
where the error e1 = e1(ϕ, β, r) satisfies for each fixed ϕ, β the limit limr→∞ e1 = 0.
Similarly, we have for fixed β that
dβ,rGFF(y1, y2) ≥ (1− or(1))dβdisk(y1, y2) uniformly over y1, y2 ∈
[
1
2
, 1
]
. (5.6)
Proof. We will prove (5.5) using Lemma 5.3; the proof of (5.6) using Lemma 5.2 is the same. By
Lemma 5.3 we can couple the field ψ of a quantum disk conditioned on E′β with h conditioned on
E′r,β ∩ {h|R = ϕ − r} so that ψ(· − τψ−r/2)|S+ = h(· − τh−r/2)|S+ with probability 1 − or(1). As in
(2.6), write
h = XhRe · + f
h + αh1f
h
1 + α
h
2f
h
2 , (5.7)
where fh1 and f
h
2 are compactly supported on [τ
h
−β − 3, τh−β] × [0, pi], and likewise decompose the
field ψ in the same way:
ψ = XψRe · + f
ψ + αψ1 f
ψ
1 + α
ψ
2 f
ψ
2 . (5.8)
Note that (Xh, fh, αh1 , α
h
2) is a function of h, and likewise the components of the ψ-decomposition
are a function of ψ.
Define dβ,rGFF(·, · | ϕ,Xh, fh) to be the probability density of (νh(R+), νh(R+ + ipi)) conditioned
on E′r,β ∩ {h|R = ϕ− r} and on the realizations of Xh, fh (i.e. it is the density w.r.t. the remaining
randomness of αh1 , α
h
2). This is a random function (depending on the random X
h, fh) which is almost
surely continuous because αh1 , α
h
2 have continuous densities. Similarly define d
β
disk(·, · | Xψ, fψ) to
be the density of (νψ(R), νψ(R + ipi)) conditioned on E
′
β and on the realizations of X
ψ, fψ. Let
δ, δ′ > 0 be values we choose later.
Step 1: In the probability space of the coupled random variables (h, ψ) (with marginals given by
h conditioned on E′r,β ∩ {h|R = ϕ− r} and ψ conditioned on E′β), let Ar,δ′ be the event that the
following both hold:
h(·+ τh−r/2)|S+ = ψ(·+ τψ−r/2)|S+ , (coupling holds) (5.9)
dβ,rGFF(y1, y2
∣∣ ϕ,Xh, fh) ≥ dβdisk(y1, y2 ∣∣Xψ, fψ)− δ′ for all y1, y2 ∈ [12 , 1
]
. (5.10)
We show that for r large we have P[Ar,δ′ ] ≥ 1− δ′.
To see this, note that when the coupling holds we have (Xh(·+ τh−r/2)|R+ , fh(·+ τh−r/2)|S+) =
(Xψ(·+τψ−r/2)|R+ , fψ(·+τψ−r/2)|S+), and also fhj (·+τh−r/2) = fψj (·+τψ−r/2) for j = 1, 2. Consequently,
dβ,rGFF(y1, y2
∣∣ ϕ,Xh, fh)
=dβdisk
(
y1 + νψ((−∞, τψ−r/2])− νh([0, τh−r/2]), y2 + νψ((−∞, τψ−r/2] + ipi)− νh([0, τh−r/2] + ipi)
∣∣∣Xψ, fψ).
By Lemmas 2.15 and 2.16, we know that with probability 1−or(1) each of νh([0, τh−r/2]), νh([0, τh−r/2]+
ipi), νψ((−∞, τψ−r/2]), νψ((−∞, τψ−r/2] + ipi) is of order or(1), so P[Ar,δ′ ] ≥ 1 − δ′ follows from the
uniform continuity of dβdisk(·, · | Xψ, fψ) on
[
1
2 , 1
]2
.
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Step 2: We use a compactness argument. Let Lβ,y1,y2disk be the law of (Xψ, fψ) conditioned on
E′β ∩ {(νψ(R), νψ(R+ ipi)) = (y1, y2)}. Let B1, · · · , BN be a finite collection of open balls covering
the square
[
1
2 , 1
]2
such that for any ball Bj and pair of points (y1, y2), (y
′
1, y
′
2) ∈ Bj , the total
variation distance between Lβ,y1,y2disk and L
β,y′1,y
′
2
disk is at most δ; the existence of these balls follows from
the compactness of the square and Proposition 2.12.
Observe that for each j the law of the coupled random variables (Xh, Xψ, fh, fψ) conditioned
on (νψ(R), νψ(R+ ipi)) ∈ Bj is absolutely continuous with respect to their unconditioned law. Thus,
if we take δ′ sufficiently small in Step 1, then for all j = 1, . . . , N and for all sufficiently large r we
have
P[Ar,δ′ | (νψ(R), νψ(R+ ipi)) ∈ Bj ] ≥ 1− δ. (5.11)
Notice that the law of (Xψ, fψ) conditioned on E′β ∩ {(νψ(R), νψ(R + ipi)) ∈ Bj} is a weighted
average of the laws Lβ,y′1,y′2disk for (y′1, y′2) ∈ Bj . Thus for any (y1, y2) ∈ Bj , the total variation distance
between (Xψ, fψ) ∼ Lβ,y1,y2disk and (Xψ, fψ) conditioned on {(νψ(R), νψ(R+ ipi)) ∈ Bj} is at most δ.
By taking expectations of (5.10) over Ar,δ′ we obtain
dβ,rGFF(y1, y2 | ϕ) = E
[
dβ,rGFF(y1, y2 | ϕ,Xh, fh)
]
≥ E
[
1Ar,δ′d
β
disk(y1, y2 | Xψ, fψ)
]
− δ′
≥ (1− 2δ)dβdisk(y1, y2)− δ,
and taking δ small relative to inf [1/2,1]2 d
β
disk yields (5.5).
To prove (5.6), we instead use the coupling of h and ψ provided by Lemma 5.2. Steps 1 and 2
follow exactly as before.
Lemma 5.4 gives us a a lower bound on the density of GFF boundary lengths conditioned on
E′r,β. A slight modification of [DMS14, Lemma A.4], combined with Markov’s inequality, yields a
(cruder) matching upper bound and an assertion that P[E′r,β | Er,K,q1,q2 ] ≈ 1.
Lemma 5.5 (Crude upper bound on dβ,rGFF near (q1, q2), and P[E
′
r,β|Er,K,q1,q2 ] ≈ 1). Fix ε > 0 small
and N,K > 0 large. There exists e2 = e2(β,K,N, ε) such that for r sufficiently large in terms of
β,K,N, ε, we can choose q1, q2 ∈ [12 , 12 + ε] so that
P[E′r,β | Er,K,q1,q2 ] ≥ 1− e2, (5.12)
P[Er,K,q1,q2 | E′r,β ] ≤ (1 + e2)eγ(−r+K)dβdisk(q1, q2), (5.13)
P[τh−β < σ −N | E′r,β ∩ Er,K,q1,q2 ] ≥ 1− e2, (5.14)
where σ is the unique real such that h(R+ + σ) + h(R+ + ipi + σ) =
1
2 , and for fixed K,N, ε, we
have e2 → 0 as β →∞.
Note that the RHS of (5.13) is roughly the probability of the event {νψ(R) ∈ [q1, q1 +exp(γ(−r+
K)/2)], νψ(R+ ipi) ∈ [q2, q2 + exp(γ(−r +K)/2)]} conditional on E′β ; that is, it’s roughly speaking
the quantum disk equivalent of the LHS.
Proof. Just for this proof, we introduce some notation. For any open set U ⊂ R2+, define
EU = {(νh(R+), νh(R+ + ipi)) ∈ U}. (5.15)
Define the square S =
[
1
2 ,
1
2 + ε
]× [12 , 12 + ε].
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This paper [DMS14, Lemma A.4]
r γ−1 logC
h+ r h
β γ−1 log β
Q− γ a
Table 1: Conversion table between this work and [DMS14, Lemma A.4].
Step 1: Showing P[{τh−β < σ−N} ∩E′r,β | ES] ≈ 1. We first adapt the proof of [DMS14, Lemma
A.4] to show that for fixed ε > 0,
P
[
E′r,β
∣∣ ES]→ 1 as β →∞, uniformly over r > β. (5.16)
Indeed, we first note that, translated to our notation, [DMS14, Equation (A.8)] says, with a =
Q− γ > 0, that P[E′r,β=0]  e−ar, and since it’s clear that P[ES | E′r,β=0] > 0 uniformly over r > 0,
we conclude that with the implicit constant depending on ε we have
P[ES] & e−ar.
But the last equation in the proof of [DMS14, Lemma A.4], translated to our notation, says
P[νh(R+) + νh(R+ + ipi) > 1 and (E
′
r,β)
c] . exp(β(a− pγ
2
))e−ar,
for some fixed p > 2a/γ. Thus P[(E′r,β)
c | ES] → 0 as β → ∞, yielding (5.16). In particular, we
note that P[E′r,β ∩ ES] & e−ar.
By a similar argument, we can strengthen this to see that for fixed N, ε > 0 we have
P[{τh−β < σ −N} ∩ E′r,β | ES]→ 1 as β →∞, uniformly over r > β. (5.17)
Indeed, write (Xt)t≥0 for the field average process of h and set M = sup[0,τh−β+N ] e
γXt/2. By a slight
modification of [DMS14, Equation (A.10)] we have for any p ∈ (0, 4/γ2) that
E
[(
νh([0, τ
h
−β +N ]× {0, pi})
M
)p
|M
]
 1. (5.18)
By the definition of σ, we have {τh−β > σ−N}∩E′r,β ⊂ {νh([0, τh−β+N ]×{0, pi}) ≥ 1/2}∩E′r,β . Also,
for any small c > 0, by the large deviations principle for the supremum of Brownian motion on an
interval we have for some constant c′ = c′(c,N) > 0 that P[M ≥ e−γ(1−c)β/2 | E′r,β] ≤ exp(−c′β2),
so by Markov’s inequality applied to (5.18) we have
P
[
τh−β > σ −N
∣∣ E′r,β] . e−pγ(1−c)β/2 + e−c′β2 .
By a standard Brownian motion argument [DMS14, Equation (A.8)] we have P[E′r,β]  e−ar+aβ,
so combining these we have P[E′r,β ∩ {τh−β > σ − N}] . e−ar exp(β(a − pγ(1−c)2 )). Recall that
a = Q− γ = 2γ − γ2 , so choosing p close to 4/γ2 and c close to 0 yields P[E′r,β ∩ {τh−β > σ −N}] =
oβ(1)e
−ar. Comparing this against (5.16) and P[E′r,β ∩ ES] & e−ar, we obtain (5.17).
Step 2: Showing “most” q1, q2 satisfy (5.12) and (5.14). We apply Markov’s inequality to
show that when we break S into many small squares, most of them satisfy (5.12) and (5.14).
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We rewrite (5.17) to say that for some function δ = δ(ε, β,N), for fixed ε,N we have δ → 0 as
β →∞, and
P
[
E′r,β ∩ {τh−β < σ −N}
∣∣ ES] ≥ 1− δ2 for all r > β. (5.19)
Partition S into squares s1, s2, . . . , sN of side-length e
γ(−r+K)/2. Call a square s bad if P[E′r,β∩{τh−β <
σ −N} | Es] < 1− δ, and good otherwise. We have
δ2P[ES] ≥ P[(E′r,β∩{τh−β < σ−N})c | ES]P[ES] =
∑
s
P[(E′r,β∩{τh−β < σ−N})c | Es]P[Es] ≥ δ
∑
s bad
P[Es].
Dividing through by δP [E′r,β ] and applying (5.19), we obtain
δ
1− δ2P[ES | E
′
r,β] ≥
δP[ES | E′r,β]
P[E′r,β | ES]
=
δP[ES]
P[E′r,β ]
≥
∑
s bad
P[Es]
P[E′r,β ]
≥
∑
s bad
P[Es | E′r,β], (5.20)
so “most” squares s are good.
Step 3: Finding a good square satisfying (5.13). Recall the coupling of Lemma 5.2, where we
sample a quantum disk (S, ψ,−∞,+∞) conditioned on E′β , and for r > β set h(·) = ψ(·+τψ−r). Since
τψ−r → −∞ as r → ∞, in this coupling a.s. limr→∞ νh(R+) = νψ(R) and limr→∞ νh(R+ + ipi) =
νψ(R+ ipi), so by the bounded convergence theorem we have∫∫
S
dβdisk(y1, y2) dy1dy2 = limr→∞P[ES | E
′
r,β ].
Let δ′ =
√
δ, so limβ→∞ δ′ = 0. For sufficiently large β, for sufficiently large r we have 11+δ′ +
δ
(1−or(1))(1−δ2) < 1, and so∫∫
S
dβdisk(y1, y2) dy1dy2 >
(
1
1 + δ′
+
δ
(1− or(1))(1− δ2)
)
P[ES | E′r,β ]. (5.21)
On the other hand, applying Lemma 5.4 to (5.20), we conclude
δ
(1− or(1))(1− δ2)P[ES | E
′
r,β ] ≥
∑
s bad
∫∫
s
dβdisk(y1, y2) dy1dy2. (5.22)
Subtracting (5.22) from (5.21), we conclude that∑
s good
∫∫
s
dβdisk(y1, y2) ≥
1
1 + δ′
P[ES | E′r,β ] ≥
∑
s good
1
1 + δ′
P[Es | E′r,β].
Thus there exists a good square s = [q1, q1 + e
γ(−r+K)/2] × [q2, q2 + eγ(−r+K)/2] satisfying (1 +
δ′)
∫∫
s d
β
disk(y1, y2) ≥ P[Es | E′r,β ]. Using the uniform continuity of dβdisk on S and taking r sufficiently
large, we see that this square satisfies (5.13), and by the definition of good, this square also
satisfies (5.12) and (5.14). This choice of q1, q2 satisfies the conditions, so we are done.
With our matching upper and lower bounds (Lemmas 5.5, 5.4) in hand, we are now ready to
prove Proposition 5.1.
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Proof of Proposition 5.1. In Step 1, we prove that the conditional law of h|R + r given E′r,β is close
in total variation to the field φ defined in (5.3); this is true because Brownian motion with downward
drift of −a conditioned to take some large value behaves as though it has positive drift a until
it attains this large value. In Step 2, we show that h|R + r conditioned on Er,K,q1,q2 is close in
total variation to φ. In Step 3, we show that when we condition on most realizations of h|R, the
boundary lengths (νh(R+), νh(R+ + ipi)) are close in total variation to independent samples from
[qj , qj + exp(γ(−r +K)] for j = 1, 2. The last two steps are done by carefully combining the upper
and lower bounds of Lemmas 5.4 and 5.5.
We remark that by (5.12), it suffices to prove Proposition 5.1 with h conditioned on Er,K,q1,q2 ∩
E′r,β , then take first β →∞ then ε→ 0. This is our goal for the rest of this proof.
Step 1: comparing h|R conditioned on E′r,β to φ− r. Recall that R = [0, S]× [0, pi] for some
fixed S > 0. We first claim that for the field φ on R defined in (5.3), we have
lim
r→∞ dTV
(
h|R conditioned on E′r,β , φ− r
)
= 0. (5.23)
Indeed, for each of the two fields (h|R conditioned on E′r,β) and φ − r, the projections to H1(R)
and H2(R) are independent, so it suffices to compare the projections of the fields individually. The
proof of Lemma 5.2 provides a description of these projections for h|R conditioned on E′r,β . We see
that the projection of h|R onto H2(R) is the same in distribution as that of φ − r; it’s given by
the projection of a Neumann GFF on S onto H2(S) and restricted to R. Next, the projection of h
onto H1(R) is Brownian motion with variance 2 started from −r with an upward drift of (Q− γ)
until it hits −β, and thereafter has a downward drift of (γ −Q). As we take r →∞, we see that
with probability approaching 1, the projection of h|R to H1(R) does not attain the value −β, so
the total variation distance between the projections of h|R and φ− r to H1(R) goes to zero. This
proves (5.23).
Step 2: further conditioning on Er,K,q1,q2. We now want to prove that (5.23) continues to hold
if we condition on Er,K,q1,q2 for an appropriate choice of q1, q2, in addition to just E
′
r,β . By Lemma
5.4, there exists an error e3 = e3(r, β) so that with probability at least 1− e3 over the realization of
φ sampled from (5.3) we have
dβ,rGFF(y1, y2
∣∣ φ) ≥ (1− e3)dβdisk(y1, y2) for all y1, y2 ∈ [12 , 1], (5.24)
and the error e3 satisfies limr→∞ e3 = 0 for fixed β.
Let ε > 0 and q1, q2 as in Lemma 5.5. For each fixed distribution ϕ on R, define Pϕ to be the
regular conditional law of h conditioned on {h|R = ϕ− r}. Using the uniform continuity of dβdisk on
[1/2, 1]2 and integrating (5.24) over yj ∈ [qj , qj + exp(γ(−r +K)/2)] for j = 1, 2, we conclude that
with probability 1− e3 over the realization of φ,
Pφ
[
Er,K,q1,q2
∣∣∣ E′r,β] ≥ (1− e3 − or(1))eγ(−r+K)dβdisk(q1, q2). (5.25)
Applying (5.23) to (5.25), we see that with probability 1 − e3 − or(1) over the realization of the
random field h|R conditioned on E′r,β , we have
Ph|R+r
[
Er,K,q1,q2
∣∣∣ E′r,β] ≥ (1− e3 − or(1))eγ(−r+K)dβdisk(q1, q2). (5.26)
Write LE′ for the conditional law of h|R given E′r,β, and LE∩E′ for the conditional law of h|R
given Er,K,q1,q2 ∩ E′r,β. If we compare the lower bound (5.26) with the upper bound (5.13) and
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use Bayes’ rule under the conditional law given E′r,β, we get the following lower bound on the
Radon-Nikodym derivative with probability 1− e3 − or(1) over the realization of h|R ∼ LE′ :
dL′E∩E′
dLE′ (h|R) =
Ph|R+r[Er,K,q1,q2 | E′r,β ]
P[Er,K,q1,q2 | E′r,β]
≥ 1− e3 − or(1)
1 + e2
.
This implies that the total variation distance between h|R conditioned on E′r,β and h|R conditioned
on Er,K,q1,q2 ∩ E′r,β is oβ(1) + or(1) = oβ(1). Comparing this to (5.23), we conclude that for all
sufficiently large r in terms of β, ε,
dTV
(
h|R + r conditioned on Er,K,q1,q2 ∩ E′r,β , φ
) ≤ e4 (5.27)
for some error e4(ε, β) which goes to zero as β →∞. Thus, we have shown that the two fields in
Proposition 5.1 are close in total variation.
Step 3: near-independence of boundary lengths. Finally, we need to show that when we
sample φ via (5.3) and then condition on {h|R = φ−r}∩Er,K,q1,q2 ∩E′r,β , then with high probability
over the realization of φ, the side lengths νh(R+) and νh(R+ + ipi) are close in total variation to
being chosen independently from Unif([qj , qj + e
γ(−r+K)/2]) for j = 1, 2 respectively. By (5.27),
we can couple the fields (h|R conditioned on Er,K,q1,q2 ∩ E′r,β) and φ − r so that they agree with
probability 1− e4. In the probability space of this coupling, define the random variable
Y = Pφ
[
Er,K,q1,q2
∣∣E′r,β]1{h|R = φ− r},
where, as above, Pϕ is defined to be the regular conditional law of h conditioned on {h|R = ϕ− r}.
Averaging over the realization of φ and then applying (5.13) tells us that
E[Y ] ≤ (1 + e2)eγ(−r+K)dβdisk(q1, q2). (5.28)
But (5.25) together with the fact that h|R = φ− r w.p. 1− e4 tell us that
Y ≥ (1− or(1))eγ(−r+K)dβdisk(q1, q2) with probability 1− e3 − e4. (5.29)
We now prove a high-probability upper bound for Y . Indeed, if we set Y ′ := Y e−γ(−r+K)dβdisk(q1, q2)
−1,
then combining (5.28) and (5.29) shows that for each δ ∈ (0, 1), it holds for large enough β > 0 and
r > r0(β) that
1 + δ2 ≥ E[Y ′] ≥ (1 + δ)P[Y ′ ≥ 1 + δ]+ (1− δ2)(P[Y ′ ≥ 1− δ2]−P[Y ′ ≥ 1 + δ])
≥ (1 + δ)P[Y ′ ≥ 1 + δ]+ (1− δ2)(1− δ2 −P[Y ′ ≥ 1 + δ]) (by (5.29)). (5.30)
Re-arranging this gives P[Y ′ ≥ 1 + δ] ≤ 3δ2/(δ + δ2), which tends to zero as δ → 0. Recalling
the definitions of Y and Y ′, we get that for sufficiently large r (depending on β), it holds with
probability 1− oβ(1) over the realization of φ that
Pφ
[
Er,K,q1,q2
∣∣∣ E′r,β] ≤ (1 + oβ(1))eγ(−r+K)dβdisk(q1, q2). (5.31)
Combining this bound with (5.24) and the uniform continuity of dβdisk(·, ·) in [1/2, 1]2 gives that
for all sufficiently large r, with probability 1− oβ(1) over the realization of φ,
dβ,rGFF(y1, y2
∣∣ φ)
Pφ
[
Er,K,q1,q2
∣∣∣E′r,β] ≥ (1−oβ(1))e−γ(−r+K) for all (y1, y2) ∈ [q1, q1+eγ(−r+K)/2]×[q2, q2+eγ(−r+K)/2].
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Observe that RHS is close to the uniform density on [q1, q1 +e
γ(−r+K)/2]× [q2, q2 +eγ(−r+K)/2]. Thus,
with probability 1−oβ(1) over the realization of φ, if we condition h on Er,K,q1,q2∩E′r,β∩{h|R = φ−r},
the side lengths νh(R+) and νh(R+ + ipi) are indeed close, in the total variation sense, to being
independently and uniformly drawn from Unif([qj , qj + e
γ(−r+K)/2]) for j = 1, 2. Finally, using
(5.27), this proves Proposition 5.1 when we condition on Er,K,q1,q2 ∩ E′r,β and send first r → ∞
then β →∞ and finally ε→ 0 in that order (sending ε→ 0 guarantees that limr→∞ qj(r) = 12 for
j = 1, 2). By (5.12) the same holds when we only condition on Er,K,q1,q2 .
5.2 h resembles a quantum disk given Er,K,q1,q2 and (h|R, νh(R+), νh(R+ + ipi))
In this section, we prove that when we condition on Er,K,q1,q2 and on a typical realization of
(h|R, νh(R+), νh(R+ + ipi)), the field looks like a quantum disk.
Proposition 5.6. Assume the notation and setup of Proposition 5.1. Suppose we condition on
Er,K,q1(r),q2(r). Then the conditional law of h becomes close to the law of the field of a (
1
2 ,
1
2)-
length quantum disk as r → ∞, and moreover with high probability (w.r.t. the realization of
(h|R, νh(R+), νh(R+ + ipi))) the same holds if we further condition on (h|R, νh(R+), νh(R+ + ipi)).
We state this more precisely. There exist functions q1(r), q2(r) satisfying limr→∞ q1(r) =
limr→∞ q2(r) = 12 , so that for any small δ > 0 and large N > 0, for sufficiently large r the following
two laws have total variation distance at most δ:
• Let σh ∈ R+ be chosen so that νh([σh,+∞) × {0, pi}) = 12 and consider the law of the field
h(·+ σh)|S+−N conditioned on Er,K,q1(r),q2(r);
• Let ψ be the field of a (12 , 12)-length quantum disk and let σψ ∈ R be chosen so that
νψ([σ
ψ,+∞)× {0, pi}) = 12 , and consider the law of the field ψ(·+ σψ)|S+−N .
Moreover, with conditional probability at least 1−δ given Er,K,q1(r),q2(r), the triple (h|R, νh(R+), νh(R++
ipi)) is such that, if we further condition on (h|R, νh(R+), νh(R+ + ipi)) in the first law, then the
above two laws are within δ in total variation distance.
As before, for notational convenience we will often write q1, q2 as shorthand for q1(r), q2(r).
Here is a quick explanation for why this proposition should hold. Conditioning h only on
E′r,β (defined in (5.4)), the fields h|R and h|S++τ−β are almost independent, simply because their
respective domains are far apart in Euclidean distance. Since h|R has a very small effect on the
lengths νh(R+) and νh(R+ + ipi), we expect that even if we condition on {νh(R+), νh(R+ + ipi) ≈ 12},
the field h|S++τ−β is almost independent of h|R.
Next, by Lemma 5.2 the field h(·+τ−β)|S+ conditioned on E′r,β has the same law as ψ(·+τψ−β)|S+ ,
where ψ is the field of a quantum disk conditioned on E′β (defined in (2.5)). For β large, the lengths
νh([0, τ−β] × {0, pi}) and ψ((−∞, τψ−β] × {0, pi}) are small with high probability, so the law of
h(·+ τ−β)|S+ conditioned on {νh(R+), νh(R+ + ipi) ≈ 12} is close to the law of ψ|S+ conditioned on
{νψ(R) = νψ(R+ ipi) = 12}. This concludes our brief explanation of the above proposition. Again,
this explanation is only a sketch, but is morally correct, and will be fully fleshed out in this section.
Arguments in a similar flavor as in the previous section give upper and lower bounds on various
conditional densities (Lemmas 5.7 and 5.8), which combined yield Proposition 5.6.
Once again, we expect that this proposition should hold if we make for all r the choice q1 = q2 =
1
2 ,
but it seems simpler to avoid proving it for this specific choice.
Now, we prove a couple of lemmas in order to prove Proposition 5.6. The proof of the first lemma
uses the notation and intermediate steps of Lemma 5.4. Recall that Lβ,a,bdisk is the regular conditional
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law of (Xψ, fψ) conditioned on E′β ∩ {νψ(R) = a, νψ(R + ipi) = b} in the decomposition (2.6).
Observe that the field Φ := ψ(·+ τψ−β)|S+ is a function of (Xψ, fψ), so with an abuse of notation,
we also write Lβ,a,bdisk to mean the law of Φ conditioned on E′β ∩ {(νψ(R), νψ(R + ipi)) = (a, b)}.
Analogously, if ϕ is a field on R with mean zero on [0, ipi], then we let Lβ,r,ϕ,a,bGFF denote the law of
h(·+ τψ−β)|S+ conditioned on E′r,β ∩ {(h|R, νh(R+), νh(R+ + ipi)) = (ϕ− r, a, b)}.
In order to prove Proposition 5.6, we need to show that for “most” realizations of the independent
triple (φ, V1, V2) (with φ as in (5.3), and Vj uniform in [qj , qj+exp(γ(−r+K)/2)]), the laws Lβ,r,φ,V1,V2GFF
and Lβ,V1,V2disk are close in total variation. To that end, using Lemmas 5.7 and 5.8 we will lower bound
dLβ,r,φ,V1,V2GFF
dLβ,V1,V2disk
(Φ) for most (φ, V1, V2),Φ.
Lemma 5.7 (Lower bound on
dLβ,r,ϕ,y1,y2GFF
dLβ,y1,y2disk
for most Φ). Let ϕ be a fixed distribution on the rectangle
R = [0, S] × [0, pi] having mean zero on the vertical segment [0, ipi]. For all y1, y2 ∈
[
1
2 , 1
]
, with
probability 1− e1 over the realization of Φ ∼ Lβ,y1,y2disk , we have the inequality
dLβ,r,ϕ,y1,y2GFF
dLβ,y1,y2disk
(Φ) ≥ (1− e1) d
β
disk(y1, y2)
dβ,rGFF(y1, y2
∣∣ ϕ) . (5.32)
Here, the error e1 = e1(ϕ, r, β) satisfies for each fixed ϕ, β the limit limr→∞ e1 = 0.
Proof. First, recall the setup and steps of Lemma 5.4. Let Lβdisk denote the law of ψ(·+ τψ−β)|S+
conditioned on E′β , and Lβ,r,ϕGFF the law of h(·+ τh−β)|S+ conditioned on E′r,β ∩ {h|R = ϕ− r}. Using
Bayes’ rule, we have
dLβ,r,ϕ,y1,y2GFF
dLβ,y1,y2disk
(Φ) =
dβ,rGFF
(
y1, y2
∣∣ ϕ,Φ)
dβdisk
(
y1, y2
∣∣ Φ) · dL
β,r,ϕ
GFF
dLβdisk
(Φ) · d
β
disk(y1, y2)
dβ,rGFF(y1, y2
∣∣ ϕ) , (5.33)
where here dβ,rGFF
(·, · ∣∣ ϕ,Φ) is the density of (νh(R+), νh(R+ + ipi)) conditioned on {h|R = ϕ −
r} ∩
{
h(·+ τh−β)|S+ = Φ
}
, and dβdisk(·, ·
∣∣ Φ) is the density of (νψ(R), νψ(R + ipi)) conditioned on
{ψ(·+ τψ−β) = Φ}. Recall that these regular conditional probability densities can be defined by the
Markov property of the GFF.
We will lower bound two of the terms on the right of (5.33) to get (5.32). Recall that, in the
proof of Lemma 5.4, we coupled a GFF h conditioned on E′r,β with a quantum disk (S, ψ,−∞,+∞)
conditioned on E′β , so that the event Ar,δ′ defined as in (5.9) and (5.10) occurs with probability 1−δ′
for r sufficiently large. Since ψ(·+τψ−β)|S+ and h(·+τh−β)|S+ only depend on (Xψ(·+τψ−r/2)|R+ , fψ(·+
τψ−r/2)|S+) and (Xh(·+ τh−r/2)|R+ , fh(·+ τh−r/2)|S+) respectively, this means that when Ar,δ′ holds
we have Φ = ψ(·+ τψ−β)|S+ = h(·+ τh−β)|S+ .
First term: We will show that for all y1, y2 ∈
[
1
2 , 1
]
, with probability 1− or(1) over the realization
of Φ ∼ Lβ,y1,y2disk , we have the inequality
dβ,rGFF(y1, y2
∣∣ ϕ,Φ) ≥ (1− or(1))dβdisk(y1, y2 ∣∣ Φ). (5.34)
Here the or(1) terms are uniform in y1, y2. Pick any δ > 0, and recall that B
1, . . . , BN is a finite
collection of balls covering [1/2, 1]2 such that for any ball Bj and any pair of points (y1, y2), (y
′
1, y
′
2) ∈
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Bj , the total variation distance between Lβ,y1,y2disk and L
β,y′1,y
′
2
disk is at most δ. For sufficiently small
δ′ > 0 and sufficiently large r we have (5.11) for all balls Bj . For each j, an application of Markov’s
inequality to (5.11) shows that, with probability 1−√δ over the realization of Φ conditioned on
{(νψ(R), νψ(R+ ipi)) ∈ Bj}, we have
P
[
Ar,δ′ | (νψ(R), νψ(R+ ipi)) ∈ Bj , ψ(·+ τψ−β)|S+ = Φ
]
≥ 1−
√
δ. (5.35)
Recall that on Ar,δ′ , we have h(· + τh−β)|S+ = Φ. For any (y1, y2) ∈ Bj , since the total variation
distance between Φ ∼ Lβ,y1,y2disk and Φ conditioned on {(νψ(R), νψ(R + ipi)) ∈ Bj} is at most δ,
by integrating (5.10) over Ar,δ′ we see that with probability 1 − δ −
√
δ over the realization of
Φ ∼ Lβ,y1,y2disk , we have
dβ,rGFF
(
y1, y2
∣∣ ϕ,Φ) ≥ (1− δ −√δ)dβdisk(y1, y2 ∣∣ Φ)− δ.
(This above step is essentially the same as the rest of the proof of Lemma 5.4 after (5.11), with (5.35)
in this argument playing the role of (5.11).) Since the law of the random variable dβdisk
(
y1, y2
∣∣ Φ)
(with Φ ∼ Lβ,y1,y2disk ) does not depend on δ, with high probability we can absorb the additive term −δ
in the RHS to obtain (5.34).
Second term: We claim that for all y1, y2 ∈
[
1
2 , 1
]
, we have
dLβ,r,ϕGFF
dLβdisk
(Φ) ≥ 1− or(1) with probability 1− or(1) over Φ ∼ Lβ,y1,y2disk . (5.36)
Here the or(1) error is uniform for y1, y2 ∈ [12 , 1]. Consider first Φ ∼ Lβdisk. In the above coupling
of ψ conditioned on E′β and h conditioned on E
′
r,β ∩ {h|R = ϕ− r}, with probability 1− or(1) the
coupling holds, so Φ = ψ(·+ τψ−β)|S+ = h(·+ τh−β)|S+ with probability 1− or(1). If we define for
fixed δ′ the event on the coupled probability space
A˜r,δ′ = {coupling holds} ∩
{
dLβ,r,ϕGFF
dLβdisk
(Φ) ≥ 1− δ′
}
,
then for sufficiently large r we have
P[A˜r,δ′ ] ≥ 1− δ′. (5.37)
Note that in the above, since we condition ψ on E′β , the field Φ has the law Lβdisk. The argument of
Step 2 of Lemma 5.4 (replacing Ar,δ′ with A˜r,δ′) lets us extend this to get (5.36).
Using the lower bounds of the first and second term in (5.33), we are done.
Lemma 5.8 (Upper bound on dβ,rGFF(V1, V2 | φ) for most (φ, V1, V2)). Fix ε > 0. Choose q1, q2 as in
Lemma 5.5. Let φ, V1, V2 be independent random variables with φ defined in (5.3), and Vj uniformly
chosen from [qj , qj + exp(γ(−r +K)/2)] for j = 1, 2. Then for sufficiently large r, with probability
1− oβ(1) we have
dβ,rGFF(V1, V2
∣∣ φ) ≤ (1 + oβ(1))dβdisk(V1, V2). (5.38)
Proof. Pick any δ > 0. Then for any sufficiently large β and any r > r0(β), we have, with probability
1− δ over the realization of φ, that the following both hold:
E
[
dβ,rGFF(V1, V2 | φ)
∣∣ φ] ≤ (1 + δ2)dβdisk(q1, q2),
dβ,rGFF(y1, y2 | φ) ≥ (1− δ2)dβdisk(q1, q2) for all yj ∈ [qj , qj + exp(γ(−r +K)/2)], ∀j ∈ {1, 2}.
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The first follows by rephrasing (5.31), and the second from (5.24) together with the uniform
continuity of dβdisk(·, ·) on [1/2, 1]2. Fix any realization of φ for which these inequalities both hold,
and consider the random variable dβ,rGFF(V1, V2 | φ)− (1− δ2)dβdisk(q1, q2) (where the randomness is
due to Vj ∼ [qj , qj + exp(γ(−r +K)/2)]). By the second inequality this is a.s. nonnegative, and by
the first inequality its expectation is at most 2δ2dβdisk(q1, q2). By Markov’s inequality, for any fixed
realization of φ for which the above inequalities both hold, we have with probability 1− δ over the
realization of V1, V2 that
dβ,rGFF(V1, V2 | φ)− (1− δ2)dβdisk(q1, q2) ≤ 2δdβdisk(q1, q2).
Since δ is arbitrary, this yields (5.38).
Finally, we turn to the proof of Proposition 5.6.
Proof of Proposition 5.6. We first fix ε > 0 and pick q1, q2 ∈
[
1
2 ,
1
2 + ε
]
via Lemma 5.5. Let
(ψ,S,−∞,+∞) be a quantum disk. Let (φ, V1, V2) be a mutually independent triple with φ as in
(5.3), and Vj ∼ Unif[qj , qj + exp(γ(−r +K)/2)] for j = 1, 2. First, we prove that for r sufficiently
large, with probability 1− oβ(1) over the realization of (φ, V1, V2) we have
dTV
(
h(·+ τh−β)|S+ conditioned on Er,K,q1,q2 ∩ E′r,β ∩ {(h|R, νh(R+), νh(R+ + ipi)) = (φ− r, V1, V2)},
ψ(·+ τψ−β)|S+ conditioned on E′β ∩ {(νψ(R), νψ(R+ ipi)) = (V1, V2)}
)
= oβ(1).
(5.39)
To see why this holds, we lower bound the Radon-Nikodym derivative dLβ,r,φ,V1,V2GFF /dLβ,V1,V2disk (Φ).
For sufficiently large r (how large depends on β), the error e1(φ, r, β) of Lemma 5.7 will be small
with high probability over the realization φ. Thus, plugging (ϕ, y1, y2) = (φ, V1, V2) into (5.32) of
Lemma 5.7, and using Lemma 5.8 to lower bound the RHS of (5.32) with high probability, we get
that for r sufficiently large, with probability 1− oβ(1) over the realization of (φ, V1, V2) we have
dLβ,r,φ,V1,V2GFF
dLβ,V1,V2disk
(Φ) ≥ 1− oβ(1) with probability 1− oβ(1) over Φ ∼ dLβ,V1,V2disk .
This implies (5.39).
Next, we convert (5.39) to a corresponding statement (5.42) about the fields h(·+ σh)|S+−N and
ψ(·+ σψ)|S+−N . For r sufficiently large in terms of β, from (5.14) we have
P[τh−β < σ −N | E′r,β ∩ Er,K,q1,q2 ] = 1− oβ(1).
Write Pr,ϕ,y1,y2GFF to denote the regular conditional law of h conditioned on {(h|R, νh(R+), νh(R+ +
ipi)) = (ϕ − r, y1, y2)}. Using this equation with (5.12) and Markov’s inequality, and the fact
that conditioned on Er,K,q1,q2 the triple (h|R, νh(R+), νh(R+ + ipi)) is close in total variation to
(φ− r, V1, V2) (Proposition 5.1), we know that for r sufficiently large, with probability 1− oβ(1) over
the realization of φ, V1, V2, we have
P
r,φ,V1,V2
GFF [E
′
r,β ∩ {τh−β < σh −N}] = 1− oβ(1). (5.40)
We can show a similar statement for the quantum disk by using Proposition 2.13 in place of (5.12).
Namely, writing Py1,y2disk for the law of a quantum disk field ψ conditioned on {(νψ(R), νψ(R+ ipi)) =
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(y1, y2)}, using Corollary 2.14 we see that, for r sufficiently large in terms of β, a.s. over the
realization of V1, V2 we have
P
V1,V2
disk [E
′
β ∩ {τψ−β < σψ −N}] = 1− oβ(1). (5.41)
On the event E′r,β ∩ {τh−β < σh −N}, the field h(·+ σh)|S+−N is a function of h(·+ τh−β)|S+ ; the
corresponding statement holds for ψ also. Using (5.40) and (5.41) with (5.39), we conclude that for
r sufficiently large, with probability 1− oβ(1) over the realization of (φ, V1, V2) we have
dTV
(
h(·+ σh)|S+−N conditioned on {(h|R, νh(R+), νh(R+ + ipi)) = (φ− r, V1, V2)},
ψ(·+ σψ)|S+−N conditioned on {(νψ(R), νψ(R+ ipi)) = (V1, V2)}
)
= oβ(1).
(5.42)
Finally, we prove Proposition 5.6 by sending r → ∞, β → ∞, ε → 0 in that order. By
Corollary 2.14, if we let ψ be the field of a quantum disk, then for ε > 0 sufficiently small we have
for all y1, y2 ∈
[
1
2 ,
1
2 + 2ε
]
that
dTV
(
ψ(·+ σψ)|S+−N conditioned on {(νψ(R), νψ(R+ ipi)) = (y1, y2)},
ψ(·+ σψ)|S+−N conditioned on {(νψ(R), νψ(R+ ipi)) = (
1
2
,
1
2
)}
)
<
δ
3
.
Next, pick β large in terms of ε, and r large in terms of β and ε so that the error of (5.42) is less
than δ3 , and the total variation distance between (h|R, νh(R+), νh(R+ + ipi)) and (φ− r, V1, V2) is
less than δ3 (Proposition 5.1). Since q1, q2 ∈ [12 , 12 + ε], we are done.
6 Unit boundary quantum disk as a mating of trees
In this section, we build on the results of the previous sections to prove Theorem 1.1. Throughout
this section h will denote a distribution defined on the whole strip S, rather than just on S+ as in
the previous section.
Our approach is as follows. We sample a counterclockwise space-filling SLEκ′ curve η
′ from −∞
to −∞ on an independent γ-quantum wedge (S, h,+∞,−∞). Theorem 1.3 describes the boundary
length process for η′ on the γ-quantum wedge, and using this description we restrict our attention
to the curve-decorated surface D∗ = (η′([0, T ]), h, η′), where here η′ explores approximately 1 unit
of quantum boundary length in the time interval [0, T ]. Doing some careful conditioning on D∗, we
show firstly that D∗ converges in some sense to a unit boundary quantum disk decorated by an
independent counterclockwise SLEκ′ by Proposition 5.6, and secondly that the boundary length
process of D∗ converges to the appropriate excursion in R2+ by Proposition 4.2. This yields Theorem
1.1.
In the first two sections we focus on the case γ ∈ (0,√2], because of the simpler topology in
this regime. In Section 6.1, we provide a decomposition of a curve-decorated γ-quantum wedge into
three curve-decorated quantum surfaces D∗,W∗1 ,W∗2 , and describe the boundary length processes
of the curves in these surfaces. We also define an event Fr,C , which roughly corresponds to the
boundary length process of D∗ being close to a Brownian excursion of displacement 1. Intuitively
speaking, the event Er,K,q1,q2 of Proposition 5.1 corresponds to finding a “bottleneck” in the field
description of the quantum wedge, and Fr,C a bottleneck in the boundary-length description of the
curve-decorated quantum wedge.
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In Section 6.2, we show that P[Fr,C | Er,K,q1,q2 ] > 0 uniformly in r, and P[Er,K,q1,q2 | Fr,C ] ≈ 1
for large C,K (with Er,K,q1,q2 defined in Proposition 5.1), so if we want to condition on Fr,C , we
can instead condition on Fr,C ∩ Er,K,q1,q2 .
In Section 6.3, we explain the modifications that we need to make to obtain the results of
Sections 6.1 and 6.2 in the regime γ ∈ (√2, 2). Essentially the same arguments apply, but one needs
to be careful about the topology of the surfaces.
Finally, in Section 6.4, we complete the proof of Theorem 1.1 by first conditioning on Er,K,q1,q2 ,
then applying Propositions 5.1 and 5.6 to show that even after further conditioning on Fr,C , the
quantum surface D∗ still resembles a quantum disk.
6.1 Decomposing a γ-quantum wedge for γ ∈ (0,√2]
In this section, we focus on the case γ ∈ (0,√2]. In this setting, for a space-filling SLEκ′ η′ and
an interval of time I, the region η′(I) is almost surely simply connected. We will state our results
for all γ ∈ (0, 2), bur only prove them for γ ∈ (0,√2]. The proofs for γ ∈ (√2, 2) are deferred to
Section 6.3.
In this section we sample a γ-quantum wedge decorated by an independent counterclockwise
space-filling SLEκ′ , and use the boundary-length process of the curve to decompose the wedge
into three curve-decorated quantum surfaces D∗,W∗1 ,W∗2 . We also show that the boundary length
process of the curve in D∗ is close to a Brownian excursion in the cone R+ ×R+.
Sample a γ-quantum wedge (S, h,+∞,−∞) so that neighborhoods of +∞ (resp. −∞) are finite
(resp. infinite), i.e., as x→ +∞ (resp. −∞) the vertical field averages of h on [x, x+ ipi] tend to
−∞ (resp. ∞). Throughout this section, we define for t ∈ R the stopping time
τt = inf
x∈R
{average of h on [x, x+ ipi] equals t}. (6.1)
We emphasize that our definition of τt here is different from the definition of τt in Section 5. This is
because in this section, we analyze the field h on the whole strip S, so for a > −r we have τa < τ−r.
Let q1 = q1(r) and q2 = q2(r) be the functions in Proposition 5.1, so limr→∞ q1(r) =
limr→∞ q2(r) = 12 . For notational simplicity we will usually write q1, q2, leaving their dependence
on r implicit. Let x1 ∈ R and x2 ∈ R+ ipi satisfy
νh([x1,+∞)) = q1, νh([x2,+∞)) = q2.
Independently sample a counterclockwise space-filling SLEκ′ η
′ from −∞ to −∞, parametrized
by quantum area as in Theorem 1.3, and with time recentered so that η′ hits x1 at time 0. Let
T > 0 be the time that η′ hits x2. Define
U = η′([0, T ]), U1 = η′((−∞, 0]), U2 = η′([T,+∞)),
and name the intersection point p = U ∩U1 ∩U2. Note that in the regime γ ∈ (0,
√
2], almost surely
these three domains are simply connected. Define the curve-decorated quantum surfaces
D∗ := (U, h, η′, x1, p, x2), W∗1 := (U1, h, η′, x1,−∞), W∗2 := (U2, h, η′, x2,−∞). (6.2)
Note that W∗1 and W∗2 each comes with two marked points: one marked point with neighborhoods
of finite quantum area, and one with neighborhoods of infinite quantum area. The curve-decorated
quantum surface D∗ comes with three marked points. See Figure 6 for an illustration of this setup.
By [She16a, Proposition 1.7], the quantum surface (S, h, x1,−∞) is a γ-quantum wedge. Let
(Lt, Rt)t∈R be the boundary length process of η′ on this γ-quantum wedge, and WLOG fix additive
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U1 = η
′((−∞, 0])
U = η′([0, T ])
U2 = η
′([T,+∞))
x1 = η
′(0)
x2 = η
′(T )
l1
l2
p
q1
q2
Figure 6: Let γ ∈ (0,√2]. By drawing an independent counterclockwise SLEκ′ on top of a γ-wedge
(S, h,+∞,−∞), we can decompose the curve-decorated γ-wedge into three curve-decorated surfaces
D∗,W∗1 ,W∗2 parametrized by the regions U,U1, U2 respectively.
constants so that L0 = R0 = 0. Using Theorem 1.3, we can derive descriptions of the boundary length
processes of η′ in each of D∗,W∗1 ,W∗2 . In each of these descriptions, (L,R)I is a two-dimensional
Brownian motion defined on some time interval I with covariances given by (1.3), and possibly with
some conditioning.
• InD∗, the boundary length process (Lt, Rt)0≤t≤T of η′ is Brownian motion started at (L0, R0) =
(0, 0) and stopped the first time T > 0 that RT = −q1 − q2.
• In W∗1 , the boundary length process (Lt, Rt)t≤0 is the restriction of the boundary length
process of Theorem 1.3 to (−∞, 0].
• In W∗2 , the boundary length process (Lt, Rt)t≥T starts at some random point (LT ,−q1 − q2),
and evolves as a Brownian motion. Note however that we only care about (Lt, Rt)t≥T modulo
additive constants, so it does not matter what the initial value LT is. Moreover, we only care
about (Lt, Rt)t≥T modulo translation of the time interval, so it also does not matter that we
start at time T .
[DMS14, Section 9] shows that for space-filling SLEκ′ on a γ-quantum cone, the left/right
boundary length process restricted to [a, b], viewed modulo additive constant, determines the
curve-decorated quantum surface parametrized by [a, b]. By this and local absolute continuity, it
follows that each of the above three boundary length processes a.s. determines the corresponding
curve-decorated quantum surface. Furthermore, these three boundary length processes (modulo
additive constant and translation of time interval) are mutually independent by the strong Markov
property. We conclude that the curve-decorated surfaces D∗,W∗1 ,W∗2 are mutually independent.
By Theorem 3.3, each of the quantum surfaces (Uj , h, xj ,−∞) is a quantum wedge (with an
appropriate value of α). In particular, the scaling property of the quantum wedge and the scale
invariance of the law of η′ implies that for any c > 0, W∗j + c := (Uj , h + c, η′, xj ,−∞) (with η′
re-parametrized by µh+c-mass) has the same law asW∗j , viewed as curve-decorated quantum surfaces.
This scaling property is also easy to see via the above descriptions of the boundary length processes
— adding c to the field increases the quantum area measure by a factor of eγc and the boundary
length measure by eγc/2, inducing a Brownian rescaling of the space and time parameterizations of
(Lt, Rt).
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Let l1 = νh(U ∩ U1) and l2 = νh(U ∩ U2). If we write (Lt, Rt)0≤t≤T for the boundary length
processes of η′ in D, then we have
l1 = L0 − inf
t∈[0,T ]
Lt, l2 = LT − inf
t∈[0,T ]
Lt. (6.3)
Thus, l1, l2 are measurable with respect to the σ-algebra σ(D∗).
Define for C > 0 the event
Fr,C =
{
l1 < e
−γ(−r+C)/2, l2 − l1 ∈ [1, 2] · e−γ(−r+C)/2
}
,
L = conditional law of the pair (h, η′) given Fr,C . (6.4)
Since Fr,C is measurable with respect to σ(D∗), and D∗ is independent of (W∗1 ,W∗2 ), we conclude that
the L-law of (W∗1 ,W∗2 ) is the same as in the unconditioned setting, and that under L the decorated
quantum surfaces D∗,W∗1 ,W∗2 are still mutually independent. With slight abuse of notation, we
will also say that (D∗,W∗1 ,W∗2 ) are drawn from L.
The goal of this section is to show that, roughly speaking, if we sample (h, η′) ∼ L and send
r → ∞, then the curve-decorated quantum surface D∗ converges in a suitable sense to a (12 , 12)-
quantum disk decorated by an independent counterclockwise SLEκ′ . Since we already understand
well the boundary length process of D∗, this will allow us to derive the boundary length process
for the (12 ,
1
2)-quantum disk decorated by independent counterclockwise SLEκ′ . Finally, since the
(12 ,
1
2)-quantum disk is just a unit boundary length quantum disk with a pair of antipodal points
chosen from boundary measure, we deduce the law of the boundary length process for the unit
boundary length quantum disk decorated by an independent counterclockwise SLEκ′ starting and
ending at a uniformly chosen boundary point. The reason for working with a (12 ,
1
2)-quantum disk
first is that a quantum disk with two marked points is easier to relate to a γ-quantum wedge, since
we can compare the two boundary arcs of a doubly-marked quantum disk to the left and right
boundary rays of a quantum wedge.
We first show that, in a suitable sense, the boundary length process in D∗ when we condition on
Fr,C converges as r →∞ to the cone excursion of Theorem 1.1.
Lemma 6.1. For γ ∈ (0, 2), consider the law of the boundary length process (Lt, Rt)[0,T ] in D∗,
conditioned on Fr,C . Since the boundary length process is only defined modulo translation, we may
change our parametrization so that (L0, R0) = (0, q1 + q2), and the process stops at the first time T
that RT = 0. As r →∞, the law of (Lt, Rt)[0,T ] converges to that of a sheared normalized boundary-
to-boundary Brownian excursion with covariance (1.3) in the cone R+ ×R+ from (L0, R0) = (0, 1)
to the origin (0, 0). This excursion process is defined in Definition 4.1, and the convergence is with
respect to the Prokhorov metric corresponding to (4.1).
Proof for γ ∈ (0,√2]. Write δ = e−γ(−r+C)/2. Recalling the definition of Fr,C and using (6.3), we
can exactly describe the law of the process (Lt, Rt). It is given by Brownian motion with covariances
(1.3) started at the point (0, q1 +q2) and conditioned to exit the cone (R+−δ)×R+ in the boundary
interval [δ, 2δ] × {0}. Observe that as we send r → ∞, we have δ → 0 and q1 + q2 → 1. By
Proposition 4.2, we are done.
6.2 Equivalence of Fr,C and Fr,C ∩ Er,K for γ ∈ (0,
√
2]
In this section, we again focus on the case γ ∈ (0,√2]. We will state our results for all γ ∈ (0, 2),
bur only prove them for γ ∈ (0,√2]. The adaptations needed for γ ∈ (√2, 2) are discussed in
Section 6.3.
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In Proposition 5.1, we defined the event Er,K,q1,q2 . In this section, we reuse the notation
(suppressing the subscripts q1(r), q2(r)) for a γ-quantum wedge (S, h,−∞,+∞):
Er,K =
{
νh(R+ + τ−r) ∈
[
q1, q1 + e
γ(−r+K)/2
]
, νh(R+ + τ−r + ipi) ∈
[
q2, q2 + e
γ(−r+K)/2
]}
.
(6.5)
The reason why this is not such a strange choice of notation is that the field h(· + τ−r)|S+ has
precisely the same law as the field described in Proposition 5.1.
In this subsection, we show that for any C,K we have P[Fr,C | Er,K ] > 0 uniformly in r
(Proposition 6.2), and furthermore, as C,K → +∞ we have P[Er,K | Fr,C ] → 1 uniformly in r
(Proposition 6.3). As such, if we want to understand the conditional law of h given Fr,C , we can
instead condition on Er,K ∩ Fr,C .
Proposition 6.2. Let γ ∈ (0, 2), and consider the above setup. For each fixed choice of C,K > 1,
there exists some p = p(C,K) > 0 such that for all sufficiently large r, we have
P [Fr,C | Er,K ] ≥ p. (6.6)
Proof for γ ∈ (0,√2]. Pick any rectangle R = [0, S]× [0, pi] ⊂ S+, and let φ be the distribution on R
defined in (5.3). Let d1, d2 be independent samples from Unif([0, e
γK/2]), and independently sample
a counterclockwise space-filling SLE η′ in S from −∞ to −∞ with arbitrary time-parametrization.
Then the following event A occurs with positive probability:
There exist y1 ∈ [0, S] and y2 ∈ [ipi, ipi+S] such that νφ([0, y1]) = d1 and νφ([ipi, y2]) = d2.
Let V1 be the region filled by η
′ before hitting y1, V2 the region filled by η′ after hitting
y2, and V the region filled by η
′ between hitting y1 and y2. The interfaces V ∩ V1 and
V ∩ V2 lie in R.
On A, analogously to Fr,C , define the event
F =
{
νφ(V ∩ V1) < e−γC/2, νφ(V ∩ V2)− νφ(V ∩ V1) ∈ [1, 2] · e−γC/2
}
.
Let p˜ = P[F ∩A]. Clearly p˜ > 0. We claim that choosing p = 12 p˜ works.
Without loss of generality we can recenter the field h so that τ−r = 0. For r sufficiently large,
we have by Proposition 5.1 that the triple (h|R, νh(R+), νh(R+ + ipi)) conditioned on Er,K is within
1
2 p˜ in total variation of the triple (φ|R − r, q1 + e−γr/2d1, q2 + e−γr/2d2), so we may couple them,
and decorate them by the same space-filling curve η′. On the event A ∩ {coupling holds}, we have
xj = yj for j = 1, 2, and (U,U1, U2) = (V, V1, V2). Thus, in the coupled probability space we have
Fr,C ∩A ∩ {coupling holds} = F ∩A ∩ {coupling holds}, so
P[Fr,C | Er,K ] ≥ P[F ∩A ∩ {coupling holds}] ≥ 1
2
p˜.
Proposition 6.3. Let γ ∈ (0, 2), and consider the above setup, with Er,K defined as in (6.5). Then
for each δ > 0 we can find some C0 = C0(δ) > 0 such that for all C ≥ C0, there exists K0 = K0(δ, C)
such that for all K ≥ K0 and r > 0 we have
P[Er,K | Fr,C ] ≥ 1− δ. (6.7)
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We sketch why this is true. Condition on Fr,C . Firstly, even though D∗ is conditioned on
a very rare event, the surfaces W1 and W2 are still (wedges) independent of D∗, so they should
behave in a fairly regular way; as a result, since the boundary lengths l1, l2 along W1,W2 are small
( 2γ log lj ≈ −r − C  −r), we expect the field averages inside W1,W2 to also be small. Thus we
expect [τ−r, τ−r + ipi] to lie to the left of U . Secondly, since the field average near τ−r is close to −r,
and the surfaceW1 behaves in a fairly regular way, we expect that with high probability the remaining
boundary length of W1 from τ−r to its marked point x1 should be within a constant factor of e−γr/2.
Similarly we expect νh([τ−r + ipi, x2]) to be within a constant factor of e−γr/2. By the definitions
of x1, x2, we conclude that with high probability νh(R+ + τ−r) ∈ [q1, q1 + exp(γ(−r +K)/2)] and
νh(R+ + τ−r + ipi) ∈ [q2, q2 + exp(γ(−r +K)/2)], completing our proof sketch of Proposition 6.3.
We devote the rest of this section to actually proving Proposition 6.3 in the case γ ∈ (0,√2].
We will need the following auxiliary random curve-decorated surface. Sample a γ-quantum
wedge (S, h˜,+∞,−∞) together with an independent counterclockwise space-filling SLE η˜′. Similar
to before, let x˜1 ∈ R and x˜2 ∈ R+ ipi be the unique points satisfying νh˜(R+ +x1) = νh˜(R+ +x2) = 1
(the exact values of these lengths are unimportant). Define the left-to-right stopping times τ˜s for
s ∈ R, the regions U˜ , U˜1, U˜2, and the curve-decorated quantum surfaces D˜∗, W˜∗1 , W˜∗2 as above with
(h˜, η˜′) in place of (h, η′). Once again, these three quantum surfaces are mutually independent. Define
as before l˜j = νh˜(U˜ ∩ U˜j) for j = 1, 2, and
F˜ =
{
l˜1
l˜2
∈
[
1
2
,
3
4
]
, l˜2 ∈
[
1
2
, 1
]}
,
L˜ = conditional law of (h˜, η˜′) given F˜ . (6.8)
Note that F˜ ∈ σ(D˜∗), so as before, under the law L˜ the quantum surfaces D˜∗, W˜∗1 , W˜∗2 are still
mutually independent, and the marginal laws of W˜∗1 , W˜∗2 are the same as their unconditional marginal
laws, i.e. the respective wedges arising in Theorem 3.3.
We will need the following technical lemma in our proof of Proposition 6.3.
Lemma 6.4. Fix a, b > 0 and let Φ1a,b be the set of smooth functions supported in the rectangle
[0, a]× [0, pi] with φ ≥ 0, ∫ φ(x) dx = 1, and ‖φ′‖∞ ≤ b. For s, x ≥ 0, let
Ms(h˜) = sup
φ∈Φ1a,b
(h˜, φ(·+ τ˜s)), mx(h˜) = inf
φ∈Φ1a,b
(h˜, φ(·+ τ˜x)).
Then for an unconditioned γ-quantum wedge (S, h˜), we have
P[Ms(h˜)− s ≤ k]→ 1 as k → +∞ uniformly in s > 0,
P[mx(h˜)− x ≥ −k]→ 1 as k → +∞ uniformly in x > 0.
Moreover, the same holds for (h˜, η˜′) sampled from from L˜.
Proof. The lemma holds for the unconditioned γ-quantum wedge because Ms(h˜)− s and mx(h˜)− x
have distributions independent of s, x, and are almost surely finite. For details see the discussion
in the paragraph just after [DMS14, Proposition 9.19]. Since P[F˜ ] > 0, the same is true for (h˜, η˜′)
sampled from L˜.
The proof of Proposition 6.3 is long and technical. As such, we present here a proof sketch to
convey the main ideas (on a first read one might elect to read just the sketch). The proof follows
four steps:
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1. First we couple (h, η′) ∼ L with (h˜, η˜′) ∼ L˜ in such a way that for some random c ≈ −r − C,
we have W˜∗j + c = W∗j as curve-decorated quantum surfaces for j = 1, 2. Here and below,
W˜∗j + c means the quantum surface obtained by adding c to the field associated with W˜∗j .
2. As in Figure 7, if we let V be the domain U1 ∪ U2 with a small slit in it, then the quantum
surfaces (V, h) and (U˜1 ∪ U˜2, h˜+ c) are equivalent.
3. Heuristically, since (W1,W2) are independent of D, and 2γ log νh((U1 ∪ U2) ∩ U) ≈ −r − C,
we expect the field averages of h just to the left of U to be close to −r − C. In particular,
it should be true that with high probability that the vertical line [τ−r, τ−r + ipi] lies to the
left of U . To show this, we prove analogous statements on (S, h˜), then transfer them to our
setting (S, h) using the distortion estimate Lemma 2.17.
4. Likewise, by first working with (S, h˜) and then transferring our results to (S, h), we can show
that the boundary length of U1 ∪ U2 to the right of [τ−r, τ−r + ipi] is at most eγ(−r+K)/2 with
high probability, and hence P[Er,K | Fr,C ] is close to 1.
Proof of Proposition 6.3 for γ ∈ (0,√2]. Step 1: Coupling (h, η′) with (h˜, η˜′).
First, we couple (D∗,W∗1 ,W∗2 ) and (D˜∗, W˜∗1 , W˜∗2 ) so that their marginal laws are L and L˜
respectively, as follows. Independently sample D∗ given Fr,C and D˜∗ given F˜ , and define the random
variables
l =
l2 l˜1 − l1 l˜2
l˜2 − l˜1
, c =
2
γ
log
l2 + l
l˜2
.
In other words, l˜ and c are the solutions to the system of equations
lj + l = e
γc/2 l˜j for j = 1, 2.
Since l1, l2, l˜1, l˜2 ∈ σ(D∗, D˜∗), it is clear that l and c are measurable with respect to σ(D∗, D˜∗).
Since we are sampling from the conditional laws L and L˜ given Fr,C and F˜ , respectively, the
definitions (6.4) and (6.8) of these events imply that a.s. l˜ ≥ 0 and for some absolute constant N
we have
|(−r − C)− c| < N almost surely.
Next, given D∗ and D˜∗, we produce a coupling of the four curve-decorated quantum surfaces W∗j
and W˜∗j for j = 1, 2. Sample W˜∗1 and W˜∗2 independently from their respective laws. For j = 1, 2,
define the quantum surfaces W∗j = W˜∗j + c for j = 1, 2. By the scale invariance property of the
quantum wedges W∗j and the independence of c from (W˜∗1 , W˜∗2 ), we see that given any realization of
D∗, D˜∗, the marginal laws of (W∗1 ,W∗2 ) and (W˜∗1 , W˜∗2 ) are exactly what we want.
This gives us a coupling of (D∗,W∗1 ,W∗2 ) and (D˜∗, W˜∗1 , W˜∗2 ) with marginal laws L, L˜. Therefore,
we can couple (h, η′) and (h˜, η˜′) so that W∗j = W˜∗j + c for j = 1, 2.
Step 2: Showing the equivalence of the quantum surfaces (U˜1 ∪ U˜2, h˜+ c) and (V, h). Let
V be the domain U1 ∪ U2 with a slit along the interface U1 ∩ U2 of quantum length l (see Figure 7,
bottom).
By definition, W˜j + c = (U˜j , h˜ + c) is equivalent as a quantum surface to Wj = (Uj , h) for
j = 1, 2. If we write v1 for the point on the right edge of W˜1 + c which is l1 + l units of quantum
length from the origin, and v2 for the point on the left edge of W˜2 + c which is l2 + l units from
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(S, h˜+ c)
U
l
l1
l2U2
U1
U˜
eγc/2l˜1
eγc/2l˜2
(S, h)
−∞
−∞
ϕ
x1
x2
p
x˜1
x˜2
U˜2
U˜1
Figure 7: In Steps 1 and 2 of the proof of Proposition 6.3, we couple (S, h) and (S, h˜) so that the
quantum surfaces parametrized by the pink regions are equivalent. Note that the bottom domain V
is slitted. The map ϕ : U˜1 ∪ U˜2 → V sends each colored point to the corresponding point of the
same color.
the origin, then (U˜1 ∪ U˜2, h˜+ c) is a conformal welding of W˜1 + c and W˜2 + c which glues the right
boundary ray of W˜1 + c from v1 to ∞ to the left boundary ray of W˜2 + c from v2 to ∞ according
to quantum length. Likewise, we observe that (V, h) is a conformal welding of W1 and W2 along
the analogously defined boundary rays. By the conformal removability of SLEκ-type curves (with
κ ∈ (0, 4)), such weldings are unique; see [DMS14, Section 3.5] for details. We conclude that the
quantum surfaces (U˜1 ∪ U˜2, h˜+ c) and (V, h) are equivalent.
Step 3: Showing that U lies to the right of [τ−r, τ−r + ipi] with high probability. We want
to show that we can choose C large enough so that with probability arbitrarily close to 1 for large
r, the region U lies to the right of the vertical line [τ−r, τ−r + ipi]. In other words, we want to show
that when C is large, then τ−r ≤ u with uniformly high probability for large r, where
u = inf{Re z : z ∈ U}. (6.9)
Let ϕ : U˜1 ∪ U˜2 → V be the conformal map establishing the equivalence of the quantum surfaces
(U˜1 ∪ U˜2, h˜ + c), (V, h), so that on U˜1 ∪ U˜2 we have h ◦ ϕ + Q log |ϕ′| = h˜ + c. See Figure 7 for a
description of ϕ. Our strategy for this step is to construct a function φR2 with support to the left of
U , and use the above change-of-domain formula with the distortion estimate Lemma 2.17 to show
that (h, φR2) is very negative with high probability. Thus some vertical field average to the left of
U is less than −r, so U lies to the right of [τ−r, τ−r + ipi] with high probability.
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Let C1, C2 be the constants in Lemma 2.17. Let a = 3C2 and let b > 1 be some large constant
to be chosen later that does not depend on h, h˜. Now, we will pick s and C > 1, as follows. We can
choose s 0 such that for h˜ ∼ L˜, we have P[τ˜s + a+ C1 < infU˜ Re z] ≈ 1. Let Ms(h˜) for s ∈ R be
as in Lemma 6.4. Since |(−r − C)− c| < N ,
P[Ms(h˜) + c < −r −Q logC2] ≥ P[Ms(h˜)− s < −N + C − s−Q logC2].
By Lemma 6.4, for C ≥ C0(s) chosen sufficiently large, we have P[Ms(h˜) + c < −r −Q logC2] ≈ 1
uniformly for all r > β.
For the rest of this step, we truncate on the intersection of the following high probability events:
τ˜s + a+ C1 < inf
U˜
Re z, (6.10)
Ms(h˜) + c < −r −Q logC2. (6.11)
Let ψ : [0, C2]× [0, pi]→ R be any function such that:
• ψ|[0,C2] is a nonnegative compactly supported bump function;
• ψ is constant on vertical lines;
• ∫[0,C2]×[0,pi] ψ(z) dz = 1.
Consider the rectangle R1 = [τ˜s, τ˜s + a]× [0, pi]. By (6.10), we see that the rectangle R1 is at least a
distance of C1 away from U˜ . Consequently, Lemma 2.17 tells us that the image ϕ(R1) ⊂ U1 ∪ U2
contains a rectangle R2 of width C2. Let φR2 be given by the composition of ψ with a horizontal
translation of the strip S such that φR2 is supported in R2, so its pullback φ = |ϕ′|2φR2 ◦ ϕ is
supported in R1. By Lemma 2.17 we can bound ‖φ′‖∞ above in terms of C1, C2, ‖ψ‖∞, ‖ψ′‖∞, and
choosing b large in terms of these constants, we get ‖φ′‖∞ < b. Thus φ ∈ Φ1a,b (with Φ1a,b defined in
Lemma 6.4), and so (6.11) tells us that (h˜+ c, φ) < −r −Q logC2. Therefore, bounding |(ϕ−1)′|
via Lemma 2.17, we get
(h, φR2) = (Q log |(ϕ−1)′|, φR2) + (h˜+ c, φ) < −r.
Since φR2 is constant on vertical lines and has integral against Lebesgue measure equal to 1, we
conclude that for some vertical line in R2 the field h has average value less than −r. Therefore
τ−r < u with probability approaching 1 as C →∞.
Step 4: Showing that νh([τ−r,+∞)) < q1+eγ(−r+K)/2 and νh([τ−r,+∞)+ipi]) < q2+eγ(−r+K)/2
with high probability for K large, uniformly for r > β. We return to the setting of Steps
1 and 2, where we have a coupling of (h, η′) and (h˜, η˜′), and we are not truncating on the events
(6.10), (6.11).
In the past, we have been exploring the field from left to right. For this step, we instead explore
the field h from right to left, stopping when we have discovered the whole domain U . More precisely,
given the realization of the space-filling curve η′ (modulo time-parametrization), we discover the
field h|S++M and decrease the value of M until we discover the points x1 and x2. Given these
points and η′, we know the value of u (where u is as in (6.9)), and discover h|S++u. We claim that
conditioned on h|S++u and η′, the conditional law of h|S−+u is given by a GFF on S− + u with
Neumann boundary conditions on R− + u and R− + u+ ipi, and Dirichlet boundary conditions on
[u, u+ ipi] specified by h|S++u, with an added linear drift in the field average. This is true because it
holds for a γ-quantum wedge field ĥ conditioned on ĥ|S++u, η′ by Lemma 2.7, and the event Fr,C is
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measurable w.r.t. the σ-algebra generated by ĥ|S++u and η′. Thus, defining the right-to-left vertical
averages of h
Yt = average of h along [u− t, u− t+ ipi],
(Yt − Y0)t≥0 evolves as Brownian motion with variance 2 and upward linear drift of (Q − γ)
independently of h|S++u and η′.
We henceforth condition on the high probability event {τ−r < u} (see Step 3), so (Yt)t≥0 is a
Brownian motion with random starting value and upward drift of (Q− γ) conditioned to take the
value −r at some point. Write
σ−r = sup{t ∈ (−∞, u) | the average of h along [t, t+ ipi] is − r}.
By the strong Markov property of Brownian motion, the law of |τ−r − σ−r| conditioned on h|S++u
and η′ is given by the law of the last hitting time of 0 of a Brownian motion started at 0 with
variance 2 and upward drift of (Q− γ). As such, we can find some absolute constant d such that
with high probability we have |τ−r − σ−r| < d.
Next, we choose x,K > 1. Since |(−r − C)− c| ≤ N , we have (with mx(h˜) as in Lemma 6.4)
P[mx(h˜) + c > −r +Q logC2] ≥ P[mx(h˜)− x > C +N − x+Q logC2],
so by Lemma 6.4, for x ≥ x0(C) we have P[mx(h˜) + c > −r + Q logC2] ≈ 1 uniformly for all r.
Choose also x > s.
Now, since |c− (−r − C)| < N a.s., we have
ν
h˜+c
([τ˜x − d− C2,+∞)× {0, pi}) < eγ(−r−C+N)/2νh˜([τ˜x − d− C2,+∞)× {0, pi}),
and so for all K ≥ K0(x, d),
P
[
ν
h˜+c
([τ˜x − d− C2,+∞)× {0, pi}) < eγ(−r+K)/2
]
≈ 1 uniformly for all r.
Thus, uniformly in r, the following three events have probability arbitrarily close to 1. We further
truncate on them:
σ−r − τ−r < d, (6.12)
mx(h˜) + c > −r +Q logC2, (6.13)
ν
h˜+c
([τ˜x − d− C2,+∞)× {0, pi}) < eγ(−r+K)/2. (6.14)
Next, we repeat what we did in Step 3. Define R′1 = [τ˜x, τ˜x +a]× [0, pi] and again let R′2 ⊂ ϕ(R′1)
be a rectangle of width C2. Using (6.13), the same argument from Step 3 shows that h has average
greater than −r on some vertical line in R′2. Note that since x > s, the rectangle R′2 lies to the left
of R2, so by the intermediate value theorem σ−r lies to the right of R′2. Therefore, (6.12) and the
distortion estimate Lemma 2.17 tell us that ϕ−1([τ−r, τ−r + ipi]) lies in S+ + τ˜x − d − C2. Hence
(6.14) implies
νh([τ−r, x1]) ≤ νh˜+c([ϕ−1(τ−r),+∞)) < eγ(−r+K)/2,
νh([τ−r + ipi, x2]) ≤ νh˜+c([ϕ−1(τ−r + ipi),+∞+ ipi)) < eγ(−r+K)/2.
As νh(R+ + x1) = q1 and νh(R+ + x2) = q2, we conclude that with high probability
νh([τ−r,+∞)) < q1 + eγ(−r+K)/2,
νh([τ−r,+∞) + ipi) < q2 + eγ(−r+K)/2.
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This concludes Step 4.
Now we finish the proof. For (h, η′) ∼ L (i.e. conditioned on Fr,C), by Step 3 we have with high
probability that [τ−r, τ−r + ipi] lies to the left of U , and hence
νh([τ−r,+∞)) > νh([xi,+∞)) = q1,
νh([τ−r,+∞) + ipi) > νh([x2,+∞+ ipi)) = q2.
Comparing this with Step 4, we conclude that P[Er,K |Fr,C ] ≈ 1, as needed. See Section 6.3 for the
regime γ ∈ (√2, 2).
6.3 Adaptations for the regime γ ∈ (√2, 2)
In this section, we adapt the methods of the previous two sections to the regime γ ∈ (√2, 2). This
regime is more complicated because the space-filling SLEκ′ bounces off of itself and boundary
segments, so when we perform the surface decomposition in Section 6.1, we get countably many
pieces (rather than three pieces). Fortunately, the difficulty is mostly psychological; most of the
arguments carry over directly. We emphasize that for this regime γ ∈ (√2, 2), Theorem 1.1 was
earlier proved in [MS15b, Theorem 2.1] by simpler methods. Regardless, we extend our proof to
this setting to provide a unified treatment of the mating of trees on a quantum disk.
Section 6.1: Decomposing a γ-quantum wedge. Define exactly as in Section 6.1 the γ-
quantum wedge (S, h,+∞,−∞), stopping time τt for the left-to-right exploration of the wedge,
lengths q1 = q1(r) and q2 = q2(r), points x1, x2, counterclockwise space-filling SLEκ′ η
′ with time
recentered so η′(0) = x1, and let T be the time η′ hits x2.
Define the regions
U = η′([0, T ]), U1 = η′((−∞, 0]), U2 = η′([T,+∞)).
See Figure 8. When we discussed γ ∈ (0,√2] earlier, each of these regions had simply connected
interior. Now, in the γ ∈ (√2, 2) regime, only U1 has simply connected interior. The interiors of
U,U2 each have countably many connected components which are totally ordered; see Remark 3.4
for details. Regardless, we can define the curve-decorated surfaces
D∗ := (U, h, η′, x1, p, x2), W∗1 := (U1, h, η′, x1,−∞), W∗2 := (U2, h, η′, x2,−∞). (6.15)
The boundary length processes in each of D∗,W∗1 ,W∗2 are precisely those described in Section 6.1,
because those processes were derived purely from working with the boundary length processes in
(S, h,+∞,−∞, η′), and this derivation involved no topological considerations. Moreover, these
surfaces can a.s. be recovered given their boundary length processes, they are mutually independent,
and scale invariant.
As before, we define l1 = νh(U ∩ U1) and l2 = νh(U ∩ U2). The curves U ∩ Uj are allowed
to bounce off of the boundary ∂S, but do not intersect themselves – see Figure 8. With these
definitions, we define the event Fr,C and the conditional law L as in (6.4). The proof of Lemma 6.1
for γ ∈ (√2, 2) is identical to that of the regime γ ∈ (0,√2], since that proof used no topological
considerations.
Section 6.2: Equivalence of Fr,C and Fr,C ∩ Er,K . All the results of this section still hold in
the regime γ ∈ (√2, 2), and most of the arguments carry over directly.
The proof of Proposition 6.2 for the case γ ∈ (√2, 2) is identical to the proof in the case
γ ∈ (0,√2].
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Figure 8: Let γ ∈ (√2, 2). By drawing an independent counterclockwise SLEκ′ on top of a γ-wedge
(S, h,+∞,−∞), we can decompose the curve-decorated γ-wedge into three curve-decorated surfaces
D∗,W∗1 ,W∗2 parametrized by the color-coded regions U,U1, U2 respectively. While U1 has simply
connected interior, the interiors of U and U2 each have countably many connected components.
Define l1 and l2 to be the quantum lengths of the red and blue interfaces respectively.
Now we turn to the proof of Proposition 6.3 in the case γ ∈ (√2, 2). The difference is that,
because of the complicated topology of the quantum surfaces W∗1 ,W∗2 , we have to slightly modify
the surface-cutting procedure in the proof of Proposition 6.3. The only modification we need to
make to the proof is in Step 2. There, we defined V to be the region U1 ∪ U2 with a slit of length
νh(slit) = l. In this case, the slitted domain comprises countably many components; let V be the
component with −∞ on its boundary. Similarly, the interior of the region U˜1 ∪ U˜2 has countably
many connected components; let V˜ be the component whose boundary contains −∞. Then the
surfaces (V˜ , h˜+ c) and (V, h) are conformal weldings of the surfaces W˜∗1 + c =W∗1 and W˜∗2 + c =W∗2
by quantum length along certain boundary rays, after discarding all connected components except
for the one containing −∞ on its boundary. By Lemma 2.4, we see that the welding interfaces are
segments of an SLEκ(ρL; ρR) process with ρL, ρR > −2. These interfaces are removable [DMS14,
Proposition 3.16], so (V˜ , h˜+ c) is equivalent to (V, h) as a quantum surface.
The other steps are the same as those in the regime γ ∈ (0,√2], so we omit them. Thus we have
proved Proposition 6.2 for γ ∈ (√2, 2).
6.4 Extra conditioning does not affect the limit law
Consider the full range γ ∈ (0, 2). The results of the previous sections tell us that, if we want
to understand the law of h conditioned on Fr,C , we can first condition on Er,K and then further
condition on Fr,C . In this section, we check that this second conditioning does not change the limit
law of h — we still get a surface close to a quantum disk.
Definition 6.5. Given a space-filling curve η′ in S and any N ∈ R, define the restriction of η′ to
S+ −N (denoted η′|S+−N) to be the curve η′|[s,t], where s is the first time that η′ enters S+ −N ,
and t is the last time that η′ exits S+ −N . Note that η′|S+−N is typically not contained in S+ −N .
Lemma 6.6. Fix N  0. Consider the setup in Sections 6.1 and 6.2, so (S, h,−∞,+∞) is a
γ-quantum wedge. Condition (h, η′) on Fr,C , and let σ ∈ R be the unique value so that νh(R+ +
σ) + νh(R+ + ipi + σ) =
1
2 . Write ĥ = h(·+ σ), η̂′ = η′ − σ.
If we first send r → ∞ and then C → ∞, the field-curve pair given by (ĥ|S+−2N , η̂′|S+−N )
converges in total variation to a field-curve pair, with field ψ given by a (12 ,
1
2)-length quantum disk
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horizontally translated so that νψ(R+) + νψ(R+ + ipi) =
1
2 and then restricted to S+ − 2N , and
curve given by the restriction to S+ −N of an independent counterclockwise SLEκ′.
Proof. By Proposition 6.3, it suffices to prove this lemma with h conditioned on Er,K ∩ Fr,C (with
K chosen sufficiently large in terms of C).
Let hIG be the imaginary geometry GFF used to construct η′ as in Section 2.2, so hIG is
independent of h. Recall Proposition 5.1, which roughly tells us the law of (h|R, x1, x2) conditional
on Er,K , where R = [τ−r, τ−r + S]× [0, pi]. Pick S large so that, when conditioned on Er,K , with
high probability the interfaces U1 ∩ U and U2 ∩ U (including their endpoints x1, x2) lie within R.
When this occurs, given the realizations of h|R, hIG|R, x1, x2, by [GMS18, Lemma 2.1] we can check
whether Fr,C holds. In other words, when we condition on E
′
r,K , with high probability Fr,C is
determined by the restrictions of h and hIG to [0, S]× [0, pi] and the realizations x1, x2 ∈ R. Thus,
by Propositions 5.6 and 6.2, when we condition on Er,K ∩ Fr,C and send r →∞, C →∞,K →∞
in that order, the field ĥ|S+−2N is close in total variation to ψ|S+−2N . Furthermore, by Proposition
2.3, conditioned on hIG|R, the field hIG restricted to S+ + σ − r/2 is close in total variation to its
unconditioned law, so by [GMS18, Lemma 2.1], the curve η′ restricted to S+ +σ−N is close in total
variation to the restriction of an independent counterclockwise SLE restricted to S+ + σ −N .
Proof of Theorem 1.1. Let N  0 be large. As in Section 6.1, sample a γ-quantum wedge
(S, h,−∞,+∞) decorated by an independent counterclockwise space-filling SLE η′ from −∞ to
−∞, and condition on Fr,C . Horizontally translate it so that νh(R+) +νh(R+ + ipi) = 12 (i.e. σ = 0).
Let (Lt, Rt)[0,T ] be the boundary length process from the time η
′ hits x1 until the time η′ hits x2,
with (L0, R0) = (0, q1 + q2). Let sN and tN be the first and last times that η
′ lies inside S+ −N .
As r →∞, C →∞, N →∞ in that order, we have sN , T − tN → 0 in probability, and hence the
dS distance between the curves (Lt, Rt)[0,T ] and (Lt, Rt)[sN ,tN ] in S converge to zero in probability.
(Recall that dS is a metric on the space of curves contained in S, defined in (4.1)).
Let (S, ψ,−∞,+∞) be a (12 , 12)-length quantum disk, decorated with an independent counter-
clockwise space-filling SLE η˜′ from −∞ to −∞, and with the field ψ horizontally translated so that
νψ(R+) + νψ(R+ + ipi) =
1
2 . Let T˜ be the duration of η˜
′ when parametrized by quantum area (so
η˜′(0) = η˜′(T˜ ) = −∞). Let the boundary length process be (L˜t, R˜t)[0,T˜ ], and define s˜N , t˜N in the
same way as above. As before, as N → ∞, the dS distance between the curves (L˜t, R˜t)[0,T˜ ] and
(L˜t, R˜t)[s˜N ,t˜N ] goes to zero in probability.
By Lemma 6.6, we can couple the field/curve pairs (ψ, η˜′) and (h, η′) so that with high probability
we have h|S+−2N = ψ|S+−2N , and the restrictions of η′, η˜′ to S+−N agree (recall that we translated
the field h so that νh(R+) + νh(R+ + ipi) =
1
2). Note that as N →∞, the probability that the curve
η′|[sN ,tN ] stays inside S+−2N tends to 1; this means in particular that with probability approaching
1 the processes (Lt, Rt)|[sN ,tN ] and (L˜t, R˜t)|[s˜N ,t˜N ] agree exactly modulo additive constant.
Now we check that this additive constant is small with high probability. As N →∞, because
sN , s˜N → 0 in probability, with probability tending to 1 the “starts” of the curves (Lt, Rt)|[0,sN ]
and (L˜t, R˜t)|[0,s˜N ] stay uniformly close to (0, 1). Likewise, the “ends” of the curves stay uniformly
close to (0, 0). Thus in our coupling, with probability approaching 1, the dS distance between
(Lt, Rt)|[sN ,tN ] and (L˜t, R˜t)|[s˜N ,t˜N ] is arbitrarily small.
Combining all this, we see that for any δ > 0, we can choose N,C, r  0, so that we can couple
the processes (Lt, Rt)[0,T ] and (L˜t, R˜t)[0,T˜ ] such that with probability 1− δ the dS distance between
(Lt, Rt)[0,T ] and (L˜t, R˜t)[0,T˜ ] is at most δ. We conclude that the boundary length process (L˜t, R˜t)[0,T˜ ]
is precisely given by the cone excursion process described in Lemma 6.1. Forgetting the marked
point +∞ on the quantum disk (indeed, it is determined by the quantum surface (S, ψ,−∞) since
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the arcs separating the two marked points each have νψ-length 1/2), we see that when we sample an
independent counterclockwise space-filling SLEκ′ η
′ from −1 to −1 on a quantum disk (D, ψ,−1),
the boundary length process is as described in Theorem 1.1.
Finally, we check that the left/right boundary length process (L˜t, R˜t)t∈[0,µψ(D)] of η
′ on the
quantum surface (D, ψ,−1) a.s. determines (ψ, η′) modulo conformal automorphisms of D fixing −1.
It is shown in [DMS14, Section 9] that the left/right boundary length process for space-filling SLEκ′
on a γ-quantum cone a.s. determines the corresponding curve-decorated quantum surfaces in a local
manner, i.e., the left/right boundary length process restricted to [a, b], viewed modulo additive
constant, determines the curve-decorated quantum surface parametrized by [a, b]. By this and local
absolute continuity, it follows that for any ε > 0, a.s. (L˜t − L˜ε, R˜t − R˜ε)t∈[ε,µψ(D)−ε] a.s. determines
the curve-decorated quantum surface parametrized by the domain η′([ε, µψ(D)− ε]). Sending ε→ 0,
we get that (L˜t, R˜t)t∈[0,µψ(D)] a.s. determines (ψ, η
′) modulo conformal automorphisms of S fixing
−1.
In the case γ ∈ (√2, 2), Theorem 1.1 is equivalent to [MS17a, Theorem 2.1], but due to notational
and conventional differences this may not be immediately apparent. We provide here a restatement
of Theorem 1.1 of our paper, for which the above equivalence becomes clear. We note that the
space-filling SLEκ′ in the statement of [MS17a, Theorem 2.1] is the time-reversal of the space-filling
SLEκ′ considered in this paper.
Corollary 6.7. Suppose that γ ∈ (0, 2), and that (D, ψ,−1) is a unit boundary quantum disk. Let
η′ be a counterclockwise space-filling SLEκ′ process from −1 to −1 sampled independently from h
and then reparametrized by quantum area. Let η̂′ be the time-reversal of η′, and let T denote its
random duration. Let L̂t and R̂t denote the quantum lengths of the left and right sides of η̂
′([0, t]),
normalized so that L0 = R0 = 0; see Figure 9 (left). Then (L̂t, R̂t)0≤t≤T is a finite-time Brownian
motion started from (0, 0) and conditioned to stay in the first quadrant R+ ×R+ until it exits at
(1, 0).
For a proof of this corollary, see Figure 9.
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