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] .  INTRODUCTION 
Singular problems in optimal control have been of particular interest to 
researchers for approximately the last 13 years. In 1963, Johnson and Gibson [1] 
demonstrated a singular solution for a Lagrange problem having second-order 
linear dynamics, a quadratic ost functional, and a Hamiltonian linear in the 
control. Two years later, Wonham and Johnson [2] showed that under a rather 
general hypothesis, the Lagrange problem having nth-order linear dynamics 
with a Hamiltonian linear in the control has an optimal solution containing 
singular arcs. Kelley, Kopp, and Moyer [3], and Jacobson [4] developed neces- 
sary conditions that must be satisfied along an optimal singular arc for a Lagrange 
problem having a Hamiltoniarn linear in the control variables. Gob [5, 6], 
developed necessary conditions for control problems whose Hamiltonians are 
not necessarily inear in the control variables, but the testing of Goh's conditions 
require rather complicated coordinate transformations. Several manuscripts 
have been written summarizing work on singular control problems see, for 
example, [7, 8, 9]). In this paper we discuss the singular Bolza problem with no 
hypothesis on the linearity of the Hamiltonian and without he use of coordinate 
transformations. Our theorems include as special cases both regular problems and 
problems having Hamiltonians linear in the control variables. Our main tools are 
the Moore-Penrose inverse and the Clebsch transformation. This paper is a 
continuation of our attempt o develop a unified theory of optimal control 
including both regular and singular problems within the same framework, and 
which was begun by this author in [10]. 
Le t fbe  a mapping from S = [to, t~] × E ~ × E m into E ~, let f0 be a mapping 
from S into E 1 and let g and h be convex maps from E ~ to E 1 and to E r, respec- 
tively, with r ~< n. We suppose that f, f0, g, and h have continuous econd-order 
partial derivatives with respect to all of their variables in some open sets of their 
respective domains. Let U be the class of mappings of the interval [/0, tl] into 
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E ~ which are piecewise continuous. We wish to minimize the functional, 
ty 
J(u) = g(x(tl) + f fo(t, x(t), u(t)) dt 
to 
over the class U subject o the constraints 
=f( t ,  x, u), (1.1) 
.(to) = a, (1.2) 
h(x(ts) ) = 0. (1.3) 
We shall suppose that the matrix 3h/~x has maximal rank at all points of the 
terminal manifold which is the n-r-dimensional hypersurface described by 
(1.3). A member u e U determines an arc W which is the unique solution (x(t), 
u(t), t) of the differential equation (1.1) satisfying the initial condition (1.2). If 
the arc ~ lies in some open set S o C S and if its end value x(tj) lies interior to the 
domains of continuity of the second-order partial derivatives of both g and h we 
shall say that u is an admissible control and that ~ is an admissible arc. We 
suppose that there does indeed exist a minimizing arc c~. : x = x*(t), u =- u*(t), 
t o ~< t ~< t s which is a solution of our problem. 
All vectors (except gradient vectors) are considered to be column vectors. 
Differentiation is performed rowwise so that ~fo/~U is a row vector, f~  ~ ~f/~u~, 
where u~ is thejth component of the vector u. Transposition shall be denoted by 
the superscript T. 
A minimizing arc must satisfy the multiplier rule [11], and an extremal arc 
shall be defined as an admissible arc ~f along which there exist multipliers P0, 
p with P0 a constant scalar and p a vector such that if the Hamiltonian H is 
defined by 
H(t, x, y, u, Po , P) =- Pofo + Prf( t, x, u) 
then 
and 
H~ = 0, (1.4) 
b T = - -H~,  (1.5) 
£r = H~. (1.6) 
An extremal arc is said to be regular if the matrix H~u is nonsingular along it. 
Otherwise it is singular. Equations (1.4), (1.5), (1.6) are the Euler-Lagrange 
equations. 
We consider variations ~, ~ of the state vector x and the control u, respectively, 
which satisfy the equation of variation, 
----f~ +f~ (1.7) 
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along an extremal arc ,~ together with the initial condition 
~(to) = o. 
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I f  the perturbed arc x -~ x(t; u + o7) , u - u(t) + e~(t), to <~ t ~ t I is admissible 
for • sufficiently small we shall say that ~:, ~7 are admissible variations. 
The accessory minimum problem is that of minimizing along (~ the second 
variation, 
t$ 
l~Ttt ~ ~ oJ(t, dr, (1.9) 
to 
subject o the constraint (1.7), (1.8), and 
where 
h~(x(tr)) ~(tt) = o, (1.1o) 
2~o = ~rH~ + 2~rH,~ + ~l rH~,  (1.11) 
¢~(x) = g(~) + ~h(x), (1.12) 
and where v is a vector multiplier determined by the multiplier ule. An accessory 
extremal is a variation ~: together with a control variation ~7 and a multiplier 
variation ~ which satisfy Eqs. (1.7), 
H. .~ + H~¢ + f r~ = O, (1.13) 
and 
= - -n~(  - -  n , , r  / - - f J~ .  (1.14) 
We shall refer to Eqs. (1.7), (1.13), and (1,14) as the "Jacobi equations." A set of 
variations minimizing the second variation must also satisfy the end con- 
ditions, 
~(t0) = O, (1.15) 
~(t~) =- ~(x( ts )  ) ~(tx). (1.16) 
2. Two HYPOTHESES 
We shall allow H~ to be singular along extremal arcs and denote the Moore- 
Penrose generalized inverse [12] of Hu~ evaluated along ~ by H +. Let ~(M)  
denote the range of a matrix M and let JV'(.M) denote its null space. Let M + denote 
the generalized inverse of M. Then 5~(M) = ~(M+), M+MM + = M +, and 
MM+3/I  = ~VI. I f  M is square and nonsingular then M + = M -1 and if M is a 
null matrix so is M+. If  v is any vector in E '~ then v = ~ + qT, where ~3 is the 
projection of v on ~(H~) ,  ~ is the projection of v on dV'(H~u ) = JV'(H~u), and 
H+H~,,v = ~. 
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It is well known (see [13]) that if the admissible control u minimizes J and if ~f 
is the corresponding trajectory satisfying (1.1), (1.2), and (1.3) then g: must be an 
extremal and along ~f, 
v rH~/  ~> 0, (2.1) 
H is a continuous function of t, between corners H~ = dH/dt, and if ~ is normal 
then 
J2(~) >~ 0 (2.2) 
for all admissible variations. An arc cg is said to be normal if there does not 
exist a nonidentically vanishing vector p satisfying 
b = - - f JP ,  fuTp =- 0 (2.3) 
along <g (see [13, p. 279]). Equation (2.1) is the Legendre-Clebsch ondition 
and (2.2) is the Jacobi condition. 
We shall make frequent use of the following hypothesis, which we denote by 
~f. 
Jr°: There exists an n × n continuous symmetric matrix function 
P = P(t) defined on [to, t:] and having piecewise continuous 
first and second derivatives there such that 
along (g. 
Hypothesis ~ implies that ~(H~z q_ f rp) C_ ~(H~) .  
We shall find it necessary to construct one-parameter families and also 
fields of extremal arcs. In order to accomplish this we shall require that there be 
continuously differentiable functions & ~ ¢(t, x, p), 2~ ~- ¢(t, x, p), u = u(t, x, p) 
satisfying the Euler equations. When H~u is singular we shall need to add to the 
set of Euler equations in order to obtain the desired result. Let V be a matrix 
whose columns pan the nullspace of Huu and consider the equations 
(dJ/dt,)(VrH~) ~- O, j = 1,..., k. (2.4) 
We shall suppose henceforth that f0 and f have (k q- 2)nd order continuous 
partial derivatives in Z:o. Let ~f* be a minimizing arc without corners. We shall 
suppose that there exists a nonnegative integer k such that Eqs. (2.4) and 
(1.4)-(1.6) determine & ib, and u as continuously differentiable functions of 
t, x, p in some neighborhood N of <g* in E 1 × E n × E '~, and this assumption 
shall be known as hypothesis o~0. For k -- 2 hypothesis J:0 is satisfied if the 
matrix 
M = (H~.,  (a/au)(d/dt)(VrH.),(e/au)(d2/dt2)(VTH~)) 
has maximal rank along ~*. 
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3. PRELIMINARIES 
Let ~ be an extremal arc without corners and let P be an n × n matrix. Let 
~:, ~7, ~ be a solution of the Jaeobi equations along ~ and let 
= ~ - -  P~:. (3 .1)  
Let ~ and ~ denote the projections of ~ on ~(H~)  and JU(H~,~), respectively. 
Define 
and 
P* ~- P + ATP + PA -- PBP  + C. 
In [10] it was shown that 
¢1 = --H+[(H~ + f rp) ~ + f Ta] ' 
and that 
- -  - c~ - AT~ - ~ ,~.  
If P satisfies hypothesis ~ it was also shown that 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
= - -P* (  -- (A ~ -- PB)e, (3.7) 
f :~  ~ .~(~..) (3.8) 
and that 
~rfurcr := 0 (3.9) 
for every vector ~ in JV'(Hu~). 
Addition of the term ½ d/dt (~rP() to the integrand of (1.9), subtraction of 
the term -.~ ~r(t:) P(t:) ~(t:) from the resulting integral together with the change 
of coordinates indicated by (3.1) constitutes the "Clebsch transformation" 
of the second variation. The procedure is detailed in [14]. Application of 
hypothesis ~ resuks in 
f 
A "-- ½-~T(t:)[q~x~(x(t:)) -- P(t:)] ~(t:) + ½ q- 
It is shown in [15] that if a hermitian matrix M(t) has constant rank and is 
continuous on some interval [t o ~ t ~ t:] then its Moore-Penrose inverse is 
pieeewise continuous. Furthermore, if M(t) has kth order partial derivatives 
continuous with respect to t on [to, t:] then M< has kth order partial derivatives 
which are piecewise continuous in t. Thus, under our hypothesis J2 is well 
defined. 
194 VIOLET B. HAAS 
Equations (3.2)-(3.7) are defined between corners on an extremal arc W. 
Points of discontinuity of H + and/or t5 must also be excluded from the domains 
of definition of these equations. In the sequel it will be convenient to refer to all 
points where (3.2)-(3.7) are not defined as "corner points." By our hypotheses 
these are always at most finite in number and solutions of (3.5)-(3.7) may be 
considered to be solutions in the extended sense (see [16]). 
Differentiating (3.9) with respect o t and making use of (3.7) we find that 
except at corner points of the arc c~. Thus d/dt (~rHu) is a linear functions of ~: 
and a and is independent of 7. It was shown in [15] that if (3.11) is differentiated 
with respect o t we obtain, except at corners of c~, 
~'rf Tp , f~ _~ ~T(D(t ) s~ + E(t) a) + 2~'r(D'(t) se + E'(t) a) + ~TfuTa , (3.12) 
where 
D'(t) = _ fTp , ,  E'(t) = L r - -  f~r(Ar --  PB), D(t )  = D ' (A  - -  BP) 
+ 1)' -- E'P*, 
and 
E(t) = O'B + ~'  --  E'(A ~ -- PB). 
It follows from (3.3) and (3.12) that if the matrix 
L = (H,u,  furP*fu) 
has maximal rank at all points of [to, tl] where it is defined then the control 
variation ~) can be determined as a unique linear combination of the variations 
~: and a (or of ~: and ~). Substitution of this result into (3.5) and (3.6) shows that ~: 
and ~ must satisfy a pair of linear homogeneous differential equations. 
We remark that if the matrix L has maximal rank along the extremal arc cC 
then hypothesis a~ 0is satisfied. 
The following theorem is a direct consequence of (3.10). 
THEOREM 3. ]. I f  along an extremal are ~ there is a matrix P satisfying hypoth- 
esis ~ for which P* is nonnegative definite at all points where it is defined and for 
which qb~x(x(tl) ) -- P(ti) is nonnegative definite and if H~u is nonnegative definite 
then Jz is nonnegative. 
4. NORMALITY 
A subarc of an extremal arc c~ is said to be abnormal if there exists a non- 
identically vanishing vector p satisfying (2.3) along this subarc. Suppose the 
extremal arc c~ has an abnormal subarc defined on [t 1 , t2] C [t o , tl] and let 
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be an identically vanishing variation on this subinterval. It follows from (1.7) 
and (1.13) that the extremal variations ~, ~ must satisfy 
fu~7 = 0, H~,~7 +f r~ = 0. (4.1) 
Premultiplying the second of (4.1) by ~7 and making use of the first of (4.1) we 
find that ~/rH~,~? = 0, so that ~ ~ M/'(Huu ). I f  hypothesis Yf holds then there 
exists a matrix P such that 
(H~. + PA) , = o 
and hence, Hxu~ = 0. It follows from (1.14) that ~ = - - f J~ ,  and from (1.13) 
that f T~ = 0. Thus, if ~ has an abnormal subarc defined on the interval 
[tl,  t~] then there exists on this interval a solution of the Jacobi equations for 
which ¢~0,  ~0.  
Conversely, let c~ be a normal extremal arc having no abnormal subarc and 
suppose that there is a solution ~:, 7/, ~ of the Jacobi equations for which ~: ~- 0 
on some subinterval [tl, t2] of [to, t~]. Then it follows as above that ~ = - - f J~  
and f r~ = 0. By the normality of cg ~ must vanish identically. I f  the matrix L 
has maximal rank then ~ also vanishes identically. We summarize the above 
discussion in the following theorem. 
THEOREM 4.1. Suppose that along an extremal are ~" there exists a matrix P 
satisfying hypothesis ~.  Then a subarc of cg is abnormal if and only if there exists a 
solution, ~, ~, ~, of the facobi equations along this subarc for which ~ ~ O, ~ ~ O. 
I f  the matrix L has maximal rank and ~ =- 0 on a normal subarc of ~ then ~l also 
vanishes identically on this subarc. 
By rearranging the terms in Eq. (1.11) and using (1.7), (1.13), and (1.14) we 
obtain 
2w -= --( d/ dt )( ¢r ~). (4.2) 
We state this result as a lemma. 
LEMMA 4.1. Let ~, ~, ~ be a solution of the ]acobi equations between corners on 
an extremal arc ~. Then (4.2) holds. 
LEMMA 4.2. [ f  ~*  is a minimizing arc without corners then any set of extremal 
variations, ~, ~, ~, satisfying ~ ~ 0 for t o <~ t <~ tl ,  ~ ~ 0 for tl <~ t ~ t j ,  
~(ts) = q~x(x(t,)) ~(t,), minimizes ]2. 
Proof. Let ~:, ~/, ~ be a set of extremal variations atisfying the hypothesis of 
the lemma. From (1.9) and Lemma 4.1 i~ follows that f2 = 0. 
6o7/24/2-7 
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5. FOCAL POINTS AND A SUFFICIENCY THEOREM FOR A 
WEAK RELATIVE MINIMUM 
A point x ~ x(tl) , t o ~< t 1 < tf is said to be a focal point of an extremal arc 
c~ if there exists an accessory extremal, ~, ~/, ~, satisfying ~(tl) = 0, ~(tl) ---- 
~x~(x(tl) ) ~(tl), ~(t) ~ 0 for t x ~.~ t -~% ts (see [17, p. 171]). 
THEOREM 5.1. Let cg be a normal extremal arc without corners along which there 
is a matrix P satisfying hypothesis ~F and for which the matrix L has maximal rank. 
Suppose that every subarc of c~ whose right end point coincides with the right end 
point of~ is normal. I f  P* and H~ are nonnegative definite along c~ and ~(x( t l )  ) -  
P(ts) is nonnegative definite then there can be no focal point of g on [to, tl). 
When H~ is nonsingular this condition is well known (see [17, p. 172]). I f  
H~ is singular we shall require two lemmas whose proofs may be found in 
[15]. 
LEMMA 5.1. Let ~ be a normal extremal arc without corners defined on [to, tl] , 
along which there is a matrix P satisfying hypothesis ~ and for which the matrix 
L has maximal rank. Let ~, 7, ~ be a set of extremal variations for which both P*~ 
and f Ja  vanish identically. I f  ~(tl) vanishes for some t1 ~ [t o , tl] then ~ vanishes 
identically. 
LEMMA 5.2. Let ~, 7, ~ be a set of extremal variations defined along the extremal 
arc ~ and let t o ~ t' < t" .~ t s . Then 
f t,', (~Tp*~: + GTBa) dt = ~T(t')cr(t') --  ~T(t") cr(t"). 
We are now ready to prove Theorem 5.1. Let ~ be a normal extremal arc, let 
t t ~ [to, tl) and suppose there is a set of extremal variations ~, ~, ~ which satisfy 
(1.16) and ~(t~) = 0. We may choose ~, fl, ~ to vanish identically for t o ~ t ~ t~. 
From Lemma 5.2 and Eq. (3.10) it follows that 
1~ : ½ ~r(tf)[q~(ti) --  P(tl) ] ~(tf) --  ½ ~r(tl) a(tl). 
Substitution of (3.1) and (1.16) into this equation yields ]2 = 0. Thus, our set 
of extremal variations minimizes J2- But if H~u and P* are nonnegative definite 
then accessory extremals can minimize ]~ only if P*~ and Be vanish identically 
on (t 1 , ts). From Lemma 5.1 we see that then ~ must vanish identically, and this 
proves the theorem. The following theorem is proved in [10]. 
THEOREM 5.2. I f  a matrix P satisfies hypothesis d/f along the extremal re ~ and 
if P* vanishes wherever it is defined then all extremal variations atisfy 
= A~ -- B~, (5.1) 
= --C~ -- Ar~. (5.2) 
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I f  furthermore the matrix (fu r, H~) has maximal rank along ~ then <g is a regular 
extremal rc (i.e., Huu is nonsingular). 
THEOREM 5.3. Let cg. be a normal minimizing arc along which there exists a 
matrix P satisfying hypothesis ~ for which P* vanishes identically. Let ~, ~7, ~ be a 
set of extremal variations for which f Ja  vanishes identically. Then ~ ~ P~. 
Proof. It follows from Theorem 5.2 that (5.1) and (5.2) hold. It follows 
from (3.7) that 6 --  --fJ~r. By normality a must vanish identically, and this 
proves the theorem. 
THEOREM 5.4. Suppose along a normal extremal arc c~ without corners 
hypothesis ~ holds; the matrix L has maximal rank, P* is nonnegative 
definite, and Huu is nonnegative definite. I f  q~,(x(tx)-  P(tx) is nonnegative 
definite and every subarc of ~ whose right end coincides with the right end of ~ is 
normal then ]2 is positive definite. I f  qY satisfies (1.2)-(1.3) then ~ provides a weak 
relative minimum to J. 
Proof. Any set of variations (, ~7, ~ minimizing f2 must be a set of extremal 
variations atisfying (1.15) and (1.16). By Theorems 5.1 and 4.1 ~:, ~7, ~ must 
vanish identically. This proves the theorem. 
6. NECESSARY CONDITIONS OF OPTIMALITY 
In a recent paper Molinari [18] proves that if ~*  is a normal minimizing arc 
for which every subarc whose right end point coincides with the right end point 
of ~*  is also normal then there exists a matrix P of bounded variation satisfying 
(f~ @ fJP-~- Pfz @ gxx Hxu @ Pfu 
(Yr' Vr) \ H,,~ + fuXP "H~,~ )( Y ~ 0 (6.1) 
for all vectors y a E ~ and v E E "~ and at almost all points of [to, tx] where (6.1) is 
defined. It was shown in [15] that inequality (6.1) implies that JU(/f~.~ + Pfu) D_ 
./f(H,u ) and that P* is nonnegative definite wherever it is defined on this 
interval. We state this result as a theorem. 
THEOREM 6.1. Let (~* be a normal minimizing are defined on [to, tx] for which 
every subarc whose right end point corresponds with the right end point of C~ * is also 
normal. Then there exists a matrix P of bounded variation such that 
(i) J#'(Ho:u @ Pfu) D JV'(Hu,~), 
(ii) P*  ~> O, a.e. 
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7. CONCERNING THE MATRIX RICCATI AND MATRIX JAconI EQUATIONS 
In this section we discuss relationships between solutions of the matrix Riccati 
equation, 
P + ArP  + PA  --  PBP  + C = O (71) 
and sets of solutions of Eqs (35)-(3.6). Let (~(~), ~(i)), i --- 1 .... , n, be n solutions 
of (3.5)-(3.6) corresponding to the variations ~/(il along ~. Let X be the n × n 
matrix whose ith column is the vector ~(i) and let Z be the n × n matrix whose 
ith column is ~(1). Let N be the m × n matrix whose ith column is ~/(i), the 
projection of ~?(i) on the null space of H~.  Then 
X = AX - -  BZ  +f ,N ,  (7.2) 
Z = - c x  - A~Z - -  Hx~N.  (7.3) 
LEMMA 7.1. Let (X, Z) and (X, Z) be two matrix solutions of (7.2)-(7.3), and 
iV, N be the corresponding matrices of controls projected on W(H~) .  Then XrZ  --  
Z rX  is constant. 
Proof. From (7.2)--(7.3) we obtain 
(d/dt)(XrZ - -  Z rX)  = NT(fuTT~ ~- H,~X)  --  (XrHxu + Zrf~)N. (7.4) 
From (1.13) it follows that 
XT(f~rX + H~xX) = (XTHx, + Zrf~) N -= O, 
and this proves the lemma. 
I f  (X, Z) -- (X, Z) and if XTZ --  ZrX  vanishes on [tl , t j ,  we say that the 
solution (X, Z) is "self-conjugate," or simply "conjugate" on this interval 
(see [17, p. 233]). 
LEMMA 7.2. Suppose that along an extremal arc ~ hypothesis Jg" holds and there 
exists a solution (X, Z) of (7.2)-(7.3) with det X # 0 on [h , t2]- I f  Z = PX  then 
P satisfies (7.1) and (X, Z) is a conjugate solution o]'(7.2)-(7.3). 
Proof. From hypothesis ~,  the identity, 
(d/dt) X -~ = - -X -aXX -1, 
and the hypothesis P = ZX -1 we obtain, 
P* ~ ZX a __ ZX-1XX- I  + ATZX-1 @ ZX-1A _ ZX-1BZX-1  @ C. 
Substitution of Eqs. (7.2)-(7.3) into this last equation yields 
P* = (H~, + Pf,)  NX -~ = O. 
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Since P is symmetric then ZX -1 = Xr - IZ  r or XTZ = ZrX ,  and this proves the 
l emma.  
LEMMA 7.3. Let ~ be an extremal arc along which hypothesis Y f  holds. I f  P 
satisfies Eq. (7.1) then there exist n linearly independent solutions (~(i), ~ti~), i ---- 
1,..., n of (3.5)-(3.6) such that if  X is the n × n matrix whose ith column is ~(i) 
and Z is the n × n matrix whose ith column is ~ti) then Z = PX,  det X ~- 0 and 
XTZ = ZTX. 
Proof. Let c~ be defined as in Eq. (3.1). I f  P* ~ 0 then a ~ 0 is a solution of 
Eq. (3.7), and for a ~ O, (3.5) becomes 
= (A -- BP)  ~ +fu~.  (7.5). 
By Theorem 5.2, f~  = 0, and so Eq. (7.5) has n linearly independent solutions 
~:ti), i = 1,..., n, and for each of these ~t i )= p~(i). Furthermore, XTZ --  
Z rX  ~ XrPX -- X rPX  ~ O. I f  det X(to) :/= 0 then det X(t) v ~ 0 for t o 
t ~ tf ,  and this proves the lemma. 
We combine the preceding two lemmas to obtain the following theorem. 
THEOREM 7.1. I f  along the extremal are cg hypothesis ~ holds then P* ~ 0 
on [to, ts] i f  and only i f  Eqs. (3.5)-(3.6) have n linearly independent vector solutions 
~(i), ~(i), i = 1,..., n with det X(t) v~ 0 which satisfy XrZ  -~ ZrX  and Z ~- PX. 
THEOREM 7.2. Let P be a matrix satisfying hypothesis ~ along the normal 
extremal arc cg and for which the matrix L has maximal rank. Suppose there exists a 
conjugate solution (X, Z) of (7.2)-(7.3) on ~ for which Z ~-- PX  and det X(t) ~ O. 
I f  H,~ is nonnegative definite on cg, if q)x~ (x(te)) -- P(ts) is nonnegative definite, 
and if every subarc whose right end point coincides with the right end point of ~ is 
normal there can be no focal point of Cg on [to, tf). 
This theorem is a direct consequence of Theorem 7. i and Theorem 5.1. 
If  (X, Z) and (X, Z) are two conjugate solutions of (7.2)-(7.3) then the elements 
of the 2n-rowed square matrix 
( _~T - -XT~(X N/ K 0 
are all constant. If, in particular, this matrix is the identity matrix then (X, Z) 
and (X, Z) are said to be associated [14]. In this case we have the following 
theorem. 
THEOREM 7.3. Let P be a matrix satisfying hypothesis ~ along an extremal arc 
~. without corners and for which the matrix L has maximal rank. TO each conjugate 
solution (X1, ZI) of (7.2)-(7.3) there is an associated solution (Xz , Z2) and XxX2 r
and Z1Ze T are symmetric matrices. 
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Proof. Let (X, Z) be a conjugate solution of (7.2)-(7.3) and let the columns 
of X and Z be denoted by ~,1 and ~(i), i -= 1 ..... n, respectively. Then the (~(il, 
~{il) are solutions of Eqs. (3.5)-(3.6). We can choose n more solutions (~(J), 
~(~)),j = n + 1 ..... 2n of (3.5)-(3,6) so that the matrix 
U)  . . .  ~(2~)] 
is nonsingular. This is possible because the extremal variations ~, ~ also satisfy 
linear homogeneous differential equations along c~. The rest of the proof is 
identical to the proof of the analogous theorem for regular extremal arcs in [14]. 
8. THE IMBEDDING THEOREM 
In this section we derive an extension of a theorem of Bliss [17]. 
THEOREM 8.1. Every normal extremal arc c# without corners for which hypothesis 
~o is satisfied is imbedded for values t o ~ t ~ ts, cdo) = col(c~ol,..., ~- (o)~j in a 
2n-parameter family of extremals defined by functions of the form 
x = x( t ;  ~1 .... , ~) ,  p = p( t ;  ~1 ,. . . ,  ~2,) .  
The functions x and p have continuous partial derivatives of at least the second 
order in a neighborhood ~[ of the values (t, ~(o)) defining ~ and the determinant 
~x/~ { A = ep/e~ 
is different from zero along c~. 
To prove this theorem we note that hypothesis ~0 implies that Eqs. (1.4)-(1.6) 
define along W functions x(t, ~), p(t, ~) which have continuous second-order 
partial derivatives on the interval [to, t~], and which reduce to x(t), p(t) at each 
point (t, x(t), p(t)) of cal. In this way u = u(t, x, p) also becomes a function of the 
parameter c~. Equations (1.1) and (1.5) have through each initial point (t 1 ; 
x(Ol, plO)) in ql one and only one solution 
x = x(t; q ,  x (°), #ol), p = p(t; q ,  x (°), #ol). 
We may suppose that t~ = t o and that the parameter vector c~ is col (x~°),..., 
x(O) ~(o) ~,(o)~ I fweset  n ~gl , " ' , / "n  }" 
~(i) = ~/'/0x ~_~(o)_ ' ~") ---- ~ p ~=c~ (0) , 7 ] ( i  ) __-- 0~-~0u ~_,(o)_ ' i = 1,..., 2n, 
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then 
,7 (° = u~")  + u.~ (i~, (8.1) 
and from (1.7) and (1.14) we obtain 
~(~ -- (f~ + f~,u~) ~(i) _ / f ,%g( i )  (8.2) 
and 
~(i) = --(Hxx + H~,u~) ¢(i) __ (H~uu~ +f  J )  ~(i). (8.3) 
We thus see that the Jacobi equations and hypothesis g/d o together imply that if 
the determinant A is different from zero at some value of t it is different from 
zero at all t where it is defined. Since A is unity at t = t o , this proves the theorem. 
We remark here that from Eqs. (1.13) and (8.1) we obtain 
(nuuu~ + Hu~) ~(~) + (H,~,~u~ +fur )  ~(i) = 0.  (8.4) 
Thus, hypothesis a~ o implies that along an extremal arc ~ extremal variations 
(~(i), ~(i)) lie in a 2n --  m-dimensional subspace of E~% 
9. MAYER FIELDS 
Because of the imbedding theorem we can speak of one-parameter families 
of normal extremal arcs % : x ~ x(t, a), u -= u(t, ~), p = p(t, o 0 whose end 
points describe two curves 91 and 92 as the parameter ~ varies. Then in the 
usual manner (see [13]) we may define the Hilbert integral, J*, along a curve 9 
which intersects a member of our one-parameter family of extremals at each of 
its points. I f  the end points of 9 are denoted by Q1 and Q2, then 
Q2 
J * (9 )  =- f (H  dt --  pr  dx), 
O, 
(9.1) 
where H and p are evaluated on W~ and where dt and dx are differentials on 9 .  
Then the usual formula holds connecting jr and jr*, as given in [17, Corollary 
83.1]. 
A Mayer field shall be defined as a region Y of E ~+1 in which there is defined 
a set of control and multiplier functions u(t, x), p(t, x), P0 - 1 having continuous 
first-order partial derivatives in ~- defining elements (t, x, u, p) for which x, u 
are admissible and which satisfy Eqs. (1.4)-(1.6) for each (t, x) in ~ and making 
the integral jr* independent of the path in ~- whenever the arguments of the 
function H are t, x, u(t, x), Po, p(t, x) and the function p appearing in the 
integrand of (9.1) is p(t, x). 
The following two lemmas, analogs of [17, Lemmas 84.1 and 84.2] follow from 
the imbedding theorem by the methods of [17]. 
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LEMMA 9.1. I f  hypothesis J~o holds at every point of a field Y ,  then this fieM is 
simply covered by an n-parameter family of extremals defined by (1.4)-(1.6). On an 
extremal arc ~ of the field, j,(c~) = j(c~). 
LEMMA 9.2. Let c~ be an extremal arc without corners along which hypotheses 
Jcgo and Yg hold and Eqs. (7.2)-(7.3) have a conjugate solution (X(t), Z(t)) with det 
X(t) :/= O. Then ~ is an extremal of a field ~" having an n-parameter family of 
extr ema ls , 
x = x(t, e~ 1.... , a.), p = p(t, a 1 .... , an) , u = u(t, a 1 .... , a~), 
containing Cg for values (t, a) satisfying conditions of the form t o <~ t <~ ts , a = O. 
The functions x, ~x/ Ot, p, ~p/ 6t have continuous first-order partial derivatives in a 
neighborhood of the values (t, ~) belonging to cg, and the variations of the family 
along c~ have the values 
(~x/~)(t, o) = x(t), (@/~)(t ,  o) = z(t). 
The following theorem and corollary, extensions of [17, Theorem 86.1, 
Corollary 86.1] can also be proved by the methods of [17]. 
THEOREM 9.1. Let cg be a normal extremal arc without corners for the Bolza 
problem considered here and suppose that c~ satisfies the transversality condition. 
I f  hypotheses a~ oand ~ are satisfied along cg then there exist two conjugate solutions 
(X, Z) and (X, Z) of (7.2)-(7.3) determined by the end and transversality conditions 
at the ends of Cg. I f  the second variation Je(~7) is nonnegative, then the bilinear form, 
aT(ZrX -- XTZ)b, 
is nonnegative for all nonvanishing vectors a, b which satisfy Xa  = Xb at an arbi-- 
trary value t 1 on the interval [t o , tl]. 
COROLLARY 9.1. I f  in Theorem 9.1 the second variation is positive definite, then 
the two conjugate solutions of the theorem can be chosen so that the matrix ZrX  --  
X rZ  is the identity matrix, and arb will be nonnegative for all nonzero vectors 
satisfying Xa  -~ Xb. 
10. AN EXAMPLE 
Here we present a simple example in which there is illustrated a Mayer field 
of singular extremal arcs and a matrix P which satisfies both hypothesis N~ and 
the condition that q)¢¢ --  P is nonnegative definite at the terminal time. The cost 
functional is given by 
J = ½-x22(1) + 2 [xl 2 + (u 1 - u2) ~1 dt, 
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and the constraints are 
'~1 = X2 -~- U l '  X2 = - -U2 '  
where xl(0) and x2(0 ) are prescribed, and 
xa(1) + x2(1) --~ 0. 
Since this problem is normal we may choose P0 = 1. Then 
H ---- ~ x~ + -~- (u~ - ,,~)~ + p~(~ + uO - p~,,~, 
H~ =(u  1 -u2+pl ,u2-u l -p2) ,  
and 
-Ii 
The multiplier equations are 
From (9.4) and (9.5) we find that 
(9.1) 
(9.2) 
(9.3) 
(9.4) 
Extremal trajectories are singular arcs along which x lx  2 is constant. The null 
space of H~ consists of all 2 vectors having equal components. I f the entries of 
P are denoted bypo. , i = 1, 2 , j  = 1, 2, then 
P~z --P2~/" 
The null space of this matrix contains the null space of H . .  if and only if 
Pal = Pl~ -= P22 = P. 
u~= -x2 .  (9.8) 
From(9.6) and (9.8) we find that 
ul = --xl  - -x2 .  (9.9) 
Pl = P~ ----- xl • u2 - -  u l .  (9 .6 )  
Since H is not an explicit function of the variable t, H must be constant along an 
optimal trajectory. Combining (9.3), (9.5), and (9.6) we find that 
H = xlx2 = const. (9.7) 
Differentiating (9.7) with respect o t and using (9.5), (9.6), and (9.1) we find 
k2 = -P l .  (9.5) 
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In this case 
P* = (p__p2q_ 1 
k --P~ +P p __p2 + • 
We remark that there is a continuum of functions p(t) which make P* nonnega- 
tire definite. I fp  = 0, then 
The second variation is given by 
72 =~s~ +½ {~12+[(~+~)" /4 ]}dt .  
For our choice of p, ~ = ~ and jr 2 is zero for extremal variations if and only if 
~1 ~ ~2 = ~1 ~-~2 = 0. A typical trajectory for this problem is illustrated 
below. The lines xz ~ 0 and xa-1-xz = 0 bound Mayer fields of singular 
extremal arcs. 
x 2 
x 1 
FIG. 1. Singular extremal arcs. 
1 1. CONCLUSION 
In this paper we have applied many standard theorems about regular Bolza 
problems to singular problems by addition of hypothesis ~ and the assumption 
that the matrix L has maximal rank. A singular analog of Hamilton-Jacobi theory 
and sufficient conditions for the existence of a strong relative minimum are yet 
to be obtained. 
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