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Abstract
This paper treats the generalized quantum group U = U(χ, pi) with a
bi-homomorphism χ for which the corresponding generalized root system
is a finite set. We establish a Harish-Chandra type theorem describing the
(skew) centers of U .
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1 Introduction
In this paper, we study the center and skew-centers of the generalized quantum
groups. To do so, we use some facts of Zariski topology. We introduce a sub-
topology of it, and call it Nichols topology. Study of the topology has virtually
been initiated by [11]. The main result of this paper is Theorem 10.4. As a
bi-product, we also give its ‘symmetric’ version Theorem 1.2. Theorem 7.5 is just
[11, Theorem 7.3]. Theorem 7.3 and Theorem 4.6 are similar to [11, Lemma 6.7]
and [11, Lemma 9.4] respectively. We follow the Kac argument [12] for the center.
However the proof of Theorem 8.8 is very delicate since we treat ‘all roots of unit
cases.’ The proofs of Proposition 9.5 and Lemmas 9.2 and 10.2 are original. We
adopt the new and simpler definition [24] for the generalized root systems (see
(5.1)), and in Section 5, we clarify relation between the new and conventional
ones. Argument in Subsection 8.1 has originally been given in [11, Section 7].
We need delicate arguments in Section 8 to obtain Theorem 8.8.
Let K be an algebraically closed field. Let K× := K \ {0}. Let I be a finite
set. Let A be a free Z-module with |I| = rankZA. Let χ : A × A → K× be a
bi-homomorphism, that is,
(1.1) χ(λ, µ+ ν) = χ(λ, µ)χ(λ, ν) and χ(λ+ µ, ν) = χ(λ, ν)χ(µ, ν)
for all λ, µ, ν ∈ A. In Introduction, for simplicity, we also assume χ(λ, µ) =
χ(µ, λ) for all λ, µ ∈ A. Let π : I → A be a map such that π(I) is a Z-base of
A. In the same way as in the Lusztig’s definition [16] of the quantum groups, to
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the pair (χ, π), we can associate a unique K-algebra Uˇ(χ, π) characterized by the
following properties.
(i) As a K-algebra, Uˇ has generators Kˇλ (λ ∈ A), Eˇi, Fˇi (i ∈ I) satisfy-
ing the equations Kˇ0 = 1, KˇλKˇµ = Kˇλ+µ, KˇλEˇi = χ(λ, π(i))EˇiKˇλ, KˇλFˇi =
χ(λ,−π(i))FˇiKˇλ, EˇiFˇj − FˇjEˇi = δij(−Kˇπ(i) + Kˇ−π(i)). As a K-linear space, the
elements Kˇλ (λ ∈ A) are linearly independent.
(ii) Let Uˇ0 be the subalgebra of Uˇ generated by Kˇλ (λ ∈ A). Let Uˇ+ (resp.
Uˇ−) be the subalgebra of Uˇ generated by Eˇi (resp. Fˇi) (i ∈ I) and 1. One has
a K-linear isomorphism Uˇ− ⊗K Uˇ0 ⊗K Uˇ+ → Uˇ with Y ⊗ Z ⊗X 7→ Y ZX . One
also has K-linear subspaces Uˇλ (λ ∈ A) such that Uˇ = ⊕λ∈AUˇλ, UˇλUˇµ ⊂ Uˇλ+µ,
Uˇ0 ⊂ Uˇ0, and Eˇi ∈ Uˇπ(i), Fˇi ∈ Uˇ−π(i) (i ∈ I).
(iii) Let Uˇ≥ (resp. Uˇ≤) be the subalgebra of Uˇ generated by Uˇ+ (resp. Uˇ−)
and Uˇ0. One has a Drinfeld bilinear map ϑˇ = ϑˇχ,π : Uˇ≥ × Uˇ≤ → K such
that ϑˇ|Uˇ+×Uˇ− : Uˇ
+ × Uˇ− → K is non-degenerate, and ϑˇ(Kˇλ, Kˇµ) = χ(λ,−µ),
ϑˇ(Eˇi, Fˇj) = δij , ϑˇ(Eˇi, Kˇµ) = ϑˇ(Kˇλ, Fˇj) = 0.
We note that for each pair (χ, π), one define the Karchenko’s root system R(χ, π),
which is a subset of A including π(I); R(χ, π) is used to give a PBW-type theorem
of Uˇ(χ, π), see Theorem 6.4.
Example 1.1. Assume that K is the complex field C. Let q ∈ C× \ {1}. Let
〈 , 〉 : A× A→ Z be a Z-module bihomomorphism.
(1) Let g be a complex simple Lie algebra. Assume that 〈π(i), π(i)〉 6= 0
(i ∈ I) and
[
2〈π(i),π(j)〉
〈π(i),π(i)〉
]
i,j∈I
coincides with the Cartan matrix of g. Assume that
q is not a root of unity, and that χ(π(i), π(j)) = q〈π(i),π(j)〉 (i, j ∈ I). Then Uˇ can
be identified with the quantum group Uq(g), and R(χ, π) can be identified with
the root system of g.
(2) Assume that 〈 , 〉 is as in (1). Assume that q is an n-th primitive root
of unity for some n ∈ N with n ≥ 2. Assume that χ(π(i), π(j)) = q〈π(i),π(j)〉
(i, j ∈ I), χ(π(i), π(i)) 6= 1 (i ∈ I) and χ(π(i), π(i)) 6= χ(π(j), π(j)) (i, j ∈ I
with 〈π(i), π(i)〉 6= 〈π(j), π(j)〉). Let X be the two-sided ideal of Uˇ generated
by Kˇnπ(i) − 1 (i ∈ I). Then the quotient algebra Uˇ/X can be identified with the
Lusztig’s small quantum group uq(g). It follows that R(χ, π) is the same as in
(1).
(3) (See also Subsection 11.2.) Let s be a basic classical Lie superalgebra
(which is also called a complex simple Lie supserlagebra of type A-G). Identify
A with the root lattice of s for which π(I) is also a set of simple roots. Identify
〈 , 〉 with the Killing form of s. Let I ′ := {i ∈ I| π(i) is an odd simple root}.
Define the Z-module homomorphism ∂ : A → Z by ∂(π(i)) := 0 (i ∈ I \ I ′)
and ∂(π(j)) := 1 (j ∈ I ′). Assume that q is not a root of unity, and that
χ(π(i), π(j)) = (−1)∂(π(i))∂(π(j))q〈π(i),π(j)〉 (i, j ∈ I). Let Uˇσ = Uˇ ⊕ Uˇσ be the C-
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algebra obtained from Uˇ by adding an element σ such that σ2 = 1, σKˇλσ = Kˇλ,
σEˇiσ = (−1)∂(π(i))Eˇi, and σFˇiσ = (−1)∂(π(i))Fˇi (i ∈ I). Then the quantum super-
algebra Uq(s) can be identified with the subagebra of Uˇ
y generated by σ∂(π(i))Kˇπ(i),
Eˇi, and Fˇiσ
∂(π(i)), so Uˇσ = Uq(s)⊕Uq(s)σ. It follows that the root system of s is
given by R(χ, π) ∪ {2β|β ∈ R(χ, π), (−1)∂(β) = −1, 〈β, β〉 6= 0}.
Let ω : A→ K× be a Z-module homomorphism. We call the K-linear space
Zˇω = Zˇω(χ, π) := {Z ∈ Uˇ0 | ∀λ ∈ A, ∀X ∈ Uˇλ, ZX = ω(λ)XZ }
the ω-skew graded center of Uˇ . Define the K-linear map Sˇh = Sˇh
χ,π
: Uˇ → Uˇ0
by Sˇh|Uˇ0 = idUˇ0 and Sˇh(Uˇ Eˇi) = Sˇh(FˇiUˇ) = {0} (i ∈ I). Let HˇCω = HˇC
χ,π
ω :=
Sˇh|Zˇω . It is easy to see that HˇCω is injective.
The Uˇ is also appeared in the context of the Schneider-Andruskiewitsch pro-
gram of classification of pointed Hopf algebras (see [1]). Let R := R(χ, π). Heck-
enberger classified R with Char(K) = 0 and |R| <∞ (see [8]). In 2010, Hecken-
berger and the second author [11] gave a factorization formula of the Shapovalov
determinants of U defined for χ with |R| <∞ and χ(α, α) 6= 1 for all α ∈ R, see
Theorem 7.5. Using it, we prove Theorem 10.4 along the same argument as that
given by Kac [12]. As in [11], we also use a ‘density argument’, that is, we first
discuss ‘at roots of unity’ and then pass to the general cases. In [2], Angiono and
the second author gave the explicit formula of the universal R-matrix of U de-
fined for χ with |R| <∞ (R is different from R). In [3], Azam, Yousofzadeh and
the second author classified the finite-dimensional irreducible representations of
U defined for χ with Char(K) = 0 and |R| <∞. In [4], the authors of this paper
studied skew centers for rank-one cases. In [24], the second author introduced a
new definition of generalized root systems, which is by far easier than that of the
original one.
Let R := R(χ, π). For α ∈ R, let qα := χ(α, α).
Assume that R is a finite set. Assume that qα 6= 1 for all α ∈ R.
Let Bˇχ,πω be theK-subspace of Uˇ
0 formed by the elements
∑
λ∈A aλKˇλ with aλ ∈ K
satisfying the following (eˇ1)-(eˇ4). For x ∈ K× \ {1}, let P(x) := {xn|n ∈ Z}, and
let oˆ(x) := min{r ∈ N|xr = 1} (resp := 0) if P(x) is a finite (resp. infinite)
set. Define the Z-module homomorphism ρˆ = ρˆχ,π : A→ K× by ρˆ(π(j)) := qπ(j)
(j ∈ I). Let ωχλ;β :=
ω(β)
χ(λ,β)
for λ ∈ A and β ∈ R.
(eˇ1) aλ+2tβ = ρˆ(β)
t · aλ for λ ∈ A, β ∈ R and t ∈ Z \ {0} with oˆ(qβ) = 0 and
ωχλ;β = q
t
β.
(eˇ2) aλ = 0 for λ ∈ A and β ∈ R with oˆ(qβ) = 0 and ω
χ
λ;β /∈ P(qβ).
(eˇ3)
∑∞
x=−∞(aλ+2(oˆ(qβ)x+t)β − ρˆ(β)
taλ+2oˆ(qβ)xβ)ρˆ(β)
−oˆ(qβ)x = 0 for λ ∈ A, β ∈
R+ and t ∈ {1, 2, . . . , oˆ(qβ)− 1} with oˆ(qβ) ≥ 2 and ω
χ
λ;β = q
t
β.
(eˇ4)
∑∞
y=−∞(aλ+2(oˆ(qβ)y+k)β − ρˆ(β)
kaλ+2oˆ(qβ)yβ)ρˆ(β)
−oˆ(qβ)y = 0 for λ ∈ A, β ∈
R+ and k ∈ {1, 2, . . . , oˆ(qβ)− 1} with oˆ(qβ) ≥ 2 and ω
χ
λ;β /∈ P(qβ).
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Theorem 1.2. We have ImHˇC
χ,π
ω = Bˇ
χ,π
ω . (Note that HˇC
χ,π
ω is injective by
Lemmas 9.2 and 11.1.)
The proof will be given in Subsection 11.1. Our main result Theorem 10.4 for
U is similar to the above theorem (see Theorem 6.1 and (8.1) for U), but we do
not assume χ(λ, µ) = χ(µ, λ) (λ, µ ∈ A).
This paper is organized as follows. Section 1 is Introduction. In Section 2,
we collect necessary notations in the paper. In Section 3, we collect results ob-
tained by well-known argument using the structure theorem for finitely generated
modules over a principal ideal domain. In Section 4, we treat the ‘density argu-
ment’. In Section 5, we collect necessary facts of the generalized root systems.
In Section 6, we introduce the generalized quantum groups U = U(χ, π) and the
Kharchenko’s PBW theorem of U , whose statement is described using its gen-
eralized root system. In Section 7, we give explicit formulas of singular vectors
of Verma modules of U defined ‘at roots of unity’. In Section 8, we give a key
theorem Theorem 8.6 using the results of Sections 3 and 4. In Section 9, we
introduce the equations (e1)β-(e4)β (β ∈ R(χ, π)), which formulate our Harich-
Chandra-type theorem Theorem 10.4. In Section 10, we complete a proof of our
main result Theorem 10.4. In Section 11, we assume χ to be symmetric, treat the
quotient K-algebra Uˇ = U/(Lλ−K−λ|λ ∈ A), and explain a Harish-Chandra-type
theorem of the quantum superalgebra Uq(s) of a basic classical Lie superalgebra
s.
As to previous study of centers of quantum groups, we mention [14], [20], and
[21].
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2 Notation
Let δa,b means the Kronecker’s delta, i.e., δa,a := 1, and δa,b := 0 if a 6= b.
For a, b ∈ R, let Ja,b := {n ∈ Z | a ≤ n ≤ b }, and Ja,∞ := {n ∈ Z | a ≤ n }.
Let Z≥0 := J0,∞. Note N = J1,∞.
Let K be an algebraically closed field. Let K× := K \ {0}. For n ∈ Z≥0 and
x ∈ K, let (n)x :=
∑n
r=1 x
r−1, and (n)x! :=
∏n
r=1(r)x. For n ∈ Z≥0, m ∈ J0,n and
x ∈ K, define
(
n
m
)
x
∈ K by
(
n
0
)
x
:=
(
n
n
)
x
:= 1, and
(
n
m
)
x
:=
(
n−1
m
)
x
+xn−m
(
n−1
m−1
)
x
=
xm
(
n−1
m
)
x
+
(
n−1
m−1
)
x
(ifm ∈ J1,n−1). If (m)x!(n−m)x! 6= 0, then
(
n
m
)
x
= (n)x!
(m)x!(n−m)x!
.
For x, y, z ∈ K, and n ∈ N, we have
∏n−1
t=0 (y+x
tz) =
∑n
m=0 x
m(m−1)
2
(
n
m
)
x
yn−mzm.
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For n ∈ Z≥0, and x, y ∈ K, let (n; x, y) := 1 − xn−1y and (n; x, y)! :=∏n
m=1(m; x, y).
For x ∈ K×, define oˆ(x) ∈ Z≥0 \ {1} by
(2.1) oˆ(x) :=
{
min{ r′ ∈ J2,∞ | (r′)x! = 0 } if (r′′)x! = 0 for some r′′ ∈ J2,∞,
0 otherwise.
For an associative K-algebra a and X , Y ∈ a, let [X, Y ] := XY − Y X . For a
set Z, let |Z| denote the cardinality of Z.
For m ∈ N, x, y ∈ J1,m, and a commutative ring X having the unit 1,
let Mat(m,X) be the set of m×m matrices over X , let GL(m,X) be the set of
invertible m×m matrices over X , and let EX,mx,y denote the element of Mat(m,X)
whose (x, y)-component is 1 and whose (x′, y′)-components are 0 for (x′, y′) ∈
J21,m \ {(x, y)}, that is, E
X,m
x,y is the (x, y)-matrix unit. However, as usual, we
shall always abbreviate EX,mx,y to Ex,y; we shall be able to deduce X and m from
context. For a non-empty subset Y of X , let Mat(m, Y ) :=
∑m
x=1
∑m
y=1 Y E
X,m
x,y .
For a K-algebra T (with 1), let Ch(T ) be the set of K-algebra homomorphisms
from T to K.
For an associative K-algebra a, if a is an integral domain, we let Q(a) denote
the field of fractions of a, and see that a is regarded as a K-subalgebra of Q(a)
in a natural way.
3 Removal argument
3.1 Factorization property of matrices over a polynomial
algebra
Recall that for a topological space Z, a subset Y of Z is called locally closed if Y
is an intersection of an open subset and a closed subset. As for coordinate ring
of algebraic varieties, see [18, Observation 4.23, Exercise 6.26], for example.
Let k ∈ N. In Sections 3 and 4, we study a locally closed subset of the affine
variety (K×)k, whose coordinate K-algebra K[(K×)k] can be identified with the
Laurent polynomial algebra K[ X±1i | i ∈ J1,k ] in k-variables Xi (i ∈ J1,k). Recall
that the coordinateK-algebra K[Kk] of the affine variety Kk can be identified with
the polynomial K-algebra K[ Xi | i ∈ J1,k ] in k-variables Xi (i ∈ J1,k). Under the
identification, we can regard that (K×)k ⊂ Kk, and
K[Kk] = K[ Xi | i ∈ J1,k ] ⊂ K[(K
×)k] = K[ X±1i | i ∈ J1,k ].
In Section 3, we use the notation as follows. Fix f = f(X) ∈ K[(K×)k]
and assume that f is a non-zero non-invertible irreducible element of K[(K×)k].
Let F := {h ∈ K[(K×)k]|∀p ∈ K[(K×)k], h 6= pf}. Let F−1K[(K×)k] := {p1
p2
∈
6
Q(K[(K×)k])|p1 ∈ K[(K×)k], p2 ∈ F}, i.e., it is identified with the localization of
K[(K×)k] by F . Note the following.
(3.1)
(1) K[Kk], K[(K×)k] and F−1K[(K×)k] are unique factorization domains.
(2) F−1K[(K×)k] is a principal ideal domain whose ideals are
(F−1K[(K×)k])f t (t ∈ Z≥0).
Fix g = g(X) ∈ F . For h = h(X) ∈ K[(K×)k], let V(h) := { x ∈ (K×)k | h(x) =
0 }, and D(h) := (K×)k \ V(h).
We can easily show the following two lemmas using Hilbert’s Nullstellensatz
and the Zariski topology.
Lemma 3.1. Let h ∈ K[(K×)k] be such that V(h) ⊃ V(f) ∩ D(g). Then h ∈
K[(K×)k]f . In particular, V(h) ⊃ V(f).
Lemma 3.2. We have V(f) ∩ D(g) 6= ∅.
By (2) of (3.1) and [15, XV §2 Theorem 5], we have
Lemma 3.3. Let G ∈ Mat(m,K[(K×)k]). Then there exist m′ ∈ J0,m, cx ∈ Z≥0
(x ∈ J1,m′), h ∈ F and Pt ∈ Mat(m,K[(K×)k]) (t ∈ J1,2) with det(Pt) ∈ F such
that
(3.2) P1GP2 = h ·
m′∑
x=1
f cxEx,x.
In particular, if det(G) 6= 0, then m′ = m and det(G) = p · f c1+···+cm for some
p ∈ F . Moreover, letting m′′ := |{ x ∈ J1,m | cx = 0}|, we have Rank(G(x)) = m′′
(x ∈ V(f) ∩ D(p′)) for some p′ ∈ F .
Lemma 3.4. Keep the notation as in Lemma 3.3. Let r ∈ J0,m. Let r ∈ J0,m.
Assume that
(3.3) Rank(G(x)) ≤ m− r (x ∈ V(f) ∩ D(g)).
Then
(3.4) detG ∈ K[(K×)k]f r.
Moreover we have m′′ ≤ m− r.
Proof. Use the same notation as in Lemma 3.3 for G. We may assumem′ = m.
By Lemma 3.2, ∅ 6= V(f)∩D(g · det(P1P2)h) ⊂ V(f)∩D(g). By (3.2) and (3.3),
we have m′′ ≤ m− r. By (3.2) and (1) of (3.1), we have (3.4). ✷
We only use Lemma 3.4 to incidentally give a proof of Theorem 7.5. It has
originally been proved in [11], and we essentially use it in this paper. After
Theorem 8.5, we give a short proof of it by using Lemma 3.4 and other results in
this paper although it is essentially the same as the proof given in [11].
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3.2 Key Lemma to removal of a denominator
The same result as Lemma 3.5 below with K[Kk] in place of K[(K×)k] has been
used to study the center of the universal enveloping algebra of a basic classical
Lie superalgebras, see [12, Lemma 2], [17, Lemma 13.2.6]. See also the paragraph
after Lemma 3.5.
Lemma 3.5. Keep the notation as in Lemma 3.3. Let r ∈ J0,m. Let p ∈ F . Let
Y = Y (X) ∈ Mat(m,K[(K×)k]). Assume (i), (ii) and (iii) below.
(i) det(G(X)) = f(X)rg(X).
(ii) Rank(G(x)) ≤ m− r (x ∈ V(f) ∩ D(p)).
(iii) kerG(x) ⊂ ker Y (x) (x ∈ V(f) ∩ D(p)).
Then there exists Z = Z(X) ∈ Mat(m,K[(K×)k]) such that
(3.5) Y (X)G(X)−1 =
1
g(X)
Z(X)
as an equation of Mat(m,Q(K[(K×)k])). Moreover Rank(G(x)) = m − r (x ∈
V(f) ∩ D(p′)) for some p′ ∈ F ∩ K[(K×)k]p. Furthermore, we have m = m′ =
m′′ + r, and assuming cx ≤ cx+1 (x ∈ J1,m′−1), we have cx′ = 1 (x
′ ∈ Jm′′+1,m).
Proof. By (i), since g 6= 0, we have
(3.6) m′ = m and
m∑
x=m′′+1
cx = r, which implies m−m
′′ ≤ r.
Let p′ = p′(X) := p(X)h(X) det(P1(X)P2(X)) ∈ F . Note that V(f) ∩ D(p
′) 6= ∅
holds by Lemma 3.2. Note that m′′ = Rank(G(x)) (x ∈ V(f) ∩ D(p′)). By
(ii), m′′ ≤ m − r. By (3.6), we conclude that m′′ = m − r and cx = 1 for all
x ∈ Jm−r+1,m.
Define T = T (X) ∈ Mat(m,K[(K×)k]) by
T (X) :=
m−r∑
x=1
Ex,x + f(X)
m∑
y=m−r+1
Ey,y.
By the above argument, we have
(3.7) P1(X)G(X)P2(X) = h(X)T (X).
By (iii) and (3.7), we see that for any x ∈ V(f) ∩ D(p′), any x ∈ J1,m and
any y ∈ Jm−r+1,m, the (x, y)-component of P1(x)Y (x)P2(x) is zero. Hence by
Lemma 3.1, there exists D(X) ∈ Mat(m,K[(K×)k]) such that
(3.8) P1(X)Y (X)P2(X) = D(X)T (X).
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By (3.7) and (3.8), we have Y (X) = 1
h′′(X)
D′(X)G(X) for some h′′(X) ∈ F and
some D′(X) ∈ Mat(m,K[(K×)k]), i.e., 1
h′′(X)
D′(X) = 1
h(X)
P1(X)
−1D(X)P1(X). By
(i), we see that this lemma holds. ✷
The reason we give Lemma 3.5 is as follows. Let U be as in Theorem 6.1
below. Assume the same condition as in (8.1). By [11, Theorem 7.3], we have
already obtained Theorem 7.5, which is a Shapovalov determinant factorization
formula for U . In Theorem 8.8, we see an explicit property of singular vectors of
Verma module of U . Let Û be a completion of U defined as in [21, (1.3.3)]. In
the proof of Lemma 10.1, using Lemma 3.5 we develop an argument similar to
a Kac’s well-known argument of [12], see also [17, The proof of Theorem 13.1.1].
By Theorems 7.5, 8.8 and Lemma 10.1, we get an element of the (skew) center
of Û . By Lemma 10.2, we show that it can be expressed as a finite sum, so it
belongs to the (skew) center Zω(χ, π) of U ; in fact it is V of Lemma 10.3. Thus we
see that the Harish-Chandra map HCχ,πω : Zω(χ, π) → B
χ,π
ω is surjective, see our
main result Theorem 10.4. (See (9.1), (9.7), (9.2) for the definitions of Zω(χ, π),
Bχ,πω , HC
χ,π
ω respectively. See also (9.9).)
4 Density argument
The main results in this Section have already been obtained in [11, Section 9].
In [11, Section 9], those were written in terms of coordinate rings of algebraic
varieties. We reformulate them in more elemental way in order to make the reader
efficiently understand delicate arguments in this paper.
4.1 Easy lemma
Recall that for a topological space X , a subset D of X is said to be dense if
(4.1) ∩F :closed inX,D⊂F F = X.
We need the following easy lemma, which can be proved in a standard way.
Lemma 4.1. Let X be a topological space. Let D be a dense subset of X. Let
V be an open subset of X. Then V ⊂ ∩F :closed inX,D∩V⊂FF , that is, D ∩ V is a
dense subset of V under the relative topology.
4.2 Nichols topology
Here we express elements of Kk for some k ∈ N by column vectors.
9
Let A = [aij ]1≤i,j≤k ∈ GL(k,Z). Define the map fA : (K×)k → (K×)k by
fA(

 z1...
zk

) :=

 z
a11
1 · · · z
a1k
k
...
zak11 · · · z
akk
k

 .
Then fA is bijective, and
(4.2) f−1A = fA−1,
since fA1fA2 = fA1A2 (A1, A2 ∈ K
k).
Let
(4.3) K<∞ := { x ∈ K
× | ∃r ∈ N, xr = 1 }.
For k ∈ N, d ∈ K<∞ and mx ∈ Z (x ∈ J1,k), let
(4.4) V (d;m1, . . . , mk) := {

 z1...
zk

 ∈ (K×)k | zm11 · · · zmkk = d },
call it a 1-pre-fundamental Nichols closed subset of (K×)k, and call its complement
an 1-pre-fundamental Nichols open subset of (K×)k. In addition to the Zariski
topology on (K×)k, we also treat the topology on (K×)k such that the family of
all 1-pre-fundamental Nichols open subsets forms its open subbase; we call it the
Nichols topology on (K×)k. We call an open (resp. closed) subset in the sense of
the Nichols topology a Nichols open (resp. closed) subset.
As for (4.4),
(4.5)
V (d;m1, . . . , mk) is (K
×)k (resp. ∅) if and only if
mx = 0 (x ∈ J1,k) and d = 1 (resp. d 6= 1).
For A ∈ GL(k,Z), and t[m1, . . . , mk], t[mˇ1, . . . , mˇk] ∈ Zk with
[mˇ1, . . . , mˇk] = [m1, . . . , mk]A,
by (4.2), we have
(4.6) (fA)
−1(V (d;m1, . . . , mk)) = V (d; mˇ1, . . . , mˇk).
Let r ∈ J1,k, dx ∈ K<∞ (x ∈ J1,k), M = [mij ]1≤i,j≤k ∈ GL(k,Z), and
V ′ := ∩rx=1V (dx;mx,1, . . . , mx,k).
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By (4.6), we have
(4.7) V ′ = f−1M ({


d1
...
dr
zr+1
...
zk


∈ (K×)k |

 zr+1...
zk

 ∈ (K×)k−r }).
We call such a Nichols closed subset of (K×)k as V ′ an r-fundamental Nichols
closed subset of (K×)k, or a fundamental Nichols closed subset for simplicity.
Lemma 4.2. Any non-empty proper 1-pre-fundamental Nichols closed subset of
(K×)k is a finite union of some 1-fundamental Nichols closed subsets.
Proof. Let V be as in (4.4), and assume that ∅ ( V ( (K×)k. By (4.5),
we have [m1, . . . , mk] 6= [0, . . . , 0]. Let m′ := gcd{mx | x ∈ J1,k }. Let M ′′ =
[m′′xy]1≤x,y≤k ∈ GL(k,Z) be such that m
′′
1y =
my
m′
(y ∈ J1,k). Let X := { z ∈
K× | zm
′
= 1 }. Then X is a finite set. By (4.6), we have
V = V (d;m1, . . . , mk) = f
−1
M ′′(V (d;m
′, 0, . . . , 0))
= ∪z∈Xf
−1
M ′′(V (z; 1, 0, . . . , 0)) = ∪z∈XV (z;m
′′
11, . . . , m
′′
1k),
as desired. This completes the proof. ✷
Lemma 4.3. The complement of any finite union of proper pre-1-fundamental
Nichols closed subsets of (K×)k is a dense subset of (K×)k under the Zariski
topology.
Proof. We use the notation as in Subsection 3.1. Let g :=
∏p
y=1(dy −∏k
x=1X
my,x
x ) ∈ K[(K×)k] for some p ∈ N, some dy ∈ K× (y ∈ J1,p) and some
my,x ∈ Z (x ∈ J1,k) with [my,1, . . . , my,x] 6= [0, . . . , 0], see also (4.5). Let
h ∈ K[(K×)k] be such that D(g) ⊂ V(h), so V(g) ∪ V(h) = V(gh) = (K×)k.
By an argument similar to that for the proof of Lemma 3.1, we see that there
exists tp ∈ N (p ∈ J1,k) such that gh
∏k
p=1X
tp
p = 0 (as an element of K[Kk]).
Hence h = 0. This completes the proof. ✷
If a subset of (K×)k is a finite intersection of some 1-pre-fundamental Nichols
closed subsets, we call it a pre-fundamental Nichols closed subset.
Lemma 4.4. Let r ∈ J1,k−1, and let V be an r-fundamental Nichols closed subset
of (K×)k. If V ′ is a 1-pre-fundamental Nichols closed subset of (K×)k with ∅ (
V ′ ∩ V ( V , then V ′ ∩ V is a finite union of some (r + 1)-fundamental Nichols
closed subsets. Moreover, if V ′′ is a pre-fundamental Nichols closed subset of
(K×)k with ∅ ( V ′′ ∩ V ( V , then V ′′ ∩ V = ∪xy=1V
′′′
y for some x ∈ N and some
ry-fundamental Nichols closed subsets V
′′′
y (y ∈ J1,x) with ry ∈ Jr+1,k.
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Proof. This follows easily from Lemma 4.2 and (4.7). ✷
Lemma 4.5. (See also [11, Lemma 9.3].) Any non-empty proper Nichols closed
subset of (K×)k is a finite union of some fundamental Nichols closed subsets.
Proof. By Lemma 4.2, it suffices to prove the fact (♯) below.
(♯) Let X be an non-empty set, and let f : X → N be a map. Assume that
for any x ∈ X and y ∈ J1,f(x), a fundamental Nichols closed subset Vx,y is given.
Then
(4.8)
⋂
x∈X
(
f(x)⋃
y=1
Vx,y)
is a finite union of some fundamental closed Nichols subsets.
We prove (♯). Let V be the Nichols closed set in (4.8). We may assume
that |X| ≥ 2. For x ∈ X and y ∈ J1,f(x), let rx,y ∈ J1,k be such that Vx,y in
(4.8) is an rx,y-fundamental Nichols closed subset. We use induction on m :=
Max{ k − rx,y | x ∈ X, y ∈ J1,f(x) }. If m = 0, (♯) is clear from (4.7). Assume
m ≥ 1. Let x′ ∈ X and y′ ∈ J1,f(x′) be such that m = k − rx′,y′. Note that
V =
f(x′)⋃
y′′=1
(Vx′,y′′ ∩ (
⋂
x∈X\{x′}
(
f(x)⋃
y=1
Vx,y))).
Hence we may assume that f(x′) = 1 and y′ = 1. Moreover we may assume that
∅ ( Vx′,1 ∩ (∪
f(x)
y=1Vx,y) ( Vx′,1 for all x ∈ X \ {x
′}. Furthermore we may assume
∅ ( Vx′,1 ∩ Vx,y ( Vx′,1 for all x ∈ X \ {x′} and all y ∈ J1,f(x). Note that
V =
⋂
x∈X\{x′}
(
f(x)⋃
y=1
(Vx′,1 ∩ Vx,y)).
Hence, using Lemma 4.4 and the induction, we see that (♯) holds. This completes
the proof. ✷
4.3 Density for Nichols closed subsets
Let Kk<∞ := (K<∞)
k. Note that
(4.9) fA(K
k
<∞) = K
k
<∞ (A ∈ GL(k,Z)).
By (4.7), (4.9) and Lemmas 4.1 and 4.5, we have
Theorem 4.6. (See also [11, Lemma 9.4].) Let V be a Nichols closed subset of
(K×)k. Let X be a Zariski open subset of (K×)k. Then Kk<∞ ∩X ∩ V is a dense
subset of X ∩ V under the (relative) Zariski topology on (K×)k.
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5 Generalized root systems
As a definition of the generalized root system, we adopt the new and simpler one
introduced by [24] in order to make this paper more readable.
5.1 Set-theoretical generalized root system (SGRS)
Let θ ∈ N. Let V be a θ-dimensional R-linear space. (V in Section 5 does not
relate to V(·) in Sections 3 and 4.) Let I be a set with |I| = θ. Let R be a
subset of V such that SpanR(R) = V and 0 /∈ R. For a non-empty subset Π of
R, let R+Π := R ∩ SpanZ≥0(Π) and R
−
Π := R ∩ SpanZ≤0(Π), and call Π a base of
R if |Π| = θ and R = R+Π ∪ R
−
Π. Let B˜ be the set of all bases of R. Let B be a
nonempty subset of B˜. We call the pair (R,B) a set-theoretical generalized root
system (an SGRS for short) if
(5.1) ∀Π ∈ B, ∀α ∈ Π, R ∩ Rα = {α,−α}, ∃Π(α) ∈ B, R+
Π(α)
∩ R−Π = {−α},
where see also [24].
From now on until end of Subsection 5.1, we fix an SGRS (R,B). Note that
(R,−B) are also an SGRS, where −B := {−Π|Π ∈ B} (where −Π := {−α|α ∈
Π}). Note that (R∩ (−R),B) and (R∪ (−R),B) are also SGRSs. Let Π ∈ B and
α ∈ Π. Let NΠα,α := −2 (∈ Z). We see that there exist N
Π
α,β ∈ Z≥0 (β ∈ Π \ {α})
such that Π(α) = {γ +NΠα,γα|γ ∈ Π}. Since (Π
(α))(−α) = Π, we have
(5.2) NΠ
(α)
−α,β+NΠ
α,β
α = N
Π
α,β (β ∈ Π).
Let B[Π] := {Π′ ∈ B||R−Π ∩ R
+
Π′ | < ∞}. Then for Π
′ ∈ B, we see that Π′ ∈ B[Π]
if and only if there exist k ∈ Z≥0, Πt ∈ B, βt ∈ Πt (t ∈ J0,k−1) such that Π0 = Π,
Πk = Π
′ and Πt = Π
(βt−1)
t−1 (t ∈ J1,k). Note that (R,B[Π]) is also an SGRS. We
say that (R,B) is connected if B[Π] = B for some Π ∈ B.
Lemma 5.1. (See also [24, Lemmas 2.2(2) and 2.3(1)].) Assume |R| <∞. Then
B˜ = B, ∪Π∈BΠ = R, and (R,B) is connected. In particular R
−
Π = −R
+
Π for
Π ∈ B. so |R| = 2|R+|.
Proof. The claim easily follows from the definition of B[Π]. ✷
Let Bˇ be the set of all maps π : I → V with π(I) ∈ B. For i ∈ I, define the
map τˇi : Bˇ → Bˇ by τˇi(π)(j) := π(j) +N
π(I)
π(i),π(j)π(i) (j ∈ I). By (5.2)
(5.3) N
τˇi(π)(I)
τˇi(π)(i),τˇi(π)(j)
= N
π(I)
π(i),π(j) (π ∈ Bˇ, i, j ∈ I).
Hence τˇ 2i = idBˇ. Let V¯ be an θ-dimensional R-linear space. Let {α¯i|i ∈ I}
be an R-basis of V¯. For π ∈ Bˇ and i ∈ I, define sπi ∈ GL(V¯) by s
π
i (α¯j) :=
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α¯j +N
π(I)
π(i),π(j)α¯i. Then s
π
i = (s
π
i )
−1 = s
τˇi(π)
i . Let B be the set of all maps from N
to I. For π ∈ Bˇ, f ∈ B and t ∈ Z≥0, define πf,t ∈ Bˇ by
(5.4) πf,t :=
{
π if t = 0,
τˇf(t)(πf,t−1) if t ∈ N,
and define 1πsf,t ∈ GL(V¯) by
1πsf,t :=
{
idV¯ if t = 0,
1πsf,t−t ◦ s
πf,t
f(t) if t ∈ N.
For π ∈ Bˇ, let Bˇ[π] := {πf,t|f ∈ B, t ∈ Z≥0} and H[π] := {1
πsf,t ∈ GL(V¯)|f ∈
B, t ∈ Z≥0}. Note that {π′(I)|π′ ∈ Bˇ[π]} = B[π(I)]. Note that Bˇ[π] = Bˇ[π′] for
π′ ∈ Bˇ[π].
Lemma 5.2. (See also [24, Lemma 2.4].) Let π ∈ Bˇ, f ∈ B, t ∈ Z≥0, π′ := πf,t,
and w := 1πsf,t ∈ H[π]. Let dij ∈ Z (i, j ∈ I) be such that w(α¯j) =
∑
i∈I dijα¯i.
Then for all j ∈ I, we have π′(j) =
∑
i∈I dijπ(i). In particular, for f
′ ∈ B and
t′ ∈ Z≥0, if 1πsf ′,t′ = w (that is, 1πsf ′,t′ and w are the same element of GL(V¯)),
we have π′ = πf ′,t′.
Proof. We use induction on t. It t = 0, the claim is clear. Assume t ≥ 1.
Let π′′ := πf,t−1 and w
′ := 1πsf,t−1. Let d
′
ij ∈ Z (i, j ∈ I) be such that w
′(α¯j) =∑
i∈I d
′
ijα¯i. Let j ∈ I. Then π
′′(j) =
∑
i∈I d
′
ijπ(i). Let k := N
π′(I)
π′(f(t)),π′(j). By
(5.3), k = N
π′′(I)
π′′(f(t)),π′′(j). We have w(α¯j) = w
′sπ
′
f(t)(α¯j) = w
′(α¯j + kα¯f(t)) =∑
i∈I(d
′
ij + kd
′
if(t))α¯i, and π
′(j) = τˇf(t)(π
′′)(j) = π′′(j) + kπ′′(f(t)) =
∑
i∈I(d
′
ij +
kd′if(t))π(i). Hence the claim holds. ✷
5.2 Categorical generalized root system (CGRS)
Let θ and I be as in Subsection 5.1. We say that C = [cij ]i,j∈I ∈ Mat(θ,Z) is a
generalized Cartan matrix if the conditions (M1), (M2) below are satisfied.
(M1) cii = 2 (i ∈ I).
(M2) cjk ≤ 0, δcjk,0 = δckj ,0 (j, k ∈ I, j 6= k).
Let A be a non-empty set. Assume that for each i ∈ I, a map τi : A → A
is given. Assume that for each a ∈ A, and each i, j ∈ I, a generalized Cartan
matrix Ca = [caij]i,j∈I is given. We say that
C = C(I,A, (τi)i∈I , (C
a)a∈A)
is a Cartan scheme if the conditions (C1), (C2) below are satisfied.
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(C1) τ 2i = idA (i ∈ I).
(C2) c
τi(a)
ij = c
a
ij (a ∈ A, i, j ∈ I).
Let C = C(I,A, (τi)i∈I , (C
a)a∈A) be a Cartan scheme. Assume that for each
a ∈ A, there exist a θ-dimensional R-linear space Va and a map πa : I →
Va such that πa(I) is an R-basis of Va. Define the R-linear isomorphism sai :
Va → Vτi(a) (a ∈ A, i ∈ I) by sai (π
a(j)) := πτi(a)(j) − caijπ
τi(a)(i) (j ∈ I), so
s
τi(a)
i s
a
i = idVa by (C2). Let B be as in Subsection 5.1. For a ∈ A and f ∈ B, let
af,0 := a and 1
asf,0 := idVa and let af,t := τf(t)(af,t−1) and 1
asf,t := 1
asf,t−t ◦ s
af,t
f(t)
for t ∈ N. Assume that for each a ∈ A, a subset Ra of Va is given. Let
Ra,+ := Ra ∩ (⊕i∈IZ≥0πa(i)) and Ra,− := Ra ∩ (⊕i∈IZ≤0πa(i)) (a ∈ A). We say
that the data
(5.5) R = R(C, (Va, πa, Ra)a∈A)
is a categorical generalized root system of type C (a CGRS of type C for short) if
the following conditions (R1)-(R4) are satisfied.
(R1) Ra = Ra,+ ∪ Ra,− (a ∈ A).
(R2) Ra ∩ Zπa(i) = {πa(i),−πa(i)} (a ∈ A, i ∈ I).
(R3) sai (R
a) = Rτi(a) (a ∈ A, i ∈ I).
(R4) For a ∈ A, f ∈ B and t ∈ Z≥0, if 1asf,t(πaf,t(i)) = πa(i) for all i ∈ I,
then af,t = a.
(See [3, Definition 1.2], [5].)
From now on until end of Subsection 5.2, we fix a Cartan scheme C =
C(I,A, (τi)i∈I , (Ca)a∈A) and a CGRS R = R(C, (Va, πa, Ra)a∈A) of type C. It
is clear that
(5.6)
R(C, (Va, πa, Ra ∪ (−Ra))a∈A), R(C, (Va, πa, Ra ∩ (−Ra))a∈A) and
R(C, (Va,−πa, Ra)a∈A) are also CGRSs of type C.
Note that
(5.7) − caij = max{k ∈ Z≥0|π
a(j) + kπa(i) ∈ Ra} (a ∈ A, i, j ∈ I, i 6= j).
Let a ∈ A. LetA[a] := {af,t|f ∈ B, t ∈ Z≥0}, C[a] := C(I,A[a], (τi)i∈I , (Ca)a∈A[a]),
and R[a] := R(C[a], (Va
′
, πa
′
, Ra
′
)a′∈A[a]). Then C[a] is a Cartan scheme, and
(5.8) R[a] is a CGRS of type C[a].
If A[a] = A, then we see that C[a] = C and R[a] = R and we say that C is
connected and that R is connected.
By [3, Lemma 1.5] and (5.6), we have
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Lemma 5.3. Let i, j ∈ I be such that i 6= j. Let m := |Ra,+ ∩ (Z≥0πa(i) ⊕
Z≥0π
a(j))|, and assume m <∞. Let f ∈ B be such that f(2x− 1) = i, f(x) = j
(x ∈ N). Then af,2m = a and 1
asf,2m = idVa.
Let a ∈ A. Let b, b′ ∈ A[a]. Let H(b, b′) := {1bsf,t : Vb
′
→ Vb|f ∈ B, t ∈
Z≥0, bf,t = b
′}. For w ∈ H(b, b′), let
ℓb,b′(w) := min{t ∈ Z≥0|∃f ∈ B, bf,t = b
′, 1bsf,t = w}.
The following lemma is well-known.
Lemma 5.4. Let b, b′ ∈ A[a] and w ∈ H(b, b′). Then we have the followings.
(1) We have ℓb,b′(w) = |Rb,− ∩ w(Rb
′,+)| and Rb,+ ∩ w(Rb
′,−) = −(Rb,− ∩
w(Rb
′,+)). In particular, for w′ ∈ H(a, b) and w′′ ∈ H(a, b′), if w′(πb(I)) =
w′′(πb
′
(I)) as a subset of Va, then b = b′ and w′ = w′′.
(2) Let l ∈ N. Let f ∈ B be such that 1bsf,l = w. Then l = ℓb,b′(w) if and only
if Rb,+ ∩ w(Rb
′,−) = {1bsf,t−1(πbf,t−1(f(t)))|t ∈ J1,l}.
Proof. (1) This follows from [10, Lemma 8(iii) (see also Proposition 1)],
Lemma 5.3 and (5.6).
(2) Let l′ := ℓb,b′(w). Let X
′ be a subset of Rb
′,− such that w(X ′) ⊂ Rb,+.
Assume that there exists i ∈ I such that w(πb
′
(i)) ∈ Rb,+. Then −πb
′
(i) /∈
X ′. Let b′′ := τi(b
′). Let X ′′ := sb
′
i (X
′). Note that sb
′′
i (−π
b′′(i)) = πb
′
(i) and
sb
′′
i (R
b′′,− \ {−πb
′′
(i)}) = Rb
′,− \ {−πb
′
(i)}. Then X ′′ ⊂ Rb
′′,− and −πb
′′
(i) /∈ X ′′.
Then the claim (2) follows form the claim (1). ✷
Lemma 5.5. (See also [5, Proposition 2.12].) Assume |Ra| <∞. Let κ := |Ra,+|.
Then Ra,− = −Ra,+, and there exist a unique b ∈ A[a] and a unique 1aw0 ∈
H(a, b) such that Ra,+ = 1aw0(R
b,−). Moreover ℓa,b(1
aw0) = κ. Furthermore, for
f ∈ B with 1asf,κ = 1aw0, we have Ra,+ = {1asf,t−1(πaf,t−1(f(t)))|t ∈ J1,κ}.
Proof. Let b′ ∈ A[a], w ∈ H(a, b′) and r := ℓa,b′(w). Assume r ∈ J0,κ−1. By
Lemma 5.4(1), there exists i ∈ I such that w(πb
′
(i)) ∈ Ra,+. Let b′′ := τi(b′). By
an argument similar to that in the proof of Lemma 5.4, we have ℓa,b′′(ws
b′′
i ) = r+1.
Then the claim follows from Lemma 5.4. ✷
5.3 Finite SGRS
Let (R,B) be an SGRS, i.e., it is as in (5.1). Let π ∈ Bˇ. For π′ ∈ Bˇ[π], let cπ
′
ij :=
−Nπ
′(I)
π′(i),π′(j) (i, j ∈ I) and C
π′ := [cπ
′
ij ]i,j∈I , and define the K-linear isomorphism
φˇπ′ : V → V¯ by φˇπ′(π′(i)) := α¯i (i ∈ I). Let Cˇ[π] := C(I, (τˇi)i∈I , Bˇ[π], (Cπ
′
)π′∈Bˇ[π]).
Then Cˇ[π] is a Cartan scheme. Define the map π¯ : I → V¯ by π¯(i) := α¯i (i ∈ I).
Let Rˇ[π] := R(Cˇ[π], (V¯, π¯, φˇπ′(R))π′∈Bˇ[π]). Then Rˇ[π] is a CGRS of type Cˇ[π]
(where for this Rˇ[π], we have Vπ
′
= V¯ and ππ
′
= π¯ for all π′ ∈ Bˇ[π]), since
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1π
′
sf,t ∈ GL(V¯) (π′ ∈ Bˇ[π] f ∈ B, t ∈ Z≥0) for Rˇ[π] is the same as in Lemma 5.2
(with π′ in place of π). By Lemma 5.2, we have
(5.9) (φˇπ ◦ πf,t)(i) = 1
πsf,t(α¯i) (f ∈ B, t ∈ Z≥0, i ∈ I).
By Lemma 5.4 and (5.9), we see that
π′ = π′′ for π′, π′′ ∈ Bˇ[π] with π′(I) = π′′(I).
For Lemma 5.6 below, recall Lemma 5.1.
Lemma 5.6. Assume |R| < ∞. Let Π ∈ B. Let κ := |R+Π|. Let π ∈ Bˇ be such
that π(I) = Π. Then there exists f ∈ B such that πf,κ(I) = −Π. Moreover for
f ′ ∈ B, πf ′,κ(I) = −Π if and only if R
+
Π = {πf ′,t−1(f
′(t))|t ∈ J1,κ}.
Proof. This follows from Lemmas 5.4, 5.5 and (5.9). ✷
5.4 Relation between an SGRS and a CGRS
In Subsection 5.4, fix a Cartan scheme C = C(I,A, (τi)i∈I , (Ca)a∈A), and fix a
CGRS R = R(C, (Va, πa, Ra)a∈A) of type C. Fix a ∈ A. Let B[a] be the set
of the subsets 1asf,t(π
af,t(I)) of Ra with f ∈ B and t ∈ Z≥0. Then (Ra,B[a])
is an SGRS. Let Rˇ[πa] = R(Cˇ[πa], (V¯, π¯, φˇπ′(R))π′∈Bˇ[πa]) be those defined for the
SGRS (Ra,B[a]). For a′ ∈ A[a], define the K-linear isomorphism φa
′
: Va
′
→ V¯
by φa
′
(πa
′
(i)) := α¯i (i ∈ I). We have
Lemma 5.7. We have φaf,t(Raf,t) = φˇπa
f,t
(Ra) (f ∈ B, t ∈ Z≥0). In particular,
(5.10) c
af,t
ij = c
πa
f,t
ij (i, j ∈ I).
Proof. We use an induction on t. The case where t = 0 is clear. Assume
that t ≥ 1 and φaf,t−1(Raf,t−1) = φˇπa
f,t−1
(Ra). By (5.7), we have c
af,t−1
ij = c
πa
f,t−1
ij
(i, j ∈ I). Note c
af,t
f(t),j = c
af,t−1
f(t),j and c
πa
f,t−1
f(t),j = c
πa
f,t
f(t),j hold for j ∈ I. Hence
φaf,t = s
πa
f,t−1
f(t) ◦ φ
af,t−1 ◦ s
af,t
f(t) and s
πa
f,t−1
f(t) ◦ φˇπaf,t−1 = φˇπaf,t. Hence φ
af,t(Raf,t) =
(s
πa
f,t−1
f(t) ◦φ
af,t−1 ◦ s
af,t
f(t))(R
af,t) = (s
πa
f,t−1
f(t) ◦φ
af,t−1)(Raf,t−1) = (s
πa
f,t−1
f(t) ◦ φˇπaf,t−1)(R
a) =
φˇπa
f,t
(Ra). The claim (5.10) follows from (5.7). ✷
Lemma 5.8. Let f , f ′ ∈ B and t, t′ ∈ Z≥0 be such that πaf,t = π
a
f ′,t′. Then
af,t = af ′,t′.
Proof. It follows from (5.10) that (φa)−1 ◦1π
a
sf ′′,t′′ ◦φ
af ′′,t′′ = 1asf ′′,t′′ (f
′′ ∈ B,
t′′ ∈ Z≥0). Since 1π
a
sf,t = 1
πasf ′,t′ holds by (5.9), we have 1
asf,t = 1
asf ′,t′. By
Lemma 5.4 (2), af,t = af ′,t′ . ✷
Let Bˇ be the one for B[a]. By Lemma 5.8, we can define the surjection
F : Bˇ[πa]→ A[a] by F(πaf,t) := af,t (f ∈ B, t ∈ Z≥0). Then F(τˇi(π
′)) := τi(F(π
′))
(π′ ∈ Bˇ[πa], i ∈ I). By (5.10), we have cF(π
′)
ij = c
π′
ij (π
′ ∈ Bˇ[πa], i, j ∈ I).
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6 Generalized quantum groups
6.1 Definition of generalized quantum groups
Let θ, V and I be as in Subsection 5.1. Let Π be an R-basis of V. Let π : I → V
be a map with π(I) = Π. Define the Z-submodule A of V by A := ⊕i∈IZπ(i), so
rankZA = θ(= |I|). Let χ : A× A→ K× be a map such that
(6.1) χ(λ, µ+ ν) = χ(λ, µ)χ(λ, ν) and χ(λ+ ν, µ) = χ(λ, µ)χ(ν, µ)
(λ, µ, ν ∈ A). We call such a map as χ a bi-homomorphism on A.
(6.2) From now on until the end of this paper, fix π, A and χ as above.
It is well-known that
Theorem 6.1. Note (6.2).
(1) There exists a unique associative K-algebra (with 1) U satisfying the fol-
lowing conditions (GQG1)-(GQG4).
(GQG1) As a K-algebra, U is generated by the elements:
(6.3) Kλ, Lλ (λ ∈ A), Ei, Fi (i ∈ I).
(GQG2) The following equations hold:
(6.4)
K0 = L0 = 1, KλKµ = Kλ+µ, LλLµ = Lλ+µ, KλLµ = LµKλ,
KλEi = χ(λ, π(i))EiKλ, LλEi = χ(−π(i), λ)EiLλ,
KλFi = χ(λ,−π(i))FiKλ, LλFi = χ(π(i), λ)FiLλ,
[Ei, Fj ] = δij(−Kπ(i) + Lπ(i)).
(GQG3) Regard U ⊗U as a K-algebra (with 1) by (X1⊗Y1)(X2⊗Y2) := X1X2⊗
Y1Y2 (Xt, Yt ∈ U (t ∈ J1,2)). Then there exists a K-algebra homomorphism
∆ : U → U ⊗ U such that ∆(Kλ) = Kλ ⊗ Kλ, ∆(Lλ) = Lλ ⊗ Lλ, ∆(Ei) =
Ei ⊗ 1 +Kπ(i) ⊗ Ei, ∆(Fi) = Fi ⊗ Lπ(i) + 1⊗ Fi.
(GQG4) Let U0 be the associative K-algebra (with 1) of U generated by the ele-
ments KλLµ with λ, µ ∈ A. Let U+ (resp. U−) be the K-subalgebra of U generated
by the elements 1 and Ei (resp. 1 and Fi) with all i ∈ I. Let U+,♭ :=
∑
λ∈A U
+Kλ,
and U−,♭ :=
∑
λ∈A U
−Lλ. Then the following conditions (GQG4-1)-(GQG4-3)
hold.
(GQG4-1) The elements KλLµ with (λ, µ) ∈ A
2 form a K-basis of U0.
(GQG4-2) The K-linear map m : U−⊗U0⊗U+ → U defined by m(Y ⊗Z⊗X) :=
Y ZX is a K-linear isomorphism.
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(GQG4-3) There exists a K-bilinear map ϑχ,π : U+,♭ × U−,♭ → K satisfying the
following conditions (GQG4-3-1)-(GQG4-3-3), where ϑ means ϑχ,π.
(GQG4-3-1) ϑ|U+×U− is non-degenerate.
(GQG4-3-2) The equations ϑ(Kλ, Lµ) = χ(λ, µ), ϑ(Ei, Fj) = δij, ϑ(Kλ, Fj) =
ϑ(Ei, Lλ) = 0 hold.
(GQG4-3-3) For Xt ∈ U+,♭ (t ∈ J1,2) and Y ∈ U−,♭ with ∆(Y ) =
∑k
y=1 Y
(1)
y ⊗
Y
(2)
y , the equation ϑ(X1X2, Y ) =
∑k
y=1 ϑ(X1, Y
(2)
y )ϑ(X2, Y
(1)
y ) holds. For X ∈
U+,♭ with ∆(X) =
∑r
x=1X
(1)
x ⊗ X
(2)
x and Yt ∈ U−,♭ (t ∈ J1,2), the equation
ϑ(X, Y1Y2) =
∑r
x=1 ϑ(X
(2)
x , Y1)ϑ(X
(1)
x , Y2) holds.
(2) There exists a K-algebra epimorpism ε : U → K such that ε(Kλ) =
ε(Lλ) = 1, ε(Ei) = ε(Fi) = 0, and there exists a K-algebra anti-automorphism
S : U → U such that S(Kλ) = K−λ, S(Lλ) = L−λ, S(Ei) = −K−π(i)Ei,
S(Fi) = −FiL−π(i). Moreover U can be regarded as a Hopf algebra (U,∆, S, ε).
Furthermore, letting ϑ mean ϑχ,π, for X ∈ U+,♭ and Y ∈ U−,♭, the following
equations hold:
(6.5)
ϑ(S(X), Y ) = ϑ(X,S−1(Y )), ϑ(X, 1) = ε(X), ϑ(1, Y ) = ε(Y ),
Y X =
∑k
x=1
∑r
y=1 ϑ(X
(1)
x , S(Y
(1)
y ))ϑ(X
(3)
x , Y
(3)
y )X
(2)
x Y
(2)
y ,
XY =
∑k
x=1
∑r
y=1 ϑ(X
(3)
x , S(Y
(3)
y ))ϑ(X
(1)
x , Y
(1)
y )Y
(2)
y X
(2)
x ,
where ((idU ⊗∆) ◦∆)(X) =
∑k
x=1X
(1)
x ⊗X
(2)
x ⊗X
(3)
x and ((idU ⊗∆) ◦∆)(Y ) =∑r
y=1 Y
(1)
y ⊗ Y
(2)
y ⊗ Y
(3)
y .
Proof. This theorem can be proved in a well-known argument introduced by
Drinfeld [6]. For a detailed and essentially the same argument, see [16, CHAP-
TER 3], [21, Proof of Theorem 2.9.4], [23, Subsections 6.3, 6.4]. ✷
We have fixed χ and π, see (6.2). For a bi-homomorphism χ′ on A and a map
π′ : I → V such that π′(I) is an R-basis of V, let U(χ′, π′) (resp. U0(χ′, π′), resp.
U+(χ′, π′), resp. U−(χ′, π′)) to mean the one defined in the same way as that for
U (resp. U0, resp. U+, resp. U−) of Theorem 6.1 with χ′ and π′ in place of χ
and π.
(6.6)
We also often use the symbols U , U0, U+ and U−,
which mean U(χ, π), U0(χ, π), U+(χ, π) and U−(χ, π) respectively.
Let A+π := ⊕i∈IZ≥0π(i)(⊂ A). Recall (6.6). We can also regard U as a
A-graded algebra
(6.7) U = ⊕λ∈AUλ
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such that UλUµ ⊂ Uλ+µ (λ, µ ∈ A) Ei ∈ Uπ(i), Fi ∈ U−π(i) (i ∈ I) and U0 ⊂ U0.
Let U+λ := U
+ ∩ Uλ and U
−
λ := U
− ∩ Uλ (λ ∈ A). Then we have U+ = ⊕λ∈A+piU
+
λ
and U− = ⊕λ∈A+piU
−
−λ. We can easily see that
(6.8)
ϑχ,π(XKλ, Y Lµ) = δν,ν′ · χ(λ, µ)ϑχ,π(X, Y )
(λ, µ ∈ A, ν, ν ′ ∈ A+π , X ∈ U
+
ν , Y ∈ U
−
−ν′),
(6.9) dimU−−λ = dimU
+
λ (λ ∈ A
+
π ),
and that
(6.10)
ϑχ,π |U+
λ
×U−−λ
is non-degenerate for λ ∈ A+π
and ϑχ,π(U+µ , U
−
−ν) = {0} for µ, ν ∈ A
+
π with µ 6= ν.
Hence using (6.5), we can see Remark 6.2 below.
Remark 6.2. As a K-algebra, U = U(χ, π) can also be characterized by (GQG1),
(GQG2), (GQG4-1), (GQG4-2) and
(GQG4-3′) {Y ∈ U−|∀i ∈ I, [Ei, Y ] = 0} = {X ∈ U
+|∀i ∈ I, [X,Fi] = 0} = K · 1.
See also [3, (4.8)].
Let i ∈ I. Let U(χ, π; i) be the K-subalgebra of U(χ, π) generated by Kλ, Lλ
(λ ∈ A) and Ei, Fi. Then we can easily see:
Lemma 6.3. Let ci := oˆ(χ(π(i), π(i))). Then we have the following.
(1) If ci = 0 (resp. ci 6= 0), then as a K-algebra, U(χ, π; i) can also be defined
by the generators Kλ, Lλ (λ ∈ A) and Ei, Fi and the relations composed of those
of (6.4) (resp. those of (6.4) and Ecii = F
ci
i = 0).
(2) If ci = 0 (resp. ci 6= 0), then as a K-linear space, the elements F
y
i KλLµE
x
i
with λ, µ ∈ A and x, y ∈ Z≥0 (resp. x, y ∈ J0,ci−1) form a K-basis of U(χ, π; i).
(3) Let π′ : I → V be a map such that π′(I) is a Z-base of A. Let j ∈
I. Assume π′(j) = −π(i). Then there exists a unique K-algebra isomorphism
T (χ,π,π
′;i) : U(χ, π′; j)→ U(χ, π; i) such that T (χ,π,π
′;i)(Kλ) = Kλ, T
(χ,π,π′;i)(Lλ) =
Lλ (λ ∈ A) and T (χ,π,π
′;i)(Ej) = FiL−π(i), T
(χ,π,π′;i)(Fj) = K−π(i)Ei.
6.2 Kharchenko’s PBW theorem
For the statement of Theorem 6.4, we need the notations as follows. Let Y be a
non-empty subset of A+π . Let z : Y → N be a map. Define the subset Y
〈z〉 of Y ×N
by Y 〈z〉 := {(λ, k)|λ ∈ Y, k ∈ J1,z(λ)}. Define the surjection p〈Y,z〉 : Y 〈z〉 → Y by
p〈Y,z〉(y) = λ for y := (λ, k) ∈ Y 〈z〉. Let P〈Y,z〉 be the set of maps f : Y 〈z〉 → Z≥0
such that
(f(y))χ(p〈Y,z〉(y),p〈Y,z〉(y))! 6= 0 for all y ∈ Y
〈z〉.
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For λ ∈ A+π , let
P
〈Y,z〉
λ := {f ∈ P
〈Y,z〉|
∑
y∈Y 〈z〉
f(y)p〈Y,z〉(y) = λ}.
The following is well-known.
Theorem 6.4. (Kharchenko’s PBW theorem [13]) Note (6.6).
(1) There exists a unique pair
(R+(χ, π), ϕχ,π+ )
of a subset R+(χ, π) of A+π \ {0} and a map ϕ
χ,π
+ : R
+(χ, π)→ N such that
dimU+λ = |P
〈R+(χ,π),ϕχ,pi+ 〉
λ | for all λ ∈ A
+
π .
(2) Let X := R+(χ, π)〈ϕ
χ,pi
+ 〉 and p := p〈R
+(χ,π),ϕχ,pi+ 〉. Let Z := P〈R
+(χ,π),ϕχ,pi+ 〉.
Let Z ′ be the subset of Z of elements f with |{x ∈ X|f(x) 6= 0}| < ∞. Then
there exist a total order  on X and elements E`x of U
+
p(x) for x ∈ X such that
the elements
∏
x∈X E`
f(x)
x with f ∈ Z ′ form a K-basis of U+,
where
∏
x∈X E`
f(x)
x := E`
f(x1)
x1 E`
f(x2)
x2 · · · E`
f(xk)
xk for f and x1, . . . , xk with x1 ≺ · · · ≺
xk and f(x
′) = 0 (x′ ∈ X \ {x1, . . . , xk}).
(3) The same claim as that of (2) with U− and U−−p(x) in place of U
+ and U+p(x)
respectively holds, where  is the same as the one of (2).
More precisely, as for Theorem 6.4 (3), we have the K-algebra automor-
phism Ωχ,π of U with Ωχ,π(KλLµ) := K−λL−µ (λ, µ ∈ A), Ωχ,π(Ei) := FiL−π(i)
Ωχ,π(Fi) := K−π(i)Ei (i ∈ I), see [3, Subsection 4.2] for example.
Let R(χ, π) := R+(χ, π) ∪ (−R+(χ, π)). Define the map ϕχ,π : R(χ, π)→ N
by ϕχ,π(−α) := ϕχ,π(α) := ϕχ,π+ (α) (α ∈ R
+(χ, π)).
It is clear that
(6.11) Zπ(i) ∩ R(χ, π) = {−π(i), π(i)}, ϕχ,π(π(i)) = ϕχ,π(−π(i)) = 1 (i ∈ I).
For i, j ∈ I with i 6= j, there exists Nχ,πi,j ∈ Z≥0 ∪ {∞} such that
(6.12)
J0,Nχ,pii,j = {m ∈ Z≥0 | π(j) +mπ(i) ∈ R(χ, π) }
= {m ∈ Z≥0 | (m)qii!(m; qii, qijqji)! 6= 0 },
where we let qik := χ(π(i), π(k)) for k ∈ I (see [11, (2.17)] for the second equation
for example). Let Nχ,πi,i := −2 for i ∈ I.
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Let B˜(χ, π) be the set of all bases of R(χ, π). Let B˜∨(χ, π) be the set of all
maps π′ : I → V with π′(I) ∈ B˜(χ, π). Let i ∈ I. Define the map τ`i : B˜∨(χ, π)→
B˜∨(χ, π) by
(6.13)
{
τ`i(π
′)(j) := π′(j) +Nχ,π
′
i,j π
′(i) (j ∈ I) if Nχ,π
′
i,j′ 6=∞ for all j
′ ∈ I,
τ`i(π
′) := π′ otherwise
(π′ ∈ B˜∨(χ, π)).
The following proposition is well-known.
Proposition 6.5. (See [7, Proposition 1].) Let π′ ∈ B˜∨(χ, π). Then we have the
following equations (6.14)-(6.18).
(6.14) N
χ,τ`i(π′)
i,j = N
χ,π′
i,j (i, j ∈ I).
(6.15) τ` 2i = idB˜∨(χ,π).
(6.16) R(χ, τ`i(π
′)) = R(χ, π′),
that is,
(6.17)
R+(χ, τ`i(π
′)) =
{
{−π(i)} ∪ (R+(χ, π′) \ {π(i)}) if Nχ,π
′
i,j 6=∞ for all j ∈ I,
R+(χ, π′) otherwise.
(6.18) ϕχ,τ`i(π
′)(α) = ϕχ,π
′
(α) (α ∈ R(χ, π)).
Lemma 6.6. Assume |R(χ, π)| < ∞. Then (R(χ, π), B˜(χ, π)) is a connected
SGRS with π′(I)(π
′(i)) = τ`i(π
′)(I) (π′ ∈ B˜∨(χ, π), i ∈ I). In particular, for every
α ∈ R(χ, π), there exists a base B of R(χ, π) such that α ∈ B. (B is a Z-base of
A.) Moreover ϕχ,π(α) = 1 for all α ∈ R(χ, π).
Proof. The claim follows from Lemma 5.1 and (6.11), (6.16), (6.18). ✷
Theorem 6.7. (See [9, Theorem 6.11].) Let i ∈ I be such that Nχ,πij 6=∞ for all
j ∈ I. Then there exists a unique K-algebra isomorphism
(6.19) T
χ,τ`i(π)
i : U(χ, τ`i(π))→ U(χ, π)
satisfying the following equations (6.20), where we mean Ti := T
χ,τ`i(π)
i , Nij :=
Nχ,πij and qtr := χ(π(t), π(r)) (t, r ∈ I).
(6.20)
Ti(X) = T
(χ,π,τ`i(π);i)(X) (X ∈ U(χ, τ`i(π); i)),
Ti(Ej) =
∑Nij
k=0(−qij)
kq
k(k−1)
2
ii
(
Nij
k
)
qii
E
Nij−k
i EjE
k
i ,
Ti(Fj) =
1
(Nij)qii !(Nij ;qii,qijqji)!
∑Nij
k=0(−qji)
kq
k(k−1)
2
ii
(
Nij
k
)
qii
F
Nij−k
i FjF
k
i ,
22
(α ∈ A, j ∈ I \ {i}), where recall Lemma 6.3 (3) for T (χ,π,τ`i(π);i). (Note that
Ej (resp. Fj) of LRSs of (6.20) is an element of U(χ, τ`i(π))π(j)+Nijπ(i) (resp.
U(χ, τ`i(π))−π(j)−Nijπ(i)) since τ`i(π)(j) = π(j) +Nijπ(i).) In particular,
T
χ,τ`i(π)
i (U(χ, τ`i(π))λ) = U(χ, π)λ (λ ∈ A).
Let κ := |R+(χ, π)|. Assume κ <∞. By Lemma 6.6, (R(χ, π), B˜(χ, π)) is an
SGRS. For f ∈ B and t ∈ Z≥0, recall πf,t ∈ B˜∨(χ, π) from (5.4), and define the
K-linear isomorphism 1χ,πTf,t : U(χ, πf,t)→ U(χ, π) by
1χ,πTf,0 := idU(χ,π), and 1
χ,πTf,t := 1
χ,πTf,t−1 ◦ T
χ,πf,t
f(t) (t ∈ N).
(6.21)
Let f˙ ∈ B be such that πf˙ ,κ(I) = −Π.
Note that f˙(1) can be any element of I.
Let β˙t := πf˙ ,t−1(f˙(t)) (t ∈ J1,κ).
By Lemmas 5.6 and 6.6, we have
(6.22) R+(χ, π) = { β˙t | t ∈ J1,κ }.
Let t ∈ J1,κ. Let
(6.23) E˙t := 1
χ,πTf˙ ,t−1(Ef˙(t)), F˙t := 1
χ,πTf˙ ,t−1(Ff˙(t)).
It is clear that E˙t ∈ U(χ, π)β˙t and F˙t ∈ U(χ, π)−β˙t . By Lemma 6.3 (1), for
k ∈ J2,∞,
(6.24) (k)χ(β˙t,β˙t)! = 0 ⇔ E˙
k
t = 0 ⇔ F˙
k
t = 0.
Theorem 6.8. (See [11, Theorems 4.8, 4.9]) Note (6.6). Let κ := |R+(χ, π)|.
Assume κ < ∞. Let E˙t, F˙t (t ∈ J1,κ) be as above. Recall the convention (6.6).
Then for any bijection x : J1,κ → J1,κ, the elements
E˙
kx(1)
x(1) · · · E˙
kx(κ)
x(κ) (resp. F˙
kx(1)
x(1) · · · F˙
kx(κ)
x(κ) )) (kt ∈ Z≥0, (kt)χ(β˙t,β˙t)! 6= 0 (t ∈ J1,κ))
form a K-basis of U+ (resp. U−). In particular, E˙t ∈ U
+
β˙t
and F˙t ∈ U
−
−β˙t
for
t ∈ J1,κ.
Proof. Let X be the set of all bi-homomorphisms χ′ on A with |R(χ′, π)| <∞.
Then χ ∈ X . Let cχ
′
ij := −N
χ′,π
i,j (χ
′ ∈ X , i, j ∈ I). Let Cχ
′
= [cχ
′
ij ]i,j∈I ∈
Mat(θ,Z). For i ∈ I, define the map τ˙i : X → X by τ˙i(χ
′)(π(j), π(k)) :=
χ′(π(j)−cχ
′
ij π(i), π(k)−c
χ′
ikπ(i)). (j, k ∈ I). Then CX := C(X, I, (τ˙i)i∈I , (C
χ′)χ′∈X)
is a Cartan scheme, and RX := R(CX , (V, π, R(χ′, π))χ′∈X) is a CGRS of type
CX . Recall from (5.8) that RX [χ] is a CGRS of type CX [χ]. Note that for
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f ∈ B and t ∈ Z≥0, there exists a K-algebra isomorphism ∇f,t : U(χf,t, π) →
U(χ, πf,t) such that ∇f,t(Kπ(i)) = Kπf,t(i), ∇f,t(Lπ(i)) = Lπf,t(i), ∇f,t(Ei) = Ei
and ∇f,t(Fi) = Fi (i ∈ I). Note 1
πsf˙ ,l(Π) = −Π. Then the claim follows from
[11, Theorems 4.8, 4.9]. ✷
Let κ := |R+(χ, π)|. Assume κ <∞. Recall (6.21). Then we have
(6.25)
R+(χ, πf˙ ,1) = {−π(f˙(1))} ∪ (R
+(χ, π) \ {π(f˙(1))})
= { β˙t | t ∈ J2,κ } ∪ {−π(f˙(1))}.
Moreover we have:
Lemma 6.9. Let i ∈ I. Let f˙ of (6.21) be such that i = f˙(1). Let j ∈ I be such
that πf˙ ,κ(j) = −π(i). Let f˙
′ ∈ B be such that f˙ ′(t) = f˙(t + 1) (t ∈ J1,κ−1) and
f˙ ′(κ) = j. (Recall πf˙ ,1 = τ`i(π).) Then we have
(6.26) τ`i(π)f˙ ′,t−1(f˙
′(t)) = β˙t+1 (t ∈ J1,κ−1), τ`i(π)f˙ ′,κ−1(f˙
′(κ)) = −π(i),
(6.27) τ`i(π)f˙ ′,κ(I) = −τ`i(π)(I),
and
(6.28)
1χ,τ`i(π)Tf˙ ′,κ−1(Ef˙ ′(κ)) = xEi (∈ U
+(χ, τ`i(π))−π(i)),
1χ,τ`i(π)Tf˙ ′,κ−1(Ff˙ ′(κ)) = x
−1Fi (∈ U+(χ, τ`i(π))π(i))
for some x ∈ K×. Moreover for λ ∈ A+τ`i(π),
(6.29)
T
χ,τ`i(π)
i (U
+(χ, τ`i(π))λ) ⊂ ⊕∞k=0SpanK(U
−
−kπ(i)U
0U+λ+kπ(i)),
T
χ,τ`i(π)
i (U
−(χ, τ`i(π))−λ) ⊂ ⊕∞k=0SpanK(U
−
−λ−kπ(i)U
0U+kπ(i)).
Proof. The equations of (6.26) are clear since τ`i(π)f˙ ′,t−1 = πf˙ ,t for t ∈ J1,κ.
Then (6.27) follows from Lemma 5.6. Then (6.28) and (6.29) follows from Theo-
rem 6.8. ✷
7 Singular vectors
7.1 Verma modules
Recall the convention (6.2) and (6.6). By (GQG4-2), for Λ ∈ Ch(U0(χ, π)), we
have a unique left U -module Mχ,π(Λ) with a non-zero element v˜Λ ∈ Mχ,π(Λ)
satisfying the conditions (v1) and (v2) below.
(v1) Equations Zv˜Λ = Λ(Z)v˜Λ (Z ∈ U0) and Eiv˜Λ = 0 (i ∈ I) hold.
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(v2) The K-linear homomorphism U− → Mχ,π(Λ) defined by Y 7→ Y v˜Λ is
bijective.
Let Λ ∈ Ch(U0(χ, π)). For i ∈ I, define Λχ,π,i ∈ Ch(U0(χ, τ`i(π))) by
(7.1) Λχ,π,i(KλLµ) :=
χ(π(i), µ)ci−1
χ(λ, π(i))ci−1
Λ(KλLµ) (λ, µ ∈ A),
where ci := oˆ(χ(π(i), π(i))).
We can easily see:
Theorem 7.1. ([11, Proposition 5.11]) Let Λ ∈ Ch(U0(χ, π)). Let i ∈ I. Let
ci := oˆ(χ(π(i), π(i))). Assume ci 6= 0. Assume that Λ(−Kπ(i)+χ(π(i), π(i))
tLπ(i))
6= 0 for all t ∈ J0,ci−2. Then there exists a K-linear isomorphism
T χ,τ`i(π)i :M
χ,τ`i(π)(Λχ,π,i)→Mχ,π(Λ)
such that
T χ,τ`i(π)i (Xv˜Λχ,pi,i) = T
χ,τ`i(π)
i (X)F
ci−1
i v˜Λ (X ∈ U(χ, τ`i(π))).
Define the Z-module homomorphism ρˆχ,π : A→ K× by
ρˆχ,π(π(j)) := χ(π(j), π(j)) (j ∈ I).
Lemma 7.2. (See also [11, Lemma 2.17].) Let i ∈ I, and ci := oˆ(χ(π(i), π(i))).
Then we have
(7.2) ∀λ ∈ A, χ(π(i), λ)ci−1χ(λ, π(i))ci−1 =
ρˆχ,τ`i(π)(λ)
ρˆχ,π(λ)
.
(This lemme is a wider version of [11, Lemma 2.17] where ci 6= 0 was assumed.)
Proof. For i, j ∈ I, let qij := χ(π(i), π(j)) and Nij := N
χ,π
i,j . so τ`i(π)(j) =
π(j) + Nijπ(i) by (6.13). Let f , f
′ : A → K× be the two Z-module homomor-
phisms sending λ ∈ A to the same values as LHS and RHS of (7.2) respectively.
Let j ∈ I. Then f(π(j)) = qci−1ij q
ci−1
ji , and
f ′(π(j)) = ρˆχ,τ`i(π)(π(j))ρˆχ,π(π(j))−1
= ρˆχ,τ`i(π)(τ`i(π)(j) +Nij τ`i(π)(i))q
−1
jj
= χ(τ`i(π)(j), τ`i(π)(j))χ(τ`i(π)(i), τ`i(π)(i))
Nijq−1jj
= qjj(qijqji)
Nijq
N2ij
ii · q
Nij
ii · q
−1
jj
= (qijqji)
Nijq
Nij(Nij+1)
ii .
Note qciii = 1. If j = i, then f(π(i)) = q
−2
ii = f
′(π(i)) since Nii = −2. If
j 6= i and q
Nij
ii qijqji = 1, then f(π(j)) = q
−(ci−1)Nij
ii = q
Nij
ii = f
′(π(j)). Assume
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that j 6= i and q
Nij
ii qijqji 6= 1. Then ci = Nij + 1. Hence q
Nij+1
ii = 1, Hence
f(π(j)) = f ′(π(j)). Thus we conclude f = f ′, as desired. ✷
Since the statement of [11, Lemma 6.7] did not give singular vectors, we
reformulate it to Theorem 7.3 below although they are similar. To give an explicit
formula of singular vectors seems to become necessary in future studies of many
areas such as representation theory, conformal field theory and vertex operator
algebras.
Theorem 7.3. (See also [11, Lemma 6.7].) Let κ := |R+(χ, π)|. Assume κ <∞.
Keep the notation of (6.22) and (6.23). Let m ∈ J1,κ. Let am′ := ρˆχ,π(β˙m′),
bm′ := χ(β˙m′ , β˙m′) and cˆm′ := oˆ(bm′) for m
′ ∈ J1,m. Assume cˆm′ 6= 0 for all m
′ ∈
J1,m. Let t ∈ J1,cˆm−1. For m
′, m′′ ∈ J1,m, let pm′,m′′ := χ(β˙m′ , β˙m′′)χ(β˙m′′ , β˙m′).
Assume that the following conditions (i), (ii) and (iii) hold.
(i) Λ(amKβ˙m − b
t
mLβ˙m) = 0.
(ii) Λ(am′Kβ˙m′ − b
t′
m′Lβ˙m′ ) 6= 0 for all m
′ ∈ J1,m−1 and all t′ ∈ J1,cˆm′−1.
(iii) Λ(Kβ˙m′ − b
t′−1
m′ (
∏m′−1
m′′=1 p
cˆm′′−1
m′,m′′ )p
t
m′,mLβ˙m′ ) 6= 0 for all m
′ ∈ J1,m−1 and all
t′ ∈ J1,cˆm′−1.
Define v˜′ ∈M(Λ)−tβ˙m by
v˜′ := E˙ cˆ1−11 · · · E˙
cˆm−1−1
m−1 F˙
t
mF˙
cˆm−1−1
m−1 · · · F˙
cˆ1−1
1 v˜Λ.
Then we have the following.
(1) v˜′ 6= 0, and Ej v˜′ = 0 for all j ∈ I.
(2) The elements
E˙
rm−1
m−1 · · · E˙
r1
1 F˙
rl
l · · · F˙
rm+1
m+1 F˙
p
mF˙
cˆm−1−1
m−1 · · · F˙
cˆ1−1
1 v˜
′
(∈M(Λ)−((t+p)β˙m+(
∑l
y=m+1 ry β˙y)+(
∑m−1
z=1 (cˆz−1−rz)β˙z))
)
( p ∈ J0,cˆm−1−t, rx ∈ J0,cˆx−1 (x ∈ J1,κ \ {m}) )
form the K-basis of the left U-submodule U · v˜′ of Mχ,π(Λ).
Proof. For i, j ∈ I, let qij := χ(π(i), π(j)). For t ∈ N and i, j ∈ I, we have
(7.3) [Ei, F
t
j ] = δij(t)qii(−Kπ(i) + q
−t+1
ii Lπ(i))F
t−1
j .
If m = 1, the statement can easily be proved by (i), (7.3) and Theorem 6.8.
Assume m ∈ J2,κ. Let i := f˙(1) ∈ I, see (6.21) for f˙ . Then β˙1 = π(i),
E˙1 = Ei, and F˙1 = Fi. For m
′ ∈ J2,m and t
′ ∈ J1,cˆm′−1, we have
(7.4)
Λχ,π,i(ρˆχ,τ`i(π)(β˙m′)Kβ˙m′ − b
t′
m′Lβ˙m′ )
= Λ(ρˆχ,τ`i(π)(β˙m′)χ(π(i), β˙m′)
−c1+1Kβ˙m′ − b
t′
m′χ(β˙m′ , π(i))
c1−1Lβ˙m′ )
(by (7.1))
= χ(β˙m′ , π(i))
c1−1Λ(am′Kβ˙m′ − b
t′
m′Lβ˙m′ ) (by (7.2)).
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For m′ ∈ J2,m−1 and t′ ∈ J1,cˆm′−1, we have
(7.5)
Λχ,π,i(Kβ˙m′ − b
t′−1
m′ (
∏m′−1
m′′=2 p
cˆm′′−1
m′,m′′ )p
t
m′,mLβ˙m′ )
= χ(β˙m′ , π(i))
−(c1−1)Λ(Kβ˙m′ − b
t′−1
m′ (
∏m′−1
m′′=1 p
cˆm′′−1
m′,m′′ )p
t
m′,mLβ˙m′ )
(by (7.1)).
Let
(7.6)
v˜′′ := (E˙ cˆ2−12 · · · E˙
cˆm−1−1
m−1 F˙
t
mF˙
cˆm−1−1
m−1 · · · F˙
cˆ2−1
2 )F˙
c1−1
1 v˜Λ
∈ Mχ,π(Λ)−tβ˙m−(c1−1)β˙1 .
By (7.6), we have
(7.7) v˜′ = E˙c1−11 v˜
′′.
Let Ti := T
χ,τ`i(π)
i . Let E¨x := (Ti)
−1(E˙x+1), (x ∈ J1,m−2) and F¨y := (Ti)
−1(F˙y+1),
(y ∈ J1,m−1). By (ii) and Theorem 7.1, we have T
χ,τ`i(π)
i and conclude that
(7.8)
(T χ,τ`i(π)i )
−1(v˜′′)
= E¨ cˆ2−11 · · · E¨
cˆm−1−1
m−2 F¨
t
m−1F¨
cˆm−1−1
m−2 · · · F¨
cˆ2−1
1 v˜Λχ,pi,i
∈Mχ,τ`i(π)(Λχ,π,i)−tβ˙m .
By induction and by (7.4), (7.5), (7.8), Lemma 6.9 and Theorems 6.7 and 7.1,
we have
(1′) v˜′′ 6= 0, and Ti(Ej)v˜′′ = 0 (j ∈ I). In particular, Fiv˜′′ = 0.
(2′) The elements E˙
rm−1
m−1 · · · E˙
r2
2 E˙
r1
1 F˙
rl
l · · · F˙
rm+1
m+1 F˙
p
mF˙
cˆm−1−1
m−1 · · · F˙
cˆ2−1
2 v˜
′′ (p ∈
J0,cˆm−1−t, rx ∈ J0,cˆx−1 (x ∈ J1,l \ {m})) form the K-basis of the left U -submodule
Uv˜′′ of Mχ,π(Λ).
By (6.24), E cˆ1i = 0. Hence by (7.7),
(7.9) Eiv˜
′ = 0.
We have
F˙ cˆ1−11 v˜
′
= F cˆ1−1i E
cˆ1−1
i v˜
′′
= (−1)cˆ1−1(cˆ1 − 1)qii!(
∏cˆ1−1
x=1 (−Kπ(i) + q
−x+1
ii Lπ(i)))v˜
′′
(by (7.3) and (1′))
= (cˆ1 − 1)qii!(
∏cˆ1−1
x=1 Λ(χ(π(i), β˙m)
−tq−cˆ1+1ii Kπ(i) − q
−x+cˆ1
ii χ(β˙m, π(i))
tLπ(i)))v˜
′′
(by (7.6))
= (cˆ1 − 1)qii!q
cˆ1−1
ii (
∏cˆ1−1
x=1 Λ(χ(π(i), β˙m)
−tKπ(i) − q
−x−1
ii χ(β˙m, π(i))
tLπ(i)))v˜
′′
= (cˆ1 − 1)qii!q
cˆ1−1
ii χ(π(i), β˙m)
−t(cˆ1−1)(
∏cˆ1−1
x=1 (Λ(Kπ(i) − b
x−1
1 p
t
1mLπ(i)))v˜
′′
∈ K×v˜′′ (by (iii)).
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Hence v˜′ 6= 0, and, by (2′), we have (2).
We show (1). Let j ∈ I \ {i}. Let Nij := N
χ,π
i,j . Let
Xz :=
z∑
t=0
(−qij)
tq
t(t−1)
2
ii
(
z
t
)
qii
Ez−ti EjE
t
i (z ∈ J−1,cˆ1),
where X−1 = 0. Then EiXz − qziiqijXzEi = Xz+1 (z ∈ J0,cˆ1−1), from which
we have [Xz, Fi] = (z)qii(1 − q
z−1
ii qijqji)Lπ(i)Xz−1 (z ∈ J0,cˆ1). Note that Nij ≤
cˆ1 − 1 and XNij = Ti(Ej). Hence Xz1 v˜
′′ = 0 (z1 ∈ J0,Nij ) since XNij v˜
′′ = 0 and
Fiv˜
′′ = 0 (see (1′)). We have Xz2 = 0 (z2 ∈ JNij+1,cˆ1) since XNij+1 = EiTi(Ej)−
q
Nij
ii qijTi(Ej)Ei = Kπ(i)Ti(FiEj)−q
Nij
ii qijTi(EjFi) ·qiiKπ(i) = Kπ(i)Ti([Fi, Ej ]) = 0.
Hence EjE
r
i v˜
′′ = 0 (r ∈ J0,cˆ1−1) sinceXz3 v˜
′′ = 0 (z3 ∈ J0,cˆ1−1). By (7.7), Ej v˜
′ = 0,
as desired. This completes the proof. ✷
7.2 Shapovalov determinats
Recall the convention (6.6). Define the K-linear map Shχ,π : U → U0 by
Shχ,π(X) ={
X if X ∈ U0,
0 if X ∈ U−−µU
0U+λ with λ, µ ∈ A
+
π such that (λ, µ) 6= (0, 0).
Let λ ∈ A+π . By (6.5), we see that
(7.10)
Shχ,π(XY )− (ϑχ,π(X,S(Y ))Kλ + ϑχ,π(X, Y )Lλ)
∈
⊕
µ,ν∈A+pi \{0},
µ+ν=λ
KKµLν
(X ∈ U+λ , Y ∈ U
−
−λ).
Let mλ := dimU
+
λ . Let Xˆ : J1,mλ → U
+
λ (∈ U
0) and Yˆ : J1,mλ → U
−
−λ be maps.
Let
(7.11) dXˆ,Yˆ := det[ϑ
χ,π(Xˆ(x), Yˆ (y))]1≤x,y≤mλ ∈ K,
and
(7.12) Sχ,πλ [Xˆ, Yˆ ] := [Sh
χ,π(Xˆ(x)Yˆ (y))]1≤x,y≤mλ ∈ Mat(mλ, U
0).
By (7.10), dXˆ,Yˆ is the coefficient of Lmλλ of det S
χ,π
λ [Xˆ, Yˆ ]. Hence, by (6.10), we
see that
(7.13)
dXˆ,Yˆ 6= 0 and det S
χ,π
λ [Xˆ, Yˆ ] 6= 0 if {Xˆ(x)|x ∈ J1,mλ} is a K-basis of U
+
λ
and {Yˆ (y)|y ∈ J1,mλ} is a K-basis of U
−
−λ.
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Let Λ ∈ Ch(U0(χ, π)). Let M(Λ) mean Mχ,π(Λ). For λ ∈ A, let M(Λ)−λ :=
U−−λv˜Λ. Then M(Λ) = ⊕λ∈A+piM(Λ)−λ as a K-linear space. Let N
χ,π(Λ) be the
largest U -submodule N ′ of M(Λ) such that N ′ ⊂ ⊕λ∈A+pi \{0}M(Λ)−λ. Let N (Λ)
mean N χ,π(Λ). For λ ∈ A, let N (Λ)−λ := N (Λ) ∩ M(Λ)−λ. Then N (Λ) =
⊕λ∈A+pi \{0}N (Λ)−λ as a K-linear space. Let L
χ,π(Λ) := M(Λ)/N (Λ). Then
Lχ,π(Λ) is a non-zero irreducible U -module. Let L(Λ) mean Lχ,π(Λ). Let vΛ :=
v˜Λ+N (Λ) ∈ L(Λ). For λ ∈ A, let L(Λ)−λ := U
−
−λvΛ. Then L(Λ) = ⊕λ∈A+piL(Λ)−λ
as a K-linear space. We have dimL(Λ)−λ = dimM(Λ)−λ−dimN (Λ)−λ (λ ∈ A).
By a standard argument (cf. [11, Section 6]), we have
Lemma 7.4. Recall the convention (6.6). Let λ ∈ A+π . Let mλ := dimU
+
λ . Let
{Xx|x ∈ J1,mλ} be a K-basis of U
+
λ . Let {Yy|y ∈ J1,mλ} be a K-basis of U
−
−λ (see
also (6.9)). Let Λ ∈ Ch(U0(χ, π)). Then
(7.14) dimLχ,π(Λ)−λ = Rank([Λ(Sh
χ,π(XxYy))]1≤x,y≤mλ).
Moreover
(7.15)
{ Y ∈ U−−λ | Y v˜Λ ∈ N
χ,π(Λ)−λ }
= { Y ∈ U−−λ |Λ(Sh
χ,π(XY )) = 0 for all X ∈ U+λ }.
Let Pχ,π be the set of maps f : R(χ, π) → Z≥0 satisfying the condition that
(f(α))χ(α,α)! 6= 0 for all α ∈ R(χ, π). For λ ∈ A+π , let
(7.16) Pχ,πλ = { f ∈ P
χ,π |
∑
α∈R+(χ,π)
f(α)α = λ }.
From Theorem 6.8, it follows that
(7.17) |R+(χ, π)| <∞ ⇒ |Pχ,πλ | = mλ (λ ∈ A
+
π ),
where mλ := dimU
+
λ = dimU
−
−λ.
For λ ∈ A+π , α ∈ R
+(χ, π) and t ∈ Z≥0, let
Pχ,πλ (α; t) := { f ∈ P
χ,π
λ | f(α) ≥ t }.
Let κ := |R+(χ, π)|. Assume κ < ∞. As for the statement of Theorem 6.8,
we see that |Pχ,πλ (β˙x; t)| = dim(U
−
λ ∩ U
−F˙ tx) for λ ∈ A
+
π , x ∈ J1,κ and t ∈ N.
By (7.10) and [11, Theorem 7.3], we have
Theorem 7.5. ([11, Theorem 7.3]) Assume that |R+(χ, π)| < ∞. Assume that
χ(α, α) 6= 1 for all α ∈ R+(χ, π). Let λ ∈ A+π . Let mλ := dimU
+
λ . Let dXˆ,Yˆ and
S
χ,π
λ [Xˆ, Yˆ ] ∈ Mat(mλ, U
0) be as in (7.11), (7.12) respectively. Let vα := Max{ t ∈
Z≥0 |P
χ,π
λ (α; t) 6= ∅ } for α ∈ R
+(χ, π). Then, as an element of U0, we have
(7.18)
det Sχ,πλ [Xˆ, Yˆ ]
= dXˆ,Yˆ ·
∏
α∈R+(χ,π)
vα∏
tα=1
(−ρˆχ,π(α)χ(α, α)−tαKα + Lα)
|Pχ,pi
λ
(α;tα)|.
(As for dXˆ,Yˆ , recall (7.13).)
We also give a proof of Theorem 7.5 after Theorem 8.5 below.
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8 Applications of Sections 3 and 4 to Shapovalov
factors
8.1 Nichols locally closed spaces of bi-homomorphisms
The argument here has originally been given in [11, Section 7].
(8.1)
In Section 8, assume that |R+(χ, π)| <∞
and that χ(α, α) 6= 1 for all α ∈ R+(χ, π).
Let X be the set of all bi-homomorphisms χ′ : A× A→ K×. Recall θ = |I|.
Lemma 8.1. Let χ′ ∈ X. Then R+(χ′, π) = R+(χ, π) if and only if
(8.2) Nχ
′,π′
i,j = N
χ,π′
i,j (π
′ ∈ B˜∨(χ, π)[π], i, j ∈ I).
Proof. We can easily see that ‘only-if’-part follows from the first equation
of (6.12). We prove ‘if’-part. Assume that (8.2) holds. Let κ := |R+(χ, π)|.
Recall f˙ from (6.21). By (6.22) and (8.2), we have R+(χ, π) ⊂ R+(χ′, π). By
(6.17), for k ∈ J0,κ there exists a subset Xk of R+(χ′, π) with
k−|Xk|
2
∈ J0, k
2
and R+(χ′, πf˙ ,k) = (−Xk) ∪ (R
+(χ′, π) \ Xk). Since πf˙ ,κ(I) = −Π, we have
R+(χ′, πf˙ ,κ) = −R
+(χ′, π), so Xκ = R
+(χ′, π), whence R+(χ′, π) ≤ κ. Hence
R+(χ, π) = R+(χ′, π), as desired. ✷
For d ∈ K<∞ and p =
∑
i,j∈I ci,jπ(i)⊗ π(j) ∈ A⊗Z A with ci,j ∈ Z, let
V (d; p) := { ( zi,j | i, j ∈ I ) ∈ (K
×)θ
2
| d =
∏
i,j∈I
z
ci,j
i,j },
and D(d; p) := (K×)θ
2
\V (d; p). Then V (d; p) (resp. D(d; p)) are a Nichols closed
(resp. open) subsets of (K×)θ
2
.
Define the Nichols closed subsets Vχt of (K
×)θ
2
(t ∈ J1,2) by
V
χ
1 :=
⋂
π′∈B˜∨(χ,π)[π]
⋂
i, j∈I, i 6=j
(
V (1; (Nχ,π
′
i,j + 1)π
′(i)⊗ π′(i))
∪V (1;Nχ,π
′
i,j π
′(i)⊗ π′(i) + π′(i)⊗ π′(j) + π′(j)⊗ π′(i))
)
,
and
V
χ
2 :=
⋂
α∈R+(χ,pi),
oˆ(χ(α,α))≥2
V (1; oˆ(χ(α, α))α⊗ α).
Define the Nichols open subsets Dχt (t ∈ J1,3) of (K
×)θ
2
by
D
χ
1 := ∩α∈R+(χ,π)D(1;α⊗ α),
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D
χ
2 :=
⋂
π′∈B˜∨(χ,π)[π]
⋂
i, j∈I, i 6=j
N
χ,pi′
i,j⋂
s=1
(
D(1; sπ′(i)⊗ π′(i))
∩D(1; (s− 1)π′(i)⊗ π′(i) + π′(i)⊗ π′(j) + π′(j)⊗ π′(i))
)
,
and
D
χ
3 :=
⋂
α∈R+(χ,pi),
oˆ(χ(α,α))≥2
oˆ(χ(α,α))−1⋂
s=1
D(1; sα⊗ α).
Define the bijection ξ : X→ (K×)θ
2
by ξ(χ′) := (χ′(π(i), π(j)) | i, j ∈ I ). Let
X
χ
1 := ξ
−1(Vχ1 ∩D
χ
1 ∩D
χ
2 ), and X
χ
2 := ξ
−1(Vχ1 ∩V
χ
2 ∩D
χ
1 ∩D
χ
2 ∩D
χ
3 ). By Lemma 8.1,
we have
(8.3) Xχ1 = {χ
′ ∈ X |χ′(α, α) 6= 1 (α ∈ R+(χ, π)), R+(χ′,Π) = R+(χ, π) },
and
(8.4)
X
χ
2 = {χ
′ ∈ Xχ1 | oˆ(χ
′(α, α)) = oˆ(χ(α, α))
for all α ∈ R+(χ, π) with oˆ(χ(α, α)) ≥ 2 }.
Let
X<∞ := {χ
′ ∈ X |χ′(π(i), π(j)) ∈ K<∞ (i, j ∈ I) }.
Remark 8.2. By Theorem 4.6, for t ∈ J1,2, ξ(X<∞ ∩ X
χ
t ) is dense in ξ(X
χ
t ) under
the Zariski topology on (K×)θ
2
.
Let λ ∈ A+π . Define the Nichols open subset D
χ;λ
4 of (K
×)θ
2
by
D
χ;λ
4 :=
⋂
α∈R+(χ,pi),
oˆ(χ(α,α))=0
⋂
t∈N,
r(α,t)≥1
D(1; tα⊗ α),
where r(α, t) := |Pχ,πλ (α; t)|. Let X
χ,λ
3 := ξ
−1(Dχ;λ4 ∩ ξ(X
χ
2 )). By (7.17), (8.3),
(8.4) and Theorem 6.8, we have
(8.5) Xχ,λ3 = {χ
′ ∈ Xχ2 | |P
χ′,π
λ | = |P
χ,π
λ | }.
Remark 8.3. By Theorem 4.6, ξ(X<∞∩X
χ,λ
3 ) is dense in ξ(X
χ,λ
3 ) under the Zariski
topology on (K×)θ
2
.
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8.2 Nichols locally closed spaces of characters
Let U0 be the K-algebra defined by the Kλ, Lλ (λ ∈ A) and the relations K0 =
L0 = 1, KλKµ = Kλ+µ, LλLµ = Lλ+µ, KλLµ = LµKλ (λ, µ ∈ A). Then, for χ′ ∈
X and π′ ∈ B˜∨(χ, π), we have the K-algebra isomorphism ζχ
′,π′ : U0 → U0(χ′, π′)
defined by ζχ
′,π′(KλLµ) := KλLµ (λ, µ ∈ A).
Define the bijection η : Ch(U0)→ (K×)2θ ∼= (K×)θ × (K×)θ by
(8.6) η(Λ) := ( ( Λ(Kπ(i)) | i ∈ I ), ( Λ(Lπ(j)) | j ∈ I ) ).
For d ∈ K<∞, and λ =
∑
i∈I cˆiπ(i), µ =
∑
i∈I cˇiπ(i) ∈ A with cˆi, cˇi ∈ Z,
define the Nichols closed subset V (d;λ, µ) of (K×)2θ by
V (d;λ, µ)
:= { ( ( zˆi | i ∈ I ), ( zˇj | j ∈ I ) ) ∈ (K×)2θ | d = (
∏
iˆ∈I zˆ
cˆi
i )(
∏
iˇ∈I zˇ
cˇj
j ) }.
For λ ∈ A and d ∈ K<∞, let G(λ; d) := {Λ ∈ Ch(U0) |Λ(Kλ − dLλ) = 0 }, so
G(λ; d) = η−1(V (d;λ,−λ)).
Lemma 8.4. Let x ∈ N, and let βy ∈ R+(χ, π) and dy ∈ K<∞ (y ∈ J1,x).
Assume that (βy, dy) 6= (β1, d1) for y ∈ J2,x. Then η(G(β1; d1) ∩ (
⋂x
y=2(Ch(U
0) \
G(βy; dy)))) is a dense subset of η(G(β1; d1)) under the (relative) Zariski topology.
Proof. By Lemmas 5.5 and 6.6, there exists π′ ∈ B˜∨(χ, π) and j ∈ I such that
β1 = π
′(j). By (6.11), α ∈ (⊕i∈IZπ′(i)) \ Zπ′(j) for α ∈ R+(χ, π) \ {β1}. Then
we can easily see the statement by (4.7) (for r = 1), and Lemma 4.3. ✷
For d ∈ K<∞, p =
∑l
i=1
∑l
j=1 ci,jπ(i) ⊗ π(j) ∈ A ⊗Z A with ci,j ∈ Z, and
λ =
∑
i∈I cˆiπ(i), µ =
∑
j∈I cˇjπ(j) ∈ A with cˆi, cˇj ∈ Z, define the Nichols closed
subset V (d; p, λ, µ) of (K×)θ
2+2θ ∼= (K×)θ
2
× (K×)2θ by
V (d; p, λ, µ)
:= { ( ( zi,j | i, j ∈ I ), ( ( zˆiˆ | iˆ ∈ I ), ( zˇiˇ | iˇ ∈ I ) ) ) ∈ (K
×)θ
2+2θ
| d = (
∏
i,j∈I z
ci,j
i,j )(
∏
iˆ∈I zˆ
cˆ
iˆ
iˆ
)(
∏
iˇ∈I zˇ
cˇiˇ
iˇ
) }.
For t ∈ Z and λ =
∑
i∈I miπ(i) ∈ A with mi ∈ Z, let
Y(λ; t) := (ξ−1 × η−1)(V (1; (
∑
i∈I
miπ(i)⊗ π(i))− tλ⊗ λ, λ,−λ)).
We can easily see that
(8.7) Y(λ; t) = { (χ′,Λ) ∈ X× Ch(U0) |Λ(ρˆχ
′,π(λ)Kλ − χ
′(λ, λ)tLλ) = 0 }.
For χ′ ∈ X, λ ∈ A and t ∈ Z, let Yχ
′
(λ; t) := {Λ ∈ Ch(U0) | (χ′,Λ) ∈ Y(λ; t) };
note that Yχ
′
(λ; t) = G(λ; χ
′(λ,λ)t
ρˆχ
′,pi(λ)
) if χ′ ∈ X<∞ and λ ∈ R+(χ′, π).
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8.3 Rank estimation of Shapovalov matrices
For finite sequences i¯ = (i1, . . . , ix), j¯ = (j1, . . . , jx) ∈ I
x in I with x ∈ N such
that
∑x
y=1 π(iy) =
∑x
y=1 π(jy), define the map ǫ¯i,j¯ : X× Ch(U
0)→ K× by
ǫ¯i,j¯(χ
′,Λ) := (Λ ◦ (ζχ
′,π)−1 ◦Shχ
′,π)(Ei1 · · ·EixFj1 · · ·Fjx).
Then ǫ¯i,j¯ ◦ (ξ
−1 × η−1) is a regular map on the affine variety (K×)θ
2+2θ.
For λ =
∑
i∈I xiπ(i) ∈ A
+
π \ {0} with xi ∈ Z≥0, let I
(λ) be the set of sequences
(i1, . . . , ix), with
∑x
y=1 π(iy) = λ, where we let x :=
∑
i∈I xi ∈ N.
Theorem 8.5. Recall (8.1). Let λ ∈ A+π \ {0}. Let mλ := dimU
+(χ, π)λ. Let
α ∈ R+(χ, π) and t ∈ N. Let r := |Pχ,πλ (α; t)|(∈ Z≥0), and assume r ≥ 1. Let
Λ ∈ Yχ(α; t). Let i¯(x), j¯(x) ∈ I(λ) (x ∈ J1,mλ−r+1). Then
det([ǫ¯i(x),j¯(y)(χ,Λ)]1≤x,y≤mλ−r+1) = 0.
In particular, letting X be the element of Mat(mλ,K) obtained from S
χ,π
λ [Xˆ, Yˆ ]
of Theorem 7.5 by sending its components by Λ ◦ (ζχ,π)−1,
(8.8) Rank(X) ≤ mλ − r.
Proof. Define the map f : X× Ch(U0)→ K× by
f(χ′,Λ′) := det([ǫ¯i(x),j¯(y)(χ
′,Λ′)]1≤x,y≤mλ−r+1).
Then f ◦ (ξ−1 × η−1) is a regular map on (K×)θ
2+2θ.
Let χ1 ∈ X
χ,λ
3 ∩ X<∞. Using (8.5), (8.7), Theorem 7.3. and Lemma 8.4,
we have f(χ1,Λ1) = 0 for Λ1 ∈ Yχ1(α; t). In particular, f(χ1,Λ2) = 0 for
Λ2 ∈ Yχ1(α; t)∩η−1(K2k<∞). By Theorem 4.6, we have f(χ2,Λ3) = 0 for χ2 ∈ X
χ,λ
3
and Λ3 ∈ Y
χ2(α; t). This completes the proof, since χ ∈ Xχ,λ3 . ✷.
Proof of Theorem 7.5. By Theorem 6.8, we have
mλ =
∑
α∈R+(χ,π)
vα∑
tα=1
|Pχ,πλ (α; tα)|.
Then (7.18) follows from (7.10), (7.13), (8.8), Lemma 3.4 and (8.9) below. ✷
8.4 Non-degeneracy of Shapovalov factors
Recall U = U(χ, π), U0 = U0(χ, π), U+ = U+(χ, π) and U− = U−(χ, π) from
(6.6). Note that U0 is a unique factorization domain whose invertible elements
are KλLµ (λ, µ ∈ A). By Lemma 5.1 and 6.6, for α ∈ R+(χ, π), there exists
Π′ ∈ B˜(χ, π) such that α ∈ Π′. Then we see the following.
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(8.9)
For α ∈ R+(χ, π) and z ∈ K×, zKα + Lα is an irreducible element
of U0 (which is shown by (8.1) and Lemma 6.6),
and z′Kα′ + Lα′ /∈ U
0 · (zKα + Lα)
for α′ ∈ R+(χ, π) and z′ ∈ K× with (α′, z′) 6= (α, z).
(8.10)
In Subsection 8.4, we fix λ ∈ A+π and α ∈ R
+(χ, π),
assume 0 6= |Pχ,πλ |(= dimU
+
λ ), let mλ := |P
χ,π
λ |,
let t ∈ N, r := |Pχ,πλ (α; t)|, f := −ρˆ
χ,π(α)χ(α, α)−tKα + Lα ∈ U0,
let dXˆ,Yˆ ∈ K and S
χ,π
λ [Xˆ, Yˆ ] ∈ Mat(mλ, U
0) be as in Theorem 7.5,
and assume dXˆ,Yˆ 6= 0.
Theorem 8.6. There exist h ∈ U0 \ U0f and Pz ∈ Mat(mλ, U0) with det(Pz) ∈
U0 \ U0f (z ∈ J1,2) such that
(8.11) P1S
χ,π
λ [Xˆ, Yˆ ]P2 = h · (
mλ−r∑
x=1
Ex,x + f ·
mλ∑
y=mλ−r+1
Ey,y).
Proof. The claim of Theorem 8.6 can be obtained as an immediate conse-
quence of (7.18), (8.9), Lemma 3.5 and Theorem 8.5. ✷
Remark 8.7. By (7.18), we immediately have Equation (3.2) for G = Sχ,πλ [Xˆ, Yˆ ].
Theorem 8.6, claims that m′ = mλ, and cx = 0 (x ∈ J1,mλ−r), cy = 1 (y ∈
Jmλ−r+1,mλ) for that equation.
Theorem 8.8. Assume r ≥ 1. Let Pz (z ∈ J1,2) and h be as in Theorem 8.6.
Then there exists g ∈ (U0 \ U0f) ∩ (U0 det(P1P2h)) satisfying the condition that
for Λ ∈ Ch(U0) with Λ(f) = 0 and Λ(g) 6= 0, there exists v ∈ Mχ,π(Λ)−tα \ {0}
such that
(8.12) Ei · v = 0 (i ∈ I),
and
(8.13) dimU−−λ+tα · v = r and U
−
−λ+tα · v = N
χ,π(Λ)−λ.
Proof. For each µ ∈ A+π , let aµ be the element of U
0 obtained from the one
of (7.18) by replacing λ with µ, and assume aµ 6= 0.
Define the K-algebra automorphism Γ : U0 → U0 by
Γ(KµLν) :=
χ(α, ν)t
χ(µ, α)t
KµLν (µ, ν ∈ A).
Let
g1 :=
∏
µ∈A+pi ,
tα−µ∈A+pi \{0}
aµ ∈ U
0 \ U0f.
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Let Λ ∈ Ch(U0) be such that Λ(f) = 0 and Λ(g1) 6= 0. By (7.14) and (7.18),
there exists v ∈Mχ,π(Λ)−tα \ {0} such that Ei · v = 0 (i ∈ I). Note that
(8.14) U · v = U− · v ⊂ N χ,π(Λ).
Define the U -module homomorphism p :Mχ,π(Λ◦Γ)→Mχ,π(Λ) by p(X ·v˜Λ◦Γ) :=
X · v (X ∈ U). Let
(8.15) g2 := h · det(P1P2) ∈ U
0 \ U0f.
From now on until the end of this proof, we also assume Λ(g2) 6= 0. By (7.14)
and (8.11), we have
(8.16) dimN χ,π(Λ)−λ = r.
Let qα := χ(α, α) and cα := oˆ(qα).
Case-1. Assume cα = 0. We have
(8.17) ∀µ ∈ A+π , Γ(aµ) ∈ U
0 \ U0f
since Γ(−ρˆχ,π(α)q−sα Kα +Lα) = q
t
α · (−ρˆ
χ,π(α)q−s−2tα Kα +Lα) for all s ∈ N (note
that −s− 2t 6= −t). Let g3 := aλ−tα. Then Γ(g3) ∈ U
0 \ U0f by (8.17). Assume
(Λ ◦ Γ)(g3) 6= 0. By (7.14) and (7.18), we have ker p ∩Mχ,π(Λ ◦ Γ)−λ+tα = {0}.
Hence, since r = |Pχ,πλ−tα| = dimU
−
−λ+tα, by (7.17), (8.14) and (8.16), we have
N χ,π(Λ)−λ = U
−
−λ+tα · v.
Hence, by (8.16), we may put g := g1g2 · Γ(g3).
Case-2. Assume cα ≥ 2. Let f ′ := −ρˆχ,π(α)q−cα+tα Kα + Lα. Define g4 ∈
U0 \ U0f ′ in the same way as that for g2 (see (8.15)) with λ − tα and cα − t
in place of λ and t respectively. Since Γ(f ′) = qtαf , we have Γ(g4) ∈ U
0 \ U0f .
Assume (Λ ◦ Γ)(g4) 6= 0. By (7.14), (7.17) and (8.11), we have
(8.18)
dimLχ,π(Λ ◦ Γ)−λ+tα = |P
χ,π
λ−tα| − |P
χ,π
λ−tα(α; cα − t)|
= |{ x ∈ Pχ,πλ−tα | x(α) ∈ J0,cα−t−1 }| = r.
Hence dim p(Mχ,π(Λ ◦ Γ)−λ+tα) ≥ r. By (8.14) and (8.16), we may put g :=
g1g2 · Γ(g4). This completes the proof. ✷
9 Skew centers
9.1 Definition of the skew centers
Recall (6.6). Define the K-linear map
℘χ,π≤ : U → SpanK(U
−U0)
by ℘χ,π≤ (Y ZX) := ε(X)Y Z (X ∈ U
+, Z ∈ U0, Y ∈ U−).
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Lemma 9.1. For X ∈ U , if ℘χ,π≤ (XY ) = 0 for all Y ∈ U
−, then X = 0.
Proof. For λ ∈ A+π , let mλ := dimU
+
λ , and let {Xλ,x | x ∈ J1,mλ} and
{Y−λ,y | y ∈ J1,mλ} be K-base of U
+
λ and U
−
−λ respectively. Let X be as in the
statement, and express it as
X =
∑
λ,µ∈A+pi
mλ∑
y=1
mµ∑
x=1
Y−λ,yZ
(λ,µ)
y,x Xµ,x,
where Z
(λ,µ)
y,x ∈ U0. Let µ ∈ A+π be such that Z
(λ,µ)
y,x = 0 for all λ ∈ A+π and all
µ ∈ A+π with µ− λ
′ ∈ A+π \ {0}. Then for y
′ ∈ J1,mµ, we have
0 = ℘χ,π≤ (XY−µ,y′) =
∑
λ∈A+pi
mλ∑
y=1
mµ∑
x=1
Y−λ,yZ
(λ,µ)
y,x Sh
χ,π(Xµ,xY−µ,y′),
so
∑mµ
x=1 Z
(λ,µ)
y,x Sh
χ,π(Xµ,xY−µ,y′) = 0, see Theorem 6.1 (1) (GQG4-2). By (7.12),
Z
(λ,µ)
y,x = 0 for all λ ∈ A+π and all y ∈ J1,mλ . Thus we have X = 0, as desired. ✷
Let ω : A→ K× be a Z-module homomorphism. Note
U0 = ⊕λ∈A+pi SpanK(U
−
−λU
0U+λ ),
where recall that U0 means U(χ, π)0, see (6.6) and (6.7). Define the K-subspace
Zω(χ, π) of U0 by
(9.1) Zω(χ, π) := {Z ∈ U0 | ∀λ ∈ A, ∀X ∈ Uλ, ZX = ω(λ)XZ }.
Let HCχ,πω : Zω(χ, π)→ U
0 be the K-linear homomorphism defined by
(9.2) HCχ,πω := (Sh
χ,π)|Zω(χ,π).
We call HCχ,πω the ω-Harish-Chandra map associated with (χ, π).
Lemma 9.2. HCχ,πω is injective.
Proof. Let Z ∈ kerHCχ,πω , and express it as Z =
∑
λ∈A+pi
Zλ with Zλ ∈
SpanK(U
−
−λU
0U+λ ). Note Z0 = 0. Then for all Y =
∑
λ∈A+pi
Y−λ ∈ U− with
Y−λ ∈ U
−
−λ, we have
℘χ,π≤ (ZY ) =
∑
λ∈A+pi
℘χ,π≤ (ω(−λ)Y−λZ) =
∑
λ∈A+pi
ω(−λ)Y−λZ0 = 0.
By Lemma 9.1, Z = 0, as desired. ✷
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Lemma 9.3. Let X ∈ U0 and Z ∈ U0. Assume that
(9.3) ∀λ ∈ A+π , ∀Y−λ ∈ U
−
−λ, ℘
χ,π
≤ (XY−λ) = ω(−λ)Y−λZ.
Then X ∈ Zω(χ, π) and HC
χ,π
ω (X) = Z.
Proof. Let X ∈ U0 and Z ∈ U0 be as in (9.3). For all i ∈ I, all λ ∈ A+π and
all Y−λ ∈ U
−
−λ, we have
℘χ,π≤ ((XEi − ω(π(i))EiX)Y−λ)
= ℘χ,π≤ (XEiY−λ)− ω(π(i)− λ)℘
χ,π
≤ (EiY−λZ)
= ℘χ,π≤ (X [Ei, Y−λ])− ω(π(i)− λ)℘
χ,π
≤ (EiY−λZ)
= ω(π(i)− λ)℘χ,π≤ ([Ei, Y−λ]Z)− ω(π(i)− λ)℘
χ,π
≤ (EiY−λZ)
= −ω(π(i)− λ)℘χ,π≤ (Y−λEiZ)
= 0,
and
℘χ,π≤ ((XFi − ω(−π(i))FiX)Y−λ)
= ω(−λ− π(i))FiY−λZ − ω(−λ− π(i))FiY−λZ
= 0.
By Lemma 9.1, X ∈ Zω(χ, π). Moreover HC
χ,π
ω (X) = ℘
χ,π
≤ (X · 1) = ω(0)Z = Z,
as desired. ✷
9.2 Formulation of Harish-Chandra-type theorem
Let i ∈ I and ci := oˆ(χ(π(i), π(i))). Let ω : A → K× be a Z-module homomor-
phism. We can easily see that
(9.4)
for X =
∑
λ∈A+pi
Xλ ∈ Zω(χ, π) with Xλ ∈ SpanK(U
−
−λU
0U+λ ),
letting Y :=
∑∞
k=0Xkπ(i), we have
Y ∈ U(χ, π; i) ∩ U0 and Y Ei = ω(π(i))EiY , Y Fi = ω(−π(i))FiY .
Define the K-algebra isomorphism
γ
χ,τ`i(π)
ω;i : U
0(χ, τ`i(π))→ U
0(χ, π)
by
(9.5) γ
χ,τ`i(π)
ω;i (KλLµ) := ω(π(i))
ci−1 ·
χ(π(i), µ)ci−1
χ(λ, π(i))ci−1
KλLµ (λ, µ ∈ A),
where ci := oˆ(χ(π(i), π(i))).
Lemma 9.4. Assume |R+(χ, π)| <∞. Then
(9.6) (HCχ,πω ◦ T
χ,τ`i(π)
i )(X) = (γ
χ,τ`i(π)
ω;i ◦ HC
χ,τ`i(π)
ω )(X) (X ∈ Zω(χ, τ`i(π))),
where note T
χ,τ`i(π)
i (Zω(χ, τ`i(π))) = Zω(χ, π).
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Proof. For λ ∈ A+τ`i(π), let
U´ [λ] := SpanK(U
−(χ, τ`i(π))−λU
0(χ, τ`i(π))U
+(χ, τ`i(π))λ).
Then U(χ, τ`i(π))0 = ⊕λ∈A+
τ`i(pi)
U´ [λ]. Let X =
∑
λ∈A+
τ`i(pi)
Xλ ∈ Zω(χ, τ`i(π)) with
Xλ ∈ U´ [λ]. Let Y :=
∑∞
k=0X−kπ(i). Similarly to (9.4), we have Y ∈ U(χ, τ`i(π); i)∩
U(χ, τ`i(π))0 and Y Ei = ω(−π(i))EiY , Y Fi = ω(π(i))FiY , where note that Ei,
Fi ∈ U(χ, τ`i(π)). Then by [4, Lemma 3.1] and the first equation of (6.20), we
have (Shχ,π ◦ T χ,τ`i(π)i )(Y ) = (γ
χ,τ`i(π)
ω;i ◦ Sh
χ,τ`i(π))(Y ). Let Z := X − Y . Clearly
Shχ,τ`i(π)(Z) = 0. By (6.29), we have (Shχ,π ◦ T χ,τ`i(π)i )(Z) = 0. Hence we have
(9.6). ✷
Assume |R+(χ, π)| < ∞. Let ω : A → K× be a Z-module homomorphism.
For each β ∈ R(χ, π)(= R+(χ, π) ∪ (−R+(χ, π))), let Bχ,πω (β) be the linear K-
subspace of U0(χ, π) formed by the elements∑
(λ,µ)∈A2
a(λ,µ)KλLµ
with a(λ,µ) ∈ K satisfying the following equations (e1)β-(e4)β. In (e1)β-(e4)β, let
qβ := χ(β, β), cβ := oˆ(qβ) and ω
χ
λ,µ;β := ω(β) ·
χ(β,µ)
χ(λ,β)
.
(e1)β For (λ, µ) ∈ A2 and t ∈ Z \ {0}, if qβ 6= 1, cβ = 0 and ω
χ
λ,µ;β = q
t
β , then
the equation a(λ+tβ,µ−tβ) = ρˆ
χ,π(β)t · a(λ,µ) holds.
(e2)β For (λ, µ) ∈ A
2, if cβ = 0 and ω
χ
λ,µ;β 6= q
t
β for all t ∈ Z, then the equation
a(λ,µ) = 0 holds.
(e3)β For (λ, µ) ∈ A2 and t ∈ J1,cβ−1, if qβ 6= 1, cβ ≥ 2 and ω
χ
λ,µ;β = q
t
β, then
the equation
∞∑
x=−∞
a(λ+(cβx+t)β,µ−(cβx+t)β)ρˆ
χ,π(β)−(cβx+t)
=
∞∑
y=−∞
a(λ+cβyβ,µ−cβyβ)ρˆ
χ,π(β)−cβy
holds.
(e4)β For (λ, µ) ∈ A2, if cβ ≥ 2 and ω
χ
λ,µ;β 6= q
m
β for all m ∈ J0,cβ−1, then the
cβ − 1 equations
∞∑
x=−∞
a(λ+(cβx+t)β,µ−(cβx+t)β)ρˆ
χ,π(β)−(cβx+t)
=
∞∑
y=−∞
a(λ+cβyβ,µ−cβyβ)ρˆ
χ,π(β)−cβy (t ∈ J1,cβ−1)
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hold.
Let
(9.7) Bχ,πω :=
⋂
β∈R+(χ,π)
Bχ,πω (β) (=
⋂
β∈R(χ,π)
Bχ,πω (β)),
where note that Bχ,πω (−β) = B
χ,π
ω (β). By (7.2) and (9.5), we can directly see
that
(9.8) γ
χ,τ`i(π)
ω;i (B
χ,τ`i(π)
ω (β)) = B
χ,π
ω (β) (i ∈ I, β ∈ R(χ, π)(= R(χ, τ`i(π)))).
Now we have the main statement in this subsection.
Proposition 9.5. Assume |R+(χ, π)| <∞. Then
(9.9) ImHCχ,πω ⊂ B
χ,π
ω .
Proof. By (9.4) and [4, Lemma 2.6], we have ImHCχ,πω ⊂ ∩i∈IB
χ,π
ω (π(i)).
Tnen (9.9) follows from (6.22), (9.8) and Lemma 9.4. ✷
9.3 Same value on a submodule
Lemma 9.6. Let β ∈ R+(χ, π). Let qβ := χ(β, β) and cβ := oˆ(qβ). Let Λ ∈
Ch(U0(χ, π)) and t ∈ N be such that
(9.10) Λ(KβL−β) =
qtβ
ρˆχ,π(β)
.
Assume that t ∈ J1,cβ−1 if cβ ≥ 2. Define Λ
′ ∈ Ch(U0(χ, π)) by
(9.11) Λ′(KλLµ) :=
χ(β, µ)t
χ(λ, β)t
Λ(KλLµ) (λ, µ ∈ A).
Then
(9.12) Λ′(P ) = ω(β)−tΛ(P ) (P ∈ Bχ,πω (β)).
Proof. Let P =
∑
λ,µ∈A a(λ,µ)KλLµ ∈ B
χ,π
ω (β) with a(λ,µ) ∈ K. For (λ, µ) ∈
A2. let Pλ,µ :=
∑∞
x=−∞ a(λ+xβ,µ−xβ)Kλ+xβLµ−xβ , so Pλ,µ ∈ B
χ,π
ω (β). To show
(9.12), it suffices to show that for all (λ, µ) ∈ A2,
(∗)λ,µ Λ
′(Pλ,µ) = ω(β)
−tΛ(Pλ,µ)
hold.
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By (9.10) and (9.11), we have
(9.13) Λ′(KβL−β) =
q−tβ
ρˆχ,π(β)
.
Fix (λ, µ) ∈ A2 until the end of this proof. Let ωχλ,µ;β := ω(β) ·
χ(β,µ)
χ(λ,β)
.
Case-0. If qβ = ω
χ
λ,µ;β = 1, (∗)λ,µ is clear.
Case-1. Assume that cβ = 0 and
(9.14) ωχλ,µ;β = q
s
β for some s ∈ Z.
By Case-0, we may assume qβ 6= 1. Let
P ′λ,µ :=
{
a(λ,µ)KλLµ if s = 0,
a(λ,µ)KλLµ + a(λ+sβ,µ−sβ)Kλ+sβLµ−sβ if s 6= 0.
Since ωλ+xβ,µ−xβ;β = q
s−2x
β , to show (∗)λ,µ, it suffices to show that (9.12) for P
′
λ,µ
holds. If s = 0, it is clear. Assume s 6= 0. Then
Λ′(P ′λ,µ)
= Λ′(KλLµ) · (a(λ,µ) + a(λ+sβ,µ−sβ)Λ′(KβL−β)s)
= Λ′(KλLµ) · a(λ,µ) · (1 + ρˆ
χ,π(β)sΛ′(KβL−β)
s) (by (e1)β)
= χ(β,µ)
t
χ(λ,β)t
Λ(KλLµ) · a(λ,µ) · (1 + ρˆχ,π(β)s · q
−st
β ρˆ
χ,π(β)−s)
(by (9.11) and (9.13))
= ω(β)−tqstβ · Λ(KλLµ) · a(λ,µ) · (1 + q
−st
β ) (by (9.14))
= ω(β)−tΛ(KλLµ) · a(λ,µ) · (q
st
β + 1)
= ω(β)−tΛ(KλLµ) · a(λ,µ) · (ρˆ
χ,π(β)sΛ(KβL−β)
s + 1) (by (9.10))
= ω(β)−tΛ(KλLµ) · (a(λ+sβ,µ−sβ)Λ(KβL−β)s + a(λ,µ)) (by (e1)β)
= ω(β)−tΛ(P ′λ,µ).
Hence (∗)λ,µ holds, as desired.
Case-2. Assume that cβ = 0 and ω
χ
λ,µ;β 6= q
s
β for all s ∈ Z. Then (e2)β implies
Pλ,µ = 0, since ωλ+xβ,µ−xβ;β = q
−2x
β · ω
χ
λ,µ;β. Hence (∗)λ,µ holds, as desired.
Case-3. Assume that cβ ≥ 2 and
(9.15) ωχλ,µ;β = q
s
β for some s ∈ J0,cβ−1.
By Case-0, we may assume qβ 6= 1. Let
P ′′λ,µ :=


∑∞
x=−∞ a(λ+cβxβ,µ−cβxβ)Kλ+cβxβLµ−cβxβ if s = 0,∑∞
x=−∞(a(λ+cβxβ,µ−cβxβ)Kλ+cβxβLµ−cβxβ
+a(λ+(cβx+s)β,µ−(cβx+s)β)Kλ+(cβx+s)βLµ−(cβx+s)β) if s 6= 0.
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To show (∗)λ,µ, it suffices to show that (9.12) for P ′′λ,µ holds, and it is clear if
s = 0. Assume s ∈ J1,cβ−1. Then
Λ′(P ′′λ,µ)
= Λ′(KλLµ) ·
∑∞
x=−∞(a(λ+cβxβ,µ−cβxβ)Λ
′(KβL−β)
cβx
+a(λ+(cβx+s)β,µ−(cβx+s)β)Λ
′(KβL−β)
cβx+s)
= χ(β,µ)
t
χ(λ,β)t
Λ(KλLµ) ·
∑∞
x=−∞(a(λ+cβxβ,µ−cβxβ)ρˆ
χ,π(β)−cβx
+a(λ+(cβx+s)β,µ−(cβx+s)β)q
−st
β ρˆ
χ,π(β)−(cβx+s))
(by (9.11) and (9.13))
= ω(β)−tqstβ · Λ(KλLµ) · (1 + q
−st
β ) ·
∑∞
x=−∞ a(λ+cβxβ,µ−cβxβ)ρˆ
χ,π(β)−cβx
(by (9.15) and (e3)β)
= ω(β)−tΛ(KλLµ)(1 + q
st
β )
∑∞
x=−∞ a(λ+cβxβ,µ−cβxβ)ρˆ
χ,π(β)−cβx
= ω(β)−tΛ(KλLµ)
∑∞
x=−∞(a(λ+cβxβ,µ−cβxβ)ρˆ
χ,π(β)−cβx
+qstβ · a(λ+(cβx+s)β,µ−(cβx+s)β)ρˆ
χ,π(β)−(cβx+s)) (by (e3)β)
= ω(β)−tΛ(KλLµ)
∑∞
x=−∞(a(λ+cβxβ,µ−cβxβ)Λ(KβL−β)
cβx+
+a(λ+(cβx+s)β,µ−(cβx+s)β)Λ(KβL−β)
(cβx+s)) (by (9.10))
= ω(β)−tΛ(P ′′λ,µ).
Hence (9.12) for P ′′λ,µ holds, as desired.
Case-4. Assume that cβ ≥ 2 and
ωχλ,µ;β 6= q
s
β for all s ∈ J0,cβ−1.
Then
Λ(Pλ,µ)
= Λ(KλLµ) ·
∑∞
x=−∞ a(λ+xβ,µ−xβ)Λ(KβL−β)
x
= Λ(KλLµ) ·
∑∞
x=−∞ a(λ+xβ,µ−xβ)q
xt
β ρˆ
χ,π(β)−x (by (9.10))
= Λ(KλLµ) ·
∑cβ−1
z=0 q
zt
β
∑∞
y=−∞ a(λ+(cβy+z)β,µ−(cβy+z)β)ρˆ
χ,π(β)−(cβy+z)
= Λ(KλLµ) · (cβ)qt
β
·
∑∞
y=−∞ a(λ+cβyβ,µ−cβyβ)ρˆ
χ,π(β)−cβy (by (e4)β)
= 0 (since (cβ)qt
β
= 0).
Similarly, by (9.13), we also have Λ′(Pλ,µ) = 0. Hence (∗)λ,µ holds, as desired.
This completes the proof. ✷
10 Kac argument
10.1 Matrix equations
Note (6.6). In this subsection, keep the notation and assumption of Theorem 7.5;
however let
(10.1) S := Sχ,πλ [Xˆ, Yˆ ] ∈ Mat(mλ, U
0).
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Assume that (7.13) is the case, so detS 6= 0. Assume λ 6= 0. Let A+,<λπ := {µ ∈
A+π |λ− µ ∈ A
+
π , µ 6= λ}. For µ ∈ A
+,<λ
π with P
χ,π
µ 6= ∅, let mµ := |P
χ,π
µ |, and let
{Xµ,x | x ∈ J1,mµ } and { Y−µ,y | y ∈ J1,mµ } be base of U
+
µ and U
−
−µ respectively
(recall (7.16) and (7.17)). Assume X0,0 = Y0,0 = 1.
Let Zµ,y,x ∈ U0 for µ ∈ A+,<λπ and x, y ∈ J1,mµ . Set
V<λ :=
∑
µ∈A+,<λpi
mµ∑
x=1
mµ∑
y=1
Y−µ,xZµ,x,yXµ,y.
(10.2)
Let P ∈ Bχ,πω , and assume that
℘χ,π≤ (V<λY
′) = ω(−µ)Y ′P for all µ ∈ A+,<λπ and all Y
′ ∈ U−−µ.
Then Z0,0,0 = P .
Recall Xˆ(x) and Yˆ (y) from Theorem 7.5. Define Gx,y ∈ U
0 with x, y ∈ J1,m
by
(10.3) ℘χ,π≤ (V<λYˆ (y)) = ω(−λ)Yˆ (y)P −
mλ∑
x=1
Yˆ (x)Gx,y (y ∈ J1,mλ).
Let Zx,y ∈ U0 for x, y ∈ J1,mλ . Set
V≤λ := V<λ +
mλ∑
x=1
mλ∑
y=1
Yˆ (y)Zy,xXˆ(x).
For y ∈ J1,mλ , by (10.3), we have
(10.4)
℘χ,π≤ (V≤λYˆ (y))
= ℘χ,π≤ (V<λYˆ (y)) +
∑mλ
x′=1
∑mλ
y′=1 ℘
χ,π
≤ (Yˆ (y
′)Zy′,x′Xˆ(x
′)Yˆ (y))
= ω(−λ)Yˆ (y)P −
∑mλ
x=1 Yˆ (x)Gx,y
+
∑mλ
x′=1
∑mλ
y′=1 Yˆ (y
′)Zy′,x′Sh
χ,π(Xˆ(x′)Yˆ (y)).
Define G ∈ Mat(mλ, U0) by G := [Gx,y]1≤x,y≤mλ . Define Z ∈ Mat(mλ, U
0) by
Z := [Zx,y]1≤x,y≤mλ . By (10.4), we have
(10.5) ℘χ,π≤ (V≤λYˆ (y)) = ω(−λ)Yˆ (y)P for all y ∈ J1,mλ if and only if G = ZS,
where recall S from (10.1).
For Z ′ = [Z ′x,y]1≤x,y∈≤mλ ∈ Mat(m,U
0) and Λ ∈ Ch(U0), let
Λ(Z ′) := [Λ(Z ′x,y)]1≤x,y∈≤mλ ∈ Mat(mλ,K).
In the proof of Lemma 10.1 below, we use a well-known argument originally
give in [12] (see also [17, The proof of Theorem 13.1.1]).
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Lemma 10.1. There exist Zx,y ∈ U0 (x, y ∈ J1,m) such that (10.5) is the case.
Proof. Let α ∈ R+(χ, π) and t ∈ N be such that Pχ,πλ (α; t) 6= ∅. Let f ∈ U
0
and g ∈ U0 \ U0f be the ones of Theorems 8.8 for α and t. Let Λ ∈ Ch(U0) be
such that Λ(f) = 0 and Λ(g) 6= 0. Let v ∈ Mχ,π(Λ)−tα\{0} be as in Theorem 8.8.
For all Y ′ ∈ U−−λ+tα, we have
(10.6)
V<λY
′ · v
= ω(−λ+ tα)Y ′P · v (by (10.2))
= ω(−λ+ tα)ω(α)−tΛ(P )Y ′ · v (by Lemma 9.6)
= ω(−λ)Λ(P )Y ′ · v.
By (8.13) and (10.6), we have
(10.7) V<λ · v
′ = ω(−λ)Λ(P )v′ (v′ ∈ N (Λ)−λ).
Let zmλ =
t[z1, . . . , zmλ ] ∈ K
mλ and Y z :=
∑mλ
y=1 zyYˆ (y) ∈ U
−
−λ. By (10.3), we
have
(10.8) V<λY
z · v˜Λ = ω(−λ)Λ(P )Y
z · v˜Λ −
mλ∑
x,y=1
zyΛ(Gx,y)Yˆ (x) · v˜Λ
By (7.15) and (8.13),
(10.9) ker Λ(S) = {z ∈ Km|Y z v˜Λ ∈ N (Λ)−β} and dimker Λ(S) = r,
where recall S from (10.1). By (10.7), (10.8) and (10.9), we have
(10.10) ker Λ(S) ⊂ ker Λ(G)
(for any for Λ ∈ Ch(U0) with Λ(f) = 0 and Λ(g) 6= 0).
Recall that U0 is a unique factorization domain. As in (8.6), we can identify
Ch(U0) with the affine space (K×)2θ, where recall θ = |I|. Let r := |Pχ,πλ (α; t)|,
as in Theorem 8.6. By (7.18), f r divides detS and gcd{f r, detS
fr
} = 1. Then, by
(7.18), (8.9), (10.9), (10.10) and Lemma 3.5, we see that
(10.11) GS−1 =
f r
detS
Z ′ for some Z ′ ∈ Mat(mλ, U0).
Recall from (7.18) that
gcd{
detS
(−ρˆ(β)q−tβ Kβ + Lβ)
r(β;t)
| β ∈ R+, t ∈ N, Pχ,πλ (β; t) 6= ∅ } = 1,
where r(β; t) := |Pχ,πλ (β; t)|. Hence, by (10.11), we can see GS
−1 ∈ Mat(mλ, U0).
This completes the proof. ✷
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10.2 Estimation of degree of Z
Keep the notation and assumption of Subsection 10.1. For t ∈ Z≥0, define the K-
linear subspace U0,(t) of U0 as follows. Let U0,(0) := K1U . For t ∈ N, let U0,(t) :=∑
i∈I(Kπ(i)U
0,(t−1) + Lπ(i)U
0,(t−1)), and U0,(−t) := {0}. Note that U0,(t)U0,(t
′) ⊂
U0,(t+t
′) for t, t′ ∈ Z≥0. Let U0,(∞) := ⊕∞t=0U
0,(t). Then U0,(∞) = ⊕µ,ν∈A+piKKµLν ,
that is to say,
(10.12)
U0,(∞) can be identified with the polynomial K-algebra
in the 2θ-variables Kπ(i), Lπ(i) (i ∈ I).
Let l ∈ Z≥0 be such that Kλ ∈ U0,(l). By (7.10) and (7.13), we have
(10.13) S ∈ Mat(mλ, U
0,(l)) \ {0},
and
(10.14) detS ∈ U0,(mλ·l) \ {0}.
Lemma 10.2. Let P and Z be as in Lemma 10.1. Let µ, ν ∈ A+π be such that
KµLνP ∈ ⊕
k
t=0U
0,(t) for some k ∈ Z≥0. Assume that (10.5) is the case. Assume
l > k. Then Z = 0.
Proof. By the definition of Bχ,πω , we may assume KµLνP ∈ U
0,(k). We show
that
(10.15) KµLνZx,y ∈ U
0,(k−l) (x, y ∈ J1,mλ).
We use an induction on l. By (10.3) and (10.15) (for lower l’s), we may assume
that
(10.16) KµLνGx,y ∈ U
0,(k) (x, y ∈ J1,mλ).
Let S˜ = [S˜x,y]1≤x,y≤mλ be the cofactor matrix of S, so S
−1 = 1
detS
S˜. Recall
G = [Gx,y]1≤x,y≤mλ from (10.5). Then GS˜ = detS · Z. By (10.16), KµLνG ∈
Mat(mλ, U
0,(k)). By (10.13), S˜ ∈ Mat(mλ, U0,((mλ−1)l)). Hence KµLνGS˜ ∈
Mat(mλ, U
0,(k+(mλ−1)l)). Note that Z ∈ Mat(mλ, U0) and U0 can be identified
with the Laurent polynomial K-algebra in the 2θ-variables Kπ(i), Lπ(i) (i ∈ I).
By (7.18), (8.9) and (10.12), we have KµLνZ ∈ Mat(mλ, U
0,(k−l)), which means
that (10.15) holds. This completes the proof. ✷
10.3 Harish-Chandra-type theorem
Lemma 10.3. For any P ∈ Bχ,πω , there exists a unique V ∈ Zω(χ, π) such that
HCχ,πω (V ) = P .
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Proof. By (10.2), (10.5), and Lemmas 10.1, and 10.2, for any P ∈ Bχ,πω , there
exists V ∈ U0 such that the same equations as those of (9.3) with P and V in
place of X and Z respectively hold. Then this lemma follows from Lemmas 9.2
and 9.3. ✷
By Proposition 9.5 and Lemma 10.3, we have our main theorem below.
Theorem 10.4. Assume that |R+(χ, π)| < ∞. Assume that χ(α, α) 6= 1 for all
α ∈ R+(χ, π). Then
ImHCχ,πω = B
χ,π
ω .
(Recall that HCχ,πω is injective, see Lemma 9.2.)
11 Symmetric case
11.1 Subspaces of skew graded centers
In Subsection 11.1, assume χ to be any bi-homomorphism such that χ(λ, µ) =
χ(µ, λ) (λ, µ ∈ A).
Define the K-subalgebra U0,† of U0 = U0(χ, π) by U0,† := ⊕λ∈AKKλL−λ.
Define the K-subspace U †0 of U0 = U(χ, π)0 by
U †0 :=
⊕
λ∈A+pi
SpanK(U
−
−λK−λU
0,†U+λ ).
Then for a Z-module homomorphism ω : A→ K×, we have
Zω(χ, π) =
⊕
λ∈A
(Zω(χ, π) ∩KλU
†
0).
Let Iˇ be the two-sided ideal of the K-algebra U = U(χ, π) generated by all
the elements KλLλ − 1 (λ ∈ A). Let Uˇ := U/Iˇ (the quotient K-algebra), and let
pˇ : U → Uˇ be the canonical map. Let Kˇλ := pˇ(Kλ), (α ∈ A), and Eˇi := pˇ(Ei),
Fˇi := pˇ(Fi) (i ∈ I). Let Uˇ0 := pˇ(U0). Let Uˇλ := pˇ(Uλ) (λ ∈ A). We can easily
see that ker(pˇ|U+) = ker(pˇ|U−) = {0}, Uˇ
0 = ⊕λ∈AKKˇλ, and that the K-linear
homomorphism pˇ(U−)⊗ Uˇ0 ⊗ pˇ(U+)→ Uˇ defined by Xˇ−⊗ Yˇ ⊗ Xˇ+ 7→ Xˇ−Yˇ Xˇ+
is bijective.
Let ω : A → K× be a Z-module homomorphism. Let Zˇω(χ, π) be the K-
subspace of Uˇy defined in the same way as that for Zω(χ, π) with Uˇµ in place of
Uµ (µ ∈ A), where note that Uˇ = ⊕λ∈AUˇλ. Let A′ := {
∑
i∈I xiπ(i) ∈ A | xi ∈
J0,1 (i ∈ I) }. We can see
Zˇω(χ, π) =
⊕
λ∈A′
(Zˇω(χ, π) ∩ Kˇλpˇ(U
†
0)).
It is easy to see:
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Lemma 11.1. For any λ ∈ A′,
pˇ|Zω(χ,π)∩KλU†0
: Zω(χ, π) ∩KλU
†
0 → Zˇω(χ, π) ∩ Kˇλpˇ(U
†
0)
is the K-linear isomorphism. In particular, pˇ(Zω(χ, π)) = Zˇω(χ, π). Further-
more, we have the injective K-linear map HˇC
χ,π
ω : Zˇω(χ, π) → Uˇ
0 such that
HˇC
χ,π
ω (pˇ(X)) := pˇ(HC
χ,π
ω (X)) (X ∈ Zω(χ, π)).
Proof of Theorem 1.2. By Theorem 10.4 and Lemma 11.1, we have Theo-
rem 1.2. ✷
11.2 Skew centers for quantum superalgebras associated
to basic classical Lie superalgebras
Assume that |R+(χ, π)| <∞. Assume that χ(α, α) 6= 1 for all α ∈ R+(χ, π). Let
q ∈ K× be such that q 6= 1 and oˆ(q) = 0. Assume that there exist a Z-module
homomorphism ∂ : A → Z and a Z-module bihomomorphism 〈 , 〉 : A × A → Z
such that χ(λ, µ) = (−1)∂(λ)∂(µ)q〈λ,µ〉. Let Riso(χ, π) := {α ∈ R(χ, π)|〈α, α〉 = 0}
and Rniso(χ, π) := R(χ, π) \Riso(χ, π). Note Riso(χ, π) = {α ∈ R(χ, π)|χ(α, α) =
−1}. For α ∈ Rniso(χ, π), define the Z-module isomorphism s′α : A → A by
s′α(µ) := µ −
2〈µ,α〉
〈α,α〉
α. Let W ′ be the subgroup of AutZ(A) generated by s
′
α with
α ∈ Rniso(χ, π). For w′ ∈ W ′, define the K-linear isomorphism fw′ : Uˇ0 → Uˇ0
by fw′(Kˇλ) := Kˇw′(λ), so fw′1 ◦ fw′2 = fw′1w′2, i.e., this is a W
′-action on Uˇ0.
Assume that there exists a Z-module homomorphism ρˆ′ : A → K× such that
ρˆ′(λ)2 = ρˆχ,π(λ) for all λ ∈ A. Define the K-linear homomorphism Υ : Uˇ0 → Uˇ0
by Υ(Kˇλ) := ρˆ
′(−λ)Kˇλ (λ ∈ A). Let ω : A→ K× be a Z-module homomorphism
with ω(A) ⊂ {−1, 1}. Let X =
∑
λ∈A aλKˇλ ∈ Uˇ
0 with aλ ∈ K. By Theorem 1.2,
we see that X ∈ ImHˇC
χ,π
ω if and only if the following (eˇ
′1)-(eˇ′3) hold.
(eˇ′1) Let λ ∈ A. Then aλ = 0 if there exists β ∈ Rniso(χ,Π) such that
(−1)∂(β)∂(λ+tβ)q〈β,λ+tβ〉 6= ω(β) for all t ∈ Z.
(eˇ′2) fw′(Υ(X)) = Υ(X) for all w
′ ∈ W ′.
(eˇ′3) Let λ ∈ A and β ∈ Riso(χ,Π). Then
∑∞
t=−∞(−1)
tρˆχ,π(−tβ)aλ+2tβ = 0 if
(−1)∂(β)∂(λ)q〈β,λ〉 6= ω(λ).
Define the Z-module homomorphism ω′ : A → K× by ω′(λ) := ω(λ)(−1)∂(λ)
(λ ∈ A). Let Uˇσ be the K-algebra satisfying the condition that Uˇ is a K-
subalgebra of Uˇσ and that there exists σ ∈ Uˇy such that σ2 = 1, σKˇλσ = Kˇλ
(λ ∈ A), σEˇiσ = (−1)∂(π(i))Eˇi, σFˇiσ = (−1)∂(π(i))Fˇi (i ∈ I) and Uˇσ = Uˇ ⊕ Uˇσ as
a K-linear space. Let Zˇω(χ, π)
σ be the K-subspace of Uˇσ defined in the same way
as that for Zω(χ, π) with Uˇµ ⊕ (Uˇµ)σ in place of Uµ (µ ∈ A). Then Zˇω(χ, π)σ =
Zˇω(χ, π)⊕Zˇω′(χ, π)σ. Define the K-linear map (HˇC
χ,π
ω )
σ : Zˇω(χ, π)
σ → Uˇ0⊕(Uˇ0)σ
by (HˇC
χ,π
ω )
σ(X+X ′σ) := HˇC
χ,π
ω (X)+HˇC
χ,π
ω′ (X
′)σ (X ∈ Zˇω(χ, π), X ′ ∈ Zˇω′(χ, π)).
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Assume that the characteristic of K is zero. Let K¯λ := Kˇλσ
∂(λ) (λ ∈ A), and
E¯i := Eˇi, F¯i := Fˇiσ
∂(π(i)) (i ∈ I). Let U¯ be the K-subalgebra of Uˇσ generated
by these elements, so Uˇσ = U¯ ⊕ U¯σ as a K-linear space. Let U¯0 := ⊕λ∈AKK¯λ.
For t ∈ Z, let A[t] := {λ ∈ A|(−1)∂(λ) = (−1)t}. Let U¯0[t] := ⊕λ∈A[t]KK¯λ, so
U¯0 = U¯0[0]⊕U¯0[1]. For t ∈ J0,1, let U¯0[t] := (⊕λ∈A[0]SpanK(pˇ(U
−
−λ)U¯
0[t]pˇ(U+λ )))⊕
(⊕λ∈A[1]SpanK(pˇ(U
−
−λ)U¯
0[t+1]pˇ(U+λ )σ)). Then U¯∩Zˇω(χ, π)
σ = (U¯0[0]∩Zˇω(χ, π))⊕
(U¯0[1] ∩ Zˇω′(χ, π)σ).
Let X =
∑
λ∈A aλK¯λ with aλ ∈ K. We see that X ∈ U¯ ∩ Zˇω(χ, π)
σ if and only
if it satisfies the conditions (eˇ′1′)-(eˇ′3′) obtained from (eˇ′1)-(eˇ′3) by replacing ω
with ω′. By [8] (see also [3]), U¯ is isomorphic to a quantum superalgebra Uq(s) of
a finite dimensional contragredient Lie superalgebra s. Let R¯ be a set of roots of s.
Then R¯ can be identified with R(χ, π)∪{2β|β ∈ R(χ, π), 〈β, β〉 6= 0, ∂(β) ∈ 2Z−
1}. Let R¯+ := R¯ ∩ A+π . Let b :=
∑
β∈R¯+(−1)
∂(β)β. Then ρˆχ,π(λ) = (−1)∂(λ)q〈b,λ〉
(λ ∈ A) (see also [17, Corollary 8.5.4]). Let R¯′ := {β ∈ R¯|∂(β) ∈ 2Z}. Then
R¯′ can be identified with the root system of the complex reductive Lie algebra
realized as the even part of s. Let {α′i|i ∈ I
′} be a base of R¯′, where I ′ is a
non-empty subset of I. For i ∈ I, α′′i ∈ R(χ, π) be such that rα
′′
i = α
′
i for some
r ∈ J1,2. Assume X ∈ U¯ ∩ Zˇω(χ, π)σ. By (eˇ′1′), for λ ∈ A, if aλ 6= 0, then
〈α′′i ,λ〉
〈α′′i ,α
′′
i 〉
∈ Z for all i ∈ I ′.
Remark 11.2. It may be essential to study for obtaining a result for U similar to
that of [19] for the basic classical Lie superalgebras. If such a study is achieved,
we will have a K-basis of Zω(χ, π) in terms of the Grothendieck ring of U .
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