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Abstract
We address the Hamiltonian formulation of classical gauge field theories while putting
forward results some of which are not entirely new, though they do not appear to be well
known. We refer in particular to the fact that neither the canonical energy momentum vec-
tor (Pµ) nor the gauge invariant energy momentum vector (Pµinv) do generate space-time
translations of the gauge field by means of the Poisson brackets: In a general gauge, one has
to consider the so-called kinematical energy momentum vector and, in a specific gauge (like
the radiation gauge in electrodynamics), one has to consider the Dirac brackets rather than
the Poisson brackets. Similar arguments apply to rotations and to Lorentz boosts and are of
direct relevance to the “nucleon spin crisis” since the spin of the proton involves a contribu-
tion which is due to the angular momentum vector of gluons and thereby requires a proper
treatment of the latter. We conclude with some comments on the relationships between the
different approaches to quantization (canonical quantization based on the classical Hamilto-
nian formulation, Gupta-Bleuler, path integrals, BRST, covariant canonical approaches).
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1 Introduction
In 1918, Emmy Noether published her famous article on invariant variational problems in which
she stated and proved the so-called Noether theorem(s) [1]. Over the years the latter have be-
come a pillar of classical mechanics and field theory, see reference [2] for an historical account
and reference [3] for a general discussion and various applications. According to Noether’s first
theorem, the invariance of a field theoretic action functional S[φ] under an m-dimensional Lie
group (of global symmetry transformations) implies the existence of m local conservation laws
for any solution φ of the equations of motion δS/δφ = 0. Following Noether’s work, Felix Klein
raised the question about the application of Noether’s results to the free electromagnetic field.
In 1921, E. Bessel-Hagen tackled this problem [4] while taking into account the remark made
to him by E. Noether that the invariance of the action functional S[φ] ≡ ∫Rn dnxL(φ, ∂µφ, x)
allows for the addition of a total divergence term ∂µΩµ(φ, x) to the Lagrangian density L (“di-
vergence symmetry”): By starting from the conformal invariance of the free Maxwell equations
(discovered in 1910 by H. Bateman and E. Cunningham) and cleverly combining with local gauge
invariance (to which Noether’s second theorem applies), he could determine fifteen conserved,
gauge invariant quantities in four dimensional Minkowski space.
Among the conformal transformations we have the Poincaré transformations and in particu-
lar the space-time translations. More specifically, the invariance of the action under translations
xν  xν−aν in Rn implies the local conservation law for the canonical EMT (energy-momentum
tensor), ∂µTµνcan = 0, and thereby the existence of n conserved “charges” P ν ≡
∫
Rn−1 d
n−1xT 0νcan
which are interpreted as the total energy-momentum of the fields. In their pioneering work
on the “quantum dynamics of wave fields” of 1929 [5], W. Heisenberg and W. Pauli pre-
sented the general Lagrangian and Hamiltonian formulation of classical relativistic field the-
ories as well as the procedure of canonical quantization (based on equal-time commutation
relations). It is commonly believed that, within the Hamiltonian formulation of a classical field
theory, the Noether charges generate the symmetry transformations of the phase space vari-
ables ϕ ∈ {φ, pi ≡ ∂L/∂φ˙} by means of the Poisson brackets, e.g. for infinitesimal translations,
δaϕ(x) ≡ {ϕ(x), aµPµ} = aµ∂µϕ(x). This is indeed the case for matter fields (scalar or Dirac
fields), but, as we will discuss in detail in the present article, it is definitely more subtle for
a gauge field (Aµ): This is due to the fact that the gauge invariance of the action functional
S[A] implies the presence of constraints for the phase space variables (as was already noted by
Heisenberg and Pauli for electrodynamics in their pioneering work).
As was only realized recently [6], the treatment of the constraints appearing in Lagrangian
(or Hamiltonian) dynamical systems with local symmetries like electrodynamics or general rel-
ativity has been systematically investigated in 1930 upon Pauli’s impetus by his assistant Léon
Rosenfeld in a seminal work whose goal was the quantization of the Maxwell-Dirac-Einstein field
equations [7]. In the sequel, Rosenfeld moved to other subjects and his work fell into oblivion. In
the late forties and fifties, P. Bergmann and his collaborators [8] as well as P.A.M. Dirac redis-
covered the results found, or at least anticipated, twenty years earlier by L. Rosenfeld and they
worked them out further (e.g. Dirac’s modification of the Poisson brackets). In particular, Dirac
exposed the general approach to constrained Hamiltonian dynamics in his celebrated Yeshiva
lectures of 1964 [9] (see [10–13] for more recent introductions). More recently, the quantization
of (non-Abelian) gauge field theories has been revolutionized by the discovery of the so-called
BRST-symmetry (Becchi, Rouet, Stora 1974 [14], Tyutin 1975 [15]) and its application to the
perturbative renormalization of these theories in their Lagrangian formulation. Yet, the Hamil-
tonian formulation of classical Abelian or non-Abelian gauge field theory and the canonical
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approach to its quantization continue to represent a basic tool and useful device for exploring
various aspects of gauge theories. Thus, it is worthwhile to have a clear view of the action of
Poincaré transformations on the phase space variables in the Hamiltonian formulation. To a
large extent, these aspects have already been addressed about forty years ago by some of the
masters of the subject (A. J. Hanson, T. Regge and C. Teitelboim) in their Roma lectures [10].
The goal of the present article (the impetus for which came in part from our joint work with
M. Reboud and M. Schweda [16]) is to give a short pedagogical account of these ideas. We hope
that our presentation clarifies some misleading or erroneous statements made in the literature
and will prove to be useful as a complement to the basic textbook treatments of classical gauge
theories and their quantization.
Our text is organized as follows. In section 2, we briefly recall the definition and salient
features of the Hamiltonian formulation of classical relativistic field theories. As reviewed in
section 3, the description of the geometric transformations of matter fields (scalar and Dirac
fields) within this setting is unproblematic. In section 4, we introduce the canonical and improved
(gauge invariant) current densities and charges following from the Poincaré invariance of the
action functional for pure Yang-Mills theories. The Hamiltonian formulation of Abelian and non-
Abelian gauge field theories is then dealt with in section 5 and 7, respectively. The quantization
procedure(s) for these theories are addressed in section 6 and 8, respectively, while the coupling
to matter fields is considered in section 9. The identification of the physical observables of
angular momentum (and its decomposition into different contributions) is outlined in section 10
while the concluding remarks gather some remarks on other approaches to classical (gauge) field
theories like the multisymplectic or covariant phase space formulations.
Notation and conventions: We consider the natural system of units (c ≡ 1 ≡ ~ and ε0 =
1 ≡ µ0 for electrodynamics). Furthermore, we use the standard notation for the coordinates
of n-dimensional Minkowski space, i.e. x = (xµ) = (t, xi) = (t, ~x ) as well as the signature
(+,−, · · · ,−) for the Minkowski metric η ≡ (ηµν).
2 Hamiltonian formulation of field theory
The Hamiltonian formulation of classical field theory in Rn is the starting point for its canonical
quantization, and we briefly recall [17] here its basics for a given Lagrangian density L(φ, ∂µφ).
The canonical momentum piφ associated to the field φ is defined by pi ≡ piφ ≡ ∂L/∂φ˙ and the
canonical Hamiltonian density H is defined in terms of the fields φ and their canonical momenta
pi by means of a Legendre transformation:
H ≡ φ˙ pi − L . (2.1)
Here, and in similar expressions to follow, the sum over all fields is implicitly understood (e.g.
the sum over φ and φ∗ in the case of a complex scalar field φ).
We note that in the simplest situation (which is realized for instance for a free real scalar
field), the relation pi ≡ ∂L/∂φ˙ can be solved for φ˙ as a function of pi (and possibly φ and/or the
spatial derivatives ∂kφ). The Hamiltonian function H[φ, pi] ≡
∫
dn−1xH(φ, pi, ∂kφ) is now to be
viewed as a functional of the fields φ and pi.
For any two functionals F,G of bosonic fields φ and pi, the canonical Poisson bracket is
defined at fixed time t by
{F,G} ≡
∫
dn−1x
(
δF
δφ
δG
δpi
− δF
δpi
δG
δφ
)
. (2.2)
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This bracket is bilinear and antisymmetric in its arguments, and it satisfies the Jacobi identity
as well as the Leibniz product rule for each of its arguments, e.g. for the second argument:
{F,GH} = {F,G}H +G{F,H}. The general expression (2.2) yields the fundamental bracket of
fields for any fixed time t, e.g. for a single real scalar field φ:
{φ(t, ~x ), pi(t, ~y )} = δ(~x− ~y ) . (2.3)
For a given Hamiltonian function H[φ, pi] ≡ ∫ dn−1xH(φ, pi, ∂kφ), the time evolution of a
functional F [φ, pi] is given by
F˙ = {F,H} .
For example
φ˙ = {φ,H} = δH
δpi
, p˙i = {pi,H} = −δH
δφ
,
i.e. the Hamiltonian equations of motion of the field theoretic system described by H[φ, pi].
Let us again consider the particular case of a free real scalar field φ. The space-time transla-
tions of the phase space variables ϕ ≡ (φ, pi) are then generated by the conserved Noether charges
Pµ (which are associated to the translation invariance of the action) and these transformations
are described in terms of the canonical Poisson bracket: For a ≡ (aµ) ∈ Rn, we have
δaϕ(x) ≡ {ϕ(x), aµPµ} = aµ∂µϕ(x) . (2.4)
Similarly the transformation laws of the phase space variables under Lorentz transformations
are generated by the Noether charges Jρσ = −Jσρ associated to the Lorentz invariance of the
action: Denoting the constant symmetry parameters by ερσ = −εσρ, we have
δεϕ(x) ≡ {ϕ(x), ερσJρσ} = ερσ(xρ∂σ − xσ∂ρ)ϕ(x) . (2.5)
In quantum field theory, the variables ϕ(x) and the observables Pµ, Jρσ become operators, the
Poisson bracket being replaced by 1/i~ times the commutator of operators.
The result (2.4) also holds for free spinor fields. However, for pure gauge theories, the gauge
invariance leads to a so-called constraint: E.g. for the free Maxwell field (Aµ), we have pi0 ≡
∂L/∂A˙0 = F 00 = 0 where Fµν ≡ ∂µAν − ∂νAµ are the components of the Faraday tensor. The
space-time translations are then no longer generated by the canonical Noether charge Pµ and by
the canonical Poisson brackets as in equation (2.4): In a general gauge, the canonical expression
for Pµ has to be extended following Dirac’s treatment of constrained Hamiltonian systems so
as to construct a “kinematical energy-momentum vector” Pµkin for gauge fields which generates
space-time translations of fields. If the gauge freedom is completely fixed (e.g. by choosing the
radiation gauge or the axial gauge), then the Poisson brackets have to be replaced by the so-
called Dirac brackets [10]. A similar conclusion holds for the Lorentz transformations generated
by the components of the angular momentum: these components are important for instance for
the determination of the spin of the nucleon, the latter being made up of the angular momenta
of its constituents (quarks and gluons) [18–20].
To conclude, we note that relations (2.1)–(2.5) represent the conventional formulation of
Hamiltonian dynamics which is based on Poisson brackets that are defined at equal times.
This formulation is also referred to as the instant form formulation of the classical dynamical
system. As noted by Dirac in 1949 [21] (see also [10] and references therein), one may replace
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the hyperplanes “x0 = constant” of Minkowski space Rn by a family of hypersurfaces defined
by a condition of the form
F (x) = τ = constant , (2.6)
where F denotes a suitably chosen function. For instance, for F (x) = x0, one recovers the
conventional constant time hypersurfaces, and for
F (x) ≡ 1√
2
(x0 + xn−1) ≡ x+ ,
one obtains the so-called null-plane or light-front formulation which has received a lot of attention
in the context of two-dimensional conformal field theory, of string theories as well as for gauge
field theories in general dimension, e.g. see references [22]. In the formulation of field theory
based on (2.6), the fields are considered to be functions of “time” τ and of n − 1 “spatial”
coordinates ~σ which are chosen in such a way that (τ, ~σ ) parametrizes Minkowski space.
Following R. E. Peierls [23], one may also consider the so-called Peierls bracket [23, 24] which
represents a Poisson bracket of fields at different times. We will come back to this bracket in our
concluding remarks.
3 Scalar and Dirac fields
The canonical EMT (energy-momentum tensor) Tµνcan[φ] for a free real massive scalar field φ in
Rn, whose dynamics is described by the Lagrangian density L ≡ 12
[
(∂µφ)(∂µφ)−m2 φ2
]
, yields
the conserved energy-momentum vector P ν ≡ ∫ dn−1x T 0νcan with
P 0 = 12
∫
dn−1x
[
pi2 + (~∇φ)2 +m2φ2
]
= H , ~P = −
∫
dn−1x pi ~∇φ . (3.1)
From these expressions and definition (2.2) of the canonical Poisson bracket, one readily infers
that (2.4) holds for ϕ = φ and ϕ = pi (while taking into account the equation of motion
(+m2)φ = 0).
For the free Dirac field described by the Lagrangian
Lreal(ψ) ≡ i ψ¯γµ
↔
∂µψ −mψ¯ψ ≡ i2
[
ψ¯γµ∂µψ − (∂µψ¯)γµψ
]
−mψ¯ψ ,
or by L(ψ) ≡ ψ¯(iγµ∂µ −m)ψ , (3.2)
we have
P 0 =
∫
dn−1x ψ¯(−iγk∂k +m)ψ = H , ~P =
∫
dn−1x ψ†(−i~∇ψ) , (3.3)
and relations (2.4) hold for ϕ = ψα and ϕ = ψ∗α = ipi∗α. Since the latter equation represents
a relation between phase space variables, it represents strictly speaking a constraint equation:
ψ∗α− ipi∗α = 0. However, these constraints for the Dirac field are second class and the replacement
of the Poisson bracket by the Dirac bracket [25] yields results of the same form as those obtained
by ignoring this subtlety.
We note that relations (3.1) and (3.3) also imply that the charges Pµ Poisson-commute, i.e.
we have an Abelian algebra of charges:
{Pµ, P ν} = 0 for µ, ν ∈ {0, 1, . . . , n− 1} . (3.4)
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A consistency check for these results consists in combining (2.4) and (3.1) or (3.3) to verify the
Jacobi identity 0 = {ϕ, {Pµ, P ν}}+ cyclic permutations of factors.
To summarize, both for free scalar fields and free Dirac fields the components Pµ of the
canonical energy-momentum vector generate space-time translations by means of the Poisson
brackets, cf. equation (2.4). This result generalizes to the case where one has a multiplet of free
scalar or free Dirac fields which is invariant under global (rigid) gauge transformations. Even
more generally, one can consider a globally gauge invariant self-interaction of matter fields, e.g.
include a self-interaction potential V (φ†φ) for a multiplet of scalar fields (like the Higgs field)
or an invariant Yukawa-type coupling between scalar and spinor fields. However, if gauge fields
are involved, things become more subtle as we will discuss in the next section.
4 Lagrangian formulation of pure gauge theories
4.1 General set-up
In the sequel we are interested in pure Abelian gauge theory (free Maxwell theory) and in
pure non-Abelian gauge theory (pure YM theory). For concreteness we will consider the four
dimensional case and in order to avoid redundancies in the presentation, we will present the
generalities for the case of a general symmetry group G, Maxwell’s theory corresponding to the
particular case G = U(1).
More precisely, as symmetry group we consider a compact, semi-simple matrix Lie group G
of dimension nG and we denote the associated Lie algebra by g. The gauge potential is given by
a g-valued vector field Aµ(x) ≡ Aaµ(x)T a. Here, (Aaµ)µ∈{0,1,2,3} is a real-valued vector field in four
space-time dimensions for each value of the internal index a ∈ {1, . . . , nG} and {T a}a∈{1,...,nG}
is a basis of the Lie algebra g. We have
[T a, T b] = ifabcT c , (4.1)
where the real structure constants fabc can be chosen to be totally antisymmetric in the indices
for semi-simple Lie algebras, e.g. su(N). Under an infinitesimal gauge variation parametrized
by a g-valued function x 7→ ω(x) ≡ ωa(x)Ta, the gauge potential transforms with the covariant
derivative of ω:
δAµ = Dµω ≡ ∂µω + iq[Aµ, ω] . (4.2)
Here, the coupling constant q represents the “non-Abelian” or “YM” charge.
The g-valued field strength tensor associated to the gauge potential Aµ reads Fµν ≡ F aµνTa
with Fµν ≡ ∂µAν − ∂νAµ + iq [Aµ, Aν ]. As usual, the components of this tensor will be denoted
by
F i0 = Ei , F ij = −εijkBk (with the normalization ε123 = 1 ) .
In the non-Abelian case, the vector fields ~E ≡ (Ei)i=1,2,3 and ~B ≡ (Bi)i=1,2,3 represent the
chromo-electric and chromo-magnetic fields1, respectively.
For free Maxwell theory, the internal index takes a single value a = 1 and the totally an-
tisymmetric structure constants fabc in (4.1) vanish, as does the commutator term in the field
strength Fµν and in the covariant derivative (4.2). In this case, the vectors ~E and ~B represent
the electric and magnetic fields, respectively and there is presently no self-interaction of gauge
potentials in the action (4.3) below.
1The notation Ei for Exi is convenient, but it should be kept in mind in this context that i is not a covariant
(Lorentz) index since ~E is not the spatial part of a four-vector (and similarly for Bi).
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4.2 Lagrangian formulation
Dynamics: The dynamics of pure gauge theory is described by the classical action
S[A] ≡ −14
∫
d4x Tr (FµνFµν) = −14
∫
d4xF aµν F aµν =
1
2
∫
d4x Tr ( ~E 2 − ~B 2) , (4.3)
where we absorbed the so-called index of the considered Lie algebra representation into the
definition of the trace. The functional (4.3) is gauge invariant and its variation yields the YM
field equation 0 = DνF νµ = ∂νF νµ + iq[Aν , F νµ]. In terms of the chromo-electric and -magnetic
fields, the latter equations read
DiEi = 0 , εijkDjBk = D0Ei .
In the Abelian case, these equations represent Maxwell’s equations div ~E = 0 and −−→curl ~B = ∂t ~E.
Translational invariance: By virtue of Noether’s first theorem, the invariance of the action
functional S[A] ≡ ∫ d4xL given by (4.3) under space-time translations
δxµ = aµ , δAµ = −aν∂νAµ ,
implies the local conservation law ∂µTµνcan = 0 for the solutions of the (Lagrangian) equations of
motion DνF νµ = 0. Here,
Tµνcan ≡
∂L
∂(∂µAaρ)
∂νAaρ − ηµνL = Tr (−Fµρ ∂νAρ +
1
4 η
µνF ρσFρσ) , (4.4)
represents the canonical EMT. By using the equations of motion, this tensor may be decomposed
into a gauge invariant part Tµνinv (generally referred to as the improved EMT of the gauge field [16])
and a superpotential term (i.e. a total derivative ∂ρχµρν with χµρν = −χρµν):
Tµνcan = T
µν
inv + ∂ρTr (−FµρAν) , with Tµνinv = Tr (FµρFρν +
1
4 η
µνF ρσFρσ) . (4.5)
Accordingly, the EMT Tµνinv is also locally conserved for the solutions of the equations of motion
and, for these solutions, it yields the same conserved charges as Tµνcan (for fields which vanish
sufficiently fast at spatial infinity). More precisely, for the solutions of the equations of motion,
the canonical Noether charges P ν and the gauge invariant charges P νinv are related by
P ν ≡
∫
d3xT 0νcan = P νinv +
∫
d3x ∂jTr (−F 0jAν) , with P νinv ≡
∫
d3xT 0νinv . (4.6)
The explicit expressions have the form
P 0 =
∫
d3x Tr
[1
2 (
~E 2 + ~B 2)−A0 (DiEi)
]
= H , ~P =
∫
d3x Tr (Ei~∇Ai) , (4.7)
and
P 0inv =
1
2
∫
d3x Tr ( ~E 2 + ~B 2) = Hinv , ~Pinv ≡
∫
d3x Tr ( ~E × ~B ) . (4.8)
Here, 12 Tr ( ~E 2 + ~B 2) represents the total energy density of the fields and Tr ( ~E × ~B ) the
associated Poynting vector.
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Lorentz invariance: The invariance of the action functional S[A] ≡ ∫ d4xL under Lorentz
transformations
δxµ = 2εµνxν , δAµ = ερσ
[
(xρ∂σ − xσ∂ρ)Aµ + ηµρAσ − ηµσAρ] with εµν = −ενµ
(4.9)
implies the local conservation law ∂µMµρσcan = 0 for the solutions of the equations of motion.
Here, Mµρσcan denotes the canonical angular momentum tensor of the gauge field:
Mµρσcan ≡ xρTµσcan − xσTµρcan + Tr (−FµρAσ + FµσAρ) . (4.10)
For the solutions of the equations of motion, the latter can be decomposed into a gauge invariant
part and a superpotential term:
Mµρσcan = M
µρσ
inv + ∂νTr
[− Fµν(xρAσ − xσAρ)] , with Mµρσinv = xρTµσinv − xσTµρinv . (4.11)
For the canonical conserved charges Jρσ ≡ ∫ d3xM0ρσcan , it is convenient to introduce the following
notation for the purely spatial parts: J i ≡ 12 εijkJ jk and ~J ≡ (J i)i=1,2,3. We have
J ij =
∫
d3x Tr
[
Ek(xi∂j − xj∂i)Ak + EiAj − EjAi
]
, (4.12)
or ~J = ~L+ ~S with ~L =
∫
d3x Tr
[
Ek(~x× ~∇)Ak
]
, ~S =
∫
d3x Tr
(
~E × ~A) ,
(4.13)
and
J0i =
∫
d3x Tr
[
Ek(x0∂i − xi∂0)Ak − EiA0 + xi 12(
~E 2 − ~B 2)] , (4.14)
or J0i =
∫
d3x Tr
[
x0Ek∂
iAk − xi 12 (
~E 2 + ~B 2) + xiA0 (DkEk)
]
. (4.15)
For the solutions of the Lagrangian equations of motion DνF νµ = 0, the canonical charges Jρσ
coincide with gauge invariant charges Jρσinv ≡
∫
d3xM0ρσinv which read as follows (in terms of the
notation ~Jinv ≡ (J iinv)i=1,2,3 with J iinv ≡ 12 εijkJ jkinv):
~Jinv =
∫
d3x Tr
[
~x× ( ~E × ~B)] , J0iinv = ∫ d3x Tr [x0( ~E × ~B)i − xi 12 ( ~E 2 + ~B 2)] . (4.16)
Thus, we have ~Jinv = ~J = ~L + ~S for the solutions of the equations of motion, but ~L and ~S
are not gauge invariant. As a matter of fact, it is not possible to decompose the total angular
momentum in a gauge invariant manner into orbital and spin parts — see reference [26] for this
issue and for the related question of how to attribute a gauge invariant, and thereby physical,
meaning to the spin of the photon.
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Conserved charges associated to Poincaré invariance: The structure of the genera-
tors (4.13)–(4.16) can nicely be exhibited by using the notation
H ≡
∫
d3xH , Hinv ≡
∫
d3xHinv , ~P ≡
∫
d3x ~P , ~Pinv ≡
∫
d3x ~Pinv ,
and
~K ≡
(
J0i
)
i=1,2,3
, ~Kinv ≡
(
J0iinv
)
i=1,2,3
,
in terms of which we have
~L =
∫
d3x ~x× ~P , ~K =
∫
d3x
(
t ~P − ~xH) , (4.17)
~Jinv =
∫
d3x ~x× ~Pinv , ~Kinv =
∫
d3x
(
t ~Pinv − ~xHinv
)
. (4.18)
Conserved charges associated to conformal invariance: We note that pure Abelian or
non-Abelian gauge field theory is not only invariant under the Poincaré group, but also under
the larger conformal group: The generators corresponding to dilatations and special conformal
transformations can be treated along the same lines.
Other conserved charges: For completeness, we mention that a free field theory admits an
infinite number of conserved current densities [27–29]. In particular, for free Maxwell theory,
one can find gauge invariant conserved quantities differing from those considered above. The
latter include in particular the so-called zilch currents introduced by D. M. Lipkin [30] (see
also [27, 31]), i.e. the current densities
Zµνρ ≡ F˜µλ
↔
∂ρ Fλν + F˜νλ
↔
∂ρ F
λµ , where F˜µν ≡ 12 ε
µνρσFρσ .
For their potential physical relevance (in particular the relationship with the optical chirality)
and for the underlying symmetry transformations, we refer to [32] and references therein. We
also mention that related conserved currents involving spatial non-localities can be found and
have been discussed for Maxwell theory [33]. The latter result in particular from the duality
rotations parametrized by θ ∈ R,
~E′ = cos θ ~E + sin θ ~B , ~B′ = − sin θ ~E + cos θ ~B ,
which leave the Maxwell equations (and action) invariant[34–37]. Yet, it should be stressed that
the conservation laws which hold for a free field theory do in general not carry over to the
interacting theory [27].
5 Hamiltonian formulation of free Maxwell theory
The Hamiltonian formulation being more subtle than the Lagrangian one, we first discuss the
Abelian theory in this section and then point out the essential modifications which are brought
about by the non-Abelian theory in section 7. We again consider the four dimensional case while
starting from the action functional (4.3).
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5.1 Canonical momenta and Hamiltonian
The momentum which is canonically conjugate to Aµ is defined by piµ ≡ ∂L/∂A˙µ = Fµ0, hence
~pi coincides with the electric field strength ~E:
pik = F k0 = Ek . (5.1)
From Ek = F k0 = ∂kA0 − ∂0Ak = (−~∇A0 − ∂t ~A )k, it follows that the relation pik = ∂L/∂A˙k
can be solved for the derivative A˙k in terms of ~pi and ~∇A0: ~˙A = −~pi − ~∇A0.
From the antisymmetry of the tensor field (Fµν) it follows that pi0 = F 00 = 0. Henceforth we
cannot use the explicit expression for pi0 to express the time derivative A˙0 in terms of the fields piµ
(and, possibly, Aµ and/or the spatial derivatives of Aµ) as required by the standard Hamiltonian
formulation2. Thus, the dynamical system under consideration represents a so-called constrained
Hamiltonian system [9–13]: We have the relation
0 = φ1 ≡ pi0 , (5.2)
whose origin can be traced back to the invariance of the Lagrangian under gauge transformations,
e.g. see reference [13]. Since the condition (5.2) results directly from the Lagrangian, it is referred
to as a primary constraint. (As a matter of fact, pi0 depending on the space-time coordinates,
this equation actually represents an infinity of constraints, one for each ~x ∈ R3.)
The canonical Hamiltonian function H ≡ P 0 ≡ ∫ d3xT 00can reads
H ≡
∫
d3xH ≡
∫
d3x (A˙µpiµ − L) =
∫
d3x
[1
2 pi
ipii + 14 FijF
ij −A0(∂ipii)
]
, (5.3)
where the form of the last term results from an integration by parts, assuming as usual that
fields vanish at infinity. After substituting F ij = −εijkBk and pii = Ei, we recognize the Abelian
special case of expression (4.7) for the canonical Hamiltonian of YM theory.
5.2 Canonical Poisson brackets
The fundamental Poisson-commutator for the canonically conjugate pair (A, pi), which holds for
any fixed time t, reads
{Aµ(t, ~x ), piν(t, ~y )} = δνµ δ(~x− ~y ) . (5.4)
In particular we have
{Ai(t, ~x ), Ek(t, ~y )} = δki δ(~x− ~y ) , (5.5)
whence {Ei(t, ~x ), Bj(t, ~y )} = εijk∂(x)k δ(~x− ~y ) ,
(where the last relation follows from the first one by virtue of ~B = −−→curl ~A), all other brackets
between Aµ, piν and Bk vanishing.
A few remarks concerning these brackets are in order. First, we note that relations (5.5) are
sufficient for evaluating brackets between functionals which only depend on ~A, ~E and ~B. For
2The fact that the Lagrangian density does not depend on A˙0 reflects a degeneracy (related to gauge invariance)
and means that A0 does not really represent a dynamical variable.
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instance, one finds that the brackets between the components of the spin angular momentum ~S,
as defined in equation (4.13), satisfy the Lie algebra of infinitesimal rotations,
{Si, Sj} = εijk Sk , (5.6)
and similarly for the components Li of ~L and J i of ~J .
Second, we stress that for the proper evaluation of Poisson brackets like {Aµ(t, ~x ), J0i}, the
functional J0i (as given by expression (4.14) or (4.15)) has to be expressed in terms of canonical
variables, i.e. ∂0Ak has to be rewritten in terms of pik = Ek and ∂kA0.
Finally, we note that the basic relation (5.4) is not compatible with the constraint pi0 = 0. In
fact, an important point in this context is that the constraint equations must not be substituted
into the Poisson brackets: they can only be imposed after computing the Poisson brackets and
then amount to projecting the result onto the constraint surface. Indeed, generalizing earlier work
of P. Bergmann and his collaborators, Dirac devised a general approach to handle constrained
Hamiltonian systems [9–13] which we will also follow below.
5.3 Dirac’s method and extended Hamiltonian
For a function F on the phase space {(Aµ, piµ)} which vanishes on the primary constraint surface
defined by relation (5.2), Dirac introduced the notation F ≈ 0 (“F vanishes weakly”), hence we
can also write 0 ≈ φ1 ≡ pi0. The first step of Dirac’s procedure consists of including the primary
constraint into the Hamiltonian by means of an undetermined Lagrange multiplier field λ1(x)
(which comes without associated momentum):
Hp ≡ H +
∫
d3xλ1(x)φ1(x) . (5.7)
The second step is to impose that the primary constraint is preserved by the time evolution
defined by the primary Hamiltonian Hp, i.e. a stability condition for this constraint:
0 !≈ φ˙1 ≈ {φ1, Hp} = ∂ipii .
Obviously this condition gives rise to the so-called secondary constraint
0 ≈ φ2 ≡ ∂ipii = div ~E . (5.8)
For the free field theory under consideration, the relation div ~E = 0 represents the Maxwell
equation describing the Gauss law in vacuum and (5.8) is therefore referred to as Gauss law
constraint. Its time evolution does not give rise to further constraints since φ˙2 ≈ {φ2, Hp} =
−∂i∂jF ij = 0. Since {φ1, φ2} = 0, the constraints φ1, φ2 are referred to as first class constraints
(FCC’s).
The Hamiltonian equations of motion determined by Hp are equivalent to the Lagrangian
equations of motion of the dynamical system. For the study of symmetries in the Hamiltonian
framework, Dirac considered a generalization of the Lagrangian formalism given by the so-called
extended Hamiltonian
HE ≡ H +
2∑
j=1
∫
d3xλjφj =
∫
d3x
[1
2 (
~E 2 + ~B 2) + λ1pi0 + (λ2 −A0) div ~E
]
, (5.9)
which is defined on the extended phase space {(Aµ, piµ, λj)}. The Hamiltonian (5.9) involves a
linear combination of all of the FCC’s φj (the primary and secondary FCC’s being treated on an
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equal footing) involving Lagrange multipliers λ1 and λ2. Geometrically speaking, the extended
Hamiltonian generates all possible flows of the system under consideration, namely the time
evolution determined by the canonical Hamiltonian H as well as the flow generated by the
FCC’s (i.e. vanishing conserved quantities) [38].
The extended Hamiltonian equations are given by φ1 = 0 = φ2 and F˙ = {F,HE} for
F ∈ {A0, . . . , A3, pi0, . . . , pi3}: for the extended Hamiltonian (5.9), we thus obtain
A˙0 = λ1 , p˙i0 = div ~E ,
~˙A = −~pi −−−→gradA0 +−−→gradλ2 , ~˙pi = −−→curl ~B . (5.10)
If we substitute the expressions pi0 = 0 and ~pi = ~E into these relations, then we recognize the
equations for p˙iµ as Maxwell’s free field equations ∂µFµν = 0. The equation of motion A˙0 = λ1
determines λ1 in terms of A˙0: we will come back to this relation below. Here we only note that
the last term in (5.9) shows that the field A0 amounts to a Lagrange multiplier combining with
the multiplier λ2 which also represents an arbitrary function.
5.4 Hamiltonian gauge symmetries
By definition, the Hamiltonian gauge symmetries (which are parametrized at the infinitesimal
level by εj(x)) are generated by the FCC’s φ1 and φ2: for a functional F of (A, pi), we have
δ(εj)F = {F,G(εj)} , with G(εj) ≡
2∑
j=1
∫
d3x εj(x)φj(x) . (5.11)
By virtue of (5.4), this relation readily leads to δ(εj)piµ = 0 and
δ(εj)A0 = ε1 , δ(εj)Ai = −∂iε2 for i ∈ {1, 2, 3} . (5.12)
One can show on general grounds [12] (and easily check for the case at hand) that the extended
equations of motion (5.10) are invariant under these gauge transformations if the Lagrange
multiplier fields λj transform as
δ(εj)λ
1 = ε˙1 , δ(εj)λ2 = ε˙2 + ε1 . (5.13)
For the present dynamical system (for which the Hamiltonian (5.3) is quadratic in the momenta,
and the constraints (5.2), (5.8) are linear in the momenta), the Hamiltonian gauge symmetries
generated by the FCC’s yield the Lagrangian symmetries [13], i.e. the infinitesimal gauge trans-
formations δAµ = ∂µ. Indeed, according to (5.12), the latter transformation laws are recovered
for the choice of parameters ε1 ≡ ∂0, ε2 ≡ −, which implies (by virtue of (5.13)) δ(εj)λ2 = 0
and δ(εj)λ1 = ¨. This choice of parameters amounts to imposing the following generalized gauge
condition, i.e. gauge fixing condition for the Hamiltonian gauge symmetries (5.12), (5.13):
gauge condition λ2 = 0 . (5.14)
In this case, the extended Hamiltonian reduces to the primary Hamiltonian (which is equivalent
to the Lagrangian formulation) and the gauge generator G(εj) reduces to the one of Lagrangian
gauge transformations which reads
G =
∫
d3x
[
(∂0)pi0 − (∂ipii)
]
=
∫
d3xpiµ∂µ . (5.15)
Thus, with (5.14) we have
δAµ ≡ {Aµ, G} = ∂µ , δpiµ ≡ {piµ, G} = 0 . (5.16)
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Conclusion: This means that the Lagrangian gauge transformations are the residual Hamilto-
nian gauge transformations in the generalized gauge in which the Lagrange multiplier associated
to the secondary constraint is put to zero. The Lagrange multiplier λ1 associated with the pri-
mary FCC pi0 ≈ 0 still remains undetermined. It can be determined by imposing a consistent
generalized gauge condition while leaving the Lagrangian gauge freedom unfixed (see next sub-
section) or it can be determined as a consequence of a complete gauge fixing of the Lagrangian
gauge freedom (subsection 5.6).
5.5 General gauge in the extended Hamiltonian formalism:
Kinematical energy-momentum of gauge fields
From equation (5.10) we see that the relation {piµ, HE} = p˙iµ (i.e. HE generates time translations
of piµ) does not involve λ1, λ2 and therefore holds for any value of the Lagrange multipliers. By
contrast, the relation {Aµ, HE} = A˙µ entails that λ1 and λ2 are determined in terms of the basic
fields (recall from equation (5.1) that ~pi = ~E = −−−→gradA0 − ~˙A ): it amounts to imposing the
generalized gauge conditions λ1 = A˙0 , λ2 = 0 . (5.17)
(Comparison with (5.14) shows that the gauge condition λ2 = 0 is also the one which allows us
to recover the Lagrangian gauge transformations from the Hamiltonian ones.)
In summary, if we impose the gauge conditions (5.17), then the extended Hamiltonian (5.9)
only depends on the phase space variables Aµ, piµ (and the derivatives of Aµ) and reads
Hkin ≡ HE |λj fixed = H +
∫
d3xpi0A˙0 . (5.18)
Here, H can be decomposed into a gauge invariant part Hinv ≡ 12
∫
d3x ( ~E 2 + ~B 2) representing
the energy of the electromagnetic field, and a remainder term, i.e.
Hkin = Hinv +
∫
d3x
[
pi0A˙0 + ~pi · −−→gradA0
]
= Hinv +G=A0 , (5.19)
where G=A0 is the gauge generator (5.15) with  = A0. By construction (see eqn. (5.18)), the
functional (5.19) generates time translations of fields in the Hamiltonian framework:
{F,Hkin} = F˙ for F ∈ {A0, . . . , A3, pi0, . . . , pi3} . (5.20)
Since H =
∫
d3xT 00can = P 0can, this line of arguments can be generalized as follows to construct
P νkin with {F, P νkin} = ∂νF . Following reference [10], we define extended quantities involving
Lagrange multiplier fields Λ0ν1 ,Λ0ν2 for the FCC’s:
P νE ≡
∫
d3xT 0νE ≡
∫
d3x
(
T 0νcan + Λ0ν1 pi0 + Λ0ν2 div~pi
)
. (5.21)
We remark that notational consistency with (5.9) requires Λ001 = λ1 and Λ002 = λ2, and we
note that one can introduce more generally [10] the extended EMT within the Hamiltonian
formulation by the expression
TµνE ≡ Tµνcan + Λµν1 pi0 + Λµν2 div~pi . (5.22)
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With the
extended gauge conditions Λ0ν1 = ∂νA0 , Λ0ν2 = 0 , (5.23)
which encompass the condition (5.17) for ν = 0, we then obtain the so-called kinematical
energy-momentum vector of the gauge field,
P νkin ≡ P νE |Λ0νj fixed = P
ν +
∫
d3xpi0∂νA0 , (5.24)
or
P νkin ≡ P νE |Λ0νj fixed = P
ν
inv +
∫
d3x
[
pi0∂νA0 −Aν∂ipii
]
. (5.25)
Here, the last term corresponds to the last term in equation (5.19) and the gauge invariant
contributions are the familiar ones as given in equation (4.8).
The main result of this subsection is the following one. By construction, the functional
(5.25) only depends on the phase space variables Aµ, piµ (and the derivatives of Aµ) and it
generates space-time translations of fields without any gauge condition imposed on
(Aµ):
δaϕ(x) ≡ {ϕ(x), aµPµkin} = aµ∂µϕ(x) for ϕ ∈ {A0, . . . , A3, pi0, . . . , pi3} . (5.26)
For ~a = ~0, we recover expressions (5.18)–(5.20). It can be explicitly checked that we have the
Poisson commutator relations
{Pµkin, P νkin} = 0 .
On the constraint surface we have pi0 = 0, hence div ~E = 0 by virtue of the extended
Hamiltonian equations (5.10). Then T 0νcan and T 0νinv differ by a divergence ∂i(EiAν) so that the
charges P ν and P νinv coincide with each other. However, as emphasized above, the constraints
must not be substituted directly in the Poisson brackets and therefore the charges P ν , P νinv do
not generate space-time translations of the gauge field (Aµ) by virtue of the Poisson bracket:
in this respect we have to consider the charge P νkin which involves an additional pi0-dependent
term, see equations (5.25), (5.26).
We note that the decomposition of the canonical Hamiltonian H into a gauge invariant part
Hinv and a remainder term, as considered in equations (5.18), (5.19), is also encountered in the
context of the Hamiltonian BRST quantization where it amounts to treating the field A0 as a
Lagrange multiplier in the Hamiltonian formulation [39].
Summary: The gauge fixing conditions (5.17) for the Hamiltonian gauge symmetries (i.e. for
the symmetries in extended phase space {(Aµ, piµ, λj)} generated by the FCC’s φ1, φ2) allow us
to reduce the Hamiltonian gauge symmetries to the usual Lagrangian gauge symmetries (i.e.
to δAµ = ∂µ) and, together with their extension (5.23), they allow us to generate space-time
translations of phase space variables, in particular of the gauge field (Aµ) in a general gauge
(i.e. for gauge potentials (Aµ) which are not constrained by any subsidiary condition). Lorentz
transformations can be handled in a similar way, see subsection 5.7.
If one is interested in the quantization of the theory, then one has to gauge fix the local
symmetry δAµ = ∂µ which is at the origin of degeneracies, yielding in particular a singular
gauge field propagator. To implement this gauge fixing within the Hamiltonian formulation, one
chooses other gauge fixing conditions than relations (5.17) for λ1 and λ2: We will treat this point
in the next subsection where we will also come back once more to space-time translations of the
gauge field.
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5.6 Complete gauge fixing for (Aµ) and Dirac brackets
5.6.1 Generalities
In order to fix the Hamiltonian gauge symmetries (5.11) generated by the FCC’s 0 ≈ φ1 ≡ pi0
and 0 ≈ φ2 ≡ ∂ipii = div~pi, we completely break the symmetry generated by G(εj) by imposing
appropriate gauge fixing conditions (such that we are only left with the two physical degrees of
freedom of a massless vector field in four dimensions): for each FCC φj(A, pi) ≈ 0, one introduces
a so-called canonical gauge fixing condition for the Hamiltonian gauge symmetry G(εj),
fj(A, pi) ≈ 0 for j ∈ {1, 2} . (5.27)
The admissibility criteria for these two (independent) conditions are the usual ones, i.e. the
gauge slice f1 = 0 = f2 must be reachable by means of a gauge transformation and it should fix
the gauge uniquely, i.e. the gauge slice should be transversal to the gauge orbits. Concerning the
latter point, we note that the invertibility of the 2×2 matrix A ≡ [{fj , φj′}] is related to the fact
that the only gauge transformation which leaves the gauge fixing condition fj = 0 invariant is the
identity transformation, i.e. 0 = δ(εj′ )fj =
∫
d3x εj
′{fj , φj′} implies εj′ = 0 for all j′. Moreover,
the conditions of invertibility of A and of stability of the gauge fixing condition (5.27) under
time evolution imply that the Lagrange multipliers λ1, λ2 appearing in the extended Hamiltonian
are determined in a consistent manner:
0 ≈ f˙j ≈ {fj , HE} ≈ {fj , H}+ {fj , φj′}λj′ , hence λj = −
(
A−1
)jj′ {fj′ , H} . (5.28)
Examples of admissible gauge fixing conditions for the free electromagnetic field are given
by the radiation gauge
FCC 1 : 0 ≈ φ1 ≡ pi0 , Gauge fixing 1 : 0 ≈ f1(A, pi) ≡ A0 ,
FCC 2 : 0 ≈ φ2 ≡ ∂ipii , Gauge fixing 2 : 0 ≈ f2(A, pi) ≡ div ~A . (5.29)
or by the special axial gauge
FCC 1 : 0 ≈ φ1 ≡ pi0 , Gauge fixing 1 : 0 ≈ f1(A, pi) ≡ A3 ,
FCC 2 : 0 ≈ φ2 ≡ ∂ipii , Gauge fixing 2 : 0 ≈ f2(A, pi) ≡ pi3 + ∂3A0 . (5.30)
Before considering these particular cases, we recall some generalities on the gauge fixed
Hamiltonian theory. First, let us denote the constraints φj and the corresponding gauge functions
fj collectively by ϕa,
(ϕa)a=1,...,4 ≡ (φ1, φ2, f1, f2) , (5.31)
and define the reduced phase space Γr as the submanifold of phase space Γ ≡ {(A, pi)} defined
by the relations ϕa ≈ 0:
Γr ≡ {(A, pi) ∈ Γ |φj(A, pi) = 0 = fj(A, pi) for j = 1, 2} . (5.32)
This space may be viewed as the physical subspace of phase space for the constrained dynamical
system under consideration.
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Furthermore, we introduce the 4×4-matrixX with elementsXab ≡ {ϕa, ϕb}. From {φj , φj′}≈
0 (FCC’s) and the invertibility of the matrix
[{fj , φj′}], it follows that, whatever the value of
the bracket {fj , fj′}, one has
detX = det
[
{φj , φj′} | {φj , fj′}
{fj , φj′} | {fj , fj′}
]
≈ (det [{fj , φj′}])2 6≈ 0 .
Thus, the matrix X is invertible on Γr:
X ≈
[
0 | −At
A | B
]
=⇒ X−1 ≈
[
A−1B(A−1)t | A−1
−(A−1)t | 0
]
. (5.33)
We remark that the FCC’s φj supplemented with gauge fixing conditions fj ≈ 0 such that
det
[{fj , φj′}] 6≈ 0 can be viewed as a set of second class constraints. (The fact that we do
not have any FCC’s anymore reflects the fact that the gauge has been completely fixed.) The
quantization of such a purely second class system is based on the introduction of the so-called
Dirac bracket: For any two functions F,G on phase space, one defines this bracket by
{F,G}D ≡ {F,G} − {F,ϕa}
(
X−1
)ab {ϕb, G} . (5.34)
The Dirac bracket enjoys the same algebraic properties as the Poisson bracket (i.e. bilinearity,
antisymmetry, the Jacobi identity, and the derivation property). Moreover, we have
{ϕa, F}D = 0 for any function F , (5.35)
since
{ϕa, F}D = {ϕa, F} − {ϕa, ϕb}
(
X−1
)bc {ϕc, F} = 0
by virtue of {ϕa, ϕb} = Xab. The result (5.35) means that the second class system (ϕa) can be
set to zero before or after the evaluation of the Dirac bracket. Thus, after the theory has been
formulated in terms of Dirac brackets, the constraints and gauge fixing conditions can be used
as strong equalities, i.e. as identities expressing some dynamical variables in terms of others.
In particular, these identities can be imposed as operatorial identities in quantum theory where
the Dirac brackets of the classical theory become commutators multiplied by 1/i~.
As a matter of fact, the Dirac and Poisson brackets coincide on the physical subspace Γr
where ϕa = 0 for all a. The aim of the Dirac bracket is to eliminate the unphysical (gauge)
degrees of freedom in a consistent way so as to formulate the classical theory solely in terms of
the physical degrees of freedom using brackets which differ from the standard Poisson brackets.
Concerning the practical determination of the inverse X−1 and thus of the Dirac bracket (5.34),
we note that one can proceed in an iterative manner by starting with a subset of the set of all
constraints [10].
We now come back again to the free Maxwell field. It follows from the strong equalities
pi0 = 0 and div ~E = 0 that the kinematical energy-momentum vector P νkin, as defined by (5.24)
or equivalently by (5.25), coincides with the canonical expression P ν (or with the gauge invariant
expression P νinv) on the physical subspace. Therefore, P ν generates space-time translations
of the phase-space variables by means of the Dirac bracket:
δaϕ(x) ≡ {ϕ(x), aµPµ}D = aµ∂µϕ(x) for ϕ ∈ {A0, . . . , A3, pi0, . . . , pi3} . (5.36)
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5.6.2 Radiation gauge
We now consider our first example (5.29) of gauge fixing conditions. We note that the essential
condition is the Coulomb gauge choice div ~A ≈ 0: the Lagrangian field equation
0 = ∂µFµ0 = ∂iF i0 = ∂i(∂iA0 − ∂0Ai) ≈ −∆A0 , (5.37)
then implies the condition A0 ≈ 0 for an appropriate choice of boundary condition of fields
at spatial infinity. We mention [25] that one sometimes also considers the temporal gauge
choice A0 ≈ 0 as the basic gauge condition in (5.29): the field equation 0 = ∂µFµ0 then yields
∂0(∂iAi) ≈ 0. Of course div ~A ≈ 0 represents a solution of this equation, but in the present
context there is not really a convincing argument for concluding that this represents the only
solution since the boundary condition concerns the behavior of fields at spatial infinity. We
remark that the Coulomb gauge condition ∂iAi = 0 is manifestly invariant under rotations (and
under translations) and for this reason it was strongly advocated by J. Schwinger (and more
recently by S. Weinberg [40]) for the quantization of electrodynamics and the treatment of the
spin of the photon (construction of states with good quantum numbers for momentum and
angular momentum)3.
For the radiation gauge choice (5.29), the matrix A with elements Ajj′ ≡ {fj , φj′} appearing
in (5.33) is invertible4:
A(~x, ~y ) ≈
[
δ(~x− ~y ) 0
0 ∆δ(~x− ~y )
]
=⇒ A−1(~x, ~y ) ≈
[
δ(~x− ~y ) 0
0 −14pi
1
|~x−~y |
]
, (5.38)
where we used
∆G(~x− ~y ) = δ(~x− ~y ) for G(~x− ~y ) = −14pi
1
|~x− ~y | . (5.39)
Thus, the Dirac brackets (5.34) between the variables Ai and pij take the form
{Ai(t, ~x ), pij(t, ~y )}D ≡ {Ai(t, ~x ), pij(t, ~y )}
−
∫
R3
d3z
∫
R3
d3w {Ai(t, ~x ), ϕa(t, ~z )}(X−1)ab(~z, ~w ){ϕb(t, ~w ), pij(t, ~y )} ,
i.e.
{Ai(t, ~x ), pij(t, ~y )}D = −δijδ(~x− ~y ) + 14pi ∂xi∂yj
1
|~x− ~y | , (5.40)
3The tensorial nature of the observable field strength Fµν ≡ ∂µAν − ∂νAµ (i.e. the transformation law
F ′µν(x′) = ΛµρΛνσF ρσ(x) for x′ = Λx + a) is not affected by assuming that Lorentz transformations of the
gauge potential Aµ mix with gauge transformations (i.e. assuming that A′µ(x′) = Λµν [Aν(x) + ∂νωΛ(x)] where
ωΛ is a real-valued function associated to the transformation Λ) [18, 41, 42]. The Coulomb or special axial gauge
conditions are not covariant if Aµ is a four vector, but hold in every inertial system if Aµ transforms with Λ and
an appropriately chosen function ωΛ.
4The inverse of A(~x, ~y ) is defined by∑
j′
∫
R3
d3zAjj′(~x, ~z ) (A−1)j′j′′(~z, ~y ) = δjj′′ δ(~x− ~y ) ,
and it is supposed that all fields vanish at spatial infinity.
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or
{Ai(t, ~x ), pij(t, ~y )}D = −δ⊥ij(~x− ~y ) with δ⊥ij(~x ) ≡
∫
R3
d3k
(2pi)3 e
i~k·~x
(
δij − kikj~k2
)
, (5.41)
where we used the fact that the inverse Fourier transform of ~k−2 is −(4pi|~x |)−1. All other
fundamental Dirac brackets vanish, in particular
{A0(t, ~x ), pi0(t, ~y )}D = 0 . (5.42)
Expression δ⊥ij is known as the divergenceless or transverse delta function since it satisfies∑3
i=1 ∂iδ
⊥
ij(~x ) = 0 for j ∈ {1, 2, 3}.
Once the Dirac brackets are considered, the constraints and gauge fixing conditions can be
used as strong equalities. This explains why the brackets (5.41), (5.42) do not have the form of
canonical (Poisson-)commutation relations. From the physical point of view, we are left with the
vector field ~A satisfying the wave equation  ~A = ~0 and the transversality condition div ~A = 0,
i.e. with the two physical degrees of freedom corresponding to the two transverse polarizations of
the photon field. The transformation law (5.36) can be explicitly checked with Pµ given by (4.7)
with div ~E = 0, i.e. P 0 = 12
∫
d3x ( ~E2 + ~B2) and ~P =
∫
d3xEi~∇Ai for the canonical as well as for
the gauge invariant energy-momentum vectors. In particular, we have {Ai(x), P j}D = ∂jAi(x).
Obviously, expression (5.41) coincides with the commutator which is obtained in quantum
field theory by postulating canonical commutation relations for the creation and annihilation
operators of the photon field. In fact, the previous considerations provide a general framework
for the heuristic approach to the canonical quantization of the free electromagnetic field (in the
radiation gauge) as considered in classic textbooks, e.g. see reference [41]. In this context we
note that the coupling of gauge fields to a source (jµ) consists of the addition of a current/field
coupling −jµAµ to the Lagrangian, i.e. the addition of +jµAµ to the Hamiltonian density. By
contrast to the Lagrangian formulation (where the equation of motion for A0 in the Coulomb
gauge reads ∆A0 = −j0), the field A0 can now be set to zero consistently [39] since A0 only
amounts to a redefinition of the Lagrange multiplier field λ2 in the extended Hamiltonian (5.9).
For a general discussion of the canonical quantization in the Coulomb gauge for matter fields
coupled to the Maxwell field, we refer to the textbook of Weinberg [40].
5.6.3 Special axial gauge
Next we come to our second example (5.30) of gauge fixing conditions. The essential condition
is the special axial gauge condition A3 ≈ 0 since the expression for the canonical momentum,
pi3 = F 30 = ∂3A0 − ∂0A3 ≈ ∂3A0 , (5.43)
then implies the condition pi3 + ∂3A0 ≈ 0.
The matrix X of Poisson brackets (at fixed time t) of the four constraints (5.30) can easily
be determined and its inverse (5.33) presently reads
X−1 =

0 −g 0 f
g 0 f 0
0 f 0 0
f 0 0 0
 with
{
∂x3g(x, y) = f(x, y)
∂x3f(x, y) = (∂x3)2g(x, y) = δ(~x− ~y ) .
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Thus, g is a Green function of the linear differential operator (∂x3)2 and, for an appropriate
choice of boundary conditions, the latter function is given by [10]
g(x, y) = g(~x− ~y ) = 12 δ(x
1 − y1) δ(x2 − y2) |x3 − y3| ,
hence f(x, y) = f(~x− ~y ) = 12 δ(x
1 − y1) δ(x2 − y2) sgn
(
x3 − y3
)
. (5.44)
From (5.34) it readily follows that the Dirac brackets of the variables A1, A2, pi1, pi2 have
canonical form, i.e we have the non-vanishing brackets
{Ai(t, ~x ), pij(t, ~y )}D = δji δ(~x− ~y ) for i, j ∈ {1, 2} , (5.45)
and by construction these variables have vanishing Dirac brackets with all constraints.
Once the Dirac brackets are considered, the fields A3 and pi0 vanish while pi3 = −∂3A0 where
A0 is a functional of the independent fields (A1, A2, pi1, pi2) by virtue of the constraint ∂ipii = 0:
Indeed, substitution of pi3 = −∂3A0 into the relation ∂ipii = 0 yields an inhomogeneous partial
differential equation for A0,
0 = ∂1pi1 + ∂2pi2 + ∂3pi3 = ∂1pi1 + ∂2pi2 − (∂3)2A0
= −∂1A˙1 − ∂2A˙2 −∆A0 ,
hence A0 can be expressed in terms of ∂1pi1 + ∂2pi2 (or of ∂1A˙1 + ∂2A˙2) by using the Green
function considered for (∂x3)2 (or for ∆). The space-time translations of the field variables are
generated by the canonical Noether charges and the Dirac bracket.
5.7 Lorentz transformations
For Lorentz transformations, i.e. for rotations in R3 and for boosts, we proceed in analogy to
space-time translations.
Case of a general gauge: In this case concerning the extended Hamiltonian formalism, we
add the integral of a linear combination of the constraint functions pi0 and div ~E to the canonical
charges Jρσ (cf. eqn. (5.21))
JρσE ≡ Jρσ +
∫
d3x
[
ξρσ1 pi
0 + ξρσ2 div ~E
]
, (5.46)
and we fix the multipliers ξρσ1 , ξ
ρσ
2 by requiring that the Poisson bracket of Aµ with the functional
JρσE reproduces the correct transformation law (4.9) of Aµ. This procedure yields the result
δεϕ(x) = {ϕ(x), ερσJρσkin} , (5.47)
with (cf. equations (5.24),(5.25))
J ijkin ≡ J ijE
∣∣∣
ξij
k
fixed
= J ij +
∫
d3xpi0 (xi∂j − xj∂i)A0 , (5.48)
or
J ijkin = J
ij
inv +
∫
d3x
[
pi0 (xi∂j − xj∂i)A0 − (xiAj − xjAi) div ~E ] ,
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and
J0ikin ≡ J0iE
∣∣∣
ξ0i
k
fixed
= J0i +
∫
d3xpi0
[
(x0∂i − xi∂0)A0 +Ai ] , (5.49)
or
J0ikin = J0iinv +
∫
d3x
{
pi0
[
(x0∂i − xi∂0)A0 +Ai ]− (x0Ai − xiA0) div ~E } .
Case of the radiation gauge: In this case, it follows from div ~E = 0 that the expressions
for the canonical and the gauge invariant angular momentum vectors coincide with each other:
by virtue of (4.12) and (4.15), we have the expressions
J ij =
∫
d3x
[
Ek(xi∂j − xj∂i)Ak + EiAj − EjAi
]
,
J0i =
∫
d3x
[
x0Ek∂
iAk − xi 12 (
~E 2 + ~B 2)
]
. (5.50)
One can readily verify that the rotations of the gauge field are generated by the canonical charges
J ij and by the Dirac bracket, i.e. for infinitesimal rotations with parameters εij = −εji, we have
δεA
µ(x) = {Aµ(x), εijJ ij}D . (5.51)
However, for a boost of Ak generated by J0i, one gets an additional contribution which has the
form of a field dependent gauge transformation [10]:
{Ak(x), J0i}D = (x0∂i − xi∂0)Ak − ∂
∂xk
∫
d3y
4pi |~x− ~y |
∂Ai
∂x0
(x0, ~y ) . (5.52)
In fact, the latter term ensures the vanishing of the bracket {∂kAk(x), J0i}D which has to hold
by virtue of the gauge fixing condition div ~A = 0 (which is not invariant under Lorentz boosts).
Quite generally, for an infinitesimal boost of the gauge field (Aµ) parametrized by ε0i, we have
to include (for the radiation gauge) the field dependent gauge transformation appearing in the
previous equation:
A′µ(x) = Aµ(x) + ε0i
[
(x0∂i − xi∂0)Aµ + ηµ0Ai − ηµiA0 − ∂
∂xµ
∫
d3y
4pi |~x− ~y |
∂Ai
∂x0
(x0, ~y )
]
.
(5.53)
The gauge condition A′0 = 0 then also holds by virtue of the field equations (which read Ai = 0
in the radiation gauge).
6 On the quantization of Abelian gauge field theory
The canonical quantization (operator quantization) of a classical constrained Hamiltonian system
consists of replacing the Dirac brackets by 1/(i~) times the commutators of the corresponding
operators. In this section, we have another look at the derivation of Dirac brackets and we put
the considered approach to quantization into a general context. Concerning the choice of gauges,
we note that a given choice will be more or less convenient depending on the problem under
consideration. The form or derivation of the Poincaré transformations will also be commented
upon for the different formulations.
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6.1 Canonical quantization with a complete gauge fixing
Dirac’s approach to constrained Hamiltonian systems starts with the primary constraints which
result directly from the Lagrangian without any reference to the equations of motion: the stability
condition for the primary constraints (i.e. their preservation under the time evolution defined
by the primary Hamiltonian Hp) may yield a secondary constraint whose stability may lead to
a tertiary constraint and so on. Thus, one has a chain of constraints (which stops in practice
after a few steps), e.g. we have a total of two constraints for the free Maxwell theory. FCC’s
correspond to local Hamiltonian symmetries which have to be gauge fixed so as to eliminate the
redundant degrees of freedom. To realize the gauge fixing, one can proceed as for the constraints,
i.e. one imposes a single gauge fixing condition and then determines the equations which follow
from it by imposing its preservation under time evolution, while iterating the procedure for the
resulting equation. Thereby one obtains a chain of gauge fixing conditions [43]. By proceeding
along these lines for free Maxwell theory, we found in equations (5.37) and (5.43) that the
Coulomb gauge fixing condition div ~A ≈ 0 yields A0 ≈ 0 (upon a proper choice of boundary
condition of fields at spatial infinity) and that the special axial gauge condition A3 ≈ 0 yields
pi3 + ∂3A0 ≈ 0. Stability of these “secondary gauge fixing conditions” yields an equation which
fixes the undetermined primary Lagrange multiplier λ1. Thus, for the Coulomb and special axial
gauge fixing conditions, one has as many independent gauge fixing conditions as constraints: the
gauge is fixed completely (which implies that the four degrees of freedom of the gauge field (Aµ)
are reduced to its two physical degrees of freedom). This type of gauge fixing is referred to as
class I gauge fixing in the terminology of Burnel [43, 44]. The fact that the Lorentz invariance
is not realized manifestly in this approach is unpleasant for calculations, but does not raise
a problem for the final physical results since the latter can be shown to be Lorentz invariant
(eventually with a fair amount of labor, see [45] and references therein). We note that apart
from the radiation gauge and the special axial gauge there exist some other interesting complete
gauge fixing conditions, in particular the so-called light-cone or light-front gauge [10].
Eventually, one may also try to solve explicitly the constraints, e.g. for the radiation gauge
by decomposing the fields into transversal and longitudinal components and then investigating
the brackets between the latter: This approach has some advantages, but it involves non-local
expressions and does not strictly follow the canonical procedure in that it ignores the conjugate
momentum pi0 [10]. We will briefly expand on this approach in equation (10.4) below.
A general issue of the approach of complete gauge fixing is the unavoidable occurrence of
non-localities. For instance, the implementation of the radiation gauge results in Dirac brackets
involving a non-local term (i.e. the second, derivative term on the right hand side of equa-
tion (5.40)). Similarly, for the special axial gauge, the variable A0 depends on the independent
variables (A1, A2, pi1, pi2) by means of an integral, i.e. a non-local expression. These non-localities
appearing for a complete gauge fixing result from the derivative terms in the gauge fixing con-
ditions (div ~A ≈ 0 and pi3 + ∂3A0 ≈ 0, respectively) and can be traced back to the presence
of derivatives in the constraint ∂ipii ≈ 0. These non-localities in the Hamiltonian formulation
of Abelian gauge field theory do not represent an obstacle for investigating the corresponding
quantum field theory and for deriving important physical results [40, 41]. However, the whole
framework is not fully compatible with the axioms of local relativistic field theory.
At this stage, we also mention the alternative approach to constrained dynamical systems
proposed by L. D. Faddeev and R. Jackiw [39, 46, 47] which is essentially equivalent to Dirac’s
procedure [48]. The idea of this approach is to formulate the theory in canonical form on reduced
phase space, i.e. solely in terms of unconstrained variables which describe the physical degrees
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of freedom. Yet, the determination of the reduced coordinates amounts to solving explicitly the
FCC’s and gauge fixing conditions of Dirac’s approach and thereby non-local expressions appear
for the basic variables in gauge field theories [39, 47].
6.2 Canonical quantization in the Lorenz gauge ∂µAµ = 0 (Gupta-Bleuler
method)
An alternative to complete gauge fixing within the Hamiltonian formulation consists of modifying
the initial Lagrangian by adding to it a Lorentz covariant gauge fixing term, e.g. involving
(∂µAµ)2: this implies that the field pi0 no longer vanishes and that one has a time evolution
equation for all components Aµ of the gauge field. The historical realization of this idea (which
goes back to W. Heisenberg in 1928) is to consider L L+Lfix(A) with Lfix(A) ≡ − 12ξ (∂µAµ)2
where ξ is a real non-zero parameter, a convenient choice being ξ = 1 (“Feynman gauge”).
The gauge field is now unconstrained and involves four degrees of freedom which describe two
transverse polarizations, a longitudinal one and a scalar one. Accordingly, the Hilbert space
of states in quantum theory involves more states than just the physical ones. In the classical
Lagrangian field theory, we have (for ξ = 1) the equation of motion Aµ = 0 which implies
(∂µAµ) = 0. Thus, ∂µAµ represents a free scalar field which can eventually be put to zero, thus
implementing the Lorenz gauge condition (L. Lorenz, 1867). However, in the quantum theory,
the Lorenz gauge condition cannot be imposed as an operatorial identity ∂µAµ = 0 since the
latter is inconsistent with the canonical commutation relations for Aµ and piν . The way out
(i.e. the method to reduce the number of degrees of freedom to the physical ones) is based
on a proposal by E. Fermi (1929) and consists of imposing a weaker condition on the theory
by restricting the full state space H to the subspace Hphys of vectors |Ψ〉 for which the gauge
constraint is satisfied in the mean, i.e. 〈Ψ|∂µAµ|Ψ〉 = 0. The successful implementation of this
program was put forward in 1950 (in the Feynman gauge) by S. N. Gupta for the free field case
and by K. Bleuler for the interaction of the radiation field with matter [25]: Fermi’s condition
is realized for states |Ψ〉 which satisfy the
Gupta-Bleuler subsidiary condition: ∂µA(+)µ (x) |Ψ〉 = 0 for all x , (6.1)
where A(+)µ (x) ≡
∫ d3k
(2pi)3/2
√
2|~k |
aµ(|~k |,~k) e−ikx represents the positive frequency part of Aµ.
Thus, the gauge field is unconstrained, but the state space is restricted to a subspace. (One also
says that the Lorenz condition holds in the mean for certain states.) Since the Poisson brackets
for the gauge field (Aµ) and its conjugate momentum (piν) have the canonical form, the Poincaré
transformations of fields are generated by these brackets in the standard manner.
6.3 Canonical quantization by a generalized Gupta-Bleuler procedure
The Gupta-Bleuler approach for the Lorenz gauge described above can also be formulated by
introducing a scalar Lagrange multiplier field b and considering the following modification of
the gauge invariant Maxwell field Lagrangian (the modification in this general form being due
to T. Kibble [49]):
L L+ Lfix(A, b) , with Lfix(A, b) ≡ b (∂µAµ) + ξ2 b
2 , (6.2)
where ξ is an arbitrary (possibly zero) real constant. The equation of motion of b (i.e. b =
−1ξ ∂µAµ if ξ 6= 0) then states that the scalar field b coincides up to a factor with the field ∂µAµ.
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If one substitutes this equation into the Lagrangian Lfix(A, b) then one recovers the Lagrangian
Lfix(A) = − 12ξ (∂µAµ)2 which is usually considered in the Gupta-Bleuler approach (with ξ = 1).
We remark that one may refer to b(∂µAµ) + ξ2 b2 as the first order form of the gauge fixing
Lagrangian and to − 12ξ (∂µAµ)2 as the second order form [49] very much like the first and
second order forms of the gravitational Lagrangian.
The b-field formulation [43] which was put forward by N. Nakanishi [50] and B. Lautrup [42]
towards 1966 (with some later refinements [51]) represents an elegant generalization of the
Gupta-Bleuler approach to the case of generic values of the gauge parameter ξ. In this formula-
tion, the application of ∂ν to the equation of motion of Aµ (i.e. to ∂µFµν = ∂νb) yields b = 0,
i.e. b represents a free scalar field. The Gupta-Bleuler subsidiary condition presently becomes
the
Nakanishi-Lautrup subsidiary condition: b(+)(x) |Ψ〉 = 0 for all x , (6.3)
which ensures that longitudinal and scalar photons do not contribute to physical processes [43].
By virtue of the equation of motion of b, i.e. b = −1ξ ∂µAµ, the condition (6.3) is equivalent
(for ξ 6= 0) to the Gupta-Bleuler condition (6.1). For the application of Dirac’s Hamiltonian
approach to the modified (gauge fixed) Maxwell Lagrangian (6.2), we refer to the works [43, 68].
It turns out that this approach based on the introduction of an auxiliary field can be general-
ized to much more general linear gauge fixing conditions than the Lorenz gauge, in particular to
algebraic non-covariant gauges and to gauges interpolating between various of these gauges,
see [43] and references therein. Here, we only spell out the gauge fixing Lagrangian and a few
particular cases which are covered by the latter:
Lfix(A, b, b′) = −Cµν(∂µb)Aν + ξ2 b
2 + ξ
′
2 (∂
µb′)(∂µb′) + ξ′ bCµ∂µb′ . (6.4)
In this expression, b and b′ are two independent real scalar fields, ξ and ξ′ two independent
real gauge parameters, Cµν is a given constant, not necessarily symmetric, tensor of rank two
(with C00 6= 0), and Cµ a given constant four-vector. Interesting particular cases are obtained
by expressing Cµν and Cµ in terms of the Minkowski metric ηµν and some fixed four-vectors
n, n∗. The equation of motion of the auxiliary field b yields the
gauge fixing condition 0 = Cµν(∂µAν) + ξ b+ ξ′Cµ∂µb′ . (6.5)
For instance, for Cµν = ηµν and ξ′ = 0, we recover the Lorenz gauge condition discussed above.
In this case, the relativistic invariance is manifestly realized. Another interesting particular case
is given by the choice ξ = 0 = ξ′ and Cµν = nµnν −αηµν where (nµ) is a fixed four-vector (with
n2 > 0) and α a real constant: The gauge fixing condition (6.5) then reads 0 = (n·∂)(n·A)−α∂·A,
hence for α → ∞ we recover the Lorenz gauge and for α = 1 we have a condition generalizing
the Coulomb gauge choice. Indeed, the latter is realized in the special frame where n = (1,~0 )
so that (n · ∂)(n · A) − ∂ · A = −div ~A. Remarkably, with some amount of labor [43], the
Gupta-Bleuler procedure can be applied for the general gauge fixing Lagrangian (6.4). More
precisely, the subsidiary condition selecting physical states |Ψ〉 that we encountered above, i.e.
b(+)(x) |Ψ〉 = 0, now has to be supplemented together with the same condition involving the
auxiliary field b′.
For Cµν 6= ηµν or Cµ 6= 0, Lorentz invariance is broken in the classical theory due to the
presence of these fixed tensors, hence the total Lagrangian no longer transforms like a scalar
under the infinitesimal Lorentz transformations (4.9). It rather transforms as δL = εµν(xµ∂ν −
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xν∂µ)L + Kµν − Kνµ where Kµν is an asymmetric tensor depending on Aµ, b and b′ (which
vanishes for Cµν = ηµν , Cµ = 0). Consequently, the canonical angular momentum tensor, as
given in equation (4.11), is not conserved: ∂µMµρσcan = Kρσ −Kσρ. However, in quantum theory,
the subsidiary conditions b(+)(x) |Ψ〉 = 0 = b′(+)(x) |Ψ〉 = 0 imply that the expectation values of
the operators b, b′ vanish for physical states and thereby the (normally ordered) operator Kµν
also does, i.e. 〈Ψ| :Kµν: |Ψ〉 = 0. Henceforth, Poincaré invariance holds in the physical sector of
the underlying quantum field theory [43].
6.4 BRST quantization and path integral quantization
A powerful generalization of the Gupta-Bleuler approach to Abelian gauge field theory is given
by the BRST quantization. The latter also allows to tackle non-Abelian (i.e. non-linear) gauge
field theories for which the Gupta-Bleuler procedure no longer works. It can be applied within
the Lagrangian or the Hamiltonian formulation of field theory and it allows us to implement
a large variety of Lorentz covariant or non-covariant gauge choices, including non-linear ones:
We will discuss this point further in section 8 (where we also comment on the path integral
approach and on the relationships between these different approaches). Here we only note that
the BRST quantization results in the Hamiltonian framework in a characterization of physical
states as those which are left invariant by the so-called BRST operator: For Abelian gauge
field theory, the latter condition is nothing else but the Gupta-Bleuler subsidiary condition,
see equations (8.3)–(8.7) below. An example for a non-linear gauge in electrodynamics is given
by the ‘t Hooft-Veltman gauge [52] i.e. 0 = ∂µAµ + 12αAµAµ, where α 6= 0 represents a real
dimensionless constant (see references [53–55] for a study of this gauge).
7 Hamiltonian formulation of pure non-Abelian YM theory
In this section, we outline the non-Abelian generalization of the results presented in section 5
concerning the free Maxwell theory in four dimensions. Thus, our starting point is the action
functional (4.3).
7.1 Canonical momenta and Hamiltonian
With the notation piµ ≡ ∂L/∂A˙µ = Fµ0 and F i0 ≡ Ei, F ij ≡ −εijkBk (chromo-electric and
-magnetic fields), the conserved charges P ν ≡ ∫ d3xT 0νcan following from the local conservation
law ∂µTµνcan = 0 have the form (4.7), (4.8):
P 0 ≡ H = Hinv +
∫
R3
d3xTr [−A0(Dipii)] , with Hinv ≡
∫
R3
d3xTr
[1
2 (
~E 2 + ~B 2)
]
,
~P = ~Pinv +
∫
R3
d3xTr [− ~A (Djpij)] , with ~Pinv ≡
∫
R3
d3xTr ( ~E × ~B ) . (7.1)
One readily finds that the constraints (5.2), (5.8) of the free Abelian gauge theory presently
generalize to Lie algebra-valued constraints
pi0 ≈ 0 , Dipii ≈ 0 , (7.2)
which are again of first class.
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7.2 General gauge: kinematical energy-momentum of gauge fields
The Abelian gauge theory expressions (5.22)–(5.25) now generalize to
TµνE ≡ Tµνcan + Tr [Λµν1 pi0 + Λµν2 Dipii] , with Λ0ν1 = ∂νA0 , Λ0ν2 = 0 , (7.3)
hence the kinematical energy-momentum vector of gauge fields is given by
P νkin ≡ P νE |Λ0νj fixed = P
ν
inv +
∫
d3xTr
[
pi0∂νA0 −AνDipii
]
, (7.4)
where the contributions P νinv are the ones specified in equation (7.1).
7.3 Results for the radiation gauge
Let us consider the Coulomb gauge fixing condition
div ~A ≈ 0 , i.e. ∂iAia ≈ 0 for a ∈ {1, . . . , nG} . (7.5)
From the expression of the canonical momentum,
pii = F i0 = ∂iA0 − ∂0Ai + iq[Ai, A0] , (7.6)
it follows by substitution of the Coulomb gauge condition for ~A that we have a partial differential
equation for A0:
∂ipi
i ≈ −∆A0 + iq[Ai, ∂iA0] ,
i.e.
QabA0b ≈ −∂ipiai , with Qab ≡ δab∆− qfabdAid∂i . (7.7)
Here, the linear differential operator Qab represents a deformation of the Laplacian operator
which is parametrized by the potential ~A. We note that, by virtue of the secondary constraint
Dipi
i ≈ 0, the divergence of ~pi may also be written as a commutator: ∂ipii ≈ −iq[Ai, pii]. (As a
matter of fact, the latter commutator represents the density of the conserved charge which is
associated to the invariance of the action functional under global gauge transformations.)
A solution A0 of the inhomogeneous differential equation (7.7) is obtained by convoluting an
inverse Gab of Qab (i.e. a Green function of the differential operator Qab) with the inhomogeneous
term −∂ipiai (or equivalently with iq[Ai, pii]a):
A0a(x) +
∫
d3y Gab(x, y) ∂yipiib(y) ≈ 0 . (7.8)
More precisely, we consider the ~A-dependent Green function Gab(x, y) defined by
QabGbc(x, y) = δac δ(~x− ~y ) , (7.9)
which decays as 1/r at spatial infinity. Although one does not have an explicit expression for
Gab, relation (7.9) can be solved iteratively and thus Gab can be written [10] as a deformation
of the Green function (5.39) of the Abelian theory (which decays as 1/r), namely as δabG plus
an infinite power series in the coupling constant q.
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In summary, we have the constraint equations (7.2) and the gauge fixing conditions (7.5)
and (7.8), i.e. a set of relations which reduces to (5.29) for the Abelian theory. Determination
of the Dirac brackets leads to a non-linear generalization of the bracket (5.40),
{Aai (t, ~x ), pibj(t, ~y )}D = −δabδijδ(~x− ~y )−Daci ∂yjGcb(x, y) , (7.10)
where Daci = δac∂xi − qfabcAbi(x) represents the covariant derivative. (By construction, the
bracket (7.10) is compatible with the constraints ∂iAai = 0 and Djpibj = 0.) One also finds
non-vanishing Dirac brackets for A0a and A0b , for A0a and Aib and for piai and pibj . By contrast to
the Abelian theory, the Dirac brackets are now highly non-local in the gauge field ~A (so that
the quantization becomes an extremely difficult endeavor). If one considers the Dirac brackets
rather than the Poisson brackets, all constraints can be imposed as strong equalities and the
kinematical energy-momentum four-vector (7.4) then reduces to the expression P νinv specified in
equation (7.1). The generators of Lorentz transformations can be discussed along the same lines.
We note that (7.10) are not the commutators which are generally considered in the literature
for the quantization of YM theories in the Coulomb gauge [56–58] where one rather decomposes
the Lie algebra-valued canonical momentum ~pi ≡ (pii) into transverse and longitudinal parts, i.e.
~pi = ~pi⊥ − ~∇Ω. By virtue of the Coulomb gauge condition div ~A = 0, the constraint equation
0 = Dipii = ~D ·~pi is then equivalent to the transversality condition div~pi⊥ = 0 (as in the Abelian
case) supplemented with the condition
~∇ · ~DΩ = −ρ , with ρ ≡ −iq [Ai, pii⊥] .
Very much like (7.7) with ∂ipii ≈ −iq[Ai, pii], this relation represents the non-Abelian general-
ization of the Poisson equation of electrodynamics with ρ being interpreted as the density of
color charges of the gauge fields. For the components of ~A and ~pi⊥, one is then led to a commu-
tator having the same form as in the Abelian theory, i.e. expression (5.40). The corresponding
expression for the generators of Poincaré transformations and the relativistic invariance of the
Hamiltonian formulation of YM in the Coulomb gauge are discussed in references [58, 59].
7.4 Results for the special axial gauge
For the special axial gauge condition A3 ≈ 0, equation (7.6) implies pi3 = ∂3A0, hence we have
the gauge fixing conditions
A3 ≈ 0 , pi3 + ∂3A0 ≈ 0 , (7.11)
i.e. we have nG copies of the gauge fixing condition (5.30) discussed for Abelian gauge theory
(though the constraint equations (7.2) presently involve the covariant derivative of ~pi). Thus,
there are close parallels with the Abelian theory: the inverse X−1 of the matrix X of Poisson
brackets again involves the Green function g of the operator (∂x3)2 as given by (5.44), and we
again have the four independent variables (A1, A2, pi1, pi2) (which are now Lie algebra-valued)
and whose Dirac brackets have the canonical form. By virtue of the constraints and gauge
fixing conditions, the variables A3 and pi0 vanish while A0 and pi3 can be expressed in terms
of the independent variables (A1, A2, pi1, pi2) by means of the Green function g. The space-time
translations are once more generated by the canonical Noether charges and the Dirac brackets.
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8 On the quantization of non-Abelian gauge field theory
8.1 Canonical quantization with a complete gauge fixing
The remarks made in section 6 concerning the canonical quantization of Abelian gauge field
theory also hold for the non-Abelian case: interesting physical results can be derived, but this
approach lacks manifest Lorentz invariance and it involves non-local terms. The latter problem
is presently worsened quite severely due to the complicated (non-polynomial) field dependence
of the non-local terms, e.g. the last term in the Dirac brackets (7.10) or in relation (7.8). For
instance, a proof of renormalizability of YM-theory in the Coulomb gauge remains an open
problem [60]. Nevertheless, various perturbative or non-perturbative aspects or applications can
be (and have been) addressed, e.g. see references [61, 62]. For instance, the Hamiltonian light-
front formulation of Quantum Chromodynamics (i.e. the gauge theory of strong interactions)
is considered to be a promising approach to the problem of determining the field theoretic
solutions which describe hadrons, e.g. see [63] and references therein to the large number of
related works. Canonical quantization in the Coulomb gauge also represents a useful approach
to the exploration of confinement in QCD, e.g. see reference [64] for a review.
We note that, for non-Abelian gauge field theory, a gauge fixing can generally not be realized
in a global manner in the space of all gauge fields, i.e. the so-called Gribov problem [65] which
finds its mathematical expression in a theorem of I. M. Singer. The latter theorem as well
as any careful study of finite gauge transformations in non-Abelian gauge theories rely on the
consideration of a specific asymptotic behavior of gauge fields in order to render the configuration
space mathematically precise: this rules out some gauge choices like the axial gauge [24]. Yet,
the Gribov problem is related to large gauge transformations, i.e. non-perturbative calculations,
see [60, 66, 67] and references therein for recent reviews.
8.2 On the Gupta-Bleuler approach
The quantization procedure of Gupta and Bleuler cannot be applied in the non-Abelian case since
the addition of a term −12 Tr (∂µAµ)2 to the gauge invariant YM Lagrangian yields the modified
YM equation 0 = DµFµν + ∂ν(∂ · A): application of ∂ν leads to (∂ · A) = −iq∂ν [Aµ, Fµν ], i.e.
the fields ∂µAaµ are not free fields. This implies [25, 68] that one cannot decompose them in a
time invariant manner into positive and negative frequency parts so as to impose a subsidiary
condition of the form ∂µA(+)µ (x) |Ψ〉 = 0 holding for all times. Thus, the subsidiary conditions
of Gupta-Bleuler and of Nakanishi-Lautrup are not consistent with time evolution in the non-
Abelian case.
8.3 Path integral quantization
Instead of the canonical quantization, we can consider Feynman’s path integral approach to
the quantization of gauge field theories. In this framework, one functionally integrates over all
gauge fields Aµ, i.e. one has a functional integral of the form
∫ DA e i~Sinv[A]. However, in the
latter integral, the gauge fields are overcounted since all gauge equivalent fields should only be
counted once. The well-known remedy, put forward by Faddeev and Popov (FP), consists of
the choice of a gauge fixing slice in the space of all gauge fields and in the introduction of the
corresponding FP determinant in the functional integral. By introducing FP ghost and anti-
ghost fields, both of these contributions can be rewritten in a local form so that the action in
the exponential (over which one integrates in the functional integral) becomes a total action
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Stot ≡ Sinv + Sfix + SFP. For a generalized gauge fixing condition of the form f(A) = B (where
f and B denote given Lie algebra-valued functions and where B does not depend on A), the
ghost action depends on the Lie algebra-valued ghost and anti-ghost fields c, c¯ and it has the
structure SFP =
∫
d4x
∫
d4y c¯a(x)Mab(x, y) cb(y) where
Mab(x, y) ≡ δf
a( ωA(x))
δωb(y)
∣∣∣∣
ω=0
(with ωAµ ≡ Aµ +Dµω ) .
For instance, for the homogeneous Coulomb gauge div ~A = 0, we have
Mab(x, y) = ∂ixDabxi δ(x− y) , hence SFP =
∫
d4xTr (c¯ ∂iDic) , (8.1)
and for the homogeneous special axial gauge A3 = 0, we have (upon implementation of A3 = 0)
Mab(x, y) = δab∂x3 δ(x− y) , hence SFP =
∫
d4xTr (c¯ ∂3c) . (8.2)
The field-dependent derivative ∂iDi in the action (8.1) corresponds to the field-dependent
term in the Dirac bracket (7.10) and gives rise to ghost loops in the Coulomb gauge, e.g. see
reference [69]. The absence of a field-dependent term in the axial gauge FP action (8.2) reflects
the absence of such terms in the Dirac brackets of A1, A2, pi1, pi2 and implies that the FP-ghosts
decouple in the special axial gauge, such gauges being referred to as ‘ghost-free’ or ‘physical
gauges’ (see however [70] and references therein for subtleties related to infrared divergences):
This is convenient, but these gauges also come along with a number of complications, e.g. see
references [61, 69, 71, 72] for a general discussion and assessment.
8.4 BRST quantization
If one considers the Lorenz gauge, then the total action for pure YM theory appearing in the
path integral over Aµ has the form
Stot ≡ Sinv + Sfix + SFP ≡
∫
d4xTr
[
− 14 F
µνFµν + b (∂µAµ) +
ξ
2 b
2 + c¯ ∂µDµc
]
, (8.3)
where the auxiliary field b is a real Lie algebra-valued scalar field and ξ a gauge parameter.
By construction this action is not gauge invariant, but it is invariant under the so-called BRST
transformations (Becchi, Rouet, Stora 1974 [14], Tyutin 1975 [15]). The latter define a global
symmetry (parametrized by a constant, anticommuting parameter) and represent a relic of local
gauge symmetry. By virtue of Noether’s first theorem, this invariance of the gauge fixed action
functional Stot yields a conserved charge, the so-called BRST charge.
More precisely [25, 68, 73], in the Abelian case, the gauge fixing action (8.3) leads to a
BRST charge of the form Q =
∫
d3x
[
F 0i∂ic−bc˙
]
. If one uses the equation of motion ∂µFµν = ∂νb
of the gauge field, then the expression for Q reduces to
Q = −
∫
d3x b
↔
∂0 c . (8.4)
The total action (8.3) is also invariant under the rescaling of ghosts c 7→ eρc, c¯ 7→ e−ρc¯ (with a
constant parameter ρ) which leads to a conserved ghost number charge
Qc = −
∫
d3x c¯
↔
∂0 c , (8.5)
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In the Hamiltonian (canonical) formulation of quantum theory, one requires that the physical
states |Ψ〉 are invariant under both operators Q and Qc, i.e. the
Kugo-Ojima subsidiary condition: Q |Ψ〉 = 0 , Qc |Ψ〉 = 0 . (8.6)
For the Fourier components of the fields c, b, this condition implies
c(+)(~k) |Ψ〉 = 0 , b(+)(~k) |Ψ〉 = 0 for all ~k . (8.7)
According to the first relation, the states do not involve ghost particles. By virtue of the second
relation and the equation of motion of b (i.e. b = −1ξ ∂µAµ), these states are annihilated by
kµA
(+)
µ (~k), i.e. the Gupta-Bleuler subsidiary condition (6.1) written in momentum space. We
note that for the Abelian theory, the last term in (8.3) does not involve a coupling to the
gauge field, hence the ghost fields decouple in this case: For Abelian gauge theory, the BRST
approach then amounts to an elegant formulation of the Gupta-Bleuler method in which the
BRST symmetry allows us to eliminate the unphysical degrees of freedom.
For the case of non-Abelian YM-theories, where the Gupta-Bleuler method no longer
works, the BRST quantization method can be applied straightforwardly. Actually, this approach
to quantization can be applied to quite general field theories involving local symmetries and it can
be used to implement quite general linear or non-linear gauge fixing conditions, e.g. see [72, 74]
and references therein for the Lagrangian framework and [12, 39] for the Hamiltonian framework.
Concerning the EMT which we discussed in the previous sections, we note that it does not only
receive contributions from the gauge invariant YM action, but also from the gauge fixing and
ghost terms – see expression (8.3) for a Lorentz covariant gauge fixing. However, the latter
terms in the action represent a BRST-exact functional, i.e. Sfix + SFP has the form of a graded
commutator of the BRST charge Q with a gauge fixing fermion Φgf: Sfix + SFP = [Q,Φgf]. This
implies that their contribution Tµνgf to the total EMT is also BRST-exact5 and thereby BRST
invariant by virtue of the nilpotency of the BRST operator. This ensures that the matrix elements
of the operator : Tµνgf : between physical states |Ψ〉, |Ψ′〉 vanishes [18] due to the subsidiary
condition (8.6).
9 Matter field interacting with a gauge field
For simplicity, we consider the case of a complex scalar field φ of charge e in Rn which is
minimally coupled to an Abelian gauge field (Aµ). The matter field Lagrangian then reads
LM (φ,A) = (Dµφ∗)(Dµφ)−m2φ∗φ , with Dµφ ≡ ∂µφ+ ieAµφ , Dµφ∗ ≡ (Dµφ)∗ . (9.1)
The complete action S[A, φ] ≡ Sgauge[A]+SM [φ,A] now yields the Maxwell equation ∂νF νµ = jµ
where
jµ ≡ jµ(φ,A) ≡ ie [φ∗Dµφ− φDµφ∗] , (9.2)
represents the matter current.
5In this respect, we note that the EMT can equivalently be defined (e.g. see references [16, 75]) by coupling the
system to an external gravitational field described by a fixed metric tensor field (gµν(x)) that is BRST-invariant:
the EMT in Minkowski space is then given by the flat space limit, i.e. gµν(x) = ηµν , of the Einstein-Hilbert EMT
in curved space as defined by Tµν [ϕ, g] ≡ −2√|g|
δSM [ϕ,g]
δgµν
where g ≡ (gµν) and g ≡ det g.
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The EMT for the minimally coupled field φ has [16] the expression
Tµνint (φ,A) ≡ TµνM,can − jµAν = (Dµφ∗)(Dνφ) + (Dµφ)(Dνφ∗)− ηµνLM (φ,A) , (9.3)
where TµνM,can ≡ ∂LM∂(∂µφ) ∂νφ+
∂LM
∂(∂µφ∗) ∂
νφ∗−ηµν LM is the canonical EMT of the matter field. The
canonically conjugate momenta associated to φ∗ and φ are given by the covariant derivatives
of the fields: pi ≡ ∂L/∂φ˙∗ = D0φ and pi∗ ≡ ∂L/∂φ˙ = D0φ∗. Thus the components P νint ≡∫
dn−1xT 0νint[φ,A] of the energy-momentum vector take the form
P 0int =
∫
dn−1x
[
pi∗pi + ( ~Dφ∗)( ~Dφ) +m2φ∗φ
]
,
P kint = −
∫
dn−1x [pi∗Dkφ+ piDkφ∗] . (9.4)
By construction these expressions are gauge invariant.
Given the minimal coupling of matter fields, it does not come as a surprise that the charges
Pµint generate gauge covariant translations,
{ϕ(x), Pµint} = (Dµϕ)(x) for ϕ ∈ {φ, φ∗, pi, pi∗} , (9.5)
and that they satisfy a non-Abelian algebra involving the field strength tensor of the gauge field:
{Pµint, P νint} = −
∫
dn−1xFµνj0 with j0 = ie(φ∗pi − φpi∗) . (9.6)
The kinematical energy-momentum vector Pµkin of matter which generates ordinary space-
time translations is presently defined by
Pµkin ≡ Pµint +
∫
dn−1xAµj0 (9.7)
and it satisfies
{ϕ, Pµkin} = ∂µϕ , {Pµkin, P νkin} = 0 . (9.8)
In fact, by comparing the redefinition (9.7) with relation (9.3) we conclude that Pµkin is nothing
else but the canonical energy-momentum vector of the free scalar field,
Pµkin = P
µ
can , (9.9)
which was of course to be expected. The four-vectors (Pµint) and (P
µ
kin) = (Pµcan) of a matter field
which is minimally coupled to a gauge field (Aµ) can be compared to the vectors m~˙x = ~p− e ~A
and ~p for a charged particle which is minimally coupled to a vector potential ~A in classical
mechanics. The angular momentum for a scalar or Dirac field can also be discussed along the
previous lines: for different expressions and aspects, we refer to [18, 19].
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10 On the observables of (angular) momentum in gauge theories
As in our previous treatment of gauge theories, we again consider the four dimensional case.
From the physical point of view, the components pi ≡ T 0i of the EMT represent the density
~p of linear momentum while the components (M0jk) of the angular momentum tensor represent
the density of total angular momentum, i.e. of orbital angular momentum ~l and of intrinsic (spin)
angular momentum ~s:
~P ≡
∫
R3
d3x ~p , ~J ≡
∫
R3
d3x~j ≡
∫
R3
d3x (~l + ~s ) ≡ ~L+ ~S . (10.1)
Any two densities differing by a superpotential term, e.g. pi ≡ T 0i and (pi)′ = (T 0i)′ =
T 0i + ∂jχ0ji (where χ0ji decreases fast enough at spatial infinity) yield the same integrals,
i.e. charges P i (and similarly for J i, Li and Si). In quantum field theory, the latter charges
become self-adjoint operators which play an important role, e.g. in characterizing the physical
states (momentum, spin or helicity). Two classically equivalent charges may eventually give rise
to operators in quantum theory which have quite different properties, e.g. satisfy different com-
mutation relations. These issues have physical consequences in quantum electrodynamics for
instance for the characteristics of laser beams or in quantum chromodynamics for instance for
the spin of the nucleon, the latter being made up of the angular momenta of its constituents
(quarks and gluons) [18–20]. In view of these physical applications, we briefly summarize here
the naturally given classical expressions for the densities of momentum and angular momentum
of a gauge field encountered in section 4, as well as some of the expressions put forward in the
literature [18–20]. We refer to the latter work as well as to [76–79] for a discussion of problems
related to quantization, in particular the issue of gauge transformations of operators.
The canonical expressions (4.4), (4.10) for the EMT and angular momentum tensor of a
gauge field yield gauge-dependent densities for the linear and angular momentum: The latter
can be read off from expressions (4.7) and (4.13),
~pcan = Tr (Ei ~∇Ai) , ~lcan = Tr
[
Ei (~x× ~∇)Ai
]
, ~scan = Tr ( ~E × ~A) . (10.2)
In section 5 we saw that, within the extended Hamiltonian formalism, the conditions (5.17)
only fix the Lagrange multipliers, but leave the gauge field unfixed. The fundamental Poisson
brackets for Aµ and its canonically conjugate momentum piµ (which hold at fixed time t) then
imply standard Poisson brackets for the components of the spin momentum ~Scan ≡
∫
R3 d
3x~scan,
i.e. the Poisson algebra relations (5.6). Upon replacing the Poisson bracket by 1/i~ times the
commutator of operators, we obtain the standard commutator algebra of angular momentum in
quantum theory for ~Scan, ~Lcan and ~Jcan.
The so-called improved expressions for the EMT and angular momentum tensor of a gauge
field as defined by expressions (4.5) and (4.11), respectively, give rise to gauge invariant densities
which can be read of from (4.8) and (4.16):
~pinv = Tr ( ~E × ~B) , ~jinv = Tr
[
~x× ( ~E × ~B)] . (10.3)
For an Abelian gauge field these are the familiar expressions of classical electrodynamics [81].
In the sequel we focus on this particular case.
Equivalent expressions of physical interest can be obtained by a decomposition of the vec-
tor field ~A into its transverse and longitudinal components. In this respect we recall [82] that
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any vector field ~A which decreases for |~x| → ∞ faster than 1/|~x| admits a unique Helmholtz
decomposition
~A = ~A‖ + ~A⊥ = −~∇V + ~∇× ~C , where ~∇× ~A‖ = ~0 , ~∇ · ~A⊥ = 0 , (10.4)
and
V (~x ) = 14pi
∫
R3
d3x′
~∇′ · ~A(~x ′)
|~x− ~x ′| ,
~C(~x ) = 14pi
∫
R3
d3x′
~∇′ × ~A(~x ′)
|~x− ~x ′| .
In Fourier space, the transversality and longitudinality conditions become ~k · ~˜A⊥(~k, t) = 0 and
~k× ~˜A‖(~k, t) = ~0. It should be noted that the expressions for ~A‖ and ~A⊥ are non-local in ~A. For a
gauge transformation ~A ~A′ = ~A+ ~∇α, we have ~A′⊥ = ~A⊥ and ~A′‖ = ~A‖+ ~∇α, i.e. ~A⊥ is gauge
invariant. We remark that for the more general case of non-Abelian gauge fields, the geometric
structure underlying the decomposition (10.4) is related to the so-called dressing field method
to construct gauge invariants, see [83] and references therein.
Using the free field equation ~∇· ~E = 0, one can easily verify that the canonical densities (10.2)
are related by a divergence (superpotential term) to the following densities considered by Chen,
Lu, Sun, Wang, and Goldman [84]:
~pChen = Ei ~∇Ai⊥ , ~jChen = ~lChen + ~sChen , with
{
~lChen = Ei (~x× ~∇)Ai⊥ ,
~sChen = ~E × ~A⊥ .
(10.5)
Since the densities (10.5) are gauge invariant, one may as well spell them out in a convenient
gauge, for instance in the radiation gauge, i.e. for gauge potentials (Aµ) satisfying ~∇· ~A = 0 and
A0 = 0. Then we have ~E‖ = −~∇A0 = ~0, hence ~E = ~E⊥ = − ~˙A (with ~∇ · ~˙A = 0), and thereby we
obtain the so-called gauge invariant canonical expressions [20] which only involve ~E⊥ and ~A⊥:
~pgic = E⊥i ~∇Ai⊥ , ~jgic = ~lgic + ~sgic , with
{
~lgic = E⊥i (~x× ~∇)Ai⊥ ,
~sgic = ~E⊥ × ~A⊥ .
(10.6)
(For instance, for plane waves with frequency ω, we have ~A⊥(t, ~x ) = ~A⊥0(~x ) e−iωt with ~∇· ~A⊥ =
0, which implies ~E = ~E⊥ = − ~˙A⊥ = iω ~A⊥, hence ~A⊥ = 1iω ~E is a local field.) In the present
setting (where ~E‖ = ~0 and ~E = ~E⊥ = − ~˙A), the Poisson brackets are to be chosen to have the
Dirac form (5.41) with ~pi = ~E = − ~˙A. In this case, ~Lgic and ~Sgic represent physically measurable
quantities, but they cannot really be interpreted as the orbital and spin angular momentum of
the electromagnetic field due to the fact that they do not satisfy the algebra of angular momenta,
e.g. the components of the vectorial operator ~Sgic commute with each other — see [19, 20] and
references therein. For a recent assessment of the physical issues in the absence or presence of
matter and in particular the role of boundary terms, we refer to [78].
11 Covariant Hamiltonian approaches
We recall that our starting point for relativistic gauge field theories was the Lagrangian formu-
lation – see section 4. Thereafter, we considered the standard Hamiltonian approach to these
theories. Since time derivatives of fields are treated differently from spatial derivatives in the
latter approach, Lorentz covariance is not manifest. For this reason, covariant canonical formu-
lations have been sought for which retain as much as possible the advantages of the standard
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Hamiltonian approach. Several such approaches have attracted a lot of attention during the last
decades. We mention the multisymplectic approach following ideas put forward, in particular,
towards 1970 by the Warsaw school (notably J. Kijowski [85], K. Gawe¸dzki [86] and W. M. Tul-
czyjew [87]) and independently by the Spanish school [88, 89] as well as H. Goldschmidt and
S. Sternberg [90]: for this set-up there exist numerous variants, e.g. see reference [91] for a partial
overview. Another formulation is the covariant phase approach based on the so-called covariant
phase space, i.e. the infinite-dimensional space of all solutions of the field equations. For this
set-up, one can adopt the view-point of symplectic geometry (following again the Warsaw school
as well as more recent work of E. Witten [92] and G. Zuckerman [93]) or consider the so-called
Peierls bracket introduced by R. E. Peierls [23] and thoroughly investigated by B. DeWitt [24].
There exist relationships between all of these approaches as well as the standard Hamiltonian
approach that we followed here (e.g. see references [94–97] for some results in this direction),
all formulations having their advantages and shortcomings. Since the covariant approaches rely
on physical and mathematical concepts that are sensibly different from the ones of the standard
Hamiltonian approach, we will not expand further on these issues here and rather defer this
discussion (in particular the treatment of symmetries and conserved currents/charges in gauge
field theories) to a separate work.
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