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Abstract 
The motion parameters of the legs of four-legged robot are collected and sent to the robot vision system, which can 
solve the stabilization problems of the software-based algorithms in searching for the global motion parameters. The 
motion jitter parameters of the four legs are extracted combined with the software stabilization methods, which work 
as the basis for solving global motion parameters and provide guidance for the parameters of the solution. The 
simulation tools of MATLAB SimMechanics toolkits are utilized to analysis stability. Compared with other related 
algorithms, the results indicate that the proposed algorithm for four-legged robot movement in real time is better and 
more accurate. 
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1. Introduction  
The robotics as an important branch of bionics, extract bionic prototype from biological and apply 
their movement mechanism and behavior style into the robot research, improving the robot’s walk 
efficiency and adaptability to the environment, expanding the human activity space to the sea bed, the 
arctic, mining area, the planet and swamp or other rough on the ground [1]. 
Compared with the traditional mechanical, the most prominent advantage of the foot type robot 
especially bionic foot type robot is its strong ability to adapt to the ground. Among the bionic foot type 
robot, four-legged walking robot have strong bear ability and good stability than two feet than two-legged 
walking robot, which is simple and easy to be controlled when compared with six -legged walking robot. 
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In addition, four-legged walking robot can move on uneven ground and complicated topography by static 
walk way, and can walk on the way of dynamic walk to realize high speed rapid walking, which attract 
the attention of the researchers in many countries [2]. 
Researches on the stability of the robot’s modeling and simulation, such as the four-legged robot 
BigDog developed in the Boston dynamics laboratory[3], four-legged robot Biosbot developed by 
Tsinghua University and so on, are generally for the research of the stability of the main body. The 
stability of the vision research are commonly used the method that match the feature points, for example 
Zhang Zhengyou etc [4] put forward a matching method based on extremely line constraints, Lhuillier 
and Quan[5] proposed a dense matching strategy recently. 
In this paper we focus on the stability control robot vision, extracting the characteristic parameter of 
the four-legged robot movement, taking the parameter feedback to four-legged robot vision system, 
making compensation at the same time, to remove the vision jitter of video caused by unnecessary visual 
movement, so as to improve the quality of the vision and realize the stability of robot vision. 
2. Research background and related work  
Mobile robot research started from the 1960s, Nilssen and Charles Rosen from the Stanford research 
institute developed the autonomous mobile robot Shakey in 1966 to 1972 [8], aimed to research on the 
application of artificial intelligence technology, the independent reasoning, planning and controlling of 
robot system under the complex environment. The research on four-legged robot began in the late 1960s, 
the early four-legged robot research can be divided into three stages in general: 
The first stage is the realization of the simple function of across obstacles. In the 1960 s, Shigley and 
Baldwin used CAM linkage mechanism to design the motor car on foot [7], because of the limitations of 
technology level especially control technical, the motor car designed had low walking machine efficiency 
and the adaptability to the ground was poor at the same time. In 1968 Mosher came from United States 
designed and developed Quadruped Walking "Walking Truck" [8], which was operated by people and 
was twice as fast as a man.  
The second stage is the realization of the robot various gait. Representative research includes: four-
legged walking robot was developed by Massachusetts Institute of Technology in 1984, which can realize 
the simple pace, the trot, and jumping. 
 The third stage is the research on robot gait stability. Representative research includes: in 1991, 
S.Hirose etc developed TITAN series four-legged walking robot [9], which used feed forward force 
feedback control that can effectively reduce the fluctuations in dynamic walking; In 1997, Kimura etc 
developed the four-legged walking robot PATRUSH [10] by applying the Nerve vibrator as control 
mechanism to maintain stable vibration, and achieved the robot’s dynamic walking and jumping 
movement. 
3. Vision compensation algorithm based on motion feedback  
3.1. Parameters for the movement of the robot’s leg 
The legs of four-legged robot are regard as composed by a series of connecting rods with the joints is 
linked up. Set up a coordinate system for each link, and use the way of homogeneous transformation to 
describe the relative position and orientation of these coordinates, as shown in Fig. 1. 
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Fig. 1. the coordinate system for four-legged robot’s leg  
Among them, (Xb, Yb, Zb) is the body coordinate system, the origin is the initial location of body mass 
center, define the positive direction of axis Xb as the forward direction of the body axis, the positive 
direction of axis Zb as in the opposite direction of the axis of gravity, The determination of the direction 
of axis Yb is based on the right-hand rule. The origin of the coordinate system O0 in the body is point (a, b, 
c). l1, l2, l3 respectively stands for the length of three joint of the leg.  
Establish equations of motion of the four-legged robot legs, the pose and the rod end Tb3 and the 
structure parameters of each linkα , d are known. The result of 1θ , 2θ , 3θ  can be obtained, as shown below: 
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The joint angular velocity can be attained by the equation shown below:  
fV J θ
•
=                                          (4)                        
Vf  denotes the speed of the robot’s foot, θ
•
 denotes angular velocity of the joint. 
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Where Vf  is the given speed.    
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sin cos cos sinij i j i js θ θ θ= +    cos cos sin sinij i j i jc θ θ θ= −  The above are the parameters for the movement of the robot’s leg that can be extracted and will be 
used in the following algorithm of vision stability.  
3.2. The algorithm of vision stability of robot  
A ultra-fast global motion estimation algorithm is given, which can lead the jitter video sequence to be 
stable and smooth for the human eyes after stabilization. the algorithm process is as follows. 
Step1: By using gray-scale projection algorithm to estimate the amount of translation of the 
background of two consecutive frames in the video sequence, the amount of volume (dx, dy) can be 
achieved; 
Step2: The current frame is divided into 16 × 16 macro block, and extract N macro blocks marketed(ik,
jk),k=1,2,…,N. Set (ik + dx, jk + dy) as the search center and do block-matching operations at (-3, +3) 
searching window, search for the optimal motion vector(mvxk, mvyk);where -3≤mvxk, mvyk≤+3, k = 1, 
2, …N; 
Step3: According to the Formula (7), dealing with the amount of crude translation(dx, dy) and the 
block motion vector (mvxk, mvyk) can obtain the motion vector field between two consecutive frame and 
then describe it with two sets of one to one mapping points;  
k k k
k k k
x i dx mvx
j j dy mvy
= + +
= + +
⎧⎨⎩                                          (7)
Step4: Exclude 30% of the macro blocks with large residuals, use the iterative least-squares method to 
process the rest of the macro block motion vector field, get preliminary estimates valuesof global motion 
parameter λ start=(a,b,c,d,e,f)*, and exclude the macro the block that is inconsistent with the 
information of the global motion; 
Step5: The feature pixels are selected from the rest of the macro block according to the information of 
gradient, the criteria for selection are shown below: 
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Step6: The LM gradient descent algorithm is used to optimize the global motion parameters 
λstart=(a,b,c,d,e,f)*. The optimization process can be broken down when 
{ }, 0.001 , , , 0.00001c f a b d eΔ Δ < Δ Δ Δ Δ <U  or the number of iterations is greater than 10. 
3.3. Vision stability based on motion compensation  
Typically, the algorithm for video stabilization consists of three main steps [11]: global motion 
estimation, motion filtering and motion compensation. According to the motion parameters of the robot's 
leg, the corresponding movements parameters of camera equipped on the head of robot can be achieved 
through D-H transformed, in this way the optimization algorithm of the parameters of global motion is 
simplified, and the accuracy and real-time of the algorithm are improved. Then processing real-time 
collected video for steady video, the process is as follows: 
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Step1: Extract the motion parameters { Px(t), Py(t), Pz(t) } of the robot’s leg; 
Step2: The D-H transform is utilized to get the jitter parameters of the camera {Pheadx(t), Pheady(t), 
Pheadz(t)}, which respectively represents the amount of movement in horizontal forward direction, in 
horizontal left direction and in the vertical direction; 
Step3: Input the jitter parameters of the camera to the calculation of global motion parameters, the 
direction of jitter in the video can be judged by the parameters, so that it can optimize original matching 
algorithm by greatly reduced the search scope of the estimation algorithm.  
Step4: Sports filter, place unnecessary camera movement in order to achieve a smooth movement of 
the camera target.  
Step5: Motion compensation. After the correction transformation for each frame, as the transformed 
coordinate space is not coincide with the original image coordinate space, it is easy to transform the non-
defined area around the transformed image border, that will reduce the vision quality of the output video. 
4. Simulations and Performance Evaluation 
Considering the requirements for cost, and versatility of the research cycle, the SimMechanics in 
MATLAB is chosen as the tool for gait simulation. Set the coordinate of the initial point P0= [-25 -11.5 -
15]T, the coordinate of landing point P2=[-25 -9.5 -15]T; and the middle point P1 = [-25 -7.5 -15]T; the 
starting time t0=0s; the landing time t2=0.4s; and t1=0.2s is the time for the middle point. After a second 
linear fit the trajectory of the swing phase which meets the condition can be solved as follow: 
Px(t)=75t
2-30t-25; Py(t)=-18.75t
2+15t-11.5; Pz(t) = -50t
2+20t-15;                                                       (9)
The simulation process is shown in Fig. 2: 
   
a1             b1             c1 
   
a2            b2           c2 
Fig. 2.  The above diagram shows the angle of rotation of each joint: (a1) the rotation angle of the hip joint relative to the robot 
body;(b1) the rotation angle of the thigh joint relative to the hip joint;(c1) the rotation angle of the leg joints relative to the thigh 
joint angle; the following diagram shows the space maps during the crawling progress  
Extracting vibration parameters and adding the related noise to this four collected steady screens 
named "Stefan", "Mobile", "Flower", "Bus", then using the proposed algorithm, the results in Table 1 and 
Table 2 from which we can see it can achieve the frame processing rate of 3.89ms / f while comparing 
with others, which has a great advantage for the occasion that require real-time application. Checking 
with the MPEG4 standard model algorithms, the global motion estimation algorithm can be 111.2 times 
faster, while the average PSNR value of the test sequence only down 0.15dB. 
Table 1. the compare between selected global estimation algorithm and MPEG4-VM in accuracy PSNR [dB] 
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Sequence Stefan Mobile Flower Bus Average 
VM 25.10 25.33 25.29 21.48 --- 
Proposed 25.02 25.28 24.60 21.69 --- 
Degrade -0.08 -0.05 -0.69 +0.21 -0.15 
Table 2. the compare between selected global estimation algorithm and MPEG4-VM in speed [ms/f]   
Sequence Stefan Mobile Flower Bus Average 
VM 304.1 554.2 600.1 272.4 432.7 
Proposed 4.09 3.76 3.86 3.83 3.89 
Ratio 74.4 147.4 155.5 71.1 111.2 
5. Conclusions 
The proposed method is to extract the motion parameters of the walking robot as compensation for the 
vision stability, which focuses on the stability of the robot vision processing. The simulation indicates that 
the proposed algorithm for four-legged robot movement in real time is better and more accurate. 
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