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Abstract 
The interatomic potential is a mathematical model that descnbes the chemistry occuring at the atomic 
level. It provides a functional mapping between the atomic nuclei coordinates and the total poten-
tial energy of a system. This thesis investigates three aspects of interatomic potentials, the first of 
which is the simulation of materials at the atomiC scale using classical molecular dynaDl1CS (MD). 
X Molecular dynamics code is used to follow the evolution of a system of I discrete particles through 
time and is employed here to model the bombardment of fullerite films modified with low dose Argon 
ion Impacts. 
Glo bal Optl.misation techniques includmg controlled random search, simulated annealing and 
Genetic Algorithms (GA) have been developed and coded to find the most stable configuratIOn 
of small molecules. The GA implementation is particularly successful. It evolves the geometry of 
the atom cluster towards the global minimum energy using an analogy to Darwinian natural selec-
tion. The GA predicts spherical fullerene like cages to be the most stable configuration for carbon 
as described by the Brenner many-body interatomic potential, while silicon clusters form a prolate 
growth sequence, changing to filled cage configurations With the Tersoff interatomic potential func-
tion. Close-packed icosahedraI structures are preferred with clusters of noble gas or metal atoms. The 
GA implementation has been extended to molecules of more than one element and correctly predicts 
low energy hydrocarbon configurations. 
The final topic is concerned with the application of a novel artificaI Neural Network architecture 
as a basis for a many-body interatomic potential. The neural network potential does not require an 
explicit mathematical model but instead inducnvely infers the nature of atomic interactions from a set 
of molecule and crystal properties obtained from ab-initio calculations and experimental sources. In 
effect, this approach uses a set of data to learn the nature of atomic interactions by modifying weights 
in successive stages until a satisfactory network is found The neural network potential has been 
tramed to model carbon-hydrogen and carbon-nitrogen atomic interactions and exhibits fast learmng 
and good generalisation abilities. 
Keywords: Global Dptimisation,Artificial Intelligence,Genetic algorithms,Neural 
Networks,Molecular Dynamics,Interatomic Potentials. 
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Introduction 
In this thesis we shall study the computer simulation of materials at the atolDlc level using 
classical molecular dynamics (MD) and also explore the applIcation of artificial intelligence 
(AI) techniques to aspects of the simulation process. In particular, at the centre of molecular 
dynamics is the interatomic potential energy function that is responsible for descnbing the 
atomic-level dynamics, or the 'chemistry', of the physical processes that occur within the 
simulation. The AI methods are specifically targeted at the inductive modelling and contin-
uous optimisation of this function. 
1.1 Computer Simulation 
Computer simulation provides a powerful modelling technique for understanding complex 
physical phenomena The unnvalled flexibility of the programming environment means that 
it is possible to refine, evolve and extend a computer simulation in ways that are difficult in 
the mediums of theory or experiment. 
The late 1950's witnessed the start of computer simulation as both a research topic and 
an applied modelling technique, and progress was consolidated with the advent of efficient 
random number and variate generators, sort algorithms and numerical analysis libraries for' 
procedural languages such as FORTRAN. It is about this time that the first classical molec-
ular dynamic based simulations were performed. 
Classical molecular dynamics deals with the simulation of complex physical phenomena 
at the atomic level, where the interaction between individual particles is known and governed 
by the mteratomic potential energy function, and whose aggregate interaction approximates 
the physical behaviour of the real system. Hopefully, through the use of the molecular dy-
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namics simulation procedures, the processes of higher-level, 'macroscopic' behaviour will 
be revealed. The analytic solution to the simultaneous integration of the system of parti-
cles is mathematically intractable and so numerical methods are employed for their solution. 
Time advances discretely and the simulation progresses between states, with the advance-
ment measured in fractions of femtoseconds in simulated, as opposed to real, time. 
Examples of early MD simulations include the work of Alder and Wainwright [AW57, 
AW60] who observed phase transitions in the motion of a 32 particle system of hard spheres 
and the simulation of radiation damage in copper by Vineyard et a1[GGMV60] . By the end 
of the 1960's, simulated system sizes had increased to upwards of several hundred atoms with 
the advent of effiCIent book-keeping algorithms, such as that proposed by Verlet [Ver67], who 
simulated 864 particles interacting through the Lennard-Jones pair-potential [U24] function. 
Today, molecular dynamic simulatlOns are conducted on a much larger scale. The massive 
increases in available computational power, together with the continued improvement and 
refinement to the simulation methods, has allowed systems sizes to increase approximately 
one million-fold (with the use of parallel hardware platforms) since the late 1960's [Bea95, 
LBTGJ93]. 
The history of the semi-empirical interatomic potential energy function extends further 
than that of computer simulations, starting with the introduction of a 'soft-sphere' potential 
by J.E. Lennard-Jones in 1924 [U24] to represent noble-gases and continues to the present 
day with the development of many-body interatomic potential energy functions developed 
for metals and covalent materials. Arguably, one of the most successful many-body poten-
tials conform to the Abell-Tersoff formalism [Ter88c, Ter89] and include the hydrocarbon 
potential ofD. Brenner [Bre90, Bre92] that is described in the next chapter and used through-
out this thesis. 
1.2 Artificial Intelligence 
Artificial intelligence has evolved slowly over the course of the past forty or more years and 
is still one of the leading frontiers of computer science. It is generally applied to problems 
that will not yield to more conventional solution methods. The traditional problem areas 
included game-playing and puzzle solving; early AI techniques and computing resources did 
not permit more ambitious applications. The classical approach to artificial intelligence is 
symbolic based, where computation is provided by the manipulation of symbol 'primitives' 
using a finite set of rules. Classical AI methods also tend to emphasise the incorporation of 
a large amount of knowledge into their 'learning systems'. One of the most successful clas-
sical AI methods is the Expert System, or knowledge-based system [WL89], that attempts X 
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to reproduce the narrow domain of knowledge provided by a human expert. The expert 
system comprises a knowledge base and an inference engine that contains the control struc-
ture that enables the knowledge base to be interrogated. Classical AI methods, including 
knowledge-based systems, are characterised by a narrow region of application and thus tend 
to suffer from brittleness in case of slight modIfications to the application for which they 
were initially designed [Bac96]. The problem arises from the inflexibility of the syntactic 
representations within, for example, the inference engine of an expert system. 
Today, the research field of Artificial Intelligence is multi-faceted and encompasses a 
broad variety of different subfields including evolutionary computation, artificial life, expert 
systems and machine learning and together these areas cover a multitude of tasks - including 
adaptive optimisation, function approximation, visual and auditory perception, game-playing 
and theorem proving etc. Often these problems can be tackled in part with algorithms that 
are generally not considered to be in the realms of AI. In fact, the distinction between what is, 
and what is not, AI is vague. AI can lay claim to any unsolved problem in computer science; 
some of the most dIfficult problems in computer science are just those problems which are 
most simple for humans and some other animals. This observation leads to the following 
statement that attempts to capture the essence of artificial intelligence: Artiflcial intelligence 
IS the study of how to make computers emulate the (presently) superior capabilities of living 
beings. This definition is a modification of statements first provided by Rich [Ric88] and 
Back [Bac96] and expresses the desire of AI researchers to make computers emulate the 
processes of life and ultimately, human intelligence. Living beings excel in the areas of 
learning, thought-processing and adaption to the environment, concepts which computational 
techniques are only just starting to address, with any degree of success. 
Characteristics of an AI program 
A greater appreciation for what constitutes artificial intelligence, is provided by an under-
standing of how an AI program differs from one with more conventional numerical pro-
cedures (or conventional symbolic procedures - such as compilers and database retrieval 
systems). The broad nature of the AI field makes it impossible to give a set of necessary 
and sufficient conditions to determine whether a given program belongs to the AI subset; the 
following is only intended to be a guide. 
One way in which AI programs tend to differ from convention, is that their application is 
often with problems that have an immense solution domain or are ill-posed and ill-structured 
[WL89, Pri89], where it is difficult to apply a well defined explicit algorithm. Very little 
may be known about the environment or any possible disturbances. A byproduct of this is 
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that AI programs tend to be composed of a greater proportion ofheurisucs than conventional 
programs. 
A characteristic more in keeping with the classical AI methods, previously mentioned, 
is the incorporation of a knowledge base for knowledge based reasoning, as is the ability of 
the program to explain and justify results. For example expert systems have, in general, a 
self chagnostic capability that follows logic in a similar way to the human equivalent and can 
produce a list of conclusions at each stage of the decision process. Explanation is one area 
where current non-symbolic AI programs, particularly neural networks, are weak. 
Perhaps the most fundamental aspect of any AI program is that behaviour is not explicitly 
prescribed by the algorithm but is determined by the nature of the environment in which it 
operates. Whereas the non-AI program specifies explicitly the next state of the algorithm, 
the AI program specifies only the order of steps required to determine the future state of 
the algorithm (an implicit specification); the solution path is not predefined but dynamically 
generated and tested. 
Learning Classification 
Among the different characteristics of the AI program given above, the final property is of 
primary significance as it describes the ability of the AI program to learn from the envi-
ronment and improve its performance over time according to some prescribed measure. It 
relates to the nature of the inference mechanism employed by the algorithm, that can be 
classified as being either deductive or inductive. With deductive inference, new propositions 
are deduced from an initial hypothesis that must be accepted as being correct and this typ-
ically describes non-AI implementations. On the other hand, inductive inference describes 
the adaptive decision making operations of discovering and proving general propositions, 
based upon observation. Inductive inference algorithms are commonly subdivided accord-
ing to the nature of knowledge acquisition or learning 1 • Three different paradigms are 
generally recognised: supervised learning algorithms use an external teacher to furnish a set 
of input-output examples and counterexamples, from which general propositions are induc-
tively inferred; reinforcement learning algorithms use an external critic to infer inductively 
an input-output mapping through a process of trial and error, with the critic generally tak-
lThe concepts of learning and adaption are closely related and are frequently used synonymously in the 
AI hterature. Stnctly, there IS a conceptual distinction that equates the correct tenninology With the type of 
environment In which the a1gonthm operates. When the a1gorilhm operates in a stationary environment, one 
With statisucal charactenstics that do not change with ume, it is correct to refer to a learning system. An 
adaptive system refers to one with the ability to track staustical vanations in a non-stationary environment, in 
real-time 
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ing the form of a scalar performance signal; unsupervised learning algorithms are so-called 
'self-organising' and use no external teacher or critic, instead feedback is provided by an 
internal, task independent, measure of performance. 
1.2.1 AI in this Thesis 
This thesis discusses the application of two recent, and very successful, numerical (non-
symbolic) developments in AI; evolutionary computation for global optimisation and neural 
networks for function approximation - about which, more will be said in the following sec-
tion. The quest for instillIng some element of intelligence into a computer can be motivated 
by what has been referred to as a 'modelling' approach to artificial mtellIgence [Rot891. The 
conceptual motivation for both evolutionary computation and Neural networks arose from 
this so-called modelling approach, that seeks to identify and elucidate the mechanisms em-
ployed by nature, or natural intellIgence, and use some simile of it for the solution of our 
own problems. Thus, given some concept of a naturally intelligent or adaptive process, the 
modelling approach to AI seeks to embody it within a computer model. Evolutionary Com-
putation, which includes Genetic AJgonthms (GAs), is based upon a model of natural, bio-
logical, evolution at the genetic level and uses the principles of natural selection to promote 
a solution that is best adapted to the environmental conditions of the problem. When applied 
to a function optimisation problem, the majority of algorithms from evolutionary computa-
tion maintain a fixed-size population of individual solutions to the optimisation problem. The 
first' generation' of this population of solutions is generated randomly so as to ensure that the 
search for more optimal solutions is not biased from the outset. The evolutionary algorithm 
then evolves successive replacement generations of solutions using randomised processes of 
recombination, mutation and selection; in addition, every solution is assigned a fitness scalar 
value that provides a relative measure of quality, so that the best solutions have the highest 
fitness. The selection operator is responsible for providing a model of an individual's abil-
ity to survive and reproduce; algorithmically, it selects individual solutions from the present 
generation according to fitness, in a stochastic manner, so that the individuals with the high-
est fitness rating are the ones who are most likely to reproduce, and pass on their genetic 
information to future generations. Reproduction occurs with two individuals (or solutions) 
using the recombination and mutation operators. Simplistically, the recombination operator 
is a mechanism for mixing the genetic information of parental 'solutions' and passing it on to 
their immediate descendents, while mutation is responsible for introducing innovation into 
the population of solutions. Since the enviromnent acts as the critic, providing feedback to 
the algorithm in the form of the fitness rating, evolutionary algorithms such as the genetic 
algorithm should be classified as belonging to the reinforcement learning paradigm. A more 
) 
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in-depth description of evolutionary computation methods, genetic algorithms in particular, 
is provided in later chapters. 
With artificial neural networks (ANNs), the motivation for their inception originated with 
neuro-biological studies of the brain and the recognition that the information processing, 
intelligent decision making and adaptability of the brain has not, to any real extent, been 
replicated WIth conventional, serial, computation. The description of the brain, at a very 
elementary level, usually commences with the synapses and dendntes that interconnect and 
mediate the flow of signals between processmg elements called neurons. The brain organises 
a truly staggering number of these neurons (ca. 1010 in the human brain) into a massively 
parallel complex network, in which the neurons interact dynamically with each other. 
This very brief description provides most of the essential elements to the crude artifi-
cial analogue, the ANN, or artIficial neural network and since the ANN is inspired by the 
structure of the brain, some of the terminology associated with this aspect of artificial intel-
ligence is borrowed from neurobiology. (For a more detailed neuro-biological explanation 
of brain processes, see for example the first chapters of Haykin [Hay94], Bose [Lan96] or 
Bishop [Bis95]). The ANN resembles the brain in that knowledge is acquired by the net-
work through a learning process and the knowledge is contained within interneuron synaptic 
strengths or weights. The standard artificial architecture comprises nodes or neurons organ-
ised into several layers; an input layer of nodes that receives the activating network input 
data and communicates it along synaptic connections to the first of one or more hidden lay-
ers of neurons. The outputs from the first hidden layer are used as inputs to the next hidden 
layer, and so forth, to the output layerof neurons. The output from this final layer constitutes 
the overall response of the network to the initial activating data supplied to the input layer 
nodes. In ANNs, the knowledge representation of the surrounding environment is defined 
by the values of the synaptic connection strengths that are initially 'learned' by the network 
using an inductive supervised learning method. 
A description of the mechanisms for learning interlayer synaptic connections, as well as 
more infomJation on the nature of the artificial neuron can wait until chapter 7: We now 
have enough information to discuss the application of evolutionary computation and neural 
networks to aspects of molecular dynamics and the interatornic potential. 
1.3 Computer Simulation and AI 
With computer simulations, a program is endowed with a mathematical model of an un-
derlying physical process and the action of 'running' the program provides a method of 
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making predictions from this idealised model. The benefit derived from the derivation of 
the model (that includes the interatomic potential energy function in molecular dynarnics) 
and the simulation process, may be more fully realised with the application of the search, 
inference and reasoning techniques that are available in artificial intelligence. Simulationists 
have already denved great benefit from the many techniques developed in AI [Rot89], in-
cluding the object-oriented paradigm for producing comprehensible models, intelligent front 
ends in the fonn of an expert system (that sits between the user and the simulation package) 
and machine learning methods for model building. In this thesis, AI techniques are used in 
conjuction with elements of the MD program, that include the interatomic potential energy 
function, neighbour-list updating algorithms and visualisation packages. 
The focus of much AI research is on the utilisation of knowledge to reduce or obviate 
computationallyexpensive search procedures. Knowledge is used to specify efficiently the 
order of steps required to generate state changes, without explicitly instructing or bIasing the 
search procedure. The first application of AI in this thesis concerns the use of global opti-
misation algorithms, including an adaption of the genetic algorithm taken from evolutionary 
computation, for calculating the geometry that a cluster of atoms will adopt in order to min-
imise their total potential energy - subject to the constraint that the total number of atoms in 
the molecule IS constant. Central to this work is the premise that the global minimum energy 
configuration equates exactly to the most stable, configuration (the 'ground-state') for that 
particular combination of particles. 
To the theoretical physicist, clusters present a host of intriguing questions that AI inspired 
global optimisation strategies can help to resolve, such as: Why are some clusters more sta-
ble than others? How many clusters are needed before the properties of the cluster resemble 
those of the bulk state? And how does cluster geometry change with cluster size? However, 
this field of research has a multidisciplinary following that extends beyond the realms of 
theoretical physics: It is of interest to industrial chemists who know that metal clusters make 
exceptionally good catalysts [Bra97] and also can find use for surface cleaning, implanta-
tion and film deposition [Bea95]; molecular biophysicists and biochemists are interested in 
molecular optimisation principally in the context of protein folding [Sch96, SKW+97] and 
drug design [Tru97]; and cluster confonnation 2 is studied by computer scientists and math-
ematicians as a 'test-bed' for global optimisation algorithms. This is due to the fact that the 
number of local minimum energy configurations on the highly non-convex interatomic po-
tential energy surface is believed to grow exponentially with the size of the cluster, and thus 
locating the ground-state molecule configuration is an extremely difficult global optirnisation 
problem. 
2Structure, configuratIOn and conformation are used synonymously throughout the thesis 
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Artificial intelligence may also be used to clfcumvent the model building process; the 
simulation model can be automatically generated from some representation of observable 
states of the system. For instance, a neural network uses inductive inference to 'train', or 
modify, a collection of weights and biases associated with a large number of simple pro-
cessing elements called neurons, with the trained network providing a model for correct 
classification. This briefly describes the second principal application of Artificial Intelli-
gence methods - the use of inductIve learning method, in the form of a speCifically taIlored 
neural network architecture, to model the potential energy surface of a system of any num-
ber of atoms. The objective of the neural network is to replace, at least in part, the deductive 
reasonmg approach that is required of a SCientist when developing an interatomic potential 
energy function, with the inductive inference of a neural network. The neural network at-
tempts to descnbe in complete generality what is observed in a set of input-output training 
data by proceeding from observations to the development of a hypothesis - the form of the 
potential energy function - dunng the training stage of operation. If the hypothesis does not 
verify the physical data and observations are violated, then it is modified in successive stages 
until such a time when a hypothesis (potential function) is found which does support all of 
the phYSical data. 
1.4 Thesis Layout 
The rest of this thesis is organised into six chapters, starting with chapter two that commences 
with a description of the procedures that are fundrunental to the molecular dynamics simu-
lation process and have mostly been developed and coded previously at Loughborough by 
Smith [Smi97] and Beardmore [Bea95]. These include the algorithms for generating the ini-
tial state of the simulation, including the boundary conditions, and algorithms for the efficient 
evaluation of forces with neighbour-list structures. Other aspects include the description of 
schemes for numerically integrating particle trajectories and the use of (mostly) public do-
main software for the visualisation of simulation results. The second part of chapter two 
discusses the interatomic potential energy function, provides a brief overview of generalised 
functional forms and describes in detail the specific interatomic potential energy functions 
that are used in this thesis. 
Chapter 3 applies the discussed molecular dynamic procedures in a computer simulation 
of the energetic ion bombardment of Coo fullerite films in the energy range of 300 - 1000 
e V. It is found that the films can be subjected to much more surface drunage than would be 
expected in other forms of carbon. Ejection from the surface of the fullerite films is found 
to take place in one of two ways; either individual particles are displaced from the lattice 
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by ballistic collision processes within a short time scale of less than O.5ps or entire Coos are 
desorbed from the surface within the time frame of a few picoseconds. There is also evidence 
for a transItion to the amorphous state. 
Chapters 4 through 6 are dedicated to the investigation of cluster geometry optimisation. 
Much of the recent interest in atomic clusters, especially their geometric configuration, can 
be attrIbuted to the discovery in November 1985 by Smalley et a1 [KHO+S5j of FulIerenes, 
the third allotrope of carbon, the most abundant of the fullerenes being the sixty atom trun-
cated Icosahedral 'Buckminsterfullerene'. The investigation thus commences with the op-
timisatlOn of carbon cluster geometries, as descnbed by the Brenner interatomic potential 
energy function, with the objectives of firstly examining the structure of the ground state, 
with partIcular attention to the transition from linear to cyclic to fullerene-like structures 
that occurs with increases in nuclearity, and secondly as a benchmark to assess the relative 
strengths and weaknesses of several different global optimisation algorithms. A genetic al-
gorithm implementation, that utilises a bespoke reproductive scheme, exhibits a significant 
performance advantage over controlled random search and simulated annealing implementa-
tions, finding the ground-state configuration for clusters upto Coo. The genetic algorithm next 
finds application WIth other covalent many-body potentials, including two parametensations 
of Tersoff's potential for silicon and the GA undergoes modifications to the reproductive 
procedures to facilItate the search for low energy configurations of two-component systems. 
This modified GA is put to test on Brenner's hydrocarbon interatomic potential function. 
The final chapter on the optimisation of cluster geometry is dedicated to the investigation 
of methods for close-packed materials, that interact according to weak van der Waals like 
forces. A number of specialist (deterministic) optimisation strategies currently exist for this 
aspect of cluster optimisation, in particular the lattice search and smoothing continuation 
algorithms, and these are studied in conjuction with the genetic algorithm. It is found that 
replacing the local optimisation stage of the GA with a deterministic continuation algorithm 
operating on a smoothed Lennard-Jones pair potential, provides a more effective method for 
cluster optimisation than either the continuation method, or genetic algorithm, alone. 
Chapter 7 discusses the merits and some of the inherent difficulties, associated with in-
ductively modelling potential energy surfaces using neural networks. A specialist network 
architecture is developed and the training of the network and its implementation into practi-
cal molecular dynamics simulations is described. A hydrocarbon network potential is trained 
and tested against the Brenner hydrocarbon potential; the network potential is used in con-
junction with the genetic algorithm optimisation code and employed in the simulation of the 
ionic-bombardment of Coo surfaces. 
The final chapter presents a brief conceptual outline for future directions of research, 
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including possible mechanisms for improving the efficiency of current global optimisation 
algorithms (using, in part, AI methods) and the merits of developing a stochastic network 
training algorithm for the network potential. The appendices detail the derivation of the 
back-propagation algorithm,the smoothed Lennard-Jones and Morse potentials of chapter 6 
and the network potential of chapter 7. 
~~------------------------------------~ 
Molecular Dynamics and the Interatomic 
Potential 
2.1 Introduction 
The objective of this chapter is to address the aspects of the molecular dynarrucs method that 
are central to the simulation of complex molecular systems and also to the optimisation and 
identification of specific interatomic potential energy surfaces, as used in later chapters. 
With Classical molecular dynamics, the motion of a system of discrete particles is cal-
culated iteratively over time, using a description for the particle dynamics provided by an 
interatomic potential energy function. Ensuring that the software implementation provides 
physically meaningful and useful results, that are efficiently calculated, necessitates the util-
isation of highly optirnised and quite complex procedures within the MD method. The com-
plexity is due in part to book-keeping techniques such as the linked list algorithms that keep 
track of interacting atoms and prevent costly searches over the entire system of particles. 
(In addition, the careful application of free, fixed or periodic boundary conditions allows the 
simulation to behave more in keeping with the real system which is often an order of mag-
nitude larger than the simulated system). Physical phenomena such as damping and energy 
conduction in dissipative systems may need to be modelled, adding further to the system 
complexity. Other procedural aspects are concerned with the handling of the huge amount 
of data generated during the course of the MD simulation. Analysis and visualisation rou-
tines provide a clear interpretation of the data and reveal physical processes and statistical 
characteristics that might otherwise be missed. 
The final part of this chapter looks at the interatomic potential energy function and pro-
2.2 General Principles 12 
vides mathematical descriptions for all the P?tential functions used in this thesis - either 
within simulations or global optimisation algorithms. The potential functions range from the 
simple Lennard-Iones pair potential, employed for the global optimisation of close-packed 
clusters, to the more sophisticated and recently developed many-body potentials for cova-
lently bonded systems with the Abell-Tersoff formalism. 
2.2 General Principles 
With classical molecular dynamics, the physical Interaction between a system of particles 
is governed by an interatomic potential energy function. As will become apparent, the in-
teratomic potential is responsible for describing the motions of the individual atoms or the 
chemistlythat occurs in the simulation. For a system of atoms located at rl>f2, ... ,!:N in]R3, 
the potential energy function V provides a mapping from ]R3N ...... ]R that can be expressed 
simply as, 
V = V(rl>f2, ... ,fN)· 
The resulting total potential energy of the system can be divided amongst the atoms in the 
simulation, although the division of energy is usually arbitrary. For the case of interatomic 
potentials that are expressed as a sum over pair interactions, an equal assignment of half 
the bond energy contribution to each of the two atoms in the bond is equitable; for poten-
tials expressed as the sum over three or more atoms, the assignment may be less obvious. 
The interatomic potential, V, is responsible for descnbing the time varying evolution of the 
placement, velocity and accelerations of the N particles. For a system initially in state s, at 
time t, the potential energy function provides information on the forces experienced by the 
system, thus allowing the future state Sr+1 at time t + 1 to be detennined. Exactly how is 
the subject of the next section. (Throughout the rest of this chapter r,t (= v),i' (= a) and F 
are vectors in ]R3 unless otherwise stated; rij E ]R denotes the distance between atoms with 
position vectors r. and rJ (E ]R3), i.e rij = IIrj- r.lI) The force experienced by an individual 
atom i is given by the differential of the total potential energy with respect to the atomic 
coordinates of the atom. i.e. 
av F,=--
ari 
(2.1) 
where F, E]R3 is the vector of force components experienced by atom i. For a Cartesian 
frame of reference, the position of a particle i can be written in terms of coordinates x,y,z, 
so that ri = (r •• , r.y , r.,), and the above expression can be interpreted as meaning, 
T avavav T F,=(F,.,Fly,Fl,) =-(-a '-a '-a ) 
r,x r,y r'l 
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That the forces can be calculated from the potential, arises from the fact that for Hamiltonian 
systems, the total energy of the system is conserved. The total energy is given as the sum of 
the potential and kinetic energy, 
1 N . 
B(r,t) = ZLm,r;+V=E 
1=1 
where mi and f, in ]R3 is the mass and velocity vector of atom i, respectively; E is a time 
invariant constant for non-dissipative systems and r & t are the vectors in ]R3N formed from 
the juxtaposition of the N position and velocity vectors. The function of atom positions and 
velocities given by B expresses the total energy of the system as a constant with time and is 
called the Hamiltonian of the system. The equations of motion for the system can be derived 
by differentiating the Hamiltonian ,with respect to time, so that 
which implies that 
dB NaB N aB aB 
dt - L af' .f, + L. a,:-.fl + at 
1=1 I 1=1 I 
N N av 
- I, m,r,.f, + L. ar' .f, = 0 
1=1 1=1 I 
N av I, (m,r, + ar )'" = O. 
1=1 ' 
Since the velocities are independent of one another and are not all identically zero, 
.. avO·O'N m,r'+-a = 1= , ... , 
r, 
In most cases, the interatomic potential energy function has a limited range, so that interac-
tions beyond a short separation distance are not considered; the neighbour list methods de-
signed to exploit this feature are discussed later in the chapter. For the majority of interatomic 
potentials - and in fact all the potentials considered in this thesis - the force calculations can 
be determined analytically. The differentiability of the interatomic potential is an important 
consideration when choosing a potential for use in a molecular dynamic simulation. For the 
case of analytically differentiable functions, approximately nine tenths of the cpu time is 
usually devoted to the calculation of forces [Bea95]. Clearly, numerical differentiation with 
a finite difference scheme will add to this burden quite considerably, particularly for the case 
of many-body interactions. 
So we have seen how the forces acting on an individual particle in the simulation are 
calculated from the potential energy function. From the set of forces and an initial state for 
the system, so, the future behaviour of the system can be computed, according to Newton's 
Laws of Motion. For a system of N particles, these laws equate simply to the requirements 
that 
,; =t,=v, 
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and that 
/ 
dv, 
F, m, = Tt =ai 
for i = 1, ... ,N, where v, and a, are alternative expressions for the velocity and acceleration 
vectors for atom i. Thus following the calculation of forces, the velocities and accelera-
tions are used to update the current position and velocity vectors with a suitable numerical 
integration scheme. 
The above brief description provides the basic elements necessary for solving an N-body 
problem of classical mechanics numerically, starting with the evaluation of the potential en-
ergy scalar, the calculation of the force vectors and the numerical integration for updating 
the position and velocity vectors of the N particles. However, Molecular Dynamics is about 
a practical computational implementation for simulating the movement of a large number of 
particles, plus the analysis of the complete simulation for suspected phenomena - whether 
for the collective system or individual particles. The remainder of this chapter therefore dis-
cusses the features that are fundamental to an efficient and accurate Molecular Dynamics 
implementation, including the implementation of boundary conditions, the efficient evalua-
tion of the force vectors, the numerical techniques available for integration and the analysis 
and visualisation of the simulation. 
2.3 Initial State Generation 
Perhaps the first consideration with any molecular dynamics implementation is the genera-
tion of the initial system state, in particular determining the size of the simulation and the 
number of atoms N that are to be present. The initial system state is assembled within a three 
dimensional space which we shall label/). Throughout, Cartesian coordinates are employed 
to specify all vector quantities and so it is most practical to consider a space with rectangu-
lar Cartesian boundaries. Mathematically /) E 1R3 restricts the initial position vector ri of an 
atom i = 1, ... ,N to lie within the set {r,ll: < r, < r}. 
Generation of the initial state also reqnires the specification of the position, velocity and 
acceleration vectors for every atom within /). For the case of a crystal lattice, the initial 
position vectors are most commonly generated by a library subroutine that constructs the 
structure to the specified dimensions and orientation, by periodically repeating the basic 
crystal shell as many times as appropriate. For example, routines currently exist to construct 
several variants of diamond and graphite lattices, with Miller indices for the surface plane 
set within a start-up data file. With the ionic bombardment of fullerite lattices, discussed 
in chapter 3, the C60 molecule is constructed by reading from a data file that contains the 
coordinates of the ground-state truncated icosahedron, optimised according to the potential 
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used in the simulation (the Brenner potential in this example). The fullerene molecule is then 
placed with randomised orientation with a close-packed stacking pattern. For the problem 
of locating the ground state structures of various different clusters, the starting position of 
every atom is chosen with a uniform pseudo random generator. 
Another aspect of the initial state generation, is the ability to start the simulation at a 
finite temperature rather than at absolute zero by adding energy to the system. If the initial 
temperature is set at To then the average kinetic energy apportioned as thermal motion is 
3kTo/2, where k is the Boltzmann constant. For a steady-state system, the kinetic energy in 
the form of atomic velocities and potential energy as a result of displacement from the equi-
lIbrium configuration are about equal m magnitude. This can be achieved by apportion1Og 
twice the kinetic energy, i.e. the total average kinetic and potential energies equivalent to a 
temperature To, to the atom velocities and allowing the system to equilIbrate. However, less 
equilibranon time may be required if we equipartition the energy as kinetic and potential 
energy from the outset [Bea95], but to achieve this, the average displacement from the equi-
librium state must be approxImated. This thesis uses a procedure developed by Beardmore 
(refer to his thesis, p41 [Bea95]) for this purpose, that assigns velocities and displacements 
accordmg to a Gaussian dIstribution. The mean displacement is approximated and rescaled 
as necessary to achieve the correct assignment of average potential energy and the system is 
then allowed to equilibrate for a short time, in the order of hundreds of femtoseconds. 
Representative Trajectories 
Often it is necessary to collate statistical data from the outcomes of many molecular dynam-
ics simulations, for comparison with the results of experimental studies, where the initial 
state of each simulation differs slightly and must be determined in advance. Such a scenario 
is exemplified by the study of ionic collision cascades over a crystalline lattice target, where 
statistics of interest could include the average sputtering yield per impact, for an ion with a 
specified initial energy. Under these circumstances, the outcome of the simulation is depen-
dent upon the underlying symmetry of the crystal and so it is necessary to conduct the ionic 
impacts over a representative area of the target. The so-called representative area is typically 
the minimum area space-filling polygon that can be repeated to exactly reproduce the com-
plete crystal surface and subsurface symmetries (on occasions it may be necessary to join 
several of the minimum area polygons and use this as the representative area - for example 
if the impacting ion is incident at an acute angle). For accurate statistical predictions, the 
initial states of the impact10g ions should be such that the target is impacted with a uniform 
distribution over the representative area. The generation of this uniform distribution should 
take into account the following factors: 
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• The surface points should be randomly positioned, to avoid any possible correlation 
between the distribution of sample points and the structure of the target crystal. 
• Uniform random probability generators produce a uniform sampling distribution in 
the limit as the size of the sample tends to infinity. For small sample sizes, a uniform 
random probability generator may produce unevenly spaced points that could lead to 
bias. 
• Ideally, it should be possible to generate additional trajectories at a later date, without 
biasing the overall sample distribution. 
In essence, the same set of requirements are encountered with Monte-Carlo numerical 
integration and so the idea of using quasi-random sequences, such as the Halton sequence 
[Hal60], originates from there. The Halton sequence can generate a quasi-random set of 
sample points of any size within a unit hypercube of arbitrary dimension. Here, we are 
only concerned with two-dimensions and so the Ilh coordinate generated from the Halton 
sequence is defined by, 
where PI and P2 are pairwise Co-prime. The Halton sequence possesses the desirable prop-
erty of a uniform liIDlting sequence, providing that the P J (j = 1,2) are mutually Co-prime. 
The function «pp(i) cannot easily be wntten mathematically but is described as 'the radical 
inverse function of i, obtained by writing i to the base P and reflecting about the 'decimal' 
point' [Ali94]. (For example, if P = 5 and i = 38 then 38 (base 10) = 123 (base 5). 123 
reflected about the 'decimal' equals 0.321 and «Ps(38) = 3(!) + 2(1) + 1( Ih) = -8-). 
2.4 Boundary Conditions 
As the time evolution of the simulation progresses from the initial state, the interaction of 
particles at the boundaries of /) would have an increasing effect on the results of the simula-
tion. This is especially true if /) encloses a relatively small volume, in which case boundary 
effects can dominate the outcome of the simulation. Thus, the choice of condition on the 
boundaries of /) and their distance from the interaction centre is critical; it is usual to have 
either free boundaries, periodic boundaries or some combination of the two. 
Free boundary conditions allow particles to move beyond the constraints of the initial 
domain /). For example, a free boundary on the side of /) that faces the surface of a 
crystal lattice allows sputtered atoms - and their energy - to escape future interactions 
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with the rest of the system. 
Periodic boundary conditions maintain the original limits of /) throughout the simulation. 
If a particle reaches a boundary of /), it re-enters at the adjacent boundary with its ve-
locity vector, and hence linear momentum, preserved but one'ts positional components 
shifted by the length of /). With periodic boundary conditions, if distance is measured 
as the shortest path between two points then an atom is always equidistant from the 
eight vertices of an /) E 1R3 with rectangular boundaries. Further, periodic boundary 
conditions preserve the continuity of displacement vectors between two atom centres 
and thus the angle subtended by an atom k with an atom paIr ij is invariant. 
This final point leads to the conclusion that the contribution to the total potential energy 
from any atom is invariant under the spatial translation of periodic boundary conditions as 
are the components of force it experiences. Since the velocity vectors are in no way affected 
by periodic boundary conditions, it follows that kinetic energy is invariant also. With the 
preservation of the kinetic and potential energy of any atom, comes the conclusion that for 
Hamiltonian systems the total energy of the system is invariant to periodic boundary condi-
tions. In fact, mass, linear momentum and total energy are all preserved - the only quantity 
not to be preserved IS the angular momentum of an atom (the cross product of its momen-
tum vector with its position vector) as it passes through a periodic boundary. This is usually 
of little practical concern when the majority of atoms in the simulation are bound within a 
crystal lattice. 
Periodic boundary conditions are employed when edge effects - such as surface recon-
structions - are likely to adversely affect the accuracy of the simulation results, as with the 
ionic bombardment of a fullerene lattice. Use of free boundaries with this simulation would 
lead to the disintegration of the lattice. The final point to note about pbc's is the restriction 
that they impose upon the size of the simulation, or more precisely, the dimensions of /). If 
the dimensions of /) are Ix x Iy x Iz and periodic boundary conditions are in effect normal to 
the x and z axes, then Ix/ dx E 1l+ 1= 0 and Id dz E lI+ 1= 0, where dx and dz are the lengths 
of the greatest symmetry periods in the x and z directions, respectively. For example, with a 
fullerite lattice, these distances correspond to the x and z components of the distance between 
fullerene centres. 
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2.5 Efficient Force Evaluation 
Of the three main steps involved in progressing the molecular dynamics simulation from the 
present state to the next, namely the evaluation of the total potential energy, the calculation of 
force components acting upon the atoms in the system and the numerical integration scheme, 
it is the evaluation of the forces that is the most computationally expensive. Many different 
schemes have been proposed to reduce the time taken to evaluate the set of force vectors 
at each state, most relying upon the principle that it is grossly inefficient to examine all 
atomic interactions when the potential employed is short-ranged. Such schemes generally 
seek to reduce the total number of force evaluations required through the use of neighbour 
lists that keep track of interacting atom pairs. Each atom has a list of neighbours that reside 
within a cut-off radius re. When potential and force calculations are carned out, the only 
interactIons that need to be considered for each atom are between the atom and those atoms 
in Its neighbours-list. 
The neighbour lists that are used throughout this thesis incorporate a further radius that 
is slightly larger than the first, r, > re. The neighbour list of an atom i includes all those 
other atoms that are within the shell of radius n but the atoms with which i interacts includes 
only the subset that are within the smaller radius re. Using this approach, the frequency with 
which the neighbour list is updated is reduced significantly. Instead of every time step, the 
list need only be updated when the cumulative distance travelled by two atoms since the 
last update exceeds the difference in shell radii, n - re. The level of reduction in update 
frequency clearly depends upon the average velocity of particles and the relative increase in 
radius from re to n. Simulations conducted by Beardmore using potential energy functions 
with a 2A cut off radius suggest that an outer shell radius that is approximately 37% greater is 
optimal. With this radius, the volume enclosed by r, is about double that of re and hence the 
neighbour-lists are about twice as long with this approach but the benefit is that list updating 
is only necessary approximately once every twenty time steps [Bea95]. 
The approach of using an additional shell radius r, thus proves to be greatly beneficial to 
the speed of the force calculations and hence the MD simulation as a whole. This is because 
updating neighbour-lists can be very time consuming. For each atom in the simulation of N 
atoms, every one of the remaining N - 1 atoms must be examined individually to see if it lies 
within the shell radius r/. Of course, the majority of atoms can be rejected just by examining 
if one of the three components of the distance vector is greater than r,. However, even with 
this short-cut, the creation of the updated neighbour-list is still an order N2 operation. This 
scheme, originally introduce by Verlet, will prove to be too computatIonally intensive for the 
size of modem MD simulations. 
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Figure 2.1: A two-dimensIOnal cross-section of the linked-list algorithm, where neighbours are 
hmited to atoms in adjacent cells (WIth cell boundaries represented by horizontal and vertical lines in _ 
thIS 2D schematic). Also depicted, is the potential cut-off sphere of radIUS re (inner circle) and the 
neighbour list sphere of radius TI ( outer circle). 
For systems of atoms beyond a certain size, N > No say, an updating scheme with lower 
order than that of the simple VerIet approach will prove more efficient. One such scheme is 
known as the method of lights algorithm. This approach uses a sort procedure to create three 
indexed lists of pointers to atoms with ascending x,y and z ordinates. The ordered list of 
x-ordinates is examined first (though the choice is arbitrary) and a neighbour-list is created 
for each atom in turn, starting with the atom with the smallest x-ordinate and progressing 
through the sorted index to the atom with the greatest x-ordinate. For each atom in the sorted 
x list, it is already known which atoms lie within a distance rl in the x-direction, but the 
remaining two out of the three dimensions must be checked for distance. Distance checking 
in the y and z directions can be performed efficiently due to the fact that the indexed atom 
lists also exist for these directions. Thus, given that a candidate neighbour j to atom i is 
within a distance T! in the x-direction, it is only necessary to check that j also lies within a 
distance T! in the y and z directions; the sorted y and z ordinates can be used to reject the 
majority of atoms without resorting to distance calculations. 
The cost of updating neighbour lists WIth this approach depends upon the time taken to 
check distances in two out of the three directions. If the number of atoms in the simulation 
is of order N, then the number of atoms in the y and z dJrections, given x, has order N2/ 3 
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per atom and hence the method of lights has order N5/ 3• Overhead items for the algorithm 
include the sort procedure which, if performed efficiently, will have an operational order of 
N. 
A further reduction in the computational order of updating neighbour lists can be ac-
complished if this, the final method considered, is employed. It is commonly known as the 
linked list method because of the efficient algorithm used to store neighbour information -
see figure 2.1. With the linked list method, the domain 3, with sides oflength Lx x Ly x Lz, is 
divided into a grid of Mx x My x Mz = Mxyz cells whose sides exceed 'I; it is optimal to have 
Mxyz as large as possible while still satisfying this last condition. A cell list is constructed 
by sorting the N atoms according to which one of the Mxyz cells they occupy. As with the 
method of lights, tlus sort procedure can be accomplished in order N operations. For each 
atom, possible neighbours only reside in its own cell or the 26 cells that surround it, although 
only half of these need to be considered at anyone time. With the list of neighbouring cells 
established, the algorithm next determines which of the atoms contained within the 14 cells 
are within the spherical outer radius r/. The operation of checking distances within these 
cells is order N due to the fact that the cell size and the number of surrounding cells are both 
independent of N. It then follows that the linked List method updates neighbour lists with 
order N operations. 
So, to summarise, the Verlet method first considered IS O(N2), the method of lights 
O(N5/3) and the linked list method O(N). Wlule is clear that the final method is most effi-
cient as N tends towards infinity, it has been shown empirically that the linked-list method is 
most efficient with the majority of practical MD slmulations. Recently, Beardmore [Bea95] 
conducted simulations of C60 incident on a diamond {Ill} surface for several values of N 
ranging from 103 to 105. The data points were fit to equations of the form eN"' where m is 
either 1, ~ or 2 depending upon the scheme and e is a fitting constant. The results indicate 
that the linked list method is the most efficient for N ~ 1100, and that the method of lights 
is the most efficient when 2 ~ N ~ 1100. These figures tend to suggest that the linked list 
method is the preferred choice for molecular dynamic simulations of this thesis. The only 
occasion when the method of lights is preferable is for the simulated annealing algorithm 
discussed in chapter 4. For the other global optimisation algorithms including the controlled 
random search and genetic algorithms, the choice of neighbour-list updatmg scheme is not 
material, since the neighbour list is only calculated once for each candidate molecule. The 
outer shell radius 'I is chosen sufficiently large so that any displacement brought about by a 
local optimisation search is less than the 'skin' thickness r/- re. 
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2.6 Numerical Calculation of Trajectories 
At the start of this chapter, we briefly dtscussed how the time evolution of states is prop-
agated forward with numerical integration. More precisely, future states are calculated by 
numerically solving the second-order initial value problem, 
. 1 dV(r) 
r=----
m dr 
subject to the initial values 
r(to) = ro v(to) (= r(to)) = Vo 
by marching forward the independent variables r and v( = r) from the initial values, or state, 
at time to. There is in existence, a diverse array of different numerical algorithms available 
for this task and determining which is most suited to molecular dynamics, subject to par-
ticular circumstances, is not entirely straightforward. The numerical solution, With fimte 
difference methods, solves the ordinary differential equations by transforming the calculus 
problem into an algebraic problem. This is achieved by discretising the continuous physical 
domain, i.e. by discretising time. The exact derivatives in the ODE are approximated by 
algebraic finite difference approximations and these are substituted into the ODE to obtain 
algebraic finite difference equations (FDE). Methods based upon these principles are classi-
fied according to whether they are explicit methods, such as the explicit Euler method which 
are in general straightforward to implement but condttionally stable; implicit methods which 
are unconditionaIIy stable but have nonIinear finite difference equations - examples include 
the implicit Euler method; single step or multi-step methods - multi step methods (for exam-
ple ,~e Runge-Kutta and predictor-corrector methods) apply more than one finite difference 
equation for each independent variable; single point or multi-point methods - in the context 
of the current molecular dynamics problem, multi-point methods use stored force (or more 
precisely, acceleration) values, and possibly their derivatives, in the evaluation of the next 
state. Multi-point methods can, in general, achieve higher orders without resulting to the 
calculation of higher derivatives. For more information on the variety of methods available 
for solving IVPs, see a text on numerical methods, such as Hoffman [Hof92]. 
Whatever numerical solution method is selected from this vast selection, it must, in some 
way, be optimal in terms of both speed and accuracy. (The requirements qf consistency and 
stability are necessary and sufficient conditions for convergence and therefore accuracy). 
If the required accuracy is held constant then it would appear reasonable to assume that 
speed can be optirnised with the use of high order numerical integration schemes that allow 
longer time steps to be used (and so fewer force calculations over the span of the simulation). 
However, in practise, this may not be the case: 
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• If one or more of the particles is subjected to a large force, and hence acceleration, any 
time during the simulation, then a relatively small time step will be required to ensure 
sufficient accuracy. 
• Recall that the neighbour-list updating scheme limits the maximum displacement to 
rl- rc. The advantages conferred by a higher order integration scheme may be largely 
negated by this feature. 
• Some simulations employ adaptive time steps that are designed to ensure that the max-
imum distance moved by any atom is below a preset upper bound. 
• Many potential energy functions, such as the Brenner potential, are only continuous 
upto the first derivative. Discontinuities frequently arise through the use of cut-off 
functions and spline functions that interpolate where the functional form is not other-
wise known. Use of high order derivatives in an integration scheme, where the poten-
tial energy functlOn does not possess continuous second and higher order derivatives, 
may be seriously detrimental to accuracy. 
In light of these factors, the use of low order methods may in fact be preferable. The fi-
nite difference approximations to the exact derivatives in the ODE are obtained by a Taylor 
expansion of the independent variables about the current time, with derivatives substituted 
for approximations of various types (i.e. forward, central or backward) of various orders, as 
necessary. Truncating the Taylor expansion after the second order derivatives of position and 
velocity leads to the vector equations 
rn+l - rn+Vn&+an&2/2+0{&3) 
Vn+l - vn+an&+dn&2/2+0{&3) 
(2.2) 
(2.3) 
The first equation is second order. Substituting into the above the first order forward differ-
ence approximation for the derivative of acceleration, given by, 
yields the second order velocity equation 
(2.4) 
The combination of equations 2.2 and 2.4 is known as Verlet's method, a robust low-order 
algorithm that is frequently used with molecular dynamic simulations. Higher order methods 
can be derived by taking the initial Taylor expansion to greater powers of &. Calculations 
in the thesis use either the Verlet method or the third-order, two-step method of Smith & 
2.7 Temperature Control 23 
Hanison [SH89]. It is derived by first extending the Taylor series expansion for 'nH upto the 
first derivative of acceleration, dn and replacing dn with the first order backward difference 
approximation. The Taylor expansion for the velocity is extended to the second derivative of 
acceleration; now an and a~ are replaced by the first order finite difference approximations. 
This leads to the finite difference equations for fixed time steps: 
'nH - 'n+vnM+[4an-an_I]M2/6+0(M4) 
Vn+1 - vn+[5anH +8an-an_I]M/12+0(M4) 
(2.5) 
(2.6) 
The algorithm given by equations 2.5 and 2.6 is equivalent to an Adams-Bashforth method 
for 'n+1 and an Adams-Moulton method for Vn+1 [Snu97]. As with the Verlet method, the 
new position vectors are calculated first and these are used to calculate the forces at the new 
time step, n + 1. Fmally, the velOCIties at the new time step are calculating using accelerations 
stored from the previous time step (an- 1), the current accelerations (an) and the accelerations 
at the new time step (anH), obtained form the new force calculations. Note that the method 
as it stands is not self starting, since a-I is not defined. To get round this problem, the 
Verlet method is used in the first time-step. The higher-order error term associated with 
the method of Smith and Hanison is especially useful in high energy simulations, such as 
with the ionic bombardment of fullerite lattices [HSGR96, SHW97], where atom separation 
dIstances become sufficiently small for the repulsive part of the potential to generate large 
forces. Under these circumstances, velocity vectors can change very rapidly and so a higher 
order method provides superior accuracy over the standard Verlet implementation. Also, this 
multi-step method is superior in terms of computational speed (for the majority of potential 
functions) when compared to multi-point methods such as Runge-Kutta. The equivalent 
Runge-Kutta method, with third-order accuracy, requires three force evaluations per time-
step. The finite difference equations described above is in fact a particular case of the Smith 
and Hanison method which, in its more general guise, allows for variable time steps to be 
incorporated into the integration. For more details, see for the thesis of Beardmore [Bea95]. 
2.7 Temperature Control 
To simulate the weak: energy coupling of atoms to an external heat bath, the temperature 
control method of Berendsen et a1 [BPVO+84] is usually employed. The coupled atoms and 
the heat bath exchange energy, eventually reaching an equilibrium state whereby both have 
an equal temperature To. This is achieved by scaling the velocities at each time step by the 
parameter A, where 
M T 1/2 1.=[1+-(--1)] 
't To 
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and T is the present temperature. The strength of the coupling between the atoms and the bath 
is determined with the time dependent parameter 't; the rate of energy transfer is inversely 
proportional to 'to Berendsen recommends values for 't greater than 0.1 ps for most MD 
simulauons. Other methods are available for temperature (and pressure) control; consult 
AlIen and Tildersley [AT87] for a review of this subject. 
2.8 Simulation Analysis 
Current serial workstations can support MD simulations that run for several million inte-
gration time steps - as is the case with the annealing of carbon clusters in section 4.4 , or 
alternatively may contain in excess of 105 atoms. Massive amounts of data can be generated 
that needs to be analysed; two methods are readIly at our disposal. Data can be analysed with 
special routines designed to sift through great quantities of unprocessed data, searching for 
the existence of possible characteristics or simply collating specified statistical properties. 
Alternatively, the raw data can be analysed visually with picture formatted files outputted 
at discrete time intervals or a combination of the analysis routine and visualisation software 
can be employed. 
Analysis Routines 
Here, we are concerned with how the molecular dynarrucs program can automate the expert 
analysis process as much as possible. Embedded within a data analysis routine is a recur-
sive algorithm originally developed by Beardmore [Bea95] that analyses the distribution of 
bonded atoms within the simulation, interpreting special features and recognising individual 
molecules. Molecule recognition proceeds with the algorithm exarruning each atom in turn; 
if the present atom has not been encountered within an existing molecule, a new molecule 
neighbour list is initiated and the recursive molecule bnild-up algorithm is called. This algo-
rithm adds all bonded neighbours of the atom to the list, then calls itself recursively for all the 
neighbouring atoms and so on, until finally returning with the completed neighbour list for 
the molecule. Other features examined by the analysis routine include the mass distribution 
of surface ejected molecules and general temporal changes in molecule or crystal structures. 
Figure 2.2 gives an outline of the program structure for this calculation. 
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PseudoCode Recursive Molecule Build Routine 
loop atom 
if{ not found(atom) } 
//Loop through all atoms In 
/I,n the simulation. 
/IIf atom not already in molecule 
//(found lS initlally false). 
nelghb_llst = 1 //then add flrst atom in molecule list 
bond_llst(neighb_llst) a atom //and add to bond list. 
found(atom) = true 
bonded(bond_llst,nelghb_llst) //BUlld the molecule contalnlng 
IIthls atom. 
endlf 
endloop 
atom = bond_llst(nelghb_llst) 
nelghbours(atom) 
loop nelghb_atom 
//Molecule bUlld routine 
lIRe cover atom number. 
//Neighbours routlne locates 
//all nelghbour atoms. 
If{ not found(nelghb_atom) } 
neighbour_llst ++ //Increment number of atoms 
bond_list(neighb_llst) a atom //wlthln molecule and add to 
= true / /bond list. Found lS true. 
bonded(bond_llst,nelghb_list) //Recusively add neighbours. 
endif 
endloop 
return 
//Return to body of analYS1S 
//routine with completed 
//molecule neighbour list. 
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Figure 2.2: Simplified pseudo code for the recursive molecule build routine of Beardmore [Bea95] 
that is essential to the analysis of MD simulations (chapter 3) and the global optimisation of hydrocar-
bon systems (6) where the analysis routine identifies geometric candidates that comprise more than 
one molecule. 
Simulation Visualisation and Animation 
Visualisation software is an essential tool for gaining understanding and insight into the vast 
quantities of raw data and information generated by [molecUlar dynamics code, revealing } 
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features that may not be readily apparent otherwise. In this thesis, two data visualisation 
packages have been employed, the first of which is a public-domain ray-tracing program for 
scene rendering, called rayshade. Rayshade [Kol] takes an ASCn data file generated during 
the simulatIon by the MD code and renders it, generating a Utah Raster RLE format file of 
the ray traced image. With MO simulations, the rendered image represents atoms as a space 
filled sphere with centre of mass located at the atomic coordinates of the nucleus. The radius 
and colour of the sphere are specified by the element type and potential or total energy 
respectively. The bonds between atoms may also be represented in the rendered image as 
cyan coloured cylinders connecting atom centres, with a radius that is proportional to the cut-
off distance used in the potential calculations, to ensure image continuity as bonds break and 
form. Image properties are specified III the ASCn data file using keywords that determine 
the lighting (with point, directional and/or ambient light sources), frame orientation (with 
look-position and eye-position Cartesian coordinates) and spatial objects with primitives that 
include cylinders and spheres. 
RasMol [Say] is the second data-visualisation package, that is also public-domain and 
designed specifically for molecular modelling. Unlike the ray-tracing software such as 
rayshade, the image is not rendered but is viewed directly from an X-windows display. The 
image can be rotated, translated and enlarged from any position in real time and image prop-
erties can be manipulated either from a command-line window or from the X-windows title 
bar directly. RasMol is able to read a variety of coordinate file formats, including the POB 
(Brookhaven Protein Oatabank) [Ber77] format that is output by the molecular dynamics 
code (in addition to, or instead of, the rayshade format). If connectivity information is not 
included in the POB file, then this is calculated automatically. The program has the facility 
for displaying the loaded datafile in one of several representations that include wireframe, 
cylindrical bond, ball and stick or spacefilled sphere formats. Finally, RasMol can output 
images in a number of graphics formats including Postscript and GIP. 
Animation is an important element of data visualisation; it can reveal dynamical proper-
ties of the simulation (such as the cascade evolution of an ion impacting a crystal or the ejec-
tion of fullerenes following ionic bombardment of a fullerite lattice [HSGR96, SHW97]) and 
is particularly good at communicating simulation results to others. A number of animations 
have been recorded on video tape and replayed during presentations, including COSIRES 
96 [HSGR96]. For the visualisation of dynamical processes, animation of the simulation is 
produced by rendering a large number of ASCn data files and displaying them sequentially, 
in the order that they were generated, to give the impression of a moving image. Small, 
on screen, animations (of typically no more than one hundred frames) can be viewed with 
the X-windows animation tool xanJ.m [pod]. For larger animations, where recording onto 
video tape is desired, the commercial Parallax Video Software and Hardware System is used 
2.8 Simulation Analysis 
PseudoCode Molecular Dynamics 
input_parameters() 
set_up_system 0 
neighbour_listO 
if{ heater} add_heat() 
time = 0 
\\Read simulation data f11e. 
\\Set up atomic coordinates and 
\\veloc1ties of projectile and target. 
\\Calculate neighbour lists. 
\\If system is coupled to heater 
\\(heater is true) then add heat. 
\\Calculate the potential energy 
\\and interatomic forces. 
while{ t1me <= s1mulation_t1me } do 
time ++ 
increment_positions() 
neighbour_list() 
increment_velocit1es() 
if{ coupled} heatbathO 
data_analysis 
endwhile 
\\Increment t1me. 
\\Integrate to find new pos1t1ons 
\\If necessary, update neighbour list. 
\\Calculate the potential energy 
\\and forces. 
\\Integrate to find new velocities. 
\\Scale velocities if system is coupled. 
\\Output analysis data and image files. 
Figure 2.3: Simplified pseudo code depicts components of the molecular dynamics program 
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[pG!, MPE]. It generates a single temporally compressed J peg movie file from a sequence of 
individual jfif image files that can be decompressed and viewed by the Parallax software. 
Psuedo-code for a typical molecular dynamics implementation - including system set-up, 
potential and force evaluation, temperature control and simulation analysis - is provided by 
figure 2.3. 
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2.9 Interatomic Potentials 
The interatomic potential energy function is responsible for providing the physical descrip-
tion of the Newtonian dynamics at the atomic scale, or more simply the 'chemistry' that 
occurs within a material. The potential function provides this description by mapping the set 
of atomic nuclei coordinates onto a scalar value for the total potential energy of the system. 
This, in turn, is integrated with respect to the set of bond lengths in order to come by the set 
of forces experienced by each atom. 
An in-depth examination of the theoretical basis for using simplified energy functionals 
to approximate Schr6dinger's equation is beyond the scope of this thesis. Suffice itto say that 
the ability of the function to provide an accurate mapping between the set of atomic nuclei 
coordmates and the total potential energy, is determined pnnclpally by the extent to which 
local neighbour information is incorporated into the functional form (often alternatively de-
scribed in the literature as the degree of 'expansion' ofthe potential function). Instead, this 
section will discuss the type and order of potential energy functionals that are available, for 
use in molecular dynamic simulations, and the circumstances under which their use produces 
accurate representations of observed phenomena (such as crystal structure energy difference, 
optimised cluster geometries etc). 
The SImplest interatomic potential form is that of the Pair potential. When the potential 
is only a function of the bond between atoms with positions ri and r, (or more precisely, a 
function of the pair separation distance between the two atoms r" = IIr, - r, ID, so that 
I 
_____ V=~Lv,Ari,r,), 
~ 
clusters attempt to achieve the maximum possible degree of coordmation and form close 
packed materials. These are the so-called Pair-Potentials, examples of which are the Lennard-
Jones 6-12 [LJ24] and Morse potentials [GW59], and they can only be applied reliably to 
noble gases and the bulk properties of fcc metals. 
With the embedded atom method (EAM), the energy of each atom in a metal is com-
puted from the energy required to embed the atom in the local electron density environment, 
provided by the other atoms [Smi97]. The Finnis-Sinclair EAM potential [FS84], described 
below, uses a so-called tight-binding form for the embedding function; as with the previously 
described pair-potentials, the Finnis-Sinclair potential is a function solely of the atomic pair 
separation distance r". Carlsson [Car90] categorises potentials with this form as belonging 
to the broader class of Pair functionals, where the energy can be written mathematically as, 
1 
V = 2' I, vik"r,) + I,U(I,g2(r"r,)) 
. 'll 'J 
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where g2 is the pair function describing the local environment of atom i and U detennines 
the contribution from atom i to V provided by this term (an EAM potential is used with the 
optunisation of silver clusters in chapter 5). 
Modelling covalently bonded materials requires more information on the nature of the 
local bonding environment than can be provided by the pair separation distance, alone. The 
ability to differentiate between, and accurately describe, the many different stable allotropes 
or isomers of covalently bonded elements using a single functional form necessitates a more 
advanced potential representation, one that at the very least accounts for bond angles. The 
inclusion of bond angles requires the potential to be a function of the first neighbour atom 
positions and this can be achieved simply by expanding the potential energy to mclude a 
three body term as a function of bond distances, 
This type of function is often descnbed as a Cluster Potential, examples of which include 
the Stillinger-Weber potentials [SW8S, SW89]. Note that in practise, the three-body term is 
a function of the three pair separation distances T'j, TJk and T,k; the potential is therefore a 
function of the bond-angle which has to be derived indirectly from these bond lengths. 
An alternative treatment for covalently bonded elements attempts to combine the at-
tributes of the cluster potentials and pair functionals into one functional form that is re-
ferred to by Carlsson as a Cluster Functional [Car90j. An example of the so-called cluster-
functional is the AbeII-Tersoff potential formalism that is used throughout tIus thesis. The 
'cluster' functional, a function of the local bonding environment (upto or beyond first neigh-
bour interactions), mUltiplies the repulsive part of a Morse-Iike pair potential. It has the 
general form: 
where v and u are pair terms and B is the many-body cluster functional - that can be given 
more explicitly as a function of two- or three- or more body terms. For the case of the 
Brenner potential, the many body term B includes additional quantitative information on the 
placement of the second neighbour atoms, in order to obtain an accurate potential description 
for carbon. 
We now describe the specific interatornic potential energy functions used in this thesis, 
including the Lennard-Jones and Morse pair potentials (pair Potentials); the Finnis Sinclair 
potential (EAM Pair Function); the StiIIinger Weber type potential of Eggen et al (Cluster 
Potential) and several variants of the AbeII-Tersoff potentials (Cluster Functionals). 
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2.10 Lennard-Jones Potential 
Lennard and Jones developed this attractive potential to model noble gases at low energies. 
It is used in the global optimisation section of this thesis to find the ground-state structures 
of close packed argon clusters. The Lennard-Jones potential, often referred to simply as U 
6-12 in recogrution of its functional form, is most often used in an optimisation context with 
reduced units so that 
() -12 2-6 V r,} = r,} - r
'j 
where the potential has a well depth of unity at r,} = 1. The attractive term arises from the 
approximation of a dIpole, with separation distance r, where the potential is proportional to 
r-6, while the r- 12 term provides repulsion for separation distances smaller than the equi-
librium configuratIOn. 
2.11 Morse Potential 
The second pair-potential to be used in conjuction with the global optimisation of close-
packed clusters is the Morse potential, which - like the Lennard-Jones 6-12 potential- has 
separate attractive and repulsive terms. 
The parameters De,r. and ~ are respectively the dimer energy, the equilibrium dimer dis-
placement and a slope or decay fitting parameter. 
2.12 Finnis-Sinclair Potential 
This embedded atom method potential provides an accurate description for fcc,bee and hcp 
metals, and is written as the sum of contributions from atoms i, 
1 
V = - L {!(PI)+2 Lv(r,j) } 
I } 
where! is the 'embedding function' and P, the electron density that is approximated by the 
superposition of atomic densities [Smi97j 
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Parameter Value Parameter Value 
aleV 20.368404 rl LU 1.2247449 
a2 eV -102.36075 1"2 LU 1.1547054 
a3 eV 94.31277 r3 LU 1.1180065 
a4 eV -6.220051 r4 LU 1.0000000 
as eV 31.08088 rs LU 0.8660254 
a6 eV 175.56047 r6 LU 0.7071068 
Al eV 1.458761 RILU 1.2247449 
A2 eV 42.946555 R2 LU 1.0000000 
Figure 2.4: The Ackland Ag parameterisation of the Finnis-Sinclair potential type that is used for 
cluster optimisation in chapter 6. Note that LU refers to lattice units and that the lattice unit cell size 
for Ag is 4.0862.A 
For metals fit to the bulk properties of the fcc and hcp phases, the functional forms of v(·), 
$(.) andf(·) are given by, 
6 
vCr) - L ak(rk -r)3H(rk- r) (2.7) 
k=1 
2 
$(r) - LAk(Rk - r)3 H(Rk - r) (2.8) 
k=1 
f(p) 
-
_pl/2 (2.9) 
where H(·) is the Heaviside function, Rk and rk are cut-off radii and ak.Ak and A are constants 
fit to bulk crystal properties [FS84]. In this thesis, we use the Ackland and Vitek [ATVF87] 
parameterisation for Ag of the Finnis-SincIair type potential, see table 2.4 for parameter 
values. 
2.13 The potential of Eggen et a1 
Here, a potential for carbon is detailed and will be known henceforth as the Eggen potential 
[EJLM92, EJM94]. It is used in chapter 4 to obtain small ground state clusters for carbon, 
for comparison with results produced with the Brenner potential. The Eggen potential is 
an empirical interatomic potential energy function comprising two- and three- body terms, 
WIth free parameters fit to properties of diamond and graphite. It can be classified as a 
variant of the so-called Murrell-Mottram model [MM90] that is similar to the more familiar 
Stillinger-Weber type, except that the three-body term is a more flexible function expressed 
in 'symmetry adapted coordinates' [EJLM92]. Both the two- and three- body terms feature 
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negative exponential decay functions of the normalised bond lengths Ph P2 and P3 (see 
below for definition), controlled with the parameters a2 and a3 respectively. The three body 
term contains fitting parameters Ci where j = 0, 1, ... ,10. The potential function is defined 
by the following expressions, 
The potential form given by Eggen [EJLM92] does not include cut-off functions for the two-
and three-body terms. The only information provided on this subject is the statement that 
the potential is a 'five shell carbon potential' which equates to a cut-off radius of 2.5 times 
the nearest neighbour distance for graphite. For function continuity, the pair term defined by 
Eggen has been multiplied by the pair cut off function !c(r,,) and the three-body term has 
been multiplied by the product !c(r,,)!cCr,k)!cCr,k) (where fcC') is defined later by 2.12) so 
that, 
where 
V2(r,,) - Dfc(r,,)(I+a2P)exp(-a2PJ), 
V3(r'j,r,k,r,k) - D!c(r,j)fc(r,k)!c(r,k)(co+C)exp( -a3Q\) 
C - (CO+C\QI +c2QI+C3(QhQ~)+C4Qhc5QI(QhQ~) 
+C6(Q~ - 3Q3Q~) +C7Qi +c8QI(Q~ + Q~) 
+C9CQ~ + Q~)2 +c\OQ\ (Q~ - 3Q3Q~)) 
and the normalised bond lengths are 
~-~ ~-~ ~-~ Pii = P,k = P ,k = 
~ ~ ~ 
The Q, terms, i = 1, ... , 10, are linearly independent combinations of the normalised bond 
lengths p", P,k and P ,k given by the matrix equation 
[~l = 
Parameter fitting for the potential of Eggen 
The parameterisation of the Eggen potential given by the above table 2.1 was obtained by 
fitting to the diamond and graphite lattices. Eggen made an estimates of 0.11 e V per atom 
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Parameter Value Parameter Value 
a2 8.2 C3 -69.806 
a3 8.2 C4 83.062 
D(eV) 7.954 Cs 155.927 
reCA) 1.468 C6 -38.352 
C7 -64.847 
CO 22.085 Cs -146.058 
CJ -65.608 C9 27.741 
C2 60.803 CJO 147.137 
Table 2.1: The parameters set for the potential of Eggen et a1 
for the interlayer interaction energy of graphite, which when combined with the heat of for-
matIOn value for graplute, makes the graphite structure slightly more stable than diamond. 
In addition, energies and nearest neighbour distances for se, Bee and Fee lattices were 
included in the fitting procedure. Of more interest to the molecule optimisatlOn problem is 
the ability of the potential to reproduce bond lengths and energies of fullerenes with rea-
sonable accuracy. Here, the potential predicts a binding energy of 7.25eV, compared to 
experimental values of approximately 7 .06eV. The C60 bond lengths are slightly overesti-
mated at 1.498A and 1.47sA respectively, compared to experimental values of approximately 
1.455A and 1.391A respectively. 
2.14 TersoffPotential 
The Tersoff potential formalism [Ter88c, Ter89] is motivated by theoretical results relating 
atomic coordination with bonding properties, explicitly modelling the inverse relationship 
that exists between the atomic coordination of an atom and the strength of each bond the atom 
forms. It incorporates information pertaining to the local bonding environment with a bond-
order functional that modifies the attractive term of a pair potential. The functional form of 
the Tersoff potential can be traced to work by Abell [Abe85] who analysed molecular and 
metallic binding using pseudo-potential theory to denve an expression for the binding energy 
that includes information on the bonding environment directly into a two-body interaction 
function. Abell's proposition was to base the potential functional on the sum of exponential 
pair interactions, modified by a function of the local bonding topology. The so-called Abell-
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Tersoff formalism creates a potential that is written as a sum over atomic sites with the form, 
where 
where V is the total potential energy of the system, the sUbscripts i and j refer to two dIstinct 
atoms, separated by a distance rij and the functions !R and lA respectively describe the 
repulsive and attractive contributions to the potential. They are negative exponential Morse 
type terms of the form, 
fR(r,,) - Aexp(-Alr,,) 
lA (r,,) - Bexp(-A2r,,) 
(2.10) 
(2.11) 
where A,B,Aland A2are constants. The function le is a cut-off that restricts the potential 
calculations to nearest neighbours only and ensures that atomic interactions decay smoothly 
to zero as the separation distance increases from RI to R2. It is given by, 
(2.12) 
The most difficult part of deriving a potential of this form involves finding an appropriate 
function for the bond-order term. Tersoff noted that the energy per bond decreases mono-
tonically as coordination increases from the dimer to graphite to diamond to simple cubic 
bonding and the form of the bond-order term, bij, reflects this observation. As described 
here, b'j is many-body, centred on one atom, so that in general bij =f b" and takes the form, 
where Yj describes the contribution of neighbours of i, and is given by 
Yj = L le(rlk)g(e"k)exp[~(rirr'kh 
/c¥'" 
Note that, ~i, increases as the number of k atoms increases but that bij decreases as Yj 
increases. The exponential term is designed to diminishes the contribution of bonds with 
length greater than r'b so that distant neighbours of i have a reduced contribution to the bond 
order term, while the angular term introduces strain due to suboptimal bond-angles and takes 
the form, 
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Parameter Ter2 Potential Ter3 Potential 
A (eV) 4.7oooxlif 1.8308 xl03 
B (eV) 9.5373 x 101 4.7118 x102 
AI (A.-I) 3.2394 2.4799 
1.2 (A.-I) 1.3258 1.7322 
a 3.3675 x 10-1 1.1000 X 10-6 
n 2.2956 xl01 7.8734 xl0-1 
c 4.8381 1.0039 xlOS 
d 2.0417 1.6218 xl01 
h 0.0000 -5.9825 x 10-1 
1.3 (A.-I) 1.3258 1.7322 
RI 2.8000 2.7000 
R2 3.2000 3.0000 
Table 2.2: Parameter sets for the two silicon potentia!s of Tersoff. 
where e is the angle formed between the bond of atoms i and j and the bond of atoms i and 
k. The parameter h is the cosine of the optimum bond angle and c and d control the influence 
of bond angles on the many-body term. 
The Tersoff formalism of a two-body functional, modified by a bond-order term, pro-
vides a flexible and reliable method of creating potentials for covalently bonded group IV 
elements. The original functional form was designed for a silicon parameterisation, but has 
been successfully extended to other elements including carbon with a simple refit of the pa-
rameter set. It is also reasonably straightforward to model multi-component systems with 
the Tersoff formalism; parameter sets for mixed bonds are created with a scheme that in-
terpolates between the properties of two or more elements. For example, parameter sets 
exist for modelling silicon-carbon and silicon-germanium systems. A similar approach has 
been adopted for developing potentials for group m-v alloys, including gallium-arsenic, 
aluminium-arsenic and boron-nitride. Furthermore, the standard Tersoff formalism has been 
modified by researchers such as Brenner, for modelling the bonding of hydrogen with group-
IV elements, see the next section below. 
2.14.1 Silicon Parameterisations 
Returning once more to the original motivation for the Abell-Tersoff formalism, that of cre-
ating a potential able to describe accurately the bulk and surface properties of silicon, it is in-
teresting to note that Tersoff has published three different parameterisations for this purpose 
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(see table 2.2 for the second and third parameterisations). They shall be labelled Terl,TerZ 
and Ter3 according to the order of their publication [Ter86, Ter88a, Ter88b 1. The first param-
eterisation, Terl, did not make the diamond lattice a more stable state than the close-packed 
lattice. The parameters of Tersoff's second attempt, with the Ter2 potential, were chosen to 
fit a database of experimentally obtained cohesive energy, lattice constant and bulk modulus 
for the diamond lattice, as well as theoretical cohesive energies for the graphitic and simple 
cubic phases. Tersoff stated that the search of the parameter set was limited and probably 
not optimal for silicon; however, TerZ provides an accurate representation of silicon bonding 
with the exception that the description of bond-bending forces is poor. Tersoff subsequently 
revised the parameters with his Ter3 potential, keeping the functional form, as well as the 
database used in Ter2, intact, this time constraining the elastic properties of silicon to lie 
within 20% of experimental values. This was achieved but at the expense of a reduction 
in the accuracy of surface property descriptions. Smce the Tersoff silicon potentials are to 
be used exclusively in the genetic algorithm global optimisation section of this thesis, it is 
important to have some understanding of the accuracy of the Ter2 and Ter3 potentials at 
descnbing small clusters. This topic is discussed in chapter 6. 
2.14.2 Carbon Parameterisation 
Tersoffhas used his potential formulation to create two parameterisations for carbon [Ter88c 1, 
the first of which was fit to data comprising cohesive energies for several carbon phases and 
the bulk modulus and lattice constant of diamond, subject to the constraint that the vacancy in 
diamond is required to have a formation energy of at least 4e V. With this fitting data, it is not 
surprising that the potential reproduces the cohesive energies of carbon phases, in particular 
diamond and graphite, with a good accuracy. The first parameterisation is less successful at 
describing the elastic constants of graphite. The second parameterisation fairs even worse in 
this respect, as a result of the tighter constraint on the vacancy formation energy in diamond 
being constrained now to 7 e V. However, both of Tersoff's carbon potentials have more fun-
damental failings that go beyond the selection of parameter sets and instead can be traced to 
the standard form of the Tersoff potential. A deficiency associated with the standard Tersoff 
formalism, occurs as a result of the way in which the local bonding topology only extends 
to first neighbour interactions, with the result that the bond-order term is unable to differen-
tiate between several different bonding scenarios. Beardmore gives the example of graphite, 
where all neighbours of a bond ij have a coordination of three and the bond is approximately 
one-third double bond and two-thirds single bond in character [Bea951; however, if all four 
neIghbours of bond ij were instead to have a coordination offour, then it would be expected 
that the bond lengths and energies would have different values to those of graphite, as a re-
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flection of the now double-bond character of ij. There is no way to allow for this with the 
standard Tersoff formalism, without including non-local (Le. second-neighbour) effects into 
the potential. It is because of the deficiencies with the standard Tersoff potential that this 
thesis instead uses the Brenner potential to describe hydrocarbon systems. 
2.15 Brenner Hydrogen Carbon Potential 
This potential was developed primarily for large scale simulations of the growth of diamond 
like films [Bre90, Bre92]. It also accurately describes the intramolecular chemical bonding 
that occurs in a variety of small hydrocarbons as well as graphite lattices. The potential 
is short ranged, analytically differentiable and quickly evaluated and is thus useful in large 
scale simulations. The potential is written as a sum over atomic sites in the Abell-Tersoff 
formalism, 
v = ~ L 2,fc(r'J) [JR(r'J) - b'jfA(r'J)) 
, J¥' 
The subscripts i and j in the above expression, refer to first neighbour atoms separated by the 
distance r'J. The functions !R and fA are pair-additive repUlsive and attractive Morse type 
interactions, taking the form given by, 
Here, D and Re are the dimer energy and dimer separation distance, respectively, while S and 
/3 are constants. When S is set to 2, the attractive and repulsive pair terms reduce to the usual 
Morse terms. The function le is the short-range cut-offfunction that restricts the potential to 
nearest neighbour interactions. 
The normalising bond order term hij takes into account the hypothesis of Abell that the bond 
order term is inversely proportional to some function of the local coordination, Z say, to 
the positive power /), Le. h'J 0: 1 /Zo. The constant /) depends upon the system; with this 
potential, /) takes a value according to whether i or j is an atom of carbon or hydrogen. 
The bond order term suggested by Abell is generally incorporated into potentials of the 
Tersoff type. When modelling carbon interactions, Brenner [Bre90, Bre92] claims that such 
a representation is unable to reproduce a number of important properties associated with 
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Figure 2.5: The energy of the central bond between atoms i and j is a function of the positions of 
i and j as well as their first neighbour atoms (the six dark spheres) and second neighbour atoms (the 
eighteen light spheres) 
carbon such as a proper description of radicals and conjugated verses non-conjugated double 
bonds - at least not without some modifications. The first alteration incorporated by Brenner 
is to take mto account non-local effects which means quantitative information on the second 
neighbours of both atoms i and j and this is used to account for conjugated verses non-
conjugated double bonds, see figure 2.5. In the expression below, the term Fcc is applied to 
carbon-carbon bonds only and uses the non-local effects (in the form of the WOIl) term) to 
model conjugation. It also facilitates a correct binding term for radicals. The repetition of 
the standard bond order term is a convenient way of insuring that all first bond neighbours 
are accounted for; b.) takes into account the first neighbours of j only while b)i accounts for 
first neighbours of i only. The bond order term is thus given by: 
h.) = [b,)+bjl+Fcc(N:,NJ,~;n))lI2 
where N: and NJ are functions of the total bonding connectivity of atoms j and j (see below). 
The contribution of i to the bond order term is given by 
bi) = [I + g.) + Ht(.)t(j)(N[i,Ni)}l1tli 
where Ht(i)t01 is a function that returns a value to account for the differences in bonding 
between carbon and hydrogen and is applied to all the carbon atoms. The expression t(·) is 
used to denote the type of atom and so the function Ht(.lt(}) = Hcc or HCH = HHC (HHH is 
identically zero). The functions Hcc and HCH are cubic polynomials that interpolate between 
coordination values obtained 'from the quantities N;t and Nj. 
The functions of the bonding connectivity, N;t and Nf are respectively, the number of 
hydrogen and carbon atoms bonded to atom i, not including atom j and are evaluated when-
ever t(i) = C. To ensure continuity of the potential energy surface as atoms move into or out 
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of first neighbourhood distance, the functions are defined in tenns of the continuous cut-off 
functions, 
N,H = L fc(r,)) Nf = L fc(r,)) 
j(t()}=hydrogen} )(t()}=carbon) 
The total bond connectivity, as used with the Fee function, is simply the sum of the above; 
Still to be defined is the tenn t;,ij and the function tt.;"). Dealing first with the conjugation 
correction tenn, a bond is defined as being part of a conjugated system if any neighbours of 
i and j have a coordination of less than four. This is modelled with the continuous function 
Ncon) given below 
tt.;nj = 1 + L fc(r'k)F(N~) + L !k)I)F(NJ;) 
carbon k(f,,)} carbon I(fi,) 
where 1 is a first neighbours of j not equal to i and functionF is a continuous cut-off function 
defined as 
{
I, NI<2 
F(NJ)= {1+cos(1t(NI -2))}/2, 2<NI <3 
0, NI>3 
If the conjugation tenn takes a value of two or more then the bond is part of a conjugated 
system; else it is not. The 1;;j tenn models the relative contributions to the ij bond provided 
by each of the first neighbours of i oF j. 
1;;j " L fc(rj))gt(,)(9,)k)exp(a.{(r,rRe) - (rlk- R.)}) 
ki'"j 
The function gt(,)(') operates on 9ijk, the angle between the bonds ij and ik, and when t(i) = 
C takes the usual Tersoff fonn of 
If there exists a hydrogen centre, so that t (i) = H, then the angle dependent tenn is set to a 
constant to model the fact that hydrogen is monovalent. Thus 
gH(9) =a 
where a,c,d and h are constants. The exponential tenn in t;,.) is applied only when both 
bonds, ij and Ik, contain hydrogen; R~j is the equilibrium bond length. 
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Parameter Carbon-Carbon Carbon-Hydrogen Hydrogen-Hydrogen 
Do(eV) 6.3250 3.6422 4.7509 
S 1.2900 1.7386 2.3432 
~(kI) 1.500 1.9583 1.9436 
Re (A) 1.3150 1.1199 0.7414 
RI (A) 1.7 1.3 1.1 
R2 (A) 2.0 1.8 1.7 
Table 2.3: Prorwise parameter values for the first parameterisations of the Brenner hydrocarbon 
potentIal. 
Parameter Fitting 
Brenner reports on two different parameterisations for this carbon-hydrogen potential as no 
single parameter set could be found that accurately reproduces all the properties of carbon 
bonds. The procedure adopted by Brenner for detenninmg the free parameters entailed first 
fitting the potential to systems of only carbon and only hydrogen. Parameters were then 
chosen for carbon-hydrogen part of the potential that fit bond energies for small hydrocarbon 
molecules. The carbon-hydrogen aspect of the potential is examined in more detail in the 
Neural Network potential energy surface work of chapter 7. Both parameterisations of the 
potential were fit to the binding energies and lattice constants of graphite, diamond, simple 
cubic and face-centred cubic structures. 
The first parameterisation, denoted Potential T, has good agreement with experimental 
data on single, double and triple carbon bonds, with a maximum difference of 0.02A (see 
tables 2.3 and 2.4). However, the potential T is less successful at reproducing stretching force 
constants; they differ from experimental results by as much as 60%. The second parame-
terisation, denoted potential n, reproduces these constants more accurately, to a maximum 
deviation of 26%, but at the expense of the accuracy of the double and triple bond lengths 
which are now larger than experimental values by 3.7% and 7.5%, respectively. Both poten-
tials accurately describe the characteristics of graphite and diamond. such as bond energies 
and surface reconstruction. Of more interest to the work of this thesis, is the ability of 
the potential to model accurately the bond lengths and energies of the fullerene molecule. 
The first parameterisation, potential T, exhibits extremely close agreement with experimental 
measurements, with the pentagon bond length at 1.419;\ (experiment. l.401A), the between 
pentagon bond length at 1.449;\ (1.45A) and the average potential energy per atom at 7.04 eV 
(6.99 e V). Also important from the point of view of the two-component global optimisation 
section of chapter 6, is the accuracy of the Brenner potential in reproducing the atomisa-
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Parameter Value Parameter Value 
/) 0.80469 c 19.0 
11 1.0 d 2.5 
a 0.011304 h -1.0 
et 3.0 
Table 2.4: Parameter values for the first parameterisation of the Brenner hydrocarbon potential. 
tion energies of small hydrocarbon molecules. From a test set of 46 alkane, alkyne, alkene, 
aromatic and radical molecules the first parameterisation predicts energies to within 1 % of 
experimental values for 38 of the molecules. Even for the case of radIcal molecules where 
the functional definition of conjugation breaks down [Bea95], the atomisation energy is still 
within acceptable percentage of experimental values. For more details, see chapter 7. 
2.16 Long-Range Potential Function 
The many-body interatomic potentials considered in the previous section all describe the 
short-range forces that occur between covalently bonded atoms and for the most part neglect 
the so-called non-bonding interactions that might arise within a crystal lattice or between 
molecules. The omission of these long-range forces from the simulation model for atomic 
collisions is generally not significant, since their influence is very much second-order to 
the effects of short-range covalent bonding, within the usuallinntations of simulation time. 
However, situations do arise where this is not the case, where it is necessary to introduce a 
long-range potential function to model, for example, the interlayer forces in graphite or the 
van-der Waals forces that describe interactions between fullerene molecules in the fu1lerite 
lattice. 
Most of the available methods for including long-range, non-bonded interaction into the 
MD simulation suffer limitations that make their practical implementation difficult. These 
methods specify before the start of the simulation which atoms are to have non-local bonding 
and this tends to preclude the possibility of reaction between molecules during the simula-
tion. The fact that most of the preexisting methods for modelling non-bonding interactions 
are unsuited to simulations where large disturbances might arise, led Beardmore and Smith 
to develop an extension to the method of adding pair potential tenns to model non-bonded 
interactions in fullerite films, the interlayer forces in graphite or the similar interactions in 
polyethylene crystals [SB96]. Their method does not suffer from the above limitations and is 
thus the chosen method in this thesis with the description of the fullerite lattice, see chapter 
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3. 
The long-range pair potential function acts to stabilise the structure of molecular solids, 
while at the same time allowing short-range interactIons to occur between molecules. It is 
achieved through the use of a pairwise additive potential that is described by the following 
function: 
v.~ = F.~lNV.~(r,N:;(r,)) 
The basic form of this function is set by the pair term V.~(r,)), that is either a Lennard-Jones 
or Buclo.ngham potential, depending upon the system being described. In this thesis, we are 
concerned only with the application of long-range forces with fullerite films; in this case the 
U 6-12 is used at large separation distances: 
The functional form is further complicated by the inclusion of a quadratic spline functIOn 
designed to limit the magnitude of the repulsive part of the potential. In particular, the spline 
function serves to ensure that atoms are not prevented from approaching one another and 
reacting through covalent bonds in the normal manner. This is achieved by selecting a spline 
that takes the gradient of the U potential at the finite separation distance with zero function 
value and constraining the spline gradient to be zero at a particle separation distance equal to 
the outer-most cut-off distance for the short-range potential (at about 2 Aparticle separation 
distance, depending upon the potential being used). 
The other two terms in the potential are both cut -off functions that determine which atoms 
within the simulation are to interact through the long-range potential. To exclude atomic 
interactions that are already described by the short-range interatomic potential, and to limit 
the computational overhead in general, the pairwise potential incorporates the continuous 
cut-off type function F,~lN. This makes use of the local cut-off functions to determine if 
atoms i and j can be connected by a minimum of three or fewer bonds. 
where 
{
I, 
F.~lN = {1 +cos(1tW;j)}/2, 
0, 
W'j=O 
O<w'j < 1 
W'j ;::: 1 
W') = fc(r;)) + L. fc(r,k)fc(rk)) + L. !c(ru,)fc(rk/)!klj) 
kt,,) kt.,) It.,J,k 
and !cO is the short-range cut-off function used in the short-range potential calculations. If 
i can be connected to j directly, or through a mutual neighbour k, or through mutual neigh-
bours k and I (that are bonded together themselves) then ij has no long-range interaction. 
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Potential 
c-c graplute 0.0037 3.85 5.0 5.5 
c-c fullerite 0.0029 3.89 10.5 11.0 
Figure 2.6: Parameters for the Lennard-Jones long range potential for fullerite films. Note that the 
bmding energy of the Coo molecules in the fullerite lattice is much less than the bmding energy of the 
individual C atoms with the fullerene itself (~ 7 e V) 
The remaining term smoothly liITIlts long-range interactions with the familiar Tersoff type 
cut-off function: 
The long-range pair terms are therefore inoperative if the atoms are connected by three or 
fewer bonds and the long-range interaction parameters are chosen so that the C60 molecules 
have the same binding energy in the fee structure as predicted by the Ginfalco potential 
i.e. ~ 2 e V. The pair part cuts off at 11 A; no other properties of the C60 molecule were 
used during the fitting process (the complete set of parameters for the fulIerite long-range 
potential can be found in table 2.6). 
The computational overhead associated with the inclusion of long-range interactions into 
a molecular dynamics simulation preclude their use in long run-time simulations but instead 
are used when their contribution to accuracy is significant. The extra time burden of cal-
culating long-distance forces principally stems from need to store and retrieve long-range 
neighbour information in a separate linked-list structure and also the processing necessary 
to check connectivity with function F,~ov. As previously mentioned, long-range force calcu-
lations are used with the simulations of the ionic bombardment of fullerite films to stabilise 
the lattice while allowing atoms within the fullerenes to react and cascade following impact. 
~~------------------------------------~ 
Ion bombardment of C60 
3.1 Introduction 
The electronic and structural properties of well ordered films of fullerenes is a subject of both 
scientific and potential technological importance. As a result there has recently been great 
mterest in the formation of monolayer and multilayer fullerene films on various substrates. -
Motivation for the simulation modelling of this chapter originated with a series of experi-
ments conducted by collaborators at Dartmouth College, USA and Berlin-Wildau, Germany, 
where C60 films were grown (at Berlin-Wildau and Dartmouth) and bombarded (Dartmouth) 
with low energy argon ions. In Berlin-Wildau the films were analysed in the atomic force 
microscope to assess the damage to the film. The intention was also to observe the effects 
of the bombardment to individual C60 molecules but this proved ultimately to be beyond 
the resolution of the instruments available. Thus the molecular dynamics simulation of the 
impact of argon ions with a fullerite lattice could help shed some light on the experimental 
results. In particular, it can help inform those carrying out the experiments the effect that 
varying the impact energy has upon lattice damage and elucidate the mechanisms of particle 
ejection. Later in the chapter we show some AFM pictures of the ion bombarded Coo film 
provided by these collaborators. 
Previous theoretical work at Loughborough by Smith and Beardmore Smi97, Bea95] has . 
already established a classical potential description which includ s the en~--
between the individual carbon atoms and also the longer ranged van der Waals forces that 
describe bonding in the fullerite lattice. This previous work concentrated on determining 
the properties of the grown films and investigating the growth processes of the films both 
experimentally and by means of computer simulation [BS95, BSR96]. These and other ex-
penments [HZZ+95] showed that good quality smooth crystalline films could be grown on 
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a number of different substrates, in partIcular mica and silIcon. 
The results of their work can be summarised as follows. For the initial stages of growth 
on silicon {100}(2 x I), the computer simulations [BS95] show that the C60 molecules re-
side in the trough separating the dimer rows. At room temperature the first layer of C60 
consists of both cubic 4x4 and hexagonal3x4 stacking. For the deposition of thick (> 70A) 
films at room temperature the C60 films are crystalline over a wide area showing rounded 
and gently sloping hillocks in the atomic force microscope (AFM). For deposition on mica 
initially island growth occurs but this becomes layer by layer growth after the mica becomes 
completely covered. After the deposition of about seven layers the films have a roughness 
of at most one or two layers. The largest grain size was achieved when depositing at 150°C. 
X-ray crystallography measurements also confirm the fcc crystalline nature of these films. 
Thus means have been established for the routine production of crystalline C60 films and 
the question then arises as to whether the properties of the films can be changed by ion bom-
bardment. For example, it might be pOSSible using ion-bombardment techniques to implant 
particles within the C60 cages in the top layers thereby totally changing the properties of the 
films. There is experimental evidence that it is possible to modify the films into a hard form 
of carbon by radiation induced damage [BGC+93, HG95, MT95]. Here we describe both 
new experiments concerning fullerite films depOSited on NaCI and subsequently modified by 
Iow dose inert gas Ar ion bombardment and also MD computer simulation results concerning 
the early stages of the modification of the crystalline C60 films by Ar ion bombardment at 
energies of between 300 and 1000 e V . 
3.2 Experimental Results 
Detailed investigations of as grown and ion bombarded C60 films on NaCI have been inves-
tigated in the atomic force microscope (AFM) by workers at the University of Applied Sci-
ences at Berlin - Wildau. The freshly cleaved NaCI crystal shows pits, terraces and hillocks. 
Figure 3.1 is an AFM micrograph of such a surface. The total roughness as measured in the 
AFM is a maximum of 40 nm. The terraces have a height of only a few atoms and these 
features appear because of heating the substrate and evaporation of atoms. 
Deposition of C60 molecules on the N aCI surface results in decoration of the terraces, 
as shown ID Figure 3.2a. It is clear that crystal nucleation starts at the edges of the terraces, 
where C60 crystals of small but different sizes grow. The maximum grain size is approxi-
mately 400 nm. The grain boundaries are well-defined (see figure 3.2c) and the maximum 
variatIOn in height for a 500 nm square area IS approximately 16 nm. Bombardment by 600 
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o 10.0 PM 
Figure 3.1: An AFM picture of a freshly cleaved NaCI surface showing spirals and terraces 
eV Ar+ ions to a dose of IOIlcm-2 results in a rougher surface (Figure 3.2b) where the 
terrace decorations have completely disappeared. The ion-bombarded C60 film is approxi-
mately 4 times rougher than the unbombarded surface and the grain boundaries are no longer 
well-defined (Figure 3.2d). 
3.3 Details of the Simulation 
In order to simulate the ejection of particles from the bombarded films and the resulting 
damage induced in the films by the collision cascade, a description of the interatomic and 
intramolecular forces is required. This is not entirely straightforward. The forces which 
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Figure 3.2: AFM pICtureS of the NaCl surface after the deposition of a thin C60 film (a) and (c) before 
ion bombardment (b) and (d) after bombardment with a 600 eV Ar+ ions to a dose of lOll ions cm-2• 
bind the individual carbon atoms together are covalent whereas the C60'S are held together in 
the lattice essentially by long-ranged Van der Waals-like forces. To model the short-ranged 
covalent forces, the Brenner potential [Bre90, Bre92] was used as described in chapter 2, 
with the repulsive two-body term splined to the ZBL screened Coulomb potential [ZBL85] A\ 
at close particle separation. The reason for this is that the Brenner potential is insufficiently tu 
repulsive at close particle separation and the ZBL potential has been shown to give a good 
representation of collisional interactions over a wide energy and elemental range. The form 
of the spline function and its parameters are given in Table 3.3. Although the Brenner po-
tential was originally fitted to graphite, diamond and small molecule and radical energetics 
and geometries, it has been shown to give a good representation of the energetics and bond 
lengths of atoms arranged in the C60 structure [BSR94]. A potential has also been developed 
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by Girifalco [G1I92] to model the long-ranged forces between the C60 molecules themselves. 
However this is not appropriate for use here because some of the C60'S are destroyed by 
the coIIisional process. Instead the long-range potential function, descnbed in the previous 
chapter, is employed; recall that the basis behind this long ranged potential is that an extra 
pair interaction tenn is included only for atoms which are three-fold co-ordinated. This is 
done in a smooth way so that the forces are continuous using the covalent neighbour lists. 
This pair tenn is inoperative unless there are three or more bonds between atoms and the 
long-range interaction parameters are chosen so that the C60 molecules have the same bind-
ing energy in the fcc structure as that predIcted by the Girifalco potential i.e. r:>l 2 e V. The 
pair part of the potential is long-ranged and cuts off at a distance of 11 A. No other prop-
erties of the bulk C60 structure were used in the fitting process. Thus the binding energy 
of the C60 molecules in the fuIIerite structure is much less than the binding energy of the 
individual C atoms within the C60 structure itself (r:>l 7 eV). The simulations are lengthy to 
conduct because of the long range nature of the pair potential and also because the method of 
implementation is such that the covalent Brenner potential and the long-range pair potential 
are calculated separately and consecutively using separate neighbour list structures. Because 
of the extensive computational time involved, only relatively few simulations, 50 for each 
impacting particle energy, were carried out. 
Most simulations were conducted on a target which consisted of 4800 atoms, 80 molecules 
arranged as 16 C60 molecules in five layers with the surface plane being the {Ill} orienta-
tion. Some simulations were also carried out on a larger lattice consisting of 36 molecules in 
five layers in order to compare the results with the size of the smaller lattice. There was some 
evidence that the smaller lattice overestimated slightly the amount of molecules ejected from 
the surface. The molecules were randomly oriented within the fuIlerite structure. Periodic 
boundary conditions were applied to the sides of the target. Atoms within 2A of the target 
base were held fixed, the other atoms in the target being free to move. These were given 
kinetic and potential energy at the start of the simulation equivalent to a temperature of 300 
K. EquilIbration for O.5ps was followed by the impact of the single incoming ion for a further 
5 ps. The direction of the argon ion was chosen to be nonnally incident to the C60 film. A 
fixed integration time step of 0.2 femto-seconds was used in all the calculations. The fifty 
c-c spline parameters 
SPLINE = exp(a+hr+cr2+d?), rl ::; r::; r2 
c-c 9.27008 -14.95134 13.93516 -1.85758 0.3 0.5 
Figure 3.3: Spline Parameters 
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Argon impact locations were contained within a minimal representative area of the Coo film 
and were calculated using a two-dimensional Halton distribution, a pseudo-random number 
generator [Hal60] which spaces the points over the area more uniformly than a totally ran-
dom choice of co-ordinates. A separate simulation for each impact location was conducted 
with the incident Argon at energies of 300eV, 600eVand 1 KeV. After each trajectory had 
run its course, a new fcc lattice was constructed with a different orientation of the fuIIerene 
molecules. No attempt was made to analyse the effect of damage bUIld-up by running a new 
trajectory on a damaged lattice. 
3.4 Results 
DESCRIPTION OF INDIVIDUAL TRAJECTORIES 
In this section we describe the results of the molecular dynamics simulations of the bom-
bardment of two typical trajectories of 1 Ke V Ar with the fcc fuIIerite lattice. In both cases 
the Ar atom passes into the one of the surface Coo cages. Figures 3.4,3.5 and 3.6 are a set 
of pIctures depicting the temporal progression of a 1 Ke V impacting Ar atom after the ini-
tial equilibration period. For the trajectory of figure 3.4, the Ar ion produces a sputtered 
recoil from the first collision undergone. The Ar passes through the surface molecule and 
deposits the rest of its energy deeper in the lattice. There is some energy imparted to the 
surface atoms but the surface molecules remain attached and no molecules are ejected. The 
cage of surface Coo molecule from which the atom was ejected reforms and the molecule 
remains bound in the lattice as a CS9. For the second trajectory, figure 3.5 no individual C 
atoms are sputtered. Instead the cage of the surface Coo molecule into which the Ar passes 
is peeled open and although it begins to reform as time elapses, sufficient momentum has 
been imparted to destroy the cage causing local amorphisation of the surface. In addition a 
single Coo molecule desorbs from the crystal. In figure 3.6, the impacting Ar atom deposits 
------its energy near the surface and diffuses out of the crystal. As it does so it causes a surface 
C60 molecule to desorb. Subsurface damage and molecular linking also takes place in all 
of the trajectories but this is difficult to see from the figures. These processes are described 
statistically across all trajectories below. 
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10 fs after impact 
200 fs after impact 
40 fs after impact 
-~ 
1 ps after impact 
50 
Figure 3.4: This cascade sequence shows a C atom ejected from a surface molecule which although 
containing a defect due to emitted C atom, refonns and surface remains intact. 
EMISSION OF PARTICLES FROM THE SURFACE AND SURFACE 
DAMAGE 
Particles can be emitted from the surface in two ways. First individual carbon atoms can be 
ejected usually as a direct result of a collision with the incoming argon ion or primary recoil. 
These usually appear within the first 0.5 ps foHowing impact. Secondly larger particles can 
be emitted from the surface. These are mainly C60 molecules which are desorbed as a result 
of energy being transferred to surface molecules from the ion. This phenomenon occurs 
over the period of about 5 ps. The main types of particle emitted in the simulation and their 
frequency of ejection are shown in Table 3.1. It can be seen from the table that the C atom 
3.4 Results 
10 fs after impact 
~i""""'!'l~_ 
200 fs after impact 
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25 fs after impact 
~~ 
5 ps after impact 
Figure 3.5: A surface molecule is peeled open by the impact, does not refonn and imparts enough 
energy to desorb the nearby surface molecules. 
yield increases with increasing ion energy over the range studied whereas the yield of C60'S 
decreases. At 1 Ke V, an average of 0.36 individual (i.e. not part of a cluster) C atoms are 
ejected per impact. Calculations for graphite [SW91] show that this yield would be obtained 
from a graphite surface at an incidence angle of about 35°. 
The surface C60'S are weakly bound to the lattice and are easily desorbed by the addition 
of energy to the crystal. The calculations show that up to 5 C60'S could be emitted as a result 
of impact at 1 Ke V. This may be an over-estimate for the smaller size of crystal chosen to 
carry out the simulation. Molecules ejected from near the edges of the surface could be 
overestimated. Nevertheless the results show an interesting trend. At the lower ion energy 
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15 fs after impact 125 fs after impact 
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1650 fs after impact 5 ps after impact 
Figure 3.6: The Ar atom diffuses out of the lattice. 
of 300 e V where the energy is deposited closer to the surface, more emission of C60 's occurs 
than at the higher energy of I Ke V where the ion has more chance to travel further and 
deposit its energy deeper. The desorbed C6Q'S also do not appear to have any directional 
dependence as can be seen in Figure 3.8 which is a polar plot of the azimuthal and polar 
angle of ejection. This is in contrast to sputtering of atoms from an fcc lattice which show a 
distinct correlation due to channelling and blocking by surface atoms [SB94j. 
Table 3.2 indicates that the kinetic energy of the centre of mass of the emitted C60'S have 
an average of about 2 e V, the same as the binding energy of the molecules in the fcc lattice 
and somewhat less than the energy of the few C61 's, the only other molecules found to be 
emitted from the surface in the simulations. The lanetic energy of the ejected individual C 
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atoms can be seen to increase with increasing bombardment energy. This is in contrast to 
Boltzmann statistics which predicts that sputtered particles In a random solid would have an 
average energy of half the binding energy [Sig69]. in tlus case 3.5 eY. It is therefore clear 
that molecular solids such as fullerite behave in a completely different way from random 
amorphous materials in so far as sputtering and surface damage is concerned. 
It is known that low-dose particle impacts on crystal surfaces can cause damage either 
in the form of craters [WZKT88] or on graphite bumps [LKM+94]. Such damage has been 
observed in scanning tunnelling microscope and the atomic force microscope. This damage 
has also been predicted by computer sImulation [GMSB+95]. In the case of bombardment 
of fullerite, the prediction of a yield of up to five individual C60'S from the surface means 
that pits an order of magnitude larger than those caused by impact on a single crystal should 
be observed. So far however the resolution of our AFM measurements has been insufficient 
to observe this prediction. 
DAMAGE TO THE LATTICE 
One of the main purposes for studying the modification of fuIlerite films is the possibility 
that together with ion beam modification, it could lead to another route for the production of 
hard carbon coatings. We therefore examine here the effects of the irradiation on the lattice. 
We concentrate especially on obtaining a value for the number of atoms which are not 3 fold 
co-ordinated and on examining the degree of linking between the molecules in the lattice 
via covalent bonds. The co-ordination of the atoms remaining in the lattice after the end of 
the simulation is shown in Table 3.3. As expected there is an increase in the number of 2 
and 4 fold co-ordinated atoms with increasing energy reflecting the increased damage to the 
lattice as a result of the extra energy imparted to the crystal. The 4 fold co-ordinated atoms 
can occur as a result of linkages between adjacent fullerene molecules within the lattice. If 
such molecules are joined together with an intermediate carbon atom then that atom is 2-
fold co-ordinated. Different examples of both 2- and 4- fold co-ordination induced by the 
radiation damage are shown in Figure 3.7. In order to analyse the degree of polymerisation 
in the target, an analysis routine was written to search recursively through the neighbour lists 
of the covalent part of the potential to determine how many particles are joined together by 
covalent bonds. Figure 3.9 shows the number of these Cn clusters in the lattice for n > 60. It 
can be clearly seen that C121 is a common occurrence. This occurs as described above where 
a displaced C atom links two adjacent C6Q'S However longer chains containing up to 12 C6Q'S 
with no 'interstitial' linking C atom were observed at 600 e Y. These chains of C6Q molecules 
seem stable within the target and do not appear to dissociate after the energy of the incoming 
particle has dissipated itself throughout the target. 
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Energy Percentage of Simulations with N or more Average 
Desorbed Fullerenes 
N=I N=2 N=3 N=4 N=5 
300eV 84 52 36 12 4 1.9 
600eV 74 52 30 10 4 1.7 
lOOOeV 72 42 22 12 0 1.5 
Table 3.1: C60 Desorbtion StatIstics 
Energy Total Sputtering/Desorbtion Yield for Fifty Simulations 
Cl C60 C61 
Yield KE Yield KE Yield KE 
300 4 2.5 94 2.7 I 8.2 
600 15 4.4 85 1.9 2 4.8 
1000 18 7.0 74 2.0 2 7.0 
Table 3.2: Average Kinetic Energy of DesorbedlSputiered Molecules 
Energy Co-ordination of lattice atoms 
Average number (percentage) of atoms bonded to 
2 atoms 3 atoms 4 atoms 
300eV 7 (0.1%) 4670(99.7 %) 10(0.2%) 
600eV 13 (0.3%) 4666 (99.4%) 17 (0.4%) 
lOOOeV 17 (0.4%) 4662(99.1%) 27 (0.6%) 
Table 3.3: Coordination Statistics 
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Picture (a) 
Picture (c) Picture (d) 
Figure 3.7: Some examples of defect structures left in the target after irradultlon. SurroundIng 
atoms are removed from this picture for clarity: (a)C60s linked in a complex cage structure which 
is semi amorphous near the point of linking; (b) an example of 4-2·24 fold co-ordination in the 
linking; (c)two C60 molecules linked directly by a covalent bond; (d) chain-like linkage between 
three fullerenes. 
3.5 Discussion and Conclusion 
The simulations have demonstrated the susceptibility of the C60 fullerite structure to radiation 
damage. Large amounts of material can be ejected from the surface and radiatIOn damage is 
induced into the material which begins to change its structure. There is no strong evidence 
from the simulations of a transition to diamond-like carbon and although some 4-fold co-
ordinated bonds do form, the evidence is that radiation induces covalent bonds linking C60 's 
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Figure 3.8: Desorbtion Trajecties; with Six Fold RotatIonal Symmetry 
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within the lattice as a stage towards amorphisation rather than a crystalline hard structure. 
Ideally further simulation runs, for a longer period of simulated time, need to be per-
formed in order to obtain better statistics about the sputtering mechanisms and yields. The 
reason that this aspect of the work was not developed further is that the long-range nature of 
the potential and force calculations make the simulations extremely expensive on computa-
tional time. The chosen lattice size is probably the nunimum permissable for compatability 
with both the need to contain the collision cascade and the desire for at least a few tens of 
different Impact sites at the three chosen energy levels. Among the points that would need 
to be addressed if the simulations were to be run for a greater time period is the question of 
the long-term stability of the lattice and the possIbility that the energetic Coo's might desorb 
from the surface over a longer time period than the 5 ps for whIch the simulations were run. 
Another issue that has arisen since this simulation work is that some experimental results 
of sputtering from Coo lattices by Schiogl [Sch98] have been reported. In these experiments, 
C atoms are sputtered in pairs and only fullerenes WIth even-numbered nuclearities were 
found in the mass spectrum of ejected particles. These experiments were carried at much 
hIgher bombardment energies than the MD simulations of this chapter, where electronic 
processes are more important for sputtenng than the nuclear collision processes described 
by our model. In our simulations, the 1 Ke V AI ions appear to transfer enough collision 
energy to the lattice to displace single C atoms from the fullerene cages but table 3.3 shows 
that this is a much less common event than the ejection of full C60 molecules. The only 
other large molecules to be ejected were C61 's and these comprise a fullerene molecule with 
a single C atom held weakly on the cage exterior; the longer term stability of such molecules 
must be questionable. Presently, there is no experimental evidence that such odd numbered 
fullerene-like cages are ejected from the lattice. 
Similarly, with the simulations considered in figure 3.4, a C59 reforms in the surface fol-
lowing the impact and is not ejected and again the longer-term stability of such molecules 
have not been investigated. Although the Brenner potential does predict that such odd-
numbered fullerene-like cages are theoretically possible, they are less stable (on an average 
energy per bond basis) than the smaller even-numbered fullerene and so it is possible that 
these cages might in actuality link to other molecules in the fullerite lattice (as shown for 
some cases in figure 3.7). 
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Carbon Cluster Conformation 
The rapid growth of interest in carbon clusters in recent years coincides with the first exper-
imental appearance of abundant C60 clusters, with the graphite laser vapourisation experi-
ments of Kroto et al in 1985 [KHO+85j. To explain the surprising peak at this nuclearity, the 
authors conjectured that the ground-state geometry of the C60 cluster is a truncated icosahe-
dron. This conclusion appeared reasonable; a trivalent cage is more likely to satisfy the va-
lence requirements of carbon at this nuclearity than would a linear chain or monocyclic ring. 
Furthermore, the truncated icosahedron 'soccer ball' has no dangling bonds to destabilise 
the cluster and exhibits a very high degree of symmetry - another important requirement for 
exceptional stability. The proposition was finally confirmed in 1990 with the publication 
of IR spectrum absorptional analysIs by Kratschmer et al [KLFH90j and shortly thereafter 
with the C nuclear magnetic resonance (C NMR) analysis by Taylor et a1 [THASK.90j. An-
other important example of the early experimental work on the analysis of carbon clusters, 
includes the graphite laser vapourisation research of Rohlfing et al [RCK84j. Laser vapouri-
sation experiments entail vapourising graphite with a high powered laser, so as to produce 
a highly excited carbon cloud which is subsequently cooled in a helium beam, followed 
by ionisation of the annealed clusters so that their mass distribution can be analysed with 
time-of-flight mass spectrometry. The resulting spectrum was found to have distinct peaks 
at even nuclearities from about 40 onwards (the exact location of the first peak varies with 
experimental conditions). Experimental discoveries such as these have lead to the 'fullerene 
hypothesis'. This conjectures that a third allotrope of carbon exists and it has the geometry of 
a closed trivalent fullerene cluster that contains exactly twelve pentagonal rings and zero or 
two or more hexagonal rings. Circumstantial evidence in favour of the fullerene hypothesis 
abounds. The fact that the time-of-flight mass spectrum peaks at even nuclearities certainly 
rules out a lot of alternative explanations, such as fragments of diamond or graphite or cyclic 
rings which would be expected to show no even-nuclearity bias, while on the other hand, it is 
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geometrically impossible for fuIIerenes (as defined above) to exist at odd nuclearities. More 
compelling is the distinct peak that occurs at 60, and to a lesser degree, at 70. Assuming that 
the fuIIerene hypothesis is indeed correct, thes'e,nuclearities correspond with the existence 
of the first and second fullerene geometries to exhibit fully isolated pentagonal geometries. 
The closest experimentalists can come to proving the hypothesis, is to isolate and charac-
terise different Cn clusters, above say n " 40, using techniques such as C nuclear magnetic 
resonance imaging (C NMR). This has been achieved for a number of higher nuclearities 
including C60, C70, C76, C78 and C84 and they are all indeed fullerenes (see, for example 
Manolopoulos et a1 [MFT+92], Ett! et a1 [ECDW91] and Kikuchi et al [Kik92]). 
While the experimental procedures have been successful in isolating the larger species of 
fullerenes and determining their geometries, the ground state structures for smaller clusters 
are still not known with certainty and many different forms of structure have been proposed. 
However, there is consensus regardmg the trend of the ground state isomer, for en in the 
range n < 60, which is believed to be a progression from linear chains to cyclic chains to 
fullerenes with increasing n. 
Theoretical approaches have determined the ground state structures for fullerenes with 
special geometric significance, such as the highly symmetric C60 truncated icosahedral and 
C70, as well as the larger C76 molecule which has left- and right-handed isomeric forms. 
Electronic structural calculations for the smaller fullerenes are also emerging. Using models 
based on symmetry related strain, Halet et a1 have predicted stable fullerene isomers with as 
few as 24 atoms [HMB+95]. With the high computational cost associated with electronic 
structural calculations, theoretical studies are most!y limited to the examination of a few 
isolated fullerene geometries that have been chosen, for example, because they have special 
geometrical significance. However, to be fully confident that the geometries selected are 
ground state structures, and to discover general properties of the fullerene family, it is neces-
sary to perform structural calculations on either the complete set of fuIIerene geometries or 
alternatively on an unbiased global search of the geometry landscape. If it is assumed that 
the ground-state structure is a member of the fullerene family, then the former case arises. 
Several studies of electronic structural calculations on the complete set of isolated pentagon 
geometries, for a few higher fullerenes, do appear in the literature, see for example the publi-
cation of Raghavachari and Rohlfing [RR93]. Clearly, such calculations require a determinis-
tic computational procedure for generating every fuIIerene isomer at the specified nuclearity 
and at the current time, two systematic computational procedures are available for fullerene 
generation. The first is the known as the Coxeter method [Cox71]. This method is robust, 
but only enumerates fullerene isomers for a specified symmetry. The second approach is to 
use the ring spiral algorithm of Fowler and Manolopoulos [FM95]. This generates fullerene 
isomers for all allowed symmetry groups at each atom count and will be discussed in further 
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detail later in the chapter. 
Thus far we have discussed experimental procedures for isolating the ground state iso-
mer of carbon clusters and theoretical studIes that generally explore individual isomers with 
special geometric significance and also the computational approach of enumerating the en-
tire set of fullerene isomers and comparing their energies obtained with electronic structure 
calculations. The approach of this chapter is also computational in nature but the meth-
ods detailed for searching the space of possible geometries is unbiased and is not limited 
to fullerenes. The unbiased search of the energy landscape is achieved through the use of 
global optimisation algorithms and these will be discussed in some detail in the remainder 
of this chapter. Before continuing, it is first necessary to make some statements concerning 
the motivation for the current chapter, in particular answer any questions as to the objectives 
of this work and explain the merits of the global optimisation approach. These topics are 
addressed by the following bulleted list of points. 
• There exists two principal objectives with the current chapter, the first is to exam-
ine and test different global optimisation algorithms, assessing their relative strengths 
and weaknesses, using the carbon conformation problem as a benchmark or testbed 
problem. The assumption here is that the global optimisation algorithm that is most 
successful at finding the ground state geometries of carbon clusters will also excel 
when applied to other potential energy surfaces, including those defined by silicon and 
carbon-hydrogen many-body potentials and also metal and noble gas pair potentials. 
• The second of the two objectives concerns the carbon conformation problem only. The 
global optimisation approach for determining the most stable configuration for small 
clusters is ideally suited to the task of exploring the transition that occurs in the ground 
state structure from linear chains to cyclic rings to fullerenes. Unlike the deterministic 
fullerene generation algorithms, global optirnisation algorithms make no assumptions 
about the form of the ground-state configuration, they do not restrict the search of the 
mapping 1R3N ...... IR from the isomer geometry to the potential energy value and they 
can be shown to converge to the global optimal solution with probability 1. 
• Non-constrained global optimisation should not be considered as an efficient approach 
to the task of generating geometric structures of a specialist nature, such as fullerenes, 
since clearly the deterministic approaches, such as the spiral ring algorithm, will be 
more effective. At high nuclearities even the deterministic approach is likely to run 
into difficulties since the number P(n) of en fullerene polyhedra is thought to grow 
In such a way that 'P(n)/n9 varies between the positive constants 1<:1 < 1<:2 where the 
variation depends arithmetically on n' (see [FM95], p42). 
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As a final point of note, global optimisation algorithms are in general too computation-
ally intensive to be used with electronic structure calculations and so accurate semi-empirical 
potentials are employed. In this and the next chapter, it will be shown that, of the global opti-
misation algorithms available, a genetic algorithm implementation is especially successful at 
isolating ground-state structures - not just for carbon but for a whole host of other molecules 
including silicon clusters, which appears to exhibit a distinct geometric transition in the form 
of the ground state with increasing nuclearity, two-component hydrocarbon molecules, for 
several homologous series, and also close packed non-covalently bonding noble gas and 
metal clusters. 
4.1 Global Optimisation 
This chapter examines the use of global optimisation for determining the ground state struc-
tures of certain classes of molecular clusters. The main objective of this work is to design 
new algorithms and show that stochastic global optimisation provides an effective means of 
identifying the optimal structural configuration for a broad class of molecule optllrusation 
problems. 
The computational approach to finding the most stable configuration of an atom cluster, 
attempts to locate the global minimum of a potential energy function. This function V : n c 
]Rn --+ ]R maps a point x in the space of atomic nuclei coordinates, x E n, onto a value of the 
total potential energy V(x}. The space of nuclei coordinates, known as the feasible region 
n, has dimension n where n = 3m and m is the number of atoms. It is assumed that n is 
bounded above and below on each variable, so that 
n = {x I:!' :5 x, :5 xi,i = 1, ... ,n}. 
A configuration x/ has a potential energy which is locally minimal when 
where 0 is a neighbourhood of Xl. 
Usually a great number of local minima exist and they may differ substantially in value 
and spatial position. If this is the case then there exists at least one minima 1*, from the 
complete set of local minima, with smallest function value V(x/*} :5 V(x,} V I, so that, 
V(x/.} < V(x} VXEn. 
The minima 1* is said to be the global minimum and therefore the problem of determining 
the ground state molecular configuration with computational techniques (as opposed to ex-
perimental methods) is a global optimisation problem. This is quite different to the local 
4.2 Deterministic and Stochastic Algorithms 63 
optimisation problem, where the solution is characterised by a zero gradient vector and a 
positive definite Hessian matrix. Local minima, can in general, be found relIably in polyno-
mial time. Unfortunately, with the molecule configuration problem (and global optimisation 
in general), no such criteria exist and no known algorithm can guarantee to locate the global 
minimum in a time with polynomial order of n. The difficulty lies with the non-convex nature 
of the potential function. While it is always possible for an initial point in n to be relaxed to 
the form of an adjacent minimum, the solution will most probably not be the global minima. 
In light of these difficulties, the optimal geometric configuration found by a stochastic global 
optimisation algorithm is considered to be only an approximate solution. In general, a point 
x E n is a solution for a global optimisation problem if x is conjectured to belong to a set 
such as Ae(x) or Be(x) where, 
and (4.1) 
(4.2) 
for some e < O. With the molecule configuration optimisation problem, it is found that geo-
metrically diverse isomers can have extremely small differences in energy. For this reason, 
identification of a set Ae(x) is sought for the solution of the molecule configuration problem. 
4.2 Deterministic and Stochastic Algorithms 
Global optimisation belongs to an important class of problems known as NP, or nondeter-
ministic polynomial. If a particular problem, taken from the class of NP problems, has a 
solution then there must exist an algorithm that is able to give the solution and it must be 
possible to check the solution in a polynomial time (as a function of the dimension of the 
objective functions). In fact, the global optimisation problem not only belongs to the class 
NP but is also NP-complete [Bac96]. NP-completeness can be expressed informally as de-
noting the hardest problem in NP and means that any other NP problem can be mapped to 
it in polynomial time. Thus, if there exists a polynomial time non-deterministic algorithm 
for the global optimisation problem then it would follow that all NP problems were in fact 
solvable in polynomial time. 
It is widely conjectured, but not proven, that a deterministic algorithm cannot provide a 
polynomial time solution for a problem in NP. If the class of problems for which a determinis-
tic algorithm provides a solution in polynomial time are denoted P, then the above conjecture 
can be stated as P 1= NP. Thus, it is accepted that there does not exist a deterministic global 
optimisation algorithm able to obtain an exact solution for an arbitrary optimisation problem 
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. ~ /' and the molecule conformation problem in particular. The question that now arises is 'does 
M there existj an efficient non-detenrunistlc algorithm able to j6 provide a polynomial time 
solution?'. The work of Hart and Belew [HB91] suggests not. Their main result states that 
no single nondeterministic algorithm exists that is able to approach the global optimum of an 
arbitrary function to a certain accuracy E m a polynomial time [HB91, Bac96]. Such a result 
is not too surprising since the set of arbitrary functions includes those with a zero gradient 
plateau except for the minimum which resides in a sharp spike. Any point sampled outside 
the influence of the spike will confer zero information on the location of the minimum. We 
are more concerned, however, with the arguments for and against deterministic and stochas-
tic algonthms in realistic applicatIOns, where more reasonable topological information can 
be assumed. Under these circumstances, it is reasonable to state that deterministic optimi-
sation algorithms attempt to find the global nunima by providing an exhaustive search over 
the domain of the function, n, and lose efficiency and reliability rapidly as the dimension 
of n increases [Ali94]. For moderately difficult global optimisation problems, deterministic 
methods are only effective when a priori information is incorporated mto the search strategy. 
This means that restrictive conditions are placed on the mapping of the objective function 
so that significant parts of the n are not searched. A powerful deterministic method for car-
bon clusters is the spiral algorithm of Fowler and Manolopoulos that provides a systematic 
method of generating fulIerene isomers at each nuclearity. When viewed as a global optimi-
sation procedure, it is clear that such a method restricts n to the set of closed trivalent cages 
composed of five and six membered rings, and while the spiral algorithm generates the vast 
majority of fullerene isomers, it has been shown to fail at some nuclearities [FM95]. Another 
example of a deterministic search strategy is that of the lattice search algorithms for close 
packed, Van de WaaIs bonded, elements - as exemplified by the pivot algorithm of Northby 
[NorS?]. The algorithm restricts the search of n by confining the core of the conformation 
to be an icosahedraI or face-centred lattice. The algorithm 'pivots' surface atoms to find the 
best fit about the lattice core. Both of these methods will be examined in more detail, in 
conjunction with the stochastic optimisation methods. 
Whereas deterministic global optimisation algorithms are usually tailored to a specific 
problem, stochastic algorithms can be applied in much less restrictive circumstances to a 
broad class of problems. In contrast to the deterministic methods, the stochastic algorithms 
introduce a probabilistic element into the search technique, which encompasses n in its 
entirety. Such methods typically evaluate the objective function f at a random set of N 
points from n, and subsequently use a stochastic process to manipulate the set. This is 
referred to as the global phase of the algorithm. Many algorithms also incorporate a local 
phase as methods with only a global phase will be found to be seriously deficient in tenns of 
efficiency. The local phase takes one or more points from the current set of N and performs 
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a local search procedure using gradient infonnation. 
WIth stochastic algorithms, no part of n is systematically neglected and the probability 
that an element in any region Ax(e) is sampled can be shown to approach one as the sample 
size increases, see SoIis and Wets [SW81]. Thus, stochastic methods have a probabilistic 
guarantee of convergence to the globally opti~al solution. 
4.3 Global Optimisation Algorithms 
The problem of adequately classifying global optimisation algonthms is made difficult by 
the large number of different algorithms In the literature and is further compounded by the 
propensity towards incorporating the features of one algorithm with that of another. With 
this in mind, one method available for broadly classifying stochastic algorithms is simply 
to determine if the nature of the algonthm is 'two-phase' or 'simulated annealing' in type, 
with further sub-categories defined as necessary. The two-phase algorithms are, in general, 
iterative procedures that have a global or exploration phase for searching the feasible region, 
n; the objective function is evaluated at new trial points that are generated with a stochastic 
procedure. The second phase of the algonthm is a local, or exploitation, phase in which 
a subset of the new trial points undergo a local search, within the basin of attraction of 
the starting point. Some examples of the better known two-phase methods, including their 
subclassifications, are given below: 
Random Search Algorithms including the Pure Random Search of Rinnooy-Kan and Tim-
mer [KT84]; the Controlled Random Search algorithms that incorporate a simplex 
procedure/by Price [Pri77, Pri83], Ali and Storey [AS95] and the Controlled Random 
Search algorithm with a quadratic approximation procedure by Ali et al [ATV95]. 
MultistartlCluster algorithms including the Search Clustering algorithm of Tom [[or78]; 
the Multistart algorithm of Riunooy-Kan and Timrner [KT87a] and Multilevel Single 
Linkage by the same authors [KT87b]. 
Evolutionary Algorithms for global optimisation can be classified as belonging to one of 
the following; Evolutionary Strategies, Genetic Algorithms or Evolutionary program-
ming [Bac96]. 
Returning to the top level classification, a stochastic global optimisation algorithm be-
longs to the second type of procedure if fits the simulated armealing principle of tracking the 
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time evolution of one or more points in n, with state changes constrained by a model for 
thermodynamic cooling. Unlike the two-phase algorithms, the simulated annealing type of 
algorithm allows the search procedure to descend the objective function surface, escaping 
the basin of attraction of a local minimum. 
Simulated Annealing The original simulated annealing algorithm for combinatorial global 
optimisation problems was introduced by Kirkpatrick et a1 in [KGV83]. More recently, 
a number of authors including Dekkers and Aarts have produced continuous simulated 
annealing variants [DA91]. 
Later in the chapter, three of the stochastic algorithms discussed above will be examined 
in some detail and adapted as necessary for the carbon cluster conformation problem. Before 
proceeding with the development of these algorithms, it is worth discussing briefly the other 
methods that, for whatever reason, were not included in the effort to find the most effective 
global optimisation algorithm. 
A simple procedure for global optimisation could entail starting local optimisation searches 
from points that are, initially at least, uniformly distributed over n, and selecting the local 
minima with the smallest function value as a candidate for the global minimum. The above 
procedure describes the multistart algorithm of Rinnooy- Kan and TImmer [K.T87b] and 
forms the prototype for other clustering and multistart algorithms. In recognition of the fact 
that the standard MS algorithm is very inefficient, partly because the same local minima may 
be found on several occasions, the clustering methods attempt to group sets of points that 
are believed to be within the basin of a local minima, applying a local search only once from 
each of these groups. The clustering methods attempt to identify the location and domain of 
these regions of attraction using threshold or critical distances that diminishes in size as the 
search proceeds; if a new trial point is within a critical distance rk (at iteration k) of a known 
local minima, then a new local search will not be initiated from that point Instead it will 
belong to the cluster of points that are assigned to a region of attraction. With each iteration, 
new trial points are added to the total sample and the critical distance rk is reduced. The 
process can be demonstrated with a step-wise description of the Multilevel single linkage 
algorithm of Rinnooy-Kan and Timmer, at iteration k. 
Step 1: Generate N uniformly distributed sample points over n and compute their function 
values. This increases the total number of sample points to kN. 
Step 2: Order the sample points in ascending order, sothatf(x,) ~f(xj+1) for i = 1, ... ,kN-
1. Start a local search from x, if and only if there exists no point x" such that 
f(x,) < f(x,), that is WIthin a distance rk of Xj. 
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Step 3: If the stopping condition is satisfied then consider the lowest minimum to be the 
global minimiser; otherwise goto step 1. 
This, in brief, describes the basic principles of the density cluster methods including 
the multistart, single linkage, and multilevel single linkage algorithms. Further refinements 
to the standard MSL algorithm exist, such as the Topographical multilevel single linkage 
algorithm of Tom and Viitanen [TV92] - for a more complete discussion see, for example, 
the thesis of Ali [Ali94]. Note that the rate of decrease in Tk can be constructed such that the 
probability of initiating a local search from a point x at iteration k tends to zero as k tends 
to infinity; furthermore, the descent rate of Tk can be set such that the total number of local 
searches tends towards a finite constant as k tends towards infinity. This efficient use of local 
searches is desirable but on the whole, the clustering algorithms are unsUitable for molecule 
optimisation - and difficult global optimisation problems in general - for reasons that include 
the following: These methods require the storage of every region of attraction (i.e local 
minima) ever encountered and also the storage of the current set of cluster points, which 
may grow without bounds; they also require the distance between sample points and local 
minima. With the cluster configuration problem, each distance calculation requires order N 
operations, where N is the number of atoms in the cluster. In light of the above comments, 
it is clear thatt?'verhead cost associated WIth the clustering type methods, for moderately 
dimensioned problems, can swamp the cost of evaluating the objective function. The final 
objection to the use of clustering algorithms, sterns from the way in which new sample points 
are generated from a uniform distribution over!2. The generation of new sample points is 
not directed in any way and does not use information 'learnt' about the location of existing 
minima and the structure of the objective function. 
The second subclass under the heading of 'two-phase' methods is the set of direct search 
procedures that are classified here as controlled random search algorithms. Unlike the clus-
tering algorithms, the standard implementation of most controlled random search algorithms 
do not require the function derivative to be calcnlated, either analytically or numerically. 
The simplest of these is the pure random search algorithm, an implementation of the Monte 
Carlo algorithm for global optimisation that has limited practical usefulness. The eRS se-
ries of algorithms by Price [Prl83, Pri87], have an exploration phase that generates a new 
trial point by reflecting one of the vertices of a simplex, formed from a subset of existing 
sample points, through the centre of mass of the simplex. The exploitation phase of the CRS 
algorithm takes the form of a non-gradient heuristic search procedure that generates new 
trial points within the neighbourhood of the current minimum point; for example, the CRS4 
algorithm of Ali [Ali94] uses a bell-shaped distribution centred upon the current best point 
to generate randomly distributed points. 
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The role of random search algorithms, in their standard form, should be limited to appli-
cations of modest dimension where gradient information is not available. With the rufficult 
problem of locating the ground-state configuration of clusters, the use of gradient informa-
tion in the global optimisation algorithm - either directly using a BFGS optimisation routine 
or indirectly with annealing - was found in practice to be an absolutely essential require-
ment. Without local optimisation, every stochastic global optimisation procedure tested for 
molecule optimisation performed extremely poorly, not even managing to locate the ground-
state for carbon with as few as 10 atoms. With the incorporation of a gradient local search 
element, the performance of the standard algorithms improved somewhat, but stIll fell short 
of the required objectIve, to locate the optimal carbon cluster configuration, up to C6Q. In fact, 
of the available stochastic global optimisatlOn algonthms that were not specially configured 
for the cluster configuration problem, a variant of the controlled random search algorithm 
achieved the greatest level of success, optimising carbon up to about 20 atoms - superior to 
the other CRS algorithms, the clustering algorithms and even a standard GA implementation 
(without a local gradient descent search element). The variant is the quadratic approximation 
CRS6 a1gonthm of Ali et a1 [ATV95], with a LBFGS local search (an implementation of the 
Lui and Nocedal BFGS algorithm [LN89])and the additional feature of sample restarting that 
was found to be an important technique for escaping local minima. This CRS implementa-
tion is discussed shortly. 
The only way to improve upon the modest performance of CRS6, is to implement a 
standard global optimisation algorithm in such a way that the global search phase is more in-
telligently focussed towards exploiting known characteristics of the objective function. The 
term 'known characteristics' can encompass a priori knowledge that is incorporated into the 
search procedure, or infonnation that is 'learned' by the algorithm during the search. There 
exists two algorithms that are most readily adapted in this manner and they both use models 
of naturally occuring phenomena - structural annealing [KGV83] and biological evolution 
[GoI89]. Much of their success as global optimisation algorithms can be attributed to the 
manner in which the characteristics of the potential energy objective function are exploited 
using what in the genetic algorithm literature is more generally referred to as 'implicit par-
allelism'. This terminology is used to describe the way in which the genetic algorithm is 
able to search for and exploit common sub-features of the objective function. This nebulous 
description is expanded upon in further sections, suffice it say that with the molecule con-
figuration problem, implicit parallelism equates to the way in which the genetic algorithm is 
able to identify the stability of, say, six membered rings (in the case of carbon clusters) and 
duplicate this acquired knowledge throughout the rest of the molecule structure. A form of 
implicit parallelism also exists with the molecular dynamics simulation of annealing algo-
rithm. This follows from the way in which small subsets of atoms are able to anneal close 
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to their ground state before recombination towards the ground-state of the whole molecule. 
For example, with the annealing of carbon fullerenes, linear chains or small cyclic rings 
first emerge from the excited carbon cloud before combining into a graphite like sheet or 
cage-like structure. 
The existence of theoretical results such as the schema theorem [GoI89, Bac96] and the 
related implicit parallelism issue [JCM+91], as discussed above, help to explain why the 
genetIc algorithm has received a great deal of attention in recent years and why it is selected 
here for study, above the other three evolutionary algorithms mentioned in the list. In actu-
ality, there is not a great deal to separate the classification of Evolutionary Strategies, Evolu-
tionary Programming and Genetic Algorithms, although each one emphasises dIfferent fea-
tures as most significant when successfully modelling the evolutionary process [Bac96]. The 
most important difference lies with the implementation of the selection mechanism and the 
cross-over and mutation genetic operators, with both evolutionary programming and genetic 
algorithms insisting upon probabilistic selection procedures whereas evolutionary strategies 
use a strictly deterministic selection procedure that is extinctIve in that it definitely excludes 
the worst mdlviduals form being selected [Bac96]. Both genetic algorithms and evolutionary 
strategies use some form of recombination and mutation, while evolutionary programming 
uses no recombination at all. 
Outline of the Chapter 
The molecule configuration problem provides a specific test for global optimisation algo-
rithms. What initially motivated this work, was the problem of determining the ground state 
structures for carbon and in particular, examining the nature and position of the structural 
transitions that occur with increases in nuclearity. This chapter provides a brief overview of 
stochastic methods available for the optimisation of covalently bonded systems and develops 
three different global optirnisation algorithms, a controlled random search algorithm, a simu-
lated annealing algorithm and finally a genetic algorithm implementation, using the Brenner 
potential for carbon as the bench-marking objective function. The most successful method 
is the genetic algorithm and is considered in some detail. It is found that the efficiency of 
the algorithm is influenced greatly by the scheme used to encode the positions of the atomic 
nuclei and also by the convergence criteria used for the local phase of the objective function 
search. Following on from carbon clusters, the universal appeal of the genetic algorithm is 
demonstrated through the optimisation of other covalently b.efded systems. First of these is 
silicon, using the Tersoff potential. This potential has been fi~o the bulk state properties and '1( 
so the predictive accuracy of this potential for small clusters is not known. With this caution-
ary note, it is interesting to discover that on the Ter3 silicon surface the GA locates fullerene 
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type cages, with or without four-fold interstitial-like bonding between adjacent faces, to be 
most energetically favourable. The first part of this chapter finishes with a brief examination 
of how to adapt the reproductive scheme of the genetic algorithm for the optimisation of 
molecules with more than one element. The modified algorithm is used to find ground-state 
configurations for hydrocarbons. 
4.4 Carbon Cluster Optimisation with Controlled Random 
Search 
A controlled random search (CRS) algorithm is a heuristic direct search technique with few I 
mathematical complexities and is generally applicable to a wide class of objective functions, 
includmg those that are non-smooth and, to some extent with constraints on n [Ali94]. A di-
rect search algorithm evaluates the objective function, f(x), at a sequence of points Xl, ••. ,XN 
and uses a subset of the functIon values f(xd, ... ,f(XN) to reach an optimal pointxopt. With 
the original versions of the CRS algorithm by Price [pri77], the feasIble region n is sampled 
N times and a SImplex is formed from a subset of n + I points, where n is the dimension of 
the objective function. (A simplex in n-space is a structure comprising n + I vertices). The 
coordinates for the centroid of the simplex is calculated from n of the vertices, typically the 
point with the worst function value is excluded from the calculation. The worst point, Xw say, 
is then reflected through the centroid G to obtain a new trial point, xp = 2G - Xw. If the func-
tion value at this new point is lower than the worst point - with the greatest function value 
- from the current N, then the trial point is kept and the current worse point is discarded so 
that Xw = xp; if not, the trial point is discarded. This process is repeated until a convergence 
criterion is satisfied. 
The early controlled random search simplex based procedures have been found to be 
somewhat deficient in performance, when compared to most other stochastic algorithms. 
See, for example, the thesis of Ali [Ali94] for comparisons between different algorithms 
using a large selection of test and engineering problems. A number of attempts have been 
made to improve the efficiency of the basic algorithm through more sophisticated use of 
the simplex procedure (such as the algorithm designated CRS2 by Price [Pri83, Ali94]) and 
through the use of a local search element in the algorithm [Pri87] (CRS3,CRS4). Recently, 
the simplex method for the direct search has been replaced with other simple numerical con-
structions, including the quadratic approximation technique of Ali et a1 [ATV95]. Numerical 
experiments with a set of thirteen test objective functions by Ali et a1 [ATV95], as well as the 
carbon configuration problem of this chapter [HS97], indicate that the quadratic approxima-
tion CRS algorithm performs considerably better than the four variants of the simplex based 
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procedures. What follows is a step wise description of the quadratic apprOXImatIOn based 
controlled random search algonthm. 
Step 1: Generate N unifonnly distributed random molecule configurations 
Xi> ... ,XN in n and evaluate their potential energy, V(x!), ... , V(XN). 
Step 2: From the set of N, find the molecule configurations Xl and Xh with the 
lowest and highest energy, V(XI) and V(Xh), respectively. If the stopping 
criterion is satisfied then goto step 6, else continue. 
Step 3: Relabel Xl as Xl and choose two dIstinct configurations relabelled as 
X2,X3 foXl. 
Compute the pointxN+l with coordinates 
1 r<x1-~,)V(Xl) + (~,-xi,)V(X2) + (xi,-~,)V(x3)1 
XN+l, = 2 (X21- X3,)V(Xl) + (X3' -Xl,)V(X2) + (Xli -X2,)V(X3) 
for i = 1, •.. ,n and where xJ = (Xj i>Xj2, ••. ,xjn ) for j = 1,2,3. 
Step 4: If XN+l rf: n then goto step 3. Else start a local search from XN+l using 
BFGS local optimisation routine and increment the local search counter L = 
L+ 1 (initially L=O) • Let XN+l now denote the optimised structure. 
Step 5: If V(XN+l) < V(Xh) then replace Xh with XN+l and goto step 2, else goto 
step 3. 
Step 6: Stop: Xl is taken as a candidate global optimisation solution. 
The initial distribution of the N points is random and the algorithm samples new trial 
points with a high measure of exploration in n. As the number of iterations increases, 
the distribution starts to cluster about a minimum and the search becomes more localised. 
Eventually, the difference in function value between V(XI) and V(Xh) is too small to allow 
further exploration and so a criterion of V(XI) - V(Xh) < e, where e is small, is used at the 
second step for stopping. How quickly the stopping criterion is reached depends largely 
upon the value of N, with a value of 1O(n + 1) suggested as a heuristic choice by Ali et a1 
[ATV95]. For the molecule configuration problem with small values of n, it was necessary to 
increase this value substantially, by upto a factor of ten, to obtain the global minimum with 
high probability. This increase in N reduced the tendency towards premature clustering and 
convergence, but at the cost of significant increases in the number of function evaluations. 
This is understandable since the number of possible trial points that can be chosen at anyone 
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17 atoms 18 atoms 19 atoms 20 atoms 
Figure 4.1: The controlled random search algorithm correctly identifies the (putative) global min-
Imum geometries of the Brenner potential with upto 17 atoms. It fails to find the minimum energy 
C18. CI9 and C20 geometnes (a dodecahedron). instead locating what is believed to be the minimum 
energy configuration from the planar polycyclic subset species (Between CI8 and C20. inclusive. the 
lowest energy species are in the order: cages < planar polycyclic < cap polycyclic < monocychc < 
linear) 
iteration is N-1C2. With this in mind, an altemative strategy was employed, one that limited 
increases in N to an upper bound of say lOOn. Upon satisfaction of the stopping criterion, a 
population restart is initiated, where the restart entails discarding the converged set of N trial 
points, except for the best Xl, and randomly generating a new set of N - I points in n. The 
algorithm continues with the new set of N and population restarts are initiated until a preset 
number of local searches have been exceeded. With this modification, the final step of the 
controlled random search algorithm is replaced with the following. 
Step 6: If L < Lmax then restart the population: discard all configurations except Xl, 
generate N - I new random molecule configurations xI, •.. ,xN-l. evaluate 
their potential energy and goto step 2. Else, stop: take Xl as candidate global 
minimum. 
Of the stochastic global optimisation algorithms considered, this is the only one used 'as 
is' (except for restarting), without modifications tailored to make use of the special nature 
of the objective function. It is also the most computationally simple and unlike the genetic 
algorithm and simulated annealing algorithms, it does not take any cues from naturally oc-
curing phenomena. Therefore it would appear reasonable to expect a modest performance 
from such a simple heuristic code, but for very small molecules (n < 20), with planar minima 
candidates, it outperforms the SA code (in that it locates lower energy configurations in the 
\ \ 
) ~ r~J 
,,\,' 
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Potential Energy of Lowest Mmima encountered by 
CRS algorithm (with Brenner potential) 
Number Potential Energy Energy I Geometry Ground 
of Atoms of Molecule (e V) Atom (eV) State 
3 -1240 -4.1329 I V 
4 -18.58 -4.6439 I V 
5 -26.33 -5.2651 m V 
6 -33.96 -56600 m V 
7 -41.10 -58714 m V 
8 -47.91 -5.9883 m V 
9 -54.50 -6.0551 m V 
10 -60.95 -6.0950 m V 
11 -67.32 -6.1199 m V 
12 -7361 -6.1342 m V 
13 -79.90 -6.1416 m V 
14 -86.11 -6.1507 m V 
15 -92.34 -6.1560 m V 
16 -9861 -6.1631 m V 
17 -104.80 -6.1647 m V 
18 -111.38 -6.1876 P x 
19 -118.11 -6.2163 P x 
20 -124.80 -6.2400 P x 
Table 4.1: Potential of lowest energy configurations, 3 to 20 atoms, as located by the CRS algorithm. 
The geometry is labelled I for linear, m for monocyclic and p for polycyclic 
same order of CPU time) and is on a par with the GA (CPU time and accuracy upto C17). 
When optimising the Brenner potential, the algorithm finds linear structures to be most ener-
getically favourable with three and four atom clusters and cyclic rings beyond this upto C 17. 
Polycyclic clusters appear at C18 and beyond, see figure 4.1. The lack of conceptual com-
plexities with this algorithm start to become apparent in performance at about this nuclearity, 
with the algorithm missing what is believed to be the globally optimal candidate for C18,C19 
and C20, a dodecahedron. During several runs, the algorithm failed to find these geometries 
on all occasions, instead converging to the optimal configuration of the polycyclic planar 
species - see table 4.1 for details of the geometry and potential energy of clusters located 
with this algorithm. Table 4.2 gives approximate run-time statistics for the CRS algorithm 
optimising the Brenner potential. The algorithm reliably locates the ground-state linear and 
cyclic species of Cn for n upto lOin under 1 minute of CPU time; the ground state configura-
tion IS identified reliably upto C16 or C17 but the required total CPU tIme may exceed 1 hour 
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Average Number of Iterations (ITs) and CPU Time 
for the CRS Algorithm 
Nuclearity N n No. ITs Range Total Approx 
Range Range Range xloJ CPU Range (secs) 
5-10 500-3000 4-6 A 0.2- 30 3 -45 
11-15 3000-4000 6-7 A 30- 300 55 - 3000 
16-20 4000-5000 7-9 A 300-2000+ 3500 - 3E+04 + 
Table 4.2: Approximate run-time statistics for the CRS algorithm, optimising from 5 to 20 atoms 
on a single processor SUN Ultrasparc 1 (146 Mhz). The number of iterations (ITs) required for 
convergence to the lowest energy configuration (above) grows rapidly. Performance of algorithm 
above n = 17 is poor as likelIhood of encountering lowest energy configuration drops from close to 
100% for n = 5-10 to < 25% whenn= 17 -20 
on a single processor Ultrasparc SUN processor (146 Mhz, 128 mb RAM). The reliability 
of the algorithm diminishes rapidly beyond this and low energy planar configurations were 
identified in less than 25% of runs following upto 10 or more hours of CPU time, for C18 
to C20 but only with one or more population restarts. The ground state cage configurations 
at these nuclearities were not located by the algorithm. For more details on the structural 
conformations at these nuclearities, see the genetic algorithm section of this chapter. 
In conclusion, the algorithm shows reasonable performance for very small clusters with 
planar or near-planar low energy configurations, but progress becomes precarious as the 
ground state structures approach the smaller fullerenes. The CRS implementation was rep-
resentative of the standard algorithms (multistart, simulated annealing and genetic algorithm 
inclusive) and has demonstrated that, due to the enormity of the conformational search space, 
standard global optirnisation algorithms cannot feasibly be employed for locating the ground-
state of carbon clusters. 
4.5 Carbon Cluster Optimisation with Simulated Anneal-
ing 
Annealing can be defined as the physical process of driving a system of particles to a rnin-
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imum energy ground-state configuration by means of a slow reduction in temperature from 
an initially excited state. Using an analogy of this process, the standard Simulated Annealing 
(SA) algorithm is a stochastic method originally designed for combinatorial global optimisa-
tion problems. The standard SA algorithm is quite different to the direct search algorithms, 
with local and global phases, considered thus far. It departs from the conventional iterative 
approach by being in only one state at any time; the feasible region Q is initially sampled 
only once, not N times. More significantly, the SA algorithm may accept a point in Q that 
has a worse, i.e. greater, function value than the present point. Instead of always going down 
hill, the SA algorithm goes down hill 'most of the time'. This feature prevents the algorithm 
from getting stuck in the basin of local minima. 
The idea of relating the process of solidifying a system of particles to the ground-state 
energy with the properties exhibited by the convergence of combinatorial optimisation prob-
lems, is generally credited to Kirkpatrick et al [KGV83]. Their procedure is an adaptation 
of the Metropolis algorithm [MRR+S3], itself based on Monte Carlo techniques, that uses a 
computer simulation to compute the equilibrium distribution for a set of particles in a heat 
bath for a fixed specified temperature. This algorithm assigns random positions to the set of 
particles and calculates the energy of the resulting ensemble. Let this first state have energy 
El. A new state is then generated with a Monte-Carlo techuique whereby the position of one 
of the particles in the current state is moved to another arbitrary location by a small displace-
ment. This new state has energy E2. If this change of state results in a drop in energy, ie 
till = E2 - El < 0, then this new state is accepted as the replacement for the current state. 
If not, then the algorithm proceeds with a probabilistic strategy. The new state, with the 
displaced atom, is accepted with probability exp( -till /KBT) where T is the temperature and 
KB is the Boltzmann constant. This acceptance rule is known as the Metropohs Criterion. 
Provided the equilibrium temperature is lowered in sufficiently small steps, the Metropolis 
algorithm can take the system of particles to thermal equilibrium at each temperature. 
Returning to the standard SA implementation, there are three facets to the algorithm and 
they have general relevance to the problem of locating the ground-state configurations of 
carbon; 
Cooling Schedule: In the global optimisation problem, there is a direct correspondence be-
tween the system energy E and the value of the objective function f and between the 
physical state of the system and the point in Q. However, in general there is no specific 
analogue to the annealing temperature T, which instead is used as a control parameter. 
In the context of optimisation, the annealing mechanism is simulated by allowing an 
eqUilibrium to be approached at a given value of the control parameter T before lower-
ing it by some small amount [Ali94]. The determination of the initial temperature, the 
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rate at which the temperature is reduced, the number of iterations at each temperature 
and the criterion used for stopping are collectively known as the cooling schedule. The 
initial temperature is chosen to be relatively high so that typically 90% of trial states 
are accepted in the first instance. The analogy of slow cooling requires that for each 
value of T a large number of transition, or trial points, are generated. (For continu-
ous optirnisation, Dekkers and Arts [DA91] suggested IOn trials at each temperature, 
where n is the dimension of the objective function). 
Generating states: The SA algorithm is mdependent of the initial starting state or point, so 
using a randomly generated initial configuration is reasonable. The starting point is 
not relevant to the optimisation process since the initial temperature should be chosen 
sufficiently high so that all states in n are reachable from the first. For combinatorial 
optimisation, subsequent states transitions are implemented by choosing at random a 
neighbouring configuration of the current point. 
Acceptance Criterion: With a new trial point selected, the optimisation algorithm must 
decide whether or not to accept it. The majority of SA algorithms adopt the acceptance 
criterion originally suggested by Metropolis et a1 for the equilibrium process. 
Annealing with Molecular Dynamics 
The procedure adopted here for the annealing of carbon clusters perhaps owes more to the 
original thinking of Metropolis et a1 than to the modern SA algorithm. As mentioned at 
the start of this chapter, the standard SA implementation perfonned poorly with the carbon 
.confonnation problem. Rather than use an analogy of the annealing process (as with the 
standard SA implementation), with molecular dynamics it is possible to use a computer to 
mathematically model the chemistry that occurs during the fonnation of molecular clusters. 
This shall be referred to as the MD simulated annealing (MDSA) method. 
There currently exists considerable literature dedicated to the simulation of the fullerene 
annealing process using MDSA type algorithms. See for example the recent papers by Ya-
rnaguchi and Maruyama on the fonnation mechanisms of C60 [YM96] and the simulation 
of fullerene annealing and fragmentation by Xu and Scuseria [XS94]. From the view point 
of studying the structural trends in carbon, the most successful of the previously published 
material describing the use of molecular dynamics annealing includes the work by Zhang 
et a1 [ZWH+92] and Xu et a1 [XWCH93]. In the former case, the researchers studied the 
geometry of small fullerene cages with 20 to 70 atoms. They constrained the feasible region 
4.5 Carbon Cluster Optimisation with Simulated Annealing 77 
Typical Parameter Values for MD annealing, for CIO-C60 
Parameter Notes 
Name Function Value range 
numarg Number of argon nl2 where n is no. The argon are coupled to the heatbath. 
of carbon atoms 
Ix,ly,lz Dimensions of 15.4. to 50.4. Cubic cell size chosen to allow for 
cell planar cyclic species (lx=ly=lz). 
dt Integration 0.5 fs 
time step 
simtim Total simulation 1-4 ns Several orders of magnitude smaller than 
time experimental annealing tlme. 
ttemp Final 2000 to 3500 K Temperature of the heat bath. 
temperature 
tau Heat transfer Typically Heat transfer to bath is inversley prop-
rate 4ps to 10 ps ortional to tau. The combination of ttemp 
and tau are most critical to performance. 
Table 4.3: Table of free parameters with the simulation of annealing method. The temperature of the 
heat bath ttemp and the Berendsen bath constant tau determine the rate of change in total energy of 
the carbon atoms and hence the coolmg schedule. 
n to lie on a spheroidal or ellipsoidal surface and annealed a so-called 'face-dual' geometry 
using a simple pair potential. The fullerene is then constructed by placing atoms at the cen-
troid of each triangular face on the 'face-dual' geometry and annealed with a tight-binding 
potential for carbon. The method of Xu et a1 [XWCH93] is less restrictive. However, they 
also restrict the feasible region n to be a reflecting spherical shell that shrinks during the 
annealing process to about 1.IRo, where Ro is the expected radius of the annealed fullerene. 
The molecular dynamics SA code adopted here does not place such restrictions on the 
feasible region and thus does not limit the conformational search to spherical fullerenes. The 
process is transferable to other systems of particles and thus provides a general molecule 
geometry optimisation procedure. With the formation of carbon clusters, the molecular dy-
namics code is used to model the slow annealing of a highly excited carbon cloud, such as 
might be formed at a graphite electrode bombarded by electrons, in the presence of a helium 
gas. In common with the standard SA algorithm, the concepts of a cooling schedule and 
state generation are fundamental issues; together they influence the dynamics of the simula-
tion and determine whether or not the annealing scheme is able to escape meta-stable states 
and approach the globally optimal solution. 
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State generation and the acceptance of new states is clearly detemuned by the interatomic 
. force equations governing the attractive or repulsive tendencies of all the atomic nuclei acting 
in parallel. As with the standard SA algorithm, the molecular dynamics SA code will allow 
the simulation to explore the objective function in dlrections that may lead to increases in 
potential energy, with the deviation of the search governed by the temperature. While the 
underlying laws governing the changes in state brought about by atomic interactions are 
deterministic, the equilibration process at each energy state is sufficiently nondeterministic 
to allow the MD approach of optimising molecular clusters to be classified as a stochastic 
method. 
The initial state of the system is determined by a stochastic process that assigns kinetic 
and potential energy to a system of n carbon atoms and typically half as many helium atoms. 
The combined energy is equivalent to a temperature of approximately 30000 K. The com-
puter simulation is run for several thousand integration time steps (equivalent to 1 or 2 ps) 
at this energy to allow the system of particles to randomise their position and velocity com-
ponents. From this state, the system of particles is slowly annealed over a simulated time of 
upto Ins-4ns, equivalent to 5.0E +06 to 2.0E +07 integration steps. 
The cooling schedule allows the n carbon atoms to equilibrate at the current temperature 
until a collision occurs between one or more of the helium atoms. The helium atoms, only, 
are coupled to an external heat bath. This way the average temperature of the carbon atoms 
is reduced through a collision with helium; by how much is a function of both the average 
number of time steps between collisions and the average temperature of the helium atoms. 
The cooling schedule for the simulation is thus determined by the factors governing the 
interaction between the carbon and helium atoms. These factors include the size of the 
simulation domain n, the conditions employed at the boundaries of n, the ratio of carbon 
atoms to helium ions and the equations used to describe the coupling with the heat bath. 
Unfortunately, the length of the real-time simulations did not permit a complete appraisal 
of all possible combinations of factors; limited experimentation suggested the use of carbon 
to helium in the ratio of 1/2 --+ 1 inside a cubic domain with periodic boundary conditions 
on all six fronts of length 30,1 for sixty or fewer carbon atoms. Temperature control of the 
helium is achieved with weak coupling to a Berendsen bath, described elsewhere. Recall that 
the Berendsen bath scales the velocities at every integration time step with the multiplier A., 
where 
A.= [1+ ill (Ts _1)]1/2 
't T 
and ill is the integration time step, T the present temperature. The steady state temperature 
of the system is r. and 't is the time control parameter that determines how quickly the bath 
extracts energy from the coupled atoms. Larger values of 't produce weaker coupling and 
hence slower annealing. Temperature values for To ranged from 1500 - 2500 K and for 't 
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20 atoms 40 atoms 
Figure 4.2: Over the course of many runs, the MD simulated annealing algorithm always failed to 
find the ground-state configuration for 20 carbon atoms, instead annealing to a monocyclic ring on 
most occasions (as depicted, left). The algorithm becomes more successful as the number of atoms 
increases, although even 40 atom clusters usually condense to polycyclic structures (as depicted, 
right). Only as the cluster Size increases to 60, does the simulated annealing algonthm reliably find a 
fullerene ground-state configuratIOn. 
Figure 4.3: The effect of reducing the cubic cell to size sA x sA x sA with this 50 atom cluster is to 
anneal a two-layer graphite-like sheet withm approximately 300 ps (two different views are depicted 
and the argon atoms have been removed for clarity). 
times ranging from 2 ps to lOOps were tried. Table 4.3 contains the complete set of typical 
parameter values for the MDSA implementation. 
An informal step-wise representation of the armealing method follows. 
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Potential Energy of Lowest Energy Conformer 
with MD SA algorithm (with Brenner potential) 
Number Potential Energy Geometry PE of ground Geometry of Simulated Approx. 
of of Molecule State Ground Time CPU/ps 
Atoms (eV) (eV) (ns) (secs. x 1(3) 
10 -60.95 m -60.95 m 05ns 6.5 
20 -117.93 P -12839 f 2ns 13 
30 -19028 P -20044 f 2ns 20 
40 -266.58 c -27464 f 2ns 26 
50 -341.50 c -348.37 f 4ns 33 
60 -417.00 c -422.55 f 4ns 39 
Table 4.4: Details of lowest energy Cn molecules encountered with molecular dynamics simulated 
annealing and comparison with the putative ground-state configuration. MD annealing algorithm does 
not reliably locate cage conformers below C60 where polycyclic species is most prevalent (more than 
80 % of runs lead to polycyclic configurations). Key: m - monocyclic ring, p - polycyclic ring, c -
fuIIerene-like cage, f - fuIIerene. 
Step 1: Generate random coordinates for the m carbon atoms and the (typically) 
m/2 helium atoms, within domain Q. Let X,=o denote the initial position of 
the carbon atoms and Xl the carbon conformation with minimum potential 
energy; initially Xl = Xi=O. 
Step 2: Assign velocities to atoms equivalent to the initial temperature Ta. 
Step 3: Scale velocities of helium atoms according to the Berendsen scheme. 
Step 4: Calculate the potential energies and forces of carbon and helium atoms. If 
V(x,) < V(XI) then V(XI) = V(x,). Increment the state count, i = i+ 1. 
Step 5: Use numerical integration scheme together with the particle velocities and 
accelerations to calculate the trajectory from the previous state to the current, 
Xi· 
Step 6: If i < imax then goto step3. Else stop: take Xl as the minimum energy 
candidate, where V(XI) ~ V(x,) Vi. 
The simulated annealing approach has been used to explore the formation mechanisms 
and ground-state configurations of carbon clusters of up to 120 atoms. WIth smaller molecules, 
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with between 20 and 50 atoms, the carbon cloud tends to anneals to polycyclic rings, regard-
less of the choice of cooling schedule. These results indicate that the annealing process is 
not finding the optimal configurations at these lower nuclearities; the GA implementation 
of the next section shows that with the Brenner potential monocyclic rings are ground-state 
configurations upto e17 but that planar polycyclic or fullerene cages are more energetically 
favourable from then on. 
With 50 or more atoms, the annealing code condenses fullerene like cages from the car-
bon cloud, provided that both the simulation time and the time control parameter of the 
Berendsen bath, 't, are sufficiently large (upto 4ns and 100 ps respecuvely). However, the 
annealed cluster is not the ground state structure; there exists what is commonly referred 
to as 'energy barriers', or high saddle boundaries on the potential energy surface, between 
meta stable states and the ground-state configuration. These act to prevent the molecule 
from experiencing the sequence of Stone-Wales rearrangements, necessary to transform a 
cage like configuration - with non-optimally sized and positioned nngs - into a fullerene 
proper. Figure 4.4 depicts the annealing of a highly excited carbon and helium gas Into a 60 
atom fullerene hke cage following approXImately one nano-seconds of simulated time. The 
cage configura~on is allowed to anneal for a further three nano-seconds but fails to condense 
to a proper fullerene within this time (a seven membered ring is clearly present). Figure 4.2 
depicts examples of monocyclic and polycyclic ring molecules annealed over 2 nanoseconds 
of simulated time while figure 4.3 shows the effect of reducing the dimension of the feasible 
region when periodic boundary conditions are employed. 
4.5.1 Algorithm Performance 
The MD simulations of annealing with n = 20 to n = 60 carbon atoms and n/2 helium or 
argon atoms for even n reveal that the condensed form misses the correct conformer species 
(the fullerene) on all occasions, annealing instead to either polycyclic or distorted cage like 
configurations. Monocyclic rings are the most prevalent annealed state for en for 10::; n < 30 
while polycyclic configurations dominate for 30 ::; n < 60 Fullerene-like cages anneal after 
n = 40 but only reliably (with probability approaching 50%) at n = 60. Table 4.4 provides 
details of lowest energy en molecules encountered with molecular dynamics simulated an-
nealing. 
The aforementioned saddle boundaries may be overcome at the lower nuclearities given 
sufficient simulation time but unfortunately the time step required to ensure that the inte-
gration scheme 1S stable is less than 10-15 seconds. With current computing speeds, this 
allows for total simulation times with the order of 10-9 to 10-8 seconds, somewhat short of 
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Figure 4.4: This diagram depicts the annealing of a 60 atom cluster over the course of several 
thousand ps. Polycyclic structures first start to appear after a couple of hundred ps, as a precursor to 
fullerene-like cage structures that condense by l000ps. Refinement to the cage structure takes place 
over the remaining time interval. The final molecule is locally optimised to an energy of approx -417 
eY. 
the actual formation time of fullerenes which is believed to be in the order of 10-6 seconds 
[KHO+85] . The solution could be to adopt a different annealing scheme, such as suggested 
by Xu and Scuseria [XS94] (who report success with defect annealing from a faulted C60 
into the perfect Ih point-group fullerene). While, restricting or biasing the annealing scheme 
to generate fullerene isomers in this way is possible the annealing method would no longer 
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be transferable to other elements such as silicon or close-packed noble gases. 
The CPU time required to run one simulation is proportional to the number of carbon 
atoms when 20 ~ n ~ 60, taking approximately 650-700 seconds per atom per nanosecond of 
simulated time on a single processor Ultrasparc 1 146 Mhz SUN with 256 MB RAM. Hence 
the time taken to anneal the 60 atom cluster in figure 4.4 is circa 10 hours per nanosecond. 
Even with projected future increases in computing speeds, the comparative speed of our 
unconstrained MD annealing approach will remain inferior to the evolutionary algorithm 
approach of the next section. 
4.6 The Genetic Algorithm 
The stochastic methods, includmg Simulated Annealing and Genetic Algorithms, currently 
form very effective global optimisation paradigms for potential functions that do not permit 
the degree of separability required by smoothing techniques; nor the structural constramts 
of the lattice search methods. A good optimisation algorithm for an arbitrary potential func-
tion is one which utilises the complementary strengths of both the Genetic Algorithm and 
Simulated Annealing paradigms. This combination was suggested by Pardalos, Shalloway 
and Xue [PSX94] and more recently implemented by Deaven and Ho [DH95] who incor-
porate a cluster annealing stage following reproduction. Using this algorithm, together with 
their own potential for carbon, they successfully illustrated the applicability of the genetic 
algorithm to the structural configuration problem, finding ground-state structures for a num-
ber of carbon clusters. The remainder of this chapter discusses the general application of a 
genetic algorithm to the molecular configuration problem. Careful attention to the form of 
the reproductive procedure is found to be essential, this being the key departure from the 
standard GA implementation. With this algorithm, a parameter encoding operation has been 
included in reproduction, allowing for a large number of different reproductive procedures to 
be incorporated into the genetic algorithm, including that of Deaven and Ho [DH95] (which 
essentially tries random pairings of molecule halves) as well as the procedure developed 
for use here. The reproduction procedure of this genetic algorithm uses a novel parame-
ter encoding scheme that attempts to replace a high energy region of one molecule with a 
low energy region from another molecule. Through biasing the random selection of the re-
placement regions towards high and low energy neighbourhoods, it is probable that the new 
candidate geometry has a low potential energy configuration, allowing for faster convergence 
than the unbiased random strategy. In common with the Deaven and Ho algorithm, a local 
optimisation stage is introduced into reproduction in order to relax the child configuration 
to a local minimum geometry. This new genetic algorithm is used to find potential energy 
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ground states for all clusters en in the interval n E [3, 60j, using the Brenner carbon poten-
tial [Bre90, Bre92]. In addition, the OA is used to find minimum energy geometries for the 
five-shell carbon potential of Eggen et a1 [EJM94, EJLM92]. 
4.7 Introduction to the Genetic Algorithm 
A genetic algorithm (OA) is a global optimisation procedure that uses an analogy of the ge-
netic evolution of biological organisms [00189]. It is a heuristIc search method that modifies 
function values, encoded as binary strings, through the application of predefined reproduc-
tion operators in a stochastic manner. 
The analogy to natural selection starts with the random generation of a population of in-
dividuals, whereby each individual is a possible solution to the global optimisation problem 
(with the current application an individual is a particular molecular configuration). Pseu-
docode for a genetic algorithm is shown in figure 4.5. The genetic material of an individual 
IS stored as a string of letters from an alphabet, most commonly binary. This string is con-
structed as a sequence of encoded function values, called genes, placed one after the other 
and is referred to as the chromosome of the individual.- Finally, there is associated with ev-
ery individual from the population set, an absolute measure of quality - the value of fitness 
assigned to the individual. 
Following the initial random generation of a population, the reproductive phase of the OA 
sees the generation of new individuals using the genetic material from the current population. 
First, two individuals are randomly selected as parents. The probability of selection is usually 
related to the measure of fitness, so that the most fit individuals are, on average, the ones 
most likely to pass on their genetic material to the next and subsequent generations. With 
two parents selected, the genetic material (the chromosomes) of both are operated upon by 
reproduction metaphors known as crossover and mutation. The crossover metaphor takes the 
chromosomes of both parents, slicing and recombining them into a single chromosome string 
of equal length. In the simplest form, single point crossover, a location on the chromosome 
is selected randomly; the child chromosome takes the string of the first parent chromosome 
to the left of the crossover location and the string of the second parent to the right. Mutation 
of the child chromosome, which occurs with some small prescribed probability, randomly 
alters one or more letters of the chromosome and thus introduces a degree of random search 
into the algorithm. It ensures that the likelihood of exploring any subset of the search space 
is always nonzero. 
As soon as there is an equal number of 'adult' and child individuals, the next population 
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Pseudo Code Genetic Algorithm 
initialize_population() 
while{ not_converged } do 
ass1gn_population_fitness() 
do from 1 to npopsiz 
select_parents(pi,p2) 
reproduct10n(pi,p2,ch1ld) 
enddo 
endwh1le 
//Generate random initial population 
//of size npopsiz. 
//Assign F1tness to each individual. 
//Select two parents, pi and p2. 
//Reproduct10n produces a child. 
//Choose from adults & off-spring 
Figure 4.5: Genetic algorithm pseudocode 
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is selected. If the new generation is comprised entirely of off-spring then this is classified as 
total generation replacement. ElItist generatlon replacement takes the fittest from the current 
adult and child populations to form the next generation. The reproductive phase of the GA 
continues until population convergence, whereby the gene diversity amongst the population 
is such that the maximum difference between individual chromosomes has reduced to some 
predefined Hamming distance, where the Hamming distance is the number of bits which are 
different between the two chromosomes. 
Much of the research into genetic algorithms is concerned with applying heuristic tech-
niques that aim to improve performance by shifting the balance between exploration and 
exploitation. Unfortunately, there is very little in the way of mathematical theory to predict 
in general the effects of such algorithmic modifications, with researchers instead relying on 
empirical evaluations. An idea that attempts to explain. at least in part, the performance 
of the genetic algorithm was put forward by Goldberg with the Building-Block Hypothesis 
[GoI89]. This hypothesis attributes much of the performance of the algorithm to the emer-
gence of short schemata strings - small strings of letters - that, when incorporated into the 
chromosome, have the potential to produce a fit inciJ.vidual. Efficient parameter encoding 
schemes encourage the development of these schemata strings (Building Blocks) and allows 
the salient features from both parent chromosomes to be inherited. Building block formation 
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IS most successful when a gene is placed on the chromosome in proximity to other related 
genes [BBM93]; there should be little interaction with all other non-related genes. Some 
of these issues are expanded upon in the next section, which discusses the details of the 
implementation. 
4.8 Genetic Algorithm Implementation 
When designing a genetic algorithm to search for the molecule structure with minimal en-
ergy, an individual x from the population corresponds to a molecule configuration and a gene 
is the atomic coordinates of an atom, binary encoded. The chromosome of x is thus the 
string of genes defining the molecule structure and the fitness measure of x is simply the 
(sign reversed) value of the potential energy mapped by the function V. The inference of the 
building block hypothesis can also be stated in terms of the atomic nuclei distances. With 
regard to the gene that encodes the position of atom i, the encoding procedure should ensure 
that only those atoms j, which most influence the potential contribution of atom i, are lo-
cated 10 proxinuty on the chromosome and hence have a greater than uniform probability of 
staying within proximity of i followmg crossover. 
4.8.1 Parent Selection Schemes 
In a population P of N parents, P = {XI> •.• ,XN}, let the individuals be ordered in descending 
fitness, so that !(x,) ~ !(Xi+l) for i = 1, ... ,N -1. Further, let P, denote the probability 
that parent x, is selected as one of the two parents to which the reproductive operators are 
applied. Then {PI> .. ',PN}. such that Lf.,1 PI = I, denotes the set of parent selection prob-
abilities which are assigned by a parent selection scheme. For the classification of a parent 
selection scheme, it is useful to distinguish between schemes that assign selection proba-
bilities based on the absolute fitness of individuals, and are classified as dynamic schemes, 
and those that assign selection probabilities based on the relative fitness of individuals and 
are classified as static schemes [Bac96]. With the former, the parent selection probabilities 
change with time and have to be reevaluated with every new generation. On the other hand, 
static schemes effectively have static parent selection probabilities which remain constant 
across generations. As an example of a dynamic scheme, consider proportional selection. 
For the minimisation problem, the probabilities are defined as 
for i= 1, ... ,N. 
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Use of this scheme With the molecule confonnation problem, provides general perfonnance 
observations that echo those of Goldberg and Deb [GD91]. During the early stages of opti-
misation, when there exist a large variation of individual types and fitness, the growth in the 
fitness of XI is rapid. However, this rate of growth slows quickly as the variation in the popu-
lation diminishes. As a consequence of this, the initial exploration of the objective function is 
compromised and fitness rescaling is sometimes employed with dynamic selection schemes 
to encourage more exploration during these early generations. 
Tournament selection 
With static selection schemes based on relative fitness rankings, the parent selection proce-
dure is no longer affected by the variance in absolute fitness across the population. UnlIke the 
dynamic schemes, the bias between exploration and explOItation is unifonn and the cumber-
some fitness rescaling algorithms are not required. With the molecule configuration problem, 
we employ a q-tournament selection strategy, first introduced by De Jong [Jon751, with q = 2. 
This method takes a random set of q individuals from the population P and selects the most 
fit individual as the parent. The selection probabilities p" i = 1, ... ,N for binary-tournament 
selection (q = 2) are given by 
2(N-i)+ 1 
p,= N2 for i=I, ... ,N. 
where L~I Pi = 1. This static scheme assigns a selection probabilIty to an individual accord-
ing to its relative fitness, so that the most fit individual has a probability PI = (2N -1)/N2, 
the second most fit, P2 = (2N - 3)/N2 and so on down to the least fit individual with prob-
ability PN = I/N2• Note that the efficiency of this selection procedure rests with the tourna-
ment; instead of sorting every new population according to the relative fitness, only a single 
comparison needs to be made between the fitness of two individuals (when q = 2). 
4.8.2 Reproductiou 
The reproduction procedure employed with the genetic algorithm is described here in detail 
since it departs from the generic GA implementation quite considerably. The reproduction 
phase can be separated into the four distinct categories of : 
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Step 1: Parameter Encoding 
Step 2: Crossover 
Step 3: Mutation 
Step 4: Child Structure Relaxation 
Exactly how the set of encoded atomic coordinates should be arranged on the chromo-
some is determined by the parameter encoding scheme. Outlined below is our proposed 
scheme that seeks a gene placement strategy satisfying Goldberg's Hypothesis and at the 
same time takes advantage of any molecular symmetry. Assume that two parents, With labels 
PI and P2, have been selected and that the atomic coordinates of the molecule are contained 
within a region 0 C '1(3. The encoding scheme replaces a high energy region of parent PI 
with a low energy region of parent P2. 
Step 1: Parameter Encoding: Take the two parent geometries chosen by the par-
ent selection scheme, PI and P2, and identify a high energy point h on PI and 
a low energy point I on P2 (for details on the selection mechanism for h and I, 
see figure 4.6). Next a plane is chosen, with randomly selected position and 
orientation, such that 0 is divided into regions 01 and Oz. The first molecule 
PI has h contained in 01 and its centre of mass, c, in Oz. The second molecule 
is now rotated so that the low energy region I lies in 01 and its centre of mass 
remains in Oz. The second parent may also need translating normal to the 
plane to ensure that both parent molecules have equal numbers of atoms in 01 
(and thus Oz). Gene placement now proceeds. All genes corresponding to 01 
are placed together on the left of the chromosome, with the Oz genes filling 
the remaining positions on the right. 
The practical implementation of the first step entails first choosing a random location on 
the molecule, biased towards a high h (or low I) energy region, see figure 4.6. The vector 
(h- c)/ 11 h-c 11 (or (I-c)/ III-c 11) forms the unit normal for the dividing plane that goes 
through the position c+p(l- c) where p is a uniform random variate. The second stage 
of reproduction is the segment exchange of chromosome parts known as crossover. Single 
point cross-over assembles a new child geometry from the low energy parts of both parents. 
4.8 Genetic Algorithm Implementation 
Step 2: Single point crossover takes place at the point separating the genes of ~h 
and ~ : the child chromosome takes the Ih genes of P2 with the ~ genes 
of PI. Expressed in tenns of atom coordinates, the child molecule takes the 
geometry of its first parent except for a high energy region which is replaced 
with a low energy region from the other parent. The number of atoms replaced 
by this operation varies from 1 to n/2, depending upon the value of p. 
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Mutation may follow crossover with a small probability. The mutation operator of ge-
netic algorithms was introduced by Holland [HoI75] as a 'background operator' that occa-
sionally acts on the child chromosome, inverting single bits in the string. It acts to intro-
duce lost variation into the reproductive procedure that would otherwise (perhaps) not be 
introduced by crossover alone. A number of different mutation operators have been tested 
includmg the usual random bit swapping. An effective mutation procedure was found to be 
one which randomly replaces the genes that encode the placements of one or more atoms of 
the child chromosome with those from the parent P2. 
Step 3: Mutation: On the new child chromosome, locate j = 0 or I or ... 1C atoms 
with high energy hI, h2, ... ,hI(. If mutation occurs (i > 0), the genes corre-
sponding to atoms hl,h2, ... ,hI( with relatively high potential energy from 02 
are deleted; new genes are added by effectively translating the second parent 
normal to the separation plane unti1lC more atoms lie within the 01 region. 
If a uniform random variate is less than p then this mutation procedure will thus remove 
one or ore atoms with poor placement whilst maintaining the total number of atoms within 
the molecule. (lC is typically set to 1 or 2). The final stage to the reproductive cycle en-
tails relaxing the child configuration to a local minimum energy structure using the limited 
memory BFGS FORTRAN subroutine LBFGS, which is an implementation of the Lui and 
Nocedal algorithm [LN89]. The memory requirements and iteration time scale linearly with 
the dimension of the search space n. 
Step 4: Child Structure Relaxation: with BFGS local optimisation until sum of 
squared forces is less than tolerance SSF, L~dl < SSF where f is the vector 
of potential derivatives with respect to Cartesian coordinates, i.e. the force 
vector. 
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In addition, any second derivative discontinuities in the covalent potential, including the 
cut-off functions, do not present a problem. Aside from the cntical reproductive phase of 
the GA, the other less problem specific aspects of the algorithm also need careful consider-
ation. This includes the final part of the genetic algorithm, the strategy used for populatIon 
replacement 
4.8.3 Population Replacement Strategies 
The pseudo code for the generic GA implementation of figure 4.5 suggests that every gener-
ation creates N off-spring from the current population of N adults. The question that anses 
is how to select the replacement generation from the current set of 2N mdividuals. With 
total generation replacement, the current adult population is killed off in Its entIrety and re-
placed by the N off-spring. Such a strategy is well suited to a non-stationary environment 
and has the capability of forgetting good solutions and thus avoiding entrapment in local 
minima [Bac96]. The a1temative strategy, and the one used with this implementation, is an 
elitist generation replacement that selects the subset of the N most fit individuals from the 
current set of adults and off-spring. UnlIke the total generation replacement, elitIsm guar-
antees that the most fit inruvidual is not lost to subsequent generations and that the increase 
in f{xI) is monotonic. where XI is the most fit individual in the population P; it provides 
the more efficient replacement strategy in a stationary environment provided the parameter 
encoding scheme is sufficiently flexible to avoid convergence to local minima. As a final 
point, note that there exists numerous variations on the generation replacement schemes; in-
stead of requiring that every generation creates N off-spring, a value of 1 (coined steady state 
replacement) to M > N can be used. 
To counteract the possibility of premature convergence, whereby a group of suboptimal 
individuals come to dominate the population and effectively eliminating any further explo-
ration, a restarting procedure was employed. If the chromosomes of the population become 
identical to within a small Hamming distance (typically 5% difference), and the globally 
optimal configuration is not thought to have been found, then the population is reinitialised. 
The chromosome of the fittest individual is maintained but the genetic material of all other 
individuals is randomly generated anew. 
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Figure 4.6: A schematic representation of the crossover operator acting upon two parent molecules, 
PI and P2. A high energy point h of PI (depicted, top left) is selected; a plane separates the molecule 
into two segments between the centre of mass, c and h and is perpendicular to the vector h-c (depicted, 
top middle). A low energy point I of P2 (depicted, top right) is selected and P2 then undergoes 
rotational translations about c to align the placement of the low and high energy regions. The parallel 
plane separation of P2 proceeds (depicted, bottom left); the high energy region of P2 is discarded in 
favour of the low energy region of PI (depicted, bottom middle). The child figure is then annealed 
(depicted, bottom right). The mechanism for locating a high (low) energy point employs a stochastic 
procedure bke tournament selection to pick a particular atom (with the most 'fit' atom having the 
highest (lowest) energy). The placement of this atom then provides a centre about which a high (low) 
energy pomt can be selected. 
4.9 Application of the algorithm 
The Brenner Potential 
With the MD approach, the condensation of atoIDlc carbon to spherical fullerene like cages 
have been simulated within a cubic cell of upto 50.1. With periodic boundaries, filled with 
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a mixture of carbon and noble gas atoms. The carbon atoms lose energy through collisions 
with the noble gas atoms which are coupled to a heat bath. The gas attains the temperature of 
the bath after several nanoseconds of interaction. This MD algorithm successfully annealed 
larger fullerene molecules, for example CI20 [Bea95], but the performance was found to 
degrade for clusters smaller than C6Q. For these clusters, non-optimal geometries formed 
that were unable to overcome the saddles separating them from lower energy structures. 
As will become apparent, the genetic algorithm method consistently out-performs the MD 
approach, finding substantially lower energy configurations. 
The genetic algorithm was typically run with a population size of thirty for several hun-
dred to many thousand generations, until the bindmg energy per atom reduced to a level 
below a predefined upper-bound for the minimum energy. The geometries for the first gener-
ation of individuals were generated randomly within ll, a cubic cell of dimension (typically) 
greater than or equal to lOA. 
As the GA is a combinatorial global optimisation algorithm, the atomic coordinates are 
defined in a combinatonally enumerable set. In general, only approximate spatial coordinates 
are obtained following gene encoding. To keep any position errors low, a gene word length 
of 30 was used allowing 1024 discretisation of II in each of the three axes. The convergence 
criterion for the local annealing stage of reproduction is found to have a considerable impact 
upon the state of the final population at convergence, with a tolerance (SSF) of 2.5e-02 
providing a good compromise between speed and accuracy; see table 4.7 for parameter value 
mformation. 
For very small clusters of carbon, the balance between the degree of atom coordination 
present in the molecule and the strain induced through tight bond angles largely determines 
the transition from linear to cyclic structures. The feature of the linear chain most affecting 
stability, is the unsaturated carbon bond at the two ends of the molecule. However, with 
the joining of the two ends to form a monocyclic ring a degree of strain is introduced into 
the structure. The strain caused by such a process will decrease with increasing numbers 
of atoms, as the bond angle increases. With the Brenner potential, the first monocyclic 
ground state structure is the pentagon with the largest being a seventeen membered ring. 
In fact, monocyclic rings were found to be the lowest energy structures for all Cn in the 
range n E [5,17]. As expected, the binding energy per atom decreases monotonically in this 
range. As the number of atoms in the molecule increases beyond seventeen, the preference 
for three-fold coordination begins to take precedence over bond angle considerations. 
The putative ground-state configuration for Cn when n is greater than or equal to 18 
changes to cage-like structures with four, five and six membered ring faces; the cage con-
figurations form in preference to monocyclic, cap polycyclic and planar polycyclic species. 
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Figure 4.7: An IllustratIOn of the evolutton of the lowest energy C'9 planar/cap molecule with the GA starUng 
from a randomly Inlttahsed population of Size 30. After 210 generattons, the minimal energy configuratton is 
that of the cap polycyclic structure with an energy of -117 45 eV (depicted, left). It takes a further 1600 
generattons to find the the planar structure, WIth energy -118 11 eV (depicted, right) 
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Figure 4.8: An alternative evolution history for C19. UnlIke other nueleanties, the optimisation performance 
of the 19 atom cluster (and the 18,21 and 22 atom elusters) IS crittcally dependent upon the dimenSions of the 
feasible region; here n is a cube of Size 61, compared With loA for the above planar conformation of figure 
4.7. After 18 generattons, the minimum energy configuration is that of a cage with an energy of -118.01 eV 
(depicted, left); note that thiS, and all preceedmg cage structures are less stable than the planar configuration of 
figure 4.7. This ttme the putattve ground-state cage configuratton IS correctly located - in only 50 generations; 
It has an energy of -118 83 e V (depicted, right) 
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Potential Energy of Lowest Minima (Brenner) 
Number Potential Energy Energy I Geometry 
of Atoms of Molecule (e V) Atom(eV) 
3 -12.40 -4.1329 I 
4 -18.58 -4.6439 I 
5 -26.33 -5.2651 m 
6 -33.96 -5.6600 m 
7 -41.10 -5.8714 m 
8 -47.91 -5.9883 m 
9 -54.50 -60551 m 
10 ·60.95 -6.0950 m 
11 -67.32 -6.1199 m 
12 -73.61 -6.1342 m 
13 -79.90 -6.1416 m 
14 -8611 -6.1507 m 
15 -92.34 -6.1560 m 
16 -98.61 -6.1631 m 
17 -104.80 -6.1647 m 
18 -112.29 -6.2386 c 
19 -11883 -62543 c 
20 -128.39 -6.4195 f 
21 -134.52 -6.4058 c 
22 -14209 -6.4586 c 
23 -148.41 -6.4528 c 
24 -157.16 -6.5483 f 
25 -163.13 -6.5252 c 
26 -171.98 -6.6146 f 
27 -17801 -6.5930 c 
28 -186.88 -6.6743 f 
29 -192.67 -6.6438 c 
30 -200.44 -6.6813 f 
31 -207.00 -6.6774 c 
Table 4.5: Potential of the lowest energy configurations, 3 to 30 atoms. The geometry column is 
labelled 1 for linear chain, m for monocyclic ring, f for fullerene and c for fullerene-bke cage 
However, the difference in energy between the optimal isomer from each species is quite 
small. For example, the optimal C19 cage isomer at -118.83 eV is approximately 0.7 eV 
(0.037 eV per atom) more energetically stable than the optimal cap isomer (with five, six 
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Potential Energy of Lowest Minima 
Number of Potential Energy Energy I Geometry 
Atoms of Molecule (eV) Atom (eV) 
32 -21666 -6.7706 f 
33 -221.78 -6.7206 c 
34 -230.30 -6.7735 f 
35 -236.38 -6.7537 c 
36 -245.45 -6.8181 f 
37 -251.23 -6.7900 c 
38 -259.97 -6.8413 f 
39 ' -265.69 -6.8126 c 
40 -274.64 -68660 f 
41 -280.38 -6.8385 c 
42 -289.34 -6.8890 f 
43 -295.12 -6.8633 c 
44 -304 09 -6.9111 f 
45 -309.02 -6.8671 c 
46 -318.54 -6.9248 f 
47 -324 06 -6.8949 c 
48 -333.38 -6.9454 f 
49 -339.03 -6.9190 c 
50 -348.37 -69674 f 
51 -353.88 -69388 c 
52 -362.83 -69742 f 
53 -367.92 -6.9419 c 
54 -377.69 -6.9943 f 
55 -383.08 -6.9789 c 
56 -392.37 -7.0066 f 
57 -397.73 -6.9777 c 
58 -407.25 -7.0216 f 
59 -412.74 -6.9956 c 
60 -422.55 -7.0425 f 
Table 4.6: Potential of the lowest energy configurations, 31 to 60 atoms. The geometry column is 
labelled f for fullerene and c for fullerene-like cage 
and seven membered rings) at -118.11 eV; this in turn is also about 0.7 eV more stable than 
the optimal polycyclic cup configuration at -117.45 eV (with five and six membered rings). 
More significantly, the energy overlap between the planar, cap and cage species is such that 
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1YPical Parameter Values for the Genetic Algorithm, for C5-C60 
Parameter Notes 
Name Function Value range 
SSF Local 2.5E-02 to 5.0E-04 Local convergence parameter is critical to 
convergence the lowest energy GA configuration at pop-
ulation convergence - as well as the speed. 
npopsiz PopulatIon size 30 30 judged to be the best compromise. 
delta Length of 6.0-15A Chosen to be as small as possible without 
cubic cell excluding any reasonable geometry. 
div 2d•v divisions 10 Equates to a chromosome bit length of 30. 
I dimension of 0 
pmut Mutation 5% to 20% Percentage for each mutation operator. The 
probability rate was found not to be critical. 
bitdiff Chromosome bit 10% to 25% Population restart initiated if Hamming 
% differenece distance between the best and worst 
individuals is less than bitdiff. 
Table 4.7: 1\\'0 parameters are most critical to the performance of the genetic algorithm implemen-
tation; the local optimisation convergence parameter SSF and delta - the dimension of the cubic cell 
S. If SSF is too large, the probability that the global mmimum is encountered at global convergence 
is reduced considerably. (Note that the local optimisation terminates when 11 G 11< SSFmax{l, II'! 11) 
where G is the gradient of the input vector ,!). 
there exists considerable competition between the open and closed topologies; planar struc-
tures are for the most part of similar stability to the cage configurations. For example, the 
cage topologies encountered before convergence to the putative global minimum at n=19, 
depicted in figure 4.8, actually have higher potential energy than the cup andlor planar con-
figurations of figure 4.7. This feature of Brermer's carbon potential energy surface makes the 
performance of the genetic algorithm sensitive to the choice of optimisation parameters, in 
particular the size of the cubic cell 0, at the nuclearities n = 18,19,21 & 22. With the dimen-
sIons of 0 set to a cube of side lOA (chosen to allow for the possible formation ofmonocyclic 
rings, upto C24), the genetic algorithm evolves a cap-like structure for n = 19 after 200 gen-
eratIons but it takes a total of circa 2000 generations for the optimal planar species to appear. 
(Under the same conditions, the dodecalIedron structure was formed from 20 atoms in less 
than 200 generations, see figure 4.10. In this case there is no structure which has a similar to-
tal energy). With the volume of 0 reduced by approximately two-thirds to a cube of side 7A, 
the evolution histories for n = 18,19,21 & 22 change completely (as shown in figure 4.9). 
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Row 1: Geometries and energies for optimal planar cyclic species 
Row 2: Geometries and energies for optimal cage species 
-104.80eV -111.38 eV -117.40eV -131.70eV -138.36eV 
-104.26eV -112.2geV -118.83 eV -134.52eV -142.0geV 
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Figure 4.9: A comparison of optimal cyclic species (depicted, top row) with the optimal cage species 
for Cl7, CIS, Cl9,C2l and C22 on the Brenner carbon potential surface (these nuc\earities are found to 
be partIcularly sensitive to the dImensions of the cubic cellli). The ground state configuration for Cl7 
is identIfied by the genetic algorithm to be the monocyclic nng - polycyclic (not depicted) and cage 
confonners are less energetically favourable. The putative ground. state configuration for C. when n 
is greater than 17 changes to the cage species. 
The restricted environment encourages the formation of cage-like species and the putative 
ground-state configurations for the Brenner potential are now typically located within less 
than lOO generations. The ground-state configuration for C18 is identified as a trivalent poly-
hedral cage with two square, eight pentagonal and one hexagonal faces. For odd n it is not 
possible to have a trivalent polyhedral cage and so C19 is geometrically equivalent to the C18 
ground-state, except that a single two-fold coordinated carbon atom deforms the hexagonal 
base and one of the adjacent square faces into seven and five sided rings, respectively. 
A mathematical result, concerning trivalent polyhedral structures comprising only pen-
tagons and hexagons, stipulates that the number of pentagonal faces must be exactly twelve 
and that there must be either zero or more than one hexagonal face [CS93]. The polyhedron 
with twelve pentagonal and no hexagonal faces is the dodecahedron, which has twenty edges. 
For the case of C20, the dodecahedral structure was found to be the most stable configuration 
with the Brenner potential- in contrast to many experimental studies which report ring-like 
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Figure 4.10: The evolutIOn of the lowest energy C20 cluster. The first generation is randomly mi-
t1ahsed and the population size is 30. The lowest energy geometry first takes the form of various 
non-planar polycyhc structures, an example of which IS depicted on the left. A cage-like structure 
qUIckly develops thereafter, culmmatmg after 150 generations WIth the dodecahedron fullerene of 
energy -128.39 e V and depicted right 
structures for C20. Early ab initIo calculations by Parasuk and Alrn10f using the Hartree-Fock 
method [PA91] also identified the monocyclic ring to be the most stable conformer, in agree-
ment with formation experiments [vHGB93, HFJ93]. However, more recent calculations 
using a 'higher level of theory' [VNC96] by Taylor et al [TBWK95] at the San Diego Super-
computer Center using 'coupled-cluster calculations in the singlet-spin state with CCSD(T) 
excitation and Dunning's cc-p VDZ basis set' find the dodecahedron configurations to be 
more stable than either the ring or the cap conformers_ Furthermore, the energy barriers 
separating a transformation between structures have been found to be substantial [YHPL94], 
perhaps explaining the prevalence of ring-like structures in the experimental literature. 
The putative ground-state geometry on the Brenner potential energy surface for C21 is 
constructed from the dodecahedron with a single two-fold coordinated atom bonded between 
an edge of two adjacent pentagons. For C22, the putative ground-state configuration is a 
non-fullerene trivalent polyhedral cage with one square, 10 pentagonal and two hexagonal 
faces; the Brenner potential predicts that this optimal cage is approximately 2.8 e V more 
energetically stable than the lowest energy planar polycyclic species. The total number of 
closed trivalent polyhedra for small nuclearities including n = 22 have been calculated (see 
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Domene et a1 and references therein) and there are 7595 trivalents with 20 vertices, 49566 
with 22 vertices, 339722 with 24 vertices and so on. Furthermore, the stabihties of these 
trivalents have been calculated and compared elsewhere, using a mixture of semiempirical 
quantum consistent force fieldl1t (QCFFIPI) methods (Domene et a1 [DFM+97]) and density 
functional calculations (Domene et a1 [DFM+97j and Jones and Seifert [JS97]). Both sets of 
studies report minimum energy configurations for the trivalent species at n = 18,20 and 22 
that are structurally identical to those found by the genetic algorithm. The minimum energy 
configuration for C23 is constructed from the C22 ground state polyhedron; the additional 
carbon atom deforms one of the square-hexagon edges so that there is now a single two-fold 
coordinated atom that deforms a hexane face into a seven membered ring. A comparison of 
optimal planar and cage species identified by the GA is provided by figure 4.9 for Cl7, CI8, 
CI9, C21 and C22. 
The next trivalent fullerene polyhedron has twelve pentagonal and two hexagonal faces 
with twenty four vertices. This is found to be the ground state structure for C24. As stated 
previously, no fullerene with 5- and 6-membered rings and three-fold coordination can exist 
between C20 and C24. 
Beyond twenty-four atoms, the ground state structures (on the Brenner potential surface) 
are fullerenes for all even numbered clusters C2n, where n is an integer. The odd numbered 
clusters, C2n+l, also take cage-like fullerene form, most commonly with a two-fold coordi-
nated atom forming a dangling-bond between a hexagonal-pentagonal interface of the C2n 
ground-state geometry. The set of even and odd clusters have strictly monotonically increas-
ing binding energies per atom and in addition the energy per atom of C2n is always less than 
that of C2n+ I. For the truncated icosahedral C60 fullerene, the Brenner potential predicts a 
binding energy of7.04eV per atom. 
Tables 4.5 and 4.6 and figure 4.11 depict the potential energy of all the clusters containing 
from 3 to 60 atoms and figures 4.13 and 4.14 a selection of their corresponding geometrical 
configurations. As described above, for the smaller clusters comprising twenty or so atoms, 
the optimisation of the Brenner potential indicates that two different types of structures exist. 
The monocyclic planar ring structures are most favoured with n upto 17 atoms while caged 
fullerene-like molecules exist as the ground states for n > 17. This is shown with figure 4.9. 
Table 4.5 indicates that the binding energy per atom of the cyclic structures are in the region 
of 6.2eV to 6.3eV, somewhat less than the energy of the cage-like species with less than 
6.4eV per atom. 
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Figure 4.11: Potential Energy per atom verses nuclearity for the putative ground state configuration, 
as located by the genetic algorithm on the Brenner potential energy surface. 
The Potential of Eggen, J ohnston, Li and Murrell 
This potential for carbon by Eggen, Johnston, Li and Murrell [EJLM92, EJM94)(referred 
from here on as the Eggen Potential) has two- and three-body terms and follows the so-
called Murrell~Mottram model [MM90) . The potential is defined by a set of exponential 
range parameters and a set of coefficients for the three body term. Eggen et a1. [EJM94) 
optimised clusters with up to 20 atoms using steepest decent and conjugate gradient local 
optimisation routines as well as MC algorithms. It was reported that with his potential, 
small clusters had a strong bias towards three-fold coordination, forming cage-like config-
urations constructed from five and six membered rings. The bond lengths and bond angles 
were found to follow the sr state of the diamond structure. In common with the authors' 
investigations with the Brenner potential, there was found to be a progression in the general 
structural preference from linear chains to cyclic rings to cages and fullerenes. In order to 
test further the genetic algorithm, and compare its predictions for the ground state struc-
ture to that of previously pubhshed results, the algorithm was used in conjunction with the 
Eggen potential. Figure 4.12 depicts the stabilities for the ground state structures for small 
clusters, as reported by the local optimisation techniques of Eggen et al [EJM94) and as 
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Figure 4.12: This figure charts the energetIcs of small ground-state carbon clusters for the Eggen 
potential, as predicted by the GA (left, dark columns) and as presented in the paper of Eggen, Iohnston 
and MurreIl [EJM94] (right, light columns). 
predicted by the genetic algorithm. For this range of small clusters with ten to twenty-two 
atoms, the genetic algorithm finds lower energy configurations in the cases of Cn for the set 
n = {ll,12,13,14,15,16,17,18 & 22}. The GA found ground state structures for all other 
clusters n = {lO,19,20,21} in agreement with those published by Eggen et al. Inciden-
tally, the ground state structure for C20 is a dodecahedron and the energy per atom of Cn for 
n E [10,20) rises monotonicaIly. Also shown inset in figure 4.12 are three geometries which 
are completely different to those predicted by the Brenner potential. For larger clusters, the 
GA finds fullerene molecules as the minimum energy structures of even numbered clusters. 
The formation energies are in agreement with those of the fullerene structures taken from 
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topological coordinates as published by Eggen. With the exception of the dodecahedron 
ground-state structure for C20, the potentials of Eggen and Brenner predict very different 
geometrical forms for the lowest energy configurations for Cn with n E [10,17]. Unlike the 
Brenner potential, which favours planar monocyclic structures, the Eggen potential produces 
cage-like configurations with a high degree of three-fold coordination. It is perhaps reason-
able to conclude from these results that the Eggen potential over-estimates the stabilities of 
the small carbon clusters that conform closely to the sp3 hybridisation state of the diamond 
structure. For larger even numbered molecules, both the Eggen and Brenner potentials pre-
dict essentially the same fullerenes to be ground-state. (Note, however for C22 the genetic 
algorithm identifies a configuration that is different to that predicted by the Brenner potential; 
geometrically, it is a dodecahedron with two two-fold coordinated atoms deforming adjacent 
sides of a pentagon face). 
4.10 Molecule classification 
The exact geometric form of a linear chain or a monocyclic ring is unambiguous. When de-
scribing small polycyclic molecules, a clear pictorial representation is sufficient to determine 
the form of the bonding connections. This may also be the case for a few special members of 
the fullerene family, such as the highly symmetric dodecahedral and truncated icosahedral 
isomers of C20 and C60 respectively. However, this is not the case for the vast number of 
fu11erene cages that are permissable at each nuclearity, and there is thus a need for a sys-
tematic method of uniquely classifying the geometry of each individual isomer. As will be 
shown, lower bounds on the number of possible fullerene isomers for Cn grows extremely 
rapidly WIth there being more than 1800 for when n = 60. 
For the classification of fullerene isomers comprising twelve pentagonal and one or 
more hexagonal faces, this work employs the spiral conjecture of Fowler and Manolopoulos 
[FM95]. The conjecture is based upon a geometric examination of fullerene polyhedra and 
is stated below. 
Spiral Conjecture: The surface of a fu11erene polyhedron may be unwound in a continuous 
spiral strip of edge-sharing pentagons and hexagons such that each new face in the 
spiral after the second shares an edge with both (a) its immediate predecessor in the 
spiral and (b) the first face in the preceding spiral that still has an open edge. 
The starting face for the spiral construction can be anyone of the n/2 + 2 faces of Cn; 
the next surface is anyone of the five or six adjoining faces and the third can be either of 
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FuIlerene Isomers 
No. of Atoms RmgSpiral Point Group 
20 1 2 3 4 5 6 7 8 9 10 11 12 Ih 
24 1 2 3 4 5 7 8 10 11 12 13 14 D6d 
26 1 2 3 4 5 7 9 11 12 13 14 15 D3h 
28 1 2 3 5 7 9 10 11 12 13 14 15 Td 
30 1 2 3 4 7 10 11 12 13 14 15 16 C2v 
32 1 2 3 5 7 9 10 12 14 16 17 18 D3 
34 1 2 3 5 7 10 11 13 15 16 18 19 C2 
36 1 2 4 8 9 10 12 13 14 15 18 20 D6h 
38 1 2 4 7 9 10 12 13 15 18 20 21 C2 
40 1 2 4 7 9 11 13 15 17 19 20 22 D2 
42 1 2 4 7 9 12 13 16 18 19 21 22 D3 
44 1 2 4 9 12 13 14 16 17 19 22 24 D2 
46 1 2 4 7 9 12 16 18 20 21 22 24 C2 
48 1 2 4 9 12 14 15 17 19 21 23 25 C2 
50 1 2 9 10 12 14 15 17 20 22 24 26 DSh 
52 I 2 4 9 12 14 16 19 21 23 25 28 C2 
54 1 2 4 9 12 14 16 19 23 25 27 28 C2v 
56 1 2 9 10 12 14 16 20 22 24 26 30 C2v 
58 1 2 9 11 13 15 17 20 23 25 27 29 C3v 
60 1 7 9 11 13 15 18 20 22 24 26 32 Ih 
Table 4.8: Classifical10n of (even-numbered) fullerenes, calculated using the genetic algonthm and 
the Brenner potential, according to the scheme of Fowler and Manolopoulos [FM95]. The polyhedra 
were classified algebrrucally by constructing the characteristic equation of the adjacency matrix and 
matching the set of eigenvalues in ascending numerical order with those obtained from the Atlas of 
Fullerenes [FM95]. 
the two faces adjacent with the first two. Following the choice of the first three faces, the 
progression of the spiral is entirely detenninistic, in the sense that the path of this unwind-
ing is uniquely detennined by (a) and (b) of the conjecture. For a fullerene comprising n 
-10 
atoms, there is a total of 12 x 5 x 2 + (n /~ x 6 x 2 = 6n spiral starts, many of which will be 
identical due to symmetry. It may happen that an initiated spiral start can not be completely 
unwound using the rules of. the conjecture and 'shorts', in which case the spiral start has 
failed. If it is assumed that the spiral start is successful, then the spiral form can be described 
by a sequence of S's and 6's that correspond to the order of pentagons and hexagons (re-
spectively) encountered along the spiral path. For example, the truncated icosahedron Coo 
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has three symmetry-distinct spirals which unwind successfully and can be represented by the 
sequences 
56666656565656566565656565666665 
65656566656656656566566565656566 
66565656566566565665665666565656 
All three sequences represent the same truncated icosahedral symmetry and so it is neces-
sary to differentiate somehow between the three. The solution is to view the sequences as 
integers (32-dlgit integers in this example) and select the sequence with the lexographically 
(Le. numerically) least integer value as the canonical spiral sequence. This corresponds to 
the first sequence in the above example. The nng spiral for the truncated icosahedral C60 
example is produced by taking the canonical spiral sequence and recording the positions of 
the pentagons. Thus the ring spiral for the truncated icosahedron is 
1 79 11 13 15 18 2022242632 
and this provides a deterministic and unique method for describing the geometry of the 
truncated icosahedron. So, the ring spiral conjecture provides a neat method for classify-
ing fulIerene geometries. Since the premise of the algorithm is a conjecture, it is necessary 
to question its validity; does there exist a fullerene that does not unwind according to the 
conjecture from any of the 6n spiral starts? Within the scope of the genetic algorithm clas-
sification problem, n :::; 60, the spiral algonthm is robust. However, for larger n there does 
exist fullerene geometries that will not unwind using the spiral conjecture - the first coun-
terexample appears to be a fullerene With 380 atoms [MF93]. The spiral sequence for each 
even-numbered, minimum energy geometry, fullerene evolved by the Genetic Algorithm, 
can be found in table 4.8. 
Neighbour index vectors 
Fowler and Manolopoulos [FM95] examine the merits of assessing the relative stabilities of 
fullerene isomers based upon the degree of strain energy experienced. Their method does 
not resort to detailed electronic structure calculations but instead uses the argument that the 
strain energy resulting from the curvature of a fullerene surface is minimised when the twelve 
pentagonal surfaces are mutually separated by the greatest possible measure of distance. This 
statement can be viewed as a refinement of the Isolated Pentagon Rule (IRP), first proposed 
by Kroto [Kr087] and later examined theoretically by Schmalz et al [TGSKH88], which 
simply states that the most stable fullerenes are those in which the pentagons are isolated 
[FM95]. 
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FuIIerene Isomers 
No. of Atoms Pentagon Indices min No. of No of 
Np Np minNp isomers 
20 0 0 0 0 0 12 30 30 1 1 
24 0 0 0 0 12 0 24 24 1 1 
26 0 0 0 6 6 0 21 21 1 1 
28 0 0 0 12 0 0 18 18 1 2 
30 0 0 2 10 0 0 17 17 1 3 
32 0 0 6 6 0 0 15 15 1 6 
34 0 0 8 4 0 0 14 14 1 6 
36 0 0 12 0 0 0 12 12 2 15 
38 0 2 10 0 0 0 11 11 1 17 
40 0 4 8 0 0 0 10 10 2 40 
42 0 6 6 0 0 0 9 9 1 45 
44 0 8 4 0 0 0 8 8 2 89 
46 0 8 4 0 0 0 8 8 7 116 
48 0 10 2 0 0 0 7 7 4 199 
50 2 10 0 0 0 0 5 5 1 271 
52 4 6 2 0 0 0 5 5 1 437 
54 6 4 2 0 0 0 4 4 1 580 
56 4 8 0 0 0 0 4 4 4 924 
58 6 6 0 0 0 0 3 3 1 1205 
60 12 0 0 0 0 0 0 0 1 1812 
Table 4.9: Classification of (even-numbered) fuIIerenes using the pentagon indices classification of 
Fowler and Manolopoulos. The table shows that the global minimum energy configurations selected 
by the GA also have the lowest N p value in all cases. 
For the case of the smaller fullerenes, including those with sixty or fewer atoms, Fowler 
and Manolopoulos introduce a neighbour index vector of the form (PO,PhP2,P3,P4,PS). 
The element Pk, k = 0, . " ,5 is used to denote the number of pentagons that share edges 
with k other pentagons. For example, if there exists a fullerene with six pentagons that 
are adjacent to four other pentagons, plus a further six pentagons that are adjacent to three 
other pentagons, then the neighbour index vector is (0,0,0,6,6,0) (note that LkoPk = 12). 
Since each fused pentagon pair is associated with a significant strain energy, the authors 
conjectured that from the set of possible conformations for Cn, the fullerene experiencing 
the least strain will be precisely the one with the least number of fused pentagons. The 
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10 atoms 17 atoms 18 atoms 19 atoms 
20 atoms 21 atoms 22 atoms 24 atoms 
28 atoms 30 atoms 33 atoms 36 atoms 
Figure 4.13: Assortment of putative ground-state carbon conformations, as located with the genetic 
algonthm on the Brenner potential energy surface 
number of fused pentagon pairs can be calculated simply from the neighbour index vector 
according to the formula, 
5 
Np= I,kpk/2 
k=l 
which thus provides a measure of stabilily for any conformational candidate. In the case of 
a tie-break, whereby a set of M ~ 2 isomers share the least value for Np, the most stable 
subset of the M are those that have the smallest value of Ph, where h is the highest degree of 
pentagon fusing associated with set of M fullerenes. 
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37 atoms 40 atoms 44 atoms 50 atoms 
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Figure 4.14: Assortment of putative ground-state carbon confonnations, as located with the genetic 
algorithm on the Brenner potential energy surface 
Applying the stability scheme of Fowler and Manolopoulos to the table of fullerene iso-
mers between C20 and C6(J, provides a table of pentagon index vectors and the associated 
pentagon fusing measure Np (see table 4.9). Interestingly, if these values are compared to 
those provided in the Atlas of Fullerenes, (table 4.1, pp76-77) it is evident that the Genetic 
Algorithm implementation selects the ful1erene isomer with the least strain energy. Thus, 
for every even n between 20 and 60 (inclusive), the GA not only establishes that a fullerene 
conformation is energetically most favourable, but also selects the isomer that minimises the 
curvature induced strain associated with the placement of pentagons. This result lends fur-
ther credibility to the hypothesis that the genetic algorithm approach adopted in this chapter 
is able select the global minimum conformation for the carbon conformation problem. 
4.11 Algorithm Performance 
Particularly for the larger clusters, the global optimisation procedure is lengthy to conduct 
due to the extremely large number of local minima present, which is belIeved to increase 
exponentially with the square of the number of atoms in the cluster [MZ96]. When trying 
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Average Number of Generations 
and CPU Tune 
No. of Average No. Generation Time Average Total 
Cluster Atoms- of Range CPU Time 
Geometry Range Generations (secs) (secs x 1000) 
MonocycIic 10 - 17 120 11.0 - 12.5 1.5 
Rings 
Cage 18 - 22 150 12.5 - 13.0 2.0 
FulIerenes 20-40 900 13.0-17.0 13.0 
FulIerenes 40-60 1600 17.0 - 20.0 30.0 
Table 4.10: Approximate average generation and CPU Ume data on a SUN UltraSparc for the GA 
when optimismg the Brenner potenUal, using SFF=2.5e-02. 
to estimate the total run-time for the global optimisation of a particular molecule size, it 
is useful to consider individually: the average time taken to increment the generation by 
one and the total number of generations required. Clearly, the product of these two factors 
gives the total computation time. The total number of generations is determined to a great 
extent by the number of local minima. This in turn is influenced by the functional form 
of the potential and in particular the dimension, m = 3n, of n. The time to generate a 
new population is determined largely by the speed of the reproductive process; the most 
computationally intensive reproduction procedure is that of relaxing the child configuration. 
Here, the number of steps required by the BFGS local optimisation routine scales linearly 
with the dimension m and is within the range of 10-25 iterations. The speed of a single 
iteration of the BFGS routine, including the time taken to compute the potential and force 
components, depends to a large extent on the length of the neighbour lists. If the molecule 
is much greater in size than the cut -off distance then the neighbour list length has order n. 
For calculations with the Brenner potential, the time taken to advance the generation by one 
increases monotonically with the number of atoms present in the cluster. Due to the short 
cut-off distance of the Brenner potential (2.oA.), the time increase is linear. 
The total number of generations required to reach the putative globally minimal con-
figuration can vary greatly for a constant cluster size. The average number of generations 
does however increase with the number of atoms in the cluster, though the rise is not mono-
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<2,. tonic, see tabl~or example, the 20 atom carbon configuration with the Brenner potential 
required on average less than 200 generations until convergence to the dodecahedron struc-
ture. In contrast, the polycyclic local minimum ring structures with 19 and 21 atoms initially 
found by the genetic algorithm with the larger cubic cell Il required many more - up to a 
couple of thousand, most likely due to the conflicting planar/cap/cage structures with similar 
energy values. With the volume of 0 reduced by a factor almost two-thirds to a cubic-cell of 
size 7A, the putative ground-state cage conformers were located in (typically) less than 100 
generations. This demonstrates that at some nuclearities the volume of Il is critical to both the 
speed of global convergence and the probability of locating the ground-state configuration. 
The number of generations required and the quality of the final optirnised configuration 
also depends cntically on the convergence criterion of the local optimisation algorithm and 
in particular the value of the parameter SSF. As stated above, the lime to evolve a new popu-
lation generation is inversely related to SSF (l.e. the time taken to anneal a new child config-
uration increases as SSF is reduced). Conversely, a small SSF is to be preferred as it greatly 
improves the probability of locating the ground-state configuration within a pre-specified 
maximum number of generations. Figure 4.10 provides an J1lustrative example: With SSF 
set to 2.5e-Ol, the genetic algorithm is unable to locate the ground-state truncated icosa-
hedral C6Q fullerene structure within the requisite maximum number of generations (2500) 
(depicted, top line graph) and the minimum energy geometry located has an energy of -409.8 
e V. With SSF reduced by a factor of ten, to 2.5e-02, (keeping all other parameters fixed) the 
ground state is located after 1081 generations (depicted, middle line graph); the ground-state 
conformer is located after 720 generations when SSF is reduced to 2.5e-04 (depicted, bot-
tom line graph). However, the reproduction time for a new generation (comprising thirty 
individuals) is ca. 7.5 seconds per generation (spg) when SSF=2.5e-Ol, ca. 20 spg when 
SSF=2.5e-02 and ca. 83 spg when SSF=2.Se-04. Hence, SSF at 2.5e-02 takes about one-
third the total CPU time to locate the ground-state configuration compared to SSF=2.Se-04. 
As shown in table 4.7 a value in the range of 2.5e-02 to 5.0e-04 was found to provide the 
best compromise between speed and accuracy. 
Provided SSF is not too large and regardless of the number of atoms, the total energy of 
the most fit individual, or cluster, initially decreases very rapidly for the first few dozen gen-
erations. Within a short period of no more than two-hundred generations, a rough fullerene 
cage-like structure has formed. The amount of time spent in this initial phase, however, drops 
rapidly as the cluster size increases. The rest of the time is spent by the algorithm attempting 
to perfect the cage structure and form the perfect fuIlerene. 
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Figure 4.15: The effect of SSF on the number of generations required to locate the ground-state 
truncated icosahedral C60 fullerene structure. With SSF = 2.5e-Ol, the GA does not located the 
ground-state within the maximum 2500 generations (depicted, top line graph); with SSF reduced 
by a factor of ten to 2.5e-02, the ground state is located after 1081 generations (depicted, middle 
line graph). Reducing the tolerance to SSF=2.5e-04 allows the ground state to be located in 720 
generations (depicted, bottom line graph). 
4.12 Conclusion 
We have enumerated the structural classes and potential energy values for the entire set of 
optimal cluster geometries between 3 and 60 atoms, as predicted by the genetic algorithm 
using the Brenner many-body potential for carbon. The Brenner potential may overestimate 
the stabilities of small monocyclic rings and cage conformers, but in general, the ground 
state structures predicted by this potential are in reasonable accord with both recent ab-initio 
calculations and reaction studies of carbon clusters. A general progression of the ground 
state structure was found, startiog with linear chains to monocyclic rmgs to cage species to 
fulIerenes. Of particular interest was the predicted transition from planar monocyclic struc-
tures to fuIlerene-like cages that occurred with 20 or so atoms. The genetic algorithm was 
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able to find lower energy structural configurations compared to those reported by Eggen et a1 
with their five-shell potential for carbon using local optimisation techniques. The efficiency 
of the genetic algorithm rests, to a great extent, with the method used to place genes on the 
chromosome - the parameter encoding scheme. In agreement with Deaven and Ho [DH951, 
cluster optimisation techniques based upon the genetic evolution paradigm offer distinct ef-
ficiency and accuracy advantages over some other algorithms - including both molecular 
dynamics simulated annealing (SA) and the simple controlled random search (CRS) algo-
rithm. The CRS algorithm proved useful for clusters comprising (approximately) 15 or fewer 
atoms. For carbon clusters with more than 17 atoms the CRS algorithm failed to find the cage 
ground-state configuration on all occasions, locating instead low energy planar polycyclic 
structures but with low probability and long CPU times (10 or more hours). Conversely, 
the molecular dynamics annealmg code proved reasonably successful WIth higher nuclear-
ities, with 60 or more atoms, locating fullerene like-cages but failmg to perform the series 
of Stone-Wales rearrangements necessary for convergence to the ground-state fullerene con-
former. Below 60 atoms, simulations revealed that the annealing regime would benefit from 
further development to the annealing schedule and the boundary conditions. Other authors 
have reported more success with the MD annealing approach for these smaller nuclearities 
- but typically at the expense of tailoring the algorithm specifically to the carbon cage or 
fullerene species by restricting the feasible region to be a sphere [ZWH+92, XWCH931. 
The GA implementation is the most robust of the three methods. The probability of locating 
the putative ground state configuration with the algorithm was found to be very high, close 
to 100 %. For most nuclearities, the algorithm was insensitive to the choice of parameters 
(provided SSF < 5.0E - 02, see figure 4.15), the exception being for clusters with n = 18 
to 22 atoms (except n = 20) where the volume of /) affects the probability of converging to 
either of the two competing cage and planar polycyclic species that have (overall) similar 
energies. 
~ ~------------------------------------~ 
Optimisation of other Covalent Clusters 
The previous chapter examined the application of three stochastic global optimisation algo-
rithm in some detall. The stochastic methods were adapted as necessary to suit the com-
putational complexities of the cluster configuration problem; however, each algonthm was 
specifically designed to be unbiased in the sense that no reasonable atom configuration was 
excluded from the confonnational search space Q. With the carbon cluster configuration 
problem, this allowed linear, monocyclic, cage and fullerene species to be identified as 
grouhd state geometries, depending upon the cluster nuclearity. Of the three global optimisa-
tion algorithms, the genetic algorithm implementation was found to be the most effective, by 
a considerable margin, exhibiting accuracy and speed superior to the other optimisation ap-
proaches, including the controlled random search and MD simulated annealing algorithms. 
With this chapter, the perfonnance of the genetic algonthm is examined further with different 
potential energy surfaces and in particular, the following four aspects of cluster optimisation 
are considered: 
• The first task is to demonstrate that the Genetic Algorithm method provides an ef-
fective global optimisation technique for other covalently bonded elements. With the 
trend towards nanoscale devices within the semiconductor industry, research into the 
nature of silicon clusters is likely to become increasingly active. Silicon thus provides 
an obvious choice for the further study of the genetic algorithm's ability. Low energy 
structures are located with the GA, using the second and third parameterisations (Tea 
and Ter3) of Tersoff's silicon potential . 
• The original GA implementation can be adapted for the optimisation of two-component 
systems. In particular it will be shown that the genetic algorithm provides an effective 
method for locating the ground-state configuration of hydrocarbons molecules. 
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The Genetic algorithm is also applicable to the problem of locating the ground-state con-
figurations of small close-packed metal and noble-gas clusters and this shall be discussed in 
some detail in the following chapter. The most effective preexisting techniques for molecule 
energy optimisation will be briefly discussed before considering the following two aspects 
of close-packed cluster optimisation . 
• The GA can be adapted for use with existing specialist deterministic optimisation 
strategies, in an attempt to enhance the performance of the algorithm. This aspect 
is studied in conjuction with the optimisation of close packed clusters of the noble 
gas, argon, where it is found that the combination of potential energy surface smooth-
ing with the genetic algorithm provides a more effective global optimisation paradigm 
than either method alone. 
• Next, we demonstrate how optunised clusters can find use in molecular dynamic simu-
lations, for example with the work done in conjunction with of the Nanoscale Physics 
Research Laboratory at the University of Birmingham, where the impact of metal clus-
ters on covalently-bonded substrates is studied. The simulations use clusters optimised 
with the genetic algorithm implementation, subject to a Finnis-Sinclair potential en-
ergy surface for silver. The optimised silver clusters are impacted with a graphite sub-
strate and the results of the MD simulations are compared with those of experimental 
studies of clusters on surfaces that have been imaged with a scanning tunnelling mi-
croscope (STM). 
5.1 Silicon Cluster Optimisation 
In contrast to the vast quantity of publications dedicated to the experimental, theoretical 
and/or computational enumeration of carbon cluster geometries, recent research material 
on the ground-state configuration of SIlicon clusters is considerably less abundant. This is 
somewhat surprising, considering the status of silicon in the semiconductor industry and 
the continuing trend in miniaturisation that may soon lead to minimum device sizes ap-
proach that of small silicon clusters [HSP+98]. Most of the existing silicon cluster studies 
to date have been confined to very small cluster sizes; theoretical studies, with ab-initio 
quantum calculations, are typically limited to ten or fewer atoms. The predicted geomet-
ric forms have only been confirmed with Raman or infrared measurement techniques for 
Sin with n :5 7 [Hon93, LZWR95] (except for n = 5). The geometries encountered at such 
Iow nuclearities are mostly referred to in the literature as 'prolate', i.e. structures that are 
elongated towards the poles. For example, the ground states for S/6 and Si7 are experimen-
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tally confirmed as tetragonal and pentagonal bi-pyramid, respectively. The experimental 
verification of proposed sIlicon cluster structures beyond n = 7 is limited to ion mobility 
studies [JC91, HSP+98], that measure how rapidly an ion moves through a buffer gas under 
the influence of an electric field. The silicon ions are typically generated by pulsed laser 
vapourisation of a silicon rod in a continuous flow of a helium buffer gas (or alternatively 
argon or neon); ions are mass selected and drift velocity measured, see Jarrold et a1 [JC91] 
for further explanation of the experimental detaIls. The ion mobility is inversely proportional 
to the compactness of the geometry, or more precisely, the orientationally averaged collision 
integral for the ion and the buffer gas [JC91], however these measurements tend to provide 
only a qualitative interpretation, rather than a definitive descnption, of the geometry. By 
comparing the experimental measurements with collision integrals for candidate geometries, 
Jarrold et a1 and more recently Ho et a1 [HSP+98] with their recent ion drift experiments, 
have ascertained that the ground state geometry persists as 'prolate' structures (with an as-
~ " - -- ------ '" ~ pect ratio of approximately three) upto 24 to 27 atoms. The prolate sequence is unable to 
continue to greater nuclearities possibly because the high surface energy associated WIth 
such structures. 
The geometries of small silicon clusters (with upto 10 atoms) have also been investigated 
with theoretical, quantum-mechanical, calculations. The most frequently cited of these ab-
initio studies is the molecular-orbital calculations of Raghavachari and co-workers [RR88, 
RR92, RR90] who have provided binding energies for several isomers at each nuclearity 
with between 2 and 10 atoms. Ab-initio studies of much larger silicon clusters are limited 
to selected geometries for a few mid-sized clusters, mostly Si45, and this will be discussed 
later. Due to the computational complexity of the calculations and the exponential growth 
in the number of possible structures, larger silicon clusters require less rigorous, empirical, 
potential calculations together with an unbiased global geometry search strategy. The exact 
geometric form for the larger silicon clusters, beyond SilO and particularly beyond Si20, is 
stIll open to investigation and is the subject of a continuing debate. 
Thus, the computational approach, with stochastic unbiased optimisation and semi- em-
pirical interatomic potentials, can provide some insight into silicon cluster geometry for 
cluster sizes that exceed n = 10. Here, we apply the genetic algorithm implementation, as 
discussed in the previous chapter, to the optimisation of two different parruneterisations of 
Tersoff's silicon potential. The original impetus for this current study was the continuation 
of optimisation work initiated at Loughborough by AIi. Ali, in his Ph.D. thesis [AIi94] and 
recent publications [AST97, AS93] has used a number of stochastic global optimisation pro-
cedures, including largely standard implementations of controlled random search, simulated 
annealing and clustering methods, to locate the ground state configurations for the Ter2 and 
Ter3 parruneterisations of Tersoff's silicon potential. In his work, the global minimum for 
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12 atoms 13 atoms 14 atoms 
Figure 5.1: Candidate ground·state geometries, as discovered by the genettc algorithm, for Si4 to 
Si14. TeIZ predicts correct geometries for the two largest experimentally confirmed clusters, Si6 and 
Sh. The true geometrical configuration for Si •• n > 7, is still not known with certainty. 
Sin with n = 3,4,5,6 are enumerated for both parameterisations. Ali points out that while 
Si3,Si4,Sis are easy to solve, 'Sh,Sig, ... are increasingly difficult'. However, the GA im-
plementation is able to extend the results of All to cluster sizes considerably in excess of 
n=7. 
5.1.1 Optimisation of the Ter2 potential 
With the Ter2 potential, triangular, square and occasionally pentagonal based pyramidal 
cap structures are frequent, see for example the ground-state geometries of Sin for n = 
5,6,11,15 - 20. Insight into the accuracy of these geometrical observations can be pro-
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15 atoms 16 atoms 17 atoms 
18 atoms 19 atoms 20 atoms 
Figure 5.2: Minimum energy single cluster geometries for Si(s to Sizo. Prolate structures for Sil6 to 
SilS are unstable against dissociation into two smaller clusters comprising Sis. Si9 and/or SilO· 
vided by the molecular orbital quantum calculations ofRaghavachari and co-workers [RR88, 
RR92. RR90], for n upto 10. Bolding and Anderson [BA90] have already analysed the ac-
curacy of ground-state configurations for a number of silicon potentials including Ter2. for 
clusters that comprise between 3 and 10 atoms. They define an optimal potential energy 
surface, for modelling small clusters, as having a one to one correspondence between the lo-
cal minima of its own surface and that of the true quantum-mechanical surface. Ideally, the 
placement of geometries in terms of relative potential energy should also be in agreement. 
Bolding and Anderson obtained several geometries for each nuclearity with optirnisation 
techniques described as search and steepest descent methods, and used the ab-initio results 
of Raghavachari and co workers to compare the global minima on the pseudo potential sur-
faces with those of the quantum-mechanical surface. For nuclearities between 3 and 10, a 
total of 24 local minimum geometries have been identified on the quantum-mechanical sur-
face and the Ter2 potential features 19 of these as local minimisers, with apparently three 
spurious minima. Using their limited measure of performance, the results indicate that the 
Ter2 potential reproduces the quantum-mechanical surface with reasonable accuracy, at least 
upto n = 10. Optimal silicon cluster geometries for the Ter2 potential are shown in figures 
5.1 and 5.2 for 3 to 20 atoms. The illustrations reveal that the candidate ground-state ge-
ometries feature mostly triangular and square faced structures with triangular, square and 
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Figure 5.3: This illustrates a typical evolution history for the Sl19 cluster. Here, the cluster dissociates 
after about 500 generations into ground-state Sis and SilO geometries (depicted, left -81.46 eV). Note 
that symmetric square-faced species (depicted, -80.88 eV) and prolate arrangement of bonded Sis and 
SilO subumts (depicted fig 5.1, -81.251 eV), as well as two Si9 clusters (-81.316 eV), all have higher 
energy. 
occasionally pentagonal (as with Si16) based pyramid caps. As the nuclearity of the cluster 
increases, the cap structures tend to append four-fold coordinated cages that have an aspect 
ratio of approximately three and therefore qualitatively confirm the conclusions of the previ-
ously discussed ion mobility experiments and the orientationally averaged collision integral 
calculations [HSP+98, JC91]. 
What is not apparent from these illustrations, is the presence of two geometric forms be-
tween approximately n = 14 to n = 20, that compete to be the ground state. An arrangement 
of four cube-like structures with triangular pinched corners andlor cap like appendages have 
slightly higher potential energies than the high aspect prolate geometries for Si15 onwards, 
although this arrangement is the ground state for Si!4 and features in the evolution history 
diagram for Si18 (see the second structure of figure 5.3, with energy -80.88 eV). The most 
interesting feature of the Ter2 potential surface, however, is the way in which the candidate 
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ground state geometries for Si\7 and above are constructed from stacking smaller Sig, Si9 
and SilO subunits. These small molecules are predicted to be exceptionally stable (especially 
Sig with an energy/atom of -4.533 eV, see table 5.1) and in-fact the molecules depicted in 
the illustrations for n = 16,17 and 18 are only the lowest energy single molecule geometries. 
For n = 16, two Sig ground state structures have lower total potential energy; single Sig and 
Si9 ground-state clusters have lower aggregate energies than the lowest energy Si\7, while 
a Sig and SilO have lower total energy than any known Silg isomer. Interestingly, the SiI9 
and Sizo geometnes are more stable than the sum of their Si9 and SilO subunits (possibly 
because 19 and 20 are 'less' divisible by 8). These observations of a dIssociatIOn of prolate 
geometries into two small clusters are not unique to our investigation and have been reported 
elsewhere, with other SIlIcon potentials [GM95b, GM95al. This trend also appears to persist 
beyond Sizo. Limited runs of the genetic algorithm with clusters comprising upto 45 atoms 
lead to the dissociation of the evolving configuration into two or more optimal 8, 9 or 10 
atom geometries. In order to investigate whether this observed phenomena is indeed a prod-
uct of the potentIal energy surface and not a failing of the optimisation algorithm, an analysis 
routine was incorporated into the reproductIve procedure of the GA. This routine is designed 
to determine the number of molecules present and penalise candidates that comprise two or 
more clusters. Single cluster geometries ensued but they all had higher energies than were 
generated with the unconstrained GA implementation and hence it seems reasonable to con-
clude that this trend is most probably a feature of the potential energy landscape of Ter2. For 
how long this trend continues is not presently known. 
5.1.2 Optimisation of the Ter3 potential 
The second silicon potential to be analysed is Ter3. The ground state geometries for this 
parameterisation of Tersoff's silicon potential are very different to those ofTer2, even below 
n = 10. From n = 3 to n = 7, the GA locates polygon configurations and this changes to 
open-cage structures with 2- and 3-fold coordination from n = 8 to n = 10 inclusive. For 
n = 9 and n > 10, the ground state changes to square and pentagonal sided closed cage 
configurations, culminating with a dodecahedron for n = 20. Taking these results together 
with the ab-initio studies of Raghavachari et aI, it is possible to conclude that the description 
of the ground-state geometry provided by the Ter3 potential is significantly less reliable 
than Ter2. Although Bolding and Anderson did not supply comparative results for the Ter3 
parameterisation, they do claim that the performance of the Ter3 potential over the range 
n = 3 to 10 is similar to the the StIIIinger-Weber and Biswas-Hamann potentials that scored 
11 and 10 matching minimum energy configurations, respectively, out of a total of 24. 
Interestingly, beyond n = 20 the Ter3 potential has global minimum energy configura-
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Silicon Cluster Statistics (TER2 potential) 
No. of No. of Atoms Energy (eV) of Min 
Atoms with Coordination Optimised Cluster 
3 4 5 >5 Total Average 
3 3 -7.871 -2.623 .j 
4 4 -15.706 -3.927 .j 
5 2 3 -20.399 -4.080 .j 
6 6 -26.520 -4.420 .j 
7 1 5 1 -30.373 -4.339 .j 
8 8 -36.265 -4.533 .j 
9 9 -40.658 -4.518 .j 
10 10 -45.193 -4.519 .j 
11 11 -49.260 -4.478 .j 
12 12 -54.163 -4.514 .j 
13 13 -58.015 -4.463 .j 
14 14 -62.943 -4.496 .j 
15 13 2 -67.026 -4.468 .j 
16 16 -71.673 -4.480 x 
17 17 -76.888 -4.523 x 
18 18 -81.251 -4.514 x 
19 19 -85.917 -4.522 .j 
20 20 -90.584 -4.529 .j 
Table 5.1: Coordination and energy figures for optimal cluster geometries show that four-fold coor-
dmation is strongly favoured. Ter2 differs from all other tested potential energy surfaces (including 
the Ter3 parameterisation) in that the binding energy/atom starts to increase with the nuclearity above 
n = 10 - due to the exceptional stabilIty of the Sis geometry (and to a lesser extent the Sig and SIlO 
geometries). Consequently, Si16,Si17 and SilS will experience fission into two smaller clusters. This 
appears to be a trend that continues beyond Sizo. 
tions that, at first, are fullerenes. As the nuclearity, n, approaches 40, a further phase change 
appears to occur as the ground-state configuration reverts back from fu1lerenes to irregular 
cage configurations with a clear two-shell topology. To investigate this feature of the Tersoff 
potential, the GA was used to find candidate ground-state configurations for even-numbered 
clusters from n = 30 to n = 60, inclusive. On occasions, it was necessary to run the ge-
netic algorithm several times, as the optimal configuration tended to evolve towards either 
of the two dissimilar cage and fullerene species. It would appear from the set of GA re-
sults that there exists a conflict between two mutually exclusive cluster properties - that of 
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50 atoms 54 atoms 
56 atoms 58 atoms 
Figure 504: These pictures depict four examples of low energy cage configurations. with an inter-
na1\y bonded four-fold coordinated core that is typically arranged as a square (SiS4). pentagon (Siss) 
or hexagon (Siso and SiS6). The Ter3 potential predicts that the cage species is upto 3.3 eV more 
energetica\ly stable than the silicon fullerene species. 
Coordination Statistics for cage species 
Coordination Number of atoms 
48 50 52 54 56 58 60 
2 I 2 1 
3 34 34 33 37 36 36 42 
4 13 11 18 17 20 20 17 
5 1 
Table 5.2: For the seven members of the cage species between Si4S and Si60 inclusive. precisely 
two-thirds of all atoms are three-fold coordinated with the majority of the remainder taking four-fold 
coordi nation. 
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Silicon Cluster Statistics (TER3 potential) 
No. of No. of Atoms Energy (eV) of 
Atoms with Coordination Optirnised Cluster 
1 2 3 4+ Total Average 
3 1 2 -5.322 -1.744 
4 4 - 8.638 -2.160 
5 5 -12.436 -2.487 
6 6 -15.792 -2.632 
7 7 -18.662 -2.666 
8 6 2 -22.279 -2.785 
9 1 8 -26.207 -2.912 
10 6 4 -29.460 -2941 
11 1 10 -33.940 -3.085 
12 12 -38.097 -3.175 
13 13 -41.760 -3.212 
14 14 -46.213 -3.301 
15 1 14 -49.699 -3.313 
16 16 -54.325 -3395 
17 1 16 -57.795 -3.400 
18 18 -62.013 -3.445 
19 19 1 -65.802 -3.463 
20 20 -71.052 -3.553 
Table 5.3: Coordmation and energy figures for Ter3 optimal cluster geometnes show that three-fold 
coordination is strongly favoured. Optimal cluster configurations are similar to carbon with the Ter3 
parameterisation. 
a tendency towards spherical cluster symmetry and a localised four-fold tetrahedronal coor-
dination. The members of the cage-like species feature approximately spherical geometries, 
without the symmetry of the carbon fuIIerenes, and have an internally bonded four-fold co-
ordinated core typically arranged as a hexagon, pentagon or square, see figure 5.4. The outer 
cages are highly buckled as a consequence of silicons preference for distorted sp3 bond-
mg and the two shells interact strongly, in contrast to the carbon 'bucky-onion' structures 
[RAP94). The inner core stabilises the outer shell by saturating dangling bonds. With forty 
to fifty silicon atoms, Ter3 predicts that the energy difference between the two species of ge-
ometry (fullerenes verses internally bonded cages) is very small, only 0.15 eV when n = 48, 
but increases on average with increasing n. 
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A questlon that naturally arises at this point is, how accurate is the above observational 
trend in silicon cluster geometry towards internally bonded, approximately spherical, clus-
ters? - a question that, unfortunately, cannot be answered without detailed electronic energy 
calculations or experimental studies of these molecules. At present, ab-initio electronic en-
ergy calculations beyond n = 20 are limited to a few chosen geometries and so structural 
trends are difficult to verify. However, the only ab-initio studies of medium sized clusters 
provide results broadly similar to our own, using pseudo-potential optirnisation. Rothlis-
berger et a1 [RAP94) have used the Car-Parrinello method, in conjunction with a structural 
annealing technique, to generated Iow energy isomers for Si45 and a few other mid-sized 
clusters including Si33, the results of which reveal geometric forms very sirrular to those 
found by the GA with the Ter3 potential. They describe two Si45 isomers that have two 
shells of atoms, the outermost one being fullerene like and the inner one ( core) consisting of 
a few atoms saturating dangling bonds. The first isomer has an external fullerene hke cage 
(in the geometrical sense) of 38 atoms with 7 internal atoms (these figures are 36 and 9 with 
the second isomer). The 36 atom cage has 'a reduced number of danglIng bonds but a higher 
mechanical stress and on average a higher coordination between the core atoms' [RAP94). 
Both isomers are substantially different in structure and have energies that are reportedly 
about 4 eV lower than those of previously proposed fullerenes with one central atom core 
(see Alford et a1 [ALS91]), which were found to be unstable with the Carr-ParrineIIo method. 
The isomers have Iow degrees of symmetry due to sp3 hybridisation buckling with the in-
ternal core; imposing symmetry was found to lead to unstable structures. Rothhsberger et a1 
[RAP94] report that the internal core can take a number of stable configurations including 
sixfold rings, chair conformations reminiscent of diamond, to more compact arrangements. 
Despite the poor description provided by the Ter3 potential for small silicon clusters 
and the undoubted over-stabilisation of the fuIlerene geometry, the ab-initio calculations of 
Rothlisberger et a1 do provide support for the observed state change towards a combination 
of distorted fuIIerene-like outer shell, with an internally bonded core saturating dangling 
bonds. Four examples of Iow energy internally bonded cage like molecules found by the 
genetic algorithm are illustrated in figure 5.4. The bond coordination statistics for the cage 
species are presented in table 5.2 and these reveal that the ratio of three-fold to four-fold 
coordination is approximately 2 to 1. 
5.1.3 Conclusions 
Recent theoretical and experimental progress in the understanding of small silicon clusters 
has allowed a clearer quantitative picture of the ground state configuration to emerge. Lowest 
energy configurations at first take a prolate arrangement with an aspect ratio of approximately 
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Large Silicon Cluster Statistics (TER3 potential) 
No. of Fullerene Energy (e V) Cage Energy (eV) Minimum 
Atoms Total Average Total Average Geometry 
60 -226.556 -3.776 -226.600 -3.777 c 
58 -218.598 -3.769 -219.410 -3.783 c 
56 -208.687 -3.727 -211.979 -3.785 c 
54 -202.842 -3.756 -203.601 -3.770 c 
52 -195.130 -3.752 -195.607 -3.762 c 
50 -187.437 -3.749 -187.753 -3.755 c 
48 -179.538 -3.740 -179.684 -3.743 c 
46 -171.671 -3.732 -171.566 -3.730 f 
44 -164.030 -3.728 -163.216 -3.709 f 
42 -156.187 -3.719 -156.033 -3.715 f 
Table 5.4: A comparison of binding energies for the fu\lerene and internally bonded cage species. 
The cage species IS more energetically favourable at Si48 and above. 
three and are formed from assemblies of smaller silicon cluster subunits, pOSSIbly Sig or Si9 
and the ground-state structure appears to undergo a transition at about 24 atoms as spherical 
configurations become more energetically favourable. Definitive descriptions, especially for 
the larger spherical clusters, are however for the most part absent and considerable further 
study is required. Of the two potential surfaces optimised, the Ter2 pararneterisation of 
Tersoff's silicon potential is the most accurate at low nuclearities, replicating 19 out of the 24 
identified minimum on the quantum-mechanical surface [BA90j. The Ter2 potential surface 
is interesting in that the prolate ground state species are constructed from highly stable Sig, 
Si9 and SilO subunits, in agreement with experiment, but also in that the prolate configuration 
beyond SiIS, with the exception of Sil9 and Si20, is liable to dissociate into these smaller 
silicon fragments. The genetic algorithm with n > 20 was unable to locate either a prolate 
or spherical configuration that was energetically more favourable than a combination of the 
smaller Sig, Si9 and SilO constituents. 
The Ter3 parametrisation of Tersoff's silicon potential behaves somewhat differently, 
with ground state configurations taking a form closer to carbon than silicon. The accuracy of 
this parameterisation may improve as the nuclearity increases: the putative ground state con-
figurations found by the genetic algorithm (from uniform randomly assigned initial states) 
show clear parallels with the conclusions of Car-Parrinello quantum mechanical studies of 
anriealed fullerene-like initial states. 
The success of this global optimisation application, with the genetic algorithm able to 
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differentiate between a large number of competing structural species and then identify the 
ground-state with high probability is tempered by the inability of the Tersoff parameterisa-
tions to provide a wholly accurate representation of the silicon potential energy surface at 
these small nuclearities. One solution could be to use a more accurate interatomic pseudo-
potential. Bolding and Anderson have created their own silicon potential that, although based 
upon the Abell-Tersoff formalism, incorporates separate terms for explicitly modelling 7t-
and (J- bonding and furthermore the fitting procedure has included data derived from the 
ab-initio calculations of Raghavachari et al. Bolding and Anderson found this new potential 
surface to be the most accurate of the four functions tested, with slightly superior perfor-
mance than the Ter2 potential with a scoring of 22 out of the 24 for the number of minimum 
configuration featured, with only two spurious minima. However, a higher degree of confi-
dence in our understanding on this subject is only likely to arise with the direct application 
of the genetic algorithm to the quantum mechanical surface - as computing resources permit 
- together with verification in the form of improved experimental methods. 
5.2 Parameter Encoding for Two-Component Systems 
Until now, it had been implicitly assumed that the optimisation process was to be confined 
to molecules of only one element. With the introduction of more than one element, the na-
ture of the global optimisation problem changes to one which is essentially constrained; the 
constraint being that the procedure which generates a new candidate geometry must preserve 
the number of each type of atom. Having studied the genetic algorithm implementation for 
the optimisation of single element covalently bonded structures, this section now examines 
the applicability of the GA to two-component molecules. With the availability of both an 
accurate many-body potential, together with the abundance of known isomers, hydro-carbon 
systems are an obvious choice for study. The implementation of the genetic algorithm re-
mains essentially unchanged except for the parameter encoding scheme, which must adhere 
to the atom count constraint by preserving the number of hydrogen and carbon atoms in 
the child configuration. Satisfying this constraint while at the same time ensuring that the 
crossover procedure is essentially unbiased and reasonably efficient is not a simple task. One 
solution is to generate child configurations, using the reproductive procedures of the previ-
ous chapter. If the atom count is not satisfied then abort the configuration and try again. 
Following a preset number of tries, select the child configuration closest to satisfying the 
atom count constraint and enforce satisfaction with atom type swapping. 
As before, assume that two parents have been selected, with labels PI and P2 and that the 
atomic coordinates are contained within a region () E JR.3. The parameter encoding scheme 
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for a two element system (Carbon and Hydrogen for the point of illustration) is described by 
the following stepwise scheme. 
Step la: Parameter Encoding: Select a plane separation that divides 0 into regions 
01 and ~ such that the first parent PI has the randomly selected high energy 
region h in 01 and centre of mass in~. Count the number of atoms of each 
type in 01. Let there be nhl hydrogen atoms and nc1 carbon atoms. 
Step lb: Randomly select a low energy region 1 of second parent P2 and rotate so 
that llies in 01 and the centre of mass is in~. (Translate if necessary so that 
there are in total nhl + nc1 atoms in 01.) 
Step le: If the 01 region of P2 contains nhl hydrogen atoms and ncl carbon atoms 
then stop. Else there is nhl and n;1 hydrogen and carbon and ERR = IInkl -
nhlll (= IIn;1 - nc1I1). While number of returns is less than NMAX, return to 
step lb. 
Step Id: From the NMAX rotations, select the one with least ERR. If nhl < (> )nhl 
change a C atom for an H (H for C) until nhl = nhl. 
The principal difference between this strategy for a constrained system and that of the un-
constrained system descnbed previously, is that following the random rotation of the second 
parent the atom type preservation criterion is checked. If satisfaction is not encountered then 
the second parent undergoes a further random rotation and is rechecked, upto a maximum 
of NMAX attempts being allowed. Thus, to a large extent, the value assigned to the integer 
parameter NMAX determines the average number of molecule rotations undertaken. Should 
the number of attempts to satisfy the constraint reach NMAX, then the algorithm terminates 
at the final step which enforces the constraint by changing the type of a particular atom as 
necessary. The method of atom selection should be biased in this case; for an excess of car-
bon atoms in a hydro-carbon system, those carbon atoms with only one nearest neighbour 
(carbon) atom should be chosen in preference to other carbons with higher coordination. For 
efficiency, it is preferable for the algorithm to stop in the third step (lc) and avoid the ne-
cessity of atom type swapping and the probability of this occuring will clearly increase with 
NMAX. Intuitively, there is a trade-off between a large NMAX and the speed of the param-
eter encoding - a value of 10 was found to result in a third step (lc) finish on about 70% of 
occasions and was not found to seriously detract from the speed of reproduction which is still 
dominated by the relaxation process. Following parameter encoding, crossover proceeds as 
before with the child chromosome taking the 01 genes of P2 and the ~ genes of PI. 
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Figure 5.5: An example of two geometrically dissimilar isomers of the alkene C8H16 with almost 
identical potential energtes. The energies of the two configurations are optimised to 7 d P accuracy; 
they are the final optimal configuration taken from a population of size 30 after 400 generations of 
evolution with the genetic algorithm (from two separate runs), using a constant set of GA parameters 
(except for the random number seed that detennines the initial population state). The geometry on the 
left has a value of -98.42148 eV while the one on the right has a value of -98.42273 eV (Note that in 
this and all subsequent stick molecule representations, dark coloured vertices represent carbon atoms 
while the single-connected light vertices are hydrogen atoms) 
The final modification to the reproductive procedure is the incorporation of a new mu-
tation operator that identifies hydrogen atoms with poor placement and randomly reassigns 
them within the neighbourhood of those carbon atoms that have the least number of bonds. 
The term 'poor placement'. in the previous statement, represents those hydrogens that are 
not bonded to a carbon, or are bonded to a carbon with more than four neighbours. 
Step 3: Mutation: On the new child geometry, locate i = 1 or 2 ••. 1C hydrogen 
atoms with poor placement and label these p" ..• , PlC' Locate the set 00..:5 1C 
carbon atoms that have the least number of neighbours and reassign atoms 
PI,"" PlC to random positions within the neighbourhood of the ;I.. carbon. 
An adaptation of the recursive ANALYSIS routine of the second chapter is used to find 
both the hydrogen and the carbon atoms required by the mutation operator. The analysis 
routine determines the value of 1C. The analysis routine is also instrumental in ensuring 
that the hydrocarbon evolves to a fully connected geometry by penalising candidates that 
comprise more than one molecule. Without this feature, the ground state may on occasion 
evolve to a methane/ethane gas. Following step 3, child structure relaxation commences as 
before. 
5.2 Parameter Encoding for 1\vo-Component Systems 127 
Row 1: Geometries and Energies for known Alkane Hydrocarbons Isomers 
Row 2: GA optimised geometries for Alkane Hydrocarbons 
I-butane 
-54.27 eV 
-54.27 eV 
Neopentane 
-66.7geV 
-66.7geV 
Hexane 
-78.81 eV 
-79.06eV 
Heptane 
-91.08 eV 
-91.33 eV 
Iso-octane 
-103.61 eV 
-103.86eV 
Figure 5.6: Database and optimised configurations for CnH2n+2 coincide for n = 4 and n = 5 only. 
All energies are locally optlmised on the Brenner hydrocarbon potential surface. 
We believe this to be the first implementation of a general purpose optimisation algo-
rithm able to successfully locate putative ground state configurations for two-element sys-
tems. This modified genetic algorithm implementation is used to locate low energy hydro-
carbon isomers using the Brenner Hydrocarbon potential. This potential has been fit to a 
number of small alkane, alkene, aikyne, radical and aromatic molecules and additionally has 
been shown to reproduce the correct geometry and binding energies of larger hydrocarbon 
isomers, (see Brenners pUblications for more details [Bre92]). A more demanding test of 
the potential is to determine whether the global minimum geometry of the potential energy 
surface, at these low nuclearities, coincide with known isomeric geometries and binding en-
ergies. In other words, does the potential surface reproduc;:e a minimum energy configuration 
that is identified incorrectly as the ground state configuration. Here, we are assuming that 
the ground-state configuration of CnRm, for specific n and rn, belongs to the set of experi-
mentally isolated isomers, obtained from sources such as the pdb databank held at Okanagan 
University, Canada [Woo]. 
With such a large array of isolated organic compounds taking the general formula C.Hm, 
it was necessary to restrict the test to three homologous series. These include the alkanes or 
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Row 1: Geometries and Energies for known Alkene Hydrocarbons Isomers 
Row 2: GA optimised geometries for Alkene Hydrocarbons 
cisbutene 
-48.92eV 
-48.92eV 
CSHIO 
cyclopropane 2,3-Dimethylbut cis 1,3-dimethyl 
-2-ene 
-61.35 eV -78.78eV 
-61.35 eV -78.78eV 
cyclopentane 
-85.90eV 
-86.05 eV 
I,I-dtmethyl 
cyclohexane 
-98.42 eV 
-98.42 eV 
Figure 5.7: Database and optimised configurations for CnH2n coincide for all 4:::; n :::; 8, with the 
exception of n = 7. Again, all energies are calculated with the Brenner hydrocarbon potential. 
paraffins whose general formula may be written CnH2n+2 and start with methane, ethane and 
propane (n = 1,2,3 respectively), each of which have~only one isomeric form. The number 
offour-fold coordinated isomers progresses quickly with n, with there being only three when 
n = 5, seventy-five when n = 10 and almost five thousand when n = 15. The second series is 
the aIkenes, which take the general formula CnH2n and the simplest alkene is ethene, C2H4. 
The final group is the aIkynes, CnH2n-2. In addition to these three series, the GA is also used 
to search for minimum energy geometries for values of n and m that have known aromatic 
hydrocarbon isomers. 
The genetic algorithm has evolved miuimum energy geometries for the alkane, alkene 
and alkyne series and aromatic hydrocarbons, starting at n = 4. For the entire sample of test 
nuclearities, the genetic algorithm identifies ground-state candidate isomers with energies 
that are either less than, or equal to, those of the known isomers. The first five conformations 
for these groups are in tables, with alkanes, alkenes and aIkynes in tables 5.6,5.7 and 5.8 
respectively and aromatics in table 5.9. In constructing each of the four tables, the geome-
tries of known, experimentally isolated, isomers wer~ obtained for each value of n within a 
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Row 1: Geometries and Energies for known AIkyne Hydrocarbons Isomers 
Row 2: GA optimised geometries for AIkyne Hydrocarbons 
ethane cyclopentene 
-42.24eV -55.83 eV 
-42.24ev -55.83eV 
cyclohexene 
-68.28 eV 
-68.2geV 
3-methylcyclo 
hexane 
-80.55 eV 
-80.75 eV 
Bicyclo 
octane 
-93.00eV 
-93.14 eV 
Figure 5.8: Database and optimised C.H2n-2 (alkyne) configurations on the Brenner hydrocarbon 
potential surface coincide WIthin the range n ::; 4 $ 8 with n = 4&5 only. All energy values are taken 
from the Brenner potential. 
maximum range of 4::; n::; 18 (with the exception of the aromatic group, where n and m are 
in the range of 6 - 10) from a database of pdb data files. Each isomer, for a given nuclearity 
in the homogeneous series, was locally optimised on the Brenner potential energy surface. 
The lowest energy configuration from this set then provides the table entry for comparison 
with the second row of the table, that contains the minimum energy geometry as found by 
the genetic algorithm. When n is small, the number of distinct realisable isomers is low and 
so it is no surprise that the geometry predicted by the GA (in row 2) coincides with the most 
energetically stable isomer provided by the pdb database (row 1); all three series have agree-
ment in this respect for n = 4&5. Note, however, that stereoisomers are equally energetically 
favourable in many instances, as is the case with C-.Hg. When n is greater than 5, the can-
didate global minimum geometry, of the Brenner potential energy surface, seldom coincides 
with any contained within the pdb database. For all n, the GA converges to a geometry with 
an energy that is less than or equal to optimal configuration from the database. Table 5.5 
compares the energetics of alkane, alkene and alkyne molecules optimised by the genetic al-
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Row 1: Geometries and Energies for known Aromatic Hydrocarbons Isomers 
Row 2: GA optimised geometries for Hydrocarbons with known aromatic isomers 
CSHIO 
dimethylbenzene 
-82.33 eV 
-82.33 eV 
Toluene 
-6990eV 
-6990eV 
CsHs 
Ethenylbenzene 
-76.35 eV 
-76.71 eV 
Ethynylbenzene 
-68.32 eV 
-70.71 eV 
Naphthalene 
-91.39 eV 
-91.39 eV 
Figure 5.9: Pdb database entries are available for a small number of aromatic molecules. The Bren-
ner hydrocarbon potential surface has aromatic molecules as (putative) ground-state configurations 
for CSHIO, C7HS and CIOHS only. 
gorithm with that of database conformers using the Brenner potential energy surface, while 
the figures 5.10 and 5.11 chart the alkane and alkyne data. It is of interest to compare the dif-
ference in energy ~~tween the two geometries and in most cases the difference is extremely 
small, less than 1 e V. In fact the genetic algorithm appears able to distinguish between geo-
metrically disparate geometries with almost identical energies, to converge upon the global 
minimum geometry 
The genetic algorithm was also used to evolve the ground-state configurations for a test 
set of hydrocarbons with known aromatic isomers and the results are displayed in table 5.9. 
The set includes C6H6, C7Hg, CgHlO and ClOHg. For these molecules, the GA finds the 
minimum energy configurations to be benzene, toluene, dimethylbenzene and naphthalene 
respectively, although for the case of CgHlO, a configuration with adjacent, as opposed to 
opposite, methyl units is also a global minimum candidate. Comparing the geometries as-
sociated with the global minimum energy for CgH6 and CgHg reveals substantially different 
molecular structures, with fused pentagon rings and an eight membered ring exhibiting pref-
erential stability to ethynylbenzene and ethenylbenzene respectively. 
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Graphs 5.10 and 5.11 plot the energetics of alkane and alkyne conformers, respectively, 
comparing the stability of database conformers with those evolved with the genetic algo-
rithm. For both homogeneous series the genetic algorithm locates configurations that have 
lower energy than the database entries for all n (6::; n::; 18 in figure 5.10 and 6 ::; n::; 17 in 
figure 5.11) and in general the database and GA isomers are geometrically disparate but have 
very similar energies ( < 0.1 e V I C atom). For an example of two geometrically wssimilar 
geometnes with near identical potential energies, see figure 5.5. 
5.2.1 Number of isomers 
Of interest is the number of isomers pOSSible for the general hydrocarbon molecule CnHm. 
Finding a formula for the number of structural and stereo isomers for general integers n 
and m may not be feasible or even possible but mathematicians have had some success with 
analysing certain sub classes, such as the alkane series CnH2n+2. With carbon having a va-
lency of four and hydrogen a valency of one, the number of structural isomers of the form 
CnH2n+2 is determined from the number of combinatorial trees with 3n + 2 vertices, where 
n carbon vertices have four edges connectmg to four or fewer neighbouring carbons. The 
remaining vertices are filled with hydrogen. Otter [Ott48] showed that the number of such 
trees has an exponential asymptotic growth of the form a1f' /n5/ 2, where a = 0.6564 and 
b = 2.8154603 have been determined by Davies and Freyd to be [DF89]. This growth ap-
proximation is probably reasonable for the scope of n considered here, n ::; 20. However as 
n increases beyond this, an increasingly large proportion of the theoretical trees cannot lead 
to physically realisable isomers. This is due to the overcrowding of hydrogens in the com-
binatorial tree that occurs with the addition of methyl units as n increases. An alternative, 
lengthy, formulation for the number of alkane isomers in terms of the conformational diam-
eter (the number of carbons in the longest chain of the molecule) is provided by the paper of 
Davies and Freyd [DF89]. Their formulation considers the van der Waals radius separating 
hydrogens and is thus accurate for large n. For the other homogeneous series, the alkane 
results provide a lower bound for their total number of structural isomers. This can be under-
stood if we consider a given alkane isomer and attempt to remove two hydrogens to produce 
an alkene isomer; the two atoms can be removed in a maximum of 2n+2C2 combinations. 
5.2.2 Conclusions 
The subtle distinction in energy between geometrically disparate isomers makes hydrocar-
bon ground-state configurations difficult to model accurately using empirically derived inter-
atomic potential functions; they are uulikely to provide a true representation of the ground-
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Figure 5.10: This chart compares the energies of database alkane conformers (available upto C18~ 
[Woo]) with conformers 'evolved' using the genetic algorithm; all energy values are calculated from 
the Brenner hydrocarbon potential. 
state hydrocarbon conformer much beyond the size of the small alkane, alkene, alkyne and 
aromatic molecules used in the fitting procedure. Although the functional form of the Bren-
ner hydrocarbon potential is relatively complex, nonlocal effects are only modelled to a first 
approximation and do not include, for example, the non-bonded interaction such as van der 
Waals forces and barrier of rotation about carbon-carbon bonds. The conjugation of dou-
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Lowest Energy Hydro-Carbon Chart 
Hydro- No. of Database pdb Energy,eV 
Series Carbon Enteries in ID Database GA Identical 
Molecule Database MInimum Minimum Geometries 
C9H 20 3 nonane -115.620 -116.127 x 
CIOH22 3 decane -127.891 -128.144 x 
A CII H 24 3 34e-3m-6 -140.419 -140.923 x 
L C12H 26 1 c-7ane -152.448 -152.935 x 
K C\3H28 2 b-8ane -164.719 -165.462 x 
A C14H 30 2 224477m8 -177.736 -177.742 x 
N C1SH 32 3 b-7ane -190.oI3 -190.254 x 
E C16H 34 3 c-9ane -201.532 -202.446 x 
C17H 36 1 d-lOane -214.048 -214.802 x 
C18H 38 1 c-lOane -226.D73 -227.164 x 
A C9H 18 6 f-cy5ane -110.689 -110.689 V 
L CIOH20 5 bucycI06 -122.968 -123.219 x 
K CII H 22 3 g-cy6ane -135.241 -135.482 x 
E C12H 24 1 al0557 -147.406 -147.760 x 
N C13H 26 3 b-6ane -159.530 -159.935 x 
E C24H 48 1 al3063 -294.422 -294.633 x 
0)H 16 14 spiro-44 -105.504 -105.544 x 
A CIOH 18 6 s45ane -117.779 -117.780 x 
L CnH 20 5 s55ane -130.055 -130.297 x 
K CI2H 22 4 a-s45ane -142.328 -142.761 x 
y C13H 24 3 b-s45ane -154.598 -154.840 x 
N C1~26 1 alOO66 -167.130 -167.152 x 
E C16H 30 1 a-s56ane -191.417 -192.094 x 
C17H 32 2 al0524 -202.017 -203.821 x 
Table 5.5: This table compares the energy of database molecules with those evolved by the genetic 
algorithm. All configurations are locally optimised with the LBFGS routine according to the Brenner 
hydrocarbon interatomic potential energy function. The Database ID column provides the filename 
for the pdb format data base molecule, held at several locatIOns, see URL [Woo]. Note that the high 
level of significant figures in the energy table, though physically meaningless, is necessary as two 
molecules with vastly different topologies may have energies that are similar to within as little as 
0.005 eV. 
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Figure 5.11: This chart compares the energies (on the Brenner hydrocarbon potential sutface) of 
database a1kyne confonners (available uptoCI,H32 exceptClsHzs [Woo]) with the optimal confonner 
generated by the genetic a1gorithm_ The geometrically dissimilar isomers of C9H16, depicted above, 
have almost identical potential energies, as do the Isomers for CIOHI8 and C14H26_ 
ble bonds is a non-local effect that is described by the potential, but only simplistically - it 
cannot differentiate the subtle distinctions that may exist between different conjugated ring 
systems, for example [Bre92]_ With this in mind, plus the enormity of the conformational 
search space, it is not unexpected that the ground-state configuration of the pseudo-potential 
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Average Number of Generations and CPU Time 
for Multi component GA 
No.ofC Average No. Generation Time Average Total 
Atoms,n of Range CPU Time 
(Range) Generations (secs) (secsx 1000) 
6 -10 300 26.0 - 33.0 9.0 
11-14 700 33.0- 34.0 23.5 
15 - 18 1100 34.0- 35.0 38.0 
Table 5.6: Average tIme and generations required to locate mmimum energy C.H2n_z, C.H2n, 
C.H2n+z conformers (16 to 56 atoms in total). 
function rarely coincIdes with the geometric configuration of known, and experimentally 
isolated, stable hydfocarbon compounds. On the plus side, the Brenner potential does assign 
potential energy values to the two conformers that are exceedIng close in value, suggesting 
that both exist as stable isomers. 
Care should thus be employed when interpreting the form of the ground-state conformer 
and where possible should be reexarnined using less empirical techniques. However, this 
section has been successful in demonstrating that the genetic algorithm can perform reli-
ably, with reasonable efficiency, optimising two-component systems with upto 60 atoms on 
a single SUN UItrasparc I processor. The GA implementation attempts to 'cut and paste' 
together Iow energy sub-units from two molecules, so as to probabiIistically generate a more 
fit molecular configuration. Optimising the potential energy surface of a system comprising 
two or more elements introduces a number of complexities into the optimisation algorithm, 
as it becomes necessary to implement an atom-type book-keeping procedure to keep track 
of atom types. While operating in this constrained environment, the optimisation procedure 
must not corrupt promising configurations during the evolution process or excessively bur-
den the efficiency of the algorithm. Table 5.6 provides information on the average CPU 
time and number of generations required for the GA to locate the putative ground-state hy-
drocarbon conformer with a generation size of 30 and the convergence tolerance SSF set to 
2.5e - 02. The average total CPU time require with the larger carbon-hydrogen molecules 
(upto 56 atoms) is similar to that required for 50-60 carbon atoms (see table 4.10). 
As further work, the simple multiple rotation implementation that was used to adapt 
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the reproductive procedure for this environment could be replaced by more sophisticated 
schemes; for example, planar crossover could be dropped in favour of branch crossover that 
replaces a single connected region of one molecule with another. Alternatively, the efficiency 
of the other stochastic optimisation algorithms could be reexamined. Imposing the atom 
count constraint on the controlled random search algorithm is trivial but it is unlikely that 
the efficiency of its simple search procedure would surpass the genetic algorithm. Simulated 
annealing may be more suited to compound systems than the GA, but preliminary investi-
gations with hydrocarbon systems revealed some difficulties; the ensemble of hydrogen and 
carbon atoms tended to anneal to a methane/ethane gas. 
~ ~------------------------------------~ 
Optimisation of Close-Packed Clusters 
6.1 Introduction 
We next consider the application of the genetic algonthm technique to the study of close-
packed noble gas or metal micro clusters, bound together by van der Waals forces. Ex-
perimentally, such small clusters have been isolated through nozzle beam or particle beam 
experiments [WWS97]. For example, metal atoms can be dIsplaced from a hot source and 
ejected through a slim nozzle and into a vacuum chamber. Here, the spray of particles con-
dense into clusters, of say upto several thousand atoms, that frequently exhibit polyhedral 
structural forms quite different to the bulk solid [Bra97]. The analysIs of such clusters in-
troduces several interesting questions concerning the minimum number of atoms required 
for the ground state to resemble the bulk state or why some cluster numbers are more stable 
than others. Interest in metal clusters goes beyond the academic; tIley are of practical sig-
nificance to industrial chemists where they find applications as exceptionally good catalysts 
[Bra97] and have recently been studied in conjunction with molecular dynamic simulations 
[CHP+98]. Another example is the work of Betz [BH97] who studied surface impacts of 
large metal clusters using molecular dynamics. However, his clusters consisted of cubic 
sections of a bulk solid which were not allowed to relax before impact. Clearly, tile use of 
such structures which are not even in a local equilibrium state will have a large effect on the 
results of the simulation. 
The exceptional stability of close packed clusters can be explained in terms of geometry. 
Qusters of noble gas atoms such as argon or cold metal clusters including sodium, prove 
to be especially stable when tile atoms pack exactly into an icosalledron, a 20-sided solid 
with triangular faces. A plot of the number of atoms in the cluster against the stabihty of 
the cluster will show distinct peaks when the atoms pack into a perfect icosalledra (see for 
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example Brack [Bra97j page 54), with every successive peak representing a new shell on the 
polyhedra. Such peaks indicate what has been referred to as magic numbers of atom clusters 
that are not only more stable than non-magic numbers but also predominate in experiments; 
the unstable isomers tend to shed atoms until the cluster reaches a magic number. It is 
interesting to note, however, that the abundance of certain nuclearitles in experiments does 
not uniquely determine the shape of the polyhedra involved. As stated in the paper of Brack, 
'the magic numbers associated with icosahedra coincide with magic numbers that would 
be found with cubo-octahedra (cubes with their corners cut off)'. Since the close packed 
clusters cannot be viewed directly without altering their shapes [Bra97], the computational 
approach of finding the minimum energy coordinates, from a non-convex potential energy 
hypersurface, becomes useful. 
6.2 Methods for Pair-Potentials 
This section discusses optimisation methods that are applicable to the class of two-body 
potentials, such as the Lennard Jones 6-12, the Morse and the Born-Meyer potentials. Such 
potentials do not take into consideration the bond angles between atoms nor any form of bond 
constraint - they are purely functions of the pair-wise distance between atom centres. Most 
often they are used to model the van der Waals like interaction between noble gas atoms, 
such as argon, that condense at their ground-state into closed packed molecule structures 
that attempt to achieve the maximum possible degree of coordination. For the molecule 
cluster comprising n atoms, whereby x = {Xi E ]R3 ,i = 1, ... ,n} and each Xi specifies the 
spatial coordinates of an atomic nuclei, the functional form a pair-potential Vex) is given by, 
Vex) = L V(lIx,-x)II)· 
1<) 
If r = IIx, -x)1I then/er) has appropriate behaviour provided there is a unique minimum at 
r = r m > 0 and there exists continuity up to and including the second derivative for r E (E, 00) 
where 0 < E« rm. Written explicitly, the function VCr) should satisfy: 
VCr) -+0- asr-+oo 
V'er) = 0 iffr= rm such that V(rm) < 0 and V"(rm) > O. 
VCr), V'er), V"(r) are continuous Vr E (E,oo) 
Despite the simplicity of the pair-potential, for anything other than very small nuclearities, 
obtaining the ground state configurations for systems of close packed particles proves to be 
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an exceptionally difficult problem. Hoare and McInnes have studied empirically the number 
of local minima on the surface of the Lennard-Jones potential for small cluster sizes. They 
found a lower bound of 988 local minima for a cluster with only 13 atoms and from their 
investigations they hypothesised that the number of local minima grows with O(e"2), where 
n is the number of atoms in the cluster. This extraordinary growth sequence has been put 
forward by researchers such as Northby [Nor87] as an argument for using 'physical intuition 
about the nature of the system in stable states'. This entruls restricting the search of the fea-
l 
sible region n with a directed search procedure that starts at the ground state configurations 
of a smaller sized cluster. Such procedures are known as lattice search algorithms. 
It is the relative functional SImplicity of the prur potential, together with the propensity 
of optimised clusters described by these potentlals to obtain the maximum possible degree 
of coordination with close-packed structures, that allows the broader class of search tech-
niques when compared to those available for covalently bonded elements. In the following 
sections, two existing detenninistic approaches to locating the ground-state configurations 
of close-packed clusters will be described in some detail. We will discuss how some of the 
features that deterministic optimisation methods possess may be incorporated into stochas-
tic optimisation procedures, creating a hybrid optimisation algorithm that exhibits superior 
performance to the standard methods. 
6.2.1 Lattice Search 
The lattice based search algorithms attempt to incorporate intuition on the form of the 
ground-state structure into the search procedure, constraining the initial configuration to be 
a member from a set of possible lattice structures. 
With these methods lies the assumption that there exists at least one assigurnent of atoms 
on a lattice core which relaxes to the global minimum configuration. For the problem of 
finding the ground state-structure for a molecule cluster, interacting through the Lennard-
J ones potential, the lattice configuration is chosen to conform to an icosahedrallattice core 
and a particular combination of surface lattice points. The choice of the icosahedrallattice 
arose from the development of general lattice growth algorithms by Hoare and co workers 
[HP75] and molecular dynamic simulations [FdRT83] which found that icosahedral subunits 
appeared regularly as relaxed configurations. Just as significantly, the presence of magic 
numbers in mass spectrum studies of small isolated rare gas clusters formed with nozzle 
beam processes (see for example [HKN84, HNMN86]), provide a body of experimental 
evidence in favour of an icosahedral core symmetry; as do electron diffraction studies (see 
for example [LS85, LS87, FdRT86]). The icosahedral core comprises 13 atoms when there 
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is one shell, 55 atoms with two shells, 147 wIth three and 1 + {lOP + 15P + 111}/3 with i 
shells [Xue94j. Any surface vacancies on the core can be filled with another icosahedral, 
le, sublattice shell, consisting of 42 sites in the second shell, 92 in the third and lOi2 + 2 
on the i,h shell. A fully completed le sublattice outer shell produces the next icosahedron. 
Alternatively, the vacancies can fill an Fe sublattice, consisting of tetrahedronally bonded 
face sites which lie at stacking fault locations relative to the first lattice, together with vertex 
sites [Nor87j. The fully completed Fe sublattice has fewer site vacancies to fill, with 32 
positions in the second shell, 72 in the third and lOi{i-l} + 12 on the i'h. Therefore the 
number oflattice points in the sequence of closed shell Fe geometries is 13,45,127, ... ,1 + 
{I Oi3 + 15i2 -19i} /3 The initial configuratIon is relaxed with a local optimisation algorithm, 
such as steepest descent. 
The Northby Pivot Algorithm 
An original lattice search method is Northby's pivot algorithm. To find the ground state 
configuration of n atoms, the largest (icosahedral) core of size Ncore ~ n is constructed. The 
positions of the core atoms IS fixed· they cannot be moved. The remaining n - Ncore atoms 
are randomly positioned on the Nsurt surface lattice sites (where the surface can be of either 
le or Fe origin). In effect, the Nsurt surface sites are partitioned between Nt,lIed = n - Ncore 
and Nvacanr sites, Le. Nsurt = Nvacanr + Nt,lIed (lcore,ltu/ed,lvacanr, .•• are used to denote the 
atom indices of the Ncore,Nt,lIed,Nvacanr, ... atoms). Following the initial random assignment, 
the atoms are reassigned to different surface sites using the pivot algorithm. However, before 
starting the pivot stage of the algorithm, an interaction matrix V is calculated. An element 
v., of this matrix stores the pair interaction contribution to the total cluster potential energy 
between an atom at site i and one at site j. This uses to advantage the fact that the lattice 
core is static, to avoid the recalculation of the total potential energy from scratch with each 
new iteration of the algorithm. The pivot algorithm iterates through the following steps. 
Step 1: Find the most loosely bound filled surface atom site, i/oose, defined as 
and the most tightly bond surface atom site that is currently vacant, iught, defined as 
The surface site with index i/oose provides the lowest (Le. greatest negative) energy 
contribution to the cluster total potential energy. 
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Step 2: If the consequence of displacing atom i/oose to the currently vacant site defined by 
the index illght, is a reduction in total potential energy, then carry out the displacement 
and goto step 1. Else, accept current configuration as the lattice minimiser. 
This briefly describes the algorithm Northby used to obtain candidate global minimiser 
for Argon with the U 6-12 potential, for clusters with upto 150 atoms [NorS7]. 
6.2.2 Smoothing 
The second deterministic optimisation procedure makes use of the principle of mapping one 
function onto another function that contains the same macroscopic detail but has smoother 
microscopic detail. All smoothing methods assume that the macroscopic features of the 
hypersurface are the averaged effects of all the microscopic detail. The general idea is 
that by smoothing a rugged potential energy hypersurface, much of the microscopic de-
tail disappears to leave a noise reduced surface. This transformed function has fewer of the 
small and narrow minimisers but the overall structure of the hypersurface should be main-
tained. Hopefully, the optimisation procedure is able to skip uninteresting local minimisers 
and concentrate on the regions with low average potential energy, where a global minimiser 
is most likely to be located. The different smoothing transforms of the function V are a 
mapping V : lRn 1-+ lR and include the diffusion equation [PKSS9] and Gaussian transform 
[MW95, MW96] methods and the packet annealing [Sha] and effective energy simulated 
annealing [Sha91] methods. The Gaussian and diffusion equation transformations are equiv-
alent to within a linear transformation. 
Definition: The Gaussian transform (vh. of a function V : lRn 1-+ lR 
where A. is the smoothing parameter. 
The value of (vh,(x) is an average of V(x) in the neighbourhood of x. The relative size of 
this neighbourhood is controlled by the parameter A. and it decreases in size as A. decreases, so 
that (Vh.(x) -+ V(x) as A. -+ O. The Gaussian transform has been developed by More and Wu 
[MW96, MW95] and co workers for smoothing simple linearly separable pair potentials, in 
particular for distance geometry problems where the potential energy is purely proportional 
to the distance between atom centres. They have explored many of the interesting proper-
ties of this smoothing technique and in particular have proven that the Gaussian transform 
is defined for a set of functions V that are continuous almost everywhere and satisfy the 
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Figure 6.1: The two-dimensional version of the Griewank test function (depicted, top). By applying 
local optnnisation to incrementally reduced A. surfaces, the local minimum of the convex surface (de-
picted, bottom), is traced back to the global minimum of the original surface (depicted, top). Success 
is dependent upon the convexity of the initial smoothed surface and the number of A. increments. 
condition lV(x)1 ::; ~l exp(~211 x 11) for positive constants ~l and ~2' Provided the function V 
satisfies the above criteria, then the following result of More and Wu holds (p 17 [MW96]). 
Assume that the function V : ]Rn >-> ]R IS continuous on ]Rn and that it satisfies the above 
inequality. Let P.'k} be a sequence that converges to zero. Let xl be the global minimiser of 
(Vh..t(x). lfthe sequence {Ak} is such that {xk} converges tox' thenx' is a global minimum 
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ofV{x). 
For a given Ab a detenninistic local optimisation based procedure is employed to locate 
xk' The smoothing parameter is next incremented to Ak+l and the optimisation procedure 
is re-employed from xk to locate the vector xk+1' This continuation method thus traces a 
'curve' of xk vectors (that provided convergence of the vector sequence arises) theoretically 
leads to x'. We shall return to the smoothing continuation method shortly. 
Figure 6.1 provides a schematic illustration of the smoothing algorithm, using the two-
dimensional version of the Gnewank test function, 
n J? • x f{x) = 1 + 1~(2~) - g cos( 0) 
that was designed by Griewank [GriSl] as a test for global optimisation algorithms. More 
and Wu used Gaussian smoothmg to transform this function to 
n J? 1..2 n x 1..2 
(fh.(x) = 1 + ~(200 + 400) - g cos( J;)exP(-4i ). 
(see More and Wu [MZ96]). The number of local minimisers are reduced with increasmg 
A (illustrated second from top to bottom). Application of the local continuation algorithm 
allows the minimum of the originally convex smoothed surface to be traced back to the global 
minimum of the original function. 
6.3 Stochastic Optimisation 
We are now in a position to discuss the possibility of developing stochastic global optimi-
sation procedures for locating the ground-state configuration of close-packed clusters, in 
particular those described by the Lennard-Jones 6-12 potential. The stochastic global opti-
misation techniques that were deployed in the previous chapter can, of course, be applied 
directly to the U potential. The genetic algorithm implementation that proved successful 
at optimising carbon clusters [HS97] and other covalently bonded elements, also does well 
at locating the ground-state configuration of Argon, when described by the U 6-12 poten-
tial. The GA efficiently explores the enormous search space, locating the same close packed 
geometries with mostly Mackay icosahedral subunits, as predicted by the more restrictive 
lattice based search algorithms. 
Since this branch of cluster optimisation is quite mature, with the ground state config-
urations and energetics of clusters with upto 110 atoms (and to a lesser extent 150 atoms) 
now well understood, it is not the intention here to catalogue the complete set of molecule 
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configurations optimised by the GA (see Wales and Doyles 1997 pUblication [WD971for a 
currently up-to-date listing of putative global optimal energies). However, it is of interest 
to note the observed geometric trends that occur in the ground-state argon structure with 
upto 150 atoms - the practical limit of the genetic algorithm implementation on a current 
workstation (Sun single-processor 146MHz Ultrasparc 1 with 128mb RAM). Closed shell 
structures of complete Mackay icosahedra feature at atom nuclearities n = 13,55 and 147. 
As originally reported by Northby, for most of the clusters in the region of 14 :::; n < 30, an 
FC stacking arrangement is optimal. Within this range, the 19-atom cluster is of note as it 
takes a double icosahedral barrel shaped geometry and larger clusters with upto 30 atoms are 
mostly built around this core. The IC lattice is optimal for most nuclearities above n = 30 
until completion of the second outerlC shell at n = 55. This appears to be a general trend be-
tween completion of outer IC shells; i.e. an FC outer growth pattern is predominant initially, 
followed by predominant IC outer growth at about the half way point between IC shells. As 
Northby explains it 'the reason for the preference for FC structures when the shell is rela-
tively empty is easy to understand on a quantitative basis. The FC sites are more strongly 
bound to the core, but at the expense of a somewhat lower surface density than for the IC 
lattice. Thus, as the outer shell fills and intra-shell interactions become more important, the 
favoured structures shift to the IC lattice.' It is important to note that Northby's observation 
is a trend only; furthermore, since Northby's work, it has been found on occasion that non-
IC and non-FC filled shell structural arrangements are optimal. This last point is discussed 
further in a later section. 
6.4 Hybrid Stochastic Optimisation 
The standard genetic algorithm implementation that was originally employed for the opti-
misation of carbon clusters has successfully located the ground state configurations of ar-
gon clusters with upto 147 atoms, although the reliability of the method to converge to the 
ground state appears to diminish when n is greater than 100. As previously discussed, the 
most successful current methods for pair functionals exploit the simplicity of the potential 
andlor the expected underlying geometric form of the ground-state configuration. It is prob-
able, therefore, that the efficiency of the considered stochastic optimisation approaches will 
be enhanced with the incorporation of ideas derived from the lattice search or smoothing 
procedures. 
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6.4.1 Stochastic Lattice Search 
A stochastic element can be incorporated into the original lattice search algorithm, perhaps 
most readily with an algorithm that acts upon the NJ.lled surface atoms to anneal their place-
ment on the NsurJ lattice sites. Use of simulated annealing in this way was recently proposed 
and implemented by Xue [Xue94]. From the results of his research, it seems reasonable 
to surmise that the combination of the two algorithms provides a significant increase in 
accuracy and efficiency above the existing deterministic lattice search procedures, such as 
Northby's pivot algorithm. With the simulated annealing algonthm, the surface lattice sites 
are no longer filled in a deterministic manner that always acts to replace the most loosely 
bound surface atom site with the most tightly bound vacant site. Instead, a new lattice fill 
site may be accepted even if it has a potential energy value that is inferior to the present 
arrangement, with a small probability that is determined by the Boltzmann distnbution at 
a temperature T; the imtial temperature is set high to faCIlitate an early global exploration 
phase. The temperature, and hence the probabIlity of accepting an inferior solution, drops 
during the course of the optimisation, as the algorithm moves into an exploitation phase. Use 
of simulated annealing in this way provides a method for efficiently escaping local minima 
that may trap the detenninistic lattice search procedures. For a complete explanation of Xues 
algorithm, refer to his 1994 publication [Xue94]. 
Xue has implemented his algorithm on a Thinking Machine CMS supercomputer with 
544 SPARC-2 processing elements, with final energy relaxation on a Cray-XMP supercom-
puter using a limited memory BFGS algorithm. The use of such hardware has produced 
putative minimisers for cluster sizes that far exceed anything published previously, or since. 
For n :::; 1000, Xue has found lower energy minimisers than those reported prior to 1994 
(refer to Xue's pUblication [Xue94] and references therein) and more impressively, the al-
gorithm has located putative ground-state configurations for molecules with n = 1000 to 
n = 10000 in steps of 1000 and for clusters ofn = 10000 ton = 100000 in steps of 10000. 
6.4.2 Stochastic Smoothing Search 
Certainly, these results are remarkable. and greatly surpass the size of cluster available to the 
genetic algorithm implementation. But how much of the success is attributable to the im-
pressive computing hardware and how much to the algorithm? It is difficult to give a defini-
tive verdict on the efficiency of Xues procedures without providing a direct comparison on 
the performance of the many available optimisation algorithms, using a more conventional 
hardware implementation. Instead, it is our aim to develop derivatives of the genetic algo-
nthm that go beyond the performance of the current implementation and hopefully surpass 
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other published stochastic, unbiased procedures. Unbiased global optimisation algorithms, 
that have no knowledge of the lattice structure, currently are able to locate ground-state 
structures with upto 110 atoms, see for example [WD97], exhibitIng similar perfonnance 
to the original GA implementation. Even though the unbiased approaches to pair potential 
optimisation are liable to suffer an efficiency burden when compared to the lattice based 
search procedures, such methods are still useful as they have, on occasion, demonstrated 
that the underlymg assumption of a filled icosahedral core is not always correct. Lower en-
ergy structures than those previously published by the lattice search algorithms have featured 
sIte vacancies in the core, usually a single atom is missing from a vertex of the underlying 
Mackay Icosahedron; current examples of such clusters, with upto 110 atoms, have 69,78 
[WD97], 98 [DTMH96] and 107 [WD97] atoms. Perhaps more serious for the lattice search 
algorithms, is the recent discovery of global minimum cluster geometries that do not feature 
a Mackay icosahedral core. The smallest such cluster is n = 38, which is descnbed as a 
face-centred-cubic (fcc) truncated octahedron [PP95, DWB95, WD97] (see figure 6.2) and 
for n = 75,76,77,102,103 and 104 the global minimum structure is based on a Marks' dec-
ahedra [DWB95, DW95, WD97]. So, the intention of this section is to develop the genetic 
algorithm approach, maintaining the unbiased nature of the search strategy whIle hopefully 
enhancing the perfonnance of the algorithm above that of the original implementation. But 
how can the perfonnance be improved, WIthout biasing or constraining the search to the sur-
face of a lattice core? One way is to transfonn the potential energy surface, slowly smoothing 
out local microscopic details to reduce the number of local minimisers while maintaining the 
overall macroscopic features. The idea is that the simplified energy landscape will allow the 
evolution process of the genetic algorithm to proceed more efficiently than before. It is also 
our contention that an efficient global optimisation algorithm, one that also has a local gradi-
ent b.ased optimisation procedure, will provide a reliable method of tracing the trajectory of 
. xk minimisers of the (V)~ (x) surface to x* ; more so than the continuation algorithms that 
rely solely on local gradient infonnation. This claim is supported by the experimental results 
that will be described later. 
While it is theoretically possible for local optimisation to track the sequence of global 
minimisers to x', the theorem of More and Wu assumes that (i) the global minimum corre-
sponding to the initial value of A. is located and that (ii) a sequence of A.k is known a priori 
that allows xk+l to be located from xk' In an effort to satisfy this final requirement with the 
standard gradient based continuation algorithms, the change in A. between the /Ch and k+ Ith 
iteration is required to be very small; in total, at least several hundred A. increments are re-
quired for fairly small cluster sizes. Even with such a large number of increments, there still 
exists the very real possibility that a finer level of A. reduction is required for some parts of 
the sequence, with the result that the trajectory of xk vector is lost. In this case the sequence 
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of minimisers converge to a local minimum at the k+ Ilh iteration, with the net result that a 
new trajectory is traced to a local minimum ofV(x). 
6.4.3 Smoothing Pair Potentials 
Of the pair potentials mentioned at the start of the chapter, the Morse potential is most readily 
smoothed. In common with the Lennard J ones potential, it is expressed as the difference 
between an attractive term and a repulsive term. Unlike the Lennard Jones potential, it is a 
negative exponential expansion of the dIfference between the bond distance r'i and the dimer 
separation distance Re. 
De {I / I } V(r'J) = Se-I exp(-(2Se)7~(r,j -Re) -Seexp(-(2 Se)7~(r'J -Re» . 
For simplicity, this can be expresses in terms of constants ai, a2, bl and b2. 
2 
V(r'J) = ~>keXp(-bk(r'J-Re» 
k=1 
and the Gaussian transform is calculated from the integral: 
where,? = 2')..2. See appendix A for the derivation. The pair separation distance Re, together 
with the parameters ak and bk (k = 1,2) gives the Morse potential a great variety ofstructural 
behaviour for describmg the morphologies of many different metal clusters. Recently, Wales 
[Wal] proposed the use of the Morse potential as a demanding test for global optimisation 
algorithms. He found that the ground-state configuration can take icosaliedral, decahedral, 
fcc ,hcp (or some mixture) or even polytetrahedral (involving defects called disclmation 
lines) [DWB95]. 
However, we are really more interested in the U 6-12 potential. Unfortunately, the Gaus-
sian transform CarInot be applied directly to the Lennard Jones potential since the resulting 
Gaussian integral is divergent. One solution (as originally proposed by Kostrowsicki et al 
[KPJS91] for use with their diffusion equation method) is to accurately approximate the 
Lennard Jones potential with a sum of Gaussians of the form 
U(r'J) r:::l Lakexp(-bk?,j). 
k 
The 'working' part of the potential can be made arbitrarily close to the desired form of the 
U potential through the choice of constants, as well as the number of Gaussians. Significant 
6.4 Hybrid Stochastic Optimisation 148 
deviation between the two functions occurs only at very close atom separation distances, Le 
small values of T'j' Such differences are unimportant when determining the bindmg energies 
of clusters close to the ground state. 
For the case of the approximation to the U potential h(rij) = ~kakexp( -bkr7;), the 
Gaussian transfonn ofV(x) = ~',Jesh(r'J) is calculated from the integral, 
(vh.(x) = 
where as before, V = 2')..2. (Again, refer to appendix A for the denvation). 
6.4.4 A Genetic Algorithm Continuation Approach 
The idea of transforming the potential energy surface is intuitively appealing but on the 
downside, there is no current method for determining a A. sequence that guarantees a mapping 
from the global minimum of the defonned surface onto the global minimum of the original 
surface, using only a local continuation algorithm. Previous results with the diffusion equa-
tion transfonn method (equivalent to Gaussian smoothing, within a linear transfonnation) 
with a local continuation algorithm have provided mixed results. Kostrowsicki et al report 
difficulties locating the global minimum for the trivial cases of n = 8 and 9, where there is 
only 8 and 21 minima, respectively, as well as for n = 12 and 19 [KPJS91). They do claim 
success with the highly symmetrical Ih 55 atom cluster global minimum as well as with the 
smaller Cs 33 atom cluster minimum. However, our own experimentations with a local con-
tinuation algorithm failed to replicate these result for n = 55, despite numerous different A. 
sequences with upward of 100 elements. We have found that a vast improvement in the 
perfonnance of the Gaussian smoothing technique is achieved when the local continuation 
approach is replaced with the genetic algorithm implementation. In order to judge the effect 
that Gaussian smoothing has upon the structure of the global minimum geometry, the genetic 
algorithm was used to optimise many different constant A. smoothed potential surfaces. Let 
U(n,A.) denote a constant A. smoothed n-atom hypersurface with global minimum x). (and 
let U(n,O) denote the original, unsmoothed, U 6-12 surface with n atoms). Optimisation 
using the genetic algorithm implementation for A. upto 1 and n upto 147, revealed that the 
larger A. surfaces have global minimum geometries not equal to x*. (Interestingly, however, 
for n ::5 55, the genetic algorithm typically evolved the geometry x* before finding the' lower 
energy configuration xi>. The range of A. was subsequently narrowed to A. = 0 to A. = 0.16 
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38 atoms 75 atoms 
Figure 6.2: The genetic algorithm correctly identifies what IS beheved to be the global minimum 
energy configuration for 38 atoms (pictured, left) wlthm less than 20 generations using the GA con-
tinuatIOn approach. Unlike most geometries upto 100 atoms, thiS structure is the recently discovered 
fcc truncated octahedron. This geometry has been missed by previous annealmg, smoothing and lat-
tice search a1gonthms. The 75 atom cluster (depicted, nght) is the lowest energy icosahedral (lC) 
geometry, missed by Lattice search algorithms but located with the (continuation) GA in about 70 
generations. The Marks decahedra global minimum geometries for 75 atoms has yet to be reliably lo-
cated by any current global optimisation algorithm; the MD geometry has an energy value of -397.492 
wlnle the le geometry has an energy value of -396.282 
in steps of 0.04. Running the genetic algorithm at these values for a number of nuclearities, 
included n = 55,70,100 and 147 (for two or more random number seed values, producing 
upwards of 40 optimisation runs in total) revealed that A = 0.04 gave the most consistent 
reduction in the number of generations before convergence to the global minimum; impor-
tantly, being nearest to the unsmoothed surface, x· and xr were found to coincide on all 
occasions. Over the set of sample runs, U(n,O.04) provided an average reduction in the 
number of generations required before convergence to the global minimum over U(n,O) of 
more than 60%, i.e. a useful reduction in CPU time of almost two-thirds. This may be con-
servative, since on a few occasions for n ?: 100, the GA failed to find the global minimum 
on the U(n,O) surface within the requisite maximum number of generations (1000). 
Next followed experimentation with a refinement to the simple smoothing approach that 
was adopted above. For the first few generations only, child structure relaxation with the 
local BFGS routine (that fonns the fourth step of the reproductive procedure), is replaced 
with child structure relaxation using a local continuation algorithm. Use of the continuation 
algorithm is limited to the first few generations since there is little merit in continuing its 
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Figure 6.3: Percentage reductions in CPU time for the GA with the LJ(n,O.04) surface (light bars) 
and for the continuation GA (dark bars) to locate the global minimum geometry - when compared to 
the standard GA implementation of the U(n,O) surface. All figures are approximate based on timing 
results of two runs only. 
application beyond the preliminary stages of evolution (when the broad area of the potential 
energy hypersurface corresponding to low energy configurations is known) and secondly it is 
extremely computationally expensive and should be used as little as possible if an improve-
ment in efficiency is sought. The stepwise description of the local continuation aIgonthm is 
given below; it replaces the fourth reproductive step, 
Step 4: Child Structure Relaxation: with BFGS local optimisation until the sum of 
squared forces < SSF. 
with the following for the first gen generations: 
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147 atoms 200 atoms 
Figure 6.4: The genetic algonthm correctly identifies the global minimum energy configuratIOn 
for 147 atoms (pIctured, left) WIthin less than 180 generations using the GA continuation approach. 
The 200 atom cluster (depicted, right) is the lowest energy geometry found by the GA continuation 
approach withm just under 400 generations and has an energy value of -1226.06. This represents the 
upper bound of what is currently achievable with a single processor U1traSparc 1 processor, taking 
more than 100 hours to evolve. 
Step 4a: Initialise A, so that A/c=O = I..",uia/. Let XAk=O denote the initial child con-
figuration. 
Step 4b: Optimise xAt with BFGS routine to~, when the sum of squared forces < 
SSF, where x~ is a putative global minimiser of the A surface. Let k = k + 1 
and XAk =X~_I' Finally, let Ak = Ak-I (I-v). 
Step 4c: If Ak > A.",m then goto Step 4b: Else, Ak = A.,.;", optimise XAk with BFGS 
routine to xli' when sum of squared forces < SSF and take ~ as the relaxed 
child configuration. 
Following the preliminary use of the continuation algorithm, local optimisation of the 
U(n, 0.04) surface with the BFGS routine continues as before I . Therefore, for the first few 
generations of evolution, the initially crude child structure is permitted to relax beyond the 
confines provided by the basin of attraction of the (relatively high energy) local minimum, 
IWlnle the minimum energy configuration for the U(n,O.04) and U(n,O) surfaces have always coincided, 
if m doubt it IS simple to revert to the U(n,O) surface upon proxImIty to the ground-state configuration. 
6.4 Hybrid Stochastic Optimisation 152 
towards the neighbourhood of a low energy region of the potential surface. Following this 
initial evolution phase, the current generation is populated with a diverse set of low energy 
adult configurations. 
With gen set to 3, "'muMI = 0.6, Amm = 0.04 and v = 0.05, the genetic algorithm was run 
with the same set of test nuclearities as before. These parameter values are reasonable, not 
necessarily optimal and were determined over the course of a few trial runs. 
With the above parameter set, the average number of generations required to locate the 
global minimum geometries for n = 55 is now 6, compared with 28 for optimisation of 
the U(55,0 04) surface and 55 for the original Lennard-Jones U(55,0) surface (using a 
consistent set of GA parameters such as generation size etc). For n = 70, these three figures 
are 29, 90 and 114 respectively; for the case of n = 100, these figures are more impressive, 
changing to 55, 200 and 1000+ generatIOns. Finally, for the largest test cluster comprising 
147 atoms, the three values are 176, 1000+ and 1500+ respectively. 
The genetic algorithm thus appears to benefit from the initial continuation algorithm 
relaxation, but by how much? A definitive verdict on the realised efficiency gam requires a 
larger sample size with a greater number of optimisation runs than time has permitted, but it 
is possible to conclude that the CPU time reqnired to locate the ground-state configuration 
is reduced by more than one half and that the percentage reduction appears to increase with 
the size of the cluster, see figure 6.3. With the 55-atom cluster, the ground state was located 
in approximately 15 minutes of CPU time against circa 30 minutes for U(n,O); these figures 
change to approximately 60 minutes and 150 minutes, respectively, for the 70-atom cluster 
and 120 minutes and 20 hours, respectively, for the 100 atom cluster. Again it must be 
emphasised that due to the high degree of variance in optirnisation convergence, the true 
expected CPU time figures may differ substantially from these small sample averages. 
6.4.5 Conclusions 
Our genetic algorithm implementation has proved itself able to perform unbiased structural 
optirnisation in a number of very different interatomic pseudo-potential environments, re-
liably locating the ground state configurauons for carbon, silicon, hydrocarbon molecules 
and now closed-packed noble gas and metal clusters. The standard genetic algorithm im-
plementation is able to locate the ground-state geometry for U(n,O) for all n tested upto at 
least n = 100 (the GA has not been tested with the larger of the recently discovered Marks 
dodecahedra ground-state nuclearities); this performance is on par with an existing GA im-
plementation by Deaven et a1 [DTMH96] and the recent Basin-Hopping algorithm of Wales 
and Doye [WD97]. Replacing the fourth reproductive step - child structure relaxation using 
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the LBFGS local optimisation routine - with a local continuation algorithm has provided a 
significant efficiency gain and allowed Iow energy clusters With in excess of 150 Ar atoms 
to be optimised. Fignre 6.4 depicts two of the largest argon cluster configurations optimised 
by this implementation with 147 and 200 atoms. 
To extend the GA continuation algorithm to much larger clusters will require a significant 
increase in computing power. One uncertainty at present is the effect that the range of the pair 
potential has upon the ground-state configuration of the Ar cluster; given the extremely small 
differences in energies between geometrically disparate geometries, it is conceivable that the 
aggregate effect of excluding individually insignificant contributions to the pair summation 
through a short range cut-off function would be to alter the macroscopic form of the global 
minimum geometry. The only published research in this area appears to be the investigations 
by Doye, Wales and Berry [DWB95] who have studied the structures of clusters bound by 
the Morse potential and have found that the effect of decreasing the range of the potential is 
to destabilise strained clusters. Furthermore the ground-state geometry reportedly changes 
from icosahedral to decahedral to face-centred cubic as the range is decreased. With knowl-
edge of the effective range for the Lennard-lones plllr potential, the computational order of a 
single potential function evaluation changes from being order n2 to order n and will enable a 
significant decrease in the order of (CPU) time required to progress from an initial uniformly 
random distribution to the ground-state configuration to be achieved with larger Ar clusters. 
To conclude this work, we give brief details of some joint experimental and computa-
tional studies of Ag clusters optimised by the genetic algorithm within molecular dynamic 
simulations. 
6.S Cluster Applications 
The growing interest in the deposition of size selected atomic clusters, in terms of both the 
dynamics of cluster-surface interaction and as a possible precursor to nanostructured mate-
rials and devices, provides a further use for general purpose cluster optimisation algorithms. 
Recent eXlllnples of cluster experiments include the identification of a fast diffusion method 
of metal clusters over a graphite surface and the experimental observation of a rare-gas sur-
face implantation method that slows the impact of incident clusters [CHP+98]. Sophisticated 
atomistic computer simulations, that use an optimised set of cluster coordinates, provide 
computational verification for such experimentally observed cluster related phenomena. 
It is in this context that our genetic algorithm method of cluster optimisation, as described 
in this and previous chapters, has recently been applied. Specifically, the energetic impact 
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Figure 6.5: MD simulatIOn of the impact of Ag50 clusters on graphite at 50 eV (depicted, left) and 
500 eV (depicted, right). 
Figure 6.6: MD simulation of Ag3 impacting on graphite normal to the surface and impacting on an 
IX site at 15 eV (depicted, left) and 150 eV (depicted, middle); also 150 eV Ag3 arranged normal to 
the surface impacting on a hole site (depicted, right). 
of size-selected metal cluster ions on graphite is studied using STM experiments (at Birm-
ingham University) and molecular dynamic simulations with optimised cluster coordinates 
(at Birmingham University and Loughborough University) comprising 3 to 500 atoms over 
energies in the range 15 - 500 e V. Coordinate data files have been calculated for a num-
ber of low energy Ag clusters, including 50, 55, 200 and 400 atom clusters, optirnised by 
the genetic algorithm subject to the AckIand and Vitek parameterisation [ATVF87] of the 
Finnis-Sinc\air type potential [FS84] (described in section 2.12). 
The observed surface phenomena was found to depended strongly on the both the energy 
and the size of the incident cluster. With the small Ag3" ions, the number of features on the 
surface of the graphite target, per impact, tends to one as the energy of the cluster increases. 
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Figure 6.7: 50 atom (depicted, left) and 400 atom (depicted, right) Ag clusters partially opUmised 
by the genetic algorithm. 
At low deposition energies of IS eV, the surface feature are typically of the order of a few 
nanometres in diameter and it is reasonable to sunnise that the clusters diffuse over the 
surface and aggregate into large islands. The incident Ag3' clusters tend to penetrate the 
surface layer as the energy approaches 300e V, producing interstitials or vacancies above the 
surface layer and resulting in bump formation above the deformation. MD studies suggest 
that the surface penetration at these higher energies is dependent upon the local area of the 
surface with which the cluster interacts, see figure 6.6. A carbon must be displaced from the 
graphite surface, leaving a gap through which the cluster can enter - otherwise the impacting 
energy is spread over the local environment and no penetration takes place. 
When studying the effect of the larger silver clusters, with 50 or more atoms (see figure 
6.7), it was found that surface penetration does not occur, even at 500 eV, as the incident 
energy is spread over a relatively large surface area. Figure 6.5 illustrates an Agso cluster im-
pacting on graphite at 50 e V, where it deforms into a hemispherical shape (depicted, left); at 
the increased impact energy of 500 e V the cluster has a more flattened morphology. The in-
teraction area between the impacting cluster and the graphite surface is described as a "foot-
print" that is approximately proportional to the surface area of the cluster hemisphere. Con-
sequently, larger cluster impacts should be characterised according to the quantity E/N2/3 
where E is the energy of the incident cluster with N atoms. 
~~-----------------------------'---------~ 
Neural Network Models of Potential Energy 
Surfaces 
7.1 Introduction 
The conventional approach to developing an empirical potential begins with the derivation 
of a functional form that may be based upon theoretical analysis with perhaps some trial and 
error. The form of the potential is inferred largely through a process of deductive reason-
ing. In short, the deductive method starts with a set of propositions that must be accepted as 
correct, from which a final conclusion can be derived. For potential energy modelling, the 
initial propositions or hypothesis is, for example, on the nature of the covalent bond, and the 
final conclusion the form of the potential energy surface. For any non-trivial system, excep-
tional intuition may be required when deducing the exact nature and degree of importance 
of interaction between variables, such as the bond lengths, torsional angles, coordination 
etc. In practice, the development of an accurate empirical potential can be extremely diffi-
cult. Assumptions must be made during the theoretical development and these may introduce 
unrealistic features into the model. 
This chapter discusses one way in which artificial intelligence can be used to develop 
an mteratomic potential energy function. The conventional deductive approach of function 
selection is replaced with the application of a special feed-forward artificial neural network 
architecture that is able to model potential energy surfaces for systems containing any num-
ber of atoms. The neural network does not require an explicit physical model for atomic 
interactions and instead discovers general propositions based upon observations through a 
process of inductive inference. Much of the requirements for intuition and assumptions and 
the associated problems that might arise, such as the inclusion of spurious features, can be 
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eliminated. Using inductive inference, the network attempts to describe in complete general-
ity what is observed by proceeding from observations to the development of a hypothesis, the 
potential model in this case, during the training stage of operation. If the hypothesis does not 
verify the physical data and observations are violated, then it is modified in successive stages 
until a time when a hypothesis is found which does support all of the physical evidence. In 
practice, the physical evidence is partitioned into that which is used for the training and a 
second set that is set aside to test the deductive accuracy of the final hypothesis, or network. 
Returning once more to the conventional approach, once the potential form has been 
deduced, the next step is to find values for the free parameters of the potential. For this, 
the potential needs to be fit to accurate experimental and/or ab-mitio derived data so that 
bond-lengths, cohesive and surface energies, etc, are all reproduced to within an accept-
able tolerance. The success of the fitting procedure is determined to a great extent by the 
mathematics of the potential surface and how successfully the designer deduced appropriate 
functional forms for the mappings between bond energy and, for example, the coordmation 
of the bond, the element type of first neighbours and the acuteness of bond angles. If the 
functional form of the potential is insufficiently complex or too inflexible, then it may be the 
case that there exists no set of free parameters able to satisfactorily reproduce the fitting data. 
Here, once again, a neural network approach may offer some advantages. The neural net-
work trained with back-propagation has been shown to have universal function approximat-
ing abilities. It can approximate any continuous multivariate function to any desired degree 
of accuracy, provided sufficiently many hidden nodes are present (see next section). In prin-
ciple, the existence of a sufficiently complex and flexible network is guaranteed. Thus, the 
network approach provides the advantage that an inadequate functional representation does 
not require a fundamental rethink of the mathematics - only the number of hidden nodes 
need be changed. 
The neural network potential learns from a number of initial configurations and once 
trained, provides a general interpolation method for arbitrary configurations. The data used 
to train the network should be fairly inclusive of all possible bonding scenarios but it is 
certainly not necessary that it should be exhaustive. The network will be able to extrapolate 
to situations similar to those in the training data and can cope with some extraneous noise, 
as may be present with experimentally derived training data. 
The rest of this chapter 
Artificial neural networks are endowed with many useful attributes - universal function ap-
proximating ability, their ability to learn from and adapt to the environment, and the ability 
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to invoke weak assumptions about the underlying physical phenomena responsible for the 
generation of the input data [Hay94] (These attnbutes are considered in more detail in future 
sections). However, reconciling the architecture of the feed-forward neural network with 
the requirements of an interatomic potential energy function for use in dynamic simulations, 
is non-trivial. In particular, if the neural network is to provide an input-output mapping 
between local atomic coordinates and the potential energy of a bond, then the following 
attributes must be successfully incorporated into the network: 
• The network potential must be able to recognise bond attributes across a broad range 
of bonding scenarios. Practically, the network must be able to handle any number of 
first and second neighbours. 
• The number of first and second neighbours will be constantly changing throughout the 
course of a dynamical simulation. The network must provide a continuous mapping as 
atoms move into and out of neighbour distance. 
• The network potential surface must be well behaved, in the sense that spurious poten-
tial wells (that would suggest more than one equilibrium state between a single atom 
pair) are not allowed. 
The aim of this chapter is to provide a possible foundation for the application of the inductive 
method to the modelling of interatomic potential energy functions. The primary goal is 
to provide a conceptual framework within which the full range of inference and reasoning 
capabilities of the artificial neural network can be explored, subject to the attributes outlined 
above. This chapter is introductory, not definitive, and there is scope for much further work 
on this subject. 
The next section provides a general overview of the standard artificial neural network, 
describing the distinction between the training and predictive modes of operation as well as 
their universal function approximating ability. The following section discusses a different 
approach to potential surface modelling, with a standard neural network, by Blank and co 
workers [BBCD95] and outlines how the neural network approach of this chapter remedies 
the limitations of their approach. The rest ofthis chapter is devoted to the description of the 
network potential architecture, the training of the network and its application in molecular 
dynamic simulations. 
Neural Networks 
This section provides some general information on the subject of neural networks, or more 
precisely artifical neural networks, or ANNs, descnbing in general their method of operation 
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and training. 
An ANN algorithm attempts to mimic the adaptability, intelligent decision making and 
sensory infonnation processing ability of the brain, or biological neural network (BNN), 
using greatly simplified models abstracted from neurobiological studies. The brain can be 
described as a highly complex, nonlinear, parallel processor that functions in an entirely dif-
ferent manner to that of the conventional serial digital computer. It organises a huge number 
of electrically conductive cells called neurons, that interact through connections known as 
synapses, into a massively parallel complex network. 
Work on the artifical analogue perhaps originated with the work of McCulloch and Pitts 
on 'a logical calculus of the ideas immanent in nervous activity' [PM43], while the modem 
era of neural networks is creruted to the work of Rosenblatt on perceptrons [Ros62J and 
that of Widrow and his students on adaptive linear elements [Wid62J. For a detailed history 
of the development of neural networks, see for example the book by Haykin. [Hay94J. 
Since the early pioneering work, numerous artlfical neural network models (referred to as 
simply neural networks from here on) have appeared in the literature. The neural networks 
of this chapter are all derived from the standard nourecurrent (no feedback during forward 
operation) network model, having numerous input and processmg neurons, or nodes, with 
forward interlayer connections between the multiple layers (but no intralayer connections 
between nodes in the same layer). The multilayer feed-forward neural network consists of 
several input nodes that together constitute the input layer, followed by two or more layers of 
computational nodes or neurons. The last of the computational layers is known as the output 
layer, while all layers between the input and output are collectively referred to as hidden 
layers. The lines connecting nodes, as shown in the figure 7.1, are referred to as synapses. 
A synapse carries the value of the output of one node a say, initially an input layer node, to 
the input of a hidden layer computational node b. The synapse multiplies the carrier value 
by a weighing factor WOO. The summation of all incoming synapse connections to b forms 
the input for this node. At the output of this computational node, there exists a differentiable 
nonlinear function, such as the sigmoid function (see next section). It is this combination of 
the output nonlinearity with the weighted synaptic connections that allows the Neural Net to 
obtain its powerful universal function approximating ability. 
During the training process, the neural network can be thought of as having two forms 
of operation depending upon the direction of the signal flow though the network. The above 
description referred to the network operating in the forward pass. With the forward pass, a 
vector is selected from the set of training vectors and is entered into the input layer. This is the 
input signal. The signal propagates from the mput layer, forward through the hidden layers 
and emerges at the output layer, with every input signal presented producing a corresponding 
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output signal. Throughout this forward stage of signal propagation. the network is static in 
the sense that all network weights and biases are fixed. 
The second type of signal flow. is that of the backward pass. This starts with the calcu-
lation of the error signal which is obtained by subtracting the output signal produced by the 
forward pass from the desired signal response and squaring the result. The back-propagation 
actually refers to the backward flow of the local error gradient (the S of the next section). 
starting with the output layer and finishing with the input layer with synaptic weights and 
biases updated along the way. This backward propagation for weight and bias updating 
uses an implementation of a local graruent based optimisation procedure. typically that of 
the simple steepest descent algonthm. It is the novel method of back-propagating the local 
gradient. that allows for the efficient evaluation of the partial derivatives of the error with 
respect to the weights. It allows updating to be perfonned in order w operations. where w 
is the number of weights and biases in the network as opposed to order w2 if the updates 
are calculated individually. The back-propagatJ.on algonthm was first described by Werbos 
in his Ph.D. thesis and subsequently rediscovered and popularised by Rumelhart et al in the 
seminal book entitled Parallel Distributed Processing [RHH861. 
Neural Networks as Universal Function Approximators 
The multilayer neural network trained with back-propagation may be viewed as an algorithm 
able to represent a broad-class of nonlinear input-output mappings. In fact. a neural network 
with only one hidden layer of non-linear sigmoid units is able to approximate any continuous 
function. defined within a unit hypercube. to any desired accuracy. It was Cybenko who first 
published a rigorous proof on the universal function approximating ability of a single layer 
neural network [Cyb89. Cyb88]. His universal approximation theorem is defined as follows: 
Theorem 
Let CPO be a non-constant. bounded and monotone-increasing continuous function and let 
Jp denote the the unit hypercube [0, 11~. Then. for any function I E C(Jp) and e > O. where 
C(Jp) is the space of continuous functions on J;. there exists an integer M and sets of real 
constants a.i. S, and W,j. where i = 1, ... ,M and j = 1, ... , p such that the function 
M p 
F(xJ, ... ,xp) = I,a.,CP(I, w,}x}-S,) 
,=1 }=1 
is an approximate realisation of the function 1(')' i.e. 
( 
7.1 Introduction 
Input 
nodes 
• 
· • 
Input 
layer 
First 
hidden 
layer 
Second 
hidden 
layer 
Output 
layer 
Output 
nodes 
161 
Figure 7.1: Schematic illustration of a mUlti-mput, three output, neural network with two hidden 
layers in forward flow mode. The square input nodes distribute the elements of the input vector 
to neurons in the first hidden layer along synaptIc connections (depicted as arrows). The neurons 
(depicted as coloured circles) sum the incoming signals, pass the result through a non-linear sigmoid 
function, and pass the output to neurons in the next hidden or output layer 
for all {x!, •.. ,xp} E Jp and arbitrarily small E. 
The above function realisation given by F, is the mathematical description of a feed-
forward network WIth one hidden layer comprising M hidden nodes and p network inputs. 
The network output is linear and W,} the connection weights between the input and hidden 
layers; the Il, values are the connection weights from the hidden layer to the output node. 
This network has the form used to model the local bonding environment, as described 
below (with or without an onto nonIinearity on the output). The theorem thus provides some 
justification for using a feed-forward neural network to model a potential energy surface. 
Provided that the bondmg behaviour between two atoms can be fully represented as a func-
tion of p variables describmg the local bonding environment, then there exist a single layer 
feed-forward network able to provide an exact representation. While this theorem guarantees 
/ 
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the existence of a network solution, it does not state that a single layer is necessarily optimal 
in traimng or operation time, nor does It offer any information pertaining to the number of 
hidden nodes required. 
Previous Work 
Almost no previous work on the inductive inference of potential energy surfaces currently 
exists. This may be attributable to the hIghly evolved form of tl!e deductive method tl!at has 
produced some accurate models for covalent and metallic bonded systems. To some extend, 
it is also due to the difficulty of mating existing supervised learning techniques with tl!e 
requirements of an empirical potential. To the best of our knowledge, this is the first work 
that attempts to use inductive learning, in tl!e form of a supervised neural network, to provide 
a potential energy surface for an arbitrary number of atoms. Previously published material 
related to this work appears to include only one paper, of Blank et aI, who use a feed-forward 
network to model a CO molecule adsorbed on a Ni {111} surface and also the interaction 
of an H2 molecule with a Si{I00}(2xl) surface. For tl!e deSCription of tl!e CO molecule 
suspended above aNI { Ill} surface, the network inputs consist of three coordinates, denoted 
z, 9 and x, witl! tl!e potential energy of the system as tl!e network output. If c denotes the 
centre of mass position for tl!e CO molecule tl!en z is tl!e normal distance from tl!e Ni surface 
to c, x is tl!e lateral distance of c along a line connecting two stable sites and 9 is tl!e angle 
of the molecular axis relative to the surface normal. The network, once trained from an 
empirical potential using a 7 x 7 x 7 array of (x,z, 9) coordinates, was found to be accurate N 
and faster tl!an tl!e original potential from which it was derived [BBCD95]. However, tl!e use 
of such a network to model more complex interactions presents a number of difficulties. The 
first of tl!ese concerns issues of complexity, including tl!e number of inputs to tl!e network, 
which will be required to grow, at best, linearly witl! tl!e total number of degrees of freedom 
present in tl!e system. If tl!e method is extended beyond tl!e current interaction of a two atom 
system, tl!e network complexity can be expected to grow very quickly. Blank et al found tl!at I.t 
the optimal network design, for tl!e network witl! three inputs, required in total 76 adjustable V 
weight parameters; witl! tl!e dimension of tl!e potential surface reduced from three to two, by 
fixing z (for a two-input network), only 25 adjustable parameters were required [BBCD95]. 
Anotl!er complexity related issue is tl!e required increase in tl!e amount of training data. By 
-~--~ -
using tl!e grid metl!od, tl!e number of training exemplars can be expected to grow as aP where 
a is some constant and p tl!e number of network inputs. 
Their approach to potential energy modelling encounters a further difficulty related to tl!e 
transferability of the network to different systems. Basically, tl!e network can only be used 
to model the system for which it has been trained. Different molecule-surface combinations 
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will require a new network architecture that must be retrained with a different set of training 
exemplars. Fmally there is the issue of local minima. Continuing with the example of 
the COlNi {Ill} network, if all degrees of freedom are fixed with the exception of z, then 
it reasonable to expect that the potential energy surface is smooth and that there should 
exist only one energy well as z varies. This simple requirement is extremely difficult to 
guarantee with a standard network architecture. Thus it becomes apparent that the direct 
neural network modelling approach adopted by Blank et aI is really only suitable for low 
dimensional molecular simulations, for example when modellmg the dynamics of desorption 
and adsorption of very small molecules. 
In contrast, the approach adopted in this chapter does not suffer from the limitations 
described above and can be used for general molecular dynamics simulations, for systems 
containing an arbitrary number of atoms (Within the constraints of the computing hardware). 
The total number of inputs mto the network is no longer dependent upon the total number 
of atoms in the system but is instead proportional to the number of nearest neighbours on a 
bond between atoms a and b. 
7.2 The Network Potential 
Before proceeding with the description of the neural network architecture, the exact form 
of the interface between the network and the rest of the potential must first be determined. 
Whatever form this may take, the Neural Network approach must be able to satisfy several 
important criteria if it is to have any real practical use. Of considerable importance is the 
degree of transferability of the method to different element groups. The hybrid potential 
must be able to take full advantage of efficient neighbour-list methods developed for short-
ranged potentials and above all, the potential must be well behaved with no possibility for 
spurious potential wells to appear with changes in the bond-length (with the rest of the local 
environment constant). 
This final requirement dictates that the potential energy curve must be smooth with only 
one minima, or energy well, for each pair interaction in a constant local environment. To 
ensure the satisfaction of this requirement, the network potential models of this chapter adopt 
the Tersoff form. The Tersoff potential can be expressed as the sum over atomic sites -
where VR and VA are respectively the repulsive and attractive Morse terms, with the latter 
modified by a many body term b'j that depends upon the positions of the atomic neighbours 
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i and j as well as the local environment of this bond. Thus the hybrid network potential keeps 
the negative exponential Morse terms but replaces the function used to take full account of 
the local environment, b", with a neural network arclutecture. 
The remainder of the above criteria are also satisfied by adopting this approach. Recall 
that the Tersoff form has already been successful in modelling the bonding between hydrogen 
and group-IV elements and also, to a lesser extent, group m-v alloys such as gallium/arsenic 
and aluminium/arsenic, thus demonstrating the transferability of the function to different el-
ements (provided that a SUItable many-body function can be deduced). Furthermore the 
Tersoff form, being explicitly based upon me bond order term, is thought to be more trans-
ferable to structures not included in the fitting set when compared to other potential forms -
such as those based upon a general expansion of me potential energy [Bea95]. 
It is also evident that this hybrid form is entirely compatible with existing tecluJiques for 
managing atom neighbour information. When used in conjunction wim the order n linked 
list method, the neural network based potential will achieve simulation times with the same 
order as other Tersoff based potentials, such as the Brenner potential. 
As stated previously, the Tersoff-type empirical potenuals are many-body, evaluated over 
a sum of bonds. The potential energy of a bond between atoms i and j is dependent upon 
all atoms mat are eimer first or second neighbours. This creates some difficulties when it 
comes to finding a network architecture that is able to map the local environment of me ij 
bond to the many-body term b'j' Some of me terms are pair-wise, such as the ij bond-length 
and the cut-off function, while others depend upon the positions of a variable number of first 
neighbours (such as me torsional angles) and a variable nnmber of second neighbours. To 
present me local environment to the network, me bond-order term is expressed as a function 
of ijk contributions where k # i,j is a first neighbour of i or j. So, me input me network 
consists of a set of say N vectors, where N is the number of different ijk contributions. 
Each vector of input data is made up of pairwise information such as direction cosines, bond 
length, cut-off function etc; first neighbour information mat might include first neighbour 
bond lengilis and cut-off values, torsional angles and second neighbour information mat 
might include me number and type of atoms that are bonded to k # i, j. The size of every 
vector, that is me number of parameters used to descnbe me ijk atom triple, is a constant 
p say. However, me number of vectors N is variable and clearly will change during any 
simulation of molecular dynamics. 
At this point, me principal unresolved issue is how to deal wim me variability of me 
number of first neighbours, N. It is uncertain as to whemer a network could be trained if me 
dimension of the input vector changed as each new exemplar was presented to me network. 
A change in the size of me input vector would affect me number of required hidden nodes 
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and thus the number of synapse connectIons in the network. One possible method for mod-
elling the many body term could be to have not one, but a set of network architecmres. If 
the N input vectors used to describe the nth bond in a molecule are {ll (n ), ~ (n), ... 'IN (n) }, 
then these would have to be combined into one of size M say, where M = pN. If it could 
be assumed that N ::; Nmax, then this method would require the training of Nmax different 
networks with M = p, ..• ,pNmax input nodes respectively. Such a method would necessi-
tate a large training data set, partitioned according to the number of first neighbours on the 
bond; it would be extremely wasteful as there would be no information sharing between net-
works. Furthermore, the optimal complexity would have to be ascertained for each network. 
Equally, a single network with pNmax input nodes is not the solution. In common with the 
above approach, it is unclear how first neighbour cut-offs could be accommodated plus it has 
the additional burden of coping with undefined input nodes when N < Nmax• 
So how can the above dilemma be resolved? The approach used here is to define the 
many body term instead as a function of h different variables YJ(n) for j = I, ... ,h, where 
h is a fixed integer, set to any desired value. The variable Y J (n) could be modelling, for 
eXanJple, the difference in bonding characteristics between two elements; a correction factor 
for radicals; a correction for conjugated bonds using non-local information; the effect of bond 
angles on binding energy, or some nonlinear combination of these. The human designer of 
the potential plays no part in determining the form of the YJ(n) vanable, instead they are 
leanIt by the network during training. The only task for the designer is to set the value of 
h prior to training as this is also equal to the number of nodes in one of the hidden layers. 
The exact namre of the Y J (n) variable is determined by the forward network stage that takes a 
linear combination of some function, GJ, at each of the N input vectors lr (n) for s = I, .•. ,N. 
i.e. 
N 
YAn) = I, (XJsfc(rs (n»GJ (lr(n» 
s=1 
Here, feO is the cut-off function and rs is the distance to the first neighbour atom. The (XJs 
weights, where s = I, ... ,N, specify the impact that each of the N atom triples has upon the 
value of YJ(n). However, since the influence of each atom triple will be determined by the 
local environment, that is described by the vector lr(n), the variable YJ(n) can be written as 
just, 
N 
yAn) = I,fc(rs(n))GJQ:,(n)). 
5=1 
where the functions G j, j = I ... h are determined by the forward network stage. Therefore, 
the neural network model for the many-body term can be written as a function, F, where 
N N 
F( I,fc(rs(n))G1(lr(n)) , ... , I,fc(rs(n))GhQ:,(n))). 
s=1 s=1 
7.3 Network Architecture 166 
The inclusion of the cut-off functions fc{rs{n», for s = 1, ... ,N, ensures the continuity of F 
as atoms move into, or out of, first neighbourhood distance, changing the value of N. 
So to summarise, the network determines appropriate forms for the h + 1 functions 
GI, ... , Gh and F. The size of the network used to model each of the h + 1 functions is 
constant and independent of N, with p inputs into each of the functions GI, ... , Gh where p 
is the dimension of the input vectors. Thus every training data exemplar contributes knowl-
edge to each of the h + I functions, regardless of the number of first neighbour atoms (the 
valueofN). 
7.3 Network Architecture 
Notation 
The role of the neural network, as required by the hybrid network potential, is to perform a 
nonlinear mput-output mapping between the set of variables that describe the nature of the 
local bond environment and the single output variable that provides the many body term. In 
contrast to the conventional network architecture, whereby a smgle input vector is presented 
to the input layer, the input layer for the network architecture under consideration here takes 
the form of a set of N input vectors (of equal dimension). While the set of N input vectors 
could be considered to be equivalent to a single vector, the important issue here is that N 
is a variable and not a constant. The value for N can be different for every i j atomic bond. 
For example, if the local bond environment is part of a linear or monocyclic chain, then the 
bond has two first neighbours and N = 2; alternatively, if both atoms are tetrahedronally 
coordinated then N = 6. 
Before continuing further with the description of the network architecture, a preliminary 
explanation of both the terminology and notation of the Neural Network is required. Upto 
here, the SUbscripts i, j, k have been used interchangeably to define the local bonding environ-
ment and also the layers of the neural network; to avoid any further confusion, it is possible 
now to use these subscripts solely for the purpose of describing the network architecture . 
• The set of N ijk atom triples are represented by the subscript s so that s = I .. . N. The 
distance r'j is denoted simply as r, while the notations rs is used to denote the distance 
between atoms j and k, provided k is bonded to j (or between i and k if k is bonded 
to i). Throughout the network descriptions that follow, the i, j, k, 1 subscripts are now 
used to refer to nodes in the input layer, first hidden layer, second hidden layer (if 
present) and the output layer, respectively, of the neural network. 
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• The iteratIon n refers to the forward propagation of the nth input through the network 
together with the backward propagation of the resulting error signal. Following train-
ing, when the network is used for prediction, the dependence upon n can be dropped 
from the description of the forward propagation. 
• The network input is represented by the set of N vectors {~\ (n),~(n), ... ,l,y(n)} and 
each has dimension p. The N vectors, when presented to the network either sequen-
tially or randomly, constitute one training exemplar. The complete set of training 
exemplars constitutes one epoch. The ith element of the input vector ~1 (n) is denoted 
y,\ (n) and this value forms the input to the jlh node of the first input set. Associated 
with each set of inputs is a corresponding desired scalar response value, the value of 
the many-body function, which shall be denoted b(n). 
• When the nth input set is presented to the network, with a corresponding output ~(n), 
the network error is e/(n) = b(n) - ~(n) 
• The symbol w;J(n) is used to represent the synaptic weight connecting the output of 
node i with the input to node j in the next forward layer. The threshold that is applied 
to the node j, eJ, is represented by the synapse weight wJo and is connected to a fixed 
input of -1. The correction applied to the weight w'J(n) as a result of the nth iterati~n 
is denoted by ~wJI(n). 
• The input to the non-linearity of node j say, referred to as in the literature as the net 
internal activity level, is denoted by vj(n). The non-linearity itself is symbolised by 
cj>(-). 
• For molecular dynamic simulations, the only requirement on the non-linearity is that 
cj>(.) must be everywhere continuously differentiable. Any calculations that follow 
are not dependent upon the exact form of cj>(.), although for simplicity of notation, it is 
assumed that the same non-linear function is used throughout the network (the network 
is then said to be homogeneous). Without loss of generality, the sigmoid function of 
the /h net internal activity level, is chosen as 
-00 < vAn) < 00 
With this choice, the output lies in the range (0,1) and thus is a nonconstant, bounded 
and monotone-increasing function, satisfying the conditions of Cybenko's universal 
function approximation theorem [Cyb89j. 
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7.3.1 Forward Propagation 
Figure 7.2 is a flow graph depicting the progression of the signal from the input arrays to a 
node j in the first hidden layer. The input arrays on the left of the diagram receive the set 
of N input vectors l\ ,12, ... ,1.N, together with the fixed bias inputs of -1. The input vectors 
are simultaneously entered into the input stage of the network where they are multiplied by 
the W JI synaptic weights and summed. Note that the weight vectors between each of the N 
input vectors and the hidden node j are identical, i.e. the same synaptic weight W JI is used 
to connect every one of the N input nodes With sUbscript i to the hidden layer node j. The 
resulting dot product of the input vector with the synaptic weights forms the quantity vJs(n), 
(sometimes referred to in the literature as the net internal activity level) 
p 
vJs(n) = L wJ1(n)YlS(n) s = 1 ... N, 
1=0 
and this is now entered into the non-linearIty q,(.). The weighted sum of the nonlinearities, 
multiplied by the respective normalised cut -off function for each of the N atom triples, forms 
the output signal of node j at iteration n. This is given by \ 
1 N 
YJ(n) = Z'=J!e(rs(n» s~/cCrs{n»q,{Vjs{n» 
This now forms an input to the node k in the next hidden layer. The product of the 
nonlin=ty with the cut-off function provides a continuous output function for node j as 
atoms move into and out of first neighbourhood distance. The motivation for the division by 
L~ \ le (rs (n» is to renormalise the network output to the interval (0,1) and prevent saturation 
of the nonlinearities in forward layers. Note that when there is only one atom triple so that 
N = 1, the output of node j is YJ{n) = q,(vJs{n» and the architecture reverts to that of a 
conventional feed-forward neural network. Forward of the first hidden layer, the architecture 
of the ANN is identical to that of the conventional network (see figure 7 .3). The net internal 
activity level of neuron k in the second hidden layer is 
hi 
Vk(n) = L WkJ(n)YJ{n) and 
1=0 
1 N Ole that, in lenns of the function G J (.) of the last section, 
N 
YJ(n) = 2,fc(rs(n»Gk(n» 
$=1 
where 
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Figure 7.2: Signal flow graph depicting the forward propagation from the N sets of mput vectors 
of size p (the dependence upon n has been dropped for clarity). The first element of each vector 
(YQs,s = 1, ... ,N) is the bias of value -\. The cut-off functions !c(r,), s= 1, ... ,N take the value of 
1 during training and m = 1:~=dc(r,) (r, is the first neighbour distance). 
is the output from the /Ch node. The output of all forward layers, including the final output 
layer. follow this form, with the k and j subscripts replaced by I and k etc. During training, 
the output of the single output layer node YI(n). is the prediction for the many-body term 
ben). 
7.4 Network Training 
The discussions of the previous sections have concentrated upon the input-output represen-
tational capabilites of the general feed-forward network and the methods used to tailor a 
network architecture to the specific problem of providing an accurate pseudo-potential for 
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FIgure 7.3: Signal flow graph depictmg the propagation from the forward stage network, depicted in 
the prevIOus illustration (starting with the input y}) through the hIdden neuron k to the hidden neuron 
I. The scalar quantIty dl is the desIred response at the l'h output node and el is the error. 
an arbitrary system. The next stage is to consider the methods by which a network learns a 
suitable mapping from only the input-output training data. The learning capabilities of the 
network are judged according to some measure of the output error, which is minimised with 
respect to the weights and biases of the network. If, upon presentation of the nth training 
exemplar, an output unit produces a response that is in error by some quantity ~(n), then the 
problem that arises is how to determine the extent to which each of the hidden nodes are 
individually responsible. This is known as a credit assignment problem. Provided training 
data is supplied in a form that provides a direct mapping between the input state and the de-
sired output state, then error gradients can be calculated for each of the synaptic weights and 
biases present in the network and the solution to the credit assignment problem is relatively 
straight-forward. Training with gradients for the pseudo-potential problem requires that the 
nth data set provides the following information pertaining to the nature of the bond between 
two atoms, 
{N(n),:!:, (n),~(n), ... ,~(n),b(n) } 
where N(n) is used to indicate the number of atom triples (formed from the two bonded atoms 
and one first neighbour) at n and the vector y (n) describes the local environment of the Ih 
'-' 
atom triple for s from 1 to N. The final entry provides the network with the desired response 
of the network. Here, b(n) is a scalar quantity, the value of the many-body term. The input 
vectors must be ascertained from the coordinates, Cartesian or otherwise, of the molecular 
geometry and the scalar output quantity b(n) from either some atomistic assignment oftotal 
molecule energy or more directly from values for molecule bond energies; the atomistic 
energies or bond energies are in turn provided by, or derived from, tables of experimental data 
such as JANAF [JAN65] or from quantum calculations using code such as GAUSS1AN92 
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[gau92]. 
Most training algorithms solve the credJ.t assignment problem using an iterative proce-
dure of weight and bias adjustments so as to minimise the measure of output error. As 
discussed in the next section, the set of algorithms that use gradient information to make the 
necessary adjustments to the network, use error back-propagation. The adjustment proce-
dure starts at the output side of the network and adjustments are made backwards towards 
the biases and weights that connect the input nodes to the first hidden layer. The back-
propagation algorithm is quite general in nature and can be applied to any function of errors, 
includmg the sum of squared errors. Similarly, back-propagation can be implemented with a 
variety of local optimisatlon procedure for the weight or bias adjustment, such as conjugate 
gradient or Newton's method, as discussed below. The original back-propagation algorithm, 
as proposed by Rumelhart et al [RHW86] uses the simplest local optimisation procedure -
that of gradient descent. Both the derivation and implementation of the back-propagation 
algorithm using gradient descent is straightforward and is thus used in the next section. 
7.4.1 Back Propagation 
The back-propagation (BP) algorithm, also known as the generalised delta rule, refers to the 
method of computing the gradient of the error, with respect to the network weights, for a 
feed-forward network. The standard BP algorithm uses the chain rule to implement steepest 
decent minimisation of the error function, with weight adjustments for the nth pass calcu-
lated 'backwards' from the output layer to the input layer. Evidently, the supervised training 
of a feed-forward neural network may be viewed as a problem of unconstrained nonlinear 
function optimisation. The behaviour of back-propagation with gradient descent is well doc-
umented and this, together with the ease of implementation, makes it well suited to train the 
network potential. If network training with this algorithm proves unsatisfactory (in the sense 
of slow convergence) then there may be merit in implementing more sophisticated but com-
putationally more complex numerical optirnisation algorithms such as the Fletcher-Reeves 
[FR64] conjugate-gradient method. (The use of conjugate gradient for back-propagation has 
been studied by a number of authors including Iohansson et al [IDG90] who report reduced 
epoch learning times with two small Boolean learning problems. For a review of the applica-
tion of first- and second-order optimisation problems to supervised learning, see for example 
Battiti [Bat92]). For further discussion on implementing different local optirnisation algo-
rithms, refer to Haykin (chapter six, [Hay94]) or Bose (chapter five, [Lan96]). 
The derivation of the gradient descent BP algorithm for the network architecture of this 
chapter is located in the appendix. Without loss of generality, it is assumed that the network 
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consists of an input layer i, two hidden layers, j & k, and an output layer I. If d/(n} is the 
desired response of the network and y/ (n) the actual (scalar) output value then ~(n) is defined 
as the instantaneous squared error 
where the constant multiplier value of ! has been added for convenience. The average 
squared error Sav is the average of the instantaneous squared errors for one epoch, so that, 
1 N 1 N 
Sav(n} = 2N I. e/(n}2 = N L ~(n) 
n=1 n=1 
The objective of the training process is to adjust the weights of the network so that the 
averaged squared error is eventually minimised. With the network of this chapter, weight 
adjustments for synapses connecting hidden nodes to hidden or output nodes is identical to 
that of the a standard network. For connectIOns between the output layer I and hidden k, the 
weight updates are computed from, 
6w/k(n} - 11Mn}Yk(n} 
where the local gradient Mn} - </>'(v/(n}}e/(n} 
and where 11 is a small constant (0:::; 11 < I) called the learning rate. Here, and in what 
follows, 
, a</>'(v(n}} 
</> (v/(n» = av(n} Iv=v, 
Similarly, for connections between hidden layers, say between j and k, all weight updates 
are calculated from 
6WkJ(n} - 115k(n}YJ(n} where 
ok(n} - </>'(vk(n» L5/(n}w/k(n} 
/ 
- </>' (vk(n» o/(n}w/k(n} 
since there is only one output node. 
The implementation of the BP algorithm for weight updates between the input node i and 
the first hidden node j, is modified slightly by the special form of the input layer. Here, the 
weight updates are calculated from 
11 N 
6wji(n} = N L Ok (n}WkJ (n) LYIS(n}</>'(vJs(n» 
k .<=1 
Implicit is the notion that all atomic neighbours within the training molecule are within the 
neighbour cut-off distance and hence fc(rs(n}} = 1 and L~=tfc(rs(n» =N. Note that when 
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there is only one input vector at iteration n, N = 1 and the weight updates revert back to that 
of the standard BP algorithm, so that 
Learning Rate 
~w'J(n) - TlOJ (n)y, (n) where 
ok(n) - <p'(vJ(n)) LOk(n)wkJ(n) 
k 
Unfortunately, there is no known method for assessing the optimal value for the learning rate 
pararneter Tl. although adaptive Tl algorithms based upon heuristic arguments are available. 
In general, smaller values for Tl produce smaller updates to the synaptic weights, leading to 
a smoother progression of the average squared error but slower rates of convergence. If the 
value of Tl is enlarged in an attempt to speed-up the learning process, then faster convergence 
may ensue. Alternatively, it may lead to instability and an oscillato!), sequence of average 
squared error values that will not converge. For many applIcations, the efficiency of the 
back-propagation a1gonthm may be improved upon by incorporating adaptive connection 
dependent learning rates that vary from one iteration to the next; the constant Tlls replaced 
by Tl'J(n) that denotes the learning rate assigned specifically to the synaptic weight w'J(n) 
at iteration n. Learning rates are adjusted according to the heuristic that consecutive equal 
signed weight gradients should lead to an increase in the learning rate, while oscillating 
gradient signs should lead to a reduction. An example of an adaptive Tl algorithm is the 
delta-bar-delta algorithm of Jacobs [Jac88] that essentially prefonns gradient descent on the 
error surface with respect to the learning parameter Tl'J(n). 
Accelerating the convergence through the use of adaptive Tl schemes may introduce sig-
nificant additional complexity to the standard back-propagation algorithm and generally re-
quires the specification of additional 'learning' type parameters as well as the storage of 
Tl'J(n), ~Tlij(n) and other Tl gradients. For a detailed discussion on the benchmarking of 
back-propagation algorithm variants, see FaI!lman [FL90] (who introduces his own algo-
rithm quickprop) or Chan and FaIlside [CF87, CF90](who,likewise, compare the robustness 
and effectiveness of their own adaptive training algorithm on vowel recognition and speech 
processing tasks). 
For the network potential, the back-propagation algorithm is initially kept as close as 
possible to the standard implementation. Instead of adaptive Tl updating, the standard imple-
mentation commonly uses a method that improves the trade-off between speed and stability 
by including a momentum tenn (Rumelhart [RHW86]). With momentum, the the weight 
increment for WJk (for example) has the additional tenn MWjk(n -I) i.e. 
~wJI(n) = MWJI(n-l) +Tlok(n)YJ(n) 
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where a is small and positive and is called the momentum constant that controls the amount 
of proportional feedback. When the weight updating term <>k(n)y,(n) yields the same sign 
on two consecutive iterations then the weight updating 8w,,(n) grows in magnitude. Alter-
natively, a difference in sign suppresses the magnitude of the weight increment; hence the 
stabilising effect of the momentum term. 
Convergence 
A number of different criteria may be employed to determine the optimal conditions for 
terminating the training of the network. The stopping conditions should be formulated so 
as to take account of the following features of back-propagation training. The first thing 
to note is that the error-gradient back-propagation algonthm cannot, in general, guarantee 
to take the average squared error of the training exemplars to zero; not even in the limit as 
the number of training epochs approaches infinity. This is because the algorithm may get 
stuck at a local minima on the error surface, or it may oscillate about the global minima 
[Lan96]. Therefore, the training error should not be expected to reach zero but a sufficiently 
small value, Eo instead. The drawback of this convergence requirement is that if the value 
chosen for E is too small, learning times may be long and there is the danger the network 
may overtrain. For these reasons, terminating the training of the network pseudo potential 
requires the satisfaction of either of the following two criteria: 
• The average squared error 1;av < E, where E is a sufficiently small value ... (I) 
OR 
• The rate of change of the average squared error 81;0. < "t where "t is a sufficiently small 
value ... (2) 
To ensure that the training has not been terminated prematurely, the generalisation ability 
of the network is tested at this stage, by finding the average squared error for a validation 
set that is independent of the training set (typically may contain 10% of the data content). 
The network is found to have good generalisation ability when the input-output mapping is 
accurate for inputs slightly different to any example used during training. At this juncture, it 
may be desirable to alter the values of E and "t and restart the training process from the current 
weight set w. The generalisation error Sgen(n) must be reevaluated upon convergence. When 
this process is repeated iteratively, the generalisation performance may improve initially but 
will certainly peak while 1;av is still diminishing. If the network is viewed as a nonlinear 
interpolator of (potentially noisy) data, then the network may reach a state where the network 
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function is over-fitted, known as over-training in the neural network literature. Over-training 
occurs as the network is forced to 'memorise' the training exemplars, so that !;"v(n) is very 
small, at the cost of an input-output mapping that is not smooth and no longer able to provide 
accurate generalisations. 
The heuristic convergence criterion thus requires the training termination according to (a 
consistent choice of) (1) or (2). The generalisation error ~gen is calculated and training is 
restarted from the current weight set. This process continues iteratively while the gradient of 
!;"v is negative (with respect to the Iteration) until ~gen is minimised. 
The step-wise description of the training convergence heunstic at the Ith iteration from a 
random imtialised weight set !!t thus takes the form: 
Step 1 Train from the current weight set ~_I until !;av < Eh where E, is the value at itera-
tion I of the minimum average square error for the training set (or alternatively until 
i1!;"v < 't,). 
Step 2 Let the new trained weight set be denoted ~. 
Step 3 Evaluate ~gen (i), the generalisation error at the current iteration. If ~gen (i) < ~gen (i-
1) then i = i + 1, reset E, such that E, < Ei-I and goto Step 1: Else take .!:!!i-I as the final 
weight set and stop. 
In this way, the risk of over-training the network (generating a high ~gen error) is min-
imised. 
7.5 The Network Potential in MD Simulations 
During the training stage, the network is supplied with a range of molecular or crystalline 
bonds and taught the relationship between the local geometry of the bond the associated bond 
energy. The set of training examples are representative, as opposed to all encompassing; they 
supplied sufficient information for the network to distinguish the crucial features of the bond. 
Once the network is sausfactorily trained, the network weights and biases are fixed (train-
ing for specific carbon-hydrogen and carbon-nitrogen potenuals will be discussed in 7.7 and 
subsequent sections). In effect, the network has discovered how to translate geometric in-
formation into accurate bond energy mformation, not just for the examples used for training 
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but also for structures it has never before encountered. The implementation of the trained 
network pseudo potential is no different to that of any other empirical potential and will fit in 
with the cell-list, neighbour-list and integration routines of any classical molecular dynamics 
software. 
Potential Energy 
As previously mentioned, the network pseudo potential implements an Abellfersoff formal-
ism that calculates the total energy of the system over the sum of atomic sites in the form, 
v = L le(r) (VR(r) -bVA(r» 
bonds 
where VR and VA are the repulsive and attractive Morse terms and le the cut-off function that 
provides smooth transition in the potential as atoms move into or out of a limitmg dIstance 
for the bond. The many-body term is calculated from the network, and assuming that there 
is a single hidden layer of h neurons, is given by, 
and Vk = r,:=o Wk,Y,. Here, Yo = -I, with subsequent y, values found from, 
Fmally, the activation level is given by 
p 
Vjs = L W,iYis 
i=O 
fors= 1, ... ,N. 
The network inputs YIS' i = 1, ... ,p are functions of the local bond enviromnent used to 
describe the i h atom triple (Y0s = -1,'Is). 
Force Calculations 
The theoretical justification for using a multilayer feed-forward network to model the poten-
tial energy between a bond was discussed at the start of the chapter. Of significance was the 
theorem of Cybenko which basically stated that a single hidden layer is sufficient for a mul-
tdayer neural network to compute a uniform £ approximation [Hay94]. It is perhaps intuitive 
that if a multilayer network can be trained to provide an accurate input-output mapping of 
an unknown function then, provided the activation functions are continuous and smooth, the 
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derivatives of this function are also well described by the network. This statement has been 
proved in a paper by Hornik et al [HSW89] which thus provides a theoretical justification 
for using the multilayer network to model atornistic forces. 
The analytical evaluation of the force on each atom is found from the derivative of the 
total potential energy with respect to the coordinates of the atom. Incorporated into these 
derivative calculations is an expression for the many-body term, b. Thus, force calculations 
require the partial derivatives of the network output, b with respect to some, or all, of the pN 
network inputs. 
If Yl (= b) is the value of the network output then it is necessary to calculate 
/ aYl YIS=-ay .. fors = I. .. N andi= I. .. p 
These derivatives can be computed efficiently using a method akin to the backwards 
propagation of the local error gradients, with the following formula for the output layer 
'Y~ = Laay/ ~k = $'(v/) LWlkY; k Vk uylS k 
and all hidden layers except the first, i.e., 
For the first hidden layer, 
Y; = $' (Vk) LWkJY~· 
J 
j _ fc(rs(n)) '( ) 
YIS - ~N I" ( ())$ vJs wJ • 
.... s=IJc rs n 
Application of the chain rule will then find the rate of change of b with respect to the bond 
separation distances (and hence with respect to the coordinates of the atomic nuclei centres). 
For example, the derivative of the network output with respect to the separation distance r, 
is given by 
aYl = f dyl ay;. + aYl dlc 
ar, .=1 ay .. ar, a Ic dr, 
where the summation accounts for the combined contribution to the derivatives made by the 
network inputs, while the final addition accounts for the derivative contribution provided by 
the inclusion of the cut -off functions in the network architecture. 
7.6 Implementation 
The feed-forward neural network with back-propagation training can in theory approximate 
any continuous multivariate mapping (and its derivatives [HSW89j with any desired degree 
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of accuracy [Cyb89]. This facility would appear to ensure that a network can be found 
that maps unprocessed input data directly onto the output data. However, in practice the 
complexity and dimensionality of the network can be reduced significantly by applying 
fixed pre-processing transformations to the input data, before it is presented to the network 
(it may also be advantageous to apply a post-processing transform to the output data). The 
choice of processing transform can have a considerable impact upon the performance of the 
network, both in terms of training speed and the ability to generalise, and therefore requires 
careful attention. Processing of data should be used to incorporate any prior knowledge -
that is knowledge which is additional to the information provided by the training data. 
The first stage to preprocessing may include feature extraction which reduces the dimen-
sionality of the data used to train the network through a process of combining different sets 
of inputs into features. Reducing the number of inputs in this way helps to diminish the 
effects of the so called curse of dimensionality (Duda and Hart [OH73]), whereby the in-
put data becomes more sparsely distributed as the dimensional mapping space is increased, 
leading to a very poor representation of the underlying mapping. Clearly, such a reduction 
in dimension will also inevitably lead to some loss of information, and so a goal of feature 
extraction is to ensure that as much of the relevant information is retained as possible. 
Following feature extraction, the processed inputs may be subjected to a further simple 
lmear rescaling scheme, particularly if variables have widely differing variances. Since this 
transformation is linear, mathematically it is redundant as the forward stage of the network 
prior to the sigmoid is a linear transformation. However, as a practical issue, input renor-
malisation ensures that the input data are of order unity; this then allows all weights to be 
randomly initialised with the same mean and variance. Without renormalisation, the random 
distribution for each weight must somehow be assigned individually to ensure that there is 
no initial bias in the weighting of inputs. 
7.7 A Hydrocarbon Potential 
This section discusses training and testing a hybrid network potential for hydrocarbons. A 
hydrocarbon system is attractive for training due to the abundance of information pertaining 
to the binding energy and geometry of small hydrocarbon molecules and also the availability 
of existing potentials that can be used for comparative purposes, including that of the Bren-
ner potential. A hydrocarbon potential derived from the Abell-Tersoff expression is able to 
realistically d~scribe pure carbon-carbon single, double and triple bond energies and lengths 
for hydrocarbon molecules and graphite and diamond lattices. This standard expression is 
less successful at describing intermediate bondmg situations that might arise, for example, 
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when a carbon atom with three neighbours is bonded to a carbon with four neighbours or a 
double bond is nonconjugated. [Bre90j formalism with the inclusion of non-local (Le sec-
ond neighbour) information in the many-body function, allowing for the proper description 
of radical orbitals and differentiability between conjugated verses non-conjugated double 
bonds. Thus, the Brenner potential was influential in determining which factors of the lo-
cal environment are most relevant to the many-body function. The network inputs should 
therefore be continuous functions of first and second neighbour Information. 
For this parameterisation of the network potential, five different inputs were found to 
be sufficient to accurately model the many-body term (the less cumbersome notation of 
Yl, ... ,Y5 is used to denote network inputs, provided there is no ambiguity). 
First and Second Inputs, Yl ,Y2 
The first two inputs, represented here by Yl and Y2, determine the type of element for atoms 
i,j and k from the ijk triple. If the bond is between two carbon atoms then a value of 0.9 is 
used, while a value of 0.1 signifies that the bond is between hydrogen and carbon. Similarly 
Y2 takes the value 0.9 or 0.1 if the first neighbour (the atom k) is carbon or hydrogen. 
Third Input, Y3 
The third input encodes Sijk> the angle between bonds ij and ik. The angle term should 
be an even function about 1t in the range [O,21tj. The preprocessing transform Y3 = (1 + 
cOS(S'Jk»2 satisfies this condition, and when normalised between the interval (0, 1), provides 
a value of 0 when S'Jk = 1t and rapidly increases towards 1 as Sijk becomes acute. Other 
nonlinear preprocessing transforms are available and perhaps just as suitable, including Y3 = 
l+cos( {S,jk+1t} /2). 
Fourth Input, Y4 
The next input describes the connectivity of the local environment using continuous func-
tions for the number of neighbours bonded to i and j. If the number of carbon and hydrogen 
atoms connected to atoms i and j are respectively N[I and /(, then 
NH I - L fc(r,J ) 
J( =hydrogen} 
/( 
- L fc(rij) 
J(=carbon} 
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then Nr = N{l + Nf is the number of hydrogen and carbon connected to i. Once normalised, 
NI forms the fourth network input and provides each ijk input vector with information per-
taining to the total number such input vectors. 
Fifth Input, Ys 
The final input encodes second neighbour information in order to detennine whether or not 
the bond between carbon atoms i and j, is part of a conjugated system. Pertinent information 
includes the set of cut-off functions, !c{r,k) where k is a the first neighbour k. This data is 
combined through a process of feature extraction with the use of the function NeON! as de-
rived by Brenner. It is continuous with respect to changes in the second neighbour positions 
and defines conjugation based upon the coordinatIOn of carbon atoms that neighbour carbon 
- carbon bonds. For bond ij it is defined as, 
NeON! = 1+ L !c(r,k)F{NJ) + L fc(rJI)F{NJ) 
carbon k(I',J) carbon 1(#i.J) 
where NJ is the number of neighbours of k not equal to i and function F is a continuous 
cut-off function defined as 
{
I, NJ '5. 2 
F{NJ)= {1+cos{7t{NJ-2))}/2,2<NJ<3 
0, NJ?3 
If the bond is carbon-carbon and is part of a conjugated system, then NeONJ ? 2. If the bond 
in question is not a carbon-carbon bond, then NeONJ is assigned a zero value. 
7.7.1 Training for Hydrocarbon Systems 
A successfully trained neural network is one which is able to generalise correctly. Clearly, 
it is not sufficient for the trained network to act as a look-up table and simply learn an 
exact representation of the available data. The training procedure should inductively infer 
a network form that provides an accurate model for the unknown physics and the network 
must provide an accurate input-output mapping even when the input is different to any of 
the examples used for training. As previously explained, a network with poor generalising 
ability, exhibiting the traits of a look-up table, may have been overtrain-ed. This would 
indicate that either there is insufficient training data or that the network is too complex. 
These two issues, the amount of data that is sufficient to train the network and the degree 
of network complexity, are fundamental (and related) issues that must be detennined when 
training. 
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The procedure adopted with the training of the hydrocarbon potential entailed first es-
tablishing a suitable mixture of training data Geometries were selected so as to provide a 
representative sample of possible bonding scenarios across the variance of each input param-
eter but within the confines of the available data. A final data processing algorithm examined 
the variance of entries in the input data file and removed some repetitious results, so as to 
avoid biasing the training. 
Training Data 
As with all Abell-Tersoff potential formalisms, the pair terms are first fit to solid-state struc-
tures and so the equilibrium bond distances and stretching force constants are determined 
Cs- by fitting to bond energies. The Morse pair-term parameters, which are fii!o experimental 
values for the equilibnum dimer binding energy and separation distance, are taken directly 
from the Brenner Potential. The cut-off function uses inner and outer radii of T} = 1.7A and 
T2 = 2.oA, respectively. 
To train the network potential on hydrogen-carbon bonding, we obtain many-body val-
ues directly from the Brenner Potential or equivalently use Brenner's calculations for the 
bond energetics of [Bre90, Bre92] a representative mixture of carbon-hydrogen, and single, 
double, conjugated double and triple carbon-carbon bonds that are provided by a few small 
alkane, alkene, alkyne and aromatic molecules. Total atomisation energies were obtained 
from Brenner [Bre90, Bre92] who subtracted the heats of fonnation at OK from the com-
bined binding energies for graphite and molecular hydrogen. The heats of formation at OK 
for acetylene, ethylene, ethane, benzene, cyclohexane, propane and butane are respectively 
2.356 eV, 0.629 eV, -0.717 eV, 1.041 eV, -0.868eV, -0.864 eV and -0.923 eV and the binding 
energies for graphite and molecular hydrogen are respectively 7.3768 eV and 2.375 eV. This 
data yields total atomisation energy values of 17.149 e V, 23.626 e V, 29.723 e V, 57.472 e V, 
73.634 eV, 41.994 eV and 54.180 eV for acetylene, ethylene, ethane, benzene, cyclohexane, 
propane and butane, respectively. Assuming constant carbon-hydrogen and carbon-carbon 
single bond energies, Brenner assigned energy values of 4.362 eV, 8.424 eV, 6.175 eV, 5.216 
eV and 3.547 eV for carbon-hydrogen and carbon-carbon triple, double, conjugated double 
(in Benzene) and single bond energies for ethylene, ethane, benzene, cyclohexane, propane 
and butane. For acetylene the carbon-hydrogen value is 4.026 eV while the carbon-carbon 
double bond has energy 7.522 eV. The methane heat of fonnation energy of 0.693 eVat 
OK determines carbon-hydrogen bond energies of 4.861 eV. The binding energies of small 
linear and cyclic molecules were obtained directly from the Brenner potential as were the 
carbon-carbon binding energy of 6.756 eV for cubane (that provides information on stable 
90 degree bond angles). A value of 6.200 eV is assigned to the binding energy of a linear C3, 
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while cyclic five, six and seven atom molecules are assigned the energies of 5.265 e V, 5.660 
eV and 5.872 eV per bond. 
Information on the structural configuration of these molecules was obtained from pdb 
databases held at the Okanagan University College (Canada) [Woo]. The Cartesian coordi-
nates were used to find the first neighbour bond lengths r'j, bond angles 9'Jk and first and 
second neighbour cut-off functions fc (r,k) and fc (1"kI), from which the five input parameters 
were determined. When deriving data from theoretically derived bond-energies, the many 
body term b (Le. the desired network output) is found by solving 
fR(r'J)+bfA(r'J) =v,J 
for b, where v,j is the bond energy and r'J the bond length obtained from the pdb data files. 
Data for the graphite structure was calculated using values of 7.3768 eV/atom for the 
binding energy and 1.421\ for the nearest neighbour distance. For diamond, the network was 
fit to binding energies aggregate to 7.346 eV/atom and bond lengths of 1.54A. Additional 
bond lengths and energies for small fragments of the unrelaxed diamond and graplute crystals 
were obtained directly from the Brenner potential, including surface dimers on the {111} 
surface that are assigned bond energies aggregate to 5.737 eV! atom and boundary atoms on 
the graphite fragment. 
The data derived from the graphite and diamond lattice - together with the set OfC3 -C7, 
acetylene, ethylene, ethane, benzene, cyclohexane, propane, butane, methane, cubane and 
radical CH2 carbon-hydrogen molecules - together provide approximately fifty different in-
put training sets, where each set comprises between one and six input vectors depending 
upon the coordination of the bond. The training data undergoes feature extraction transfor-
mations as described in section 7.6 and further linear transformations designed to rescale the 
data (ideally) to the range [0.1,0.9]. The data is arranged as seven columns in file NNDATA 
with the first two columns containing the inputs Yl and Y2 that describe the bond type (0.1 
for carbon-carbon bond and 0.9 for carbon-hydrogen bond) and the type of first neighbour, 
respectively, with Y2 = 0.1 indicating that the first neighbour is carbon and Y2 = 0.9 that it 
is hydrogen. For the parameterisations discussed in the next section, columns three through 
five contain the bond angle input Y3/4, the bond-connectivity term 1.0 - Y4/6 and the conju-
gation term (Y5 - 0.2)/2. The sixth column in file NNDATA is the integer N and this is used to 
determine the number of data rows, Le. the number of network input vectors, associated with 
the current bond. The final column contains the desired output response of the network, the 
many-body term b, rescaled to lie within the range [0.1,0.9]; the linearrescaling 2(b-0.7) 
is used. Table 7.1 contains the rescaled input data derived from Brenner's bond energy calcu-
lations for benzene, depicted above the table. The benzene molecule has two different bond 
types: A C-C bond between atoms labelled i and j with two hydrogen and two carbon first 
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Traming data denved from benzene molecule 
Molecule YI Y2 Y3 Y4 Ys N b 
0.900000 0900000 0062466 0333333 0900000 4.00000 0515156 
0900000 0.100000 0062569 0333333 0900000 400000 0.515156 
0.900000 0900000 0062466 0333333 0.900000 4.00000 0.515156 
Benzene 0900000 0.100000 0062569 0333333 0900000 4.000000 0515156 
0.100000 0.900000 0062569 0666666 0000000 200000 0759351 
0100000 0900000 0062464 0666666 0000000 2.00000 0759351 
Table 7.1: The example molecule, benzene (depicted, top left), has two different bond types, a C-C 
bond with two hydrogen and two carbon first neighbours (depicted, top middle) and a C-H bond with 
two carbon first neighbours. 
neighbours labelled k = 1 to k = 4 (depicted, top middle). The first four rows of table 7.1 
correspond to this bond and Y2 = 0.1 indicates that k = 1 or k = 2 while k = 3 and k = 4 are 
carbon and therefore Y2 = 0.9. The last two rows correspond to the C-H bond with atoms 
labelled i andj and has two carbon first neighbours, k= 1 and k= 2. The NNDATA file entries 
for the diamond and graphite lattice fragments and hydrocarbon molecule training data can 
be found at the end of the chapter, in tables 7.11, 7.13, 7.14 and 7.12. 
Network Complexity and Training 
Having determined the content and size of the training data, it remains to determine the most 
suitable degree of network complexity. 
While theoretical results on the existence of a network architecture able to compute the 
unknown many-body function are encouraging (as briefly discussed at the beginning of the 
chapter), such results are of little concern if an impractically large network is required to 
meet the generalisation criteria. Thus the complexity of the network, when defined as some 
function of the number of hidden nodes and the total number of synapse connections between 
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II 
II file: tra1n.rsp 
II desc: training response file 
II 
II comments: This rsp file is used to train a 1 hidden layer network potential 
II with 5 inputs and 6 hidden layer neurons using the data in NNDATA file. 
II 
-J.=6 
-0=1 
-hh=l 
-h=6 
-ftrain=NNDATA 
-samp=300 
-r=500 
-t 
-w+=0.5 
-w-=0.5 
-err = 1. Oe-06 
II 6 1nput un1tS 
II 1 output un1ts 
II 1 hidden layer 
II 1st h1dden layer = 6 units 
II The training data 1S located in NNDATA 
II Number of tra1ning patterns 
II Report training status every 500 cycles 
II tJ.me the training process 
II in1tialize the random weight 
II at the range of (-0.5 to +0.5) 
II mean square per unit err 
Figure 7.4: The nntrain.rsp start-up file allows complete flexibility m designing the architecture 
of the network potential. The number of hidden layers, as well as the number of hidden nodes in ea~h 
layer are configured before running; convergence tolerances can be manually specified also (see err). 
layers, is not only critical to the generalisation ability of the network but also to the speed and 
practicality of the network potential. During the process of a molecular dynamics simulation 
for example, the network must operate in the forward direction once for each ij bond in 
the molecule (or crystal lattice) at every time step of the simulation, so as to calculate the 
contribution of the bond to the potential of atoms i and j. Similarly, the calculation offorces 
requires the network to operate once in the backward direction for every bond ij. If the 
network is very large, the number of synapse connections S will far exceed 'i the number of 
hidden nodes and so the time taken to propagate forward and backward once through the 
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~ &.2: The effect of learning parameters on network training. Upper continuous curve represents 
mg with momentum tenn (a) set to 0.3. Increasing to 0.5 reduces training time considerably 
(depicted, lower continuous curve); increasing momentum further to 0.6 results in oscillatory mean-
square error that does not converge (depicted, top dashed curve). 
network will depend mostly upon the evaluation of the activation signals v and will thus 
scale with S [Bis95]. For the case of the smaller network with a single hidden layer, the time 
taken to evaluate the sigmoid function is more significant and the signal propagation time 
scales with the number of hidden nodes. 
The network potential architecture is trained with the program bptrain, coded in C 2. 
This code allows the training parameters to be set at the beginning of the training run in a 
response file train.rsp (see figure 7.4) that is loaded at program startup with the command 
bptrain @train.rsp. File train.rsp sets several parameters including the number of 
hidden layers, the number of nodes in each hidden layer, the upper and lower bounds on the 
weight initialisation, as well as convergence criteria such as the mean square unit error. See 
" 
_theaccompanying diagram (figure 7.4). 
While training the network potential, it was found that a single hidden layer (-0=1 in 
train. rsp) with fewer than ten hidden nodes was sufficient, with six hidden nodes (-h=6) 
2This program uses adapted routines from a publIc domain program by Shu-pui [Sp92) 
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Neural Network Weight and Bias Set 
i Weights w'} j Weights Wk} 
j=1 j=2 j=3 j=4 j=5 j=6 k=1 
0 -0.817565 -2.376206 1.301509 -2.467760 -0.776402 -0.704927 0 6.514093 
1 3.111920 -0.926958 1.938779 -0.305182 0.457520 1.606619 1 -3.028435 
2 -1.230330 1.471188 4.576838 -1.497272 1.141082 -0.897824 2 -3187587 
3 5.936944 4.493946 0528873 0.630517 6.683113 3.543452 3 -1.938086 
4 3.312271 0.914114 -12.624349 4.544441 -8405926 2.555009 4 -2.929948 
5 0.229850 -2.389076 1.032573 0957623 0.390509 0.442209 5 -1.839663 
6 -1.126145 
Table 7.3: Neural Network weights and biases for the first parameterisation of the carbon-hydrogen 
network potential. The first row of the table (i = 0) equates to the set of neuron bias values; the first 
six columns of weight values are from the input nodes to the six hidden neurons in the first (and only) 
hidden layer while the final weight column gives weightings between the hidden layer and the single 
output neuron. Network inputs are as descnbed in the text. 
appearing to be optimal in the sense of both propagation time and predictive accuracy. This 
appeared to be the case for both the carbon-hydrogen and the carbon-nitrogen network that 
will be introduced in section 7.9. The use of a single hidden layer network is certainly ad-
vantageous since the convergence rate of the back-propagation algorithm generally slows by 
an order of magnitude with the addition of further hidden layers [Lan96] due to attenuation 
of the error signal. The carbon-hydrogen single hidden layer network comprising an input 
vector set with five elements and six nodes in the hidden layer has a total of 43 weights and 
biases, with five weights and one bias from the input vector connecting all six hidden nodes 
(making 36 in total) and six weights and one bias connecting the six hidden nodes to the 
single output node. 
The training time, in general, depends most critically upon the quantity and choice of 
training data and on the learning parameters Cl and v. For the first parameterisation, the 
network trained in approximately 40000 epochs (equivalent to circa 400 cpu seconds on a 
Sun Ultra 1) using Cl = 0.5 and v = 0.5, with the average sum of squared errors decreasing 
from an initial value of L5e - 01 to 4.0e - 06. The training parameters were selected through 
a trial and error process and are probably close to optimal for the choice of training data. At 
first, increasing the momentum term from an initial value of 0.3 to 0.5 (keeping Cl constant) 
improves the training speed considerably with the mean square error reduced by more than a 
factor of two in about half the number of epochs (illustrated in figure 7.2 as upper and lower 
continuous curves). Enlarging the momentum contribution further to 0.6, however, has the 
effect of destabilising the convergence so that the mean square error is oscillatory (depicted, 
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Figure 7.5: llIustration of hydrocarbon network With five inputs and six hidden nodes in one single 
hidden layer. Refer to text for weight assignment values. 
figure 7.2, dashed curve). It was found that the magnitude of the momentum contribution 
needed to readjusted with changes to the trairung data; in particular there exists an inverse 
relationship between the number of training exemplars and the value of a.. 
Changing the weight initialisation bounds, -w+ and -Wo, is a useful technique for adjust-
ing the exploration of the error surface but should be kept within empirically selected bounds 
of [0.4,1.0], so as to avoid excessively slow convergence (produced by a narrow initial range) 
or an unstable network characterised by a large magnitude weight and bias set (produced by 
a wide initial range). The lower bound for the average sum of squared eITors, l;.,v, was em-
pirically determined to lie in the range [5.0e-06,9.0e-07], depending upon the initial seed of 
the random weight generation. The generalisation error was calculated from the total atom-
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isation energies of the set of alkane, alkene, alkyne and aromatic hydrocarbons given in the 
tables 7.4 and 7.5. 
Figure 7.5 provides a schematic representation of the trained single hidden layer network 
that has six hidden nodes and N sets of input vectors, each with five elements (excluding 
the bias). Table 7.3 provides the complete set of network weights and biases for the trained 
network potentiai (pararneterisation I of the next section). The diagram depicts the connec-
tions between input nodes (depicted with square boxes) and the set of six hidden 'Phi' nodes 
(depicted with circles) for three inputs sets; set 1, the general set s where 1 :=:; s:=:; N and set 
N. Each 'Phi' node is a standard neuron comprising a summation and nonlinear function <1>0 
and IS referred to as a j node in the table. For example, with the connections between set 1 
and the top six Phi nodes, the first row of table 7.3 provides the weights between the Bias 
Input in the diagram (i=O in the table) and the six Phi nodes (j = 1, ... ,6). The connection 
weights between the Bond 1 input i and the six Phi nodes (j = 1, ... ,6) for i = 1 to 5 are 
found in rows two through six of table 7.3. This weight assigument is repeated for each of 
the N sets of Input - Phi node connections. Staymg WIth set 1, the Phi nodes connect to 
the six 'Hidden Nodes' (these nodes sum incoming signals but have no non-linearity) with 
weighting provided by the normalised cut-off function fc{T))/'Lsfc{rs) (recall that rs for 
s = 1, ... ,N is the distance between the!lh first neighbour and atom in the bond to which it 
is connected). The weight connection between the bias and six hidden nodes and the single 
output node (k = 1) are provided by the final column of the table. The weighted summation 
of bias and hidden node outputs passes through the output node or neuron to provide the 
many-body term (to within a linear transformation). 
The predictive accuracy and speed of the hydrocarbon network potential is considered in 
the next two sections. 
7.8 Predictive Accuracy 
To quantify the accuracy of the network potential, we compare the atomisation energies of 
forty-eight hydrocarbon molecules calculated with the network potential with experimental 
values derived from heat of formation energies and the binding energies of graphite (7.377 
eV) and hydrogen dimers (2.375 eV) [Bre90]. The bond-lengths in the atomisation energy 
tables 7.4 and 7.5 are optimised according to the Brenner potential energy function. This 
was necessary as coordinate information from the pdb database were not available for the 
complete set of hydrocarbon molecules and this may tend to favour the Brenner potential in 
terms of predictive accuracy. The results are provided in the following list: 
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Atomisation Energies for Various Hydrocarbon Molecules 
Network Network Brenner Experi-
Senes Molecule Potential (I) Potential (11) Potential mental 
(-eV) (-eV) (-eV) value 
methane 17.5 17.5 17.6 17.6 
ethane 29.7 29.7 29.7 29.7 
propane 42.0 42.0 41.9 42.0 
n-butane 54.3 54.3 54.2 54.3 
i-butane 544 54.4 543 544 
A1kanes n-pentane 66.5 66.6 664 666 
iso-pentane 66.7 66.7 665 66.6 
neo-pentane 66.8 66.8 66.8 66.7 
cyclopropane 35.9 361 34.7 35.8 
cyclobutane 48.0 48.0 47.9 48.2 
cyclopentane 61.1 61.2 61.1 614 
cyclobexane 73.8 73.8 736 73.6 
ethylene 23.5 23.4 23.3 23.6 
propene 36.4 35.6 360 36.0 
l-butene 49.1 48.3 48.3 48.5 
cis-butene 49.1 47.6 48.3 486 
iso-butene 48.5 47.4 48.6 48.7 
(CH3)z=C(CH3h 73.5 71.3 73.7 73.4 
Alkenes cyclopropene 29.2 28.6 28.2 28.8 
cyclobutene 43.5 42.1 42.4 42.4 
cyclopentene 56.0 54.8 55.1 55.6 
1,4-pentadiene 55.1 53.8 55.0 54.8 
CHz=CHCH=CH2 41.1 41.0 42.0 426 
CH3CH=C=CH2 42.4 41.8 40.8 42.1 
H2C=C=CH2 29.3 29.4 27.8 29.6 
acetylene 17.1 17.1 17.1 17.1 
Alkynes propyne 30.0 29.7 29.6 29.7 
I-butyne 42.7 42.3 41.9 42.0 
2-butyne 42.7 42.1 42.2 42.2 
Table 7.4: Comparison between the predictive accuracy of two parameterisations of the network 
potential and the first parameterisation of the Brenner potential for twelve alkane, thirteen alkene and 
4 a1kyne confonners. 
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Atomisation energies for vanous hydrocarbon molecules 
Network Network Brenner Experi-
Series Molecule Potential (I) Potential (11) Potential mental 
(-eV) (-eV) (-eV) value 
benzene 57.2 57.3 57.5 57.5 
toluene 70.1 69.7 69.9 70.1 
1,4-dimethylbenzene 83.0 82.2 82.3 82.6 
Aromatics ethylbenzene 82.9 82.5 82.1 82.5 
ethenylbenzene 75.6 75.6 76.3 76.5 
ethynylbenzene 689 69.0 68.3 69.9 
naphthalene 91.0 91.0 91.4 91.2 
CH2 7.7 7.8 7.8 7.8 
CH3 12.0 11.7 127 12.7 
H3C2H2 25.6 25.8 256 25.5 
H2C2H 20.6 20.4 19.0 189 
C2H 12.2 12.2 12.2 12.2 
Radicals CH2CCH 25.9 26.0 245 25.8 
n-C3H7 38.3 38.2 379 37.8 
I- C3H7 38.5 38.8 38.2 38.0 
t-C4H9 505 50.6 50.5 50.5 
phenyl 53.6 53.8 52.7 52.7 
(CH3hCH=CH 71.4 70.8 687 68.6 
CH3CH=CH 33.6 32.8 31.7 31.5 
Table 7.5: Comparison between the predictIve accuracy of two parameterisations of the network 
potential and the first parameterisation of the Brenner potential for 7 aromatic and twelve radical 
conformers. 
• With the alkane group that comprises twelve members, the average error percentage 
is approximately (to 2 s.f.) 0.21 %,0.22% and 0.44% for the first and second parame-
terisations of the network potential and the Brenner potential, respectively. The worst 
result was with the Brenner potential with a 3.2% error for cyclopropane; the worst 
result for the network potential was also with cyclopropane at 0.84% error with pa-
rameterisation IT. 
• With the alkene group of 13 molecules, the average percentage errors are 1.1 %, 1.5% 
and 1.3% for the network potential (I and IT) and the Brenner potential, respectively. 
Again, the Brenner potential had the greatest percentage difference between potential 
function and experiment, with a 6.1 % error for H2C = C = CH2; the greatest error for 
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Figure 7.6: An illustration of the evolution history to the lowest energy C30 fuIlerene geometry with 
the GA starting from a randomly initialised populatIon of size 30 - using the neural network hydro-
carbon potentIal energy function. Despite the fact that the network was not trained on small carbon 
molecules, the ground state configuration correctly takes the fuIlerene form for the few nuc1earities 
tested between C20 and Coo. 
the network potentials is 3.8% with the fit of CH2 = CHCH = CH2 for parameterisa-
tion IT. 
• For the series of four alkyne molecules, the Brenner potential is most accurate, with an 
average prediction error of only 0.15% compared with 0.96% and 0.29% for pararne-
terisations I and IT of the network potential. 
• Aromatic atomisation energies are predicted with almost identical precision by all 
three potentials, with error percentages of 0.55%, 0.54% and 0.56% for the network 
I and IT potentials and Brenner potential, respectively. The greatest percentage devi-
ation was with the Brenner potential, however, with a 2.3% error in the prediction of 
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ethynylbenzene. The worst fit for the network potential was with also with ethynyl-
benzene for parameterisation I, with an error of 1.4%. 
• Recall from chapter two that the Brenner potential incorporates a cubic polynomial 
interpolation functions that specifically corrects for the overbinding of radicals (the 
function Fee that is used also to model conjugation). Radical energetics were included 
indirectly into the interpolation functions and not directly in the fitting data. With the 
exception of C2H and CH2, the network potential was not trained with radical energet-
ics and so the average percentage percentage error at 2.4% and 2.5% is significantly 
higher than the other hydrocarbon groups. The Brenner potential has a more reason-
able 0.62% average error. 
The cohesive energy of carbon poly types have been calculated for the network poten-
tial (parameterisation I) and compared to the predictions provided by the Brenner potential 
function. For the C2 dimer the network predicts an energy per atom of 3.073 eV compared 
with 3.162 eV for the Brenner potential, a difference of less than 3.0%. With the graplute 
structure, calculated from a sheet with periodic boundary conditions, the cohesive energy 
per atom is 7.381 eV compared with 7.378 eV with the Brenner potential a difference of 
0.04%. The diamond lattice with periodic boundaries is assigned an energy of 7.319 eV by 
the network potential compared to 7.346 eV by the Brenner potential, a dIfference of less 
than 0.4%. 
7.8.1 Global Optimisation and Molecular Dynamics with the Hydro-
carbon Network Potential 
The network potential has been encoded as a complete potential subroutine, with analytic 
force calculations, for insertion into existing molecular dynamic and global procedures. The 
set of potential parameters are called from a separate routine at start-up that also reads the 
set of network weight and bias values from the data file bptrain.dmp. Having a separate 
data file in this way facilitates rapid network training, testing and deployment. The network 
potential has been used in optimisation as well as MD simulations to examine the behaviour 
of the potential surface, to test the validity of the force calculations and compare the overall 
execution speed of the network with that of the Brenner potential. 
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Genetic algorithm Implementation 
In this section, the characteristics of the neural network's potential energy surface is further 
examined with the use of global optimisation. Thus far, we have ascertained that the network 
potential predicts with reasonable accuracy the energetics of small carbon and hydrocarbon 
molecules. It now remains to confirm that the potential energy surface is well behaved away 
from these minimum energy configurations and that the geometries of known ground-state 
structures are correctly identified as such. 
For this purpose, cluster geometries described by the first pararneterisation of the net-
work potential have been optimised using the genetic algorithm of the previous chapters, 
for a small number of different carbon cluster sizes, including the ubiquitous C60. Start-
ing from an initial random assignment of 60 carbon atoms, the genetic algorithm evolves 
the molecule structure towards the truncated icosahedral geometry, during the course of ap-
proximately two thousand generations (with a generation size of 30). The network poten-
tial correctly identifies the fullerene geometry to be the ground-state configuration at this 
nuclearity and further optimisation runs at different nuclearities also yield fullerene mini-
mum energy configurations down to n = 20. In fact, the network potential not only predicts 
largely the same ground-state geometries as the Brenner potential but the evolutionary path 
also draws clear parallels with the conventional potential, in that approximately spherical 
cages with long chains of two and three-fold coordinated atoms appear as a precursor to the 
fullerene proper, see for example the evolution history of the C30 molecule in figure 7.6. Of 
the fullerene geometries tested, the network potential (parameterisation 1) predicts energetics 
within 0.08% -0.14% of the Brenner potential, see table 7.6. This is remarkable given that 
no fullerene featured in the network training data and that the largest ground-state carbon 
configuration in this data was a monocyclic C7 ring. The predicted ground-state configura-
tion of smaller carbon clusters, with fewer than 20 atoms, also falls into line with the Brenner 
potential, with monocyclic rings being preferential to other geometries for Cn upto n = 16. 
Once again, the energy predictions are in close accord with the Brenner potential; on average 
the percentage deviation between the two values is approximately 0.3%, with a maximum 
deviation of 0.65%. 
7.8.2 Computational Speed 
With the objective of determining the computational efficiency of the network potential, a 
number of molecular dynamic simulations of carbon-based materials have been conducted 
in parallel between the network potential and the Brenner potential. The first simulation 
models the ionic bombardment of fullerite films, as described in chapter 3. Simulations were 
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Atomisation Energies for Carbon Molecules 
Network Brenner 
Molecule Geometry Potential Potential 
(I) (I) 
CI7 monocyclic -104.8geV -104.80eV 
CI7 cage -104.94eV -104.26eV 
CI8 polycyclic -111.48 eV -111.38 eV 
CI8 cage -113.10 eV -112.29 eV 
CI9 polycyclic -11800eV -117.98 eV 
CI9 cage -11944eV -118.83 eV 
C20 fullerene -128.47 eV -128.36 eV 
C30 fullerene -201.39 eV -201.12 eV 
C40 fullerene -275.00eV -274.64eV 
Cso fullerene -348.78 eV -348.37 eV 
C60 fullerene -423.05 eV -422.55 eV 
Table 7.6: Comparison of the atomisation energies predicted by the network potential (parameterisa-
tion I) and the Brenner potential (parametensatlOn I) for a few small carbon cyclic, cage and fullerene 
molecules. 
conducted on two different sized {Ill} orientated targets, with the first (target 1) comprising 
64 fullerenes arranged as four layers of 16 molecules while the second, smaller, target (target 
2) comprises 48 fullerenes arranged as four layers of 12 molecules. The fullerenes were 
randomly orientated, periodic boundary conditions applied in the x- and z- axes and atoms 
within 2A of the base were fixed. As with the simulations of chapter 3, the target is given 
a temperature of 300K and allowed to equilibrate for O.5ps. The normally incident argon 
impinges the lattice surface with 600 e V. Since we are most concerned with the relative 
speed of the network potential, the long-range force calculations were disabled; these would 
otherwise dilute any comparative performance difference. The simulations revealed that the 
optimised FORTRAN coded network potential takes approximately 70% longer to perform 
the heat bath annealing than the optimised FORTRAN coded Brenner potential, while the 
complete 2ps simulation takes approximately 80% longer. As expected, these figures hold for 
both target sizes since the order of n (where n is the number of atoms) should be equivalent 
for both potentials. This follows because the cut-off function and distance, neighbour-list 
lengths and cell-sizes for the linked-list algorithm are all identical for both potentials. Figure 
,7.1; illustrates the similanties in the degree of molecular linkage that arise in the simulations 
'-c~nducted with the two different potential energy functions. 
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The second set of simulations concern the bombardment of a graphite lattice target by 
an ion impinging on a surface carbon atom (and repeats simulations conducted initially by 
Beardrnore [Bea95]). The lattice is dimensioned approximately 70;\ x 70;\ with seven layers 
giving 14732 atoms in total. As with the previous simulation, long-range forces designed 
to model inter-layer binding are disabled; the impinging carbon ion is given 500 e V kinetic 
energy and the cascade is allowed to develop over 0.1 ps simulation time. For details of 
this simulation, refer to chapter 6 of Beardmore's thesis [Bea95]. With this simulation, the 
network potential takes less than 60% longer the Brenner potential, 163 minutes for the 
network compared to 103 minutes for Brenner's potential (on a 146 Mhz single illtrasparc 1 
SUN processor). 
The extended computational time required by the network potential over the standard 
Brenner implementation anses as a result of the additional compleXIty introduced by the 
forward (for potential calculatIOns) and backward (for force calculations) signal propagatIOn 
of the neural network. Efforts to reduce the computational dJ.fferential between the two 
potentials should concentrate on reducing the level of preprocessing that adds significantly 
to the complexity of the network's potential and force calculations. 
7.9 A Carbon-Nitrogen Potential 
In this section we consider training the network potential with carbon-nitrogen molecule 
data. Nitrogen bonds have a high degree of covalency, due to a low electronegativity, and 
may form up to four covalent bonds, leading to cross-linked and polymeric solid-state crys-
tals [BeI97]. Simulating the properties of covalently bonded CoN solids is of considerable 
interest due the theoretical predictions of extreme hardness and high strength for carbon ni-
tride crystallite structures. Interest in CoN compounds originated with an existing material, 
silIcon-nitride Si3N4, one that has found applications as a high temperature structural mate-
rial in a variety of engineering applications including engine components and cutting tools 
[LC90]. Crystalline Si3N4 is known to take two different structural forms, ex. and J3. In an 
effort to find even harder materials, Liu and Cohen [LC90] noted that crystal structures with 
shorter bond distances can expect to have increased hardness properties and this led them 
to study J3 - C3N4 as a plausible structure for a hypothetical carbon nitride, whereby silicon 
was substituted with carbon. The authors assumed that this material has the same structure 
as J3-Si3N4, but the Si-N bond length of 1.74A is replaced with the C-Nbond of 1.47;\. 
Lui and Cohen predicted that the such a material would have a bulk modulus very near to 
that of diamond in the carbon phase, the highest known bulk modulus [OS95]. Following 
their work, several authors have suggested a number of alternative structural compositions 
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Sunulation WIth the network potential SImulatIon with the Brenner potential 
Figure 7.7: Spacefill (depicted, top) and wireframe (depIcted, bottom) images of comparative MD 
simulation between the network potential (left images) and the Brenner potential (right images) of the 
ionic bombardment of fullerite films following 1 ps of simulation time. 
for carbon-nitride including the IX - C3N4 structItre [TR96], alterations to the ~ - C3N4 com-
position [HT95] and a planar structural form [OS95]. 
Inductively inferring an accurate model for carbon-nitrogen systems presents a consider-
able challenge for the network potential. Not only must the network adapt a functional form 
fully able to represent atoms in the different valence states of diamond and graphite but also 
clusters of carbon and carbon-nitrogen compounds. 
The carbon-carbon parameters for the Morse pair terms are taken directly from the Bren-
ner potential [Bre92] while the pair terms for nitrogen-nitrogen bonding are from the boron-
nitrogen parameterisation of the Tersoff potentIal by Albe et a1 [AMH97]. The carbon-
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Molecule Structural Properties and Heats of Fonnation for Linear Isomers 
(Experimentally Derived 
Bond Lengths (A) MtjK (-eV) Energy (-e V) Bond Energy 
Assignment (-e V) 
N=C-C=N dc--=N = 1.157 3.18 21.334 8.456 
de-c= 1.380 4.422 
N=C-C=C-C=N dc--=N = 1.140 5.47 33.779 8.667 
da:c = 1.190 5.192 
de-c = 1.370 6.062 
C=N-N dc--=N = 1.150 6.05 11.050 
de-c= 1.250 
N=C=N de=N = 1232 4.45 12.740 6.370 
C=N=C de=N = 1.245 572 13.360 6.680 
C=N-N=C de=N= 1.224 701 17.504 7.196 
dN-N= 1.321 3.112 
C=N-C=N de=N = 1.216 (C neb) 4.66 19.854 6.768 
de=N = 1.218 (N neb) 6.510 
de-N = 1.341 6.376 
C=C-C=N de=c= 1.222 7.10 19.651 
de-c = 1.384 
de=N= 1.147 
C=C-N=C de=c = 1.178 8.29 18.721 6.000 
de-N = 1.336 5.333 
da:N = 1.174 7.389 
Table 7.7: Linear carbon-nitrogen training data statistIcs. Network not fit to CNN nor CCCN. hence 
blank entries for the bond energy assignment column. 
nitrogen parameters are fit to the equilibrium binding energy and separation distance of the 
C - N dimer; see table 7.8 for values of Do. S. 13. Re. RI and R2 where the repulsive term 
is Do/(S -1)exp( -J3v'2S(r-Re). the attractive term is SDo/(S -1) exp( -J3J2/S(r-Re) 
and the cut-off upper and lower bounds are R2 and RI. respectively. 
Training data for the graphite and diamond crystalline structures is identical to that 
used for training the hydrogen-carbon network potential. see table 7.13 and 7.14. A rep-
resentative mixture of single. double and triple bonded carbon-carbon. carbon-nitrogen and 
nitrogen-nitrogen bonded molecule data was supplied by Beffiruno of Dartmouth College 
[Bel. BeI97]. Optimised structural arrangements and total molecule atomisation energies 
are provided by ab-initio calculations using the GAUSSIAN92 system of programs [gau92]. 
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Figure 7.8: Five non-linear carbon - nitrogen geometries available: N=C - N C N - C=N 
with N(2) -C(I) -N(S) bond angle at ISO degrees (depicted, top left); N=C-N -C=N 
withC(2) -N(3) -C(4) bond angle at 118 degrees (depicted, top right); N(CN)J 60 degrees 
from planar (depicted, middle left); N=C-N N -C=N again bond angle is at 118 degrees 
(depicted, middle right); C(NC)4 (depicted, bottom). Molecule potential energies are -36.89 
eV, -2S.50 eV, -36.31 eV, 29.24 eV and -47.60 eVrespectively. 
Initial geometry optimisations were performed at the HF /6 - 3IG' level without symme-
try constraints and were further optimised using Moller-Plesset theory to second-order with 
frozen-core electron formalism, Mn(FC)/6-3IG' by Belbruno. The structures of these 
molecules are presented in figure 7.8, together with the geometry and total energy derived 
from the MP2(FC) /6- 3IG' calculations. Additional structural and total atomisation en-
ergy data energy is obtained from a number of sources, including the JANAF tables [JAN6S]. 
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Farametlll' Sets fef the '!'wo Silicon Potcntials of'feIsoff 
Parameter Carbon-Carbon Carbon-Nitrogen Nitrogen-Nitrogen 
Do (ev) 6.3250 9.9100 3.6422 
S 1.2900 1.1769 1.0769 
H.\} 1.5000 2.0000 1.9583 
Re (J) 1.3150 1.1100 1.1750 
RI (J) 1.7000 2.7000 1.5000 
R2 (J) 2.0000 3.0000 1.8000 
Table 7.8: Pair tenn parameters for the carbon-nitrogen network potential 
Heats of formation at OK for the linear molecules N=C - C=-N, N=C-C=C-C=-N, C=-N-N, 
N=C Nand C N=C are 4.77 eV, 3.18 eV, 5.47 eV, 6.05 eV, 4.45 eV and 5.72 eV respec-
tively [JAN65]. Subtracting these values from the bmding energies of 7.377 eV for graphite 
and 4.88 e V for molecular nitrogen yields total atomisation energies for the above molecules 
that are given in table 7.7. Heats offormation at OK for the other two linear isomers of C2N2, 
that is C=N-N=C and C=N-C=N, are calculated as 7.01 eV and 4.66 eV, respectively, 
from Almeida and Hinchliffe [DH90]. Similarly, Mf}K are estimated for the two linear iso-
mers of C3N to be 7.36 eV for C=C-C=N from Sadlej and Roos [SR91] and 8.29 eV for 
C=C-N=C from Feher [Feh92]. To tram the network potential with back-propagation, 
values for the many body terms are required and so energies must be assigned to individual 
bonds. This has been accomplished through a process of labelling bonds according to their 
type (carbon-carbon, carbon-nitrogen or nitrogen-nitrogen) and the type and number of first 
neighbours. This method produces a set of equations relating bond types to total energy. For 
example, if there exists a molecule m that has a total of say N bonds of type tt, t2, ••• , tN (not 
necessarily all different) and if this molecule has a total atomisation energy of say Vm, then 
N 
I,fR(Tn} +bt.fA(Tn} = Vm 
n=1 
where Tn is the length of the nth bond for this particular molecule. The complete set of M 
equations is solved for the M different bond types, bt, ... ,bM, using LU decomposition. 
The preliminary selection of molecules used for training included the complete set of 
linear geometries, with the exception of C=C - C=N. Of the five available non-linear 
geometries depicted in figure 7.8, the molecules N=C - N=C=N - C=N with N(2} -
C( I} - N( 5} bond angle at 150 degrees and N( CNh at 60 degrees to planar were used for 
training. The remaining linear and non-linear geometries were set-aside for validation. In 
total this represents 15 different carbon-nitrogen, nitrogen-nitrogen andcarbon-carbon bonds 
with either C or N first neighbours and solving 15 simultaneous equations yielded the bond 
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Neural Network Weight and Bias Set 
i Weights W,} j Weights Wk} 
j=1 j=2 j=3 j=4 j=5 j=6 k=1 
0 0.344872 -2.452185 2.5323494 0835386 -0.286324 0.194742 0 5.018234 
1 1.8374305 -0.981757 -0029045 -1.083758 -10.950428 0.043174 1 -3.249365 
2 3.111845 -0.244468 0.0019733 1.015111 -0.464217 1.459927 2 -4.540146 
3 -1.382735 -3.441231 5.967846 4.387723 1.059838 -0.975051 3 -4.610564 
4 -5.801783 7.886225 -8283694 -13.012610 0.305575 -2.073384 4 2.9466702 
5 5.814012 7.763048 0.341998 4519192 2.409531 2.283213 5 -6083129 
6 3.683730 
Table 7.9: Neural Network weights and biases for the carbon-nitrogen parameterisatton of the net-
work potential. 
energy assignment values given in table 7.7 for the linear molecule set. Bond energIes of 
6.752 eV, 6.454 eV and 5.220 eV were assigned to the N(4)-C(3), C(3)-N(2) and N(2)-C(l) 
bonds inN=C-N-C N -C=.N, respectively, while 6.796eV and 5.484 eV were assigned 
to the bonds N(5) -C(2) and C(2) -N(l) in theN(CN)J molecule, respectively. The total 
contribution to the NNDATA file is contained in table 7.15. 
7.9.1 Implementation 
The implementation details are almost identical to the hydrogen-carbon potential. The net-
work inputs described in section 7.6 are used for nitrogen-carbon training except that the 
first input, Yl takes four values in recognition of the multi-valent nature of nitrogen bonding; 
using the subscripts i, j and k to denote an atom triple, where the bond in question is between 
atoms i and j and where k is a first neighbour, then 
Yl = 0.0 if t(i) = N and t(j) = N 
Yl = 0.3 if t(i) = C and t(j) = N 
Yl = 0.6 Ift(i) =N andt(j) = C 
Yl=0.9 ift(i)=Candt(j)=C 
where t(·) denotes atom type. As with the hydrogen-carbon implementation, Y2 takes the 
value 0.9 or 0.1 if the first neighbour is carbon or nitrogen, respectively, and N[i replaces 
N,H in inputs Y4 and Ys. In addition, the single hidden-layer network architecture with six 
hidden nodes of the hydrogen-carbon implementation is used once more for the carbon-
7.9 A Carbon-Nitrogen Potential 201 
Atomisation Energies for various carbon-nitrogen molecules 
Network Experi- Percentage Used 
Molecule Description Potential mental Error in 
(I) value training 
NCCN linear -21.309 eV -21.334 eV 0.12 V 
NCCCCN linear -33.558eV -33.77geV 066 V 
CNN linear -11.055 eV -11.050eV 005 V 
NCN Imear -12.712eV -12.740eV O.o! V 
CNC linear -13.357 eV -13.36OeV 003 V 
CNNC linear -17.507 eV -17.504eV 002 V 
CNCN hnear -19.002 eV -19.854 eV 448 x 
CCCN linear -19.803 eV -19.651 eV 0.77 x 
CCNC linear -18.733 eV -18.721 eV 0.06 V 
N(CNh planar -36825 eV -36.840eV 004 V 
NCNCNCN 1500 -37.600eV -36.890 eV 189 V . 
NCNCNCN 1790 -37.607 eV -36980 eV 1.67 x 
NCNCNCN linear -38.835 eV -37 030 eV 4.65 x 
NCNCN 1180 -25612 eV -25.500 eV 0.44 x 
NCNNCN 1180 -28.068 eV -29.240eV 418 x 
C(NC)4 -49.750eV -47.600eV 4.32 x 
Table 7.10: Predicted atomisation energies for a small number of carbon-nitrogen molecules. Angles 
in descnption column relate to central bonds, see figure 7.8. 
nitrogen potential. The training time for the carbon-nitrogen data is of the same order as that 
experienced with the hydrocarbon implementation, taking about 5 - 30 minutes CPU time 
(on the Ultrasparc 1 processor) to achieve an average sum of squared errors that converges 
typically to the range [7.0e-06,2.Oe-06], depending upon the choice of weight initialisation 
bounds, momentum and learning rates. The carbon-nitrogen weight set in table 7.9 was 
obtained following approximately 52000 training cycles which equates to a CPU training 
time slightly in excess of 5 minutes (306 seconds). The random weight initialisation range 
was [-0.500,0.510] and training was terminated upon convergence of ~ to 3.5e - 06. 
7.9.2 Predictive Accuracy 
With nitrogen forming upto four stable covalent bonds, the set of C - C, C - N or N - N 
bond-types with a combination of, say, one to six C or N first neighbours is not well repre-
sented by the thirteen molecules in the training data set that have at most three C or N first 
7.10 Discussion and Conclusions 202 
neighbours. Our preliminary bond energy assignment contributes less quantitative informa-
tion to the NNDATA file than the set of hydrocarbon isomers provided for the training of the 
(less complex) hydrogen-carbon parameterisation. More training data is certainly required 
and the network parameterisation for CoN compound cannot be considered completely re-
liable and should be retrained and tested with more data, when available; presently it is 
illfficult to predict exactly how much extra data is required. Bond energy assignments for 
carbon-nitrogen compounds with higher coordination - in particular for one or more of the 
hypothetical carbon-nitride crystal structures such as IX - C3N4 or ~ - C3N4 [LC90] - would 
be useful. 
The preliminary parameterisation of the carbon-nitrogen potential (given in table 7.9) is 
used in table 7.10 to compare the atomisation energy predictions with the experimental and 
ab-initio derived data. The least accurate predictions are provided for C==.N - C==.N and 
N=C - N=C N - C=N with a percentage errors of 4.65% and 4.48%, respectively. Of the 
molecules used for training, the prediction error is substantially less than 1 % on all occasions 
except for N=C - N=C N - C=N when it is 1.89%. 
Presently, the input Ys provides information on second neighbours but only for carbon-
carbon bonding. Ideally, second neighbour information should also be provided to the net-
work for carbon-nitrogen bonds (and perhaps nitrogen-nitrogen bonds). The single and dou-
ble carbon-nitrogen bonds in the two linear molecules C=N - C=N and N=C - N=C= 
N - C=N both have single carbon (bonded to nitrogen) and nitrogen (bonded to carbon) first 
neighbours and hence both have identical network inputs and this leads to incompatible bond 
energy assignments. Therefore, the relatively high prediction errors for C=N - C==.N and 
N=C - N=C N - C N arise partly from the way in which the fifth input term, Ys, is carried 
over directly from the hydrogen-carbon implementation without modification. 
7.10 Discussion and Conclusions 
The initial motivation for this chapter was to examine whether the form of a semi-empirical 
interatomic potential function can be inferred inductively with a neural network architecture. 
With the inductive approach to modelling interatomic potential functions, model develop-
ment proceeds in complete generality as initial assumptions are not incorporated into the 
inference mechanism. With a network potential, model development progresses from obser-
vations of the training data to the development of a hypothetical potential form; the logical 
consequences of the hypothetical potential are then verified with the training data. If the 
hypothetical potential violates the data, or more accurately the observed phenomena present 
in the data, then the potential functional is modified in successive stages until an accurate 
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potential fonn is arrived at. 
In practice, there exists considerable hurdles to the realisation of this ideal and so the aim 
of this current chapter, as described in section 7.1, has been to describe a theoretical frame-
work that provides a possible foundation for the development of the inductive approach. The 
'learning by observation' approach of our inductive network potential required the derivation 
of a specialist feed-forward neural network architecture able to handle a variable number of 
input nodes. The (variable) number of nodes changes dynamically during a typical MD sim-
ulation and so the network smoothly adds or removes input nodes as atoms move into or out 
of neighbourhood distance. Furthennore, the network potential can be integrated into our 
existing MD code, including the full complement of efficient linked-list algorithms, since 
the underlying Abell-Tersoff fonnalism is maintained. 
The use of inductive inference is desirable for potential modelling because it helps elim-
inate the incorporation of inadequate functional representations, assumptions or understand-
ing of the physical theory. Unlike parameter fitting with a convectional potential, the net-
work is not constrained to a deduced functional fonn; the network must fit more degrees of 
freedom and this puts greater emphasis on the quantity and accuracy of the fitting data. In 
essence, with the inductive approach the burden of deducing an accurate mathematical ex-
pression for the many-body tenn (with the conventional, deductive, approach) is transferred 
to the derivation of accurate training data. 
The mathematics of our inductive network approach have been applied to the training 
of a test hydrogen-carbon parameterisation and the results of a comparative analysis with 
the Brenner potential are encouraging and support the validity of our inductive method for 
inferring an appropriate semi-empirical interatomic potential function. It was found that pro-
vided the training data provides an efficient representative mixture of bonding scenarios and 
that the size of the network is appropriate to the complexity of this data then the computa-
tional cost of training the network potential is negligible, in the order of minutes; typically 
5 to 15 minutes on a single SUN Ultrasparc 1 146 Mhz processor is required to obtain a 
weight and bias set for the hydrogen-carbon or nitrogen-carbon potential. Once trained, the 
network potential can be used efficiently in MD simulations with the time taken to evaluate 
the potential and force calculations taking the same order as the Brenner hydrocarbon poten-
tial (although the network potential implementation is currently a constant 40%-45% slower 
than the Brenner potential for the set of test simulations). The hydrocarbon parameterisa-
tion of the neural network is shown to provide an accurate bond-order model across a broad 
range of different bonding regimes including alkane, alkyne, alkene, aromatic and radical 
hydrocarbon molecules, fullerenes and bulk crystals. 
The network is next trained WIth carbon-nitrogen data derived from JANAF data files and 
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ab-initio calculations. With hind sight, this is probably an ambitious undertaking for what 
is still a highly experimental approach to potential energy building since, unlike hydrogen, 
nitrogen is not monovalent and this increases substantially the possible bonding scenarios 
between two elements and hence the quantity of required data. More training data is cer-
tainly required and the network parameterisation for C-N systems should be retrained and 
tested with more data, when available. The principal difficulty in obtaining further train-
ing data for the carbon-nitrogen potential is the assignment of individual bond energies, as 
Brenner achieved for his hydrocarbon potential. At present, bonds energies are calculated 
by simultaneously solving bond equations for the complete set of training molecules. When 
individual bond energy assignments are not forthcoming, it may be advantageous to replace 
the back-propagation training algorithm with one that does not require immediate bond-order 
error information. Instead the network is trained only with the atomisation energy for each 
molecule; this approach is discussed in the further work section of the next and final chapter. 
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Training data derived from hydrocarbon molecules 
Molecule N b 
09000000 09000000 0.0000000 0.8333333 0.9000000 1.0000000 0 5909956 
Cs 09000000 09000000 0.1200816 06666667 09000000 20000000 05191932 
09000000 09000000 0.1187113 06666667 09000000 20000000 05191932 
Q; 09000000 09000000 00624951 06666667 09000000 20000000 0.5506536 
0.9000000 0 9000000 0.0625091 0 6666667 0 9000000 2 00000oo 0.5506536 
C, 0 9000000 0.9000000 0.0354179 0 6666667 0.9000000 2 00000oo 0 5668210 
09000000 09000000 0.0355409 0.6666667 0.9000000 2.0000000 0.5668210 
0.9000000 0.1000000 00000000 06666667 04000000 2.0000000 0.7405355 
Acetylene 09000000 0 1000000 00000000 06666667 04000000 2.0000000 07405355 
01000000 0.9000000 00000000 08333333 00000000 1.0000000 07403575 
09000000 0.1000000 00382077 0.3333333 0.4000000 4.0000000 06833026 
09000000 01000000 0.0382077 03333333 0.4000000 4.0000000 0.6833026 
09000000 0.1000000 00382077 0.3333333 04000000 4.0000000 06833026 
Ethylene 09000000 0.1000000 0.0382077 03333333 04000000 40000000 0.6833026 
o 1000000 0.9000000 00382077 06666667 00000000 20000000 06871572 
0.1000000 01000000 0.1376107 0.6666667 0.0000000 20000000 06871572 
09000000 01000000 0.1105738 00000000 04000000 6.0000000 0.3562792 
o 9000000 0 1000000 0.11 05596 0 00000oo 0 4000000 6 00000oo 0 3562792 
o 9000000 0 1000000 0.11 05730 0 00000oo 0.4000000 6 00000oo 0.3562792 
09000000 0.1000000 0.1105738 00000000 04000000 6.0000000 0.3562792 
Ethane 09000000 01000000 0.1105730 00000000 0.4000000 6.0000000 0.3562792 
0.9000000 0.1000000 0.1105596 0.0000000 04000000 6.0000000 03562792 
0.1000000 0.9000000 0.1105738 0.5000000 0.0000000 30000000 0.7593190 
01000000 0.1000000 0.1116566 0.5000000 00000000 3.0000000 0.7593190 
0.1000000 0.1000000 0.1116760 0.5000000 00000000 3.0000000 0.7593190 
0.9000000 09000000 0.1090713 00000000 0.4000000 60000000 0.3556462 
0.9000000 0.1000000 0 1116699 0.0000000 0.4000000 6.0000000 0.3556462 
0.9000000 0.1000000 0.1112212 0.0000000 04000000 6.0000000 0.3556462 
09000000 0.9000000 0.1151172 0.0000000 04000000 6.0000000 0.3556462 
Cyc10hexane 0.9000000 0.1000000 0.1091978 00000000 0.4000000 60000000 0.3556462 
0.9000000 0 1000000 0.1105908 0.0000000 0.4000000 6.0000000 0.3556462 
01000000 0.9000000 01116699 0.5000000 00000000 3.0000000 0.7590869 
0.1000000 0.9000000 01112910 0.5000000 00000000 3.0000000 0.7590869 
0.1000000 01000000 0.1118990 0.5000000 0.0000000 3.0000000 0.7590869 
09000000 0.1000000 0.1104158 0.0000000 04000000 6.0000000 0.3557920 
09000000 0.1000000 01110018 00000000 04000000 60000000 0.3557920 
0.9000000 01000000 0.1108026 00000000 0.4000000 6.0000000 0.3557920 
0.9000000 09000000 01142212 0.0000000 0.4000000 60000000 0.3557920 
Butane 0.9000000 0.1000000 0.1104153 00000000 0.4000000 6.0000000 0.3557920 
o 9000000 0 1000000 0.1090641 0 00000oo 0.4000000 6 00000oo 0.3557920 
01000000 09000000 0.1104158 0.5000000 0.0000000 3.0000000 0.7589837 
01000000 0.1000000 0.1124483 0.5000000 00000000 3.0000000 0.7589837 
0.1000000 0.1000000 0.1114511 05000000 00000000 3.0000000 07589837 
Table 7.11: Contribution to NNDATA provided by hydrOCarbon molecules. 
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Traimng data denved from hydrocarbon molecules 
Molecule Y1 Y2 Y3 Y4 Ys N b 
09000000 0.9000000 0.2510124 00000000 04000000 60000000 0.2781479 
09000000 09000000 02493617 00000000 04000000 60000000 02781479 
09000000 0.1000000 00446085 0.0000000 04000000 60000000 0.2781479 
09000000 09000000 0.2488679 0.0000000 04000000 60000000 02781479 
Cub.ne 0.9000000 09000000 02504221 0.0000000 04000000 6.0000000 0.2781479 
0.9000000 0.1000000 0.0448181 0.0000000 004000000 6.0000000 0.2781479 
01000000 09000000 0.0446085 05000000 0.0000000 30000000 08525228 
0.1000000 09000000 00443337 05000000 00000000 30000000 08525228 
01000000 0.9000000 00447483 0.5000000 00000000 30000000 08525228 
01000000 0.1000000 0.1114234 0.5000000 00000000 3.0000000 0.7594904 
01000000 0.1000000 0.1111703 0.5000000 0.0000000 3.0000000 0.7594904 
0.1000000 09000000 01107205 05000000 00000000 3.0000000 07594904 
0.9000000 0.1000000 0.1107205 00000000 04000000 6.0000000 03558666 
Propane 09000000 0.1000000 0.1110012 0.0000000 04000000 6.0000000 0.3558666 
09000000 0.1000000 0.1105315 00000000 004000000 6.0000000 0.3558666 
0.9000000 0.9000000 01104364 00000000 004000000 6.0000000 0.3558666 
09000000 0.1000000 01114410 0.0000000 04000000 60000000 0.3558666 
09000000 0.1000000 0.1114408 0.0000000 004000000 6.0000000 0.3558666 
0.9000000 0.9000000 0.0624664 03333333 0.9000000 4.0000000 0.5151564 
0.9000000 0.1000000 00625695 0.3333333 09000000 4.0000000 0.5151564 
0.9000000 0.9000000 0.0624664 0.3333333 09000000 4.0000000 05151564 
Benzene 0.9000000 0.1000000 0.0625695 0.3333333 0.9000000 4.0000000 0.5151564 
0.1000000 0.9000000 00625695 06666667 0.0000000 2.0000000 0.7593507 
0.1000000 0.9000000 0.0624642 06666667 0.0000000 2.0000000 0.7593507 
01000000 0.1000000 0.1109397 0.5000000 0.0000000 3.0000000 0.7661930 
Methane 0.1000000 0.1000000 0.1109397 05000000 0.0000000 30000000 0.7661930 
0.1000000 0.1000000 0.1109625 0.5000000 0.0000000 3.0000000 0.7661930 
CH2 0.1000000 0.1000000 0.0000000 0.8333333 0.0000000 1.0000000 06552932 
Table 7.12: Contribution to NNDATA provided by hydrocarbon molecules. 
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Tralmng data denved from graphite structure 
YI Y2 Yl Y4 YS N b 
09000000 09000000 0.0625186 06666667 09000000 2.0000000 05506825 
0.9000000 09000000 0.0623867 06666667 0.9000000 2.0000000 0.5506825 
0.9000000 0.9000000 00623867 0.5000000 0.9000000 3.0000000 0.4811281 
09000000 0.9000000 00627271 05000000 0.9000000 30000000 0.4811281 
09000000 0.9000000 0.0623867 05000000 09000000 30000000 04811281 
09000000 09000000 00623867 03333333 09000000 40000000 04899353 
09000000 0.9000000 0.0627271 03333333 09000000 4.0000000 0.4899353 
0.9000000 09000000 0.0627271 0.3333333 09000000 40000000 0.4899353 
0.9000000 0.9000000 00623867 0.3333333 09000000 40000000 0.4899353 
Table 7.13: Contribution to NNDATA provided by graphite fragment. 
Training data denved from diamond structure 
YI Y2 Y3 Y4 YS N b 
0.9000000 0.9000000 0.1111803 00000000 09000000 6.0000000 0.3700298 
09000000 0.9000000 0.1111527 00000000 0.9000000 60000000 0.3700298 
09000000 0.9000000 0.1112116 0.0000000 0.9000000 60000000 0.3700298 
0.9000000 0.9000000 01109879 0.0000000 0.9000000 6.0000000 03700298 
0.9000000 0.9000000 0.1109603 00000000 0.9000000 6.0000000 0.3700298 
0.9000000 09000000 0.1110192 00000000 0.9000000 60000000 0.3700298 
0.9000000 0.9000000 0.1110143 0.1666667 0.9000000 50000000 0.3863620 
0.9000000 0.9000000 0.1110733 0.1666667 0.9000000 5.0000000 0.3863620 
09000000 0.9000000 0.1110143 0.1666667 09000000 5.0000000 0.3863620 
09000000 0.9000000 01110733 0.1666667 09000000 50000000 0.3863620 
0.9000000 0.9000000 0.1111803 0.1666667 0.9000000 5.0000000 0.3863620 
0.9000000 09000000 0.1110733 03333333 0.9000000 40000000 0.4398561 
09000000 0.9000000 0.1110347 0.3333333 0.9000000 4.0000000 0.4398561 
09000000 0.9000000 0.1110347 0.3333333 0.9000000 4.0000000 0.4398561 
0.9000000 09000000 0.1112116 0.3333333 09000000 4.0000000 0.4398561 
0.9000000 09000000 0.1110143 0.5000000 0.9000000 30000000 0.4425341 
09000000 0.9000000 0.1110347 0.5000000 09000000 3.0000000 0.4425341 
0.9000000 0.9000000 0.1111527 05000000 0.9000000 30000000 0.4425341 
Table 7.14: Contnbution to NNDATA provided by diamond fragment. 
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Training data derived from carbon-nitrogen molecules 
Yl Y2 Y3 Y4 Ys N b 
0.9000000 0.1000000 0.0000000 06666667 0.4000000 2.0000000 04516655 
0.9000000 0.1000000 00000000 06666667 0.4000000 2.0000000 04516655 
06000000 0.9000000 0.0217145 06666667 0.0000000 2.0000000 0.7339232 
03000000 0.1000000 00000031 0.6666667 00000000 2.0000000 0.7339232 
0.3000000 0.9000000 0.0000000 08333333 00000000 1.0000000 0.7800774 
0.9000000 01000000 00000000 06666667 0.9000000 2.0000000 05138843 
0.9000000 0.9000000 0.0000000 06666667 0.9000000 2.0000000 0.5138843 
0.9000000 0.1000000 0.0000000 08333333 0.4000000 1.0000000 0.6000289 
0.3000000 0.9000000 00000000 06666667 0.0000000 2.0000000 0.7182410 
06000000 0.9000000 00000000 06666667 0.0000000 2.0000000 0.7182410 
0.6000000 0.9000000 0.0000000 08333333 0.0000000 1.0000000 0.7464888 
0.6000000 0.9000000 0.0000000 0.8333333 0.0000000 1.0000000 0.7464301 
0.6000000 0.9000000 0.0000000 0.8333333 00000000 1.0000000 0.7464425 
0.6000000 0.9000000 0.0000000 0.6666667 0.0000000 2.0000000 0.7343488 
0.3000000 0.1000000 0.0000000 06666667 0.0000000 2.0000000 0.7343488 
0.6000000 0.1000000 0.0000000 0.8333333 00000000 1.0000000 0.7601840 
0.0000000 0.9000000 0.0000000 0.8333333 0.0000000 1.0000000 0.3263985 
0.6000000 0.1000000 00000000 0.8333333 0.0000000 1.0000000 0.7601886 
00000000 0.9000000 0.0000000 0.6666667 00000000 2.0000000 0.3054379 
0.0000000 0.9000000 0.0000000 0.6666667 0.0000000 2.0000000 0.3054379 
0.3000000 0.1000000 0.0000000 08333333 0.0000000 1.0000000 0.7264017 
0.3000000 0.1000000 0.0000000 0.5000000 0.0000000 3.0000000 0.7434445 
0.6000000 0.9000000 0.0625516 0.5000000 0.0000000 3.0000000 0.7434445 
0.6000000 0.9000000 0.0624219 0.5000000 0.0000000 3.0000000 0.7434445 
0.3000000 0.1000000 0.0000000 0.8333333 0.0000000 1.0000000 0.7264523 
Table 7.15: Contribution to NNDATA provided by carbon-nitrogen molecules. 
~~------------------------------------~ 
Further Work and Conclusions 
Computer simulation provides a powerful modelling strategy for understanding complex 
physical phenomena. At the heart of traditional physical system simulations are the numeri-
cal procedures for solving the set of system state equations; the numerical solutions to these 
equations have significant predictive value and may be interpreted to provide qualitative ex-
planations for the behaviour of the system. Following the brief introductory first chapter, the 
second chapter has examined the available methods for the efficient and accurate modelling 
of molecular dynamical systems, described the mechanisms for keeping track of atoms and 
evaluating forces in the most computationally efficient manner as well as exploring the avail-
able interatomic potential forms. Interatomic potentials were classified according to whether 
they have pair potential, pair functional, cluster potential or cluster functional form [Car90). 
With the third chapter, we have implemented the molecular dynamic processes, as de-
scribed in the second chapter, for the modelling of the ionic bombardment of fullerite films 
[HSGR96, SHW97). Motivation for this work originated with a series of experiments con-
ducted by collaborators at Dartrnouth College, USA and Berlin-Wildau, Germany, where 
C60 films were grown and bombarded with Iow energy argon ions. Our MD simulations 
have been beneficial in elucidating the mechanisms of particle ejection and subsurface lat-
tice damage and have demonstrated the susceptibility of the C60 fullerite lattice to low energy 
radiation damage. The simulations suggest that the radiation induces covalent bond lmkage 
between multiple adjacent fullerenes as a stage towards amorphisation and that there was 
little evidence for a transisition to diamond-like carbon. 
In conjunction with the simulation methods, this thesis has focussed on how the field of 
simulation modelling can be complemented by artificial intelligence. AI provides techniques 
that can infuse simulation modelling with hitherto unreaIised capabilities; the marriage of 
the computer simulation and AI fields has allowed us greater insight into the form of the 
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ground-state configuration of molecular clusters and has aided in the inductive modelling of 
interatomic potential energy surfaces. In chapters four through six we have discovered how 
the genetic evolution paradigm can be tailored to provide an effective unbiased stochastic 
global optimisation technique for the general molecule conformation problem, locating pu-
tative global minimisers for a number of different systems described by covalently bonded 
or close-packed interatomic potential functions. 
Chapter four used the ability to quickly and accurately locate carbon ground-state con-
formers as a benchmark for testing a number of different global optimisation algorithms. 
Standard implementations of general purpose global optimisation algorithms were found 
to have poor performance; of the standard algorithms (including the multistart algorithm 
(MS) and the standard simulated annealing (SA) and genetic algorithm (GA) implementa-
tions), the simple controlled random search (CRS) algorithm was found to provide the best 
exploration/explOitation compromise. The performance of the standard SA and GA imple-
mentations was enhanced by tailoring the algonthm to the molecule conformation problem. 
WIth simulated annealing, this entailed using molecular dynamics to provide a simulation 
of the actual armealing process that occurs when, for example, a carbon rod undergoes laser 
vapourisation (the MDSA algorithm); the genetic algorithm was tailored to the molecule 
conformation problem with the development of a reproduction scheme that 'cut-and-pastes' 
a high energy section from one molecule WIth a Iow energy section from another and has a 
local search stage to armeal the new geometry [HS97]. Both modified algorithms are able 
to explOit features of the objective function (such as the stability of six-membered rings in 
the carbon potential surface), duplicating this acquired knowledge through the rest of the 
molecule structure. The modified GA implementation is particularly successful with the 
carbon conformation problem, discovering a ground-state transition in the Brenner potential 
from planar to cage structures at 18 atoms. 
With chapter five, the application of the genetic algorithm (that proved to be the most 
successful global optimisation algorithm in the previous chapter) is continued with other 
covalently bonding clusters; notably silicon clusters described by two pararneterisations of 
Tersoff's potential rrer86. Ter88a] and hydrogen-carbon molecules described by the Brenner 
potential [Bre90, Bre92]. Of the two silicon potential parameterisations, the first (Ter2) is 
most reliable, exhibiting the greatest agreement with ion mobility experiments and orienta-
tionally averaged collision integral calculations [HSP+98, JC91]. The Ter2 potential locates 
mostly triangular and square faced prolate geometries with an aspect ratio of approximately 
three for Sin for n upto 20 while dissociation into two or more ground-state clusters (with 
nuclearities of 8,9 or 10) occurs for n = 16,17 and 18 and continues for n > 20. The inter-
esting feature of the Ter3 parameterisation is the trend towards low energy buckled spherical 
cage species with an inner core that stabilises the outer shell by saturating dangling bonds 
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for Sin when n > 50, a phenomena that is broadly in agreement with reported Car-Parrinello 
ab-initio annealing studies [RAP94]. 
WIth the optimisation of two-element compounds it was necessary to make some modi-
fications to the reproductive procedures of the genetic algorithm, in particular the cross-over 
scheme must ensure that the total number of each atom type is maintained. The two-element 
GA is used to find low energy hydrocarbon compounds and a stochastic but intelligent mu-
tation operator that reassigns hydrogen atoms is developed for this application. This GA 
identifies hydrocarbon conformers that are of equal or lower energy than a comparative set 
of database hydrocarbon isomers. 
We next studIed the ground-state conformation of close-packed noble gas and metal mi-
cro clusters that are bound together by van der Waals forces. The relative functional sim-
plicity of the empirical interatomic potential and the propensity of the ground-state towards 
achieving the maximum possible degree of atomic coordination has allowed researchers to 
develop powerful deterministic search procedures for this problem. Chapter 6 discusses the 
optimisation of close-packed clusters usmg the genetic algonthm implementation that was 
initially developed for covalently-bonded carbon clusters in chapter 4 and describes the two 
main deterministic procedures, lattIce search with Northby's pivot algorithm [Nor87] and 
the local continuation approach to surface smoothing using the Gaussian transform method 
developed by More and Wu [MW95, MW96] and Piela et al [PKS89]. A global continuation 
approach to Gaussian transform surface smoothing, with the genetic algorithm providing the 
global search phase, is developed in this chapter for Ar clusters and is shown to provide a 
beneficial reduction in CPU time over the existing GA implementation (greater than 50% re-
duction in CPU time to locate the ground-state). This chapter concludes with details of joint 
experimental and computational studies of Ag clusters optimised by the genetic algorithm 
and used with molecular dynamical simuiations [CHP+98]. Through a combination of STM 
experiments and MD simuiations, the interaction of size-selected ionised metal Ag clusters 
with graphite is studied and the observed relationship between impact energy (15-500 eV), 
cluster size (3-500 atoms) and surface phenomena is discussed. 
The seventh chapter examined whether the form of a semi-empirical interatomic potential 
function can be inferred inductively with a neural network architecture. With some modi-
fication it was shown that a network architecture can replace the complex many-body term 
of the Brenner hydrocarbon potential, provided the network is supplied with sufficient data 
during training. Unlike parameter fitting with a conventional potential, the network is not 
constrained to a deduced functional form; the network must fit more degrees of freedom and 
this puts greater emphasis on the quantity and accuracy of the fitting data. In essence, the 
burden of deducing an accurate mathematical expression for the many-body term (with the 
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conventional, deductive, approach) is transferred to the derivation of accurate training data 
(with the inductive approach). 
The network is next trained with carbon-nitrogen data. Unlike hydrogen, nitrogen is not 
monovalent and this increases substantially the possible bonding scenarios between two ele-
ments. The network parameterisation for C-N systems, thus cannot be considered especially 
accurate and must be retrained and tested with more data, when available. 
8.1 Further Work 
The second part of this the final chapter examines some relevant topics for further research. 
The following is intended to provide a conceptual outline only; some of the ideas are schematic 
and lack depth and detailed descriptions but they do provide a framework within which rele-
vant research directions can proceed. The remainder of this chapter is limited to two topics: 
• Extensions and/or modifications to the stochastic global optirnisation algorithms for 
the molecule conformation problem. 
and 
• Extensions and/or modifications to the inductive modelling of potential energy sur-
faces. 
8.1.1 Extensions to the Genetic Algorithm 
Research into the global optirnisation of cluster geometry can be continued along several 
fronts, either by implementing the existing genetic algorithm with different interatomic po-
tential energy surfaces or by examining ways in which further efficiency improvements can 
be incorporated into the global optimisation paradigms. With the former case, it would be 
interesting to attempt global optirnisation with less empirical (ab-initio) potential energy sur-
faces, perhaps analysing the "cyclic-to-cage" ground-state transition of small carbon clusters 
and the "prolate-to-spheroid" transition in silicon. Alternatively, two-component systems 
could be studied further with the optirnisation of, say, carbon-silicon compounds. 
However, we will dIscuss the latter case here, that is further ways in which the efficiency 
of the stindard algorithms can be improved. Improvements can be further subdivided ac-
cording to whether the changes are classified as refinements to the existing methodologies or 
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completely new features. The first case may take the fOI1Il of a careful appraisal of the cur-
rent GA implementation; this might lead to further efficiency gains - either through a more 
refined approach to optimising the choice of evolution parameters or by considering further 
the alternative reproduction, population replacement and parental selection strategies. How-
ever, any gain is most probably going to be small, given that we already know about the 
importance of the local optimisation convergence tolerance SSF and the size of the feasible 
region Q. Any further empirical testing designed to demonstrate the perfoI1Ilance of a more 
effective GA set of parameters or reproduction routines may say as much about the nature of 
the function being optimised as it does about the implementation. Instead, it is our contention 
that the greatest gains in the exploration/exploitation conflict of existing global optimisation 
strategies will be realised most readily with the addition of seemingly intelligent procedure 
to the standard algorithm. For the molecule configuration problem (and to some extent with 
any global optimisation problem), such procedures may aid algonthm performance in at least 
four different areas. 
• Determine an optimal strategy of when to perfoI1Il local gradient descent. 
Local search is by far the most computationally intense procedural aspect of any two 
stage global optimisation algorithm. During the later stages of algorithm convergence, the 
majority of local optimisation mns lead to solutions that are currently known or are inferior 
to those in the current generation. Intelligently detenruning an optimal policy of when to 
perfoI1Il a local search should considerably improve efficiency. Such a policy should seek to 
minimise the expected cost (in terms of the CPU time required for function evaluation and 
function derivative calculations) of obtaining a successful new configuration; for the genetic 
algorithm the incorporation of the configuration into the popUlation constitutes a success. 
The identification of an optimal local search policy could proceed with an inductive on-
line leaming strategy through feedback with the environment, where the environment is the 
function surface that is being globally optimised. Following the generation of a new molecule 
configuration, the inductive on-line learning strategy would select a local search policy on 
the basis of a probability distribution over a finite and fixed set of different local search poli-
cies (for example, a policy could be the ratio of the potential energy of the (pre-optimised) 
best molecule configuration in the current populace to that of the (pre-optimised) current 
child molecule configuration). The selected policy would specify whether local optimisa-
tion should proceed from the current child configuration or conversely if the current child 
should be discarded without resorting to a local search. The policy selection probabilities 
are irutially all equal. 
The response received from the environment - the functional surface - corresponding to 
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the chosen policy would be used to update the probabilIties of policy selection for the next 
generated molecule configuration. The expected number of function evaluations required 
before success (where we defined success as the inclusion of the locally optimised child 
configuration into the current generation) provides the reinforcement to the policy selection 
scheme. The reinforcement is used to stochastically identify, from the finite set, that policy 
which is optimal, i.e. that minimises the average number of function evaluations (or CPU 
time) required to locate a new configuration for inclusion into the current population. 
The mechanism employed for optimal policy identification is the reinforcement learn-
ing paradigm known as the stochastic learning automaton (SLA). With the SLA, the rein-
forcement scheme that updates the policy selection probabilIties is designed for desirable 
asymptotic learning behaviour. For example, the remforcement scheme may be absolutely 
expedient in which case the expected number of function evaluations or CPU time required 
(for inclusion into the current population) decreases monotonically in a stationary stochastic 
enVlfonment. 
A team of SLAs may also find application with the problem of determining an optimal 
set of function parameters on-line by selecting a parameter set on the basis of a probability 
distribution over a finite and fixed set of parameter sets at the start of each optimisation 
run. The performance of the optimisation run with the selected parameter set would be 
used to update the probabilities of future parameter set selection. Provided sufficiently many 
optimisation runs have been undertaken, the parameter set with the best average performance 
will be selected with asymptotic probability. 1 
• Maintain population diversity throughout the optimisation period. 
With existing two-stage algorithms, including controlled random search and evolutionary 
algorithms, the greatest degree of exploration is provided by a diverse set of structural config-
urations. The dIversity of individuals in the current population is directly determined by the 
size of the population, at least initially. During the latter stages of evolution, the current gen-
eration may become populated with a few sets of structurally identical individuals, leading to 
diminishing levels of exploration, with the net result that the algorithm becomes trapped at a 
local minimum geometry. A more uniform level of diversity and hence exploration is desir-
able and this can be achieved if each new candidate geometry is examined before inclusion 
into the current population. If the geometry currently exists, then the candidate is discarded. 
If exclusion is determined solely on the basis of the objective function value, then the con-
sequences can be the converse of that expected, i.e. a reduction in diversity. This possibility 
I For more mformatlon on the application of stochastic learning automata, refer to the joint publication with 
Wu [HW96) or the extensive introduction to learning automata by Narendra and Thathachar [NT89]. 
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arises, SInce the range of objective values (or potential energies) provided by a geometrically 
diverse set of isomers can exceed the range in the objective value of a single isomer (since 
the final potential energy value of the relaxed structural configuration is dependent upon the 
initial state before optimisation). The solution is to have a two-stage check to determine 
whether a particular isomer has been encountered before. First of all, check the energy. If 
the new configuration has a relaxed potential energy that is within the pre-specified tolerance 
of an existing isomer then construct an adjacency matrix for the new isomer. For a system of 
n atoms, the adjacency matrix is an n x n sparse matrix whose ij-entry is 1 if the atoms i and 
j are bonded and 0 if not; thus the adjacency matrix is symmetric with a zero diagonal. Next, 
calculate the eigenvalues of this matnx; if they are identical to the existing isomer then the 
new configuration is geometrically identical; else it is not. (The eigenvalues of the adjacency 
matrix are invariants of the graph fonned by the bonding connectivity between atoms, see 
for example Chapter 6 of Beineke [BW97]). 
• Incorporate intelligent 'observer' algorithms that are able to rectify any apparent flaws 
in the present cluster geometry without introducing bias into the search strategy. 
An option with the current genetic algorithm implementation is to output a graphics file 
(pdb and/or rayshade fonnat) upon discovery of a new best structural configuration. In this 
way, a series of structural isomers is available for viewing during the course of evolution. 
The human observer, having witnessed this temporal progression of optimum states upto the 
present moment, may be in a position to predict the correct future course of action, upto sev-
eral 'pictures' ahead. Decisions that may be entirely obvious to the human observer may take 
the algorithm many tens or even hundreds of generations to independently 'discover'. The 
task for the intelligent observer algorithm is to act like an expert system from classical AI, 
running through a knowledge base of possible actions and an inference engine that enables 
actions pertaining to the knowledge base to be selected. A simple algorithm along these lines 
is present in the multi-component GA implementation for hydrocarbon systems in the fonn 
of a mutation operator that randomly reassigns hydrogen atoms (with zero or more than one 
nearest neighbour) to within bonding distance of a carbon atom with low coordination. 
8.2 Extensions to the network potential 
The aim of the previous network potential chapter was to provide an introduction to the 
inductive approach to potential model building and research on this subject could be con-
tinued along several fronts. There is considerable potential for improvement with both the 
implementation and training methods. 
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With the example of the C-N potential, the implementational efficiency may be im-
proved by training separate networks to model carbon-carbon, carbon-nitrogen and nitrogen-
nitrogen bonds. The complexity of each individual network would be less than the single 
network, with fewer inputs and possibly fewer hidden nodes. However, each network would 
require its own training data and no 'cross-Ieaming' between bond types would be permitted. 
This mayor may not be beneficial to accuracy. 
The predictive accuracy, provided by a constant set of training data, may be improved 
with the use of an alternative local optimisation algorithm for back-propagation that would 
replace the existmg gradient-descent implementation. In addition,lower regions of the train-
ing error surface may be encountered if the new back-propagation implementation employs 
a sophisticated adaptive learning rate algorithms, such as the delta-bar-delta rule [Jac88] that 
was mentioned briefly in section 7.4 of the previous chapter. Also the subject of parameter 
regularisation deserves consideration. The basic idea with regularisation is to stabIlise the 
trained network by means of an auxiliary nonnegative functional (additional to the sum of 
squared errors term) that embeds prior information - smoothness constraints on the input-
output mapping - restricting the network to weB-behaved functional representations. 
However, the practicality of our inductive approach could be enhanced most consider-
ably by replacing back-propagation with an alternative stochastic network training algorithm. 
Since the dimensionality of the network is small (only 6 hidden nodes), it should be pOSSIble 
to use a global optimisation algorithm, without analytic gradient calculations, to train the 
network. Certainly the training efficiency will be reduced considerably when compared with 
the current back-propagauon algorithm, but stochastic updating has one major advantage. 
This is discussed below. 
8.2.1 Stochastic Neural Network Training Algorithm 
This section considers a different approach to network training, one that does not require 
analytic gradient calculations. Instead, a stochastic global optimisation procedures is em-
ployed, such as simulated annealing or one of the evolutionary inspired algorithms, such as 
the genetic algorithm. In the latter case, a group of networks is simultaneously maintained 
and the genetic algorithm optimises the network design using analogies of natural selection. 
The complete set of weight and bias values would be binary encoded and juxtaposed to form 
a string called the chromosome. Each string, or more precisely the corresponding network, 
is next classified according to the generalisation error function that yields a fitness value, 
assigned so that the fittest strings have the smallest measure of error. As originally described 
in chapter four, a genetic crossover operator takes string segments from a pair of existing 
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strings to form a new string. If this new string is deemed fit then it is likely to survive and 
influence the form of future strings. 
One of the most important aspects of the back-propagation algorithm is its computational 
efficiency. In comparison, the stochastic global optimisation algorithms are significantly less 
efficient, taking far longer to converge to a suitable solution. The stochastic methods do, 
however, offer a distinct advantage over back-propagation for the training of the network 
potential; the instantaneous error ~(n), the squared difference between the actual and desired 
network output, is not necessarily required. This IS because the stochastic method does 
not need to calculate the rate of change of ~(n) with respect to the weights and biases of 
the network. So, if the value of the error at n is not needed, then the requirement for a 
direct mappmg between the input state and the desired output state is no longer necessary. 
This is particularly useful if values for the scalar quantity b(n), the many-body bond term, 
cannot readily be assigned to the set of input vectors ~l(n)' ... 'm(n). In addition, the lack 
of gradient calculations simplifies greatly the implementation of a regularisation term. 
With stochastic updating the training data can take the following form; 
((N(n), ~l(n)'12(n), ... ,m(n), n= l...m), v} 
where, as before, N(n) is used to indicate the number of atom triples (formed from the two 
bonded atoms plus one first atom neighbour) at n and the vector y (n) describes the local 
"-S 
environment of the sh atom triple for s from 1 to N. The final entry now provides the 
network with information pertaining to the accumulated desired response over the course of 
m sequential inputs. Here, the scalar quantity v is the value of the desired potential energy 
of the molecule, where the molecule is composed of m bonds described by the m sets of 
vectors ~1 (n), ... 'm(n), n = 1 .. . m. So the network no longer receives feedback on a bond 
by bond basis, but instead molecule by molecule. Thus to summarise, the data used to train 
the network consists of information describing several molecules, where each molecule is 
described by a set of L::'=l N(n) input vectors and a value for the potential energy of the 
molecule. 
I A Appendix ________________ -' 
Derivation of Gaussian Smoothed Potentials 
In this appendix the Gaussian transfonn of the Lennard-Jones and Morse potentials are de-
rived, using results obtained from More and Wu [MW95, MW96]. The Gaussian transfonn 
smooths the original function, maintaining the macroscopic features while removing high 
frequency components in the fonn of narrow local minimisers; the amount of smoothing is 
controlled by the smoothing parameter, A. 
Definition: The Gaussian transfonn (Vh. of a function V : lRn ...... lR 
1 { lIy-xlI2 (Vh.{x) = 1tnj2An JR" V(y)exp{- A2 )dy. 
where A is the smoothing parameter. 
Alternatively, (Vh. can be viewed as the expected value of V with respect to a Gaussian 
density function [MW96]. For pair potentials, we are interested in transforming a special 
class of functions that can be written as a linear combination of functions of the distance 
between two atom centres. The following results of More and Wu are required to transfonn 
the n dimensional Gaussian integral of V (x) into a single dimensional integral. 
Result 1: For the case of a function V : lR3 ...... lR of the fonn V{x) = v,,]{x,-Xj), where 
X,Xi,Xj E lR3, the Gaussian transfonn of V is given by 
Result 2: If V: lR3 ...... lR is of the fonn V{x) = h{1I x 11) for some even function h: lR ...... lR, 
then 
1 1~ {r s)2 (vh.{x) = Ay1tr _~ sh{s)exp{ - ~2 )ds 
is the Gaussian transfonn of V. 
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Parameter Values for Gaussian Approximation to the 
Lennard-Jones Potential 
Parameter Value Parameter 
14285.71428 bl 
-5.428571428 b2 
Value 
-5.9523809 
6.269327409 
Table A.I: "!\vo component (k = 2) Gaussian transform parameters 
Result 3: A decomposable function V : lRn 1-+ lR such that 
m n 
Vex} = I,{Il v"} (x})) 
k=1 }=I 
for some set of functions {v,,}} where v"} : lR ....... lR has the Gaussian transform 
m n 
{vh{x} = I, {Il (v},,}{Xj)) 
k=1 }=I 
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It is now possible to consider the transform of the potential V, comprising functions v"} : 
lR3 ...... lR of the distance between atoms i and j 
Vex) = L v,,}{x,-Xj) 
i,jES 
where S is some subset of all atom pairs. Applying result 1 together with result 3, it follows 
that, 
(Vh{x) = L (v',}}v2A{Xi- X}) 
i,}ES 
Since the mapping Vi,j : lR3 ...... lR, is a function of the distance between the coordinates of 
atoms i and j, 
v,,}{x) = h,,}{1I x ID 
for some mapping h,,} : lR ...... lR, the application of result 2 implies that the Gaussian transform 
of V takes the form 
1 1~ (vh{x) = L..fie sh{s)exp( 
,,}ESJi rcr,} -~ 
The Gaussian transform cannot be applied directly to the Lennard Jones potential since 
the resulting Gaussian integral is divergent. One solution (as proposed by Plela et a1 [PKS89]) 
is to accurately approximate the Lennard Jones potential with a sum of Gaussians of the form 
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Significant deviation between the two functions occurs only at very close atom separation 
distances, i.e small values of r. Such differences are unimportant when determining the 
binding energies of clusters close to the ground state. The working part of the potential can 
be made arbitrarily close to the desired form of the LJ potential. 
For the case of the approximation to the U potential h(r,}) = Lkakexp( -bk?,j), the 
Gaussian transform of V (x) = L,,}ESh(r'j) is calculated from the integral, 
(Vh,(x) = 
where as before,; = 2)..2; the values of the parameters ak,bk are given in table A.1. 
Another form of pair potential that satisfies the requirements set out at the start of the 
chapter, is the Morse potential. In common with the Lennard Jones potential, it IS expressed 
as the difference between an attractive term and a repulsive term. Unlike the Lennard Jones 
potential, it is a negative exponential expansion of the difference between the bond distance 
r,} and the dimer separation distance Re. 
For simplicity, this can be expresses as 
2 
V(r,}) = Lakexp( -bk(r,} - Re» 
k 
and the Gaussian transform is calculated from the integral 
(Vh,(x) = L Ll~ aksexp(-bk(s-Re)exp( (r;j~s)2)ds 
i,}ES k -~ Jl 
- L L-2ak.exP(~bk(b~+4Re-4r,})(b~-2r,j)' 
,,}ES k r,} 
I . B Appendix ________________ _ 
Derivation of the Backpropagation 
Algorithm for the Network Potential 
The backpropagation algorithm provides a computationally efficient method for the training 
of a mUltilayer neural network. The backpropagation algorithm assigns error correction to 
each of the Internal neurons in the network USing an application of the chain-rnle of differen-
tiation to propagate the error gradient from the output neurons 'backwards' towards neurons 
in the input layer. The following derivation of the BP a1gonthm for the network potential 
differs from the standard derivation for a conventional network architecture only in the fi-
nal section - that considers the connection between neurons in the first hidden layer and the 
nodes of the input layer. This final section is preceded by the standard derivation that con-
siders the propagation of the error gradient from the output layer (to the last hidden layer) as 
the first case and then from a subsequent conventional hidden layer as the second case. 
Before proceeding with the derivation, note that the indices i,j,k and 1 refer to the differ-
ent neurons in the network; starting at the output layer and working backwards, 1 refers to 
all those neurons in the output layer (only one output exists with network potential but is left 
as a variable for clarity), k refers to a conventional hidden layer neuron while j neurons are 
in the (unconventional) hidden layer that connects to the input nodes with subscripts i. Any 
summation without bounds is assumed to act over the entire index set of the layer. 
The error signal of an output neuron 1 associated with the rth exemplar (from a training 
set of size N) is defined as, 
The instantaneous sum of squared errors with this exemplar for a general network topology 
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with one or more output neurons is, 
1;(n) = & IA(n). 
I 
The objective of the learning process is to adjust all the weights in the network so as to 
minimise the instantaneous sum of squared errors over the entire set of N training exemplars, 
or equivalently the average squared error defined as, 
This term provides a measure of the traming performance associated with the complete set 
of free network parameters i.e. the complete set of weights and biases. However, with 
a pattem-by-pattern update implementation of the BP algorithm, an approximation to the 
average squared error is optImised; the anthmetic average of the weIght changes over the 
training set is an estimate of the true change that would result from minimising the cost 
functIon Sav over the entire training set [Hay94]. 
B.I Output Layer Neuron I 
With a gradient descent backpropagation algorithm, a correction dWlk(n) is applied to the 
synaptic weight wlk(n) that is proportional to the instantaneous error gradient a1;(n )/awlk(n). 
i.e. the correction 
dWlk(n) = -11aa1;(~)) 
Wlk n 
traces the error gradient downhill an amount proportional to the constant 11 that in the neural 
network literatl!re is referred to as the 'learning rate'. Referring to figure B.I, the correction 
term may be expressed as 
and where 
is the local error gradient defined as follows: 
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Figure B.l: Output layer and conventional hidden layer neurons 
Differentiating the instantaneous sum of squared errors of the network s(n) with respect to 
the instantaneous error e/(n) we get, 
os(n) 
oe/(n) = e/(n) 
and the derivauve of the error with respect to the output, 
oe/(n) =-1 
Oy/(n) . 
Next, differentiating with respect to v/(n), 
oy/(n) , 
ov/(n) = <i>J(v/(n)). 
Hence the backpropagation algorithm with gradient descent optimisation updates the weights 
of output layer neurons with the equation 
~W/k(n) - 11o/(n)Yk(n) where 
o/(n) - e/(n)<I>;(v/(n)). 
Note that the BP derivation is not dependent upon the input-output nonlinearity of the acti-
vation function and that the I subscript of <1>;0 implies that different activation functions can 
be used in different layers of the network. The prime is used to denote differentiation with 
respect to the 'net internal activity level' v/ (n). 
B.2 Conventional Hidden Layer Neuron 
Again, gradient descent optimisation requires that the weight updates take the form 
~wkJ(n) = - 11 ol;(n) 
oWkJ(n) 
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where 
" ( ) re. d~(n) 
Uk n dVk(n)' 
as with the case above, the local graruent is calculated with the application of the chain rule, 
so that 
since d~(n) 
dv/en) = o/(n), 
I, d~(n) dv/en) dYk(n) 
/ dv/en) dYk(n) dVk(n) 
</lk(vk(n)) I,S/(n)w/k(n) 
/ 
and 
Similarly, the backpropagation rule for an ordinary hidden neuron between layers i and j is 
given by 
1]Sj(n)y,(n) where 
</l~(vj(n)) I,Sk(n)wkj(n). 
k 
B.3 Unconventional Hidden Layer Neuron 
As with the conventional hidden node, the weight updating takes the fonD, 
where 
However, referring to the signal flow graph for the first forward stage in figure B.2, the 
output signal Yj(n) is now a function of N input signals and hence N net internal activity 
levels Vjl (n), vj2(n), .•. , vjN(n), so that 
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Yps 
Y"N 
Y, 
Y, 
Y.N 4>( V1N) 
Figure B.2: Input layer nodes and unconventional first hidden layer neurons 
where it is assumed that le (.) == 1 for all N input vectors, 
1 N 
YJ(n) = N I,cp(vJs(n». 
s=1 
Since 
dyj(n) _ CP'(vJs)(n) 
dvJs(n) - N and 
ClvJs(n) ( ) 
Cl () Yun. wJ1 n 
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it therefore follows that the backpropagation algorithm updates the weights and biases -
associated with the interconnections between the input nodes and neurons in the first hidden 
layer - using the following equation: 
When N = 1 the above reverts to the final expression given for the conventional hidden 
neuron. 
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