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Random survival forest and survival trees are popular models in
statistics and machine learning. However, there is a lack of general
understanding regarding consistency, splitting rules and influence of
the censoring mechanism. In this paper, we investigate the statistical
properties of existing methods from several interesting perspectives.
First, we show that traditional splitting rules with censored outcomes
rely on a biased estimation of the within-node failure distribution. To
exactly quantify this bias, we develop a concentration bound of the
within-node estimation based on non i.i.d. samples and apply it to
the entire forest. Second, we analyze the entanglement between the
failure and censoring distributions caused by univariate splits, and
show that without correcting the bias at an internal node, survival
tree and forest models can still enjoy consistency under suitable con-
ditions. In particular, we demonstrate this property under two cases:
a finite-dimensional case where the splitting variables and cutting
points are chosen randomly, and a high-dimensional case where the
covariates are weakly correlated. Our results can also degenerate into
an independent covariate setting, which is commonly used in the ran-
dom forest literature for high-dimensional sparse models. However,
it may not be avoidable that the convergence rate depends on the
total number of variables in the failure and censoring distributions.
Third, we propose a new splitting rule that compares bias-corrected
cumulative hazard functions at each internal node. We show that the
rate of consistency of this new model depends only on the number
of failure variables, which improves from non-bias-corrected versions.
We perform simulation studies to confirm that this can substantially
benefit the prediction error.
1. Introduction. Random forests [10] is one of the most popular ma-
chine learning tools. Many extensions of random forests [54, 35, 14, 46]
have seen tremendous success in statistical and biomedical related prob-
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lems [43, 52, 8, 28, 50, 59, 32] in addition to many applications to artificial
intelligence and other scientific fields.
The main advantage of forest- and tree-based [12] models is their non-
parametric nature. However, the theoretical properties have not been fully
understood yet to date, even in regression settings, although there has been
a surge of research on understanding the statistical properties of random
forests in classification and regression. [41] is one of the early attempts to
connect random forests to nearest neighbor predictors. Later on, a series of
works including [6, 5, 24] and [45] established theoretical results on simpli-
fied tree-building processes or specific aspects of the model. More recently,
[70] established consistency results based on an improved splitting rule cri-
teria; [64] analyzed the confidence intervals induced from a random forest
model; [42] established connections with Bayesian variable selection in the
high dimensional setting; [57] showed consistency of the original random
forests model on an additive model structure; and [65] studied the variance
component of random forests and established corresponding concentration
inequalities. For a more comprehensive review of related topics, we refer to
[7].
In this paper, we focus on the theoretical properties of a particular type
of tree- and forest-model, in which the outcomes are right-censored survival
data [23]. Censored survival data are frequently seen in biomedical studies
when the actual clinical outcome may not be directly observable due to
early dropout or other reasons. Random forest survival models have been
developed to handle censored outcomes, including [31, 29, 35, 69, 60] and
many others. However, there are few established theoretical results despite
the popularity of these methods in practice, especially in genetic and clinical
studies. For a general review of related topics, including single-tree based
survival models, we refer to [9]. To the best of our knowledge, the only
consistency result to date is given in [34] who considered the setting where all
predictors are categorical, while some other results are based on augmented
outcomes which transform the problem to a fully observed regression model
[61].
Our analysis provides insights into the consistency of survival forests
and trees in general settings. In particular, we investigate whether exist-
ing methodologies enjoys consistency when covariates are weakly correlated
if the splitting rule is searched by comparing the survival distribution of two
potential child nodes. The answer is mixed because a biased selection of the
splitting rule may occur if there are dependencies between the failure and
censoring variables. This can, of course, be overcome in a finite dimensional
case if the splitting rule is data-independent [5, 37], which leads to consis-
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tency. We further show that with suitable conditions, especially when the
failure distribution signal size is sufficiently large, a marginal screening type
of splitting rule can also lead to a consistent model. However, the consis-
tency depends on the total dimension of variables that are involved in the
failure and the censoring models. Even when the covariates are uniformly
distributed, as long as the failure and censoring times are not marginally
independent, splitting on censoring covariates may not be avoidable due to
entanglement between the failure and censoring distribution. This is mainly
caused by univariate splits, and this understanding has never been formu-
lated and analyzed in the literature. Motivated by this result, we propose
a new bias-correction procedure that actively selects the best splitting vari-
able at each internal node without the influence of the censoring distribution.
This establishes a connection with existing methodology developments such
as [29, 61], that converts censored observations to fully observed ones through
the inverse probability of censoring weighting. However, our proposed split-
ting rule is much more general in the sense that it compares the distribution
of survival time in the two potential child nodes, rather than focusing on the
mean survival differences. We further show that with this new approach, we
are able to improve the rate of consistency to depend on the dimension of the
failure time model. Numerical results show that this yields a much-improved
model fitting with reduced prediction error compared with its non-corrected
counterparts.
The remainder of this paper is organized as follows to convey our find-
ings: in Section 2, we introduce tree-based survival models and some basic
notation. Section 3 is devoted to demonstrating a fundamental property of
the survival tree model associated with splitting rule selection and terminal
node estimation. A concentration inequality of the Nelson-Aalen [1] estima-
tor based on non-identically distributed samples is established. Utilizing this
result, we derive adaptive concentration bounds of the entire model in Section
4.1. Furthermore, in Sections 4.2 and 4.3, we establish consistency for two
particular choices of splitting rules: a finite dimensional case with a random
splitting rule and an infinite dimensional case with data adaptive marginal
screening. Finally, in Section 5, we propose a bias-corrected version of the
random survival forest and compare that to the non-corrected versions and
confirm our analysis. Further discussions are provided in Section 6. Details
of proofs are given in the appendices, and a summary of notation is given
before the appendices for convenience.
2. Survival tree and forest models. The essential element of tree-
based survival models is recursive partitioning. A d-dimensional feature space
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X is partitioned into terminal nodes. For a single tree model, we denote the
collection of these terminal nodes as A = {Au}u∈U , where U is a set of
indices, X = ⋃u∈U Au and Au ∩ Al = ∅ for any u 6= l. We also call A a
partition of the feature space X . In a traditional tree-building process [12],
binary splitting rules are used. Hence all terminal node are (hyper)rectangles,
i.e., A = ⊗dj=1(aj , bj ]. In other examples, linear combination splits [46,
38, 70] may result in more complex structures of terminal nodes. However,
regardless of the construction of the trees, the terminal node estimations
are obtained by treating the within-node observations as a homogeneous
group. Before giving a general algorithm of tree-based survival models, we
first introduce some notation.
Following the standard notation in the survival analysis literature, let
Dn = {Xi, Yi, δi}ni=1 be a set of n i.i.d. copies of the covariates, observed
survival time, and censoring indicator, where the observed survival time
Yi = min(Ti, Ci), and δi = 1(Ti ≤ Ci). We assume that each Ti follows
a conditional distribution Fi(t) = pr(Ti ≤ t | Xi), where the survival func-
tion is denoted by Si(t) = 1− Fi(t), the cumulative hazard function (CHF)
Λi(t) = − log{Si(t)}, and the hazard function λi(t) = dΛi(t)/dt. The cen-
soring time Ci follows the conditional distribution Gi(t) = pr(Ci ≤ t | Xi),
where a non-informative censoring mechanism, Ti ⊥ Ci | Xi, is assumed.
In tree-based survival models, terminal node estimation is a crucial part.
For any node Au, this can be obtained through the Kaplan-Meier [36] esti-
mator for the survival function or the Nelson-Aalen [49, 1] estimator of the
CHF based on the within-node samples. Our focus in this paper is on the
following Nelson-Aalen estimator
Λ̂Au,n(t) =
∑
s≤t
∑n
i=1 1(δi = 1)1(Yi = s)1(Xi ∈ Au)∑n
i=1 1(Yi ≥ s)1(Xi ∈ Au)
,(1)
and the associated Nelson-Altshuler estimator [3] for the survival function
when needed:
ŜAu,n(t) = exp
{− Λ̂Au,n(t)}.
A survival tree model yields a collection of doublets {Au, Λ̂Au,n}u∈U . In
a survival forest model [35, 69], a set of B trees are fitted. In practice,
B = 1000 is used in the popular R package randomForestSRC as the default
value. Hence, a collection of partitions {{Abu, Λ̂Abu,n}u∈Ub}Bb=1 is constructed.
These trees are constructed with a bootstrap sampling mechanism or with
the entire training data, with various types of additional randomness, such
as [25]. To facilitate later arguments, we conclude this section by providing
a high-level outline (Algorithm 1) of a survival forest model, while other
details are deferred to later sections.
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Algorithm 1: Pseudo algorithm for survival forest models
Input: Training dataset Dn, terminal node size k, number of trees B;
1 for b = 1 to B do
2 Initiate A = X , a bootstrap sample Dbn of Dn, Kb = ∅, u = 1;
3 At a node A, if ∑
Xi∈Dbn 1(Xi ∈ A) < k, proceed to Line 5. Otherwise, construct
a splitting rule such that A = Aleft ∪Aright, where Aleft ∩Aright = ∅. ;
4 Send the two child nodes Aleft and Aright to Line 3 separately;
5 Conclude the current node A as a terminal node Abu, calculate Λ̂Abu,n using the
within-node data, and update Kb = Kb ∪ {u} and u = u+ 1;
6 end
7 return {{Abu, Λ̂Abu,n}u∈Kb}Bb=1
3. Biasedness of splitting rules. One central idea throughout the sur-
vival tree and forest literature is to construct certain goodness-of-fit statistics
that evaluate the impurity reduction across many candidate splitting rules.
The best splitting rule is then selected and implemented to partition the
node. This essentially resembles the idea in a regression tree setting where
the mean differences or equivalently the variance reduction is used as the
criterion. The most popular criterion in survival tree models is constructed
through the log-rank statistic [27, 16, 40, 22, 35, 69] and other nonparamet-
ric comparisons of two curves, such as the Kolmogorov-Smirnov, Wilcoxon-
Gehan and Tarone-Ware statistics [17, 58]. However, these methods are gen-
erally believed to be biased because they do not appropriately consider the
censoring distribution. Hence, other ideas are motivated, such as likelihood
or model-based approaches [15, 20, 44, 2, 62, 22], inverse probability of cen-
soring weighting (IPCW) [47, 29], double robust correction of the observed
data [61], and others [67, 39]. [9] provides a comprehensive review of the
methodological developments of survival tree models.
The literature on the theoretical analysis of survival tree and forest meth-
ods is relatively sparse. One of the more recent general results is [34], who
established uniform consistency of random survival forests [35] by assuming
a discrete feature space, which can happen, for example, when the covari-
ates are genotyping data. The idea can be extended to many other specific
survival tree models. However, the discrete distribution assumption of the
feature space is not satisfied in most applications. The major difficulty of the
theoretical developments in a general setting is the highly complex nature of
the splitting rules and their interference with the entire tree structure.
3.1. Within-node estimation. To begin our analysis, we start by inves-
tigating the Kaplan-Meier (KM) and the Nelson-Altshuler (NA) estimators
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of the survival function. There are two main reasons that we revisit these
classical methods: first, these methods are wildly used for terminal node es-
timation in fitted survival trees. Hence, the consistency of any survival tree
model inevitably relies on their asymptotic behavior; second, the most pop-
ular splitting rules, such as the log-rank, Wilcoxon-Gehan and Tarone-Ware
statistics, are all essentially comparing the KM curves across the two po-
tential child nodes, which again plays an important role in the consistency
results. We note that although other splitting criteria exist, our theoreti-
cal framework can be extended to their particular settings. Without making
restrictive distributional assumptions on the underlying model, our results
show that these popular splitting rules, not surprisingly, are affected by the
underlying censoring distribution. Hence the splitting variables are essen-
tially biased, in the sense that the most important variable may not be used
asymptotically. Our contribution to the existing literature is that we ex-
actly quantify this biased estimator by developing a concentration bound
around its true mean. Noticing that the KM and the NA estimators are
the two most commonly used estimators, the following Lemma bounds their
difference through an exact inequality regardless of the underlying data dis-
tribution. The proof follows mostly from [19] and is given in the Appendices.
Lemma 3.1. Let ŜKM(t) and ŜNA(t) be the Kaplan-Meier and the Nelson-
Altshuler estimators, respectively, obtained using the same set of samples
{Yi, δi}ni=1. Then we have,
|ŜKM(t)− ŜNA(t)| < ŜKM(t) 4∑n
i=1 1(Yi ≥ t)
,
for any observed failure time point t such that ŜKM(t) > 0.
The above result suggests that calculating the difference between two KM
curves is asymptotically the same as using the NA estimator as long as
we only calculate the curve up to a time point where the sample size is
sufficiently large. For this purpose, Assumption 1 is always used throughout
this paper. Note that similar assumptions are commonly used in the survival
analysis literature, for examples, pr(T ≥ τ) > 0 in [23], and pr(C ≥ τ) > 0
in [48]. Then, with large probability, ŜNA(t) = ŜKM(t) + O(1/n) across all
terminal nodes.
Assumption 1. There exists fixed positive constants τ < ∞ and M ∈
(0, 1), such that
pr(Y ≥ τ | X = x) ≥M,
for all x ∈ X .
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3.2. A motivating example. Noticing that the splitting rule selection pro-
cess is essentially comparing the survival curves computed from two potential
child nodes, we take a closer look at this process. Most existing analyses of
the KM estimator assume that the observations are i.i.d. [13, 26] or at least
one set of the failure times or censoring times are i.i.d. [68]. However, this
is almost always not true for tree-based methods at any internal node be-
cause both Ti’s and Ci’s typically depend on the covariates. The question
is whether this affects the selection of the splitting variable. We first use a
simulation study to demonstrate this issue.
Consider the split at a particular node. We generate three random vari-
ables:X(1),X(2) andX(3) from a multivariate normal distribution with mean
0 and covariance matrix Σ, where all diagonal elements of Σ are 1, and the
nonzero off-diagonal elements are Σ12 = Σ21 = 0.8. The failure distribu-
tion is exponential with mean exp(−1.25X(1) −X(3) + 2). We consider two
censoring distributions for C: an exponential distribution with mean 2 for
all subjects, i.e., independent of T ; and the second one is an exponential
distribution with mean equal to exp(−3X(2)). The splitting rule is searched
for by maximizing the log-rank test statistic between the two potential child
nodes {X(j) ≤ c,X ∈ A} and {X(j) > c,X ∈ A}, and the cutting point c is
searched on the range of the variable. In an ideal situation, one would expect
the best splitting rule to be constructed using X(1) with large probability,
since it carries the most signal. This is indeed the case as shown in the first
row of Table 1 for the i.i.d. censoring case, but not so much for the depen-
dent censoring case. The simulation is done with n = 1000 and repeated
1000 times. While this only demonstrates the splitting process on a single
node, the consequence of this on the consistency of the entire tree is much
more involved since the entire tree structure can be altered by the censoring
distribution. It is difficult to draw a definite conclusion at this point, but the
impact of the censoring distribution is clearly demonstrated.
Table 1
Probability of selecting the splitting variable.
Censoring distribution X(1) X(2) X(3)
Gi identical 0.978 0.001 0.021
Gi depends on X
(2)
i 0.281 0.037 0.682
3.3. Survival estimation based on independent, non-identically distributed
observations. It now seems impossible to analyze the consistency without
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exactly quantifying the within node estimation performance. We look at two
different quantities corresponding to the two scenarios used above. The first
one is an averaged CHF within any node A:
ΛA(t) =
1
µ(A)
∫
x∈A
Λ(t | x)dP(x),(2)
where P is the distribution of X, and µ(A) = ∫x∈A dP(x) is the measure
of node A. Clearly, since in the first case, the censoring distribution is not
covariate dependent, we are asymptotically comparing ΛA(t) on the two child
nodes, which results in the selection of the first variable. This should also be
considered as a rational choice since X(1) contains more signal at the current
node.
In the second scenario, i.e., the dependent censoring case, the within-node
estimator Λ̂A,n(t) does not converge to the ΛA(t) in general, which can be
inferred from the following theorem. As the main result of this section, The-
orem 3.2 is interesting in its own right for understanding tree-based survival
models, since it establishes a bound of the survival estimation under indepen-
dent but non-identically distributed samples, which is a more general result
than [68]. It quantifies exactly the estimation performance for each potential
child node, hence is also crucial for understanding splitting rules in general.
Theorem 3.2. Let Λ̂n(t) be the Nelson-Aalen estimator of the CHF from
a set of n independent samples {Yi, δi}ni=1 subject to right censoring, where
the failure and censoring distributions (not necessarily identical) are given by
Fi’s and Gi’s. Under Assumption 1, we have for ǫ1 ≤ 2 and n > 4/(ǫ21M4),
pr
(
sup
t<τ
∣∣∣Λ̂n(t)− Λ∗n(t)∣∣∣ > ǫ1) < 16(n + 2) exp{−nM4ǫ211152 },(3)
where
Λ∗n(t) =
∫ t
0
∑
[1−Gi(s)]dFi(s)∑
[1−Gi(s)][1 − Fi(s)] .(4)
The proof is deferred to Appendix A. Based on Theorem 3.2, if we restrict
ourselves to any node A, the difference between the within-node estimator
Λ̂A,n(t) and
Λ∗A,n(t) =
∫ t
0
∑
Xi∈A[1−Gi(s)]dFi(s)∑
Xi∈A[1−Gi(s)][1 − Fi(s)]
(5)
is bounded above, where Λ∗A,n(t) is some version of the underlying true cu-
mulative hazard contaminated by the censoring distribution. Noting that
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Λ∗A,n(t) also depends on the sampling points Xi’s, we further develop Lemma
D.1 in the Appendix to verify that Λ∗A,n(t) and its expected version Λ
∗
A(t)
are close enough, where
Λ∗A(t) =
∫ t
0
EX∈A[1−G(s | X)]dF (s | X)
EX∈A[1−G(s | X)][1 − F (s | X)] .(6)
It is easy to see that the difference between Λ∗A,n(t) and ΛA(t) will vanish
if the Fi’s are identical within a node A (a sufficient condition). Note that
this is what we are hoping for eventually at a terminal node.
Λ∗A,n(t) =
∫ t
0
∑
Xi∈A[1−Gi(s)]∑
Xi∈A[1−Gi(s)]
dF (s)
1− F (s)
(if Fi ≡ F for all Xi ∈ A)
=
∫ t
0
dF (s)
1− F (s) =
1
µ(A)
∫
x∈A
∫ t
0
dF (s)
1− F (s)dP(x) = ΛA(t).(7)
As we demonstrated in the simulation study above, comparing Λ̂A,n(t)
between two child nodes may lead to a systematically different selection of
splitting variables than using ΛA(t) which is not known a priori. The main
cause of the differences between these two quantities is that the NA estima-
tor treats each node as a homogeneous group, which is typically not true.
Another simple interpretation is that although the conditional independence
assumption T ⊥ C | X is satisfied, we have instead T 6⊥ C | 1(X(j) < x) at
an internal node. This tangling between the censoring and failure distribu-
tions makes it a very changeling problem because, at each internal node, we
may only select one variable to split.
4. Consistency of survival tree and forest. It becomes apparent
now that this bias plays an important role in the asymptotic properties of
survival tree and forest models. However, an important question we may
ask is, whether this affects the consistency of existing methodologies? To
answer this question, we provide several analyses of consistency in differ-
ent settings. Noticing that difficulty arises when the splitting rule is highly
data dependent, we first investigate the consistency under random splitting
rules and finite d (Section 4.2) to help our understanding. An analog of this
result for regression and classification settings was proposed by [11], and fur-
ther analyzed by [41, 6, 5, 4] and many others. However, it is significantly
more difficult when the splitting rule is data dependent, especially when
the number of dimensions d is diverging with n. Note that Λ̂n(t) is a biased
estimation of the within node averaged CHF, any marginal comparison split-
ting rule may falsely select a variable involved in the censoring mechanism.
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Furthermore, any dependencies in the high-dimensional setting may lead us
to further falsely select a noise variable because they will marginally carry
signals. Hence, we investigate a high-dimensional setting where the noise
variables have weak dependencies with the important variables (to be de-
fined later). Under suitable conditions and some necessary modifications to
the tree-build process, we show that a survival tree or forest model can still
achieve consistency, however, with its rate possibly affected by the censoring
distribution. To establish these results, we use the variance-bias breakdown
and start by analyzing the variance component of a survival tree estimator.
4.1. Adaptive concentration bounds of survival trees and forests. We fo-
cus on quantifying the survival forest models from a new angle, namely
the adaptive concentration [65] of each terminal node estimator to the true
within-node expectation. In the sense of the variance-bias breakdown, the
goal of this section is to quantify a version of the variance component of a
tree-based model estimator. To be precise, with large probability, our main
results bound
∣∣Λ̂A,n(t)−Λ∗A,n(t)∣∣ across all possible terminal nodes in a fitted
tree or forest. The adaptiveness comes from the fact that the target of the
concentration is the censoring contaminated version Λ∗A,n(t), which is adap-
tively defined for each node A with the observed samples, rather than as
a fixed universal value. The results in this section have many implications.
Since this bound is essentially the variance part of the estimator, we can
then focus the bias part to show consistencies. Although this may still pose
challenges in specific situations, our later examples of consistency provide a
framework that is largely applicable to most existing methods.
We start with some additional definitions and notations. Following our
previous assumptions on the underlying data generating model, we observe
a set of n i.i.d. samples Dn. We view each tree as a partition of the feature
space, denoted A = {Au}u∈U , where the Au’s are non-overlapping hyper-
rectangular terminal nodes. We first define valid survival tree and forest
estimators of the CHF. Roughly speaking, with certain constraints, these
are all the possible survival tree or forest estimators resulted from a set of
observed data. First, borrowing Definitions in [65], we denote the set of all
{α, k}-valid tree partitions by Vα,k(D). In addition, we define the collection
{A (b)}Bb=1 as a valid forest partition if each of its tree partitions are valid. We
denote the set of all such valid forest partitions as Hα,k(D). A valid survival
tree or forest estimator is induced from the corresponding valid set.
Definition 4.1 (Valid survival tree and forest). Given the observed data
Dn, a valid survival tree estimator of the CHF is induced by a valid partition
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A ∈ Vα,k(Dn) with A = {Au}u∈U :
Λ̂A ,n(t | x) =
∑
u∈U
1(x ∈ Au)Λ̂Au,n(t),(8)
where each Λ̂Au,n(t | x) is defined by Equation (1). Furthermore, a valid
survival forest Λ̂{A(b)}B1 ,n is defined as the average of B valid survival trees
induced by a collection of valid partitions {A(b)}B1 ∈ Hα,k(Dn),
Λ̂{A(b)}B1 ,n(t | x) =
1
B
B∑
b=1
Λ̂A(b),n(t | x).(9)
We also define the censoring contaminated survival tree and forest, which
are asymptotic versions of the corresponding within-node average estima-
tors of the CHF. Note that by Theorem 3.2, these averages are censoring
contaminated versions Λ∗A,n(t), but not the true averages ΛA(t).
Definition 4.2 (Censoring contaminated survival tree and forest). Given
the observed data Dn and A ∈ Vα,k(Dn), the corresponding censoring con-
taminated survival tree is defined as
Λ∗A ,n(t | x) =
∑
u∈U
1(x ∈ Au)Λ∗Au,n(t),(10)
where each Λ∗Au,n(t) is defined by Equation (5). Furthermore, let {A(b)}B1 ∈Hα,k(Dn). Then the censoring contaminated survival forest is given by
Λ∗{A(b)}B1 , n(t | x) =
1
B
B∑
b=1
Λ∗A(b), n(t | x).(11)
Our adaptive concentration bound result considers the quantity
Λ̂A ,n(t | x)− Λ∗A ,n(t | x)
for all valid partitions A ∈ Vα,k(Dn). We first specify several regularity
assumptions. The first assumption is a bound on the dependence of the
individual features. Note that in the literature, uniform distributions are
often assumed [6, 5] on the covariates, which implies independence. To allow
dependency among covariates, we assume the following two assumptions,
which have also been considered in [65]. Without loss of generality, we assume
that covariates are distributed on [0, 1]d.
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Assumption 2. Covariates X ∈ [0, 1]d are distributed according to a
density function p(·) satisfying 1/ζ ≤ p(x) ≤ ζ for all x and some ζ ≥ 1.
We also set a restriction on the tuning parameter k, the minimum terminal
node size, which may grow with n and dimension d via the following rate:
Assumption 3. Assume that k is bounded below so that
(12) lim
n→∞
log(n)max{log(d), log log(n)}
k
= 0.
Then we have the adaptive bound for our tree estimator in the following
theorem. The proof is collected in Appendix B.
Theorem 4.1. Suppose the training data Dn satisfy Assumptions 1 and
2, and the rate of the sequence (n, d, k) satisfies Assumption 3. Then all valid
trees concentrate on a censoring contaminated tree:
sup
t<τ, x∈[0,1]d,A ∈Vα,k(Dn)
∣∣∣Λ̂A ,n(t | x)− Λ∗A ,n(t | x)∣∣∣
≤ M1
√
log(n/k)[log(dk) + log log(n)]
k log((1 − α)−1) ,
with probability larger than 1− 2/√n, for some universal constant M1.
The above theorem holds for all single tree partitions in Vα,k(Dn). Conse-
quently, we have a similar result for the forest estimator in Corollary B.1.1
in Appendix B.
Remark 4.2. In a moderately high dimensional setting, i.e. d ∼ n,
the rate is log(n)/k1/2. In an ultra high dimensional setting, for example,
log(d) ∼ nϑ, where 0 < ϑ < 1, the rate is close to nϑ/k1/2. The rate that
k grows with n cannot be too slow in order to achieve the bound in the ul-
tra high dimensional setting. This is somewhat intuitive since if k grows too
slowly then we are not able to bound all possible nodes in a single tree.
The results established in this section essentially address the variance
component in a fitted random forest. We chose not to use the true within-
node population averaged quantity Λ∗A(t) (see Equation 6), or its single tree
and forest versions as the target of the concentration. This is because such a
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result would require bounded density function of the failure time T . However,
when f(t) is bounded, the results can be easily generalized to
∣∣Λ̂A,n(t) −
Λ∗A(t)
∣∣. Lemma 4.6 in Section 4.3 provides an analog of Theorem 3.2 in this
situation.
With the above concentration inequalities established, we are now in a
position to discuss consistency results. We consider two specific scenarios: a
finite dimensional case where the splitting rule is generated randomly, and
an infinite dimensional case using the marginal difference of Nelson-Aalen
estimators as the splitting rule.
4.2. Consistency under random splitting rules when dimension d is finite.
Assume that the dimension d of the covariates space is fixed and finite. At
each internal node we choose the splitting variable randomly and uniformly
from all covariates [5, 37]. When the splitting variable is chosen, we choose
the splitting point uniformly at random such that both child nodes contain
at least α proportion of the samples in the parent node. We will bound the
bias term
sup
t<τ
EX
∣∣∣Λ∗{A(b)}B1 , n(t | X)− Λ(t | X)∣∣∣ .
It should be noted that in Section 4.1, we did not treat the tree and forest
structures (A and {A(b)}B1 ) as random variables. Instead, they were treated
as elements of the valid structure sets. However, in this section, once a par-
ticular splitting rule is specified, these structures become random variables
associated with certain distributions induced from the splitting rule. When
there is no risk of ambiguity, we inherit the notation Λ̂A ,n to represent a tree
estimator, where the randomness of A is understood as part of the random-
ness in the estimator itself. A similar strategy is applied to the forest version.
Before presenting the consistency results, we make an additional smoothness
assumption on the hazard function:
Assumption 4. For any fixed time point t, the CHF Λ(t | x) is L1-
Lipschitz continuous in terms of x, and the hazard function λ(t | x) is L2-
Lipschitz continuous in terms of x, i.e., |Λ(t | x1)−Λ(t | x2)| ≤ L1||x1−x2||
and |λ(t | x1) − λ(t | x2)| ≤ L2‖x1 − x2‖, respectively, where ‖ · ‖ is the
Euclidean norm.
We are now ready to state our main consistency results for the proposed
survival tree model. Theorem 4.3 provides the point-wise consistency result.
The proof is collected in Appendix C.
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Theorem 4.3. Under Assumptions 1–4, the proposed survival tree model
with random splitting rule is consistent, i.e., for each x ∈ [0, 1]d,
sup
t<τ
∣∣Λ̂A ,n(t | x)− Λ(t | x)∣∣ = O(
√
log(n/k)[log(dk) + log log(n)]
k log((1 − α)−1) +
(k
n
) c1
d
)
,
with probability at least 1− wn, where
wn =
2√
n
+ d exp
{
− c
2
2 log1/α(n/k)
2d
}
+ d exp
{
− (1− c2)c3c
2
4 log1/α(n/k)
2d
}
,
and c2, c4 ∈ (0, 1), c3 = (1− 2α)/8 and c1 = c3(1− c2)(1− c4)/log1−α(α).
Remark 4.4. The first part
√
log(n/k)[log(dk)+log log(n)]
k log((1−α)−1) in the bound comes
from the concentration results and the second part (k/n)c1/d comes from
the bias. We point out that the optimal rate is obtained by setting k =
nc3/[c3+d log1−α(α)/2], and then the optimal rate is close to n−c3/[2c3+d log1−α(α)].
If we further assume that we always split at the middle point at each inter-
nal node, then the optimal rate degenerates to n−1/(d+2) obtained by setting
k = nd/(d+2).
The consistency result can be easily extended to survival forests with B
trees. Theorem 4.5 presents an integrated version, which can be derived from
Theorem 4.3. The proof is collected in Appendix C.
Theorem 4.5. Under Assumptions 1-4, the proposed survival forest is
consistent, i.e.,
lim
B→∞
sup
t<τ
EX |Λ̂{A(b)}B1 ,n(t | X)− Λ(t | X)|
= O
(√
log(n/k)[log(dk) + log log(n)]
k log((1− α)−1) +
(k
n
) c1
d
+ log(k)wn
)
,
where wn is a sequence approaching to 0 as defined in Theorem 4.3, c2, c4 ∈
(0, 1), c3 = (1− 2α)/8 and c1 = c3(1− c2)(1 − c4)/ log1−α(α).
4.3. Consistency under adaptive splitting rules. We have so far estab-
lished consistency results for both survival trees and forests for finite dimen-
sion d. In this section, we allow the dimension d go to infinity with sample size
n while the covariates are possibly correlated. We note that this is not a com-
monly used setting in the literature because it can be difficult to control the
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marginal distribution of a noise variable. We first provide several definitions.
We assume that there are d0 important features involved in the failure time
distribution, and denote MF the set of their indices, hence MF ⊂ {1, . . . d}.
Precisely, we have T ⊥ X|XMF . The number of features involved in both
the failure time and censoring time distributions is d0+ d1, where d0 and d1
are fixed, and denoted MFC their indices. However, this does not imply that
there are only d1 variables for the censoring distribution, because the fail-
ure variables and censoring variables may share some common indices. For
example, age, as a commonly used demographic variable can be informative
for both the clinical outcome of interest (failure) and the lost to follow-up
(censoring). However, splitting such variables is necessary as long as they are
involved in the failure distribution. The splits that we may want to avoid is
on the variables in the set MC defined as MFC \MF , making d1 = |MC |.
However, our later analysis indicates that this may not be avoidable because
of the biasedness caused by censoring. Lastly, we define the set of noise vari-
ables’ indices as MN = {1, . . . d} \MFC . We make the following assumption
on the weak dependencies between noise variables and variables in MFC .
Assumption 5. We assume that the conditional distribution of the fail-
ure and censoring covariates XMFC has weak dependencies on any univariate
noise variable, in the sense that for some constant γ > 1, we have
γ−1 <
p(XMFC = x|X(j) = x1)
p(XMFC = x|X(j) = x2)
< γ,
for any x1, x2 ∈ [0, 1], (d0 + d1)-dimensional vector x and any j ∈ MN .
Assumption 5 relaxes the commonly used independent covariate assump-
tion in the literature [5, 70, 57, 63]. However, this poses significant difficulties
when evaluating the marginal signal carried by a noise variable, meaning that
the difference between the two potential child nodes may not be 0. A large
threshold is necessary to prevent the noise variables from entering the model,
as shown in the later results. However, as the correlation reduces to 0, i.e.,
γ = 1, the threshold will naturally degenerate to 0. We further need an
assumption on the effect size of the failure variable.
Assumption 6. Marginal signal of the failure distribution. Let A be any
internal node, and j ∈ MF be a variable that has never been split, i.e., the
range of X(j) in node A is [0, 1]. Let A+j and A−j be defined as A+j (c) = {X :
X(j) ≥ c} and A−j (c) = {X : X(j) < c}, respectively. And further define the
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right/left average CHFs as
ℓ+(j, t, c) =
∫ t
0
EX∈A+j (c)f(s | X)
EX∈A+j (c)[1− F (s | X)]
ds,
ℓ−(j, t, c) =
∫ t
0
EX∈A−j (c)f(s | X)
EX∈A−j (c)[1− F (s | X)]
ds.
Then there exists a time point t0 ∈ [0, τ ], a constant c0 ∈ (0, 1), and minimum
effect size ℓ > 2(γ2 − γ−2)τL/M2, such that
Mℓ+(j, t0, c0)−M−1ℓ−(j, t0, c0) > ℓ, if ℓ+(j, t0, c0) > ℓ−(j, t0, c0),
or Mℓ−(j, t0, c0)−M−1ℓ+(j, t0, c0) > ℓ, if ℓ+(j, t0, c0) < ℓ−(j, t0, c0),
where τ and M are defined in Assumption 1, γ is defined in Assumption 5,
and L is an upper bound of f(t|x) for all x ∈ [0, 1]d.
This assumption can be interpreted as the following. First, ℓ+(j, t, c) and
ℓ−(j, t, c) are the averaged CHFs on the left and right-hand side, respectively,
of a split at the jth variable. The constant M and its reciprocal can be
understood as the minimum and maximum contamination, respectively, of
the censoring distribution on these CHFs. The assumption requires that if
the difference of these contaminated versions is sufficiently large at some
time point t0 and some cut point c0. Note that M is a lower bound of
pr(C ≥ τ | X = x), this essentially bounds below the signal size regardless
of any dependency structures between C and T . However, in some trivial
cases, such as when the Gi’s are identical, the constant M can be removed
from the assumption due to the independence between T and C. A simplified
version will be provided in Assumption 7 in Section 5. Furthermore, ℓ can be
an arbitrarily small constant if γ = 1, which is essentially the independent
covariates case.
Another important observation of this assumption is that t0 can be arbi-
trary. Hence, we essentially allow the CHFs of different subjects to cross each
other. As a comparison, we note that in many popular survival models, such
as the Cox proportional hazard model, the CHF is a monotone function of
X on the entire time domain. Hence the survival curve of any subject can
only be completely above or below that of another subject. However, when
the survival curves cross each other, a log-rank test may not be effectively
[23, 21]. When we incorporate the splitting rule (in Algorithm 2) that detects
the maximum differences on [0, τ). Hence, our model is capable of detecting
non-monotone signals of the CHF as a function of both X and t, making our
approach more powerful than the traditional log-rank test splitting rule.
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Algorithm 2: A marginal splitting rule for survival forest
1 At any internal node A containing at least 2k training samples, we pick a splitting
variable j ∈ {1, . . . , d} uniformly at random;
2 We then pick the splitting point c˜ using the following rule such that both child
nodes contain at least proportion α of the samples at A:
c˜ = argmax
c
∆1(c),
where ∆1(c) = maxt<τ
∣∣Λ̂A+
j
(c),n
(t)− Λ̂A−
j
(c),n
(t)
∣∣, A+j (c) = {X : X(j) ≥ c}, and
A−j (c) = {X : X(j) < c}, X(j) is the j-th dimension of X;
3 If the variable j has already been used along the sequence of splitting rules leading
up to A, or the following inequality holds for some constant M3:
∆1(c˜) ≥ (γ
2 − γ−2)
τL
M2
+M3
√
log(n/k)[log(dk) + log log(n)]
k log((1− α)−1)
,
then we split at c˜ along the j-th variable. If not, we randomly sample another
variable out of the remaining variables and proceed to Step 2). When there is no
remaining feasible variable, we randomly select an index out of d and split at c˜.
Finally, to make a splitting rule concrete, we provide Algorithm 2, which
marginally compares the estimated CHF over all time points and uses the
difference to select the best split. Based on this algorithm, Lemma D.2 in
Appendix D shows that our d dimensional survival forest is equivalent to a
(d0 + d1) dimensional survival forest with probability larger than 1− 3/
√
n.
This means that with a large probability, we shall never split on the noise
variable set MN . We highlight here that Λ
∗
A,n(t) is an essential tool to prove
Lemma D.2. The intuition here is that when the failure distribution doesn’t
depend on the variable j, the quantity
∫ t
0
EX∈A+j (x)[1−G(s | X)]dF (s | X)
EX∈A+j (x)[1−G(s | X)][1 − F (s | X)]
−
∫ t
0
EX∈A−j (x)[1−G(s | X)]dF (s | X)
EX∈A−j (x)[1−G(s | X)][1 − F (s | X)]
is bounded by a small constant under weak dependency. However, this is
quantity will degenerate to 0 as long as the dependency vanishes, i.e., γ =
1, since dF (s|X)/[1 − F (s|X)] separates regardless of what the censoring
distribution is. The proof is indeed beautiful and neat, which is deferred to
Appendix D.
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Notice that Λ∗A,n(t) is a sample version of the asymptotic distribution of
the terminal node A. In Lemma 4.6, we show the bound of the difference
of Λ∗A,n(t) and its integrated version Λ
∗
A(t) across all valid nodes A, where
Λ∗A(t) is as defined in Equation (6). The proof is given in Appendix D.
Lemma 4.6. Under Assumptions 1-3 and further assume that the condi-
tional density function f(t | x) of the failure time T is bounded by L for all
x ∈ [0, 1]d. The difference between Λ∗
A ,n(t) and Λ
∗
A
(t) is bounded by
sup
t<τ, x∈[0,1]d,A ∈Vα,k(Dn)
∣∣Λ∗A ,n(t | x)− Λ∗A (t | x)∣∣
≤ M2
√
log(n/k)[log(dk) + log log(n)]
k log((1 − α)−1) ,
with probability larger than 1− 1/√n.
Based on Lemma D.2 provided in Appendix D, we essentially only split
on (d0 + d1) dimensions with probability larger than 1− 3/
√
n on the entire
tree. The consistency holds from Theorem 4.3. The following result shows
the consistency of the proposed survival forest. The proof is almost identical
to Theorem 4.5:
Theorem 4.7. Under Assumptions 1-6, the proposed survival tree using
the splitting rule specified in Algorithm 2 is consistent, i.e., for any x,
sup
t<τ
|Λ̂{A(b)}B1 ,n(t | x)− Λ(t | x)|
= O
(√
log(n/k)[log{(d0 + d1)k}+ log log(n)]
k log((1− α)−1) +
(k
n
) c1
d0+d1
)
,
with probability at least 1− wn, where
wn =
3√
n
+ (d0 + d1)
[
exp
{
− c
2
2 log1/α(n/k)
2(d0 + d1)
}
+ exp
{
− (1− c2)c3c
2
4 log1/α(n/k)
2(d0 + d1)
}]
,
c2, c4 ∈ (0, 1), c3 = (1 − 2α)/8 and c1 = c3(1 − c2)(1 − c4)/ log1−α(α).
Consequently, the proposed survival forest is consistent, i.e.,
lim
B→∞
sup
t<τ
EX |Λ̂{A(b)}B1 ,n(t | X)− Λ(t | X)|
= O
(√
log(n/k)[log{(d0 + d1)k}+ log log(n)]
k log((1 − α)−1) +
(k
n
) c1
d0+d1 + log(k)wn
)
.
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Although we have developed a result where d can grow exponentially fast
with n in this section, the splitting rule implemented was not completely
the same as the practically used version because it essentially checks only
the signal where the candidate variables have never been used. This is made
possible with Assumption 6 that the difference between two potential child
nodes resulted from X(j) < c0 versus X
(j) ≥ c0 is sufficiently large. Once a
variable is used, it will be automatically included as a candidate in subse-
quent splits. The idea is similar to the protected variable set used in [70],
where the protected set serves as the collection of variables that have been
used in previous nodes.
Remark 4.8. We provide a consistency result for survival trees and
forests under weak dependency framework. We highlight that our results hold
naturally if X is uniformly distributed with ζ = γ = 1. Notice that when
variables are uncorrelated, our results are still meaningful and constructive:
the biasedness is not due to correlated variables but the entanglement between
failure time and censoring time marginally. For example, if censoring time
shares one common variable with failure time, then all other censoring vari-
ables also play a role in the limiting distribution, so there is no guarantee to
split only on failure variables.
5. A bias-corrected survival forest.
5.1. Methodology. Recall that in Section 3, we investigated the estima-
tion bias in the comparison of two potential child nodes. This is caused by
ignoring the within-node heterogeneity of the censoring distribution while
it is entangled with the failure distribution. A closer look at Equation (5)
motivates us to perform a weighted version of the Nelson-Aalen estimator to
correct this bias and estimate the true within-node averaged CHF. Hence,
we consider
Λ˜A,n(t) =
∑
s≤t
∑n
i=1 1(δi = 1)1(Yi = s)1(Xi ∈ A)/[1 − Ĝ(s|Xi)]∑n
i=1 1(Yi ≥ s)1(Xi ∈ A)/[1− Ĝ(s|Xi)]
,(13)
where Ĝ(s|Xi) is an estimated conditional censoring distribution function.
Note that this estimator resembles a form of the inverse probably weight-
ing strategy [55], which is an extensively studied technique in the survival
analysis and missing data literature [53]. There have been many different
forms of inverse probably weighted estimators under a variety of contexts.
For example, [29] uses δi/(1− Ĝ(Yi|Xi)) as the subject-specific weight to fit
regression random forests. One can also transform the censored observations
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into fully observed ones using, e.g., [56], and then fit a regression model with
the complete data [47, 60, 61]. Similar ideas have also been used for imputing
censored outcomes [69] when learning an optimal treatment strategy [18].
However, our proposal is fundamentally different from these existing meth-
ods. We estimate and compare an inverse probably weighted hazard function
using weight δi/(1− Ĝ(s|Xi)) and repeatedly performing this at each inter-
nal node. A key observation is that the comparison is over the entire domain
of the survival time instead of fitting regression forests based on complete
observations. This is a unique advantage because the distribution function
contains richer information than the within-node means. This makes our ap-
proach more sensitive for detecting differences between two potential child
nodes at all quantile levels of the survival time. It also advocates the goal
of a typical survival analysis model, where the survival function is the tar-
get of interest rather than the expected survival time. The intuition has a
close connection with the sup-log-rank test statistic [23, 21], which can be
used to detect any distributional difference of T of the two potential child
nodes. Furthermore, with the following modified algorithm, we can achieve
an improved convergence rate that depends only the size of MF .
Algorithm 2 can be modified accordingly to incorporate this new pro-
cedure. In particular, at each internal node A, we use the weighted CHF
estimator Λ˜A,n(t) defined in Equation (13). We then pick the splitting point
c˜ with the rule such that both child nodes contain at least proportion α of
the samples at A:
c˜ = argmax
c
∆2(c),
where ∆2(c) = maxt<τ
∣∣Λ˜A+j (c),n(t)− Λ˜A−j (c),n(t)∣∣, A+j (c) = {X : X(j) ≥ c},
and A−j (c) = {X : X(j) < c}, X(j) is the j-th dimension of X.
Note that the threshold of ∆2(c) in this bias-corrected version is the same
as the one used for ∆1(c) in Algorithm 2. The intuition is that after removing
the censoring bias, variables in MC play the same role as noise variables
in MN . In addition, the signal size Assumption 6 can be relaxed to the
following.
Assumption 7. Marginal signal of the failure distribution. Let ℓ+(j, t0, c0),
ℓ−(j, t0, c0) and effect size l be as defined in Assumption 6. Then, there exists
a time point t0 and a cutting point c0 such that, for any j ∈ MF ,∣∣∣∣ℓ+(j, t0, c0)− ℓ−(j, t0, c0)∣∣∣∣ > ℓ.
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Note that this is essentially removing the censoring contaminated part
(M and its reciprocal) from Assumption 6. Of course, this is at the cost
of plugging-in a consistent estimator of the censoring distribution G to cor-
rect the bias. On the other hand, we need an additional assumption on the
dependency structures.
Assumption 8. We assume that the conditional distribution of the fail-
ure and censoring covariates XMFC has weak dependencies on any univariate
censoring variable, in the sense that for constant γ > 1, we have
γ−1 <
p(XMFC\{j} = x|X(j) = x1)
p(XMFC\{j} = x|X(j) = x2)
< γ,
for any x1, x2 ∈ [0, 1], (d0 + d1 − 1)-dimensional vector x and any j ∈ MC .
This is an analog of Assumption 5 to further prevent the censoring vari-
ables from carrying strong marginal signals due to correlations. It will again
degenerate to the commonly used independent covaraite case when γ = 1.
Finally, we show that consistency can be established based on our new model
fitting procedure, with convergence rate depends only on the number of vari-
ables in MF . Details of the proof are collected in the Appendix.
Theorem 5.1. Under Assumptions 1-5, 7 and 8, assuming that Ĝ in
Equation (13) is a consistent estimation of the censoring distribution, the
proposed bias-corrected survival forest is consistent, i.e., for any x,
sup
t<τ
|Λ̂{A(b)}B1 ,n(t | x)− Λ(t | x)|
= O
(√
log(n/k)[log(d0k) + log log(n)]
k log((1− α)−1) +
(k
n
) c1
d0
)
,
with probability at least 1− wn, where
wn =
3√
n
+ d0 exp
{
− c
2
2 log1/α(n/k)
2d0
}
+ d0 exp
{
− (1− c2)c3c
2
4 log1/α(n/k)
2d0
}
,
c2, c4 ∈ (0, 1), c3 = (1 − 2α)/8 and c1 = c3(1 − c2)(1 − c4)/ log1−α(α).
Consequently, the proposed survival forest is consistent, i.e.,
lim
B→∞
sup
t<τ
EX |Λ̂{A(b)}B1 ,n(t | X)− Λ(t | X)|
= O
(√
log(n/k)[log(d0k) + log log(n)]
k log((1− α)−1) +
(k
n
) c1
d0 + log(k)wn
)
.
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5.2. Numerical results. To fully understand the impact of bias correction,
we consider a set of simulation studies. There are many existing implemen-
tations of random survival forests, including R packages randomForestSRC
[33], party [30], ranger [66], etc. However, it is difficult to compare across
different packages as they may utilize certain tuning parameters slightly dif-
ferently. It would not be possible to investigate the sole impact of bias cor-
rection if these subtle differences are involved. Hence, we turn to make our
own implementation of survival forest modeling with and without the bias
correction, while ensuring all other mechanisms remain exactly the same.
Furthermore, we note that there are two possible ways to make a bias cor-
rection based on our previous analysis. First, and most apparently, we can
incorporate Λ˜A,n in ∆2(c) to search for a better splitting rule. Alternatively,
we may apply a regular splitting rule and use Λ˜A,n only in the terminal
node estimation to correct the bias. Based on our analysis, the second ap-
proach would not improve the convergence rate because the tree structure is
already built on MFC variables, while the first approach has the potential
for improvement. Hence, contrasting these two approaches would allow us
to investigate the importance of changing the entire tree structure through
bias correction. We consider four different algorithms out of the combina-
tion of these two choices: 1) (C-C) bias-corrected splitting rule and terminal
node estimation; 2) (C-N) bias-corrected splitting rule without correcting
the terminal node estimation; 3) (N-C) correcting only the terminal node
estimation; and 4) (N-N) do not perform any bias correction. Note again
that we implement all four methods under the same algorithm framework
that assures all other tuning parameters remain the same.
We consider two data generating scenarios, each with dependent censor-
ing and independent censoring mechanisms. For the first scenario, we con-
sider the setting in Section 3.2. Let d = 3 and X(1), X(2) and X(3) from
a multivariate normal distribution with mean 0 and variance Σ, where the
diagonal elements of Σ are all 1, and the only nonzero off diagonal ele-
ment is Σ12 = Σ21 = ρ = 0.8. T is exponential distribution with mean
exp(−1.25X(1) − X(3) + 2). For dependent censoring, the censoring time
follows an exponential distribution with mean exp(−3X(2)); For indepen-
dent censoring, the censoring time follows an exponential distribution with
mean 2. For the second scenario, we consider a setting where the covariates
are independent. we let d = 10 and draw X from a multivariate normal
distribution with mean 0. Survival times are drawn independently from an
accelerated failure time model, log(T ) = X(1) +X(2) +X(3) + ǫ, where ǫ is
generated from a standard normal distribution. For dependent censoring, the
censoring time shares the variable X(3) with the failure time T , and follows
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log(C) = −1+2X(3)+X(4)+X(5)+ ǫ; For marginal independent censoring,
the censoring time follows log(C) = −1 +X(4) +X(5) + 2X(6) + ǫ.
For each setting, we use a training dataset with sample size n = 400. A
testing dataset with size 800 is used to evaluate the mean squared error of
the estimated conditional survival functions [69]. Each simulation is repeated
500 times. Note that since all methods are implemented under the same
code, we fix the tuning parameters and only investigate the influence of bias
correction. Tuning parameters in the survival trees are chosen as follows.
According to [35], the number of covariates considered at each splitting is
set to ⌈√d ⌉. The minimal number of observed failures in each terminal node
is set to 10 and 25, respectively such that k ≈ nd/(d+2) as pointed out in
Remark 4.4. We set the total number of trees to be 100.
The simulation results are summarized in Table 2. In both scenarios, we
clearly see that the bias-corrected splitting rule (C-C and C-N columns) has
significantly improved the performance compared with N-C and N-N. This
shows that by selecting a better variable to split, the tree structure can
be corrected to reduce the prediction accuracy. For scenario 2, which has
a more complicated censoring structure, the improvement of the proposed
bias-corrected splitting rule is more significant than Scenario 1, with the
average mean square error decreasing approximately from 47.7 to 42. Hence,
the performance of bias correction may also depend on the complexity of
the censoring distribution and the accuracy of its estimation. The standard
error is comparable among all four methods.
Interestingly, we want to highlight that biasedness is mainly caused by the
splitting bias rather than terminal node estimation, i.e., C-C is similar to C-
N, and N-C is similar to N-N. This is intuitive and is in line with our theory
that the splitting rule bias-correction procedure can enjoy potentially faster
convergence rate than the non-bias-corrected version. One would not expect
a good prediction if trees are partitioned inefficiently regardless of what kind
of terminal node estimation is being used. After the tree is constructed, there
is not much room to correct the bias if previous splits were chosen on noise
or censoring variables.
6. Discussion. In this paper, we provided insights into tree- and forest-
based survival models and developed several fundamental results analyzing
the impact of splitting rules. We first investigated the within-node Nelson-
Aalen estimator of the CHF and established a concentration inequality for
independent but non-identically distributed samples. By introducing a new
concept called the censoring contamination, we can exactly quantify the bias
of existing splitting rules. Based on this, we also developed a concentration
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Table 2
Simulation results: Mean and (standard deviation) of mean square error
Censoring C-C C-N N-C N-N
Scenario 1
Dependent 21.62 (7.46) 21.68 (7.50) 23.32 (7.18) 23.29 (7.17)
Independent 8.42 (2.01) 8.41 (1.98) 8.42 (2.02) 8.43 (2.04)
Scenario 2
Dependent 42.02 (5.37) 41.97 (5.34) 47.76 (5.76) 47.75 (5.77)
Independent 35.18 (3.80) 35.22 (3.77) 36.11 (3.55) 36.14 (3.59)
C-C/C-N/N-C/N-N refer to the configurations of correcting or not correcting the bias,
while the first letter refers to the splitting rule correction, and the second letter refers to
the terminal node correction.
inequality that bounds the variance component of survival trees and forests.
We further analyzed in detail how such bias can affect the consistency. In
particular, we show that for a commonly used marginal comparison splitting
rule strategy, the convergence rate depends on the total number of variables
involved in the failure and censoring distribution. However, by appropriately
correcting the bias, the convergence rate depends only on the number of
failure variables. Essentially, the new bias correction procedure can be un-
derstood as untangling the failure and censoring distributions.
In addition to analyzing this entanglement, our result is based on a weak
dependency structure, which bounds the marginal signal of any noise vari-
able. This is a generalization of the commonly used independent covariate
setting in the literature. A univariate split has a disadvantage when deal-
ing with noise variables because if they are systematically selected in the
splitting rule, the convergence rate will suffer. We believe that similar weak
dependency assumptions are inevitable, because otherwise, any correlation
structure may carry signals into the noise variables. It would be interest-
ing to investigate whether more advanced splitting rules can overcome this
drawback.
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The following table provides a summary of Appendices.
Appendix A Proof of Theorem 3.2 that bounds |Λ̂n(t)−Λ∗n(t)|. The proof utilizes
three technic lemmas A.1, A.2 and A.3. We also provide Lemma 3.1
which bounds the difference between the Nelson-Altshuler and the
Kaplan-Meier estimators.
Appendix B Proof of the adaptive concentration bound Theorem 4.1 and its forest
version, Corollary B.1.1.
Appendix C Proof of the consistency when the dimension d is fixed: the point-wise
error bound (Theorem 4.3), and an integrated version (Theorem 4.5).
Appendix D Proof of consistency (Theorem 4.7) when using the nonparametric
splitting rule defined in Algorithm 2.
Appendix E Proof of consistency (Theorem 5.1) for the proposed bias-corrected
survival tree and forest models.
The following table provides a summary of notation used in the proofs.
Basic Notation
T Failure time
C Censoring time
Y = min(T, C): observed time
δ = 1(T ≤ C): censoring indicator
Fi, fi Survival distribution of i-th observation, fi = dFi
Gi Censoring distribution of i-th observation
A A node, internal or terminal
A = {Au}u∈U , the collection of all terminal nodes in a single tree
Λ(t|x) Cumulative hazard function (CHF)
Λ̂n, Λ̂A,n, Λ̂A ,n NA estimator on a set of samples, a node A, or an entire tree A
Λ∗n, Λ
∗
A,n, Λ
∗
A ,n
Censoring contaminated averaged CHF on a set of samples, a node A,
or the entire tree A
Λ∗, Λ∗A, Λ
∗
A
Population versions of Λ∗n, Λ
∗
A,n and Λ
∗
A ,n
, respectively
Λ˜n, Λ˜A,n, Λ˜A ,n Biased correct NA estimator on a set of samples, a node A, or an entire
tree A
k Minimum leaf size
α Minimum proportion of observations contained in child node
B Number of trees in a forest
Vα,k(D) Set of all {α, k} valid partitions on the feature space X
Hα,k(D) Set of all {α, k} valid forests on the feature space X
R Approximation node
R The set of approximation nodes
N(t) Counting process
K(t) At-risk process
µ(R), µ(A) The expected fraction of training samples inside R,A
#R, #A The number of training samples inside R,A
MF ,MC ,MN Set of indices of failure variables, censoring variables, noise variables,
respectively
Constants
d(d0, d1) Dimension of (failure, censoring) covariates
τ The positive constant as the upper bound of Y
M Lower bound of pr(Y ≥ τ |X)
ζ A constant used in Assumption 2
L Bound of the density function f(t)
L1, L2 Lipschitz constant of Λ and λ
ℓ, ℓ′ Minimum effect size of marginal signal of the failure distribution
γ Bound for weak dependency
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APPENDIX A
Proof of Lemma 3.1. For simplicity, we prove the results for the case
when there are no ties in the failure time. The proof follows mostly [19].
Let n1 > n2 > . . . > nk ≥ 1 be the sequence of counts of the at-risk
sample size, i.e., nj =
∑n
i=1 1(Yi ≥ tj), where ti is the ith ordered failure
time. Then the Kaplan-Meier estimator at any observed failure time point tj
can be expressed as ŜKM(tj) =
∏j
i=1(ni − 1)/ni, while the Nelson-Altshuler
estimator at the same time point is ŜNA(tj) = exp{−
∑j
i=1 1/ni}. We first
apply the Taylor expansion of e−ni for ni ≥ 1:
1− 1/ni < e−ni < 1− 1/ni + 1/(2n2i ) ≤ 1− 1/(ni + 1).
Thus we can bound the Nelson-Altshuler estimator with
ŜKM(tj) < ŜNA(tj) <
∏j
i=1 ni/(ni + 1).
To bound the difference between the two estimators, note that for nj ≥ 2,∣∣∣ŜKM(tj)− ŜNA(tj)∣∣∣ < ∣∣∣ŜKM(tj)−∏ji=1 ni/(ni + 1)∣∣∣
= ŜKM(tj)
∣∣∣1−∏ji=1 ni/(ni+1)(ni−1)/ni ∣∣∣
≤ ŜKM(tj)
∑j
i=1(n
2
i − 1)−1
≤ 2ŜKM(tj)
∑j
i=1 n
−2
i
≤ 4ŜKM(tj)/nj .(14)
Now note that both the Kaplan-Meier and the Nelson-Altshuler estimators
stay constant within (ti, ti+1), and this bound applies to the entire interval
(0, tk) for nk ≥ 2. 
Proof of Theorem 3.2. Recall the counting process
N(s) =
n∑
i=1
Ni(s) =
n∑
i=1
1(Yi ≤ s, δi = 1),
and the at risk process
K(s) =
n∑
i=1
Ki(s) =
n∑
i=1
1(Yi ≥ s).
We prove the theorem based on the following key results.
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Lemma A.1. Provided Assumption 1 holds, for arbitrary ǫ > 0 and n
such that 1n ≤ ǫ
2
2 , we have
pr(sup
t≤τ
| 1
n
n∑
i=1
{Ki(s)− E[Ki(s)]}| > ǫ) ≤ 8(n + 1) exp
{−nǫ2
32
}
,
pr(sup
t≤τ
| 1
n
n∑
i=1
{Ni(t)− E[Ni(t)]}| > ǫ) ≤ 8(n + 1) exp
{−nǫ2
32
}
.
Lemma A.2. Provided Assumption 1 holds, for any ǫ > 0, we have
pr(sup
t≤τ
|
∫ t
0
(
1
K(s)
− 1
E[K(s)]
)dN(s)| > ǫ) ≤ 8(n + 2) exp
{
− nmin(ǫ
2M4,M2)
128
}
,
where n satisfies 1n < min(
ǫ2
2 ,
ǫ2M4
4 ) and M is defined in Assumption 1.
Lemma A.3. Provided Assumption 1 holds, for any ǫ > 0, we have
pr(sup
t≤τ
|
∫ t
0
d{N(s)− E[N(s)]}
E[K(s)]
| > ǫ) ≤ 8(n + 1) exp
{
− nǫ
2M2
228
}
,
where n satisfies 1n ≤ ǫ
2
2 and M is defined in Assumption 1.
The proof of Lemma A.1 follows pages 14–16 in [51]. The proofs of Lemma
A.2 and A.3 are presented below. Now we are ready to prove Theorem 3.2.
Note that
pr
(
sup
t<τ
|Λ̂n(t)− Λ∗n(t)| > ǫ1
)
= pr
(
sup
t<τ
|Λ̂n(t)−
∫ t
0
dE[N(s)]
E[K(s)]
| > ǫ1
)
≤ pr
(
sup
t≤τ
∣∣∣ ∫ t
0
[ 1
K(s)
− 1
E[K(s)]
]
dN(s)
∣∣∣ > ǫ1
2
)
+ pr
(
sup
t≤τ
∣∣∣ ∫ t
0
d{N(s) − E[N(s)]}
E[K(s)]
∣∣∣ > ǫ1
2
)
.
By Lemma A.2, the first term is bounded by 8(n+2) exp {−nmin(ǫ21M4,4M2)512 }.
By Lemma A.3, the second term is bounded by 8(n+1) exp {−nǫ21M21152 }. The
sum of these two terms is further bounded by 16(n + 2) exp {−nǫ21M41152 } for
any ǫ1 ≤ 2 and n > 4ǫ21M4 . This completes the proof. 
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Proof of Lemma A.2. For any t ≤ τ ,∣∣∣ ∫ t
0
(
1
K(s)
− 1
E[K(s)]
)dN(s)
∣∣∣
≤
∫ t
0
|E[K(s)]−K(s)|
K(s)E[K(s)]
dN(s)
≤
∫ t
0
sup
0<r≤τ
|E[K(r)]−K(r)|
K(s)E[K(s)]
dN(s).(15)
Thanks to Hoeffding’s inequality, we have
pr
(∣∣K(τ)−E[K(τ)]∣∣ > nM
2
)
< 2 exp
{− nM2
2
}
.
Then (15) is further bounded by
n
(nM)2/2
sup
0<t≤τ
∣∣E[K(t)]−K(t)∣∣.
Combining with Lemma A.1, we have
pr
(
sup
t≤τ
∣∣∣ ∫ t
0
(
1
K(s)
− 1
E[K(s)]
)dN(s)
∣∣∣ > ǫ)
≤ pr
( 2
nM2
sup
t≤τ
|E[K(t)]−K(t)| > ǫ
)
≤ 8(n + 2) exp
{
− nmin(ǫ
2M4,M2)
128
}
,
for any n satisfying 1n < min(
ǫ2
2 ,
ǫ2M4
4 ). This completes the proof. 
Proof of Lemma A.3. For any t ≤ τ , we utilize integration by parts to
obtain∣∣∣ ∫ t
0
1
EK(s)
d{N(s)− E[N(s)]}
∣∣∣
=
∣∣∣N(s)− E[N(s)]
E[K(s)]
∣∣t
0
−
∫ t
0
{N(s)− E[N(s)]}d{ 1
E[K(s)]
}∣∣∣
≤ 2 sup
t≤τ
∣∣N(t)− E[N(t)]∣∣ 1
E[K(τ)]
+ sup
t≤τ
∣∣N(t)− E[N(t)]∣∣ ∫ τ
0
d
{ 1
E[K(s)]
}
≤ 3
M
sup
t≤τ
1
n
∣∣N(t)− E[N(t)]∣∣.
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Thanks to Lemma A.1, we now have
pr
(
sup
t≤τ
∣∣∣ ∫ t
0
d{N(s) − E[N(s)]}
E[K(s)]
∣∣∣ > ǫ)
≤ pr
( 3
nM
sup
t≤τ
∣∣N(t)− E[N(t)]∣∣)
≤ 8(n + 1) exp {− nǫ2M2
288
}
,
where n satisfies 1n ≤ ǫ
2
2 . This completes the proof. 
APPENDIX B
Preliminary. The proof of Theorem 4.1 uses two main mechanisms: the
concentration bound results we established in Theorem 3.2 to bound the
variations in each terminal node, and a construction of a parsimonious set
of rectangles, namely R, defined in [65]. We first introduce some notation.
Denote the rectangles R ∈ [0, 1]d by
R =
d⊗
j=1
[r−j , r
+
j ], where 0 ≤ r−j < r+j ≤ 1 for all j = 1, · · · , d.
The Lebesgue measure of rectangle R is λ(R) = ∏dj=1(r+j − r−j ). Here we
define the expected fraction of training samples and the number of training
samples inside R, respectively, as follows:
µ(R) =
∫
R
f(x)dx,#R = |{i : Xi ∈ R}|.
We define the support of rectangle R as S(R) = {j ∈ 1, . . . , d : r−j 6=
0 or r+j 6= 1}.
Lemma B.1 below shows that with high probability there are enough ob-
servations larger than or equal to τ on the rectangle R.
Lemma B.1. Provided Assumption 1 holds, the number of observations
larger than or equal to τ on all R ∈ R is larger than
(
1−
√
4 log(|R|√n)
kM
)
kM
with probability larger than 1− 1/√n.
Proof. For one R ∈ R, by the Chernoff bound, with probability larger
than 1− exp{− c2#RM2 )} ≥ 1− exp{− c2kM4 )}, the number of observations
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larger than or equal to τ on R is larger than (1 − c)kM , where 0 < c <
1 is a constant. Thus with probability larger than 1 − 1/√n, the number
of observations larger than or equal to τ on every R ∈ R is larger than(
1−
√
4 log(|R|√n)
kM
)
kM .
Proof of Theorem 4.1. We first establish a triangle inequality by picking
some element R in the set R such that it is a close approximation of A and
R ⊆ A.
sup
t<τ,A∈A ,A ∈V
∣∣Λ̂A,n(t)− Λ∗A,n(t)∣∣
≤ sup
t<τ,A∈A ,A ∈V
inf
R∈R
∣∣Λ̂A,n(t)− Λ̂R(t)∣∣
+ sup
t<τ,R∈R,#R≥k/2
∣∣Λ̂R,n(t)− Λ∗R,n(t)∣∣
+ sup
t<τ,A∈A ,A ∈V
inf
R∈R
∣∣Λ∗R,n(t)− Λ∗A,n(t)∣∣.(16)
Here, we have #R ≥ k/2 in the sub-index of the second term because #A ≥
k and from Theorem 10 in [65],#A−#R ≤ 3ζ2#A/√k+2√3 log(|R|)#A+
O(log(|R|)) = o(k) for any possible A with probability larger than 1−1/√n.
We now bound each part of the right hand side of the above inequality.
Note that we always select a close approximation of A from the set R. With
a slight abuse of notation, we let the subject index i first run through the
observations within R and then through the observations in A but not in
R. This can always be done since R ⊆ A. Thus we have
sup
t<τ,A∈A ,A ∈V
∣∣Λ̂R,n(t)− Λ̂A,n(t)∣∣
≤ sup
t<τ,A∈A ,A ∈V
∣∣∣∑
s≤t
[∆N(s)]R∑#R
i=1 1(Yi ≥ s)
−
∑
s≤t
[∆N(s)]R + [∆N(s)]A\R∑#A
i=1 1(Yi ≥ s)
∣∣∣
= sup
t<τ,A∈A ,A ∈V
∣∣∣∑
s≤t
[∆N(s)]R∑#R
i=1 1(Yi ≥ s)
−
∑
s≤t
[∆N(s)]R + [∆N(s)]A\R∑#R
i=1 1(Yi ≥ s) +
∑#A
i=#R+1 1(Yi ≥ s)
∣∣∣
≤ sup
t<τ,A∈A ,A ∈V
{ #A∑
j=#R+1
∆N(sj)∑#R
i=1 1(Yi ≥ sj) +
∑#A
i=#R+1 1(Yi ≥ sj)
+
#R∑
j=1
[ ∆N(sj)∑#R
i=1 1(Yi ≥ sj)
− ∆N(sj)∑#R
i=1 1(Yi ≥ sj) +
∑#A
i=#R+1 1(Yi ≥ sj)
]}
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where N(s) =
∑n
i=1Ni(s) =
∑n
i=1 1(Yi ≤ s, δi = 1). By Lemma B.1 the first
term is bounded by
#A −#R(
1−
√
4 log(|R|√n)
kM
)
kM
≤ 1(
1−
√
4 log(|R|√n)
kM
)
M
[6ζ2√
k
+ 2
√
6 log(|R|)
k
+O
( log(|R|)
k
)]
,
and the second term is bounded by
#R∑
j=1
[ ∆N(sj)∑#R
i=1 1(Yi ≥ sj)
− ∆N(sj)∑#R
i=1 1(Yi ≥ sj) +
∑#A
i=#R+1 1(Yi ≥ sj)
]
≤
#R∑
j=1
∆N(sj)
∑#A
i=#R+1 1(Zi ≥ sj)[∑#R
i=1 1(Yi ≥ sj)
][∑#R
i=1 1(Yi ≥ sj) +
∑#A
i=#R+1 1(Yi ≥ sj)
]
≤
#R∑
j=1
∆N(sj)(#A −#R)[∑#R
i=1 1(Yi ≥ sj)
][∑#R
i=1 1(Yi ≥ sj) +
∑#A
i=#R+1 1(Yi ≥ sj)
]
≤ #R(#A −#R)(
1−
√
4 log(|R|√n)
kM
)2
k2M2
≤ 2(
1−
√
4 log(|R|√n)
kM
)2
M2
[6ζ2√
k
+ 2
√
6 log(|R|)
k
+O
( log(|R|)
k
)]
.
Combining these two terms, the first part of Equation (16) is bounded by
3(
1−
√
4 log(|R|√n)
kM
)2
M2
[6ζ2√
k
+ 2
√
6 log(|R|)
k
+O
( log(|R|)
k
)]
,(17)
with probability larger than 1−1/√n. For the second part, by Theorem 3.2,
sup
t<τ,R∈R,#R≥k/2
∣∣Λ̂R,n(t)− Λ∗R,n(t)∣∣ ≤ {1728 log(n)}1/2k1/2M2 ,(18)
with probability larger than 1 − 1/√n. The third part of Equation (16) is
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bounded by
sup
t<τ,A∈A ,A ∈V
∣∣Λ∗A,n(t)− Λ∗R,n(t)∣∣
≤ sup
t<τ,A∈A ,A ∈V
∣∣∣ ∫ t
0
∑#A
i=1{1−Gi(s)}dFi(s)∑#A
i=1{1−Gi(s)}{1 − Fi(s)}
−
∫ t
0
∑#R
i=1{1−Gi(s)}dFi(s)∑#R
i=1{1−Gi(s)}{1 − Fi(s)}
∣∣∣
≤ sup
t<τ,A∈A ,A ∈V
∫ t
0
∣∣∣∣
[∑#R
i=1{1−Gi(s)}dFi(s)
][∑#A
i=#R+1{1−Gi(s)}{1 − Fi(s)}
][∑#R
i=1{1−Gi(s)}{1− Fi(s)}
][∑#A
i=1{1−Gi(s)}{1 − Fi(s)}
]
−
[∑#A
i=#R+1{1−Gi(s)}dFi(s)
][∑#R
i=1{1−Gi(s)}{1 − Fi(s)}
][∑#R
i=1{1−Gi(s)}{1 − Fi(s)}
][∑#A
i=1{1−Gi(s)}{1 − Fi(s)}
] ∣∣∣∣
≤ sup
t<τ,A∈A ,A ∈V
τ
#A(#A −#R)
#R#AM4
≤ 2τ
M4
{3ζ
2
√
k
+ 2
√
3 log(|R|)
k
+O(
log(|R|)
k
)}.
(19)
Combining inequalities (17), (18) and (19) and Corollary 8 in [65], we
obtain the desired adaptive concentration bound. With probability larger
than 1− 2/√n, we have
sup
t<τ,A∈A ,A ∈V
|Λ̂A,n(t)− Λ∗A,n(t)|
≤ 3(
1−
√
4 log(|R|√n)
kM
)2
M2
[6ζ2√
k
+ 2
√
6 log(|R|)
k
+O
( log(|R|)
k
)]
+
(1728 log n)1/2
k1/2M2
+
2τ
M4
{3ζ2√
k
+ 2
√
3 log(|R|)
k
+O
( log(|R|)
k
)}
≤ M1
[√ log(|R|)
k
+
√
log(n)
k
]
≤M1
√
log(n/k)[log(dk) + log log(n)]
k log((1− α)−1) ,
where M1 is an universal constant. This completes the proof of Theorem 4.1.

Corollary B.1.1. Suppose Assumptions 1-3 hold. Then all valid forests
concentrate on the censoring contaminated forest with probability larger than
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1− 2/√n,
sup
t<τ, x∈[0,1]d, {A(b)}B1 ∈Hα,k(Dn)
∣∣∣Λ̂{A(b)}B1 ,n(t | x)− Λ∗{A(b)}B1 , n(t | x)∣∣∣
≤ M1
√
log(n/k)[log(dk) + log log(n)]
k log((1− α)−1) ,
for some universal constant M1.
Proof of Corollary B.1.1. Since for any A ∈ Vα,k(Dn) we have
sup
t<τ, x∈[0,1]d
∣∣∣Λ̂A ,n(t | x)− Λ∗A ,n(t | x)∣∣∣ ≤ M1
√
log(n/k)[log(dk) + log log(n)]
k log((1− α)−1) ,
and furthermore if lim inf
n→∞ (d/n)→∞, for any A ∈ Vα,k(Dn),
sup
t<τ, x∈[0,1]d
∣∣∣Λ̂A ,n(t | x)− Λ∗A ,n(t | x)∣∣∣ ≤ M1
√
log(n) log(d)
k log((1 − α)−1) .
By the definition of Hα,k(Dn), any {A(b)}B1 belonging to Hα,k(Dn) is an
element of Vα,k(Dn). Hence we have,
sup
t<τ, x∈[0,1]d, {A(b)}B1 ∈Hα,k(Dn)
∣∣∣Λ̂{A(b)}B1 ,n(t | x)− Λ∗{A(b)}B1 , n(t | x)∣∣∣
≤ M1
√
log(n/k)[log(dk) + log log(n)]
k log((1− α)−1) ,
for some universal constant M1. 
APPENDIX C
Proof of Theorem 4.3. In order to show consistency, we first show that
each terminal node is small enough in all d dimensions. Let m be the lower
bound of the number of splits on the terminal node A containing x, and mi
be the number of splits on the i-th dimension. Then we have
nαm = k, m = log1/α(n/k) =
log n− log k
log(1/α)
and
d∑
i=1
mi = m.
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The lower bound of the number of splits on the i-th dimension mi has dis-
tribution Binomial(m, 1d). By the Chernoff bound on each dimension,
pr
(
mi >
(1− c2)m
d
)
> 1− exp
{
− c
2
2m
2d
}
with any 0 < c2 < 1. Then, by Bonferroni,
pr
(
minmi >
(1− c2)m
d
)
> 1− d exp
{
− c
2
2m
2d
}
.
Suppose we are splitting at the i-th dimension on a specific internal node
with ν observations. Recall the splitting rule is choosing the splitting point
randomly between themax((k+1), ⌈αν⌉)-th, and min((n−k−1), ⌊(1−α)ν⌋)-
th observations. Without loss of generality, we consider splitting between the
⌈αν⌉-th and ⌊(1 − α)ν⌋-th observations. The event that the splitting point
is between qα and q1−α happens with probability larger than c3, where qα
is the α-th quantile of the i-th component of X conditional on the current
internal node and previous splits. Here c3 = (1 − 2α)/8 and is just a lower
bound. Since with probability larger than 1/4, the ⌊α+0.52 ν⌋-th order statis-
tic is larger than α and the ⌈1.5−α2 ν⌉-th order statistic is less than 1− α for
large enough ν, where ν is known to be larger than 2k. So with probability
larger than c3, the splitting point is between qα and q1−α. Thanks to As-
sumption 2, conditioning on the current internal node and previous splits,
maxx(j) p(x
(j))/minx(j) p(x
(j)) < ζ2, where p(x(j)) is the marginal distribu-
tion of x(j). So with probability larger than c3, the splitting point falls into
the interval [α/ζ2, 1− α/ζ2].
The number of splits which partition the parent node to two child nodes
with proportion of length between both α and 1 − α on the i-th dimension
of the terminal node A is denoted by m∗ and is Binomial(mi, c3). By the
Chernoff bound, for any 0 < c4 < 1,
pr
(
m∗ ≥ (1− c4)c3mi
) ≥ 1− exp{− c24c3mi
2
}
.
If we denote the length of the i-th dimension on the terminal node A as li,
pr
(
li ≤ (1− α/ζ2)(1−c4)c3mi
) ≥ 1− exp{− c24c3mi
2
}
.
Furthermore, by combining the d dimensions together, we obtain
pr
(
max
i
li ≤ (1− α/ζ2)(1−c4)c3 minimi
) ≥ 1− d exp{− c24c3minimi
2
}
,
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and then
max
x1,x2∈A
||x1 − x2|| ≤
√
d(1− α/ζ2) c3(1−c4)(1−c2)md ,
with probability larger than 1−d exp {− c22m2d }−d exp{− (1−c2)c3c24m2d }. Hence,
for any observation xj inside the node A containing x, by Assumption 4, we
have
sup
t<τ
|F (t | x)− F (t | xj)| ≤ L1
√
d(1− α/ζ2) c3(1−c4)(1−c2)md ,
sup
t<τ
|f(t | x)− f(t | xj)| ≤ (L21 + L2)
√
d(1− α/ζ2) c3(1−c4)(1−c2)md ,
where f(· | x) and F (· | x), respectively, denote the true density function
and distribution function at x ∈ A. Then Λ∗A,n(t) has the upper and lower
bounds ∫ t
0
f(s | x) + b1
1− F (s | x)− b2 ds and
∫ t
0
f(s | x)− b1
1− F (s | x) + b2 ds,
respectively, where
b1 = (L
2
1 + L2)
√
d(1− α/ζ2) c3(1−c4)(1−c2)md , and b2 = L1
√
d(1− α/ζ2) c3(1−c4)(1−c2)md .
Hence, |Λ∗A,n(t)− Λ(t | x)| has the bound∫ t
0
b1(1− F (s | x)) + b2f(s | x)
(1− F (s | x)− b2)(1− F (s | x))ds ≤M2τ
√
d(1− α/ζ2) c3(1−c4)(1−c2)md ,
for any t < τ , where M2 is some constant depending on L1 and L2. Hence,
for the terminal node A containing x, we bound the bias by
sup
t<τ
|Λ∗A,n(t)− Λ(t | x)| ≤M2τ
√
d(1− α/ζ2) c3(1−c4)(1−c2)md ,
with probability larger than 1 − d exp { − c22m2d } − d exp{ − (1−c2)c3c24m2d }.
Combining this with the adaptive concentration bound result from Theorem
4.1, for each x, we further have
sup
t<τ
|Λ̂A ,n(t | x)− Λ(t | x)| = O
(√ log(n/k)[log(dk) + log log(n)]
k log((1 − α)−1) +
(k
n
) c1
d
)
,
with probability larger than 1− wn, where
wn =
2√
n
+ d exp
{
− c
2
2 log1/α(n/k)
2d
}
+ d exp
{
− (1− c2)c3c
2
4 log1/α(n/k)
2d
}
,
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and c1 =
c3(1−c2)(1−c4)
log1−α(α)
. This completes the proof of point-wise consistency. 
Proof of Theorem 4.5. From Theorem 4.3, we need to establish the bound
of |Λ̂A ,n(t | x)−Λ(t | x)| under an event with small probability wn. Noticing
that Λ̂A ,n(t | x) is simply the Nelson-Aalen estimator of the CHF with at
most k terms, for any t < τ , we have
Λ̂A ,n(t | x) ≤ 1
k
+ . . .+
1
1
= O(log(k)),
which implies that
|Λ̂A ,n(t | x)− Λ(t | x)| ≤ O(log(k)).
Then we have
sup
t<τ
EX
∣∣Λ̂n(t | X)− Λ(t | X)∣∣
= O
(√ log(n/k)[log(dk) + log log(n)]
k log((1 − α)−1) +
(k
n
) c1
d + log(k)wn
)
,
which leads to the following bounds:
sup
t<τ
EX |Λ̂{A(b)}B1 ,n(t | X)− Λ(t | X)|
= lim
B→∞
sup
t<τ
EX | 1
B
B∑
b=1
Λ̂A(b),n(t | X) −
1
B
B∑
b=1
Λ(t | X)|
≤ lim
B→∞
1
B
B∑
b=1
sup
t<τ
EX |Λ̂A(b),n(t | X) − Λ(t | X)|
= O
(√ log(n/k)[log(dk) + log log(n)]
k log((1− α)−1) +
(k
n
) c1
d + log(k)wn
)
. 
APPENDIX D
Lemma D.1. Under Assumption 1 and assume that the density function
of the failure time fi(t) = dFi(t) is bounded above by L for each i. The
difference between Λ∗A,n(t) and Λ
∗
A(t) is bounded by
sup
t<τ
∣∣Λ∗A,n(t)− Λ∗A(t)∣∣ ≤
√
4τ2L2 log(4
√
n)
M2n
,
with probability larger than 1− 1/√n.
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Proof. By Hoeffding’s inequality, we have for each s ≤ t,
pr
( ∣∣∣ 1
n
∑
Xi∈A
[1−Gi(s)]fi(s)− EX{[1−G(s | X)]f(s | X)}
∣∣∣
≥
√
L2 log(4
√
n)
2n
)
≤ 1
2
√
n
,
and
pr
( ∣∣∣ 1
n
∑
Xi∈A
[1−Gi(s)][1− Fi(s | X)]− EX{[1 −G(s | X)][1 − F (s | X)]}
∣∣∣
≥
√
log(4
√
n)
2n
)
≤ 1
2
√
n
.
After combining the above two inequalities, we have
sup
t<τ
∣∣Λ∗A,n(t)− Λ∗A(t)∣∣ ≤
√
4τ2L2 log(4
√
n)
M2n
,
with probability larger than 1− 1/√n.
Proof of Lemma 4.6. In a similar way as done for Lemma D.1, for each
s ≤ t,
pr
(∣∣∣ 1
n
∑
Xi∈A
[1−Gi(s)]fi(s)− EX{[1−G(s | X)]f(s | X)}
∣∣∣
≥
√
L2 log(4
√
n|R|)
2n
)
≤ 1
2
√
n
,
and
pr
(∣∣∣ 1
n
∑
Xi∈A
[1−Gi(s)][1 − Fi(s | X)]− EX{[1−G(s | X)][1− F (s | X)]}
∣∣∣
≥
√
log(4
√
n|R|)
2n
)
≤ 1
2
√
n
.
Thus, with probability larger than 1/
√
n,
|Λ∗A,n(t)− Λ∗A(t)| ≤
√
4τ2L2 log(4
√
n|R|)
M2n
≤ M2
√
log(n/k)[log(dk) + log log(n)]
k log((1 − α)−1) ,
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for all t < τ and all A ∈ A ,A ∈ Vα,k(Dn), where M2 is some universal
constant depending on L and M . 
Lemma D.2. Under the marginal screening splitting rule given in Al-
gorithm 2, uniformly across all internal nodes, we essentially only split on
(d0+d1) dimensions with probability larger than 1−3/
√
n on the entire tree.
Proof of Lemma D.2. We prove the lemma in two parts. In the first part,
we show that the event that a survival tree ever splits on a noise variable
has with probability smaller than 3/
√
n. In the second part, we prove that if
a failure variable is randomly selected and has never been used in the upper
level of the tree, then the probability that the proposed survival tree splits
on this variable is at least 1− 3/√n.
We start with defining ∆∗(c) = maxt<τ
∣∣Λ∗A+j (c)(t) − Λ∗A−j (c)(t)∣∣. Then for
any noise variable j,
∆∗(c) = max
t<τ
∣∣Λ∗A+
j
(c)
(t)− Λ∗A−
j
(c)
(t)
∣∣
= max
t<τ
∣∣∣∣ ∫ t
0
E
X∈A+
j
(c)[1−G(s | X)]dF (s | X)
E
X∈A+
j
(c)[1−G(s | X)][1− F (s | X)]
−
∫ t
0
E
X∈A−
j
(c)[1−G(s | X)]dF (s | X)
E
X∈A−
j
(c)[1−G(s | X)][1− F (s | X)]
∣∣∣∣
= max
t<τ
∣∣∣∣ ∫ t
0
∫
x(j)≥c
∫
Ad−1 [1−G(s | x(−j))]dF (s | x(−j))p(x(−j)|x(j))p(x(j))dx(−j)dx(j)∫
x(j)≥c
∫
Ad−1 [1−G(s | x(−j))][1− F (s | x(−j))]p(x(−j)|x(j))p(x(j))dx(−j)dx(j)
−
∫ t
0
∫
x(j)<c
∫
Ad−1 [1−G(s | x(−j))]dF (s | x(−j))p(x(−j)|x(j))p(x(j))dx(−j)dx(j)∫
x(j)<c
∫
Ad−1 [1−G(s | x(−j))][1 − F (s | x(−j))]p(x(−j)|x(j))p(x(j))dx(−j)dx(j)
∣∣∣∣
= max
t<τ
|(I)− (II)|,
where Ad−1 refers to integrating over d dimensions except variable j on
the internal node A and x(−j) refers to d − 1 dimensions of x except the
coordinate j. Without loss of generality, we assume that (I) > (II) when
the maximum is achieved. By Assumption 5,
(I) <
∫ t
0
∫
x(j)≥c
∫
Ad−1 [1−G(s | x(−j))]dF (s | x(−j))pA(x(−j))γp(x(j))dx(−j)dx(j)∫
x(j)≥c
∫
Ad−1 [1−G(s | x(−j))][1 − F (s | x(−j))]pA(x(−j))γ−1p(x(j))dx(−j)dx(j)
,
(II) >
∫ t
0
∫
x(j)<c
∫
Ad−1 [1−G(s | x(−j))]dF (s | x(−j))pA(x(−j))γ−1p(x(j))dx(−j)dx(j)∫
x(j)<c
∫
Ad−1 [1−G(s | x(−j))][1 − F (s | x(−j))]pA(x(−j))γp(x(j))dx(−j)dx(j)
,
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where pA(x(−j)) refers to the marginal distribution of x(−j) on the internal
node A. So ∆∗(c) is further bounded by∫ t
0
γ
∫
x(j)≥c
p(x(j))dx(j)
∫
Ad−1 [1−G(s | x(−j))]dF (s | x(−j))pA(x(−j))dx(−j)
γ−1
∫
x(j)≥c
p(x(j))dx(j)
∫
Ad−1 [1−G(s | x(−j))][1− F (s | x(−j))]pA(x(−j))dx(−j)
−
∫ t
0
γ−1
∫
x(j)<c
p(x(j))dx(j)
∫
Ad−1 [1−G(s | x(−j))]dF (s | x(−j))pA(x(−j))dx(−j)
γ
∫
x(j)<c
p(x(j))dx(j)
∫
Ad−1 [1−G(s | x(−j))][1− F (s | x(−j))]pA(x(−j))dx(−j)
≤(γ2 − γ−2)Λ∗A(τ) ≤ (γ2 − γ−2)
τL
M2
.
From the adaptive concentration bound result and Lemma 4.6, we have, for
an arbitrary x ∈ [0, 1]d and a valid partition A ∈ Vα,k(Dn),
max
t<τ
∣∣Λ̂A ,n(t | x)− Λ∗A (t | x)∣∣ ≤M3
√
log(n/k)[log(dk) + log log(n)]
k log((1 − α)−1) ,
with probability larger than 1− 3/√n, where M3 = max(M1,M2). Hence
∆1(c) ≤ (γ2 − γ−2) τL
M2
+M3
√
log(n/k)[log(dk) + log log(n)]
k log((1− α)−1) ,
with probability larger than 1−3/√n uniformly over all possible nodes with
at least 2k observations and all noise variables. Thus only with probability
less than 3/
√
n will the proposed survival tree split on a noise variable.
To prove the second argument, suppose A is the current node and X(j) is
an important variable. Since we choose the splitting point c˜ which maximizes
∆1(c), the empirical signal is larger than that of c0. Without loss of generality,
we consider a cutoff point of c0 and ℓ
+(j, t0, c0) ≥ ℓ−(j, t0, c0). Hence we are
interested in
∆∗(c0) =max
t<τ
∣∣Λ∗A+j (c0)(t)− Λ∗A−j (c0)(t)∣∣
=max
t<τ
∣∣∣∣ ∫ t
0
EA+j (c0)[1−G(s | X)]dF (s | X)
EA+j (c0)[1−G(s | X)][1 − F (s | X)]
−
∫ t
0
EA−
j
(c0)
[1−G(s | X)]dF (s | X)
EA−j (c0)[1−G(s | X)][1 − F (s | X)]
∣∣∣∣.
Since 1−G(τ) is bounded away from 0 by our assumption with 1−G(τ) ≥M ,
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the above expression can be further bounded below by
∆∗(c0)
≥M
∫ t0
0
EA+j (c0)dF (s | X)
EA+j (c0)[1− F (s | X)]
−M−1
∫ t0
0
EA−j (c0)dF (s | X)
EA−j (c0)[1− F (s | X)]
=Mℓ+(j, t0, c0)−M−1ℓ−(j, t0, c0) > ℓ.
Then, by the adaptive concentration bound results above, ∆∗(c0) has to be
close enough to ∆1(c0). Thus we have
∆1(c˜) ≥ ∆1(c0) > ℓ−M3
√
log(n/k)[log(dk) + log log(n)]
k log((1− α)−1) ,
with probability larger than 1− 3/√n uniformly over all possible nodes and
all signal variables. 
Proof of Theorem 4.7. The results follow by Lemma D.2 and Theorem 4.3.
APPENDIX E
Proof of Theorem 5.1.
The proof essentially requires that uniformly across all internal nodes, we
essentially only split on d0 dimensions with probability larger than 1−3/
√
n
on the entire tree. We first define Λ˜∗A(t) on a node A,
Λ˜∗A(t) =
∫ t
0
EX∈A[1−G(s | X)]dF (s | X)/[1 − Ĝ(s | X)]
EX∈A[1−G(s | X)][1 − F (s | X)]/[1 − Ĝ(s | X)]
.
For any noise variables, ∆∗(c) ≤ (γ2 − γ−2)τL/M2 follows the proof of
Lemma D.2. For any censoring but not failure variable j, we have that
∆∗(c) = max
t<τ
∣∣Λ˜∗A+
j
(c)
(t)− Λ˜∗A−
j
(c)
(t)
∣∣
= max
t<τ
∣∣∣∣ ∫ t
0
EA+
j
(c)[1−G(s | X)]/[1− Ĝ(s | X)]dF (s | X)
EA+
j
(c)[1−G(s | X)]/[1− Ĝ(s | X)][1− F (s | X)]
−
∫ t
0
EA−
j
(c)[1−G(s | X)]/[1− Ĝ(s | X)]dF (s | X)
EA−
j
(c)[1−G(s | X)]/[1− Ĝ(s | X)][1− F (s | X)]
∣∣∣∣
= max
t<τ
|(I)− (II)|.
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Without loss of generality, we assume that (I) > (II) when the maximum
is achieved. Since limn→∞ pr(supt<τ |Ĝ(t|X = x)−G(t|X = x)| > ǫ) = 0 for
any 0 < ǫ < M and x, the following inequalities
1−G(t|X = x)
1− Ĝ(t|X = x)
>
1−G(t|X = x)
1− Ĝ(t|X = x) + ǫ
>
M
M + ǫ
,
1−G(t|X = x)
1− Ĝ(t|X = x)
<
1−G(t|X = x)
1− Ĝ(t|X = x)− ǫ
<
M
M − ǫ ,
hold. Then ∆∗(c) is further bounded by
M + ǫ
M − ǫ
∫ t
0
EA+
j
(c)dF (s | x)
EA+
j
(c)[1− F (s | x)]
− M − ǫ
M + ǫ
∫ t
0
EA−
j
(c)dF (s | x)
EA−
j
(c)[1− F (s | x)]
≤[M + ǫ
M − ǫγ
2 − M − ǫ
M + ǫ
γ−2]ΛA(τ) ≤ [M + ǫ
M − ǫγ
2 − M − ǫ
M + ǫ
γ−2]
τL
M
,
where the first inequality holds from Assumption 8.
For any failure variable j,
∆∗(c0) =max
t<τ
∣∣Λ˜∗A+
j
(c0)
(t)− Λ˜∗A−
j
(c0)
(t)
∣∣
≥
∣∣∣∣ ∫ t0
0
EA+j (c0)[1−G(s | X)]/[1 − Ĝ(s | X)]dF (s | X)
EA+j (c0)[1−G(s | X)]/[1 − Ĝ(s | X)][1 − F (s | X)]
−
∫ t0
0
EA−
j
(c0)
[1−G(s | X)]/[1 − Ĝ(s | X)]dF (s | X)
EA−j (c0)[1−G(s | X)]/[1 − Ĝ(s | X)][1 − F (s | X)]
∣∣∣∣.
Without loss of generality, we assume that ℓ+(j, t0, c0) > ℓ
−(j, t0, c0). We
have that
∆∗(c0)
≥
∫ t0
0
EA+j (c0)[1−G(s | X)]/[1 −G(s | X) + ǫ]dF (s | X)
EA+j (c0)[1−G(s | X)]/[1 −G(s | X)− ǫ][1− F (s | X)]
−
∫ t0
0
EA−j (c0)[1−G(s | X)]/[1 −G(s | X)− ǫ]dF (s | X)
EA−j (c0)[1−G(s | X)]/[1 −G(s | X) + ǫ][1− F (s | X)]
≥M − ǫ
M + ǫ
∫ t0
0
EA+j (c0)dF (s | X)
EA+j (c0)[1− F (s | X)]
− M + ǫ
M − ǫ
∫ t0
0
EA−j (c0)dF (s | X)
EA−j (c0)[1− F (s | X)]
=
M − ǫ
M + ǫ
ℓ+(j, t0, c0)− M + ǫ
M − ǫℓ
−(j, t0, c0),
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with probability going to 1. Combined with the adaptive concentration bound
results,
max
t<τ
∣∣Λ˜A ,n(t | x)− Λ˜∗A (t | x)∣∣ ≤M3
√
log(n/k)[log(dk) + log log(n)]
k log((1 − α)−1) ,
we have
∆2(c˜) ≥ ∆2(c0) > ℓ− op(1),
uniformly over all possible nodes and all signal variables. 
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