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In the present study, a generalized Fourier transform for time harmonic elastic wave prop-
agation in a half space is developed. The generalized Fourier transform is obtained from the
spectral representation of the operator derived from the elastic wave equation. By means of
the generalized Fourier transform, a volume integral equation method for the analysis of
scattered elastic waves is presented. The proposed method is based on the Krylov subspace
iteration technique. During the iterative process, the discrete generalized Fourier transform
is used, where the derivation of a huge and dense matrix from the volume integral equation
is not necessary.
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The analysis of elastic wave propagation is important in ﬁelds such as earthquake engineering, non-destructive test-
ing, and identiﬁcation of energy resources. Based on Lamb’s research (Lamb, 1904), there is now an immense body of
literature examining elastic wave propagation problems from theoretical, computational, and observational viewpoints.
For example, to compose Green’s functions for a layered half space, there is a reﬂectivity method (Fuchs and Müller,
1971), the discrete wavenumber method (Bouchon and Aki, 1977; Bouchon, 1979, 1980, 1981, and 1982), the normal
mode superposition method (Harvey, 1981), and Green’s function represented by leaky modes (Haddon, 1984, 1986,
1987), among others. An example of the coupling of theoretical viewpoints and observed records was presented by
Hernmann (1973).
Since the 1980’s, the integral equation has also been an efﬁcient tool for the analysis of scattered elastic waves. For exam-
ple, Budreck and Achenbach (1989) analyzed the effects of the surface-breaking cracks in a three-dimensional elastic half
space. Kitahara et al. (1984) and Niwa et al. (1986) presented a method for coupling the boundary integral equation and
the volume integral equation obtained by the elastostatic Green’s function. Hudson and Heritage (1981) used the Born
approximation of the solution of the volume integral equation obtained from the background structure of the wave ﬁeld
for the seismic scattering problem. In addition, the author used the complete eigenfunction expansion of the Green’s func-
tion for the analysis of the scattering problem in an elastic layered half space (Touhei, 2003).
There are two motivations for the present study. The ﬁrst is a better understanding of Lamb’s research (Lamb, 1904), in
which the residue terms and the branch line integral terms appeared in the response of a half space due to a point source. In
a previous study, the mathematical common frame between the residue and the branch line integral terms for the Green’s. All rights reserved.
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investigation was not a symmetry operator. Therefore, investigation using a symmetry operator is still needed in order to
clarify elastic wave propagation, because it would be natural to deal with a symmetry operator as a problem in classical
mechanics. The other motivation is an application to a practical problem. Consider an elastic half space with ﬂuctuations
in the medium, as shown in Fig. 1. Here, scattering analysis of the wave ﬁeld due to a point source is the subject of interest.
Recently, the research group of the present author presented a method for the volume integral equation, which is applicable
to the forward and inverse scattering analysis of elastic waves in 3D full space (Touhei et al., 2007). The volume integral
equation used in this research is a type of Lippmann–Schwinger equation (Colton and Kress, 1998), which has been used
in the ﬁelds of quantum mechanics and acoustics as an efﬁcient tool for theoretical investigation (for example, Ikebe
(1960)). The method presented by the research group of the present author is based on the Fourier integral transform
and the Krylov subspace iteration technique (Barrett et al., 1994), in which the standard discretization technique is not nec-
essary. The Fourier integral transform used in this method decomposes the Green’s function and the ﬂuctuation of the med-
ium in the integral equation, which realized the formulation for the inverse scattering analysis (Touhei et al., 2007). For the
elastic wave propagation in a half space, however, the ordinary Fourier integral transform is no longer valid because of the
boundary conditions at the free surface. In this situation, an appropriate transform for elastic wave propagation in a half
space must be sought.
In this article, an appropriate transform for the elastic wave propagation in a half space is sought from an eigenvalue
problem of a symmetry operator. The transform can be regarded as the generalized Fourier transform satisfying the free
boundary conditions. The concept of generalized Fourier transforms were previously introduced by Bahar (1989) for
acoustic wave problems. By the generalized Fourier transform, a method for the volume integral equation is constructed.
The generalized Fourier transform is incorporated into the Krylov subspace iterative process for the integral equation.
Here, it is not necessary to derive a huge and dense matrix for the volume integral equation. In addition, the generalized
Fourier transform is found in order to decompose the Green’s function and the ﬂuctuation of the medium. Several
numerical calculations for the forward scattering analysis are presented in order to verify the present method for the
integral equation.
2. Basic equations and assumptions
Here, a three-dimensional elastic half space is considered for the wave ﬁeld, in which a Cartesian coordinate system is
employed. The spatial point is expressed asx ¼ ðx1; x2; x3Þ 2 R2  Rþ ¼ R3þ ð2:1Þ
where x3 is the vertical coordinate with the positive direction downward. The free surface boundary of the wave ﬁeld is de-
ﬁned by x3 ¼ 0. The time factor of the wave ﬁeld is assumed to be expðixtÞ, where x is the circular frequency and t is the
time. The inhomogeneity of the wave ﬁeld is described by the Lamé constants such thatkðxÞ ¼ k0 þ ~kðxÞ
lðxÞ ¼ l0 þ ~lðxÞ; ðx 2 R3þÞ ð2:2Þwhere k0 and l0 are the background Lamé constants of the wave ﬁeld, and ~k and ~l are their ﬂuctuations.
For the case in which a point source is applied to the wave ﬁeld, as shown in Fig. 1, the equilibrium equation of the wave
ﬁeld is expressed asojrij þ qx2ui ¼ qidðx xsÞ ð2:3Þ
where rij is the stress tensor, oj is the partial differential operator, q is the mass density, ui is the displacement ﬁeld, qi is the
amplitude of the point source, dðÞ is the Dirac delta function, and xs is the position of the point source. The subscript indices i
and j in Eq. (2.3) are the components of the Cartesian coordinate system to which the summation convention is applied. The
constitutive equation showing the relationship between the stress and strain tensors is as follows:Fig. 1. Concept of the wave problem.
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where dij is the Kronecker delta, and ij is the strain tensor given byij ¼ ð1=2Þðoiuj þ ojuiÞ ð2:5Þ
Substituting Eqs. (2.5) and (2.4) into Eq. (2.3) yields the following governing equation for the present problem:½Lijðo1; o2; o3Þ þ qx2dijujðxÞ ¼ NijðxÞujðxÞ  qidðx xsÞ ð2:6Þ
where Lij and Nij are the differential operators deﬁned byLijðo1; o2; o3Þ ¼ ðk0 þ l0Þoioj þ dijl0okok ð2:7Þ
NijðxÞ ¼ ð~kðxÞ þ ~lðxÞÞoioj  dij ~lðxÞokok  oi ~lðxÞoj  dijok ~lðxÞok  oj ~lðxÞoi ð2:8Þfor which their arguments o1; o2, and o3 attached to Lij and x attached to Nij are used to make the following formulation com-
prehensive. The free boundary condition in terms of displacement can be constituted by Eqs. (2.4) and (2.5) as follows:PijujðxÞ ¼ 0; ðat x3 ¼ 0Þ ð2:9Þ
where Pij is the operator having the following components:½Pij ¼
lðxÞo3 0 lðxÞo1
0 lðxÞo3 lðxÞo2
kðxÞo1 ko2 ðkðxÞ þ 2lðxÞÞo3
264
375 ð2:10ÞThe solution of Eq. (2.6) together with the boundary condition of Eq. (2.9) is represented by the volume integral equation
such thatuiðxÞ ¼ Gijðx; xsÞqj 
Z
R3þ
Gijðx; yÞNjkðyÞukðyÞdy ð2:11Þwhere Gij is the Green’s function of the wave ﬁeld for the background structure deﬁned by½Lijðo1; o2; o3Þ þ qx2dijGjkðx; yÞ ¼ dikdðx yÞ ð2:12Þ
Pð0Þij Gjkðx; yÞ ¼ 0; ðat x3 ¼ 0Þ ð2:13ÞThe components of Pð0Þij in Eq. (2.13) are as follows:½Pð0Þij  ¼
l0o3 0 l0o1
0 l0o3 l0o2
k0o1 k0o2 ðk0 þ 2l0Þo3
264
375 ð2:14ÞIn the following, an appropriate transform to solve Eq. (2.11) is sought. The transform must decompose the Green’s func-
tion Gij and the ﬂuctuation of the medium Njk in the integral equation, such as the formulation for the integral equation in 3D
full space (Touhei et al., 2007). In the next section, the discussion begins with the elastic wave equation for the background
structure of the wave ﬁeld.
3. Generalized Fourier transform for the wave ﬁeld of an elastic half space
3.1. Treatments for the elastic wave equation for the half space
First, the following elastic wave equation for the half space is investigated:½Lijðo1; o2; o3Þ þ qx2dijujðxÞ ¼ fiðxÞ; ðx 2 R3þÞ ð3:1Þ
together with the boundary condition:Pð0Þij ujðxÞ ¼ 0; ðat x3 ¼ 0Þ ð3:2Þ
The force density fi and the displacement ﬁeld ui are assumed to be in L2ðR3þÞ. The scalar product of the function in L2ðR3þÞ
is deﬁned here asðui; viÞL2ðR3þÞ ¼
Z
R3þ
½u1ðxÞv1ðxÞ þ u2ðxÞv2ðxÞ þ u3ðxÞv3ðxÞdx ð3:3Þwhere the symbol * denotes the complex conjugate.
The following Fourier integral transform for the displacement ﬁeld for the horizontal coordinate components is intro-
duced for Eq. (3.1):
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1
2p
Z 1
1
Z 1
1
uiðx1; x2; x3Þ exp½iðx1n1 þ x2n2Þdx1dx2
ðFðhÞ1 u^iÞðx1; x2; x3Þ ¼ 12p
Z 1
1
Z 1
1
u^iðn1; n2; x3Þ exp½iðx1n1 þ x2n2Þdn1dn2 ð3:4Þwhere n1 and n2 are the horizontal coordinates of the wavenumber space. Note that the convergence of the integrals shown
in Eq. (3.4) should be understood in the sense of the limit in mean. According to the Fourier transform given by Eq. (3.4), Eq.
(3.1) is transformed into the following:Lijðin1; in2; o3Þu^jðx^Þ ¼ f^ iðx^Þ ð3:5Þ
where u^j and f^ i are deﬁned byu^j ¼FðhÞuj; f^ i ¼FðhÞfi ð3:6Þ
respectively, and x^ is given byx^ ¼ ðn1; n2; x3Þ ð3:7Þ
The Stokes–Helmholtz decomposition (Aki and Richards, 1980) is introduced in order to make the treatments for Eq.
(3.5) more comprehensive. In general, the Stokes–Helmholtz decomposition of the displacement ﬁeld ui is expressed
as:uiðxÞ ¼ oi/þ ijkkl3ojolwþ ij3ojv ð3:8Þ
where /;w, and v are scalar potentials for the P, SV, and SH waves, respectively, and ijk is the Eddington epsilon. The Fourier
transform of Eq. (3.8) is as follows:u^ðx^Þ ¼ ðin1/þ in1o3wþ in2vÞe1 þ ðin2/þ in2o3w in1vÞe2 þ ðo3/þ n2rwÞe3 ð3:9Þ
where ej; ðj ¼ 1;2;3Þ are the base vectors for the 3-D displacement ﬁeld, u^ ¼ u^jej, and nr ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n21 þ n22
q
. From Eq. (3.9), the wave
ﬁeld can be decomposed into the P-SV and SH waves by introducing the new base vectors e0i deﬁned by e
0
i ¼ Tijej, where Tij is
expressed as½Tij ¼
0 0 1
ic is 0
is ic 0
264
375 ð3:10Þwhere c ¼ n1=nr and s ¼ n2=nr for the case in which nr–0 and c ¼ 1 and s ¼ 0 for the case nr ¼ 0. Note that it is possible to
impose an arbitrary value on c and s when nr ¼ 0, since u^1 ¼ u^2 ¼ 0 due to Eq. (3.9).
The linear transform Tij deﬁned by Eq. (3.10) is unitary having the property TijT

kj ¼ dik. Eqs. (3.1) and (3.2) are transformed
as follows by means of Tij, and the Fourier transform shown in Eq. (3.4):ðAij þ qx2dijÞ^^ujðx^Þ ¼ Tikf^ kðx^Þ ð3:11Þ
Pij
^^ujðx^Þ ¼ 0; at x3 ¼ 0 ð3:12Þ
where the operators Aij and Pij are obtained fromAij ¼ TikLklðin1; in2; o3ÞTjl
Pij ¼ TikP0klTjl ð3:13ÞThe relationship between u^i and ^^ui is as follows:^^ui ¼ Timu^m; u^m ¼ Tjm ^^uj ð3:14Þ
The components of the operators Aij and Pij are½Aij ¼
ðk0 þ 2l0Þo23 þ ln2r ðk0 þ l0Þnro3 0
ðk0 þ l0Þnro3 l0o23 þ ðk0 þ 2l0Þn2r 0
0 0 l0o23 þ l0n2r
264
375 ð3:15Þ
½Pij ¼
ðk0 þ 2l0Þo3 k0nr 0
l0nr l0o3 0
0 0 l0o3
264
375 ð3:16ÞIn Eqs. (3.15) and (3.16), the matrices are separated into 2 2 and 1 1 minor matrices, which makes the treatments for
the operator much easier. Note that the minor matrix of the 2 2 is for the P-SV wave components and that of 1 1 is for the
SH wave component.
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The remainder of this section addresses the self-adjointness of the operatorAij and its spectral representation. Here, the
domain of the operator Aij is set byDðAijÞ ¼ fwi 2 L2ðRþÞjAijwj 2 L2ðRþÞ; Pijwj ¼ 0 at x3 ¼ 0g ð3:17Þ
with the scalar productðui; viÞL2ðRþÞ ¼
Z
Rþ
½u1ðx3Þv1ðx3Þ þ u2ðx3Þv2ðx3Þ þ u3ðx3Þv3ðx3Þdx3 ð3:18Þfor ui; vi 2 DðAijÞ. The operation for the differentiation inAij is carried out in the sense of the distribution. It is not difﬁcult to
show the following:
Lemma 1. The operator Aij is symmetric and non-negative.
Proof 1. Let ui; vi 2 DðAijÞ. Thenðui;AijvjÞL2ðRþÞ ¼ ½uiPijvj
1
0 þ ½ðPjiui Þvj10 þ ðAjiui; vjÞL2ðRþÞ ¼ ðAjiui; vjÞL2ðRþÞ ð3:19Þ
ðui;AijujÞL2ðRþÞ ¼
Z 1
0
½o3u1ðk0 þ 2l0Þou1 þ o3u2l0o3u2 þ o3u3l0o3u3dx3 þ
Z 1
0
½u1l0n2r u1 þ u2ðk0 þ 2l0Þn2r u2
þ u3l0n2r u3dx3 þ
Z 1
0
½o3u1k0nru2  u2k0nro3u1 þ o3u2l0nru1 þ u1l0nro3u2dx3
¼
Z 1
0
½2l0jo3u1j2 þ l0jo3u3j2dx3 þ
Z 1
0
½2l0n2r ju2j2 þ l0n2r ju3j2dx3 þ
Z 1
0
½k0jo3u1  nru2j2
þ l0jo3u2 þ nru1j2dx3 P 0  ð3:20ÞNext, the following function is deﬁned:ðAij  g2l0dijÞgjkðx3; y3; nr;gÞ ¼ dikdðx3  y3Þ; ðg 2 CÞ ð3:21Þ
together with the boundary conditionPijgjkðx3; y3; nr;gÞ ¼ 0; at x3 ¼ 0 ð3:22Þ
where C is a set of complex numbers. In Appendix A, the function can be constituted for g 2 C n B having the properties:sup
x32Rþ
Z
Rþ
jgijðx3; y3; nr;gÞjdy3 < 1
sup
y32Rþ
Z
Rþ
jgijðx3; y3; nr;gÞjdx3 < 1 ð3:23Þwhere B is deﬁned byB ¼ Bp [ Bc ð3:24Þin whichBp ¼ fg 2 RjFðnr;gÞ ¼ 0g
Bc ¼ fg 2 RjjgjP nrg ð3:25ÞNote that F in Eq. (3.25) is the Rayleigh function (Appendix A).
Lemma 2. For fi 2 L2ðRþÞ and g 2 C n Buiðx3Þ ¼
Z
Rþ
gijðx3; y3; nr;gÞfjðy3Þdy3 2 L2ðRþÞ ð3:26ÞProof 2. First, ﬁx i and j and deﬁneviðx3Þ ¼
Z
Rþ
gijðx3; y3; nr ;gÞfjðy3Þdy3 ð3:27ÞThen, the following is obtained by means of the Schwarz inequality:
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Z
Rþ
jgijðx3; y3; nr;gÞjjfjðy3Þj2dy3
 1=2 Z
Rþ
jgijðx3; y3; nr ;gÞjdy3
 1=2
6
Z
Rþ
jgijðx3; y3; nr;gÞjjfjðy3Þj2dy3
 1=2
M1 ð3:28ÞwhereM1 ¼ sup
x32Rþ
Z
Rþ
jgijðx3; y3; nr;gÞjdy3
 1=2
ð3:29ÞAs a result, the following is obtained:Z
Rþ
jviðx3Þj2dx3 6 M21
Z
Rþ
Z
Rþ
jgijðx3; y3; nr;gÞjjfjðy3Þj2dy3dx3 6 M21M2kfjk2L2ðRþÞ ð3:30ÞwhereM2 ¼ sup
y32Rþ
Z
Rþ
jgijðx3; y3; nr ;gÞjdx3 ð3:31ÞEq. (3.30) concludes the proof. h
Theorem 1. The operator Aij with the domain DðAijÞ is self-adjoint.
Proof 3. It is sufﬁcient to prove that 8fi 2 L2ðRþÞ, there exist uðþÞi ;uðÞi 2 DðAijÞ satisfyingðAij þ ipl0dijÞuðþÞj ðx3Þ ¼ fiðx3Þ ð3:32Þ
ðAij  ipl0dijÞuðÞj ðx3Þ ¼ fiðx3Þ ð3:33Þwhere p is a positive real number. This fact is based on the results from the literature (Theorem 3.1, Bertheir, 1982).
For the construction of uðþÞi , deﬁneuðþÞi ðx3Þ ¼
Z
Rþ
gijðx3; y3; nr ;gÞfjðy3Þdy3 ð3:34Þwhere g is chosen such that g2 ¼ ip. Note that g 2 C n B. The following equation:Z
Rþ
uiðx3ÞðAij þ ipl0dijÞujðx3Þdx3 ¼
Z
Rþ
½ðAji þ ipl0djiÞuiðx3Þ
i
ujðx3Þdx3
¼
Z
Rþ
ðAji þ ipl0djiÞuiðx3Þ
Z
Rþ
gjkðx3; y3; nr;gÞfkðy3Þdy3dx3
¼
Z
Rþ
Z
Rþ
ððAji þ ipl0djiÞuiðx3ÞÞgjkðx3; y3; nr ;gÞdx3
 
fkðy3Þdy3
¼ ðuk; fkÞL2ðRþÞ; ðui 2 DðRþÞÞ ð3:35Þ
leads to Eq. (3.32), where DðRþÞ is the Schwartz space. During the derivation of Eq. (3.35), the following equation:Z
Rþ
½ðAji þ ipl0dijÞuiðx3Þgjkðx3; y3; nr ;gÞdx3 ¼ ukðy3Þ; ðui 2 DðRþÞÞ ð3:36Þbased on the properties of gijðx3; y3; nr ;gÞ at x3 ¼ y3 shown in Appendix A is used. In addition, the following is obtained:Pijujðx3Þ ¼ Pij
Z
Rþ
gjkðx3; y3; nr ;gÞfkðy3Þdy3 ¼
Z
Rþ
Pijgjkðx3; y3; nr ;gÞfkðy3Þdy3 ð3:37ÞThe interchange of the order of the integral and differential operator is based on the construction of function gij shown in
Appendix A, wherebylim
y3!1
jyn3Pijgjkðx3; y3; nr;gÞfkðy3Þj ¼ 0 ð3:38Þfor an arbitrary positive integer n. According to Eq. (3.37), we havePijujðx3Þ ¼ 0; at x3 ¼ 0 ð3:39Þ
It has been shown that uj 2 L2ðRþÞ from Lemma 2, so that uðþÞi 2 DðAijÞ. The construction of uðÞi 2 DðAijÞ is also possible.
As a result, the following conclusion is obtained. h
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The operatorAij has been found to be self-adjoint and non-negative, which yields the following spectral representation:Aij ¼
Z 1
0
fdEijðfÞ ð3:40Þwhere Eij is the spectral family. The spectral family is connected with the resolvent by means of the Stone theorem (Wilcox,
1976):ð½ðEijðbÞ þ EijðbÞÞ  ðEijðaÞ þ EijðaÞÞuj; viÞL2ðRþÞ ¼ lim#0
1
pi
Z b
a
dfð½Rijðfþ iÞ  Rijðf iÞuj; viÞL2ðRþÞ ð3:41Þfor ui; vi 2 L2ðRþÞ. Note that Rij is the resolvent of the operator Aij and RijðfÞuj is deﬁned byðRijðfÞujÞðx3Þ ¼
Z 1
0
gijðx3; y3; nr;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f=l0
q
Þujðy3Þdy3 ð3:42ÞLet 0 < a < l0g2R and b > ln
2
r . Then, the right-hand side of Eq. (3.41) for the integral becomesZ b
a
dfð½Rijðfþ iÞ  Rijðf iÞuj; viÞL2ðRþÞ ¼ ð2piÞ Resg¼gRð2gl0ÞðRijðfÞuj; viÞL2ðRþÞ þ
Z ﬃﬃﬃﬃﬃﬃb=lp
nr
dgð2gl0Þð½Rijðfþ iÞ
 Rijðf iÞuj; viÞL2ðRþÞ ð3:43Þ
where f ¼ l0g2 and gR is deﬁned by Fðnr ;gRÞ ¼ 0. The path of integration in the complex g plane shown in Fig. 2 is used for
the evaluation of the integral.
In the following, the relationship between the right-hand side of Eq. (3.43) and the eigenfunctions are presented. Let
viðx3; nr;gÞ 2 DðAijÞ satisfyðAij  l0g2dijÞvjðx3; nr ;gÞ ¼ 0 ð3:44Þ
and deﬁne the scalar function WðgÞ such thatWðgÞ ¼ ðvi; ðAij  l0g2dijÞvjÞL2ðRþÞ  vi ð0; nr;gÞPijvjð0; nr;gÞ ð3:45Þ
It is easy to derive the following properties of WðgÞ by means of the boundary conditions for vi:WðgÞ ¼ 0; ðg ¼ gRÞ
WðgÞ–0; ðg–gRÞ ð3:46ÞNote that viðx3; nr ;gRÞ becomes the eigenfunction (Rayleigh wave mode) satisfying the free boundary conditions. Other-
wise, viðx; nr ;gÞ; ðg–gRÞ cannot satisfy the free boundary conditions. As a result, Eq. (3.46) is established. The integral by parts
for Eq. (3.45) yieldsWðgÞ ¼ I1ðgÞ  l0g2I2ðgÞ ð3:47Þ
whereI1ðgÞ ¼
Z 1
0
½2l0jo3v1j2 þ l0jo3v3j2 þ 2l0n2r jv2j2 þ l0n2r jv3j2 þ k0jo3v1  nrv2j2 þ l0jo3v2 þ nrv1j2dx3
I2ðgÞ ¼
Z 1
0
½jv1j2 þ jv2j2 þ jv3j2dx3 ð3:48ÞFig. 2. Path of the integral in the complex g plane.
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Lemma 3. The residue of gij at g ¼ gR can be expressed in terms of the eigenfunction such thatRes
g¼gR
gijðx3; y3; nr ;gÞ ¼ 
wimðx3; nÞwjmðy3; nÞ
2l0gR
ð3:49Þwhere n ¼ ðn1; n2;gRÞ and wimðx3; nÞ is the eigenfunction for the point spectrum (Appendix B).
Proof 4. According to the literature (Aki and Richards, 1980), the function gij can be constructed bygijðx3; y3; nr;gÞ ¼ wijðx3; y3; nr ;gÞ þ viðx3; nr;gÞDjðgÞ ð3:50Þ
where wij is deﬁned bywijðx3; y3; nr ;gÞ ¼ 0; ðx3 > y3Þ
Pijwjkðx3; y3; nr;gÞ ¼ þdik; ðx3 þ  ¼ y3;  # 0Þ ð3:51ÞIn addition, Dj is deﬁned to have gij satisfy the free boundary condition:Pijwjkðx3; y3; nr;gÞ þPijvjðx3; nr;gÞDjðgÞ ¼ 0; ðat x3 ¼ 0Þ ð3:52Þ
The deﬁnition of WðgÞ shown in Eq. (3.45) implies the expressionWðgÞ ¼ vi ð0; nr ;gÞPijvjð0; nr ;gÞ ð3:53Þ
Eqs. (3.52) and (3.53) yieldgikðx3; y3; nr;gÞ ¼ wikðx3; y3; nr;gÞ þ
viðx3; nr ;gÞ
WðgÞ ½v

l ð0; nr ;gÞPljwjkð0; y3; nr ;gÞ ð3:54ÞNow, let g approach gR. Due to the reciprocity, it is found thatvl ð0; nr;gRÞPljwjð0; y3; nr ;gRÞ ¼ vl ðy3; nr;gRÞdlk ð3:55Þ
Thereforeviðx3; nr;gRÞ½vl ð0; sÞPljwjkð0; y3; nr;gÞ ¼ wimðx3; nÞwlmðy3; nÞdik ð3:56Þ
The residue of the resolvent kernel is expressed asRes
g¼gR
gijðx3; y3; nr ;gÞ ¼
wimðx3; nÞwjmðy3; nÞ
W 0ðgRÞ
ð3:57ÞFor the case in which the eigenfunction is normalized as I2ðgRÞ ¼ 1;W 0ðgRÞ ¼ 2lgR, which concludes the proof. h
Next, the function gij is investigated:gijðx; y; nr; sþ iÞ  gijðx; y; nr ; s iÞ ð3:58Þ
for the case in which s ¼ ReðgÞ > nr . The function gij for this case is constructed bygijðx; y; nr; s iÞ ¼ wijðx; y; nr ; s iÞ þ vikðx; nr ; s iÞDkjðs iÞ ð3:59Þ
where vik is the deﬁnition function of the eigenfunction for the continuous spectrum (Touhei, 2002). The deﬁnition function
vik satisﬁes the following:ðAij  l0s2dijÞvjkðx3; nr ; sÞ ¼ 0 ð3:60Þ
and the explicit form of vjk is presented in Appendix B. The relationship between the eigenfunction for the continuous spec-
trum and the deﬁnition function is given bywikðx; nÞ ¼ vikðx; y; nr; sþ iÞ  vikðx; y; nr ; s iÞ; ð! 0Þ ð3:61Þ
and the explicit form of the eigenfunction for the continuous spectrum is also shown in Appendix B.
Now, let us deﬁne the following function:Wklðnr ; s iÞ ¼ wikð0; nÞPijvjlð0; y; nr ; s iÞ ð3:62Þ
Substitution of the explicit forms for the eigenfunction and deﬁnition function Eq. (3.62) yields the following:Wklðnr ; s iÞ ¼ 
l0i
p
sdkl; ð! 0Þ ð3:63ÞIn addition, note that
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which is from the deﬁnition of wik shown in Eq. (3.51). Based on Eqs. (3.63) and (3.64), the following lemma can be
presented.
Lemma 4. For the region of s > nr , the function gij satisﬁes the following equation:gijðx3; y3; nr; sþ iÞ  gijðx3; y3; nr; s iÞ ¼ pi
wimðx3; nÞwjmðy3; nÞ
l0s
; ð! 0Þ ð3:65Þwhere wimðx3; nÞ is the eigenfunction for the continuous spectrum (Appendix B).
Proof 5. The requirement of the free boundary condition for gij yields the following expression of DkbDkjðs iÞ ¼ ½Wlkðnr; s iÞ1wilð0; nÞPimwmjð0; y3; nr; s iÞ ð3:66Þ
Incorporating the following reciprocity relation:wilð0; nÞPimwmjð0; y3; nr; s iÞ ¼ wilðy3; nÞdib ð3:67Þ
into Eq. (3.66) yieldsDkjðs iÞ ¼ ½Wlkðnr; s iÞ1wjlðy3; nÞ ð3:68Þ
Therefore, the following is obtained:gijðx3; y3; nr; s iÞ ¼ wijðx3; y3; nr ; s iÞ þ vikðx3; y3; nr; s iÞ½Wlkðnr; s iÞ1wjlðy3; nÞ ð3:69Þ
Thus, Eqs. (3.61), (3.63), and (3.64) conclude the proof. h3.4. Eigenfunction expansion for the solution for an elastic half space
Next, let us again consider Eq. (3.43). Eq. (3.43) holds for an arbitrary vi 2 L2ðRþÞ, so that the following equation can be
presented by incorporating the results for Lemmas 3 and 4:Z b
a
df½Rijðfþ iÞ  Rijðf iÞuj ¼ ð2piÞ
X
n2rp
wimðx3; nÞðwjmð; nÞ; ujðnr; ÞÞL2ðRþÞ
þ ð2piÞ
Z ﬃﬃﬃﬃﬃﬃb=lp
nr
dn3wimðx3; nÞðwjmð; nÞ; ujðnr; Þ

L2ðRþÞ
ð3:70Þwhere ujðnr; Þ 2 L2ðRþÞ; n ¼ ðn1; n2; n3Þ 2 R3þ andrp ¼ fn ¼ ðn1; n2; n3Þ 2 R3þjFðnr ; n3Þ ¼ 0g ð3:71Þ
As mentioned earlier, 0 < a < lg2R and b > ln
2
r , so thatEijðaÞ ¼ EijðaÞ ¼ 0
EijðbÞ ¼ EijðbÞ ð3:72ÞTherefore, Eqs. (3.41) and (3.70) yieldðEijðbÞujÞðnr; x3Þ ¼
X
n2rp
ðwjmð; nÞ;ujðnr ; ÞÞL2ðRþÞwimðx3; nÞ þ
Z ﬃﬃﬃﬃﬃﬃb=lp
nr
ðwjmð; nÞ;ujðnr; n3ÞÞL2ðRþÞwimðx3; nÞdn3 ð3:73ÞLet b in Eq. (3.73) approach inﬁnity. Then, the following eigenfunction expansion form of ui is obtained:uiðnr; x3Þ ¼
X
n2rp
ðwjmð; nÞ;ujðnr; ÞÞL2ðRþÞwimðx3; nÞ þ
Z 1
nr
ðwjmð; nÞ;ujðnr ; ÞÞL2ðRþÞwimðx3; nÞdn3 ð3:74ÞNote that the eigenfunction expansion form shown in Eq. (3.74) is for uiðnr ; Þ having the compact support. This result can
be extended to all uiðnr ; Þ 2 L2ðRþÞ by a limiting procedure, namelyðwjmð; nÞ; ujðnr; ÞÞL2ðRþÞ ¼ l:i:m:M!1
Z M
0
wjmðx3; nÞujðnr ; x3Þdx3 ð3:75Þwhere the convergence is in L2ðRþÞ. The transform for the function in L2ðRþÞ obtained here can be summarized as
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Z 1
0
wjmðx3; nÞujðnr ; x3Þdx3
uiðnr; x3Þ ¼ ðFðvÞ
1
im
umÞðnr ; x3Þ ¼
X
n2rp
wimðx3; nÞumðnÞ þ
Z 1
nr
wimðx3; nÞumðnÞdn3 ð3:76ÞAt this point, the transformation for the elastic wave ﬁeld in a half space can be presented. Let us deﬁne the subset of the
wavenumber space:rc ¼ fn ¼ ðn1; n2; n3Þ 2 R3þjn3 > nrg ð3:77ÞBy Eqs. (3.4), (3.14), and (3.73), the following theorem is obtained:
Theorem 2. There exists a map satisfying the free boundary condition of the elastic half space of the wave ﬁeld from L2ðR3þÞ to
L2ðrpÞ  L2ðrcÞ deﬁned byu^jðnÞ ¼ ðUijuj
ðnÞ ¼ ðFðvÞim TmjFðhÞujÞðnÞ ð3:78Þthe inverse of which isuiðxÞ ¼ ðU1ij u^jÞðxÞ ¼ ðFðhÞ
1
TmiF
ðvÞ1
mj u^jÞðxÞ ð3:79ÞHere, Uijuj and U1ij uj are expressed as follows:ðUijujÞðnÞ ¼
Z
R3þ
Kjiðn; xÞujðxÞdx; ðn 2 rp [ rcÞ
ðU1ij u^jÞðxÞ ¼
Z
R2
X
n2rp
Kijðx; nÞu^jðnÞdn1dn2 þ
Z
R2
Z 1
nr
Kijðx; nÞu^jðnÞdn3dn1dn2; ðx 2 R3þÞ ð3:80ÞwhereKijðn; xÞ ¼ 12p expðiðn1x1 þ n2x2ÞÞwljðx3; nÞTil ð3:81ÞHere, Uijuj is referred to as the generalized Fourier transform of uj, and U1ij u^j is referred to as the generalized inverse
Fourier transform of u^j. Based on the literature (Reed and Simon, 1975), the domain of the operators Uij and U1ij could be
extended from L2 to the space of tempered distributions S0.4. Method for the volume integral equation
4.1. Formulation of the volume integral equation
The remainder of this article presents a method for the volume integral equation and numerical examples. First, let us
modify Eq. (2.11) as follows in order to express the scattered wave ﬁeld:viðxÞ ¼ 
Z
R3þ
Gijðx; yÞNjkðyÞGklðy; xsÞqldy
Z
R3þ
Gijðx; yÞNjkðyÞvkðyÞdy ð4:1Þwhere vi denotes the scattered wave denoted byviðxÞ ¼ uiðxÞ  Gijðx; xsÞqj ð4:2Þ
For the volume integral equation, it is also necessary to construct the Green’s function. Eqs. (2.12) and (2.13) for the
Green’s function can be solved by the generalized Fourier transform. Application of the generalized Fourier transform to
Eq. (2.12) leads to the following equation:ðl0n23  qx2ÞbGkjðn; yÞ ¼ Kjkðn; yÞ ð4:3Þ
where bGij is the generalized Fourier transform of the Green’s function. As a result of Eq. (4.3), the Green’s function for a half
space can be represented asGijðx; yÞ ¼
Z
R2
dn1dn2
X
n2rp
Kikðn; xÞKjkðn; yÞ
l0n
2
3  qx2  i
þ
Z
R2
dn1dn2
Z 1
nr
Kikðn; xÞKjkðn; yÞ
l0n
2
3  qx2  i
dn3 ð4:4Þ
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Next, the generalized Fourier transform of the volume integral equation is investigated. Let the function wiðxÞ be given in
the following form:wiðxÞ ¼
Z
R3þ
Gijðx; yÞfjðyÞdy ð4:5ÞThe formal calculation reveals thatðUkiwiÞðnÞ ¼
Z
R3þ
Kikðn; xÞ½
Z
R3þ
Gijðx; yÞfjðyÞdydx ¼
Z
R3þ
Z
R3þ
Kikðn; xÞGijðx; yÞdx
" #
fjðyÞdy ¼
Z
R3þ
h^ðnÞKjkðn; yÞfjðyÞdy
¼ h^ðnÞðUkjfjÞðnÞ ð4:6Þ
where h^ denotesh^ðnÞ ¼ 1ðn1Þ1ðn2Þ
l0n
2
3  qx2  i
ð4:7ÞNote that 1ðÞ in Eq. (4.7) is deﬁned such that1ðn1Þ ¼ 1; ð8n1 2 RÞ ð4:8Þ
By Eq. (4.6), the generalized Fourier transform of Eq. (4.1) is as follows:v^iðnÞ ¼ h^ðnÞUijNjkU1kl u^ðIÞl ðnÞ  h^ðnÞUijNjkU1kl v^lðnÞ ð4:9Þ
where v^i is the generalized Fourier transform of vi and u^
ðIÞ
l is the incident wave ﬁeld due to the point source expressed byu^ðIÞl ðnÞ ¼ h^ðnÞKmlðn; xsÞqm ð4:10Þ
Note that Eq. (4.9) has the same form as the equation in 3D full space (Touhei et al., 2007), in which the Fourier transform
of the Green’s function and the operator describing the ﬂuctuation of the medium are separate. Therefore, the formulation
for the inverse scattering analysis is also expected to become possible.
The ﬁrst term of the right-hand side of Eq. (4.9) can be determined in the case that the incident wave ﬁeld and the ﬂuc-
tuation of the medium are the given conditions. Let fi be the ﬁrst term of the right-hand side of Eq. (4.9), namelyf^ iðnÞ ¼ h^ðnÞUijNjkU1kl u^ðIÞl ðnÞ ð4:11Þ
In addition, deﬁne the linear operatorAil ¼ h^ðnÞUijNjkU1kl ð4:12Þ
Then, Eq. (4.9) can be rewritten asv^iðnÞ ¼ f^ iðnÞ  Aijv^jðnÞ ð4:13Þ
which shows directly the second type of Fredholm equation. For numerical calculations, the wavenumber space rp  rc 2 R3þ
is discretized into a ﬁnite number of grids. According to the discretization, Eq. (4.13) is expressed asv^ðDÞiðnÞ ¼ f^ ðDÞiðnÞ  AðDÞijv^ðDÞjðnÞ; ðn 2 DnÞ ð4:14Þ
where Dn is a set of a ﬁnite number of grids in the wavenumber space and f^ ðDÞi and v^ðDÞi are the discretizations of
functions for f^ i and v^i, respectively. In addition, AðDÞij is also the discretization of the operator Aij, which is realized
by discretizing the generalized Fourier and its inverse transforms. The set of the ﬁnite number of grids Dn is expressed
here asDn ¼ fðn1Dn1;n2Dn2;gRÞjn1 2 N1; n2 2 N2; Fðnr;gRÞ ¼ 0g
fðn1Dn1; n2Dn2; nr þ n3Dn3Þjn1 2 N1;n2 2 N2;n3 2 N3g ð4:15Þwhere Dnj; ðj ¼ 1;2;3Þ are the intervals of grids in the wavenumber spacenr ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n21Dn
2
1 þ n22Dn22
q
ð4:16Þand N1;N2, and N3 compose the set of integers deﬁned byN1 ¼ fnj  N1=2 6 n < N1=2g
N2 ¼ fnj  N2=2 6 n < N2=2g
N3 ¼ fnj0 6 n < N3  1g ð4:17Þ
T. Touhei / International Journal of Solids and Structures 46 (2009) 52–73 63where ðN1;N2;N3Þ deﬁnes the number of grids in the wavenumber space. Corresponding to Dn, the set of the ﬁnite number of
grids in the space domain Dx is also used for the operator Nij, which is represented byTable 1
Propert
k (GPa)
4.0Dx ¼ fðn1Dx1; n2Dx2;n3Dx3Þjn1 2 N1;n2 2 N2;n3 2 N3g ð4:18Þ
where Dxj; ðj ¼ 1;2;3Þ are the intervals of grids in the space domain.
The Krylov subspace iteration method (Barrett et al., 1994) is introduced here to solve Eq. (4.14). The Krylov subspace
iteration techniques are developed for the simultaneous equation in the following form:A~x ¼~b ð4:19Þ
where A is the matrix, ~x is an unknown vector, and ~b is the given vector. The Krylov subspace is deﬁned byKm ¼ span f~b;A~b;A2~b; . . . ;Am~bg ð4:20Þ
where m is the number of iterations. In the Krylov subspace iteration methods, the coefﬁcients of the recurrence formula to
approximate the solution are determined during the process of constructing the orthonormal basis from Km. It is possible to
construct the Krylov subspace for Eq. (4.14) because AðDÞij is the linear operator for the ﬁnite dimensional vector space. Note
that it is not necessary to specify all of the elements of AðDÞij as the matrix, but the speciﬁcation for the linear transform is
sufﬁcient for the construction of the Krylov subspace. During the iterative process, the generalized Fourier transform and
the inverse Fourier transform are used repeatedly.
4.2. Numerical examples
For the numerical calculations, the background Lamé constants and mass density of an elastic half space are shown in
Table 1. For the wave ﬁeld, the P and S wave velocities are 2 and 1 km/s, respectively, and that of the Rayleigh wave is
approximately 0.93 km/s. It is very important to obtain information for the accuracy of the generalized Fourier transform.
To deﬁne Dx and Dn;N1 ¼ N2 ¼ 256;N3 ¼ 256;Dx1 ¼ Dx2 ¼ 0:25 km and Dx3 ¼ 0:125 km are chosen. For the horizontal com-
ponents of the transforms, 2D FFT is employed, where there is a relationship between Dxj and Dnj; ðj ¼ 1;2Þ such thatDxjDnj ¼
2p
Nj
; ðj ¼ 1;2Þ ð4:21ÞThere is no relationship between Dx3 and Dn3. Therefore, Dn3 ¼ ð1=2ÞDn1 is employed here.
To check the validity of the generalized Fourier transform, consider the following function:fiðxÞ ¼ oi expð0:1jx x0j2Þ ð4:22Þ
where x0 ¼ ð0;0;1Þ. Comparisons between fiðxÞ and U1ij UjkfkðxÞ are shown in Fig. 3 for the case in which i ¼ 3. In Fig. 3, ‘‘ori-
ginal” and ‘‘reconstructed” denote fiðxÞ and U1ij UjkfkðxÞ, respectively, at x2 ¼ 0. These comparisons reveal almost complete
agreement between fiðxÞ and U1ij UjkfkðxÞ, which validates the numerical accuracy of the transforms by the present condi-
tions. The accuracy of the discrete generalized Fourier transform is also examined here by synthesizing the Green’s function
deﬁned by Eq. (4.4), where  is set at 0.6. To synthesize the Green’s function, the excitation force is set in the vertical direc-
tion, where the amplitude of the force is 1 107 kN. The point force is located at a depth of 1 km from the surface of the
origin of the horizontal coordinate. The distributions of the displacement in the vertical plane are shown in Figs. 4 and 5
for the comparison of the discrete generalized Fourier transform and the Hankel transform. Figs. 4 and 5 show that the both
results have similar patterns. The difference between these results can be seen at the depth level of the source point and
areas under the source point. Note that the Hankel transform is not very good at calculating the response at the depth level
of the source point for the Green’s function. In addition, the results of the Hankel transform reveal that the areas of the high-
displacement amplitude zones under the source point are discontinuous. Therefore, the results of the discrete generalized
Fourier transform are presumed to be more accurate than those of the Hankel transform.
The following examples are for the solutions of the volume integral equation. As mentioned earlier, the problem here is
calculating scattered wave ﬁelds due to a point source. The condition of the point source is the same as the previous example
for checking the Green’s function, except for its location. Namely, the direction of the excitation force is vertical, and its
amplitude is 1 107 kN. The analyzed frequency is 1 Hz, and  is set at 0.6. The ﬂuctuation of the elastic wave ﬁeld is set at~kðxÞ ¼ Ak expðfkjx xcj2Þ ð4:23Þ
~lðxÞ ¼ Al expðfljx xcj2Þ; ð4:24Þies of the material for the background structure
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Fig. 3. Conﬁrmation of the discrete generalized Fourier transform.
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Fig. 4. Distribution of displacement of the Green’s function by the Hankel transform.
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Fig. 5. Distribution of displacement of the Green’s function by the discrete generalized Fourier transform.
64 T. Touhei / International Journal of Solids and Structures 46 (2009) 52–73where Ak and Al describe the amplitude of the ﬂuctuation, fk and fl describe the spread of the ﬂuctuation in the space, and xc
is the center of the ﬂuctuation. These parameters are set at Ak ¼ Al ¼ 0:6 GPa;fk ¼ fl ¼ 0:3 km2, andxc ¼ ð0;0;1Þ km ð4:25Þ
The ﬂuctuation of the medium in the x2  x3 plane at x1 ¼ 0 km is shown in Fig. 6. For the Krylov subspace iteration tech-
nique, the Bi-CGSTAB method (Barrett et al., 1994) is employed.
Fig. 7 shows the relationship between the relative error and the number of iterations for solving the volume integral
equation. For the analysis, the location of the point source is set at the origin of the coordinate system. The relative error
shown in Fig. 7 is deﬁned as
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Fig. 6. Fluctuation of the medium.
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ð4:26Þwhere the norm is deﬁned such thatkf^ ðDÞiðnÞk2 ¼
X
n2Dn
½jf^ ðDÞ1ðnÞj2 þ jf^ ðDÞ2ðnÞj2 þ jf^ ðDÞ3ðnÞj2 ð4:27ÞFig. 7 shows that the relative error decrease rapidly with respect to the number of iterations. In the case that the iterations
are stopped when the relative error is less than 3:0 104, only three iterations are required.-8
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66 T. Touhei / International Journal of Solids and Structures 46 (2009) 52–73Fig. 8 shows the propagation of scattered waves at the free surface. The scattered waves propagate isotropically due to the
properties of the ﬂuctuation of the medium and the vertical excitation force. The amplitudes of the scattered waves at the
free surface remain almost constant toward the far ﬁeld region, which indicates the generation and propagation of the Ray-
leigh waves from the ﬂuctuation of the medium. Fig. 9 shows the amplitudes of the scattered waves in the x1  x3 plane. For
comparison with Fig. 9, the results of the Born approximation are also shown in Fig. 10. Note that the solution of the Born
approximation is based on the Neumann series (Colton and Kress, 1983), which is different from the ﬁrst iterative solution of
the Bi-CGSTAB method. Here, the Born approximation is calculated from the volume integral equation to which the general-
ized Fourier transform is applied. Fig. 9 shows how the Rayleigh wave and the body waves propagate in this case. The highest
displacement amplitude can be seen at the location of the source point. From the source point, the Rayleigh wave spreads
along the free surface, and the body waves propagate in two directions below the source point. The ﬂuctuation of the Lamé
constants is greater than that of the background structure of the wave ﬁeld. Therefore, the scattered waves are ampliﬁed
around the center of the ﬂuctuating region. As a result, the body waves are propagated in two directions. The results of
the Born approximation shown in Fig. 10 reveal a pattern similar to that shown in Fig. 9. The Born approximation, however,
estimates that the scattered waves are stronger and spread across a wider area, as compared to the results of the present
method.
Fig. 11 shows the propagation of scattered waves at the free surface for the case in which the location of the point source
is set at xs ¼ ð5;0;0Þ km. According to Fig. 11, the amplitudes of the scattered waves are larger in the forward region of the
ﬂuctuating area, where x1 < 0. Fig. 12 shows the amplitude of the scattered waves in the x1  x3 plane for this case. In addi-
tion, for comparison, the solutions for the Born approximation are shown in Fig. 13. The Born approximation yields results
similar to those of the present method, except that the amplitudes of scattered waves are estimated to be larger. Figs. 12 and
13 indicate that the amplitudes of the scattered waves are smaller in the ﬂuctuating area. The scattered waves are found to
be reﬂected at the ﬂuctuating area, causing the Rayleigh waves. The above numerical results can almost explain the prop-
agation of scattered elastic waves in a half space.
In general, it has been thought that solving integral equations numerically requires the derivation of matrices. As a result,
it has been very difﬁcult to solve the volume integral equation, since this requires a huge and dense matrix. It is true that the
Born approximation (Hudson and Heritage, 1981) is an alternative method for the volume integral equation. There is a
limitation, however, for the application of the Born approximation to the integral equation (Colton and Kress, 1998).-10 -5  0  5  10
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Fig. 9. Distribution of the amplitude of the scattered waves in the vertical plane.
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Fig. 10. Distribution of the amplitude of the scattered waves in the vertical plane (born approximation).
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Fig. 11. Scattering of the waves at the surface.
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Fig. 12. Distribution of the amplitude of the scattered waves in the vertical plane.
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Fig. 13. Distribution of the amplitude of the scattered waves in the vertical plane (born approximation).
T. Touhei / International Journal of Solids and Structures 46 (2009) 52–73 67A mathematical advantage of the volume integral equation is in that this equation shows the relationship between the ﬂuc-
tuation of the wave ﬁeld and scattered waves, which leads to a formulation for the inverse scattering analysis (Touhei et al.,
2007). Therefore, a method for solving the volume integral equation for an elastic propagation in a half space was presented
in this study. This method introduced the generalized Fourier transform, which realized the decomposition of the Green’s
function and the ﬂuctuation of the wave ﬁeld. As a result, the Krylov subspace iteration technique was available directly
to the volume integral equation and a huge and dense matrix was no longer required.
The numerical calculations were carried out by a computer with an AMD Opteron 2.4-GHz processor. The CPU time
needed for iteration in Bi-CGSTAB was 5 h, which is due primarily to the calculation of generalized Fourier transforms.
The reduction of the large CPU time requirement will be necessary for future study. The development of a fast algorithm
for the generalized Fourier transforms may be required. It is also important to formulate the inverse scattering analysis
method and to carry out the analysis.
68 T. Touhei / International Journal of Solids and Structures 46 (2009) 52–735. Conclusions
In this article, the generalized Fourier transform and its inverse transforms for elastic wave propagations in a half
space were developed. Mathematical veriﬁcation of the transforms was carried out based on the spectral theory of
elastic wave propagations. Namely, the proof of the self-adjointness of an operator regarding the elastic wave propa-
gation in a half space was provided. The spectral family for the operator was constructed via the Stone theorem. As a
result, the generalized Fourier transform and its inverse transforms were derived as an eigenfunction expansion for the
wave ﬁeld.
The generalized Fourier transform enabled the decomposition of the Green’s function and the ﬂuctuation of the
wave ﬁeld in the volume integral equation, which realized the application of the Krylov subspace iteration technique
directly to the integral equation. The generalized Fourier and its inverse transforms were repeatedly used during the
Krylov iterative processes. The method for the volume integral equation presented here does not require a huge and
dense matrix.
Several numerical calculations were used to verify the effectiveness of the generalized Fourier transforms as well as the
method for the volume integral equation. According to the numerical results, the discrete generalized Fourier transforms
provided accurate results for synthesizing the Green’s function. The numerical results for the volume integral equation were
also found to well explain the propagation of the scattered waves in a half space.
At present, a large proportion of the CPU time is required for the generalized Fourier transform and its inverse transforms.
In the future, a fast algorithm for the generalized Fourier transform must be developed. The establishment of a formulation
for the inverse scattering analysis will also be an important task.Appendix A. Construction of function gij
In this appendix, the function gij deﬁned byðAij  g2l0dijÞgjkðx3; y3; nr;gÞ ¼ dikdðx3  y3Þ; g 2 C ðA:1Þ
Pijgjkðx3; y3; nr;gÞ ¼ 0; at x3 ¼ 0 ðA:2Þis constructed. The following functions are the starting point of the construction:u1ðx3; nr ;gÞ ¼ cecx3D1 þ cecx3D2 þ n2r emx3D3 þ n2r emx3D4
u2ðx3; nr ;gÞ ¼ nrecx3D1 þ nrecx3D2  nrmemx3D3 þ nrmemx3D4
u3ðx3; nr ;gÞ ¼ nremx3D5 þ nremx3D6 ðA:3Þfor y3 > x3 andu1ðx3; nr ;gÞ ¼ cecx3D7 þ n2r emx3D8
u2ðx3; nr ;gÞ ¼ nrecx3D7  nrmemx3D8
u3ðx3; nr ;gÞ ¼ nremx3D9 ðA:4Þfor x3 > y3, where Dj; ðj ¼ 1; . . . ;9Þ are unknown coefﬁcients to be determined by the free boundary conditions and the sin-
gularity conditions at x3 ¼ y3. In addition, c and m are expressed asc ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2r  ðcT=cLÞ2g2
q
m ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2r  g2
q
ðA:5Þthe branches of which are chosen such that ReðcÞ > 0 and ReðmÞ > 0 due to the radiation conditions. Note that cT and cL in Eq.
(A.5) are the S and P wave velocities, respectively, deﬁned bycT ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0=q
q
cL ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðk0 þ 2l0Þ=q
q
ðA:6ÞThe above functions shown in Eqs. (A.3) and (A.4) satisfyðAij  g2l0dijÞujðx3; nr;gÞ ¼ 0 ðA:7Þ
The singularity conditions at x3 ¼ y3 are as follows:gikðy3 þ ; y3; nr ;gÞ ¼ gikðy3  ; y3; nr ;gÞ
½Pijgjkðx3; y3; nrgÞx3¼y3þx3¼y3 ¼ dik ðA:8Þ
T. Touhei / International Journal of Solids and Structures 46 (2009) 52–73 69where  is an inﬁnitesimally small positive number. Eq. (A.8) shows that there are six conditions at the point x3 ¼ y3 for ﬁxed k.
There are also three conditions at the free boundary for ﬁxed k in Eq. (A.2). Thus, there are a total of nine conditions for the un-
knownnine coefﬁcients. After some complicated calculations, the unknown coefﬁcients are found to have the following forms:Dj ¼ aje
cy3 þ bjemy3
Fðnr ;gÞ
; ðj ¼ 1; . . . ;4Þ
Dj ¼ cjemy3 ; ðj ¼ 5;6Þ
Dj ¼
ajecy3 þ a0jecy3 þ bjemy3 þ b0jemy3
Fðnr;gÞ
; ðj ¼ 7;8Þ
Dj ¼ cjemy3 þ c0jemy3 ; ðj ¼ 9Þ ðA:9Þ
where Fðnr;gÞ is the Rayleigh function given byFðnr ;gÞ ¼ ð2n2r  g2Þ2  4n2r cm ðA:10Þ
In addition, the coefﬁcients aj; a0j; bj; b
0
j; cj and c
0
j are found to be functions of nr and g having branch points at g ¼ nr and
z ¼ ðcL=cTÞnr but no poles.
According to the expression of Dj; ðj ¼ 1; . . . ;9Þ shown in Eq. (A.9), gij can be constructed for g 2 C n ðBp [ BsÞ, whereBp ¼ fg 2 RjFðnr ;gÞ ¼ 0g
Bc ¼ fg 2 RjjgjP nrg ðA:11ÞThe important property of gij due to Eq. (A.9) for g 2 C n ðBp [ BcÞ is as follows:
lim
y3!1
ym3Pijgjkðx3; y3; nr;gÞ ¼ 0 ðA:12Þwhich is used in the main text of this article. In addition, by investigating the exact forms of the coefﬁcients Dj; ðj ¼ 1; . . . ;9Þ,
we have the following:sup
x32Rþ
Z
Rþ
jgijðx3; y3; nr;gÞjdy3 < 1
sup
y32Rþ
Z
Rþ
jgijðx3; y3; nr;gÞjdx3 < 1 ðA:13ÞAppendix B. Properties of eigenfunctions
In this appendix, the eigenfunctions for the equationAij/jðx3; nÞ ¼ l0n23/iðx3; nÞ ðB:1Þ
are investigated, where n ¼ ðn1; n2; n3Þ, and /i is the eigenfunction satisfying the free boundary conditionPij/jðx3; nÞ ¼ 0; ðat x3 ¼ 0Þ ðB:2Þ
According to Eq. (A.3) in Appendix A, the eigenfunction is expressed in the following form:/1ðx3; nÞ ¼ cecx3D1 þ cecx3D2 þ n2r emx3D3 þ n2r emx3D4
/2ðx3; nÞ ¼ nrecx3D1 þ nrecx3D2  nrmemx3D3 þ nrmemx3D4
/3ðx3; nÞ ¼ nremx3D5 þ nremx3D6 ðB:3Þin order to discuss not only the proper eigenfunctions but also the improper eigenfunctions. Note that c and m in Eq. (B.3) are
expressed asc ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2r  ðcT=cLÞ2n23
q
m ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2r  n23
q
ðB:4Þwhere n2r ¼ n21 þ n22. As shown in the main text of this article, the operator Aij is self-adjoint and non-negative. In addition,
from Eqs. (B.3) and (B.4), the eigenfunction is found to be an even function with respect to n3. Therefore, the eigenfunction for
the region of n3 > 0 is considered.
First, for the region of 0 < n3 < nr , the eigenfunction shown in Eq. (B.3) has the following form due to the boundedness
requirement:/1ðx3; nÞ ¼ cecx3D1 þ n2r emx3D3
/2ðx3; nÞ ¼ nrecx3D1  nrmemx3D3
/3ðx3; nÞ ¼ nremx3D5 ðB:5Þ
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On the other hand, the eigenfunction for the P-SV wave components exists as the Rayleigh wave mode, in the case that n3
satisﬁes the following equation:Fðnr; n3Þ ¼ ð2n2r  n23Þ2  4n2r cm ¼ 0 ðB:7Þ
In the main text of this article, n3 satisfying Eq. (B.7) is denoted by gR. It is possible to deﬁne D1 and D3 for the eigenfunc-
tion by means of the normalization conditionZ 1
0
ðj/1ðx3; nÞj2 þ j/2ðx3; nÞj2Þdx3 ¼ 1 ðB:8ÞThe array of the eigenfunction wij used in the main text is expressed as follows:½wijðx3; nÞ ¼
/1ðx3; nÞ /2ðx3; nÞ 0
0 0 0
0 0 /3ðx3; nÞ
264
375
T
ðB:9Þwhich is referred to as the eigenfunction for the point spectrum. Note that the superscript T in Eq. (B.9) denotes the transpose
of the matrix.
For the region nr < n3 < nrðcL=cTÞ, the following form of the eigenfunction exists as the improper eigenfunction:
/1ðx3; nÞ ¼ c expðcx3ÞD1 þ n2r expðimx3ÞD3 þ n2r expðimx3ÞD4
/2ðx3; nÞ ¼ nr expðcx3ÞD1  inrm expðimx3ÞD3 þ inrm expðimx3ÞD4
/3ðx3; nÞ ¼ nr expðimx3ÞD5 þ nr expðimx3ÞD6 ðB:10Þwhere m ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n23  n2r
q
. It is not difﬁcult to rewrite the above functions in the following form:/1ðx3; nÞ ¼ c expðcx3ÞD1 þ n2r cosðmx3ÞD3 þ n2r sinðmx3ÞD4
/2ðx3; nÞ ¼ nr expðcx3ÞD1  nrm sinðmx3ÞD3 þ nrm cosðmx3ÞD4
/3ðx3; nÞ ¼ nr cosðmx3ÞD5 þ nr sinðmx3ÞD6 ðB:11ÞThe introduction of the free boundary conditions requiresD3 ¼ aðnÞD1
D4 ¼ bðnÞD1
D6 ¼ 0 ðB:12ÞwhereaðnÞ ¼ 2c
n2r  m2
; bðnÞ ¼ m
2  n2r
2n2r m
ðB:13ÞIn addition, the normalization conditions for the eigenfunctions:Z 1
0
ð/1ðx3; nÞ/1ðx3; n0Þ þ /2ðx3; nÞ/2ðx3; n0ÞÞdx3 ¼ dðn3  n03Þdnr ;n0r ðB:14ÞZ 1
0
/3ðx3; nÞ/3ðx3; n0Þdx3 ¼ dðn3  n03Þdnr ;n0r ðB:15Þleads toD23 þ D24 ¼
2
p
1
mn2r n3
ðB:16ÞandD5 ¼ 1nr
ﬃﬃﬃﬃﬃﬃﬃ
2n3
pm
r
ðB:17Þwhere n0 ¼ ðn01; n02; n03Þ; n0r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n01
2 þ n022
q
anddnr ;n0r ¼
1 ðwhennr ¼ n0rÞ
0 ðotherwiseÞ

ðB:18Þ
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/1ðx3; nÞ /2ðx3; nÞ 0
0 0 0
0 0 /3ðx3; nÞ
264
375
T
ðB:19ÞFor the region nrðcL=cTÞ < n3, the eigenfunction becomes
/1ðx3; nÞ ¼ c cosðcx3ÞD1  c sinðcx3ÞD2 þ n2r cosðmx3ÞD3 þ n2r sinðmx3ÞD4
/2ðx3; nÞ ¼ nr sinðcx3ÞD1 þ nr cosðcx3ÞD2  nrm sinðmx3ÞD3 þ nrm cosðmx3ÞD4
/3ðx3; nÞ ¼ nr cosðmx3ÞD5 þ nr sinðmx3ÞD6 ðB:20Þwherec ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n23ðcT=cLÞ2  n2r
q
ðB:21ÞNote that the eigenfunction for the SH wave component /3 has the same form as that for the region nr < n3 < ðcT=cLÞnr .
The free traction condition leads to the following relationship between the coefﬁcients:D3 ¼ aðnÞD1; D4 ¼ bðnÞD2 ðB:22Þ
whereaðnÞ ¼ 2c
m2  n2r
ðB:23ÞEqs. (B.20) and (B.22) imply that there are two linearly independent eigenfunctions for P-SV wave components, which are
as follows:/ð1Þ1 ðx3; nÞ ¼ c cosðcx3ÞD1 þ aðnÞn2r cosðmx3ÞD1
/ð1Þ2 ðx3; nÞ ¼ nr sinðcx3ÞD1  aðnÞnrm sinðmx3ÞD1 ðB:24Þ
/ð2Þ1 ðx3; nÞ ¼ c sinðcx3ÞD2 þ bðnÞn2r sinðmx3ÞD2
/ð2Þ2 ðx3; nÞ ¼ nr cosðcx3ÞD2 þ bðnÞnrm cosðmx3ÞD2 ðB:25Þwhere the superscripts (1) and (2) are used to distinguish the two types of linearly independent eigenfunctions. The ampli-
tudes D1 and D2 can be determined by the following normalization conditions:Z 1
0
ð/ðsÞ1 ðx3; nÞ/ðs1 Þðx3; n0Þ þ /ðsÞ2 ðx3; nÞ/ðsÞ2 ðx3; n0ÞÞdx3 ¼ dðn3  n03Þdnr ;n0r ; ðs ¼ 1;2Þ ðB:26ÞThe results areD21 ¼
2
p
1
n3ðcþ a2n2r mÞ
D22 ¼
2
p
1
n3ðcþ b2n2r mÞ
ðB:27ÞThe array of the eigenfunction wij for the region nrðcL=cTÞ < n3 is expressed as½wijðx3; nÞ ¼
/ð1Þ1 ðx3; nÞ /ð1Þ2 ðx3; nÞ 0
/ð2Þ1 ðx3; nÞ /ð2Þ2 ðx3; nÞ 0
0 0 /3ðx3; nÞ
264
375
T
ðB:28ÞIn the main text of the article, the eigenfunction deﬁned by Eqs. (B.19) and (B.28) is called the eigenfunction for the
continuous spectrum.
The deﬁnition function vik for the eigenfunction for the continuous spectrum is designed to have the following properties:wikðx3; nÞ ¼ vikðx3; nr; n3 þ iÞ  vikðx3; nr ; n3  iÞ; ð! 0Þ ðB:29Þ
for the region of n3 > nr . According to Eqs. (B.11) and (B.20), the form of vik can be set byvikðx3; nr;gÞ ¼ aijðx3; nr;gÞdjkðnr ;gÞ ðB:30Þ
where aij denotes½aijðx3; nr;gÞ ¼
c expðcx3Þ n2r expðmx3Þ 0
nr expðmx3Þ nrm expðmx3Þ 0
0 0 nr expðmx3Þ
264
375 ðB:31Þ
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the improper eigenfunction for the case in which ! 0. For the region of nr < n3 < ðcL=cTÞnr ; djk is expressed as follows:½djkðnr ; n3 þ iÞ ¼
D 0 0
h1D 0 0
0 0 D3
264
375; ðB:32Þ
½djkðnr ; n3  iÞ ¼
0 0 0
h2D 0 0
0 0 D3
264
375 ðB:33Þwhereh1 ¼ 4n
2
r
mcþ iðn2r  m2Þ2
4n2r mðn2r  m2Þ
h2 ¼ 4n
2
r
mcþ iðn2r  m2Þ2
4n2r mðn2r  m2Þ
ðB:34Þ
D3 ¼ 12nr
ﬃﬃﬃﬃﬃﬃﬃ
2n3
pm
r
ðB:35Þ
D2 ¼ 8n
2
r
mð2n2r  n23Þ2
pn3½ð2n2r  n23Þ4 þ 16n4r m2c2
ðB:36ÞFor the region of ðcL=cTÞ nr < n3; djk is expressed as follows:½djkðnr ; n3 þ iÞ ¼
D1 D2 0
iaD1 ibD2 0
0 0 D3
264
375 ðB:37Þ
½djkðnr ; n3  iÞ ¼
D1 D2 0
ia ibD2 0
0 0 D3
264
375 ðB:38ÞwhereD1 ¼ D12i ; D2 ¼
D2
2
ðB:39ÞNote that D1 and D2 are given in Eq. (B.27).
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