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Coherently manipulating multipartite quantum correlations leads to remarkable advantages in
quantum information processing. A fundamental question is whether such quantum advantages
persist only by exploiting multipartite correlations, such as entanglement. Recently, Dale, Jennings,
and Rudolph negated the question by showing that a randomness processing, quantum Bernoulli
factory, using quantum coherence, is strictly more powerful than the one with classical mechanics.
In this Letter, focusing on the same scenario, we propose a theoretical protocol that is classically
impossible but can be implemented solely using quantum coherence without entanglement. We
demonstrate the protocol by exploiting the high-fidelity quantum state preparation and measurement
with a superconducting qubit in the circuit quantum electrodynamics architecture and a nearly
quantum-limited parametric amplifier. Our experiment shows the advantage of using quantum
coherence of a single qubit for information processing even when multipartite correlation is not
present.
Coherent superposition of different states, coherence,
is a peculiar feature of quantum mechanics that distin-
guishes itself from Newtonian theory. In different sce-
narios, coherence exhibits as various quantum resources,
such as entanglement [1], discord [2], and single-party
coherence [3]. In many quantum information tasks, the
common resource leading to quantum advantage is mul-
tipartite quantum correlations. For instance, entangle-
ment plays a crucial role in quantum key distribution
[4, 5], teleportation [6], and computation [7, 8]. While
the essence of multipartite correlation originates from co-
herent superposition, it is natural to expect the essence
of quantum advantage to also originate from coherence.
This raises a fundamental question: Can quantum advan-
tage be obtained without using multipartite correlations?
In randomness generation, it has been shown that co-
herence is the essential resource for generating true ran-
dom numbers [9]. It is thus natural to expect coherence
to be a resource for displaying quantum advantages in
certain randomness related tasks. Remarkably, in a re-
cent work by Dale et al., a rather simple task of random-
ness processing is proposed to show that coherence yields
a provable quantum advantage over classical stochastic
physics [10]. In this randomness processing task, a classi-
cal coin, see Fig. 1(a), corresponds to a classical machine
that produces independent and identically distributed
random variables where each one has the binary values,
head (0) and tail (1). A coin is called p-coin if the proba-
bility of producing a head is p, where p ∈ [0, 1]. Given an
unknown p-coin, an interesting question is whether one
can construct an f(p)-coin, where f(p) is a function of p
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and f(p) ∈ [0, 1]. Such construction processing is called
a Bernoulli factory [11, 12].
(a) (b)
FIG. 1. Classical and quantum coin. For a given p value, (a)
classical and (b) quantum p-coin corresponds to two differ-
ent ways of encoding p, see Eqs. (A1) and (A2), respectively.
The key difference lies in whether there is coherence in the
computational basis.
Let us take f(p) = 1/2 for example, which was solved
by von Neumann with a rather simple but heuristic strat-
egy [13]. Flip the p-coin (p 6= 0) twice. If the outcomes
are the same start over; otherwise, output the second
coin value as the 1/2-coin output. Therefore, the func-
tion of f(p) = 1/2 can be constructed from an arbitrary
unknown p-coin. As a generalization, a natural question
involves which kind of function f(p) can be constructed
from an unknown p-coin. This classical Bernoulli factory
problem was solved by Keane and O’Brien [14]. Gener-
ally speaking, a necessary condition for f(p) being con-
structible is that f(p) 6= 0 or 1 when p ∈ (0, 1). The
function f(p) = 1/2 satisfies this condition, while there
are many other examples that violate it. For instance,
surprisingly, the simple “probability amplification” func-
tion f(p) = 2p [15] does not satisfy the constructible
condition, where we have f(1/2) = 1. Therefore, there is
2no classical method to construct an f(p) = 2p-coin.
In the language of quantum mechanics, a p-coin corre-
sponds to a machine that outputs identically mixed qubit
states,
ρC = p|0〉〈0|+ (1 − p)|1〉〈1|, (1)
where p ∈ [0, 1], and Z = {|0〉, |1〉} is the computational
basis denoting head and tail, respectively. As p is gener-
ally unknown, we can regard ρC as a classical way of en-
coding an unknown parameter p. A measurement in the
{|0〉, |1〉} basis would output a head or a tail with a prob-
ability according to p and 1−p, respectively. On the other
hand, a quantum way of encoding p, see Fig. 1(b), can be
a coherent superposition of |0〉 and |1〉, i.e., ρQ = |p〉〈p|
with
|p〉 = √p|0〉+
√
1− p|1〉. (2)
Following the nomenclature in Ref. [10], we call such a
quantum coin a quoin. It is straightforward to see that
a p-coin can always be constructed from a p-quoin by
measuring it in the Z (computational) basis. Thus, clas-
sically constructible (via coins) f(p) functions are also
quantum mechanically constructible (via quoins), while a
really interesting question is whether the set of quantum
constructible functions (via quantum a Bernoulli factory)
is strictly larger than the classical set.
In Ref. [10], Dale et al. have theoretically proved the
necessary and sufficient conditions for f(p) being quan-
tum constructible. Specifically, they show that there are
functions, for instance f(p) = 2p, which are impossible
to construct classically, but can be efficiently realized in
the presence of p-quoins. Therefore, they provide a pos-
itive answer to this problem where quantum resources
are strictly superior to classical ones. The protocol for
generating the f(p) = 2p function relies on Bell state
measurement on two quoins, which essentially establish
entanglement between the two quoins.
Now, we are interested in seeing whether such a quan-
tum advantage persists even when multipartite correla-
tions, such as entanglement, are absent. Thus, we only
allow single qubit operations. Without two-qubit op-
erations, it turns out that constructing the f(p) = 2p
function will require many copies of qubits defined in
Eq. (A2) and the convergence could be poor. In this Let-
ter, we propose another function that is impossible with
classical means but feasible with only limited number of
single-qubit operations.
Theoretical protocol — In this Letter, we analyze a
classically impossible f(p) function defined by
f(p) = 4p(1− p). (3)
For p = 1/2, we have f(p) = 1 which means that this
function is classically unachievable. On the other hand,
it is straightforward to check that the f(p)-function sat-
isfies the requirements for beign quantum constructible
[10]. Given a p-quoin, we explicitly present an efficient
protocol for generating an f(p)-coin as shown in Table I.
TABLE I. A protocol for generating an f(p) = 4p(1− p)-coin
from a p-quoin.
Step 1 Generate a p-coin: measure a quoin, |p〉 defined
in Eq. (A2), in the Z basis. The measurement
outcome is a p-coin.
Step 2 Generate a q-coin, where q =[
1 + 2
√
p(1− p)
]
/2: measure the same quoin
|p〉 in the X = {(|0〉 + |1〉)/√2, (|0〉 − |1〉)/√2}
basis. The measurement outcome is a q-coin.
Step 3 Construct an m-coin from a p-coin, where m =
2p(1 − p): toss the p-coin twice, output head if
the two tosses are different and tail otherwise.
Similarly, one can construct an n-coin from a q-
coin, where n = 2q(1− q) = 1/2 − 2p(1− p).
Step 4 Construct an s-coin from an m-coin, where s =
m/(m + 1): toss the m-coin twice, if the first
toss is tail then output tail; otherwise if the sec-
ond toss is tail, output head; otherwise if both
tosses are head, repeat this step. Similarly, one
can construct a t-coin from an n-coin, where
t = n/(n+ 1).
Step 5 Construct an f(p) = 4p(1− p)-coin: first toss the
s-coin and then the t-coin. If the first toss is head
and the second toss is tail, then output head; if
the first toss is tail and the second toss is head,
then output tail; otherwise repeat this step.
In our protocol, generating the q-coin, where
q =
1
2
[
1 + 2
√
p(1− p)
]
, (4)
is an essential nonclassical step. In fact, the only addi-
tionally required coin for constructing all quantum con-
structible f(p)-coins is the ha(p)-coin,
ha(p) =
(√
p(1− a) +
√
a(1− p)
)2
, (5)
which can be obtained by measuring the quoin in the
{√1− a|0〉+√a|1〉,√a|0〉−√1− a|1〉} basis. In our case,
we set a = 1/2. Here, one can see that entanglement is
not necessary to quantum Bernoulli factory.
As shown in Table I, the first two steps involve quan-
tum devices, where quoins are measured in the Z and
X = {(|0〉+ |1〉)/√2, (|0〉 − |1〉)/√2} bases, respectively,
to obtain the p- and q-coins. The following steps (step
3-5) are classical processing of the p- and q-coins. The
rigourous derivation of the classical steps can be found in
the Appendix. Comparing to the f(p) = 2p function, our
protocol converges much faster, which results in a higher
fidelity for the realization.
In practice, owing to experimental imperfections, we
cannot realize perfect p-quoins and perform ideal mea-
surements to get perfect p- and q-coins. Thus, in reality,
3we cannot realize exact f(p)-coins, especially, we cannot
get f(p) = 1 when p = 1/2. Following previous studies
[16–18], we employ a truncated function
ft = min{f, 1− ǫ}, (6)
with ǫ describing the imperfections. When ǫ is nonzero,
the truncated function of f = 4p(1− p) falls in the clas-
sical Bernoulli factory and hence can be constructed via
p-coins. However, the number of classical coins N re-
quired to construct f(p) scales poorly with ǫ, see Ap-
pendix for more details. In the experiment, we need to
implement high fidelity state preparation and measure-
ment to reduce ǫ as small as possible in order to faithfully
demonstrate the quantum advantage.
In the following, we focus on the preparation and
measurement of the p-quoin, and how to construct an
f(p) = 4p(1 − p) coin via necessary classical processing.
Here, we emphasize that the quantum circuit to realize
the operations should be independent of p. In demon-
stration, we fix the measurement setting and prepare p-
quoins for various p values.
Experimental realization —We choose a superconduct-
ing qubit system to prepare p-quoins. Superconduct-
ing quantum systems have made tremendous progress in
the last decade, including realizing long coherence times,
showing great stability with fast and precise qubit manip-
ulations, and demonstrating high fidelity quantum non-
demolition (QND) qubit measurement. Thus, it makes a
perfect candidate for our test.
In our experiment, we employ the so-called ‘circuit
quantum electrodynamics architecture’ [19]. A super-
conducting transmon qubit (our quoin) is located in a
waveguide trench and dispersively couples to two 3D cav-
ities [20–22] as shown in Fig. 2. The transmon qubit has
a transition frequency of ωq/2π = 5.577 GHz, an an-
harmonicity αq/2π = −246 MHz, an energy relaxation
time T1 = 9 µs, and a Ramsey time T
∗
2 = 7 µs. The
larger cavity has a resonant frequency of ωc/2π = 7.292
GHz and a decay rate of κ/2π = 3.62 MHz, which pro-
vides a fast way of reading out the qubit state through
their strong dispersive interaction with a dispersive shift
χ/2π = −4.71 MHz. As we focus on exhibiting quan-
tum advantage solely with a single quantum system, the
smaller cavity with a higher resonant frequency is not
used and remains in a vacuum state. This higher fre-
quency cavity can potentially be used as another p-quoin
in future experiments [23]. In this case, joint measure-
ment can be performed on two p-quoins, which may save
the resource. For now, we focus on single-qubit opera-
tions.
The output of the readout cavity is connected to a
Josephson parametric amplifier (JPA) [24, 25], operat-
ing in a double-pumped mode [26, 27] as the first stage
of amplification between the readout cavity, at a base
temperature of 10 mK, and the high electron mobility
transistor, at 4 K. To minimize pump leakage into the
readout cavity and achieve a longer T ∗2 dephasing time,
we operate the JPA in a pulsed mode. The readout pulse
width has been optimized to 180 ns with a few photons
in order to have a high signal-to-noise ratio. This JPA al-
lows a high-fidelity single-shot readout of the qubit state.
The overall readout fidelity of the qubit measured for the
ground state |0〉 when initially prepared at |0〉 by a post-
selection is 0.996, demonstrating the high QND nature
of the readout, while the fidelity for the excited state |1〉
is slightly lower, 0.943 (see Appendix). The loss of both
fidelities is predominantly limited due to the T1 process
during both the waiting time of the initialization mea-
surement (300 ns) and the qubit readout time (180 ns).
Due to stray infrared photons and other background
noise, our qubit has an excited state population of about
8.5% in the steady state. The high QND qubit mea-
surement allows us to eliminate these imperfections by
performing an initialization measurement to purify the
qubit by only selecting the ground state for the follow-
ing experiments [28]. The measurement pulse sequences
for preparing quoins can be found in the Appendix. It
is worth mentioning that our superconducting system al-
ways yields a detection result once the measurement is
performed, which is very challenging for other implemen-
tations, such as lossy photonic systems.
We apply an on-resonant microwave pulse to rotate
the qubit to an arbitrary angle θ along the Y -axis,
RYθ = exp(−iσyθ/2), where σy is the Pauli matrix, for
a preparation of any p = cos2(θ/2)-quoins. We choose a
gaussian envelope pulse truncated to 4σ = 24 ns for the
rotation operations. We also use the so-called “deriva-
tive removal by adiabatic gate” [29] technique to mini-
mize qubit leakage to higher levels outside the computa-
tional space. A randomized benchmark calibration [30–
33] shows that the RYπ/2 gate fidelity itself is about 0.998,
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FIG. 2. Experimental setup. (a) Optical image of a trans-
mon qubit located in a trench, which dispersively couples to
two 3D Al cavities. (b) Optical image of the single-junction
transmon qubit. (c) Scanning electron microscope image of
the Josephson junction. (d) Schematic of the device with the
main parameters. In our experiment, the higher frequency
cavity is not used and always remains in vacuum, which can
be used as another p-quoin in future experiments [23]. Note
that the highlighted boxes in (a) and (b) are not to scale and
are intended for illustrative purposes only.
4mainly limited by the qubit decoherence (see Appendix).
The final measurement for the quoins is along either the
Z-axis or the X-axis. The measurement along the X-axis
is realized by applying an extra R−Yπ/2 rotation (Hadamard
transformation) followed by a Z-basis measurement.
In our experiment, the q-coins as defined in Eq. (4)
are implemented, which are also classically impossible
[34] when regarded as a function of q. We plot the ex-
periment result of the q-coins in Fig. 3(a) and the re-
sult of the f(p) = 4p(1 − p)-coins by following the pro-
tocol in Table I in Fig. 3(b). The experimentally re-
alized values of qexp and fexp(p) are sampled from the
observed coins, which match well with the theoretical
predictions. By implementing state preparation, opera-
tion and measurement with high fidelities, we are able to
achieve qexp(1/2) = 0.990 and fexp(1/2) = 0.965, which
can be well modeled by the truncated function defined in
Eq. (B1) with ǫ = 0.010 and ǫ = 0.035, respectively.
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FIG. 3. Theoretical and experimental results for the (a) q-coin
and (b) f(p) = 4p(1−p)-coin. Here, the number of experiment
data for the p-quoins is in the order of 107 and the number
for the f(p)-coin is in the order of 106. On average, we need
about 20 p-quoins to construct a f(p)-coin. The standard
deviations of p, q, and f(p) are in the order of 10−4, thus are
not plotted in the figure.
Discussion — The classical Bernoulli factory cannot
produce exact q- and f(p) = 4p(1 − p)-coins with finite
number of usages of p-coins. In practice, the implemented
function may deviate from the desired one due to device
imperfections. In this case, the practically realized coins
may be constructible with classical means, though the
number of classical coins required may increase drasti-
cally with decreasing deviation. Focusing on the trun-
cated function defined in Eq. (B1), we present a classical
protocol for simulating the experiment data fexp(p) with
ǫ = 0.035 in the Appendix. It is shown that, on average,
more than 104 classical p-coins are required for construct-
ing the truncated function, which is much larger than the
average number of quoins (about 20) used in our proto-
col [35]. For the q-coin, as the deviation is smaller, the
classical simulation is even harder. In the Appendix, we
show that more than 105 classical coins are needed for
the truncated function, while our quantum protocol only
requires one quoin.
From the experimental perspective, the small devia-
tion fexp(1/2) from unity in the ideal case is dominated
by qubit decoherence. With better qubit coherence times
of T1, T2 ∼ 100 µs achieved recently [36], we expect the
deviation of fexp(p) from fth(p) to be an order of magni-
tude lower. In future, a more accurate quantum Bernoulli
factory can be realized and the classical simulation will
eventually become intractable.
In quantum Bernoulli factory, the only resource that is
responsible for constructing a classically impossible func-
tion is the quantumness of single qubits — coherence.
Our experiment also involves only single-qubit operations
and hence proves the quantum advantage solely using
coherence without multipartite correlations. Recently,
a coherence framework [3] is proposed in which coher-
ence can be measured quantitatively. Along this line,
it would be interesting to see whether the advantage of
constructing f(p) from p-quoins is directly related to the
coherence of the p-quoins. Note that Bernoulli factory is
a randomness process. From the close relation between
randomness and coherence [9], we expect that a general
p-quoin with larger coherence would show advantage over
p-quoin with smaller coherence.
Our experiment verification sheds light on a funda-
mental question about what is the essential resource for
quantum information processing, which may stimulate
the search for more protocols that show quantum ad-
vantages without multipartite correlations. Considering
the conversion from coherence to multipartite correla-
tion [37], investigating the power of coherence may also
be helpful for understanding the power of multipartite
correlation and universal quantum computation [38].
It is noteworthy that entanglement can be exploited
to save resource in the quantum Bernoulli factory, which
provides an extra advantage for randomness processing
[10]. Extending our implementation to multi-qubit sys-
tems can verify this extra quantum advantage. When
considering practical imperfections, multiple qubit oper-
ation generally has a lower fidelity of measurement. Bal-
ancing between the saving of resource and decoherence
5due to multiple-qubit interactions, it is interesting to see
whether multipartite correlation can have extra advan-
tage in practice. As we are focusing on proving the ad-
vantage only with coherence, we leave such extension and
discussion to future works.
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Appendix A: Protocol for f(p) = 4p(1− p)
A (classical) coin corresponds to a classical machine
that produces independent and identically distributed
(i.i.d.) random variables where each random variable has
binary values, head (0) and tail (1). A coin is called p-
coin, if the probability of producing head is p, where
p ∈ [0, 1]. In quantum mechanics, a p-coin corresponds
to a machine that outputs identically mixed qubit states,
ρC = p|0〉〈0|+ (1 − p)|1〉〈1|, (A1)
where p ∈ [0, 1], and Z = {|0〉, |1〉} is the computational
basis corresponding to head and tail, respectively. On the
other hand, a quantum way of encoding p (quoin) can be
a coherent superposition of |0〉 and |1〉, i.e., ρQ = |p〉〈p|
with
|p〉 = √p|0〉+
√
1− p|1〉. (A2)
The protocol of generating a f(p) = 4p(1 − p)-coin
with a p-quoin is shown in Table I of Main Text. Now,
we analyze each step in detail.
Step 1 Generate a p-coin:
When measuring a p-quoin, as given by Eq. (A2),
in the Z basis, the probabilities of obtaining 0 and
1 are p and 1− p, respectively.
Step 2 Generate a q-coin, where q =[
1 + 2
√
p(1− p)
]
/2:
When measuring a p-quoin in the X = {(|0〉 +
|1〉)/√2, (|0〉−|1〉)/√2} basis, the probabilities of
obtaining (|0〉 + |1〉)/√2 and (|0〉 − |1〉)/√2 are[
1 + 2
√
p(1− p)
]
/2 and
[
1− 2
√
p(1− p)
]
/2,
respectively.
Step 3 Construct an m-coin from a p-coin, where
m = 2p(1−p): toss the p-coin twice, output head
if the two tosses are different and tail otherwise.
The probability of output two different tossing
result is
m = P(head)P(tail)+P(tail)P(head) = 2p(1−p). (A3)
Similarly, one can construct an n-coin from a q-
coin, where n = 2q(1− q) = 1/2− 2p(1− p).
Step 4 Construct an s-coin from an m-coin, where
s = m/(m + 1): toss the m-coin twice, if the
first toss is tail then output tail; otherwise if the
second toss is tail, output head; otherwise, repeat
this step.
Denote the probability of outputting head and tail
by P(H) and P(T), respectively, then,
P(H) = P(head)P(tail) + P(head)(1− P(tail))P(H)
= m(1−m) +m2P(H).
(A4)
Solving this equation, we have
s = P(H) =
m
m+ 1
. (A5)
Similarly, one can construct a t-coin from an n-
coin, where t = n/(n+ 1).
Step 5 Construct an f(p) = 4p(1 − p)-coin: first toss
the s-coin and then the t-coin. If the first toss
is head and the second toss is tail, then output
head; if the first toss is tail and the second toss is
head, then output tail; otherwise repeat this step.
Denote the probability of outputting head and tail
by P(H) and P(T), respectively, then,
P(H) =P(s− head)P(t− tail) + (1− P(s− head)P(t− tail)
− P(s− tail)P(t− head))P(H)
=s(1− t) + [1− s(1− t)− (1 − s)t] P(H)
=
m
m+ 1
(
1− n
n+ 1
)
+ P(H)
[
1− m
m+ 1
(
1− n
n+ 1
)
−
(
1− m
m+ 1
)
n
n+ 1
]
=
m
(m+ 1)(n+ 1)
+
mn+ 1
(m+ 1)(n+ 1)
P(H)
(A6)
Solving this equation, we have
P(H) =
m
m+ n
=
2p(1− p)
2p(1− p) + 1/2− 2p(1− p)
= 4p(1− p).
(A7)
Therefore, we just prove our protocol of constructing
the f(p) = 4p(1− p) function.
6Appendix B: Simulation of Experiment data
1. The truncated function
Here, we show how to construct the truncated function
ft(p) = min{4p(1− p), 1− ǫ1}, ǫ1 = 0.035 (B1)
from p-coin by classical means. The protocol works as
follows.
(i) Toss the p-coin twice, if the outputs are differ-
ent, then output head otherwise output tail. This
achieves g(p) = 2p(1− p)-coin with two p-coins.
(ii) Apply Theorem 1 in Ref. [16], which gives h(p) =
min{2p, 1 − 2ǫ′1}, and perform the composition
h(g(p)) = min{4p(1− p), 1− 2ǫ′1}. Let ǫ′1 = 0.0175,
the desired function is obtained.
Now, we calculate the number of p-coins needed in step
(ii). By Theorem 1 in Ref. [16], the probability that more
than n p-coins are needed is bounded by
P (N > n) ≤
√
2
ǫ′1(
√
2− 1)
√
2
n
e−2ǫ
′2
1
n
+ 72(1− e−2ǫ′21 )−1e−2ǫ′21 n + 4 · 2−n/9.
(B2)
With large n and small ǫ′1 = 0.0175, we can approximate
Eq. (B2) by
P (N > n) /
4.8
ǫ′1
√
n
e−2ǫ
′2
1
n +
36
ǫ′21
e−2ǫ
′2
1
n
≈ 36
ǫ′21
e−2ǫ
′2
1
n.
(B3)
This bound is nontrivial only if the right hand side is less
and equal to 1, that is,
n ≈ −1
2ǫ′21
ln
(
ǫ′21
36
)
≈ 1.9× 104. (B4)
Thus combining (i) and (ii), the number of p-coins
needed to simulate the ft(p) function is more than
2 × 1.9 × 104 = 3.8 × 104. Note that, Eq. (B2) pro-
vides only an upper bound to the probability distribu-
tion, there may exists more efficient protocols that re-
quires less number usages of p-coins.
2. Simulation of the q-coin
Here, we show how to simulate the truncated function
of q coin,
qt(p) = min
{
1
2
[
1 + 2
√
p(1− p)
]
, 1− ǫ3
}
, (B5)
with ǫ3 = 0.01. To do so, we first construct the trun-
cated coin ft(p) defined in Eq. (B1). Then we can sim-
ulate qt(p) with the ft(p)-coin by applying the following
protocol,
1. Apply a square root function of ft(p), which gives
a
√
ft(p)-coin.
2. Toss the 1/2-coin and the
√
ft(p)-coin, output tail
if both tosses are tail.
Then, it is straightforward to check that the following
coin is prepared
Qt(p) =
1
2
[
1 +
√
ft(p)
]
= min
{
1
2
[
1 + 2
√
p(1− p)
]
,
1
2
[
1 +
√
1− ǫ1
]}
,
(B6)
which coincides with the qt(p)-coin if we let
1− ǫ3 = 1
2
[
1 +
√
1− ǫ1
]
. (B7)
In this case, we have ǫ1 = 0.04. To simulate the ft(p)-
coin, we can follow the protocol in Sec. B 1, which costs
more than 4× 104 number of p-coins on average for each
ft(p)-coin. The square root function of ft(p) can be con-
structed by following the method from Ref. [17] or the
one presented in Ref. [10]. On average, more than 10
coins are needed for constructing the square root func-
tion. Therefore, more than 4× 105 number of p-coins are
necessary for the construction of the truncated function
qt(p).
Appendix C: Experiment setup and results
The readout property of the qubit is first character-
ized as shown in Fig. 4. The smaller cavity has a res-
onant frequency of ωs/2π = 8.229 GHz and remains in
vacuum all the time. Because we always purify our qubit
initial state to the ground state |0〉 and use pulses with
DRAG [29] to minimize the leakage to levels higher than
the first excited state |1〉, we do not distinguish the lev-
els higher than |1〉 in the readout. We thus adjust the
phase between the JPA readout signal and the pump
such that |0〉 and |1〉 states can be distinguished with
optimal contrast. Figure 4a shows the histogram of the
qubit readout. The histogram is clearly bimodal and
well-separated. A threshold Vth = 0 is chosen to digitize
the readout signal.
Due to stray infrared photons or other background
noises, our qubit has an excited state population of about
8.5% in the steady state (solid histogram in Fig. 4a).
In order to eliminate these excited states for the quoin
experiments, a high quantum non-demolition qubit mea-
surement M1 is performed to allow a qubit purification by
only selecting |0〉 state (see Fig. 5) [28]. We wait 300 ns
for the readout photons to leak out before the preparation
of the qubit to arbitrary superposition states through
an on-resonant microwave pulse with various amplitudes.
After a purification to |0〉 state, the following measure-
ment gives a probability of 0.996 of |0〉 state (dashed
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FIG. 4. Readout properties of the qubit. The phase between
the JPA readout signal and the pump has been adjusted such
that |0〉 and |1〉 states can be distinguished with optimal con-
trast. a) Bimodal and well-separated histogram of the qubit
readout. A threshold Vth = 0 has been chosen to digitize the
readout signal. Solid line is for an initial measurement show-
ing about 8.5% |1〉 state, while dashed line is for a second
measurement after initially selecting |0〉 state. The disap-
pearance of |1〉 state demonstrates both a high purification
and high quantum non-demolition measurement of the qubit.
b) Basic qubit readout matrix. The loss of fidelity predom-
inantly comes from the T1 process during both the waiting
time after the initialization measurement and the qubit read-
out time.
histogram in Fig. 4a), demonstrating the high quantum
non-demolition nature of the qubit measurement. Fig-
ure 4b shows the basic qubit readout properties. The
readout fidelity of the qubit measured at |1〉 state while
initially prepared at |1〉 state by a measurement is 0.943.
The loss of both fidelities is predominantly limited due
to the T1 process during both the waiting time of the ini-
tialization measurement (300 ns) and the qubit readout
time (180 ns).
The experimental pulse sequences for the quoins with
state preparations are shown in Fig. 5. The measurement
is always performed in the Z basis. TheX-basis measure-
ment is realized by performing an extra R−Yπ/2 rotation
before the Z-basis measurement. The phase of this extra
pre-rotation is chosen to minimize the effect from qubit
decoherence during the measurement. In experiment, we
prepare the qubits to |ψ〉 = cos(θ/2)|0〉+(sin θ/2)|1〉. For
different θ, our experiment results are listed in Table II.
A randomized benchmarking experiment [30–33] is
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FIG. 5. Experimental pulse sequences for the preparation of
quoins and the measurements in the Z (a) and X (b) bases.
An initial measurement M1 is firstly performed to purify the
qubit to the ground state |0〉. The rotation of the qubit is
realized by applying an on-resonance microwave pulse with
various amplitudes. The measurement is always performed
in the Z-basis. The measurement in the X-basis is realized
by performing an extra R−Ypi/2 pre-rotation. The phase of this
extra pre-rotation is chosen to minimize the effect from qubit
decoherence during the measurement for the case of p = 0.5,
which is most sensitive to the final qubit readout accuracy.
performed to determine the fidelity of the π/2 gate
around the Y axis, RYπ/2, which is the most critical gate
for the quoin measurement. The randomized gates used
in this experiment are chosen from the single-qubit Clif-
ford group. This group contains 24 rotation gates which
are composed from rotations around the X and Y axes
using the generators: {I,+X,+Y,±X/2,±Y/2}. The
reference curve is measured after applying sequences of
m random Clifford gates, while the Y/2 curve is real-
ized after applying sequences that interleave RYπ/2 with
m random Clifford gates. Each sequence is followed by
a recovery Clifford gate in the end right before the fi-
nal measurement. The number of random sequences of
length m in our experiment is chosen to be k = 100.
Both curves are fitted to F = Apm + B with differ-
ent sequence decay p. The reference decay indicates the
average error of the single-qubit gates, while the ratio
of the interleaved and reference decay gives the specific
gate fidelity. The experiment results are displayed in
Fig. 6. The data point is the average of the sequence
fidelities of the k = 100 sample sequences, and the er-
ror bar shows the standard deviation of the sample.
Each random sequence is measured over 10,000 times
to get the sequence fidelity whose error could be ne-
glected. As a result, the average single-qubit gate error
rs = rref/1.875 = (1 − pref)/2/1.875 = 0.0014, and the
RYπ/2 gate error rY/2 = (1 − pint/pref)/2 = 0.0013. The
dashed lines indicate a gate fidelity of 0.998 and 0.997
8TABLE II. Experiment results. θ is the angle of the quoin
state; Np is the total number of p-quoins prepared. About half
of the prepared p-coins are measured in theX basis to prepare
the q-coin. qth is the theoretically estimated value based on
the estimation of p; qexp is the experimentally estimated value
from the obtained q-coins; fth(p) is the theoretically estimated
value from the estimation of p; fexp(p) is the experimentally
estimated value from the obtained f(p)-coins; Nf(p) is the
number of f(p)-coins obtained.
θ p Np qth qexp fth(p) fexp(p) Nf(p)
0◦ 0.996 2.06 ∗ 107 0.563 0.504 0.016 0.014 8.66 ∗ 105
15◦ 0.979 1.87 ∗ 106 0.644 0.628 0.083 0.081 8.29 ∗ 105
30◦ 0.929 2.07 ∗ 107 0.756 0.746 0.262 0.257 1.05 ∗ 106
45◦ 0.850 2.08 ∗ 107 0.857 0.847 0.509 0.495 1.25 ∗ 106
60◦ 0.748 2.08 ∗ 107 0.934 0.924 0.754 0.731 1.07 ∗ 106
75◦ 0.630 1.99 ∗ 106 0.983 0.974 0.933 0.901 8.90 ∗ 105
90◦ 0.502 2.09 ∗ 107 1.000 0.990 1.000 0.965 8.85 ∗ 105
105◦ 0.375 2.18 ∗ 107 0.984 0.974 0.938 0.905 9.74 ∗ 105
120◦ 0.258 2.08 ∗ 107 0.938 0.926 0.766 0.737 1.06 ∗ 106
135◦ 0.157 2.19 ∗ 107 0.864 0.849 0.530 0.508 1.32 ∗ 106
150◦ 0.080 2.09 ∗ 107 0.772 0.749 0.296 0.283 1.08 ∗ 106
165◦ 0.033 2.08 ∗ 107 0.678 0.633 0.126 0.120 9.45 ∗ 105
respectively. Therefore, the RYπ/2 gate fidelity in our ex-
periment is greater than 0.998, and the uncertainty in
the gate fidelity is typically 7e-5, determined by boot-
strapping.
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