The paper studies the connectivity properties of facet graphs of simplicial complexes of combinatorial interest. In particular, it is shown that the facet graphs of d-cycles, d-hypertrees and d-hypercuts are, respectively, (d + 1)-, d-and (n − d − 1)-vertex-connected. It is also shown that the facet graph of a d-cycle cannot be split into more than s connected components by removing at most s vertices. In addition, the paper discusses various related issues, as well as an extension to cell-complexes.
Theorem [11, 7] , an elegant topological generalization of Balinski Theorem to higher-dimensional skeletons. We shall also discuss the duality of simple cycles and hypercuts in the complete simplicial complex on n vertices.
Next, we address the connectivity of the facet graphs of the basic combinatorial-topological objects. It comes, perhaps, as a little surprise that the facet graph of a simple d-cycle is (d + 1)-connected. The facet graph of a d-hypertree T turns out to be d-connected, while the facet graph of a d-hypercut G d (H) is (n − d − 1)-connected. All the results are tight.
In Section 4.3, inspired by [16] , we study what happens to the facet graph G d (Z d ) of a simple d-cycle Z d upon removal of s of its d-simplices. The discussion, containing a study of an extremal problem about the Betti numbers of small d-complexes, leads to a somewhat unexpected conclusion that the remaining part of G d (Z d ) has at most s components.
In the last section we study cell complexes with mild topological assumptions about the structure of the cells, and show, among other things, that the facet graphs of a simple d-cycles are still (d + 1)-connected.
The paper employs only the very basic notions of Algebraic Topology (defined in the body of the paper), and should hopefully be accessible to anyone interested in Combinatorial Topology.
Preliminaries

Basic Standard Algebraic Topology Notions
We mostly use the basics of Homology Theory, beautifully presented in [19] . Throughout the paper we work over a fixed finite set (universe), identified with [n], and an arbitrary fixed field F. Many of our results hold if F is replaced by any Abelian group, however, in this paper we shall not pursue this direction.
A d-dimensional simplex, abbreviated as d-simplex, is an oriented set σ ⊆ [n] with |σ| = d + 1. In this paper the orientation is expressed by viewing σ as an ordered (d + 1)-tuple σ = (s 1 , s 2 , . . . , s d+1 ), where s 1 < s 2 < . . . < s d+1 . A face of a σ is any (oriented) simplex supported on the subset of V [σ] = {s 1 , s 2 , . . . , s d+1 }.
A simplicial complex K is a collection of simplices over [n] closed under containment, i.e., if σ ∈ K, then so are all the faces of σ. As before, σ ∈ K is called a face of K. The dimension of K is the largest dimension over all its faces. Some of the complexes discussed in this paper are pure d-dimensional complexes, i.e., all the maximal faces of K are all of the same dimension. Such faces are called facets.
The 
is defined as 1. This extends linearly to 0-chains. I.e., the setting is that of the reduced homology.
The simplicial complex K(∂ d C d ) will be often denoted by ∆C d . 
Cycles and Boundaries
A d-cycle Z is called simple if no other (non-zero) d-cycle is supported on Supp(Z). Sometimes, slightly abusing the notation, the supports of d-cycles will also be called d-cycles.
Cocycles, Coboundaries and Hypercuts: The coboundary operator δ d−1 is a linear operator adjoint to ∂ p . It is described by the left action of M d , or, equivalently, by the right action of M T d . For historical reasons, both the range and the domain of δ d−1 are called cochains, and denoted C d and C d−1 respectively. In this paper, while retaining the notation, we shall not make any distinction whatsoever between d-chains and d-cochains 1 .
Since 
Facet Graphs
The facet graph With a slight abuse of notation, we shall speak of facet graph of d-cycles and d-hypercuts, although technically they are not complexes but chains.
Tools
The following simple lemma will be at the core of many arguments to come. 
That is, every such cycle Z is of a form Z = σ∈D c σ ∂σ.
The combinatorial proof presented here is based on the following two claims. In Section 4.3 we shall establish a more general version of the lemma, using an algebraic-topological approach.
Call an i-face ζ of a simplicial complex K exposed if it is contained in a unique (i + 1)-face τ of K, (in particular, such τ must be maximal). An elementary i-collapse is the operation of elimination (or, alternatively, collapse) of a pair of faces ζ, τ as above from K, resulting in a proper subcomplex of K. The notion of i-collapse (due to Wegner [22] ) is frequently used in Combinatorial Topology. We now will consider the following process of elementary (d − 2)-collapses that, in turn, will color the vertices of H blue once the corresponding (d − 1)-faces are collapsed. We start with a single blue vertex that corresponds to τ .
Observe that an edge of H corresponds to a (currently) exposed (d−2)-face if and only if one of its endpoints is white, and the other is blue. Similarly, it corresponds to an (already) collapsed (d − 2)-face if and only if both its endpoints are blue. Thus, an operation of an elementary (d − 2)-collapse on ∆σ that involves only unmarked faces, can be interpreted in the terms of H as follows: pick a blue vertex with a white neighbour, and make this neighbour blue. The goal can be equivalently restated as colouring all the vertices of H blue.
Clearly, this is possible if and only if H is connected. Indeed, recall that H is obtained from K d+1 by removing at most (d − 1) vertices and edges in total (not counting the edges whose removal was caused by that of a vertex). Let r be the number of removed vertices, and q be the number of subsequently removed edges. Removing r vertices turns K d+1 into K d−r+1 . The latter graph is obviously (d − r)-edge-connected. Therefore, removing additional q edges from K d−r+1 , where q ≤ (d − 1) − r, results in a connected graph. Proof. The proof is by an induction on the number of d-simplices in S.
If S has no d-simplices, then every
Observe that every such τ has a (distinct) exposed (d − 2)-facet ζ in K(S). Indeed, τ has d facets, while any simplex in S\{τ } may un-expose at most one facet, and |S\{τ }| < d. Thus, all (d − 1)-faces of K(S) can be eliminated by elementary (d − 2)-collapses that eliminate pairs of faces ζ, τ as above.
Otherwise, if S contains some d-simplices, proceed as follows. Pick any d-simplex σ ∈ S, set T = {σ ∩ ξ | ξ ∈ S \{σ}}, and mark the faces of K(T ) in σ. Observe that any series of elementary (d − 1)-and (d − 2)-collapses in K(S \{σ}) can also be performed in K ′ (S). Indeed, at any stage of collapse, an exposed
Employing this observation, and applying the induction hypothesis to K(S \{σ}), the conclusion follows.
For those familiar with the properties of the collapse operation, the implication Claim 3.2 =⇒ Lemma 3.1 is immediate. For the sake of completeness, here is a simple self-contained argument:
Proof.
(of Lemma 3.1) Let K be a simplicial complex, and assume that K ′ = K \ {ζ, τ } was obtained from K by an elementary (d − 2)-collapse involving an exposed (d − 2)-face ζ, and the (unique, maximal) (d − 1)-face τ containing it. Then, any (d − 1)-cycle Z supported on K, is supported on K ′ as well. In other words, the coefficient c τ of τ in Z must be 0. Indeed, since ζ is contained only in τ , the coefficient of ζ in ∂Z is sign(τ, ζ) c τ , and thus sign(τ, ζ) c τ = 0.
Next, let K be a simplicial complex, and assume that K ′′ = K\{τ, σ} was obtained from K by an elementary
Combining the two observations, we conclude that if R is obtained from K by a series of elementary (d−1)-
Duality between Cycles and co-Cycles in the Complete
In order to discuss the structure of the facet graphs of hypercuts, it will be useful to establish a duality between hypercuts and simple cycles. Such duality exists in Matroid Theory [21] , and in a related, but a slightly more sophisticated form in the Algebraic Topology. It is at the core of the important Poincaré Duality and Alexander Duality. For a relevant combinatorial exposition of the latter see [8] and the references therein. In fact, Claim 3.3 below is an easy special case of the much more involved main result of that paper.
Let Σ be an (n − 1)-simplex (seen as a complex) on the underlying space [n]. I.e., Σ = K n−1 n . Define a correspondence between the (k − 1)-chains and the (r − 1)-cochains of Σ, where k + r = n, in the following way.
For
Extending this definition to chains and cochains, the dual of
The key fact about this correspondence is:
The proof appears in Appendix A. This leads to the following lemma, to be used in the Section 4.3, dedicated to hypercuts. Let k be a natural number in the range [1, n] , and let k + r = n.
Lemma 3.2 The operator * defines a 1-1 correspondence between simple
Proof. Observe that for any chain or cochain C of K n−1 n , C * * = (−1) ( n+1 2 )−n C, and hence the duality map * is a 1-1 correspondence between the (k − 1)-chains and the (r − 1)-cochains. Since by Claim 3.3, it maps cycles to co-cycles, and co-cycles to cycles, it yields a 1-1 correspondence between (k − 1)-cycles and (r − 1)-co-cycles. Moreover, since it preserves containment, it yields a 1-1 correspondence between the minimal, i.e., simple, (k − 1)-cycles and the minimal (r − 1)-co-cycles, i.e., the (r − 1)-hypercuts.
The isomorphism between the facet graphs of Z k−1 and
Since a pair of (k − 1)-simplices σ, ζ ∈ K n−1 n share an (k − 2)-face (i.e., are adjacent), if and only if they are both contained in a k-simplex ξ ∈ K n−1 n , one concludes that σ, ζ are adjacent iffσ,ζ are.
Basic Results
Connectivity of Cycles
We are now ready to present the central results of this paper, starting with the (d + 1)-connectivity of the simple d-cycles.
Proof.
Assume by contradiction that
such that the removal of the vertices corresponding to D in G(Z) disconnects the graph. Let V 1 , . . . , V r ⊂ V , r > 1, be the vertex sets of the resulting connected components, and let S 1 , . . . , S r be the corresponding sets of d-simplices in Supp(Z). Finally, given that Z = c j σ j , define d-
This contradicts the fact that Z is simple cycle, concluding the proof. It is known from Matroid Theory [21] that ∼ is an equivalence relation. Call S bi-connected if all its d-simplices are ∼ equivalent.
Corollary 4.1 For biconnected S as above,
G d (S) is (d + 1)-connected.
Connectivity of Hypertrees
Next, we establish the (d − 1)-connectivity of d-hypertrees.
Proof. As before, it suffices to show that for any subset X of d-simplices of T , |X| ≤ d−1, the removal of the vertices corresponding to the X from G(T ) does not disconnect the graph. Consider such X, let V 1 , . . . , V r ⊂ V , be the vertex sets of the resulting connected components in G(T ), and let S 1 , . . . , S r be corresponding sets of d-simplices in T . Let also S 0 = X. We shall prove that r must be 1, and thus X is non-separating, as required.
For i = 1, . . . , r let us color all d-faces of S i , by color i. In particular, every d-face of T σ / ∈ X has a (unique) associated color, while X is colorless.
The first step is to extend this colouring of Having constructed a consistent extension of the colouring of T\X to the entire K d n \X, it will be convenient to extend the definition of S i 's to contain all d-simplices of K d n coloured i. The set S 0 = X remains unaffected. The second step is to show that any two adjacent (i.e., sharing
n \ X have the same color. While in T \ X this is immediately implied by the definition of the color classes, in K d n \ X a proof is required. Assume by contradiction that σ i and σ j have different colours. Let τ ij be the (d − 1)-face they share, and
Obviously there are such ζ i , ζ j by the definition of a cap. Now, on one hand, ζ i and ζ j are adjacent, and so, if both are colourful, it must be the same color. In addition, this color must be the same as this of σ i , σ j by consistency of the color extension. Thus, if σ i and σ j differ in color, then at least one of ζ i , ζ j must belong to X. In particular, τ ij is a (d − 1)-facet of some d-simplex in X.
Let ψ be the (unique) (d + 1)-simplex containing both σ i and σ j , and let ∆ψ denote the support of its boundary. In particular, σ i , σ j ∈ ∆ψ. Consider G d (∆ψ), whose vertices are coloured according to the colours of the corresponding d-simplices, and the vertices and the edges corresponding respectively to d-and (d − 1)-faces of K(X), are marked. As explained above, any two colourful vertices of G d (∆ψ) connected by an unmarked edge must be of the same color. Thus, showing that any two colourful vertices of this graph are connected by an unmarked path, will imply that there is only one color, contrary to the assumption.
Observe that G d (∆ψ) is isomorphic to K d+2 . Observe also that any d-simplex of X may cause the marking of a single vertex, or, alternatively, of a single edge of G d (∆ψ). Since |X| ≤ d − 1, this amounts to at most d − 1 vertices and edges altogether. However, by an argument already used in the proof of Claim 3.1, removing all marked vertices and edges is not enough to disconnect K d+2 . Thus, any two coloured vertices are indeed connected by an unmarked path, and thus the adjacent σ i and σ j must be of same color.
To sum up, we have shown so far that each d-simplex σ ∈ K d n \X has a well defined color, and that every two adjacent coloured d-simplices have the same color. Recall that the goal is to show that there is only one color. Hence, to conclude the proof, it suffices to show that the facet graph G d (K d n ) remains connected after removal of the vertices corresponding to the d-faces of X, i.e., that
One way of doing it is by observing that the d-skeleton of K d n is biconnected, and then applying Corollary 4.1. Since
is obviously connected, by transitivity of ∼, it suffices to check that any two adjacent σ, ζ are contained in a simple d-cycle. And indeed, they are contained in the boundary of the (unique) (d + 1)-simplex containing both.
In fact,
is familiar in Combinatorics as the graph of the hypersimplex polytope ∆ d (n), or as the graph of the (d + 1)'th slice of n-hypercube, where two strings are adjacent iff they are at Hamming distance 2. See [9] for a relevant discussion. The results of [2] imply that this graph is (d + 1)(n − d − 1)-connected. The proof of [2] involves an intricate geometric argument. For completeness, we attach in Appendix B an alternative simple combinatorial proof of this fact.
To establish the tightness of Theorem 4.2, consider first the star T = {σ ∈ K d n | n ∈ σ}. This is a dhypertree: it obviously spans all the d-simplices in K d n . On the other hand, it is acyclic, as every σ ∈ T contains an exposed face, namely (σ\n). Now, consider, e.g., the hypertree T ′ = T \{σ} ∪ {ζ} where σ = (1, . . . , d, n), and ζ = (1, . . . , d + 1). It is easy to verify that T ′ is indeed a hypertree. Observe that the (d − 1)-face (1, . . . , d) of ζ is exposed in T ′ , while every other (d − 1)-face of ζ is shared with a single d-simplex in T ′ . Hence, the vertex corresponding to ζ in G d (T ′ ) has degree d, implying that this graph is not (d + 1)-connected.
Let us remark that the facet graph of a d-hypertree can be more than d-connected. E.g., when T is a star as above, It immediately follows from Theorem 4.2 that:
Proof.
Assume by contradiction that there is a set of d-simplices D = {σ 1 , . . . , σ d+r−2 } whose removal disconnect G d (K). Remove first D ′ = {σ 1 , . . . σ r−1 } from K. Since by assumption, every hypercut has size at least To demonstrate the usefulness of Corollary 4.2, apply it to K = K d n . Since the mincut in this case is of size n − d (see, e.g., [20] ), one concludes that
is at least (n − 1)-connected (which is still far from being tight, by Theorem 5.7).
Another implication of Theorem 4.2 is about the connectivity of complements of d-hypercuts.
Corollary 4.3 Let
Proof. Recall that H, being a hypercut, is critical with respect to hitting d-hypertrees, i.e., it hits every such T . Moreover, for any σ ∈ H there exists a d-hypertree T σ such that T σ ∩ H = {σ}. Hence, augmenting H by any σ ∈ H makes it contain a d-hypertee T σ . Hence by Theorem 4.2, the corresponding facet graph 
Connectivity of Hypercuts and Cocycles Theorem Let
Proof. This is an immediate consequence of the duality result of Lemma 3.2, claiming that
, and an application of Theorem 4.1 to H * .
For tightness, consider the following example. Let τ = (1, 2, . .
The facet graphs of cocycles that are not hypercuts, behave very differently. For d = 1, the cocycles are precisely the graph-theoretic cuts, and so Theorem 4.3 applies. For d ≥ 3, the facet graph of cocycle can be disconnected, as exemplified by H τ + H τ ′ as above, where the Hamming distance between τ and τ ′ as sets is at least 3.
For d = 2, the answer is given by the following theorem:
Theorem 4.4 The facet graph of a (non-empty)
Proof. It is immediate to verify the claim for n ≤ 4, and thus we assume n ≥ 5. To simplify the discussion, we use the duality between cocycles and cycles, as stated in Claim 3.3 and Lemma 3.2. Let Z be the dual chain of
. Now, Z, being a cycle, can be represented as Z = Z i , where each Z i is a simple d-cycle, and Supp(Z i ) ⊆ Supp(Z). The key point of the argument is that K d d+4 is a "narrow" place for d-cycles. We claim that for any two Z i , Z j as above, there exists a
The proof is by induction on d. No assumption about the simplicity the d-cycles Z i , Z j is made or required. 
Extensions and Refinements
In this section we further develop the results obtained in the previous section. We shall make a wider use of the homology-related notions of Algebraic Topology, which are luckily well suited for the discussion. This will make the presentation slightly more advanced, but the benefits will be apparent.
Facet Graphs of Simple Cycles: Beyond Connectivity
What follows is a direct continuation of Theorem 4.1.
Analogously to Klee 
Proof.
Proceeding as in the proof of Theorem 4.1, let V 1 , . . . , V m ⊂ V , be the vertex sets of the resulting connected components, and let S 1 , . . . , S m be the corresponding sets of d-simplices in Supp(Z). Given that
. This will be the set of the desired cycles.
By definition of
-supports, and since C i is supported on K(S i ), the same applies to C i 's. This establishes (a).
To prove (b), consider, e.g., the first m − 1 cycles, and assume by contradiction that for some d-chain Q d on D, and for some (not all zero) coefficients k i ∈ F, it holds that To see that
As an immediate corollary to the lemma one gets:
Corollary 5.1 Let Z be a simple d-cycle, and D ⊆ Supp(Z). The number of the connected components of
By Lemma 3.1, when |D| ≤ d, it holds thatH d−1 (K(D)) = 0, and henceβ d−1 (K(D)) = 0, implying that there is a unique connected component. A natural question is how large canβ d−1 (D) be as a function of |D| alone, in particular when |D| is large. To prepare the necessary background for the discussion, we cite the following result.
Theorem 5.1 [17] 3 Let T be a set of r-simplices, |T | = t. Then, the dimension of Z r (K(T )), the space of rcycles over K(T ), is maximized when the set family T = {Supp(τ )} τ ∈T is compressed, i.e., when T contains the first t elements in the reverse lexicographic order of the (r + 1)-size subsets of [n] . The corresponding numerical estimation is that for t = x r+1 , x ∈ R, the dimension of Z r (K(T )) never exceeds
Moreover, for t = n r+1 , n ∈ N, the optimal dim Z r (K(T )) = n−1 r+1 is achieved on the r-skeleton of K r n .
This leads to the following crude estimation of β d−1 (D). Since the number of (d − 1)-faces of K(D) can be upper-bounded by (d + 1) · |D|, using Theorem 5.1 one gets:
(1) A more accurate answer to our question was provided by Roy Meshulam:
On the other hand, for any sufficiently large integer s of the form s = 
Proof. Remember thatβ
For the upper bound, one may w.l.o.g., assume that D is acyclic, i.e., dim B d−1 (K(D)) = |D|. Otherwise, if some d-simplex in D is spanned by the others, removing it from D effects neither the space of (r − 1)-cycles, nor the space of (r − 1)-boundaries, but reduces the size of D. Adding some isolated d-simplices to compensate the reduction in the size does not effect, again, the (r − 1)-homology group. Thus, one gets an acyclic set
For an acyclic D, arguing as in (1), one gets
For the lower bound, one may use the recent breakthrough result of Keevash [15] , implying, in particular, that for any d, and for sufficiently large n such that (d + 1) divides The set D * is acyclic, and by the argument above, so is the optimal set D OP T of the same size. Thus, it suffices to argue that dim An example of such a triangulation of the sphere is the d-cross-polytope, also known as the d-cocube. Its facet graph is the graph of the cube, namely bipartite with 2 d+1 vertices, and two color classes each of size 2 d . Another example for d = 2 is provided by taking a torus obtained by appropriately gluing the opposite sides of a planar k × k square, where k ≥ 4 is even, and subdividing each 1 × 1 square cell in it into two triangles by drawing the North-East diagonal.
Obviously, for such T , taking D as all d-simplices in one color class of
The graph-theoretic property stated in the above theorem is called toughness. It has implications. E.g., using Tutte's criterion for existence of a perfect matching in a graph, one concludes via toughness that if a d-cycle Z is of even size, then G(Z) has a perfect matching. For a survey of toughness see [6] .
Cycles in Cell Complexes
So far, we have discussed structures in simplicial complexes. In this section, we would like to discuss a class of axiomatically defined cell complexes that includes simplicial complexes and convex polytopes (more precisely, the combinatorial abstraction preserving the structure of their faces). The methods and results obtained for simplicial complexes will be re-examined and generalized. We are mostly interested in the generalizations of Lemma 3.1 and Theorem 4.1, in particular we will generalize Balinski Theorem for such complexes.
Replacing simplices by cells with a specified combinatorial structure, and equipped with a boundary operator ∂, gives rise to cell complexes and their homology groups. The following axioms describe the structure of the cells. Notably, the standard assumption that the boundary of a cell is a pseudomanifold will be replaced here by a significantly weaker assumption that it is a simple cycle.
Formally, abstract cell complex is a graded poset (partially ordered set) P , whose elements of P will be called open cells. The order represents the cell-subcell relation. A (closed) cell K(C o ) ⊆ P corresponding to an open cell C o ∈ P, is defined as the set of all elements that are dominated by C o in P, including C o .
Since P is a graded poset, the rank or dimension of its elements is well defined. Define also ∆C o ⊂ P, the set of facets of C o in P, as the set of subcells K(C o ) of co-dimension 1. The elements of dimension 0 in P are associated with the singletons in [n]. Moreover, P is formally extended to contain a unique minimal element of dimension −1, associated with the empty cell ∅.
For a closed cell C = K(C o ), its 0-dim subcells are denoted by V (C), and are referred to as its vertex set. Hence, there exists a d-cell 
To conclude this paper, we would like to close the circle and return to where we have started, the Balinski's Theorem. For this, we need one more variant of (II) d . 
Proof.
The proof is by induction on d, and it is almost identical to the inductive argument of the previous theorem. Interestingly, the axiom A3 is not needed this time. We are concerned only with the modified (I * We would like to show that Theorem 5.5 is in fact equivalent (via Alexander duality) to the following elegant generalization of Balinski's Theorem due to [11] , further strengthened by A. Bjorner in [7] . Clearly, B is homologically k-connected if and only if so is its (k + 1)-skeleton, the subcomplex of B obtained by retaining only the faces of dimension ≤ k + 1. Thus, the case r = 0 of the the Mixed-Connectivity Theorem is the Balinski's Theorem.
Claim 5.2 For cells corresponding to convex polytopes, (II
Proof. Formally, the Homological Mixed Connectivity Theorem is about vanishing of the lower homology groups of the cell complex B \U (F ), where U (F ) (not a complex!) is the upper closure of F in B with respect to containment. Let P * be the dual polytope of P , and, respectively, let F * be the set faces dual to F in P * . Then, by Combinatorial Alexander duality for polytopes (see e.g., [8] 7 , in particular the discussion towards the end of the Introduction section, and the reference therein),
Since the cohomology groups are isomorphic to the homology groups,H d−r−1 (K(F * )) ∼ =H d−r−1 (K(F * )). Therefore, the cell complex B \ U (F ) has a vanishing r'th homology group if and only ifH d−r−1 (K(F * )) = 0.
As the cells in F * satisfy the assumptions of Theorem 5.5 for any d, and |F * | = |F | ≤ d − r, this is precisely the statement of Theorem 5.5. Thus, Theorem 5.5 implies Theorem 5.6.
Observing that the argument is completely reversible, provided that the set F is a set of faces of some polytope P , and that F indeed satisfies this condition due to the compatibility assumption of of Theorem 5.5, the reverse implication follows as well.
The fact that the r-skeleton of B \U (F ) is not empty, can be shown by induction. Clearly, the most "destructive" set F is the set of d − r 0-cells, i.e., points. Consider such F , and remove its points from B one by one. The link of the first point p 1 is a nonempty Proof. The proof is by induction on the pairs (n, d). Menger's Theorem will be used throughout.
For the base case d = 1, G(n, d + 1) is isomorphic to the line graph of K n , which is easily verified to be 2(n − 2) connected. Observe also that the statement is correct for n ≤ d Separating the vertex set V of G(n, d + 1) to V 0 , corresponding to (d + 1)-sets not containing n, and V 1 , the rest, we observe that G 0 = G(n, d + 1)| V 0 is isomorphic to G(n − 1, d + 1), while G 1 = G(n, d + 1)| V 1 is isomorphic to G(n − 1, d).
Let X be a subset of vertices of V , with |X| < (d+1)(n−d−1). We show that G(n, d+1)\X is connected.
Case 1: |X ∩ V 0 | < (d + 1)(n − d − 2). By induction assumption, in this case G 0 \X is connected. Thus, either V 1 \X = ∅, in which case we are done, or V 1 \X = ∅. In the latter case, it suffices to show that for every σ ∈ V 1 \X, there exists a path in G \ X from σ to a member of V 0 \X. 
