This paper provides a methodology for the dimensioning of the access network in remote rural areas, considering the progressive introduction of cellular services in these regions. A 3G small cell (SC) network with one or several carriers deployed at the SC, fed with solar panels and connected to a backhaul with limited capacity is considered for the analysis. Because the backhaul may be inexistent or very expensive (e.g., satellite-based backhaul) the network design pursues the minimization of the required backhaul bandwidth. The required backhaul bandwidth and the required energy units (i.e., the size of the solar panels and the required number of batteries) are then obtained as an output of the dimensioning analysis. Both the backhaul minimization objective and the constraints associated with each of the carriers (low maximum radiated power and low number of users connected simultaneously) require a novel methodology compared to the classical dimensioning techniques. We also develop a procedure for switching on/off carriers in order to minimize the energy consumption without affecting the quality of service (QoS) perceived by the users. This technique allows reducing the required size of the energy units, which directly translates into a cost reduction. In the development of this on/off switching strategy, we first assume perfect knowledge of the traffic profile and later, we develop a robust Bayesian approach to account for possible error modeling in the traffic profile information.
Introduction
Remote rural areas, characterized by low population densities, have generally been disregarded by cellular operators because standardized technologies that have been usually conceived for urban areas are not able to assure the return of investment. The difficult access to these areas, the high cost derived from the required network equipment and the deployment of the backhaul, and the low density of subscribers are the main factors resulting in low-profit business. On the other hand, recent experiences in rural South America and Africa have shown that the access to Internet and to mobile voice services are key *Correspondence: jaume.delolmo@tsc.upc.edu Partial results of this paper have been presented previously by the same authors in conferences EUCNC 2014 and IEEE SPAWC 2014 (©2014 IEEE: some materials are reprinted, with permission, from [1] and [2] ). Department of Signal Theory and Communications, Universitat Politècnica de Catalunya (UPC), Jordi Girona 1-3, Building D5, 08034 Barcelona, Spain factors for the improvement of the economy and life standards in terms of social services, education or health care programs. Consequently, finding innovative solutions to connect these areas is an utmost necessity and is becoming one of the strategic objectives of many governments. In this framework, the European project TUCAN3G (http://www.ict-tucan3g.eu) aims at contributing to this task. This project studies, from both the technological and socio-economical perspectives, the progressive introduction of cellular services in remote rural areas. In particular, remote locations in Perú have been considered.
The solution adopted in TUCAN3G project consists of an access network based on 3G SCs, with one or several carriers, powered by solar panels and connected to the core network through a WiLD (WiFi for Long Distances)-WiMAX-VSAT heterogeneous backhaul 1 . Such a solution is very convenient for several reasons. Firstly, 3G SCs are characterized by being inexpensive, sustainable, energy efficient, self-organized, and easy-to-install. 3G technology also allows using cheap terminals. Secondly, because of the difficult access to the fixed electric power grid in isolated areas (usually due to geographical or economic reasons), the use of solar panels and batteries makes the whole access network energy sustainable and low cost.
Having in mind the type of scenarios and the solution described above, the objectives of this paper are twofold. The first one is to provide a methodology for the network dimensioning (number of simultaneous connections to be supported by the SCs, batteries, and solar panels) in isolated rural areas. The access network designed should meet a maximum blocking probability constraint, while minimizing the required backhaul bandwidth. This is very important since the cost of the setup and maintenance of the backhaul links is specially high in remote rural areas. According to this, a network dimensioning that takes this into account will be more attractive for the rural network operators from an economic point of view. The second objective is to propose a procedure for switching off carriers whenever possible to be able to deploy smaller solar cells and batteries and, thus, reduce the cost of the equipment.
When dimensioning the type of network considered, classical strategies proposed in [3] and [4] cannot be applied directly mainly because of the backhaul restrictions and the characteristics of the SCs, that may limit significantly the maximum number of simultaneous connections supported. Among the many works in the literature dealing with the evaluation of the network QoS performance in WCDMA, in [5] and [6] , the QoS is evaluated in the uplink (UL) and downlink (DL), respectively, but assuming that the probability of reaching the maximum number of allowed simultaneous connections is negligible, i.e., a blocking happens only if the interference is excessively high or the user equipment (UE) is outside the coverage area. On the other hand, there are other works such as [7] , where it is considered that the interference is negligible and, therefore, a blocking only occurs if the SC cannot support more connections. In our work we consider that both schemes are too optimistic and, accordingly, we evaluate the QoS by taking into account jointly the two network capacity limitations (both the situation in which the SC is already serving the maximum number of simultaneous connections, and the fact that the interferences are very high or the UE is outside the coverage area), being this a major contribution of this paper. Regarding the dimensioning of energy units (i.e., solar panels and batteries), we assume that the SC is not connected to the fixed power grid, differently from other papers such as [8] where the dimensioning of the energy units are based on a hybrid powering system in which the base station can exploit both solar panel and the power grid.
As the traffic profile is not constant throughout the day, to further reduce the energy consumption, we consider, in the second part of the paper, that one or several carriers can be switched off whenever the traffic load is low. In the literature, some works have dealt with similar problems. For example, in [9] a strategy is developed to decrease the energy consumption by switching off carriers when the activity is low under the constraint of keeping the coverage unaltered. The strategies are derived within the framework of stochastic geometry and, therefore, are well suited for the case of having many SCs at random positions, which does not fit the rural scenarios considered in this paper. In [10] , a strategy is presented taking into account that the traffic profile is time varying and assuming that there are many SCs uniformly distributed within the area of interest. Guo and O'Farrell [11] define different possible states for the SCs (active mode, sleep mode, etc.) in order to develop a switching strategy among the states depending on the instantaneous traffic load. This is achieved by expanding the coverage areas of the SCs that remain active. In [12, 13] , the authors propose a sleeping algorithm for the SCs assuming that the distances between the UEs and their associated SCs are known. A more complex problem is analyzed in [14] , where a scenario with several SCs from different operators is considered. Finally, [15] proposes dynamic power scaling and on/off switching for a network with several base stations according to the temporal and spatial variations of the traffic. It is important to remark that in the previous works, the decision to switch off SCs is based on the traffic demand. Our work takes also into account explicitly the fact that the carriers are powered with finite batteries and, accordingly, the decision to switch off carriers is carried out under the criterion of minimizing the energy consumption and assuming that the knowledge of the traffic demand is not perfect, deriving robust switching strategies. Besides, this paper proposes a methodology to dimension also the number of energy units (that is, batteries and solar panels). This paper takes [16] as the main reference for the power consumption model that will be taken in the simulations section to evaluate the energy efficiency of the network and, more precisely, the impact of the proposed on/off switching strategy. There are other papers in the literature that deal also with these topics. For example, in [17] the authors analyze the influence of power scaling and on/off switching on the instantaneous power consumption of macro base stations based on real measurements to propose a linear model including also the impact of transient effects. Lorincz and Matijevic [18] evaluate how a number of parameters related to a network composed of macro and micro base stations impact several energy efficiency-related metrics. Note, however, that the focus of this paper is not on the consumption models themselves and, consequently, we keep [16] as the reference model, as commented previously.
This paper generalizes two previous works by us [1, 2] . In particular, the differences introduced in this paper are the following: we generalize the mathematical analysis by considering a more complex scenario (two possible configurations), we present a more rigorous energy dimensioning, we develop more complete simulations, and for the on/off switching strategies, we generalize [2] by considering that we have two different types of traffic.
Even though the access network considered is based on WCDMA, the above procedures, network dimensioning, and on/off switching strategies could be extended to next generation systems (namely 4G and 5G) as will be explained later in the paper in Section 3.7. Although these next generation systems are more energy-efficient than 3G, there are other non-purely technical reasons that motive the use of 3G. The population in remote locations in developing countries (focus of this paper) is characterized by low incomes, justifying the interest in low-cost terminals. In addition, the return on investment is expected to be low. Because of this, a solution with a minimum investment cost and a high penetration has to be found. This is confirmed by telecom operators working in these countries and reports from companies such as Ericsson (https://www.ericsson.com/assets/local/ mobility-report/documents/2017/ericsson-mobilityreport-june-2017-raso.pdf). This report states that in 2022 many subscribers in many developing areas will still use 3G and that the upgrade of the technology depends on many factors not related only to technical issues but also to market and investment. This is the reason why we take 3G as the reference technology on this paper.
It is important to emphasize that the technique presented in this paper is for network dimensioning. It is, therefore, a procedure to be applied just once before the network is setup to decide the resources to be deployed (bandwidth of the backhaul link, energy units, etc.) and not continuously during the operation of the network. Therefore, the complexity of the procedure itself is not critical.
The techniques and strategies presented in this paper have been used to generate a software publicly available through the following link: http://www.ict-tucan3g.eu/ documents/software/Tucan3G_NetDim_GUI_v1.0.rar. This software, based on MATLAB but that can be autoexecuted, allows to configure all the parameters of the network and the map of the region to be covered through several interactive screens.
The remainder of the paper is organized as follows. In Section 2, we describe the system model. Section 3 presents the methodology used for the network dimensioning for different network configurations using link level evaluation and queuing theory. In Section 4, we derive the procedure for the dimensioning of the energy units. Section 5 presents the methodology for switching on/off carriers considering two different approaches: a deterministic approach assuming perfect knowledge of the traffic profile over the day and a robust approach when the traffic profile is partially known. Section 6 presents numerical results, and finally, conclusions are drawn in Section 7.
For the sake of clarity, Table 6 in Appendix 1 shows the notation and the list of symbols used in the paper.
System model

Network configuration
We consider two possible configurations 2 , which are depicted in Fig. 1 :
• Configuration #1: a single SC with one carrier.
• Configuration #2: a single SC with two carriers with overlapped coverage areas.
Configuration #2 will be required in scenarios where the radio resources of one carrier are not enough to serve the expected traffic during the full day with a given maximum blocking probability. As population density in isolated rural areas is expected to be low and concentrated in a small geographical area, it is assumed that at most two carriers will have enough available resources to serve all generated traffic. Note, however, that the methodology presented in this paper could be generalized to any number of carriers deployed at the same SC. In this configuration, we assume that no interference is produced among communications assigned to different carriers since they use different frequencies, that is, the only interference is coming from communications in the same carrier. However, there are other works in the literature dealing with network planning that consider also inteference from other cells, such as [20] , although this lies out of the scope of this paper.
Traffic model
Voice calls are delivered using the same UMTS service with instantaneous rate R v for all connections. The generation of voice call per user fits a Poisson law with an average rate v [calls/s] and an exponential service time characterized by an average value 1/μ v [s], both for UL and DL.
For radio network dimensioning, we assume that all data traffic is delivered using the same UMTS service 3 with instantaneous rate R d for all connections. File Transfer Protocol (FTP) model 2 [7] is assumed for data traffic characterization, where the requests for data connections are generated following a Poisson law with an average rate d [connections/s] and an exponential service time The average rates of generation of voice calls and data connections are time varying functions: v (h) and d (h), where h denotes the hour of the day. A further description of these traffic models can be found in [19] .
The average aggregated voice and data connection rates are denoted by λ v (h) and λ d (h), respectively: they are the generation rates multiplied by the number of users (N U ), i.e., λ v (h) = N U v (h) and λ d (h) = N U d (h).
Access network dimensioning
This section describes a procedure for the dimensioning of the access network to meet coverage and QoS constraints in terms of blocking probabilities. In this paper, we independently guarantee a maximum blocking probability for voice and a maximum blocking probability for data connections. Among all the possible solutions that fulfill the QoS requirements, we will select the one that requires the minimum backhaul bandwidth. The procedure will be applied to the two configurations described in Section 2.1. For the network dimensioning, the following steps will be taken:
• Computing the minimum required power at the carriers (in DL) and the UEs (in UL) that are needed to meet the target QoS (see Section 3.1), • Assigning power to the DL common channels to satisfy the coverage requirements (see Section 3.2), • Computing the coverage probabilities (see Section 3.3), • From the coverage probabilities, computing the voice and data blocking probabilities according to different limits on the simultaneous voice and data connections (see Section 3.4), • Computing the required backhaul bandwidth for each limit value (see Section 3.5), and
• Configuring the limit value (i.e., maximum number of simultaneous voice and data connections allowed) that minimizes the required backhaul bandwidth, subject to the specific QoS restrictions (see Section 3.6).
Previous steps are fully described from Sections 3.1 to 3.6. Finally, in Section 3.7, we describe how to extend the proposed methodology to other reference services different from the one considered.
Power allocation for traffic channels
The objective of the power control procedure is to minimize the required transmission power while keeping the energy per bit to noise power spectral density ratio (E b /N 0 ), denoted as γ , above a threshold. The radio link quality requirement will depend on the multipath conditions, UE speed, and block error rate required for each type of connection (see [3] and [21] for more details).
In the UL, the target γ UL ji for the j-th user connected to the i-th carrier can be expressed as
where W is the chip rate, S i is the number of users connected simultaneously to the i-th carrier, P ji is the power transmitted by the j-th UE, G ji is the deterministic equivalent gain between the j-th UE and the i-th carrier which includes the antenna gains and the path loss, X ji is the channel fading gain due to the multipath propagation, R j is the bitrate of the j-th user which depends upon the requested service, v j is the activity factor of such service (fraction of time in which the user transmits data), and σ 2 i is the Gaussian noise power at the i-th carrier receiver. Notice that in (1), we have assumed that the instantaneous E b /N 0 is equal to the target. This is optimal in terms of minimizing the transmitted power, being this resource allocation strategy typically used in UMTS deployments [19] . The required average transmission power for the j-th user during the connection,P ji , assuming that power control mechanism is able to compensate fast fading fairly well if UE speeds are relatively low, is given bȳ
where E[ ·] denotes the mathematical expectation, E 1 X ji is the power rise in the UL connection [21] , and η UL
is called the UL load factor [19] . We will assume the same statistical multipath conditions for all UL, i.e., E 1 X = E 1 X ji , ∀j, i, and also for the DL, from now on.
In the DL, the link quality expression for the j-th UE connected to the i-th carrier is given by
where P Ca i is the total power transmitted through the i-th carrier, σ 2 j is the Gaussian noise power at the j-th user, and α j is the orthogonality factor due to the multipath propagation [22] . Notice that we have also assumed here that the instantaneous E b /N 0 is equal to the target for the optimum power allocation. The total power transmitted through the i-th carrier will be P Ca
is the fixed transmission power intended for the DL common channels and whose value is to be calculated as explained in the following subsection. The average total power transmitted by the carrier i is
where
is called the DL load factor [19] .
Notice that R j = R v or R j = R d depending on whether the j-th user requests a voice or a data service, respectively. Each service will demand a different target E b /N 0 .
Power allocation for the DL common channels
The power of the DL common channels should be dimensioned to be as low as possible subject to a given quality constraint in the geographical region to be covered. The quality requirement for the common pilot channel (CPICH) can be found in the 3GPP specifications [23, 24] , usually in terms of a minimum E c /I 0 (expressed as γ cpich ), where E c is the received energy per chip and I 0 is the total received power spectral density at the UE. The quality requirement must be fulfilled in the worst case, corresponding to the user position with the maximum path loss when the carrier is transmitting at maximum power (maximum intra-cell interference). Anyway, for synchronization purposes, the resulting power for the pilot channel must be at least the 5% of the total carrier power [24] .
Let P Ca max denote the maximum power transmitted by the i-th carrier. Then, we need to find the minimum required power intended for all the DL common channels, denoted by P cCH i , such that the following condition is satisfied:
where the subscript p denotes a user located at the worst position within the cell. Given that, the minimum acceptable value of P cpich i can be computed as
The total power intended for all the DL common channels, P cCH i , can be determined by just defining the typical power levels for the rest of the DL common channels in relative terms with respect to the CPICH power [3, 4] .
Coverage probabilities
In this paper, we define the voice and data coverage probabilities, both for the UL and the DL, as the probability of having enough power to accommodate a new incoming voice or data connection request, respectively, given that n voice and m data users are being served simultaneously. These probabilities reflect the fact that there will be users' positions for which the requests cannot be served due to the lack of available power at the UEs (UL) or carriers (DL).
Coverage probabilities depend on the geographical distribution of the users in the region and the particular geography of the scenario (mountains, rivers, etc.). They cannot be evaluated analytically since, different from urban areas, the density of population is low and the user distribution in the coverage area cannot be considered uniform. However, we can estimate the probability of being able to serve n voice and m data connections simultaneously, which will be denoted as P cov n,m , through numerical Monte Carlo simulations. To compute these probabilities, random user positions are generated according to a given user distribution model 4 corresponding to the concrete geographical area. For each random realization of users' positions obtained from the user distribution, we compute the transmission powers according to (2) and (4) , and finally, we count the number of coverage blocking situations, i.e., the number of realizations for which there is not enough power to fulfill all the link quality requirements.
In the UL, we consider a coverage blocking situation when, at least, one UE does not have enough power to achieve the target γ UL ji , that is,
where P UE max is the maximum available power at the UE, and the Power Control Headroom (PCH) defined in [21] guarantees that the link quality is above γ UL ji during a given fraction of time.
In the DL, a coverage blocking situation occurs when a carrier does not have enough power to ensure the target γ DL ij for all connections, that is,
where now PCH will depend on the number of simultaneous connections in the cell because the power is shared among them [21] . Finally, from Bayes' rule, the coverage probabilities are computed as
where P cov n→n+1,m and P cov n,m→m+1 are the probabilities that given that n voice and m data users are being served simultaneously, there will be enough power to accommodate a new incoming voice or data connection request, respectively.
Notice that for configuration #2, the coverage probabilities will practically be the same for both carriers since the coverage areas fully overlap and they do not interfere with each other.
Blocking probabilities
Generally, a new voice or data connection request can be accommodated as long as the following two conditions are satisfied simultaneously:
1. There is enough power to fulfill the target link quality requirements. A blocking due to power shortage will be called soft-blocking. Notice that this is related to the coverage probabilities described in Section 3.3. 2. There are free connection resources at a given carrier for the new incoming connection request. A blocking due to the lack of free connection-resources will be called hard-blocking. In practice, the network operator can configure the maximum number of simultaneous connections that the SC can support. According to this, a hard-blocking will occur when a new connection request cannot be processed because the maximum number of simultaneous connections has already been reached.
Note that both soft-blocking and hard-blocking have to be introduced since base stations are limited both in terms of transmission power and the maximum number of simultaneous connections that can be handled, respectively.
In this work, we assume that no queues are available and, therefore, the voice and data blocking probabilities are defined as the probabilities that a new incoming voice or data connection request, respectively, cannot be attended by the network because of having soft-blocking and/or hard-blocking. Note that, since the maximum powers radiated by the SCs and the UEs are low, the probability of having a soft-blocking is not negligible. On the other hand, the hard-blocking cannot be neglected neither, as a limitation on the number of simultaneous connections will be imposed by configuration to minimize the required backhaul bandwidth. Thus, in order to evaluate the blocking probabilities, a joint analysis considering both soft-and hard-blocking has to be carried out.
For the two configurations considered in Section 2, now we derive the expressions of the voice and data blocking probabilities. These expressions are valid both for the UL and the DL. In the following, let C T denote the maximum number of simultaneous connections (voice or data) supported by the carrier, which is a parameter that depends on the SC equipment. At the same time, letĈ v andĈ d be the maximum number of voice and data connections allowed, respectively. The values ofĈ v andĈ d can be configured by the network operator, and the objective of this paper is to derive the optimum configuration.
Configuration #1
In the case of a single carrier, the blocking probabilities can be evaluated by means of a 2D M/M/m/m Markov chain, where the two dimensions are associated with the number of voice (n) and data (m) connections being active simultaneously at a given instant. Accordingly, the set S(Ĉ v ,Ĉ d ) is composed of all possible states detailed as follows (see examples of this set in Fig. 2) :
The shape of this set depends on whetherĈ v +Ĉ d ≤ C T orĈ v +Ĉ d > C T (see Fig. 2 ). Now, let us define the 
The subset A 1 is composed of the states in the slope border (ifĈ v +Ĉ d > C T ) or only of the top-right corner state (ifĈ v +Ĉ d ≤ C T ). A 2 and A 3 contain the states in the vertical and horizontal border, and finally, A 4 is composed of all non-border states. The links between the states are illustrated in Fig. 3 , where
Notice that not all the states will have all the possible outgoing and ingoing links. For example, blue links will not exist if (n, m) ∈ A 2 , red links will not exist if (n, m) ∈ A 3 , and neither blue nor red link will exist if (n, m) ∈ A 1 .
The state probabilities,
, which obviously also depend on the pair
need to be calculated numerically by adopting the theory of stationary continuous Markov chains. This allows assessing that the probability of reaching any state can be computed from the probability of the neighbor states and the transition rates [25] . The voice (P v C ) and data (P d C ) congestion probabilities are the probabilities of having a hard-blocking. This happens if the SC is already serving the maximum number of users supported (C T ) or the maximum number of voice or data connections set by the network operator (i.e.,Ĉ v andĈ d , respectively). Thus, they can be expressed aŝ Finally, the voice (P v B ) and data (P d B ) blocking probabilities are given bŷ
Note that these probabilities are the sum of the probability of having a hard-blocking (congestion probability) and the probability of having a soft-blocking. In other words, (20) and (21) are the probabilities that a new incoming voice or data connection request cannot be accommodated since there is not enough power at the transmitter and/or because the maximum number of simultaneous connections has been reached.
Configuration #2
When two carriers are active (namely carriers A and B), the voice and data blocking probabilities can be evaluated through a 4D M/M/m/m Markov chain. Its dimensions are associated with the number of voice (n) and data users (m) connected to carrier A and the number of voice (k) and data users (l) connected to carrier B at a given instant, where each state is denoted by (n, m, k, l). We assume that both carriers are able to support the same maximum number of simultaneous connections (C T ). In the construction of the chain, we consider that one UE attempts to connect to one carrier or the other one with equal probability and, if one carrier cannot provide service, then the corresponding connection request is forwarded to the other carrier. In this situation, a request will be disregarded only if none of both carriers are able to accommodate it 5 .
d denote the maximum numbers of simultaneous connections for voice and data users allowed at carriers A and B, respectively (where these values are to be configured by the network operator). Then, the set S of all possible states is:
Now, we define the following non-disjoint subsets
The links between the states are depicted in Fig. 4 . Some of them will be different depending on the subset where the states belong to. Thus, for the two subsets where both carriers are not serving the maximum number of voice or data connections (A 7 or A 8 , respectively), the rates for the transitions can be derived assuming that voice and data traffic spill between carriers is possible: 
Note that (n, m, k, l) ∈ A 7 includes implicitly some states that are also in A 2 , A 5 , and A 6 due to the fact that the subsets {A i } 8 i=1 are not disjoint. The same applies for A 8 , which includes some states that are also in A 1 , A 3 , and A 4 .
For the subsets where one carrier is serving the maximum number of voice or data connections (A 3 and A 4 , or A 5 and A 6 , respectively), traffic spill is not possible, and therefore, we have
Note again that for example, A 3 includes some states that are also in A 2 , A 5 , A 6 , and A 8 . [25] . In order to calculate them, first, the voice and data congestion probabilities can be computed aŝ
Accordingly, the final expressions for the blocking probabilities arê
If more than two carriers were considered, the previous analysis could be generalized by augmenting the dimensionality of the Markov chains accordingly (if p carriers with overlapping coverage areas are assumed, then 2p-dimensional M/M/m/m Markov chains should be handled).
Backhaul bandwidth calculation
In this section, we introduce the procedure to compute the required backhaul bandwidth for given
Let f be an increasing function that maps the number of simultaneous connections into the required backhaul bitrate. For example, f could be a linear function such as
where a and b are the fraction increase of the voice and data backhaul bitrate per access network connection due to the backhaul overhead, respectively. If compression schemes are implemented, then the required backhaul bitrate may not increase linearly with the number of connections, as assumed in [19] .
The backhaul bandwidth should be able to accommodate the largest bitrate generated by the access network. If data connections require more bandwidth than voice connections 6 , then the state that requires the largest backhaul bandwidth for configuration #1, denoted as (n , m ) will be
For configuration #2, the state that generates the largest backhaul rate, denoted as (n , m , k , l ), according to the
The minimum required backhaul rateT T Ĉ v ,Ĉ d in configuration #1 iŝ
and the required backhaul
Network dimensioning methodology
The state probabilities of the Markov chain in the previous section depend on the limit imposed to the number of simultaneous of voice and data connections (i.e., C v andĈ d that are parameters to be configured by the network operator) and also on the average aggregated rates of incoming voice and data connection requests (i.e., λ v and λ d ). If these rates are not constant throughout the day, then the blocking probabilities and the required backhaul bandwidth will depend on the quadruple (Ĉ v ,Ĉ d , λ v (h), λ d (h)) for configuration #1, and on the sextuple
Let us assume that the voice service uses spreading codes with a spreading factor F v , then the maximum number of voice connections in the DL will be N = min (C T , F v ). For data services with a spreading factor F d , the maximum number of data connections in the DL will be M = min (C T , F d ). In the UL, the limitation imposed by the spreading factor does not exist [4] and, therefore, the maximum number of voice and data connections in the UL will be directly N = C T and M = C T , respectively.
For configuration #1, the dimensioning requires the numerical evaluation of the backhaul band-widthT T Ĉ v ,Ĉ d considering that the voice and data blocking probabilities must be below a given threshold, i.e.,P v
where v B and d B are the target blocking probabilities. This condition must be fulfilled for all hours of the day. Note that the evaluation of each new pair (Ĉ v ,Ĉ d ) implies to construct a new Markov chain with different states; hence, no closed-expression exists forT T Ĉ v ,Ĉ d . The configuration corresponding to the values ofĈ v andĈ d that requires least bandwidth is finally chosen. The proposed methodology is described in Table 1 .
The methodology for configuration #2 can be derived similarly to the previous one. For the sake of clarity in the presentation, this methodology is summarized in Table 7 in Appendix 2 and provides the optimum limit on the number of simultaneous voice and data connections to be configured for each carrier. Furthermore, the procedure presented in this section is valid both for the UL and the DL.
Network dimensioning beyond UMTS
In the previous sections, we have presented a methodology for the dimensioning of a network in rural areas. To describe the methodology in a simple and illustrative way, we have considered UMTS as the reference service. As already explained, the so designed network will be able to operate satisfactorily with the reference service considered as well as with any other service that makes a more efficient usage of the network resources.
It is important to emphasize that in case that another reference service is to be considered in the dimensioning, the same methodology could be applied accordingly after computing the new coverage probabilities and restructuring the multidimensional Markov chains. For instance, if, in order to avoid overprovisioning of network resources, High-Speed Packet Access (HSPA) is considered, the following aspects should be taken into account: 
for {∀h = 1, . . . , 24} do 3: New Markov chain with allowed states S(Ĉ v ,Ĉ d ) according to (11) . 4: Determine the subsets A i (i = 1, . . . , 4) according to (12)-(15).
5:
) according to (20) . 7 :
) according to (21) . 8: end for 9: Compute:T T = f (Ĉ v ,Ĉ d ) according to (38). 10: end for 11: Set of possible pairs (pairs that satisfy the voice and data blocking probability constraints for all hours of the day):
∀h}. 12: Optimum value of the maximum simultaneous voice and data connections:
a This is an integer-programming problem for which analytic expressions of the blocking probabilities cannot be derived and, therefore, they have to be calculated numerically. In general, this kind of problems are NP complete, which means that optimality can only be achieved with a complexity similar or equal to exhaustive search. Only in some cases, when the analytic expressions of the constraint and objective functions are available (which is not the case in this paper), more simple methods can be derived with polynomial complexity but still assuring optimality. Note that the dimensioning problem we are facing has to be solved offline before the network is set up. A suboptimal solution implies that more resources than really needed will be deployed. There is no reason to stick to a suboptimal solution for the sake of computing such a solution faster, specially taking into account that in the remote regions that we are considering, the number of combinations to be checked by exhaustive search is relatively low and, therefore, the optimum solution can be found in just a few seconds or minutes according to the simulations carried out. Anyway, if the numerical complexity increases so much that suboptimal numerical methods have to be applied, this could be done by resorting to well-known techniques available in the literature. Some examples of algorithms fitting this problem (where the analytic expressions of the constraint and objective functions are not available) are genetic algorithms [35] and simulated annealing [36] • The HSPA rates depend on the instantaneous channel conditions; • HSPA rates in a multi-user setup depend also on the concrete scheduling strategy considered.
For a simple round robin scheduling strategy, the states in the Markov chains should include information regarding the rate of each data connection (which in turn depends on the instantaneous channel states). Even if the user's data rates are restricted to a set of Q discrete possible values, the number of states in the Markov chains would increase proportionally to Q to the number of connections. Note that the analysis would be valid only for the concrete scheduling considered. Logically, if the adopted scheduler in the network is more efficient, the performance of the network would meet (and even surpass) the target QoS considered at the network dimensioning stage.
Also, the methodology could be extended to incorporate different admission control strategies. For example, if voice connections had priority over data connections, then the Markov chains should be redefined accordingly by creating new archs from those states in which the maximum number of voice connections have been reached. Those archs would model the fact that if a new voice connection request arrives, one data connection should be interrupted to attend the voice connection. Another possibility would be, in this case, not to interrupt any data connection, but to reduce the rate of all the data connections in order to release resources to be able to serve the voice connections. This last option would imply defining new states in the Markov chain. Anyway, the conclusion is that the methodology that we present would be the same and that it could be adapted properly to the concrete scheduling, admission control, etc. schemes that are to be considered as a reference service.
When considering other technologies, such as 4G and 5G, the steps described in the proposed methodology (see Fig. 5 ) can still be applied with proper adaptations. In particular, the power allocation expressions should be adjusted by considering the specific signal-to-interference plus noise ratio (SINR) of the technology considered. In some cases, the skeleton of the Markov chains should also be adapted to the specific reference service, admission control, and scheduler.
Energy provision and energy systems dimensioning
The goal of this section is to determine the number of required solar panels and batteries denoted as n SP and n B , respectively, to provide energy to the SC. 
Energy computation
Let us consider initially only one carrier (i.e., configuration #1), the maximum number of simultaneous voice and data connections is (C v , C d ), and all possible states of the Markov chain define the region S. Since λ v (h) and λ d (h) vary over the day, the state probabilities will also be time varying functions, denoted as P n,m (h). Now, let f (P R |n, m) denote the probability density function (PDF) of the power radiated (P R ) by the carrier conditioned to having n voice and m data simultaneous active connections. Notice that f (P R |n, m) , ∀(n, m) ∈ S should be obtained through Monte Carlo simulations since an analytical expression does not exist. Therefore, the PDF of the total radiated power conditioned to a particular hour of a day can be expressed as
and the average power radiated by the carrier in one particular hour is given by
In order to dimension the energy units, we need to model the total power consumption. The power consumption model by [26] is:
where P max is the maximum radiated power, P 0 is a fixed power consumption of the equipment that models the radio frequency (RF) and baseband consumptions, and p is a constant. For the moment, we do not consider the consumed power when the carrier is switched off (given by P sleep ). Given that, the total average energy consumption (in W h) is
If the two carriers are switched on (i.e., configuration #2), the state probabilities are denoted as P n,m,k,l (h). The PDF of the total radiated power conditioned to a particular hour of a day can be expressed as f (P R |h) = (n,m,k,l)∈S f (P R |n, m, k, l) · P n,m,k,l (h), (44) where f (P R |n, m, k, l) denotes the PDF of the power radiated by the SC when serving n and k voice, and m and l data simultaneous connections at both carriers. Then, the average energy consumption can be computed using (43).
Energy dimensioning
The energy dimensioning procedure followed in this work is based on [27] . The total energy that the solar panels should generate within one day is:
where η G denotes the losses due to the inefficiency of the solar cells (around 10% [27] ), L is the total energy spent within one day (calculated following (43)), and f c is a correction factor (f c = 1.3 [27] ) introduced as the solar cells have to generate energy for the batteries and the panels themselves to be able to work. The number of solar panels depends on the solar radiation in the place of interest and nominal power of the solar cell, P nom , which is obtained assuming that solar radiation is 1000 W/m 2 . Given that, the number of solar panels needed is
where G dm is usually taken as the average daily solar radiation during the worst month of the year. The capacity of the batteries (in W·h) should be enough to provide electrical energy during up to N da days without any charging procedure. Therefore, the capacity of the batteries must satisfy
where P d max is a parameter to impose that a battery should have at least 20% of its maximum capacity (P d max = 0.8). 7 Finally, if C 1 is the capacity of a single battery, the number of required batteries becomes
where · is the ceiling operator.
Carrier on/off switching strategies
In this section, we introduce a technique to dynamically switch on and off one of the two carriers in locations where the configuration #2 is needed. The goal is to reduce as much as possible the energy consumption. Consider, for example, a situation where all the traffic could be served with just one carrier, but it could happen that in order to compensate the intra-cell interference, two carriers would require less power to serve this traffic (we also have to take into account that the carrier has a fixed power consumption due to the electronic equipment, as modeled by the term P 0 in (42)). Thus, if the power increase to overcome interference is higher than the fixed power consumption of the carrier, then, the configuration with two carriers would be optimal in terms of energy reduction. This is just an example, but other situations may be possible.
To determine whether a carrier should be switched off or not, we need to measure and compare the required power that is needed for both configurations (i.e., one or two carriers), to serve the users with a specific traffic demand. This power can be obtained through simulations for each hour of the day.
We will derive two approaches: a deterministic approach considering full knowledge of the traffic profile throughout the day, and a statistical robust strategy accounting for error traffic modeling. For the deterministic procedure, we develop a method that assumes either a single type of traffic (voice) or mixed traffic (voice and data). The decision of switching on and off carriers will be based on a threshold applied to the traffic demand at each hour of the day.
Although this paper deals with two possible states ("on" and "off ") and two carriers, the methodology could be adapted to more flexible configurations. For example, if a more accurate description of the energy consumption is to be incorporated, then more than two possible states of the carriers should be defined (e.g., idle, waking up, sleep entering, active (data), active (signaling), sleep, etc.), each of them with different energy profiles. It has also to be emphasized that the transition times between these states may be different, which should be considered when defining the corresponding Markov chains that would be more complicated. Chung [28] considers this and models the transitions among states through a semi-Markov process approach. Also, if more than two carriers are considered, the dimension of the Markov chains would increase up to twice the number of carriers and the strategy that will be presented in this section should include multiple thresholds on the traffic intensity, each one defining when a new carrier should be activated or deactivated. Anyway, for the sake of simplicity, we keep our analysis assuming two carriers and two possible states since the proposed methods and concepts would remain the same even if more complicated and flexible configurations are to be considered. In other words, the focus of this paper is on the methodology that is the same regardless the number of states and carriers and, therefore, the corresponding Markov chains.
Deterministic switching strategy 5.1.1 Single type of traffic
In this first approach, we assume just voice connection requests and that the rate of requests is completely known over the day. In order to be more realistic, we consider discretized traffic profiles. Accordingly, let λ 0v [ m] represent the rate of connection requests (in requests/second) corresponding to the m-th time instant within the day (the decision to switch on and off the carrier can only be taken at predetermined time instants). This corresponds to the discretized version of the aggregated continuous voice call generation rate λ v (h). In Table 2 , we present the procedure to calculate the threshold λ TH to be applied to λ 0v [ m] for switching on/off a carrier in this case. Basically, the method described in this table to calculate the threshold evaluates if the traffic demand can be served by one carrier or two carriers. In case that one carrier is not enough, then two carriers are activated. Otherwise, if both configurations are possible, then the algorithm selects the configuration which requires less power.
Two types of traffic
We consider now voice and data traffic, whose rates of connection requests are denoted by
) (as done before, we consider a discrete-time approach). Note that λ 0d [ m] is different for the UL and the DL, but we assume that the energy spent in UL processing is incorporated in the constant component of (43) and does not affect the radiated power. Therefore, we will only consider the DL λ 0d [ m] to design the switching threshold. In Table 3 , we present the procedure to calculate the threshold frontier λ TH to decide whether for a given traffic λ 0T [ m], we have to switch on or off a carrier. Now, the threshold λ TH is a frontier in a two-dimensional plane composed of tuples of voice and data traffic demands, (λ 0d , λ 0v ). Similarly to the previous case of one type of traffic, here the method to calculate the threshold frontier evaluates if the traffic demand can be served with one or two carriers. If one carrier is not Table 2 Threshold computation for switching on/off carriers with single traffic 1: Compute the mean power required by the two configurations (one and two carriers) for all possible traffic rates (λ 0 ), P 1Ca (λ 0 ) for 1 carrier and P 2Ca (λ 0 ) for 2 carriers.
2: Let λ be the maximum traffic that can be supported with one carrier fulfilling the maximum blocking probability constraint. If P 1Ca (λ) < P 2Ca (λ), then λ TH = λ.
Otherwise, λ TH is the value of λ for which P 1Ca (λ) = P 2Ca (λ). 2: Compute the mean power required by the two configurations (one and two carriers) for all possible traffic rates (λ 0v , λ 0d ), P 1Ca (λ 0v , λ 0d ) and P 2Ca (λ 0v , λ 0d ).
3: For a given λ 0v let λ m 0d be the maximum data traffic rate that can be supported with one carrier fulfilling the maximum blocking probability constraint.
Otherwise, λ 0d is the data traffic value for which P 1Ca (λ) = P 2Ca (λ). enough, then two carriers are activated. Otherwise, the configuration requiring less power is selected.
Robust switching strategy
In the previous subsection, we considered that the value of the traffic generation rate was perfectly known. However, in some situations, it is very difficult to obtain such information with a high precision. For already deployed networks, measurements campaigns can be performed to obtain the traffic profile throughout the day. Nevertheless, the expected value of traffic is something that is not stable and depends on the specific location, unexpected events, or even the particular day of the week. As a consequence, slight variations of the nominal traffic profile will be experienced. On the other hand, in locations where the network is not already deployed, the uncertainty is even higher since network planning engineers usually assume a nominal traffic of a similar already deployed network elsewhere. This implies a risk that such traffic information is not an accurate approximation of the actual one. For these reasons, we propose a new model to cope with such uncertainties and make the final switching procedure robust against them. For simplicity in the notation and the mathematical developments, we will consider only one type of traffic but a possible extension to mixed traffics is presented later on. Let us consider that the traffic profile is a stochastic discrete process modeled as a deterministic mean plus a random component:
where λ 0 [ m] corresponds to the available nominal profile and p[ m] is a zero mean white Gaussian process with variance σ 2 p (σ 2 p may also vary, i.e., σ 2 p [ m], but for simplicity, we will consider it constant). The process p[ m] incorporates all possible uncertainties described before.
Gaussianity of this modeling error is not sustained by any observation, but it will provide an approximate way to adjust the switching threshold as a function of the uncertainty level.
The goal of this section is to obtain a new threshold for switching on/off the carriers fulfilling a given predetermined target outage probability. The decision of shutting down the carrier will be based on the comparison of an estimate of λ[ m] with the new threshold. In order to estimate the traffic being generated, we define a time window where we will measure it. Let M be the number of time instants that are considered for measuring the traffic and T be the time lapse between consecutive time instants. The reason why M time instants are used instead of just one is the stabilization of the estimate of the generated traffic, that is, to reduce the variance of the estimation. Let us consider the following definition:
wherep t ∼ N (0,σ 2 p ),σ 2 p = MT 2 σ 2 p . In order to avoidλ t being negative, we truncate the Gaussian distribution of p t in a way that −λ 0t <p t < ∞. Then,p t has a truncated normal distribution with PDF given by
Traffic profile estimation
Let us consider N measurements (obtained, for example, from N previous days) of the number of connection requests, denoted as k tn , n = 1, . . . , N, during the same time period to estimateλ t (k tn represents the number of connection requests measured within the time window [ t, t + M − 1] of the day n). We know that such variable is Poisson distributed where the probability of a given value of k tn is given by Pr(k tn ) = N n=1 e −λ t (λ t ) k tn k tn ! . We formulate the maximum likelihood (ML) estimator ofλ t given the N observations {k tn } N n=1 as [29] λ
andλ
Note that N n=1 k tn is Poisson distributed 8 with expected value (λ 0t +p t )N.
Threshold computation based on outage probability
Given the previous traffic estimate, the Bayesian robust outage conditionP out is defined as
whereλ t w =λ 0t w +p t w , θ is the outage probability with which we tolerate that the carrier is switched off when, in fact, both carriers should be on,λ TH is the new threshold to be computed, the expectation is with respect all possible error modeling, and t w is the worst case time instant that defines the time window as
where λ TH is the deterministic threshold found in the previous section. As the outage condition should be fulfilled for the whole traffic profile over the day, we have to find the time window where the estimateλ ML (t) will be most susceptible to originate situations where the carrier should be on but the estimate decides to turn it off. This will happen at the worst case time-instant within the day, that is, the instant in which the measurement of the generated traffic is most different from the threshold, as formulated in (55). Notice that a trivial solution is to set λ TH = 0. However, in this situation, both carriers will be always on and no energy saving is possible. For that reason, the thresholdλ TH should be the maximum value of λ TH that fulfills (54). Note that (54) has a unique solution because it is an increasing monotonic function inλ TH (we are averaging a cumulative distribution function (CDF)).
The last step requires the normalization λ TH =λ TH MT to get units of number of connection requests/s. Let us present the following result:
The Bayesian outage probability,P out , can be approximated in closed-form solution by the following expression:
where Proof See Appendix 4.
Extension to two types of traffic
Previously, we assumed for the Bayesian robust threshold that there was only one type of traffic or, equivalently, that there were two types of traffic and that the load corresponding to one of them was known without uncertainty. In case that the traffic loads for both kinds of traffic are known imperfectly, we should define a robust Bayesian threshold frontier by means of extending the previous integrals to include simultaneously the uncertainty model for both traffics. Such integrals are, however, extremely complicated and have to be solved resorting to complex numerical methods. A simpler way to derive a suboptimum robust threshold frontier could be based on the following idea:
1. Assuming that the data traffic load is known perfectly, calculate the robust threshold for the voice traffic for each possible value of data traffic load using the methodology presented previously for one kind of traffic. 2. Assuming that the voice traffic load is known perfectly, calculate the robust threshold for the data traffic for each possible value of voice traffic load using the methodology presented previously for one kind of traffic. 3. Combine both thresholds shifts in a vector in a two-dimensional plane.
Simulation results
In this section, we provide some numerical results. The setup under consideration is a real scenario that has been designed and planned in the European project TUCAN3G (http://www.ict-tucan3g.eu), taking data from some real rural locations in the Peruvian Amazon.
Network planning results
As example, we present the planning results for the location of San Gabriel (one of the towns of Perú evaluated in [19] ). Figure 6a shows the expected traffic intensity over the geographical area and the position of the telecommunication tower (displayed as a red point). The traffic intensity in yellow areas corresponds to half the intensity in white areas. Voice traffic is served using a rate R v = 12.2 kbps and data traffic using a rate R d = 128 kbps (the spreading factor for one voice and data connection in the DL is 128 and 16, respectively). The average aggregated rate of connection requests for voice and data at the peak hour are λ v (h peak ) = 0.0558 and λ d (h peak ) = 0.2208 connections/s, respectively, in the DL, and λ v (h peak ) = 0.0558 and λ d (h peak ) = 0.0736 connection/s in the UL. Note that the peak hours for voice an data traffic need not be the same. The average voice and data service times are 1/μ v = 90.09 s and 1/μ d = 3.775 s, both for the UL and DL. The specific daily traffic profile was provided by Telefonica del Perú [19] . Traffic intensities are expected to increase by 180% in the second year, by 4% in the third year, and by 2% in the fourth and fifth year after the deployment setup. Carriers can transmit a maxim power of P Ca max = 20 dBm and support C T = 16 maximum simultaneous connections. The antenna gains for the carriers are 7 dB. The backhaul bitrates according to the number of voice and data connections are displayed in Fig. 7a, b , respectively. The characterization of the radio link budget parameters can be found in [19] .
The first step in the network planning is to determine the power allocated to the DL common channels. The imposed coverage requirement is that carriers must be capable to cover the 95% of the geographical area considered.
The next step is to compute the coverage probabilities (P cov n,m ) through Monte Carlo simulations. Figure 6b depicts these probabilities for the DL. Table 4 displays the optimum limits on the number of simultaneous connections (C v and C d ) and the required backhaul bandwidth to guarantee a maximum blocking probability of 2% for both services. These results are (a) (b) Fig. 6 Traffic intensity distribution and coverage probability. a Traffic intensity. Traffic intensity in yellow areas corresponds to half the intensity in white areas. The traffic intensity in green areas is considered negligible. The absolute values of the generated traffic depend on the time instant and the year, as explained in the paper and illustrated through numerical examples in the simulations section. b Coverage probability of being able to attend n voice and m data users simultaneously, in other words, probability that there is enough transmit power to be able to attend this number of connections simultaneously. This probability depends on the spatial distribution of users according to figure above. The colors refer to the values of this probability according to the right vertical colorbar given for the UL and the DL during a period of 5 years, considering one and two carriers. Notice that the required voice channels are the same both for the UL and DL since the voice traffic is expected to be symmetric, whereas the required data channels are higher in the DL because the data connection rate in the DL is three times higher than in the UL. From the second year on, the configuration with only one carrier is not enough to serve all the expected traffic. The values from second year on are quite similar due to the limited traffic growth. Note also that two values for C v and C d are given when two carriers are considered. 
Energy dimensioning results
In this subsection, we provide simulation results for the dimensioning of the energy units and the results of the on/off switching strategy. The considered batteries have the following specifications: 12 V, 100 Ah, and a capacity C 1 = 1200 Ah × V. The solar panels have a nominal power P nom = 85 W. We consider that N da = 3 days. In this section, we consider three different maximum radiated powers P Ca max per carrier for three different types of SC (SC a 20 dBm, SC b 13 dBm, and SC c 24 dBm) [19] . We assume that we have four different traffic profiles corresponding to four different rural towns denoted as TP1 (Santa Clotilde), TP2 (Negro Urco), TP3 (Tuta Pisco), and TP4 (San Gabriel), as opposed to the previous subsection where we only considered one town. We also assume that the network dimensioning must be performed considering the traffic estimation forecast for the incoming 5 years (details of the forecast evolution were given in the previous subsection, further details are available in [19] ). The parameters of the power consumption model [26] are set to P 0 = 4.8 W, p = 8, and P sleep = 2.9 W for the femtocell model and P 0 = 6.8 W, p = 4, and P sleep = 4.3 W for the picocell model [26] . The femtocell model is always considered from now on if not stated otherwise.
Let us first present the results for the energy dimensioning units when we have a static design, i.e., when we do not apply any on/off strategy. In this case, the dimensioning is performed considering average consumed power given by (43). Table 5 summarizes the required number of solar panels and batteries 9 over the 5 years considering the two consumption models and a maximum radiated power of 20 dBm (i.e., SC a ). Notice that in the first year if the two carriers are always on, the required energy items are almost twice the ones needed when just one carrier is switched on. It means that the consumed energy is highly independent of the radiated power intended to serve traffic as can be seen from (42). This phenomenon can also be seen from the number of required energy units. Again, the values from second year on are similar due to limited traffic growth. Figure 8 depicts the traffic profile considering only voice for a specific location and the corresponding threshold for switching on/off one of the two carriers. The type of Table 4 Optimum limits on the number of simultaneous connections and backhaul bandwidth (San Gabriel)
Uplink Downlink
Year carrier considered is SC a . As we can see, the two carriers are needed only a few hours during the day (30% of the total time). For the rest of the day, one carrier is enough. Thus, potential energy savings can be obtained. Figure 9 depicts the reduction in the required size of solar panel and the consumed power in percentage compared to the case where two carriers are always active if only voice traffic is considered. The results are represented as a function of the estimated traffic evolution in 5 years for different traffic profiles and different types of carriers. Battery size is linearly proportional to the solar panel size, and thus, the experienced reduction is the same in both cases. As it can be observed, for some traffic profiles the amount of reduction (in CAPEX) is around 15-20% for the first years. Figure 10 shows some results for the on/off switching procedure when two types of traffics are considered. Figure 10a depicts the threshold region determining the tuples of voice and data traffic rates for which one of the carriers can be switched off. Figure 10b depicts the particular hours of the day when this can be done. For the specific traffic profile TP1 and using carrier type SCc, only for 10 h per day, the two carriers are needed during the first year. Figure 10c depicts the reduction of the solar panel size in percentage if the deterministic on/off strategy is implemented compared to the case where the two carriers are always active for mixed traffic demands. As it can be seen, as the traffic increases during the second year, the configuration with two carriers on is required for more hours during the day and thus, only 5% of saving is possible. Figure 11a shows the threshold computed using the Bayesian robust methodology for a given variance of p[ n] and for different outage probabilities θ. We also show the deterministic threshold (when the traffic profile is perfectly known). We can see that, if we allow a higher outage probability, then the threshold increases. For the particular case of θ = 0, the threshold should be set to zero, i.e., λ TH = 0. Another effect that we can see, as expected, is that for larger variances, we cannot trust the estimation and, thus, the threshold must be reduced to guarantee the same outage. We also see that for high variances, the outage probability does not have an important impact on the threshold calculation.
Finally, Fig. 11b depicts the threshold computation for different values of outage and for variance σ 2 p = 0 (i.e., deterministic threshold corresponding to perfect model knowledge). It can be observed that for θ = 0.5 the Bayesian threshold does not yield the deterministic threshold, as expected. This is because, in the Bayesian approach, the traffic profile is estimated with a finite window time. This estimation incurs errors, which makes the computation of the Bayesian threshold be more conservative than the deterministic one. 
Conclusions
This paper has proposed a new network dimensioning methodology for 3G SC-based networks in remote rural areas in which several carriers are deployed at the same SC. These rural scenarios impose particular constraints when dimensioning the network. One major limitation is the required backhaul bitrate. Thus, the objective of the dimensioning has been to determine the network resources in order to minimize the required backhaul subject to given coverage and blocking probability constraints. Furthermore, due to the characteristics of the SC and the backhaul restriction, the evaluation of the QoS proposed in this paper is slightly different from others presented in the literature. The proposed dimensioning procedure allows to compute the required power for the DL common channels and the maximum number of simultaneous voice and data connections allowed at each carrier. Although the methodology has been presented for 3G networks, it can be extended to newer technologies, such as 4G. Additionally, a procedure to obtain the number of energy units (solar panels and batteries) required to power the access network has been derived. We have also presented a methodology for switching on and off carriers in order to reduce the energy consumption and, thus, deploy smaller solar panels and fewer number of batteries. We have proposed a decision strategy where we had perfect knowledge of the traffic profile and a robust Bayesian strategy in order to account for possible error modeling in the traffic profile information.
Simulations have been performed with real data for a real network deployment. Results show that the proposed SC-based network can be a sustainable and an economical solution to provide cellular services in outdoor isolated rural scenarios. 1 The WiLD network is already deployed and is currently in use to provide connectivity to health centers in remote areas in Perú. It will also be used as a backhaul to provide 3G connectivity (voice and data) to the general population in the area. 2 This work has been developed within the framework of the European project FP7 TUCAN3G. That project analyzed also other types of network topologies but due to space constraints, in this paper, we focus on the two configurations that are considered enough for this kind of locations. This allows explaining the methodology in a simple way, which is the main focus of this paper. For further details, see [19] . 3 The UMTS-based service with fixed rates is taken only as a reference in the dimensioning stage. That means that the dimensioning is performed so that the network will achieve the quality established as a target for this reference service. Of course, once the network is up and running, it can operate with this reference service as well as with any other one (e.g., HSPA). If these other services make a more efficient usage of the network resources thanks to their flexibility and adaptability to the users' specific channel conditions, then the actual performance of the network will exceed the target quality considered during the network dimensioning stage. More details concerning this issue are provided in Section 3.7. 4 In this paper, generic heterogeneous user distributions are assumed which means that in order to evaluate numerically the coverage probabilities through Monte Carlo simulations, we generate random users with random positions and random connection requests, and we consider that the density of users is not the same in all the locations of the geographical region, due to the sparsity of human settlements. This is a characteristic that is specific of remote rural areas. In the case of urban areas, a uniform density of users is usually a good approximation. In order to incorporate this non-uniform user distribution, we use a map, as that shown in Fig. 6a . Such map defines a set of sub-areas, each one with a different user density and therefore, with a different voice and data traffic intensity. The generation of this map is done through in-place demographic and users habits studies. 5 It has to be remarked that we assume the capacity of automatically forwarding one connection request from one carrier to the other one when the first one cannot serve such request. In this sense, this is similar to a joint management of the resources of the two carriers. However, it has to be emphasized that this is not equivalent to a Markov chain modeling a single carrier with the double quantity of resources. The reason is that the transitions between the states in the chain depend on the coverage probabilities and such probabilities have to be calculated taking into account only the in-cell interferences arising from connections in the same carrier but not in the other carrier. 6 If f is linear, this statement is true if (a + 1)R v < (b + 1)R d . 7 This constraint on the minimum energy is for classical batteries. In the case of deep cycle batteries (gel batteries), this constraint could be relaxed, which means that P d max could increase up to P d max = 0.9 or 0.95. This would allow to decrease the number of required batteries, although the individual cost per battery may increase. In the simulations section in this paper (Section 6.2), we perform an energy dimensioning assuming classical batteries and leave for future research the analysis with other kinds of batteries. 8 Recall that if X ∼ Poisson(λ) and Y ∼ Poisson(ν), then Z = X + Y ∼ Poisson(λ + ν). 9 The numerical values provided in this table have been obtained assuming a reference solar panel and battery described at the beginning of this subsection. That means that if we need, for example, 1.2 batteries, we can choose either to buy two reference batteries, or one battery with a capacity 20% higher than the reference battery.
Endnotes
Appendix 1
This appendix presents Table 6 with the notation and the list of parameters used in the paper. more details, the reader is referred to [33] for the particular case of Gaussian random variables, and [34] for the general case of any distribution. Let F(u) and f (u) denote the CDF and PDF of u. Let u ∼ N (μ, σ ) . The m-th partial moment of the random variable u is given by
where h = k−μ σ . Let ξ = u−μ σ . Based on the previous definition, we are able to obtain a recursion for the calculation of the m-th partial moment as follows:
and the initial conditions are I 0 = 1,
Appendix 4
Let us start with the computation of the probability term, P N n=1 k t w n ≤λ TH N λ t w =λ 0t w +p t w . Recall that N n=1 k t w n is Poisson distributed with expected value (λ 0t w +p t w )N. Then, the cumulative distribution function (CDF) of such Poisson random variable can be defined as [32] P N n=1 k t w n ≤λ TH N λ t w = λ TH N + 1, (λ 0t w +p t w )N λ
where · is the ceiling operator and (n, x) = ∞ x s n−1 e −s ds is the upper incomplete Gamma function [31] . Let us drop the time index throughout the development for ease of notation. Let us define x λ TH N + 1. Thus, the previous expression can be expressed as P N n=1 k tn ≤λ TH N |λ 0 +p = 1 (x − 1)!
x, (λ 0 +p)N .
If we take the expectation of the right hand side of (61) we obtain:
x, (λ 0 +p)N f p, 0,σ 2 p , −λ 0 , ∞ dp (62) 
where Q(·) is the Gaussian Q-function defined as Q(x) = 1 √ 2π ∞ x e − u 2 2 du [30] and (x) = ∞ 0 s x−1 e −s ds is the Gamma function [31] .
In order to be able to compute the right hand side of (64), we will apply the following tight bound on the function Q(x) [30] : 
