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Abstract
In this paper we study the structural stability of a bang-singular-bang extremal
in the minimum time problem between fixed points. The dynamics is single-input
and control-affine.
On the nominal problem (r = 0), we assume the coercivity of a suitable second
variation along the singular arc and regularity both of the bang arcs and of the
junction points, thus obtaining the strict strong local optimality for the given bang-
singular-bang extremal trajectory. Moreover, as in the classically studied regular
cases, we assume a suitable controllability property, which grants the uniqueness of
the adjoint covector.
Under these assumptions we prove that, for any sufficiently small r, there is a
bang-singular-bang extremal trajectory which is a strict strong local optimiser for
the r-problem. A uniqueness result in a neighbourhood of the graph of the nominal
extremal pair is also obtained.
The results are proven via the Hamiltonian approach to optimal control and by
taking advantage of the implicit function theorem, so that a sensitivity analysis
could also be carried out.
Keywords: Hamiltonian methods, second variation, structural stability.
1 Introduction
Since in practical optimisation problems the values of the data usually are not known
exactly and/or are subject to disturbances, stability and sensitivity analysis constitute
a crucial element of the so-called post-optimisation analysis, which helps to evaluate the
practical usefulness of the obtained results.
Here we study the structural stability of a bang–singular–bang extremal in the min-
imum time problem where the dynamics is single-input and control-affine. The paper
is based on the Hamiltonian approach which is used both in the optimality and in the
stability results.
We point out that, as in the classically studied regular cases (see [11, 12, 13]), the
assumptions on the nominal problem are the ones which give optimality, see [16, 17],
together with a controllability assumption which grants the uniqueness of the adjoint
covector.
∗This work was partially supported by PRIN 200894484E_002, Controllo Nonlineare: metodi geo-
metrici e applicazioni
†Dipartimento di Sistemi e Informatica – Università degli Studi di Firenze, Italy
(laura.poggiolini@unifi.it, gianna.stefani@unifi.it).
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The parameter-dependent minimum time problem (Pr) we study is given by
ξ˙r(t) = f r0 (ξ(t)) + u(t)f
r
1 (ξ(t)) (1)
u(t) ∈ [−1, 1] (2)
and is constrained to
ξr(0) = ar , ξr(T ) = br , (3)
where ar and br are two given points. The parameter r is in Rm, the state space is Rn
(but the result can be easily generalised to the case when the state space is a smooth
finite dimensional manifold) and all the data are assumed to be smooth, say C∞.
We study two different kinds of strong local optimality of a triplet (T r, ξr, ur) which
is admissible for (Pr) according to the following definitions
Definition 1.1. The trajectory ξr : [0, T r] → Rn is a (time, state)–local minimiser of
(Pr) if there is a neighbourhood U˜ of its graph in R × R
n and ε > 0 such that ξr is a
minimiser among the admissible trajectories whose graphs are in U˜ and whose final time
is greater than T r − ε, independently of the values of the associated controls.
We point out that this kind of optimality is local both with respect to time and space.
A stronger version of strong local optimality is the so–called state–local optimality which
is defined as follows:
Definition 1.2. The trajectory ξr is a state–local minimiser of (Pr) if there is a neigh-
bourhood U of its range in Rn such that ξr is a minimiser among the admissible trajec-
tories whose range is in U , independently of the values of the associated controls.
For the nominal problem (r = 0), we assume the coercivity of a suitable second varia-
tion along the singular arc and regularity both of the bang arcs and of the junction points,
thus obtaining the strict state local optimality for the given bang-singular-bang extremal,
and a suitable controllability assumption along the singular arc only, see Section 2.
Under these assumptions we shall prove that, for any sufficiently small r ∈ Rm, there
is a bang-singular-bang extremal trajectory ξr which is a strict strong local optimiser
for problem (Pr). Moreover, if µ
r is the costate associated to ξr, then there exists a
neighbourhood V of the graph of the nominal pair λ̂ =
(
µ̂, ξ̂
)
such that (µr, ξr) is the
only extremal pair of (Pr) whose graph is in V.
The results are proven via the Hamiltonian approach to optimal control and by taking
advantage of the implicit function theorem. Thus the trajectory ξr and its switching
times depend smoothly on the parameter r, so that a sensitivity analysis could also be
carried out.
For the regular cases we refer to [11, 12, 13] and the references therein. For control affine
dynamics we mention [6, 8, 14, 15] where bang-bang extremals for the nominal problem
are considered. Bang-singular-bang extremals for the Mayer problem are studied also in
[7, 5] where the author, under suitable assumptions, shows that if the perturbed problem
has an extremal which is some sense near the reference one, then this extremal has the
same bang-singular-bang structure.
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We assume we are given a reference triplet (T̂ , ξ̂, û) which is a normal bang–singular–
bang Pontryagin extremal for the nominal problem (P0) that is û has the following
structure
û(t) ≡ u1 ∈ {−1, 1} ∀t ∈ [0, τ̂1) ,
û(t) ∈ (−1, 1) ∀t ∈ (τ̂1, τ̂2) ,
û(t) ≡ u2 ∈ {−1, 1} ∀t ∈ (τ̂2, T̂ ] .
(4)
so that the reference vector field driving the nominal system is given by
f̂t =

h1 := f0 + u1f1 if t ∈ [0, τ̂1)
f0 + û(t)f1 if t ∈ (τ̂1, τ̂2)
h2 := f0 + u2f1 if t ∈ (τ̂2, T̂ ]
We shall refer to τ̂1, τ̂2 as to the switching times of the reference control û.
The plan of the paper is as follows: we conclude this section by giving the fundamental
notation. In Section 2 we state the assumptions on the nominal problem; the regularity
assumptions are stated in Section 2.1 while the coercivity and the controllability assump-
tions are stated in Sections 2.2 and 2.3. In Section 3 we give the main results and an
example. Finally in Section 4 we give all the proofs of the main results.
1.1 Notation
In this paper we use some basic element of the theory of symplectic manifolds for the
cotangent bundle T ∗Rn = (Rn)∗ × Rn. For a general introduction see [2], for specific
application to Control Theory see e.g. [1]. Let us recall some basic facts and let us
introduce some specific notations.
We denote by π : ℓ = (p, q) ∈ T ∗Rn 7→ q ∈ Rn the canonical projection. If V ⊂ Rn we
denote as V ⊥ ⊂ (Rn)∗ its orthogonal space. The symbol s denotes the canonical Liouville
one–form on T ∗Rn: s :=
∑n
i=1 p
i dqi. The associated canonical symplectic two–form
σ = ds allows one to associate to any, possibly time-dependent, smooth Hamiltonian
Ht : T
∗
R
n → R, a Hamiltonian vector field
−→
Ht, by
σ(v,
−→
Ht(ℓ)) = 〈dHt(ℓ) , v〉, ∀v ∈ TℓT
∗
R
n.
In coordinates
−→
Ht(ℓ)
(
−
∂Ht
∂q
∣∣∣∣
ℓ
,
∂Ht
∂p
∣∣∣∣
ℓ
)
, ∀ℓ = (p, q) ∈ T ∗Rn.
In this paper the switching time τ̂1 plays a special role, hence we consider all the flows
as starting at time τ̂1. We denote the flow of
−→
Ht from time τ̂1 to time t by
H : (t, ℓ) 7→ H(t, ℓ) = Ht(ℓ).
We keep these notation throughout the paper, namely the overhead arrow denotes the
vector field associated to a Hamiltonian and the script letter denotes its flow from time
τ̂1, unless otherwise stated.
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Finally recall that any vector field f on Rn defines, by lifting to the cotangent bundle,
a Hamiltonian
F : ℓ = (p, q) ∈ T ∗Rn 7→ 〈p , f(q)〉 ∈ R.
We denote by F r0 , F
r
1 , H
r
1 , H
r
2 , the Hamiltonians associated to f
r
0 , f
r
1 , h
r
1, h
r
2, respectively
and by
F ri1i2...ik := {F
r
i1
, {. . . {F rik−1 , F
r
ik
} . . . }, i1, . . . , ik ∈ {0, 1}
the Hamiltonian associated to f ri1i2...ik := [f
r
i1
, [. . . [f rik−1 , f
r
ik
] . . . ], where {·, ·} denotes the
Poisson parentheses between Hamiltonians and [·, ·] denotes the Lie brackets between
vector fields.
The flow from time τ̂1 of the reference vector field f̂t is a map defined in a neighbour-
hood of the point x̂1 := ξ̂(τ̂1). We denote it as Ŝt : R
n → Rn, t ∈ [0, T̂ ] while
F̂t =

H1 if t ∈ [0, τ̂1)
F0 + û(t)F1 if t ∈ (τ̂1, τ̂2)
H2 if t ∈ (τ̂2, T̂ ]
denotes the time–dependent reference Hamiltonian obtained lifting f̂t.
Moreover we define Hmax,r to be the continuous maximised Hamiltonian associated to
the control system (1)–(2), i.e.
Hmax,r : ℓ 7→ max
u∈[−1,1]
{F r0 (ℓ) + uF
r
1 (ℓ)}.
To facilitate reading, when r = 0 we omit the parameter, i.e. we write f0 instead of f
0
0 ,
f1 instead of f
0
1 , H
max instead of Hmax,0 and so on.
Also we use the following notation from differential geometry: f ·α is the Lie derivative
of a function α with respect to the vector field f . Moreover, if G is a C1 map from a
manifold X in a manifold Y , we denote its tangent map at a point x ∈ X as G∗, if the
point x is clear from the context.
2 Assumptions on the nominal problem
In this section we state the assumptions on the nominal extremal. Besides Pontryagin
Maximum Principle, we state the assumptions which ensure strong local optimality of
the reference trajectory, see [17]: regularity assumptions on the bang arcs and on the
junction points and a coercivity assumption of a suitable second variation on the singular
arc. We are also making one further assumption, i.e. controllability along the singular
arc or, equivalently the uniqueness of the adjoint covector.
2.1 Pontryagin Maximum Principle and Regularity Assumptions
In this section we recall the first order optimality condition which the reference triplet
(T̂ , ξ̂, û) must satisfy.
We call extremal pair of (P0) any curve in the cotangent bundle which satisfies PMP
and extremal trajectory of (P0) its projection on the state space. Here we ask for the
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reference trajectory to be a normal extremal trajectory, i.e. we assume that the triplet
(T̂ , ξ̂, û) satisfies the following
Assumption 2.1 (Normal PMP). There exists a solution λ̂ =
(
µ̂, ξ̂
)
: [0, T̂ ] → T ∗Rn
of the Hamiltonian system
λ˙(t) =
−→
F̂t ◦ λ(t)
such that
〈µ̂(t) , f̂t ◦ ξ̂(t)〉 = F̂t ◦ λ̂(t) = H
max ◦ λ̂(t) = 1 a.e. t ∈ [0, T̂ ]. (5)
µ̂ is called nominal adjoint covector and satisfies the adjoint equation
˙̂µ(t) = −
∂F̂t
∂q
(
µ̂(t), ξ̂(t)
)
.
We denote the initial point, the junction points between the bang and the singular
arcs and the final point of λ̂ as
ℓ̂0 = (µ̂0, x̂0) := λ̂(0), ℓ̂1 = (µ̂1, x̂1) := λ̂(τ̂1),
ℓ̂2 = (µ̂2, x̂2) := λ̂(τ̂2), ℓ̂f = (µ̂f , x̂f ) := λ̂(T̂ ),
respectively. Because of the structure of the reference control û, as defined by equations
(4), PMP implies
u1F1 ◦ λ̂(t) ≥ 0 t ∈ [0, τ̂1), (6)
F1 ◦ λ̂(t) = 0 t ∈ [τ̂1, τ̂2], (7)
u2F1 ◦ λ̂(t) ≥ 0 t ∈ (τ̂2, T̂ ]. (8)
As a consequence, see [17], one gets
F01 ◦ λ̂(t) ≡ 0 t ∈ [τ̂1, τ̂2], (F001 + û(t)F101) ◦ λ̂(t) = 0 t ∈ (τ̂1, τ̂2), (9)
u1 (F001 + u1F101) (ℓ̂1) ≥ 0, u2 (F001 + u2F101) (ℓ̂2) ≥ 0. (10)
PMP yields the mild inequalities in (6), (8) and (10). We assume the strict inequalities
to hold, whenever possible.
Assumption 2.2 (Regularity along the bang arcs).
u1F1 ◦ λ̂(t) > 0 ∀t ∈ [0, τ̂1), u2F1 ◦ λ̂(t) > 0 ∀t ∈ (τ̂2, T̂ ].
Assumption 2.3 (Regularity at the junction points).
(u1F001 + F101) (ℓ̂1) > 0, (u2F001 + F101) (ℓ̂2) > 0.
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Another well known necessary condition for the local optimality of a Pontryagin ex-
tremal is the generalised Legendre condition (GLC) along the singular arc:
F101 ◦ λ̂(t) ≥ 0 t ∈ [τ̂1, τ̂2] ,
see for example [1], Corollary 20.18 page 318; for a classical result see [9]. The coerciv-
ity assumption stated in the next section implies the Strengthened generalised Legendre
condition
F101 ◦ λ̂(t) > 0, t ∈ [τ̂1, τ̂2]. (SGLC)
When (SGLC) holds, a singular extremal is called of the first kind, see e.g. [22].
Remark 2.1. (SGLC) implies that û ∈ C∞((τ̂1, τ̂2)) and that Assumption 2.3 is equiv-
alent to the discontinuity of û at times τ̂1 and τ̂2, see [17].
Assumption 2.4 (Uniqueness of the adjoint covector). λ̂
∣∣∣
[τ̂1,τ̂2]
is the only adjoint cov-
ector associated to ξ̂
∣∣∣
[τ̂1,τ̂2]
for the minimum time problem between ξ̂(τ̂1) and ξ̂(τ̂2).
2.2 Coercivity and controllability assumptions
System (1) is affine with respect to the control, therefore the standard second variation
is completely degenerate. In [17] we transformed the given minimum time problem in
a Mayer problem on a fixed time interval and – via a coordinate-free version of Goh’s
transformation – we obtained a suitable second order approximation on the singular arc,
which we call extended second variation.
Proceeding as in Lemma 1 of [18] one can show that the largest sub–space where
the extended second variation can be coercive is the one relative to the minimum time
problem with fixed end points ξ(τ̂1) = x̂1, ξ(τ̂2) = x̂2.
We point out that the same assumption, together with Assumptions 2.2–2.3 is sufficient
for ξ̂ to be a minimum time trajectory between x̂0 and x̂f , see [17].
For the sake of completeness we write here the above mentioned Mayer problem:
Minimise ξ0(τ̂2)
subject to
ξ˙0(s) = u0(s)
ξ˙(s) = u0(s) f0(ξ(s)) + u0(s)u(s) f1(ξ(s))
(u0(s), u(s)) ∈ (0,+∞)× (−1, 1)
s ∈ [τ̂1, τ̂2]
ξ0(τ̂1) = τ̂1, ξ(τ̂1) = x̂1 , ξ
0(τ̂2) ∈ R, ξ(τ̂2) = x̂2.
Also, for the sake of future computations we introduce the dragged vector fields at time
τ̂1, along the reference flow, by setting
gi, t(x) := Ŝ
−1
t∗ fi ◦ Ŝt(x) , i = 0, 1, ĝt := Ŝ
−1
t∗ f̂t ◦ Ŝt(x) = g0, t + û(t)g1, t,
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and we recall that
g˙1, t(x) = Ŝ
−1
t∗ f01 ◦ Ŝt(x), g˙0, t(x) = −û(t)g˙1, t(x).
Since the extremal λ̂ is normal, f0 and f1 are linearly independent at x̂1, so that we
may choose local coordinates around x̂1 which simplify computations. Namely, we choose
coordinates y =
(
y1, . . . , yn
)
such that
a. f1 is constant: f1 ≡
∂
∂y1
,
b. f0 =
∂
∂y2
− y1 (f01(x̂1) +O(y)).
In such coordinates choose β as β(y) := −
n∑
i=2
µiyi, where (0, µ2, . . . , µn) are the coordi-
nates of µ̂1. We get µ2 = 1, f1 · β ≡ 0, and f0 · f0 · β(x̂1) = 0. In these coordinates the
extended second variation is thus actually given by the quadratic form
J ′′
ext
(ε0, ε1, w) =
1
2
∫ τ̂2
τ̂1
(
w2(t)[g˙1, t, g1, t] · β(x̂1)+
+ 2w(t) ζ(t) · g˙1, t · β(x̂1)
)
dt (11)
defined on the linear sub–space W of R2 × L2([τ̂1, τ̂2],R) of the triplets (ε0, ε1, w) such
that the linear system
ζ˙(t) = w(t)g˙1, t(x̂1), ζ(τ̂1) = ε0f0(x̂1) + ε1 f1(x̂1), ζ(τ̂2) = 0 (12)
admits a solution ζ, see [17].
Assumption 2.5 (Coercivity). The extended second variation for the minimum time
problem between fixed end points on the singular arc is coercive. Namely we require that
the quadratic form (11) is coercive on the subspace W of R2×L2([τ̂1, τ̂2],R) given by the
variations δe = (ε0, ε1, w) such that system (12) admits a solution.
Remark 2.2. 1. J ′′
ext
is a quadratic form defined in the whole space R2×L2([τ̂1, τ̂2],R),
but only its restriction to W is coordinate free.
2. Notice that
R(t) := [g˙1, t, g1, t] · β(x̂1) = F101(λ̂(t)) > 0.
3. Under (SGLC) J ′′
ext
can be proven to be the standard second variation, along the
extremal pair λ̂
∣∣∣
[τ̂1,τ̂2]
of a nonsingular Mayer problem, see [16] and [20] for more
details.
We now exploit Assumption 2.4 in relation to the controllability space (see e.g. [3]) of
system (12):
V := span {f0(x̂1), f1(x̂1), g˙1, t(x̂1), t ∈ [τ̂1, τ̂2]} . (13)
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Lemma 2.1. Assumption 2.4 holds if and only if V = Rn.
Proof. V = Rn implies Assumption 2.4. Assume by contradiction that there exists a
different adjoint covector µ(t) = µ̂(t) + ω(t) = (µ̂1 + ω1)Ŝ
−1
t ∗ with associated multiplier
π0 ∈ {0, 1}. By (5)
〈ω1 , g1, t(x̂1)〉 = 0 , 〈ω1 , g0, t(x̂1)〉 = π0 − 1 (14)
which, for π0 = 1 yield
〈ω1 , g˙1, t(x̂1)〉 = 0 , 〈ω1 , f1(x̂1)〉 = 0 , 〈ω1 , f0(x̂1)〉 = 0 (15)
that is ω1 ∈ V
⊥ = {0}.
If π0 = 0, then µ̂1 + ω ∈ V
⊥ = {0} so that the new multiplier is the trivial one, a
contradiction.
Assumption 2.4 implies V = Rn. Suppose, by contradiction, that there exists ω 6= 0,
ω ∈ V ⊥ so that
〈ω , g1, t(x̂1)〉 = 〈ω , f1(x̂1)〉+
∫ t
τ̂1
〈ω , g˙1, s(x̂1)〉ds = 0,
〈ω , g0, t(x̂1)〉 = 〈ω , f0(x̂1) +
∫ t
τ̂1
g˙0, s(x̂1) ds〉 = −
∫ t
τ̂1
û(s)〈ω , g˙1, s(x̂1)〉ds = 0.
Therefore (µ̂1 + ω)Ŝ
−1
t ∗ is an adjoint covector along the singular arc of ξ̂ with multiplier
p0 = 1, a contradiction.
2.3 Consequences of coercivity and controllability
In order to exploit the coercivity assumption we follow [21] and we introduce the La-
grangian subspace and the Hamiltonian associated to the second variation (11), (12),
respectively given by
L := {f0(x̂1), f1(x̂1)}
⊥ × span {f0(x̂1), f1(x̂1)} =
= R
−→
F0(ℓ̂1)⊕ R
−→
F1(ℓ̂1)⊕
(
{f0(x̂1), f1(x̂1)}
⊥ × {0}
)
,
(16)
H ′′t (ω, δx) :=
−1
2R(t)
(〈ω , g˙1, t(x̂1)〉+ δx · g˙1, t · β(x̂1))
2 . (17)
Lemma 2.2. Let H′′t : (R
n)∗ × Rn → (Rn)∗ × Rn be the flow of the Hamiltonian H ′′t
defined in (17). Under Assumptions 2.4 and 2.5 the kernel of the linear mapping π∗H
′′
τ̂2
∣∣∣
L
is trivial.
Proof. It is an easy consequence of the results in [21] that the quadratic form J ′′
ext
is
coercive if and only if for all (ω, δx) ∈ L and all t ∈ [τ̂1, τ̂2]
π∗H
′′
t (ω, δx) = 0 implies
{
δx = 0
H′′s(ω, 0) = (ω, 0) ∀s ∈ [τ̂1, t].
(18)
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Ler (ω, δx) ∈ ker π∗H
′′
τ̂2
∣∣∣
L
. By (18) δx = 0, ω ∈ {f0(x̂1), f1(x̂1)}
⊥ and (µ(t), ζ(t)) :=
H
′′
t (ω, δx) = (ω, 0) for any t ∈ [τ̂1, τ̂2]. Since the equations for (µ(t), ζ(t)) are
µ˙(t) =
1
R(t)
(
〈µ(t) , g˙1, t(x̂1)〉+ ζ(t) · g˙1, t · β(x̂1)
)
(·) · g˙1, t · β(x̂1) (19)
ζ˙(t) =
−1
R(t)
(
〈µ(t) , g˙1, t(x̂1)〉+ ζ(t) · g˙1, t · β(x̂1)
)
g˙1, t(x̂1). (20)
we get 〈ω , g˙1t (x̂1)〉 = 0 for all t ∈ [τ̂1, τ̂2]. Thus, Assumption 2.4 yields the claim.
3 The main results
In this Section we state the main results of the paper, Theorem 3.1 and 3.2, which will
be proven in the following Section, and provide an example.
Theorem 3.1. Under Assumptions 2.1–2.5, there exists ρ > 0 such that for any r,
‖r‖ < ρ, problem (Pr) has a bang-singular-bang strict (time, state)-local optimiser ξ
r.
The switching times and the final time of ξr depend smoothly on r. If ξ̂ is injective, then
ξr is a state-local optimiser of (Pr).
First we prove the existence of the bang-singular-bang extremal trajectory ξr, by
Hamiltonian methods and the implicit function theorem (see Lemma 4.4). Then the
optimality of ξr is proven by showing – via standard methods of functional analysis –
that the coercivity and the injectivity conditions are stable under small perturbations of
the parameter r, see Lemmata 4.5 and 4.6.
We point out that using the implicit function theorem allows to perform a sensitivity
analysis in a standard way; this will be the object of a future analysis.
Furthermore we prove the uniqueness of the extremal pair λr = (µr, ξr), defined in
Theorem 3.1, in a suitable neighbourhood of the graph of the nominal pair λ̂.
Theorem 3.2. Under Assumptions 2.1–2.5, there exist ρ > 0, ε > 0 and a neighbourhood
V of the graph of λ̂ in R × (Rn)∗ × Rn such that for any r, ‖r‖ < ρ, the extremal pair
λr associated to the local optimiser ξr of Theorem 3.1 is the only extremal pair of (Pr)
whose graph is in V and whose final time is in [T̂ − ε, T̂ + ε].
The proof of this result is quite technical and is given in Section 4.4, we conclude this
section with an example.
3.1 Dubins car
A classical minimum time problem is the so-called Dubins car problem, where the dynam-
ics describes the motion of a car moving in a plane with fixed speed and with bounded,
controlled angular velocity. The car has to be steered from a given initial position (x0, y0)
and orientation θ0 to a prescribed final position (xf , yf ) and orientation θf . Namely the
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problem is
minimise T subject to
x˙(t) = cos θ(t), y˙(t) = sin θ(t), θ˙(t) = u(t),
(x(0), y(0), θ(0)) = (x0, y0, θ0), (x(T ), y(T ), θ(T )) = (xf , yf , θf ),
|u(t)| ≤ 1.
(21)
It can be proven that the only singular control is u ≡ 0 and that, if the initial and final po-
sitions on the (x, y)-plane are sufficiently far, then the optimal trajectory is bang-singular-
bang, see e.g. [1]. This example fits our assumptions with f0(x, y, θ) = (cos θ, sin θ, 0)
t and
f1(x, y, θ) = (0, 0, 1)
t. An easy computation shows that both Assumptions 2.2 and 2.3 are
satisfied. In [16] it is shown that the second variation associated to any singular trajectory
between two fixed end points is coercive. Moreover, since span{f0, f1, f01}(x, y, θ) = R
3
for any (x, y, θ) ∈ R3, also Assumption 2.4 is trivially satisfied. Thus the bang-singular-
bang structure of optimisers in the Dubins car problem is stable under small perturbations
of the data of the problem.
When the final orientation θ(T ) is not prescribed, the problem is also quoted as
Dodgem car problem, see e.g. [4]. In this case when the initial and final positions on the
(x, y)−plane are sufficiently far, optimal trajectories are the concatenation of a bang and
of a singular arc. The same assumptions stated here for bang-singular-bang extremals
yield both optimality and stability of such trajectories, provided that the perturbed final
constraint is an integral line of the perturbed controlled vector field. Some preliminary
results are in [16] and [18]. Complete proofs will appear in [19].
4 Proof of the results
4.1 Hamiltonian approach
In this section we describe some properties of the Hamiltonians linked to our system near
the singular arc of the reference extremal, for more details see [17].
By (7), (9) and (SGLC), any singular extremal of the first kind of (P0) belongs to the
set
S := {ℓ ∈ T ∗M : F1(ℓ) = F01(ℓ) = 0, F101(ℓ) > 0},
a subset of Σ := {ℓ ∈ T ∗M : F1(ℓ) = 0}, where the maximised Hamiltonian of (P0),
Hmax, coincides with every Hamiltonian F0 + uF1, u ∈ R.
Notice that S and Σ are independent of the control constraints but, by (2), (9) and
Remark 2.1, any singular extremal of problem (P0) is in
S ∩
{
ℓ ∈ T ∗M :
∣∣∣∣F001F101 (ℓ)
∣∣∣∣ < 1} .
The following results are proven in Lemmata 2 and 3 of [17]:
Lemma 4.1. If (SGLC) holds, then there exists a neighbourhood V of S in T ∗Rn where
the following statements hold true.
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1. Σ∩ V is a hyper–surface and S ∩ V is a (2n− 2)-dimensional symplectic manifold.
Moreover Σ separates the regions defined by: Hmax = F0 + F1, H
max = F0 − F1.
2. The Hamiltonian vector field
−→
F1 is tangent to Σ and transverse to S, while
−→
F01 is
transverse to Σ.
3. Setting v :=
−F001
F101
we obtain the Hamiltonian of singular extremals of the first
kind
FS := F0 + v F1,
i.e. the associated vector field
−→
FS is tangent to S and any singular extremal of the
first kind of (P0) is an integral curve of
−→
FS contained in S.
4. There exists a non-negative smooth Hamiltonian χ : V → [0,+∞) such that
a) χ = 0, −→χ = 0 and D2χ =
1
F101
DF01 ⊗DF01 on S;
b)
−→
F0 +
−→χ is tangent to Σ.
From now on we shall denote Σ ∩ V and S ∩ V as Σ and S, respectively.
Since for the nominal problem (SGLC) holds true in the neighbourhood V of λ̂
∣∣∣
[τ̂1,τ̂2]
defined in Lemma 4.1, then possibly restricting V and for small enough ‖r‖, (SGLC)
holds also for the Hamiltonians F r101. Therefore we can define, in V, the Hamiltonians of
singular extremals of (Pr)
FS,r := F r0 −
F r001
F r101
F r1 .
In order to prove our main result we are going to use the following result from [17].
Lemma 4.2. If (SGLC) holds, then the Hamiltonian vector field
−→
Ĥ t :=
−→
F̂ t +
−→χ is
tangent to Σ. For any t ∈ [τ̂1, τ̂2] the derivative of its flow Ĥt satisfies the following
properties:
1. Ĥt∗
−→
F1(ℓ̂1) =
−→
F1(λ̂(t)) and Ĥt∗
−→
F0(ℓ̂1) =
−→
F0(λ̂(t))
2. If δℓS ∈ Tℓ̂1S then
FSt∗δℓS = Ĥt∗δℓS + a(t, δℓS)
−→
F1(λ̂(t))
where FSt is the flow of
−→
FS and a(t, δℓS) :=
∫ t
0
〈Dv(λ̂(s)) , FSt∗δℓS〉ds.
Proof. Claim 1 is proven in Lemma 4 of [17].
Proof of Claim 2: The flow Gt := Ĥ
−1
t ◦ F
S
t is the Hamiltonian flow associated to
Gt := ((v − û(t))F1 − χ) ◦ Ĥt. Since DGt(ℓ̂1) = 0, then Gt∗ = Ĥ
−1
t∗ F
S
t∗ is the linear flow
associated to the quadratic Hamiltonian
D2Gt(ℓ̂1) =
(
Dv ⊗DF1 +DF1 ⊗Dv −
1
F101
DF01 ⊗DF01
)
(λ̂(t))Ĥt∗ ⊗ Ĥt∗.
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Set γ(t) := Gt∗δℓ. Since Ĥt∗Gt∗δℓ = F
S
t∗δℓ ∈ Tλ̂(t)S, we obtain, by Claim 1 that γ˙(t) =
〈Dv(λ̂(t)) , F̂t∗δℓ〉
−→
F1(ℓ̂1). Thus Gt∗δℓ = γ(t) = δℓ+
∫ t
0 〈Dv(λ̂(s)) , F
S
t∗δℓ〉ds
−→
F1(ℓ̂1) which,
together with Claim 1, completes the proof.
We end this section by rephrasing Lemma 2.2 in terms of the flow Ĥ defined in Lemma
4.2. This is done adapting the proof of Claim 1 in Lemma 9 of [17].
Corollary 4.3. Under Assumptions 2.4 and 2.5 the kernel of the linear map π∗Ĥτ̂2 ∗ : L→
R
n is trivial.
Proof. Gt := F̂
−1
t∗ Ĥt∗ is the linear flow associated to the quadratic Hamiltonian
Gt(ω, δx) =
1
2R(t)
(
DF01(λ̂(t))
(
ωŜ−1t∗ , Ŝt∗δx
))2
=
1
2R(t)
(
〈ωŜ−1t∗ , f01(ξ̂(t))〉+ 〈µ̂(t) , Df01(ξ̂(t))Ŝt∗δx〉
)2
=
1
2R(t)
(〈ω , g˙1,t(x̂1)〉 − δx · g˙1,t · β(x̂1))
2 .
Consider the linear isomorphism i : (ω, δx) 7→ (−ω, δx). Then Gt = −H
′′
t ◦ i and
−→
G t =
i ◦
−→
H ′′t ◦ i so that π∗H
′′
t i = π∗Gt = π∗F̂
−1
t∗ Ht∗ = Ŝ
−1
t∗ π∗Ĥt∗. Since iL = L, from Lemma
2.2 we finally get the claim.
4.2 Existence of an extremal
In the following lemma we prove the existence of a bang-singular-bang extremal for (Pr).
Lemma 4.4. There exist ρ > 0, ε > 0 and a neighbourhood O of µ̂0 in (R
n)∗ such
that for any r, ‖r‖ < ρ there exists a unique normal bang–singular–bang extremal par
λr := (µr, ξr) of (Pr) with the following properties
1. µr(0) ∈ O;
2. the first switching time τ1(r) is in [τ̂1 − ε, τ̂1 + ε];
3. the second switching time τ2(r) is in [τ̂2 − ε, τ̂2 + ε];
4. the final time T (r) is in [T̂ − ε, T̂ + ε].
5. the times τ1(r), τ2(r) and T (r) and the initial adjoint covector ω(r) := µ
r(0) depend
smoothly on r.
Moreover the bang arcs are regular
u1F
r
1 ◦ λ
r(t) > 0 ∀t ∈ [0, τ r1 ), u2F
r
1 ◦ λ
r(t) > 0 ∀t ∈ (τ r2 , T̂ ],
and the singular arc is of the first kind
F r101 ◦ λ
r(t) > 0 ∀t ∈ [τ r1 , τ
r
2 ].
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Proof. The proof of the lemma is a straightforward application of the implicit function
theorem. Let B(0, ρ) be the ball of radius ρ > 0 centred at the origin in Rm. If ρ and
the neighbourhood O are sufficiently small, we can define the following map
Φ: (r, ω, τ1, τ2, T ) ∈ B(0, ρ)× (R
n)∗ × R3 7→
π exp(T − τ2)
−→
Hr2 ◦ exp(τ2 − τ1)
−−→
FS,r ◦ exp τ1
−→
Hr1(ω, a
r)− br ∈ Rn. (22)
Let
Ψ(r, ω, τ1, τ2, T ) =
(
Φ(r, ω, τ1, τ2, T ), F
r
1 ◦ exp τ1
−→
Hr1(ω, a
r),
F r01 ◦ exp τ1
−→
Hr1(ω, a
r), F r0 ◦ exp τ1
−→
Hr1(ω, a
r)− 1
)
, (23)
we prove that the Jacobian matrix
∂Ψ
∂(ω, τ1, τ2, T )
∣∣∣∣
(0,ℓ̂0,τ̂1,τ̂2,T̂ )
is non-degenerate, so that
the implicit equation Ψ
(
r, ω, τ1, τ2, T
)
= 0 defines smooth functions
ω(r), τ1(r), τ2(r), T (r), ‖r‖ < ρ
for some positive ρ. Indeed, the matrix is equal to
exp(T̂−τ̂2)h2∗π∗FSτ̂2∗
exp τ̂1
−→
H1∗(·,0) c1exp(T̂−τ̂2)h2∗π∗FSτ̂2∗
−→
F1
∣∣∣
ℓ̂1
−c2exp(T̂−τ̂2)h2∗f1|
x̂2
h2(x̂f )
σ
(
exp τ̂1
−→
H1∗(·,0),
−→
F1
∣∣∣
ℓ̂1
)
0 0 0
σ
(
exp τ̂1
−→
H1∗(·,0),
−→
F01
∣∣∣
ℓ̂1
)
c1 F101|ℓ̂1
0 0
σ
(
exp τ̂1
−→
H1∗(·,0),
−→
F0
∣∣∣
ℓ̂1
)
0 0 0

where c1 := u1 +
F001
F101
(ℓ̂1) and c2 := u2 +
F001
F101
(ℓ̂2) are nonzero (see Remark 2.2).
Since exp τ̂1
−→
H1∗ is a linear isomorphism between vertical fibers, this matrix is singular
if and only if there exist δℓ := (ω, 0), δτ 1, δτ 2 and δT , with at least one of them different
from zero, such that
π∗F
S
τ̂2 ∗
(
δℓ+ δτ 1 c1
−→
F1(ℓ̂1)
)
− δτ 2 c2 f1(x̂2) + δT h2(x̂2) = 0 (24)
σ
(
δℓ,
−→
F1(ℓ̂1)
)
= 0 (25)
σ
(
δℓ,
−→
F01(ℓ̂1)
)
+ δτ 1 c1 F101(ℓ̂1) = 0 (26)
σ
(
δℓ,
−→
F0(ℓ̂1)
)
= 0 (27)
Equation (26) yields δτ1 =
−σ
(
δℓ,
−→
F01(ℓ̂1)
)
c1 F101(ℓ̂1)
, hence
δℓS := δℓ+ δτ 1 c1
−→
F1(ℓ̂1) = δℓ−
σ
(
δℓ,
−→
F01(ℓ̂1)
)
F101(ℓ̂1)
−→
F1(ℓ̂1) ∈ Tℓ̂1S,
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so that by Claims 1. and 3. in Lemma 4.2
FSτ̂2 ∗
(
δℓ+ δτ1 c1
−→
F1(ℓ̂1)
)
= Ĥτ̂2 ∗
δℓ− σ
(
δℓ,
−→
F01(ℓ̂1)
)
F101(ℓ̂1)
−→
F1(ℓ̂1) + a(τ̂2, δℓS)
−→
F1(ℓ̂1)

and equation (24) reads
π∗Hτ̂2 ∗
(
δℓ−
σ
(
δℓ,
−→
F01(ℓ̂1)
)
F101(ℓ̂1)
−→
F1(ℓ̂1) + a(τ̂2, δℓS)
−→
F1(ℓ̂1)−
− δτ 2 c2
−→
F1(ℓ̂1) + δT
(−→
F0 + u2
−→
F1
)
(ℓ̂1)
)
= 0
(28)
Equations (25) and (27) yield δℓ ∈ span{f0(x̂1), f1(x̂1)}
⊥×{0} ⊂ L. Thus Corollary 4.3
and equation (28) yield
δℓ−
σ
(
δℓ,
−→
F01(ℓ̂1)
)
F101(ℓ̂1)
− a(τ̂2, δℓS) + δτ 2 c2 − u2 δT
−→F1(ℓ̂1) + δT −→F0(ℓ̂1) = 0. (29)
Since δℓ,
−→
F0(ℓ̂1) and
−→
F1(ℓ̂1) are linearly independent, equation (29) gives
δT = 0, δℓ = δℓS = 0, δτ 2 = 0.
Finally, substituting in (26), we get δτ 1 = 0 which proves our claim, i.e.
λr : t 7→

exp t
−→
Hr1(ω, a
r) t ∈ [0, τ1(r)]
exp(t− τ1(r))
−−→
FS,r ◦ λr(τ1(r)) t ∈ (τ1(r), τ2(r)]
exp(T (r)− τ1(r))
−→
Hr2 ◦ λ
r(τ2(r)) t ∈ (τ2(r), T (r)]
(30)
is a normal extremal for problem (Pr).
By continuity, possibly restricting ρ > 0 and O, we can assume, for any r ∈ B(0, ρ),
F r101 ◦ λ
r(t) > 0 ∀t ∈ [τ̂1(r), τ̂2(r)],
u1F
r
1 ◦ λ
r(t) > 0 ∀t ∈ [0, τ̂1 − ε],
(u1F
r
001 + F
r
101) ◦ λ
r(t) > 0 ∀t ∈ [τ̂1 − ε, τ̂1 + ε].
The Taylor expansion centered in τ1(r) of the map t 7→ u1F
r
1 ◦ λ
r(t) proves that
u1F
r
1 ◦ λ
r(t) =
(t− τ1(r))
2
2
(u1F
r
001 + F
r
101) ◦ λ
r(θ)
so that u1F
r
1 ◦ λ
r(t) > 0 for any t ∈ [τ̂1 − ε, τ1(r)).
Analougous proof holds for the second bang arc.
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4.3 Proof of Theorem 3.1
In order to prove Theorem 3.1, we need to prove the strong local optimality of the
extremal pair defined in Lemma 4.4. We first prove that the extended second variation
along the singular arc of λr is coercive, for sufficiently small ‖r‖.
Let τ1(r) and τ2(r) be the switching times of λ
r as defined in Lemma 4.4 and let vr
be the associated singular control, i.e.
vr(t) :=
−F r001
F r101
(λr(t)) t ∈ [τ̂1 − ε, τ̂2 + ε].
Following the same lines as in the nominal problem (P0), let S
r
t be the flow – starting
at the time τ1(r) – of the vector field f
r
0 + v
r(t)f r1 and define g
r
0, t and g
r
1, t as the dragged
vector fields at time τ1(r) along such flow of the vector fields f
r
0 and f
r
1 , respectively:
gri, t(x) := (S
r
t∗)
−1 f ri ◦ S
r
t(x) , i = 0, 1.
Let xi(r) := ξ
r(τi(r)), i = 1, 2. Define coordinates y
r in a neighborhood of xr1 such that
yr = y +O(r), f r1 ≡
∂
∂yr
, and f r0 =
∂
∂yr2
− yr1 (f
r
01(xi(r)) +O(y
r)) .
In such coordinates choosing βr(yr) = −
n∑
i=2
µri y
r
i , where µ
r(τ1(r)) = (0, µ
r
2, . . . , µ
r
n) the
extended second variation along the singular arc of λr is the quadratic form
Jrext(ε0, ε1, w) =
1
2
∫ τ2(r)
τ1(r)
(
w2(t)F r101 ◦ λ
r(t) + 2w(t) ζ(t) · g˙r1, t · β
r((x1(r))
)
dt
on the linear sub–space Wr of R2 × L2([τ1(r), τ2(r)],R) of the triplets (ε0, ε1, w) such
that the linear system
ζ˙r(t) = w(t)g˙r1, t(x1(r)),
ζr(τ1(r)) = ε0f
r
0 (x1(r)) + ε1 f
r
1 (x1(r)), ζ
r(τ2(r)) = 0.
(31)
admits a solution ζr.
Lemma 4.5. Let λr be the extremal pair of problem (Pr) defined in Lemma 4.4. There
exists ρ > 0 such that for any r, ‖r‖ < ρ, the extended second variation along the singular
arc of λr is coercive.
Proof. Assume, by contradiction, there exists a sequence rn → 0 such that J
rn
ext
is not
coercive on Wrn . Define τni := τi(rn), x
n
i := x
rn
i (τi(rn)), i = 1, 2 and let ε > 0 such that
for any n ∈ N, [τn1 , τ
n
2 ] ⊂ I := [τ̂1 − ε, τ̂2 + ε]. We extend any w ∈ L
2([τn1 , τ
n
2 ]) to the
interval I by prolonging it as zero and we define H := R2 × L2(I,R). Then there exists
χn = (εn0 , ε
n
1 , w
n) ∈ H, ‖χn‖ = 1 such that
εn0f
rn
0 (x
n
1 ) + ε
n
1f
rn
1 (x
n
1 ) +
∫ τn
2
τn
1
wn(t)g˙rn1, t(x
n
1 ) dt = 0, J
rn
ext
(χn) ≤ 0.
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Without any loss of generality we can assume χn ⇀ χ0 = (ε0, ε1, w0) ∈ H, ‖χ
0‖ ≤ 1.
Let ζn be the associated solution of system (31), for r = rn. By standard arguments
lim
n→∞
εn0f
rn
0 (x
n
1 ) + ε
n
1f
rn
1 (x
n
1 ) +
∫ τn
2
τn
1
wn(t)g˙rn1, t(x
n
1 ) dt =
= ε0f0(x̂1) + ε1f1(x̂1) +
∫ τ̂2
τ̂1
w(t)g˙1, t(x̂1) dt
and
lim
n→∞
∫ τn
2
τn
1
wn(t) ζn(t) · g˙rn1, t(x
n
1 ) · β
r(xn1 ) dt =
∫ τ̂2
τ̂1
w(t) ζ(t) · g˙1, t(x̂1) · β(x̂1) dt. (32)
Also ∫
I
w2n(t)R
rn(t) dt =
∫
I
w2n(t)R(t) dt+
∫
I
w2n(t) (R
rn −R) (t) dt. (33)
The second addendum converges to zero since ‖wn‖2 is uniformly bounded and R
rn
converges to R in the L∞(I) norm. Let us turn to the first addendum:∫
I
w2n(t)R(t) dt =
∫
I
w20(t)R(t) dt+
∫
I
(wn − w0)
2 (t)R(t) dt+
+ 2
∫
I
R(t)w0(t) (wn − w0) dt.
(34)
Letting n→∞ and summing up the results in (32)–(34) we obtain
lim inf
n→∞
Jrn
ext
(χn) ≥ C‖χ0‖
2 + lim inf
n→∞
∫
I
R(t)(wn − w0)
2(t) dt (35)
If χ0 = 0 then ‖wn‖ ≥
1
2 for large enough n’s so that, by (35),
lim inf
n→∞
Jrn
ext
(χn) ≥
1
2
|I| inf
I
R(t) > 0.
By [10] this proves the coercivity of Jrn
ext
.
If χ0 6= 0, then equation (35) yields the claim, provided w0(t) = 0 a.e. t ∈ [τ̂1 − ε, τ̂1] ∪
[τ̂2, τ̂2 + ε]. Since wn ⇀ w0 in L
2([τ̂1 − ε, τ̂2 + ε]), then wn ⇀ w0 in L
2([τ̂1 − ε, τ̂1]).
∫ τ̂1
τ̂1−ε
|wn(t)| dt =

0 if τ̂1 ≤ τ
n
1 ,∫ τ̂1
τn
1
|wn(t)| dt if τ
n
1 ≤ τ̂1.
Since
∫ τ̂1
τn
1
|wn(t)| dt ≤ ‖wn‖2
√
τ̂1 − τn1 ≤
√
τ̂1 − τn1 → 0 as n → ∞, we get w0(t) = 0
a.e. t ∈ [τ̂1 − ε, τ̂1]. Similarly one proves w0(t) = 0 a.e. t ∈ [τ̂2, τ̂2 + ε].
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Lemma 4.5 proves (time, state)-local optimality of ξr, see [17]. To get state-local
optimality of ξr we need to prove the following:
Lemma 4.6. Under Assumptions 2.1–2.5 there exists ρ > 0 such that for any r, ‖r‖ < ρ
the trajectory ξr defined in Lemma 4.4 is injective.
Proof. Assume, by contradiction, there exists a sequence {rn} that converges to zero and
such that there exist 0 ≤ tn1 < t
n
2 ≤ T (rn) such that ξ
rn(tn1 ) = ξ
rn(tn2 ) i.e.∫ tn
2
tn
1
(f rn0 (ξ
rn(s)) + urn(s)f rn1 (ξ
rn(s))) ds = 0. (36)
Up to a subsequence we can assume tn1 → t1 and t
n
2 → t2 as n → ∞, where 0 ≤ t1 ≤
t2 ≤ T̂ .
If t1 < t2, then passing to the limit in (36) we get ξ̂(t1) = ξ̂(t2), a contradiction. Hence
we denote as t the common value of t1 and t2.
First case: 0 ≤ tn
1
< tn
2
≤ τ1(rn).
Applying the mean value theorem componentwise in (36), for any k = 1, . . . , n we get
∃snk ∈ [t
n
1 , t
n
2 ] : (h
rn
1 )k (ξ
rn(snk)) = 0. (37)
Letting n → ∞ in (37) we obtain h1(ξ̂(t)) = 0, a contradiction since t ≤ τ̂1 and
H1(λ̂(t)) = 1 ∀t ∈ [0, τ̂1].
Second case: tn
1
< τ1(rn) < t
n
2
≤ τ2(rn).
In this case t = τ̂1 and (36) reads∫ τ1(rn)
tn
1
hrn1 (ξ
rn(s)) ds = −
∫ tn
2
τ1(rn)
(f rn0 (ξ
rn(s)) + urn(s)f rn1 (ξ
rn(s))) ds. (38)
Since
lim
n→∞
1
τ1(rn)− tn1
∫ τ1(rn)
tn
1
hrn1 (ξ
rn(s)) ds = h1(x̂1),
lim
n→∞
1
tn2 − τ1(rn)
∫ tn
2
τ1(rn)
(f rn0 (ξ
rn(s)) + urn(s)f rn1 (ξ
rn(s))) ds = f0(x̂1) + û(τ̂1+)f1(x̂1)
then, by (38), the ratio
(tn2−τ1(rn))
τ1(rn)−tn1
converges to some quantity L as n→∞ and
h1(x̂1) = −L (f0(x̂1) + û(τ̂1+)f1(x̂1))
i.e.
(1 + L)f0(x̂1) + (1− û(τ̂1+)) f1(x̂1) = 0,
a contradiction since f0 and f1 are linearly independent at x̂1 and by the discontinuity
of the reference control û(t) at time τ̂1, see Remark 2.1.
The other cases can be dealt with similarly. The case tn1 ≤ τ1(rn) < τ2(rn) ≤ t
n
2 cannot
occur since tn2 − t
n
1 → 0 as n→∞ while τ2(rn)− τ1(rn)→ τ̂2 − τ̂1 > 0.
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4.4 Proof of Theorem 3.2
We now give the proof of the local uniqueness result stated in Theorem 3.2. By Assump-
tion 2.3, there exists δ > 0 such that both the maps
(u1F001 + F101) ◦ λ̂
∣∣∣
[τ̂1−δ,τ̂1]
and (u2F001 + F101) ◦ λ̂
∣∣∣
[τ̂2,τ̂2+δ]
are strictly positive. Without any loss of generality we can assume δ ∈ (0, ε), where ε > 0
is given in Lemma 4.4. Thus the maps
u1F01 ◦ λ̂
∣∣∣
[τ̂1−δ,τ̂1]
and u2F01 ◦ λ̂
∣∣∣
[τ̂2,,τ̂2+δ]
are strictly monotone increasing. For any δ ∈ [0, δ] set
M1(δ) = max
{
(u1F001 + F101) ◦ λ̂(t) : t ∈ [τ̂1 − δ, τ̂1]
}
,
m1(δ) = min
{
(u1F001 + F101) ◦ λ̂(t) : t ∈ [τ̂1 − δ, τ̂1]
}
,
α1(δ) = min
{
(u1F1) ◦ λ̂(t) : t ∈ [0, τ̂1 − δ]
}
,
(39)
Then, a Taylor expansion of u1F1 ◦ λ̂(t) in t = τ̂1 yields, for any t ∈ [τ̂1 − δ, τ̂1] the
inequalities
−δM1(δ) ≤M1(δ) (t− τ̂1) ≤u1F01 ◦ λ̂(t) ≤ m1(δ) (t− τ̂1) , (40)
m1(δ) (t− τ̂1)
2
2
≤u1F1 ◦ λ̂(t) ≤
M1(δ) (t− τ̂1)
2
2
≤
M1(δ) δ
2
2
. (41)
Moreover without any loss of generality we can assume argmin u1F1 ◦ λ̂(t)
∣∣∣
[0,τ̂1−δ]
= τ̂1−δ,
so that
m1(δ)δ
2
2
≤ α1(δ) ≤
M1(δ) δ
2
2
. (42)
Define
Θ := min
{
F101 ◦ λ̂(t) : t ∈ [τ̂1, τ̂2]
}
,
uM := sup {|û(t)| : t ∈ (τ̂1, τ̂2)} = sup
{∣∣∣∣F001F101 ◦ λ̂(t)
∣∣∣∣ : t ∈ (τ̂1, τ̂2)} < 1. (43)
Similarly, set
M2(δ) = max
{
(u2F001 + F101) ◦ λ̂(t) : t ∈ [τ̂2, τ̂2 + δ]
}
,
m2(δ) = min
{
(u2F001 + F101) ◦ λ̂(t) : t ∈ [τ̂2, τ̂2 + δ]
}
,
α2(δ) = min
{
u2F1 ◦ λ̂(t) : t ∈ [τ̂2 + δ, T̂ ]
}
.
(44)
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Again, a Taylor expansion of u2F1 ◦ λ̂(t) in t = τ̂2 yields, for any t ∈ [τ̂2, τ̂2 + δ]
m2(δ) (t− τ̂2) ≤u2F01 ◦ λ̂(t) ≤M2(δ) (t− τ̂2) ≤M2(δ)δ, (45)
m2(δ) (t− τ̂2)
2
2
≤u2F1 ◦ λ̂(t) ≤
M2(δ) (t− τ̂2)
2
2
≤
M2(δ) δ
2
2
. (46)
For any δ ∈ (0, δ) choose Oδ(ℓ̂0) ⊂ (R
n)∗×Rn such that for any ℓ ∈ Oδ(ℓ̂0) the following
inequalities hold:
u1F1 ◦ F̂t(ℓ) ≥
α1(δ)
2
t ∈ [0, τ̂1 − δ]∣∣∣u1F01 ◦ F̂t(ℓ)∣∣∣ < 2δM1(δ) t ∈ [τ̂1 − δ, τ̂2 + δ]∣∣∣u1F1 ◦ F̂t(ℓ)∣∣∣ < δ2M1(δ) t ∈ [τ̂1 − δ, τ̂2 + δ]∣∣∣∣F001F101 ◦ F̂t(ℓ)
∣∣∣∣ < 1 + 3uM4 t ∈ [τ̂1 − δ, τ̂2 + δ]∣∣∣F101 ◦ F̂t(ℓ)∣∣∣ ≥ Θ
2
t ∈ [τ̂1 − δ, τ̂2 + δ]
u2F1 ◦ F̂t(ℓ) ≥
α2(δ)
2
t ∈ [τ̂2 + δ, T̂ + δ].
(47)
Set
Vδ :=
{(
t, F̂t(ℓ)
)
: (t, ℓ) ∈
[
0, T̂ + δ
]
×Oδ(ℓ̂0)
}
(48)
We choose ρδ > 0 such that for any r : |r| ≤ ρδ the followings hold in Vδ
u1F
r
1 (ℓ) ≥
α1(δ)
4
if t ≤ τ̂1 − δ
|F r01(ℓ)| ≤ 4δM1(δ) if t ∈ [τ̂1 − δ, τ̂2 + δ]
|F r1 (ℓ)| ≤ 2δ
2M1(δ) if t ∈ [τ̂1 − δ, τ̂2 + δ]∣∣∣∣F r001F r101 (ℓ)
∣∣∣∣ < 1 + uM2 if t ∈ [τ̂1 − δ, τ̂2 + δ]
|F r101(ℓ)| ≥
Θ
4
if t ∈ [τ̂1 − δ, τ̂2 + δ]
u2F
r
1 (ℓ) ≥
α2(δ)
4
if t ∈ [τ̂2 + δ, T̂ + δ].
(49)
An easy consequence of (49) is
(F r101 ± F
r
001) (ℓ) ≥ F
r
101(ℓ)
(
1−
∣∣∣∣F r001F r101 (ℓ)
∣∣∣∣) ≥ Θ(1− uM )8
if (t, ℓ) ∈ Vδ, t ∈ [τ̂1 − δ, τ̂2 + δ] , |r| < ρδ.
(50)
Let λ˜ :
[
0, T˜
]
→ (Rn)∗ × Rn be an extremal of (Pr) such that
∣∣∣T˜ − T̂ ∣∣∣ < ε and whose
graph is in Vδ. Let u˜ :
[
0, T˜
]
→ [−1, 1] be the associated control. We want to prove that
T˜ = T r, λ˜ ≡ λr and u˜ ≡ ur.
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The proof is split in several steps. First we prove that the trajectory of λ˜ intersects
Σr. Then we show that the entry time in Σr is in (τ̂1− ε, τ̂1 + ε) and that the trajectory
remains on Σr at least untile time τ̂2 − ε. Finally we prove that once λ˜ has left Σ
r, it
remains bang till the final time T˜ .
Step 1: F r
1
◦ λ˜(t) annihilates for some t ∈
[
0, T˜
]
.
Assume by contradiction that F r1 ◦ λ˜(t) never annihilates. Since λ˜(0) is close to ℓ̂0, we
must have u˜(t) ≡ u1 for any t ∈
[
0, T˜
]
. Thus
u1F
r
1 ◦ λ˜(τ̂2) = u1F
r
1 ◦ λ˜(τ̂1) +
∫ τ̂2
τ̂1
u1F
r
01 ◦ λ˜(s) ds =
= u1F
r
1 ◦ λ˜(τ̂1) +
∫ τ̂2
τ̂1
(
u1F
r
01 ◦ λ˜(τ̂1) +
∫ s
τ̂1
(F r101 + u1F
r
001) ◦ λ˜(a) da
)
ds ≥
≥ u1F
r
1 ◦ λ˜(τ̂1) + (τ̂2 − τ̂1) u1F
r
01 ◦ λ˜(τ̂1) +
Θ(1− uM )(τ̂2 − τ̂1)
2
16
≥
≥ − (τ̂2 − τ̂1) 4 δ M1(δ) +
Θ(1− uM )(τ̂2 − τ̂1)
2
16
> 2 δ2M1(δ),
if δ is choosen small enough. A contradiction of (49). Define
τ˜1 := inf
{
t ∈
[
0, T˜
]
: F r1 ◦ λ˜(t) = 0
}
so that
λ˜(t) = exp t
−→
Hr1(λ˜(0)) ∀t ∈ [0, τ˜1], F
r
1 ◦ λ˜(τ˜1) = 0, u1F
r
01 ◦ λ˜(τ˜1) ≤ 0. (51)
Step 2: τ˜1 ∈ (τ̂1 − ε, τ̂1 + ε), ε defined in Lemma 4.4.
By definition of Vδ, u1F
r
1 ◦ λ˜(t) ≥
α1(δ)
4
if t ≤ τ̂1 − δ, so that τ˜1 ≥ τ̂1 − δ > τ̂1 − ε
since 0 < δ < δ < ε. If τ˜1 ≤ τ̂1 we are done. Otherwise, let s := τ˜1 − τ̂1 > 0. A Taylor
expansion in τ˜1 gives
u1F
r
1 ◦ λ˜(τ̂1) = u1F
r
1 ◦ λ˜(τ˜1 − s) =
= −s u1F
r
01 ◦ λ˜(τ˜1) +
s2
2
(u1F
r
001 + F
r
101) ◦ λ˜(a), for some a ∈ (τ̂1, τ˜1)
Hence, by (49) and (51),
s =
u1F
r
01 ◦ λ˜(τ˜1) +
√(
u1F
r
01 ◦ λ˜(τ˜1)
)2
+
(
(u1F r001 + F
r
101) ◦ λ˜(a)
)
2u1F r1 ◦ λ˜(τ̂1)
(u1F r001 + F
r
101) ◦ λ˜(a)
≤
√√√√( u1F r01 ◦ λ˜(τ˜1)
(u1F
r
001 + F
r
101) ◦ λ˜(a)
)2
+
2u1F
r
1 ◦ λ˜(τ̂1)
(u1F
r
001 + F
r
101) ◦ λ˜(a)
≤
≤
√(
8 δM1(δ)
Θ(1− uM )
)2
+
16 δ2M1(δ)
Θ(1− uM )
=
4 δ
√
M1(δ)
Θ(1− uM )
√
4M1(δ) + Θ(1− uM )
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Therefore s < ε, if δ is choosen small enough.
Step 3: F r
1
◦ λ˜(t) ≡ 0 for any t ∈ [τ˜1, τ̂2 − ε] .
Let
A :=
{
t ∈ (τ˜1, τ̂2 + δ) : F
r
1 ◦ λ˜(t) 6= 0
}
.
A is open, hence it contains at least an open interval. Let I = (t1, t2) ⊂ A be a maximal
interval. Then F r1 ◦ λ˜(t1) = 0 and the control u˜(t) is constant in I: u˜(t)|I = u˜I :=
sgn
(
F r1 ◦ λ˜(t)
)∣∣∣
I
, so that
λ˜(t) = exp(t− t1)
(−→
F r0 + u˜1
−→
F r1
)
◦ λ˜(t1) ∀t ∈ [t1, t2], and u˜IF
r
01 ◦ λ˜(t1) ≥ 0.
For any t ∈ [t1, t2] we get
u˜IF
r
1 ◦ λ˜(t) =
∫ t
t1
u˜IF
r
01 ◦ λ˜(s) ds ≥ u˜IF
r
01 ◦ λ˜(t1)+
+
∫ t
t1
ds
∫ s
t1
(u˜IF
r
001 + F
r
101) ◦ λ˜(a) da ≥
Θ(1− uM ) (t− t1)
2
16
.
(52)
Two cases may occur:
First case I = (t1, t2) for some t1 < t2 < τ̂2 + δ.
In this case F r1 ◦ λ˜(t2) = 0. Choosing t = t2 in (52) we get a contradiction. This shows
that if λ˜ leaves Σr before time τ̂2+ δ, then it remains out of Σ
r, at least until time τ̂2+ δ.
Second case I = (t1, τ̂2 + δ) for some t1 < τ̂2 + δ. We need to show that t1 > τ̂2 − ε.
Assume, by contradiction, that t1 ≤ τ̂2 − ε. Choosing t = τ̂2 in (52) and by choosing a
small enough δ we get
u˜1F
r
1 ◦ λ˜(τ̂2) ≥
Θ(1− uM )ε
2
16
> 2δ2M1(δ),
a contradiction. Let
τ˜2 := max
{
t ∈ [τ˜1, T˜ ] : F
r
1 ◦ λ˜(s) = 0 ∀s ∈ [τ˜1, t]
}
.
The two cases above prove that λ˜(t) ∈ Σr for any t ∈ [τ˜1, τ̂2 − ε] so that τ˜2 ≥ τ̂2 − ε. If
τ˜2 ≥ τ̂2 + δ, then F
r
1 ◦ λ˜(τ̂2 + δ) = 0, a contradiction by (49). Thus, τ˜2 < τ̂2 + δ < τ̂2 + ε.
Step 4: τ˜2 ≤ τ̂2 + ε and, for any t ∈ (τ˜2, T˜ ), λ˜(t) /∈ Σ
r and u˜(t) ≡ u2.
By (49) and the previous step, F r1 ◦ λ˜(t) is non zero for any t ∈ (t2, T˜ ]. Hence its sign
is constant and u˜(t)|(t2,T˜ ] = u˜2 := sgn
(
F r1 ◦ λ˜(t)
)∣∣∣
(t2,T˜ ]
. By (49) u2F
r
1 ◦ λ˜(t) is positive,
hence u˜2 = u2.
Since λ˜ is a bang–singular–bang extremal satisfying the claims of Lemma 4.4, then
λ˜ = λr.
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