A unified likelihood-based approach is proposed to estimate population size for a continuous-time closed capture-recapture experiment with frailty. The frailty model allows the capture intensity to vary with individual heterogeneity, time and behavioral response. The individual heterogeneity effect is modelled as being gamma distributed. The first-capture and recapture intensities are assumed to be in constant proportion but may otherwise vary arbitrarily through time. The approach is also extended to capture-recapture experiments with possible random removals. Simulation studies are conducted to examine the performance of the proposed estimators. By asymptotic efficiency comparison and simulation studies, the proposed estimators have been shown to be superior than their discrete-time model counterparts in genuine continuous time capture-recapture experiment.
Introduction
Population size estimation is an important procedure in many fields, such as ecology, epidemiology and software reliability (Pollock, 1991) . Capture-recapture method is often used to estimate population size (Otis et al.,1978) . In capture-recapture experiments, there are three major sources of variation in the catchability of individuals: heterogeneity among individuals; time variation; and behavioral response to capture.
The models considered are classified according to these three factors, and are referred to as M h , M t , M b , M ht , M hb , M tb and M htb , where the subscript "h", "t", "b" denote "heterogeneity", "time-varying" and "behavioral-response" respectively.
The models with heterogeneity are the most challenging.
In capture-recapture experiments, capture efforts may be made at a limited number of occasions or on a continuous basis. We refer to these two settings as discrete-time and continuous-time respectively. In discrete-time settings, the above models and corresponding estimation methods have been fully developed, and a wide variety of parametric and nonparametric approaches have been applied to estimate population size (Chao, 2001 ). Compared with discrete-time models, there has been relatively little published research for the continuous-time counterparts. Earlier work includes the papers by Craig (1953) and Darroch (1958) for a homogeneous population. Becker (1984) and Yip, Fong & Wilson (1993) have established a counting process framework to study capture-recapture experiment in continuous time. Assume there are ν independent individuals, indexed by 1, 2, . . . , ν. We also assume that the capture-recapture experiment period [0, τ ] (where τ denotes the duration of the experiment) is relatively short so that the population size remains constant over the course of the experiment. Let N i (t) denote the number of times the ith individual has been caught in [0, t] . Each {N i (t) ; 0 ≤ t ≤ τ } is a continuous-time counting process with an intensity λ i (t). The intensity for the ith individual, λ i (t), is defined by λ i (t)dt = Pr(dN i (t) = 1 | F t− ), where F t− denotes the capture history up to time t but not including t.
A multiplicative form of the most general model M htb is given by
where r i (t) = I(N i (t) > 0), i.e. a capture indicator: it is zero until the ith individual is first captured, and 1 after the ith individual is captured; λ 0 (t) is an arbitrary non-negative time-varying function in [0, τ ]; γ 1 , . . . , γ ν and φ are positive values, representing the effects of heterogeneity and behavioral response respectively; and β represents an overall capture intensity.
To avoid identifiability problems, we assume that in each case the parameter reverts to unity in the case of homogeneity. Thus in the homogeneous case φ = 1; and the capture intensity λ 0 (t) is assumed to have average value 1. Further, we assume the heterogeneity effects {γ 1 , . . . , γ ν } to be sampled from a gamma distribution with
. The case γ = 1 represents homogeneity; and so departure of γ i from 1 indicates departure from the average population behavior. The extent of the population heterogeneity is indicated by α, since var(
and M 0 are seen to be a particular case of (1), i.e.
For the models without heterogeneity (i.e. M tb , M t , M b ), the relevant estimation procedures are well developed; see Chao (2001 proposed approach is also easily extended to capture-recapture experiments with possible random removals. We compare the proposed models and approach with the corresponding discrete-time models and the existing discrete-type estimators.
For a homogeneous population the gain on the continuous-time models is marginal, whereas for a heterogeneous population, the gain is significant.
In Section 2, the estimation procedures are presented. In Section 3, simulation studies are conducted to examine the performance of the proposed estimators. In Section 4, the advantage of the proposed continuous-time models and approach are investigated by simulation study and asymptotic efficiency in comparison with the corresponding discrete-time models and existing discrete-type estimators. The circumstance in which the proposed methods have some application is recommended.
Estimation procedures
Let n denote the number of distinct individuals captured over the course of the experiment. Without loss of generality, label the captured individuals as 1, 2, . . . , n, and those uncaptured as n+1, n+2, . . . , ν. Let m i = N i (τ ) denote the total number of times the ith individual has been caught, and if m i > 0, denote the capture times
N i (t) denote the total number of captures by time t.
Model
convenience of derivation, we reparameterize the model as follows:
where ρ i d = Ga(α, 1) and ω(t) is an arbitrary non-negative time-varying function.
For the ith individual, given ρ i , when m i > 0, the likelihood function is proportional to
where Ω(t) = 
where
. For those individuals uncaptured in the whole experiment, all the likelihood functions are same, equal to (1+Ω(τ ))
, and denoted
Therefore, the likelihood function based on the capture history is given by
And the log-likelihood function is given by:
Taking derivatives of the log-likelihood function with respect to ν, α and φ and equating them to zero, gives
where Z = ν i=1 m i . As for Ω, following the approach of Andersen et al. (1993, Section IV.1.5), we use the MLE here in the broad sense of Kiefer & Wolfowitz (1956) . To maximize the likelihood, Ω must be a jump function with jumps at the observed capture times only. Assume Ω has a jump θ k at t (k) , where
denotes the ordered distinct capture times. More precisely
Substituting this expression into the log-likelihood function and taking derivatives
where ξ i (t) = I(t i1 < t). Equating this derivative to zero, gives the equation
for k = 1, . . . , d. For uncaptured individuals, let ξ i (t) = 0 and Ω * i = Ω(τ ), then (7) can be written as
Given ρ 1 , ρ 2 , . . . , ρ ν , the Nelson-Aalen estimator of dΩ(t) in this case would be
see Nelson (1972) and Aalen (1978) . The expression (8) 
τ is the capture history up to time τ for the ith individual. The posterior distribution for ρ i is given by
The maximum likelihood estimatesν,α,φ,θ 1 , . . . ,θ d can be obtained by solving the equations (3), (4), (5) and (7). We solve the equations by iteration: let Ψ = (ν,α,φ,θ 1 , . . . ,θ d ); and write (3), (4), (5) and (7) in the form: Ψ = f (Ψ), where
Here f ν , f α and f φ are the implicit functions defined by the equations (3), (4) and (5) , α
, φ
, θ
); and then iterate until it converges.
To estimate the variance ofν, we use the observed information matrix. As ν → ∞, under some mild conditions for λ 0 (t), ν 
With the same ideas and steps for the capture-recapture model M htb , the MLE of ν can be obtained. The details are not included here.
Models M ht and M h
For model M ht , φ = 1. Substituting this into (3), (4) and (7), gives the estimating equations:
where n k = dN (t (k) ) denotes the number of individuals captured at time t (k) . From
Given
and again the estimator (12) Integrating both sides of (12), and re-arranging, we obtain
Putting this into (9) and (10), gives
Solving (13) and (14) using the Newton-Raphson algorithm, the MLEs of ν and α are obtained. Also, (13) and (14) can be regarded as the estimating equations from a profile likelihood in which Ω(t) is profiled out. Here, there is no difference between MLE and MPLE (maximum profile likelihood estimate); see Murphy & VanDerVaart (2000) . To estimate the variance-covariance matrix of (ν,α), we use the observed profile information matrix.
From (13) and (14), the estimators of ν and α depend only on (n, m 1 , . . . , m n ); they do not depend on the capture times and the form of ω(t). In fact, for the model M ht , with φ = 1, the likelihood function is as follows:
Recall that for uncaptured individuals, m i = 0 (i = n+1, . . . , ν). It is seen from the expression for L that the sufficient statistic for (ν, α) is (n, m 1 , . . . , m n ). A more detailed explanation is given in the next section.
For model M h (for which φ = 1 and ω(t) = ω), it is shown similarly that the MLEs of ν and α are also obtained by solving (13) and (14) . Since ω(t) is profiled out in model M ht , it does not provide extra information for estimating ν or α. Therefore, the estimators of ν and α are exactly the same as for the model M ht .
Model M hb
For model M hb , λ 0 (t) = 1. Similarly, for convenience of derivation, we reparam-
ω, where ρ i d = Ga(α, 1) and ω is an arbitrary non-negative value. The likelihood function is as follows:
). Differentiating gives the estimating equations:
Solving these four equations, using NewtonRaphson, the maximum likelihood estimatesν,α,φ andω can be obtained. The estimates depend on the capture times but only the first capture times of the captured individuals, and the termination time. To estimate the variance ofν, we use the observed information matrix.
Models
Without heterogeneity among individuals, we obtain the homogeneous models M tb , 
Simulation studies
Recall that the model M htb is such that
For purposes of identifiability, the average value of λ 0 (t) (0 t τ ) is assumed to be 1; and the mean value of γ i (k = 1, 2, . . . , ν) is 1; so that β represents an overall capture intensity.
For the models considered here, this is simply related to the capture effort, defined as ε = βτ . This relation is derived as follows.
For the model M ht , given γ i , N i (t) is a nonhomogeneous Poisson process with in-
.
A useful element in describing the process is the capture proportion, denoted by π.
For model M htb , π is the same because for uncaptured individuals there is no behavioral modification, and so Pr(N i (τ ) = 0) is unchanged. The models M h and M hb are special cases. Therefore, for the proposed models, π is given by In simulating the models M ht and M h , it appears that we should set ν, β, α, τ and the form of λ 0 (t) (λ 0 (t) = 1 for model M h ). However, only ν, α and ε need to be set; or equivalently ν, α and π. Given ν, α and ε, the outcome is independent of the form of λ 0 (t), given that its average value is 1. The reason is as follows. Table 1 .
- Table 1 - Table 1 shows that, as π increases, the bias ofν and the standard deviation, sd ( When the estimators for models M hb and M htb are applied to the setting of model M h (regarding φ = 1 and λ 0 (t) = 1), it is expected that there is some loss of accuracy through using more general models. Some simulation results are presented in Table 2 .
- Table 2 - In the setting of model M h , changing the value of φ but keeping the other parameters the same, model M h becomes M hb . Letting φ = 0.5 and 2, applying the estimator for M hb , it is seen that as φ increases, the performance ofν improves because of more revisiting, and conversely, as φ decreases, the performance ofν is worse because there is less revisiting; see Table 2 .
For model M htb , let λ 0 (t) = 1 + sin 9t and different values of α, φ and π are selected.
A set of simulation results are presented in Table 3 .
- Table 3 Simulation was also carried out for some different forms of λ 0 (t), including polynomial and exponential functions. The performance ofν was found to be similar, mainly depending on α, φ and π. In general, for ν = 400, as long as π is larger than about 0.7, there are very few failures; and for ν = 1000, π should be larger than about 0.5. Table 4 .
Continuous-time vs discrete-time
- Table 4 - As ν → ∞, it can be shown that the asymptotic efficiency ofν
is given by asy.eff ν
, and as K → ∞, given Λ (τ ), asy.eff ν
) as 40%, 60% and 80% respectively, asy.eff ν Figure 1 .
- Figure 1 - The simulation results and the asymptotic efficiency show that, in the case of equivalent capture occasions, when the number of capture occasions is smaller than 5, there are considerable advantages to be gained by using the continuous-time estimator, especially for a low capture proportion. When the number of capture occasions is larger than 5, the gain is marginal.
In the case that the c j are unequal, the MLE for the discrete-time M t ,ν ) for K = 6. The simulation results are given in Table 5 .
- Table 5 - As ν → ∞, it can be shown that the asymptotic efficiency ofν
This efficiency is maximised when all the c j are equal, i.e. c j = 1/K, j = 1, . . . , K, the maximum is equal to asy.eff ν
. When one of c j tends to1 (so the others tend to 0, i.e. only one capture occasion), asy.eff ν
→ 0, but this is not the case considered. In fact, with no c j being close to 1, the asymptotic efficiency of
is found to be quite close to the asymptotic efficiency ofν
. For the settings in Table 9 , the asymptotic efficiency is plotted in 
Models M h and M ht
For the proposed continuous-time models M h and M ht , the MLEs of ν are the same.
We assume that the intensity for individual i is given by λ j (t) = βγ i λ 0 (t), where
regarding each subinterval as a capture occasion, then the corresponding discretetime model is M h .
The likelihood for the sub-divided data is given by
where P Kj denotes the probability of being captured j times in the K capture occasions for each individual, given by
The MLEν (Tables 4 and 5 ).
- Table 6 It is seen that a greater number of subdivisions are required to achieve reasonable efficiency. The effect of discretization is worse when the population is more heterogeneous. Further, these results are for the case when the capture efforts in the sub-intervals are equal. In the case that the capture efforts are unequal, the efficiency of the discrete-time estimators is further reduced. ht has a smaller bias and higher coverage of the 95% confidence interval.
Discussion
The proposed likelihood-based approach provided estimator for the population size ν for models M h , M ht , M hb and M htb . Estimates and standard errors for ν are obtained from the likelihood equations. Simulation showed that the performance is acceptable if the capture proportion π is not too small. We found a few problems in dealing with a capture-recapture situation with a small capture proportion. However, any method will have some problems in this case. The use of the likelihood method is preferred since it is more stable and the asymptotic properties can readily be derived via maximum likelihood theory.
Simulation studies and the asymptotic efficiencies demonstrate that there are considerable efficiency advantages to be gained by using continuous-time estimators, particularly when the population is heterogeneous. Whether efficiency advantages outweigh the cost of obtaining continuous-time data is another question however.
The results would be certainly better if the proposed estimator were used for genuine continuous time data. Table 6 : Simulation results based on 2000 repetitions with constant capture efforts for different capture occasions, comparing the discrete-time estimator based on K intervals with the continuous-time estimator (K = ∞), for ν = 500, π = 0.6 and heterogeneity parameter α = 0.5, 1, 2. by controlling π as 40%, 60% and 80% respectively. for the settings in Table 5 . for α = 0.5, 1, 1.5 and 3.
