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Abstract—We consider a two-user state-dependent mul-
tiaccess channel in which the states of the channel are
known non-causally to one of the encoders and only strictly
causally to the other encoder. Both encoders transmit a
common message and, in addition, the encoder that knows
the states non-causally transmits an individual message. We
study the capacity region of this communication model. In
the discrete memoryless case, we establish inner and outer
bounds on the capacity region. Although the encoder that
sends both messages knows the states fully, we show that
the strictly causal knowledge of these states at the other
encoder can be beneficial for this encoder, and in general
enlarges the capacity region. Furthermore, we find an explicit
characterization of the capacity in the case in which the two
encoders transmit only the common message. In the Gaussian
case, we characterize the capacity region for the model with
individual message as well. Our converse proof in this case
shows that, for this model, strictly causal knowledge of the
state at one of the encoders does not increase capacity if the
other is informed non-causally, a result which sheds more
light on the utility of conveying a compressed version of
the state to the decoder in recent results by Lapidoth and
Steinberg on a multiacess model with only strictly causal
state at both encoders and independent messages.
I. Introduction
Multiple access channels with states known causally at
the encoders have been studied recently in [1], [2] and [3]
(see also [4]–[6]). In [1], the states are known in a strictly
causal manner at both encoders which transmit independent
messages. The authors show that the strict knowledge of
the states can be beneficial, in the sense that it increases the
capacity for this model. This result is reminiscent of Dueck’s
proof [7] that feedback can increase the capacity region of
some broadcast channels. In accordance with [7], the main
idea of the achievability result in [1] is a blockMarkov coding
scheme in which the two users collaborate to describe the
state to the decoder by sending cooperatively a compressed
version of it. As noticed in [1], although some non-zero rate
that otherwise could be used to transmit pure information is
spent in describing the state to the decoder, the net effect can
be an increase in the capacity.
In [1] and [2], an encoder that benefits from the availability
of states at the other encoder (strictly causally) does not know
the states fully itself, i.e., it knows the states only strictly
causally itself. One can thenwonderwhether, in amultiaccess
channel, the knowledge of the states only strictly causally at
one encoder could be of any help to another encoder which
knows the states non-causally.
In this paper,we studya two-user state-dependentmultiple
access channel with the channel states known non-causally at
one encoder and only strictly causally at the other encoder.
Both encoders transmit a common message and, in addition,
the encoder that knows the states non-causally transmits
an individual message. This model generalizes one whose
capacity region is established in [8] and in which the encoder
that sends only the commonmessagedoes not know the states
at all. More precisely, let Wc and W1 denote the common
message and the individual message to be transmitted in,
say, n uses of the channel; and Sn = (S1, . . . , Sn) denote
the state sequence affecting the channel during this time.
At time i, Encoder 1 knows the complete sequence Sn =
(S1, . . . , Si−1, Si, . . . , Sn) and sends X1i = φ1(Wc,W1, Sn), and
Encoder 2 knows only Si−1 = (S1, . . . , Si−1) and sends X2i =
φ2,i(Wc, S
i−1) – the functions φ1 and φ2,i are some encoding
functions.
We study the capacity region of this state-dependent MAC
model. In the discrete memoryless case, we establish an inner
bound and an outer bound on the capacity region of this
model. The achievable region is based on a coding scheme
that generalizes the Gelf’and-Pinsker binning-like scheme of
[8] by letting the two encoders also collaborate to send a
description of the state to the decoder through Wyner-Ziv
compression [9], in the spirit of [1] and [2]. By studying a
special case, we show that this can be beneficial in general,
even for the encoder that knows the states non-causally. More
specifically, we show that, even though it knows the states
fully, this encoder can still get benefit from the strictly causal
knowledge of these states at the other encoder. Equivalently,
this shows that the capacity region of the DM model that we
study is strictly bigger than that of the model in [8].
For the case in which both encoders send only the common
message, we characterize the capacity of our model. Also, we
show that the knowledge of the states only strictly causally
does not increase the capacity. We note that the non-utility of
the strictly causal availability of the states in this case is not
a direct consequence of that of the non-utility of these states
for the model [1] in the case in which both transmitters send
only a common message.
Furthermore, we also study a memoryless Gaussian model
in which both the noise and the state are additive and
Gaussian. In this case, we characterize the capacity region of
our model and show that, in contrast to [1], the availability of
the states in a strictly causal manner at the encoder that sends
only the commonmessage is of no utility; or, equivalently, one
does no better than had this encoder known only the common
message.
II. Problem Setup
We consider a stationary memoryless state-dependent
MAC WY|X1 ,X2 ,S whose output Y ∈ Y is controlled by the
channel inputs X1 ∈ X1 and X2 ∈ X2 from the encoders
and the channel state S ∈ S which is drawn according to a
memoryless probability law QS. We assume that the channel
state Sn is known non-causally at Encoder 1, i.e., beforehand,
at the beginning of the transmission block. Encoder 2 knows
the channel states only strictly-causally; that is, at time i, it
knows the states only up to time i − 1, Si−1 = (S1, . . . , Si−1).
Encoder 2 wants to send a common message Wc and
Encoder 1 wants to send an independent individual message
W1 along with the common message Wc. We assume that
the common message Wc and the individual message W1
are independent randomvariables drawn uniformly from the
sets Wc = {1, · · · ,Mc} and W1 = {1, · · · ,M1}, respectively. The
sequences Xn
1
andXn
2
from the encoders are sent across a state-
dependent multiple access channel modeled as amemoryless
conditional probability distribution WY|X1 ,X2 ,S. The joint prob-
ability mass function onWc×W1×Sn×Xn1×Xn2×Yn is given by
P(wc,w1, s
n, xn1 , x
n
2 , y
n) = P(wc)p(w1)
n∏
i=1
[
QS(si)P(x1,i|wc,w1, sn)
·P(x2,i|wc, si−1)·WY|X1 ,X2 ,S(yi|x1,i, x2,i, si)
]
. (1)
The receiver guesses thepair (Wˆc, Wˆ1) from the channel output
Yn.
Definition 1: For positive integers n, Mc and M1, an
(Mc,M1, n, ǫ) code for the multiple access channel with states
known noncausally at one encoder and only strictly causally
at the other encoder consists of a mapping
φ1 : Wc×W1×Sn −→ Xn1
at Encoder 1, a sequence of mappings
φ2,i : Wc×Si−1 −→ X2, i = 1, . . . , n
at Encoder 2, and a decoder map
ψ : Yn −→ Wc×W1
such that the average probability of error is bounded by ǫ,
Pne = ES
[
Pr
(
ψ(Yn) , (Wc,W1)|Sn = sn
)]
≤ ǫ.
The rate of the commonmessage and the rate of the individual
message are defined as
Rc =
1
n
logMc and R1 =
1
n
logM1,
respectively.
A rate pair (Rc,R1) is said to be achievable if for every ǫ > 0
there exists an (2nRc , 2nR1 , n, ǫ) code for the channel WY|X1 ,X2 ,S.
The capacity region of the considered state-dependent MAC
is defined as the closure of the set of achievable rate pairs.
Due to space limitation, the results of this paper are either
outlined only or mentioned without proofs. Detailed proofs
and improved results for themodel of this paper can be found
in [10].
III. The DiscreteMemorylessModel
In this section, it is assumed that the alphabets S,X1,X2 are
finite.
A. Bounds on the Capacity Region
The following Theorem provides an inner bound on the
capacity region of the state-dependent discrete memoryless
MAC model that we study. An ouline of its proof is given in
Section V.
Theorem 1: The capacity region of the multiple access
channel with states known non-causally at one encoder and
strictly causally at the other encoder contains the closure of
the set of all rate-pairs (Rc,R1) satisfying
R1 ≤ I(U;Y|V,X2) − I(U; S|V,X2)
Rc + R1 ≤ I(U,V,X2;Y) − I(U,V,X2; S), (2)
for some probability distribution of the form
PS,V,U,X1,X2 ,Y = QSPX2PV|SPU,X1 |S,X2WY|X1 ,X2 ,S (3)
and satisfying
I(V,X2;Y) − I(V,X2; S) ≥ 0. (4)
Remark 1: The joint distribution (3) satisfies the Markov
relation V ↔ S ↔ (U,X1,X2,Y), and that X2 is independent
of (S,V). Also, it is insightful to note that the region (2) can be
written as
R1 ≤ I(U;Y|V,X2) − I(U; S|V,X2)
(Rc + Rs) + R1 ≤ I(U,X2;Y|V) − I(U,X2; S|V), (5)
where Rs = I(V; S) − I(V;Y) ≥ 0.
Remark 2: The inner bound is based on a coding scheme
in which a lossy version of the state is conveyed to the
decoder usingWyner-Ziv compression [9] and block-Markov
encoding, in the spirit of [1] and [2], combined with a
generalized Gelfand-Pinsker binning scheme for the MAC
with states known non-causally at only the encoder which
sends bothmessages and no states at the encoderwhich sends
only the commonmessage [8].More specifically, fix ameasure
PS,U,V,X1,X2,Y satisfying (3). The transmission is performed in
B + 1 blocks. We denote by s[i] the channel state in block
i, i = 1, . . . ,B + 1. In each block i, the encoder that knows
the states only strictly causally, i.e., Encoder 2, sends to the
decoder a compressed version vi of the state s[i−1] that affects
the previous block i − 1 through Wyner-Ziv compression at
rate Rs = I(V; S) − I(V;Y). The goal is that, when decoded
at the decoder before the information messages of block
i − 1, this information can be used as side information at
the decoder, thus improving the corresponding rates. Then,
accounting for the fact that the decoder will actually know
vi+1 for the decoding in block i, in block i Encoder 2 can
transmit at rateR2 = I(X2;Y|V). This rate canbe shared among
sending to the decoder the Wyner-Ziv compressed version vi
of the state s[i − 1] at rate Rs = I(V; S) − I(V;Y), and pure
information for the common message at the remaining rate
R′2 = I(V,X2;Y) − I(V,X2; S). Now, the encoder that knows
the states non-causally, i.e., Encoder 1, can transmit using
a Gel’fand-Pinsker-like scheme, at rate R′
1
= I(U;Y,V,X2) −
I(U; S,V,X2) = I(U;Y|V,X2) − I(U; S|V,X2), by treating (V,X2)
as part of the state information at the encoder and accounting
for the fact that this state will also be available at the decoder
once the information from Encoder 2 has been decoded first.
Finally, the information sent by Encoder 1 at rate R′
1
can
be shared among the private message W1 and the common
message Wc.
We now establish an outer bound on the capacity region of
theDMMACmodel that we study. In the next section, wewill
show that this outer bound is actually tight for the Gaussian
model.
Theorem 2: The capacity region of the multiple access
channel with states known non-causally at one encoder and
strictly causally at theother encoder is contained in the closure
of the set of all rate-pairs (Rc,R1) satisfying
R1 ≤ I(X1;Y|S,X2),
Rc + R1 ≤ I(X1,X2;Y|S) − I(X2; S|Y), (6)
for some probability distribution of the form
PS,X1 ,X2 ,Y = QSPX2PX1 |X2,SWY|X1 ,X2,S. (7)
B. Common-message Capacity
In this section, we characterize the capacity in the case in
which the two encoders transmit only the common message,
i.e., R1 = 0. We refer to it as common-message capacity.
Theorem 3: The common message capacity, C, of the mul-
tiple access channel with commonmessage and states known
non-causally at one encoder and strictly causally at the other
encoder is given by
C = max I(U,X2;Y) − I(U; S|X2) (8)
where the maximization is over joint measures PS,U,X1,X2 ,Y of
the form
PS,U,X1,X2 ,Y = QSPX2PU,X1|S,X2 . (9)
Remark 3: The capacity of our model in Theorem 3 is the
same as the one of the model with state Sn at Encoder 1 and
no state at all at Encoder 2 established in [8]. This shows
that the strictly causal knowledge of the state at Encoder
2 does not increase capacity. The non-utility of the strictly
causal availability of the states in this model is not a direct
consequence of that of the non-utility of these states for the
model [1] in which both transmitters send only a common
message. Also, in contrast to [8] and also [11], our converse
proof does not follow directly from the converse part proof
of the capacity formula for the standard Gelf’and-Pinsker
channel [12] because, at time i, Encoder 2 sends inputs which
are function of not only the message to transmit, but also
the past state sequence Si−1. The converse proof includes a
redefinition of the involved auxiliary random variable.
C. Example: Private Message Only
In this section, we use h(α) to denote the entropy of a
Bernoulli (α) source, i.e.,
h(α) = −α log(α) − (1 − α) log(1 − α) (10)
and p ∗ q to denote the binary convolution, i.e.,
p ∗ q = p(1 − q) + q(1 − p). (11)
Consider the binary memoryless MAC shown in Figure 1.
Here, all the random variables are binary {0, 1}. The channel
has two output components, i.e., Yn = (Yn
1
,Yn
2
). The com-
ponent Yn
2
is deterministic, Yn
2
= Xn
2
, and the component
Yn
1
= Xn
1
+ Sn +Zn
1
, where the addition is modulo 2. Encoder 2
knows the states only strictly causally and has no message
to transmit. Encoder 1 knows the states non-causally and
transmits an individual message W1. The state and noise
vectors are independent and memoryless, with the state
process Si, i ≥ 1, and the noise process Z1,i, i ≥ 1, assumed
to be Bernoulli ( 12 ) and Bernoulli (p) processes, respectively.
The vectors Xn
1
andXn
2
are the channel inputs, subjected to the
constraints n∑
i=1
X1,i ≤ nq1 and
n∑
i=1
X2,i ≤ nq2. (12)
Encoder 1
Decoder
Encoder 2
Xn
2
X
n
1
Y
n
1
Y
n
2
S
n
S
i−1
W1
Wˆ1
Z
n
1
BSC
Fig. 1. Binary state-dependent MAC example with two output
components, Yn = (Yn
1
,Yn
2
), with Yn
1
= Xn
1
+ Sn + Zn
1
and Yn
2
= Xn
2
.
For this example, as we will show shortly, the strictly
causal knowledge of the states at Encoder 2 does help, and
in fact Encoder 1 can transmit at rates that are larger than the
standard Gelf’and-Pinsker rate I(U;Y1)− I(U; S) whichwould
be the capacity had Encoder 2 been of no help.
Claim 1: The capacity of the state-dependent binary memo-
ryless MAC shown in Figure 1 is given by
C = max
p(x1 |s)
I(X1;Y1|S). (13)
Proof: 1) The achievability follows from Theorem 1, by
setting Rc = 0, V = S, U = X1, Y2 = X2 with X2 ∼ Bernoulli ( 12 )
independent of (S,X1).
2) The converse follows straightforwardly by specializing
the cut-set upper bound to this example
R ≤ I(X1;Y|X2, S) (14)
= I(X1;Y1|X2, S) (15)
= H(Y1|X2, S) − H(Y1|X1,X2, S) (16)
≤ H(Y1|S) − H(Y1|X1,X2, S) (17)
≤ H(Y1|S) − H(Y1|X1, S) (18)
= I(X1;Y1|S), (19)
where (17) holds since condutioning reduces entropy, and (19)
holds by the Markov relation X2 ↔ (X1, S) ↔ Y1.
Claim 2: The capacity of the state-dependent binary memo-
ryless MAC shown in Figure 1 satisfies
C = h(p ∗ q1) − h(p) > max
p(u,x1 |s)
I(U;Y1) − I(U; S). (20)
Proof: Claim 2 is a simple consequence of Claim 1 and
known results on the capacity of the binary dirty paper
channel (see for example [13] and references therein).
Remark 4: In this example, the encoder that knows the
states only strictly causally simply conveys these states to the
receiver, noiselessly. The receiver then becomes aware of the
channel states fully (since the delay in learning these states at
the decoder has no impact on the capacity). This explainswhy
Encoder 1 can transmit at rates that can be strictly larger than
the standard Gelfand-Pinker rate maxp(u,x1 |s) I(U;Y1)− I(U; S);
and in fact achieves the capacity (20) of a state-dependent
additive binary channel with the states known at both
transmitter and receiver ends.
IV. GaussianModel
In this section, we consider a two-user state-dependent
Gaussian MAC in which the channel states Sn and the noise
are additive and Gaussian. As in Section II, we assume that
Encoder 1 knows the channel states non-causally andEncoder
2 knows the channel states strictly causally. The two encoders
send some common message Wc; and, in addition, Encoder 1
sends an individual message W1.
At time instant i, the channel output Yi is related to channel
inputs X1,i and X2,i from the two encoders, the channel state
Si and the noise Zi by
Yi = X1,i +X2,i + Si + Zi, (21)
where Si and Zi are zero-mean Gaussian random variables
with variance Q and N, respectively. The random variables Si
and Zi at time instant i ∈ {1, · · · , n} are mutually independent,
and independent from (S j,Z j) for j , i. Also, at time i, the
input X2,i is independent from the state Si.
We consider the individual power constraints on the
transmitted power
n∑
i=1
X21,i ≤ nP1,
n∑
i=1
X22,i ≤ nP2. (22)
The definition of a code for this channel is the same as given
in Section II, with the additional power constraint (22).
The following theorem provides the capacity region of the
studied Gaussian model.
Theorem 4: The capacity region of the Gaussianmodel (21)
is given by the set of all the rate pairs (Rc,R1) satisfying
R1 ≤ 1
2
log
(
1 +
P1(1 − ρ212 − ρ22s)
N
)
Rc + R1 ≤ 1
2
log
(
1 +
(
√
P2 + ρ12
√
P1)
2
P1(1 − ρ212 − ρ21s) + (
√
Q + ρ1s
√
P1)2 +N
)
+
1
2
log
(
1 +
P1(1 − ρ212 − ρ21s)
N
)
, (23)
where the maximization is over ρ12 ∈ [0, 1], ρ1s ∈ [−1, 0] such
that
ρ212 + ρ
2
1s ≤ 1. (24)
Remark 5: The capacity region of ourmodel in Theorem 4 is
the same as the one of themodelwith state Sn at Encoder 1 and
no state at all at Encoder 2 established in [8, Theorem 7]. Our
converse proof then proves that, for our model, it is optimal
to just ignore the known Si−1 at Encoder 2 and use the coding
scheme of [8]. That is, one can do no better exploitation of the
state Si−1 at Encoder 2. While one could expect some utility
of the collaborative transmission of Si−1 as in the Gaussian
setup in Lapidoth and Steinberg [1], a direct consequence of
our converse proof is that this would be of no help (in the
sense that it would not result in a better transmission rate).
This can be explained as follows. As it can be seen from the
proof of Theorem 1, the joint transmission of the state s[i − 1]
in block i aims at equipping the decoder with an estimate of
the state, which is then utilized as decoder side information
for decoding the messages in block i − 1. In general, this can
be beneficial as we already mentioned. In the Gaussian case,
however, Encoder 1 knows the state non-causally here and
can cancel its effect completely (for the transmission of the
privatemessage) using a variation of the standard dirty paper
scheme [14], with no need to diminishing its effect via the joint
transmission of the compressed version of the state.
The following corollary follows straightforwardly from The-
orem 4.
Corollary 1: The common message capacity, CG, of the
Gaussian model (21) is given by
C = max
1
2
log
(
1 +
(
√
P2 + ρ12
√
P1)
2
P1(1 − ρ212 − ρ21s) + (
√
Q + ρ1s
√
P1)2 +N
)
+
1
2
log
(
1 +
P1(1 − ρ212 − ρ21s)
N
)
, (25)
where the maximization is over ρ12 ∈ [0, 1], ρ1s ∈ [−1, 0] such
that
ρ212 + ρ
2
1s ≤ 1. (26)
V. Outline of Proof of Theorem 1
In the following, we show that the rate pair
Rc = I(V,X2;Y) − I(V,X2; S)
R1 = I(U;Y|V,X2) − I(U; S|V,X2) (27)
is achievable. The complete region in Theorem 1 will then be
achievable by sharing the rate R1 in (27) among sending the
individual information and additional common information
as we indicated in the aforementioned remark.
First we generate a random codebook that we use to obtain
the rate-pair (27).Next, we outline the encoding anddecoding
procedures.
Note that the rate R1 in (27) can be written as R1 =
I(U;Y,V|X2) − I(U; S|X2). We transmit in B + 1 blocks, each
of length n. During each of the first B blocks, both encoders
transmit a message wc,i ∈ [1, 2nRc ], and Encoder 1 also sends
an individual message w1,i ∈ [1, 2nR1 ], where i = 1, . . . ,B
denotes the index of the block. For fixed n, the average rate-
pair (Rc
B
B+1 ,R1
B
B+1 ) over B + 1 blocks approaches (Rc,R1) as
B −→ +∞.
Codebook Generation: Fix a measure PS,U,V,X1,X2 ,Y of the
form (3) and satisfying (4). Fix ǫ > 0 and denote Mc =
2n[I(V,X2 ;Y)−I(V,X2 ;S)−ǫ],
MV = 2
n[I(V;S)−I(V;Y)−ǫ] JV = 2n[I(V;Y)+2ǫ]
M1 = 2
n[I(U;Y,V|X2 )−I(U;S|X2)−4ǫ] JU = 2n[I(U;S|X2)+2ǫ]. (28)
1) We generate JVMV independent and identically dis-
tributed (i.i.d.) codewords v(m, jV) indexed by m =
1, . . . ,MV, jV = 1, . . . , JV, each with i.i.d. components
drawn according to PV.
2) Independently, we generate MVMc i.i.d. codewords
x2(m, l) indexed by m = 1, . . . ,MV, l = 1, . . . ,Mc, each
with i.i.d. components drawn according to PX2 .
3) For each codeword x2(m, l), we generate a collection
of JUM1 i.i.d. codewords {u(m, l, k, j)} indexed by k =
1, . . . ,M1, jU = 1, . . . , JU, each with i.i.d. components
draw according to PU|X2 .
Encoding: Suppose that a common message Wc = l and
an individual message W1 = k are to be transmitted. The
message Wc is divided into B blocks (wc,1,wc,2, . . . ,wc,B) of
nRc bits each, and the message W1 is divided into B blocks
(w1,1,w1,2, . . . ,w1,B) of nR1 bits each. For convenience we let
wc,B+1 = w1,B+1 = 1. The transmission is performed in B + 1
blocks. We denote by s[i] the channel state in block i, i =
1, . . . ,B+1. Let m1 = 1 (a default value) and the bin indexmB+1
be selected such that v(mB+1, jVB+1 ) is strongly jointly with s[B]
for some jVB+1 ∈ {1, . . . , JV} (with probability near one, there
will exist such bin index). We assume that mB+1 is known at
the decoder and so will not be transmitted in the last block
(this does not alter the rate for large B).
Continuing with the strategy, let (li, ki) be the new common
and individual messages to be sent at the beginning of
block i. Encoder 2 looks for an index mi such that v(mi, jVi)
is strongly jointly with s[i − 1] for some jVi ∈ {1, . . . , JV}.
If there is no such vector v, mi is set to 1 and an error
is declared. Encoder 2 then transmits the vector x2(mi, li).
To transmit the pair (li, ki), Encoder 1 first looks for the
smallest jUi such that u(mi, li, ki, jUi) is jointly typical with
(x2(mi, li), s[i]). Denote this jUi by j
⋆
Ui
= jU(s[i],mi, li, ki). If
such j⋆
Ui
is not found, or if the observed state is not typical,
an error is declared and jU(s[i],mi, li, ki) is set to jUi = JU.
Notice that, if it exists, the chosen u(mi, li, ki, j
⋆
Ui
) will be jointly
typical with (x2(mi, li), s[i], v(mi+1, jVi+1)), where v(mi+1, jVi+1) is
the covering codeword of the next block, selected such that
v(mi+1, jVi+1 ) is strongly jointly with s[i]. Encoder 1 then trans-
mits a vector x1[i] which is drawn i.i.d. conditionally given(
s[i], x2(mi, li),u(mi, li, ki, j
⋆
Ui
)
)
(using the conditional measure
PX1 |S,U,X2 induced by (3)).
Decoding: The decoding procedure at the destination is
based on a combination of joint typicality and backward-
decoding.
At the end of the transmission, the destination has collected
all the blocks of channel outputs y3[1], . . . , y3[B + 1], and can
then perform Willems’ backward-decoding by first decoding
(mB, lB, kB) from y3[B].
Decoding the information of block B is as follows. First, the
decoder knows the bin index mB+1 and looks for a codeword
index jˆVB+1 such that the covering codeword v(mB+1, jˆVB+1)
inside this bin is strongly jointly typical with the channel
output y[B] of block B. If there is no such jˆVB+1, or more
than one such jˆVB+1, the decoder sets jˆVB+1 to JV and declares
an error. Next, the decoder declares that (lˆB, kˆB) is sent
if there is a unique triple (mˆB, lˆB, kˆB) such that x2(mˆB, lˆB),
u(mˆB, lˆB, kˆB, jUB) are jointly typical with the augmented output
(y3[B], v(mB+1, jVB+1)), for some jUB ∈ {1, . . . , JU}. One can show
that, with the choice (28), the decoding error in this step is
small for sufficiently large n.
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