Abstract. We extend the termination proof methods based on reduction orderings to higher-order rewriting systemsà la Nipkow using higher-order pattern matching for firing rules, and accommodate for any use of eta, as a reduction, as an expansion or as an equation. As a main novelty, we provide with a mechanism for transforming any reduction ordering including beta-reduction, such as the higher-order recursive path ordering, into a reduction ordering for proving termination of rewritingà la Nipkow. Non-trivial examples are carried out.
Introduction
Rewrite rules are used in logical systems to describe computations over lambda-terms used as a suitable abstract syntax for encoding functional objects like programs or specifications. This approach was pioneered in this context by Nipkow [18] and is available in Isabelle [21] . Its main feature is the use of higher-order pattern matching for firing rules. A recent generalization of Nipkow's setting allows one for rewrite rules of polymorphic, higher-order type [15] , see also [10] . Besides, it is shown that using the η-rule as an expansion [20] or as a reduction [15] yields very similar confluence checks based on higher-order critical pairs.
A first contribution of this paper is a general setting for addressing termination of all variants of higher-order rewritingà la Nipkow, thanks to the notion of a normal higher-order reduction ordering. While higherorder reduction orderings actually include βη-reductions, normal higherorder reduction orderings must be compatible with βη-equality since higher-order rewriting operates on βη-equivalence classes of terms. This is done by computing with βη-normal forms as inputs. Since this may destroy stability under substitution, it becomes necessary to use higherorder reduction orderings enjoying a stronger stability property. Restricting the higher-order recursive path ordering [12] to achieve this property is our second contribution. Finally, the obtained ordering is used inside a Types are functional when headed by the → symbol, and data types otherwise. → associates to the right. We use σ, τ, ρ, θ for arbitrary types. The type σ = τ 1 → . . . → τ n → τ , τ not functional, has arity ar(σ) = n.
Signatures
Function symbols are meant to be algebraic operators equipped with a fixed number n of arguments (called the arity) of respective types σ 1 ∈ T S , . . . , σ n ∈ T S , and an output type σ ∈ T S . Let The membership of a given function symbol f to F σ 1 ×...×σn→σ is called a type declaration and written f : σ 1 × . . . × σ n → σ. A type declaration is first-order if it uses only sorts, and higher-order otherwise.
Terms
The set T (F, X ) of raw algebraic λ-terms is generated from the signature F and a denumerable set X of variables according to the grammar:
T := X | (λX : T S .T ) | @(T , T ) | F(T , . . . , T ).
The raw term λx : σ.u is an abstraction and @(u, v) is an application. We may omit σ in λx : σ.u and write @(u, v 1 , . . . , v n ) or u(v 1 , . . . , v n ), n > 0, omitting applications. The raw term @(u, v) is a (partial) left-flattening u being possibly an application. Var(t) is the set of free variables of t. A term t is ground if Var(t) = ∅. The notation s shall be ambiguously used to for a list, a multiset, or a set of raw terms s 1 , . . . , s n .
Raw terms are identified with finite labeled trees by considering λx : σ.u, for each variable x and type σ, as a unary function symbol taking u as argument to construct the raw term λx : σ.u. Positions are strings of positive integers. Λ and · denote respectively the empty string (root position) and string concatenation. Pos(t) is the set of positions in t. t| p denotes the subterm of t at position p. We use t ¤ t| p for the subterm relationship. The result of replacing t| p at position p in t by u is written t[u] p . A raw term t[x : σ] p with a hole of type σ at position p is a context.
Given a binary relation −→ on raw terms, a raw term s such that s| p −→ t for some position p ∈ Pos(s) is called reducible. Irreducible raw terms are in normal form. A raw term s is strongly normalizable if there is no infinite sequence of −→-steps issuing from s. The relation −→ is strongly normalizing, or terminating or well-founded, if all raw terms are strongly normalizable. We denote by ←→ the symmetric closure of the relation −→, by * −→ its reflexive, transitive closure, and by * ←→ its reflexive, symmetric, transitive closure. The relation −→ is confluent (resp. Church-Rosser) if s −→ * u and s −→ * v (resp. u ←→ * v) implies u −→ * t and v −→ * t for some t.
Typing rules
Definition 1. An environment Γ is a finite set of pairs written as {x 1 : σ 1 , . . . , x n : σ n }, where x i is a variable, σ i is a type, and x i = x j for i = j. Var(Γ ) = {x 1 , . . . , x n } is the set of variables of Γ . Given two environments Γ and Γ , their composition is the environment
Our typing judgements are written as Γ F s : σ. A raw term s has type σ in the environment Γ if the judgement Γ F s : σ is provable in our inference system given at Figure 1 . Given an environment Γ , a raw term s is typable if there exists a type σ such that Γ F s : σ. Typable raw terms are called terms. An important property of our simple type system is that a raw term typable in a given environment has a unique type.
Variables: Because variables are typed, they must be replaced by typable terms: 
.n], Γ i and Γ j are compatible environments. We may omit the type σ i and environment
The set of (input) variables of γ is Var(γ) = {x 1 , . . . , x n }, its domain is the environment Dom(γ) = {x 1 : σ 1 , . . . , x n : σ n } while its range is the environment Ran(γ) = i∈ [1. .n] Γ i . A substitution γ compatible with a judgement Γ F s : σ operates classically as an endomorphism on s, resulting in a term denoted by sγ. Lemma 1. Given a signature F and a substitution γ compatible with the judgement Γ F s : σ, then Γ · Ran(γ) F sγ : σ.
Conversions
We consider α-convertible terms as identical, and hence α-conversions are omitted. The congruence generated by the β-and η-equalities (λx.u, v) = β u{x → v} λx.@(u, x) = η u if x ∈ Var(u) is written = βη . An important property, subject reduction, is that typable terms u, v such that u = βη v have the same type. Both equalities can be oriented as rewrite rules. There are two possible choices for rewriting with η, either as a reduction or as an expansion, in which case termination is ensured by restricting its use to positions other than the first argument of an application. Typed lambda-calculi have all termination and confluence properties one may need, with respect to: βη-reductions; β-reductions and η-expansions; β-reductions modulo η-equality. Using the notations u −→ β v for one β-rewrite step, u −→ * β v for its transitive closure, u ↓ β (u ↓ for short) for the β-normal form of u, and ←→ * η or = η for η-equality, the Church-Rosser property of β-reductions modulo η-equality for typable terms can be phrased as
Normal Higher-Order Rewriting of Higher Type
Normal higher-order rewriting [20, 18] allows defining computations on λ-terms used as a suitable abstract syntax for encoding functional objects like programs or specifications. Nipkow's framework assumes that rules are of basic type, and that left-hand sides of rules are patterns in the sense of Miller [19] , assumptions which are not made here, nor in [15] .
Nipkow's normal higher-order rewriting uses βη-equalities in two different ways: given a term s to be rewritten with a set R of rules, s is first normalized, using η-expanded β-normal forms, before to be searched for left-hand sides of rules in R via higher-order pattern matching, that is, matching modulo = βη . In this section, we define higher-order rewriting so as to capture the different ways in which a term can be βη-normalized before pattern matching its subterm with a left-hand side of rule.
Definition 4.
A normal rewrite rule is a rewrite rule Γ l → r : σ such that l and r are higher-order terms in β-normal form satisfying Γ F l : σ and Γ F r : σ. A normal term rewriting system is a set of normal rewrite rules.
Given a normal term rewriting system R, an environment Γ , two β-normal terms s and t, and a type σ such that Γ F s : σ, we say that s rewrites to t at position p with the normal rule Γ i l i → r i : σ i and the term substitution γ,
t assuming the environment Γ , if the following conditions hold:
where Γ s|p is the environment of the judgement Γ s|p F s| p : σ i , obtained as a subterm of the proof of the judgement Γ F s : σ.
Note that t is any term in the η-equivalence class of s[r i γ] p ↓ β . Higherorder rewriting is therefore defined up to η-equivalence of target terms. By providing a method for proving termination of this relation, we do provide a termination method for all variants of higher-order rewriting based on higher-order pattern matching. A key observation is this:
Example 1. We present here an encoding of symbolic derivation in which functions are represented by λ-terms of a functional type. We give two typical rules of higher type. Both rules have the same environment Γ = {F : real → real}, and x, y stand for real values. Let S = {real}, and
This example makes sense when using normal higher-order rewriting, because using plain pattern matching instead would not allow to compute the derivative of all expressions: diff(λx.sin(x)) = β diff(λx.sin((λy.y) x)) does require higher-order pattern matching. We shall give a mechanical termination proof of both rules in Section 5.
Normal Higher-Order Reduction Orderings
We shall use well-founded relations for proving strong normalization properties. For our purpose, these relations may not be transitive, but their transitive closures will be well-founded orderings, justifying some abuse of terminology. Reduction orderings operating on judgements turn out to be an adequate tool for showing termination of normal rewriting. We consider two classes of reduction orderings called higher-order reduction ordering when they include β-reductions and normal higherorder reduction ordering when they are compatible with = βη .
Definition 5. A binary relation on the set of judgements is
-coherent iff for all terms s, t such that (Γ F s : σ) (Γ F t : σ), and for all environment Γ such that Γ and Γ are compatible,
, and all substitution γ whose domain is compatible with Γ , then
-monotonic iff for all terms s, t and type σ such that (Γ F s : σ) (Γ F t : σ), for all Γ compatible with Γ and ground context
-normal-monotonic iff for all terms s and t such that (Γ F s : σ) (Γ F t : σ), for all Γ compatible with Γ and for all ground context
A higher-order reduction ordering is a well-founded ordering of the set of judgements satisfying coherence, stability, monotonicity and functionality.
A normal higher-order reduction ordering n is a well-founded ordering of the set of judgements satisfying coherence, stability, normalmonotonicity and compatibility.
Let us show that no ordering can satisfy monotonicity, stability, compatibility and well-foundedness, therefore explaining the need for the weaker notion of normal-monotonicity. Assume s : σ t : σ (omitting judgements), where s : σ is in β-normal form. Consider the term λy.a : σ → τ where a : τ is a constant. Then, by monotonicity, @(λy.a, s) : τ @(λy.a, t) : τ and by compatibility, a : τ a : τ , contradicting well-foundedness. Normal-monotonicity removes the problem since @(λy.a, s) is not in β-normal form. As a consequence, we cannot have @(X, s) @(X, t) when s t, but only @(X, s) = @(X, t).
By lemma 2, higher-order rewriting can be seen as a type preserving relation on terms in a given environment Γ typing the term originating the sequence of rewrites. We can therefore simplify our notations by omitting the typing judgements unless they are really necessary.
Building Normal Higher-Order Reduction Orderings
In this section, we assume given a new function symbol ⊥ σ for every type σ and a function f new for some of the function symbols in F. We denote by F new the augmented signature. We write ⊥ σ for ⊥ σ (). The higher-order rules we want to prove terminating are built from terms in T (F, X ), not in T (F new , X ). We successively introduce neutralization, and the neutralized ordering schema. Neutralization replaces a term of functional type by its application to a term headed by a ⊥-operator seen as a container for its arguments. Neutralizing an abstraction creates a redex which will be later eliminated by a β-normalization step.
Definition 6. The neutralization of level i (i-neutralization in short) of a term t : τ ∈ T (F new , X ) w.r.t. a list of (typable) terms u 1 : θ 1 , . . . , u n : θ n in T (F new , X ), is the term N i (t, u 1 , . . . , u n ) defined as follows:
From now one, we shall very precisely control for each function symbol which of its arguments of a functional type are neutralized: 
The role of full neutralization is to neutralize terms of functional type recursively from arguments of function symbols up to a given depth depending on the function symbol itself and its selected argument. This will allow us to eventually eliminate undesirable abstractions. This huge flexibility provided by levels and argument positions allows us to tune our coming normal higher-order ordering and carry out difficult and important examples taken from the literature. In most of them, the chosen level is 1, implying that neutralization applies to the top of the arguments only, and the set of argument positions is empty, implying that ⊥ is a constant.
To neutralize terms recursively, we need to introduce new function symbols in the signature : for every declaration f : σ 1 × . . . × σ n → σ, we assume given a new symbol f new : σ 1 × . . . × σ n → σ whose type declaration depends upon the neutralization level of its argument positions:
Definition 8. The full neutralization of a term t is the term FN (t) s.t.
if t ∈ X , then FN
Our definition makes sense since, in all cases, FN (t) is typable with the same type as t. Note also that using Case 3 repeatedly for flattened applications yields FN (@(t 1 , . . . , t n )) = @ (FN (t 1 ), . . . , FN (t n ) ).
Example 1 (continued).
We show here the full neutralization of the lefthand and right-hand of the rules of Example 1 after β-normalizing. To this end, we choose a neutralization level for each function symbol and argument position. The associated subsets of argument positions are all chosen empty. As a consequence, ⊥ real is a constant abbreviated as ⊥.
We now compute the β-normalization of the full neutralization of both sides of the first rule:
and of both sides of the second rule:
Definition 9. Given a neutralized signature, two typable terms s, t and a higher-order ordering , we define the neutralized ordering n as:
and only if FN (s)↓ FN (t)↓
Note that normalization applies after neutralization: we will actually see that these two operations commute, therefore implying compatibility of n . Well-foundedness follows from well-foundedness of . Stability and normal-monotonicity depend upon the particular ordering used in the construction, which must satisfy two stronger properties: Definition 10. An ordering on higher-order terms satisfies (i) schema-stability if for all βη-normal terms s, t and substitutions γ, s t implies tγ −→ * βη t γ for some term t such that sγ↓ t γ.
(ii) schema-monotonicity if for all βη-normal terms λx.v : σ → ρ t : σ → ρ, and for all sequences of βη-normal terms u 1 , . . . , u n ,
Theorem 2. Let be a higher-order reduction ordering fulfiling the schema-stability and schema-monotonicity properties. Then n is a normal higher-order reduction ordering.
The proof of this theorem requires several preliminary technical lemmas stating properties of neutralization with respect to normalization, before to start proving stability and normal-monotonicity of n .
Normal Higher-Order Recursive Path Orderings
While the higher-order recursive path ordering satisfies schema-monotonicity, it does not satisfy schema-stability. Fortunately, a simple natural restriction suffices in case of an application on left (Cases 5 and 7 of the coming definition). In order to ease the presentation, we present a simple version of the (restricted) higher-order recursive path ordering, which will be sufficient for all examples to come. We assume given:
1. a partition M ul Lex of F and a quasi-ordering ≥ F on F, called the precedence, such that > F is well-founded; 2. a quasi-ordering ≥ T S on types such that > T S is well-founded and preserves the functional structure of functional types [12] .
Because of type comparisons, the higher-order recursive path ordering enjoys but a weak subterm property A used in its definition: Definition 11. Given s : σ and t : τ, s rhorpo t iff σ≥ T S τ and 1. s = f (s) with f ∈ F, and u rhorpo t for some u ∈ s 2. s = f (s) and t = g(t) with f > F g, and A 3. s = f (s) and t = g(t) with f = F g ∈ M ul and s( rhorpo ) mul t 4. s = f (s) and t = g(t) with f = F g ∈ Lex and s( rhorpo ) lex t, and A 5. s = @(s 1 , s 2 ), s 1 is not of the form @(X, w) with X ∈ X and u rhorpo t for some u ∈ {s 1 , s 2 } 6. s = f (s), @(t) is an arbitrary left-flattening of t, and A 7. s = @(s 1 , s 2 ), s 1 is not of the form @(X, w) with X ∈ X , @(t) is an arbitrary left-flattening of t and {s 1 , s 2 } ( rhorpo ) mul t 8. s = λx : α.u, t = λx : β.v, α= T S β and u s rhorpo t iff s rhorpo t or s = α t or s = @(X, u), t = @(X, v) and u rhorpo v A = ∀v ∈ t s rhorpo v or u rhorpo v for some u ∈ s Of course, making bound variables fit may need renaming in Case 8, and as usual, mul and lex denote respectively the multiset and lexicographic extensions of the relation .
Theorem 3. ( rhorpo )
+ is a higher-order reduction ordering satisfying schema-stability and schema-monotonicity.
The relation rhorpo being non-transitive in general because of case 9, taking its transitive closure is needed to make it into an ordering.
The property of being a higher-order reduction ordering is inherited from the non-restricted version of the ordering, for which Cases 5 and 7 do not restrict the form of s 1 [12] . Without this restriction, we run into the aforementioned problem that any ordering satisfying monotonicity, compatibility and well-foundedness must violate stability. Note that the pairs which cause this violation do not become incomparable in the (quasi-) ordering: they are used to enrich its equality part.
Schema-monotonicity is straightforward, while schema-stability is by induction on the term structure. As a consequence of Theorems 2 and 3:
n is a normal higher-order reduction ordering. We will approximate ( rhorpo ) * n by ( rhorpo ) n in all coming examples. As can be guessed, we need to define the precedence on the extended signature. In practice, we always make ⊥ σ -function symbols small. 
Examples
We present two complex examples proven terminating with ( rhorpo ) * n . For all of them, we give the necessary ingredients for computing the appropriate neutralizations and comparisons. The precise computations can be found in the full version of the paper available from the web. An implementation is available for the original version of the ordering which will be extended to the present one in a near future.
As a convention, missing neutralization levels are equal to 0, in which case the corresponding subset of argument positions will be empty. In all examples, we use a simple type ordering ≥ T S equating all data types, which satisfies the requirements given in Section 5. Precedence on function symbols and statuses will be given in full.
In all examples we write F (X) instead of @(F, X) to ease the reading. Example 2. The coming encoding of first-order prenex normal forms is adapted from [20] , where its local confluence is proved via the computation of its (higher-order) critical pairs. Formulas are represented as λ-terms with sort f orm. The idea is that quantifiers are higher-order constructors binding a variable via the use of a functional argument.
Ingredients for neutralization:
Example 3. Encoding of natural deduction, taken from [6] . Let S = {o, c : * × * → * }. Because we did not consider polymorphism, the following signature and rules is parameterized by all possible types σ, τ, ρ ∈ T S . 
Conclusion
Proving termination properties of Nipkow's rewriting was considered in [8] and [2] . The former yields a methodology needing important userinteraction to prove that the constructed ordering has the required properties. Here, our method does provide with an ordering having automatically all desired properties. The user has to provide with a precedence and statuses as usual with the recursive path ordering. He or she must also provide with neutralization levels together with filters selecting appropriate arguments for each function symbols. This requires of course some expertise, but can be implemented by searching non-deterministically for appropriate neutralization levels and filters, as done in many implementations of the recursive path ordering for the precedence and statuses.
The higher-order recursive path ordering generalizes the notion of general schema as formulated in [3] where the notion of computability closure was introduced. However, what can be done with the schema can be done with the higher-order recursive path ordering when using the computability closure of f (t) in the subterm case, instead of simply the set of subterms t itself. The general definition of the higher-order recursive path ordering with closure is given in [12] . It is however interesting to notice that the neutralization mechanism is powerful enough so as to dispense us with using the closure for all these complex examples taken from the literature that we have considered here and in [13] . It remains to be seen whether the closure plays in the context of normal higher-order rewriting, a role as important as for proving termination of recursor rules
