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ABSTRAK
Iin Ayudhina Fajrin H, 2017. Pendekatan Empirical Best Linear Unbiased 
Prediction (EBLUP) dalam Small Area Estimation. Skripsi Fakultas Matematika 
dan Ilmu Pengetahuan Alam, Universitas Negeri Makassar (dibimbing oleh 
Muhammad Nusrang dan Muhammad Kasim Aidid)
Penelitian ini mengkaji literatur yang berkaitan dengan metode Small Area 
Estimation (SAE). SAE dalam beberapa tahun terakhir telah menerima banyak 
perhatian, karena permintaan untuk statistik wilayah kecil dapat diandalkan. SAE 
merupakan konsep terpenting dalam pendugaan parameter secara tidak langsung 
di suatu area yang lebih kecil dalam sampel survei. Dalam SAE dibutuhkan 
beberapa informasi tambahan untuk melakukan pendugaan pada area kecil, 
informasi yang diperoleh memiliki karakteristik serupa dengan apa yang ingin 
diamati. Salah satu metode yang dikembangkan dalam SAE adalah EBLUP 
(Empirical Best Linear Unbiased Prediction). Adapun tujuan yang ingin dicapai 
adalah untuk mengetahui hasil perbandingan pendugaan area kecil dengan 
menggunakan pendugaan langsung dan EBLUP. Berdasarkan hasil simulasi, 
diperoleh bahwa pendugaan area kecil dengan menggunakan metode EBLUP 
lebih baik dibandingkan dengan pendugaan langsung untuk ݉= 9, 64		dan	144
dengan melihat nilai ARRMSE yang terkecil dan hasil yang diperoleh 
menunjukkan bahwa keunggulan metode EBLUP dapat digunakan untuk 
meningkatkan keakuratan pendugaan terhadap area kecil. 
Kata kunci: Pendugaan langsung, SAE, EBLUP, ARRMSE
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ABSTRACT
Iin Ayudhina Fajrin H, 2017. Small Area Estimation by using Empirical Best 
Linear Unbiased Prediction (EBLUB) approachment. Prodi Statistika, Faculty of 
Mathematics and Natural Sciences, State University of Makassar, (Supervised by 
Muhammad Nusrang and Muhammad Kasim Aidid)
This research reviewing the literature which related to Small Area Estimation
(SAE) Method. In resent years, SAE has receive a lot of attention, because it is 
dependable for statistics of small area.SAE is the most important concept for 
estimating the parameter in an area that smaller than sample in survey. SAE need 
some additional information to estimating small area. Information to be obtained 
have similar characteristic with what is obseved. One of the method developed by 
SAE is EBLUP (Empirical Best Linear Unbiased Prediction). Wheter the goals to 
be achieved is to know the comparisson of small area estimation by using direct 
estimation and EBLUP. Base on simulation result, small area estimation by using 
EBLUP is better than direct estimation with ݉= 9, 64		and144. By seing the 
smallest ARRMSE, it shows that the advantages of EBLUP method can be used to 
increase the accuration of estimation of small area.
Keywords: Direct Estmiation, SAE, EBLUP, ARRMSE
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BP : Best Prediction (Prediksi Terbaik)
BLUP : Best Linear Unbiased Prediction 
  (Prediksi Takbias Terbaik Linear)
EBLUP : Empirical Best Linear Unbiased Prediction
  (Prediksi Takbias Terbaik Linear Empirik)
SAE : Small Area Estimation (Pendugaan Area Kecil)
MLE : Maximum Likelihood Estimator 
  (Penduga Kemungkinan Maksimum)
MSE : Mean Square Error (Kuadrat Tengah Galat)
Direct Estimation : Pendugaan Langsung
(Pendugaan parameter yang dilakukan hanya berdasarkan 
data survei pada masing-masing area)
Indirect Estimation : Pendugaan Tidak Langsung 
(Pendugaan parameter yang dilakukan dengan melibatkan 
informasi tambahan baik dari dalam area yang menjadi 
perhatian, area lain maupun survei lain)
1BAB I
PENDAHULUAN
A. Latar Belakang 
Survei merupakan salah satu teknik yang dirancang untuk mengumpulkan 
suatu data dengan mengambil sampel dari suatu populasi. Survei sering dilakukan 
secara rutin baik di lembaga penelitian swasta maupun negeri. Survei rutin yang 
dilakukan oleh pemerintah suatu negara, umumnya didesain untuk memperoleh 
statistik nasional (Sadik, 2009). Artinya hasil pendugaan dari survei tidak tersedia 
pada tingkat area yang lebih kecil. Persoalan muncul ketika hasil survei digunakan 
untuk mencari informasi terhadap area yang lebih kecil dengan menggunakan 
metode pendugaan langsung akan memunculkan suatu masalah, karena pendugaan 
langsung tidak mampu memberikan ketelitian yang cukup, sehingga statistik yang 
dihasilkan akan memberikan ragam yang sangat besar. Terdapat metode yang 
digunakan untuk mengatasi masalah tersebut yaitu metode pendugaan area kecil 
(Small Area Estimation, SAE).
SAE dalam beberapa tahun terakhir telah menerima banyak perhatian, 
karena permintaan untuk statistik wilayah kecil dapat diandalkan (Prasad dan Rao, 
1990). SAE merupakan konsep terpenting dalam pendugaan parameter secara 
tidak langsung di suatu area yang lebih kecil dalam sampel survei. Dalam SAE 
dibutuhkan beberapa informasi tambahan untuk melakukan pendugaan pada area 
kecil, informasi yang diperoleh memiliki karakteristik serupa dengan apa yang 
ingin diamati (Kurnia dan Notodiputro, 2007). Dengan penambahan informasi 
2dalam pendugaan area kecil dinamakan pendugaan tidak langsung (indirect 
estimation). Terdapat beberapa macam pendekatan dalam SAE, yaitu: Empirical 
Best Linear Unbiased Prediction (EBLUP), Empirical Bayes (EB) dan 
Hierarchical Bayes (HB). 
Pendekatan EBLUP merupakan metode yang dapat diterapkan pada model 
linear campuran yang mencakup banyak penggunaan pada pendugaan area kecil. 
Keunggulan dari pendekatan EBLUP adalah hasil pendugaan memiliki tingkat 
akurasi yang tinggi, meminimalkan Mean Square Error (MSE) di antara kelas 
pendugaan tak bias linear lainya (Rao, 2003) dan komponen ragam yang terdapat 
dalam model linear campuran tidak diketahui, sehingga terlebih dahulu dilakukan 
pendugaan terhadap komponen ragam tersebut (Saei dan Chambers, 2003). Dari 
penjelasan di atas, maka penulis dalam hal ini akan mengaplikasikan pendekatan 
(EBLUP) dalam melakukan pendugaa area kecil dan penelitian ini akan dilakukan 
simulasi agar mendapatkan hasil pendugaan terbaik berdasarkan nilai ARRMSE 
terkecil dari pendugaan langsung dan EBLUP dengan beberapa kondisi jumlah 
area.
B. Rumusan Masalah
Survei yang dilakukan oleh pemerintah suatu negara, umumnya didesain 
untuk memperoleh statistik nasional. Jika hasil survei digunakan untuk mencari 
informasi terhadap area yang lebih kecil dengan menggunakan metode pendugaan
secara langsung tidak mampu memberikan ketelitian yang cukup bila ukuran 
sampel berukuran kecil, sehingga statistik yang dihasilkan akan memiliki ragam 
3yang sangat besar. Terdapat metode yang digunakan untuk mengatasi masalah 
tersebut yaitu metode Small Area Estimation (SAE) dengan menggunakan 
pendekatan Empirical Best Linear Unbiased Prediction (EBLUP).
C. Pertanyaan Penelitian
Adapun pertanyaan pada penelitian ini adalah bagaimana hasil 
perbandingan pendugaan area kecil dengan menggunakan pendugaan langsung, 
dan Empirical Best Linear Unbiased Prediction (EBLUP)?
D. Tujuan Penelitian
Tujuan dari penelitian ini adalah untuk mengetahui hasil perbandingan 
pendugaan area kecil dengan menggunakan pendugaan langsung dan Empirical 
Best Linear Unbiased Prediction (EBLUP).
E. Manfaat Penelitian
Manfaat dari penelitian ini, yaitu:
1. Bagi penulis sendiri, dapat memperdalam ilmu tentang pendugaan area kecil.
2. Bagi para pembaca, dapat menambah pengetahuan tentang aplikasi pada ilmu 
statistik khususnya dengan menggunakan pendugaan area kecil.
4BAB II
TINJAUAN PUSTAKA
A. Pendugaan Langsung (Direct Estimation)
Survei adalah metode pengumpulan data dengan mengambil sebagian 
objek populasi tetapi dapat mencerminkan populasi dengan memperhatikan 
keseimbangan antara jumlah peubah, akurasi, tenaga, waktu dan biaya. 
Pengumpulan data dengan metode survei memiliki banyak keuntungan, yaitu: 
menghemat biaya dalam pengumpulan data, pengumpulan dan penyajian data 
lebih cepat, cakupan peubah lebih luas dan akurasi lebih baik. Namun di satu sisi, 
pengumpulan data dengan survei memerlukan kerangka sampel dan tidak dapat 
menyajikan data wilayah kecil.
Tata cara pengambilan sampel dalam survei dibagi 2, yaitu:
1. Berpeluang (probability sampling)
Setiap unit dalam populasi mempunyai kesempatan (peluang) untuk dipilih 
dalam sampel dan keseluruhan sampel yang dipilih dapat mewakili 
populasi.
2. Tidak berpeluang (non probability sampling)
Metode penarikan sampel yang mengabaikan prinsip probabilita. Sampel 
yang dipilih didasarkan atas kriteria tertentu sesuai dengan tujuan penelitian.
Namun, secara umum teknik pengambilan sampel yang sering digunakan 
dalam survei adalah cara pengambilan dengan berpeluang, yaitu simple random 
sampling (sampel acak sederhana). Penarikan sampel acak sederhana adalah 
5sebuah metode untuk memilih n unit dari N sehingga setiap elemen dari ܥ௡ே
sampel yang berbeda mempunyai kesempatan yang sama untuk dipilih. Dalam 
praktek, penarikan sampel acak sederhana dipilih unit perunit. Unit-unit dalam 
populasi diberi nomor dari 1 sampai N. serangkaian bilangan acak antara 1 dan N
kemudian dipilih, dengan cara menggunakan sebuah tabel bilangan acak atau 
dengan cara menggunakan sebuah program komputer yang menghasilkan tabel 
bilangan acak. Pada setiap penarikan, proses yang digunakan harus memberikan 
kesempatan terpilih yang sama untuk setiap bilangan dalam populasi. Unit-unit 
yang terpilih ini sebanyak n merupakan sampel (Cochran, 2015). 
Tujuan pengambilan sampel survei adalah untuk menarik kesimpulan 
tentang populasi dari informasi yang terdapat dalam sampel. Salah satu cara untuk 
membuat kesimpulan adalah menduga parameter populasi tertentu dengan 
menggunakan informasi sampel (Scheaffer et al., 2006). Berikut ini merupakan 
rumus rata-rata sampel digunakan untuk menduga parameter populasi dan 
persamaannya sebagai berikut:
ݕ௜= ∑ ௬೔ೕ೙೔೔సభ௡೔                                                        (2.1)
dimana:
ݕ௜			=	pendugaan langsung area ke-i
	ݕ௜௝		= unit ke-j area ke-i
	 ௜݊			= ukuran sampel area ke-i
Pendekatan klasik untuk menduga parameter populasi berdasarkan desain 
sampling dan pendugaan yang dihasilkan dari pendekatan tersebut disebut 
pendugaan langsung. Data dari survei ini dapat digunakan untuk memperoleh 
6pendugaan yang andal dari total dan rata-rata populasi suatu wilayah atau domain 
dengan sejumlah sampel besar. Namun, bila pendugaan langsung digunakan untuk 
area kecil, akan menyebabkan hasil pendugaan tidak akurat (Ghosh dan Rao, 
1994).
Untuk mengukur seberapa baik penduga langsung dapat dicari dengan 
nilai Mean Square Error (MSE), yaitu dengan rumus:
MSE(ݕ௜) = ௦೔మ௡౟                                                  (2.2)
dimana  ݏ௜ଶ= ଵ௡೔ି ଵ∑ ൫ݕ௜௝−ݕ௜൯ଶ௡೔௝ୀଵ adalah ragam dari peubah terikat. Persamaan 
ini biasanya digunakan jika memakai teori penarikan sampel dengan maksud 
menganalisis ragam. Keuntungan yang diperoleh adalah hasilnya didapat dari 
bentuk yang lebih sederhana (Cochran, 2015).
B. Pendugaan Tidak Langsung (Indirect Estimation)
Sebagai sumber data biasanya sampel survei yang dirancang untuk 
menghasilkan statistik tingkat lebih besar atau lebih tinggi, ukuran sampel untuk 
area kecil biasanya kecil. Akibatnya, ragam yang terkait dari pendugaan ini 
kemungkinan besar tidak dapat memberikan pendugaan yang lebih akurat. Oleh 
karena itu, untuk menduga daerah-daerah kecil, perlu menggunakan metode 
pendugaan yang “meminjam informasi” dari daerah-daerah yang sedang diamati. 
Pendugaan ini sering disebut sebagai pendugaan tidak langsung karena mereka 
menggunakan nilai peubah survei (dan peubah pembantu) dari area kecil atau 
waktu lainnya, dan mungkin dari keduanya. Mereka meminjam informasi 
tambahan (data) dari area kecil lainnya (atau keduanya) dengan menggunakan 
7model statistik baik berdasarkan model implisit maupun eksplisit yang 
menghubungkan area kecil terkait melalui informasi tambahan (Chandra, 2003).
C. Pendugaan Area Kecil (Small Area Estimation, SAE)
Penduga parameter yang bersifat kekar untuk suatu area kecil, saat ini 
merupakan tujuan penting bagi banyak badan dan penelitian dalam SAE. Area 
kecil tersebut didefinisikan sebagai himpunan bagian dari populasi dimana suatu 
peubah menjadi perhatian. Pendekatan klasik untuk menduga parameter area kecil 
ke-i (ߠ௜) didasarkan pada aplikasi model desain penarikan contoh (design-based), 
pendugaan tersebut kemudian disebut pendugaan langsung (direct estimation). 
Metode pendugaan tersebut menimbulkan dua permasalahan penting. Pertama, 
penduga yang dihasilkan merupakan penduga tak bias tetapi memiliki ragam yang 
besar karena diperoleh dari ukuran contoh yang kecil. Kedua, apabila pada suatu 
area kecil ke-i tidak terwakili di dalam survei, maka tidak memungkinkan 
dilakukan pendugaan secara langsung (Kurnia, 2009).
Adakalanya kita memiliki informasi tambahan yang dapat digunakan 
untuk pendugaan pada area kecil. Dalam beberapa kasus kita bisa memperoleh 
informasi tentang parameter yang menjadi perhatian dari area kecil lain yang 
memiliki karakteristik serupa, atau nilai pada waktu yang lalu, atau nilai dari 
peubah yang memiliki hubungan dengan peubah yang sedang diamati. Pendugaan 
paramater dan inferensinya yang menggunakan informasi tambahan tersebut, 
dinamakan pendugaan tidak langsung (indirect estimation atau model-based 
estimation). Metode dengan memanfaatkan informasi tambahan tersebut secara 
8statistik memiliki sifat ”meminjam kekuatan” (borrowing strength) informasi dari 
hubungan antara peubah respon dengan informasi yang ditambahkan. Metode ini 
memiliki sejarah yang panjang tetapi baru mendapat perhatian dalam beberapa 
dekade terakhir untuk digunakan sebagai pendekatan pada pendugaan parameter 
area kecil (Kurnia, 2009). 
Model Fay-Herriot merupakan model dasar bagi pengembangan 
pemodelan area kecil yaitu:
ݕ௜= ߠ௜+ ௜݁; 	ߠ௜= ࢞࢏ࢀࢼ+ ݒ௜                         (2.3)
dimana ௜݁	dan ݒ௜saling bebas dengan ܧ( ௜݁) = ܧ(ݒ௜) = 0 serta var( ௜݁) = ߪ௜ଶdan 
var(ݒ௜) = ଶ߬	( =݅ 1, 2, … , )݊. ݕ௜ adalah penduga langsung bagi area ke-i dan 
diperoleh dari data survei yang bersesuaian, ߠ௜ merupakan parameter yang 
menjadi perhatian, ௜݁adalah galat sampel, ࢞௜= ൫ݔ௜ଵ, 	ݔ௜ଶ, … , ݔ௜௣൯adalah peubah 
penjelas dan ݒ௜adalah pengaruh acak area (Kurnia, 2009).
Kurnia (2009) menyebutkan bahwa model pengaruh campuran Fay-Herriot 
yang dijabarkan oleh Russo et al. (2005) untuk level area adalah sebagai berikut:
1. ࢞࢏= ൫ݔ௜ଵ, ݔ௜ଶ, … , ݔ௜௣൯		vektor data pendukung (peubah penyerta). 
2. ߠ௜= ࢞࢏ࢀࢼ+ ݒ௜untuk =݅ 1, 2, … , ݉
merupakan parameter yang menjadi perhatian dan diasumsikan memiliki 
hubungan dengan peubah penyerta pada (1) sedang ݒ௜ pengaruh acak 
dengan nilai tengah nol dan ragam ଶ߬. 
3. ݕ௜= ߠ௜+ ௜݁   
penduga langsung untuk sub-populasi ke-i yang merupakan fungsi linear 
dari parameter yang menjadi perhatian dan galat contoh ௜݁. 
94. ݕ௜= ࢞࢏ࢀࢼ+ ݒ௜+ ௜݁untuk =݅ 1, 2, … , ݉
model tersebut terdiri dari pengaruh acak dan pengaruh tetap sehingga 
merupakan bentuk khusus dari model linear campuran dengan struktur 
peragam yang diagonal.
Model regresi merupakan upaya untuk membentuk model umum dan 
memanfaatkan kekuatan dan keakuratan pendugaan pada level populasi, 
sedangkan deviasi sub-populasi untuk menangkap keaksahan yang terjadi pada 
setiap sub-populasi dan bersifat acak. Dengan demikian jika kita hanya 
memanfaatkan informasi umum maka ߠ௜= ࢞࢏ࢀࢼ, jika pengaruh umum dan lokal 
kita adopsi, diperoleh ߠ௜= ࢞࢏ࢀࢼ+ ݒ௜. 
Secara statistika model pada point ke- 4 di atas melibatkan pengaruh acak 
akibat desain penarikan contoh ( ௜݁) dan pengaruh acak pemodelan sub-populasi 
(ݒ௜). Model tersebut merupakan bentuk khusus dari model linear campuran. Salah 
satu sifat yang menarik dari model campuran adalah kemampuannya dalam 
menduga kombinasi linear dari pengaruh tetap dan pengaruh acak.  Model 
campuran telah digunakan untuk meningkatkan akurasi pendugaan pada kasus 
area kecil berdasarkan data survei dan data sensus oleh Ghosh dan Rao (1994). 
Pada aplikasi ini, model campuran diturunkan dari konsep bahwa vektor nilai 
populasi terbatas merupakan realisasi dari populasi. Dalam kasus ini, pendugaan 
rataan area kecil ekuivalen dengan pendugaan dari perwujudan pengaruh acak 
area yang tidak diobservasi dalam model campuran untuk sebaran populasi yang 
dicari rataannya (Kurnia, 2009).  
10
D. Model Pendugaan Area Kecil
Dalam pendugaan area kecil, ada dua tipe dasar yang digunakan menurut 
Rao (2003) dalam Asfar et al. (2016), yaitu: 
1. Model Berbasis Level Area (Basic Area Level Model)
Model level area merupakan model yang didasarkan pada ketersediaan data 
pendukung yang hanya ada untuk level area tertentu, misalkan ࢞࢏=
൫ݔ௜ଵ, ݔ௜ଶ, … , ݔ௜௣൯் dengan parameter yang akan diduga adalah ߠ௜ yang 
diasumsikan mempunyai hubungan dengan ݔ௜ dengan mengikuti model 
sebagai berikut:
ߠ௜= ࢞࢏ࢀࢼ+ ݒ௜+ ௜݁																																				 =݅ 1, 2, … ,  ݉            (2.4)  
Dengan ࢼ= (ߚଵ, 	ߚଶ, … , ߚ௡)	் adalah vektor dari parameter yang bersifat 
tetap berukuran ݌× 1, ݉= jumlah area kecil, ݒ௜= pengaruh acak yang 
diasumsikan menyebar normal dan berdistribusi identik dan saling bebas 
(iid), yakni:
	ܧ(ݒ௜) = 0,																																																																			ܸܽݎ(ݒ௜) = ଶ߬
Untuk melakukan inferensi tentang populasi berdasarkan model (2.4), 
diasumsikan bahwa penduga langsung ݕ௜telah ada pada model dan tuliskan 
sebagai:
ݕ௜= ߠ௜+ ௜݁																																															 =݅ 1, 2, … ,  ݉                          (2.5)            
Galat penarikan contoh ௜݁berdistribusi saling bebas dengan:
ܧ( ௜݁|ݕ௜) = 0,																																																																	ܸܽݎ( ௜݁|ݕ௜) = ଶ߬
Jika menggabungkan Persamaan (2.4) dan Persamaan (2.5) maka diperoleh 
model:
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ݕ௜= ࢞࢏ࢀࢼ+ ݒ௜+ ௜݁,																																							 =݅ 1, 2, … ,  ݉                     (2.6)
Dengan asumsi bahwa ݒ௜~௜௜ௗ	 (ܰ0, ଶ߬) saling bebas dengan ௜݁~௜௜ௗ	 (ܰ0, ߪ௜ଶ). 
Persamaan (2.4) merupakan bentuk khusus dari model linear campuran.
2. Model Berbasis Unit Level (Basic Unit Level Model)
Model level unit merupakan suatu model dengan data pendukung yang 
tersedia bersesuaian secara individu dengan data respon, misalnya ࢞࢏࢐=(ݔ௜௝ଵ, … , ݔ௜௝௣) .் Selanjutnya peubah perhatian ݕ௜௝dianggap berkaitan dengan 
ݔ௜௝	mengikuti model regresi satu tahap sebagai berikut:
ݕ௜௝= ࢞࢏࢐ࢀࢼ+ ݒ௜	+ ௜݁௝																							 =݆ 1, 2, … , ;݊ =݅ 1, 2, … ,  ݉       (2.7)
Dengan asumsi bahwa ݒ௜~௜௜ௗ	 (ܰ0, ଶ߬) saling bebas dengan ௜݁௝~௜௜ௗ	 (ܰ0, ߪ௜ଶ). 
E. Best Linear Unbiased Prediction (BLUP)
Best Linear Unbiased Prediction (BLUP) awalnya dikembangkan dengan 
mengasumsikan bahwa komponen keragaman telah diketahui. Dalam praktenya, 
komponen keragaman sangat sulit untuk diketahui. Untuk itu diperlukan 
pendugaan terhadap komponen keragaman ini melalui data sampel. Model dasar 
dalam pengembangan pendugaan area kecil didasarkan pada bentuk model linear 
campuran sebagai berikut:
ݕ௜= ࢞࢏ࢀࢼ+ ݒ௜+ ௜݁                                                                             (2.8)
Dimana ௜݁	dan ݒ௜ saling bebas serta ݒ௜	~	 (ܰ0, ଶ߬) dan ௜݁	~	(0, ߪ௜ଶ) untu =݅1, 2, … , .݊ Selanjutnya kita perhatikan kasus dimana ࢼdan ଶ߬ tidak diketahui, 
tetapi ߪ௜ଶ	( =݅ 1, 2, … , )݊ diasumsikan diketahui (Kurnia, 2009).
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Penduga terbaik (Best Prediction, BP) bagi ߠ௜= ࢞࢏ࢀࢼ+ ݒ௜berdasarkan 
persamaan (2.8) dengan meminimumkan mean square error jika ࢼ dan ଶ߬
diketahui adalah
ߠ෠௜஻௉= ߠ෠௜(ݕ௜|ࢼ, ଶ߬) = ߛ௜ݕ௜+ (1 −ߛ௜)࢞࢏ࢀࢼ                                        (2.9)
dimana ߛ௜= ఛమ(ఛమାఙ೔మ)
Untuk mengukur seberapa baik pendugaan BP maka akan dicari nilai 
Mean Square Error (MSE), yaitu dengan rumus:MSE൫ߠ෠௜஻௉൯= தమ஢మ(ఛమାఙ೔మ) = ଵ݃௜( ଶ߬)                                                       (2.10)
Misalkan ܺ= ൫ݔଵ,	ݔଶ, … , ݔ௡൯், ܻ= ൫ݕଵ,	ݕଶ, … , ݕ௡൯் dan ܸ= ܦ݅ܽ ݃( ଶ߬+
ߪଵଶ, 	 ଶ߬+ ߪଶଶ, … , ଶ߬+ ߪ௡ଶ). Jika ଶ߬ diketahui, ࢼ	dapat diduga dengan metode 
Maksimum Likelihood Estimasi (MLE), yaitu:log ܮ(ࢼ, ࢂ|ࢅ) = −ଵଶ݈ ݋|݃ࢂ|− ଵଶ(ࢅ−ࢄࢼ) ࢂ்ି ૚(ࢅ−ࢄࢼ)              
                       ࢼ෡= (ࢄࢀࢂି ૚ࢄ)ି૚	ࢄࢀࢂି ૚ࢅ                                             (2.11)
Dengan mensubtitusi ࢼoleh ࢼ෡pada persamaan (2.10), maka diperoleh
ߠ෠௜஻௅௎௉= ߠ෠௜൫ݕ௜หࢼ෡, ଶ߬൯= ߛ௜ݕ௜+ (1 −ߛ௜)࢞࢏ࢀࢼ෡                                     (2.12)
Menurut Ghosh dan Rao (1994) dalam Kurnia (2009), MSE dari pendugaan 
BLUP dapat dihitung dengan rumus:MSE൫ߠ෠௜஻௅௎௉൯= ଵ݃௜( ଶ߬) + ଶ݃௜( ଶ߬)                                                      (2.13)
dimana:
ଵ݃௜( ଶ߬) = τଶߪ௜ଶ( ଶ߬+ ߪ௜ଶ)
ଶ݃௜( ଶ߬) = (ߪ௜ଶ)ଶ( ଶ߬+ ߪଶ௜) [܆࢏ᇱ(܆ᇱି܄ ૚܆)ି૚܆࢏]
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F. Empirical  Best Linear Unbiased Prediction (EBLUP)
Empirical Best Linear Unbiased Prediction  (EBLUP) merupakan metode 
yang telah banyak digunakan dalam menghasilkan pendugaan untuk daerah yang 
lebih kecil atau statistik daerah kecil (Datta dan Lahiri, 2000). Metode EBLUP 
juga merupakan metode yang dikembangkan dari metode BLUP. Dalam EBLUP 
menggantikan komponen keragaman yang tidak diketahui ini dengan menduganya 
terlebih dahulu (Saei and Chambers, 2003). Dalam metode BLUP varian pengaruh 
acak ( ଶ߬) diasumsikan diketahui dan ࢼtidak diketahui. Namun, dalam EBLUP 
baik ࢼmaupun ଶ߬ biasanya tidak diketahui sehingga untuk kasus pendugaaan 
ߠ௜= ࢞࢏ࢀࢼ+ ݒ௜dengan BLUP maka ଶ߬ terlebih dahulu harus diduga. Salah satu 
metode yang dapat digunakan adalah metode Maximum Likelihood Estimasi 
(MLE). Pendugaan ࢼ dapat dilakukan dengan menggunakan metode MLE 
terdapat pada persamaan (2.11) dan pendugaan ragam pengaruh acak ( ଶ߬) dengan 
metode MLE didapatkan pada persamaan iterasi Newton Raphson (Rao, 2003) 
sebagai berikut:
ଶ߬(௔ାଵ) = ଶ߬(௔) + ॎൣ( ଶ߬(௔))൧ିଵݏ൫ࢼ෡(௔), ଶ߬(௔)൯                                 (2.14)
dimana: =ܽ 0, 1, 2, …
ॎ( ଶ߬) = ଵଶ∑ ଵ൫ఛమାఙ೔మ൯మ௡௜ୀଵ
ݏ൫ࢼ෡(௔),			 ଶ߬൯= 	−12 	෍ 1( ଶ߬+ ߪ௜ଶ) + 12௡௜ୀଵ ෍ ൫ߠ෠௜−࢞࢏ࢀࢼ൯ଶ( ଶ߬+ ߪ௜ଶ)ଶ௡௜ୀଵ
Kemudian nilai ଶ߬(௔ାଵ) dapat diambil sebagai penduga dari ߬̂ଶ jika nilai 
ଶ߬(௔ାଵ) = ଶ߬(௔). dengan mensubtitusi ଶ߬ oleh ߬̂ଶ	terhadap penduga BLUP 
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(ߠ෠௜஻௅௎௉) pada Persamaan (2.10), maka diperoleh suatu bentuk penduga baru, 
yaitu:
ߠ෠௜ா஻௅௎௉= ߠ෠௜൫ݕ௜หࢼ෡, ߬̂ଶ൯= ߛො௜ݕ௜+ (1 −ߛො௜)࢞࢏ࢀࢼ෡                                     (2.15)
Untuk mengukur seberapa baik penduga EBLUP  maka akan dicari nilai Mean 
Square Error (MSE). ܯ ܵܧ൫ߠ෠௜ா஻௅௎௉൯= ܧ(ߠ෠௜ா஻௅௎௉−ߠ௜)ଶ= ܯ௜, dapat diperoleh 
dengan menguraikan ܧ(ߠ෠௜ா஻௅௎௉−ߠ௜)ଶ menjadi ܧ ൫ൣߠ෠௜ா஻௅௎௉−ߠ෠௜஻௉൯+ (ߠ෠௜஻௉−
ߠ௜)൧ଶ. dengan menerapkan kaidah umum ܧ ൫ൣߠ෠௜ா஻௅௎௉−ߠ෠௜஻௉൯+ (ߠ෠௜஻௉−ߠ௜)൧ଶ= 0, 
maka diperoleh ܯ௜= ܯଵ௜+ ܯଶ௜, dengan ܯଵ௜= (ߠ෠௜஻௉−ߠ௜)ଶ dan ܯଶ௜=
൫ߠ෠௜ா஻௅௎௉−ߠ෠௜஻௉൯ଶ. Lebih lanjut ܯଵ௜= ଵ݃௜= ߛ௜ߪ௜ଶ dan ܯଶ௜adalah konstribusi 
terhadap MSE karena pendugaan parameter model. Melalui dekomposisi deret 
Taylor diperoleh ܯଶ௜= ଶ݃௜( ଶ߬) + ଷ݃௜( ଶ߬), dengan ଶ݃௜( ଶ߬) adalah kontribusi 
terhadap MSE akibat pendugaan ࢼdan ଷ݃௜( ଶ߬) adalah kontribusi terhadap MSE 
akibat pendugaan ଶ߬. Ketika asumsi-asumsi dipenuhi, Prasad dan Rao (1990) 
dalam Kurnia (2009) memberikan suatu pendekatan penduga yang tak bias bagi 
ܯଵ௜	dan	ܯଶ௜sebagai berikut ܯ෡ଵ௜= ଵ݃௜(߬̂ଶ) + ଷ݃௜(߬̂ଶ) dan ܯ෡ଶ௜= ଶ݃௜(߬̂ଶ) +
ଷ݃௜(߬̂ଶ). 
Dengan demikian penduga bagi ܯ௜sebagai berikut:
	ܯ෡௜= ܯ෡ଵ௜+ ܯ෡ଶ௜= ଵ݃௜(߬̂ଶ) + ଶ݃௜(߬̂ଶ) + ଷ݃௜(߬̂ଶ)                          (2.16)
dimana:
ଵ݃௜(߬̂ଶ) = (1 −ߛ௜)߬̂ଶ
ଶ݃௜(߬̂ଶ) = (ߪ௜ଶ)ଶ(߬̂ଶ+ ߪଶ௜) [܆࢏ᇱ(܆ᇱି܄ ૚܆)ି૚܆࢏]
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ଷ݃௜(߬̂ଶ) = 2(ߪ௜ଶ)ଶ(߬̂ଶ+ ߪ௜ଶ)
G. Kerangka Pikir
Survei merupakan teknik pengumpulan data yang secara rutin dilakukan 
oleh pemerintah suatu negera yang hanya didesain pada tingkat nasioanal, 
sehingga pendugaan yang dihasilkan hanya pada tingkat nasional. Jika hasil survei 
digunakan untuk mencari informasi terhadap area yang lebih kecil dengan 
menggunakan metode pendugaan secara langsung tidak mampu memberikan 
ketelitian yang cukup bila ukuran sampel berukuran kecil, sehingga statistik yang 
dihasilkan akan memiliki ragam yang sangat besar. Salah satu upaya yang 
digunakan untuk mengatasi hal tersebut yaitu dengan melakukan pendugaan tidak 
langsung. Data yang digunakan dalam melakukan pendugaan area kecil yaitu data 
bangkitan dengan beberapa kondisi area, dengan ݉= 9, 64	dan	144	dimana 9 
mewakili area kecil, 64 mewakili area sedang dan 144 mewakili area besar. 
Kemudian diolah dengan menggunakan pendugaan langsung dan metode EBLUP 
dengan tujuan untuk mendapatkan nilai dugaan ARRMSE, kemudian nilai dugaan 
ARRMSE yang diperoleh akan dibandingkan untuk mengetahui manakah 
pendugaan tersebut yang memberikan hasil pendugaan terbaik. 
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Gambar 2.1 Bagan kerangka pikir
Permasalahan:
Jika survei digunakan untuk 
mencari informasi terhadap area 
yang lebih kecil dengan metode 
pendugaan langsung tidak mampu 
meberikan hasil yang akurat bila 














Mengetahui hasil pendugaan terbaik 





Data yang digunakan pada penelitian ini merupakan data yang 
dibangkitkan dengan kondisi jumlah area ditentukan dan sebaran data yang 
dibangkitkan. Jumlah area yang ditetapkan sebanyak ݉= 9, 64	dan	144. ࢞࢏࢐	
adalah peubah penjelas, 	ࢋ࢏࢐adalah sampling error dan 	ݒ௜adalah  peubah acak 
dari ݕ௜ dimana masing-masing dibangkitkan secara acak dan diasumsikan 
menyebar normal.
B. Teknik Analisis Data
Kajian simulasi dilakukan untuk mengetahui hasil pendugaan terbaik dari 
pendugaan langsung dan EBLUP. Desain simulasi yang dilakukan adalah sebagai 
berikut:
1. Menentukan ukuran m area yang dicobakan yaitu 9, 16 dan 144.
2. Menentukan ukuran amatan di tiap area kecil secara uniform.
3. Mensimulasikan ini menggunakan satu peubah yang menjadi perhatian (y) 
dan satu peubah penjelas x. Model yang digunakan untuk memperoleh nilai 
peubah yang menjadi perhatian (y) untuk area kecil ke-i dan unit ke-j adalah 
sebagai berikut
ݕ௜௝= ࢞࢏࢐ࢀࢼ+ ݒ௜	+ ௜݁௝,								 =݆ 1, 2, … , ௜݊, =݅ 1, 2, … , 9																	(3.1)
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dimana ݔ௜௝adalah peubah penyerta,	ݒ௜	 adalah pengaruh acak area dan ௜݁௝
adalah galat penarikan sampel.
a. Membangkitkan peubah acak ࢞࢏࢐yang menyebar normal ࢞࢏࢐~ (ܰ3, 5). 
Nilai ࢞࢏࢐yang diperoleh digunakan untuk seluruh skenario pada proses 
simulasi.
b. Menetapkan nilai ࢼ= 	 (10, 4)்sehingga persamaan (3.1) menjadi:
ݕ௜௝= 10 + 4ݔ௜௝+ ݒ௜	+ ௜݁௝,								 =݆ 1, 2, … , ௜݊, =݅ 1, 2, … , 9
c. Membangkitkan nilai ࢜࢏= (ݒଵ,ݒଶ, … ,ݒ௠)் dengan menyebar 
multivariate normal MVN(૙,ࡳ) dengan ࡳ= ૛߬ࡵ௠ merupakan 
maktriks ragam-peragam yang berukuran ݉× ݉dengan ૛߬= 3.
d. Membangkitkan nilai ࢋ࢏࢐= ൫݁ଵଵ, ଵ݁ଶ, … , ௜݁௝൯் yang menyebar normal 
ࢋ࢏࢐~ (ܰ0, (1,34)	). 
4. Menghitung nilai tengah peubah bebas sampel di tiap area kecil dengan 
rumus:
ݔ௜= 1݊௜෍ ݔ௜௝, untuk	 =݅ 1,2, … ,10,									 =݆ 1,2, … , ௜݊௡೔௝ୀଵ 																								(3.2)
5. Menghitung nilai tengah peubah terikat untuk sampel di tiap area kecil 
sebagai penduga langsung, dengan rumus:
ݕ௜= 1݊௜෍ ݕ௜௝, untuk	 =݅ 1,2, … ,10,									 =݆ 1,2, … , ௜݊																										(3.3)௡೔௝ୀଵ
6. Menghitung nilai ragam dari peubah terikat dengan rumus:
ݏ௜ଶ= ଵ௡೔ି ଵ∑ ൫ݕ௜௝−ݕ௜൯ଶ, untuk	 =݅ 1,2, … ,10,							 =݆ 1,2, … , ௜݊௡೔௝ୀଵ       (3.4)
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ݏ௜ଶ kemudian dibagi dengan ௜݊ untuk mendapatkan ragam yang akan 
digunakan dalam pendugaan EBLUP.
7. Mencari nilai ߠ෠௜ா஻௅௎௉untuk model level area dengan menggunakan 
informasi ݕ௜.
8. Membangkitkan ݕ௜aktual.
9. Mengulangi langkah (2) sampai langkah (7) sebanyak B = 1000 iterasi 
sehingga dapat dihitung nilai relative root mean square error (RRMSE) dan 
average relative root mean squares error (ARRMSE) dari hasil pendugaan 









a. ߠ௜adalah parameter pada area kecil ke-i.
b. ߠ෠௜௟adalah penduga area kecil pada area kecil ke-i dan iterasi ke-l.
c. ܤadalah banyaknya iterasi, dalam penelitian ini B = 1000.
d. ܯ݁ܽ 	݊ݏݍݑܽ݁ݎ 	 ݁ݎݎ݋ݎ	(MSE) adalah nilai harapan dari kuadrat selisih 
antara penduga dengan parameternya. Secara formulasi, kuadrat tengah 
galat mengandung dua komponen, yakni ragam penduga dan bias. 
Ragam penduga untuk mengukur presisi. Presisi yang dimaksudkan 
dalam hal ini adalah ukuran sejauh mana pengulangan suatu pendugaan 
akan memberikan hasil yang sama. Semakin kecil nilai dari kuadrat 
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tengah galat maka kombinasi antara ragam penduga dan bias semakin 
kecil. Ragam penduga dan bias semakin kecil menunjukkan presisi dan 
akurasi dari suatu pendugaan semakin baik.
e. RRMSE(୧) adalah relative root mean squares error pada area ke-i.
f. ARRMSE adalah average relative root mean squares error.
10. Mengulangi langkah (2) sampai langkah (9) untuk  ݉= 64	dan	144.
11. Melakukan evaluasi membandingkan dengan nilai ARRMSE dari 




Gambar 3.1 Diagram alir dan alur penelitian 
Membangkitkan peubah acak ࢞࢏࢐, 		࢞࢏࢐~ (ܰ3, 5)
Menetapkan nilai ࢼ૙= 10, ࢼ૛= 4
Membangkitkan nilai ࢜࢏menyebar normal
Membangkitkan nilai ࢋ࢏࢐, ࢋ࢏࢐~ (ܰ0, (1. 34))
Menghitung nilai ݔ௜
Menghitung nilai ݕ௜(Pendugaan Langsung)
Menghitung nilai ragam ݏ௜ଶ
Mencari nilai ߠ෠௜ா஻௅௎௉











Mengevaluasi Pendugaan langsung dan 
EBLUP berdasarkan nilai ARRMSE 










Mengulangi sebanyak 1000 sehingga dapat dihitung nilai 
Relative Mean Square Error (RRMSE) dan Average 
Relative Mean Square Error (ARRMSE) dari hasil 
pendugaan parameter pada setiap area
     Menentukan ukuran sampel setiap area
Type	equation	here.
2
     Menentukan jumlah area (݉= 9, 64	dan	144)
Type	equation	here.







Penelitian ini menggunakan simulasi untuk mengkaji pendugaan manakah 
yang memberikan hasil pendugaan terbaik. Untuk melihat pendugaan terbaik yaitu 
dengan melihat nilai ARRMSE dari tiap-tiap area setelah dilakukan pengulangan 
sebanyak 1000 kali. Jumlah area yang disimulasikan ada 3 jenis, yaitu ݉= 9,64		dan	144, dengan tujuan agar jumlah area sedikit, sedang dan banyak 
terwakili. 
Peneliti mengaku bahwa mensimulasikan penelitian ini cukup tidak 
mudah, karena dalam penelitian ini dilakukan dengan cara membangkitkan data 
yang akan disimulasikan, yaitu: ࢞࢏࢐, ࢜࢏dan ࢋ࢏࢐dan data yang dibangkitkan akan 
dianalisis lebih lanjut menggunakan pendugaan langsung dan pendugaan tidak 
langsung. Berdasarkan hasil simulasi pendugaan area kecil inilah peneliti dapat 
menentukan hasil pendugaan yang terbaik berdasarkan nilai ARRMSE yang telah 
diperoleh. ARRMSE merupakan indikator yang digunakan untuk mengevaluasi 
kebaikan pendugaan selain dengan menggunakan nilai MSE. Pendugaan dengan 
nilai ARRMSE terkecil dapat dikatakan pendugaan terbaik.
23
A. Hasil Simulasi Y Aktual, Y Langsung dan ࣂ෡࢏ࡱ࡮ࡸࢁࡼ
Setelah melakukan simulasi dengan 1000 kali pengulangan maka 
didapatkan nilai hasil simulasi dari ݉= 9, 64		dan	144. Berikut ini adalah nilai 
Y actual, nilai Y langsung dan nilai ߠ෠௜ா஻௅௎௉. Dari hasil yang diperoleh tersebut:
Tabel 4.1 Nilai Y aktual, Y Langsung dan	ߠ෠௜ா஻௅௎௉
Area Jumlah area Y aktual Y langsung ߠ෠௜ா஻௅௎௉
Kecil
1 17,288 21,988 21,919
2 21,797 21,828 21,753
3 24,480 22,005 21,957
⋮ ⋮ ⋮ ⋮
7 19,635 22,335 22,156
8 23,109 22,219 22,125
9 22,391 22,234 22,199
Sedang
1 22,392 21,884 21,827
2 21,126 21,979 21,901
3 21,720 21,675 21,604
⋮ ⋮ ⋮ ⋮
62 26,980 21,875 21,811
63 24,824 22,015 21,851
64 23,645 22,124 22,094
Besar
1 23,271 22,009 21,965
2 25,983 21,646 21,622
3 31,947 21,974 21,951
⋮ ⋮ ⋮ ⋮
142 22,320 22,138 22,026
143 19,842 21,962 21,876
144 25,555 21,992 21,862
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B. Perbandingan ARRMSE Pendugaan Langsung dan EBLUP
Berikut ini adalah nilai RRMSE bagi penduga lansung dan EBLUP yang 
diperoleh dari simulasi untuk ݉= 9, 64		dan	144. Berdasarkan hasil yang 
diperoleh dari Tabel 4.2, selanjutnya dilakukan perhitungan untuk mendapatkan 
nilai ARRMSE .
Tabel 4.2 Nilai RRMSE pendugaan langsung dan EBLUP


























Berikut ini adalah nilai ARRMSE bagi penduga lansung dan EBLUP yang 
diperoleh dari simulasi untuk ݉= 9, 64		dan	144 dengan menggunakan 
persamaan 3.6. Berdasarkan hasil yang diperoleh tersebut pada Tabel 4.3, 
selanjutnya dilakukan evaluasi kebaikan masing-masing dugaan dalam 
memberikan pendugaan area kecil yang optimum.




Langsung 21,222 22,656 24,500
EBLUP 19,681 21,097 22,968
Berdasarkan nilai ARRMSE yang dihasilkan dari semua area pada Tabel 
4.3 dapat dilihat bahwa nilai ARRMSE untuk 9 area pada pendugaan langsung 
adalah 21,222 dan EBLUP adalah 19,681 menunjukkan bahwa nilai ARRMSE 
EBLUP lebih kecil dari nilai ARRMSE pendugaan langsung. ARRMSE untuk 64 
area pada pendugaan langsung adalah 22,656 dan EBLUP adalah 21,097 
menunjukkan bahwa nilai ARRMSE EBLUP lebih kecil dari nilai ARRMSE 
pendugaan langsung. ARRMSE untuk 144 area pada pendugaan langsung adalah 
24,500 dan EBLUP adalah 22,968 menunjukkan bahwa nilai ARRMSE EBLUP 
lebih kecil dari nilai ARRMSE pendugaan langsung. Sehingga dari hasil di atas 
terlihat jelas bahwa nilai ARRMSE untuk area kecil, sedang dan besar dari 
pendugaan EBLUP jauh lebih kecil dibandingkan dengan nilai ARRMSE 
pendugaan langsung. Hal ini mengindikasikan bahwa pendugaan dengan metode 
EBLUP dapat memperbaiki pendugaan parameter yang diperoleh dengan 
menggunakan metode pendugaan langsung. Sehingga pendugaan dengan metode 
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EBLUP merupakan pendugaan yang terbaik dibandingkan dengan metode 
pendugaan langsung. Selain mendapatkan hasil dari Tabel 4.3 di atas, nilai 
perbandingan pendugaan dapat dilihat dengan grafik yang terdapat pada Gambar 
4.1.
Gambar 4.1 Grafik perbandingan ARRMSE pendugaan langsung dan  ARRMSE       
    EBLUP
Berdasarkan Gambar 4.1, dapat dilihat bahwa grafik tersebut menunjukkan 
bahwa semakin besar area yang digunakan maka semakin besar pula nilai 
ARRMSEnya, namun hasilnya tetap menunjukkan bahwa ARRMSE EBLUP 
lebih kecil dari ARRMSE pendugaan tidak langsung. Hal ini sejalan dengan 
penelitian Kurnia et al. (2009), Asfar et al. (2016) bahwa pendugaan tidak 
langsung dengan metode EBLUP memiliki tingkat akurasi yang baik dalam 
pendugaan area kecil. Untuk penelitian terapan sejalan dengan Matualage (2012) 
bahwa pendugaan tidak langsung dengan metode EBLUP memiliki tingkat 


























Berdasarkan hasil penelitian dan pembahasan yang telah diuraikan, dapat 
disimpulkan bahwa pendugaan tidak langsung dengan metode EBLUP 
menghasilkan nilai pendugaan yang lebih baik dibandingkan pendugaan langsung 
untuk ݉= 9, 64		dan	144 dengan melihat nilai ARRMSE yang terkecil. 
B. Saran
Adapun saran yang dapat diberikan untuk pengembangan dalam penelitian 
selanjutnya yaitu sebagai berikut:
1. Pada penelitian ini, simulasi dilakukan dengan menggunakan metode 
EBLUP, sehingga penelitian selanjutnya disarankan untuk melanjutkan 
dengan metode Spasial EBLUP (SEBLUP) yang telah memperhitungkan 
pengaruh spasial pada area kecil. 
2. Bagi para peneliti selanjutnya, dapat melakukan penelitian dengan 
menggunakan data yang telah tersedia (data sekunder).
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A. Pendugaan Parameter EBLUP dengan Metode MLE
Dengan metode MLE, diperlukan fungsi likelihood yang merupakan pdf 
dari ߠ෠௜. Namun, terlebih dahulu akan dicari mean dan ragam dari ,ܻ yaitu:
ܧ( )ܻ = ܧ൫࢞࢏ࢀࢼ+ ݅ݒ+ ݁݅൯= ܧ൫࢞࢏ࢀࢼ൯+ ܧ(݅ݒ) + ܧ(݁݅)= ࢞࢏ࢀࢼ+ 0 + 0	; karena ܧ(ݒ௜) = 0 dan ܧ( ௜݁) = 0= ࢞࢏ࢀࢼ
ݒܽݎ( )ܻ = ܧቂ൫ߠ෡݅−࢞࢏ࢀࢼ൯(ߠ෡݅−࢞࢏ࢀࢼ) ቃܶ
	= ܧቂ(݅ݒ+ ݁݅)(݅ݒ+ ݁݅) ቃܶ
	= 	ൣܧ(݅ݒ+ ݁݅)(݅ܶݒ + ݁݅ܶ)൧
	= ൣܧ݅ݒ݅ܶݒ + ݅݁ݒ ݅ܶ+ ݁݅݅ܶݒ + ݁݅݁ ݅ܶ൧
	= ൣܧ݅ݒ݅ܶݒ൧+ ൣܧ݅݁ݒ ݅ܶ൧+ ൣܧ݁݅݅ܶݒ൧+ ൣܧ݁݅݁ ݅ܶ൧
	= ௜߬ଶ+ 0 + 0 + ߪ௜ଶ
	= ௜߬ଶ+ ߪ௜ଶ
Karena ݒ௜	dan	 ௜݁	berdistribusi normal, maka jܻuga berdistribusi normal, sehingga 
dapat ditulis sebagai ~ܻܰ ቀ࢞࢏ࢀࢼ, ( ௜߬ଶ+ ߪ௜ଶ)ቁ. sedangkan pdf  yܻaitu:
(݂ࢅ|ࢼ,ࢂ) = 1√2ߨࢂ݁ିଵଶࢂ(ࢅିࢄࢼ)೅(ࢅିࢄࢼ)
Fungsi likelihood yang diperoleh dari fungsi distribusi peluang gabungan 
di atas sebagai berikut:
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ܮ(ࢼ,ࢂ|ࢅ) = 1√2ߨࢂ݁ିଵଶࢂ(ࢅିࢄࢼ)೅(ࢅିࢄࢼ)
Untuk memperoleh estimasi parameter ࢼadalah dengan cara memaksimumkan 
fungsi log-likelihood dengan cara menurunkannya terhadap ࢼlogܮ(ࢼ,ࢂ|ࢅ) = −ଵଶ݈ ݋|݃ࢂ|− ଵଶ(ࢅ−ࢄࢼ) ࢂ்ି ૚(ࢅ−ࢄࢼ)    l߲og	ܮ(ࢼ,ࢂ|ࢅ)߲ࢼ = −12 (ࢅ−ࢄࢼ)ࢀࢂି ૚(ࢅ−ࢄࢼ)߲ࢼ
	= − 12 (߲ࢅࢀࢂି ૚ࢅ− 2ࢼࢀࢄࢀࢂି ૚ࢅ+ ࢼࢀࢄࢀࢂି ૚ࢄࢼ߲ࢼ
	= −ଵଶ(−2ࢄࢀࢂି ૚ࢅ+ 2ࢄࢀࢂି ૚ࢄࢼ) = 0                                        
Maka
ࢄࢀࢂି ૚ࢄࢼ= ࢄࢀࢂି ૚ࢅ
ࢼ= (ࢄࢀࢂି ૚ࢅ)ି૚ࢄࢀࢂି ૚ࢄ                                     
Dari hasil penyederhanaan persamaan di atas secara aljabar, menghasilkan 
penaksiran untuk  ࢼ, yaitu:
ࢼ෡= (ࢄࢀࢂି ૚ࢅ)ି૚ࢄࢀࢂି ૚ࢄ                               
B. Menduga Pengaruh Acak ( ଶ߬)
Dengan metode MLE, diperlukan fungsi likelihood yang merupakan pdf 
dari ߠ෠௜. Namun, terlebih dahulu akan dicari mean dan ragam dari ߠ෠௜, yaitu:
ܧ൫ߠ෡݅൯= ܧ൫࢞࢏ࢀࢼ+ ݅ݒ+ ݁݅൯= ܧ൫࢞࢏ࢀࢼ൯+ ܧ(݅ݒ) + ܧ(݁݅)= ࢞࢏ࢀࢼ+ 0 + 0	; karena ܧ(ݒ௜) = 0 dan ܧ( ௜݁) = 0= ࢞࢏ࢀࢼ
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ݒܽݎ൫ߠ෡݅൯= ܧቂ൫ߠ෡݅−࢞࢏ࢀࢼ൯(ߠ෡݅−࢞࢏ࢀࢼ) ቃܶ
	= ܧቂ(݅ݒ+ ݁݅)(݅ݒ+ ݁݅) ቃܶ
	= 	ൣܧ(݅ݒ+ ݁݅)(݅ܶݒ + ݁݅ܶ)൧
	= ൣܧ݅ݒ݅ܶݒ + ݅݁ݒ ݅ܶ+ ݁݅݅ܶݒ + ݁݅݁ ݅ܶ൧
	= ൣܧ݅ݒ݅ܶݒ൧+ ൣܧ݅݁ݒ ݅ܶ൧+ ൣܧ݁݅݅ܶݒ൧+ ൣܧ݁݅݁ ݅ܶ൧
	= ௜߬ଶ+ 0 + 0 + ߪ௜ଶ
	= ௜߬ଶ+ ߪ௜ଶ
Karena ݒ௜	dan	 ௜݁	berdistribusi normal, maka ߠ෠௜ juga berdistribusi normal, 
sehingga dapat ditulis sebagai ߠ෠௜~ܰ ቀ࢞࢏ࢀࢼ, ( ௜߬ଶ+ ߪ௜ଶ)ቁ. Sedangkan pdf  ߠ෠௜yaitu:
ܮ(ࢼ,෡ ௜߬ଶ; 	ߠ෡݅) = (݂ߠ෡݅)
= 	 1(2ߨ)ଵଶൗ( ௜߬ଶ+ ߪ௜ଶ)ଵଶൗ expቈ−12ቆ(ߠ෡݅−࢞࢏ࢀࢼ) ൫ܶ߬௜ଶ+ ߪ௜ଶ൯−૚൫ߠ෡݅−࢞࢏ࢀࢼ൯ቇ቉
Untuk memudahkan perhitungan, akan digunakan fungsi log-likelihood, yaitu:
ܮ൫ࢼ,෡	 ௜߬ଶ; 	ߠ෡݅൯= −12 ln(2π)− 12ቂln൫߬௜ଶ+ ߪ௜ଶ൯+ (ߠ෡݅−࢞࢏ࢀࢼ) ൫ܶ߬௜ଶ+ ߪ௜ଶ൯−૚൫ߠ෡݅−࢞࢏ࢀࢼ൯ቃ
Selanjutnya, fungsi log-likelihood tersebut diturunkan  terhadap ௜߬ଶ, dinotasikan 
ܛ(઺,෡߬ ௜ଶ), sehingga untuk differensial terhadap elemen ke-j diperoleh formula:
ܛ൫઺,෡߬ ௜ଶ൯= l߲nܮ(ࢼ,෡	 ௜߬ଶ; 	ߠ෡݅)߲௜߬ଶ
= 	߲൬−12 ln(2π)− 12ቂln൫߬௜ଶ+ ߪ௜ଶ൯+ (ߠ෡݅−࢞࢏ࢀࢼ) ൫ܶ߬௜ଶ+ ߪ௜ଶ൯−૚൫ߠ෡݅−࢞࢏ࢀࢼ൯ቃ൰߲௜߬ଶ




= 0 − 12 ቈ߲൫ln൫߬௜ଶ+ ߪ௜ଶ൯൯߲௜߬ଶ ቉− 12 ⎣⎢⎢⎢




= −12 1( ௜߬ଶ+ ߪ௜ଶ)− 12൦(ߠ෡݅−࢞࢏ࢀࢼ)ܶ൞− 1(( ௜߬ଶ+ ߪ௜ଶ)૛ (߲( ௜߬ଶ+ ߪ௜ଶ)߲௜߬ଶᇣᇧᇧᇧᇤᇧᇧᇧᇥ=1 (ൢߠ෡݅−࢞࢏ࢀࢼ)൪
= −12 1( ௜߬ଶ+ ߪ௜ଶ) + 12 (ߠ෡݅−࢞࢏ࢀࢼ) ൫ܶߠ෡݅−࢞࢏ࢀࢼ൯( ௜߬ଶ+ ߪ௜ଶ)ଶ
Berdasarkan prosedur metode maximum likelihood, akan dicari solusi dari 
persamaan berikut:
12 1൫߬௜ଶ+ ߪ௜ଶ൯= 12 (ߠ෡݅−࢞࢏ࢀࢼ) ൫ܶߠ෡݅−࢞࢏ࢀࢼ൯൫߬௜ଶ+ ߪ௜ଶ൯ଶ
Berdasarkan persamaan tersebut, terlihat bahwa ௜߬ଶ tidak dapat 
diselesaikan secara analitik. Oleh karena itu, taksiran ௜߬ଶ kemudian diselesaikan 
secara numerik, yaitu dengan cara iterasi newton rapson:
(߬௔ାଵ)ଶ = (߬௔)ଶ + ൣܫ൫߬(௔)ଶ ൯൧ିଵ	ݏ(ߚመ(௔),			 (߬௔)ଶ )
(Rao, 2003) dimana
I( ଶ߬) = డమlnܮ൫ࢼ,෡	߬݅2;	ఏ෡೔൯߲߬݅2߲߬݅2
= 
డ
߲߬݅2 ቀడln ܮ൫ࢼ,෡	߬݅2;	ఏ෡೔൯߲߬݅2 ቁ
=	 డ߲߬݅2 ൬−ଵଶ ଵ൫߬2݅+݅ߪ2൯+ ଵଶ(ఏ෡೔ି ࢞࢏ࢀࢼ)೅൫ఏ෡೔ି ࢞࢏ࢀࢼ൯൫߬2݅+݅ߪ2൯మ ൰
=	−ଵଶడ߲߬݅2 ൬ ଵ൫߬2݅+݅ߪ2൯൰+ ଵଶడ߲߬݅2 ൬(ఏ෡೔ି ࢞࢏ࢀࢼ)మ൫߬2݅+݅ߪ2൯మ൰
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ܛ൫઺,෡߬ ௜ଶ൯= −12 1( ௜߬ଶ+ ߪ௜ଶ) + 12 (ߠ෡݅−࢞࢏ࢀࢼ)2( ௜߬ଶ+ ߪ௜ଶ)ଶ
C. Metode BLUP pada Model Fay-Herriot
Pada metode BLUP, diasumsikan bahwa ragam pengaruh acak ( ௜߬ଶ)
diketahui. Dalam hal ini, dimisalkan yang akan ditaksir pada model Fay-Herriot 
adalah kombinasi linear ࢽࢀࢼ+ ݒ௜, dengan ࢽ= ൮ߛଵߛଶ⋮ߛ௣൲, ࢼberukuran ݌× 1, dan ݒ௜
berukuran 1 × 1. Misalkan ܶ൫ߠ෠௜൯= ௜்݈ߠ෠௜+ ܿ adalah sembarang penaksir 
kombinasi linear ࢽࢀࢼ+ ݒ௜, dimana ௜݈merupakan elemen dari vektor ࢒= ൮ଵ݈݈ଶ⋮݈
௣
൲
dengan =݅ 1,2, … , d݊an c suatu konstanta.
Selanjutnya, akan ditunjukkan bahwa sembarang penaksir ܶ൫ߠ෠௜൯= ௜்݈ߠ෠௜+




Akan ditunjukkan bahwa penaksir ൫ܶߠ෡݅൯= ݈݅ܶߠ෡݅+ bܿersifat linear. ൫ܶߠ෡݅൯
dikatakan penaksir yang linear, jika ൫ܶ݌ߠ෠௜ଵ+ ݍߠ෠௜ଶ൯= ݌ߠ෠௜ଵ+ ݍߠ෠௜ଶ, sehingga:
൫ܶ݌ߠ෠௜ଵ+ ݍߠ෠௜ଶ൯= ݈݅ܶ൫݌ߠ෠௜ଵ+ ݍߠ෠௜ଶ൯+ ܿ= ݈݅ܶ	݌ߠ෠௜ଵ+ ݈݅ܶ	ݍߠ෠௜ଶ+ ݌ଵܿ+ ݍଶܿ; dengan ଵܿ= ௖ଶ௣	dan	 ଶܿ= ௖ଶ௤= ݌ቀ݈ܶ݅	ߠ෠௜ଵቁ+ 	݌ଵܿ+ ݍቀ݈ܶ݅	ߠ෠௜ଶቁ+ 	ݍଶܿ= ݌ቀ݈ܶ݅	ߠ෠௜ଵ+ ଵܿቁ+ ݍ(l୧୘	ߠ෠݅2 + 2ܿ)= 	݌ (ܶߠ෠௜ଵ) + ݍ (ܶߠ෠௜ଶ)
2. Unbiased
Akan ditunjukkan bahwa ൫ܶߠ෡݅൯bersifat unbiased. ൫ܶߠ෡݅൯dikatakan bersifat 
unbiased jika ܧቀܶ ൫ߠ෠௜൯ቁ= ܧ(ࢽࢀࢼ+ ݅ݒ)
Bukti:
Diketahui: ൫ܶߠ෡݅൯= ݈݅ܶߠ෡݅+ ܿ
ܧቀܶ ൫ߠ෠௜൯ቁ= ܧ൫݈௜்ߠ෠௜+ ൯ܿ= ܧቀ݈௜்൫࢞࢏ࢀࢼ+ ݒ௜+ ௜݁൯ቁ+ ܧ( )ܿ= 	ܧ൫݈௜்࢞࢏ࢀࢼ+ ௜்݈ݒ௜+ ௜்݈݁ ௜൯+ ܧ( )ܿ= ܧ൫݈௜்࢞࢏ࢀࢼ൯+ ܧ( ௜்݈ݒ௜) + ܧ( ௜்݈݁ ௜) + 	ܧ( )ܿ= 	 ௜்݈ܧ൫࢞࢏ࢀࢼ൯+ ௜்݈ܧ(ݒ௜) + ௜்݈ܧ( ௜݁) + 	ܧ( )ܿ= ௜்݈࢞࢏ࢀࢼ+ ௜்݈(0) + ௜்݈(0) + ;ܿ karena ܧ(ݒ௜) = 0 dan ܧ( ௜݁) = 0= ௜்݈࢞࢏ࢀࢼ+ (ܿii)
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ܧ(ࢽࢀࢼ+ ݅ݒ) = ܧ(ࢽࢀࢼ) + ܧ(݅ݒ)= ࢽࢀࢼ+ 0; karena ܧ(ݒ௜) = 0= ࢽࢀࢼ(iii)
Berdasarkan persamaan (ii) dan (iii), terlihat bahwa ൫ܶߠ෡݅൯	bersifat biased
karena ܧቀܶ ൫ߠ෠௜൯ቁ≠ܧ൫ࢽ࢏ࢀࢼ+ ݒ௜൯. Berikut akan ditunjukkan bahwa jika =ܿ 0
dan ࢽࢀkombinasi linear dari baris-baris ࢞࢏ࢀ,	yaitu ࢽࢀ= ݈݅ܶ࢞࢏ࢀ, maka
ܧቀܶ ൫ߠ෠௜൯ቁ= ܧ൫ࢽ࢏ࢀࢼ+ ݒ௜൯
ܧቀܶ ൫ߠ෠௜൯ቁ= ܧ൫݈௜்ߠ෠௜+ ൯ܿ= ܧ൫݈௜்൫࢞࢏ࢀࢼ+ ݒ௜+ ௜݁൯+ 0൯;	karena =ܿ 0.= ܧ( ௜்݈࢞࢏ࢀࢼ+ ௜்݈ݒ௜+ ௜்݈݁ ௜)= 	ܧ൫݈௜்࢞࢏ࢀࢼ൯+ ܧ( ௜்݈ݒ௜) + ܧ( ௜்݈݁ ௜)= ௜்݈࢞࢏ࢀࢼ+ ௜்݈ܧ(ݒ௜) + ௜்݈ܧ( ௜݁)= 	 ௜்݈࢞࢏ࢀࢼ+ ௜்݈(0) + ௜்݈(0)	; karena ܧ(ݒ௜) = 0 dan ܧ( ௜݁) = 0= 	 ௜்݈࢞࢏ࢀࢼ= 	ࢽ࢏ࢀࢼ; karena ࢽࢀ= ݈݅ܶ࢞࢏ࢀ
Dengan demikian, jika =ܿ 0 dan ࢽࢀkombinasi linear dari baris-baris ࢞࢏ࢀ, 
yaitu ࢽࢀ= ݈݅ܶ࢞࢏ࢀ, maka ܶ൫ߠ෠௜൯	bersifat unbiased terhadap ࢽࢀࢼ+ ݅ݒ. Selanjutnya, 
ܶ൫ߠ෠௜൯= ௜்݈ߠ෠௜ini akan digunakan sebagai penaksir untuk ࢽࢀࢼ+ ݅ݒ.
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3. Terbaik (best)
Penaksir T ൫ߠ෡݅൯dikatakan bersifat best jika T ൫ߠ෡݅൯memiliki MSE terkecil 
diantara penaksir unbiased dan linear lainnya (Rao, 2003). Didefinisikan 
ܧ(ൣܶ൫ߠ෠௜൯− (ࢽࢀࢼ+ ݒ௜))ଶ൧sebagai MSE dari T	൫ߠ෠௜൯.
Akan ditunjukkan bahwa ܧ(ൣܶ൫ߠ෠௜൯− (ࢽࢀࢼ+ ݒ௜))ଶ൧minimum terhadap 
kendala ௜்݈࢞࢏ࢀ−ࢽࢀ= 0.	 Kemudian akan digunakan metode Lagrange untuk 
meminimumkan MSE dari T ൫ߠ෡݅൯terhadap satu kendala. Namun, sebelumnya 
akan didefinisikan fungsi-fungsi berikut:
T ൫ߠ෡݅൯− (ࢽࢀࢼ+ ݅ݒ) = 	 ݈݅ܶ൫࢞࢏ࢀࢼ+ ݒ࢏+ ࢏݁൯− (ࢽࢀࢼ+ ݅ݒ)= 	 ௜்݈࢞࢏ࢀࢼ+ ௜்݈ݒ࢏+ ௜்݈݁ ࢏−ࢽࢀࢼ−ݒ௜= ൫݈௜்࢞࢏ࢀ−ࢽࢀ൯ࢼ+ ௜்݈(ݒ࢏+ ࢏݁) −ݒ௜= (0)ࢼ+ ௜்݈(ݒ࢏+ ࢏݁) −ݒ௜	; karena	 ௜்݈࢞࢏ࢀ−ࢽࢀ= 0= ௜்݈(ݒ࢏+ ࢏݁) −ݒ௜    (v)= (ݒ࢏+ ࢏݁)்݈௜−ݒ௜= (ݒ௜் + ௜்݁ )	 ௜݈−ݒ௜்   (vi)
MSEnya diperoleh dengan:
ൣܧ( 	ܶ൫ߠ෠௜൯− (ࢽࢀࢼ+ ݒ௜))ଶ൧= ൣܧ ൫ܶ	൫ߠ෠௜൯− (ࢽࢀࢼ+ ݒ௜൯൫ܶ	൫ߠ෠௜൯− (ࢽࢀࢼ+ ݒ௜൯)ࢀ൧= ൣܧ ൫݈௜்(ݒ࢏+ ࢏݁)−ݒ࢏൯((ݒ࢏் + ௜்݁ ) ௜݈−ݒ௜்)൧
= ൣܧ ௜்݈(ݒ࢏+ ࢏݁)(ݒ࢏் + ௜்݁) ௜݈− ( ௜்݈(ݒ࢏+ ࢏݁)ݒ௜்−ݒ࢏(ݒ௜் + ௜்݁) ௜݈+ ݒ࢏ݒ௜்൧
= ൣܧ ௜்݈(ݒ࢏+ ࢏݁)(ݒ௜் + ௜்݁) ௜݈൧ᇣᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇥଵ − ൣܧ ௜்݈(ݒ࢏+ ࢏݁)ݒ௜்൧ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥଶ −ܧ[ݒ࢏(ݒ௜் + ௜்݁ ) ௜݈]ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥଷ+ܧ[ݒ࢏ݒ௜்]				ᇣᇧᇧᇤᇧᇧᇥସ
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Berikut akan dijelaskan lebih lanjut.
(1) ܧൣ݈ܶ݅(ݒ࢏+ ࢏݁)(ݒ௜் + ௜்݁ ) ௜݈൧= 	 ݈݅ܶܧ[(ݒ࢏+ ࢏݁)(ݒ௜் + ௜்݁ )] ௜݈= ݈݅ܶܧ[ݒ࢏ݒ௜் + ݒ࢏݁௜் + ࢏݁ݒ௜் + ࢏݁݁௜் ] ௜݈= ݈݅ܶ{ܧ[ݒ࢏ݒ௜்] + ܧ[ݒ࢏݁௜்] + ܧ[ ࢏݁ݒ௜்] + ܧ[ ࢏݁݁௜்]} ௜݈= ݈݅ܶ( ଶ߬+ 0 + 0 + ߪ௜ଶ) ௜݈	; karena	ܧ[ݒ࢏ݒ௜்] = ଶ߬	dan	ܧ[ ࢏݁݁௜்] = ߪ௜ଶ= ݈݅ܶ( ଶ߬+ ߪ௜ଶ) ௜݈
(2) ܧൣ݈ܶ݅(ݒ࢏+ ࢏݁)ݒ௜்൧= 	 ݈݅ܶ	ܧ[(ݒ࢏+ ࢏݁)ݒ௜்]= ݈݅ܶ	ܧ[(ݒ࢏ݒ௜் + ࢏݁ݒ௜்)]= ݈݅ܶ{ܧ[ݒ࢏ݒ௜்] + ܧ[ ࢏݁ݒ௜்]}= ௜்݈( ଶ߬+ 0)	; karena	ܧ[ݒ࢏ݒ௜்] = ଶ߬	dan	ܧ[ ࢏݁ݒ௜்] = 0	= ௜்݈߬ ଶ
(3) ܧ[ݒ௜(ݒ௜் + ௜்݁ ) ௜݈]= ܧ[ݒ௜(ݒ௜் + ௜்݁ ) ௜݈]= ܧ[ݒ௜ݒ௜் + ݒ௜݁௜்] ௜݈= {ܧ[ݒ௜ݒ௜்] + ܧ[ݒ௜݁௜்]} ௜݈= ( ଶ߬+ 0) ௜݈; karena	ܧ[ݒ௜ݒ௜்] = ଶ߬	dan	ܧ[ݒ௜݁௜்] = 0= ଶ݈߬௜
(4) ܧ[ݒ௜ݒ௜்] = ଶ߬
Dari (1), (2), …, (4) diperoleh:
ܧ(ൣ 	ܶ൫ߠ෠௜൯− (ࢽࢀࢼ+ ݒ௜))ଶ൧= ௜்݈( ଶ߬+ ߪ௜ଶ) ௜݈− ݈݅߬ܶ ଶ− ଶ݈߬௜+ ଶ߬
40
karena	( ଶ݈߬௜)்= ݈݅߬ܶ ଶ	dan	( ଶ߬)்= ଶ߬, maka= ݈݅ܶ( ଶ߬+ ߪ௜ଶ) ௜݈− 2݈݅߬ܶ ଶ+ ଶ߬
Untuk mendapatkan taksiran terbaik, maka berdasarkan metode langrange, 
diperoleh fungsi langrange:=݂ ݈݅ܶ( ଶ߬+ ߪ௜ଶ) ௜݈− 2݈݅߬ܶ ଶ+ ଶ߬− 2ࣁࢀ(࢞࢏݈௜−ࢽ)
	= ݈݅ܶ( ଶ߬+ ߪ௜ଶ) ௜݈− 2݈݅߬ܶ ଶ+ ଶ߬− 2ࣁࢀ࢞࢏݈௜+ 2ࣁࢀ	ࢽ)
yang akan diturunkan terhadap ௜݈	dan ࣁadalah vektor pengali langrange yang 
berukuran ݌× 1, sehingga dari metode tersebut diperoleh ௜݈	dan ࣁ yang 
meminimumkan fungsi f.
Berikut ini turunan parsial dari f terhadap ௜݈	dan ࣁ.=݂ ݈݅ܶ(( ଶ߬+ ߪ௜ଶ) ௜݈− 2݈݅߬ܶ ଶ+ ଶ߬− 2ࣁ்࢞࢏݈௜+ 2ࣁ்ࢽ
a. Berikut akan dicari 
డ௙
డ௟೔yang merupakan turunan parsial dari f terhadap ௜݈. 
Untuk mendafat f yang minimum, maka 
డ௙
డ௟೔= 0.
߲݂߲௜݈= ߲൫݈ܶ݅(( ଶ߬+ ߪ௜ଶ) ௜݈− 2݈݅߬ܶ ଶ+ ଶ߬− 2ࣁ்࢞࢏݈௜+ 2ࣁ்ࢽ൯߲௜݈
	= (߲݈݅ܶ(( ଶ߬+ ߪ௜ଶ) ௜݈)߲௜݈ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥଵ −߲൫2݈݅߬ܶ
ଶ൯߲௜݈ᇣᇧᇤᇧᇥଶ
+ (߲ ଶ߬)߲௜݈ᇣᇤᇥଷ − (߲2ࣁ்࢞࢏݈௜)߲௜݈ᇣᇧᇧᇤᇧᇧᇥସ + (߲2ࣁ்ࢽ)߲௜݈ᇣᇧᇤᇧᇥହ
Akan dicari nilai turunan masing-masing suku tersebut.
1.
డ(݈݅ܶ(൫ఛమାఙ೔మ൯௟೔)డ௟೔ = ( ଶ߬+ ߪ௜ଶ)డ(݈݅ܶ)డ௟೔ = 2( ଶ߬+ ߪ௜ଶ) ௜݈
2.





4. ࣁ்࢞࢏= ൫ߟଵ⋯ߟ௣൯൭ݔ௜ଵ⋮ݔ௜௣൱= ൫ߟଵݔ௜ଵ+ ⋯+ ߟ௣ݔ௜௣൯2ࣁ்࢞࢏݈௜= 2(ߟଵݔ௜ଵ+ ⋯+ ߟ௣ݔ௜௣) ௜݈
	= (2ߟଵݔ௜ଵ+ ⋯+ 2ߟ௣ݔ௜௣) ௜݈
(߲2ࣁ்࢞࢏݈௜)߲௜݈ = ߲ቀ൫2ߟଵݔ௜ଵ+ ⋯+ 2ߟ௣ݔ௜௣൯݈௜ቁ߲௜݈= ൫2ߟଵݔ௜ଵ+ ⋯+ 2ߟ௣ݔ௜௣൯= 2൫ߟଵݔ௜ଵ+ ⋯+ ߟ௣ݔ௜௣൯= 2ࣁࢀ࢞࢏
5. ࣁ்ࢽ= ൫ߟଵ⋯ߟ௣൯൭ߛଵ⋮ߛ௣൱= ൫ߟଵߛଵ+ ⋯+ ߟ௣ߛ௣൯2ࣁ்ࢽ= 2൫ߟଵߛଵ+ ⋯+ ߟ௣ߛ௣൯= ൫2ߟଵߛଵ+ ⋯+ 2ߟ௣ߛ௣൯
(߲2ࣁ்ࢽ)߲௜݈ = ߲൫2ߟଵߛଵ+ ⋯+ 2ߟ௣ߛ௣൯߲௜݈ = 0
sehingga didapat:
డ௙
డ௟೔= 2( ଶ߬+ ߪ௜ଶ) ௜݈− 2 ଶ݈߬௜+ 0 − 2ࣁࢀ࢞࢏+ 0= 2( ଶ߬+ ߪ௜ଶ) ௜݈− 2 ଶ݈߬௜− 2ࣁࢀ࢞࢏
b. Berikut akan dicari 
డ௙
డࣁyang didefinisikan sebagai turunan parsial pertama 
dari f terhadap masing-masing elemen vector ࣁ. Agar didapat f yang 
minimum, maka 
డ௙
డఎభ= 0, డ௙డఎమ= 0,⋯ , డ௙డఎ೛= 0, sehingga డ௙డࣁ= 0.
߲݂߲ࣁ= ߲൫݈ܶ݅(( ଶ߬+ ߪ௜ଶ) ௜݈− 2݈݅߬ܶ ଶ+ ଶ߬− 2ࣁ்࢞࢏݈௜+ 2ࣁ்ࢽ൯߲ࣁ
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Akan dicari nilai turunan masing-masing suku tersebut.
1.





⎟⎟⎞ = ൭0⋮0൱= 0
2.













⎟⎞ == ൭0⋮0൱= 0
4. ࣁ்࢞௜= ൫ߟଵ⋯ߟ௣൯൭ݔ௜ଵ⋮ݔ௜௣൱= ൫ߟଵݔ௜ଵ+ ⋯+ ߟ௣ݔ௜௣൯2ࣁ்࢞௜݈௜= 2൫ߟଵݔ௜ଵ+ ⋯+ ߟ௣ݔ௜௣൯݈௜= ൫2ߟଵݔ௜ଵ+ ⋯+ 2ߟ௣ݔ௜௣൯݈௜









5. ࣁ்ࢽ= ൫ߟଵ⋯ߟ௣൯൭ߛଵ⋮ߛ௣൱= ൫ߟଵߛଵ+ ⋯+ ߟ௣ߛ௣൯2ࣁ்ࢽ= 2൫ߟଵߛଵ+⋯+ ߟ௣ߛ௣൯= ൫2ߟଵߛଵ+ ⋯+ 2ߟ௣ߛ௣൯








	߲݂߲ࣁ= 0 − 0 + 0 − 2࢞࢏݈௜+ 2	ࢽ
	= −2࢞࢏݈௜+ 2	ࢽ
Berdasarkan hasil yang diperoleh dari a dan b, maka didapat:
߲݂߲௜݈= 2( ଶ߬+ ߪ௜ଶ) ௜݈− 2 ଶ݈߬௜− 2ࣁࢀ࢞࢏
	= 2( ଶ߬+ ߪ௜ଶ) ௜݈− 2 ଶ݈߬௜− 2࢞࢏ࢀࣁ; 
karena ࣁࢀ࢞࢏= ࢞࢏ࢀࣁ= ቀߟ1݅ݔ1 + ⋯+ ߟ݌݅ݔ݌ቁ
߲݂߲ࣁ= −2࢞࢏݈௜+ 2	ࢽ
Berdasarkan metode langrange, nilai ௜݈dan	ࣁdapat diperoleh dari:
߲݂߲௜݈= 2( ଶ߬+ ߪ௜ଶ) ௜݈− 2 ଶ݈߬௜− 2࢞࢏ࢀࣁ= 0
߲݂߲ࣁ= −2࢞࢏݈௜+ 2	ࢽ= 0
Sehingga jika didapat persamaan:
( ଶ߬+ ߪ௜ଶ) ௜݈−࢞࢏ࢀࣁ= ଶ߬
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		࢞࢏݈௜− 	ࢽ= 0
Kemudian dibentuk menjadi persamaan:
൤( ଶ߬+ ߪ௜ଶ) ࢞࢏ࢀ࢞࢏ 0 ൨൤݈መ݅−ࣁෝ൨= ൤߬ଶࢽ൨
Untuk mencari nilai መ݈௜dan  ࣁෝpada persamaan di atas, dapat digunakan teorema 
invers untuk matriks partisi, sehingga didapat:
൤݈መ௜ࣁෝ൨= ቎൫߬ଶ+ ߪ௜ଶ൯ି ଵቂ۷−࢞࢏ࢀቀ࢞࢏ࢀିଵ൫߬ଶ+ ߪ௜ଶ൯ି ଵ࢞࢏൫߬ଶ+ ߪ௜ଶ൯ି ଵቁቃ ൫߬ଶ+ ߪ௜ଶ൯ି ଵ࢞࢏ࢀ(࢞࢏ࢀିଵ൫߬ଶ+ ߪ௜ଶ൯ି ଵ࢞࢏ࢀ)ି૚(࢞࢏൫߬ଶ+ ߪ௜ଶ൯ି ଵ࢞࢏ࢀ)ିଵ࢞࢏൫߬ଶ+ ߪ௜ଶ൯ି ଵ −(࢞࢏൫߬ଶ+ ߪ௜ଶ൯ି ଵ࢞࢏ࢀ)ିଵ ቏൤߬ଶࢽ൨
dengan
መ݈௜= ( 2߬ + ݅ߪ2)−1࢞࢏ࢀ(࢞࢏ࢀ−1( 2߬ + ݅ߪ2)−1࢞࢏ࢀ)−૚	ࢽ+ ( 2߬ + ݅ߪ2)−1[۷−࢞࢏ࢀ(࢞࢏ࢀ−1( 2߬ + ݅ߪ2)−1࢞࢏( 2߬ +		݅ߪ2)−1)] 2߬
−ࣁෝ= (࢞࢏( 2߬ + ݅ߪ2)−1࢞࢏ࢀ)−1࢞࢏( 2߬ + ݅ߪ2)−1 2߬ − (࢞࢏( 2߬ + ݅ߪ2)−1࢞࢏ࢀ)−1	ࢽ
Karena sembarang penaksir ܶ൫ߠ෠௜൯= ݈݅ܶߠ෠௜ memenihi sifat best, linear dan 
unbiased, maka:
ܶ൫ߠ෠௜൯= ௜்݈ߠ෠௜
	= ቊ( ଶ߬+ ߪ௜ଶ)ିଵ࢞࢏ࢀ(࢞࢏ࢀିଵ( ଶ߬+ ߪ௜ଶ)ିଵ࢞࢏ࢀ)ି૚	ࢽ+ ( ଶ߬+ ߪ௜ଶ)ିଵ[۷−࢞࢏ࢀ(࢞࢏ࢀିଵ( ଶ߬+ ߪ௜ଶ)ିଵ࢞࢏( ଶ߬+ 		ߪ௜ଶ)ିଵ)] ଶ߬ ቋ்ߠ෠௜
	= ࢽ்(࢞࢏( ଶ߬+ ߪ௜ଶ)ିଵ࢞࢏ࢀ)ି૚࢞࢏( ଶ߬+ 		ߪ௜ଶ)ିଵߠ෠௜ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ࢼ෡
+ ଶ߬( ଶ߬+ 		ߪ௜ଶ)ିଵ߬ଶ
− ଶ߬( ଶ߬+ 		ߪ௜ଶ)ିଵ࢞࢏ࢀ(࢞࢏( ଶ߬+ ߪ௜ଶ)ିଵ࢞࢏ࢀ)ି૚࢞࢏( ଶ߬+ 		ߪ௜ଶ)ିଵᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ࢼ෡
ߠ෠௜
D. MSE BLUP MSE = ଵ݃௜( ଶ߬) + ଶ݃௜( ଶ߬)dimana:
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ଵ݃௜( ଶ߬) = ଶ߬ߪ௜ଶ( ଶ߬+ ߪ௜ଶ)
ଶ݃௜( ଶ߬) = ቆ1 − ଶ߬( ଶ߬+ ߪ௜ଶ)ቇଶ࢞࢏ࢀቆ( ଶ߬+ ߪ௜ଶ)࢞࢏࢞࢏ࢀ ቇ࢞࢏
Akan ditunjukkan bahwa:
1. ଵ݃௜( ଶ߬) = ఛమఙ೔మ൫ఛమାఙ೔మ൯
Bukti:
ଵ݃௜(߬̂ଶ) = ܧቈ࢞࢏ࢀࢼ+ ଶ߬൫߬ଶ+ ߪ௜ଶ൯൫ࣂ෡࢏−࢞࢏ࢀࢼ൯−൫࢞࢏ࢀࢼ+ ݒ௜൯቉ଶ
= ܧቈ࢞࢏ࢀࢼ+ ଶ߬( ଶ߬+ ߪ௜ଶ) (ݒ௜+ ௜݁) −࢞࢏ࢀࢼ−ݒ௜቉ଶ; karena	ࣂ෡࢏−࢞࢏ࢀࢼ= ݒ௜+ ௜݁
= ܧቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜+ ௜݁)−ݒ௜቉ଶ
= ܧቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜+ ௜݁)−ݒ௜቉ቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜+ ௜݁)−ݒ௜቉்
= 	ܧቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜+ ௜݁) −ݒ௜቉ቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜+ ௜݁)்−ݒ௜்቉
= 	ܧቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜+ ௜݁) −ݒ௜቉ቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜் + ௜்݁)−ݒ௜்቉
= ܧቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜+ ௜݁) ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜் + ௜்݁ )቉−ܧቈ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜+ ௜݁)ݒ௜்቉
−ܧቈݒ௜ ଶ߬൫߬ଶ+ ߪ௜ଶ൯(ݒ௜் + ௜்݁)቉+ ܧ[ݒ௜ݒ௜்]
= ቆ ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶܧ[ݒ௜ݒ௜் + ݒ௜݁௜் + ௜݁ݒ௜் + ௜݁݁௜்]− ଶ߬൫߬ଶ+ ߪ௜ଶ൯ܧ[ݒ௜ݒ௜் + ௜݁ݒ௜்]
− ଶ߬൫߬ଶ+ ߪ௜ଶ൯ܧ[ݒ௜ݒ௜் + ݒ௜݁௜்] + ܧ[ݒ௜ݒ௜்]
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= ቆ ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶ{ܧ[ݒ௜ݒ௜்] + ܧ[ݒ௜݁௜்] + ܧ[ ௜݁ݒ௜்] + ܧ[ ௜݁݁௜்]}
− ଶ߬൫߬ଶ+ ߪ௜ଶ൯{ܧ[ݒ௜ݒ௜்] + ܧ[ ௜݁ݒ௜்]}− ଶ߬൫߬ଶ+ ߪ௜ଶ൯{ܧ[ݒ௜ݒ௜்] + ܧ[ݒ௜݁௜்]} + ܧ[ݒ௜ݒ௜்]
= ቆ ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶ൛߬ଶ+ 0 + 0 + ߪ௜ଶൟ− ଶ߬൫߬ଶ+ ߪ௜ଶ൯{ ଶ߬+ 0}− ଶ߬൫߬ଶ+ ߪ௜ଶ൯{ ଶ߬+ 0} + ଶ߬
= ቆ 2߬( 2߬ + ݅ߪ2)ቇ2 ( 2߬ + ݅ߪ2) − 2 2߬( 2߬ + ݅ߪ2) ( 2߬) + 2߬
= ( 2߬)2( 2߬ + ݅ߪ2) − 2 ( 2߬)2( 2߬ + ݅ߪ2) + 2߬
= 2߬ − ( 2߬)2( 2߬ + ݅ߪ2)
= 2߬( 2߬ + ݅ߪ2) − ( 2߬)2( 2߬ + ݅ߪ2)
= ( 2߬)2 + 2߬݅ߪ2 − ( 2߬)2( 2߬ + ݅ߪ2)
= 2߬݅ߪ2( 2߬ + ݅ߪ2)	(terbukti).
2. ଶ݃௜(߬̂ଶ) = ൬1 − ఛమ൫ఛమାఙ೔మ൯൰ଶ࢞࢏ࢀ൬൫ఛమାఙ೔మ൯࢞࢏࢞࢏ࢀ ൰࢞࢏Bukti:
ଶ݃௜൫߬2൯= ܧቈቆ࢞࢏ࢀ− ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇ൫ࢼ෡( ଶ߬)−ࢼ൯቉ଶ
= ܧቈቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇ࢞࢏ࢀ൫ࢼ෡( ଶ߬)−ࢼ൯቉ଶ
= ቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶൣܧ࢞࢏ࢀ൫ࢼ෡( ଶ߬)−ࢼ൯൧ଶ
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= ቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶൣܧ࢞࢏ࢀ൫ࢼ෡( ଶ߬)−ࢼ൯൧ൣ࢞࢏ࢀ൫ࢼ෡( ଶ߬)−ࢼ൯൧்
= ቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶܧ൤ቀ࢞࢏ࢀ൫ࢼ෡( ଶ߬)−ࢼ൯ቁቀ࢞࢏ࢀ൫ࢼ෡( ଶ߬)−ࢼ൯ቁ்൨
= ቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶܧቂ࢞࢏ࢀ൫ࢼ෡( ଶ߬)−ࢼ൯࢞࢏ࢀ൫ࢼ෡( ଶ߬)−ࢼ൯ࢀ࢞࢏ࢀቃ
= ቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶ࢞࢏ࢀܧቂ൫ࢼ෡( ଶ߬)−ࢼ൯൫ࢼ෡( ଶ߬)−ࢼ൯்ቃ࢞࢏ࢀ
Karena ࢼ෡( ଶ߬) = ቆ൬࢞೔࢞࢏ࢀ൫ఛమାఙ೔మ൯൰ିଵ ࢞೔ఏ෡೔൫ఛమାఙ೔మ൯ቇ	dan	ࢼ= ఏ෡೔ି ௩೔ି ௘೔࢞࢏ࢀ 	maka
൫ࢼ෡( ଶ߬)−ࢼ൯= ൭ቆ ࢞௜࢞࢏ࢀ൫߬ଶ+ ߪ௜ଶ൯ቇିଵ ࢞࢏ࣂ෡࢏൫߬ଶ+ ߪ௜ଶ൯−ߠ෠௜−ݒ௜− ௜݁࢞࢏ࢀ ൱






൫ࢼ෡( ଶ߬)−ࢼ൯் = ቆ࢞࢏(ݒ௜+ ௜݁)࢞௜࢞࢏ࢀ ቇ்= (ݒ௜் + ௜்݁)࢞࢏்࢞࢏ࢀ࢞௜
ܧቂ൫ࢼ෡( ଶ߬)−ࢼ൯൫ࢼ෡( ଶ߬)−ࢼ൯்ቃ= ܧቈቆ࢞࢏(ݒ௜+ ௜݁)࢞௜࢞࢏ࢀ ቇቆ(ݒ௜் + ௜்݁)࢞࢏்࢞࢏ࢀ࢞௜ ቇ቉
= ܧቈ࢞࢏(ݒ௜+ ௜݁)(ݒ௜் + ௜்݁ )࢞࢏்࢞௜࢞࢏ࢀ࢞࢏ࢀ࢞௜ ቉
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= ࢞࢏ܧ[ݒ௜ݒ௜் + ݒ௜݁௜் + ௜݁ݒ௜் + ௜݁݁௜்]࢞࢏்࢞௜࢞࢏ࢀ࢞࢏ࢀ࢞௜
= ቆ࢞࢏൫߬ଶ+ ߪ௜ଶ൯࢞࢏்࢞௜࢞࢏ࢀ࢞࢏ࢀ࢞௜ ቇ
Sehingga diperoleh:
ଶ݃௜(߬̂ଶ) = ቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶ࢞࢏ࢀቆ࢞࢏൫߬ଶ+ ߪ௜ଶ൯࢞࢏்࢞௜࢞࢏ࢀ࢞࢏ࢀ࢞௜ ቇ࢞࢏= ቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶ൫߬ଶ+ ߪ௜ଶ൯࢞࢏ࢀ࢞௜࢞௜࢞࢏ࢀቆ࢞࢏ࢀ࢞௜࢞࢏ࢀ࢞௜ቇ
= ቆ1 − ଶ߬൫߬ଶ+ ߪ௜ଶ൯ቇଶ࢞࢏்൫߬ଶ+ ߪ௜ଶ൯࢞࢏࢞௜࢞࢏ࢀ= ൬1 − ఛమ൫ఛమାఙ೔మ൯൰ଶ࢞࢏் ൫ఛమାఙ೔మ൯࢞೔࢞࢏ࢀ ࢞࢏				(terbukti)
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