Abstract Time-series data is increasingly collected in many domains. One example is the smart electricity infrastructure, which generates huge volumes of such data from sources such as smart electricity meters. Although today these data are used for visualization and billing in mostly 15-min resolution, its original temporal resolution frequently is more fine-grained, e.g., seconds. This is useful for various analytical applications such as short-term forecasting, disaggregation and visualization. However, transmitting and storing huge amounts of such fine-grained data are prohibitively expensive in terms of storage space in many cases. In this article, we present a compression technique based on piecewise regression and two methods which describe the performance of the compression. Although our technique is a general approach for time-series compression, smart grids serve as our running example and as our evaluation scenario. Depending on the data and the use-case scenario, the technique compresses data by ratios of up to factor 5,000 while maintaining its usefulness for analytics. The proposed tech- 
Introduction
Time-series data is one of the most important types of data, and it is increasingly collected in many different domains [34] . In the domain of electrical energy, the advent of the smart grid leads to rapidly increasing volumes of time-series data [8] . This includes data from smart electricity meters and typically describes energy generation or consumption, but can also refer to other measurements such as frequency, voltage, electrical current etc. Such energy data serves as the foundation for many smart grid applications and services [17] such as forecasting [4] . It can be used, for instance, for demand response [8] and energy trading [16] . However, while smart meters typically can generate data in high temporal resolution (e.g., measurements are recorded every second), frequently only measurements in a relatively low resolution (e.g., every 15 min) are being transmitted and used. At the same time, high-resolution data would be extremely beneficial for many analytical applications such as detailed visualization [30] , energy disaggregation [21] , monitoring of residential power quality [15] , short-term forecasts of energy generation/load [7, 33] or energy prices [1] . The explanation for not working with high-resolution data is the enormous amount of storage space required. For utility companies serving millions of customers, storing smart meter measurements of high resolution would sum up to petabytes of data [8] . Even if storage prices are expected to decrease, the benefits of analytical applications will not always justify huge investments in storage. Similar concerns hold for the transmission of such data, which might cause congestion.
To deal with such huge amounts of fine-grained timeseries data, one possibility is to employ compression techniques. In contrast to lossless compression techniques [35] such as [13, 45] , lossy compression promises to achieve much higher compression ratios [36] . In the energy domain, data compression could be done directly in the smart meter, in a database management system or at a higher-level system such as an energy management system, a high-performance metering data system, etc. When doing lossy compression of data, one has to ensure that the original data can be retrieved or reconstructed with sufficient quality for the respective applications. This is, tasks like precise short-term load forecasting can only be done if very close to original measurement values can be reconstructed from the compressed data. This requires guarantees regarding the maximum deviation of the values. Although time-series data and lossless compression have been investigated for quite some time, there is little research on lossy compression and retrieval of such data with guarantees. Studies such as [9, 22, 31] do not compress all types of data well or have disadvantages in terms of runtime. Moreover, none of these articles propose methods estimating the performance of their compression techniques.
This article presents a general lossy compression technique for time-series data from arbitrary domains. It builds on piecewise regression and learns polynomial regression functions of different degrees (see Fig. 1 for an illustration). The compression technique guarantees that a user-defined maximum deviation from the original values is not exceeded for any point in the compressed time series. Besides energy data, the proposed technique is much broader and works with timeseries data stemming from arbitrary domains, possibly being processed as data streams. In principle, data at all sampling rates can be used. The technique proposed can be executed on devices with limited computation capabilities such as smart electricity meters or in a database. The implementation that accompanies this article as well as the respective evaluation, are done in a database. In this article, we investigate the trade- off between accuracy, compression and performance. We do so by means of extensive experiments on real-world energy data from different sources. The technique achieves compression ratios of a factor of several thousands in certain scenarios and performs better than existing approaches in most cases. Naturally, compression ratios depend to a high degree on the data and the use-case scenario including the user-defined maximum deviation: In a load forecasting scenario, results show that we can compress the data by a factors up to 17 without affecting forecasting results on most error metrics and up to factor 50 when a small decrease of accuracy is acceptable. In a price-estimation scenario on an energy consumption dataset, we achieve compression ratios of more than factor 5.000. We additionally present two methods which estimate how well certain compression techniques perform. These methods can assist in deciding which type of compression is more appropriate for a given dataset. We also present an alternative approach for the compression of energy data, which makes use of the fact that there is a typical repeating pattern of energy consumption. We show and discuss how this approach can-in combination with our piecewise regression technique-compress certain types of data even better than our piecewise regression technique in isolation. Furthermore, to demonstrate one of the most important deployment scenarios of our compression technique, we implement our approach in the in-memory relational database management system SAP HANA and present some insights in this article. Organization of the article: Sect. 2 discusses related work. Section 3 presents our compression technique. Section 4 describes our model of compression performance. Section 5 features an evaluation of our compression technique and of our model of compression performance. Section 6 contains further experimental results. Section 7 presents the deployment in a database management system. Section 8 concludes.
Related Work
Time-series data is of importance in many domains [34] , and it has been investigated for years [4, 19] . In this paper, we study time-series compression. As such, this topic has not received a lot of attention from the research community. However, established compression techniques can be applied to time-series data (Sect. 2.1). Furthermore, several data management and data mining techniques for time series, such as indexing, clustering and classification [19] , provide means for compressed time-series representation (Sect. 2.2). Another topic, time-series forecasting (Sect. 2.3), has gained much attention from the research community [1, 7, 33] . As time-series forecasting is very important in smart electricity grids [8] , we use it as one important scenario in our evaluation.
Compression techniques for time series
There are two main categories of compression techniques: lossless compression and lossy compression [36] . With lossless compression, the full and exact reconstruction of the initial dataset is possible. Thus, lossless compression techniques are appropriate, for the compression of text documents or source code, to give examples. With lossy compression, some details of the data may be discarded during the compression process, so that the original dataset cannot be fully recovered from the compressed version. Such data losses can however be tolerable to a certain extent for certain applications, such as picture, video and audio reproduction. JPEG, MPEG-4 and MP3 are popular examples of lossy compression techniques for these domains, respectively. We also hypothesize that many analytical smart grid applications can tolerate certain losses. In the following, we discuss lossless techniques for the compression of time series. We then discuss lossy techniques in the context of time-series representations in Sect. 2.2.
The field of research on lossless compression includes established techniques, such as [13, 45] . They are based on the reduction of the statistical redundancy of the data. However, none of these has been developed with the explicit goal of compressing time series. Recently, a study has investigated the applicability of lossless compression techniques on smart meter data [35] . Next to specialized algorithms for devices with limited computing capabilities in sensor networks, the authors have studied a number of standard algorithms. They have conducted experiments on data measured each second; some of the datasets are very similar to the ones used in our evaluation. The authors have achieved the highest average compression ratio of factor 4 for datasets describing smart meter readings from individual buildings using the bzip2 algorithm [36] . On metering data from individual devices, the authors have achieved the highest average compression ratio by a factor of 29 using the LZMA algorithm, an improved version of LZ77 [45] . This increase in compression ratio when compressing data of individual devices is natural, as individual devices typically consume the same amount of energy or even no energy for certain periods-such data containing few variations can be compressed more easily than data with higher variation. For standard smart meter data, we expect lossy compression as investigated in this paper to achieve compression ratios which are orders of magnitude better. This certainly depends on the dataset and the quality requirements of the application. In certain situations where the original data needs to be fully reconstructible, lossless compression may, however, be better than no compression.
Time-series representations
In the wide field of time-series research, in particular regarding data management and data mining, several techniques have been proposed that can be used to generate an abstract representation of time series [5, 10, 18, 20, 24, 38, 39, 43] . This includes Fourier transforms, wavelets, symbolic representations and piecewise regression. Some other related studies have investigated the representation of time series with the dedicated goal of reducing its communication or storage requirements [9, 22] . All these techniques lead to time-series representations or abstractions which are usually smaller in size than the original time series. As they cannot be used to fully reconstruct the data, they are lossy compression techniques.
Discrete Fourier transforms have been used in [10] to extract features from time series. This helps to build an efficient subsequence-matching algorithm for time series. [5] is an approach for a similar time-series matching problem, but it builds on discrete wavelet transforms, particularly Haar wavelet transforms. [38] proposes a wavelet-based tree structure to support certain queries on time-series data.
Fourier transforms and wavelets have been applied in these contexts and provide a means of representing and compressing time-series data. However, these techniques do not provide absolute guarantees for a compressed point. This would be necessary for time-series-based applications in many domains including smart electricity grids.
Another approach for time-series compression is symbolic data representation, which is based on discretization [24, 39] . This has recently been applied to smart meter data [43] . Symbolic representations can lead to very high compression ratios, but the compressed data can only "support statistics and machine learning algorithms for some selected purposes" [43] -many of the applications we have mentioned earlier cannot be executed on such highly compressed data.
Piecewise Regression
Piecewise regression techniques divide time series into fixedlength or variable length intervals and describe them using regression functions. As regression functions, all types of functions can be used in principle. However, polynomial functions, particularly constant and linear functions, can be estimated efficiently and are used frequently. [44] employs constant functions that approximate fixed-length intervals. [18, 22] work with constant functions, too, but consider variable length intervals. This gives the algorithm more flexibility to find a good compression model with the regression functions. All techniques mentioned can provide quality guarantees under the uniform norm (also called L ∞ norm). A quality guarantee under this norm means that any value of a decompressed time series deviates by less than a given absolute value from the corresponding one of the original time series.
Elmeleegy et al. [9] introduces two time-series compression techniques which produce connected as well as discon-nected piecewise straight line segments of variable length with a quality guarantee under the uniform norm. [20] is a similar approach with extensions that construct weight vectors which are useful for certain data mining tasks such as classification and clustering.
Although their performance is good, our experiments with constant and linear piecewise polynomial regression (we have used [9, 22] ) show that these techniques cannot compress highly variable data such as energy consumption data well (see Sect. 5.3.4) .
The authors in Papaioannou [31] have presented the idea of employing not one, but several regression models for online time-series compression with a given quality guarantee. In its first step, their algorithm employs a set of regression models on a segment containing two points. Second, the algorithm stores the models that achieve an approximation of the segment under the given quality constraints in a temporary list. Third, the algorithm adds the subsequent incoming point to the segment and re-employs the regression models present in the temporary list. Fourth, the algorithm removes the models that did not succeed in approximating the newly formed segment within the given quality guarantees from the temporary list. The last three steps (the second to the fourth step) of the algorithm form a loop that repeats itself as long as the temporary list contains at least one model. Once the list is empty, the algorithm chooses the model which obtained the maximum value for the following ratio: length of longest segment approximated successfully number of parameters of the model .
The algorithm then saves the model and segment information (beginning and end points) instead of the actual data points. The algorithm restarts with its first step beginning with the segment of two points situated right after the segment just compressed.
By trying several models and choosing the best one, the weaknesses of each individual model are avoided, and a better compression ratio is achieved. However, [31] learns multiple regression models at each step of the approximation algorithm, which is disadvantageous in terms of runtime. Thus, although it might be beneficial to employ a larger number of different models in order to achieve higher compression ratios, the runtime of the algorithm grows linearly with the number of models employed.
Moreover, [31] does not propose any method to estimate compression performance. Such a method can help the database optimizer decide which technique it should use, given an application scenario and datasets. As an example, knowing that a simple compression technique, i.e., one based on constant functions, achieves the best compression on a given dataset, the optimizer can avoid employing other more resource and time-consuming techniques.
In this article, we build on the idea of employing multiple models, but present a more efficient approach. We avoid employing multiple regression models at each step of the algorithm. We do so by relying on an incremental employment of polynomial regression models of different degrees. Moreover, by using polynomials of higher degrees, our approach handles highly variable data well. Internally, our algorithm employs three techniques [6, 22, 37] to approximate segments of time series using polynomial functions of different degrees. All of them provide guarantees under the uniform norm. Furthermore, we present two methods for estimating the compression performance. Our methods predict the storage space requirements of our compression technique.
Model selection for time-series prediction
Another approach for time-series compression in a different setting is presented in [23] . The authors consider savings in communication costs (and consequently energy consumption) in wireless sensor networks. The main idea is to estimate a model in a sensor node and communicate it to a sink. The sink then uses this model to 'reconstruct' subsequent sensor readings until the sensor node communicates a new model. In contrast to [31] and to our approach, [23] employs forecast models which predict future values of a time series instead of regression models. [31] and our approach have the advantage of instantiating their models based on the entire current segment of data. This typically results in better compression ratios.
Like [31] and in contrast to our approach, [23] combines multiple models in parallel. Concretely, the authors use autoregressive forecast models to compress the data by means of prediction. One disadvantage of using autoregressive models is that to reconstruct a given point of the time series, all the values up to that point in time need to be reconstructed as well.
To reduce the number of models to maintain, the authors employ a racing strategy based on the statistical Hoeffding bound to pre-select the most promising models. As a result, after a certain period of time, the algorithm in [23] maintains only the model with the best prediction. However, in many settings, the data may change its statistical properties with time. Examples from the energy domain would be the presence of an anomaly in the network or the deployment of a new device with a highly variable energy consumption. In this case, the model chosen using the racing mechanism would probably perform worse than other potential models which have been eliminated. Our approach in turn only maintains one model at a time and only switches to more complicated models if an easier model cannot compress the data well. Thus, our approach is not sensible to such situations, as it adapts to the data and chooses the model which best fits the current segment of data.
Time-series forecasting
Forecasting time-series data is a standard task for time-series data [4] , and forecasting energy-related data is particularly important in the context of the smart grid [8] . In recent research, an impressive number of forecasting techniques has been developed particularly for energy demand [1, 7, 33] . The author in [40] shows that the so-called exponential smoothing technique behaves particularly well in the case of shortterm energy demand forecasting. The main idea behind the exponential smoothing techniques is the representation of any point of the time series as a linear combination of the past points with exponentially decaying weights [25] . The weights are determined by smoothing parameters that need to be estimated. In the case of triple exponential smoothing (also called Holt-Winters technique), the time series is decomposed into three components: level, trend and season, each of which is modeled by a separate equation. We study the effects of our compression technique on forecasting based on this algorithm. In concrete terms, we will investigate the effect of using compressed data as input to triple exponential smoothing compared to using the original data.
A piecewise compression technique
We now describe our compression algorithm (Sect. 3.1), discuss the selection of regression functions (Sect. 3.2), specify how to store compressed data (Sect. 3.3) and say how we compute compression ratios (Sect. 3.4).
An approach for time-series compression
Our piecewise regression technique employs a greedy strategy to compress intervals of a time series. This is necessary as the size of the state space for an optimal solution is extremely large. Internally, our technique uses three online regression algorithms providing guarantees under the uniform norm. Each one is specialized in one of the following classes of polynomial functions: constant functions (polynomials of degree zero), straight line functions (polynomials of first degree) and polynomials of degree higher or equal than two. The PMR-Midrange algorithm [22] outputs the best approximation of a set of points using a constant function in O(1) time, by using the maximum and minimum values of the set of points at each of its steps. The algorithm introduced in [6] outputs the optimal approximation of a given set of points in maximum O(n) time using a straight line function, with n being the number of points in the set. Finally, the randomized algorithm introduced in [37] calculates nearoptimal approximations in O(n) time using a polynomial function of any degree.
The main algorithm (Algorithm 1) of our compression technique employs these three algorithms incrementally, and the compression result depends on a user-defined maximum tolerable deviation. This deviation is realized as a threshold on the uniform norm between the original and the approximated time series. This norm is defined as the maximum absolute distance between any pair of points of the real (x i ) and the approximated ( In Algorithm 1, p corresponds to the maximum degree of the polynomials to be used within the algorithm. It is a userdefined parameter, and its appropriate value is to be defined based on preliminary experiments. We start with a segment of two points (Line 4) and loop over polynomial regression functions by their degree k, going from k = 0 to k = p (Line 5). Depending on the value of k, we employ the corresponding specialized regression algorithm out of the three algorithms listed above. At each step, as long as the approximation of the current segment using the polynomial function of degree k attains the precision guarantee (Line 6), we add the next point of the time series to the current segment (Line 7). Once the precision is not attained any longer, we temporarily save the current polynomial parameters and the length of the segment the corresponding approximation had attained the precision guarantee for (Line 9). We then pass to the polynomial of the next degree and repeat the procedure (Lines 5 to 7). The loop terminates when we reach the polynomial of highest degree and when it cannot approximate the current segment with the requested precision any more. We then choose the polynomial that achieves the highest compression ratio (Line 11; see Sect. 3.4 for the calculation of the compression ratio). We compress the corresponding segment by saving its start and end positions, as well as the coefficients of the polynomial. The piecewise compression process just described then restarts beginning with the next segment.
Algorithm analysis
In the following, we analyze the runtime and memory usage of Algorithm 1. As stated above, our technique uses three online regression algorithms which provide guarantees under the L ∞ norm. We will first present an analysis of the runtime and memory usage of each of these algorithms. We will subsequently describe an equivalent analysis of Algorithm 1.
The PMR-Midrange algorithm [22] runs in O(1) per approximation step, i.e., for every incoming point. This is because it only needs to compare the value of the current point with the minimum and maximum of the previous sequence of points. Moreover, it also needs O(1) memory, as it keeps the following three values for any sequence of points in memory: maximum, minimum and approximating value.
The algorithm for straight lines from [6] outputs the optimal approximation of a given sequence of points in O(n) time, with n being the number of points in the sequence. To do so, it uses several geometrical properties of the convex hull of the sequence of points. The algorithm keeps the convex hull of the sequence of points in memory. This takes at most O(n) space, but usually much less because only few points are part of the convex hull of the sequence.
Lastly, the randomized algorithm from [37] outputs nearoptimal approximations using a polynomial function in O(d · n) expected time, where d is the degree of the polynomial function and n is the number of points in the sequence. The main idea behind this algorithm is as follows: If n is bigger than d, most of the constraints of the linear programming problem associated with the approximation are irrelevant and can be discarded. The algorithm therefore chooses constraints at random and discards them until their number is small enough for the problem to be trivial and thus easily solvable. From the memory usage point of view, this algorithm occupies O(d·n) space in memory during its execution.
Thus, on the one hand, Algorithm 1 runs in the least possible time (O(1)) when it only uses the PMR-Midrange algorithm. On the other hand, if the approximation using constants or straight lines does not perform well enough, Algorithm 1 will often use the randomized algorithm and thus run in O(d · n) expected time. However, our evaluation in Sect. 5 has shown that the worst case scenario occurs rarely. From the memory usage perspective, Algorithm 1 needs as much as O(d · n) space. When p is set to 0 or 1, Algorithm 1 consumes O(n) space necessary to keep the sequence of points in memory.
An advantage of our approach is that we do not deploy all compression schemes per approximation step. Thus, compared to the algorithm in [31] , instead of deploying all compression schemes available, our algorithm starts by deploying only one scheme in each step and keeps deploying the same scheme as long as its approximation of the current segment succeeds under the given maximum deviation constraint. Hence, we expect our compression technique to achieve better runtimes than related work.
Another advantage of the implementation of our compression algorithm is the distinction between the three classes of polynomials and the deployment of the respective optimal algorithms. At each step of the algorithm, the most appropriate technique is used. In particular, our technique starts by using the quickest algorithm (PMR-Midrange [22] running in O(1) time) and uses it as long as possible, changing to a slower algorithm only when the maximum deviation constraint is violated. We hypothesize that this also results in high compression ratios and better runtime than related work.
Selection of regression functions
Our technique described in the previous section uses polynomial functions. We have chosen this type of function because of its simplicity and because their parameters can be estimated very efficiently. However, our technique can also employ any other type of functions, be it entirely, be it in addition. In preliminary experiments, we have tested the sine function due to its use in Fourier series decomposition within our algorithm. Our intuition was that the sine function might be able to fit longer segments of variable energy consumption, which would result in higher compression ratios. To estimate the sine functions with non-linear combinations of model parameters, we have used the algorithm described in [41] .
The result of these preliminary experiments is that it does not provide any significant positive effect on the compression ratio (less than 1 % improvement compared to the values given in Sect. 5.3). In fact, the compression ratio has sometimes been worse when using the sine function. At the same time, the execution time grows exponentially when the corresponding algorithm is used to approximate a long segment of points. We therefore choose to not consider this type of function any further. If further research reveals that functions other than polynomial ones might be suited to compress certain datasets, they can however be incorporated in our compression technique.
Storing compressed time-series data
To store the results of our compression technique and to have a basis for the calculation of compression ratios (see Sect. 3.4), we have to specify a data layout. In order to facilitate the access to and retrieval of the data, we have chosen to store the compressed data in a relational database system. We choose a database schema similar to the one used in [31] in order to use the same definition of compression ratio for comparison purposes. This database schema consists of one table to store the compressed intervals (Table 1) . In order to communicate compressed data, a serialized version of this table can be used. The regression functions themselves can be hard-coded or can alternatively be stored in an additional table. We store the compressed intervals (segments) by saving the following values in COMPR_SEG (Table 1) : the id of the time series or device that has captured the time series (series), the id of the regression function used to approximate the segment (func), the timestamps corresponding to the start and the end of the segment (t_start and t_end) and the coefficients of the function (coefficients). From this (or a similar) table structure, the original values can be reconstructed with a single declarative SQL query. This query accesses the relevant rows and directly calculates the values of the associated regression functions.
Calculation of compression ratios
The compression ratio is needed within our algorithm (Line 1 in Algorithm 1), and we use it as a criterion in the evaluation (Sect. 5.3). It is equal to the ratio between the size of the initial data and the size of the compressed data.
The compression ratio is obtained by firstly calculating the size of the initial uncompressed data. An uncompressed time series can be saved by storing its id, the time each value was captured at and the corresponding measurement value. Consequently, the size of the initial data is equal to the sum of the sizes of each reading in the respective table.
The size of the compressed data is calculated similarly by summing up the sizes of the compressed segments. The size of a compressed segment is equal to the sum of the sizes of each data type in Table 1 for the given segment. Finally, the compression ratio is calculated by dividing the initial size of the data by the size of the compressed data:
compression ratio = size of initial data size of compressed data .
The calculation of the compression ratio relies on the size of the initial and the compressed data. In our algorithm and in the experiments presented in Sect. 5.3, we rely on the storage scheme presented in Sect. 3.3. However, we assume certain storage requirements for the different data types. These may be adapted to the actual storage requirements in a realistic deployment of our technique, e.g., in a database management system. For the sake of simplicity, we assume a size of 64 bits for every data type in Table 1 . As our compression algorithm uses the compression ratio as an internal optimization criterion (Line 11 in Algorithm 1), best compression ratios may be achieved by refining the formula given in this subsection with the actual values for storage requirements. We investigate this in more detail in Sect. 7.
Parameter settings
Our technique has two parameters: the maximum deviation allowed and the maximum polynomial degree. The maximum deviation allowed is the error bound on the L ∞ norm the compression has to guarantee. This parameter depends on the application using the data (e.g., which deviation from the original data can the application tolerate and still run successfully). Section 5.2 says how to find suitable values for this parameter in smart grid scenarios.
Regarding the maximum polynomial degree, our evaluation shows that a value of 3 is sufficient for any of our datasets and scenarios. This value can be overwritten, and this may boost performance in some settings. For instance, Sect. 5.3.1 shows that a value of 1 is sufficient for one of our scenarios. To assist with the choice of this parameter, a system administrator or a self-tuning component can use one of our methods to reliably estimate the compression ratio. The main benefit of lower values is that the compression takes less time and resources.
Estimation of compression ratio
In the following, we propose two methods to determine the storage space requirements of our compression technique. The first method, which we call model-based estimation in the following, uses a statistical model of the average length of the segments resulting from piecewise regression. This method can be instantiated with a broad range of piecewise regression techniques. In what follows, we illustrate this with two popular techniques as examples: the first one uses constant functions-the PMR-Midrange algorithm introduced in [22] , the second one uses disconnected straight line functions-the slide filter introduced in [9] . Note that constant functions are a special case of the latter, namely straight line functions whose slope is zero.
The second method, which we refer to as generationbased estimation in the following, is generic in that it can be instantiated with any piecewise regression technique. It efficiently generates a large number of time series. It then uses the average length of these time series as an estimate of the average length of segments resulting from the piecewise regression.
In the following, we first describe each method in detail. We then present and evaluate their runtime performance. We present their experimental comparison in Sect. 5.5.
Model-based estimation
In this subsection, we first present the intuition behind the model-based method. We then explicitly describe how it works in the case of constant and straight line functions.
Intuition
We propose a statistical model of the average length of the segments resulting from piecewise compression. To do so, we rely on the following observation: Many time series, e.g., describing energy data, have high positive autocorrelation values. Modeling such a time series as a random variable and assuming that its samples are independent and identically distributed (i.i.d.) yields erroneous results. However, differencing a time series, i.e., calculating the series containing the differences between two consecutive time points, is a transformation, developed in [3] , which tends to produce less autocorrelated time series. This also happens when applying this transformation to the time series in our datasets (Sect. 5.5). Table 2 shows the autocorrelation values for the original and first-difference time series of two energy consumption datasets (see Sect. 5.1). We use the following formula [4] to calculate the autocorrelation of a time series X t with mean μ at lag h:
The Table 2 . At the same time, the autocorrelation values for the first-differences time series are much smaller and close to zero. We conclude that there is much less correlation between consecutive values of the first-differences time series.
To obtain an estimate of the average length of those segments, we model the distribution of the differences between consecutive values of the time series as a random variable D. We assume that data generation is equivalent to generating 
Using this assumption, we model the length of the current segment with the given compression function (constant or straight line function) as a random variable and calculate its expected value. This expected value is an estimation of the average length of a segment.
Constant functions
The constant function with the minimum distance under the L ∞ norm to a given segment of a time series is defined by the value
, where max and min are the maximum and minimum values of the segment [22] . Recall that there is a predefined error bound ε on this distance, which the piecewise compression technique has to guarantee. The constant function can compress the segment of time series within the given error bound if the following condition is satisfied:
≤ ε (Condition 1). As mentioned above, we model the first-difference time series as a random variable D. We assume that the points of the time series are generated as samples of D. Summing up the first n samples D 1 , D 2 , . . . D n results in the difference between the (n + 1) th value and the first value of an original (non-difference) time series
We can thus remap Condition 1. For a constant function to approximate a time series within a given error bound, the range of the partial sums of the current samples of D has to be smaller than or equal to 2 · ε:
where
Next, a random variable Z models the number of consecutive points generated by sampling D which a constant function can approximate, given an error bound ε. The probability of Z having a certain value is as follows:
The probability distribution of Z may be obtained in different ways. First, one can fit a well-known probability distribution, such as the Gaussian one, to the distribution of D. Second, one can estimate it directly by subsampling the data and calculating each probability using the samples. We use the latter option. The next step is calculating the expected value of Z :
To approximate E[Z ] we use the following lemma, which is based on results from [12] :
Then the following holds:
Thus, the addends in Eq. 5 decrease to 0 as i increases. Namely, as i increases, the range of S(D, i) increases as well, and thus the probability that this range stays within [0, 2 · ε] decreases.
Algorithm 2, used to approximate E[Z ], is explained next. We calculate the terms of the sum one by one (Line 8) until the current term is smaller than a given threshold δ (Line 6). Intuitively, δ should be set to a value much smaller than the value we expect for E[Z low ] and close to 0. Moreover, the lower δ, the better the approximation. As pge expect the average length of the segment to be in at least the order of magnitude of 1, we set this threshold to 0.001, i.e., three orders of magnitude smaller. 
Straight line functions
Estimating the average length of the segments resulting from the piecewise compression using arbitrary straight line functions is more complex. In the case of constant functions, the maximum and minimum of S(D, n) determine whether The first time series is compressible using one straight line function in its entirety, while the second time series needs two straight line functions to be compressed within the same error bound. This makes a direct estimation as in the case of constant functions difficult, due to the exponentially high number of possible orderings of the samples of D. We therefore do not estimate the average length of the segments directly. Instead, we recur to estimating lower and upper bounds of this length. More specifically, we underestimate the lower bound and overestimate the upper bound. We use the following notation:
-X t , with t ≥ 0, is the original (non-difference) time series consisting of a sequence of samples from D. -(t, X t ) are points in the two-dimensional space generated by the time axis and the other dimension being the range of the values.
Without loss of generality, we set X 0 to 0, and we fix the distance in time between two consecutive points of X t to 1. Thus, we obtain:
Lower Bound: We now describe a model that lower bounds the number of points a straight line can approximate within a given error bound. The main idea behind our model is that we fix the first point the approximating straight line passes through to (0, X 0 ). Doing away with this degree of freedom narrows down the set of possible approximating lines. In other words, this lets us establish a lower bound.
Our 
Intuitively, an approximating straight line must not have a slope bigger than L B up,i or smaller than L B low,i . Otherwise the straight line would be too far away from one of the points, given the error bound ε and the above-mentioned limitation of our lower bound model. Figure 3 graphs the first three samples X 0 , X 1 and X 2 , as well as the lines with slopes 1 and L B low,2 . We calculate these variables for i ≥ 2 using the following recursive formulas:
with
The necessary and sufficient condition for our lower bound model to be able to approximate the sequence [(0, X 0 ), . . . , (i, X i )] within the predefined error bound ε is:
If this condition does not hold, the approximation fails. The following lemma, whose proof is in the "Appendix" of supplementary material, shows that our model is a lower bound for the average length of the segments: Next, we determine the expected value of the number of consecutive points our lower bound model can approximate-the random variable Z low . The probability of Z low having a certain value is as follows:
To approximate the expected value of Z low , we use the same algorithm as in the case of constant functions, for Z . The algorithm calculates and sums up the addends of the following formula one by one as long as these are bigger than a predefined threshold δ:
On average, we expect a straight line to approximate a number of points in the order of magnitude of 1. Therefore, here as well, we set δ = 0.001.
Upper Bound To obtain an upper bound for the average length of the segments, we use a model which can approximate at least as many points any straight line function can approximate within the given error bound. In contrast to our lower bound model, this model is a relaxation. Here, we do not fix the first point of a possible approximating straight line. Instead, we focus on two approximating lines which pass through the first two points with the highest and, respectively, lowest y-value an approximating line could pass through: (0, X 0 − ε) and (0, X 0 + ε). In other words, we look at a superset of the set of possible approximating lines to establish an upper bound.
We use two sets of random variables: U B up,i and U B low,i , with i ≥ 1. At step i, given the current sequence of samples [X 0 , . . . , X i ], U B up,i is the smallest slope of all straight lines passing through the point (0, X 0 − ε) and one of the points (1, X 1 + ε), . . . , (i, X i + ε). Similarly, U B low,i is the largest slope of all straight lines passing through the point (0, X 0 +ε) and one of the points (1, X 1 −ε),. . . , (i, X i −ε). Figure 4 illustrates this for the first three samples X 0 , X 1 and X 2 . Formally, we calculate U B up,i and U B low,i using the following recursive formulas for i ≥ 2: 
The necessary and sufficient condition for our upper bound model to be able to approximate the sequence of samples [X 0 , . . . , X i ] within the predefined error bound ε is:
If Condition 14 is not fulfilled, this construction of an approximation fails. The following lemma, whose proof is in the "Appendix" of supplementary material, shows that our model is an upper bound for the average length of the segments: Next, we determine the expected value of the number of consecutive points our upper bound model can approximate-the random variable Z up . The probability of Z up having a certain value is as follows:
We then use the same algorithm as in the previous cases to calculate the expected value of Z up . Our algorithm calculates and sums up the addends of the following formula one by one, as long as these are bigger than a predefined threshold δ:
As before, we set δ = 0.001. Logically, a lower value for δ improves our approximation for the upper bound, as the algorithm sums up more addends of the last formula. However, as we calculate an upper bound, not having the exact result is not detrimental. Leaving out the last addends reduces the upper bound and thus lets it become closer to the real average length of the segments.
Generation-based estimation
In the following, we first present the intuition behind the generation-based estimation method. We then describe its main algorithm.
Intuition
As for the previous method, we rely on the distribution D of the differences between consecutive values of a time series. We assume that data generation is equivalent to generating
Using this assumption, we generate a sufficiently large number of time series, each of which is compressible in one piece (i.e., using one function) within the given error bound. The average length of these time series is an estimation of the average length of a segment.
Algorithm
To efficiently determine the length of the time series we generate, we use the method originally described in [6] . It determines the minimum number of segments necessary for a piecewise approximation of a time series with an error bound using a given set of functions, e.g., polynomials of a fixed degree p. We describe our algorithm (Algorithm 3) in the following. We generate N time series using D (Lines 6-17). We use the Law of Large Numbers to determine N , such that we obtain accurate estimates (precision error <5 %) with a 95 % confidence interval. The algorithm first initializes a list of N time series using samples from D (Line 8). For each time series ts, our algorithm generates and adds 2, 4, . . . , 2 j ( j ≥ 1) points to ts and approximates ts at each step by the corresponding function (Lines 11-13). We use the same algorithms for approximation as in our compression technique. The algorithm adds points as long as the error bound given by ε is guaranteed (Line 10). The algorithm then performs a binary search on the interval given by the last 2 ( j−1) points (Line 15). It does so in order to find the time series of maximum length whose approximation with the given function is within ε. The algorithm then adds ts to the list of "complete" time series (Line 17). It then uses this to estimate the average length (Line 18). 
Evaluation of runtime performance
We evaluate the accuracy of the methods in Sect. 5. In the following, we describe and compare their runtimes.
The runtime of the model-based estimation depends on the number of iterations it executes before the addend it calculates at each step becomes smaller than δ. In contrast to this, the runtime of the generation-based method depends on the regression technique used. For constant functions, it obtains an estimate in O(N · l), where l is the average length of the time series generated. In the case of polynomials of degree Table 3 shows the runtimes of both methods for the case of constant functions for one random time series of the REDD dataset (see Sect. 5.1). We obtained similar results for all other time series we have tested. For the model-based estimation, we have used 1 % of the length of each time series as sample size. For the generation-based estimation, we set N to 10,000. This allows us to obtain estimates with an error precision of less than 5 % and a confidence interval of 95 %. The results show that the generation-based method takes around 2 times more time. Table 4 shows the runtimes of both methods for the case of straight line functions for one random time series of the Smart dataset. We obtained similar results for all other time series we tested. In this case, one result is that the generation-based method takes on average 35 times more time.
Evaluation
In this section, we describe our experimental evaluation. At first, we present the datasets we use (Sect. 5.1). We then introduce three scenarios for the evaluation (Sect. 5.2). After that, we present and discuss the results (Sect. 5.3). We then discuss and evaluate one important aspect of our compression technique, the approximation of additional points (Sect. 5.4).
Finally, in Sect. 5.5, we evaluate our methods for estimating compression performance.
Later in this article, in Sects. 6 and 7, we present additional experimental results including a comparison with an alternative approach and results of our technique implemented in a database management system.
Datasets for experimentation
We now describe the datasets used in our evaluation.
Office dataset
These data are from a smart meter installed in an office of two people [42] . Measurements are done every second. Each measurement contains the amount of energy consumed up to the moment in time when the measurement was taken. This is, the values measured are monotonically increasing. By subtracting adjacent values, this cumulative representation of time-series data can be converted into the more common standard representation containing the consumption in each individual interval (see Fig. 5 ). We use the cumulative representation for the price-estimation scenario (Sect. 5.2.1) and the standard representation in the other two scenarios (Sects. 5.2.2, 5.2.3).
The reference energy disaggregation dataset (REDD)
The REDD was assembled by researchers in the field of energy disaggregation [21] and makes measurements of smart meters in several buildings publicly available. We use data measured second-wise from four individual buildings separately for our experiments. See Fig. 8 for an example of the energy consumption in the REDD in standard representation.
Smart* home data set
This is the Smart* Home collection of datasets [2] , which we refer to as Smart* throughout this paper. It is a public collection of datasets which researchers in the field of optimizing home-energy consumption have assembled. We use data measured second-wise from two individual houses for our experiments.
Campus dataset
Besides the three rather fine-grained office, REDD and Smart* datasets, the campus dataset represents data at a level of aggregation higher than the two other datasets, in two aspects: (1) it represents measurements every 15 min, and (2) it does not refer to a single office or household, but to the consumption of an industrial campus consisting of four large office buildings with a total of about 4,000 workplaces.
Evaluation scenarios
We now introduce three scenarios and derive respective parameters for the compression algorithm. One goal of our evaluation is to identify the highest compression ratio for each scenario which can be reached with the parameters chosen.
Price-estimation scenario
Giving consumers access to their consumption data measured by smart electricity meters can result in increased energy efficiency [26] . Our scenario assumes that energy prices are dynamic, i.e., electricity prices which are different at different points in time [8] . This scenario envisions a tool where consumers can browse their energy consumption and costs. Concretely, the user can query the energy costs for a certain time interval. In a four-person household in Germany, the electricity costs within 15 min in a peak hour are equivalent to 0.05 e, according to a standard load profile [27] . We believe that consumers would not be interested in querying time intervals referring to smaller costs. The average minimum energy consumption during 15 min is roughly 72 Wh for a four-person household, according to [27] . We choose the maximum tolerable deviation to be less than 5 %, i.e., ±1.5 Wh. For our experiments, we use the office dataset and the REDD in the cumulative representation as this allows for an easy calculation of energy consumption. Assuming an electricity price of 0.25 e/kWh, the maximum deviation parameter chosen refers to less than ±0.001 e for an interval in our datasets, i.e., customers will not detect an error in their bill since the deviation does not exceed one cent.
Visualization scenario
The visualization scenario also contributes to the goal of making users aware of their energy consumption. It makes visualizations of data measured secondly available to individuals. This allows them to visually identify individual consumers such as a microwave. This is not possible when showing only highly aggregated values.
We choose the maximum tolerable deviation to be 25 Ws, ≈ 0.5 % of the peak consumption in the REDD or ≈ 3.5 % in the office dataset. We choose such a small value to demonstrate that it is possible to compress data measured every second without losing its main advantage, its high precision. For further comparison purposes, we refer to Table 5 , which shows the typical power consumption of several standard household appliances [28] . As we can observe, 25 Ws is significantly smaller than the power consumption of most standard home appliances.
Energy forecast scenario
Forecasting is a key technique in the smart grid (see Sect. 2.3). In this article, we do not investigate forecasting as such, but we investigate the effects of our data compression technique on forecasting. We use an out-of-the-box triple exponential smoothing algorithm in R to make forecasts on compressed variants of the campus dataset in standard representation. This is a typical source of data for such purposes. For our study, we only investigate a forecast horizon of one day, as this is a standard value in energy consumption forecasting [7] .
For our experiments, we chose the maximum tolerable deviation to be smaller than or equal to 250 Wh (≈15 % of the average energy consumption). We chose this larger value since the campus dataset describes much larger consumptions than the other datasets.
In order to quantify the accuracy of a forecast, we use a set of commonly used forecasting accuracy metrics [7] : -The Mean Squared Error (MSE) is the sum of the squares of the differences between the actual and the predicted values (errors):
where y i correspond to the actual values and y i to the predicted ones (i = 1, . . . , n). 
. , n). -TheSymmetric Mean Absolute Percentage Error (SMAPE)
expresses the accuracy using a percentage, providing both an upper and lower bound on its values. The absolute values of the errors divided through half of the sum of the actual and predicted values are summed and finally divided through the total number of points:
-The Mean Absolute Scaled Error (MASE), proposed as forecasting accuracy metric in [14] , is given by:
The MASE is based on the MAE, and it is scaled based on the in-sample MAE from the "random walk" forecast method.
Experimental results
We now present our experimental results in the three scenarios separately, and we compare our approach to related work. All experiments in this section have been executed on a Windows 7 machine using an Intel Core 2 Duo CPU at 3 GHz with 4 GB of RAM. Regarding the compression ratios, we note that we use the function described in Sect. 3.4 in this section. In realistic deployments of the compression technique, where exact storage requirements are known, the values for compression ratios might differ. We present some further results on a deployment in a database management system in Sect. 7.
Price-estimation scenario
At first, we investigate the variation of the compression ratio depending on the maximum degree of the polynomials ( p) used within our compression algorithm. Figure 6a represents this variation with a maximum allowed deviation of 0.5 Wh. Using only polynomials of degree zero (constantvalue functions) on the REDD, the compression ratio is relatively low-around 6. The ratio increases significantly when including polynomials of first degree (straight line functions). Including second-degree polynomials and polynomials of higher degree increases the compression ratio only moderately. These observations are similar on the office dataset, but on a higher level. Compared to a maximum compression ratio of around 300 on the REDD, the compression ratio is higher than 3,000. This is caused by the nature of this dataset with only a few devices. This leads to an absolute variation of measurement values which is a lot smaller than on the REDD. This is beneficial if the maximum deviation parameter is-as in this case-chosen in a way that a very small variation can be smoothed by the compression algorithm. 
degree ( p). b Compression ratio versus max. allowed deviation
It is interesting to note that the compression ratio can also slightly decrease when including polynomials of degrees higher than three. This is because the algorithm uses a greedy approach. Consider the following example result of our compression algorithm: There are two consecutive intervals, the first one with a polynomial of a high degree, the second one with a polynomial of a low degree. In certain situations, shortening the first interval and starting the second one earlier results in a higher compression ratio. For instance, this is the case if the extended second interval can be compressed with a polynomial of the same degree as before, while the shortened first interval can be compressed with a polynomial of a lower degree than before (i.e., fewer parameters and thus better compression). Our compression algorithm might however not find such rare situations, caused by its greedy approach. This does not guarantee optimal results, but yields good results in relatively low runtime, according to the results presented in this section.
We now consider the variation of the compression ratio depending on the value of the maximum deviation allowed. Figure 6b shows how the maximum compression ratios achieved vary for different maximum deviations allowed (up to second-degree polynomials). The curves show that the compression ratios grow linearly depending on the maximum deviation allowed. Again, the observations are similar for both datasets.
To better understand how our compression algorithm works with the different datasets, we give some information regarding the distribution of the different functions employed by our algorithm (polynomials up to the fourth degree). The most frequently used polynomial is the straight line function with around 72 % of the cases with the REDD (83-91 % in the office dataset). The polynomials of the second degree occur in about 12 % of the cases with the REDD (9-16 % in the office dataset), while those of the third degree in about 10 % with the REDD. Polynomials of the fourth degree are employed in about 5 % of the cases with the REDD, while the least frequently used polynomials are those of degree zero, which are never used in both datasets. This is because the data used in this scenario is in the cumulative representation. Thus, constant-value functions are not adequate to fit longer segments of points, while straight line functions can compress the data well. In the office dataset, polynomials of the third and fourth degrees are never used either. This can be explained by the consumption behavior with less variation of this rather fine-grained dataset compared to the coarser REDD: Simpler functions, i.e., the straight line function and the parabolic function, suffice to compress the dataset.
Besides the compression ratios and the distribution of regression functions used, the runtime is another important aspect of our evaluation. We measure it for different values of the maximum deviation allowed and the maximum poly- nomial degree. Table 6 presents the average runtimes of the compression algorithm on the REDD. When using only polynomials of degree zero, the algorithm proves to perform with the smallest runtime on both datasets. In this case, the average runtime corresponds to about four to 5 s on both datasets, decreasing with a growing value for the maximum deviation allowed. Including polynomials of the first degree increases the runtime up to an average of around 30 s on the REDD (84-113 s on the office dataset). Interestingly, when polynomials of higher degree are included as well, the runtimes do not change significantly, remaining at a constant average of about 30 s on the REDD (87-115 s on the office dataset). The explanation of this surprising result is an effect of our implementation using R and various libraries: The linear programming algorithm that outputs the approximation using polynomials of degree k ≥ 2 is implemented in C and is used within R with the help of a wrapper. Programs in C however are known to perform several times faster than those in R. Thus, although results should have shown longer runtimes for the inclusion of polynomials of larger degree, we did obtain equivalent runtimes because of this implementation detail.
Visualization scenario
We again firstly present the results describing the compression ratio depending on various maximum degrees ( p) of the polynomial functions. Figure 7a shows the compression ratio with a maximum deviation allowed of 10 Ws. It shows that including polynomials of higher degrees always increases the compression ratio in both datasets. Compared to the priceestimation scenario, polynomials of higher degree prove to be a lot more useful. This is due to the non-existing effect of the cumulative representation in this scenario. Figure 8 illustrates the compressed and decompressed versions of a time series of the REDD. In this case, the maximum deviation allowed is of 25 Ws, corresponding to a compression ratio of factor 108 (see Fig. 7b ). We can observe that with our highest deviation tolerable, apart from a smoothing effect, it is difficult to visually notice any significant differences between the two versions. Moreover, it is pos- Figure 7b (using polynomials up to degree four) shows for both datasets that the compression ratio grows almost linearly depending on the maximum deviation allowed, as in the price-estimation scenario. The compression ratio grows from 4 to 108 with the REDD (3-47 with the office dataset).
In general, it is notable in this scenario that compression ratios are lower with the office dataset than with the REDD. However, the situation has been the other way round in the price-estimation scenario. This can be explained by the different nature of the two datasets and the different choice of parameters in the two scenarios: While the more finegrained office dataset was better compressible in the priceestimation scenario where small variations in the curve could be smoothed by compression, small variations now need to be kept in order to allow for a fine-grained visualization.
Energy forecast scenario
The energy forecast scenario investigates the capability to do forecasts on compressed data. To this end, we have firstly compressed the campus dataset with various maximum deviations allowed, using polynomial functions up to the fifth degree. Preliminary experiments have revealed that the compression ratio does not vary significantly if polynomials of higher degrees are included. We have used a cleaned version of the dataset without days with unusual consumption behavior. The rationale has been to focus on the influence of the compression rather than observing varying forecast qualities.
We have calculated the forecast using both the uncompressed and the compressed versions of the dataset. We have used a common evaluation strategy, namely using a part of the data for the estimation of the forecasting model parameters (training data) and another part for measuring forecasting accuracy (test data) within a sliding-window approach. In each step of this approach (consisting of around 8,000 steps in total), we have calculated the forecast. During this process, we have derived error metrics (see Sect. 5.2.3) in comparison to the original uncompressed data and have averaged them at the end. Figure 9 shows the values of the different error metrics on the campus dataset compressed with different values for the maximum deviation allowed. The column corresponding to a maximum deviation allowed of 0 Wh shows the results for the original data-it is our baseline. Overall, the results are as follows: For maximum allowed deviations of less than 25 Wh, the results of the forecasting algorithm do not vary significantly when compared to results for the actual data for three out of four error metrics. At the same time, the value for these error metrics can be even slightly smaller than for the actual data. This is caused by a smoothing effect of the data induced by our compression algorithm: The regression functions used for compression smoothen the curve and elim- Energy forecast results on compressed data using four error metrics (the horizontal axis depicts the maximum allowed deviation in Wh). inate small variations. This makes it easier for the forecasting function to predict the future development of the curve in some situations. For maximum deviations allowed bigger than 50 Wh, the value for M ASE is significantly larger than the value for the actual data. Table 7 shows the values of the compression ratios obtained for the different values of the maximum deviation allowed, corresponding to the error metrics in Figure 9 . Thus, when guaranteeing a maximum deviation of 25 Wh-which corresponds to a compression factor of 3-the forecast precision remains unaffected. For three out of the four error metrics, data compressed with factor 11 does not affect the results negatively, and only data compressed with factor 34 affects the results significantly. Thus, depending on the error metric relevant for the forecast application, the data compressed with factor 11 and factor 34 may even be useful.
Comparison to related work
To compare our approach to related work, we compare our compression ratios (as discussed in the previous subsections) to the individual regression functions: constant-value functions [22] ('constants' in Table 8 ) and straight line functions [9] ('lines' in Table 8 ). We do not compare our compression technique to techniques based on Fourier [10] or wavelet [5] decomposition. As mentioned in Sect. 2.2, these techniques do not provide any guarantee for the compressed version of the data. Table 8 contains the compression ratios of all three approaches in all three scenarios on the different datasets. We set the maximum degree of polynomials ( p) to 3. In the price-estimation scenario, it is obvious that constant-value functions cannot compress the data well, as it is in the cumulative representation where the data is typically not constant. Constant-value functions are better suited in the other two scenarios (where the standard data representation is used), but their compression ratio is always worse than straight line functions and our approach. The constant-value functions perform always worse than straight line functions and our approach. This also holds for the other scenarios and datasets.
Comparing our approach to the straight line functions in Table 8 (c) reveals that our approach always compresses the campus dataset better, too. In the price-estimation scenario using the office dataset however, we have observed a few situations where our approach has performed slightly worse. As discussed before, this dataset can be particularly well compressed using straight lines due to the cumulative representation of the data and few changes in consumption. In this situation, the greedy behavior of our compression technique leads to slightly worse results. To sum up, our approach compresses the data by up to 64 % better (on averaged maximum allowed deviation values) than the best alternative approach (forecast scenario, Table 8 (c); factor 10.99 vs. factor 6.72).
As it internally falls back to these approaches, it ensures that best compression ratios can be achieved anyhow, except for pathological situations.
Compared to an implementation of [31] (using only regression functions that fulfill the uniform norm), our approach reaches the same compression ratios, but achieves a speed-up factor of up to 3.
Another factor which impacts the compression ratio is the presence of outliers in the data. We have tested our approach with real datasets which do contain outliers. The result is that our technique achieves high compression ratios when the data contains outliers which occur with a natural frequency. Moreover, as our technique in the worst case falls back internally on related approaches, it will function at least as well as related work on data with unusually high rates of outliers.
Approximation of additional points
After having evaluated our compression technique, we now discuss one interesting aspect and present further results.
Our time-series compression technique automatically divides a time series into intervals and describes the values in these intervals with regression functions. These intervals cover all points of a time series. Thus, it is possible to approximate the values of arbitrary points in the time series. In many cases, the retrieved values might be quite close to the real ones. However, our compression algorithm only provides guarantees regarding a maximum deviation for all points that have been used as an input for the algorithm. This is, there is no guarantee for approximating additional points, and severe deviations may exist when doing so. The fact that there are no guarantees for additional points is general in nature, as one cannot provide guarantees for values which have never been measured or seen by the algorithm. From a machine learning perspective [29] , compression of data can be categorized as highly overfitted learning of the data. This is in contrast to non-overfitted regression learning which may be more suited to approximate unseen data points.
In additional experiments, we have evaluated how well energy data can be compressed when not all points of a dataset are used. To this end, we have compressed our three datasets-but only every second, third, fourth, etc. point. Then we have compared the approximated values from the compressed data (including points which have not been used for compression) with all points from the real data. Besides a reduced storage need when not considering all points, the results are as follows: For the campus dataset (using a maximum deviation of 50 Wh), the maximum error of using every point is 50 Wh, and the average error is 27 Wh. For using every second point, the maximum error is 803 Wh (average: 35 Wh), and for using every fourth point, the maximum error is 1,593 Wh (average: 50 Wh). For the office dataset and the REDD, this behavior is roughly similar. To summarize, while maximum errors grow quite quickly, the average errors grow relatively moderately.
From the discussions and the experiments in the previous paragraphs, we conclude that our algorithm can technically approximate points which have not been used for compression. Depending to a high degree on the dataset, the maximum error can however be quite high. On the other hand, the results on our energy datasets are quite well on average. This is, in certain situations, our algorithm may be used to approximate additional points. Leaving out points for compression might even be a means to increase compression ratios: While the average errors only increase moderately, the compression ratio can be raised by roughly 50 % by leaving out every second point (according to experiments with the campus dataset and a small maximum deviation of 10 Ws). This effect almost vanishes when maximum deviation thresholds are large (e.g., the compression ratio raises by only 6 % at 250 Ws in the campus dataset). However, one has to be aware that there are no guarantees on the error. These can only be provided for points that have actually been used for compression.
Evaluation of estimation methods
In the following, we present an evaluation of our estimation methods described in Sect. 4. We use two measures to quantify their accuracy. The first one is the absolute percentage error (APE):
where y corresponds to the actual average length of the segments and y to the one that our method has estimated. The second measure is the accuracy of our methods when predicting the function (constant, straight line, polynomial of degree p > 1) to use to compress a time series. To this end, we first use each of our methods to estimate the size of a time series compressed using a given function. In the case of the model-based estimation, we estimate the average length of the segments for the straight line function as follows: average length = (lower bound + upper bound) 2
Based on the estimations, we choose the type of function (constant, straight line, polynomial of degree p ∈ {2, 3}) that yields the smaller size of the compressed time series. We then calculate the real size of the compressed time series directly by compressing it using each type of function. Finally, we use the real results to check if our choice has been correct. The measure, which we refer to as decision accuracy (DA) in the following, is equal to:
D A = 100 % · number of correct decisions all decisions
Model-based estimation
We compared the values the method has produced to actual values obtained by compressing the time series using constant and straight line functions. We have tested our method on two datasets: REDD and Smart*. To obtain the expected values of Z , Z low and Z up , we have sampled each firstdifference time series of the datasets. We have used 1 % of the length of each time series as sample size. Varying this size from 0.1 to 5 % has not had any significant effect on the results. As described in Sect. 4, we have set δ to 0.001. Using smaller values instead has not improved results significantly. We have performed all experiments 10 times with different samples and present average values in the following. Any result from each of the 10 experiments does not deviate by more than 5 % from the average.
Constant Functions
We first present detailed results for one random time series of each dataset tested. We then present a summary of the results for all time series. Table 9 shows the actual and estimated average length of the segments for the time series of the energy consumption of house 2 of the REDD dataset. All in all, the estimation is rather accurate. The maximum absolute percentage error (APE) is equal to 32.5 % while the average APE is equal to 12.95 % for the different values of the maximum deviation that we tested. Table 10 shows the actual and the estimated average length of the segments for the time series of home C of the Smart* dataset. These results are consistent with the previous results just described. Here, the maximum APE is equal to 22.02 %, and the average APE is equal to 8.52 %. Concerning all the time series in each of the datasets, Table 11 lists the average APE for each value of the maximum deviation allowed ε that we have tested. As we can observe, our model achieves a good accuracy for the lowest and the highest values of the maximum deviation allowed that we tested. For other values of the maximum deviation allowed, the accuracy is worse, but all in all, our model achieves results with a rather good accuracy. The average APE is smaller than 30 % for all values of the maximum deviation allowed that we tested.
We observed that, apart from one case, our method underestimates the real average length of the segments. We believe this is due to two factors. First, differentiating the time series does not completely eliminate correlation between consecutive values, i.e., the samples are not entirely i.i.d. We believe this is also why our method produces better results for larger values of the maximum allowed deviation. As the maximum allowed deviation grows, longer sequences of variable data can be approximated using constant functions. The impact of correlation between consecutive samples is thus less significant. Second, Algorithm 2 may underestimate the actual value due to δ. One possibility to improve the estimation would be to use a method which fully calculates E[Z ].
Straight Line Functions As for constant functions, we will first present detailed results for one random time series of each of the datasets. We will then present average results for all the time series in the datasets. Table 12 shows the actual average length of the segments, as well as the lower and upper bound values our method produced, for the time series of house 3 of the REDD dataset. As expected, the lower and upper bounds are smaller and, respectively, larger than the actual values for all cases. The lower bound is around 7-54 % smaller than the actual average length of the segments. The upper bound is around 19-55 % larger. Table 13 shows the actual average length of the segments, as well as lower and upper bound values, for the energy consumption of home B of the Smart* dataset. Here as well, the lower and upper bounds are smaller and, respectively, larger than the actual values for all values of the maximum deviation allowed that we tested. The lower bound is around 13-57 % smaller than the actual average length of the segments. The upper bound is around 26-59 % larger than the actual average length of the segments.
We present in Table 14 average results we obtained for all the time series in each dataset. The table contains the average APE of both the upper and lower bound for each value of the maximum deviation allowed that we tested. Our model produces rather good lower and upper bounds. All in all, the average APE is smaller than 55 % for both lower and upper bounds. Generally, the bounds get closer to the actual value as the maximum deviation allowed increases. 
Generation-based estimation
In the following, we present an evaluation of the generationbased estimation. We compare the values the method has produced to actual values we obtained by compressing the time series using polynomials of different degrees. As for the model-based estimation, we have tested our model on two datasets: REDD and Smart*. To obtain estimations with a precision error smaller than 5 % and a confidence interval of 95 %, we have generated N = 10, 000 time series. Constant Functions As for the model-based estimation, we present detailed results for one time series of each of the datasets tested. We then present a summary of the results for all the time series in each dataset. Table 15 shows the actual and estimated average length of the segments for the energy consumption of house 4 of the REDD dataset.
Except for maximum allowed deviations of 5 and 10 Ws, the APE is smaller than 30 %. All in all, the maximum absolute percentage error (APE) is equal to 50.13 %, while the average APE is equal to 28.29 % for the different values of the maximum deviation that we tested. Table 16 shows the actual and the estimated average length of the segments for the time series of home B of the Smart* dataset. These results are consistent with the previous results just described. Here, the maximum APE is equal to 41.38 %, and the average APE is equal to 25.37 %.
Regarding all time series in each of the datasets, Table 17 lists the average APE for each value of ε, the maximum deviation allowed that we have tested. As with the previous method, generation-based estimation achieves a good accuracy for the lowest and the highest values of the maximum deviation allowed that we tested. For other values of the maximum deviation allowed, the accuracy is worse, but all in all, the method achieves results with a rather good accuracy. The average APE is smaller than 30 % for all values of the maximum deviation allowed that we tested. All in all, the accuracy of the generation-based estimation is similar to the one of model-based estimation. However, as pointed out in Sect. 4.3, generation-based estimation takes around two times longer than model-based estimation.
Straight Line Functions As for constant functions, we will first present detailed results for one random time series of each of the datasets. We will then present average results for all the time series in both datasets. Table 18 shows the actual and estimated average length of the segments for the time series of the energy consumption of house 1 of the REDD dataset. The maximum absolute percentage error (APE) is equal to 31.24 %, while the average APE is equal to 26.4 % for the different values of the maximum deviation that we tested. Table 19 shows the actual and estimated average length of the segments for the time series of the energy consumption of home B of the Smart* dataset. The maximum absolute percentage error (APE) is equal to 42.42 % while the average APE is equal to 24.83 % for the different values of the maximum deviation that we tested. We present in Table 20 average results we obtained for all the time series in each dataset. The table contains the average APE for each value of the maximum deviation allowed ε that we have tested. We observe that the method performs worse than for constant functions for low values (up to 2 Ws) of the maximum deviation allowed. In contrast, it performs better for higher values.
In conclusion, generation-based estimation in general performs well in the case of straight line functions. Its average APE is less than 34.15 % for all time series and values of the maximum deviation allowed we tested. However, generationbased estimation takes significantly more time than modelbased estimation (around 35 times more).
Polynomials of degree p>1
We show results for polynomials of degree p ∈ {2, 3} in the following. We do this according to the evaluation of our compression technique, as it has shown that polynomials of degrees p ≤ 3 have the biggest impact on the compression ratio. Table 21 shows average results of the APE for all time series in each dataset. We observe that the accuracy tends to decrease when the degree of the polynomial increases. We believe that this has the same reason as with the model-based estimation: Differentiating the time series does not completely eliminate correlation between consecutive values, i.e., the samples of D are not entirely i.i.d. However, as the degree of the polynomial grows, the correlation left out by our assumption has a bigger impact on the estimation.
In conclusion, although the accuracy becomes worse with a larger p, results are still accurate. We obtain particularly small APEs for the lowest and largest values of the maximum deviation allowed. 
Decision accuracy
We now present results for decision accuracy (DA) for both methods. We use the obtained estimates to make a choice for each time series tested for six different values of the maximum deviation allowed: 1, 2, 5, 10, 25 and 50 Ws. For the model-based estimation, the decision to be made is to choose between constant and straight line functions. For the generation-based estimation, this choice is from among polynomials of degree p ∈ {0, 1, 2, 3}. Table 22 shows the DA for all time series tested. Concerning model-based estimation, except for one time series, the method is helpful when choosing the type of function to use for the compression. We obtained the lowest DA for the time series of house 4 of the REDD dataset. However, we observed the following fact for this time series: In the cases, our model did not help us make the right decision, the difference of compression ratio between using a constant and a straight line function was small. In other words, the method was close to the correct choice.
Regarding generation-based estimation, we observe that, apart from two cases, the method is helpful when choosing the type of function to use for the compression.
Alternative compression using standard patterns
So far, our compression technique does not make use of any recurring pattern such as the daily, weekly and yearly season, as present frequently in many energy and other datasets. For example, the load curve of energy consumption of two adjacent weekdays frequently is very similar. As exploiting this behavior seems to be promising, we have used several properties of our datasets in order to statistically reduce the data before applying our compression technique, and we have analyzed this alternative experimentally.
To use the most prominent repeating pattern in our energy datasets, the daily load profile, we have calculated the stan- dard daily pattern by averaging, for each dataset separately, all values occurring at the same time of each day. We have then calculated the differences of each day of the datasets to the daily standard pattern. For the campus dataset, which has a strong difference between weekdays and weekends, we have used only the weekdays to investigate the effect of the daily pattern in particular. In productive implementations, one could use two different kinds of patterns for the different types of days or switch to a weekly pattern. Figure 10 illustrates the standard pattern in the campus dataset and depicts the energy consumption of a random weekday in the same dataset.
We have subsequently compressed the differences between the datasets and their standard daily patterns using our technique, and we have compared the compression ratios to those obtained when compressing the original data. Table 23 presents the maximum compression ratios obtained for all datasets for both the original data and the differences to the standard patterns. For the office dataset and the REDD, the compression ratios obtained using the original data are bigger than the ones obtained using the differences to the standard daily patterns for all values of the maximum tolerable deviations. On average, the compression ratios using the original data are about two times and 2.5 times bigger than the ones obtained when compressing the differences to the daily standard patterns for the office dataset and the REDD, respectively. For the campus dataset, the compression of the differences between the original dataset and the daily standard pattern resulted in slightly better compression ratios for small values of the maximum tolerable deviation. For larger values of the maximum deviation, the compression ratios are considerably bigger when using the differences to the daily pattern instead of the original data. As a consequence, the compression ratios for the differences to the daily pattern are on average about two times bigger than the ones obtained when compressing the original data. The low compression ratios achieved using the standard pattern approach in the office dataset and in the REDD is due to the time granularity of the datasets. As these datasets contain energy consumption measured each second, the differences between the individual days are relatively large. This induces a higher variability of the differences to the daily pattern as calculated above, which accounts for the smaller compressibility of the data. In the campus dataset, the good results are a consequence of the presence of a strong repeating pattern. With this dataset, the energy consumption was measured every 15 min, aggregates a large number of consuming devices, and the daily load pattern describes any day of the dataset quite well. This makes the variance of the differences to the daily pattern considerably smaller than the variance of the original data. When the maximum tolerable deviation is large enough, the regression functions are able to approximate longer segments of points, thus making the compression more efficient.
Overall, the standard pattern approach can lead to better compression ratios in certain situations. However, even if the standard pattern-based approach can achieve better results in certain situations, it leads to additional overhead for deriving and updating the standard patterns. The approach has therefore not turned out to be a general technique that yields additional benefit in most situations.
Implementation in a database management system
While we have conducted all experiments in Sect. 5 standalone with scripts in R, we now discuss how our compression technique can be deployed in a database management system. As mentioned in Sect. 3.4, compression ratios in reality depend on factors such as storage requirements of individual data types and are hard to predict within a database. Thus, it is important to explicitly evaluate our technique in this very relevant deployment scenario.
In concrete terms, we use SAP HANA [11] , an in-memory relational database management system [32] . To implement our compression algorithm in SAP HANA, we have implemented a function which calls a variation of our R script. This script is executed on an R server running on the same machine as the database engine in our setup. For the implementation, we have used a table schema similar to the one described in Sect. 3.3 (see Table 1 ). Knowing the exact storage space requirements of all fields in the actual table scheme allows us to refine the calculation of the compression ratio within the compression algorithm (Line 11 in Algorithm 1, see Sect. 3.4).
Regarding decompression, we have implemented the respective functionality entirely in the database using pure SQL. This is possible, as-in contrast to our compression algorithm-decompression does not require procedural algorithms or parameter-estimation routines. Using R as an alternative would lead to additional overhead, such as unnecessary data transfers due to the execution in a separated process. For this reason, we have not considered this variant in our evaluation any further. We hypothesize that our SQL-based decompression implementation is efficient. Figure 11a shows the compression ratios of our compression algorithm deployed in SAP HANA on 1 year of the campus dataset with maximum deviation values as in Sect. 5. 'actual database'). Furthermore, it includes the compression values of our stand-alone evaluation as given in Table 7 ('theoretical evaluation section'). Compared to these values, the values from our database implementation are quite good, and the value used within the algorithm does not differ from the actual one by much. In the database, we achieve a maximum compression ratio of factor 50 instead of factor 34. This positive effect is caused by the usage of more realistic compression ratio values than the ones used in our evaluation in Sect. 5. This also indicates that the compression ratio results given previously in Sect. 5 are rather conservative estimates of the compression ratios our technique can reach in real database deployments. Figure 11b shows the runtime of our compression algorithm operating on 1 year of the campus dataset (≈35,040 measurement points) integrated in SAP HANA running on a shared server. The figure explicitly shows the runtime of the compression algorithm in R ('algorithm (R)'), the overhead of retrieving the uncompressed data and of storing the compressed data in the database using SQL or SQLScript 1 ('SQL overhead'), the communication overhead needed to transfer data from the database engine to the R server and back ('communication') and the sum of these three values ('total'). The SQL operations consume the smallest part of the runtime and are extremely fast. The by far largest share of the runtime is used for the compression algorithm in R. These values are roughly the same as in stand-alone executions of the compression algorithm as performed in Sect. 5.3. The corresponding values increase with an increasing maximum deviation, as the algorithm tries to compress the data more in these situations. However, the relatively large runtime requirements are partly caused by the R language used in our implementation. When languages with faster implementations are used to implement the same algorithm, we expect further decreases in runtime. Finally, the communication overhead between the database engine and the R server is significant, for small maximum deviation values in particular. The reason is the overhead when transferring relatively large volumes of only slightly compressed data between R and the database. We also expect this overhead to become smaller when the algorithm is implemented natively in SAP HANA in languages such as C, C++ or L 2 . Furthermore, we expect the total runtime to decrease further when deployed in a dedicated database system-the results presented here have been obtained on a shared server. This is, the already fast runtimes of our implementation presented here might be further decreased.
Regarding runtimes of decompression, this process is significantly faster than compression, due to its implementation in pure SQL. In concrete terms, decompression is roughly 1 SQLScript is a procedural programming language in SAP HANA. 2 L is a programming language similar to C used in SAP HANA. 20 times faster than compression. Decompressing all values from 1 year of the campus dataset is possible in less than one second and takes only less than two times longer than querying the original uncompressed table.
To summarize the experiments in SAP HANA, we have shown that our compression algorithm can be smoothly integrated in database management systems. This is essential for usage in a productive environment. In our deployment, we can reach even better compression ratios and relatively short runtimes. Besides compression, decompression is possible in a very fast way. Our algorithm could therefore be used as a universal technique as part of the database management system to store time-series data in a compressed way.
Conclusions
In smart electricity grids, time-series data of high temporal resolution proliferate, for example from smart electricity meters. This is very similar in many other domains where time-series data is generated. Storing huge amounts of this raw data may be prohibitively expensive in terms of space required, depending on the application scenarios. However, in many cases, this fine-grained data would empower analytical applications such as very-short-term forecasting. This calls for a solution that compresses time-series data so that transmission and storage of fine-grained measurements becomes more efficient. In this article, we have proposed such a technique for time-series data. It compresses data without any significant loss for most existing smart grid applications. Besides the energy domain, the technique can be applied to time-series data from arbitrary domains. The proposed technique builds on piecewise polynomial regression. Comprehensive experimental results based on three representative smart grid scenarios and real-world datasets show that our technique achieves good compression ratios. These are comparable to (but compression is faster) or better than related work. In a forecasting scenario, it can compress data without significantly affecting forecast quality. This means that data in higher temporal resolution can be stored using significantly less space than the original "raw" data requires. Further experiments compare our technique to an alternative approach and illustrate the integration into a state-of-the-art database management system. Additionally, we have proposed two methods for estimating the storage space requirements our of compression technique. Our methods are helpful in several ways. First, they can identify the piecewise regression techniques which best compress a given dataset in the context of a given application. Second, our methods can help assessing the benefit of more complex and time-consuming compression techniques.
Potential further research includes: (1) integration with outlier detection (noisy measurement data might be dis-advantageous for both, applications and compressibility), (2) investigation how to perform analytical tasks directly on the compressed data and (3) techniques to support valuebased queries on the time-series data. Such queries select, say, all time series having values fulfilling certain criteria, without the need of decompressing all time series.
