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1. INTRODUCTION 
In this note we use a result of M. Shinbrot [l] to investigate the existence 
and completeness of eigenfunctions for a boundary value problem that 
arises in the theory of small amplitude motions of a stratified polytropic gas. 
It has been noted before, in some other problems of hydrodynamic stability, 
that the “eigenvalue” parameter may be present in a nonlinear way in the 
differential operator, or may be present in the boundary condition. (See, for 
example, [l-5].) The particular problem discussed here has not been con- 
sidered before. (The references mentioned above are concerned with incom- 
pressible fluids.) 
Thus let us consider an inviscid, nonheat-conducting, polytropic, ideal 
gas under gravity. (A polytropic gas is one in which the internal energy is 
proportional to the temperature.) We assume that in equilibrium (no motion) 
the gas is stratified as a result of the action of gravity; that is, the equilibrium 
values of pressure, entropy and density depend only on the coordinate, say x, 
along the axis antiparallel to the gravitational force. 
The equations are the equations of conservation of momentum, of mass, 
and of energy; and the equation of state for a polytrope. As these are well 
known we do not write them down here. These equations, when linearized 
about the equilibrium values, have solutions of the form exp(ot + i& ‘2) 
multiplied by a function of x. Here t is time and y is the horizontal coordinate. 
We call R = 1 b 1 the wave-number. Let the equilibrium value of entropy 
at x be denoted s(x). Then as in [6], we introduce a new variable 
where c,, is the specific heat at constant pressure and x, is arbitrary. The above 
equation can be solved for x in terms of z (uniquely), say x = g(x). It is 
convenient to introduce J(Z) = exp( - s(g(x))/c,). 
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Let y be the ratio of specific heats c&, and let 01 = l/(r - 1). (Then 
01 > 1.) If we let u stand for z-“p where p is the pressure perturbation then 
the equation for u can be shown to be 
- -?!c-du d 
( dz h+f’ dz (1) 
where X = crs. (We have chosen units so that the acceleration due to gravity 
is unity.) We now consider the boundary value problem: To solve (1) in the 
interval a < z < b (0 < a < b < CO) subject to U(U) = u(b) = 0. (“Soft” 
boundaries.) It is required to find values of X for which this problem has a 
solution. 
We assume that f is as smooth as necessary and that f (z) and f ‘(z) are not 
zero for a < z < b; say, f(z) > 6 > 0 for some 6. The assumption 
f(z) > 6 > 0 is satisfied, for example, whenever the entropy is bounded on 
the interval in question. It will also be convenient to introduce the notation 
r) = max \ f' \ . As a result of the assumption that f > 0 and z ]a a > 0 the 
equilibrium density and pressure are bounded away from zero on [a, b]. Now 
Schwarzschild’s criterion for stability says that this system is stable if and 
only if f’ >, 0 everywhere. Thus our assumption that f’ # 0 in [a, 61 is 
equivalent to assuming that there is no transition from locally unstable to 
locally stable zones. However, these are not the reasons for the assumptions 
made but rather that without them there are several technical difficulties. 
A problem similar to this has been considered by Weston [7]. (With 
special choices of stratification and an infinite domain.) However, he pres- 
cribed values of X and then considered k as an eigenvalue to be determined. 
That is a different problem both physically and mathematically. (Although 
presumably both procedures lead to the same solution of the initial value 
problem.) 
2. FORMULATION AS AN EIGENVALUE PROBLEM IN HILBERT SPACE 
We write the original boundary value problem as an integral equation 
by inverting the first term on the left side of (I), and then consider the result- 
ing integral equation in a Hilbert space setting. Thus, we introduce the inner 
product 
(u, v) = s: U(X) B(X) m(x) dx (2) 
and call the associated Hilbert space H (i.e., H = Lr(m dx)). The weight m 
will be chosen later. It is convenient to introduce the following notation. 
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Given two real-valued Cl functions 9 and $ on [a, 61 we define [v, $1 : H - H 
bY 
Any such operator is compact, and also [y, $1 * m is compact and self- 
adjoint. (In fact, l-g, g] is proportional to the inverse of (d/dz) (l/g) (d/dz) with 
zero boundary conditions.) It is easy to verify that if T is a second-order 
linear differential operator with continuous coefficients and appropriate 
domain then T[y, $1 is a bounded operator on all of H. (This will be used 
later.) Let, for a < x < b, 
h,(z) = z’” 
h,(z) = weif(z)-1 
h,= bz-adz 
s Q 
r&z) = z-y’(z) 
r&i) = k2Pf(z)-2 
I 
b 
r, = Pi’ dx. 
a 
Then (1) is equivalent to the problem 
Au = - [Ah, + r, , Ah, + r,] (Ah2 + r2) u, 
6% + r3) 
(4) 
where when we write h, and r2 we mean the operators of multiplication by 
these functions. Let us call the operator on the right A(h). We thus have the 
“nonlinear” eigenvalue problem Xu = A(A) U. Let 
Then (4) is equivalent to 
Au = A(O) u + AA(O) B(A) u. (5) 
Note that A(0) is compact and if in (2) we choose m = r2/k2 it is also self- 
adjoint. Let us do so. Since A(O)-l is a second-order differential operator with 
continuous coefficients &0)-r A(h) is bounded and thus so is B(h). (The 
domain of A(O)-1 consists of those functions u in H that are zero at a and 6 
and for which u and u’ are absolutely continuous with derivatives in H.) 
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THEOREM. (A) If k is small enough there exists an in.nite sequence of real 
eigenvalues hj tending to zero, with the eigenfunctions uj spanning all but at 
most a$nite-dimensional subspace of H. The XI’s have the sign opposite that off ‘. 
(B) If y satisfies 
there exists an infinite sequence of real, negative eigenvalues pk tending to - co, 
with the eigenfunctions vk spanning all but at most a$nite-dimensional subspace 
of H. 
In order to prove this theorem we use the result of Shinbrot mentioned 
earlier. (More results along these lines can be found in this reference 
and in [4].) Shinbrot considers the problem, in a Hilbert space H, 
Au = Au + PC(h) 11 P>O (7) 
(our case being /3 = 1). Here A is compact and self-adjoint and A-l is densely 
defined and A-X‘(X) is defined and uniformly bounded in the disc 
I X I G (1 + 8-‘1 II A II 
and satisfies there a uniform Lipschitz condition in X. Let all but at most a 
finite number of the eigenvalues pn of A be simple and let S, = min 1 tag - pj 1 
(i # n). Suppose 
(8) 
Then the result is that (7) has an infinite sequence of eigenvalues X, with 
eigenfunctions u, . The sequence {h,} approaches zero. The sequence {un} 
spans all of H except for at most some subspace HI generated by a finite 
number of the eigenvectors of A. 
To prove part (A) of our theorem we need to show 2 (1 A(0) I/ < 1 r3/h, 1 , 
since the only singularity of B(A) is at X = - r,/h, . (If f’ is constant then 
this singularity is removable. This would be an isothermal stratification.) 
Since A(0) is proportional to K2 this requirement is satisfied if K is small 
enough. To prove (8) we note that by well-known theorems about the eigen- 
values of differential operators we have pi1 N n2. Then 6, N 71-3 and so the 
terms in (8) are like n-2. This proves all of (A) except that statement about 
the reality and sign of the eigenvalues. To prove that, suppose that (1) has a 
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solution (II, h). Multiply (1) by U/U (h = u2) and integrate over (a, b). Then, 
taking the real and imaginary parts, we find 
s b Re cr 
I 
I u’ I2 + zoL ($ +f+j I u I2 & = 0 
a 
Imu 
If / u 1 is sufficiently small andf’ > 0 (9) shows that u is imaginary (h < 0). 
If / u 1 is sufficiently small andf’ < 0 then (10) shows that u is real (h > 0). 
This completes the proof of (A). (We take the tail end of the sequence whose 
existence has been proved and this makes 1 u / small enough.) 
Part (B) is proved by replacing h by l/p in (4). Then the new equation 
is exactly like the old one with h, and yk interchanged (K = 1,2, 3). Thus we 
must show that 2 /I A(O) 11 < j h,/r, I is satisfied if y satisfies (6). If we define 
M = 2 [/ A(0) /I r3/h3 then 
M2 < 8a2 
( jbff(x) x-m dxj2 
a 
< F jj,,, (j:7.t)e@-1y2.Pdxdy 
and a simple estimate shows that this is less than 
16T2b2 -= 
0162 
16(~ - 1) q. 
Finally, (9) shows that if 1 u / is large enough then u must be imaginary, 
so X < 0. This completes the proof of (B). 
Note that to prove (A) we take m = Y,/@ and to prove (B) we take 
m = h2/k2. However this is just a device used in the proof. Since the norms 
so determined are equivalent, and are equivalent to that arising from m = 1, 
the same statements about existence and completeness are true when m = I 
in which case H = L2(dx). 
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3. CONCLUDING REMARKS 
We have not proved that zero and infinity are the only limit points of 
eigenvalues, although it is reasonable to expect that this is so. The restrictions 
on K and y are artifices of the method used. For example, the restriction on k 
can be explained in the following way. To invert (1) we must have h bounded 
away from values off’. However for eigenvalues h representing convective 
modes (i.e., X positive), it is expected that as K + CO each eigenvalue X,(K) 
approaches its maximum value sup(--f’), since the shortwave modes are 
most effective at mixing. This explains why an upper bound must be imposed 
on k. 
The physical interpretation of our result is as follows. The condition 
f’ > 0 is, as was mentioned previously, simply the condition of 
Schwarzschild for stability. This explains why, for the case f’ > 0, all the 
eigenvalues ak are imaginary. They are the oscillation frequencies of the 
medium. It is possible to give a heuristic argument to show that the small 
] u 1 modes are gravity waves and the large j u 1 modes are sound waves 
trapped in [a, 61. 
If f’ < 0 then Schwarzschild’s criterion for instability is satisfied and (A) 
gives a proof that the system is actually unstable in this case, for the small 1 u ] 
modes have u real, and both u and - u are eigenvalues. (For other proofs 
of Schwarzschild’s criterion see [8] and a forthcoming paper by the present 
author.) The large j u I modes are again interpreted as trapped sound waves. 
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