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a b s t r a c t
The class Vm(b, δ) of locally univalent functions f satisfying∫ 2π
0
Re

1+ 1b zf
′′(z)
f ′(z)

− δ
(1− δ)
 dθ ≤ mπ,
where m ≥ 2, δ ∈ [0, 1) and b ≠ 0 (complex), is introduced. Some basic properties of
this class such as distortion result, arc-length problem, and rate of growth of coefficients
are studied. We also investigate the functions in Vm(b, δ) under certain integral operators
and also deal with some radii problems.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let Pm(b, δ) be the class of functions p(z) analytic in E = {z : |z| < 1}with p(0) = 1, and∫ 2π
0
Re

1+ 1b [p(z)− 1] − δ
1− δ
 dθ ≤ mπ, (1.1)
wherem ≥ 2, δ ∈ [0, 1), b ∈ C − {0}.
For m = 2, P2(b, δ) = P(b, δ). When b = 1, we have Pm(1, δ) = Pm(δ); see [1]. For b = 1, δ = 0, Pm(1, 0) = Pm
was introduced in [2] and P2(1, 0) = P is the well-known class of Caratheodory functions of positive real part. Also, for
h ∈ Pm(b, δ), we can write
h(z) =

m
4
+ 1
2

h1(z)−

m
4
− 1
2

h2(z), h1, h2 ∈ P(b, δ). (1.2)
Let A denote the class of functions f (z), which are locally univalent analytic in the open disk E and are normalized by the
conditions f (0) = 0, f ′(0) = 1.
We define the following.
Definition 1.1. Let f ∈ A. Then f is said to belong to the class Vm(b, δ), if and only if

1+ zf ′′f ′

∈ Pm(b, δ), for z ∈ E.
We note that f ∈ Vm(b, δ) if and only if
1+ 1
b
zf ′′
f ′

∈ Pm(δ), z ∈ E.
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The classVm(1, 0) = Vm consists of functions of bounded boundary rotation introduced in [3] and studied by several authors;
see [4].
Also, V2(b, 0) = C(b) is the class of convex functions of complex order and V2(1, 0) coincides with the class C of convex
univalent functions.
Similarly, we can define the class Rm(b, δ). Let f ∈ A. Then f ∈ Rm(b, δ) if and only if zf ′f ∈ Pm(b, δ) for z ∈ E. It can be
easily seen that
f ∈ Vm(b, δ) if and only if zf ′ ∈ Rm(b, δ). (1.3)
We note that Rm(1, 0) = Rm is the class of functions of bounded radius rotation [4] and R2(1, 0) gives us the class S∗ of
starlike functions.
We shall assume throughout, unless otherwise stated, thatm ≥ 2, b ∈ C − {0}, δ ∈ [0, 1) and z ∈ E.
2. The class Pm(b, δ)
Theorem 2.1. The class Pm(b, δ) is a convex set.
Proof. Let α, β ≥ 0, α + β ≠ 0 and let H1,H2 ∈ Pm(b, δ). Then, for i = 1, 2, we can write
Hi(z) = b(1− δ)pi(z)+ (1− b(1− δ)) , pi ∈ Pm.
Now let
H(z) = α
α + β H1(z)+
β
α + β H2(z).
Then
H(z) = 1
α + β {α [b(1− δ)p1(z)]+ β [b(1− δ)p2(z)]} + (1− b(1− δ)) .
This gives us
1
b
[H(z)+ (1− b)] = (1− δ)

α
α + β p1(z)+
β
α + β h2(z)

+ δ
= (1− δ)h(z)+ δ, (2.1)
since 
α
α + β p1 +
β
α + β p2

∈ Pm, for p1, p2 ∈ Pm; see [2].
Therefore, it follows from (2.1) that
1
b
[H(z)+ (1− b)] ∈ Pm(δ).
Consequently, H ∈ Pm(b, δ) and this proves the result. 
Theorem 2.2. Let p ∈ Pm(b, δ) be given by
p(z) = 1+
∞−
n=1
cnzn. (2.2)
Then
|cn| ≤ |b|m(1− δ), ∀n ≥ 1. (2.3)
This result is sharp.
Proof. Its proof is straight forward since we can write
p(z) = b(1− δ)h(z)+ 1− b(1− δ), h(z) = 1+
∞−
n=1
bnzn ∈ Pm
= b(1− δ)

1+
∞−
n=1
bnzn

+ 1− b(1− δ)
= 1+ b(1− δ)
∞−
n=1
bnzn.
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This gives us
cn = b(1− δ)bn.
Now, using known result [2] for the class Pm, we have
|cn| ≤ |b|(1− δ)m, ∀n ≥ 1. 
Theorem 2.3. Let p ∈ Pm(b, δ) and be given by (2.2). Then, for z = reiθ ,
(i)
1
2π
∫ 2π
0
p(reiθ )2 dθ ≤ 1+ {m2|b|2(1− δ)2 − 1}
1− r2 .
(ii)
1
2π
∫ 2π
0
p′(reiθ ) dθ ≤ m|b|(1− δ)
1− r2 .
Proof. (i) Using Parseval’s identity, we have
1
2π
∫ 2π
0
|p(reiθ )|2dθ =
∞−
n=0
|cn|2r2n
≤ 1+m2|b|2(1− δ)2
∞−
n=1
r2n
= 1+ {m
2|b|2(1− δ)2 − 1}r2
1− r2 ,
where we have used (2.3).
(ii) We can write
p(z) = b(1− δ)
[
m
4
+ 1
2

p1(z)−

m
4
− 1
2

p2(z)
]
+ 1− b(1− δ), pi ∈ P.
Therefore,
p′(z) = b(1− δ)

m
4
+ 1
2

p′1(z)− b(1− δ)

m
4
− 1
2

p′2(z). (2.4)
Now, for all pi ∈ P , we have
p′i =
2w′(z)
(1+ w(z))2 ,
wherew(z) is a Schwarz function with |w(z)| < 1, and this gives us
1
2π
∫ 2π
0
|p′i(reiθ )|dθ =
1
2π
∫ 2π
0
2|w′(reiθ )|
|1+ w(reiθ )|2 dθ ≤
2
1− r2 . (2.5)
From (2.4) and (2.5), we obtain the required result. 
For b = 1, δ = 0 andm = 2, this result has been proved in [5].
3. The class Vm(b, δ)
In this section, we shall investigate some basic properties such as distortion results and coefficient problems of the class
Vm(b, δ). Relation (1.3) can be used to derive similar results for the class Rm(b, δ).
We prove the following.
Theorem 3.1. Let f ∈ Vm(b, δ). Then, for 0 ≤ θ1 < θ2 ≤ 2π, z = reiθ , we have∫ θ2
θ1
Re

zf ′(z)
′
f ′(z)

dθ > −|b|(1− δ)
m
2
− 1

π.
Proof. From a result of Brannan [6], it easily follows that, for f ∈ Vm(b, δ), we can write
f ′(z) = f ′1(z)b(1−δ) , f1 ∈ Vm. (3.1)
K.I. Noor et al. / Computers and Mathematics with Applications 62 (2011) 2112–2125 2115
Now it is known [6] that, for f1 ∈ Vm and 0 ≤ θ1 < θ2 ≤ 2π ,∫ θ2
θ1
Re

zf ′1(z)
′
f ′1(z)

dθ > −
m
2
− 1

π. (3.2)
From (3.1) and (3.2), the required result follows immediately. 
Remark 3.1. Using a necessary and sufficient condition for univalence proved by Kaplan [7], we note that f ∈ Vm(b, δ) is
univalent for 2 ≤ m ≤ 2 + 2|b|(1−δ) . When b = 1, δ = 0, this is well known that Vm consists of close-to-convex univalent
functions for 2 ≤ m ≤ 4.
Theorem 3.2. Let, for |b|(1− δ) ≤ 1, f ∈ Vm(b, δ) and be given by
f (z) = z +
∞−
n=2
anzn.
Then
an = O(1)nβ , (n −→∞),
where
β =

|b|(1− δ)
m
2
+ 1

− 2

and O(1) is a constant depending only on b, δ and m. The exponent β is best possible.
Proof. Set
F(z) = z(zf ′(z))′′ .
Then
F(z) = f ′(z) h2(z)+ zh′(z) , f ∈ Vm(b, δ), h ∈ Pm(b, δ),
where h(z) = (zf ′(z))′f ′(z) .
For z = reiθ , we have
n3|an| ≤ 12πrn−3
∫ 2π
0
|f ′(z)| |h2(z)+ zh′(z)|dθ. (3.3)
Now, for f ∈ Vm(b, δ), we can easily modify a result proved in [6] and have
f ′(z) = f ′1b(1−δ) , f1 ∈ Vm
=

s1(z)
z
b1m4 + 12 

s2(z)
z
b1m4 − 12  , s1, s2 ∈ S∗, (b1 = b(1− δ)). (3.4)
From (3.3), (3.4), well-known distortion results for starlike functions [4] and Theorem 2.3, we obtain
n3|an| ≤ c(b, δ,m)n[|b|(1−δ)(m2 +1)+1].
This gives us
an = O(1)nβ , β =

|b|(1− δ)
m
2
+ 1

− 2

,

r =

1− 1
n

−→ 1

.
The exponent β can be shown as best possible by taking s1, s2 ∈ S∗ in (3.4) to be the rotations of Koebe function k(z) =
z
(1−eiθ z)2 . 
As special cases, we note that
(i) For b(1− δ) = 1, f ∈ Vm(b, δ), an = O(1).nm2 .
(ii) b = 1, δ = 0, f ∈ Vm and this gives the result proved in [8].
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Theorem 3.3 (Distortion Result). Let, for 0 < b(1− δ) ≤ 1, f ∈ Vm(b, δ). Then
2(1−2b1)
a

G(a, b; c,−1)− ra1G(a, b; c,−r1)
 ≤ |f (z)|
≤ 2
(1−2b1)
a

G(a, b; c,−1)− r−a1 G(a, b; c,−r−11 )

,
where
b1 = b(1− δ), r1 = 1− r1+ r , (|z| = r < 1),
G denotes the hypergeometric function and
a = b1
m
2
− 1

+ 1, b = 2(1− b1), c = b1
m
2
− 1

+ 2. (3.5)
Proof. Since f ∈ Vm(b, δ), we can write
f ′(z) = f ′1(z)b(1−δ) , f1 ∈ Vm
and using the known distortion results for Vm (see [4]), we have
|f ′(z)| ≥ (1− |z|)
b(1−δ)(m2 −1)
(1+ |z|)b(1−δ)(m2 +1)
.
Let dr denote the radius of the largest schlicht disk centered at the origin contained in the image of |z| < r under f (z). Then
there is a point z0, |z0| = r such that |f (z0)| = dr . The ray from 0 to f (z0) lies entirely in the image and the inverse image of
this ray is a curve C in |z| < r .
Now, with b1 = b(1− δ), we have
dr = |f (z0)| =
∫
C
|f ′| |dz|
≥
∫
C
(1− |z|)b1(m2 −1)
(1+ |z|)b1(m2 +1)
|dz|
≥
∫ |z|
0
(1− s)b1(m2 −1)
(1+ s)b1(m2 +1)
ds
=
∫ |z|
0

1− s
1+ s
b1(m2 −1) ds
(1+ s)2b1 .
Let 1−s1+s = t . Then −2(1+s)2 ds = dt and we have
|f (z0)| ≥ −12
∫ 1−|z|
1+|z|
1
t{b1(m2 −1)}

2
1+ t
−2(1−b1)
dt
= [−2](1−2b1)
∫ 1−|z|
1+|z|
1
tb1(
m
2 −1) (1+ t)−2(1−b1) dt
= [−2](1−2b1)
∫ 1−r
1+r
0
tb1(
m
2 −1) (1+ t)−2(1−b1) dt + [2](1−2b1)
∫ 1
0
tb1(
m
2 −1) (1+ t)−2(1−b1) dt
= I1 + I2.
Let 1−r1+r = r1 and let t = r1u to have
I1 = [−2](1−2b1)
∫ r1
0
(r1u)b1(
m
2 −1)r1 (1+ r1u)−2(1−b1) du
= [−2](1−2b1) r[b1(m2 −1)+]1
∫ r1
0
ub1(
m
2 −1) (1+ r1u)−2(1−b1) du
= [−2](1−2b1) ra1
0(a)0(c − a)
0(c)
G(a, b; c,−r1), (3.6)
where a, b and c are as given in (3.5). G,0 denote hypergeometric and Gamma functions, respectively. We note that a > 0
and (c − a) > 0.
K.I. Noor et al. / Computers and Mathematics with Applications 62 (2011) 2112–2125 2117
We now calculate I2 as
I2 = 2(1−2b1)
∫ 1
0
tb1(
m
2 −1) (1+ t)−2(1−b1) dt
= 2(1−2b1)0(a)0(c − a)
0(c)
G(a, b; c,−1). (3.7)
Thus, from (3.6) and (3.7), we obtain
|f (z0)| ≥ 2
(1−2b1)
a

G(a, b; c,−1)− ra1G(a, b; c,−r1)

. (3.8)
Next, we proceed to calculate the upper bound for |f (z)|. We have
|f ′(z)| ≤ (1+ |z|)
b1(m2 −1)
(1− |z|)b1(m2 +1)
,
so
|f (z)| ≤
∫ |z|
0
(1+ s)b1(m2 −1)
(1− s)b1(m2 +1)
ds
=
∫ |z|
0

1+ s
1− s
b1(m2 −1) ds
(1− s)2b1 .
Let 1+s1−s = ξ . Then −2(1−s)2 ds = dξ . This gives us
|f (z)| ≤ −1
2
∫ 1+|z|
1−|z|
1
ξ b1(
m
2 −1)

2
1+ ξ
2(1−b1)
dξ
= [−2](1−2b1)
∫ 1+|z|
1−|z|
0
ξ b1(
m
2 −1) (1+ ξ)−2(1−b1) dξ
= 2
(1−2b1)
a

G(a, b; c,−1)− ra1G(a, b; c,−r−11 )

. (3.9)
Using (3.8) and (3.9), we complete the proof. 
Let L(r) denote the length of the image of {z : |z| = r} by f (z) andM(r) = maxθ |f (reiθ )|.
We prove the following theorem.
Theorem 3.4. Let
f : f (z) = z +
∞−
n=2
anzn
belong to Vm(b, δ). Then, for 0 < r < 1
L(r) = O(1)M(r) log 1
(1− r) ,
where O(1) is a constant depending only on m, b and δ.
Proof. Since f ∈ Vm(b, δ), we can write
zf ′(z)
′
f ′(z)
= h(z), h ∈ Pm(b, δ).
Now
L(r) =
∫ 2π
0
|zf ′(z)|dθ, z = reiθ
≤
∫ r
0
∫ 2π
0
|f ′(z)h(z)|dθdρ
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≤
∫ r
0
∫ 2π
0
|f ′(ρeiθ )|2dθ
 1
2
∫ 2π
0
|h(ρeiθ )|2dθ
 1
2
dρ
≤ 2π
∫ r
0
1+ ∞−
n=2
n2|an|2ρ2n−2
 1
2 1+ {m2|b|2(1− δ)2 − 1}r2
1− r2
 1
2
 dρ, (3.10)
where we have used the Cauchy–Schwarz inequality, Parseval’s equality and Theorem 2.3(i). Now it follows immediately
from Theorem 3.1 that the class Vm(b, δ) forms a subset of a linear-invariant family of order
|b|(1− δ)
m
2
− 1

+ 1

.
Using Lemma 2.6 of [9], we deduce that
M(
√
ρ) <
2γM(ρ)√
ρ
, γ = {|b|(1− δ)(m− 2)} + 2.
Thus, from (3.10), we obtain the required result. 
Remark 3.2. If f ∈ Vm(b, δ) andM(r) < 1(1−r)α , α > 0, then from Theorem 3.4, it follows that
L(r) ≤ A(b, δ,m)
∫ r
0
M(ρ)
1− ρ dρ.
This gives us
L(r) <
A(b, δ,m, α)
(1− r)α ,
where A(b, δ,m, α) denotes a constant depending only on b, δ,m and α.
4. Integral operators and radii problems
We prove the following theorem.
Theorem 4.1. Let f , g ∈ Vm(b, δ). For α, β ≥ 0, α + β ≤ 1, define
Fα,β(z) =
∫ z
0

f ′(t)
α g ′(t)β dt. (4.1)
Then Fα,β ∈ Vm(b, λ), where
λ = {1− (1− δ)(α + β)} . (4.2)
Proof. From (4.1), we can write
F ′α,β(z) =

f ′(z)
α g ′(z)β , f , g ∈ Vm(b, δ).
Differentiating logarithmically, we have
1+ 1
b
zF ′′α,β(z)
F ′α,β(z)
= α

1+ 1
b
zf ′′(z)
f ′(z)

+ β

1+ 1
b
zg ′′(z)
g ′(z)

+ (1− (α + β))
= αh1(z)+ βh2(z)+ (1− (α + β)), h1, h2 ∈ Pm(δ)
= (α + β)
[
α
α + β h1(z)+
β
α + β h2(z)
]
+ (1− (α + β)).
Since Pm(δ) is a convex set, we have
1+ 1
b
zF ′′α,β(z)
F ′α,β(z)
= (α + β)h(z)+ (1− (α + β)), h ∈ Pm(δ)
= H(z), H ∈ Pm(λ), λ = (1− (1− δ)(α + β)) (0 ≤ λ < 1).
Thus Fα,β ∈ Vm(b, λ), z ∈ E. 
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Using Theorem 4.1, we can easily prove the following.
Theorem 4.2. Let f1, f2 be in A and assume the corresponding function Fα,β given by (4.1) is in Vm(b, δ) for α = α1, β = β1,
and α = α2, β = β2. Then Fα,β is in Vm(b, δ) for all points in the αβ-plane on the line segment joining (α1, β1) and (α2, β2).
We now consider the following general operators introduced and studied in [10,11].
Let fi ∈ A, αi, βi > 0,∀i ∈ {1, 2, . . . , n}, and let
Fα1,...,αn(z) =
∫ z
0

f1(t)
t
α1
. . .

fn(t)
t
αn
dt (4.3)
Fβ1,...,βn(z) =
∫ z
0

f ′1(t)
β1 . . . f ′n(t)βn . (4.4)
We prove the following theorem.
Theorem 4.3. Let fi ∈ Rm(b, δi) (1 ≤ i ≤ n) with 0 ≤ δi < 1. Also, let αi > 0 (1 ≤ i ≤ n). If
0 ≤

1−
n−
i=1
αi

+
n−
i=1
αiδi < 1,
then the integral operator Fα1,...,αn , defined by (4.3) is in the class Vm(b, λ), where
λ =

1−
n−
i=1
αi

+
n−
i=1
αiδi

. (4.5)
Proof. Simple computations yield
H(z) = 1+ 1
b

zF ′′α1,...,αn(z)
F ′α1,...,αn(z)

=

1−
n−
i=1
αi

+
n−
i=1
αi

1+ 1
b

zf ′i (z)
fi(z)
− 1

.
That is
H(z) =

1−
n−
i=1
αi

+
n−
i=1
αiHi(z), Hi(z) =
[
1+ 1
b

zf ′i (z)
fi(z)
− 1
]
∈ Pm(δi)
=

1−
n−
i=1
αi

+
n−
i=1
αi[(1− δi)hi(z)+ δi], hi ∈ Pm.
This shows that H ∈ Pm(λ)with λ given by (4.5) and consequently, Fα1,...,αn ∈ Vm(b, λ) in E. 
It is known [11] that if f ∈ Vm(1, δ), then f ∈ Rm(1, γ ), where
γ = 1
4

−(1− 2δ)+

(1− 2δ)2 + 8

. (4.6)
Using this result and Theorem 4.3, we can easily prove the following theorem.
Theorem 4.4. Let fi ∈ Vm(b, δi) (1 ≤ i ≤ n) with 0 ≤ δi < 1. Also, let βi > 0 (1 ≤ i ≤ n). Then the integral operator
Fβ1,...,βn(z) defined by (4.4) belongs to Vm(b, σ ) for z ∈ E, where
σ =

1−
n−
i=1
βi

+
n−
i=1
βiγi

with
γi = γi(δi) = 14

−(1− 2δi)+

(1− 2δi)2 + 8

.
Let
F(z) = I(f )(z) =
[
c + α
zc
∫ z
0
f α(t)gc−1(t)h′(t)dt
] 1
α
, (4.7)
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where we choose the principle branch. We note that F is analytic in E with F(0) = 0 and F ′(0) = 1. Let, for b ≠ 0,
H1(z) = 1+ 1b

zg ′(z)
g(z)
− 1

=

m
4
+ 1
2

p1 −

m
4
− 1
2

p2(z)
H2(z) = 1+ 1b
zh′′(z)
h′(z)
=

m
4
+ 1
2

q1(z)−

m
4
− 1
2

q2(z). (4.8)
We prove the following theorem.
Theorem 4.5. Let a, b, c > 0 and f ∈ Rm. Let H1,H2 be as defined in (4.8) with
(c − 1)Repi(z)+ Reqi(z) ≥

c − αb
2c
, c ≥ αb
c − c
2αb
, αb > c,
(4.9)
for i = 1, 2. Then F , defined by (4.7) is starlike in E.
Proof. From (4.7), we have
zc−1Fα(z)
[
αzF ′(z)
F(z)
+ c
]
= (α + c)f α(z)gc−1(z)h(z). (4.10)
Let
p(z) = zF
′(z)
F(z)
.
Then, by differentiating (4.10) logarithmically and using (4.8), we have
p(z)+ zp
′(z)
αp(z)+ c =
zf ′(z)
f (z)
+ b
α
[(c − 1)H1(z)+ H2(z)]− bc
α
= h(z)+ b
α
(c − 1)

m
4
+ 1
2

p1(z)−

m
4
− 1
2

p2(z)

+ b
α
(c − 1)

m
4
+ 1
2

q1(z)−

m
4
− 1
2

q2(z)

− bc
α
= h(z)+ b
α

m
4
+ 1
2

{(c − 1)p1(z)+ q1(z)− c} − b
α

m
4
− 1
2

{(c − 1)p2(z)+ q2(z)− c}
where h ∈ Pm and pi, qi satisfy (4.9).
Let
φ(z) =

m
4
+ 1
2

φ1(z)−

m
4
− 1
2

φ2(z), (4.11)
where
φi(z) = b
α
[(c − 1)pi(z)+ qi(z)− c]
and pi, qi satisfy (4.9).
Thus
p(z)+ zp
′(z)
αp(z)+ c − φ(z) =
zf ′(z)
f (z)
∈ Pm, z ∈ E. (4.12)
From (4.11) and (4.12), it follows that
p(z)+ zp
′(z)
αp(z)+ c − φi(z)

∈ P, z ∈ E, (4.13)
where φi is as defined by (4.11).
To show that p ∈ P , we need the following result given in [12]. See also [13]. 
Lemma 4.1. Let Ψ : C2 × E −→ C satisfying the condition.
ReΨ (ix, y; z) ≤ 0, for all x, y ∈ R with y ≤ −1
2
(1+ x2), z ∈ E.
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If h(z) is analytic in E, h(0) = 1, and
ReΨ (h(z), zh′(z); z) > 0, z ∈ E,
then Re{h(z)} > 0, in E.
We now proceed to prove our result.
Let Ψi be defined by
Ψi(u, v; z) = u+ v
αu+ c − φi(z)
by taking u = p(z), v = zp′(z).
From (4.13), it follows that
ReΨ (p(z), zp′(z); z) > 0, for z ∈ E.
We note that
ReΨi(ix, y; z) = Re
[
ix+ y
αix+ c − φi(z)
]
≤ −

c + 2α2Reφi(z)

x2 − c + 2c2Reφi(z)
2(c2 + α2x2) , if y ≤
−1
2
(1+ x2).
Now the conditions of Lemma 4.1 is verified, if
c + 2α2Reφi(z) ≥ 0, c + 2c2Reφi(z) ≥ 0. (4.14)
A simple calculation shows that the conditions (4.4) are equivalent to (4.9). Hence, applying Lemma 4.1, we conclude that
p = zF ′F ∈ P in E. That is F is starlike in E. 
Assigning different permissible values to the involved parameters, we obtain several new and known special cases;
see [14,15].
Theorem 4.6. Let
[F(z)]α = cza−c
∫ z
0
tc−1

f ′(t)
γ g ′(t)ν dt (4.15)
and let f , g ∈ Vm(b, δ), 0 < α < c, ν and γ be positively real with (ν + γ ) = α. Then the function F , defined by (4.15) is
starlike for |z| < r(m, δ), where
r(m, δ) = 2(1− δ)
m+m2 − 4(1− δ2) . (4.16)
Proof. Let
G(z) = f ′(z)γ g ′(z)ν = 1+ d1z + d2z2 + · · ·
and choose the branch which is equal to 1 when z = 0. For
K(z) = zc−1 f ′(z)γ g ′(z)ν = zc−1G(z),
we have
L(z) = c
zc
∫ z
0
K(t)dt = 1+ c
c + 1dz + · · · .
This shows that L(z) is well defined and is analytic in E.
Now, let
F(z) = [zαL(z)] 1α = z [L(z)] 1α ,
where we choose the branch of [L(z)]
1
α which equals 1, when z = 0. Thus, F ∈ A and satisfies (4.15).
Let
zF ′(z)
F(z)
= H(z). (4.17)
Then
H(z) = 1+ c1z + c2z2 + · · ·
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is analytic in E. Also, since, f , g ∈ Vm(b, δ), we have
1+ 1
b
zf ′′(z)
f ′(z)
= (1− δ)h1(z)+ δ, h1 ∈ Pm
1+ 1
b
zg ′′(z)
g ′(z)
= (1− δ)h2(z)+ δ, h2 ∈ Pm. (4.18)
Now, from (4.15), (4.17) and (4.18), we have
H(z)+ zH
′(z)
(c − α)+ αH(z)

= −
γ
α
+ ν
α
− 1

+
γ
α
+ ν
α

δ + γ
α
(1− δ)h1(z)+ ν
α
(1− δ)h2(z)
= γ
α
H1(z)+ ν
α
H2(z), H1,H2 ∈ Pm(δ).
Since Pm(δ) is a convex set, it follows that
H + zH
′
(c − α)+ αH

∈ Pm(δ), z ∈ E. (4.19)
We use relation (1.2)with b = 1 andwell-known distortion results for the class P [4] to deduce that p ∈ Pm(δ) in E belonging
to P for |z| < r(m, δ), where r(m, δ) is given by (4.16). Thus, from (4.19), it follows that
Re

H(z)+ zH
′(z)
(c − α)+ αH(z)

> 0, for |z| < r(m, δ). (4.20)
We construct Ψ (u, v) by taking u = H(z), v = zH ′(z) in (4.20) and note that
Ψ (u, v) = u+ v
(c − α)+ αu .
Now, for y ≤ −12 (1+ x2), we have
ReΨ (ix, y) = Re y
(c − α)+ iαx
= y(c − α)
(c − α)2 + α2x2
≤ −(c − α)(1+ x
2)
2[(c − α)2 + α2x2] ≤ 0.
Hence, from (4.20) together with Lemma 4.1, we obtain the required results that
Re{H(z)} = Re

zF ′(z)
F(z)

> 0, for |z| < r(m, δ)
and the proof is complete. 
Theorem 4.7. Let F ∈ R2(b, δ),G1,G2 ∈ Rm(b, δ) and H ∈ P2(b, δ). Then, f , defined by
F(z) = 2
z
∫ z
0
f (t)

G1(t)
G2(t)
α
H(t)dt, α ≥ 0 (4.21)
belongs to Rm(b, δ) for |z| < r0, where r0(0, 1) is the least positive root of the polynomial
T (r) = a1 − [2|b1| + 2+ a1(3+ 4α)]r + [2|b1| + 2+ c1(3+ 4α)]r2 − cr3 ,
with
b1 = b(1− δ)
a1 = |b1| + |2− b1|
c1 = |b1| − |2− b1|. (4.22)
For b1 = 1, this result is sharp.
Proof. Let
zF ′(z)
F(z)
= (1− δ)[bh(z)+ (1− b)] + δ
= b1h(z)+ (1− b1), h ∈ P, b1 = b(1− δ). (4.23)
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From (4.21), we have
zF ′(z)+ F(z) = 2f (z)

G1(z)
G2(z)
α
H(z). (4.24)
Differentiating (4.24) logarithmically and using (4.23), we obtain
1+ 1
b1

zf ′(z)
f (z)
− 1

= h(z)+ zh
′(z)
b1h(z)+ (2− b1) − αp(z)+ αq(z)−
zH ′1(z)
H1(z)
, (4.25)
where
H(z) = b1H1(z)+ (1− b1), H1 ∈ P,
1
b1

zG′1(z)
G1(z)
− 1

= p(z)
=

m
4
+ 1
2

p1(z)−

m
4
− 1
2

p2(z), p ∈ Pm in E,
and
1
b1

zG′2(z)
G2(z)
− 1

= q(z)
=

m
4
+ 1
2

q1(z)−

m
4
− 1
2

q2(z), q ∈ Pm in E.
Now (4.25) can be written as
1+ 1
b1

zf ′(z)
f (z)
− 1

=

m
4
+ 1
2
[
h(z)+ zh
′(z)
b1h(z)+ (2− b1) − αp1(z)+ αq1(z)−
zH ′1(z)
H1(z)
]
,
−

m
4
− 1
2
[
h(z)+ zh
′(z)
b1h(z)+ (2− b1) − αp2(z)+ αq2(z)−
zH ′1(z)
H1(z)
]
. (4.26)
Using distortion results [4] for h ∈ P , we have
Re

h(z)+ zh
′(z)
b1h(z)+ (2− b1)

≥ Reh(z)
[
1− 2r
1− r2
 1b1h(z)+ (2− b1)
]
≥ 1− r
1+ r

1− 2r
1− r2
1
|b1| 1−r1+r + |2− b1|

= |b1| + |2− b1| − 2(|b1| + 1)r + (|b1| − |2− b1|)r
2
(1+ r)[(|b1| + |2− b1|)− (|b1| − |2− b1|)r]
= a1 − 2(|b1| + 1)r + c1r
2
(1+ r)[a1 − c1r] , (4.27)
where a1 and c1 are given in (4.22).
For i = 1, 2, we use (4.27) and distortion results for the class P (see [4]) to have
Re
[
h(z)+ zh
′(z)
b1h(z)+ (2− b1) − αpi(z)+ αqi(z)−
zH ′1(z)
H1(z)
]
≥ a1 − 2(|b1| + 1)r + c1r
2
(1+ r)(a1 − c1r) + α

1− r
1+ r

− α

1+ r
1− r

− 2r
1− r2
= a1 − [2(|b1| + 2+ a1(3+ 4α))]r + [2|b1| + 2+ c1(3+ 4α)]r
2 − c1r3
(1− r2)(a1 − c1r)
= T (r)
(1− r2)(a1 − c1r) , (4.28)
where T (r) is given by (4.22). The right hand side of (4.28) is positive for r ≤ r0, where r0 is the least positive root of T (r) = 0.
Since
T (0) = |b1| + |2− b1| > 0, and T (1) = −b(1+ 2α)|2− b1| < 0,
it follows that T (r) = 0 has at least one zero in (0, 1).
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As a special case, when b1 = 1, we have c1 = 0 and a1 = 2. This gives us
T (r) = 2r2 − (5+ 4α)r + 1 = 0
which leads to
r0 = 2
(5+ 4α)+(5+ 4α)2 − 8 . (4.29)
The sharpness of this case follows when we take
h(z) = 1− z
1+ z = p2(z) = q1(z),
p1(z) = q2(z) = H1(z) = 1+ z1− z , (|z| = r).
Now, from (4.26) and (4.28), it follows that
1+ 1
b1

zf ′(z)
f (z)
− 1

∈ Pm for |z| < r0,
where r0 is defined by (4.22). This completes the proof. 
To prove our next result, we shall need the following lemma.
Lemma 4.2 ([16]). If q(z) is analytic in E with q(0) = 1 and if, for α1 ≥ 1, Re{c1} ≥ 0, 0 ≤ θ1 < θ2 ≤ 2π, z = reiθ ,∫ θ2
θ1
Re

q(z)+ α1zq
′(z)
c1α1 + q(z)

dθ > −π,
then ∫ θ2
θ1
Re{q(z)}dθ > −π, for z ∈ E.
Theorem 4.8. Let f , g ∈ Vm(b, δ), b1 = b(1− δ) ≤ 1 and, for σ ∈ (0, 1], γ ≤ 1−b1b1 , let F be defined by
F(z) =

γ + 1
σ
1− 1σ ∫ z
0
t
1
σ +γ−1 f ′(t)γ g ′(t)dt
1
1+γ
= z +
∞−
n=2
bnzn. (4.30)
Then F1, such that zF ′1 = F , is close-to-convex (hence univalent [7]) in E for 2 ≤ m ≤ 4.
Proof. Let
zF ′(z)
F(z)
=

zF ′1(z)
′
F ′1(z)
= p(z). (4.31)
Then, from (4.30) and (4.31), we have
(1+ γ )

p(z)+ zp
′(z)
(1+ γ )p(z)+  1
σ
− 1

= (1+ γ )+

γ b(1− δ)

zf ′1(z)
′
f ′1(z)
+ b(1− δ)

zg ′1(z)
′
g ′1(z)

− b(1− δ)(1+ γ ),
for f1, g1 ∈ Vm in E. That is, with
h1(z) =

zf ′1(z)
′
f ′1(z)
, h2(z) =

zg ′1(z)
′
g ′1(z)
, h1, h2 ∈ Pm,
we have
p(z)+ zp
′(z)
(1+ γ )p(z)+  1
σ
− 1 − (1− b1)

= b1

γ
1+ γ h1(z)+
1
1+ γ h2(z)

= b1h(z), h ∈ Pm,
since Pm is a convex set in E.
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Thus, writing
p(z) = b1p1(z)+ (1− b1),
we obtainp1(z)+

1
b1(1+γ ) zp
′
1(z)

p1(z)+

1
σ −b1

b1(1+γ )
 = h(z), h ∈ Pm in E.
Therefore, with
α1 = 1b1(1+ γ ) ≥ 1, β1 = α1c1 =
  1
σ
− b1

b1(1+ γ )

≥ 0, 0 ≤ θ1 < θ2 ≤ 2π,
we have∫ θ2
θ1
Re
[
p1(z)+ α1zp
′
1(z)
p1(z)+ β1
]
dθ =
∫ θ2
θ1
Re{h(z)}dθ
=
∫ θ2
θ1
Re

zg ′2(z)
′
g ′2(z)

dθ, for some g2 ∈ Vm
> −
m
2
− 1

π > −π,
where we have used Theorem 3.1 and 2 ≤ m ≤ 4. We now apply Lemma 4.2 to deduce that∫ θ2
θ1
Re{p1(z)}dθ > −π in E,
and consequently∫ θ2
θ1
Re{p(z)}dθ > −b1π > −π (b1 ≤ 1).
This implies that F1 is close-to-convex in E for 2 ≤ m ≤ 4; see [7]. This completes the proof. 
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