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ABSTRACT Se presenta el resultado teórico Krazanowski(1996)
y una aplicación de una manera de establecer Distancias entre
Poblaciones Normales Multivariantes cuyas matrices de covar-
ianzas satisfacen el "Modelo de Componentes Principales Co-
munes(Flury, 1988)". Según el Modelo ge Componentes Prin-
cipales Comunes (Flury,1988), los autovalores de las matrices de
covarianzas de las poblaciones concurrentes son iguales pero los
autovectores son arbitrarios.
1. INTRODUCCIÓN
En muchas situaciones donde se realizan análisis estadísticos, una manera
de describir distancias entre poblaciones normales multivariantes es la Dis-
tancia de Mahalanobis (1936). Se sabe que la Distancia de Mahalanobis es
usada para establecer distancias entre grupos donde las estructuras de los
vectores de medias de las poblaciones concurrentes son diferentes, pero las
estructuras de las matrices de covarianzas deben de ser iguales.
Sin embargo, con mucha frecuencia, no siempre es sostenible la suposición
de que las matrices de covarianzas de las poblaciones concurrentes son
iguales, puesto que es poco probable que dos o más poblaciones tengan
estructuras de covarianzas iguales. Este es un problema con el que se en-
frentan investigadores de las otras áreas y por facilidad y/o desconocimiento
de propuestas alternativas abordan el problema usando la Distancia de Ma-
halanobis. En éste tipo de situaciones, calcular la Distancia de Mahalanobis
como parte del análisis estadístico es irreal y conduce a conclusiones equi-
vocadas, por lo tanto se hace necesaria la búsqueda de otra medida para
establecer distancias entre grupos.
Una alternativa es la Distancia de Rao (Krzanowski, 1996), que emula la
Distancias de Mahalanobis en poblaciones normales cuyas estructuras de co-
varianzas se ajustan al Modelo de Componentes Principales Comunes(Flury,
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1988). Sin embargo, aún no existe ningún desarrollo teórico para estable-
cer distancias entre poblaciones normales multivariantes cuyos vectores de
medias y matrices de covarianzas son completamente arbitrarios.
En el contexto descrito, se presenta el desarrollo teórico y una aplicación
al problema de establecer distancias entre poblaciones que tienen estructuras
de covarianzas que siguen el Modelo de Componentes Principales Comunes-
CPC (Flury, 1988).
2. PLANTEAMIENTO
• Se tiene una familia de distribuciones para el vector aleatorio -; donde: .
¡(-; /8): función de densidad de probabilidad de la familia, 8 =
(DI, . .. ,Dr)': vector de parámetros en el espacio paramétrico 8, que
satisface las condiciones de regularidad estadística; 9(8): matriz de
información (definida positiva), cuyos elementos tienen la forma:
• La Distancia de Rao entre las poblaciones identificadas por los parámetros
s(8¡8j) es :
r
d~ =L 9ij(e) dDi dDj.
i.j=1
• En el presente trabajo, para una población, la familia paramétrica
considerada es la Familia de Distribuciones Normales Multivariantes
con parámetros:
-+e' = (11 ',[vech~l'), donde:
-+
/1 ' = (111, ... ,/1p) es el vector de medias; ~ = (O"ij) es la matriz
de dispersiones de orden p x p; vech(~) = (0"11,0"12, ... ,0"1p, 0"22,··. ,
,0"2p, 0"33, ... ,0"3p,'" ,00(p-l)(P-l)' O"(p-l)p, O"pp)' es el vector colum- na
con los p(p + 1)/2 elementos de la matriz ~.
• Siguiendo el mismo planteamiento, dos miembros de esa familia Nor-
mal Multivariante, con vectores de mediasy matrices de covarianzas
diferentes, se representan mediante sus correspondientes parámetros,
-+ -+
es decir: (/11, ~d y (112, ~2)
• Cabe observar, que un aspecto muy importante previo a la obtención
de la Distancia de Rao, es saber si estamos frente a muestras que
provienen de poblaciones con iguales o diferentes estructuras de ca-
varianzas. En ese sentido, hay necesidad de hacer algunas pruebas de
hipótesis que permitan saber si nos enfrentamos a poblaciones cuyas
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matrices de covarianzas son diferentes o iguales, y según el caso escoger
la Distancia adecuada. Así:
- Ha : Será la hipótesis más general donde se supone que no existe
ninguna restricción para los elementos de las matrices de covarian-
zas.
- Ho: Es la situación más restrictiva, en la que se postula que las
matrices de covarianzas son iguales. Es decir, Ho:E1 = E2.
- He: Es el caso intermedio, especificado por el Modelo de Compo-
nentes Principales Comunes (Flury, 1988) corresponde a la hipótesis
Hc:E¡ = r A¡r' para todo i, donde r es una matriz ortogonal y las
matrices son diagonales.
• Cabe observar que tomando A¡ = A para todo i, se genera la hipótesis
Ho; mientras que al considerar para cada E un A arbitrario se repro-
duce la hipótesis Ha. Así, H o e He e Ha. -
• En el contexto descrito, la Distancia de Rao será desarrollada y apli-
cada en situaciones donde las poblaciones siguen el modelo de Com-
ponentes Principales Comunes, es decir cuando la hiptesis He es ver-
dadera.
3. MÉTODO
Supongamos que tenemos g-poblaciones normales multivariantes 1f1, 1f2,
-t
... , 1fg Yque las distribuciones son normales multivariantes, es decir: X'"
-t
N((J.ti,E¡) en 1f¡= 1,2, ... ,g.
En el Modelo de Componentes Principales Comunes las matrices de co-
varianzas de las poblaciones tienen la siguiente estructura: Ei = r A¡ r'
para todo i. Observamos que estamos frente a la estructura de covarianzas
de un nuevo vector que es el transformado del vector original. Es decir:
-t -t -t-tz= r'x '" N((l/¡,Ai) en 1fi con (l/¡= I" {ti). Este aspecto es conside-
rado y analizado en su verdadera dimensión para dar solución al problema
planteado.
-t
La observación anterior es suficiente para reemplazar y usar el vector Z
en lugar del vector X. ASÍ, en lugar de encontrar la distancia de Rao en
la familia de distribuciones f(x/e) se puede encontrar dicha distancia en la
familia de distribuciones f(i le). Es decir, lo que se debe de encontrar es la
Distancia de Rao para la familia de distribucionés normales multivariantes
-t
, N( 1/, A) donde:
Así, si tomamos Z en lugar de X, en una única población, la función de
densidad toma la siguiente forma:
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-t 1f (z j8) = ----;-::-----
(27r)p/201, ,op
Para formar la matriz de información hagamos lo siguiente:
• para los elementos Vi tenemos:
(
d d ) 1gjj(8) = E dVj lnf(xj8) dVj Inf(xj8) = oJ
• para los Oj tenemos:
(
d d ) 2
gkk(8) = E d Oj lnf(xj8) d Oj Inf(xj8) = - oJ
• y para los elementos fuera de la diagonal:
E (d~j lnf(xj8) d~k lnf(xj8))
E UJ (Zj - Vj)) (- ~j - ~ (z. - V.))
O
A partir de estos resultados la matriz de información tiene la siguiente
estructura:
1 O O O Oar
O 1 O O O&i
O O I O O
g(8) = ~ 2O O O iY O O
O O O O O 2
~
Luego, la Distancia de Rao para el caso planteado toma la siguiente forma:
T
i,j=l
12 1 22'2 2 202 (dvt) + ... + 82 (d Vp) + 02 (d o¡) + ... + 02 (d Op)
1 P 1 P
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El resultado obtenido en el paso anterior, llevado a dos poblaciones nor-
males multivariantes con representación ~'" N(~, ~d y (¡t;, ~2), cuyos
vectores de parámetros son:
e~ (1/11, .•. ,1/1p, Iftl'··· , Iftp)
e~ (1/21, .•. ,1/2p, ~1' .•. , ~p)
es la Distancia de Rao entre esas poblaciones con coordenadas el y e~,
definida por: .
dS2 =t (dl/j)2 +22(doj)2
j=l Oj
Desarrollando y usando la fórmula .(8.1) de la página 80 de Iversen (1992),
se obtiene:
Para el caso general p, la distancia requerida es:
para todo j.
Finalmente, la Distancia de Rao entre las poblaciones 1 y 2, p-variantes
es:
donde:
. In -1 [(I/Ij - 1/2j)2 + 20rj +2~jl
dj = v Zcosh. 40
1
/h,j .
Se sigue el mismo esquema para encontrar la distancia entre éstas' y las otras
poblaciones.
4. APLICACIÓN
La aplicación de la presente metodología se ha realizado en el campo de
Biología [2]. Así, se dispone de muestras aleatorias de tamaños 173,141,88
Y 76 de 4 poblaciones de roedores de las siguientes especies:
Población 1: Roedores machos de la especie Microtus Californicus;
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Población 2: Roedores hembras de la especie Microtus Californicus;
Población 3: Roedores machos de la especie Microtus Ochrogaster;
Población 4: Roedores hembras de la especie Microtus Ochrogaster.
Se midieron las siguientes caractersticas:
Xl: Longitud del cráneo de los roedores,
X2: Ancho del cráneo de los roedores,
X3: Altura del cráneo de los roedores.
1. Al realizar el análisis descriptivo de los datos originales se encontró que
existía mucha variabilidad entre las variables, probablemente debido
a que el factor edad de los roedores no había sido controlado, por .10
que se consideró conveniente trabajar con los logaritmos de las vari-
ables anteriores. En el siguiente cuadro se presentan las matrices de
covarianzas y los vectores de medias de los 4 grupos.
Cuadro 1
Vectores de Medias y Matrices de Covarianzas de las Tres
Variables en cada uno de los grupos
11
Especie Machos
1
Hembms
11
M. Californicus
Medias 328.80 271.9 237.1 326.3 269.7 235.1
l
\
Matriz de 112.01 106.64 52.97 86.08 81.66 40.24
Covarianzas 106.64 108.13 54.73 81.66 85.54 42.08
52.97 54.75 33.86 40.24 42.08 26.66
M. Ochrogaster
Medias 324.70 266.6 231.3 323.2 265.7 231.7
Matriz de 65.4 60.23 24.69 88.66 79.11 41.32
Covarianzas 60.23 62.27 23.47 79.11 80.57 38.81
24.69 23.47 16.33 41.32 38.81 23.81
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2. La hipótesis nula que se plantea es que no existe diferencias entre las
matrices de covarianzas:
• Según el test de razón de verosimilitud [7], se usa la estadística:
9
-2ln>. = nlnli::l- L ni lnli::il, para tomar la decisión de aceptar
i=l
o rechazar la hipótesis planteada. Para n suficientemente grande
-2ln>. '""ji - cuadrado (~p(p - l)(g - 1)).
• La hipótesis planteada fue rechazada puesto que el valor muestral
de -2ln>. = 54.47 fue altamente significativo al5 % y ~P(P-1)(9-
1) = ~(3)(2){3) = 9 grados de libertad .•
• Puesto que la hipótesis de igualdad de matrices de covarianzas ha
sido rechazada, la Distancia de Mahalabobis no es una métrica
para cuantificar diferencias entre los grupos. Por consiguiente, se
hace necesario utilizar otra métrica para cuantificar las diferencias
entre los grupos.
En el siguiente paso se analiza la posibilidad de que los datos se
ajusten al Modelo de Componentes Principales Comunes (Fleury, 1988).
3. Se postula la hipótesis de que se cumple Modelo de Componentes Prin-
cipales Comunes, es decir:
He : I::= r .6.ir' para todo i = 1, ... ,4.
Aplicando la metodología de Componentes Principales Comunes se
encuentra que la estadística de la razón de verosimilitud para docimar
la hipótesis planteada es:
2 _ ~ . [l (det( diagonalF1) )]
Xcpc - L..J nt 09 det(F
1
) ,
1
donde:
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El valor de la estadística muestral fue X~pc = 15.6516 mientras que
el valor teórico para ~p(p - 1)(9 - 1) = ~(3)(2)(3) = 9 grados de
libertad y con 5 % de nivel de significación fue 16.92. Finalmente, se
acepta la hipótesis de que las matrices de covarianzas de las poblaciones
concurrentes siguen el modelo de Componentes Principales Comunes.
Puesto que sé acepta la hipótesis de Componentes Principales Co-
munes, la Distancia de Rao será la métrica usada para cuantificar las
diferencias entre los grupos.
4. Obtención de la Distancia de Rao
Previo al cálculo de la Distancia de Rao entre dos poblaciones, se
presentan las siguientes estimaciones de los parámetros.
• Vectores de medias muestrales transformados:
VI = t'x. = t' [ ~~~:~] =
237.1 [
479.5232]
60.4424
-67.838
[
475.7243]
1/2 = 59.8022 -
-67.3435
V3 = t'X 3 = t' [ ~~::~] =
231.3 [
471.3413]
57.0848
-67.2972
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Cuadro 2.
Varianzas de cada una de las variables transformadas
en cada uno de los cuatro grupos
Varianzas Variable Variable Variable
Grupos (1) U = 2) (j = 3)
'2 244.28 7.21 2.52alj
'2 188.40 6.46 3.43a2j
~j 133.58 6.01 4.43
'2 183.88 3.91 5.42a4j
• Cálculos relacionados con la distancia entre las poblaciones 1 y 2:
= (479.52 - 475.72)2 + 2(244.28) + 2(188.4) = 1.0253
4)244.28(188.4)
dl = V2cosh-l{1.0253) = 0.3172
d2 = V2cosh-1(1.0165) = 0.2565
d3 = V2cosh_dl.032) = 0.3567
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• Finalmente, la Distancia de Rao entre los grupos 1 y 2 alcanza el
valor de:
• Usando la información muestral que corresponde a los respectivos
grupos muestrales y emulando la metodología aplicada para cal-
cular la distancia entre las poblaciones 1 y 2 se genera la siguiente
matriz de Distancias de Rao.
Cuadro 3.
Distancias de Rao entre los Grupos de Roedores
Grupo M. Californicus M. Californicus M.8chrogaster M.ochrogaster
Macho Hembra Macho Hembra
M. Californicus
Macho O
M. Californicus
Hembra 0.5390 O
M. Ochrogaster
Macho 1.5454 1.1590 O
M. Ochrogaster
Hembra 1.4048 0.9810 0.6246 O
5. CONCLUSIONES
Las muestras provienen de poblaciones con diferentes estructuras de co-
varianzas, puesto que se rechazó la hipótesis de homogeneidad de matrices
de covarianzas. .
Se aceptó la hipótesis de que las muestras provienen de poblaciones de roe-
dores con estructuras de covarianzas que siguen el Modelo de Componentes
Principales Comunes.
La Distancia de Mahalanobis(Anderson, 1978) que es muy utilizada para
calcular distancias entre poblaciones, no pudo ser usada en la presente inves-
tigación, puesto que el supuesto en el que se basa -estructuras de covarianzas
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iguales- no se cumplió. Por tal razón fue necesario la búsqueda de una dis-
tancia diferente.
Observamos que las poblaciones más cercanas son: M. Californicus - Hem-
bras con M. Californicus Machos; M.ochrogaster Hembras con M.ochrogaster
Machos.
y las poblaciones más alejadas son:
M.ochrogaster Machos con M. Californicus Machos.
Se podrían continuar el presente trabajo, tratando de generalizar el tra-
bajo de Gómez(1998), que plantea un método de discriminación en dos
poblaciones heteroscedásticas, para 4 poblaciones que siguen el modelo de
Componentes Principales Comunes.
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