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Abstract 
 The exchange of dissolved constituents between a shallow bay and the 
ocean is governed by regular tidal fluxes as well as by wind generated storm 
surges and currents. In this study the transport of a conservative tracer was 
simulated using the numerical model Delft3D in a system of shallow bays along 
the coast of the Delmarva Peninsula, Virginia. The evaluation of the tracer 
residence time was carried out using the Eulerian approach. The main 
mechanisms governing the decay of the tracer concentration inside the lagoons 
were assessed by considering the influence of different factors such as the time of 
release of the tracer with respect to the tidal cycle, tidal amplitude, and local 
winds. The exponential curve well approximates the decay of the tracer 
concentration in time. A set of simulations shows that the prevailing factor 
		 vi 
controlling the tracer transport and, therefore, the tracer concentration within the 
lagoons are wind-driven fluxes. Large tidal amplitudes also promote the flushing 
of the tracer out of the bay, while the time of tracer release with respect to the tidal 
phase has been found to play a relatively negligible role. Finally, a simplified 
approach is presented to compute the decay of tracer concentration in time. The 
method accounts for hourly variable wind characteristics as well as seasonal 
changes in meteorological conditions. 
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1 Introduction 
1.1 Background 
 Estuaries and bays are affected by the release of pollutants that decrease 
water quality and put at risk ecosystems (e.g. Cavalcante et al. 2012). The 
hydrodynamics of coastal embayments regulate the decay rate and the residence 
time of contaminants and nutrients injected in the system (Braunschweig et al., 
2003). The exchange and transport of water and dissolved materials in a coastal 
sea are described by time scales, such as the residence time (Takeoka, 1984). The 
residence time quantifies the retention time of water within a defined control 
volume, and it is a frequently used metric to quantify the transport of substances 
(Braunschweig et al., 2003) and to determine the ability of tides to remove 
pollutant from a semi-enclosed water body (Patgaonkar at al., 2012). This 
parameter depends on tidal range, bathymetry, stratification, wind, and 
freshwater runoff (Choi and Lee, 2004). Transport time scales and residence time 
can be analyzed by using a Lagrangian (particle tracking) or Eulerian (tracer patch) 
approach. The Lagrangian approach explicitly simulates the trajectories of 
individual tracer particles and registers the time when they leave the domain; the 
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residence time is defined for each water parcel, and this approach is thus 
frequently employed to relate the time-varying position of particles to the point of 
their initial release (Braunschweig et al., 2003). On the other hand, in the Eulerian 
approach, fluid properties are described as a function of space and time, which 
allows obtaining a high-resolution description of the residence time in the whole 
domain (Delhez, 2005; Braunschweig et al., 2003; Leonardi et al., 2013, 2015). 
Herein, we follow results from Cucco et al. (2009) according to which the Eulerian 
approach is more suitable to investigate the long term flushing of substances from 
a tidal embayment. 
1.2 Objectives and methodology 
In this study, we evaluate the fluxes of a conservative tracer within a system 
of shallow coastal bays along the Atlantic coast of the USA, in the Virginia Coast 
Reserve (VCR). The transport of the tracer is examined under the influence of tidal 
and wind induced currents, and storm surges. The residence time inside the 
lagoon is evaluated under different external forcing conditions to identify the 
mechanisms responsible for the most rapid flushing. The tidal flow and the 
circulation of water and tracer are simulated using the hydrodynamic model 
Delft3D-FLOW (Lesser et al., 2004; Roelvink and Van Banning, 1994). The Eulerian 
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method is applied to evaluate the mean residence time. This approach allows to 
delineate the fine spatial distribution of the particles in the domain and to reduce 
the difficulties associated to the Lagrangian representation of a spatially variable 
diffusivity (Delhez and Deleersnijder, 2006). 
The main purpose of this analysis is to understand the conditions under 
which the tracer is flushed out at the fastest rate. Particular attention is devoted to 
water circulation induced by wind, which is shown to be the most effective process 
flushing the system. Another goal is to reduce the description of the system 
dynamic to a single-parameter model, in order to facilitate the comparison of 
residence time values under different external agents. 
1.3 Outline of the thesis 
The present thesis report comprises six chapters which are structured in the 
following way. The first chapter is a general introduction to the study framework, 
showing the background and defining the objectives, the methodology of the 
research, and the executive summary. The second chapter reviews the main 
studies found in the literature, while the third chapter outlines the general 
hydrodynamic and morphodynamic features of the VCR. The fourth and fifth 
chapters illustrate the numerical model set up, the different simulations scenarios, 
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and the methodology used to assess which factors dominate the flushing of the 
tracer within the system and the residence time. Finally, in the last two chapters 
the results, discussions and conclusions are presented. 
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2 Literature review 
The hydrodynamics of lagoons and its relationship to particle residence 
time has been presented in several studies. Fugate et al. (2006) estimated the spatial 
distribution of residence time in Hog Island Bay, located at the center of the 
Virginia Coast Reserve, USA. The same bay was considered by Allen et al. (2011) 
for the assessment of the residence time using remote sensing images. Liu et al. 
(2004) developed a dispersion model to reproduce the exchange of water in a bay 
using the method of the average residence time, defined by Takeoka (1984). In 
addition, Safak et al. (2015) evaluated both the residence time of neutrally buoyant 
particles and their exchange between the bays of the Virginia Coast Reserve 
system using Lagrangian particle tracking. The residence time obtained with this 
approach was low varying from a few hours to a few weeks depending on the 
release location; this result was probably due to a relatively short simulation 
period (two months), and to the fact that particles were not allowed to reenter the 
domain once exiting the inlets. The Lagrangian method has been applied for the 
calculation of the residence time in other coastal ecosystems. For instance, 
Braunschweig et al. (2003) assessed the residence time and the integrated water 
fraction using a Lagrangian transport model coupled to a hydrodynamic model. 
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Choi and Lee (2004) found that the residence time of a pollutant in a semi-enclosed 
stratified water body can be obtained from a double-exponential decay function, 
defined by three coefficients representing the tidal exchange flows and the bay 
geometry. Defne and Ganju (2014) used a Lagrangian model for the analysis of 
particle trajectories and employed different methods for the evaluation of the 
residence time in the estuary. In particular, when the system is characterized by 
varying timescales of flushing, they described the decay with a double-
exponential function instead of a single exponential function, because it provides 
a better approximation of the residence time. They also found that, when the 
simulation period is too short, the residence time given by ensemble averaging the 
residence time of each particle in the domain does not account for the particles that 
remain in the domain. Cavalcante et al. (2012) applied a modeled tracer method in 
the Palm Jumeirah Lagoon (Dubai, United Arab Emirates) and estimated the 
residence time as the ratio between the volume of water within defined boundaries 
and the volumetric flow rate through the system. 
While the Lagrangian approach is appropriate to model the local transport of a 
substance confined in specific areas of a bay or an estuary, the Eulerian approach 
might be more suitable for the residence time evaluation in the entire domain 
(Aikman and Lanerolle, 2004). Since the Lagrangian approach needs to track the 
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trajectory of each particle and the number of particles needs to be statistically 
significant, it requires a greater computational effort (Delhez and Deleersnijder, 
2006). Moreover, Eulerian formulations can be more easily translated into a single-
coefficient parametrization to describe the decay of mass within the lagoon (Cucco 
et al., 2009). Burwell et al. (2000) compared the Eulerian and Lagrangian methods 
in predicting the residence time of neutrally buoyant particles in a bay. The 
Eulerian method gave a good description of the residence time variations in the 
bay, but it was affected by diffusion which determined lower values compared to 
those produced by the Lagrangian method. In addition, the Lagrangian approach 
seemed to be more suited to describe the spatial distribution of residence time, but 
it presented limitations due to its sensitivity to the number of particles simulated 
in the model and the eddy diffusivity value, which is set a priori and it is assumed 
to remain constant in time. 
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3 Study area 
 The Virginia Coast Reserve (VCR) is a system of shallow coastal bays that 
extends for 100 km along the Atlantic Coast of the southern portion of the 
Delmarva Peninsula, USA (Figure 3.1). The peninsula is bounded by Chesapeake 
Bay to the West and by the Atlantic Ocean to the East. VCR includes 14 barrier 
islands protecting bays of different size. The freshwater supply to the lagoons is 
minimal (Fugate et al., 2006), and the water fluxes among different bays as well as 
the connection between bays and the ocean varies significantly within the system 
(Wiberg et al., 2015). The bays present an average depth of 1.0 m below mean sea 
level and are crossed by deep channels connected to the inlets. Tides are 
semidiurnal and the mean tidal range is about 1.2 m (Safak et al., 2015). The 
principal wind directions are from SSE-SSW and N-NE and the highest wind 
speeds are observed during the winter season (Fagherazzi and Wiberg, 2009). 
The transport processes that take place in these bays have been the subject of 
previous studies (e.g. Fugate et al., 2006; Fagherazzi and Wiberg, 2009; Wiberg et 
al., 2015), but many mechanisms responsible for the flushing of pollutants and 
variations in residence time remain unclear. 
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Figure 3.1: Virginia Coast Reserve location. 
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4 Methodology 
4.1 Model set up 
 The hydrodynamic model Delft3D-FLOW (e.g. Lesser et al., 2004; Roelvink 
and Van Banning, 1994) was used to reproduce the hydrodynamic and the 
transport of tracers in the VCR bays under tidal and wind forcing. The domain of 
the study area is delineated by a numerical grid of 459x200 cells, and grid size 
ranging from 0.0624 km2 to 0.0625 km2. Three open boundaries are defined along 
the East (Atlantic Ocean), South and North side of the domain (Figure 4.1). For all 
open boundaries the water level is defined by superimposing the various tidal 
harmonics with their corresponding phases and amplitudes, obtained from the 
NOAA Station 8631044 (Wachapreague, VA). These tidal data were used as 
boundary conditions of the model, changing the amplitude and phase to account 
for the propagation and amplification/dissipation of the tide in the lagoons. The 
calibration of the boundary conditions was done by comparing simulated water 
levels with the water levels measured at Wachapreague station, for the period 
from April 1st (time 00:00:00) to April 5th, 2015 (time 00:00:00). The model 
performance was evaluated with two statistics, the model efficiency, ME, and the 
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root mean squared error, RMSE (Mariottti et al., 2010), and the values calculated 
are 0.97 and 0.26 m respectively. The values of the amplitudes and phases before 
and after the calibration are presented in Appendix A: Amplitude and phase of 
the harmonic constituents before and after the calibration carried at 
Wachapreague station. 
The presence of vegetation is accounted by means of a spatially varying 
Chezy coefficient for bed roughness. The coefficient is set equal to 45 m1/2/s in the 
marshes and 65 m1/2/s in the rest of the grid. 
 
		 12	
The tracer introduced in the model is non-active and has null settling 
velocity. Sediment transport processes, as well as possible morphological changes 
have been neglected. The initial tracer concentration equals 1 kg/m3 at every grid 
cell of the domain inside the lagoons and zero for ocean and upland cells. 
4.2 Simulation scenarios 
 The performed simulations are meant to explore whether the residence time 
and the decay of the tracer can be altered by one the following: i) differences in the 
time of release of the tracer with respect to the tidal cycle, ii) tidal amplitude, and 
iii) wind conditions. In this regard, the following scenarios were analyzed: release 
of the tracer at mean sea level during flood or ebb; release of the tracer at high and 
low slack water; idealized scenarios with a tidal amplitude equal to a neap or a 
spring tide; realistic scenarios with alternating spring-neap tides and release of the 
tracer during the spring or during the neap period. 
A base scenario, called standard simulation (STD), was run based on the 
average values of tidal amplitude and frequency of the first six harmonics (M2, S2, 
N2, K1, M4, O1). The same simulation is run twice, once starting from ebb 
Figure 4.1: Bathymetry, domain boundaries, and location of Wachapreague station. 
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conditions (STD EBB) and once starting from flood conditions (STD FLOOD). For 
both cases, the initial water level is around mean sea level. In a second set of 
simulations the tracer is released in correspondence of high (HIGH WL) and low 
tide (LOW WL). Then the effect of tidal amplitude on residence time were 
investigated. Therefore, a simulation was run using the smallest amplitude 
associated to the N2 constituent, called N2 AMPLITUDE, and another simulation 
with tidal amplitude equal to the sum of the amplitudes of the harmonic 
constituents, combined to obtain the maximum tidal amplitude (MAX 
AMPLITUDE). Other two simulations were carried out by accounting for the 
gradual alternation between the spring and neap tide, given by the combination 
of the first six harmonics (M2, S2, N2, K1, M4, O1). In one of these, the tracer is 
released during spring tide (SPRING&NEAP), and in the other the tracer is 
released during neap tide (NEAP&SPRING). All of the above simulations started 
at mean sea level, with the exceptions of the low and high water level ones. Under 
the same tidal conditions as the STD simulation, the tracer dynamics is then 
reproduced under the additional influence of the most frequent winds at VCR; 
these are characterized by South-West and South-East directions (South-West and 
South-East) and velocities of 6 and 12 m/s (Fagherazzi and Wiberg, 2009). Also in 
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this case the injection of the tracer is assumed to take place during ebb, and at 
mean sea level. 
An additional set of seventeen simulations is presented, for which the tracer 
dynamics is reproduced under the influence of wind with constant speed and 
direction. Eight wind directions (every 45°, with North equal to 0°), and two values 
of wind speed, 5 and 10 m/s, were considered for the latter ensemble. The 
convention used to give a name to each of the simulations that involve the wind 
effect is the following: the first part of the name is determined by the direction (e.g. 
the wind blowing from South is called SOUTH, and the wind coming from South-
East is called SE), while the second part of the name is the wind speed in m/s (e.g. 
the wind blowing from North-West with a velocity of 5 m/s is labeled as NW5). No 
Wind indicates scenarios without wind. 
These simulations are used to construct a polynomial function that allows 
determining the exponential decay of the tracer mass as a function of wind 
direction and wind speed, using the least number of parameters. 
A final test for the summer season of 2015 (from June 21st to September 23rd) 
is carried out to verify whether the previously presented ensemble simulations, 
combined with a simple polynomial model, can be reliably used to predict tracer 
decay. The wind data series (Figure 4.2) for the period of interest presents a block 
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of missing values from September 1st to September 9th; these data were ignored in 
the evaluation of the decay parameter, and no wind was prescribed during such 
period. 
The characteristics of all the scenarios simulated in this study are described 
in Appendix B: Properties of the scenarios simulated in Delft3D. 
 
4.3 Decay of tracer concentration and residence time 
 The average residence time of a dissolved material is evaluated by 
considering the integral of the remnant function, i.e. the ratio between the amount 
Figure 4.2: Distribution of wind direction and speed observed at Wachapreague station from June 21st to 
September 23rd, 2015. 
		 16	
of material found in the reservoir at a time t and the initial amount of material 
(Takeoka, 1984). 
 
 
A water body connected to the sea, such as the coastal embayment, is 
characterized by a residence time that is well approximated by a double-
exponential decay curve (Choi and Lee 2004, Periáñez et al. 2013, Defne and Ganju 
2014). Similarly, in this study the time-variation of the tracer mass fraction that 
Figure 4.3: Mass decay for the STD EBB simulation (standard conditions, ebb starting point). The blue line 
represents the decaying mass calculated as integral over the entire bay. The red line is the corresponding 
average done every tidal cycle. In the smaller panel a magnification of the first simulation days is reported. 
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remains in the lagoon in the absence of wind is approximated with a double-
exponential function as the latter presents higher correlation coefficients 
compared to the single exponential curve. The interpolation is implemented on 
the curve obtained by averaging the mass fraction within the system of bays every 
tidal cycle, as shown in Figure 4.3. The decaying function is made of two 
exponential terms, and is fully defined by the four parameters !, #, $, %: 
& '&( = *+,-' + 	0+,1'        (4.1) 
where 2 3  is the tracer mass at time 3, 24 is the tracer initial mass. This function 
describes a decay process that is faster at the beginning and gets slower with time 
(Defne and Ganju, 2014). The corresponding residence time was determined using 
the following equation (Choi and Lee, 2004): 
561 = *- + 01          (4.2) 
When wind is included in the model, the flushing process is faster, and the 
residence time obtained from a single-exponential curve is similar to the value 
obtained from a double-exponential curve (Table 5.4). Therefore, in the 
simulations including wind, the decay of the tracer mass is interpolated with a 
simple exponential curve: 
& '&( = 7+,8'	          (4.3) 
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where 9 (≈1) and : are the parameters of the exponential function. In this case, the 
decay rate λ was employed to evaluate the residence time, ;, of the tracer (Choi 
and Lee, 2004): 
5 = <8           (4.4) 
In the presence of wind, the decay parameter : is evaluated as a function of wind 
direction, and wind speed. Specifically, the wind speeds, =	(2 ?), and directions, &'&(=7+−8'	         
 (4.3) are related using the following polynomial regression function: 
8 B, C = D< + DEB + DFC + DGBE + DHBC + DICE + DJBF + DKBEC + DLBCE +D<(BG + D<<BFC + D<EBECE	       (4.5) 
where MN, MO, MP, MQ, MR, MS, MT, MU, MV, MN4, MNN, and MNO are the coefficients of the 
interpolating function. This polynomial model presents 4 degrees in the W variable 
and 2 degrees in the = variable. 
After calculating the coefficients of Equation 8 B, C = D< + DEB + DFC + DGBE +DHBC + DICE + DJBF + DKBEC + DLBCE + D<(BG + D<<BFC + D<EBECE	  
     (4.5 by means of simulation results with constant 
wind speed and direction (Appendix B: Properties of the scenarios simulated in 
Delft3D), the wind data observed every hour at Wachapreague station in summer 
2015, from 21st June to 23rd September 2015 (Figure 4.2), are introduced in Equation 
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8 B, C = D< + DEB + DFC + DGBE + DHBC + DICE + DJBF + DKBEC + DLBCE +D<(BG + D<<BFC + D<EBECE	       (4.5 to 
obtain the hourly parameter , λi, of the exponential function. The total 
concentration decay is then obtained by adding all the hourly exponents in time: 
X Y∆[X( = \], ^_Y< ∆[         (4.6) 
Where Δt is the time interval over which you measure the wind speed and 
direction (one hour, one tide, one day) and n is the number of time intervals in the 
simulation. Specifically, wind data observed at Wachapreague station during the 
summer months of 2015 are introduced in the polynomial function (8 B, C = D< +DEB + DFC + DGBE + DHBC + DICE + DJBF + DKBEC + DLBCE + D<(BG + D<<BFC +D<EBECE	       (4.5)) to predict the values of 
the parameter λ, and thus, to define the decay in time of the tracer mass. In 
particular, the interpolation is made for the observed hourly values of wind data, 
the observed wind data averaged every tidal cycle (12 hours), and the observed 
wind data averaged every day (24 hours). This exponential function is then 
compared to the one obtained from a Delft3D simulation running for the entire 
period using the observed water levels and wind data registered at Wachapreague 
station. 
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5 Results and discussions 
5.1 Factors influencing the residence time of tracer 
To determine whether the timing of the tracer injection is important, two 
standard simulations are carried out, one starting at mean sea level during ebb 
(STD EBB) and one starting at mean sea level during flood (STD FLOOD). These 
two simulations present a similar decay of the tracer mass (Figure 5.1). Both 
simulations have a residence time of about two months, 67.28 days for STD EBB 
and 67.53 days for STD FLOOD (Table 5.1). This result suggests that there is no 
significant difference whether a tracer is added to the system during ebb or during 
flood. In the next two simulations, the initial release of tracer is set to occur during 
high water level (HIGH WL) and low water level (LOW WL). Also in this case the 
residence time does not show relevant differences (Figure 5.2). In addition, the 
residence time is similar to the one obtained for the standard simulation starting 
at MSL during ebb; a relatively small (two days) increase in residence time occurs 
for the scenario starting at low water level. 
Other two simulations are then used to investigate the effect of tidal 
amplitude, and to see whether different tidal ranges influence the residence time. 
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In the MAX AMPLITUDE scenario the decay of the tracer mass within the lagoon 
is faster than in the N2 AMPLITUDE scenario. The residence time in the N2 
AMPLITUDE simulation is about 79 days, approximately 60 days longer than the 
residence time computed during the MAX AMPLITUDE scenario. 
Two more simulations are carried out to determine the difference in residence time 
under Spring-Neap alternation: in one the tracer is released during a neap tide 
followed by a spring tide (NEAP&SPRING); in the second it is released during a 
spring tide followed by a neap tide (SPRING&NEAP). In this case the comparison 
presents a less pronounced divergence. The difference in residence time values is 
less than 2 days, further demonstrating that the timing of tracer injection has no 
significant impact in the flushing process (Figure 5.3). 
The results of the interpolation obtained with a double and a single exponential 
function are reported in Table 5.2 in terms of the coefficient of determination, R2, 
and the values of the error sum of squares, SSE. The comparison between these 
values proves that in the scenarios without wind the mass decay is better 
interpolated by a double exponential function. 
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Figure 5.1: Comparison between the mass fraction decay in the simulation for scenarios starting at mean 
sea level during ebb (STD EBB, green line) and at mean sea level during flood (STD FLODD, blue line). 
Figure 5.2: Comparison between the mass fraction decay in the simulation starting from mean sea level 
during ebb and tracer injected during high and low water level. Smaller panels, zoom of the first and last 
days of simulation. 
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Simulation ID a b c d Residence time (days) 
STD EBB 0.23830 0.04154 0.74700 0.01214 67.275 
STD FLOOD 0.25890 0.03926 0.72710 0.01193 67.533 
HIGH WL 0.21230 0.04595 0.76970 0.01233 67.068 
LOW WL 0.35190 0.03170 0.64280 0.01106 69.238 
MAX 
AMPLITUDE 
0.60530 0.12360 0.35690 0.02177 21.293 
Figure 5.3: Comparison between the mass fraction decay in the standard simulation and scenarios 
including Spring and Neap tides. 
		 24	
N2 
AMPLITUDE 
0.13720 0.05430 0.85270 0.01114 79.063 
SPRING&NEAP 0.50730 0.10210 0.43500 0.02086 25.815 
NEAP&SPRING 0.54070 0.09673 0.43630 0.01990 27.517 
Table 5.1: Values of the coefficients of the double exponential functions. and residence time for each 
simulation without wind. 
 
 Double exponential Single exponential 
Simulation ID R2 SSE R2 SSE 
STD EBB 0.9999 0.0012 0.9964 0.0429 
STD FLOOD 0.9999 0.0010 0.9963 0.0432 
HIGH WL 0.9999 0.0015 0.9962 0.0446 
LOW WL 1.0000 0.0004 0.9968 0.0400 
MAX 
AMPLITUDE 
0.9992 0.0063 0.9556 0.3703 
N2 AMPLITUDE 0.9999 0.0007 0.9970 0.0318 
SPRING&NEAP 0.9946 0.0612 0.9667 0.3742 
NEAP&SPRING 0.9978 0.0213 0.9686 0.3069 
Table 5.2: Values of the R2 and SSE of the double and single exponential function for each simulation 
without wind. 
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The simulations characterized by the fastest decay of the tracer mass were those 
including only spring tide or both spring and neap tides regardless of their order 
(Figure 5.3). 
Finally, the meteorological forcing was included in the model, considering 
the combination of two wind speeds and two wind directions corresponding to 
the most frequent winds (Figure 5.4). These simulations produced the fastest decay 
of the tracer mass fraction, indicating that wind is the strongest driver of water 
exchange in the system. The decay of mass fraction due to the effect of wind can 
be interpolated with a simple exponential curve, since the use of a double 
exponential interpolation yields the same values of residence time and the 
correlation coefficient is high in both cases (Table 5.4). Table 5.3 shows the values 
of the residence time evaluated for each simulation using a single exponential 
function to interpolate the decay. In particular, the simulations with the highest 
wind speed (12 m/s) were the most effective at flushing the system, and in the case 
of South-West wind the residence time reaches its lowest value (less than 4 days). 
Regardless of direction, as the speed doubles its value to 12 m/s, the residence time 
decreases and becomes less than half the residence time obtained when the 
velocity is 6 m/s. 
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Simulation 
ID 
k λ 
Residence time 
(days) 
R2 SSE 
SE6 1.01900 0.05121 19.527 0.9990 0.0139 
SE12 0.96610 0.12570 7.953 0.9947 0.0405 
SW6 1.02000 0.09564 10.456 0.9972 0.0263 
SW12 0.99440 0.25110 3.983 0.9917 0.0366 
Table 5.3: Values of the coefficients of the single exponential functions, residence time, and R2 and SSE of 
the interpolation for each simulation including wind. 
 
 
Figure 5.4: Comparison between the mass fraction decay in the standard simulation and scenarios 
including wind. 
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Double exponential Single exponential 
Simulation 
ID 
R2 SSE R2 SSE 
SE6 0,9995 0,0067 0,9990 0,0139 
SE12 0,9998 0,0015 0,9947 0,0405 
SW6 0,9992 0,0078 0,9972 0,0263 
SW12 0,9990 0,0043 0,9917 0,0366 
Table 5.4: Values of the R2 and SSE of the double and single exponential function for each simulation 
including wind. 
 
  Figure 5.5 shows the concentration of the tracer during the first time 
steps of the simulation (after 24 and 48 hours on the first day of simulation) in the 
scenarios without wind (STD EBB) and with wind (South-West 12 m/s and South-
East 12 m/s). Both comparisons demonstrate that wind pushes the tracer outside 
the lagoons and prevents the return of water and tracer inside the lagoons. 
Therefore, the concentration of tracer remaining in the lagoons decreases if wind 
is included in the simulation, and as time passes the concentration of tracer 
decreases faster than in the scenario without wind driven surges. 
 
		
 
 
 
 
 
 
 
 
 
 
 
 
  Figure 5.5: Tracer concentration in the lagoon after the first 24 and 48 hours simulated in the scenario without wind 
(STD EBB), and in the scenarios with wind (South-West, 12 m/s, and South-East, 12 m/s). 
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5.2 One-dimensional model for computing residence time under 
different wind conditions 
Previous results refer to the most frequent conditions in terms of wind speed and 
direction. However, since wind appears to be the most effective forcing for 
flushing, additional simulations were carried out for increments of wind speed of 
5 m/s and every 45 degrees of wind direction (Table 5.5). For each simulation, the 
mass fraction of the tracer inside the lagoon is fitted using a single exponential 
decay, as in the previous simulations including wind (Table 5.3). The decrease of 
mass fraction inside the lagoons becomes more rapid as the wind speed increases 
(Figure 5.6), with the fastest decay reached when the velocity is equal to 10 m/s 
and the wind is blowing in the direction parallel to the coast (North-East and 
South-West). Conversely, when the wind blows perpendicular to the barrier 
islands (North-West and South-East), it facilitates the reintroduction of the tracer 
that has left the lagoons through the inlets. The mass fraction decay triggered by 
winds from South-West and North-East presents an analogous exponential trend. 
Similarly, winds blowing from South-East and North-West yields a similar 
residence time. 
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Results from the ensemble simulations run with eight different constant directions 
and two constant wind speeds are then combined to define a polynomial function 
(Equation ! ", $ = &' + &)" + &*$ + &+") + &,"$ + &-$) + &."* + &/")$ +&0"$) + &'1"+ + &''"*$ + &')")$)	      
 (4.5)) that allows us to reproduce the time-varying mass decay from the 
observed values of wind direction and speed. This was done by evaluating 
Equation! ", $ = &' + &)" + &*$ + &+") + &,"$ + &-$) + &."* + &/")$ +&0"$) + &'1"+ + &''"*$ + &')")$)	      
 (4.5) to get λi, the coefficient of the single exponential decay (3 431 = 567!4	 
         (4.3)), associated to 
each hourly (or tidally/daily) averaged wind direction and speed and summed 
over the entire period (8 9∆;81 = <=7 >?9' ∆;      
   (4.6)). 
 
Simulation ID k λ Residence time (days) R2 SSE 
No Wind 0.92330 0.03421 29.227 0.9796 0.1975 
N5 1.02000 0.06403 15.617 0.9990 0.0102 
N10 1.03200 0.19320 5.175 0.9980 0.0104 
NE5 1.01700 0.06653 15.032 0.9991 0.0092 
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NE10 1.02400 0.18840 5.307 0.9990 0.0054 
E5 1.00400 0.05378 18.595 0.9992 0.0085 
E10 1.01600 0.12890 7.760 0.9993 0.0048 
SE5 0.98530 0.04592 21.779 0.9985 0.0166 
SE10 1.02700 0.09284 10.771 0.9994 0.0054 
S5 1.02200 0.06421 15.575 0.9990 0.0112 
S10 1.03900 0.18190 5.496 0.9983 0.0093 
SW5 1.01400 0.06447 15.511 0.9990 0.0103 
SW10 1.04400 0.18940 5.280 0.9984 0.0086 
W5 1.00900 0.05372 18.614 0.9989 0.0123 
W10 1.02000 0.11910 8.394 0.9995 0.0039 
NW5 0.97810 0.04234 23.616 0.9974 0.0286 
NW10 1.05000 0.09581 10.437 0.9985 0.0141 
Table 5.5: Values of the coefficients of the single exponential functions, residence time, and R2 and SSE of 
the interpolation for the simulations including wind (simulations used for the polynomial fit). 
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Afterwards, the polynomial function (Equation ! ", $ = &' + &)" + &*$ +&+") + &,"$ + &-$) + &."* + &/")$ + &0"$) + &'1"+ + &''"*$ + &')")$)	 
      (4.5)) is applied to predict the values of 
the parameter λ, and thus, to define the decay in time of the tracer mass. In 
particular, the observed hourly values of wind data, the observed wind data 
averaged every tidal cycle (12 hours), and the observed wind data averaged every 
day (24 hours) are employed for the interpolation. The so obtained exponential 
curves are compared to the mass decay determined by Delft3D simulations during 
Figure 5.6: Residence time distribution as a function of the wind speed and direction of the simulations 
with constant wind. 
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the same time period (Figure 5.7) using the observed water levels and wind data 
registered at Wachapreague station. 
This method successfully reproduces the general mass decay behavior. It is 
observed that the mass fraction retained in the system at the end of the simulation 
is better reproduced by the interpolation made with the hourly wind data, while 
tidally, and daily averaged wind data are found to better interpolate the decay in 
the short term and in the long term respectively (Figure 5.7). The decay function 
varies depending on the interval over which the wind is averaged (one hour, one 
tide, one day) because the interpolating polynomial function is not linear. 
 
Figure 5.7: Comparison between the mass fraction decay derived from the Delft3D simulation and the 
polynomial function, using hourly, tidally and daily averaged wind data. 
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5.3 Discussions 
In the scenarios with Neap and Spring tides and without wind (Table 5.1, 
SPRING&NEAP and NEAP&SPRING) the Eulerian approach adopted in this 
analysis produced a higher residence time than the values obtained with the 
Lagrangian method in Safak et al. (2015), from 10 to almost 28 days in the case of 
the bays closer to the inlet, while in the simulations including wind the number of 
days of residence time are approximately the same. The reason for this is that the 
approach followed by Safak et al. (2015) does not consider that a significant 
amount of particles near the inlets that left the system during ebb can reenter the 
bays during flood, and therefore, this method leads to an underestimation of the 
actual residence time. On the other hand, coastal processes might facilitate the 
removal of the tracer once it reaches the nearshore area outside the inlets, and thus, 
determine a faster decay of the tracer mass. Here some of these processes, such as 
waves and longshore currents, are not included in the simulations and this might 
increase the residence time. There is a difference of approximately two days 
between the residence time observed after the tracer is released during high and 
low water levels, and this result seems to be in accordance with the median 
residence time evaluated in Safak et al. (2015) for almost all the bays having a direct 
connection to an inlet. Also, the decrease in residence time when wind is included 
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in the model is in agreement with Safak et al. (2015), and the magnitude of the 
decrease is a function of the velocity and direction of the simulated wind. 
Specifically, the residence time found in our simulations with wind forcing is 30% 
(SE6 scenario) to 5% (SW12 scenario) of the residence time under no-wind 
conditions (STD EBB scenario). Residence time associated to simulations with the 
highest wind velocity (12 m/s, SE12 and SW12) is around 40% of the residence time 
calculated for the lowest wind velocity conditions (6 m/s, SE6 and SW6). The 
particle tracking approach adopted by Safak et al. (2015) allows to evaluate the 
spatial distribution of the residence time at each location, and shows that the inlet 
bays are more sensitive to tidal phase than wind forcing (Safak et al., 2015, Fugate 
et al., 2006). Here the Eulerian method provides a single value that defines the 
overall residence time of the tracer for all bays, regardless of the point of release. 
This approach is recommended to calculate the average permanence of a tracer 
concentration in the entire domain, and it demonstrates that the entire system of 
lagoons is more sensitive to wind forcing than tidal phase, indicating that the 
global residence time is more affected by the residence time associated to the back 
bays rather than the areas located near the inlets. 
Defne and Ganju (2014) analyzed the influence of tides, coastal, riverine, and 
meteorological processes on residence time. They found that the percentage of 
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particles removed from the domain increases with the progressive addition of 
forcings to the scenario (with only tides. Hence, in that study the effects of each 
single factor were not investigated, and it is difficult to understand what 
mechanism causes the greatest reduction in residence time. Defne and Ganju 
(2014) concluded that the remote coastal (i.e., tidally averaged water level and 
current forcing added to the tidal forcing at the open boundaries) and the 
meteorological (wind speed and direction, surface air pressure, air temperature, 
relative humidity, rain, and solar radiation fluxes) forcings were the most effective 
in the removal of particles. 
In the scenarios including the meteorological forcing, i.e. wind conditions, it has 
been observed that as wind speed increases the mass decay occurs at a faster rate, 
and therefore, the residence time of the tracer decreases. Given the highest wind 
speed (12 m/s), the most effective wind direction in the removal of tracer particles 
is observed to be the South-West direction, corresponding to the direction parallel 
to the inlets of the lagoons. In this scenario the tracer particles leaving the lagoons 
are not able to go back into the system because the wind-generated currents are 
moving toward North-West. Moreover, the Ekman transport facilitates the 
exchange of water and particles when the wind blows parallel to the coast, 
increasing storm surges and extreme low tides (Fagherazzi et al. 2010). On the 
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other hand, in the scenario with a wind direction perpendicular to the coastline 
(South-East direction), the particles exit and reenter the system for several times 
through the same inlets, producing a slower decay of the tracer concentration 
inside the lagoons. In addition, the tracer that remains in the lagoons is pushed 
toward the northern bays of VCR, where the inlets are characterized by a smaller 
size, and thus, the exchange of the tracer particles between the bays and the open 
ocean takes place at a lower rate. 
A better interpolation of the mass decay is achieved when the observed wind data 
used in ! ", $ = &' + &)" + &*$ + &+") + &,"$ + &-$) + &."* + &/")$ +&0"$) + &'1"+ + &''"*$ + &')")$)	      
 (4.5)are averaged in every day (24 hours). This result is due to the 
combination of two mechanisms: the average of wind velocity over 24 hours 
smooths the picks that are found in the hourly and tidally averaged wind data, 
and the decay rate, λ, decreases with wind speed values, regardless of the wind 
direction. 
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6 Conclusions 
Semi-enclosed water bodies, such as bays and lagoons, host ecosystems 
sensitive to the release of pollutants due to human activities along the coast. 
Therefore, understanding the decay and residence time of tracers has important 
environmental consequences. Given a system of bays, the mean residence time 
associated to the entire area can be evaluated by using hydrodynamic models and 
an Eulerian based approach. In this paper, the transport of a tracer within the 
system of shallow bays in the Virginia Coast Reserve has been simulated using the 
hydrodynamic model Deflt3D. The decrease in time of the tracer mass follows an 
exponential decay function. Specifically, the double exponential function was 
found to better approximate the tracer decay when the effect of wind is neglected, 
while the single exponential function is a good approximation when the wind 
effect is included in the simulations. We further identified factors producing the 
shortest residence time of the tracer within the system. We demonstrate that 
locally generated wind-driven circulation is responsible for the most rapid decay 
of the tracer mass in the lagoons. A simple exponential decay function using wind-
dependent parameters calculated with a polynomial regression (Equation ! ", $ = &' + &)" + &*$ + &+") + &,"$ + &-$) + &."* + &/")$ + &0"$) +
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&'1"+ + &''"*$ + &')")$)	       (4.5), 
8 9∆;81 = <=7 >?9' ∆;         (4.6) can 
be used to estimate the decay in concentration without the need of a 
hydrodynamic model. This function well predicted the tracer mass decrease 
during the summer months of 2015 in the VCR bays. This result demonstrates that 
the average residence time of tracer within the entire system of bays in the Virginia 
Coast Reserve can be estimated from the evaluation of a single coefficient, which 
controls the exponential decay of the tracer mass. 
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Appendices 
Appendix A: Amplitude and phase of the harmonic constituents 
before and after the calibration carried at Wachapreague station 
   Observed values Calibrated values 
Constituent # Name Description 
Amplitude 
[m] 
Phase 
[deg] 
Amplitude 
[m] 
Phase 
[deg] 
1 M2 
Principal lunar 
semidiurnal 
constituent 
0.48675 241.8 0.486750 241.8 
2 S2 
Principal solar 
semidiurnal 
constituent 
0.08415 273.2 0.084150 273.2 
3 N2 
Larger lunar 
elliptic 
semidiurnal 
constituent 
0.10395 234.7 0.103950 234.7 
4 K1 
Lunar diurnal 
constituent 
0.06930 128.7 0.069300 128.7 
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5 M4 
Shallow water 
overtides of 
principal lunar 
constituent 
0.02500 291.9 0.020625 291.9 
6 O1 
Lunar diurnal 
constituent 
0.08700 146.9 0.071775 146.9 
 
  
		 42	
Appendix B: Properties of the scenarios simulated in Delft3D 
Simulation ID Initial time Final time 
Amplitude 
and Phase 
Wind direction [°] 
Wind 
speed [m/s] 
STD EBB 
01/04/15 
03:18 
01/08/15 
03:18 
Average 
amplitude*, 
null phase 
- - 
STD FLOOD 
01/04/15 
21:19 
01/08/15 
21:19 
Average 
amplitude*, 
null phase 
- - 
HIGH WL 
01/04/15 
00:12 
01/08/15 
00:12 
Average 
amplitude*, 
null phase 
- - 
LOW WL 
01/04/15 
06:19 
01/08/15 
06:19 
Average 
amplitude*, 
null phase 
- - 
MAX 
AMPLITUDE 
01/04/15 
04:24 
01/08/15 
04:24 
Sum of 
amplitudes**, 
null phase 
- - 
N2 
AMPLITUDE 
01/04/15 
03:13 
01/08/15 
03:13 
N2 
amplitude, 
null phase 
- - 
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SPRING&NEA
P 
18/04/15 
17:23 
18/08/15 
17:23 
M2, S2, N2, 
K1, M4, O1 
- - 
NEAP&SPRIN
G 
12/04/15 
05:48 
12/08/15 
05:48 
M2, S2, N2, 
K1, M4, O1 
- - 
SE6 
01/04/15 
03:08 
01/08/15 
03:08 
Average 
amplitude*, 
null phase 
135 6 
SE12 
01/04/15 
02:29 
01/08/15 
02:29 
Average 
amplitude*, 
null phase 
135 12 
SW6 
01/04/15 
03:19 
01/08/15 
03:19 
Average 
amplitude*, 
null phase 
225 6 
SW12 
01/04/15 
03:28 
01/08/15 
03:28 
Average 
amplitude*, 
null phase 
225 12 
No Wind 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
- - 
N5 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
0 5 
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N10 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
0 10 
NE5 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
45 5 
NE10 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
45 10 
E5 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
90 5 
E10 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
90 10 
SE5 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
135 5 
SE10 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
135 10 
S5 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
180 5 
S10 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
180 10 
SW5 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
225 5 
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SW10 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
225 10 
W5 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
270 5 
W10 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
270 10 
NW5 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
315 5 
NW10 
21/06/15 
00:00 
23/09/15 
23:00 
M2, S2, N2, 
K1, M4, O1 
315 10 
*Sum of the amplitudes of the first six harmonic constituents, equal to 0.83655 m. 
**Average value of the amplitudes of the first six harmonic constituents, equal to 0.139425 m. 
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