Fitting machine learning models in the low-data limit is challenging. The main challenge is to obtain suitable prior knowledge and encode it into the model, for instance in the form of a Gaussian process prior. Recent advances in meta-learning offer powerful methods for extracting such prior knowledge from data acquired in related tasks. When it comes to meta-learning in Gaussian process models, approaches in this setting have mostly focused on learning the kernel function of the prior, but not on learning its mean function. In this work, we propose to parameterize the mean function of a Gaussian process with a deep neural network and train it with a meta-learning procedure. We present analytical and empirical evidence that mean function learning can be superior to kernel learning alone, particularly if data is scarce.
Introduction
Bayesian methods are well suited for learning tasks in the low-data limit, because they offer a principled way to include prior knowledge about the problem [20] . If the prior knowledge is suitable for the task, only very few observations may be needed to fit the posterior well. However, the acquisition and effective encoding of this prior knowledge has been a longstanding challenge in the field [5] .
A powerful framework to acquire prior knowledge about a task is meta-learning [30] . Meta-learning refers to a method in which knowledge is gained by solving a set of specific tasks (the meta-tasks) and subsequently used to improve the model performance on a different task (the target task) [30] . The method is therefore concerned with making use of a set of tasks in order to approach another task better. This can be seen as gaining knowledge (so called meta-knowledge) on the meta-tasks and incorporating it as prior knowledge into the learning model to solve the target task. The incorporation of this prior knowledge into the model is called inductive transfer [29] .
The largest benefits can be gained from meta-learning in a setting in which there is a large amount of data on the meta-tasks, but only little data on the target task. This leads to the hypothesis that successful meta-learning approaches should utilize two different kinds of models: one model that is able to handle large amounts of data, to perform the actual meta-learning (the meta-model); and one model that is able to deal with small quantities of data and into which the meta-knowledge can be effectively integrated (the target model). In this work, we propose to use deep neural networks as meta-models and Gaussian processes (GPs) as target models.
The GP lends itself particularly easily to the desired purpose of a target model, because it offers a way to perform nonlinear regression on small amounts of data, while being able to incorporate prior knowledge in a Bayesian manner [26] . This prior knowledge (which can be acquired by a meta-learning procedure) can be encoded into the GP model by modifying the parameters of either its kernel function or its mean function. Both of these options might yield a way to successfully perform meta-learning in GPs. In this work, we present the first evidence that learning a GP's mean function can outperform kernel learning on meta-learning tasks.
We make the following contributions: Figure 1 : Overview of the proposed deep mean function meta-learning framework. Note that a similar procedure can be used to meta-learn the kernel function parameters θ or both, mean and kernel function parameters.
• Formalize meta-learning in Gaussian Processes via mean function learning.
• Present an analytical argument for why mean function learning can be superior to kernel learning in this setting.
• Empirically validate this argument on synthetic function regression and MNIST image reconstruction tasks.
In the following, we are going to formalize the idea of GP prior learning in a meta-learning setting (Sec. 2), present an analytical argument for why mean function learning can be superior to kernel learning under certain conditions (Sec. 3.1), discuss the potential risk of overfitting when learning a GP prior (Sec. 3.2) and motivate why deep neural networks are suitable meta-models to learn GP mean functions (Sec. 3.3). Thereafter, we are going to provide empirical evidence of our claims (Sec. 4), a review of the related literature (Sec. 5), and a discussion of our work (Sec. 6 ). An overview of our proposed framework is depicted in Figure 1 .
Meta-learning in Gaussian Processes
In order to explain the setting of this work, we are first going to define meta-learning more formally. As mentioned above, we define meta-learning as a setting where we have access to a set of meta-tasks and a related target task from the same general domain. The set of meta-tasks M consists of m data sets M := {D i } m i=1 , with one data set for each meta-task. Each of these data sets contains observations D i := {x i , y i }, where x i ∈ R ni×d and y i ∈ R ni×p for tasks in which the respective functions to be learned are defined as f i : R d → R p . In our setting, all meta-tasks share the same input and output dimensionalities d and p, but they can have different numbers of observations n i .
Additionally to the meta-tasks, we have a target task with a data setD := {x,ỹ,x * ,ỹ * }, wherẽ x ∈ Rñ ×d andỹ ∈ Rñ ×p are the training points and their respective values andx * ∈ Rñ * ×d and y * ∈ Rñ * ×p are the test points and their respective values. As mentioned above, we assume there to be much more data in the meta-tasks than in the target task, that is, n train = m i=1 n i ñ. In order to predict on {x * ,ỹ * } =:D test , we want to fit a GP to {x,ỹ} =:D train with a prior f (·) ∼ GP(m φ (·), k θ (·, ·)) ,
where the mean and kernel functions are parameterized by sets of parameters φ and θ respectively. These parameters can now be optimized on the meta-task set, that is,
with a suitable loss function L ψ for parameters ψ. This approach can be seen as gaining knowledge from solving the meta-tasks M and using the parameters φ and θ to encode the thus acquired meta-knowledge into the GP prior for the task onD.
In GP regression, the loss function is often chosen to be the negative log marginal likelihood (LML) [26] . The LML on a meta-task can be computed as
where all learnable parameters of the GP prior (i.e., the mean parameters, kernel parameters, or both) are denoted as ψ and f i is a vector of the function values of the latent function f i (·) evaluated at the points x i . Given this loss function over a single meta-task, we define the loss over all meta-tasks as a sum over their individual losses, that is,
This loss can then be optimized using any general-purpose optimization method. In this work, we use Stochastic Gradient Descent (SGD). Algorithm 1 outlines the procedure to optimize the GP prior parameters ψ (which can stand for the mean function parameters φ, the kernel function parameters θ, or both; see Eqs. (1), (2)).
Algorithm 1 Algorithm to optimize the GP prior parameters ψ on the set of meta-tasks M using SGD.
Once the parameters of the GP prior are optimized, we can use the prior to fit a GP toD train and predict onD test . If we evaluate the predictive posterior of the GP on the test points, it yields [26] 3 Learning deep mean functions for meta-learning GPs
In this section, we are going to lay out the main theoretical arguments for our approach. Firstly, we are going to present an analytical treatment of mean function and kernel function learning in a meta-learning setting and show why mean function learning can be superior under certain conditions. Secondly, we are going to give an intuition for why overfitting can be a risk in conventional mean function learning, but not in a meta-learning setting. Lastly, we are going to argue why deep neural networks form a function class that is well suited for the use as a GP mean function in our meta-learning framework.
Mean functions can be superior to kernel functions
While learning kernel functions for GPs is a popular area of research, it entails a number of challenges. The most fundamental challenge is that the kernel function has to be positive definite in order to define an inner product in a suitable Hilbert space [21] . To ensure this property, many approaches resort to learning an explicit feature mapping into such a Hilbert space [32] . This strategy guarantees the correctness of the method, but it also sacrifices some of the computational benefits of the original kernel trick [16] . GP mean functions, in contrast, do not suffer from any such constraints and can therefore be learned more freely without taking any special precautions.
The question remains whether we can incorporate more prior knowledge into φ or into θ, that is, whether we should rather learn the mean or the kernel function. Based on the observation from Equation (4), we make the following proposition: Proposition 1. Given a Gaussian Process prior GP(m φ (·), k θ (·, ·)), there exist types of prior knowledge that can be encoded into the mean function parameters φ when a naïve kernel (e.g., k θ (·, ·) = k RBF (·, ·)) is used, but not into the kernel parameters θ when a naïve mean function (i.e., m φ (·) = 0) is used.
Proof. Let us assume for simplicity that we generate data from a known noiseless process with nonzero mean, that is, ∃x : m true (x) = 0, σ 2 = 0 and ∀x : y(x) = m true (x).
If we want to fit a GP to these data and want it to yield correct predictions, we need the posterior to satisfy
wherex andx * are defined as above (Sec. 2).
Let us now assume that we only happen to observe training points where the process is zero, but that it is nonzero for some test points, that is, ∀x ∈x : m true (x) = 0 and ∃x ∈x * : m true (x) = 0 (this assumption is more likely to hold for smallñ). If we try to encode all our prior knowledge into θ and choose an uninformative φ, that is, m φ (·) = 0, the LHS of Equation 5 will always be 0, regardless of the choice of θ, while the RHS will sometimes be nonzero. However, if we encode our prior knowledge into φ, that is, choose m φ (·) = m true (·), Equation 5 will always hold, regardless of the choice of θ.
Note that this proposition assumes a finite -and potentially quite small -value forñ, such that the assumptions about m true (x) and m true (x * ) (see above) are not too unlikely. Forñ → ∞, one can show that under mild assumptions we can always find a kernel that will make the posterior approach m true (·) arbitrarily closely [23] . However, in the case of smallñ, which we assume to be more common in the meta-learning setting (see Sec. 2), we believe Proposition 1 to be more relevant than the asymptotic kernel universality results.
Given these insights and the fact that learning mean functions poses a less constrained problem than kernel learning, we propose that mean functions are a better and more natural choice than kernels for meta-learning in GPs under certain conditions. We will empirically validate this statement in the experimental section (Sec. 4).
On the risk of overfitting in GP prior learning
Optimizing hyperparameters in machine learning models always brings about a certain risk of overfitting. The extent of this risk depends on the data set on which different hyperparameters are compared, on the objective function that is optimized, and on the procedure that is used to optimize this function.
One of the most principled ways of choosing the hyperparameters ψ of the GP prior is Bayesian model selection [26] . Bayesian model selection chooses the hyperparameters according to their posterior probabilities given the data. These probabilities can be computed as
where the denominator is given by
Instead of this maximum a posteriori (MAP) inference over ψ, practitioners often resort to a maximum likelihood estimate (MLE) for reasons of tractability, by optimizing the likelihood term in the numerator of Equation (6) with respect to ψ. Note that the negative logarithm of this term is exactly the LML from Equation (2). For the GP model from Equation (4), the LML can be computed in closed form [26] as
with hyperparameters ψ := (φ, θ) and where |M | denotes the determinant of matrix M . It is evident that this LML naturally decomposes into three terms. The first term depends on the kernel parameters, the mean function parameters, and the data. It can be seen as measuring the goodness-of-fit of the model to the data. The second term only depends on the kernel parameters and can be seen as a complexity penalty. The third term normalizes the likelihood and is constant with respect to the data and the parameters.
Notice that this objective function contains an automatic tradeoff between data-fit and model complexity when it comes to the kernel parameters, but it does not contain any complexity penalty on the mean function parameters. Optimizing the mean function parameters w.r.t. the LML directly on the training data can therefore lead to overfitting [c.f. 17]. It has been noted that even for the kernel parameters, the penalty term might sometimes not be strong enough to consistently avoid overfitting [26] , even though this effect can be additionally combated with regularization [6, 22] .
In this work, we hence refrain entirely from optimizing any parameters using the LML on the target training dataD train , and only optimize the parameters on the meta-tasks M. Thus, there is no way for the training data of the target task to inform the GP prior and therefore no possibility of overfitting to the training data. Our GP prior is still a strict prior in the Bayesian sense, that is, it describes our belief about the target task before actually seeing the data.
While overfitting to theD train is impossible in our setting, it is quite possible to overfit to the meta-tasks D i ∈ M. Such overfitting could lead to an increase in generalization error and therefore a lower performance on the target task, rendering the learned prior less informative. In this work, we perform the meta-learning on sufficiently heterogeneous meta-task sets M, such that the optimization procedure (Alg. 1) is less prone to overfit on any single D i . Since we are using neural networks to parameterize the mean and kernel functions, overfitting to the meta-tasks can additionally be inhibited by the standard techniques (weight decay, dropout, batch normalization, early stopping, etc.). 
Deep mean functions for GPs
Given the insight that meta-learning the GP's mean function might help us in solving our target task, we are still faced with the problem of choosing a suitable parameterization, that is, a suitable function class for this mean function. Since we expect to have a reasonably large amount of data from the meta-tasks (n train ñ, see Sec. 2), we want to choose a function class that can scale easily to such amounts of data and that is flexible enough to incorporate the meta-knowledge. A class of parametric functions that exhibit these two properties are deep neural networks [13, 19, 27] .
As an illustrative example, let us assume that we want to parameterize the mean function as a feed-forward neural network with two hidden layers. The mean value at a pointx will then be given by
where the W i are the weight matrices of the layers, the b i are their biases, and σ(·) is a nonlinear activation function (e.g., sigmoid or ReLU). For our notation, we would then consume all the trainable parameters into the vector φ, that is,
. Given this functional form, we can train the mean function according to Algorithm 1. We compute the gradients with respect to φ using backpropagation, as implemented in various deep learning frameworks (in our experiments, we use TensorFlow [1] and PyTorch [24] ).
It has been shown that using deep neural networks as kernel functions for GPs yields neural networks with nonparametric (or equivalently, "infinitely wide") last layers [32] . Similarly, using deep mean functions amounts to fitting a neural network to the data and then modeling the residuals with a GP [17] . It thus offers a natural way to combine the predictive power of neural networks with the calibrated uncertainties of GPs and can therefore be seen as an avenue of Bayesian Deep Learning [9] .
In the following section, we will proceed by empirically testing the hypotheses derived from our theoretical analysis of the problem.
Experiments
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Performance measures
In our experiments, we assess the performance of the models on the target task with two different measures: the test mean squared error (MSE) and the test data log likelihood (often just denoted as likelihood ). Note that the likelihood depends on the whole predictive posterior, while the MSE only depends on its mean. Since the mean function of the GP only affects the posterior by shifting its mean, it can be hypothesized that learning a good mean function for the GP will affect the MSE more strongly than the likelihood. Similarly, since the kernel function parameterizes the covariance of the process, it could be expected to affect the likelihood more strongly than the MSE. When interpreting the results of our experiments, one should therefore keep in mind that the MSE slightly favors GPs with a good mean function, while the likelihood slightly favors good kernel functions. However, the decision which one of the two measures is more important depends on the intended use of the GP in the target task. If the GP is used to predict values at test points from its predictive posterior mean, the MSE is the more relevant measure. If it is instead used to draw multiple samples from the whole posterior or to estimate the probability of different outcomes, the likelihood is more relevant. We do not make any limiting assumptions on the use cases in this work and the ultimate decision for a measure (and therefore potentially a preferred model) is hence left to the prospective user of our method.
Sinusoid function regression
In a first experiment, we aim to assess the general performance of mean function meta-learning. To this end, we simulated functions from a known generating Gaussian process. The process had a sinusoid mean and a radial basis function (RBF) covariance. For each function, we sampled the value at 50 equally spaced points in the [−5, 5] interval. Samples from the process are depicted in Figure 2a .
We trained a deep feedforward neural network on 1000 sampled functions and used it as a mean function for GP regression on 200 unseen functions that were sampled from the same process. We used a neural network with two hidden layers of size 64 each with sigmoid activation functions. It was trained for 100 epochs using stochastic gradient descent (SGD). We compared it against a GP with zero mean function and one with the true sinusoid mean function for different numbers of training points (Tab. 1).
It can be seen that the learned mean function performs comparably with the true mean function and significantly better than the zero mean function in terms of likelihood and mean squared error (MSE). It also becomes evident that this effect diminishes when the number of training points increases, following the intuition that the prior becomes less important once there are enough observations (see Sec. 3.1). These findings support the efficacy of the mean function learning approach in the low-data limit.
Step function regression
To assess the performance of the mean function learning approach on a traditionally more challenging problem for GPs and compare it to kernel learning, we chose the task of step function regression.
Step functions are hard to fit for GPs due to their discontinuity [26] . We hypothesize that this discontinuity can be modeled more easily by a mean function than by a kernel function, since the kernel function always interpolates between neighboring points to some extent and therefore implicitly assumes continuity.
A step function is simply defined as
with the step location x step and the two function values (y 1 , y 2 ) before and after the step, respectively. For our set of tasks, we choose a dataset of different step functions, namely the Heaviside step function [4] (i.e., (y 1 , y 2 ) = (0, 1)) and its mirrored version along the x step -axis (i.e., (y 1 , y 2 ) = (1, 0)). We sample the step location x step uniformly at random from the [−1, 1] interval. The whole function consists of 50 evenly spaced points in the [−2, 2] domain. We compare a vanilla GP (zero mean and RBF kernel) with a learned deep mean function, a learned deep kernel function (following Wilson et al. [32] ) and a GP with deep mean and deep kernel function learned concurrently. The learned mean and kernel functions are parameterized by the same deep feed-forward neural network architecture (except for the dimension of the last layer). We use neural networks with two hidden layers of size 128 and 64 with sigmoid activation functions. We train each model on 10,000 randomly sampled step functions from our function space using stochastic gradient descent.
The respective performances of the methods in terms of likelihood and MSE are reported in Table 2 and some example regression outputs on the standard Heaviside step function for the different models and numbers of training points are depicted in Figure 3 .
It can be seen that in the low-data regime, mean function learning outperforms kernel learning in terms of MSE, while kernel learning yields a better likelihood. However, the gap between mean function learning and kernel learning in terms of MSE narrows with an increasing number of training points, following our intuition from the theoretical analysis (Sec. 3.1).
It can also be seen that learning both the mean and the kernel function consistently performs best in all data regimes. Especially in the low-data regime, we can see that this approach combines the high likelihood of the kernel learning with the low MSE of the mean function learning. It stands to question, however, whether this effect is due to the relative simplicity of the task or whether it also holds for more complex data.
MNIST image completion
To compare mean function learning to kernel learning in a more realistic meta-learning setting, we performed an experiment with an image completion task on MNIST handwritten digits [18] . Some example inputs and reconstructions are depicted in Figure 2b . We view the task of image completion, that is, inferring the pixel values in test locations given their values in some random context locations, as a regression task (similar to Garnelo et al. [11] ). We try to learn a function that maps from pixel coordinates to the pixel value, that is, f : {0, . . . , 27} 2 → [0, 1].
The learned mean and kernel functions are parameterized by the same deep feed-forward neural network architecture (except for the dimension of the last layer). We use neural networks with two hidden layers of size 128 and 64 with sigmoid activation functions. We train each model on the MNIST training set of images using stochastic gradient descent. We again compare the two approaches against a "vanilla" GP (zero mean and RBF kernel) and a GP where both functions are learned concurrently. We report performances on the MNIST test set with different numbers of training points (Tab. 3).
It can be seen that the deep kernel learning performs better than the vanilla GP and the mean function learning in terms of likelihood, but the mean function learning significantly outperforms the other methods in terms of MSE. Moreover, learning both mean function and kernel yields the best performance in terms of likelihood.
Since many pixels in MNIST images are zero-valued, the performance results fit the intuition of Proposition 1. We can therefore confirm empirically that mean function learning is superior to kernel learning in terms of MSE under certain conditions and that it can also improve the performance in terms of likelihood when combined with kernel learning.
Related work
Kernel learning for Gaussian Processes has a long history [25] . It can be seen as an extension to Maximum-Likelihood-II (ML-II) parameter optimization, where the kernel parameters are optimized with respect to the log marginal likelihood of the GP [26] . The flexibility of these learned kernels grows with the number of parameters, culminating in deep kernel learning, where the kernel is parameterized by a deep neural network [32, 33] . While kernels have thus enjoyed a lot of attention, the research into learning mean functions is still in its infancy. The only documented deep mean function learning for GPs [17] deals with standard optimization of the mean function parameters on the training set and not with a meta-learning setting.
Meta-learning has recently been explored in great detail [30] , especially in the case of deep neural networks [2, 8] . It has been shown that these approaches can be seen as inference in a hierarchical Bayesian model [14] . These explorations extend to GP-like neural network models [11, 12] , but the setting has been underexplored when it comes to classical GPs. While there has been some work on meta-learning kernel functions [3, 28, 31] , parameters for Bayesian linear regression [15] , and parameters in hierarchical Bayesian models [34] , the aforementioned GP mean function learning approach has not been studied in this setting yet.
It should be noted here again that using the training data itself to optimize the kernel function [32] or mean function [17] can lead to overfitting, since it violates the Bayesian assumption. In contrast, this assumption is not violated when using meta-tasks to learn the kernel or mean function (as considered in this work), thus minimizing the risk for overfitting (see Sec. 3.2).
Conclusion
We have shown that meta-learning in Gaussian processes is an area that can benefit from learning the mean function of the process instead of (or combined with) the kernel function. We have provided an analytical argument for why mean function learning can be superior under certain conditions and have validated it empirically on two synthetic data regression and an MNIST image completion task. This extends previous work in which mean function learning has not been considered for meta-learning purposes.
It has been shown previously that some kernels are asymptotically universal approximators. In contrast, we show that mean functions seem to excel especially in the low-data limit. Our experiments have shown that this benefit seems to decay with increasing amounts of data. It would be an interesting direction for future work to explore more thoroughly under which conditions mean function learning is beneficial. Moreover, combining mean function and kernel learning in even smarter ways could be a promising avenue of research.
It will also be interesting to see in future work whether our approach can be successfully applied to challenging real world data, such as medical time series, where one often has access to a lot of prior knowledge from previous patients, but only very few measurements from any patient who is currently being treated. With some modification, the approach could also potentially be extended to other popular meta-learning scenarios, such as few-shot learning or optimal control in adaptive environments.
Given the results of this work, we would advise practitioners to consider mean function learning for meta-learning in Gaussian processes if the transfer data set is reasonably large and the target training data set is very small. Depending on the complexity of the data and the intended use case of the GP's predictive posterior, it can be advisable to combine mean function and kernel learning for maximum performance.
