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Abstract
Sabotage modal logic (SML) [20] is a kind of dynamic logics. It ex-
tends static modal logic with a dynamic modality which is interpreted as
“after deleting an arrow in the frame, the formula is true”. In the present
paper, we are aiming at solving an open problem stated in [6], namely giv-
ing a Sahlqvist-type correspondence theorem [18] for sabotage modal logic.
We use the standard minimal-valuation techniques to show that the Sahlqvist
fragment of sabotage modal logic has first-order correspondents. We give
some remarks and future directions at the end of the paper.
Keywords: Sabotage modal logic, dynamic logic, modal logic, Sahlqvist
correspondence theory.
Math. Subject Class. 03B45, 03B99.
1 Introduction
Sabotage modal logic (SML) [20] belongs to the class of logics collectively called
dynamic logics. It extends static modal logic with a dynamic modality _ such that
_ϕ is interpreted as “after deleting an arrow in the frame, ϕ is true”. There are
several existing works on sabotage modal logic. In [6], a bisimulation character-
ization theorem as well as a tableau system were given for sabotage modal logic,
[16] proved the undecidability of the satisfiability problem and gave the complexity
of the model-checking problem, and [17] gave the complexity of solving sabotage
game. Several similar formalisms are also investigated, such as graph modifiers
logic [5], swap logic [2] and arrow update logic [13], modal logic of definable link
deletion [15], modal logic of stepwise removal [21]. These logics are collectively
called relation changing modal logics [3, 4]. In the present paper, we are aiming at
solving an open problem stated in [6], namely giving a Sahlqvist-type correspon-
dence theorem [18] for sabotage modal logic. We define the Sahlqvist formulas in
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the sabotage modal language, and use the standard minimal-valuation techniques to
show that every Sahlqvist formula in the sabotage modal language has a first-order
correspondent.
The structure of the paper is as follows: in Section 2, we give a brief sketch on
the preliminaries of sabotage modal logic, including its syntax, semantics as well
as the standard translation. In Section 3, we define the Sahlqvist formulas in sab-
otage modal logic step-by-step in the style of [7, Section 3.6]. In Section 4 we
discuss some variations of the sabotage modality, as well as mention some further
directions.
2 Preliminaries on sabotage modal logic
In this section, we collect some preliminaries on sabotage modal logic. For further
details, see [6].
Given a set Prop of propositional variables, the set of sabotage modal formulas is
recursively defined as follows:
ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | ^ϕ | _ϕ
∨,→,↔,⊤,⊥,, can be defined in the standard way. We call a formula static if
it does not contain _ or . An occurence of p is said to be positive (resp. negative)
in ϕ if p is under the scope of an even (resp. odd) number of negations in the
original sabotage modal language. A formula ϕ is positive (resp. negative) if all
occurences of propositional variables in ϕ are positive (resp. negative).
For the semantics of sabotage modal logic, we use the Kripke frames F = (W,R)
and Kripke models M = (F,V) where V : Prop → P(W). The semantic clauses
for the basic modal language part is standard. For the sabotage modality _, the
satisfaction relation is defined as follows:
(W,R,V),w  _ϕ iff there exists an edge (w0,w1) ∈ R s.t. (W,R\{(w0,w1)},V),w  ϕ.
Intuitively, _ϕ is true at w iff there is an edge (w0,w1) of R such that after deleting
this edge from R, the formula ϕ is still true at w. It is easy to see that the semantic
clause for  is defined as follows:
(W,R,V),w  ϕ iff for all edges (w0,w1) ∈ R, (W,R \ {(w0,w1)},V),w  ϕ.
The standard translation of sabotage modal language into first-order logic is given
as follows (notice that we need to record the edges already deleted from R so that
we know what edges could still be deleted):
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Definition 1. ([6, Definition 1]) Let E be a set of pairs (y, z) of variables standing
for edges and let x be a designated variable. The translation S T Ex is recursively
defined as follows:
• S T Ex (p) := Px;
• S T Ex (⊥) := x , x;
• S T Ex (¬ϕ) := ¬S T
E
x (ϕ);
• S T Ex (ϕ ∧ ψ) := S T
E
x (ϕ) ∧ S T
E
x (ψ);
• S T Ex (^ϕ) := ∃y(Rxy ∧ (
∧
(v,w)∈E
¬(x = v ∧ y = w)) ∧ S T Ey (ϕ));
• S T Ex (_ϕ) := ∃y∃z(Ryz ∧ (
∧
(v,w)∈E
¬(y = v ∧ z = w)) ∧ S T
E∪{(y,z)}
x (ϕ)).
It is proved in [6, Theorem 1] that this translation is correct:
Theorem 2.1. For any pointed model (M,w) and sabotage modal formula ϕ,
(M,w)  ϕ iffM  S T∅x (ϕ)[w].
3 The definition of sabotage Sahlqvist formulas
In the present section, we will define sabotage Sahlqvist formulas step by step in
the style of [7, Section 3.6].
3.1 Very simple sabotage Sahlqvist formulas
Definition 2 (Very simple sabotage Sahlqvist formulas). A very simple sabotage
Sahlqvist antecedent is defined as follows:
p | ⊥ | ⊤ | ϕ ∧ ϕ | ^ϕ | _ϕ
A very simple sabotage Sahlqvist formula is an implication ϕ → ψ where ψ is
positive, and ϕ is a very simple sabotage Sahlqvist antecedent.
We show that the very simple sabotage Sahlqvist formulas have first-order corre-
spondents:
Theorem 3.1. For any given very simple sabotage Sahlqvist formula ϕ → ψ,
there is a first-order local correspondent α(x) such that for any Kripke frame
F = (W,R,V), any w ∈ W,
F,w  ϕ→ ψ iff F  α(x)[w].
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Proof. The proof strategy is essentially the same as [7, Theorem 3.42]. We first
start with the second-order translation of ϕ→ ψ, namely ∀P1 . . .∀Pn∀x(S T
∅
x (ϕ)→
S T∅x (ψ)).
For any very simple Sahlqvist antecedent ϕ, we consider the shape of β = S T Ex (ϕ)
defined inductively, where x does not occur in E:
β ::= Px | x , x | x = x | β ∧ β | ∃y(RE xy ∧ S T Ey (ϕ)) | ∃yz(R
Eyz ∧ S T
E∪{(y,z)}
x (ϕ))
where:
• RExy is the abbreviation of the first-order quantifier-free formula Rxy ∧
(
∧
(v,w)∈E
¬(x = v ∧ y = w));
• each node in E and E ∪ {(y, z)} uses a different variable (therefore, y, z do not
occur in E and y is not z);
• in the second last item, y is not x and y does not occur in E in ∃y(RE xy ∧
S T Ey (ϕ));
• in the last item, x, y, z are different and they do not occur in E in ∃yz(REyz ∧
S T
E∪{(y,z)}
x (ϕ)).
Using the equivalence ∃yθ(y) ∧ γ ↔ ∃y(θ(y) ∧ γ) (where y does not occur in γ), it
is easy to see that the first-order formula β = S T Ex (ϕ) is equivalent to a formula of
the form ∃y(RELE,x,y ∧AT), where:
• E, x, y are disjoint;
• RELE,x,y is a (possibly empty) conjunction of formulas of the form RE0yz
such that E ⊆ E0, and (E0 \ E), z are bounded by ∃y, y is either bounded
by ∃y or is x itself, variables in E are free (it is easy to see that RELE,x,y is
quantifier-free);
• AT is a conjunction of formulas of the form Pw or w = w or w , w, therefore
AT is ⊤ or ⊥ or a conjunction of formulas of the form Pw.
Therefore, by using the equivalence (∃yθ(y) → γ) ↔ ∀y(θ(y) → γ) (where y
does not occur in γ), it is immediate that ∀P1 . . .∀Pn∀x(S T
∅
x (ϕ) → S T
∅
x (ψ)) is
equivalent to ∀P1 . . .∀Pn∀x∀y(REL
E,x,y∧AT→ POS) where RELE,x,y and AT are
given as above, and POS is the standard translation S T∅x (ψ).
We can then use exactly the same strategy as in [7, Theorem 3.42]. To make it
easier for later parts in the paper, we still mention how the minimal valuation and
the resulting first-order correspondent formula look like. Without loss of generality
4
we suppose that for any unary predicate P that occurs in the POS also occurs in AT;
otherwise we can substitute P by λu.u , u for P to eliminate P. Now consider a
unary predicate symbol P occuring in AT and Px1, . . . , Pxn are all occurences of P
in AT. By taking σ(P) to be λu.u = x1∨ . . .∨u = xn, we get the minimal valuation.
The resulting first-order correspondent formula is
∀x∀y(RELE,x,y → [σ(P1)/P1, . . . , σ(Pm)/Pm]POS).
It is worth noticing that the standard translation of the POS part is again monotone
in each P, even if we allow sabotage modalities to occur. 
3.2 Simple sabotage Sahlqvist formulas
Similar to simple Sahlqvist formulas in basic modal logic, here we can define sim-
ple sabotage Sahlqvist formulas where we allow the boxed atoms to contain both
 and :
Definition 3 (Simple sabotage Sahlqvist formulas). A boxed atom θ is defined as
follows:
θ ::= p | ⊥ | ⊤ | θ ∧ θ | θ | θ
Based on this, a simple sabotage Sahlqvist antecedent ϕ is defined as follows:
ϕ ::= θ | ⊥ | ⊤ | ϕ ∧ ϕ | ^ϕ | _ϕ
A simple sabotage Sahlqvist formula is an implication ϕ → ψ where ψ is positive,
and ϕ is a simple sabotage Sahlqvist antecedent.
Theorem 3.2. For any given simple sabotage Sahlqvist formula ϕ → ψ, there is
a first-order local correspondent α(x) such that for any Kripke frame F = (W,R),
any w ∈ W,
F,w  ϕ→ ψ iff F  α(x)[w].
Proof. We use similar proof strategy of [7, Theorem 3.49]. The part that we needs
to take care of is the way to compute the minimal valuation. Now without loss of
generality (by renaming quantified variables) we have the following Backus-Naur
form of β = S T Ex (θ) defined inductively for any boxed atom θ where x is not in E:
β ::= Px | x , x | x = x | β ∧ β | ∀y(RE xy → S T Ey (θ)) | ∀yz(R
Eyz → S T
E∪{(y,z)}
x (θ))
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where RE xy, E, x, y, z are required similar to Theorem 3.1 except that here we use
universal quantifiers and implications instead of existential quantifiers and con-
junctions. It is easy to see that the free variables in β = S T Ex (θ) are among E, x.
The Backus-Naur form of β = S T Ex (ϕ) is defined inductively for any simple Sahlqvist
antecedent ϕ:
β ::= S T Ex (θ) | x , x | x = x | β∧β | ∃y(R
E xy∧S T Ey (ϕ)) | ∃yz(R
Eyz∧S T
E∪{(y,z)}
x (ϕ))
where RE xy, E, x, y, z are required similar to Theorem 3.1. It is easy to see that the
free variables in β = S T Ex (ϕ) are among E, x.
Now using the following equivalences:
• (ϕ→ ∀z(ψ(z) → γ)) ↔ ∀z(ϕ ∧ ψ(z) → γ) (where z does not occur in ϕ);
• (ϕ→ (ψ→ γ)) ↔ (ϕ ∧ ψ→ γ);
• (ϕ→ (ψ ∧ γ)) ↔ ((ϕ→ ψ) ∧ (ϕ→ γ));
• ∀z(ψ(z) ∧ γ(z)) ↔ (∀zψ(z) ∧ ∀zγ(z));
for any boxed atom θ, the first-order formula S T Ex (θ) is equivalent to a first-order
formula of the form
∧
i∈I
∀yi(REL
E,x,yi
i
→ ATi), where:
• E, x, yi are disjoint;
• REL
E,x,yi
i
is a (possibly empty) conjunction of formulas of the form RE0yz
such that E ⊆ E0, and (E0 \ E), z are bounded by ∀yi, y is either bounded
by ∀yi or is x itself, variables in E are free (it is easy to see that REL
E,x,yi
i
is
quantifier-free);
• ATi is a formula of the form Pw or w = w or w , w (here we do not need to
take the conjunction because of ∀z(ψ(z) ∧ γ(z)) ↔ (∀zψ(z) ∧ ∀zγ(z))).
Now we can denote ∀yi(REL
E,x,yi
i
→ ATi) by one of the following two forms:
• ∀y′i∀y(RELi(E, y
′
i , x, y) → ATi(y)), where the variables in RELi(E, y
′
i , x, y)
are among E, y′i , x, y, the variables E, y
′
i , x, y are disjoint, y
′
i = yi \ {y}, the
only variable in ATi(y) is y and y , x;
• ∀yi(RELi(E, yi, x)→ ATi(x)), where the variables in RELi(E, yi, x) are among
E, yi, x, the variables E, yi, x are disjoint, the only variable in ATi(x) is x.
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It is easy to see that in both cases RELi(E, y
′
i , x, y) and RELi(E, yi, x) are quantifier-
free, and can be regarded as a new predicate symbol Ri with an arity according to
the length of E, y′i , x, y or E, yi, x.
By the equivalence (∃xϕ(x) → ψ) ↔ ∀x(ϕ(x) → ψ) where ψ does not contain x,
we can transform ∀yi(REL
E,x,yi
i
→ ATi) into
• ∀y(∃y′iRELi(E, y
′
i , x, y) → ATi(y)), where the variables in E, y
′
i , x, y satisfy
the conditions in item 1;
• (∃yiRELi(E, yi, x) → ATi(x)), where the variables in E, yi, x satisfy the con-
ditions in item 2.
Therefore, we can denote ∀yi(REL
E,x,yi
i
→ ATi) by one of the following two forms:
• ∀y(Ri(E, x, y) → ATi(y)), where the free variables in Ri(E, x, y) are among
E, x, y, and the only variable in ATi(y) is y and y , x;
• (Ri(E, x) → ATi(x)), that is, ¬Ri(E, x) ∨ ATi(x), where the only variable in
ATi(x) is x.
Now we somehow come back to the situation of the basic modal logic case, where
Ri is a real predicate symbol. The Backus-Naur form of β = S T
E
x (ϕ) for simple
Sahlqvist antecedent ϕ can be recursively defined as follows:
β ::= ∀y(Ri(E, x, y) → ATi(y)) | ¬Ri(E, x) ∨ ATi(x) | x , x | x = x | Px
1
| β ∧ β | ∃y(RE xy ∧ S T Ey (ϕ)) | ∃yz(R
Eyz ∧ S T
E∪{(y,z)}
x (ϕ))
Now by distributivity ϕ∧ (ψ∨γ)↔ (ϕ∧ψ)∨ (ϕ∧γ) and ∃x(ϕ∨ψ)↔ (∃xϕ∨∃xψ),
we can pull out the disjunction in ¬Ri(E, x) ∨ ATi(x), and obtain a big disjunction∨
j β j, where each β j has one of the following two shapes:
β ::= ∀y(Ri(E, x, y) → ATi(y)) | ATi(x) | x , x | x = x | Px
| β ∧ β | ∃y(RE xy ∧ S T Ey (ϕ)) | ∃yz(R
Eyz ∧ S T
E∪{(y,z)}
x (ϕ))
β ::= ∀y(Ri(E, x, y) → ATi(y)) | ¬Ri(E, x) | x , x | x = x | Px
| β ∧ β | ∃y(RE xy ∧ S T Ey (ϕ)) | ∃yz(R
Eyz ∧ S T
E∪{(y,z)}
x (ϕ))
1Here we put Px for simplification of the notation in the minimal valuation, and it can be regarded
as the special case where Ri(E, x) is the empty conjunction and can be regarded as ⊤.
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Now for the shape of the standard translation of simple Sahlqvist implication ϕ→
ψ, it is of the shape
∨
j β j → POS, where each β j is of one of the two shapes above,
therefore equivalent to
∧
j(β j → POS).
Now for each β j → POS, it is easy to see how the minimal valuation is defined:
• for the ∀y(Ri(E, x, y) → ATi(y)) part, its corresponding minimal valuation is
λu.Ri(E, x, u);
• for the ATi(x) part, its corresponding minimal valuation is λu.x = u (there-
fore, this case is similar to the Px case rather than the ∀y(Ri(E, x, y) →
ATi(y)) case);
• for the x , x part, it is equivalent to ⊥;
• for the x = x part, it is equivalent to ⊤;
• for the Px part, its corresponding minimal valuation is λu.x = u.
Now for each propositional variable pi, we take the minimal valuation to be the
disjunction of all the corresponding minimal valuations where the branch has an
occurence of Pi. By essentially the same argument as in [7, Theorem 3.49], we get
the first-order correspondent of ϕ→ ψ. 
3.3 Sabotage Sahlqvist formulas
In the present section, we add negated formulas and disjunction in the antecedent
part, which is analogous to [7, Definition 3.51].
Definition 4 (Sabotage Sahlqvist formulas). A sabotage Sahlqvist antecedent ϕ is
defined as follows:
ϕ ::= θ | γ | ⊥ | ⊤ | ϕ ∧ ϕ | ϕ ∨ ϕ | ^ϕ | _ϕ
where θ is a boxed atom defined on page 5 and γ is a negative formula defined
as on page 2. A sabotage Sahlqvist formula is an implication ϕ → ψ where ψ is
positive, and ϕ is a sabotage Sahlqvist antecedent.
Theorem 3.3. For any given sabotage Sahlqvist formula ϕ → ψ, there is a first-
order local correspondent α(x) such that for any Kripke frame F = (W,R), any
w ∈ W,
F,w  ϕ→ ψ iff F  α(x)[w].
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Proof. We use similar proof strategy of [7, Theorem 3.54]. The part that we needs
to take care of is the way to compute the minimal valuation. Now for each sabotage
Sahlqvist antecedent ϕ, we consider the Backus-Naur form of β = S T Ex (ϕ):
β ::= S T Ex (θ) | S T
E
x (γ) | x , x | x = x | Px
| β ∧ β | β ∨ β | ∃y(RE xy ∧ S T Ey (ϕ)) | ∃yz(R
Eyz ∧ S T
E∪{(y,z)}
x (ϕ))
where θ is a boxed atom and γ is a negative formula. Using the equivalence ∃yθ(y)∧
γ ↔ ∃y(θ(y)∧γ) (where y does not occur in γ), ∃y(α∨β) ↔ ∃yα∨∃yβ, (α∨β)∧γ ↔
(α∧γ)∨(β∧γ), it is easy to see that the first-order formula β = S T Ex (ϕ) is equivalent
to a formula of the form
∨
i ∃yi(REL
E,x,yi
i
∧ BOXED-ATi ∧NEGi), where:
• E, x, and yi for all i are disjoint;
• REL
E,x,yi
i
is a (possibly empty) conjunction of formulas of the form RE0yz
such that E ⊆ E0, and (E0 \ E), z are bounded by ∃yi, y is either bounded
by ∃yi or is x itself, variables in E are free (it is easy to see that REL
E,x,yi
i
is
quantifier-free);
• BOXED-ATi is a conjunction of formulas of the form S T
E0
y (θ) where θ is a
boxed atom and E ⊆ E0 and E0 ∪ {y} ⊆ E ∪ {yi, x};
• NEGi is a conjunction of formulas of the form S T
E0
y (γ) where γ is a negative
formula and E ⊆ E0 and E0 ∪ {y} ⊆ E ∪ {yi, x}.
Now let us consider the standard translation of sabotage Sahlqvist formula ϕ → ψ
where ϕ is a sabotage Sahlqvist antecedent and ψ is a positive formula. For β =
S T Ex (ϕ→ ψ), we have the following equivalence:∨
i ∃yi(REL
E,x,yi
i
∧ BOXED-ATi ∧NEGi)→ S T
E
x (ψ)
⇔
∧
i(∃yi(REL
E,x,yi
i
∧ BOXED-ATi ∧ NEGi) → S T
E
x (ψ))
⇔
∧
i ∀yi(REL
E,x,yi
i
∧ BOXED-ATi ∧NEGi → S T
E
x (ψ))
⇔
∧
i ∀yi(REL
E,x,yi
i
∧ BOXED-ATi → ¬NEGi ∨ S T
E
x (ψ))
Now it is easy to see that ¬NEGi ∨ S T
E
x (ψ) is equivalent to a first-order formula
which is positive in all unary predicates. We can now use essentially the same
proof strategy as Theorem 3.2. 
4 Discussions and further directions
4.1 Other Variants of Relation Changing Modal Logics
In the previous sections, we discussed the Sahlqvist-type correspondence theory
for sabotage modal logic. Indeed, the same methodology can be applied to other
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relation changing modal logics [3, 4] as well: local deletion where the sabotage
modal operator deletes an edge starting from the current valuation world, adding
edge operator where an additional edge is added into the Kripke frame (both local
version and global version), swap edge operator where the direction of an arrow
is reversed (also both global and local). Here we only mention the semantics and
standard translation of these dynamic modalities without giving detailed proofs.
Example 4.1 (Local Deletion). We can consider a different kind of sabotage modal-
ity, where the edge deletion is not arbitrary, but is local at the current world. The
semantics of the local sabotage modality is defined as follows:
(W,R,V),w  _Lϕ iff there exists an edge (w,w1) ∈ R s.t. (W,R\{(w,w1)},V),w  ϕ.
The corresponding first-order translation S T Ex will have the following clause:
S T Ex (_Lϕ) := ∃y(Rxy ∧ (
∧
(v,w)∈E
¬(x = v ∧ y = w)) ∧ S T
E∪{(x,y)}
x (ϕ)).
Here the quantification pattern is different from the global sabotage modality, so
the proofs need to be modified according to the free and bounded variables occur-
ing in the standard translation of local sabotage modal formulas.
Example 4.2 (Adding Edge). We consider dynamic modalities where we do not
delete an edge, but rather add an edge. The semantics of the (global) adding edge
modality is defined as follows:
(W,R,V),w  _Aϕ iff there exists an edge (y, z) < R s.t. (W,R ∪ {(y, z)},V),w  ϕ.
The corresponding first-order translation S T Ex will have the following clause:
S T Ex (_Aϕ) := ∃yz(¬Ryz ∧ (
∧
(v,w)∈E
¬(y = v ∧ z = w)) ∧ S T
E∪{(y,z)}
x (ϕ)).
Other types of relation changing modalities which can be treated in a similar way
include the following ”delete and jump” dynamic modality:
(W,R,V),w  _Jϕ iff there exists an edge (w,w1) ∈ R s.t. (W,R\{(w,w1)},V),w1  ϕ.
We can also consider Kripke frames with n+1-ary relations which correspond to n-
ary modalities, and define n-ary sabotage modalities. The key point is the quantifier
pattern of the standard translation of the relation-changing dynamic modalities,
e.g. the outer part of the structure of a Sahlqvist antecedent are translated into
existential quantifiers, and the inner part is translated into universal quantifiers.
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4.2 Other questions
Other interesting questions include the following:
• Extending the Sahlqvist sabotage formulas to inductive sabotage formulas as
well as to the language of sabotage modal logic with fixpoint operators;
• AKracht-type theorem characterizing the first-order correspondents of Sahlqvist
sabotage formulas;
• A Goldblatt-Thomason-type theorem characterizing the sabotage modally
definable classes of Kripke frames;
• ALBA-type algorithm [10] for computing the first-order correspondents of
the input modal sabotage formulas;
• As we know in [4], relation changing modal logics can be treated as a frag-
ment of very expressive hybrid logics, therefore a relevant interesting ques-
tion would be to have a Sahlqvist-type correspondence theory for very ex-
pressive hybrid logics. For other existing works of correspondence theory
for hybrid logic, see [8, 9, 11, 12, 14, 19].
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