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We introduce locally stratiﬁed Boolean grammars, a natural subclass of Boolean grammars
with many desirable properties. Informally, if a grammar is locally stratiﬁed then the set
of all pairs of the form (nonterminal, string) of the grammar can be mapped to a (possibly
inﬁnite) set of strata so as that the following holds: if the membership of a stringw′ in the
languagedeﬁnedbynonterminalAdepends on themembership of stringw′ in the language
deﬁned by nonterminal B, then (B,w′) cannot belong to a stratum higher than the stratum
of (A,w); furthermore, if the above dependency is obtained through negation, (B,w′) must
belong to a stratum lower than the stratum of (A,w). We prove that local stratiﬁability can
be tested in linear timewith respect to the size of the given grammar. We then develop the
semantics of locally stratiﬁed grammars and prove that it is independent of the choice of
the stratiﬁcation mapping. We argue that the class of locally stratiﬁed Boolean grammars
appears at present to be the broadest subclass of Boolean grammars that can be given a
classical semantics (i.e., without resorting to three-valued formal language theory).
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Boolean grammars [10] is a recent extension of context-free grammars which allows conjunction and negation to appear
in the right hand side of rules. This seemingly innocent extension of context-free grammars, unexpectedly created a number
of interesting and non-trivial theoretical questions (which nowadays remain largely unanswered, see [11] for details). As an
example of the power of the new formalism, it has been demonstrated that Boolean grammars can easily express certain
languages that are notoriously non context-free [10]. Even the negation-free Boolean grammars (namely the conjunctive
ones) appear to be very interesting from an expressibility point of view: it has recently been demonstrated in [4] (extending
the results of [3]) that there is no recursive function that can bound the growth rate of unary conjunctive languages (when
these are viewed as increasing sequences of natural numbers).
From themore practical side, it has been demonstrated in [10] that Boolean grammars can be parsed efﬁciently (actually,
in time O(n3)). This fact renders Boolean grammars a promising alternative to the traditional formalisms that are currently
used for the syntax analysis phase of compiler construction. However, despite their syntactic simplicity, Boolean grammars
have also been proved to be non-trivial from a semantic point of view. In particular, the use of negation makes it difﬁcult
to deﬁne a simple derivation-style semantics (such as the well-known one that is being widely used in the case of context-
free grammars). For example, it is not immediately obvious whether a grammar of the form S → ¬S has any meaning at
all.
The study of the semantics of Boolean grammars was initiated by A. Okhotin in [10], in which two different approaches
are proposed. Given a Boolean grammar G, the unique solution semantics and the naturally reachable semantics are based on
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identifying a solution of a system of language equations that is associated to G. Both of these semantics exhibit undesirable
behavior in certain cases (see [5] for a detailed discussion on this issue). Moreover, as discussed in [10], given a Boolean
grammar one can not effectively decide whether the grammar complies to any of these two semantics. More recently, based
on well-known ideas from logic programming [16], Kountouriotis et al. proposed the well-founded semantics of Boolean
grammars [5]. This latter approach requires the study of three-valued languages, i.e., languages in which the membership of
a string can be classiﬁed as true, false or unknown. The advantage of this approach is that it applies to all Boolean grammars,
independently of their syntax. The generality of this approach is due to the use of a three-valued formal language theory as
the underlying mathematical machinery.
Another direction of research which was initiated by M. Wrona [17] seeks to ﬁnd subclasses of Boolean grammars that
are well-behaved both semantically and from an application point of view. In other words, we are seeking subclasses that
are as broad as possible, and which possess a classical semantics (i.e., semantics based on ordinary formal language theory).
More speciﬁcally, in [17] the class of stratiﬁed Boolean grammars is deﬁned and its properties are investigated. The notion of
stratiﬁcation has its roots in the area of logic programming (see for example [1]). Intuitively, a Boolean grammar is stratiﬁed
if its nonterminals are not deﬁned in a circular way that “passes through” negation.
In this paper, motivated again by ideas in logic programming [13], we introduce the locally stratiﬁed Boolean grammars
which form a proper superset of the stratiﬁed ones. Informally, if a grammar is locally stratiﬁed then the set of all pairs of the
form (nonterminal, string) of the grammar can be mapped to a (possibly inﬁnite) set of strata so as that the following holds:
if the membership of a string w in the language deﬁned by nonterminal A depends on the membership of string w′ in the
language deﬁned by nonterminal B, then (B,w′) cannot belong to a stratum higher than the stratum of (A,w); furthermore,
if the above dependency is obtained through negation, (B,w′) must belong to a stratum lower than the stratum of (A,w). We
demonstrate that the property of local stratiﬁability can be tested in linear timewith respect to the size of the grammar under
consideration. This is a surprising fact because local stratiﬁability in logic programming is undecidable (more speciﬁcally1
1
-
complete [2]). We then develop the semantics of locally stratiﬁed Boolean grammars and demonstrate that it is independent
of the choice of the stratiﬁcation mapping. The independence proof is based on the well-founded construction of [5]. More
speciﬁcally, we show that the locally stratiﬁed semantics of a Boolean grammar, constructed using an arbitrary proper
partition into strata, coincides with the well-founded model of the grammar (which is unique by deﬁnition). It should be
noted at this point that the locally stratiﬁed semantics proceeds in a different way than thewell-founded semantics. In other
words, the locally stratiﬁed construction appears to give an interesting alternative to the well-founded one.We demonstrate
the potential of the new approach by computing themeaning of certain simple but interesting Boolean grammars, and show
that such a computation usually involves some simple inductive arguments. The paper concludes with a discussion of open
questions.
2. Boolean grammars
In [8] and [10] A. Okhotin introduced the classes of conjunctive and Boolean grammars, respectively:
Deﬁnition 1 ([10]). A Boolean grammar is a quadruple G = (,N,P,S), where  and N are disjoint ﬁnite nonempty sets of
terminal and nonterminal symbols, respectively, P is a ﬁnite set of rules, each of the form
C → α1& · · ·&αm&¬β1& · · ·&¬βn (m + n ≥ 1, C ∈ N, αi, βj ∈ ( ∪ N)*)
and S ∈ N is the start symbol of the grammar.Wewill call the αi’s positive conjuncts and the¬βj ’s negative. A Boolean grammar
is called conjunctive if all its rules contain only positive conjuncts.
We will often abbreviate a collection of rules A → ϕi, 1 ≤ i ≤ l, deﬁning the nonterminal A of a Boolean grammar, as
A → ϕ1 | · · · | ϕl . It is obvious that conjunctive grammars form a subclass of Boolean grammars and it would therefore be
possible to present many notions regarding these two classes in a uniﬁed way. However, since conjunctive grammars will
play an important role in our subsequent development of the locally stratiﬁed semantics (see Section 4), in the rest of this
section we will be discussing about the two classes more or less independently. For example, conjunctive grammars have a
particularly simple and elegant derivational semantics, which resembles the well-known one for context-free grammars. It
has been proven convenient for us to introduce and use this semantics when dealing with conjunctive grammars (instead
of using the more heavy machinery required for general Boolean grammars).
The basic ideas behind these two classes of grammars can now be illustrated by the following examples:
Example 2 ([9]). Consider the grammar:
S→SAb&Cb | b
A→aA | 
C→bCaa | aC | baa
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It can be seen (see [9] for further explanations) that this grammar deﬁnes the (non context-free) language {ba2ba4b · · ·
ba2n−2ba2nb | n ≥ 0}.
Example 3 ([10]). Let  = {a,b}. We deﬁne:
S→¬(AB)&¬(BA)&¬A&¬B
A→a | CAC
B→b | CBC
C→a | b
It can be seen that this grammar deﬁnes the language {ww | w ∈ {a,b}*} (see [10] for details). It is known that this language
is not context-free.
In the rest of this section we present the semantics of conjunctive and Boolean grammars. Our presentation for con-
junctive grammars follows the one given originally in [8] (where one can also ﬁnd a more detailed account on this kind of
grammars).
Deﬁnition 4. Let G = (,N,P,S) be a conjunctive grammar. Then:
(1) Any symbol in  ∪ N is a conjunctive formula.
(2) If A and B are conjunctive formulae, then AB is a conjunctive formula.
(3) If A1, . . . ,An, n ≥ 1, are conjunctive formulae, then (A1& · · ·&An) is a conjunctive formula.
Given a conjunctive grammar G = (,N,P,S), we denote by VG the set  ∪ N ∪ {"(","&",")"}. The notion of derivability in
conjunctive grammars is deﬁned as follows:
Deﬁnition 5. Let G = (,N,P,S) be a conjunctive grammar. Deﬁne the relation G⇒ of immediate derivability on the set of
conjunctive formulae, as follows:
• For all s1,s2 ∈ V*G and for all A ∈ N, if s1As2 is a formula, then for all A → α1& · · ·&αn ∈ P
s1As2
G⇒ s1(α1& · · ·&αn)s2
• For all s1,s2 ∈ V*G and for all w ∈ *, if s1(w& · · ·&w)s2 is a formula, then
s1(w& · · ·&w)s2 G⇒ s1ws2
We denote by
G⇒
*
the reﬂexive transitive closure of
G⇒.
We now deﬁne the notion of language generated by a conjunctive grammar:
Deﬁnition 6. Let G = (,N,P,S) be a conjunctive grammar. The language generated by A ∈ N is the set of all strings over 
derivable from A. The language generated by G is the language generated by the start symbol S of G.
We now turn our attention to the more general case of Boolean grammars; in this case a more general construction is
required. The well-founded semantics is based on the notion of three-valued formal languages. Our presentation follows the
one in [5].
The central concept in the semantics of Boolean grammars is that of interpretation, a notion that has its origins in math-
ematical logic. In context-free grammars, an interpretation is a function that assigns to each non-terminal symbol of the
grammar a set of strings over the set of terminal symbols of the grammar. An interpretation of a context-free grammar is a
model of the grammar if it satisﬁes all the rules of the grammar. The usual semantics of context-free grammars dictates that
every such grammar has a minimummodel, which is taken to be as its intended meaning.
Whenone considers Boolean grammars, the situation becomesmuchmore complicated. For example, a grammarwith the
unique rule S → ¬S appears to be meaningless. More generally, in many cases where negation is used in a circular way, the
corresponding grammar looks problematic. However, these difﬁculties arise because we are trying to ﬁnd classicalmodels of
Boolean grammars, which are based on classical two-valued logic. It turns out that if we shift to three-valued models, every
Boolean grammar has a well-deﬁned meaning. We need of course to redeﬁne many notions, starting even from the notion
of a language:
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Deﬁnition 7. Let  be a ﬁnite non-empty set of symbols. Then, a (three-valued) language over  is a function from * to
the set
{
0, 1
2
,1
}
.
Intuitively, given a three-valued language L and a stringw over the alphabet of L, there are three-cases: eitherw ∈ L (i.e.,
L(w) = 1), orw 
∈ L (i.e., L(w) = 0), or ﬁnally, the membership ofw in L is unclear (i.e., L(w) = 1
2
). Given this extended notion
of language, it is nowpossible to interpret the grammar S → ¬S: itsmeaning is the languagewhich assigns to every string the
value 1
2
. In the rest of the paper we will treat the usual two-valued languages over  either as subsets of * or as functions
from * to the set {0,1}.
The following deﬁnition, which generalizes the familiar notion of concatenation of languages, is also needed:
Deﬁnition 8. Let be a ﬁnite set of symbols and let L1, . . . ,Ln be (three-valued) languages over. We deﬁne the three-valued
concatenation of the languages L1, . . . ,Ln to be the language L such that:
L(w) = max
(w1,...,wn):
w=w1 ···wn
(
min
1≤i≤n
Li(wi)
)
The concatenation of L1, . . . ,Ln will be denoted by L1 ◦ · · · ◦ Ln.
We can now deﬁne the notion of interpretation of a given Boolean grammar:
Deﬁnition 9. An interpretation I of a Boolean grammar G = (,N,P,S) is a function I : N →
(
* →
{
0, 1
2
,1
})
.
An interpretation I can be recursively extended to apply to more general expressions:
Deﬁnition 10. Let G = (,N,P,S) be a Boolean grammar and let I be an interpretation of G. Then I can be extended to apply
to expressions that appear as the right-hand sides of Boolean grammar rules, as follows:
• For every w ∈ *, it is I()(w) = 1 if w =  and 0 otherwise.
• Let a ∈ . Then, for every w ∈ *, it is I(a)(w) = 1 if w = a and 0 otherwise.
• Let α = α1 · · ·αn, n ≥ 2, αi ∈  ∪ N. Then, for every w ∈ *, it is I(α)(w) = (I(α1) ◦ · · · ◦ I(αn))(w).
• Let α ∈ ( ∪ N)*. Then, for every w ∈ *, it is I(¬α)(w) = 1− I(α)(w).
• Let l1, . . . ,ln be conjuncts. Then, for every w ∈ *, it is I(l1& · · ·&ln)(w) = min{I(l1)(w), . . . ,I(ln)(w)}.
The notion of a model of a Boolean grammar can now be deﬁned. Intuitively, a model is an interpretation that does not
violate any rule of the grammar:
Deﬁnition 11. Let G = (,N,P,S) be a Boolean grammar and I an interpretation of G. Then, I is a model of G if for every rule
A → l1& · · ·&ln in P and for every w ∈ *, it is I(A)(w) ≥ I(l1& · · ·&ln)(w).
In the deﬁnition of the well-founded model, two orderings on interpretations play a crucial role (see [12] for the cor-
responding orderings regarding logic programs). Given two interpretations, the ﬁrst ordering (usually called the standard
ordering) compares their degree of truth:
Deﬁnition 12. Let G = (,N,P,S) be a Boolean grammar and I, J be two interpretations of G. Then, we write I  J if for all
A ∈ N and for all w ∈ *, I(A)(w) ≤ J(A)(w).
Among the interpretations of a given Boolean grammar, there is one which is the least with respect to the  ordering,
namely the interpretation ⊥ which for all A and all w, ⊥(A)(w) = 0.
The second ordering (usually called the Fitting ordering) compares the degree of information of two interpretations. We
ﬁrst need to deﬁne the corresponding ordering for truth values:
Deﬁnition 13. Let v1,v2 be truth values in {0, 12 ,1}. We write v1 <F v2 if v1 = 12 and v2 ∈ {0,1}. We write v1 ≤F v2 if v1 <F v2
or v1 = v2.
Using the relation ≤F we can now deﬁne F as follows:
Deﬁnition 14. Let G = (,N,P,S) be a Boolean grammar and I, J be two interpretations of G. Then, we write I F J if for all
A ∈ N and for all w ∈ *, I(A)(w) ≤F J(A)(w).
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Among the interpretations of a given Boolean grammar, there is one which is the least with respect to the F ordering,
namely the interpretation ⊥F which for all A and all w, ⊥F (A)(w) = 12 .
Given a set U of interpretations, we will write lubU for the least upper bound of the members of U under the standard
ordering. Formally:
(lubU)(A)(w) =
⎧⎨
⎩
1, if there exists I ∈ U such that I(A)(w) = 1
0, if for all I ∈ U, I(A)(w) = 0
1
2
, otherwise
The situation changes when onewants to deﬁne lubF U, that is, the least upper bound of themembers of U under the Fitting
ordering, since this notion cannot be deﬁned for arbitrary sets of interpretations U. However, lubF U can be deﬁned if U is a
directed set of interpretations, i.e., if for every I1,I2 ∈ U there exists J ∈ U such that I1 F J and I2 F J. In this case lubF U is
deﬁned as follows:
(lubF U)(A)(w) =
⎧⎨
⎩
1, if there exists I ∈ U such that I(A)(w) = 1
0, if there exists I ∈ U such that I(A)(w) = 0
1
2
, otherwise
Obviously, an increasing sequence U = I1 F I2 F · · · of interpretations constitutes a directed set of interpretations, and
therefore in this case lubF U is well-deﬁned.
The basic idea behind the well-founded semantics is that the intended model of the grammar is constructed in stages
corresponding to the levels of negation used by the grammar. At each step of this process and for every nonterminal symbol,
the values of certain strings are computed and ﬁxed (as either true or false); at each new level, the values of more and more
strings become ﬁxed (and this is a monotonic procedure in the sense that values of strings that have been ﬁxed for a given
nonterminal in a previous stage, cannot be altered by the next stages). At the end of all the stages, certain strings for certain
nonterminalsmay have notmanaged to get the status of either true or false (this will be due to circularities through negation
in the grammar). Such strings are classiﬁed as unknown (i.e., 1
2
).
Consider the Boolean grammar G. Then, for any interpretation J of G we deﬁne the operator J : I → I on the set I of all
3-valued interpretations of G. This operator is analogous to the one used in the logic programming domain (see for example
[12]).
Deﬁnition 15. Let G = (,N,P,S) be a Boolean grammar, let I be the set of all three-valued interpretations of G and let J ∈ I.
The operator J : I → I is deﬁned as follows. For every I ∈ I, for all A ∈ N and for all w ∈ *:
(1) J(I)(A)(w) = 1 if there exists a rule A → l1& · · ·&ln in P such that for all positive li it is I(li)(w) = 1 and for all negative li
it is J(li)(w) = 1;
(2) J(I)(A)(w) = 0 if for every rule A → l1& · · ·&ln in P, either there exists a positive li such that I(li)(w) = 0 or there exists a
negative li such that J(li)(w) = 0;
(3) J(I)(A)(w) = 12 , otherwise.
An important fact regarding the operator J is that it is monotonic with respect to the  ordering of interpretations; this
property ensures that J has a least ﬁxed-point with respect to . These ideas are captured by the following deﬁnition and
theorem:
Deﬁnition 16. Let G = (,N,P,S) be a Boolean grammar and let J be an interpretation of G. Deﬁne:

↑0
J = ⊥

↑n+1
J = J(↑nJ )
	(J) = lub{↑nJ | n ∈N}
The following theorem can then be demonstrated [5]:
Theorem 17. Let G = (,N,P,S) be a Boolean grammar and let J be an interpretation of G. Then, the operator J is monotonic
with respect to the  ordering of interpretations. Moreover, the sequence {↑nJ }n∈N is increasing with respect to the ordering 
and 	(J) is the unique least (with respect to ) ﬁxed point of J .
Given a grammar G, we can use the 	 operator to construct a sequence of interpretations whose least upper bound MG
(with respect to F ) is a distinguished model of G:
Deﬁnition 18. Let G = (,N,P,S) be a Boolean grammar. Deﬁne:
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M0 = ⊥F
Mn+1 = 	(Mn)
MG = lubF {Mn | n ∈N}
Theorem 19. Let G = (,N,P,S) be a Boolean grammar. Then, the operator 	 is monotonic with respect to the F ordering of
interpretations. Moreover, the sequence {Mn}n∈N is increasing with respect to the ordering F and MG is the unique least (with
respect to F ) ﬁxed point of 	.
The following theorem completes our presentation of the semantics of Boolean grammars by stating the fact that MG
satisﬁes all the rules of the Boolean grammar G:
Theorem 20. Let G = (,N,P,S) be a Boolean grammar. Then, MG is a model of G (which will be called the well-founded model
of G).
In the following section we will see that the well-founded construction will play the central role in establishing that the
locally stratiﬁed semantics is well-deﬁned.
3. Locally stratiﬁed Boolean grammars
In this section, we deﬁne the class of locally stratiﬁed Boolean grammars. This class extends the stratiﬁed Boolean gram-
mars, introduced by M. Wrona.
Deﬁnition 21 ([17]). A Boolean grammar G = (,N,P,S) is called stratiﬁed if there exists a function g : N →N such that for
every rule
C → α1& · · ·&αm&¬β1& · · ·&¬βn
in P the following conditions hold:
• for every i, 1 ≤ i ≤ m, and for every A ∈ N that appears in αi, g(C) ≥ g(A)
• for every j, 1 ≤ j ≤ n, and for every B ∈ N that appears in βj , g(C) > g(B).
The class of stratiﬁed Boolean grammars is a proper subclass of Boolean grammars, but it appears to have an interest in
its own right. For example, questions of the form “are there languages that can be deﬁned by general Boolean grammars but
not by stratiﬁed ones?” do not in general have obvious answers (andmay trigger deeper investigations in the theory of these
grammars).
There exist however many simple and intuitive Boolean grammars that fail to be stratiﬁed. To motivate the new and
broader class, consider the following Boolean grammar with start symbol S = E, that deﬁnes the (regular) set of strings of
even length over the alphabet  = {a}:
E→
E→aO
O→¬E
One can verify that the above grammar is not stratiﬁed.However, it can easily be seen that the grammar speciﬁes the language
we mentioned above. For example, the string aa belongs to the language corresponding to E because the string a belongs to
the language corresponding to O (since it does not belong to the language corresponding to E).
We can now deﬁne a much broader class of Boolean grammars that covers cases such as the above one:
Deﬁnition 22. A Boolean grammar G = (,N,P,S) is called locally stratiﬁed if there exists a function f : (N × *) →N such
that for every rule
C → α1& · · ·&αm&¬β1& · · ·&¬βn
in P, the following conditions hold for every i, 1 ≤ i ≤ m, and for every j, 1 ≤ j ≤ n:
• Suppose that αi = σ1A1σ2A2 . . . σkAkσk+1, for k ≥ 1, σp ∈ *, Ap ∈ N. Then for every w1,w2, . . . ,wk ∈ * and for every p,
1 ≤ p ≤ k, it holds f (C,σ1w1σ2w2 . . . σkwkσk+1) ≥ f (Ap,wp).
• Suppose that βj = τ1B1τ2B2 . . . τBτ+1, for  ≥ 1, τq ∈ *, Bq ∈ N. Then for every w1,w2, . . . ,w ∈ * and for every q,
1 ≤ q ≤ , it holds f (C,τ1w1τ2w2 . . . τwτ+1) > f (Bq,wq).
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As we have alreadymentioned, local stratiﬁcation is a notion that was initially proposed in the area of logic programming
[13]. There are however some crucial differences that make the study of local stratiﬁcation in Boolean grammars even more
interesting. First, local stratiﬁcation of logic programs in many cases requires a transﬁnite number of strata (i.e., the use of
countable ordinals beyond thenatural numbers in the labeling of the strata). Second, the problemof detectingwhether a logic
program is locally stratiﬁed is in general unsolvable (see [2]) and one can only hope to ﬁnd subclasses of logic programs in
which the notion is decidable (see for example [14,7]). Surprisingly, it turns out that local stratiﬁability of Boolean grammars
can be decided in polynomial time (actually, in linear time with respect to the size of the grammar). Finally, as it will be
demonstrated in the rest of this section, local stratiﬁcation in Boolean grammars can be completely characterized by the use
of a special form of stratum-functions, called canonical stratum functions; such a notion does not seem to be applicable in
the case of logic programs. It should be emphasized at this point that the idea of canonical stratum functions will lead in
the next section to the locally stratiﬁed semantics which has signiﬁcant differences in concept even from the well-founded
construction of Boolean grammars [5].
Deﬁnition 23. Let G = (,N,P,S) be a Boolean grammar that is locally stratiﬁed by a function f . We say that f is a canonical
stratum-function if
• for every w,w′ ∈ * and for every A,B ∈ N, if |w| > |w′| then f (A,w) > f (B,w′).
• for every w,w′ ∈ * and for every A ∈ N, if |w| = |w′| then f (A,w) = f (A,w′).
We can now demonstrate that local stratiﬁability of Boolean grammars is decidable (and actually, efﬁciently so). Before
we state Theorem 25 that proves this fact, we need the following deﬁnition:
Deﬁnition 24. LetG = (,N,P,S)beaBooleangrammar. The skeletonofG is the grammarG′ = (,N,P′,S),whereP′ is obtained
from P by removing from the right-hand side of each rule every conjunct that equals  or ¬, or contains terminal symbols
and then removing all rules that end up with an empty right-hand side.
Theorem 25. Let G = (,N,P,S) be a Boolean grammar and let G′ = (,N,P′,S) be its skeleton. Then, the following three conditions
are equivalent:
(1) G is locally stratiﬁed.
(2) G′ is stratiﬁed.
(3) G is locally stratiﬁed by a canonical stratum function.
Proof. It is obvious that (3) ⇒ (1). In order to show that (1) ⇒ (2), suppose that G is locally stratiﬁed by f . Deﬁne a function
g : N →N such that g(A) = f (A,). Let C → α1& · · ·&αm&¬β1& · · ·&¬βn be a rule in P′. Suppose that A ∈ N appears in some
αi. Since G
′ is the skeleton of G, αi is of the form A1A2 . . .Ak , k ≥ 1 and Ap ∈ N for 1 ≤ p ≤ k, and A = Ar for some r, 1 ≤ r ≤ k.
Notice that,αi = σ1A1σ2A2 . . . σkAkσk+1,whereσ1 = σ2 = . . . = σk = σk+1 = . Letw1 = w2 = . . . = wk = . Fromthedeﬁnition
of local stratiﬁcationweget f (C,) ≥ f (Ar ,),which implies g(C) ≥ g(Ar) = g(A). Similarly it canbeproved that ifB ∈ N appears
in some βj , then g(C) > g(B). Consequently, G
′ is stratiﬁed by g.
To show that (2) ⇒ (3), suppose that the skeleton G′ is stratiﬁed by g and let s = 1+max{i ∈N | ∃A ∈ N such that g(A) =
i}. In other words s is an upper bound for the number of the non-empty strata according to g. Deﬁne f : (N × *) →N
such that f (A,w) = s · |w| + g(A). It is easy to see that f is a canonical stratum-function. Let C → α1& · · ·&αm&¬β1& · · ·&¬βn
be a rule in P. Consider an αi = σ1A1σ2A2 . . . σkAkσk+1 and an arbitrary sequence of strings w1,w2, . . . ,wk ∈ *. Let w =
σ1w1σ2w2, . . . σkwkσk+1. If |w| > |wp|, then f (C,w) > f (Ap,wp) from the canonicity of f . Otherwise (|w| = |wp|) it holds σ1 =
σ2 = · · · = σk = σk+1 = , i.e., αi ∈ N*. Therefore G′ contains a rule with C in the left-hand side and αi in the right-hand side,
which implies g(C) ≥ g(Ap). Since |w| = |wp|, from the deﬁnition of f we get f (C,w) ≥ f (Ap,wp). The case for βj is similar.
Consequently, G is locally stratiﬁed by f . 
Corollary 26. If a Boolean grammar G is stratiﬁed then it is locally stratiﬁed.
Proof. If G is stratiﬁed by f then its skeleton is also stratiﬁed by f . 
The converse of Corollary 26 does not hold as the example in the beginning of this section aswell as the following example
demonstrate:
Example 27. Consider the Boolean grammar G = (,N,P,S), where  = {a} and P contains the following rules:
S→A&¬aA | aB&¬B | aC&¬C
A→aBB
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B→¬CC
C→¬EE
E→¬A
The above grammar deﬁnes the language L = {a2n | n ∈N} (see [11]). This grammar is not stratiﬁed. However, it is locally
stratiﬁed. In order to prove this claim, consider the skeleton G′ of G which contains the following set of rules:
S→A | ¬B | ¬C
B→¬CC
C→¬EE
E→¬A
It is easy to see that G′ is stratiﬁed by the function g, such that g(A) = 0, g(E) = 1, g(C) = 2, g(B) = 3, and g(S) = 4. Thus G is
locally stratiﬁed.
The above theorem shows that testing local stratiﬁability of a Boolean grammar G can be reduced to testing (ordinary)
stratiﬁability of the skeleton of G. The reduction requires time O(|G|), where |G| denotes the size of the representation of G,
and produces a grammar G′ with |G′| ≤ |G|. Testing if G′ is stratiﬁed requires timeO(|G′|) [17], using simple graph algorithms.
Consequently local stratiﬁability of a Boolean grammar G can be tested in time O(|G|). Notice that, as we have already
mentioned, testing local stratiﬁability of logic programs is an unsolvable problem.
4. The locally stratiﬁed semantics
In this section, we deﬁne the semantics of locally stratiﬁed Boolean grammars. Assume that G = (,N,P,S) is a Boolean
grammar that is locally stratiﬁed by a canonical stratum function f . The languages deﬁned by the non-terminal symbols of
G, can be constructed in stages. During the ith stage, for every pair (A,w) that belongs to the ith stratum, we decide whether
w belongs to the language deﬁned by A. More speciﬁcally, assume that we have computed the meaning of G, for all strata
smaller than i. That is, we have computed a two-valued interpretation Ii which has the following property: for all A ∈ N and
all w ∈ *, if f (A,w) < i, then Ii(A)(w) = 1 if and only if w belongs to the language deﬁned by A according to G; otherwise,
Ii(A)(w) = 0. The question we face now is how we can use this partial meaning Ii in order to compute an interpretation
Ii+1 that captures the meaning of G for all strata less than i + 1. Assume that M is the set of nonterminals that belong to
stratum i, and let n be the unique length of strings that participate in this stratum.Wewill now show how one can construct
a conjunctive grammar G/(Ii,M,n), whose meaning will deﬁne the difference between Ii+1 and Ii. The intuition behind the
details of the construction, will be explained just after the following deﬁnitions:
Deﬁnition 28. Let  be an alphabet. We denote by n the set {w ∈ * | |w| = n} and by ≤n the set⋃ni=0 i.
Deﬁnition 29. Let G = (,N,P,S) be a Boolean grammar, I be an interpretation,M ⊆ N be a set of non-terminal symbols, and
n ≥ 0 be an integer. Let R be the set of all conjuncts that appear in the right hand sides of the rules in P in which the left-hand
side symbol is inM. We denote by G/(I,M,n) the grammar (,N′,P′,S), such that:
• N′ = N ∪ {Dl | l ∈ R}, where the Dl ’s are new non-terminal symbols not belonging to N.
• For every rule of the form C → l1&l2& . . .&lm in P, such that C ∈ M, P′ contains the rule: C → Dl1&Dl2& . . .&Dlm .• For every conjunct l ∈ R and for every w ∈ (I(l) ∩ n), P′ contains the rule Dl → w.
• if n > 0 then for every conjunct l = A1A2 · · ·Ak ∈ R ∩ N+ and for every i, 1 ≤ i ≤ k, P′ contains the rule Dl → Ai if for every
j with 1 ≤ j ≤ k, j /= i, it holds  ∈ I(Aj).
• if n = 0 then for every conjunct l = A1A2 · · ·Ak ∈ R ∩ N+, P′ contains the rule Dl → l′, where l′ = α1α2 · · ·αk , with αi =  if
 ∈ I(Ai) and αi = Ai otherwise.
Assume now that we apply the above deﬁnition to a locally stratiﬁed Boolean grammar G. Moreover, assume that the
interpretation I in the above deﬁnition is equal to the interpretation Ii,M is the set of non-terminal symbols in the ith stratum
and n is the unique length of strings that belong to this ith stratum. Then, the grammar G/(I,M,n) contains all the necessary
information so as to decide the membership of strings of length n in the languages of non-terminals that belong to M. The
membership of w, with |w| = n, under A ∈ M can be determined in the following alternative ways:
• either directly, using only information determined at previous strata (this is expressed by the third item in the above
deﬁnition),
• or indirectly, using informationdetermined inprevious strata, combinedwith informationobtainedat the current stratum
(this is expressed by the last two items in the above deﬁnition).
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Based on the above deﬁnition we can now formally deﬁne the locally stratiﬁed semantics of Boolean grammars.
The following deﬁnition uses the (derivational) semantics of conjunctive grammars that has been presented in
Section 2.
Deﬁnition 30. Let G = (,N,P,S) be a Boolean grammar stratiﬁed by a canonical stratum-function f . Let ni be the (unique)
length of strings in the ith stratum and Ni be the set of nonterminal symbols in this stratum. The locally stratiﬁed semantics
of G is the interpretation LG with LG(A) =
⋃∞
i=0 Ii(A), where I0 =⊥ and Ii+1(A) = Ii(A) ∪ i(A), for every A ∈ N, andi(A) is the
language generated by nonterminal A under the conjunctive grammar Gi = G/(Ii,Ni,ni).
Certain comments are inorder. As it becomesobvious fromtheabovedeﬁnitions, each stratumthat is createdby the locally
stratiﬁed approach corresponds to strings that have the same length. This is not the case in the well-founded semantics, in
which each implicit level in the construction may correspond to strings that have a variety of lengths. In other words, the
two constructions proceed in different ways and this may prove to be an interesting fact (since each approach may turn out
to have its own application domain).
The above ideas are illustrated by the following two examples (the ﬁrst one is rather simple while the second one
demonstrates all the ideas that are present in Deﬁnitions 29 and 30).
Example 31. Consider again the Boolean grammar G given by the rules:
E→
E→aO
O→¬E
Obviously, G is locally stratiﬁed by the canonical stratum function: f (E,w) = 2 · |w| and f (O,w) = 2 · |w| + 1. In order to
compute LG we initially create the conjunctive grammar G0 = G/(⊥ ,{E},0). The rules of G0 are: E → D , E → DaO and D → .
By computing themeaning of G0 we get that I1(E) = {}. We next create the conjunctive grammar G1 = G/(I1,{O},0). The only
rule in G1 is: O → D¬E . By computing the meaning of G1 we get that I2(O) = ∅. More generally, it will be G2i = G/(I2i,{E},i)
with I2i+1(E) = {a2j | 2j ≤ i}, if i is even and I2i+1(E) = {a2j | 2j < i}, if i is odd;moreover, G2i+1 = G/(I2i+1,{O},i)with I2i+2(O) =
{a2j+1 | 2j + 1 < i}, if i is even and G2i+1 = {a2j+1 | 2j + 1 ≤ i}, if i is odd. 
Example 32. Consider the Boolean grammar G = (,N,P,S), where  = {a,b} and P contains the following rules:
S→TB&¬C
T→A&¬C
A→a | aA
B→ | bB
C→ | ¬aC&¬bC
We will demonstrate that the grammar is locally stratiﬁed and that it expresses the language {a2k+1b2r | k,r ∈N}.
The skeleton of G is the Boolean grammar G′ that consists of the rules:
S→TB&¬C
T→A&¬C
which is stratiﬁed by g, with g(A) = g(B) = g(C) = 0 and g(S) = g(T) = 1. Therefore, G is locally stratiﬁed by the canonical
stratum-function f deﬁned as follows: for everyw ∈ *, f (A,w) = f (B,w) = f (C,w) = 2 · |w|, and f (S,w) = f (T ,w) = 2 · |w| + 1.
Weassign to the conjuncts that appear in the right-hand side of rules newnon-terminal symbols as shown in the following
table:
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Conjunct TB ¬C A a aA  bB ¬aC ¬bC
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Non-terminal symbol D1 D2 D3 D4 D5 D6 D7 D8 D9
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Then, every grammar Gi contains the set of rules Pe = {A → D4, A → D5, B → D6, B → D7, C → D6, C → D8&D9} if i is an
even number, and the set of rules Po = {S → D1&D2, T → D3&D2} if i is an odd number. The construction of the sequence
I0,I1,I2, . . . is illustrated below:
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I0 =⊥
P0 = Pe ∪ {D6 → , D8 → , D9 → }.
0(A) = ∅, 0(B) = 0(C) = {}, I1(A) = ∅, I1(B) = I1(C) = {} and I1(S) = I1(T) = ∅.
P1 = Po ∪ {D1 → T , D3 → A}.
1(S) = 1(T) = ∅ and I2 = I1.
P2 = Pe ∪ {D4 → a, D7 → b, D8 → b, D9 → a}.
2(A) = {a}, 2(B) = {b}, 2(C) = ∅, I3(A) = {a}, I3(B) = {,b}, I3(C) = {} and I3(S) = I3(T) = ∅.
P3 = Po ∪ {D2 → a, D2 → b, D3 → a, D1 → T ,D3 → A}.
3(S) = 3(T) = {a}, I4(A) = {a}, I4(B) = {,b}, I4(C) = {} and I4(S) = I4(T) = {a}.
P4 = Pe ∪ {D5 → aa, D7 → bb, D8 → aa, D8 → ab, D8 → ba, D8 → bb, D9 → aa, D9 → ab, D9 → ba, D9 → bb}.
4(A) = {aa}, 4(B) = {bb}, 4(C) = {aa,ab,ba,bb}, I5(A) = {a,aa}, I5(B) = {,b,bb}, I5(C) = {,aa,ab,ba,bb} and I5(S) = I5(T) =
{a}.
P5 = Po ∪ {D1 → ab, D3 → aa, D1 → T , D3 → A}.
5(S) = 5(T) = ∅ and I6 = I5.
P6 = Pe ∪ {D5 → aaa, D7 → bbb, D8 → baa, D8 → bab, D8 → bba, D8 → bbb, D9 → aaa, D9 → aab, D9 → aba, D9 → abb}.
6(A) = {aaa},6(B) = {bbb},6(C) = ∅, I7(A) = {a,aa,aaa}, I7(B) = {,b,bb,bbb}, I7(C) = {,aa,ab,ba,bb} and I7(S) = I7(T) = {a}.
P7 = Po ∪ {D1 → abb, D2 → aaa, D2 → aab, D2 → aba, D2 → baa, D2 → abb, D2 → bab, D2 → bba, D2 → bbb, D3 → aaa,
D1 → T , D3 → A}
7(S) = {aaa,abb},7(T) = {aaa}, I8(A) = {a,aa,aaa}, I8(B) = {,b,bb,bbb}, I8(C) = {,aa,ab,ba,bb}, I8(S) = {a,aaa,abb}and I8(T) =
{a,aaa}.
It can be proved by induction that for every j ≥ 0, it holds that: 2j+2(A) = {aj+1}, 2j(B) = {bj}, 4j(C) = 2j , 4j+3(T) =
{a2j+1}and4j+3(S) = {a2k+1b2j−2k | 0 ≤ k ≤ j}. Therefore, LG(A) = {ak+1 | k ∈N}, LG(B) = {bk | k ∈N}, LG(C) = {w ∈ 2k | k ∈
N}, LG(T) = {a2k+1 | k ∈N} and LG(S) = {a2k+1b2r | k,r ∈N}. Therefore, the locally stratiﬁed semantics of G coincides with
its intuitive meaning. 
5. Independence from the stratum function
It is not immediately obvious that the construction described in the previous section is well-deﬁned. More speciﬁcally,
at ﬁrst sight it appears that the interpretation LG depends on the stratum function that has been adopted. In this section,
we demonstrate that LG is independent of the stratum function; actually, LG is identical to the well-founded modelMG of G,
despite the fact that the construction of LG proceeds in a different way thanMG .
First, we present the following lemma and theorem, which state that the well-foundedmodel of locally stratiﬁed Boolean
grammars is total.
Lemma 33. Let G = (,N,P,S) be a Boolean grammar which is locally stratiﬁed by a canonical stratum function f . Then, for every
n ∈N, for every C ∈ N and for every w ∈ *, if f (C,w) < n then Mn(C)(w) ∈ {0,1}.
Proof. We will prove our claim by induction on n.
Induction basis: For n = 0 the statement holds trivially, since there is no (C,w) such that f (C,w) < 0.
Induction hypothesis: Assume that for every C ∈ N and for every w ∈ *, if f (C,w) < n thenMn(C)(w) ∈ {0,1}.
Induction step:Weshow that for everyC ∈ N and for everyw ∈ *, if f (C,w) < n + 1 thenMn+1(C)(w) ∈ {0,1}. In order to prove
this, it sufﬁces to show that for everym ∈N, for every C ∈ N and for everyw ∈ *, if f (C,w) < n + 1 then↑mMn (C)(w) ∈ {0,1}.
Then the desired result follows from Deﬁnition 18.
The proof uses an inner induction onm. The basis case is immediate since we know that 
↑0
Mn
=⊥, that is ↑0Mn (C)(w) = 0.
Assume now that the statement holds for m and suppose that f (C,w) < n + 1. It is obvious that if ↑m+1Mn (C)(w) = 1, then

↑m+1
Mn
(C)(w) ∈ {0,1}. So suppose that ↑m+1Mn (C)(w) /= 1. Then for every rule of the form C → l1& · · ·&lk in G, there exists a
conjunct lp that prevents the application of the ﬁrst case in the deﬁnition of the  operator. There are two cases:
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Case 1: lp is a positive conjunct of the form lp = σ1A1 . . . σrArσr+1, where r ≥ 0, σj ∈ *, Aj ∈ N, such that ↑mMn (lp)(w) /= 1.
Consider any choice of w1, . . . ,wr ∈ * such that σ1w1 . . . σrwrσr+1 = w. Since G is locally stratiﬁed by f , for every j it is
f (Aj ,wj) ≤ f (C,w) < n + 1, and from the inner induction hypothesis we have ↑mMn (Aj)(wj) ∈ {0,1}. Therefore, 
↑m
Mn
(lp)(w) ∈
{0,1}, from which we obtain that ↑mMn (lp)(w) = 0.
Case 2: lp is a negative conjunct of the form lp = ¬σ1A1 . . . σrArσr+1, where r ≥ 0, σj ∈ *, Aj ∈ N, such thatMn(lp)(w) /= 1.
Consider any choice of w1, . . . ,wr ∈ * such that σ1w1 . . . σrwrσr+1 = w. Since G is locally stratiﬁed by f , for every j it is
f (Aj ,wj) < f (C,w) < n + 1. Thus, f (Aj ,wj) < n and from the outer induction hypothesis we haveMn(Aj)(wj) ∈ {0,1}. Therefore,
Mn(lp)(w) ∈ {0,1}, from which we obtain thatMn(lp)(w) = 0.
Therefore, if 
↑m+1
Mn
(C)(w) /= 1, then for every rule of the form C → l1& · · ·&lk in G, there exists either a positive conjunct
lp such that
↑m
Mn
(lp)(w) = 0 or a negative conjunct lp such thatMn(lp)(w) = 0. Thus, from the second case in the deﬁnition of
the  operator we get 
↑m+1
Mn
(C)(w) = 0.
Therefore, if f (C,w) < n + 1 thenMn+1(C)(w) ∈ {0,1}. This completes the inductive proof. 
Theorem 34. Let G = (,N,P,S) be a locally stratiﬁed Boolean grammar. Then, for every C ∈ N and for every w ∈ *,MG(C)(w) ∈
{0,1} (ie., the well-founded model of a locally stratiﬁed Boolean grammar is total).
Proof. It follows immediately from the deﬁnition ofMG , using Lemma 33. 
The following theorem demonstrates that, independently from the particular stratum function used, the interpretation
LG coincides with the well-founded modelMG . Therefore, the locally stratiﬁed semantics is well deﬁned.
Theorem 35. Let G = (,N,P,S) be a Boolean grammar which is locally stratiﬁed by a canonical stratum function f . Then, for
every C ∈ N and for every w ∈ *, LG(C)(w) = MG(C)(w) and therefore LG is independent of the choice of the canonical stratum
function.
Proof. We will prove by induction on n that for every n ∈N, for every C ∈ N and for every w ∈ *, if f (C,w) < n then
In(C)(w) = Mn(C)(w). Then, the theorem follows from the deﬁnition of LG andMG .
Induction basis: For n = 0 the statement holds trivially, since there is no (C,w) such that f (C,w) < 0.
Induction hypothesis: Assume that for every C ∈ N and for every w ∈ *, if f (C,w) < n then In(C)(w) = Mn(C)(w).
Induction step:We show that for every C ∈ N and for everyw ∈ *, if f (C,w) < n + 1 then In+1(C)(w) = Mn+1(C)(w). Suppose
that f (C,w) < n + 1. From Lemma 33 it sufﬁces to show that In+1(C)(w) = 1 if and only ifMn+1(C)(w) = 1. We prove the two
directions of this statement:
For the left-to-right direction, suppose that In+1(C)(w) = 1. From Deﬁnition 30 it holds that for all i, j > f (C,w), Ii(C)(w) =
Ij(C)(w). Therefore, if f (C,w) < n, then In(C)(w) = In+1(C)(w) = 1. Then, from the induction hypothesis we obtainMn(C)(w) =
1. Using the fact thatMn F Mn+1, we conclude thatMn+1(C)(w) = 1.
It remains to prove that for every C ∈ N and for every w ∈ *, if f (C,w) = n and In+1(C)(w) = 1, thenMn+1(C)(w) = 1.
Deﬁne Sn = {(A,u) | A ∈ N, u ∈ *, f (A,u) < n}. If (A,u) ∈ Sn then |u| ≤ |w|, since f is a canonical stratum function. Therefore
Sn is a ﬁnite set. Suppose now that for some (A,u) ∈ Sn, it is Mn(A)(u) = 1. Then it is also Mn+1(A)(u) = 1, which implies
that there exists an integer t(A,u) such that 
↑t(A,u)
Mn
(A)(u) = 1. Let t = max({t(A,u) | (A,u) ∈ Sn andMn(A)(u) = 1} ∪ {0}). Since
Sn is ﬁnite, t is well deﬁned. Notice that t has the following property: if (A,u) ∈ Sn and Mn(A)(u) = 1, then ↑tMn (A)(u) = 1;
furthermore, from the monotonicity of  with respect to , it is also ↑t+iMn (A)(u) = 1, for every i ≥ 0.
Now, if f (C,w) = n and In+1(C)(w) = 1, then from Deﬁnition 30 it holds that n(C)(w) = 1; therefore, there exists a der-
ivation of w from C, which uses rules of the conjunctive grammar Gn. It is easy to check that this derivation has length at
least 2. Hence, in order to complete the proof for the left to right direction, it sufﬁces to show that for everym ≥ 2, for every
C ∈ N and for everyw ∈ *, if there is a derivation ofw from C of lengthm, which uses rules of Gn, then ↑m+t−1Mn (C)(w) = 1.
Then, the desired result follows from Deﬁnition 18.
The proof uses an inner induction on m. For the basis case, consider a derivation of w from C of length 2. Then, this
derivation uses two rules of the form C → Dl and Dl → w. From the construction of Gn, we get that C → l is a rule in G and
In(l)(w) = 1. We distinguish the following two cases:
Case 1: Suppose that l is a positive conjunct of the form l = σ1A1 . . . σrArσr+1, where r ≥ 0, σj ∈ *, Aj ∈ N. Then In(l)(w) = 1
implies that there exist w1, . . . ,wr ∈ * such that σ1w1 . . . σrwrσr+1 = w and In(Aj)(wj) = 1 for all j. From the deﬁnition of In,
In(Aj)(wj) = 1 implies f (Aj ,wj) < n. Using the outer induction hypothesis we conclude thatMn(Aj)(wj) = 1 for all j. Therefore,

↑t
Mn
(Aj)(wj) = 1, which implies ↑tMn (l)(w) = 1.
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Case2:Suppose that l is anegativeconjunctof the form l = ¬σ1A1 . . . σrArσr+1,where r ≥ 0, σj ∈ *, Aj ∈ N. Consideranyselec-
tion of strings w1, . . . ,wr ∈ * such that σ1w1 . . . σrwrσr+1 = w (if there is no such a selection of strings then Mn(l)(w) = 1).
Then In(l)(w) = 1 implies that In(Ap)(wp) = 0 for some p. From the deﬁnition of local stratiﬁcation f (Ap,wp) < n. Using the
outer induction hypothesis we conclude thatMn(Ap)(wp) = 0. Thus,Mn(l)(w) = 1.
In both cases, since C → l is a rule in G, from the ﬁrst case of the deﬁnition of  we get ↑t+1Mn (C)(w) = 1. This completes
the proof of the basis case of the inner induction.
Assume now the statement holds for all derivations of length at most m. Consider a derivation of w from C of length
m + 1 and let C → Dl1& · · ·&Dlk , k ≥ 1 be the ﬁrst rule of Gn used in this derivation. Then for every i, 1 ≤ i ≤ k, there exists a
derivation of length at mostm from Dli to w.
If this derivationuses a single ruleDli → w, thenusing the samearguments as in thebase caseweget that↑m+t−1Mn (li)(w) =
1, if li is positive andMn(li)(w) = 1 if li is negative.
Suppose that the derivation from Dli tow has length greater than 1. Then we have to distinguish two cases, depending on
the length of w:
Case 1: Suppose that |w| > 0. Then the derivation consists of an application of a rule Dli → E for some E ∈ N, followed by
a derivation of w from E of length at most m − 1. From the inner induction hypothesis we get ↑m+t−1Mn (E)(w) = 1. Now,
since Dli → E is a rule in Gn, from the construction of Gn we get that li is a positive conjunct of the form A1A2 . . .Ar , where
Aj ∈ N, E = Ap for some p with 1 ≤ p ≤ r and In(Aj)() = 1 for every j /= p. From E = Ap we obtain that ↑m+t−1Mn (Ap)(w) = 1.
Furthermore, since || < |w|, from the canonicity of f wehave that f (Aj ,) < n. Using the outer induction hypothesiswe obtain
that for every j /= p it isMn(Aj)() = 1, which implies↑m+t−1Mn (Aj)() = 1. Combining all the abovewe get
↑m+t−1
Mn
(li)(w) = 1.
Case 2: Suppose that |w| = 0 (i.e., w = ). Then the derivation consists of an application of a rule of the form Dli → α1 . . . αr ,
where r ≥ 1 and αj ∈ N ∪ {}, followed by a derivation of  from α1 . . . αr of length at mostm − 1. From the construction of Gn
weget that li is a positive conjunct of the formA1A2 · · ·Ar ∈ R ∩ N+, with αj =  if In(Aj)() = 1 and αj = Aj otherwise. Consider
any j with 1 ≤ j ≤ r. Suppose ﬁrst that In(Aj)() = 1. This implies that f (Aj ,) < n. Using the outer induction hypothesis we
obtain that Mn(Aj)() = 1, which implies ↑m+t−1Mn (Aj)() = 1. Suppose now that In(Aj)() = 0. Then, αj = Aj and from the
derivation of  from α1 . . . αr we can obtain a derivation of  from Aj of length at most m − 1. From the inner induction
hypothesis we get 
↑m+t−1
Mn
(Aj)() = 1. Combining all the above we get ↑m+t−1Mn (li)() = 1.
Therefore, for every i, 1 ≤ i ≤ k, either li is positive and↑m+t−1Mn (li)(w) = 1, or li is negative andMn(li)(w) = 1. Furthermore,
since C → Dl1& · · ·&Dlk is a rule in Gn, G contains the rule C → l1& · · ·&lk . From the deﬁnition of  we get 
↑m+t
Mn
(C)(w) = 1.
This completes the inner induction step and the left-to-right direction of the outer induction step.
For the right-to-left direction, suppose that Mn+1(C)(w) = 1. If f (C,w) < n, then from Lemma 33 we have Mn(C)(w) ∈ {0,1}.
Using the fact thatMn F Mn+1, we conclude thatMn(C)(w) = 1. From the induction hypothesis we obtain that In(C)(w) = 1,
which implies that In+1(C)(w) = 1.
It remains to prove that for every C ∈ N and for every w ∈ *, if f (C,w) = n and Mn+1(C)(w) = 1 then In+1(C)(w) = 1.
In order to prove this, it sufﬁces to show that for every m ∈N, for every C ∈ N and for every w ∈ *, if f (C,w) = n and

↑m
Mn
(C)(w) = 1, then there exists a derivation from C tow that uses rules ofGn. Then the desired result follows fromDeﬁnition
18 and 29. The proof is by an inner induction onm. The basis case is trivial since 
↑0
Mn
=⊥.
Assume that the statement holds form and suppose that f (C,w) = n and↑m+1Mn (C)(w) = Mn (
↑m
Mn
)(C)(w) = 1. Then there
exists a rule C → l1& · · ·&lk in G such that for all positive li it is ↑mMn (li)(w) = 1 and for all negative li it is Mn(li)(w) = 1. For
each li we have to distinguish the following two cases:
Case 1:Suppose that li is apositive conjunct of the form li = σ1A1 . . . σrArσr+1,where r ≥ 0, σj ∈ *, Aj ∈ N, and↑mMn (li)(w) = 1.
Then there exist w1, . . . ,wr ∈ * such that σ1w1 . . . σrwrσr+1 = w and ↑mMn (Aj)(wj) = 1 for all j. Since G is locally stratiﬁed
by f , it is f (Aj ,wj) ≤ f (C,w) = n for all j. Moreover, if for some j it is f (Aj ,wj) < n, then from Lemma 33, using the fact that
Mn F Mn+1, we getMn(Aj)(wj) = 1 and from the induction hypothesis we obtain that In(Aj)(wj) = 1.
Subcase 1.1: Suppose that for every j, f (Aj ,wj) < n. Then In(Aj)(wj) = 1 for all j, which implies that In(li)(w) = 1. Consequently,
Gn contains a rule of the form Dli → w, which implies that there exists a derivation of length 1 from Dli to w.
Subcase 1.2: Suppose that there exists some p such that f (Ap,wp) = n and |w| > 0. Since f is a canonical stratum function, it
must bewp = w andwj =  for j /= p. Furthermore, since || < |w| , we obtain that for j /= p it is f (Aj ,) < n. Therefore, for j /= p
it is In(Aj)() = 1. Thus, Gn contains the rule Dli → Ap. Since ↑mMn (Ap)(wp) = 1, from the inner induction hypothesis, there
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exists a derivation from Ap to w that uses rules of Gn. Using the rule Dli → Ap, this can be extended to a derivation from Dli
to w.
Subcase 1.3: Suppose that there exists some p such that f (Ap,wp) = n and w = . Then, it is wj =  for all j and there exists a
set of indices {p1, . . .ps} ⊆ {1, . . . ,r} such that f (Aj ,) = n for j ∈ {p1, . . .ps}.
For every j ∈ {p1, . . .ps}, from the deﬁnition of In we have In(Aj)() = 0. For every 1 ≤ j ≤ r such that j 
∈ {p1, . . .ps}we have
f (Aj ,) < n, which implies that In(Aj)() = 1. Therefore,Gn contains the ruleDli → Ap1 . . .Aps . Consider any j ∈ {p1, . . .ps}. Since

↑m
Mn
(Aj)() = 1, from the inner induction hypothesis, there exists a derivation from Aj to  using rules of Gn. By applying the
rule Dli → Ap1 . . .Aps , and then combining the above derivations, we obtain a derivation from Dli to .
Case2:Suppose that li is anegativeconjunctof the form li = ¬σ1A1 . . . σrArσr+1,where r ≥ 0, σj ∈ *, Aj ∈ N andMn(li)(w) = 1.
Then, for any selection of w1, . . . ,wr ∈ *, such that σ1w1 . . . σrwrσr+1 = w, there exists some p, such that Mn(Ap)(wp) = 0.
Since G is locally stratiﬁed by f , we have f (Ap,wp) < f (C,w) = n. From the induction hypothesis we obtain that In(Ap)(wp) = 0.
Therefore, In(li)(w) = 1. Consequently, Gn contains a rule of the form Dli → w, which implies that there exists a derivation of
length 1 from Dli to w.
We have shown that for every i there exists a derivation from Dli tow using rules of Gn. Furthermore, since G contains the
rule C → l1& · · ·&lk , Gn contains the rule C → Dl1& · · ·&Dlk . The latter rule can be combined with the above derivations, to
obtain a derivation from C tow. This completes the inner induction step and the right-to-left direction of the outer induction
step. 
Notice that, since LG = MG , from the results in [5] we conclude that LG is the least ﬁxed point of the operator	 associated
with the grammar G.
6. An application of the locally stratiﬁed semantics
In this section, we demonstrate that the locally stratiﬁed semantics can be used in order to compute the meaning of
interesting Boolean grammars, using relatively simple inductive arguments. In particular, we will apply the locally stratiﬁed
semantics to a grammar given in [11] (see also our earlier Example 27), and we will demonstrate that the meaning of this
grammar is the language L = {a2n | n ≥ 0}.
Consider the Boolean grammar G = (,N,P,S), where  = {a} and P contains the following rules:
S→A&¬aA | aB&¬B | aC&¬C
A→aBB
B→¬CC
C→¬EE
E→¬A
Grammar G is locally stratiﬁed by the canonical stratum-function f with f (A,w) = 5 · |w|, f (E,w) = 5 · |w| + 1, f (C,w) = 5 ·
|w| + 2, f (B,w) = 5 · |w| + 3 and f (S,w) = 5 · |w| + 4.We show that LG(S) = L, LG(A) = L0, LG(E) = L1, LG(C) = L2 and LG(B) = L3
where:
L0 = {an | ∃k ≥ 0 : 23k ≤ n ≤ 23k+2 − 1}
L1 = {an | ∃k ≥ 0 : 23k+2 ≤ n ≤ 23k+3 − 1} ∪ {}
L2 = {an | ∃k ≥ 0 : 23k+1 − 1 ≤ n ≤ 23k+2 − 1}
L3 = {an | ∃k ≥ 0 : 23k − 1 ≤ n ≤ 23k+1 − 1}
It is easy to check (see also [6], [11]) that L0 = {a} ◦ L3 ◦ L3, L1 = L0, L2 = L1 ◦ L1, L3 = L2 ◦ L2, L0 ∩ a ◦ L0 = {a23k | k ≥ 0}, (a ◦
L3) ∩ L3 = {a23k+1 | k ≥ 0} and (a ◦ L2) ∩ L2 = {a23k+2 | k ≥ 0}. In order to prove our claim we will prove by induction on i that:
Ii(A) = L0 ∩ ≤
i−1
5
, Ii(E) = L1 ∩ ≤
i−2
5
, Ii(C) = L2 ∩ ≤
i−3
5
, Ii(B) = L3 ∩ ≤
i−4
5
 and Ii(S) = L ∩ ≤
i−5
5
.
The basis case (i = 0) is trivial. Suppose that our claim holds for i. We will show that it also holds for i + 1. Let n =  i5 ,
i.e., n is the length of the string in the unique pair in stratum i. The proof is by a case analysis:
Case 1: i mod 5 = 0. From the induction hypothesis Ii(A) = L0 ∩ ≤n−1, Ii(E) = L1 ∩ ≤n−1, Ii(C) = L2 ∩ ≤n−1, Ii(B) = L3 ∩
≤n−1, Ii(S) = L ∩ ≤n−1. We will show that: Ii+1(A) = L0 ∩ ≤n, Ii+1(E) = L1 ∩ ≤n−1, Ii+1(C) = L2 ∩ ≤n−1, Ii+1(B) = L3 ∩
≤n−1, Ii+1(S) = L ∩ ≤n−1. Stratum i contains a unique pair (A,an), Ni = {A} and Pi contains the rule A → DaBB. Suppose
that an ∈ L0. Then, an ∈ ({a} ◦ L3 ◦ L3), i.e., there existm,r, with 0 ≤ m,r ≤ n − 1, such that n = m + r − 1 and am,ar ∈ L3. From
the induction hypothesis am,ar ∈ Ii(B). Therefore, an ∈ Ii(aBB), which implies that the rule DaBB → an is in Pi. Consequently,
i(A) = {an} and Ii+1(A) = Ii ∪ {an} = L0 ∩ ≤n. Suppose that an /∈ L0. Then, an /∈ ({a} ◦ L3 ◦ L3), which implies, using the induc-
tionhypothesis, that an /∈ Ii(aBB). Thus, the ruleDaBB → an is not in Pi. Consequently,i(A) = ∅ and Ii+1(A) = Ii ∪ ∅ = L0 ∩ ≤n.
Moreover, Ii+1(V) = Ii(V), for every V ∈ {E,C,B,S}.
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Case 2: i mod 5 = 1. From the induction hypothesis Ii(A) = L0 ∩ ≤n, Ii(E) = L1 ∩ ≤n−1, Ii(C) = L2 ∩ ≤n−1, Ii(B) = L3 ∩
≤n−1, Ii(S) = L ∩ ≤n−1.Wewill showthat: Ii+1(A) = L0 ∩ ≤n, Ii+1(E) = L1 ∩ ≤n, Ii+1(C) = L2 ∩ ≤n−1, Ii+1(B) = L3 ∩ ≤n−1,
Ii+1(S) = L ∩ ≤n−1. Stratum i contains a unique pair (E,an), Ni = {E} and Pi contains the rule E → D¬A. Suppose that an ∈ L1.
Then, an /∈ L0. From the induction hypothesis an /∈ Ii(A). Therefore, an ∈ Ii(¬A), which implies that the rule D¬A → an is in
Pi. Consequently, i(E) = {an} and Ii+1(E) = Ii ∪ {an} = L1 ∩ ≤n. Suppose that an /∈ L1. Then, an ∈ L0. From the induction
hypothesis an ∈ Ii(A). Therefore, an /∈ Ii(¬A), which implies that the rule D¬A → an is not in Pi. Consequently, i(E) = ∅ and
Ii+1(E) = Ii ∪ ∅ = L1 ∩ ≤n. Moreover, Ii+1(V) = Ii(V), for every V ∈ {A,C,B,S}.
Case 3: i mod 5 = 2. From the induction hypothesis Ii(A) = L0 ∩ ≤n, Ii(E) = L1 ∩ ≤n, Ii(C) = L2 ∩ ≤n−1, Ii(B) = L3 ∩
≤n−1, Ii(S) = L ∩ ≤n−1.Weshowthat: Ii+1(A) = L0 ∩ ≤n, Ii+1(E) = L1 ∩ ≤n, Ii+1(C) = L2 ∩ ≤n,Ii+1(B) = L3 ∩ ≤n−1, Ii+1(S)
= L ∩ ≤n−1. Stratum i contains a unique pair (C,an), Ni = {C} and Pi contains the rule C → D¬EE . Suppose that an ∈ L2.
Then, an /∈ (L1 ◦ L1), which implies, using the induction hypothesis, that an ∈ Ii(¬EE). Therefore, the rule D¬EE → an is in Pi.
Consequently,i(C) = {an} and Ii+1(C) = Ii(C) ∪ {an} = L2 ∩ ≤n. Suppose that an /∈ L2. Then, an ∈ (L1 ◦ L1), i.e., there existm,r,
0 ≤ m,r ≤ n, such that n = m + r and am,ar ∈ L1. From the induction hypothesis am,ar ∈ Ii(E). Therefore, an /∈ Ii(¬EE), which
implies that the rule D¬EE → an is not in Pi. Therefore,i(C) = ∅ and Ii+1(C) = Ii(C) ∪ ∅ = L2 ∩ ≤n. Moreover, Ii+1(V) = Ii(V),
for every V ∈ {A,E,B,S}.
Case 4: i mod 5 = 3. This case is similar to Case 3.
Case 5: i mod 5 = 4. From the induction hypothesis Ii(A) = L0 ∩ ≤n, Ii(E) = L1 ∩ ≤n, Ii(C) = L2 ∩ ≤n, Ii(B) = L3 ∩ ≤n,
Ii(S) = L ∩ ≤n−1. We will show that: Ii+1(A) = L0 ∩ ≤n, Ii+1(E) = L1 ∩ ≤n, Ii+1(C) = L2 ∩ ≤n, Ii+1(B) = L3 ∩ ≤n, Ii+1(S) =
L ∩ ≤n. Stratum i contains a unique pair (S,an),Ni = {S} and Pi contains the rules S → DA&D¬aA, S → DaB&D¬B, S → DaC&D¬C .
Suppose thatan ∈ L. Ifnmod 3 = 0, thenan ∈ L0 ∩ (a ◦ L0),which impliesan ∈ L0 andan−1 /∈ L0. Fromthe inductionhypothesis
an ∈ Ii(A) and an−1 /∈ Ii(A). Therefore, an ∈ Ii(A) and an ∈ Ii(¬aA), which implies that the rules DA → an and D¬aA → an are in
Pi. Consequently, i(S) = {an} and Ii+1(S) = Ii ∪ {an} = L ∩ ≤n. The cases for the remaining values of nmod 3 are similar.
Suppose that an /∈ L0. Then, an /∈ L0 ∩ a ◦ L0, an /∈ (a ◦ L3) ∩ L3, an /∈ (a ◦ L2) ∩ L2 which implies, using the induction hypoth-
esis, that an /∈ Ii(A&¬aA), an /∈ Ii(aB&¬B), an /∈ Ii(aC&¬C). Thus, Pi does not contain any additional rule,i(S) = ∅ and Ii+1(A) =
Ii ∪ ∅ = L ∩ ≤n. Moreover, Ii+1(V) = Ii(V), for every V ∈ {A,E,C,B}.
The above example illustrates that the locally stratiﬁed semantics can lead to a relatively easy proof that a given (locally
stratiﬁed) Boolean grammar deﬁnes a particular formal language. Another choice would be to use the well-founded seman-
tics for such a purpose. However, since the well-founded semantics proceeds in a different way than the locally stratiﬁed
semantics, these two approaches may be used according to whichever one appears to be more convenient each time.
7. Conclusions and future work
Wehave deﬁned the class of locally stratiﬁed Boolean grammars and have demonstrated that they possess a well-deﬁned
semantics. The class of locally stratiﬁed Boolean grammars is syntactically broader than that of the stratiﬁed ones (see
Corollary 26). These new grammars can also be considered as “well-behaved” and useful for applications, since their well-
founded semantics is total. There exist however certain questions that appear at present to have no obvious solutions. We
believe that getting a further insight on the following issues, will lead us to a better understanding of Boolean grammars in
general.
Beyond local stratiﬁcation: There exist certain natural and useful Boolean grammars that fail to be locally stratiﬁed. Consider
the following modiﬁed version of our motivating example in Section 3:
E → 
E → AO
O → ¬E
A → a
Despite its obvious equivalence to the initial grammar, the above grammar is not locally stratiﬁed since its skeleton is not
stratiﬁed. This same phenomenon occurs in a slightly different form in the area of logic programming. For example, consider
the following (locally stratiﬁed) logic program:
p ← q(b)
q(a) ← ¬p
This program can be written in an equivalent way as:
p ← equal(X ,b),q(X)
q(a) ← ¬p
equal(X ,X).
Despite the fact that the two programs above are equivalent from a semantic point of view, the second program is not locally
stratiﬁed. The reasons that lead to the above problem are not hard to detect. Local stratiﬁcation is a purely syntactical notion,
while the above phenomenon requires a more in-depth (namely semantical) inspection of the grammar (or logic program).
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Therefore, given a Boolean grammar, if we would like to use some more powerful notion than local stratiﬁcation, we
would have to perform some kind of semantic analysis regarding the grammar under consideration. For example, consider
again the grammar given in the beginning of this section. The decision procedure we introduced in Section 3 fails for this
program becausewe do not knowwhether the nonterminal A can produce the empty string or not. In this particular example
this can be checked by an easy inspection of the rules of the grammar. However, in other more complicated cases this would
require a more thorough inspection of the rules of the grammar. It is possible that based on semantic information one could
deﬁne more general and effective tests, but it is not obvious how far this approach can take us.
Of course, it is possible that the extensions to the notion of local stratiﬁcation just discussed, are not really essential. It is
conceivable that one could prove that every two-valued Boolean language can be expressed by a locally stratiﬁed Boolean
grammar. Such a result would give a normal form theorem for two-valued Boolean grammars. Normal form theorems are
very useful in formal language theory since they make the study of classes of languages much easier. In our case this would
mean that if one wanted to study a property of “two-valued Boolean grammars” it would be sufﬁcient to study the (easily
and syntactically deﬁnable) class of locally stratiﬁed Boolean grammars. This discussion leads us to the next and important
class of problems regarding Boolean grammars.
Expressibility of locally stratiﬁed Boolean grammars: One of the most important issues in the study of conjunctive and Boolean
grammars, is the characterization of their expressibility. At present, our knowledge on this issue is very restricted (the best
that has been obtained so far is presented in [11] and also in [3] and [4]). The introduction of the various semantics for
Boolean grammars creates a new set of equally interesting and challenging open problems:
• Do there exist Boolean two-valued languages that are expressible under the well-founded semantics but not under the
locally stratiﬁed semantics? We conjecture that the answer to this question in negative.
• Do there exist Boolean languages that are expressible under the locally stratiﬁed semantics but not under the stratiﬁed
semantics? We believe that the answer to this question is positive but at present we are unable to conjecture a language
that could separate the two classes.
• Is the class of stratiﬁed languages broader than the class of conjunctive languages? We believe that the answer to this
question is positive and a language that could separate the two classes is probably {ww | w ∈ {a,b}*}. As it can easily be
seen, if the answer to this question proves to be positive then this would imply that the conjunctive languages are not
closed under complement, and vice-versa.
Notice that a positive answer to any one of the above questions would immediately solve a very important open problem
in the theory of Boolean languages, namely their separation from conjunctive languages. Additionally, answering any one of
the above questions would give further insights on the power of negation in the context of formal language theory.
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