VOLUME 17 | NUMBER 10 | OCTOBER 2014 nature neurOSCIenCe a r t I C l e S Neuronal responses are typically variable in the sense that the number and timing of the spikes in response to the same stimulus is never the same from one trial to the next 1 . This variability can greatly reduce the precision of the neural code, as several values of the encoded stimulus are typically compatible with the observation of a given spike count. When stimuli are encoded in large populations of neurons, this problem may be reduced by averaging. However, the effectiveness of averaging depends greatly on the pattern of correlations across neurons (note that we use the term correlations to refer to what are commonly called noise correlations, that is, the correlations among neurons for a fixed stimulus 2 ).
a r t I C l e S
Neuronal responses are typically variable in the sense that the number and timing of the spikes in response to the same stimulus is never the same from one trial to the next 1 . This variability can greatly reduce the precision of the neural code, as several values of the encoded stimulus are typically compatible with the observation of a given spike count. When stimuli are encoded in large populations of neurons, this problem may be reduced by averaging. However, the effectiveness of averaging depends greatly on the pattern of correlations across neurons (note that we use the term correlations to refer to what are commonly called noise correlations, that is, the correlations among neurons for a fixed stimulus 2 ).
When the response variability is independent ( Fig. 1) , information increases linearly with the number of neurons in the population (ρ = 0; Fig. 1c ). This is a well-known case in which averaging helps. In contrast, when neurons have translation-invariant tuning curves (Fig. 1a) and correlations among neurons are positive and stronger for similarly tuned neurons than for dissimilarly tuned ones, as has been reported in multiple cortical areas [3] [4] [5] [6] [7] (Fig. 1b) , the information saturates as the number of neurons increases (Fig. 1c) 3, 8 . In this case, beyond a certain number of neurons, averaging does not help. Because the information decreases as correlations increase (Fig. 1c) , it would seem advantageous to decorrelate neural activity, either by a passive process such as balancing excitation and inhibition 9 , or an active one such as attention 10, 11 .
The supposed benefits of reducing noise correlations have, in fact, motivated a large number of studies [9] [10] [11] [12] . However, are these benefits real? Can one simply go into a network that is receiving information about the outside world, reduce the correlations and expect the information to go up (Fig. 1c) ? Notably, neither these results nor the large number of theoretical studies on which they are based 8, [13] [14] [15] [16] can answer this question. This is because all of those studies simply assumed a correlational structure, without taking into account the fact that the information must come from other spike trains, which are themselves variable.
So what changes when one considers the more realistic case of networks receiving noisy external input? An obvious change is that the input carries finite information. For example, because of variable distortions caused by the lens, micro-eye movements and ocular media, even an ideal observer of photoreceptors in bright light (where the noise is essentially nonexistent) would not know the orientation of a line exactly. And for more complex tasks, the problem is worse: when processing the speech of a person talking in a noisy street, the ability to recognize the words is limited by the physical mixing of the voice with the background noise, which in turn imposes a limit on the information conveyed by the sound stream. Thus, even if neurons were independent, adding more of them wouldn't increase information forever. This immediately rules out the ρ = 0 line in Figure 1c for large networks.
A less obvious effect of realistic input is that it changes the relationship between correlations and information. Information drops as correlations increase (Fig. 1c) . But this assumes that only the correlations change. What would happen if the input was fixed and network parameters such as connectivity or single neuron properties were modified? Such a modification would typically change the correlations, but it would also change other aspects of the network, including tuning curves. It's not known in general what would happen to information in this case. However, we will show at least one realistic network in which the level of correlations has virtually no effect on the information. Thus, contrary to what Figure 1c suggests, smaller correlations do not necessarily imply more information.
This doesn't mean that correlations don't affect information. Indeed, they do. However, it's not typically the size of correlations that matters, it's the pattern. We found that large networks receiving finite a r t I C l e S information must contain correlations approximately proportional to the product of the derivatives of the tuning curves (referred to as differential correlations, see below), which are solely responsible for the information limitation. Thus, positive correlations between neurons with similar preferred stimuli (Fig. 1b) do not always limit information: they do so only when they contain differential correlations. We also found that these information-limiting correlations can be exceedingly difficult to measure directly, primarily because they can be very small and masked by other correlations. Fortunately, their effect on information can be detected with a realistic number of trials so long as the neurons are recorded simultaneously.
RESULTS
Why decorrelation does not imply more information: a simple case To determine the relationship between correlations and information, we considered a network that receives finite information. We varied the parameters of the network in a way that caused the correlations to change without changing the input information, and examined how this affected the information in the network (Fig. 2a , Online Methods (equations (6) (7) (8) (9) (10) (11) ) and Supplementary Modeling).
The network consists of an all-to-all connected homogeneous population of leaky integrate-and-fire excitatory and inhibitory neurons. Connection strengths were chosen so that each neuron received large amounts of excitation and inhibition, the so-called balanced regime. In addition, each neuron received external input in the form of a common signal s corrupted by temporal white noise. The white noise has two components: an independent one, with variance s ind 2 , and a shared one, common to all neurons, with variance s s
2
. Because of the shared component of noise, the information entering the network is finite.
We used a particular measure of information known as Fisher information, which is inversely proportional to the square of the discrimination threshold of an ideal observer of the neural activity 17, 18 . We focused on Fisher information because many animal experiments involve discrimination tasks. The rate at which Fisher information enters the network, the input information rate (Online Methods, equations (27) and (28) s s and, in the limit that the leak time-constant goes to infinity, the output information rate is given by
where N is the number of neurons in the network and T is the observation time window. We found that in the relevant regimes, time
windows above 2 s and networks above 250 neurons, the dependence on T was relatively weak (Supplementary Fig. 1 ). Equation (2) implies that, for large time windows and a long leak time-constant, the output information is equal to the input information for all values of N: the network preserves all of its input information despite the spiking nonlinearity of integrate-and-fire neurons. It should be noted, however, that the information saturates as a function of the number of neurons, very much like what we saw in Figure 1c . However, unlike that case, equation (2) has no explicit dependence on the overall correlations in the network; instead, it depends only on the correlations inherited from the input. This implies that we should be able to change network parameters in such a way that correlations change without affecting information. This is indeed what we found: we could change the mean level of correlations by a factor 10 or more (Fig. 2b,c) , simply by changing connectivity, without changing the information (Fig. 2d) . Notably, this is true even for small networks (N = 75) for which the input information has not yet saturated to its maximum value (Fig. 2d) .
For the more realistic case of leaky integrate-and-fire neurons, it is much more difficult to compute information analytically, but simulations revealed similar behavior: information was independent of the level of correlations for large networks (Fig. 2d) . For small networks (N = 75), away from saturation, information decreased slightly with overall correlations, but this dependence was very weak compared to what we saw in Figure 1c . Indeed, for N = 500, information changed by a few percent when the correlations changed by a factor of 10 ( Fig. 2b,d ), whereas information changed by 1,000% for the same relative change in correlations in Figure 1c .
What this example shows is that noise decorrelation does not necessarily increase information in networks of spiking neurons receiving finite information. This doesn't mean, of course, that correlations have no effect on information. The saturation of information was indeed a result of correlations (Figs. 1c and 2d) Information-limiting correlations in population codes Consider a population composed of N neurons with bell-shaped tuning curves. For such a population, the mean activity in response to stimulus s takes the shape of a hill of activity (Fig. 3a) . If the distribution of neuronal responses conditioned on the stimulus, p(r|s), follows the exponential family with linear sufficient statistics, which is known to provide a good approximation to neural responses in vivo 1, 5, 7, [19] [20] [21] [22] [23] [24] , then Fisher information is given by (3) is sometimes referred to as the linear Fisher information; independent of the spike train statistics, its inverse is the variance of a locally optimal linear estimator 25 .
What are the types of covariance matrices for which Fisher information saturates as N goes to infinity? Or equivalently, what are the covariance matrices that limit the ability to detect a small change in the stimulus? With population codes, a small change in the stimulus induces a shift in the hill of activity (Fig. 3a) . One kind of noise that can limit performance is noise that similarly shifts the hill of activity sideways from trial to trial across multiple presentations of the same stimulus. In this case, the noise looks just like the signal and cannot be averaged away. To see this more explicitly, consider a space in which each axis corresponds to the activity of one neuron. A particular noiseless hill of activity corresponds to a point in that space, and the set of all possible noiseless hills (corresponding to all possible stimuli) lies on a curve in the same space (Fig. 3a,b) . Noise that shifts only the position of the hill produces random shifts along the curve. This type of noise results in a distribution that lies only on the curve (Fig. 3b) . In other words, given a true stimulus, the activity ends up somewhere along the curve corresponding to the set of noiseless hills. If the shifts are small compared with the curvature, this distribution can be approximated by one that lies along a line tangent to the curve (Fig. 3b) . This distribution has a covariance matrix proportional to the product of the tuning curve derivatives, which we refer to as differential correlations; these are the correlations that limit information (Supplementary Fig. 2 ). For simplicity, here we focus on the approximate distribution.
To see more formally that differential correlations limit information, consider a covariance matrix of the form
where Σ 0 is a covariance matrix that does not limit information, that is, a matrix such that I 0 0 1
does not saturate as N goes to infinity. The information in this case (Online Methods, equation (34)) is given by
Because I 0 goes to infinity with N, this expression saturates at 1/ε as N goes to infinity. We found that this result is more general (Online Methods): differential correlations are the only correlations that can lead to information saturation in the large N limit. Notably, this result does not rely on any assumptions about the shape of the tuning curves or whether the tuning curves depend on a single variable. Thus, it holds for any shape of the tuning curves (that is, not just Gaussian tuning curves; Fig. 3 ), and for tuning curves that depend on multiple variables, including time (the only difference when there are multiple variables is that total derivatives must be replaced with partial derivatives). This last point implies that our analysis applies to dynamical networks in which tuning curves change over time, as is the case, for instance, in the motor system 26 . Although the effects of differential correlations are most prominent in the large N limit, they are also important for small populations, or for observation times that are so short that only a handful of neurons fire (thereby effectively reducing the population size). Even in these cases, increasing the level of differential correlations always lowers the information. This is because differential correlations effectively move the hill of activity to a different place on every trial, and so necessarily make it harder to accurately decode the stimulus, independent of how many neurons there are, the observation time window or the structure of the noise. This is true even if information is defined as the inverse of the variance of the locally optimal linear estimator, as opposed to Fisher information. In the large N limit and for long time windows, these two quantities are equal. However, for small time windows, Fisher information underestimates the discrimination threshold of an optimal estimator 27 .
In addition, we found a subtle, yet important, result (Online Methods, equation (39)). Suppose correlations of the form uu T are added to the covariance matrix. If u is not parallel to f′, then information decreases, but it does not saturate in the large N limit. Thus, only differential correlations can make information saturate as N increases; other correlations can decrease information, but cannot make it saturate.
Potential sources of differential correlations
Two factors contribute to the emergence of differential correlations in the brain: limited information in the world and approximate (1)) and the red solid line corresponds to the information in the input for infinite networks (equation (1) with N taken to be infinity). As in b, open and closed circles show the results of the simulations with non-leaky and leaky integrate-and-fire neurons, respectively. Inset, information as a function of the correlations for each network size. Unlike in Figure 1c , the information at which the network saturates (open dots, N = 500) has a very weak dependence on the mean correlations; instead, all three networks show nearly the same asymptotic value of information. Even for small networks away from the saturation, information is independent of overall correlations for non-leaky integrate-and-fire neurons, and only weakly dependent on correlations for leaky integrate-and-fire neurons. Thus, smaller correlations do not necessarily imply more information. Error bars correspond to s.e.m. This in turn implies the presence of differential correlations (assuming the tuning curves don't disappear altogether). The second factor is suboptimal computations 28 . If information saturates because of finite information in the world, and the brain performs suboptimal computation on this input, the value at which information saturates must decrease. This is because, by definition, suboptimal computation must induce an information loss. Given that the amount of information at saturation is controlled by differential correlations, suboptimal computations must also increase differential correlations (again assuming that the tuning curves don't change and that suboptimal computations introduce additional variance, not bias).
This tells us when differential correlations arise, but it doesn't tell us how they arise. A natural culprit is shared connectivity. Indeed, it has been proposed that shared connectivity among neurons with similar tuning properties induces positive correlations that limit information 29 . The intuition is quite simple. If neurons share input, the resulting shared variability in their response cannot be averaged out. Although this intuition is sometimes valid, it isn't always: multiple neurons may partially share different aspects of the variability, and those differences can be combined to eliminate the variability almost entirely 8, 30 . To demonstrate this, we simulated a feedforward network, wired so that each neuron in the output layer received a large number of shared connections from neurons in the input layer (Fig. 4a) . We used independent neurons in the input layer, and the input and output layers contained the same number of neurons, such that input information scaled with the number of neurons. The drive to the neurons in the output layer was chosen so that they all fired at close to 50 Hz; this produced near Poisson statistics (Fano factors of 0.9; Fig. 4b ). Because of shared connections, the neurons in the output layer were correlated, with average correlation coefficients around 0.1 ( Fig. 4c and Supplementary Modeling) . Despite these correlations, information grows linearly with the number of neurons (Fig. 4d) , with the same slope as the information in the input layer (data not shown). Thus, this network, similar to the one we studied in Figure 2 , preserves the information it receives. Shared connectivity therefore does not necessarily induce informationlimiting correlations.
Another potential source of information-limiting correlations is shared fluctuations in the excitability, or gain, of neurons. This has recently been shown to be a major source of correlations in cortex, particularly in anesthetized animals 31, 32 . In the case of population codes like the one shown in Figure 3 , this would induce fluctuations in the height of the hill of activity, but not in the position of this hill. As such, the correlations induced by these shared fluctuations have little effect on discrimination tasks. However, they could create differential correlations for detection task, thereby making it harder to determine whether or not an object is present or what its overall contrast is. Note that these arguments are not specific to bell-shaped tuning curves, but also apply to curves with other shapes, including sigmoidal. . 1a) , with neurons ranked according to their preferred stimulus. The red and pink curves correspond to the population response to the same input on two different trials. We assumed that the variability is such that the hill simply translated sideways from trial to trial. When this was the case, correlations were mostly proportional to the product of the derivatives of the tuning curves. The two blue neurons were positively correlated because the derivatives of their tuning curves were negative for both neurons, and the product of their derivatives was therefore positive. In contrast, the green neuron was negatively correlated with either of the blue neurons because its derivative had the opposite sign as theirs.
(b) Population patterns of activity, as in a, can be thought of as points in an N-dimensional space, in which each axis corresponds to the activity of one neuron. Only two neural dimensions are shown here, out of N. As the hill of activity shifts with s, the mean population activity traces out a curve (the black curve labeled f(s)). Pure information-limiting noise looks like a sideways shift of the hill, corresponding to movement along the curve. In this case, the activity has a probability distribution that wraps along the curve f(s), as shown in yellow. If the variability is small compared with the curvature of the manifold, the yellow distribution can be approximated by the blue distribution that lies along the tangent to the curve, corresponding to the f′(s) direction, with a resultant covariance matrix proportional to f′(s)f′(s) T . 
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Differential correlations might be small and masked We then turned to the problem of detecting differential correlations in experimental data. One approach is to look for them directly. When differential correlations are the only correlations, they are easy to find. One can simply plot the correlation coefficient between any pair of neurons as a function of the difference in preferred stimulus, and average over preferred stimuli, as is often done in experiments 33 . For bell-shaped tuning curves, the resulting plots have a very characteristic shape (Fig. 5a) : positive when the difference in preferred stimulus is small and negative when the difference is large. Moreover the correlations between pairs of cells are stimulus dependent and have a characteristic shape when plotted as a function of stimulus. We plotted the correlation coefficient versus stimulus for two pairs of neurons (Fig. 5b) , one with preferred stimuli at ±0.5 and the other with preferred stimuli at ±0.25. The negative correlations at zero (where the stimulus falls on parts of the tuning curves that have opposite slope for the two neurons) and the positive side lobes (where the stimulus falls on parts of the tuning curves that have the same slope for the two neurons) were telltale signs of differential correlations. Correlations such as these ( Fig. 5a ) have, to the best of our knowledge, been seen in only one study 34 . In that study, activity corresponded to a slowly diffusing hill of activity in a working memory-ideal conditions for the emergence of differential correlations. However, such correlations have not been observed in other experiments. Instead, correlations, particularly in sensory areas, look like those shown in Figure 1b ; they do not have the stimulus dependence shown in Figure 5b 33, 35 . This would appear to suggest that differential correlations in vivo are very rare, or at the very least show up under only the most favorable conditions. However, that is not the case. Figure 5a ,b correspond to almost pure differential correlations (with additional independent noise), but it is quite likely that the nervous system contains additional correlations that do not limit information, and those correlations can mask the differential component. Thus, the pattern of correlations predicted by pure differential correlations may be very hard to see. Indeed, in Figure 2 of ref. 36 , the correlations look somewhat like those shown in Figure 5b , in the sense that they are slightly negative when the preferred stimulus is zero and slightly positive away from zero. However, the modulation was weak compared with the error bars, making it difficult to draw strong conclusions.
To see the masking effect in a simplified setting, consider tuning curves of the form Yet the correlations have no stimulus dependence (unlike in Fig. 5a) , and there appears to be no differential component. This, however, is a bit of an illusion. We can rewrite the covariance matrix as Masking via the above mechanism is one way that differential correlations can be hidden. They may also simply be small compared with the other correlations. To illustrate this, we considered the more biologically realistic case of heterogeneous tuning curves, with amplitudes and widths varying from one neuron to the next (Fig. 6a) . This case is important because, for heterogeneous tuning curves and the correlations shown in Figure 1b (and, in fact, for any correlational structure that is sufficiently independent of the tuning curves), information does not saturate with N 15, 16 (Fig. 6b) . However, adding even a small differential component causes information to saturate. This saturation is shown by the blue curve in Figure 6b , which is the information in a population with heterogeneous tuning curves (that is, a set of tuning curves with varying peak firing rates; Fig. 6a) , with the covariance matrix set to Σ 0 + εf′f′ T . Here, Σ 0 corresponds to the kind of correlations shown in Figure 1b , and ε = 0.0027 (Supplementary Modeling). Notably, the presence of the differential component (f′f′ T ) cannot be revealed by plotting the correlations as a function of the difference in preferred stimuli. The correlation coefficients estimated empirically from 1,000 trials looked essentially the same whether or not there were information-limiting correlations (Fig. 6c) .
These examples show that it is difficult to detect differential correlations simply by inspecting the noise correlations. This is because differential correlations can be very small and may be masked by noninformation-limiting correlations. However, it is possible to detect the effect of differential correlations on information (see below). This must be done by estimating information directly, rather than by estimating correlations.
Discrete classification and other performance measures
Although our results thus far were derived for fine discrimination and Fisher information, they generalize to coarse discrimination between two classes. In this case the information-limiting correlations are proportional to ∆f∆f T , where ∆f is the mean difference in neural responses for the two classes; this is just the discrete version of correlations proportional to f′f′ T . To illustrate this, we plotted the percent correct in a binary categorization task as a function of the number of neurons (Fig. 6d) . As before, we compare two correlational structures: Σ 0 and Σ 0 + ε∆f ∆f T , where Σ 0 corresponds to the kind of correlations shown in Figure 1b Fig. 3a) plus independent Poisson noise. The average was taken over all pairs of neurons with the same difference in preferred stimuli, δs. Correlations were negative for large δs, in contrast to the correlations found in vivo (Fig. 1b) . npg a r t I C l e S 100% when these correlations were removed, once again illustrating that differential correlations limit performance.
Our results are also valid for two-alternative forced-choice tasks in which subjects are asked to effectively determine a boundary. A classic example is the well-known motion dot task 37 , in which subjects are asked to discriminate upward versus downward motion. The difficulty of this task is determined by the coherence of the dots (the percentage of dots moving coherently upward or downward), and is hardest when the coherence is near zero. This task would seem to involve a coarse discrimination of direction of motion (up versus down), and is often referred to as a coarse discrimination task. However, subjects are effectively asked whether coherence is greater than or less than zero, with greater than zero corresponding to up, and less than zero to down, so this is really a fine discrimination task around a coherence of zero. Information-limiting correlations are, then, the ones proportional to the product of the derivative of the tuning curves with respect to coherence, evaluated at a coherence of zero. The fact that the derivative is with respect to coherence, rather than direction of motion, illustrates an important point: correlations that limit information are different for different stimuli and tasks.
Detecting differential correlations by directly measuring information Although it is typically not possible to observe differential correlations directly, we can infer their existence by computing information versus the number of neurons, and determining where the information saturates. However, although it is straightforward in principle to compute information from data, in practice, care must be taken.
Correlations between spike trains are typically collected by recording a few neurons at a time with single electrodes, tetrodes or electrode arrays. Even with large electrode arrays, most neurons are not recorded simultaneously. Thus, if one built a covariance matrix based on that data, many entries would be empty. Unfortunately, estimating information from such an incomplete covariance matrix is prone to profound errors. This is because one must use interpolation techniques to fill in the missing entries. For example, a common approach is to assume that correlations decrease with the distance between preferred stimuli (Fig. 1b) . However, this is almost guaranteed to lead to a serious mis-estimation of information: if the tuning curves are not translation invariant, as is the case in vivo (and as is shown in Fig. 6a) , then correlations of this type do not limit information (Fig. 6b) .
One would mistakenly conclude that information is not limited even when the population code contains an information-limiting component. This is, in fact, a general problem: one usually relies on strong assumptions about the parametric form of the covariance matrix, and estimates of information will depend more on the parameterization than on the scarce covariance data.
To illustrate this point, we performed simulations in which we measured correlations among N/2 pairs of neurons and, as proposed previously 38 (Supplementary Modeling), we filled in the missing elements by approximately resampling the measured correlation coefficients. This approach greatly over-estimated the information and, not surprisingly 15, 16 , failed to reveal that the information saturates (Fig. 7a) . It should be noted that, in a previous study 10 , this approach did reveal saturating information. This is because the study used a suboptimal decoder (Supplementary Modeling) .
Even when all the neurons are recorded simultaneously, such that all pairwise correlations can be measured, estimating information can be tricky because of the limited number of trials. In Figure 7b , we show the information obtained directly via equation (3) for the informationlimited neuronal population simulated in Figure 6a . Here, 'directly' means that we estimated derivatives of the tuning curves and the correlations from data, inverted the covariance matrix, and used equation (3) . Even for 2,400 trials, the information obtained in this way grew linearly with the number of neurons; it took 4,000 trials for a hint of saturation to emerge. Similar results were obtained with ridge regularization of the covariance matrix (Supplementary Modeling) .
Fortunately, so long as enough neurons are recorded simultaneously, it is possible to obtain a reliable estimate of information. This can be done using a cross-validated decoder of neural activity (trained with gradient descent and early stopping 39 , a method that bypasses the matrix inversion step of the direct method described above, making it much more robust; Supplementary Modeling). This approach revealed information saturation with only a few hundred trials (Fig. 7c) . It should be noted, however, that although a linear decoder is guaranteed to reveal information saturation when the true information saturates, the reverse is not true: finding that the information estimated by a linear decoder saturates does not imply that the true information saturates, as that decoder may be suboptimal (Supplementary Modeling).
Perhaps surprisingly, although differential correlations almost exclusively determine information in the large N limit, the locally , where Σ 0 is as described in b and ∆f is the mean difference of activity of the neurons for the two stimulus classes; the black curve corresponds to the performance of an independent population. Performance was limited to 72% when ∆f∆f T correlations were present, but reached the value predicted for an independent code when there were no ∆f∆f T correlations (Supplementary Modeling). Data points and error bars represent mean and s.e.m., respectively. npg a r t I C l e S optimal linear decoder does not depend on them. Specifically, if the covariance matrix is Σ 0 + εf′f′ T , as in equation (4), the optimal decoder depends on Σ 0 , but not on ε. Intuitively, this is because even an optimal decoder cannot get rid of the fluctuations resulting from the differential correlations, as they simply shift the hill of activity without leaving any trace of whether it was shifted by the stimulus or by noise. All the decoder can do is to ensure that the correlations resulting from Σ 0 have been properly taken into account (Online Methods, equations (33), (36) and (37)). To conclude, in large populations of neurons, it is typically difficult to assess the patterns of correlated activity with sufficient accuracy to determine whether or not differential correlations exist, and so it is difficult to conclude anything about information in a population from measurements of correlations. Nonetheless, it is possible to accurately assess information and, if enough neurons are recorded, to find out whether sensory information in a neural population saturates. It is critical to always use neurons that are recorded simultaneously (that is, never fill in missing entries in the covariance matrix). But even with simultaneously recorded neurons, it is best to use a method such as a cross-validated decoder to obtain accurate estimates of information ( Fig. 7c and Supplementary Fig. 3) , as opposed to direct estimates obtained via equation (3) (Fig. 7b) .
DISCUSSION
The fact that information can saturate in population codes with positive correlations, such as those shown in Figure 1b , has often been used to argue that positive noise correlations among neurons with similar tuning properties limit information. It has also been proposed that such positive correlations are the unavoidable consequence of shared input connections between neurons with similar tuning, thereby suggesting that shared connections might be the main cause of information limitation in neural circuits 29 .
Our results contradict this perspective in several respects. First, we found that, when information is limited, the limit is a result of differential correlations; that is, correlations proportional to the product of the derivatives of the tuning curves. These correlations necessarily emerge in any (sufficiently large) network receiving finite information and/or performing suboptimal computations. Second, correlations induced by shared connections did not necessarily limit information. And third, information was not limited by the overall level of correlations or by correlations that fell off with the difference in preferred stimuli (also see refs. 15, 16) , from which it follows that decorrelation does not necessarily increase information.
It is crucial to keep in mind that these results, particularly the last one about decorrelation, are valid only for noise correlations (the correlations among neurons at fixed stimulus). In the case of signal correlations (the correlations between the mean responses of the neurons as the stimulus varies), the story is very different and is very well understood, thanks to previous studies (for a thorough discussion, see ref. 40 ).
We also found that it is very difficult to detect differential correlations in vivo by measuring the correlations directly, as the differential correlations are likely to be masked by other correlations that do not limit information. Ultimately, however, the main reason to look for such correlations is to determine whether information is limited in a particular area. Thus, a better approach is to measure information directly by decoding the neural activity. Notably, this decoding must be done on simultaneously recorded neurons, and not on sets of neurons recorded on different trials. In the latter case, even if one fills in the missing entries in the covariance matrix, it is very likely that the critical differential component will be missed, and the information will therefore be radically overestimated.
These results have an important implication: the effect of attention or perceptual learning on information in a particular area cannot be assessed by simply measuring pairwise correlations. Thus, the fact that pairwise correlations decrease when attention is engaged, which has been observed in several studies 10, 11 , cannot be taken as evidence that information must have gone up, nor as a mechanism that can explain any improved performance. The only way to determine the true effect of correlations in these kinds of studies is to record from large populations of neurons in parallel and decode the neural activity with and without attention, or before and after perceptual learning.
METhODS
Methods and any associated references are available in the online version of the paper. (3), using a covariance matrix in which only N/2 correlation values were measured experimentally. The missing entries were estimated from the empirical measurements by requiring that they have approximately the same statistics as the observed correlation coefficients 27 . Regardless of the number of trials, the estimated information failed to reveal the saturation of information, thereby missing the presence of differential correlations. (b) Fisher information again computed from equation (3), but using a covariance matrix estimated from N simultaneously recorded neurons. The estimated information still missed the information saturation even for thousands of trials. (c) Fisher information estimated with a locally optimal linear estimator trained with early stopping to prevent overfitting. This method consistently returned a lower bound on the true information for the entire population (horizontal black line), even for a small number of trials and neurons. As a result, it revealed the presence of information limiting correlations. Data points represent mean values in all panels. 
