INTRODUCTION
In this paper we study the following problem. Suppose we are given Toeplitz matrix families ( A,{f, >} generated by functions fa, and construct from them a new family (A,}, using basic matrix operations such as addition, multiplication, and inversion. Can anything be said about the distribution of eigenvalues and singular values for the new family?
If matrices A,(f,)
are Hermitian, then we know their eigenvalues are distributed as f,(x). This is established by the Szegii theorem [5] if fa E L,; as is shown in [9] , the same holds if fa E L,. Whether matrices A,,(f,) are LINEAR ALGEBRA AND ITS APPLICATIONS 207:225-249 (1994) 225
Hermitian or not, their singular values are distributed as If,(x)]. This is proved by Avram and Parter [l, 6] for fa E L,; as is shown in [9] , the same is valid if fa E L,.
A difficulty is that matrices A, constructed from A, (f,) with the help of basic matrix operations are no longer Toeplitz in general. Just the same, in a certain sense they are generated by a function f(r) constructed from fa(x> via the corresponding operations. Therefore, we may expect that, under certain hypotheses, A,'s eigenvalues are distributed as f(x), and A,'s singular values are distributed
as If(x The goal of this paper is the formulation and proof of the relevant theorems.
In Section 2, all necessary definitions and other preliminaries are given.
We shall chiefly make use of the framework proposed in [9] .
In Section 3, main theorems are formulated and proved. Section 4 shows how these theorems can be extended to multilevel matrices.
In Section 5, we discuss an application to the problem of preconditioning when solving linear algebraic systems. Apparently, the theorems proposed in for any continuous function F with bounded support.
Let f be a real-valued Lebesgue-integrable function that is defined on the whole real axis and has 2rr as its period. A sequence {hfr-)} is said to be
for any continuous F with bounded support. In a way, these definitions generalize those by H. Weyl [5] . They were put forward in [9] . THEOREM 2.1 (A modification of Theorem 3.1 from [9] 
The eigenvalues of simple and Cesiro circulants are expressed as follows: II A, -C,lli = o(n) (2.14)
(o(n) signifies, as usual, that o(n)/n + 0 as n + m).
We omit the proof, because it is explicitly incorporated in the proofs of Theorems 4.1 and 5.1 from [9] . Th e next theorem is a generalization of the theorems of SzegG [5] Below we will also refer to the well-known Fejer representation of the Cesaro sums:
and it is noted that for all x / Tr K,( x, t) dt = 1. Note that it does not matter in which way the matrices in (3.2) are ordered, for all circulants commute, and the inverse of a circulant is also a circulant. The singular values of C, are equal to 1 A',n)l. Clearly, the sequence of functions A(")(r) will uniformly converge to f(x) given by (3.1). So for any E and n sufficiently large we have Applying Lemma 3.2 from [9] , we thus achieve the desired result. W Now, we are going to weaken the demand that generating functions should be continuous. From now on we will assume that they belong to L,.
This suggests that the previous condition g,(x) z 0 should be somehow strengthened.
One possible way to do this is to assume that
However, (3.6) can not guarantee that the circulants C,(Q) are nonsingular.
For instance, if then (3.6) is fulfilled with 0 < S < 1, but due to (2.15) (2.16) we have a,(gP; 0) = 0 for all n, i.e., all circulants C,(g,> have zero as an eigenvalue.
Nonetheless, (3.6) will be quite suited for our purposes, because it ensures that there are not "too many" zero eigenvalues. As a matter of fact, from Theorem 2.3 it follows that the number of those among C,(gp)'s eigenvalues which lie inside the &ball centered at zero is o(n). In order to freely consider "inversion" of singular matrices, we modify the operation of inversion. For an arbitrary square matrix A, we will write It is evident that items (I)- (4) can be easily satisfied. If A is nonsingular, then, by (2) A = 0 and A ~ ( ') = A-l. If A is singular, then there are many ways to satisfy (l)-(4). A n one of them is acceptable, so by A'-') will be y meant any matrix of the form (3.7) provided that (l)- (4) hold. For our purpose, that is, the study of the eigenvalue and singular-value distributions for A'-I), we do not need any more definite way to choose A'-I).
Instead of (3.2), we thus set
If C,(g,> are nonsingular, then, of course, (3.8) and (3.2) will produce the same matrix. 
Proof.
Take any E > 0, arbitrary but sufficiently small, and choose
Let IA"' be the set of those indices k E {0, 1, . . . , n} for which (3.10) It is readily seen that the number of indices which fall outside I,'"' is upper-bounded by clnE, where ci is independent of n and E. Suppose that k E IA") is fixed, and set xk = 2rk/(n + 1). We want to estimate the difference between A(kn), defined by (3.3), (3.4, and h(kE;n) defined in a similar way:
To this end, we write and using (3.9) and (3.10), we see that
where c2 does not depend on n and E, provided that E is sufficiently small. This does not imply that the difference between h(kn) and A(kEin) is bound to be small, but fortunately that is not what we are after. The only thing we need is that { A(kn)} and {A yin)} are "almost" equally distributed. Owing to (2.15)-(2.17) we find 
\F(lf(r)l) -F(lf'"'(x:)l)\dn-+ P(E; F). *
The right-hand side tends to 0 as E + 0. Consequently,
n-a n + 1 kzO 
7T
In each occurrence of A,(C,), AjCEin), h(kn), h(kE"'), f(x), f(')(x) the modulus may be replaced by the real (or imaginary) part, and that will complete the proof. n A, = By'. . . B;"', (3.29) where where 
COROLLARY. Zf fa, g, E L, are real-valued, then the eigenvalues of C, are distributed as f( x).
( 4(fco,) if g(k) > 0, c(k) = 0, B'k' = I Crl(f&) if a(k) > 0, l(k) = 1, n A',-"(g,~~~~,) if g(k) < 0, 5(k) = 0,(3.C(k) = w&k,) if a(k) > 0, n C?Y&(k),) if u(k) < 0, (3.36) e;k' = i W&,)~ if a(k) > 0, C~-',(glu(k)~)~ if c(k) < 0,(3.
COROLLARY. Zf the functions fm, g, E L, are real-valued, then the eigenvalues of H( A,) are distributed as f(x), while the eigenvalues of K( A,)
have a cluster at zero. The matrices A, and C, can be viewed as block matrices assembled from (n, + 1) X (n, + 1) blocks, each block being a block matrix composed of (n, + 1) X (n, + 1) smaller blocks, and so on. The multiindex ?I describes the structure of the above nested partitionings. Such operations as summation, multiplication, and inversion applied to p-level matrices with common ?i obviously lead to a p-level matrix with the same E. Above all, when these operations affect p-level circulants, the resulting matrix is still a p-level circulant. In contrast, both multiplication and inversion of p-level Toeplitz matrices usually lead to a p-level matrix which no longer is p-level Toeplitz.
For more detailed information about p-level Toeplitz and circulant matrices we refer to [9] . That paper suggests, in particular, the analogs of Theorems 2.1-2.3 that have to do with multilevel matrices.
We are going to elaborate the above theory, extending Theorems 3. 
COROLLARY.
Zf fa, gp E L, are real-valued, then eigenvalues of K( A,) have a cluster at zero.
We omit the proofs, because they would almost entirely repeat those of Theorems 3.1 and 3.2.
APPLICATION TO PRECONDITIONING
Consider Toeplitz matrices A, generated by a real-valued function f(x)
with Fourier expansion (2.5), and assume that the Cesiro circulants (2.7)
serve as preconditioners.
In fact the matrices C, are the so-called optimal preconditioners proposed in [4] . It is shown in [7, 8] 
