Quantum key distribution (QKD) allows two distant parties to share encryption keys with security based on laws of quantum mechanics. In order to share the keys, the quantum bits have to be transmitted from the sender to the receiver over a noisy quantum channel. In order to transmit this information, efficient encoders and decoders need to be designed. However, large-scale design of quantum encoders and decoders have to depend on the channel characteristics and require look-up tables which require memory that is exponential in the number of qubits. In order to alleviate that, this paper aims to design the quantum encoders and decoders for expander codes by adapting techniques from machine learning including reinforcement learning and neural networks to the quantum domain. The proposed quantum decoder trains a neural network which is trained using the maximum aposteriori error for the syndromes, eliminating the use of large lookup tables. The quantum encoder uses deep Q-learning based techniques to optimize the generator matrices in the quantum Calderbank-Shor-Steane (CSS) codes. The evaluation results demonstrate improved performance of the proposed quantum encoder and decoder designs as compared to the quantum expander codes.
I. INTRODUCTION

A. Overview
Quantum codes are used to transmit quantum bits (qubits) efficiently over noisy quantum channels. A formulation of quantum encoders have been proposed in [1] - [3] . These encoder designs are based on the minimum distance of the codes. Further, to decode the noisy qubit, typical algorithms include syndrome lookup table. The lookup table is based on the lower error weight corresponding to the syndrome [3] . The key issue with the encoder design is that it does not take into account the characteristics of the noise in the channel and the key issue with the decoder is that it considers lower weight errors as more likely and the memory requirements to store such a table are high. This paper aims to alleviate these by proposing a machine learning based methodology for design of quantum encoders and decoders.
B. Related Work
Quantum Codes: The Calderbank-Shor-Steane (CSS) code construction is a special case of stabilizer code construction of quantum error correcting codes (QECC), and takes a classical binary code that is self-orthogonal with respect to a certain symplectic inner product to produce a quantum code with minimum distance determined by the classical code (for more details see [1] - [3] ). Even though many codes achieving the minimum distance have been found [4] - [6] , codes achieving minimum distance may not be optimal for general channels. To understand this, let us assume that the channel errors only consists of single bit-flip errors. Then, one qubit can be encoded into 3 qubits rather than the 5 qubits that are required for codes to correct any possible single qubit erros. Recently, large classes of codes based on expander codes [8] , [9] , LDPC codes [10] , [11] , and turbo codes [12] , [13] have been studied. One of the key challenge in efficient quantum code designs for large parameters is the storage and computation of the translation from the syndrome to the corrected error. For an [[n, k] ] quantum code, this is a mapping from each of 2 n−k syndromes to {I, X, Y, Z} n error vector, where I is identity matrix and X, Y, Z are Pauli matrices. For large n − k, this storage is infeasible. To alleviate this, a small-set-flip algorithm has been proposed in [8] . Even though the method is linear in the number of qubits, the complexity is exponential in the weight of the generators. In order to not have such bottleneck, this paper provides a machine learning based approach for encoder and decoder designs that has low storage and computation requirements for the decoder.
Machine Learning for Code Generation: In classical communication systems, machine learning based transceivers have been studied. The authors of [14] studied the decoder design using an artificial neural network and showed that their decoder could approach maximum a posteriori (MAP) performance for short codes. The design of encoders with machine learning approaches has been studied in [15] , where a constructor-evaluator framework is proposed to design error correction codes. Our work aims to have joint encoder and decoder designs for quantum codes, where reinforcement learning [16] is used for encoder where the decoding happens with a neural network based decoder.
Machine Learning for Quantum Codes: Reinforcement learning has been used for topological quantum encoder designs [17] . In contrast, this paper considers the quantum expander codes framework considered in [8] . For the quantum expander codes, in addition to finding an efficient encoder, the decoder design is also essential since the known approaches are of high complexity.
Our work aims to find joint encoder and decoder designs based on quantum expander codes using machine learning which can be trained on depolarizing channel with arbitratry parameters.
C. Contributions
The key contribution in the paper is an efficient quantum encoder and decoder design that aims to improve the error correction capabilities of the quantum codes, and can be used for general noisy channels. The proposed quantum decoder is a neural network which approximates the decoder function, where the input is the syndrome and the output is the noise correction.
Since the decoder table is implemented using the neural network, the memory requirements are significantly alleviated. Further, the proposed quantum decoder does not choose only the low weight errors to find the noise pattern to correct, but finds the most likely error to correct which is important with asymmetric errors. Even though a small-set-flip algorithm has been proposed in [8] to alleviate the memory challenges of syndrome table, this small-set-flip algorithm is exponential in the weight of generators which limits applicability to large codes. Our proposed decoder further alleviates this and does not require generators to be low-weight.
The proposed quantum encoder is based on the expander code framework in [8] . However, the exact code design does not account for the distance of the code and optimizes the code using a reinforcement learning framework [16] . More precisely, we use a method called Deep Q-network [18] , [19] . In this method, the reward, based on logical error, is optimized over the choice of the code parameters. We note that the main challenge in the use of reinforcement learning on the quantum stabilizer codes is that the used classical code must satisfy the dual-containing (or self-orthogonality) constraint [1] , [2] , which is hard to verify using the reinforcement learning framework. Thus, we use a construction where such orthogonality conditions are not needed and just the full-rank assumption of the classical parity-check matrix is required.
The proposed quantum encoder and decoder have been evaluated on both symmetric and asymmetric errors. It can be seen that the proposed designs outperform the existing encoder and decoder designs, and can be used to generate codes with large parameters.
The rest of the paper is organized as follows. Section II explains the system model with the encoder and decoder blocks. Section III explains the proposed quantum encoder and decoder designs. Section IV presents the evaluations of the proposed approach. Section V concludes the paper with discussion on future work.
II. SYSTEM MODEL AND PROBLEM FORMULATION
The block diagram for the quantum communication is depicted in Fig. 1 . Different blocks of the system are explained in the following paragraphs.
A. Encoder
The Pauli group G 1 on single qubit is generated from the Pauli matrices X, Y, Z . Pauli group G n on n qubits is generated by applying the Pauli operators on n qubits and taking their tensor product. S does not contain −I, i.e., −I / ∈ S and has n − k independent and commuting generators,
The generators of any stabilizer code can be represented using binary vector spaces [3] . This representation can be used to derive quantum error correcting codes from classical error correcting codes. In this representation, the n − k generators are represented using an (n − k) × 2n Quantum CSS codes are special instances of stabilizer codes that are constructed from classical binary linear codes [1] , [2] . For any two classical linear codes C X and C Z with parity-check matrices H X and H Z with C ⊥ X ⊂ C Z and C ⊥ Z ⊂ C X , the check matrix of the quantum CSS code can be defined as:
The orthogonality of the two classical codes ensure that the commutative property of generators is satisfied. One example of CSS codes is the 7-qubit Steane code, which is generated from the classical [7, 4, 3] Hamming code.
In this paper, we use the code design based on the quantum expander codes in [8] , where any given classical linear [n, k] code C with parity-check matrix H (of dimensions n − k × n) can be used to generate a CSS code as:
where, I n is the n×n identity matrix. The dimensions of H thus becomes
. This representation ensures that the classical linear codes generated from H X and H Z are orthogonal to each other and hence a valid CSS code can be generated using (1) . Using the quantum parity check matrix, generators of the quantum code can be found [3] .
B. Depolarizing channel
The channel used in this paper is an asymmetric depolarizing channel. Most of the quantum computing devices [20] are characterized by relaxation times that are one-two orders of magnitude larger than the corresponding dephasing (loss of phase coherence, phase-shifting) times.
Relaxation leads to both bit-flip and phase-flip errors, whereas dephasing only leads to phase-flip errors. Such asymmetry translates to an asymmetry in the occurrence probability of bit-flip and phase-flip errors. Thus, a general asymmetric depolarizing channel is modeled for each quantum bit as:
This can be interpreted as the state ρ is left alone with probability 1 − p X − p Y − p Z and the operators X, Y and Z are applied with probabilities p X , p Y , and p Z respectively. We assume that the error on each of the n physical qubits is independent of each other.
C. Syndrome measurement, error detection and recovery
To detect the error in received qubits, the syndromes are measured using each generator.
The eigenvalues of each generators of the stabilizer are measured to obtain n − k syndromes β 1 , . . . , β n−k . That is, for any error E n , the syndrome β i corresponding to the generator g i is
After measuring the syndromes, an errorÊ n is picked corresponding to the measured syndrome andÊ H n is applied to the received qubits to achieve recovery.
In this paper, received qubits are in error when after error correction E n is not equal toÊ n .
The error probability thus becomes Pr E n =Ê n . This provides an upper bound on the error probability, because the errors may further be corrected after decoding, since decoding is a conversion to smaller space. Note that the error is counted in the encoded space, this is because further computations in practical systems may be applied on encoded qubits making the encoded error important [3] .
D. Problem Formulation
Having discussed the different components in the quantum communication system, we aim to use machine learning approaches to find the classical encoder H for generation of the quamtum codes as well as the errorÊ n which is picked corresponding to the measured syndrome.
III. PROPOSED ALGORITHM
In this section, we present the proposed algorithm. We will first present the proposed quantum decoder using neural network. We will then present the quantum encoder design that is based on reinforcement learning which will use the proposed quantum decoder thus giving a joint encoder and decoder design for the quantum codes.
A. Quantum Decoder using Deep Neural Network
The key job of the quantum decoder is to map the syndromes to the errorÊ n (s) that will be corrected after the channel. In order to learn this mapping, we use a deep neural network as a function approximator and train it withs as the input andÊ n (s) as the output. In order to generate training examples to train such a network, we need to find the mappingÊ n (s) for some syndromess.
Since different errors can lead to same syndrome (being a many-to-one mapping), finding the error is not a straightforward task. In the traditional approach, among the different possible errors corresponding to a syndrome, the error with lowest weight is chosen. However, this may not be the best approach when the errors are asymmetric, since certain errors of low weight may be less likely than other errors of high weight. In order to alleviate that, we use the most likely error rather than the lowest weight error. More precisely, for a quantum parity check matrix H
] quantum code, the channel errorÊ n for a given syndromē
where,s(E n , H) is the syndrome of channel error E n for the stabilizer code generated from H. Note that the estimated errorÊ n (s, H) is function of both the measured syndromes and the quantum code H. We note that the output of the neural network is thresholded to map to {I, X, Y, Z} n to map the error E n since the neural network is not guaranteed to give discrete errors.
B. Encoder Designs using Deep Reinforcement Learning
To improve the performance of overall quantum communication system, the quantum generators also need to be optimized. The problem of optimizing the generators can be formulated as an error minimization problem. The check matrix H of the stabilizer code can be optimized as
where 1(·) is the indicator function and the expectation is taken over channel errors E n . This minimizes the 0-1 loss in prediction of channel error.
To find an optimal code as given by the minimizer of (5), we use deep reinforcement learning algorithm with −E En 1(Ê n = E n ) as reward. That is, we construct new codes by updating the check matrix according to a reward that is evaluated as negative of 0-1 loss of neural network trained to correct errors. Since our code construction problem requires a large state space, the DQN agent is used to learn the codes [18] , [19] .
The overall scheme followed for the code construction is shown in Fig. 2 . The different blocks and notations of the scheme in Fig. 2 This matrix is used to get the quantum stabilizer code as shown in Equations (2), (3) and (1) . Let the dimensions of this matrix be n 1 × n 2 .
2) Agent (DQN Agent): The DQN agent takes the current state H t as the input and suggests an action a t . DQN is explained in detail in the next paragraph.
3) Action (a t ): The DQN agent takes H t as the input and outputs a discrete action a t . The action a t is an n 1 × n 2 matrix with all zero entries and one non-zero entry. The position of the single non-zero entry represents the position on the parity-check matrix H t that needs to be updated. This construction action allows us to avoid the large action space of all possible parity matrices(< 2 n1×n2 ).
4) Environment (Update Parity-Check Matrix): The parity-check matrix H t is updated by
flipping the bit at the position specified by the non-zero entry of the action a t to get the new parity-check matrix H t+1 .
5) Reward (NN Error Correction): For every action suggested by the DQN agent, CSS code
is generated from the parity-check matrix H t+1 using (2), (3), and (1). This CSS code is simulated for multiple random trials using the neural network based error correction. The performance of this CSS code is evaluated using the 0-1 loss of this neural network. This performance measure is used in part to calculate the reward r t of DQN agent.
6) Reward (r t ):
The reward is composed of two elements. The first is the 0-1 loss of neural network used for error correction, − 1 N En 1(Ê n = E n ), where the summation is over multiple random trials with channel error E n , andÊ n is the channel error estimated by the neural network. The second is the rank-deficiency of the parity-check matrix H t+1 , since we require this matrix to be full-rank for an efficient choice of the quantum code. Thus, the chosen reward function is
where n 1 is the number of rows of H t+1 . This reward is then returned to the DQN agent.
The DQN agent is run for sufficient number of steps T greater than n 1 × n 2 so as to allow for all the bits to flip and the final state H T is used to construct the new CSS code.
Deep Q-Network [18] , [19] : The goal of DQN agent is to select the actions such that the reward is maximized. DQN considers a future discounted reward at each step t and defines the optimal action-value function Q * (H t , a t ) that follows the Bellman equation as
where, γ is the the future discount factor. We keep γ large (close to 1) as we want the final reward to be maximized. The optimal strategy followed by DQN is to select an action a t that maximizes the action-value function Q * (H t , a t ).
A neural network with weights θ is used to estimate the value of Q * (H, a) ≈ Q(H, a; θ). Such a neural network is called a Q-network. A Q-network is trained by minimizing a loss function
each iteration i between predicted Q-values and target Q-values as
where B is replay memory consisting of state, action, and reward from past. The loss is optimized using gradient descent. More details on DQN can be found in [18] , [19] . Algorithm 1 explains the algorithm used to learn new codes using DQN agent as explained in the scheme of Fig. 2 . In Algorithm 1, the parity-check matrix is initialized and DQN agent is used to get the position of the bit that should be flipped. Performance is measured for the updated check matrix and reward is returned to the DQN agent.
IV. SIMULATIONS RESULTS
In this section, we will describe the simulation results based on the proposed quantum encoder and decoder designs. In order to compare the decoder designs, we use the following two comparable algorithms:
1. Error correction using syndrome lookup table: A very simple method to predict channel error from syndromes is to use a syndrome lookup table. A syndrome lookup table can be generated giving higher priorities to lower weight errors and can be looked up to predict the errors. While this method is very simple and fast, it has few disadvantages. One major disadvantage of this method is memory usage. Syndrome lookup tables take up large spaces of memory that increases exponentially with the dimensions of the code making this method unusable for large codes.
Another disadvantage of this method is that the lower weight errors are given higher priorities and the three types of errors X, Y and Z are given equal priorities. So, this method does not perform well when the depolarizing channel has high probability of error or has asymmetric errors.
2. Small-set-flip algorithm: An efficient algorithm to predict the channel error from syndromes for quantum expander codes is given in [8] . This algorithm goes through all the generators and for each generator, it checks whether flipping any pattern of bits strictly decreases the weight of the sequence of syndromes. Even though this algorithm runs in time linear in the number of qubits, the run time increases exponentially with the weight of the generators. This is because the algorithm involves searching through the errors whose support is included in some generator such that the syndrome weight is maximally reduced. Hence, this algorithm cannot be used efficiently with quantum stabilizer codes where the weight of generators can be large.
The used deep neural network for evaluations has parameters as given in Table I . We will first present the evaluation results for the quantum decoder, which will then be followed by the results for the joint quantum encoder and decoder design. In this subsection, we evaluate the performance of the proposed quantum decoder. The details of the parameters used for the deep neural network are given in Table I . In order to see the improved performance, we used the five qubit code [21] , which is the shortest code that can protect against depolarizing one-qubit errors. Fig. 3 shows the loss error rate, Pr Ê n = E n , that occurred during the error correction using lookup table, small-set-flip algorithm, and the proposed deep neural network based methods. Fig. 3(a) shows the results for a depolarizing channel with equal probabilities for X, Y and Z errors, p x = p y = p z . In the symmetric case of Fig. 3(a) where p x = p y = p z , the performance of all the three methods is almost the same. But for lower probabilities, lookup table performs slightly better than the neural network are smaller than that of X error, p y = p z = 0.05p x . The improvement in performance of error correction using deep neural network can be seen for asymmetric channels as shown in Fig. 3(b) .
The syndrome lookup table method and the small-set-flip algorithm inherently consider X, Y and Z errors to have equal probabilities, meanwhile the neural network learns to correct the errors according to their asymmetric distribution. Hence, a significant improvement can be seen in the error correction performance. This depicts that the proposed decoder outperforms the baseline algorithms for asymmetric error probabilities.
B. Joint Quantum Encoder and Decoder
In this subsection, we will evaluate the performance of the proposed encoder and decoder design, where the encoder is based on the deep reinforcement learning and uses the trained deep neural network decoder in each iteration. The parameters for the decoder remains same as in Table   I , while the parameters for the deep reinforcement learning are chosen as in (3) where H is the Hamming code. For the learnt code, H is taken as the variable parameters which will be learnt using reinforcement learning. Since the dimensions of these codes was large, we did not use the syndrome lookup as a baseline. Fig. 4 shows the error correction performance for the learnt code and the Hamming-based CSS code with error correction done using small-set-flip algorithm and using the trained neural network. Fig. 4(a) shows the results for a symmetric depolarizing channel with errors X, Y and Z having equal probabilities. Fig. 4(b) shows the results for an asymmetric channel with
We first note that the proposed deep neural network decoder performs similar (slightly better) than the small-set flip algorithm, while the run-time complexity being the evaluation of neural network (since training was offline and done only once, it is not involved in the run-time).
Further, the addition of the encoder design provides significant improvement in performance.
The performance improvement is much larger in the asymmetric error probability case. Thus, the decoder alone is not sufficient to outperform the communication systems, and joint encoder and decoder designs are essential. This demonstrates the applicability of the proposed method for large codes, and for general errors.
V. CONCLUSIONS AND FUTURE WORK
This paper provides novel quantum encoder and decoder designs using machine learning approaches. The quantum decoder is based on deep neural networks used as function approximators, trained using the most likely error for a given syndrome. The quantum encoder uses a CSS based code design, in which a classical code is used to generate the quantum code. This classical code is optimized using a deep reinforcement learning approach, using the proposed quantum decoder. The proposed joint encoder and decoder designs demonstrate significant improvement over the standard code designs for asymmetric channels. Further, the proposed decoder after training has low computational and memory requirements and can be used to replace traditional decoders for quantum codes.
This paper uses a subset of CSS codes, where the quantum code is designed from a classical code. This comes with a constraint on the classical parity check matrix that it needs to be full rank. In order to generalize the algorithm for general quantum codes, there are several other conditions that need to be satisfied [5] . It remains to be investigated if the reinforcement learning based framework can be extended to take the different constraints into account and investigate general stabilizer codes. This will expand the choice of the codes and can further improve the performance of the quantum code.
