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Notation and conventions
Here is a list of the conventions applied throughout this thesis.
• We use small Greek indices for the space-time coordinates, they run from 0 (time-
component) to 3. Small Latin indices represents only space-coordinates and run from
1 to 3. Any exceptions to this will be explicitly stated.
• Einstein’s summation convention is used, meaning repeated indices in an expression
are summed over:
xµxµ =
3∑
x=0
xµxµ = x
0x0 + x
1x1 + x
2x2 + x
3x3
• The metric signature will be (−+++), and we will use ηµν to denote the Minkowski
metric, ηµν = diag(−1, 1, 1, 1). For other metrics we will use gµν .
• Partial derivatives will be denoted by a comma, and covariant derivative by a semi-
colon:
Aµ,ν =
∂Aµ
∂xν
Aµ;ν = A
µ,ν +A
αΓµαν Aµ;ν = Aµ,ν − Γαµν
For higher derivatives, start with the index right after the comma/semi-colon and
continue right.
viii Notation and conventions
Chapter 1
Introduction
"Our thoughts form the universe, they always matter."
–G’Kar, Babylon 5, ep. 4x01
This chapter provides the background material necessary to understand the problem.
We start with a brief historical introduction as a lead in to the problem as well as to get
a perspective on it. This introduction will mainly be a summary of a more in-depth work
[FM06].
Following the historical introduction we will dive into classical Newtonian theory where
we will derive some general results used in modeling galactic dynamics. We will then apply
this to some simple models to confirm the behavior of the rotation curves as described in
the introduction. Finally we try to give some motivation as to why relativistic models
should be investigated.
1.1 An Historical Introduction
The idea that there might be more matter in the universe than that which we can observe
dates back to the early twentieth century, and the work of Dutch astronomer Jan Hendrik
Oort. By observing the vertical motion of stars in the galaxy, he concluded that the galactic
disk contained a great deal of unseen matter. As it turned out, however, due to the poor
equipment available amongst other things, his results turned out to be erroneous. The
galactic disk itself seems to contain little if any dark matter.
Oort’s announcement of unseen disk matter was soon followed by a similar announce-
ment by astronomer Fritz Zwicky who claimed to have discovered unseen matter i clusters
of galaxies.
As the instruments and observation techniques improved more accurate data could
eventually be collected. The use of radio astronomy (pioneered by Oort) and with it the
ability to observe beyond the visible spectrum, got a major boost with the discovery of
the 21-cm line1 and made it possible to map the velocities of different parts of galaxies.
1The 21-cm line refers to photons emitted in the hyperfine transition of hydrogen atoms. Due to
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This lead to the concept of rotation curves, where the tangential velocity of the galaxy is
plotted as a function of the distance from the galactic center.
The “trouble” with the rotation curves started when it was attempted to plot analytical
models together with observational data. Only near the center of the galaxy did there
seem to be a match. At further distances, however, the observed curve remained mostly
steady, or even increasing slightly, whereas the analytic curve decreased drastically.
This discrepancy between classical (Newtonian) theoretical and observed rotational
velocities is what lead to the dark matter hypothesis, which says that the dark matter is
distributed in a large sphere surrounding the galaxy in question. Today this is known as
the halo model of dark matter.
1.2 Classical Theory
This section introduces the fundamentals of classical gravitational theory used to construct
models of the internal dynamics of galaxies. We will continue with applications in the next
section.
A galaxy contains an enormous amount of stars, and so to calculate the potential of a
galaxy by summing together the potential from billions of individual stars would be rather
inconvenient. Instead we consider galaxies as a continuous, smooth density distribution
proportional to the local star density [BT87].
We start by considering Newton’s inverse square law of the gravitational force:
F (r) = G
Mmr
r3
(1.1)
where G = 6.673 · 10−11Nm2/kg2 is Newton’s gravitational constant (here given in SI-
units), M and m are the masses of the two objects, and r is the position vector between
the the centers of mass of the two objects. Sometimes, however, the position vector is
expressed in terms of the position vectors of the two objects from a common origin. In
that case, the position vector r from an object with position x from the origins to another
at position x
′
from the origins would be given by
x + r = x
′ ⇒ r = x′ − x (1.2)
Equation (1.1) now becomes
F (x) = G
Mm(x
′ − x)
|x′ − x|3 (1.3)
Considering now the gravitational force on a unit massM = 1 at x from a small volume
of matter at x
′
we get that m(x
′
) = ρ(x
′
)V (x
′
). In infinitesimal form equation (1.3) now
takes the form
dF (x) = G
x
′ − x
|x′ − x|3ρ(x
′
)d3x
′
(1.4)
the magnetic interaction of the dipole moment of electron and proton, the ground state is split into two
states. The transition of the electron between these two states gives rise to a photon with wavelength of
approximately 21 cm [Gri05].
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Adding together all infinitesimal contributions gives us
F(x) = G
∫
x
′ − x
|x′ − x|3ρ(x
′
)d3x
′
(1.5)
In order to continue, it will be helpful with the following proposition:
Proposition 1. Let x
′
and x be two vectors with components xi
′
and xi respectively in
the basis ei, and let ∇ be the gradient operator with components ∂/∂xi, then the following
relationship holds
∇
(
1
|x′ − x|n
)
=
n(x
′ − x)
|x′ − x|n+2 (1.6)
Proof. We start by noting the definition of the length of a general vector v:
|v| =
√
gijvivj (1.7)
In this case, our vector is the difference between two vectors:
x
′
= xi
′
ei
x = xjej
x
′ − x = (xi′ − xi)ei
(1.8)
Its length can thus be written
|x′ − x| =
√
gij(xi
′ − xi)(xj′ − xj) (1.9)
Although this is written without specifying the metric, we note that in Newtonian theory
the metric is Euclidean, i.e. in matrix form it is the identity matrix. This also means that
there is no difference between components with lower and upper indices, so we are free to
move indices up or down as we please. Writing out the gradient operator explicitly as
∇ = ek ∂
∂xk
(1.10)
we now get for the left hand side of equation (1.6):
∇
(
1
|x′ − x|n
)
= ek
∂
∂xk
[
(xi
′ − xi)(xi′ − xi)
]−n/2
= −n
2
ek
[
(xi
′ − xi)(xi′ − xi)
]−(n+2)/2 ∂
∂xk
[
(xi
′ − xi)(xi′ − xi)
] (1.11)
We now write out the product of the two parantheses:
(xi
′ − xi)(xi′ − xi) = xi′xi′ − xi′xi − xixi′ + xixi
= (xi
′
)2 − 2xi′xi + (xi)2 (1.12)
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This then gives
∂
∂xk
[
(xi
′ − xi)(xi′ − xi)
]
= −2(xi′ − xi)δki (1.13)
which in turn leads to
∇
(
1
|x′ − x|n
)
=
n
|x′ − x|n+2 (x
k′ − xk)ek (1.14)
or
∇
(
1
|x′ − x|n
)
=
n(x
′ − x)
|x′ − x|n+2 (1.15)
which is what we set out to show.
We can now continue to define the gravitational potential by
Φ(x) = −G
∫
ρ(x
′
)
|x′ − x|d
3
x
′
(1.16)
and by using Proposition 1 we get that
F(x) = ∇G
∫
ρ(x
′
)
|x′ − x|d
3
x = −∇Φ (1.17)
Continuing now by taking the divergence of equation (1.5) gives
∇ · F(x) = G
∫
∇ ·
(
x
′ − x
|x′ − x|3
)
ρ(x
′
)d3x (1.18)
By applying the product rule the divergence of the term in paranthesis now becomes
∇ ·
(
x
′ − x
|x′ − x|3
)
=
1
|x′ − x|3∇ · (x
′ − x) + (x′ − x)∇ ·
(
1
|x′ − x|3
)
(1.19)
The divergence in the first term can be written as
∇ · (x′ − x) = ∂
∂xi
(x
′i − xi) = −δii = −3 (1.20)
In the last term we apply Proposition 1 and read off directly that
∇ ·
(
1
|x′ − x|3
)
=
3(x
′ − x)
|x′ − x|5 (1.21)
Combining all this we get
∇ ·
(
x
′ − x
|x′ − x|3
)
= − 3|x′ − x|3 +
3(x
′ − x)2
|x′ − x|5 (1.22)
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As long as |x′ − x| 6= 0 the result is zero. Thus we only get a contribution to the integral
as long as x
′
= x. This essentially means the volume of integration can be chosen any
way we like, as long as it contains the point where x
′
= x. We try to make it as simple as
possible, and choose an arbitrarily small sphere with radius ǫ encompassing the relevant
point. Thus
∇ · F(x) = G
∫
|x′−x|≤ǫ
∇ ·
(
x
′ − x
|x′ − x|3
)
ρ(x
′
)dV
′
(1.23)
By choosing ǫ small enough, the density within the sphere becomes constant, and thus can
be taken outside the integral. Note further that ∇ refers to the divergence of the unprimed
vector field, whereas the primed volume refers to the primed vector field. In this case we
can change the divergence to be with respect to the primed vector field at the cost of sign
change. doing this, we can then apply the divergence theorem wich states that the volume
integral of the divergence of a vector field is the surface integral of the vector field:∫
V
∇ · vdV =
∮
Σ
v · dΣ (1.24)
This results in
∇ · F(x) = −G
∫
|x′−x|≤ǫ
∇′ ·
(
x
′ − x
|x′ − x|3
)
ρ(x
′
)dV
′
= −Gρ(x)
∮
|x′−x|=ǫ
x
′ − x
|x′ − x|3 · dΣ
(1.25)
Since we now have that |x′ − x| = ǫ as the radius of a sphere centered on x′ we make the
definition x
′ − x = e = ǫeˆ. Thus we get
∇ · F(x) = −Gρ(x)
∮
|x′−x|=ǫ
ǫeˆ · dΣ
ǫ3
= −Gρ(x)
∮
|x′−x|=ǫ
dS
ǫ2
(1.26)
We now remember the definition of the solid angle as surface area per square radius, or for
an infinitesimal surface area we get
dΩ =
dS
r2
(1.27)
or, in our case
∇ · F(x) = −Gρ(x)
∮
dΩ = −4πGρ(x) = −∇2Φ(x) (1.28)
This result describes the gravitational potential of a mass distribution, and is Newtons law
in it’s local form. The equation
∇2Φ(x) = 4πGρ(x) (1.29)
is known as Poisson’s equation, and specializes to Laplace’s equation
∇2Φ(x) = 0 (1.30)
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in the absence of matter. A solution to Laplace’s equation in cylindrical coordinates is
found in Appendix A.
So far we have kept things quite general, but since we are interested in actual objects
with special features, some specialisations eventually have to be considered. The simplest
models to consider are those with spherical symmetry, so we’ll now continue to give some
results for these systems.
For spherical matter distributions we have two theorems by Newton which we here state
without further proof:
Newton’s Theorem No. 1. At any point inside a spherical shell, the net gravitational
force is zero.
Newton’s Theorem No. 2. The gravitational force at any point outside a closed spherical
shell is the same as if all the mass of the shell was concentrated in a single point at the
center of the shell.
The gravitation potential of different spheres add linearly, and we can thus calculate
the potential from an arbitrary spherically symmetric density distribution ρ(r) by adding
the potential from the shells inside a given point to that from shells outside the same point.
Thus we obtain for the potential at r:
Φ(r) = −4πG
[
1
r
∫ r
0
ρ(r
′
)r
′2dr
′
+
∫ ∞
r
ρ(r
′
)r
′
dr
′
]
(1.31)
The first term here is simply the potential from a all the mass inside r as a point mass and
thus given by
Φin(r) = −GM(r)
r
(1.32)
where the integral of the density over the volume is the mass. In the second term we
have the integral of the potential over the volume outside r, i.e. the addition of the all
infinitesimal potentials from the volume outside:
Φout(r) = −G
∫
dM
r′
= −G
∫
ρ(r
′
)
r′
dV
′
(1.33)
From this equation or Newton’s theorems it follows that the gravitational force on a unit
mass at radius r is given by
F(r) = −dΦ(r)
dr
er = −GM(r)
r2
(1.34)
since the effect of the matter outside this radius is cancelled out. The mass is given by
M(r) = 4π
∫ r
0
ρ(r
′
)r
′2dr
′
(1.35)
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We can now proceed to define the circular speed to be that of a particle of unit mass at
radius r from a mass distribution. Using the well-known formulae from classical mechanics
we get an expression for the circular velocity in terms of the gravitational potential:
v2c = r
dΦ
dr
(1.36)
This equation can be used to generate rotation curves for mass distributions with known
potentials, potentials which in turn are related to the mass density through Poisson’s
equation (or Laplace’s equation for empty space).
1.3 Spherical Models
Despite any theoretical reasons for considering relativistic effects in galactic models, it
would not really be necessary if the classical models confirmed sufficiently well to obser-
vations. As already mentioned, they do not, and the observed deviation from classical
models is rather significant. This is especially evident after the so-called turnover radius
where the tangential velocity goes from increasing linearly to remaining relatively constant
in observations, but falling off as r−1/2 in classical models (the so-called Keplerian region)
[BT87].
In order to have something to compare any relativistic results with, we list some concrete
results from classical theory. All results are, unless otherwise noted, taken directly from
[BT87].
1. Point mass For a point with mass M we have the well known results
Φ(r) = −GM
r
; vc(r) =
GM
r
(1.37)
2. Homogeneous sphere With a density of ρ which is constant, the mass is the well
known M(r) = 4
3
πa3ρ where a is the radius of the sphere. The potential is
Φ(r) =
{
−2πGρ(a2 − 1
3
r2), r ≤ a
−4πGρa3
3r
, r > a
(1.38)
The circular velocity is (for both r ≤ a and r > a):
vc =
√
4πGρ
3
r (1.39)
3. Isochrone potential For a constant density near the center that eventually falls off
there is the isochrone potential
Φ(r) = − GM
b+
√
b2 + r2
(1.40)
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where b is a constant. The velocity is
v2c (r) =
GMr2
(b+ a)2a
, a ≡
√
b2 + r2 (1.41)
4. Modified Hubble profile The spherical luminosity density of the form
jh(r) = j0
[
1 +
(
r
a
2
)]−3/2
(1.42)
with a being the core radius, gives rise to a surface brightness distribution known
as the modified Hubble profile. Assuming that the mass is distributed in the same
way as the light, and with a mass-to-light ratio Υ such that ρ(r) = Υj(r) the mass
distribution is given as
Mh(r) = 4πa
3Υjo
{
ln
[
r
a
+
√
r2
a2
+ 1
]
− r
a
(
r2
a2
+ 1
)−1/2}
(1.43)
and the potential as
Φh(r) = −GMh(r)
r
− 4πGΥjoa
2√
1 + (r/a)2
(1.44)
Using the relation v2c = rdΦ/dr we get
v2c (r) = 4πGa
2Υj0

ar ln
[
r
a
+
√
r2
a2
+ 1
]
− 1√
r2
a2
+ 1

 (1.45)
A schematic plot of these rotation curves are given in figure 1.3.
1.4 Disk Models
In the previous section we looked at the potentials of some spherical models together with
their rotation curves. The light from most galaxies, however, are concentrated in flattened
disks, and as such it is natural to assume that most of the matter would be concentrated
in an equal manner. This reasoning leads us to consider the potentials of disks, in keeping
with the same procedure as before.
Consider the mass distribution to be confined to an infinitly thin disk in the z = 0-
plane. This mass will then generate a potential Φ given by Laplace’s equation ∇2Φ = 0.
Solving this equation as described in Appendix A, and choosing a solution with +k2 and
m = 0 (as the potential is independent of this coordinate), the solution can be written as
Φ±(r, z) = C±e
±kzJ0(kr) (1.46)
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Figure 1.1: Scaled plots of rotation curves for some simple potentials.
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where J0(kr) is the Bessel function of zeroth order (see appendix B).
Demanding that the potential remains finite at r = 0 and falls off to zero as r, z →∞
we consider the solution
Φk(r, z) = e
−k|z|J0(kr) (1.47)
This solution satisfies Laplace’s equation with the desired boundary conditions, except at
z = 0. The discontinuity in the gradient at z = 0 will cause that sheet to generate a surface
density we can find by considering Gauss’ theorem which states that
4πGM =
∫
∇2ΦdV =
∫
∇Φ · dS (1.48)
Letting Σk(r) be the surface density of the sheet which, integrated over the surface, yields
the mass, we get that
4πG
∫
Σk(r)dS =
∫
∇Φ · dS (1.49)
Consider now the unit surface vector in the z-direction, which is the vector normal to
the surface for z > 0, and the same negative unit vector which will be the normal vector
to the surface for z < 0. This means that the above equation takes the form
4πG
∫
Σk(r)dS =
∫
upper
Φ,zdS −
∫
lower
Φ,zdS (1.50)
with
Φ,z|z→0+ = −kJ0(kr) and Φ,z|z→0− = kJ0(kr) (1.51)
Equating the integrands gives
4πGΣk(r) = −2kJ0(kr) (1.52)
which, solved for the surface density yields:
Σk(r) = − k
2πG
J0(kr) (1.53)
Considering now an arbitrary surface density Σ(r), we wish to find the potential gen-
erated by this. If we can find a function S(k) such that
Σ(r)
∫ ∞
0
S(k)Σk(r)dk = − 1
2πG
∫ ∞
0
S(k)J0(kr)kdk (1.54)
then we will have
Φ(r, z) =
∫ ∞
0
S(k)Φk(r, z)dk =
∫ ∞
0
S(k)J0(kr)e
−k|z|dk (1.55)
As equation (1.54) shows, S(k) is the Hankel transform of −2πGΣ (see Appendix B for
more details). From the properties of this transform follows that
S(k) = −2πG
∫ ∞
0
J0(kr)Σ(r)rdr (1.56)
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Substituting this in the equation above for the potential gives
Φ(r, z) = 2πG
∫ ∞
0
dkek|z|J0(kr)
∫ ∞
0
Σ(r
′
)J0(kr
′
)r
′
dr
′
(1.57)
Using now Eq. (1.36) we can find the velocity in the z = 0-plane:
v2c (r) = r
(
∂Φ
∂r
)
z=0
= −r
∫ ∞
0
S(k)J1(kr)kdk (1.58)
With these general results we can proceed to specify some models. The first type of
disk we will consider is the so-called Mestel disk in which the surface density is given by
Σ(r) = Σ0
R0
R
(1.59)
From Eq. (1.56) this gives
S(k) = −2πGΣ0r
∫ ∞
0
J0(kr)dr = −2πGΣ0R0
k
(1.60)
Inserting this into Eq. (1.58) gives us
v2c (r) = 2πGΣ0r0r
∫ ∞
0
J1(kr)dk = 2πGΣ0r0 (1.61)
Considering now that the mass as a function of radius is related to the surface density in
the following way
M(r) =
∫ 2π
0
∫ r
0
Σ(r
′
)r
′
dr
′
dφ = 2π
∫ r
0
Σ(r
′
)r
′
dr
′
(1.62)
which for Mestel’s model of the surface density gives
M(r) = 2π
∫ r
0
Σ0
r0
r′
r
′
dr
′
= 2πΣ0r0r (1.63)
we see that the circular velocity can then also be written as
v2c (r) =
GM(r)
r
(1.64)
Note here that the rotation speed is constant for all r, even though we know that for small
radii the rotation speed is linear. Still, looking at the expression for the surface density we
notice that this will actually diverge as the radius becomes smaller, and so we can conclude
that this model breaks down at smaller radii.
A slightly more complicated model is the exponential disk. In this model the surface
density is given by
Σ(r) = Σ0e
−r/rd (1.65)
12 Introduction
Radial distance r
Ci
rc
ul
ar
 v
el
oc
ity
Circular velocity as function of distance from galactic center
 
 
Exponential disc
Figure 1.2: Scaled plots of rotation curves for the exponential disk.
Since we’ve already shown the process for finding the rotational velocity, and since the
integrals and expressions are somewhat more complicated in this case, we’ll just state the
results. The function S(k) is given by
S(k) = − 2πGΣ0r
2
d
[1 + (krd)2]
3/2
(1.66)
The potential at z = 0 is given as
Φ(r, 0) = −πGΣ0r (I0(y)K1(y)− I1(y)K0(y)) , y = r
2rd
(1.67)
The functions In(y) and Kn(y) are the modified Bessel functions as described closer in
Appendix B. From this then follows the expression for the rotational velocity as usual
v2c = r
∂Φ
∂r
= 4πGΣ0rdy
2 (I0(y)K0(y)− I1(y)K1(y)) (1.68)
A scaled plot of this velocity profile is given in figure 1.4. The Mestel curve is not plotted
as it is simply constant everywhere.
1.5 Relativistic Models
When developing models of the internal dynamics of galaxies it is usually assumed that
due to the non-relativistic motion (v ≈ 200 km/s − 300 km/s) of the stars and the weak
1.5 Relativistic Models 13
gravitational field between the stars, classical Newtonian theory is sufficient, and that all
relativistic effects are negligible.
It’s quite clear that the relativistic effects from the motion of the stars are negligible
with v ≤ 0.001c clearly being below the limit often set of v ≈ 0.1c for such effects to be
considered. The latter assumption, however, may be worth a closer look. The precession
of Mercury’s perihelion should be well known to most, and is one phenomenon where
corrections from general relativity are needed, small as they may be. The gravitational
force between the Sun and Mercury is, from Newton
F = G
MSunMMercury
r2mean
With MMercury = 1.66 · 10−7MSun and rmean = 5.79 · 107 km this force is F = 1.30 · 1022N.
We now want to compare this to a generic star with one solar mass orbiting at some distance
from an average galactic center. Using table 1-5 in [BT87] we find some properties of a
typical galactic nucleus. Using the central density of 5 ·106MSun pc−3 we get the total mass
as a function of radius:
M =
4
3
π · r3 · 5 · 106MSun ≈ 20.9 · 106 · r3MSun
Using this in Newton’s equation we get:
F ≈ G · 20.9 · 106 ·M2Sun · r
At a distance of, say, 10 parsecs (the core radius is 1 parsec), the force is
F (10 parsecs) ≈ 5.79 · 1025N
This is several orders of magnitude larger than the gravitational force between Mercury
and the Sun.
It should be emphasized, however, that this estimate is a gross oversimplification, so
there’s still no guarantee that any relativistic effects will play any significant role, if present
at all, in the final analysis. They may be “washed out”, cancelled or otherwise irrelevant
on the larger scale, that remains to be seen. Our estimate is, if nothing else, at least a
reason to closer examine relativistic effects in galaxies.
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Chapter 2
Preliminaries
2.1 Modelling the Galaxy
Galaxies comes in many different shapes and sizes. A general feature of many galaxies,
however, is a disk-like shape. Figure 2.1 illustrates this rather well. Although there are
a whole class of galaxies known as irregulars, where no symmetry is apparent, it seems
reasonable to start out with simpler and more symmetric systems. Should the use of
general relativity on such systems turn out to produce results that deviate significantly
from Newtonian results, further generalizations may become relevant.
This leads us to consider stationary, axisymmetric solutions of the field equations. We
thus need a general form of the line element for such a space-time.
2.2 Concepts in General Relativity
In it’s most general form, the metric contains ten independent functions of four variables.
This can, however, be reduced to a more manageable size by imposing some symmetries
on the spacetime. Before we can get that far, we need some background material where
we can define and develop the required concepts.
2.2.1 Maps and Manifolds
Consider two separate collections of elements (sets) denoted by M and N . We consider a
map fromM to N to be an identification of some element(s) inM with some element(s)
in N . More specifically we define a function φ to relate an element in the set M with
exactly one element in the set N , and we denote it by
φ :M 7→ N (2.1)
If p ∈M then the corresponding element in N will be denoted φ(p). The set M is called
the domain of φ, and N the codomain. The range of φ is defined to be {φ(p)|p ∈M}.
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Figure 2.1: A reprocessed image of the spiral galaxy M104, also known as The Sombrero
Galaxy. ( Credit & Copyright: Vicent Peris (OAUV / PTeam), MAST,
STScI, AURA, NASA.)
2.2 Concepts in General Relativity 17
A function is called one to one or an injection if any unique element inM corresponds
to one unique element in N , that is φ(p1) = φ(p2) only when p1 = p2.
If the function covers all of N it’s called onto N or a surjection. This means that
the range of φ is N .
Functions that are both onto and one to one are called bijections.
If φ is a bijection, the inverse map φ−1 : N 7→ M exists. If in addition φ and φ−1
both are continuous the function is called a homeomorphism1.
If we consider two different functions given by
φ :M 7→ N ; θ : N 7→ P (2.2)
then the composition of the maps φ and θ written as θ ◦ φ is defined by first performing
the mapping of an element p ∈M as defined by φ, and then mapping the result as defined
by θ. Thus
θ ◦ φ :M 7→ P; (θ ◦ φ)(x) = θ(φ(p)) (2.3)
Composition of functions are always associative but not necessarily commutative.
A general manifold will be denoted by M. It is an abstract mathematical space that
fulfils certain properties. Before we describe those properties, some definitions are required.
A chart inM consists of an open subset U of M and a homeomorphic map φ from U
to some Euclidean space En or an open subspace thereof.
φ : U 7→ En (2.4)
A chart is also sometimes called a coordinate patch or coordinate system, and the
open subset U is sometimes called a neighborhood of a point p.
The map φ assigns to each point p ∈ U a set of n real variables (x1, . . . , xn) called the
local coordinates.
Two charts (U , φ) and (U ′ , φ′) are called compatible if the map φ′ ◦ φ−1 on φ(U ∪ U ′)
is a homeomorphism.
We can now define a manifold as a space M which is covered by charts, i.e. the space
is covered by open subsets which maps homeomorphically to a Eculidean space. More
informally we can say it’s a collection of points in which the immediate area surrounding
that point is Euclidean. If the maps φ
′ ◦ φ−1 are differentiable, the manifold is said to
also be differentiable. The coordinates of the different patches are then related by n
differentiable functions (n being the dimension of the manifold M) with non-vanishing
Jacobian at each overlapping point, xµ
′
= xµ
′
(xν).
Furthermore we will require that for M to be a manifold, the charts covering the
manifold are maximal, meaning that all coordinate systems that maps from the covering
subsets and are consistent with the overlapping condition are included. The overlapping
conditions says that if any two sets overlap (Ua ∩ Ub 6= ∅), the map ψb ◦ ψ−1a is C∞, where
ψi : Ui 7→ En.
1Not to be confused with a homomorphism which is just a general structure-preserving map.
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A few final notes. Strictly speaking the maps from any of the covering subsets of a
manifold to a Euclidean space need not be homeomorphisms, but rather bijective. The
homeomorphism condition is said to define the topology of the space.
Although we won’t discuss topological spaces in this thesis, we simply note that all
spaces of interest used are Hausdorff, meaning that for any two distinct points on the
manifold, we can find two disjoint, open subsets of the manifold, each containing one of
the two points.
All manifolds will also be paracompact, which is defined as follows: Let {Uµ} be an
open cover of the manifold M. An open cover {Vν} is said to be a refinement of {Uµ}
if for every Vν there exists a Uµ such that Vν ⊂ Uµ. Furthermore, the cover {Vν} is called
locally finite if each p ∈M has an open neighbourhood W such that only finitely many
Vν satisfy W ∩Vν 6= ∅. Paracompactness is then defined to mean that every open cover of
the manifold has a locally finite refinement.
2.2.2 One-parameter Groups of Diffeomorphisms and Pull-backs
Let’s start by defining maps that are diffeomorphisms. This is simply a C∞ bijective
map from a manifold into itself, with a C∞ inverse. We can then define the one-paramter
groups of diffeomorphisms as a map
φt : R×M 7→M (2.5)
where the parameter t ∈ R, and for a given t, the map
φt=T :M 7→M (2.6)
is a diffeomorphism. Furthermore, for t, s ∈ R we have φt ◦ φs = φs+t.
For a fixed point p ∈ M, the curve φt(p) : R 7→ M is known as the orbit of φt, with the
initial condition φt=0(p) = p, i.e. the curve passes through p at t = 0. We can associate a
vector field to this curve by defining Xp to be its tangent vector at t = 0. The vector field
X can be thought of as an infinitesimal generator of these transformations.
By the relation
dxµ
dt
= Xµ(x1, . . . , xn) (2.7)
where {xµ} is a coordinate system in the neighborhood of p we can also find integral curves,
that is a family of curves where one and only one passes through each point inM and has
X as a tangent vector.
Consider now the mapping between two manifolds:
F :M 7→ N (2.8)
We introduce local coordinates y such that yµ = F (p) for p ∈ M, or y(p) for short.
Furthermore we consider a function f defined as
f : N 7→ Rn (2.9)
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We can now define an associated mapping that takes functions from N back to M, so
called pull-backs, denoted F ∗. The function f on N can now be pulled back to M as
follows:
(F ∗f)(p) = (f ◦ F )(p) = f(y(p)) (2.10)
In other words for the mapping F we have the associated map (for functions)
F ∗f :M 7→ N (2.11)
Furthermore we can define a similar associated mapping that takes vectors from the
tangent space of M to the tangent space of N :
F ∗ : Vp 7→ Vy(p) (2.12)
where Vp is the tangent space at p ∈ M and Vy(p) is the tangent space in N of y(p) (the
image of p on N ). For any tangent vector v in M we have F ∗v ∈ Vy(p) given by
(F ∗v)(f) = v(f ◦ F ) (2.13)
We can also pull back dual vectors from the cotangent space at N to the cotangent space
at M:
F∗ : V∗y(p) 7→ V∗p (2.14)
We define this mapping by requiring that for all vµ ∈ Vp
(F∗ω)µv
µ = ωµ(F
∗v)µ (2.15)
The mapping F ∗ can be generalized to tensors of arbitrary rank (k, 0) and F∗ can similarly
be generalized to arbitrary (0, l) tensors.
If we now let the mapping F be a diffeomorphism, then it will have an inverse F−1,
which can be used to extend the definition of F ∗ to mixed tensors of arbitrary rank. From
the definition of F ∗ it follows that
(F−1)∗ : Vy(p) 7→ Vp (2.16)
Consider now a rank (k, l) tensor T µ1...µkν1...νl at p, then we define (F
∗T )µ1...µkν1...νl at y(p) as
(F ∗T )µ1...µkν1...νl (ω1)µ1 . . . (ωk)µk(v1)
ν1 . . . (vl)
νl = T µ1...µkν1...νl (F∗ω1)µ1 . . . ([F
−1]∗vl)
νl (2.17)
Consider now a more special case where F is a mapping from a manifold into itself:
F :M 7→M (2.18)
Let this be a diffeomorphism and let T be a tensorfield onM. If the tensorfield is invariant
under the associated mapping of F , i.e. F ∗T = T , then F is a symmetry transformation.
If the metric tensor is invariant under such a mapping, i.e. (F ∗g)µν = gµν , then the
transformation is known as an isometry.
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2.2.3 The Lie Derivative
We are now equipped with enough results and definitions to define the so-called Lie deriva-
tive. IfM is a manifold and φt is one-parameter group of diffeomorphisms generated by a
vectorfield X, then we can use φ∗t to transform a smooth tensor field T
µ1...µk
ν1...νl
. Comparison
of the transformed and untransformed tensor fields with respect to the vector field X for
an infinitesimal t gives us the Lie derivative defined by
£XT
µ1...µk
ν1...νl
= lim
t→0
{
φ∗tT
µ1...µk
ν1...νl
− T µ1...µkν1...νl
t
}
(2.19)
Since none of the operations in the above definition changes the rank of the tensor, we
can conclude that the Lie derivative is a map from a rank (m,n) tensor field into another
tensorfield of the same rank. Furhtermore, the Lie derivative is also linear and satisfies
the Liebniz (product) rule. Finally we note that the tensors in the definition both are
evaluated at the same point.
Of explicit interest here is the Lie derivative of a rank (0, 2)-tensor which can be written
as [GH07]
(£XT )µν = Tµν;αX
α + TανX
α
;µ + TµαX
α
;ν (2.20)
with Xµ being the components of the vector X.
2.2.4 Killing Vectors and Symmetries
A vectorfield ξµ that generates a one-parameter group of isometries φt such that (φ
∗
t g)µν =
gµν , will give the Lie derivative of the metric tensor with respect to the generating vector
field from definition (2.19)
£ξgµν = lim
t→0
{
φ∗tgµν − gµν
t
}
= 0 (2.21)
The vector field ξµ is known as a Killing vector field, and the above equation is known as
Killing’s Equation. Using equation (2.20) for the metric tensor we get
(£ξg)µν = gµν;αξ
α + gανξ
α
;µ + gµαξ
α
;ν
= ξν;µ + ξµ;ν = 0
(2.22)
where we’ve used the fact that the covariant derivative of the metric vanishes.
Finally we want to relate the Killing vector fields with the Riemann and Ricci curvature
tensors. From the definition of the Riemann tensor we have
ξα;νµ − ξα;µν = R βµνα ξβ (2.23)
By using Killing’s equation enough times with the proper permutations of the indices and
the symmetry properties of the Riemann tensor, we end up with the equation
ξα;νµ = −R βναµ ξβ (2.24)
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By contracting ν with µ in this equation we get
ξ µα;µ = −R βα ξβ (2.25)
This equation provides us with a way to calculate the components of the Ricci tensor if we
know the Killing vectors of spacetime.
2.3 Stationary Axisymmetric Line-element
A stationary spacetime is a spacetime which admits time translation symmetry. This
symmetry is expressed through one-parameter groups of isometries σt with orbits that are
timelike curves. As we’ve already seen, the vector field associated with such isometries are
the Killing vectors, and thus a stationary spacetime admits a timelike Killing vector, ξt.
In a similar manner, an axisymmetric spacetime admits a spatial symmetry expressed
by a one-parameter group of isometries χφ with orbits that are spacelike curves which are
also closed. This is then associated with a spacelike Killing vector ψφ.
A spacetime is called stationary axisymmetric if it contains both symmetries as
described above and the actions of σt and χφ commute:
σt ◦ χφ = χφ ◦ σt ⇒ [ξ, ψ] = 0 (2.26)
We can now choose the parameters t and φ as two of our coordinates, t being the time
coordinate and φ being spatial, such that
ξt =
∂
∂t
∧ ψφ = ∂
∂φ
(2.27)
Let us now adopt the following convention for the coordinates:
xµ = {t, x1, φ, x3} (2.28)
where x1 and x3 are as of yet unspecified. All the components of the metric tensor depend
only on these two coordinates, and so we have ten unknown functions of these two variables.
Under the proper conditions (see eg. [Wal84] for more details) our spacetime has a
two-surface orthogonal to both our Killing vectors, and thus ∂/∂x1 and ∂/∂x3 are both
orthogonal to ξt and χφ. This will leave the components gt1, gt3, gφ1 and gφ2 all zero. We
can now write the metric
gµν =


−V 0 W 0
0 g11 0 g13
W 0 X 0
0 g31 0 g33

 (2.29)
Considering now the determinant of the metric on the two-surface (the (t, φ)-part of
the full metric):
det({gµν |µ, ν ∈ {t, φ}}) = −V X −W 2 = −r2 (2.30)
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We can now choose r as one of our coordinates x1, assuming r;µ 6= 0. The final coordinate
x3 = z is chosen such that z;µ is orthogonal to r;µ. The metric can now be written as
ds2 = −V (dt− wdφ)2 + V −1r2dφ2 + Ω2(dr2 + Λdz2) (2.31)
with w = W/V .
Further simplifications are possible if we consider the components Rµν in the plane
spanned by the two Killing vectors. The condition
Rtt +R
φ
φ = 0 (2.32)
yields
DµDµr = 0, µ, ν ∈ {t, φ} (2.33)
where Dµ is the covariant derivative on the two-surface in question. From this it follows
that Λ depends only on z and we can transform z via z → ∫ Λ1/2dz and thus set Λ = 1.
We can therefore write the metric as
ds2 = −V (dt− wdφ)2 + V −1[r2dφ2 + e2γ(dr2 + dz2)] (2.34)
These coordinates are also known as Weyl’s canonical coordinates, and it is perhaps
more common to use ρ instead of r.
Finally, in keeping with the notation of the work we’ll be reviewing, we’ll rewrite the
line element as follows. From equation (2.31) we make the following substitutions:
V = ew
w = N
Ω2 = ev−w
Λ = u
(2.35)
From this, the line element takes the following form:
ds2 = ev−w(udz2 + dr2) + r2e−wdφ2 − ew(dt−Ndφ)2 (2.36)
The unknown functions in this line element are the ones we need to find in order to describe
the spacetime as generated by a rotating disk. Although this gives us a metric to start out
with, there are still some concepts that are required in the study ahead, which will now be
provided.
2.4 The locally non-rotating observer
We start out with the line element as developed in the previous section:
ds2 = ev−w(udz2 + dr2) + r2e−wdφ2 − ew(dt−Ndφ)2 (2.37)
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where v, w, u and N are all functions of the coordinates r, z. In the works of Cooperstock
and Tieu they generally preform a local coordinate transformation at this point that di-
agonalizes the metric. This introduces the locally non-rotating observer as described in
[Bar70, BPT72]. Here we’ll go about introducing it in a slightly different way.
In order to simplify the introduction of the locally non-rotating observer in [Bar70], the
(t, φ) part of the metric is written in the form
ds2(t,φ) = −e2νdt2 + e2ψ(dφ− ωdt)2 (2.38)
We would like to get the (t, φ) part of our metric on the form (2.38), but for now it
looks like:
ds2(t,φ) = −ew(dt−Ndφ)2 + r2e−wdφ2 (2.39)
By expanding the paranthesis in both (2.38) and (2.39) and equating them, we should get
expressions defining e2ν , e2ψ and w.
−e2νdt2 + e2ψdφ2 − 2e2ψωdφdt+ e2ψω2dt2 = −ewdt2 + 2Newdφdt− ewN2dφ2 + r2e−wdφ2
Reading directly off from this relation, we get the following set of equations:
− e2ν + e2ψω2 = −ew
e2ψ = −N2ew + r2e−w
− e2ψω = New
(2.40)
The second line immediatly gives us e2ψ:
e2ψ = −N2ew + r2e−w (2.41)
Inserting this in the last line we get ω:
ω =
New
N2ew − r2e−w (2.42)
With e2ψ and ω known, we can find e2ν explicitly from the first line. We don’t need to know
it explicitly for the calculations ahead, so we’ll just settle with the following expression for
it
e2ν = ew + e2ψω2 (2.43)
So with these definitions our original line element (2.37) takes the form
ds2 = ev−w(udz2 + dr2) + e2ψ(dφ− ωdt)2 − e2νdt2 (2.44)
A way for an observer to measure her velocity “locally” (i.e. for all φ) is then described by
the following thought experiment from [Bar70]. Imagine sending photons along a circular
path, along a circular mirror, say, in the plane with r, z = const. Some of the photons
are emitted in a forward direction (dφ > 0) and some in a backward direction (dφ < 0).
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Depending on the angular velocity of the observer, given by Ω = dφ/dt as measured by
a distant stationary observer, two photons emitted at the same time will either arrive
simultaneously or at different times.
For the observer to be locally non-rotating, the photons has to arrive back at the
observer simultaneously.
Let’s call the time a photon takes from it leaves the observer till it reaches her again
T± where T+ is the time it takes if emitted in the forward direction, and T− the time it
takes in the negative direction.
During the time T± the observer moves through an angle
∆φO = ΩT±
the photons will move an entire round (±2π) in either direction pluss the distance the
observer has moved during the same time, thus
∆φγ = ∆φO ± 2π = ΩT± ± 2π
For photons the line element ds2 = 0 and so (2.44) now takes the form
0 = e2ψ(dφ− ωdt)2 − e2νdt2 ⇒ e2νdt2 = e2ψ(dφ− ωdt)2 (2.45)
Taking the square root and keeping both positive and negative solutions we get
±eνdt = eψ(dφ− ωdt)
We now want to separate the time and space parts so we can integrate:
±dt = eψ−νdφ− ωeψ−νdt
(±1 + ωeψ−ν)dt = eψ−νdφ∫ T±
0
dt =
∫ ΩT±±2π
0
eψ−ν
±1 + ωeψ−ν dφ
T± =
ΩT± ± 2π
±1 + ωeψ−ν e
ψ−ν
Solving this for T± we get the time a photon takes on one round to get back to the observer:
±T± + T±ωeψ−ν = ΩT±eψ−ν ± 2πeψ−ν
T±(±1 + ωeψ−ν − Ωeψ−ν) = ±2πeψ−ν
T± =
±2πeψ−ν
±1 + ωeψ−ν − Ωeψ−ν
From this we end up with the time a photon uses on one round:
T± =
2πeψ−ν
1∓ (Ω− ω)eψ−ν (2.46)
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With this with can proceed to find the proper time of the observer from she emits a photon
till she receives it again. From our choice of metric signature the line element for a timelike
observer is ds2 = −dτ 2 where τ is proper time.
For our observer with dr = dz = 0 we get
−dτ 2 = −e2νdt2 + e2ψ(dφ− ωdt)2
= −e2νdt2 + e2ψ(Ωdt− ωdt)2
= −e2νdt2 + e2ψ(Ω− ω)2dt2
(2.47)
where we in the second line used the relation Ω = dφ/dt. In order to integrate, we write
dτ 2 = [e2ν − e2ψ(Ω− ω)2]dt2
±dτ =
√
e2ν − e2ψ(Ω− ω)2dt
±dτ =
√
1− e2(ψ−ν)(Ω− ω)2eνdt
(2.48)
This can now be integrated, and if we call the total proper time τ± we get∫ τ±
0
±dτ =
∫ T±
0
√
1− e2(ψ−ν)(Ω− ω)2eνdt
±τ± =
√
1− e2(ψ−ν)(Ω− ω)2eνT±
(2.49)
By inserting the equation for the photon time from (2.46), we get
±τ± = 2πeψ
√
1− e2(ψ−ν)(Ω− ω)2
1∓ eψ−ν(Ω− ω)
±τ± = 2πeψ
√
(1± eψ−ν(Ω− ω))(1∓ eψ−ν(Ω− ω))
±√(1∓ eψ−ν(Ω− ω))(1∓ eψ−ν(Ω− ω))
(2.50)
Simplifying this expression yields our desired result:
τ± = 2πe
ψ
√
1± eψ−ν(Ω− ω)
1∓ eψ−ν(Ω− ω) (2.51)
By the equality τ+ = τ− we end up with the equation
eψ−ν(Ω− ω) = 0 (2.52)
as a requirement for the locally non-rotating observer (LNRO). This clearly shows that the
angular velocity as seen from infinity of the LNRO is ω.
This also adresses the objections raised in [MM06] that the angular velocity ω which is
used by Cooperstock and Tieu is in fact the frame-dragging experienced by a zero angular
momentum test particle in the reference frame described by (2.37). Although correct in the
original reference frame, in the locally non-rotating frame (LNRF), however, our analysis
clearly shows the angular velocity is given by ω, and the tangential velocity thus by V = rω.
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Figure 2.2: Space-time is separated by a hypersurface with unit normalvector n.
2.5 Israel’s Formalism
The mathematical formalism to deal with surfaces in general relativity has been developed
by Israel (ref.), and can be useful to investigate discontinuities in solutions. In the following
we will consider to areas separated by a surface of discontinuity. The field equations
are satisfied on both sides of the surface and the line-element on the ± side will read
ds2± = g
±
µνdx
µ
±dx
ν
±.
In what follows we use the following rules for indices: greek indices µ, ν run from 0−4,
whereas latin indices such as i, j only run over three dimensions but are not necessarily
limited to only spatial dimensions.
The induced line element on the surface will be denoted dσ2 = hijdx
idxj. We next
consider a unit normal vector n of the surface to point in the direction of the positive part
of space-time (see fig. 2.5).
Since our surface will be embedded in the normal four-dimensional space-time we are
interested in it’s extrinsic curvature, rather then it’s intrinsic curvature. The difference
between the two is that intrinsic curvature of a space is that which can only be measured
by an observer who is a part of said space, i.e. restricted to the (dimensions of) the space,
2.5 Israel’s Formalism 27
whereas extrinsic curvature of a space is that which can be measured by an observer not
thusly restricted.
Whereas the intrinsic curvature of space-time is described by curvature tensors such
as the Riemann and Ricci tensors, we can define an extrinsic curvature tensor for our
surface. Letting the covariant derivative be taken in the full space-time and keeping with
the convention from [GH07] we use the definition
Kab = −eb · n;a (2.53)
Since we’ve already decided that n is normal to our surface, it follows that it’s also normal
to the basisvectors eb on the surface. Thus we have that (eb · n);a = 0, which, using the
product rule, gives us that −eb · n;a = n · eb;a. We can then write the curvature tensor as
Kab = n · eαΓαba = nαgαβΓβba = nαΓαba (2.54)
where we’ve used that n = nαeα.
We now need to relate the properties of the surface to Einstein’s field equations. Only
the results are of relevance here, so we won’t give a detailed derivation of them (which
can be found in [GH07]). Some underlaying assumptions and definitions, however, are
necessary.
First off, the energy-momentum tensor is allowed to be discontinous on the surface,
as well as the derivative of the metric. The metric itself, however, must be continous
everywhere. The energy-momentum tensor of the surface is defined as the integral of the
surface thickness as it goes to zero, and it has to “live” on the hypersurface. This is known
as the thin-shell approximation.
We’ll also need to introduce some new notation. Let T be a tensor with T+ on the
positive side and T− on the negative. Then we have
[T ] ≡ T+ − T−, {T} = 1
2
(T+ + T−) (2.55)
The final result relating the extrinsic curvature tensor with the energy-momentum
tensor of the surface is known as Lanczos equation and can be cast as
[Kij]− hij [K] = ǫκSij (2.56)
were ǫ = 0,±1 is the norm of n, K = Kii and κ = 8πG.
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Chapter 3
A First Approach: The
Cooperstock-Tieu Model
A simple model for a galaxy based on general relativity has been proposed and discussed by
F. I. Cooperstock and S. Tieu ([CT05a, CT05b, CT06]) and others ([BG06]) with varying
conclusions. In this model the galaxy is considered a uniformly perfect pressureless fluid
rotating symmetrically about an axis.
It should be notet that in the work of Cooperstock and Tieu, they make use of a
non-linear weak-field approximation. Although such an approximation may serve to give a
feeling for the usefulness of applying General Relativity to the problem at hand (as the work
of Cooperstock and Tieu certainly does), it is the opinion of the author that in the final say
the full, exact theory should be brought to bear on the problem. Furthermore, the work of
Balasin and Grumiller [BG06] shows that in this model the exact solution doesn’t deviate
very much from the approximation method in the set of differential equations derived from
the field equations.
We will in this chapter start out with a review of the model from the work of Coop-
erstock and Tieu. In the next chapter we will consider the same model with the exact
solution, including the work of Balasin and Grumiller, all while comparing with the weak
field approximation. Finally we will compare the results with some data and look at what
improvements can be done to the model, and if any, what improvements must be done.
3.1 The Field Equations
Since the galaxy is modelled as a pressurefree perfect fluid, the only non-zero component
of the energy-momentum tensor is T00 = ρ.
In the weak-field approximation scheme by Cooperstock and Tieu, they take the un-
known function u(r, z) in (2.37) to be unity to the required order. With that line element
and the energy-momentum tensor of a perfect pressureless fluid, the get the following field
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equations:
2rv,r +N
2
,r −N2,z = 0
rv,z +N,rN,z = 0
N2,r +N
2
,z + 2r
2(v,rr + v,zz) = 0
N,rr +N,zz − N,r
r
= 0(
w,rr + w,zz +
w,r
r
)
+
3
4
r−2(N2,r +N
2
,z)
+Nr−2
(
N,rr +N,zz − N,r
r
)
− 1
2
(v,rr + v,zz) = 8πGρ
(3.1)
Inserting the fourth equation in the last yields(
w,rr + w,zz +
w,r
r
)
+
3
4
r−2(N2,r +N
2
,z)−
1
2
(v,rr + v,zz) = 8πGρ (3.2)
Re-arranging the third equation gives
1
4
N2,r +N
2
,z
r2
= −1
2
(v,rr + v,zz) (3.3)
which leaves us with (
w,rr + w,zz +
w,r
r
)
+ r−2(N2,r +N
2
,z) = 8πGρ (3.4)
Observing that none of the function we work with here depend on φ we see that the first
part is just the Laplacian of the function w:
∇2w + N
2
,r +N
2
,z
r2
= 8πGρ (3.5)
By constraining us to the co-moving frame with 4-velocity as
Uµ = δµ0 (3.6)
the term ∇2w can be eliminated. There are two ways to do this. First, in [CT05a] the
geodesic equation is invoked for the fluid elements, i.e.
dUα
dλ
+ ΓαµνU
µUν = 0 (3.7)
Since Uα is a constant the first term disappears. The second term is
Γα00δ
0
0δ
0
0 = Γ
α
00 = 0 (3.8)
which applies for all α. We can calculate the necessary connections from the equation
Γαµν =
1
2
gαβ [gµβ,ν + gνβ,µ − gµν,β] (3.9)
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Setting µ, ν both zero gives us
Γα00 =
1
2
gαβ [g0β,0 + g0β,0 − g00,β] (3.10)
All the functions in the metric are time independent, which leaves us with
Γα00 = −
1
2
gαβg00,β (3.11)
The only components on which the metric depends are the r and z components, the 1st and
3rd respectively. Furthermore the component g13 is zero, leaving us with two components
of the connection:
Γ100 = −
1
2
g11g00,1 = 0
Γ300 = −
1
2
g33g00,3 = 0
(3.12)
We can represent the metric with a matrix as follows
gµν =


−ew 0 New 0
0 ev−w 0 0
New 0 r2e−w − ewN2 0
0 0 0 ev−w

 (3.13)
To get the contravariant components, we invert the matrix:
gµν =


N2ew
r2
− e−w 0 New
r2
0
0 −e−w 0 0
New
r2
0 e
w
r2
0
0 0 0 ew−v

 (3.14)
To get the components of the connection we now simply read off and differentiate as
needed. The result is
Γ100 =
w,r
2
= 0
Γ300 =
e2w−vw,z
2
= 0
(3.15)
The first equation gives w,r = 0 and the second w,z = 0 (since the exponential function
never is zero). Since both first derivatives are zero, it follow that all higher derivatives also
must be zero, and thus ∇2w = 0.
In [CT05b] the show already at the outset that w itself is zero, as follows from the
4-velocity identity:
gµνU
µUν = gµνδ
µ
0 δ
ν
0 = g00 = −1 (3.16)
and from (3.13), we get that
ew = 1 (3.17)
which can only hold true if w = 0.
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3.2 Solving the Equations
With the elimination of w, the field equations for N and the density ρ are reduced to
N,rr +N,zz − N,r
r
= 0
N2,r +N
2
,z
r2
= 8πGρ
(3.18)
By finding N from the first equation, we can derive the density distribution from the second
one. The first one, however, is expressed by Cooperstock and Tieu as
∇2Φ = 0 (3.19)
where
Φ ≡
∫
N
r
dr ⇒ N = rΦ,r (3.20)
We can show that this transformation will lead from Laplace’s equation for Φ to the
equation for N given in (3.18). First we substitute the definition for Φ from (3.20) into
Laplace’s equation for Φ:
Φ,zz + Φ,rr +
Φ,r
r
= Φ,zz − N
r2
+
N,r
r
+
N
r2
= 0 ⇒ Φ,zz = −N,r
r
(3.21)
From the definition of Φ we get another expression for Φ,zz, which we then equate with the
one we just got:
Φ,zz =
∫
N,zz
r
dr = −N,r
r
(3.22)
Differentiating both sides w.r.t. r gives
N,zz
r
=
N,r
r2
− N,rr
r
(3.23)
Multiplying through with r and re-arranging gives
N,zz +N,rr − N,r
r
= (3.24)
which is the equation for N we got from the field equations. By approximating equation
(2.42) for the weak field it can be written as
ω ≈ N
r2
(3.25)
and with V = ωr we can thus write
V = Φ,r (3.26)
The solution to Laplace’s equation in cylindrical coordinates is given in appendix A for a
general function Φ(r, φ, z). In equation (3.19), however, the function Φ = Φ(r, z), so we
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can put the separation constant m = 0. Doing so yields the following general solution of
equation (3.19):
Φ(r, z) = (Ae−kz +Bekz)(EJ0(kr) + FY0(kr)) (3.27)
The reason for choosing the exponential solution for the z-part is so that we can supress
the solution for large z. This also excludes ekz as a solution for z > 0 and similarily e−kz
for z < 0. The way Cooperstock and Tieu handles this is by setting z → |z|.
As for the Bessel functions we have that |Yk(kr)| → ∞ for r → 0, and is thus not an
acceptable solution, leaving only J0(kr). The final result is
Φ(r, z) = Ce−k|z|J0(kr) (3.28)
where we’ve combined the integration constants A and E into C. Since this solution is
valid for arbitrary values of k, we can use the superposition principle to combine several
solutions. In keeping with Cooperstock and Tieu we write
Φ(r, z) =
∑
n
Cne
−kn|z|J0(knr) (3.29)
From this we finally get the expression for the tangential velocity from (3.26):
V (r, z) = Φ,r = −
∑
n
Cnkne
−kn|z|J1(knr) (3.30)
The constants Cn and kn are indetermined and can be used to fit the velocity curve to
observations, as is done for the galaxies NGC 3031, NGC 3198, NGC 7331 as well as the
Milky Way by Cooperstock and Tieu.
The density distribution is now given directly from the 00-component of the field equa-
tions:
ρ(r, z) =
N2,r +N
2
,z
8πGr2
(3.31)
An expression for the function N(r, z) can be found if we remember that V = N/r which
gives
N(r, z) = −
∑
n
Cnknre
−kn|z|J1(knr) (3.32)
Using the following recursion relation for the Bessel functions [Boa83, page 514]
d
dr
{rmJm(r)} = rmJm−1(r) (3.33)
we get
N,r = −
∑
n
Cnk
2
nre
−kn|z|J0(knr) (3.34)
For N,z we must take special care due to the occurence of |z|. We note that the derivative
of this function can be written as
d|z|
dz
= 2H(z)− 1 (3.35)
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where H(z) is the standard Heaviside function except with H(0) undefined. Thus N,z can
be written as
N,z =
∑
n
Cnk
2
nre
−kn|z|J1(knr)(2H(z)− 1) (3.36)
We furthermore note that
(2H(z)− 1)2 = 1 (3.37)
resulting in the density distribution given as
ρ(r, z) =
1
8πGr2


[∑
n
Cnk
2
nre
−kn|z|J0(knr)
]2
+
[∑
n
Cnk
2
nre
−kn|z|J1(knr)
]2
 (3.38)
The parameters in this equations (Cn, kn) are the same as used in the expression for the
rotational velocity, and so in order to be able to get a proper plot of the density distribution,
these parameters are required. That also leaves out the possibility of a schematic plot.
Chapter 4
Exact Solutions of the
Cooperstock-Tieu Model
As it turns out, for the model in question, the exact field equations are not much different
from the weak field approximation. In this chapter we examine the exact solution closer.
We start by following the same procedure as for the weak solution, but replacing the weak
equations with their exact counterparts. Afterwards we examine another form of the exact
solution as presented in [BG06].
4.1 Solution with Exact Field Equations
The exact field equations for our metric in question is given as
rv,z +N,rN,z = 0
2rv, r +N2,r −N2,z = 0
v,rr + v,zz +
1
2r2
(N2,r +N
2
,z) = 0
N,rr − 1
r
N,r +N,zz = 0
1
r2
(N2,r +N
2
,z) = κρe
v
(4.1)
and we note the similarity with the perturbative equations. We also remember the expres-
sion for the angular velocity:
ω = − N
r2 −N2 ⇒ V = rω = −
rN
r2 −N2 (4.2)
Again the tangential velocity only depends on the unknown function N(r, z), and again we
have an equation for that, which happens to be the same as for the perturbative solution:
N,rr − 1
r
N,r +N,zz = 0 (4.3)
36 Exact Solutions of the Cooperstock-Tieu Model
Using the solution we’ve already found we have that
N(r, z) = −
∑
n
Cnknre
−kn|z|J1(knr) (4.4)
Setting z = 0 and putting this into the equation for the tangential velocity, we get
V (r, z = 0) =
∑
n
Cnknr
2J1(knr)
r2 − C2nk2nr2J21 (knr)
(4.5)
This equation is hard to give a schematic plot of, as it requires fine tuning of the parameters
to have any meaning. When fitting the models to the data, this will be done.
For the density, notice that it is the same as before, with the exception of being multi-
plied by exp(−v).
4.2 The Exact Solution of Balasin and Grümiller
So far our results have been based on the approximation scheme used by Cooperstock and
Tieu. Yet some work on the same model has also been done using the exact solutions of
the field equations [BG06]. Here the functions w(r, z) and u(r, z) in (2.37) is set to 0 and
1 respectively from the outset. The line element thus becomes
ds2 = −(dt−Ndφ)2 + r2dφ2 + ev(dz2 + dr2) (4.6)
The field equations are presented as
rv,z +N,rN,z = 0
2rv, r +N2,r −N2,z = 0
v,rr + v,zz +
1
2r2
(N2,r +N
2
,z) = 0
N,rr − 1
r
N,r +N,zz = 0
1
r2
(N2,r +N
2
,z) = κρe
v
(4.7)
Rather than introducing the transformation Φ = rN,r, Balasin and Grümiller choose to
attack the equation for N directly:
N,rr − 1
r
N,r +N,zz = 0 (4.8)
The method they use for solving this is the same as we used in Appendix A: separation of
variables. Writing N(r, z) = R(r)Z(z) they choose a negative separation constant so that
Z,zz = −λ2Z with λ > 0 being real.
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The final expression they get for N(r, z) is
N(r, z) =
V0r
2
2
∫ ∞
0
dxC(x)
∑
±
((z ± x)2 + r2)− 32 (4.9)
where V0 is a constant and C(x) is a spectral density. In [BG06] they proceed to propose
a simple expression for the spectral density given by
C(x) = (x− r0)(H(x− r0)−H(x+R)) + (R− r0)H(x− R) (4.10)
where r0 and R are as of yet undetermined parameters, and H(x) is Heaviside’s step
function. Inserting this expression into (4.9) and integrating they get
N(r, z) = V0(R− r0) + V0
2
∑
±
(√
(z ± r0)2 + r2 −
√
(z ± R)2 + r2
)
(4.11)
We’ve previously found the expression for the angular velocity of our observer to be
given by
ω =
N
N2 − r2 (4.12)
and the tangential velocity as v(r, z) = rω(r, z). The tangential velocity can thus be
approximated to
V (r, z) ≈ N(r, z)
r
(4.13)
for r > N(r, z). The expression for the rotational velocity in the galactic plane thus
becomes
V (r, 0) =
V0
r
(
R− r0 +
√
r20 + r
2 −
√
R2 + r2
)
(4.14)
This velocity is plotted schematically in figure 4.2.
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Figure 4.1: A schematic plot of the rotation curve from [BG06].
Chapter 5
Comparing with Data
The final task in this thesis is to compare our results with actual observational data. We
will use data for the galaxy NGC 3198 as provided by [A+85] and here given in table 5.1.
A picture of the galaxy is also given in figure 5.1. Since the distance from the center of
the galaxy is given in arcminutes we need to convert this to a distance we can use in our
plots. First we note that one arcminute is (1/60)◦. This can be converted to radians by
multiplying be π/180◦, which gives 1
′
= π/10800. The distance is given as an angle, and
is actually the separation between two points in the sky as seen from Earth. It doesn’t
actually specify the real distance between said points, which will depend on their distance
from us.
One advantage here is that the angles are extremely small, allowing for a few simpli-
fications to be made. Consider figure 5.2 where two points are separated by a distance r
which corresponds to an angle θ as seen by the observer.
The first approximation due to the large distance d is that the triangle can be treated
as a right triangle. From standard trigonometry the figure gives
r
d
= tan(θ) ⇒ r = d tan(θ) (5.1)
The second approximation is due to θ being such a small angle, which allows us to set
tan(θ) ≈ θ. Using then that θ in radians is given as θ = (π/180◦) · arcmin results in
r = d · π
180◦
·
(
arcmin
60
)◦
(5.2)
The distance to NGC 3198 is given (also by [A+85]) as 9.2Mpc. This formula is used in
the computer code to convert the data in table 5.1. The result is plotted in figure 5.3.
In order to fit the relativistic models to the data, we used MATLAB’s curve fitting tool.
The code used to do the fitting is given in appendix C. Figure 5.4 shows the data plotted
together with the models fitted.
In C.4 is the resulting output from running the MATLAB files that fit the data. It
shows the coefficients of the fits as well as the goodness of the fits.
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Figure 5.1: The galaxy NGC 3198. David W. Hogg, Michael R. Blanton, and the Sloan
Digital Sky Survey Collaboration. c©2006 Michael R. Blandton & David
W. Hogg.
d (distance)
(separation)
r
separation angle
observer
θ
Figure 5.2: A schematic representation of the relationship between the separation of
two points and their distance from the observer.
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Figure 5.3: Observational data of the rotational velocity as a function of radial distance
in the galactic plane of NGC 3198.
42 Comparing with Data
Dist.from center (arcmin) Velocity (km/s) Dist. from center Velocity (km/s)
0.25 55 4.5 153
0.50 92 5.0 154
0.75 110 5.5 153
1.00 123 6.0 160
1.25 134 6.5 149
1.50 142 7.0 148
1.75 145 7.5 146
2.00 147 8.0 147
2.25 148 8.5 148
2.50 152 9.0 148
2.75 155 9.5 149
3.00 156 10.0 150
3.50 157 10.5 150
4.0 153 11.0 149
Table 5.1: Albada et al.
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Some things worth noting. To fit the Cooperstock and Tieu model to our data, we use
ten terms in the solution, just as they did. For the exact counterpart of the same model,
however, only six terms are used.
Another thing is the attempted fit of the Balasin and Grümiller model. In [BG06] they
take the paramters to be V0 ≈ 200 km/s, r = 1 kpc and R = 100 kpc. From the output of
the fitting using these three as free fitting paramters, the V0 differs quite significantly from
[BG06]. It should be noted, however, that Balasin and Grümiller does not do any fitting
the way it’s done here. Furthermore, better fits to data than achieved in this thesis should
not be ruled out.
The solution in [BG06] involved finding a spectral density, with a rather simple example
provided for pedagogical reasons. As it was pointed out, other expressions for the spectral
density could improve on the model further. For one thing we note the intrinsically different
behaviour of this and the Cooperstoc-Tieu solutions: this one does not oscillate at all,
whereas the others does, which also seems to be more in line with the behaviour of the
data.
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Chapter 6
Problems and Unanswered Questions
If you’re going to be worried everytime the Universe doesn’t make sense, you’re going to
be worried every moment of every day for the rest of your natural life.
-G’Kar, Babylon 5, ep. 4x02
Not unexpectedly, some criticism of the model by Cooperstock and Tieu has been
forwarded. A part of this deals with the approximation scheme employed in the original
work. Since we have provided exact solutions, this criticism is of less importance, and the
main focus on this chapter will thus be elsewhere.
6.1 The Surface at z = 0
The first problem, and perhaps the one which has gotten the most attention, is that of
the matter distribution which results from the transformation z → |z|. As noted in the
previous section, we have to take special care when dealing with absolute values. In our
case, this is especially important for the function N(r, z) when derivating with respect to
z. We found that
N,z =
∑
n
Cnk
2
nre
−kn|z|J1(knr)(2H(z)− 1) (6.1)
Derivating again with respect to z we first note that
dH(z)
dz
= δ(z) (6.2)
where δ(z) is the standard Dirac delta function. Using the product rule we now get
N,zz = −
∑
n
Cnk
3
nre
−kn|z|J1(knr)(2H(z)− 1)2 +
∑
n
Cnk
2
nre
−kn|z|J1(knr) · 2δ(z) (6.3)
In the previous section we also found that
N,r = −
∑
n
Cnk
2
nre
−kn|z|J0(knr) (6.4)
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Derivating this again with respect to r we get
N,rr =
∑
n
Cnk
3
nre
−kn|z|J1(knr) (6.5)
We remember the field equation for N(r, z) was given as
N,zz +N,rr − N,r
r
= 0 (6.6)
By inserting our results, however, we discover a problem:
N,zz +N,rr − N,r
r
=
∑
n
2Cnk
2
ne
−kn|z|J1(knr)δ(z) (6.7)
That is, this solution is fulfilled for all z except for z = 0, where there will be a discontinuity.
Since we have a surface where the metric, as given by the function N(r, z), doesn’t fulfils
Einstein’s Field Equations, we can derive the energy-momentum tensor of the surface by
use of Israel’s metric junction method as described in chapter 2.
We start by consider a unit-vector normal to the surface. Since the surface is in the
z = 0-plane, we can choose a unit normal-vector equal to the unit vector in the z-direction.
Spacetime at z > 0 will thus be considered as the positive part, and at z < 0 the negative
part. Both space-times will be also be assumed to be identical.
Since the normal unit-vector n is in the z-direction, it can only have one component,
thus
n = (0, 0, 0, nz) = nzez (6.8)
The normalization requirement
n · n = gµνnµnν = gzz(nz)2 = 1 (6.9)
gives
nz =
1√
gzz
=
1
e
v
2
= e−
v
2 (6.10)
We can now find the component of the curvature tensor of the surface given by
Kij = nαΓ
α
ij, i, j ∈ (t, r, φ), α ∈ (t, r, φ, z) (6.11)
First we need to lower the index on the component of the normal vector, which is rather
simple using the metric tensor:
nz = gzβn
β = gzzn
z =
gzz√
gzz
=
√
gzz = e
v
2 (6.12)
Turning now to the formula for the connection, which in it’s most general form is given as
Γαµν =
1
2
gαβ[gµβ,ν + gνβ,µ − gµν,β] (6.13)
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The first thing we notice in (6.11) is that it reduces to
Kij = nzΓ
z
ij (6.14)
since n only has one component. Noticing also that there are no cross-terms in the metric
with z coordinate, the formula for the connection reduces to
Γzij =
1
2
gzz[giz,j + gjz,i − gij,z] (6.15)
We now immediately realize that the first to terms in the brackets dissapear, as the indices
i, j don’t include the z component. Thus
Γzij = −
1
2
gzzgij,z (6.16)
Inserting this into (6.14) we get
Kij = −nz
2
gzzgij,z = −1
2
e
v
2 e−vgij,z = −e
− v
2
2
gij,z (6.17)
In order to use Lanczos’ equation we need to find the trace of this tensor. We use gµν to
raise one of the indices:
Kij = g
iµKµj = g
ikKkj (6.18)
since Kzj = 0 ∀ j. Since we’re going to need both gµν and gµν we’ll restate them here:
gµν =


−1 0 N 0
0 ev 0 0
N 0 r2 −N2 0
0 0 0 ev

 , gµν =


N2
r2
− 1 0 N
r2
0
0 −1 0 0
N
r2
0 1
r2
0
0 0 0 e−v

 (6.19)
The trace of the curvature tensor is explicitly given by
K = Kii = K
t
t +K
r
r +K
φ
φ (6.20)
and thus we have the components of the mixed curvature tensor we need to find. The
components of equation (6.17) can be explicitly written as
Kij = −e
− v
2
2

 0 0 N,z0 v,zev 0
N,z 0 −2NN,z

 (6.21)
The mixed components needed for the trace are
Ktt = g
tiKit = g
tφKφt + g
ttKtt = −e
− v
2
2
[
N
r2
N,z +
(
−1 + N
2
r2
)
· 0
]
= −NN,z
2r2
e
−v
2
Krr = g
rrKrr = −e
− v
2
2
[−1 · v.zev] = v,z
2
e
v
2
Kφφ = g
φtKtφ + g
φφKφφ = −e
− v
2
2
[
N
r2
·N,z + 1
r2
· (−2NN,z)
]
=
NN,z
2r2
e−
v
2
(6.22)
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Adding these together we get
K = Kii =
v,z
2
e
v
2 (6.23)
We are now ready to use Lanczos’ equation to find the surface energy-momentum tensor.
Since we have the same space-time both above and below the surface the curvature tensor
above and below differ only in sign, thus
K+ij = −K−ij ⇒ [Kij ] = K+ij −K−ij = 2K+ij (6.24)
From Lanczos’ equation we now get
2(K+ij − hijK) = κSij ⇒ Sij =
2
κ
(
K+ij − hijK
)
(6.25)
The energy-density is given by the tt-component:
Stt =
2
κ
(Ktt − httK) = 2
κ
(
0− (−1) · v,z
2
e
v
2
)
=
v,z
κ
e
v
2 (6.26)
In order to compare with Cooperstock and Tieu we need to find the mixed tt-component:
Stt = g
ttStt + g
tφSφt (6.27)
Sφt is given by
Sφt =
2
κ
(Kφt − hφtK)
=
2
κ
(
−e
− v
2
2
N,z −N v,z
2
e
v
2
)
= −e
v
2
κ
(
N,ze
−v +Nv,z
)
(6.28)
We now get
Stt =
(
N2
r2
− 1
)
v,z
κ
e
v
2 − N
r2
e
v
2
κ
(
N,ze
−v +Nv,z
)
= −e
v
2
κ
(
v,z +
NN,z
r2
e−v
) (6.29)
This can be compared to the results of [CT05b]
κStt =
N [N,z]
2r2
− [v,z]
2
(6.30)
Noting from equation (6.24) that N,z is the same as [N,z]/2, and same for v,z in our
expression.
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This situation can be compared to the one we had when reviewing the classical models,
specifically the disk models.
In those models the Newtonian potential outside an infinitly thin disk was considered,
and solved for through Laplace’s equation. Gauss’ theorem was applied to the surface, and
the surface density generating the potential was found. From this a general surface density
was considered, and a way to find the potential being generated by a surface with such
density was shown.
Here we’ve found an explicit expression for the surface density of a surface which sepa-
rates two spacetimes as described above. Although it would require some work, using the
relativistic surface density found here, the Newtonian potential generated by such a surfac
could be found, and through that the rotational velocity.
Another thing to note is that so far there’s been no explicit use of the properties of
the original energy-momentum tensor. This makes is possible to interpret the galaxy as
an infinitely thin surface with energy-momentum tensor Sij, i, j ∈ t, r, φ which generates
the two vaccum spacetimes as described by the field equations given previously (then with
Ttt = 0).
The interpretation in eg. [CT05b] differs somewhat. A comparison of the mass resulting
from integrating Stt over the surface with the mass from integrating ρ(r, z) over the galactic
volume which shows the two masses to be nearly equal. This leads Cooperstock and Tieu
to conclude that there is no physical mass in the plane, and that the two masses are simply
two different ways of calculating the same mass, connected by Gauss’ theorem.
6.2 Asymptotic behaviour and velocity dispersion
The primary results has been concerned with finding expressions for the rotational curves
inside the galaxies. What happens outside the galaxies has not been properly adressed.
The natural assumption is that at some point the metric would have to go into a vacuum
solution, such as the Kerr metric. Attempting to simply “glue together” the interior solution
with an exterior solution could result in another surface with it’s own surface density,
similar to that described in the previous section.
In [CT06] this requirement becomes unecessary as it is pointed out that the models in
question are global dust models with density eventually dying out. From the approximate
solution the density was given as:
ρ(r, z) =
N2,r +N
2
,z
8πGr2
(6.31)
For this to be zero both N,r and N,z must be zero, implying that N(r, z) = constant.
The same model had the rotational velocity as V (r) = N/r, which means that in the
“effective vacuum” part of the solution, the velocity falls as 1/r. As shown in [CT06], the
fall-off impacts the continues accumulation of mass in the “effective vacuum” part, så other
possible fall-offs may be investigated further.
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This is also connected with rotation curves outside of the galactic plane, i.e. for z > 0
or z < 0. As it is shown, the velocity dispersion (how the velocity changes at a given radius
for varying z) also depends on the fall-off profile.
Chapter 7
Conclusion
The work done in this thesis can be considered but a scratch in the proverbial surface.
If nothing else has come of it, an incentive to use general relativity for further study of
galactic dynamics should at least have been provided.
The model developed by Cooperstock and Tieu uses a non-linear weak field approx-
imation, which seems somewhat odd given that the argument is that relativistic effects
are what is being sought after. Granted, their results do not differ significantly from the
exact version, at least not as far as the rotational velocity goes. Using the exact version,
however, might have avoided some of the criticism raised, and at times misunderstood,
by some. Although it may be obvious to some, not all of us a readily familiar with the
somewhat esoteric ways used in this work by Cooperstock and Tieu (CT).
Despite CT’s insistence on working with a perturbative method, the exact field equa-
tions do not differ much. Finding solutions to them on the other hand, differs somewhat.
While a straightforward generalization of CT’s procedure for solving the equations pro-
vided us with a solution to N(r, z) separable in the variables r and z, the work of Balasin
and Grümiller gave a non-separable solution of the same equation. Both solutions fit well
with the data, although with obvious differences. Whereas the CT solutions (bot approx-
imation and exact) yields oscillating solutions, the BG solution offer a steady and stable
curve.
As mentioned initially, we have barely scratched the surface. The possibility for more
work in the area is vast. Some suggestions may be in order. The surface at z = 0 could
deserve some more examination, not only in terms of application to the problem of galactic
dynamics, but as stand-alone subject. Attempts to find more general solutions should
always be something to reach for. In this case a couple of reasons immediately comes to
mind. First, and perhaps most obvious, circular orbits are only approximations. Real orbits
are more likely elliptical to some extent. Another problem deals with galactic evolution.
Galaxies are not ready made objects, unchangeable. They are constantly evolving, from
irregular gas clouds to all kinds of different shapes. Attempting to model the full evolution
of a galaxy using general relativity may sound like a daunting task, but could provide
valuable insight into many areas.
To finish, a few words on dark matter may be apropriate. Both the work of CT and BG
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suggests that the amount of dark matter may be reduced to various extents in galaxies.
Since their models still require more work before any definite conclusion may be drawn,
we can still only speculate. Should it in the future, however, turn out that the amount of
dark matter in galaxies may be reduced partially or completely, it would be a devastating
blow to the dark matter hypothesis indeed, but not necessarily a death blow. Dark matter
still plays a significant role in modern cosmological models such as the ΛCDM model.
To conclude. The dark matter hypothesis is safe, but a potential challenger could be
in the making. It will be a long and trying journey for any attempt to put the dark
matter hypothesis to rest, with victory not guaranteed, as it should be, but to dismiss this
newcomer off-hand would be quite against the spirit of Scientific Inquiry.
Appendix A
Solution of Laplace’s Equation in
Cylindrical Polar Coordinates
Laplace’s equation is given by
∇2Φ = 0 (A.1)
In cylindrical polar coordinates the Laplacian takes the form
∇2 = 1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂φ2
+
∂2
∂z2
(A.2)
We use the technique of separation of variables, so we rewrite our function Φ(r, φ, z) on
the form
Φ(r, φ, z) = ρ(r)ϕ(φ)ζ(z) (A.3)
Applying the Laplacian to this then gives
∇2Φ = ϕζ 1
r
∂
∂r
(
r
∂ ρ
∂r
)
+ ρζ
1
r2
∂2ϕ
∂φ2
+ ρϕ
∂2ζ
∂z2
=
1
ρ
∂2ρ
∂r2
+
1
ρr
∂ρ
∂r
+
1
ϕr2
∂2ϕ
∂φ2
+
1
ζ
∂2ζ
∂z2
= 0
(A.4)
We now observe that the last term only depends on z, while the others depend on r and
φ. The separation constant can be taken to be both ±k2, which gives:
1
ζ
∂2ζ
∂z2
=
{
k2
−k2
}
1
ρ
∂2ρ
∂r2
+
1
ρr
∂ρ
∂r
+
1
ϕr2
∂2ϕ
∂φ2
+
{
k2
−k2
}
= 0
(A.5)
The solution to the first equation depends on the sign of the separation constant:
ζ(z) =
{
A+e
−kz +B+e
kz
A− sin kz +B− cos kz
}
(A.6)
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Multiplying the second equation by r2 gives us one part that depends only on r and one
that depends only on φ. With the second separation constant as ±m2 we get
1
ϕ
∂2ϕ
∂φ2
=
{
m2
−m2
}
r2
ρ
∂2ρ
∂r2
+
r
ρ
∂ρ
∂r
+
{
k2r2
−k2r2
}
+
{
m2
−m2
}
= 0
(A.7)
The first of these equations has the familiar solutions
ϕ(φ) =
{
C+e
−mφ +D+e
mφ
C− sin(mφ) +D− cos(mφ)
}
(A.8)
Before we continue with the second equation, we note that the separation constants are
independent, meaning that whatever part we choose in one of the parantheses it doesn’t
restrict our choice in the second one. In the first paranthesis we may choose the upper
term, and we’ll still be free to choose either upper or lower term in the last paranthesis.
We now multiply the second equation through with ρ(r):
r2
∂2ρ
∂r2
+ r
∂ρ
∂r
+
({
k2r2
−k2r2
}
+
{
m2
−m2
})
ρ = 0 (A.9)
Depending on what combination of separation constant we choose, we’re left with four
cases:
{k2, m2}, {k2,−m2}, {−k2, m2}, {−k2,−m2} (A.10)
A.1 Case 1: {k2,m2}
In this case our equation becomes
r2
∂2ρ
∂r2
+ r
∂ρ
∂r
+ (k2r2 +m2)ρ = 0 (A.11)
We now make the transformation m→ iµ which changes the equation to
r2
∂2ρ
∂r2
+ r
∂ρ
∂r
+ (k2r2 − µ2)ρ = 0 (A.12)
This equation is the known Bessel’s equation with the solution
ρ(kr) = E++Jµ(kr) + F++Yµ(kr) (A.13)
Substituting back m and combining with the other solutions (now known from our choice
of separation constants) we get:
Φ(r, φ, z) =
(
A+e
−kz +B+e
kz
) (
C+e
−mφ −D+emφ
)
(E++Jim(kr) + F++Yim(kr)) (A.14)
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A.2 Case 2: {k2,−m2}
Now our equation is
r2
∂2ρ
∂r2
+ r
∂ρ
∂r
+ (k2r2 −m2)ρ = 0 (A.15)
which is Bessel’s equation. This time, however, the solution will be of real orders. With
the choice of separation constants the full solution becomes
Φ(r, φ, z) =
(
A+e
−kz +B+e
kz
)
(C− sinmφ−D− cosmφ) (E+−Jm(kr) + F+−Ym(kr))
(A.16)
A.3 Case 3: {−k2,m2}
Our equation becomes
r2
∂2ρ
∂r2
+ r
∂ρ
∂r
+ (−k2r2 +m2)ρ = 0 (A.17)
We again make the transformation m→ iµ which gives
r2
∂2ρ
∂r2
+ r
∂ρ
∂r
− (k2r2 + µ2)ρ = 0 (A.18)
This is the modified, or hyperbolic, Bessel equation with the solution being the modified
(or hyperbolic) Bessel functions of order µ:
ρ(kr) = E−+Iµ(kr) + F−+Kµ(kr) (A.19)
Replacing the µ-s the total solution becomes
Φ(r, φ, z) = (A− sin kz +B− sin kz)
(
C+e
−mφ −D+emφ
)
(E−+Iim(kr) + F−+Kim(kr))
(A.20)
A.4 Case 4: {−k2,−m2}
In the final case we get
r2
∂2ρ
∂r2
+ r
∂ρ
∂r
− (k2r2 +m2)ρ = 0 (A.21)
which is the same as in the previous case, but with (modified) Bessel functions of real
order. We immediately se that the total solution becomes
Φ(r, φ, z) = (A− sin kz +B− sin kz) (C− sinmφ −D− sinmφ) (E−−Im(kr) + F−−Km(kr))
(A.22)
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A.5 Choosing a solution
What form of solution to choose can depend on the physical system under consideration.
How we choose k and m depends on how we want our solution to vary with z and φ
respectively. For instance choosing +k2 can supress or blow up the solution for large
z, whereas −k2 which results in a trigonometric superposition which gives the solution
periodic properties for, in this case z.
For a specific example and a bit more detailed discussion, see [Boa83, page 558-].
Appendix B
Special Functions
B.1 Bessel functions
When working with cylindrical coordinates, a type of functions that tend to pop up is that
of the Bessel functions. In what follows is provided some useful properties of the Bessel
functions that are relevant in this thesis.
B.1.1 Definitions
For the treatment of Bessel functions here it suffices to consider real variables. (All results
valid for complex variables???)
The differential equation
x2
dy2
dx2
+ x
dy
dx
+ (x2 − n2)y = 0 (B.1)
is called Bessel’s differential equation, the solution to which are the Bessel functions of
the first kind, denoted Jn(x), of the second kind, denoted Yn(x) (also known as the Weber
function, and sometimes denoted Nn(x)), and of the third kind, denoted H
(1)
n (x) and
H
(2)
n (x) (also known as the Hankel functions). The number n is referred to as the order of
the Bessel function. It may be both positive and negative, real or complex, and one often
separates the cases where it’s an integer and where it’s not.
B.1.2 Relations Between the Functions
If n is not an integer, then J−n and Jn are linearly independent. For any value of n, Jn(x)
and Yn(x) are linearly independent, as well as H
(1)
n (x) and H
(2)
n (x).
The functions are related in the following ways:
Yn(x) =
Jn(x) cos(nπ)− J−n(x)
sin(nπ)
(B.2)
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If n is an integer or 0 (let’s denote that by k), then Yn(x) is defined as the limit of the
right hand side as n approaches k).
The Hankel functions are related to Jn(x) and Yn(x) in the following ways
H(1)n (x) = Jn(x) + iYn(x)
H(2)n (x) = Jn(x)− iYn(x)
(B.3)
For integer n (or zero), and random ν the following relations apply:
J−n(x) = (−1)nJn(x) Y−n = (−1)nYn(x) (B.4)
H
(1)
−ν (x) = e
νπiH(1)ν (x) H
(2)
−ν (x) = e
−νπiH
(2)
ν (x) (B.5)
B.1.3 Derivatives
In the following we use Fn(x) to denote any of the functions or linear combination thereof,
with the coefficients independent of n. The following the applies, for random n:
(
1
x
d
dx
)k
{xnFn(x)} = xn−kFn−k(x) (B.6)
(
1
x
d
dx
)k
{x−nFn(x)} = (−1)kx−n−kFn+k(x) (B.7)
B.1.4 Modified Bessel Functions
In addition to (B.1), a similar differential equation may occur:
x2
d2y
dx2
+ x
dy
dx
− (x2 + n2)y = 0 (B.8)
The only difference between this equation and (B.1) is the change in the last two signs.
This, however, gives rise to some new functions knowns as the modified Bessel functions:
I±n(x) and Kn(x).
B.1.5 Relations Between Functions
Again we have that In(x) and I−n(x) are linearly independent only when n is not an integer
or zero, whereas In(x) and Kn(x) are linearly independent for any value of n.
The modified Bessel functions relate to each other in the following way:
Kn(x) =
1
2
π
I−n(x)− In(x)
sin(nπ)
(B.9)
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with the limiting value if n is an integer or zero, and to the ordinary Bessel functions on
the following ways:
In(x) = e
−
1
2
nπiJn(xe
1
2
πi) (−π < arg z ≤ 1
2
π)
In(x) = e
3nπi/2Jn(xe
−3πi/2) (1
2
< arg z ≤ π)
(B.10)
and
Kn(x) =
1
2
πie
1
2
nπiH(1)n (xe
1
2
πi) (−π < arg x ≤ 1
2
π)
Kn(x) = −1
2
πie−
1
2
xπiH(2)n (xe
−
1
2
πi) (−1
2
π < arg x ≤ π)
Yn(xe
1
2
πi) = e
1
2
(n+1)πiIn(x)− (2/π)e−
1
2
nπiKn(x) (−π < arg x ≤ 12π)
I−n(x) = In(x), K−n(x) = Kn(x)
(B.11)
B.2 Hankel transforms
The Bessel functions gives rise to a type of integral transform known as Hankel transforms.
Letting f(x) be a random function, then it’s Hankel transform is given as
g(k) =
∫ ∞
0
f(x)Jn(kx)xdx (B.12)
The inverse is quite simply
f(x) =
∫ ∞
0
g(k)Jn(kx)kdk (B.13)
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Appendix C
Various Computer Codes
This appendix contains the various computer codes used during this thesis. Each section
will contain a more detailed explanation of the code it contains.
C.1 Plotting figures
The plots used in chapter 1 where scaled and plotted in MATLAB using the following code
(note that the figures where slightly modified after running this program):
Listing C.1: Scaled plots of rotational velocities for some simple classical models
1 %Radial d i s t an ce from g a l a c t i c cen t er
2 r = linspace (0 ,100) ;
3
4 %New f i g u r e
5 f igure
6 hold on
7
8 %Sca l ing f a c t o r s (G=c=1)
9 M = 100; %"Mass"
10
11 %Point mass
12 v1 = M./ r ;
13 plot ( r , v1 , ’−o ’ ) ;
14
15 %Homogeneous sphere
16 v2 = sqrt (M. / ( r .^3) ) .∗ r ;
17 plot ( r , v2 , ’ r :+ ’ ) ;
18
19 %Isochrone p o t e n t i a l
20 b = 0 . 7 5 ;
21 a = sqrt (b .∗b + r .∗ r ) ;
22 v3 = sqrt ( (M∗ r .^2) . / ( ( b+a ) .^2 .∗ a ) ) ;
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23 plot ( r , v3 , ’ g−.p ’ ) ;
24
25 %Modi f ied Hubble p r o f i l e
26 a = 1 . 3 ; %Core rad ius o f ga l axy
27 C = 50 ; %Inc lud ing var i ous cons tan t s l i k e p i and mass−to− l i g h t r a t i o
28 R = r . / a ;
29 d = a . / r ;
30 A = sqrt (R.^2+1) ;
31 vsquared = C.∗ a .^2 .∗ ( d .∗ log (R+A)−1./A) ;
32 v4 = sqrt ( vsquared ) ;
33
34 v4 = sqrt ( vsquared ) ;
35 plot ( r , v4 , ’ k−−s ’ ) ;
36
37
38
39 % %Set f i g u r e axes , t i t l e s , l a b e l s e t c .
40 axis ( [ 0 50 0 10 ] ) ;
41 xlabel ( ’ Radial ␣ d i s tance ␣ r ’ ) ;
42 ylabel ( ’ C i r cu la r ␣ v e l o c i t y ’ ) ;
43 t i t l e ( ’ C i r cu la r ␣ v e l o c i t y ␣ as ␣ func t i on ␣ o f ␣ d i s tance ␣ from␣ g a l a c t i c ␣ cente r ’
) ;
44 legend ( ’ Point ␣mass ’ , ’ Homogeneous␣ sphere ’ , ’ I sochrone ␣ po t e n t i a l ’ , ’
Modi f ied␣Hubble␣ p r o f i l e ’ ) ;
45
46 hold o f f
47
48 %Exponent ia l d i s c
49
50 %Sca l ing f a c t o r s
51 rd = 2 ;
52 y = r . / ( 2 . ∗ rd ) ;
53 C = 200; %Co l l e c t i on o f cons tan t s
54
55 vsq = C.∗ y .^2 .∗ ( b e s s e l i (0 , y ) .∗ besselk (0 , y ) − b e s s e l i (1 , y ) .∗ besselk (1 , y
) ) ;
56 v5 = sqrt ( vsq ) ;
57
58 f igure
59 hold on
60 plot ( r , v5 , ’hm− ’ )
61
62 % %Set f i g u r e axes , t i t l e s , l a b e l s e t c .
63 axis ( [ 0 50 0 10 ] ) ;
64 xlabel ( ’ Radial ␣ d i s tance ␣ r ’ ) ;
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65 ylabel ( ’ C i r cu la r ␣ v e l o c i t y ’ ) ;
66 t i t l e ( ’ C i r cu la r ␣ v e l o c i t y ␣ as ␣ func t i on ␣ o f ␣ d i s tance ␣ from␣ g a l a c t i c ␣ cente r ’
) ;
67 legend ( ’ Exponentia l ␣ d i s c ’ ) ;
68 hold o f f
C.2 Fitting solutions
The various solutions derived were fitted to the observational data using the curve fitting
tool CFTOOL in MATLAB. From this an m-file was generated automatically and modified
to print the results of the fit, coeffisients etc.
This first snippet of code loads the data into MATLAB from the file ngc3198.dat,
converts it to the proper units, plots it and sends it to the function FITDATA which is the
automatically generated file.
Listing C.2: Load and plot observational data
1 clear a l l ;
2
3 %Load data from f i l e
4 load ngc3198 . dat
5
6 r = ngc3198 ( : , 1 ) ;
7 v = ngc3198 ( : , 2 ) ;
8
9 %Sca le data proper l y
10 r = (pi . / ( 6 0 .∗180 ) ) .∗9200 .∗ r ; %Distance in kpc
11 v = 1000 .∗v ; %Ve l o c i t y in m/s
12
13 %Make a p l o t o f the data
14 plot ( r , v , ’ o ’ )
15
16 xlabel ( ’ Radial ␣ d i s tance ␣ in ␣kpc ’ )
17 ylabel ( ’ Rotat iona l ␣ v e l o c i t y ␣ in ␣m/ s ’ )
18 t i t l e ( ’ Rotat iona l ␣ v e l o c i t y ␣ in ␣ the ␣ g a l a c t i c ␣ plane ␣ o f ␣NGC␣3198 ’ )
19
20 %Send the data to the func t i on FITDATA which f i t s s e v e r a l models to
the
21 %data , p l o t s the r e s u l t i n g f i t s and p r i n t s the f i t d a t a :
22 f igure
23 f i t d a t a ( r , v ) ;
The actual datafitting function is listed in C.3.
Listing C.3: Function which does the actual data ﬁtting
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1 function [ cf_ , go f ] = f i t d a t a ( r , v ) ;
2 %FITDATA Create p l o t o f da t a s e t s and f i t s
3 % FITDATA(R,V)
4 % Creates a p lo t , s im i l a r to the p l o t in the main curve f i t t i n g
5 % window , us ing the data t ha t you prov i de as input . You can
6 % app ly t h i s f unc t i on to the same data you used wi th c f t o o l
7 % or wi th d i f f e r e n t data . You may want to e d i t the func t i on to
8 % customize the code and t h i s he l p message .
9 %
10 % Number o f da t a s e t s : 1
11 % Number o f f i t s : 4
12
13
14 % Data from da t a s e t "v vs . r " :
15 % X = r :
16 % Y = v :
17 % Unweighted
18 %
19 % This f unc t i on was au t oma t i ca l l y generated on 01−Jun−2008 08:02 :45
20
21 % Set up f i g u r e to r e c e i v e da t a s e t s and f i t s
22 f_ = c l f ;
23 f igure ( f_) ;
24 set ( f_ , ’ Units ’ , ’ P i x e l s ’ , ’ Pos i t i on ’ , [ 441 247 680 472 ] ) ;
25 legh_ = [ ] ; legt_ = {} ; % hand les and t e x t f o r l egend
26 xlim_ = [ Inf −Inf ] ; % l im i t s o f x a x i s
27 ax_ = axes ;
28 set (ax_ , ’ Units ’ , ’ normal ized ’ , ’ OuterPos i t ion ’ , [ 0 0 1 1 ] ) ;
29 set (ax_ , ’Box ’ , ’ on ’ ) ;
30 axes (ax_) ; hold on ;
31
32
33 % −−− Plot data o r i g i n a l l y in da t a s e t "v vs . r"
34 r = r ( : ) ;
35 v = v ( : ) ;
36 h_ = l ine ( r , v , ’ Parent ’ ,ax_ , ’ Color ’ , [ 0 . 3 33333 0 0 . 6 6 6 6 6 7 ] , . . .
37 ’ L ineSty l e ’ , ’ none ’ , ’ LineWidth ’ , 1 , . . .
38 ’Marker ’ , ’ . ’ , ’ MarkerSize ’ ,12) ;
39 xlim_ (1) = min( xlim_ (1) ,min( r ) ) ;
40 xlim_ (2) = max( xlim_ (2) ,max( r ) ) ;
41 legh_ (end+1) = h_;
42 legt_ {end+1} = ’v␣vs . ␣ r ’ ;
43
44 % Nudge ax i s l im i t s beyond data l im i t s
45 i f a l l ( i s f i n i t e ( xlim_) )
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46 xlim_ = xlim_ + [−1 1 ] ∗ 0 .01 ∗ d i f f ( xlim_) ;
47 set (ax_ , ’XLim ’ , xlim_)
48 else
49 set (ax_ , ’XLim ’ , [0 .38135444156076098166 , 29 .725575155341420697 ] ) ;
50 end
51
52
53 % −−− Create f i t "Cooperstock & Tieu"
54 fo_ = f i t o p t i o n s ( ’method ’ , ’ Nonl inearLeas tSquares ’ , ’ Lower ’ ,[−1 −1 −1 −1
−1 −1 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 ] , ’Upper ’ , [ 0 0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1 1 1 1 ] ) ;
55 ok_ = i s f i n i t e ( r ) & i s f i n i t e ( v ) ;
56 i f ~a l l ( ok_ )
57 warning ( ’ GenerateMFile : IgnoringNansAndInfs ’ , . . .
58 ’ I gnor ing ␣NaNs␣and␣ I n f s ␣ in ␣data ’ ) ;
59 end
60 st_ = [1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ] ;
61 set ( fo_ , ’ S ta r tpo in t ’ , st_ ) ;
62 ft_ = f i t t y p e ( ’ 3 .∗ ( 1 0 .^8 ) .∗(−C1 .∗ k1 .∗ b e s s e l j (1 , k1 .∗ x )−C2 .∗ k2 .∗ b e s s e l j
(1 , k2 .∗ x)−C3 .∗ k3 .∗ b e s s e l j (1 , k3 .∗ x)−C4.∗ k4 .∗ b e s s e l j (1 , k4 .∗ x)−C5.∗ k5
.∗ b e s s e l j (1 , k5 .∗ x )−C6 .∗ k6 .∗ b e s s e l j (1 , k6 .∗ x )−C7 .∗ k7 .∗ b e s s e l j (1 , k7 .∗ x
)−C8 .∗ k8 .∗ b e s s e l j (1 , k8 .∗ x)−C9 .∗ k9 .∗ b e s s e l j (1 , k9 .∗ x)−C10 .∗ k10 .∗
b e s s e l j (1 , k10 .∗ x) ) ’ , . . .
63 ’ dependent ’ ,{ ’ y ’ } , ’ independent ’ ,{ ’ x ’ } , . . .
64 ’ c o e f f i c i e n t s ’ ,{ ’C1 ’ , ’C10 ’ , ’C2 ’ , ’C3 ’ , ’C4 ’ , ’C5 ’ , ’C6 ’ , ’C7 ’ ,
’C8 ’ , ’C9 ’ , ’ k1 ’ , ’ k10 ’ , ’ k2 ’ , ’ k3 ’ , ’ k4 ’ , ’ k5 ’ , ’ k6 ’ , ’ k7 ’ , ’
k8 ’ , ’ k9 ’ }) ;
65
66 % Fi t t h i s model us ing new data
67 disp ( ’ Cooperstock ␣&␣Tieu : ’ )
68 [ cf_ , go f ] = f i t ( r (ok_) , v (ok_) , ft_ , fo_ )
69
70 % Or use c o e f f i c i e n t s from the o r i g i n a l f i t :
71 i f 0
72 cv_ = { −3.2640903387595379472 e−06, −0.0025517873387762421075 ,
−4.7528626850829208716 e−05, −0.011606608694373757307 ,
−0.00041264782527275462943 , −6.3007669889137621881 e−06,
−0.0013720164186184161809 , −0.00010910034389869456475 ,
−0.00012221887649445354229 , −0.000171748473983663458 ,
0 .21308359570298798791 , 0 .09854623855979599556 ,
0 .22038985105896671812 , 0 .068482958954622544234 ,
0 .42571579295053407765 , 0 .26468434032440574244 ,
0 .24252039832223842852 , 0 .2647780075263702626 ,
0 .82931288402292091533 , 0 .6225355385892009652};
73 cf_ = c f i t ( ft_ , cv_{ : } ) ;
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74 end
75
76 % Plot t h i s f i t
77 h_ = plot ( cf_ , ’ f i t ’ , 0 . 9 5 ) ;
78 legend o f f ; % turn o f f l e gend from p l o t method c a l l
79 set (h_(1) , ’ Color ’ , [ 1 0 0 ] , . . .
80 ’ L ineSty l e ’ , ’− ’ , ’ LineWidth ’ , 2 , . . .
81 ’Marker ’ , ’ none ’ , ’ MarkerSize ’ ,6) ;
82 legh_ (end+1) = h_(1) ;
83 legt_ {end+1} = ’ Cooperstock ␣&␣Tieu ’ ;
84
85 % −−− Create f i t "Exact B&G"
86 fo_ = f i t o p t i o n s ( ’method ’ , ’ Nonl inearLeas tSquares ’ , ’ Lower ’ , [ 0 0 0 ] ) ;
87 ok_ = i s f i n i t e ( r ) & i s f i n i t e ( v ) ;
88 i f ~a l l ( ok_ )
89 warning ( ’ GenerateMFile : IgnoringNansAndInfs ’ , . . .
90 ’ I gnor ing ␣NaNs␣and␣ I n f s ␣ in ␣data ’ ) ;
91 end
92 st_ = [0.25174792165397730237 0.81146478132962873708
0.9688414102818964091 ] ;
93 set ( fo_ , ’ S ta r tpo in t ’ , st_ ) ;
94 ft_ = f i t t y p e ( ’−x . ∗3 . ∗1 0 . ^ 8 . ∗ ( V0 . ∗ (R−r0+sq r t ( r0 .^2+x .^2)−s q r t (R.^2+x
.^2) ) . / ( (V0 . ∗ (R−r0+sq r t ( r0 .^2+x .^2)−s q r t (R.^2+x .^2) ) ) .^2−x .^2) ) ’
, . . .
95 ’ dependent ’ ,{ ’ y ’ } , ’ independent ’ ,{ ’ x ’ } , . . .
96 ’ c o e f f i c i e n t s ’ ,{ ’R ’ , ’V0 ’ , ’ r0 ’ }) ;
97
98 % Fi t t h i s model us ing new data
99 disp ( ’ Exact␣BG: ’ )
100 [ cf_ , go f ] = f i t ( r (ok_) , v (ok_) , ft_ , fo_ )
101
102 % Or use c o e f f i c i e n t s from the o r i g i n a l f i t :
103 i f 0
104 cv_ = { 82.644666739216305018 , 0 .00060559832502016448016 ,
0 .95879474349415871881};
105 cf_ = c f i t ( ft_ , cv_{ : } ) ;
106 end
107
108 % Plot t h i s f i t
109 h_ = plot ( cf_ , ’ f i t ’ , 0 . 9 5 ) ;
110 legend o f f ; % turn o f f l e gend from p l o t method c a l l
111 set (h_(1) , ’ Color ’ , [ 0 0 1 ] , . . .
112 ’ L ineSty l e ’ , ’− ’ , ’ LineWidth ’ , 2 , . . .
113 ’Marker ’ , ’ none ’ , ’ MarkerSize ’ ,6) ;
114 legh_ (end+1) = h_(1) ;
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115 legt_ {end+1} = ’ Exact␣B&G’ ;
116
117 % −−− Create f i t "Exact C&T"
118 fo_ = f i t o p t i o n s ( ’method ’ , ’ Nonl inearLeas tSquares ’ , ’ Lower ’ ,[− Inf −Inf −
Inf −1 −Inf −Inf −10 −10 −10 −1 −Inf −Inf ] , ’Upper ’ , [ Inf Inf Inf 1
Inf Inf 10 10 10 1 Inf Inf ] ) ;
119 ok_ = i s f i n i t e ( r ) & i s f i n i t e ( v ) ;
120 i f ~a l l ( ok_ )
121 warning ( ’ GenerateMFile : IgnoringNansAndInfs ’ , . . .
122 ’ I gnor ing ␣NaNs␣and␣ I n f s ␣ in ␣data ’ ) ;
123 end
124 st_ = [0.60704197546372351546 0.52397807022224973661
0.12167118305397928157 0.10000000000000000555
0.51478003184152498761 0.44273800371713267765
0.26100000000000000977 0.92408365660195379565
0.16186910947050825449 0.10000000000000000555 0.8221490383673358826
0.62170225146932778237 ] ;
125 set ( fo_ , ’ S ta r tpo in t ’ , st_ ) ;
126 ft_ = f i t t y p e ( ’ 3 . ∗1 0 . ^ 8 . ∗ ( ( a1 .∗ b e s s e l j (1 , k1 .∗ x) ./(1− a1 .^2 .∗ b e s s e l j (1 ,
k1 .∗ x ) .^2) )+(a2 .∗ b e s s e l j (1 , k2 .∗ x) ./(1− a2 .^2 .∗ b e s s e l j (1 , k2 .∗ x ) .^2) )
+(a3 .∗ b e s s e l j (1 , k3 .∗ x ) ./(1− a3 .^2 .∗ b e s s e l j (1 , k3 .∗ x) .^2) )+(a4 .∗
b e s s e l j (1 , k4 .∗ x) ./(1− a4 .^2 .∗ b e s s e l j (1 , k4 .∗ x ) .^2) )+(a5 .∗ b e s s e l j (1 , k5
.∗ x) ./(1− a5 .^2 .∗ b e s s e l j (1 , k5 .∗ x ) .^2) )+(a6 .∗ b e s s e l j (1 , k6 .∗ x) ./(1− a6
.^2 .∗ b e s s e l j (1 , k6 .∗ x) .^2) ) ) ’ , . . .
127 ’ dependent ’ ,{ ’ y ’ } , ’ independent ’ ,{ ’ x ’ } , . . .
128 ’ c o e f f i c i e n t s ’ ,{ ’ a1 ’ , ’ a2 ’ , ’ a3 ’ , ’ a4 ’ , ’ a5 ’ , ’ a6 ’ , ’ k1 ’ , ’ k2 ’ , ’
k3 ’ , ’ k4 ’ , ’ k5 ’ , ’ k6 ’ }) ;
129
130 % Fi t t h i s model us ing new data
131 disp ( ’ Exact␣CT: ’ )
132 [ cf_ , go f ] = f i t ( r (ok_) , v (ok_) , ft_ , fo_ )
133
134 % Or use c o e f f i c i e n t s from the o r i g i n a l f i t :
135 i f 0
136 cv_ = { 0.0004425714426758984351 , 7 .9819349723136330814e−05,
−0.00011207538949608538195 , 0 .0010015230737809859181 ,
9 .450533953015035054e−05, 0 .0001495522627957683896 ,
0 .29836127951916102674 , 0 .71300879182733811756 ,
0 .29675896278424723773 , 0 .10182403720453202245 ,
0 .93947451565719453104 , 0 .50770753849601768515} ;
137 cf_ = c f i t ( ft_ , cv_{ : } ) ;
138 end
139
140 % Plot t h i s f i t
141 h_ = plot ( cf_ , ’ f i t ’ , 0 . 9 5 ) ;
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142 legend o f f ; % turn o f f l e gend from p l o t method c a l l
143 set (h_(1) , ’ Color ’ , [ 0 . 6 66667 0.333333 0 ] , . . .
144 ’ L ineSty l e ’ , ’− ’ , ’ LineWidth ’ , 2 , . . .
145 ’Marker ’ , ’ none ’ , ’ MarkerSize ’ ,6) ;
146 legh_ (end+1) = h_(1) ;
147 legt_ {end+1} = ’ Exact␣C&T ’ ;
148
149 % Done p l o t t i n g data and f i t s . Now f i n i s h up l oo s e ends .
150 hold o f f ;
151 l eg in f o_ = { ’ Or i enta t i on ’ , ’ v e r t i c a l ’ , ’ Locat ion ’ , ’ NorthEast ’ } ;
152 h_ = legend (ax_ , legh_ , legt_ , l eg in f o_ { : } ) ; % crea t e l egend
153 set (h_, ’ I n t e r p r e t e r ’ , ’ none ’ ) ;
154 xlabel (ax_ , ’ Radial ␣ d i s tance ␣ ( kpc ) ’ ) ; % remove x l a b e l
155 ylabel (ax_ , ’ Ve loc i ty ␣ (m/ s ) ’ ) ; % remove y l a b e l
156 t i t l e (ax_ , ’ F i t ␣ o f ␣ r e l a t i v i s t i c ␣models␣ to ␣ ob s e rv a t i ona l ␣data ␣ f o r ␣NGC␣
3198 ’ )
The output from running the above programs is given in listing C.4.
Listing C.4: Output from the data ﬁtting
1 Cooperstock & Tieu :
2 Maximum number o f function eva l ua t i on s exceeded . I n c r e a s i ng
3 MaxFunEvals ( in f i t opt i ons ) may al low for a be t t e r f i t , or
4 the cur r ent equat ion may not be a good model for the data .
5 cf_ =
6 General model :
7 cf_ (x ) = 3 .∗ ( 1 0 .^8 ) .∗(−C1 .∗ k1 .∗ b e s s e l j (1 , k1 .∗ x )−C2 .∗ k2 .∗ b e s s e l j
(1 , k2 .∗ x )−
8 C3 .∗ k3 .∗ b e s s e l j (1 , k3 .∗ x )−C4 .∗ k4 .∗ b e s s e l j (1 , k4 .∗ x )−
C5 .∗ k5 .∗ b e s s e l j (1 , k
9 5 .∗ x)−C6 .∗ k6 .∗ b e s s e l j (1 , k6 .∗ x)−C7 .∗ k7 .∗ b e s s e l j (1 ,
k7 .∗ x)−
10 C8 .∗ k8 .∗ b e s s e l j (1 , k8 .∗ x )−C9 .∗ k9 .∗ b e s s e l j (1 , k9 .∗ x )−
C10 .∗ k10 .∗ b e s s e l j (1 , k
11 10 .∗ x) )
12 Co e f f i c i e n t s ( with 95% con f i dence bounds ) :
13 C1 = −3.264e−06 (−2.032 e+06, 2 .032 e+06)
14 C10 = −0.002552 (−1.416 e+06, 1 .416 e+06)
15 C2 = −4.753e−05 (−2.79 e+06, 2 .79 e+06)
16 C3 = −0.01161 (−1.308 e+06, 1 .308 e+06)
17 C4 = −0.0004126 (−227.6 , 227 .6 )
18 C5 = −6.301e−06 (−8.471 e+06, 8 .471 e+06)
19 C6 = −0.001372 (−9.942 e+05, 9 .942 e+05)
20 C7 = −0.0001091 (−8.36 e+06, 8 .36 e+06)
21 C8 = −0.0001222 (−0.02447 , 0 .02423)
22 C9 = −0.0001717 (−1.605 , 1 . 604)
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23 k1 = 0.2131 (−1.072 e+07, 1 .072 e+07)
24 k10 = 0.09855 (−1.072 e+07, 1 .072 e+07)
25 k2 = 0.2204 (−9.062 e+06, 9 .062 e+06)
26 k3 = 0.06848 (−4.697 e+06, 4 .697 e+06)
27 k4 = 0.4257 (−1.924 e+04, 1 .924 e+04)
28 k5 = 0.2647 (−8.868 e+06, 8 .868 e+06)
29 k6 = 0.2425 (−1.035 e+07, 1 .035 e+07)
30 k7 = 0.2648 (−1.19 e+07, 1 .19 e+07)
31 k8 = 0.8293 (−8.449 , 10 . 11 )
32 k9 = 0.6225 (−442.9 , 444 .1 )
33 gof =
34 s s e : 9 .9171 e+08
35 rsquare : 0 .9253
36 dfe : 8
37 ad j r square : 0 .7480
38 rmse : 1 .1134 e+04
39 Exact BG:
40 cf_ =
41 General model :
42 cf_ (x ) = −x . ∗3 . ∗1 0 . ^ 8 . ∗ ( V0 . ∗ (R−r0+sqrt ( r0 .^2+x .^2)−sqrt (R.^2+x
.^2) ) . / ( (V0 . ∗ (R−r
43 0+sqrt ( r0 .^2+x .^2)−sqrt (R.^2+x .^2) ) ) .^2−x .^2) )
44 Co e f f i c i e n t s ( with 95% con f i dence bounds ) :
45 R = 82.64 ( 65 . 7 8 , 99 . 51 )
46 V0 = 0.0006056 (0 . 0005865 , 0 .0006247)
47 r0 = 0.9588 (0 . 8636 , 1 . 054)
48 gof =
49 s s e : 2 .2172 e+08
50 rsquare : 0 .9833
51 dfe : 25
52 ad j r square : 0 .9820
53 rmse : 2 .9781 e+03
54 Exact CT:
55 Maximum number o f function eva l ua t i on s exceeded . I n c r e a s i ng
56 MaxFunEvals ( in f i t opt i ons ) may al low for a be t t e r f i t , or
57 the cur r ent equat ion may not be a good model for the data .
58 cf_ =
59 General model :
60 cf_ (x ) = 3 . ∗1 0 . ^ 8 . ∗ ( ( a1 .∗ b e s s e l j (1 , k1 .∗ x) ./(1− a1 .^2 .∗ b e s s e l j (1 , k1
.∗ x) .^2) )
61 +(a2 .∗ b e s s e l j (1 , k2 .∗ x) ./(1− a2 .^2 .∗ b e s s e l j (1 , k2 .∗ x )
.^2) )
62 +(a3 .∗ b e s s e l j (1 , k3 .∗ x) ./(1− a3 .^2 .∗ b e s s e l j (1 , k3 .∗ x )
.^2) )
63 +(a4 .∗ b e s s e l j (1 , k4 .∗ x) ./(1− a4 .^2 .∗ b e s s e l j (1 , k4 .∗ x )
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.^2) )
64 +(a5 .∗ b e s s e l j (1 , k5 .∗ x) ./(1− a5 .^2 .∗ b e s s e l j (1 , k5 .∗ x )
.^2) )
65 +(a6 .∗ b e s s e l j (1 , k6 .∗ x) ./(1− a6 .^2 .∗ b e s s e l j (1 , k6 .∗ x )
.^2) ) )
66 Co e f f i c i e n t s ( with 95% con f i dence bounds ) :
67 a1 = 0.0004426 (−2.299 e+04, 2 .299 e+04)
68 a2 = 7.982 e−05 (−0.0008483 , 0 .001008)
69 a3 = −0.0001121 (−2.299 e+04, 2 .299 e+04)
70 a4 = 0.001002 (−0.01795 , 0 .01995)
71 a5 = 9.451 e−05 (−0.0004706 , 0 .0006596)
72 a6 = 0.0001496 (−0.003742 , 0 .004041)
73 k1 = 0.2984 (−4.141 e+04, 4 .141 e+04)
74 k2 = 0.713 (−0.07033 , 1 . 496)
75 k3 = 0.2968 (−1.652 e+05, 1 .652 e+05)
76 k4 = 0.1018 (−3.675 , 3 . 878)
77 k5 = 0.9395 ( 0 . 5 98 , 1 . 281)
78 k6 = 0.5077 (−0.9261 , 1 . 942)
79 gof =
80 s s e : 6 .1438 e+08
81 rsquare : 0 .9537
82 dfe : 16
83 ad j r square : 0 .9219
84 rmse : 6 .1967 e+03
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