The density of stochastic simulation output provides more information on system performance than the mean alone. However, density estimation methods may require large sample sizes to achieve a certain accuracy or desired structural properties. A nonparametric estimation method based on exponential epi-splines has shown promise to overcome this difficulty by incorporating qualitative and quantitative information that reduces the space of possible density estimates substantially. Such 'soft' information may come in the form of the knowledge of a non-negative support, unimodality, and monotonicity, and is often available in simulation applications. We examine this method for output analysis of stochastic systems with fixed input parameters, and for a model with stochastic input parameters, with an emphasis on the use of derivative information.
INTRODUCTION
Simulation models are often analyzed to estimate the mean performance of a proposed system, with confidence intervals quantifying the uncertainty in the estimate. Quantile estimates of simulation output at various probability levels provide further information about the system performance (see Heidelberger and Lewis (1984) and Chen and Kelton (2006) ). Estimates of the density of the output yield an even more comprehensive picture that allows the computation of these and many more quantities. While kernel methods and other traditional nonparametric density estimation methods can in principle be used to construct density estimates, they do not easily account for known structural properties and tend to require a large sample to reduce the effect of outliers. In contrast, parametric density estimation tends to impose excessive restrictions on the shape of the densities and important characteristics of the output thereby may remain undetected. Royset and Wets (2013) introduce a nonparametric method for estimating density functions using exponential epi-splines that easily incorporates soft information about a stochastic system, its inputs, and its outputs. Soft information reduces the space of candidate density estimates substantially in many applications and may come in the form of knowledge of the nonnegativity of the support as well as monotonicity, unimodality, continuity, and smoothness of the density. For example, waiting times in queueing systems are nonnegative, and possibly bounded from above if entities renege after a certain amount of time. Under approximate normality, the density can reasonably be assumed to be unimodal. Exact and approximate density function values at particular points, cumulative distribution function values, and derivative information may also be available as we exemplify further below. In this paper, we apply the nonparametric method of Royset and Wets (2013) to estimate densities of simulation output and illustrate the use of soft information in this context. We construct density estimates to assess the variation in output from a stochastic simulation with fixed input parameters. For example, the input parameters may define the distribution of input random variates. However, these input parameters may be uncertain and varying them is also important for sensitivity analysis. While this is a situation which is typically computationally demanding, we demonstrate that when including soft information, such as knowledge of derivatives, highquality estimates of the output density are achieved with as little as 10 runs of the simulation model. In principle, the nonparametric method of Royset and Wets (2013) applies in any finite dimension, but we here focus on a single output quantity of interest.
Exponential epi-splines are functions that are compositions of the exponential function with epi-splines. Epi-splines are piecewise polynomial as related to classical splines, but instead of focusing on interpolation aim at approximation. They also relax the typical requirement of continuity and smoothness of splines. Exponential epi-splines approximate to an arbitrary accuracy essentially any density function encountered in practice and also easily allow for the consideration of soft information. Royset and Wets (2013) develop a nonparametric maximum-likelihood based density estimator using exponential epi-splines and show asymptotic and finite sample-size results, including almost-sure convergence to the true density as the sample size tends to infinity. By restricting the shape of possible densities to consider, fewer samples are often required to construct an estimate that meets the requirements of the analyst. Simulation experiments are usually costly and time consuming to run, and therefore this estimator appears especially well suited to that context. The use of exponential epi-spline estimators of output densities differs substantially from current analysis of simulation output; see Alexopolous (2006) for a general overview of simulation output analysis and Chen and Kelton (2008) for density estimation methods using histograms.
The remainder of the paper is organized as follows. Section 2 provides background on the nonparameteric method of Royset and Wets (2013) . Section 3 discusses different types of soft information. Section 4 presents computational experiments, and Section 5 concludes and discusses future applications.
EPI-SPLINES FOR DENSITY ESTIMATION
We briefly outline the density estimation method developed in Royset and Wets (2013) and let x be a random variable, with density h, describing an output quantity of interest from a stochastic simulation. An exponential epi-spline estimate of h, based on a sample of size n, is given by
where s n is an epi-spline constructed from the sample as described below. We start, however, with a description of epi-splines. In general, epi-splines are real-valued functions defined on a closed interval that is partitioned by a mesh m = (m 0 , m 1 , . . . , m N ), with m k−1 < m k for k = 1, 2, . . . , N . An epi-spline is of order p if
. . , N, and is finite valued at the mesh points m 0 , m 1 , . . . , m N . Exponential epi-splines of order two capture many common densities exactly, including the normal and exponential densities, and essentially all other densities to an arbitrary accuracy as the number of partitions N grows; see Royset and Wets (2013) for details.
An epi-spline s of order p and mesh m = (m 0 , m 1 , ..., m N ) is defined by (p + 2)N + 1 parameters, which allow for finite-parameter optimization in a maximum-likelihood estimation problem. Specifically, we define the epi-spline parameter r = (s 0 , s 1 , . . . , s N , a 1 , a 2 , . . . , a N ), where (s 0 , s 1 , . . . , s N ) are the values of the epi-spline s on the mesh. The remaining parameters (a 1 , a 2 , . . . a N ) are each (p + 1)-tuples that contain the polynomial coefficients for the corresponding interval. This means that for a given epi-spline s and a particular value x in an interval (m k−1 , m k ), we have
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Combining these facts, we find that
Consequently, for a given mesh, an epi-spline of order p is uniquely defined by its epi-spline parameter r as the 'basis' function c is simply determined by the mesh and p.
Returning to (1), we obtain s n , or equivalently the corresponding epi-spline parameter r n , by maximizing the likelihood that the corresponding exponential epi-spline exp(−s n (·)) = exp(− c(·), r n ) is the density corresponding to a sample. Let x 1 , . . . , x n be a sample realization. Then, maximizing the likelihood is equivalent to minimizing the negative log-likelihood, which yields the problem
where we take advantage of the fact that the optimization can be carried out over the epi-spline parameter r, which consists of (p + 2)N + 1 variables. Moreover, R n is a set, typically polyhedral or at least convex, defined by soft information as exemplified in Section 3. Since the objective function in MLP n is linear, the main challenge with the problem is therefore the nonconvex integral constraint. However, under broad conditions this constraint can be relaxed to a convex constraint resulting in a convex optimization problem solvable by many efficient algorithms; see Royset and Wets (2013) for details. Even in nonconvex cases, our computational experience over thousands of instances indicates that high-quality solutions are easily obtained by standard solvers. An optimal solution, denoted by r n , results in an epi-spline s n (·) = c(·), r n and an exponential epi-spline estimate h n (·) = exp(−s n (·)) = exp(− c(·), r n ). Under mild assumptions, as n → ∞, h n converges uniformly to h (except possibly at the mesh points), and the sequence of solutions r n converges to the epi-parameter of the true density; see Royset and Wets (2013) for details.
The above nonparametric density estimation method applies broadly, but the simulation context poses special challenges. For example, suppose that we have a stable single-server queueing simulation where the average customer time in system (TIS) is a function of the mean service time parameter ω with the arrival parameters fixed. The output x is the steady-state average customer TIS. We seek the density of x under uncertainty in ω given by some distribution. In principle, one way to estimate this density is to sample values of ω, simulate the corresponding values of x, and compute an exponential epi-spline estimate of the true density. However, since each value of ω requires, most likely, a long simulation to obtain x, the computational cost may become high and effective estimates from small sample sizes become especially pertinent. In addition, the resulting output will be corrupted by simulation error. As an illustration, if the support of the density of ω is bounded, then the corresponding values of x should also be bounded, but sampling error may lead to values of x outside those bounds. This sampling error can be managed, and it suffices for the strong consistency of the exponential epi-spline estimator in Royset and Wets (2013) that the probability measure generated by a sample tends to the true measure in a probability metric almost surely. However, we do not address this in further detail, but include a numerical example in Section 4.
SOFT INFORMATION
The soft information defining the region R n comes in a variety of forms and here we simply give specific examples. We start, however, by observing that the mesh m = (m 0 , m 1 , ..., m N ) is typically also informed by soft information. If the system output is bounded from above and below, then m 0 and m N are naturally given by those bounds. The spacing between mesh points can be uniform, or with more closely spaced points in regions where the density is known to vary the most.
We recall the epi-spline parameter
with a k = (a k,0 , a k,1 , ..., a k,p ) for all k = 1, 2, ..., N . Using these parameters, we formulate the following constraints:
Continuity. We ensure that an exponential epi-spline estimate is lower semi-continuous by imposing the constraint
Continuity would require the same constraints with inequalities replaced by equalities.
Smoothness. We ensure a continuously differentiable density by imposing the conditions for continuity and
Pointwise Fisher information. We define the pointwise Fisher information of an exponential epi-spline density h at x to be
, which can then be bounded from above and/or below.
Monotonicity. We achieve a nondecreasing (nonincreasing) density by imposing nonnegativity (nonpositivity) on h (x)/h(x) for all x ∈ (m k−1 , m k ), k = 1, 2, ..., N as described above, as well as for k = 1, 2, ..., N ,
Strongly unimodal. A density is strongly unimodal if it is continuous and log-concave. Consequently, if
, strong unimodality requires that c(x), r is a convex function in x. This condition is ensured if (i) continuity is imposed (see above), (ii) for k = 1, 2, ..., N − 1, the epi-spline's left derivative at m k is no larger than its right derivative, i.e., for k = 1, 2, ..., N − 1,
and (iii) on each (m k−1 , m k ), k = 1, 2, ..., N , c(x), r is a convex function in x, i.e., for k = 1, 2, ..., N ,
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Here, the obvious interpretations are required when p = 0, 1.
Bounds on cumulative distribution functions. If the cumulative distribution function at γ ∈ [m 0 , m N ] of the estimated density h n must lie between the lower bound l and the upper bound u, then we obtain the following constraints Bijective functions and derivative information. We next discuss derivative information about the stochastic system and suppose that the output quantity of interest is (conceptually) given by
where g is a real-valued function that takes as input ω. The stochasticity of the system derives from the uncertainty about ω, which may be modeled by a random vector or stochastic process in general. In this paragraph, however, we assume that ω is a scalar-valued random variable. (While most stochastic simulations involve more than one input parameter, we here envision, for example, a study of a single input parameter of high importance, with other parameters fixed.) We assume that for a given ω, the simulation returns g(ω) and the derivative g (ω). We refer to Fu (2006) for methods to generate derivatives such as infinitesimal perturbation analysis. If the function g is differentiable and bijective, then derivative information can be used to calculate the output density exactly at certain points. Specifically, if the derivative of g and the density of ω (denoted as f ω (ω)) are known, the density of the output can be calculated exactly at certain points using the following change of variables formula:
This information results in the following constraints for the exponential epi-spline estimate at any x for which the true density h is known
where k is the interval such that x ∈ (m k−1 , m k ). Of course, given a specific simulation model, derivatives of g or even the value x may not be available exactly and the above equality may be replaced by
whereh andx are approximate values, and a tolerance.
COMPUTATIONAL EXAMPLES
We describe three examples that illustrate the method. We choose examples where the true density is known so that a mean squared error is computable as
All results are computed using common random numbers for 100 replications, with different levels of soft information applied. We compare exponential epi-spline estimates of order two to those calculated using kernel estimation. We adopt the standard kernel density estimator in MATLAB version R2012a with a gaussian kernel, and do not modify the default (optimized) calculation of the bandwidth. MLP n is solved using fmincon of MATLAB, typically in under one minute of run time on a dual-core 2.2 GHz processor.
Lognormal Distribution
As a basic example to illustrate the benefits of using soft information, we consider the case where ω is a standard normal random variable and x = e ω , so x has a standard lognormal distribution. We estimate the density for 100 replications, each with samples of 10 points. Table 1 shows the average and standard deviation of MSE values across the 100 replications. We perform eight experiments using exponential epi-spline estimates with different combinations of soft information. As with any non-parametric estimation, some constraints on the class of functions under consideration are required to obtain meaningful results. All exponential epi-splines are computed under the assumptions of continuity, smoothness, pointwise Fisher information in [−2, 2], and number of partitions N = 20. The mesh partitions are determined by taking equally spaced intervals within the range of sample data widened by one standard deviation at each end. The first row constrains the density to be unimodal, and the second places a lower bound on the support at zero. Because we know that the true median is 1, we can also constrain the cumulative distribution function to be 0.5 at 1 as a third experiment. A fourth experiment includes all three classes of constraints. In view of Table 1 , it appears that adding the lower bound contributes the greatest reduction in MSE out of the first four experiments. Rows 5-8 show the effect from constraining the density values at observed realizations of x using (2). Constraining the density at more points leads to better estimates as expected, and increasing the amount of soft information also generally results in decreasing the standard deviations of the estimates. We find that these types of derivative constraints contribute to a major reduction in MSE, especially when combined with other soft information. All of the experiments have lower average MSE values than the kernel estimate. Figure 1 shows typical results for the exponential epi-spline and kernel estimates. In addition to having lower MSE values, exponential epi-splines meet qualitative requirements and visually tend to match the true density quite well. In particular, adding derivative information improves 'closeness' of the exponential epi-spline estimate to the true density dramatically. Without ad hoc modifications, kernel estimates might deliver positive density values for negative x (violating the lower bound constraint) and have bumps at outliers (violating the unimodality constraint).
M/M/1 Queueing Example
This example illustrates the effect of imprecise data from realizations of the output x obtained by simulation. We return to the example in the last paragraph of Section 2 and aim to estimate the density of the mean customer TIS given that there is uncertainty in the mean service rate parameter. Consider the M/M/1 queue with λ as the arrival rate and ω as the service rate with λ < ω. Then, the mean TIS is (ω − λ) −1 . We assume that λ = 1, but there is uncertainty in ω, which has a uniform distribution U (1.5, 2.5); see Lim and Glynn (2006) and Staum (2009) for similar examples. The mean TIS, x, of the customers is now a function of ω. Specifically, x = g(ω) = (ω − 1) −1 , with derivative g (ω) = −(ω − 1) −2 . We want to estimate the density of x given the uncertainty in ω. Even though g and g are known exactly for the M/M/1 queue, we simulate these quantities for each ω using one run of 1 million customers. Of course, in more general systems, simulation would be the only option to generate sample points. In the exponential epi-spline estimates, we include continuity, differentiability, and pointwise Fisher information constraints with values in [-4,0] , as well as N = 20. Each replication uses samples of 10 different ω values, each with a simulated mean TIS. Table 2 shows the results for a range of soft information. If we know the density of waiting times has a shape similar to an exponential distribution, we can say that the density is unimodal. Because the density of ω is bounded, we know that the true bounds of x are [ 2 3 , 2]. However, we heuristically add an extra 0.005 to each end of the range to allow for sampling error. For this example, we may also know that the density function is decreasing. Knowledge of the lower and upper bounds greatly contributes to a reduction in MSE compared to the other types of soft information. Other experiments not shown here reveal that using more conservative lower and upper bounds lead to higher MSE values because epi-splines predict positive densities over areas outside the true range.
Finally, adding derivative information contributes to an additional reduction in MSE, as seen in Table  2 . Even though x and its gradient information are estimated (so technically the soft information constraints are inexact), we still see a great reduction in MSE. The standard deviation also decreases with increasing soft information. the soft information constraints of unimodality, lower and upper bounds, and decreasing, and appears to be qualitatively closer than the kernel estimate. The right plot shows the inclusion of gradient information to constrain the density at the sampled values of x. We see that the epi-spline matches the true density closely in the regions where there are sample points, but not as closely between 1.75 and 2, where there are no sample points.
Simulated Queueing Model with Discontinuous Density
We now analyze output from a slightly more complex simulation model of a queueing system where the output density function is discontinuous. This system is an M/M/1 queue with arrival rate λ = 1 and service rate µ = 1.5, but 50% of customers who enter the system are held at a separate station for two time units before entering the queue. We wish to estimate the density of the customer TIS. The true density is an equal mixture of the density of the M/M/1 TIS density, and that same density shifted to the right by two minutes. The resulting density is discontinuous at two as half the customers will have two minutes added to their time in system and is given by
where I x>2 is the indicator function for the event x > 2. We use an event graph model with ranked lists (Schruben and Schruben 2009 ) to simulate and record tens of thousands of customer TIS values for this queueing system. Then, we sample 100 TIS values and compare the performance of epi-spline and kernel methods in terms of MSE. All experiments use a mesh N = 10. As exponential epi-spline estimates are not continuous (unless constrained to be so), they can be used to obtain reasonable estimates of a discontinuous density function when the mesh is fine enough to capture discontinuities. Table 3 shows the effect of soft information, and we see that all the experiments perform similarly in terms of MSE. The first row shows the results with no information, and the second row assumes lower semicontinuity. The third row assumes continuity and differentiability (which we know to be false) and we see that the effect on the average MSE does not change much, though the standard deviation decreases. We can combine lower semicontinuity with a lower bound or Fisher information to obtain slightly improved Singham, Royset, and Wets results. Finally, we add the constraint that the function is unimodal after a certain point, because the right tail of the true density is decreasing. Figure 3 shows one replication, where the exponential epi-spline estimate better captures the discontinuity and shape of the density than the kernel estimate. The left plot shows the epi-spline with a lower bound, lower semicontinuous, and Fisher information constraints (within [−4, 0]), while the right plot added the constraint that the density must be unimodal in the right tail of the distribution, which greatly improves the appearance of the density. This example shows that epi-splines can provide a more reasonable structure for density estimates, even when MSE values are comparable to those of kernel methods. Varying the levels of soft information can result in densities with better qualitative properties, even if the MSE does not decrease greatly. 
CONCLUSIONS AND OTHER APPLICATIONS
Epi-splines with soft information can be used to construct density functions from limited data samples. Knowledge of soft information constrains the feasible space of possible epi-splines to provide better estimates. We show how simulation analysis can uniquely benefit from the availability of soft information, as the shape or bounds of the density functions for simulation output are often known. Simulation runs can also be expensive, and soft information can help reduce the number of data points needed to construct an estimate. When derivative information is available, the reduction in MSE can be even greater.
Other more explicit information about the density might be known. If we have a reference density that we know will be close to the true density, we can place bounds on the divergence between the estimated density and this reference density. This may be useful in sensitivity analysis, where we have a good estimate for the density for a particular set of input parameters and wish to estimate the density for a slightly different set of parameters. In order to calculate this new density quickly (with a much smaller sample size than that used to calculate the reference density) we can bound the divergence from the old density to be small.
It should be noted that epi-splines can also be used to construct density functions from small data samples to generate input to a simulation model. The presence of soft information can be used to construct epi-spline estimates with more flexibility in shape than a parametric distribution. Additionally, simulation from epi-splines can be performed using acceptance/rejection techniques, where the majorizing function is a piecewise constant function which takes the maximum value of the epi-spline over each segment. Epi-spline density function values are easy to evaluate given that they are piecewise polynomial. We anticipate many future related applications for epi-splines.
