It is well known that discrete wavelet transform (DWT) is sensitive to shift, which means a slight shift of feature in the original signal may cause unpredictable changes in the analysis subbands. Some modified versions of DWT can reduce the shift sensitivity, however, they are all redundant. In this article, we shows the shift sensitivity is caused by the aliasing terms formed in the downsampling operation during analysis process. A novel scheme for the design of wavelet is proposed to reduce the effect of aliasing terms as much as possible in the general framework of DWT. A few of biorthogonal wavelets have been designed and applied in the simulation examples. The results of examples demonstrate the efficiency of the designed wavelets in the term of shift insensitivity and nonredundancy.
Introduction
Discrete wavelet transform (DWT) has been applied in many fields as a tool of signal processing, e.g., signal denoising, feature extraction, pattern recognition and image registration [1] [2] [3] . However, DWT is shift-sensitive [4] . A slight shift of feature in the original signals or images may generate unpredictable changes in its DWT analysis subbands. For example, for level-d low-low (LL) subbands of a two-dimensional figure, only the features that consist of more than 2 2d pixels in the original images can be insensitive to shift in image registration [5] . Some new wavelets and modified calculation frameworks of DWT have been presented to reduce the shift sensitivity. However, all these DWTs become redundant, i.e., they are no longer critically-sampled [6] [7] [8] [9] [10] . For example, Kingsbury's dual tree complex wavelet transform (DTCWT) and Selesnick's double-density wavelet transform (DDWT) are all redundant. A pair of filter banks is employed in Kingsbury's DTCWT, which leads to a constant redundancy rate of 2 : 1 for 1-D signals and 2 m : 1 for m-dimensional signals. The other modified DWTs, such as DDWT, also cannot be critically-sampled. The lack of directionality is other main drawback of DWTs. Many modified transformations have been presented to improve directional *Correspondence: shl@ccmu.edu.cn College of Biomedical Engineering, Capital Medical University, Beijing 100069, China selectivity, such as curvelet and contourlet transformations [11] [12] [13] . These multiresolution representations are much more redundant.
The shift sensitivity of DWT can be expressed in many ways. In this article, it is expressed in the frequency domain by the aliasing terms formed in downsampling operation during analysis process (see Figure 1 ). According to this point, a new method for the design of wavelet is proposed to reduce the effect of aliasing terms. Some extra requirements are introduced besides the basic requirements (i.e., the perfect reconstruction requirement) on wavelets. In the design, we focus on the design of biorthogonal wavelets because they are symmetrical (or linear-phase) and have been used in many fields. The general calculation framework (Figure 1 ) is remained to keep DWT non-redundant. A few of biorthogonal wavelets have been designed, and applied in some simulation examples. The results of the design examples illustrate the shift sensitivity has been reduced efficiently.
The shift sensitivity of DWT
Consider the calculation framework of DWT using biorthogonal wavelet in Figure 1 , in which H 0 and H 0 (z) denote the analysis and synthesis filters in the low-pass branch. H 0 and H 0 (z) can be designed to be symmetrical to ensure linear-phase. H 0 (z) denotes the complex conjugate of H 0 (z). the high-pass branch. Let X(z) denote the original signal. The analysis subbands become
where "↓ 2" denotes the downsampling operation by the factor of "2". The synthesis signal Y (z) becomes
where "↑ 2" denotes the upsampling process by the factor of "2". The no-aliasing condition and no-distortion condition require
The no-aliasing and no-distortion conditions ensure that the aliasing terms in Equation (1),
2 ), will be eliminated in synthesis process, and the original signal can be perfectly reconstructed. However, the wavelet representation in the analysis output, X l (z) and X h (z), become shift-sensitive because of the aliasing terms. The shift sensitivity can be shown in many ways. Here, it is shown in the following way. Suppose X(z) is delayed by one sample and denoted as X (z), i.e., X (z) = z −1 X(z), the low-pass output X l (z) becomes
, where k 1 , k 2 ∈ R are the constants. Therefore, the aliasing terms
brings out the shift sensitivity in the low-pass analysis output. The shift sensitivity is very troublesome in many applications. For example, the original signal x(n) in Figure 2a consists of five pulses (the pulse width is 2-pixel) at different positions (the period is 101-pixels) with the same magnitudes. It equals to a pulse and its shifted versions. The low-pass output of first level DWT are shown in Figure 2b using biorthogonal wavelet "bior3.9" (the analysis and synthesis filters are 20-and 4-tap, respectively). It shows analysis outputs of these pulses becomes quite different. Generally, the low-pass subbands are more insensitive to shift than the highpass subbands. Even though for the low-pass subbands, the shift sensitivity is still unacceptable in some applications. With wavelet analysis proceeding, the effect of shift sensitivity may becomes more and more serious. In the following section, we will propose a new scheme to reduce the effect of aliasing terms, and thus reduce shift sensitivity.
The nearly shift-invariant and critically-sampled DWT
In order to avoid redundancy, the framework of general DWT, Figure 1 , is remained in the proposed DWT except the wavelet filters are designed to satisfy some extra requirements. 
The extra requirements on wavelets
In order to reduce the effect of aliasing terms in the lowpass analysis output, H 0 (z) in Figure 1 is designed to be expressed as (4) and satisfy (5) .
where P(z) is a low-pass FIR filter; F(·) and G(·) denotes two FIR filters satisfy 
Consequently, Table 2 , (b) the corresponding curves for wavelet "bior3.9".
Namely, the effect of aliasing terms in the low-pass subband has been approximately removed. The design scheme of wavelets that satisfy these extra requirements will be given in the next. First of all, it is necessary to review the design of biorthogonal wavelet.
The design of biorthogonal wavelet
Consider H 0 (z) and H 0 (z) in Figure 1 . In order to obtain smooth wavelet bases, it is always imposed certain numbers of zeros at z = −1 for H 0 (z) and H 0 (z), i.e., the filter has certain numbers of vanishing moments [14] . Suppose 
where
(it means the vanishing moments of H 0 (z) and H 0 (z) must be either both odd or both even); R(·) is an odd polynomial, which is chosen
We can obtain l +l + 1
constraints about the coefficients of Q(z), Q(z) and R(·)(Though there are 2l + 2l + 2 equations on Q(z) and Q(z), only l+l+1 of them are independent because of symmetry). It has been shown even when R(·) = 0, Q(z) and Q(z) may be not unique for a identical Q(z) Q(z).
Furthermore, when R(·) = 0, there are more choices in designing Q(z) and Q(z), so are H 0 (z) and H 0 (z). Therefore, it is possible to construct biorthogonal wavelet filters that satisfy the PR requirement and approximately satisfy (4) and (5) . The design scheme is presented in the following section.
The design of biorthogonal wavelets for the proposed DWT
First, consider the PR requirement. From the requirements (4), we have
On the other hand, the general expression of
] becomes a symmetrical filter of (4l − 1)-tap. This filter can be expressed as
, where F(z) and G(z) are z-transform of f and g, respectively. Let Q(z) be a symmetrical filter of (2m−1)-tap. After a suitable integer translation and some manipulations, we have
n where a n , n = 0, . . . , 2l + m − 2, are the real coefficients depending on f and g. On the other hand, consider y =
4 , the right side of (7) can be simplified as following
n Therefore, the PR requirement can be expressed as
(e) (f) Figure 5 The original image, the noisy image, and the LL subbands of first level analysis using different wavelets. (a) The original image (238 × 211 pixels), (b) the noisy image, (c) the LL subband (119 × 96 pixels) decomposed using "bior3.9", (d) the LL subband decomposed using the wavelet in Table 1 , (e) the pixels in (c) whose intensities are smaller than 0.4I max are set as I min , (f) the pixels (d) whose intensities are smaller than 0.4I max are set as I min , where I max and I min are the maximum and minimum of each image, respectively.
Second, consider the extra requirements (5). Since it is even symmetrical, f can be factorized =[ q l−1 , . . . , q 0 , . . . , q l−1 ] can be expressed as a real coefficient polynomial g(cos ω). Therefore, if
then
Therefore, the design can be simplified as a constrained optimization problem. The PR requirement becomes the constrained conditions certainly. The objective function can be selected as the integral of the square difference between | cos(ω/2)f (cos ω)| and |g(cos
The design and application examples
In this section, two design examples are presented to illustrate the design process, and three simulation examples are employed to demonstrate the performances of designed wavelets in the applications.
The design examples
Example 1. Two biorthogonal that approximately satisfy (5) are designed. In the first bank, F and G are 5-and 4-tap, respectively, (Q(z) = F(z) + z −1 G(z) becomes 9-tap); Q(z) is 3-tap; k = 11,k = 1 (it means R(·) = 0 in Equation (7)). H 0 and H 0 become 20-and 4-tap, respectively, which are identical with "bior3.9" wavelet filter banks in structure. The filter coefficients obtained are given in Table 1 . It can be verified that H 0 and H 0 satisfies the PR requirement (3) (Let H 1 (z) = − H 0 (−z) and H 1 (z) = −H 0 (−z)). In the second filter bank, H 0 and H 0 are also 20-and 4-tap, however, we choose R(·) = 0 to improve the approximation performance. The filter coefficients are shown in Table 2 .
can be treated as the criteria to evaluate the design results. Consider Table 2 are depicted in Figure 3a . The corresponding magnitude responds of wavelet "bior3.9" is depicted in Figure 3b . It shows the designed wavelet has a better approximation performance to (6) than "bior3.9".
The application examples
Example 2. In a 1D example, the original signal is identical to that in Figure 2a . The filter banks in Tables 1 and 2 are used in wavelet analysis. The low-pass analysis outputs are shown in Figure 4a ,b. The ratio of the minimum to the maximum of the five pules in Figure 2b is 0.501, while the corresponding ratios in Figure 4a ,b is 0.719 and 0.809. It illustrates the effect of shift sensitivity has been reduced using the designed wavelets.
Example 3. In a 2D example, the original image is a noise-free image shown in Figure 5a , in where the intensities of pixels range from 0 to 255. It is corrupted with an additive noise uniformly distributed between 0 and 500, which is shown in Figure 5b . The noisy figure is decomposed using the wavelet "bior3.9" and the wavelet in Table 1 the LL subband (80 × 80 pixels) decomposed using "bior3.9", whose pixel intensities are smaller than 0.55I max are set as I min , (c) the LL subband (80 × 80 pixels) decomposed using the wavelet in Table 1 , whose pixel intensities are smaller than 0.55I max are set as I min . http://jivp.eurasipjournals.com/content/2012/1/14
In order to show the intensity difference after 2D wavelet analysis, the pixels whose intensities are smaller than a certain percent of I max have been set as I min , where I max and I min are the maximum and minimum of the LL subband coefficients, respectively. This operation is similar to the feature extraction according to the pixel intensities automatically. When the pixels in Figure 5c ,d whose intensities are smaller than 0.4I max are set as I min , Figure 5c ,d become Figure 5e ,f. It also illustrates the effect of shift sensitivity has been reduced efficiently using the designed wavelets.
Example 4. In this example, the original image is also a corrupted image shown in Figure 6a . The figure is decomposed using the wavelet "bior3.9" and the wavelet in Table 1 . The operations that are similar with Example 3 are performed to the two LL subbands: the pixels whose intensities are smaller than 0.55I max are set as I min . Figure 6b shows the LL subband decomposed using the wavelet "bior3.9", and (c) shows the one decomposed using the wavelet "bior3.9". It also illustrates the effect of shift sensitivity has been reduced efficiently using the designed wavelets.
Conclusion
For the general wavelets, the aliasing terms formed in analysis process of DWT can be eliminated in the synthesis process by the anti-aliasing properties of filter banks. However, the aliasing terms remain in the analysis outputs. In this article, it shows the aliasing terms cause the shift sensitivity of DWT. A novel scheme is proposed to reduce the effect of aliasing terms. Some extra requirements on the design of wavelets are proposed. The design scheme are presented and two biorthogonal wavelets that approximately satisfy the extra requirements have been designed. The shift sensitivity of the wavelet analysis has been reduced effectively by the new wavelets, which is very favorable for many signal processing applications, such as image registration, feature extraction and pattern recognition (the process is usually achieved using the analysis outputs rather than the synthesis results in these cases). The other superiority of the proposed wavelet analysis is that the wavelet representation remains critically-sampled and does not bring out any redundancy.
