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Abstract
In this paper, we prove the existence of a nonnegative parameter-dependent (nonlinear)
C2(R2) extension operator with bounded depth.
1 Introduction
For nonnegative integersm,n, we write Cm(Rn) to denote the Banach space ofm-times continuously
differentiable real-valued functions such that the following norm is finite
‖F‖Cm(Rn) := sup
x∈Rn
∑
|α|≤m
|∂αF(x)|2
1/2 .
If S is a finite set, we write #(S) to denote the number of elements in S. We use C to denote
constants that depend only on m and n.
Building on [9], in this paper, we prove the following theorem, which was announced in [9].
Theorem 1. Let E ⊂ R2 be a finite set. There exist (universal) constants C,D, and a map
E : C2+(E)× [0,∞)→ C2+(R2) such that the following hold.
(A) Let M ≥ 0. Then for all f ∈ C2+(E) with ‖f‖C2+(E) ≤ M, we have E(f,M) = f on E and
‖E(f,M)‖C2(R2) ≤ CM.
(B) For each x ∈ R2, there exists a set S(x) ⊂ E with #(S(x)) ≤ D such that for all M ≥ 0 and
f, g ∈ C2+(E) with ‖f‖C2+(E), ‖g‖C2+(E) ≤M and f|S(x) = g|S(x), we have
∂αE(f,M)(x) = ∂αE(g,M)(x) for |α| ≤ 2 .
A few remarks on Theorem 1 are in order. First of all, in [9], we showed that the extension
operator E is not linear. The constant D appearing in Theorem 1 is called the depth of the extension
operator E . This generalizes the notion of the depth of a linear extension operator first studied by
C. Fefferman in [1, 2] (for further discussion on the depth of linear extension operators see also
G.K. Luli [11]). The depth of an extension operator (both linear and nonlinear) measures the
computational complexity of the extension. The existence of a linear extension operator of bounded
depth is one of the main ingredients for the Fefferman-Klartag [7, 8] and Fefferman [3] algorithms
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for solving the interpolation problems without the nonnegative constraints; the algorithms in [3,7,8]
are essentially the best possible.
Armed with Theorem 1, in a spirit similar to [3,7,8], we will provide algorithms for solving the
following two problems, in the case when m = n = 2. We remark in passing that Problem 2 is an
open problem posed in the book [4]. Here we announce the algorithms and in a sequel paper [10]
we will provide the detailed explanations. As far as we know, there has been no prior work on the
two problems.
Problem 1. Let E ⊂ Rn be a finite set. Let f : E→ [0,∞). Compute the order of magnitude of
(1.1) ‖f‖Cm+ (E) := inf
{‖F‖Cm(Rn) : F|E = f and F ≥ 0} .
Problem 2. Let E ⊂ Rn be a finite set. Let f : E → [0,∞). Compute a nonnegative function
F ∈ Cm(Rn) such that F|E = f and ‖F‖Cm(Rn) ≤ C‖f‖Cm+ (E).
By “order of magnitude ” we mean the following: Two quantities M and M˜ determined by
E, f,m,n are said to have the same order of magnitude provided that C−1M ≤ M˜ ≤ CM, with C
depending only on m and n. To compute the order of magnitude of M˜ is to compute a number M
such that M and M˜ have the same order of magnitude.
By “computing a function F ” from (E, f), we mean the following: After processing the input
(E, f), we are able to accept query consisting of a point x ∈ Rn, and produce a list of numbers
(fα(x) : |α| ≤ m). The algorithm “computes the function F ” if for each x ∈ Rn, we have ∂αF(x) =
fα(x) for |α| ≤ m.
We call the quantity in (1.1) the “trace norm ” of f (restricted to E).
We assume that our algorithms run on an idealized computer with standard von Neumann
architecture able to process exact real numbers. We refer the readers to [8] for a discussion on
finite-precision computing.
Recall the definition of the trace norm in (1.1). Our solution (see [10]) to Problem 1 consists of
the following.
Algorithm 1. Nonnegative C2(R2) Interpolation Algorithm - Trace Norm
DATA: E ⊂ R2 finite with #(E) = N.
QUERY: f : E→ [0,∞).
RESULT: The order of magnitude of ‖f‖C2+(E). More precisely, the algorithm outputs a
number M ≥ 0 such that both of the following hold.
– We guarantee the existence of a function F ∈ C2+(R2) such that F|E = f and ‖F‖C2(R2) ≤
CM.
– We guarantee there exists no F ∈ C2+(R2) with norm at most M satisfying F|E = f.
COMPLEXITY:
– Preprocessing E: at most CN logN operations and CN storage.
– Answer query: at most CN operations.
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Our solution (see [10]) to Problem 2 consists of the following.
Algorithm 2. Nonnegative C2(R2) Interpolation Algorithm - Interpolant
DATA: E ⊂ R2 finite with #(E) = N. f : E→ [0,∞). M ≥ 0.
ORACLE: ‖f‖C2+(E) ≤M.
RESULT: A query function that accepts a point x ∈ R2 and produces a list of numbers
(fα(x) : |α| ≤ 2) that guarantees the following: There exists a function F ∈ C2+(R2) with
‖F‖C2(R2) ≤ CM and F|E = f, such that ∂αF(x) = fα(x) for |α| ≤ 2. The function F is
independent of the query point x.
COMPLEXITY:
– Preprocessing (E, f): at most CN logN operations and CN storage.
– Answer query: at most C logN operations.
To conclude the introduction, we sketch the proof of Theorem 1, sacrificing accuracy for the
ease of understanding.
As in [9], we perform a Calderón-Zygmund decomposition for R2 into a collection of squares
Λ = {Q}, such that E localized to each neighborhood of Q ∈ Λ lies on a curve with slope ≤ C and
curvature ≤ Cδ−1Q , where δQ is the sidelength of Q. Furthermore, we require that nearby squares
in Λ are comparable in sizes, so that a partition of unity can be applied to patch together local
extensions.
On each Q ∈ Λ, we construct an extension operator in the following way: First we treat
the local data as one-dimensional, for which there already exists a bounded extension operator of
bounded depth [9]. Next, we extend in the transversal direction by constant. To guarantee Whitney
compatibility among nearby extensions, we require the local extension operator to take a prescribed
jet near the center of Q. The prescribed jet will be “universal ” in the sense that, up to a Taylor
error, it is a candidate jet of nearby extensions.
Having accomplished all of the above, we patch together each of the local extension operators
by a partition of unity.
Here we have given an overly simplified account of our approach. In practice, we have to
simultaneously control derivatives on small scales and handle subtraction with great care, in order
to preserve nonnegativity. We will present the details in Section 3.
The dependence on the parameterM in Theorem 1 is a manifestation of the delicacy in preserving
nonnegativity. We hereby raise the following question.
Problem 3. Let m,n be positive integers. Let E ⊂ Rn be a finite set. Do there exist constants
C(m,n), D(m,n), and a map E : Cm+ (E)→ Cm+ (Rn) such that the following hold?
(A) E(f) = f on E and ‖E(f)‖ ≤ C‖f‖Cm+ (E) for all f ∈ Cm+ (E).
(B) For each x ∈ Rn, there exists S(x) ⊂ E with #(S(x)) ≤ D such that for all f, g ∈ Cm+ (E) with
f|S(x) = g|S(x), we have
∂αE(f)(x) = ∂αE(g)(x) for |α| ≤ 2.
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This paper is part of a literature on extension and interpolation, going back to the seminal
works of H. Whitney [12–14]. We refer the readers to [3–9] and references therein for the history
and related problems.
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2 Preliminaries
We use c∗, C∗, C
′, etc. to denote universal constants. They may be different quantities in different
occurrences. We will label them to avoid confusion when necessary.
We assume that we are given an ordered orthogonal coordinate system on R2. We use | · |
to denote Euclidean distance. We use B(x, r) to denote the disk of radius r centered at x. Let
A,B ⊂ R2, we write dist (A,B) := infa∈A,b∈B |a− b|.
By a square, we mean a set of the form Q = [a, a+ δ)× [b, b+ δ) for some a, b ∈ R and δ > 0.
If Q is a square, we write δQ to denote the sidelength of the square. For λ > 0, we use λQ to denote
the square whose center is that of Q and whose sidelength is λδQ. Given two squares Q,Q
′, we
write Q↔ Q ′ if closure(Q) ∩ closure(Q ′) 6= ∅.
A dyadic square is a square of the form Q = [2k ·i, 2k ·(i+1))× [2k ·j, 2k ·j+1) for some i, j, k ∈ Z.
Each dyadic square Q is contained in a unique dyadic square with sidelength 2δQ, denoted by Q
+.
We use α,β ∈ N20 to denote multi-indices. We adopt the partial ordering α ≤ β if and only if
αi ≤ βi for i = 1, 2.
Let Ω ⊂ Rn be a set with nonempty interior Ω0. For nonnegative integers m,n, we use Cm(Ω)
to denote the vector space of m-times continuously differentiable real-valued functions up to the
closure of Ω. For F ∈ Cm(Ω), we define
‖F‖Cm(Ω) := sup
x∈Ω0
∑
|α|≤m
|∂αF(x)|2
1/2 .
We write Cm+ (Ω) to denote the collection of functions F ∈ Cm(Ω) such that F ≥ 0 on Ω.
Let E ⊂ Rn be finite. We define the following.
Cm(E) := {F|E : F ∈ Cm(Rn)} ∼= R#(E) and ‖f‖Cm(E) := inf
{‖F‖Cm(Rn) : F|E = f} ;
Cm+ (E) :=
{
F|E : F ∈ Cm+ (Rn)
}
∼= [0,∞)#(E) and ‖f‖Cm+ (E) := inf {‖F‖Cm(Rn) : F|E = f and F ≥ 0} .
2.1 Convex sets and polynomials
We write P to denote the space of affine polynomials on R2. It is a three-dimensional vector space.
For x ∈ R2 and a function F differentiable at x, we write JxF to denote the one-jet of F at x, which
we identify with the degree-one Taylor polynomial
JxF(y) := F(x) +∇F(x) · (y − x) .
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We use Rx to denote the ring of one-jets at x. For P ∈ Rx, we define
(2.1) |P|Rx :=
∑
|α|≤1
|∂αP(x)|2
1/2 .
Let S ⊂ Rn be a nonempty finite set. A Whitney field on S is an array of polynomials
~P := (Px)x∈S where P
x ∈ Rx for each x ∈ S .
Given ~P = (Px)x∈S, we sometimes use the notation
(~P, x) := Px for x ∈ S .
We write W2(S) to denote the vector space of all Whitney fields on S. For ~P = (Px)s∈S ∈ W2(S),
we define
‖~P‖W2(S) := max
x,y∈S, x 6=y, |α|≤2
|∂α(Px − Py)(x)|
|x− y|2−|α|
.
‖·‖W2(S) is a seminorm on W2(S).
We writeW2+(S) to denote a subcollection ofW
2(S), such that ~P ∈W2+(S) if and only if for each
x ∈ S, there exists some Mx ≥ 0 such that
(~P, x)(y) +Mx |y− x|
2 ≥ 0 for all y ∈ R2 .
For ~P ∈W2+(S), we define
‖~P‖W2+(S) := ‖~P‖W2(S) +maxx∈S
(
inf
{
Mx ≥ 0 : (~P, x)(y) +Mx |y− x|2 ≥ 0 for all y ∈ R2
})
.
The next lemma is a Taylor-Whitney correspondence for C2+(R
2). (A) is simply Taylor’s theorem.
See [6, 9] for a proof of (B).
Lemma 2.1. There exists a universal constant Cw such that the following holds.
Let E ⊂ R2 be a finite set.
(A) Let F ∈ C2+(R2). Let ~P := (JxF)x∈E. Then ~P ∈W2+(E) and ‖~P‖W2+(E) ≤ Cw‖F‖C2(R2).
(B) There exists a map TEw : W
2
+(E) → C2+(R2) such that ‖TEw(~P)‖C2(R2) ≤ Cw‖~P‖W2+(E) and
JxT
E
w(
~P) = (~P, x) for each x ∈ E.
Definition 2.1. Let E ⊂ R2 be a finite set.
• For x ∈ R2, S ⊂ E, and k ≥ 0, we define
σ(x, S) :=
{
Jxφ : φ ∈ C2(R2), φ|S = 0, and ‖φ‖C2(R2) ≤ 1
}
, and
σ♯(x, k) :=
⋂
S⊂E,#(S)≤k
σ(x, S).
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• Let f : E→ [0,∞) be given. For x ∈ R2, S ⊂ E, k ≥ 0, and M ≥ 0, we define
Γ+(x, S,M) :=
{
JxF : F ∈ C2+(R2), F|S = f, and ‖F‖C2(R2) ≤M
}
, and
Γ
♯
+(x, k,M) :=
⋂
S⊂E,#(S)≤k
Γ+(x, S,M).
The next lemma characterizes jets generated by nonnegative functions.
Lemma 2.2 (Lemma 7.2 of [9]). Suppose P ∈ Γ+(x,∅,M). Then
P(y) + CM |y− x|2 ≥ 0 for all y ∈ R2.(2.2)
|∇P| ≤ C ′
√
MP(x).(2.3)
dist (x, {P = 0}) ≥ C ′′M−1/2
√
P(x).(2.4)
We prove a variant of Lemma 2.2 for locally defined functions with “small ” values.
Lemma 2.3. Let Q ⊂ R2 be a square. Let x0 ∈ 2Q. Let F ∈ C2+(R2) with ‖F‖C2(R2) ≤M. Suppose
F(x0) ≤Mδ2Q. Then the following hold.
(A) |∂αF(x)| ≤ CMδ2Q for |α| ≤ 2 and x ∈ 100Q.
(B) Jx0F ∈ Γ+(x0,∅, CM).
Proof. Without loss of generality, we may assume that x0 = 0.
We prove (A) first.
By Taylor’s theorem, we see that, for x ∈ 100Q,
F(x) − J0F(x) ≤ |F(x) − J0F(x)| ≤ C |x|2 · sup
y∈100Q,|α|=2
|∂αF(y)| ≤ CM |x|2 .
Rearranging and expanding J0F(x) = F(0) +∇F(0) · x, we see that
F(x) = F(0) +∇F(0) · x+ CM |x|2 ≥ 0 for x ∈ 100Q.
In particular, we see that
(2.5) ∇F(0) · x ≥ −F(0) − CMδ2Q ≥ C ′Mδ2Q for x ∈ 100Q.
Let x range over all the possible directions in R2 in (2.5). We see that
(2.6) |∇F(0)| ≤ CMδQ.
Thanks to (2.6) and the assumption |F(0)| ≤Mδ2Q, we have
(2.7) |∂αF(0)| ≤ CMδ2−|α|Q for |α| ≤ 2.
Applying the fundamental theorem of calculus to (2.7), we see that
(2.8) |∂αF(x)| ≤ CMδ2−|α|Q for |α| ≤ 2, x ∈ 100Q.
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This proves Lemma 2.3(A).
Now we prove Lemma 2.3(B).
Let ψ be a cutoff function such that
(2.9) 0 ≤ ψ ≤ 1, ψ ≡ 1 near 0, supp (ψ) ⊂ 100Q, and |∂αψ| ≤ Cδ−|α|Q .
Consider the function
F˜(x) := ψ(x) · F(x).
Since supp (ψ) ⊂ 100Q, F˜ is defined on all of R2 and F˜ ≥ 0. By (2.8) and (2.9), we have
‖F˜‖C2(R2) ≤ CM.
Therefore, we have J0F ∈ Γ+(0,∅, CM). This concludes part (B) and the proof of Lemma 2.3.
Definition 2.2. For x ∈ R2 and δ > 0, we define
B(x, δ) :=
{
P ∈ P : |∂αP(x)| ≤ δ2−|α| for |α| ≤ 1.
}
.
The significance of the object B(x, δ) is that Taylor’s theorem can be reformulated as
JxF − JyF ∈ C‖F‖C2(R2)B(x, |x− y|) for all x, y ∈ R2.
Helly’s Theorem. Let F be a finite collection of convex sets in RD. Suppose every subcollection of
F of cardinality at most (D+1) has nonempty intersection. Then the whole collection has nonempty
intersection.
The next lemma is a variant of Helly’s Theorem. The proof can be found in [1].
Lemma 2.4. Let F be a finite collection of compact, convex, and symmetric subsets of RD. Suppose
0 is an interior point for each K ∈ F . Then there exist K1, · · · , KD(D+1) ∈ F such that
K1 ∩ · · · ∩ KD(D+1) ⊂ CD ·
(⋂
K∈F
K
)
.
Here, CD is a constant that depends only on D.
2.2 Calderón-Zygmund squares
For the rest of the paper, we fixed the following constants
k0 ≥ 4 and C0 ≥ 1000 .
Definition 2.3. Let E ⊂ R2 be given. A dyadic square Q ∈ Λ0 if and only if all of the following
are satisfied.
• δQ ≤ 1.
• diamRxσ♯(x, k0) ≥ C0δQ for all x ∈ 2Q. Here and below, the metric on Rx is induced by (2.1).
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• There exists x^ ∈ 2Q+ such that diamRx^σ♯(x^, k0) < 2C0δQ.
We will be mostly interested in the “nontrivial ” squares.
Definition 2.4. We define
Λ♯ := {Q ∈ Λ0 : E ∩ 2Q 6= ∅} .
We include all the relevant properties of the squares in Λ0 and Λ
♯ in the following lemma. The
proof for these properties can be found in [9].
Lemma 2.5. Let Λ0 and Λ
♯ be as in Definitions 2.3 and 2.4, respectively. Then we have the
following.
(A) (Lemma 5.1 of [9]) If Q,Q ′ ∈ Λ0, and Q↔ Q ′, then 14δQ ≤ δQ ′ ≤ 4δQ. As a consequence, we
have the following bounded intersection property: For each Q ∈ Λ0,
(2.10) #
{
Q ′ ∈ Λ0 : 9
8
Q ′ ∩ 9
8
Q 6= ∅
}
≤ C.
Moreover, we have
#(Λ♯) ≤ C ·#(E).
(B) (Lemmas 5.4 and 5.5 in [9]) Let Q ∈ Λ♯. Then up to a rotation, there exists φ ∈ C2(R) such
that
E ∩ 2Q ∈ {(t, φ(t)) : t ∈ R} .
The orientation of the graph is given by the direction in which closure(σ♯(x, k0)) achieves
diamRxσ
♯(x, k0) for some x ∈ E ∩ 2Q. Moreover, the function φ satisfies the estimates∣∣∣∣ dmdtmφ(t)
∣∣∣∣ ≤ δ1−mQ for m = 1, 2.
As a consequence, there exists a diffeomorphism Φ : R2 → R2 defined by
Φ(t1, t2) ∼ (t1, t2 − φ(t1)).
The symbol ∼ means the definition is up to a rotation about the origin. In particular, Φ satisfies
Φ(E ∩ 2Q) ⊂ R× {t2 = 0} and |∇mΦ| , |∇mΦ−1| ≤ Cδ1−mQ for m = 1, 2.
(C) (Lemma 5.6 in [9]) Let Q ∈ Λ0. There exists x♯Q ∈ Q such that
dist
(
x
♯
Q, E
)
≥ c0δQ.
Here, c0 is a universal constant.
Lemma 2.6. Let 0 < δ ≤ 1. Let Φ : R2 → R2 be a C2-diffeomorphism such that
|∇mΦ| ≤ δ1−m for m = 1, 2.
Let Ω ⊂ R2 be a domain, and let F ∈ C2(Ω). Suppose
|∂αF(x)| ≤Mδ2−|α|Q for |α| ≤ 2, x ∈ Ω.
Then ‖F ◦Φ‖C2(Φ−1(Ω)) ≤ CM.
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Proof. We expand Φ = (Φ1,Φ2) in coordinates. Then
∂ijF ◦Φ =
2∑
k,l=1
ckl · ∂iΦk · ∂jΦl · ∂klF ◦Φ+
2∑
k=1
∂ijΦk · ∂kF ◦Φ.
Lemma 2.6 follows from the derivative estimates of F and Φ.
Lemma 2.7 (Lemma 5.7 in [9]). Let Λ♯ be as in Definition 2.4. Let Q ∈ Λ♯, and let x♯Q be as in
Lemma 2.5(C). Then
σ♯(x
♯
Q, 4k0) ⊂ C · B(x♯Q, δQ),
for some universal constant C.
3 Extension operator of bounded depth
We use t to denote the variable on R. We write ∂m to denote d
m
dtm .
We recall the following theorems proven in [9].
Theorem 2.A (Theorem 2.A in [9]). Let E ⊂ R be a finite set. There exist universal constants
C,D and an operator E : C2+(E)→ C2+(R) such that the following hold.
(i) E(f)
∣∣
E
= f for all f ∈ C2+(E).
(ii) ‖E(f)‖C2(R) ≤ C‖f‖C2+(E).
(iii) Moreover, for each t ∈ R, there exists S(t) ⊂ E with #(S(t)) ≤ D, such that for all f, g ∈ C2+(E)
with f|S(t) = g|S(t), we have
∂m(E(f))(t) = ∂m(E(g))(t) for m = 0, 1, 2 .
Theorem 2.B (Theorem 2.B. in [9]). Let E ⊂ R be a finite set. There exist universal constants
C,D and a linear operator E± : C2(E)→ C2(R) such that the following hold.
(i) E±(f)
∣∣
E
= f for all f ∈ C2(E).
(ii) ‖E±(f)‖C2(R) ≤ C‖f‖C2(E).
(iii) Moreover, for each t ∈ R, there exists S(t) ⊂ E with #(S(t)) ≤ D, such that for all f, g ∈ C2(E)
with f|S(t) = g|S(t), we have
∂m(E±(f))(t) = ∂m(E±(g))(t) for m = 0, 1, 2 .
Remark 3.1. The set S(t) in Theorems 2.A(iii) and 2.B(iii) takes a particular simple form:
• Suppose #(E) ≤ 3. We take S(t) = E.
• Suppose #(E) ≥ 4. Enumerate E = {t1, · · · , tN} with t1 < · · · < tN.
– If t < t1 or t > tN, we take S(t) to be the three points in E closest to x.
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– If t ∈ [t1, t2], we take S(t) = {t1, t2, t3}.
– If t ∈ [tN−1, tN], we take S(t) = {tN−2, tN−1, tN}.
– Otherwise, we take S(t) = {t ′1, t
′
2, t
′
3, t
′
4} ⊂ E with t ′1 < t ′2 < t ′3 < t ′4 such that t ∈ [t ′2, t ′3].
As a consequence of Helly’s Theorem and Lemma 2.4, we have the following.
Lemma 3.1 (Lemma 4.5 of [9]). Let E ⊂ R2 be finite. Let x ∈ R2. Let k ≥ 0. Then there exist
Sν = Sν(x, k) ⊂ E for ν = 1, · · · , 12 with #(Sν) ≤ k for each ν, and
12⋂
ν=1
σ(x, Sν) ⊂ C · σ♯(x, k) .
Lemma 3.2 (Lemma 5.3 of [9]). Let E ⊂ R2 be a finite set. Let Λ0 be as in Definition 2.3. Let
Q,Q ′ ∈ Λ0. Let xQ ∈ Q and xQ ′ ∈ Q ′. Let PQ ∈ Γ ♯+(xQ, 4k0,M) and PQ ′ ∈ Γ ♯+(xQ ′ , 4k0,M). Then∣∣∂α(PQ − PQ ′)(x)∣∣ ≤ CM (∣∣xQ − xQ ′∣∣ + δQ + δQ ′)2−|α| for x ∈ 2Q ∪ 2Q ′ and |α| ≤ 2 .
Lemma 3.3 (Lemma 7.3 of [9]). Let E ⊂ R2 be finite. Let Q ∈ Λ♯ and let x♯Q ∈ Λ♯. Let
f : E→ [0,∞) be given. Suppose Γ+(x♯Q, 4k0,M) 6= ∅. The following are true.
(A) There exists a number B0 > 0 exceeding a large universal constant such that the following holds.
Suppose f(x) ≥ B0Mδ2Q for each x ∈ E ∩ 2Q. Then
Γ+(x
♯
Q, 4k0,M) +M · B(x♯Q, δQ) ⊂ Γ+(x♯Q, 4k0, CM),
for some universal constant C.
(B) Let A > 0. Suppose f(x) ≤ AMδ2Q for each x ∈ E ∩ 2Q. Then
0 ∈ Γ+(x♯Q, 4k0, A ′M).
Here, A ′ depends only on A.
Lemma 3.4 (Lemma 7.5 of [9]). For each B > 0, we can find B > 0 depending only on B, such that
the following holds.
Let E ⊂ R2 be finite. Let Q ∈ Λ♯. Let f : E → [0,∞) be given. Suppose Γ+(x♯Q, 4k0,M) 6= ∅.
Then at least one of the following holds.
(A) f(x) ≥ BMδ2Q for all x ∈ E ∩ 2Q.
(B) f(x) ≤ BMδ2Q for all x ∈ E ∩ 2Q.
The finiteness principle in [9] can be translated into the following.
Lemma 3.5. Let E ⊂ R2 be finite. Let f : E → [0,∞). Suppose Γ ♯+(x, 4k0,M) 6= ∅ for all x ∈ R2
(recall that we assume k0 ≥ 4). Then there exists F ∈ C2+(R2) with F|E = f and ‖F‖C2(R2) ≤ CM.
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Let E ⊂ R2 be finite. Let x0 ∈ R2.
Let Sν = Sν(x0, 4k0), ν = 1, · · · , 12, be as in Lemma 3.1 (with x = x0 and k = 4k0). We define
(3.1) Sx0 := S1 ∪ · · · ∩ S12 ∪ {x0} .
We immediately see, from an elementary calculation and Lemma 3.1, that
#(Sx0) ≤ 48k0 + 1 and σ(x0, Sx0) ⊂ C · σ♯(x0, 4k0).
We define the following two functions:
Qx0 : P × · · · × P︸ ︷︷ ︸
#(Sx0 ) copies
→ [0,∞)
~P = (Px)x∈Sx0 7→ ∑
x∈Sx0
|α|≤1
|∂αPx(x)|2 +
∑
x,y∈Sx0
x 6=y
|α|≤1
(
|∂α(Px − Py)(x)|
|x− y|2−|α|
)2
, and
(3.2)
Mx0 : P × · · · × P︸ ︷︷ ︸
#(Sx0 ) copies
→ [0,∞]
~P = (Px)x∈Sx0 7→


∞ if there exists x ∈ Sx0 such that Px(x) < 0∑
x∈Sx0
|∇Px |4
Px(x)2
otherwise
.
(3.3)
In (3.3), we use the convention 00 = 0.
It is clear that for each ~P ∈W2+(Sx0), we have
C−1(Qx0 +Mx0)(~P) ≤ ‖~P‖2
W2+(S
x0 )
≤ C(Qx0 +Mx0)(~P).
Let f : E→ [0,∞) be given. For eachM ≥ 0, the functions Qx0 andMx0 give rise to a (possibly
empty) set
(3.4) G(x0,M) :=

P ∈ P :
There exists ~P ∈W2+(Sx0) such that
(~P, x0) = P,
Qx0(~P) +Mx0(~P) ≤ CTM2, and
(~P, x)(x) = f(x) for each x ∈ Sx0 ∩ E .

 .
Here, CT is a large universal constant.
We learn from Lemma 2.1 that if ‖f‖C2+(Sx0∩E) ≤M, then G(x0,M) 6= ∅.
Suppose G(x0,M) 6= ∅. Let Px00 ∈ closure(G(x0,M)) be such that
(3.5)
∑
|α|≤1
∣∣∂αPx00 (x0)∣∣2 = inf

∑
|α|≤1
|∂αP(x0)|
2 : P ∈ G(x0,M)

 .
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Definition 3.1. Let E ⊂ R2 be finite, and let f : E → [0,∞). Let x0 ∈ R2. Let G(x0,M) and Px00
be as in (3.4) and (3.5). We define
Tx0 : C2+(E)× [0,∞)→ P
(f,M) 7→ {Px00 if G(x0,M) 6= ∅
0 otherwise
.
(3.6)
Remark 3.2. For any given x0 ∈ R2, Tx0(M,f) depends only on f|Sx0∩E.
The following lemma shows that for suitableM, Tx0(f,M) is the jet of a nonnegative interpolant
of norm no greater than CM and agrees with f on Sx0 ∩ E.
Lemma 3.6. Let E ⊂ R2 be finite, and let f : E → [0,∞). Let x0 ∈ R2. Let Sx0 be as in
(3.1). Let Tx0 be as in Definition 3.1. Suppose ‖f‖C2+(E) ≤ M. Then there exists F ∈ C2+(R2) with
‖F‖C2(R2) ≤ CM, F(x) = f(x) for each x ∈ Sx0 ∩ E, and Jx0F = Tx0(f,M).
Proof. By the definition of the trace norm, we have
‖f‖C2+(Sx0∩E) ≤ ‖f‖C2+(E) ≤M.
Thanks to Lemma 2.1, there exists ~P = (Px)x∈Sx0 ∈W2+(Sx0) with ‖~P‖W2+(Sx0) ≤ CWM and Px(x) =
f(x) for each x ∈ Sx0 ∩ E. Then, for CT ≥ CW (see 3.4),
G(x0,M) 6= ∅ .
By Definition 3.1,
Tx0(f,M) ∈ closure(G(x0 ,M)) ⊂ G(x0, 2M) .
By the definition of G(x0,M), there exists ~P0 ∈W2+(Sx0) with
(~P0, x0) = T
x0(f,M), ‖~P‖W2+(Sx0 ) ≤ CM, and (~P0, x)(x) = f(x) for each x ∈ S
x0 ∩ E .
Let T
{x0}
w be as in Lemma 2.1. We define
F := T
{x0}
w (~P0) .
Thus, F ∈ C2+(R2) with ‖F‖C2(R2) ≤ CM and JxF = (~P0, x) for each x ∈ Sx0 . In particular,
F(x) = f(x) for each x ∈ Sx0 ∩ E. This proves Lemma 3.6.
The next lemma shows that for each representative point x♯Q ∈ Q ∈ Λ♯, Tx
♯
Q(f,M) is “universal ”.
Lemma 3.7. Let E ⊂ R2 be finite. Let Q ∈ Λ♯. Let x♯Q ∈ Q be as in Lemma 2.5(C). Let
f : E→ [0,∞) be given. Suppose ‖f‖C2+(E) ≤M. Then
Tx
♯
Q(f,M) ∈ Γ ♯+(x♯Q, 4k0, CM).
Proof. Since ‖f‖C2+(E) ≤M, we have Γ+(x
♯
Q, 4k0, C0M) 6= ∅.
Let B be a sufficiently large number to be determined. By Lemma 3.4, there exists B such that
at least one of the following scenarios is true.
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Scenario 1 f(x) ≥ BMδ2Q for all x ∈ E ∩ 2Q.
Scenario 2 f(x) ≤ BMδ2Q for all x ∈ E ∩ 2Q.
Suppose we are in the first scenario.
Since ‖f‖C2+(E) ≤M, there exists
F^ ∈ C2+(R2) with ‖F^‖C2(R2) ≤ C1M, F^E = f, and Jx♯Q F^ ∈ Γ+(x
♯
Q, 4k0, C1M) .
Let F˜ be as in Lemma 3.6 with x0 = x
♯
Q. Thus,
‖F˜‖C2(R2) ≤ C2M, F˜
∣∣
S
x
♯
Q∩E
= f, and J
x
♯
Q
F˜ = Tx
♯
Q(f,M).
Therefore, we have
(a) ‖F˜ − F^‖C2(R2) ≤ C3M;
(b) (F˜ − F^)
∣∣
S
x
♯
Q∩E
= 0; and
(c) J
x
♯
Q
(F˜ − F^) = Tx
♯
Q(f,M) − J
x
♯
Q
F^.
By (a), (b), the definition of σ, and Lemma 3.1, we have
J
x
♯
Q
(F˜ − F^) ∈ C3M · σ(x♯Q, Sx
♯
Q ∩ E) ⊂ C4M · σ♯(x♯Q, 4k0).
By Lemma 2.7, we then have
J
x
♯
Q
(F˜ − F^) ∈ C5M · B(x♯Q, δQ) .
Now, we pick
(3.7) B ≥ B0 ·max {1,C0, C5} .
Here, B0 is as in Lemma 3.3(A). We then have
Tx
♯
Q(f,M) ∈ J
x
♯
Q
F^+ C5M · B(x♯Q, δQ)
⊂ Γ ♯+(x♯Q, 4k0, C1M) + C5M · B(x♯Q, δQ)
⊂ Γ ♯+(x♯Q, 4k0, C6M) + C6M · B(x♯Q, δQ)
⊂ Γ ♯+(x♯Q, 4k0, C7M).
Note that for the last inclusion, we used the assumption in Scenario 1, the choice of B in (3.7), and
Lemma 3.3.
This proves Lemma 3.7 for the first scenario.
Now we turn to the second scenario.
By Lemma 3.3, we know that
(3.8) 0 ∈ Γ ♯+(x♯Q, 4k0, BM) .
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Here, B depends only on B. Thanks to Lemma 3.5, we know that
(3.9) 0 ∈ Γ ♯+(x♯Q, 4k0, BM) ⊂ Γ+(x♯Q, E, CBM) ⊂ Γ+(x♯Q, Sx
♯
Q ∩ E,C ′BM).
Since ‖f‖C2+(E) ≤ M, we have G(x
♯
Q,M) 6= ∅, where G(x♯Q,M) is as in (3.4). Taking CT to be
sufficiently large in (3.4) and using Lemma 2.1, we see that
(3.10) Γ+(x
♯
Q, S
x
♯
Q ∩ E,C1BM) ⊂ G(x♯Q,M).
From (3.8), (3.9), and (3.10), we see that
(3.11) 0 ∈ G(x♯Q,M) ⊂ closure(G(x♯Q ,M)).
Since Tx
♯
Q(f,M) is defined to be the element of the least norm in closure(G(x♯Q ,M)), (3.8) and
(3.11) imply
Tx
♯
Q(f,M) = 0 ∈ Γ ♯+(x♯Q, 4k0, BM).
This concludes the second scenario as well as the proof of Lemma 3.7.
The next results shows how to construct a local extension operator of bounded depth that also
takes a prescribed jet at x♯Q ∈ Q ∈ Λ♯.
Lemma 3.8. Let E ⊂ R2 be finite. Let Q ∈ Λ♯. Then there exist universal constants C,D0 and a
map
EQ : C2+(E)× [0,M)→ C2(100Q)
such that the following hold.
(A) Given f ∈ C2+(E) with ‖f‖C2+(E) ≤M, we have
(i) EQ(f,M) ≥ 0 on 100Q;
(ii) EQ(f,M) = f on E ∩ 2Q; and
(iii) ‖EQ(f,M)‖C2(100Q) ≤ CM.
(iv) J
x
♯
Q
EQ(f,M) = Tx
♯
Q(f,M), where Tx
♯
Q is as in Definition 3.1 (with x0 = x
♯
Q, and x
♯
Q
is as in Lemma 2.5(C)). As a consequence of Lemma 3.7, we have J
x
♯
Q
EQ(f,M) ∈
Γ
♯
+(x
♯
Q, 4k0, CM). .
(B) For each x ∈ 100Q, there exists a set SQ(x) ⊂ E with #(SQ(x)) ≤ D0 such that the following
holds: Given f, g ∈ C2+(E) with ‖f‖C2+(E), ‖g‖C2+(E) ≤M and f|SQ(x) = g|SQ(x), we have
∂αEQ(f,M)(x) = ∂αEQ(g,M)(x) for |α| ≤ 2 .
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Before dwelling into the proof, which is rather lengthy, we briefly describe the strategy.
For part (A), we use Lemma 3.4 to divide the situation at hand into two cases: one where the
local data is “sufficiently big ” and one where the local data is “sufficiently small ”. For the big
case, we can, without losing nonnegativity, subtract the prescribed jet from the local data, solve
the straightened one-dimensional interpolation problem, and add back the prescribed jet. For the
small case, we can directly solve the straightened one-dimensional problem and prescribe a zero jet.
The reason behind the two separate methods is that we need to handle the following two matters
simultaneously: preserve nonnegativity of the extension, and avoid large second derivatives from
composition with the diffeomorphism.
We now present the details.
Proof of Lemma 3.8. First, we list the relevant ingredients in the construction of EQ.
• Let Φ be the diffeomorphism associated with Q as in Lemma 2.5(B).
• Let x♯Q, c0 be as in Lemma 2.5(C). Let ψ ∈ C2+(R2) be a cutoff function such that
(3.12) 0 ≤ ψ ≤ 1, ψ ≡ 1 near x♯Q, supp (ψ) ⊂ B(x♯Q, c0δQ), and |∂αψ| ≤ Cδ2−|α|Q .
• Let Tx♯Q be as in Definition 3.1, with x0 = x♯Q.
• Define
(3.13) ∆(f,M,Q) :=
{
1 if Tx
♯
Q(f,M) is not the zero polynomial
0 otherwise
.
• Let E and E± be as in Theorems 2.A and 2.B.
• Let V be the map defined by V(g)(s, t) := g(s) for all g : R ⊃ I→ R.
We prove (A) first.
We define
EQ(f,M) := Tx
♯
Q(f,M) + (1−ψ) · E˜Q(f,M), where
E˜Q(f,M) :=
( vertical extension︷ ︸︸ ︷
V ◦
[ (
∆(f,M,Q)E + (1− ∆(f,M,Q))E±
)(
(f− Tx
♯
Q(f,M)
∣∣
E
) ◦Φ−1∣∣
R×{0}
)
︸ ︷︷ ︸
straightening local data
]
︸ ︷︷ ︸
one-dimensional extension
)
◦Φ .
(3.14)
We now analyze the validity of (i)-(iv). We break down the argument into four claims.
Claim 3.1. (i) holds.
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Proof of Claim 3.1. Suppose Tx
♯
Q(f,M) ≡ 0. Then ∆(f,M,Q) = 0 (see (3.13)). Formula (3.14)
simplifies to
(3.15) EQ(f,M) = (1−ψ) ·
(
V ◦ E
(
f ◦Φ−1∣∣
R×{0}
))
◦Φ .
Since E preserve nonnegativity and 0 ≤ ψ ≤ 1, we have EQ(f,M) ≥ 0.
Suppose Tx
♯
Q(f,M) is not the zero polynomial.
Formula (3.14) now reads as follows.
(3.16) EQ(f,M) = Tx
♯
Q(f,M) + (1−ψ) ·
(
V ◦ E±
(
(f − Tx
♯
Q(f,M)
∣∣
E
) ◦Φ−1∣∣
R×{0}
)
◦Φ
)
.
By Lemma 3.7, we know that
(3.17) Tx
♯
Q(f,M) ∈ Γ ♯+(x♯Q, 4k0, CM).
In particular, Γ ♯+(x
♯
Q, 4k0, CM) 6= ∅. Thanks to Lemma 3.5, there exists F ∈ C2+(R2) such that F = f
on E, ‖F‖C2(R2) ≤ CM, and
(3.18) J
x
♯
Q
F ∈ Γ+(x♯Q, E, CM) ⊂ Γ ♯+(x♯Q, 4k0, CM).
Thanks to Lemma 3.2, (3.17), (3.18), and Taylor’s theorem, we have
(3.19)
∣∣∣∂α(F − Tx♯Q(f,M))(x)∣∣∣ ≤ CMδ2−|α|Q for x ∈ 100Q and |α| ≤ 2 .
Combining Lemma 2.5(B) and (3.19), we see that
(3.20) ‖(F − Tx♯Q(f,M)) ◦Φ−1
∣∣
R×{0}
‖C2(I(Q)) ≤ CM.
Here, I(Q) :=
{
t ∈ R : Φ−1(t, 0) ∈ 100Q}.
Since E± is bounded by Theorem 2.B, we can conclude from (3.20) that
‖E±
(
(f− Tx
♯
Q(f,M)
∣∣
E
) ◦Φ−1∣∣
R×{0}
)
‖C2(I(Q)) ≤ CM;
and
(3.21) ‖V ◦ E±
(
(f − Tx
♯
Q(f,M)
∣∣
E
) ◦Φ−1∣∣
R×{0}
)
‖C2(Φ(100Q)) ≤ C ′M.
Write
(3.22) G := V ◦ E±
(
(f − Tx
♯
Q(f,M)
∣∣
E
) ◦Φ−1∣∣
R×{0}
)
Thanks to (3.19), we see that
(3.23) 0 ≤ G(x) ≤ CMδ2Q for each x ∈ Φ(E ∩ 2Q).
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By Lemma 2.3 and (3.23), we see that
(3.24) |∂αG(x)| ≤ CMδ2−|α|Q for x ∈ Φ(100Q).
By Lemma 2.5(B), Lemma 2.6, and (3.24), we have
‖G ◦Φ‖C2(100Q) ≤ CM.
Now, thanks to (3.23),
0 ≤ G ◦Φ(x) ≤ CMδ2Q for each x ∈ E ∩ 2Q
Thanks to Lemma 2.3 again, we have
(3.25) |∂α(G ◦Φ)(x)| ≤ CMδ2−|α|Q for x ∈ 100Q and |α| ≤ 2.
Now, thanks to (3.25) and the fact that 0 ≤ ψ ≤ 1, as long as Tx♯Q(f,M) ≥ B ′Mδ2Q on 100Q for
some sufficiently large number B ′, we can conclude that EQ(f,M) ≥ 0 on 100Q.
We examine the value of Tx
♯
Q(f,M) on 100Q.
Since Tx
♯
Q(f,M) is not the zero polynomial, Scenario 2 in the proof of Lemma 3.7 must be false.
Therefore, we must be in Scenario 1, namely,
(3.26) f(x) ≥ BMδ2Q for all x ∈ E ∩ 2Q .
First we want to show that
(3.27) Tx
♯
Q(f,M)(x
♯
Q) ≥ C(
√
B− 1)2Mδ2Q.
Suppose for a contradiction, that Tx
♯
Q(f,M)(x
♯
Q) ≤ B0Mδ2Q for some B0 > 0 to be determined.
Since Tx
♯
Q(f,M) ∈ Γ ♯+(x♯Q, 4k0, CM), for any x ∈ E ∩ 2Q, there exists F ∈ C2+(R2) with F(x) = f(x)
and J
x
♯
Q
F = Tx
♯
Q(f,M). By Lemma 2.2 and Taylor’s theorem, we have
|∇F(x)| ≤
∣∣∣∇F(x♯Q)∣∣∣ + C‖F‖C2(R2)δQ ≤ C ′(√B0 + 1)MδQ for x ∈ 2Q.
By Taylor’s theorem again, we have
(3.28) F(x) ≤ F(x♯Q) + CδQ · sup
y∈2Q
|∇F(y)| ≤ C0(
√
B0 + 1)
2Mδ2Q for x ∈ 2Q.
If B0 < C
−1
0 (
√
B− 1) with C0 as in (3.28), (3.28) would contradict (3.26). Therefore, (3.27) holds.
Now, thanks to Lemma 2.2 and (3.27), we have
dist
(
x
♯
Q,
{
Tx
♯
Q(f,M) = 0
})
≥ C(
√
B− 1)δQ.
For sufficiently large B, this implies that
(3.29) Tx
♯
Q(f,M)(x) ≥ C(
√
B− 1)δ2Q for x ∈ 100Q.
Combining (3.12), (3.16), (3.22), (3.25), and (3.29) and picking B to be sufficiently large, we see
that (i) holds. This proves Claim 3.1.
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Claim 3.2. (ii) holds.
Proof of Claim 3.2. Since the support of ψ is disjoint from the set E by (3.12), and E˜Q(f,M) in
(3.14) is a local extension of f− Tx
♯
Q(f,M)
∣∣
E
, Claim 3.2 follows.
Claim 3.3. (iii) holds.
Proof of Claim 3.3. Suppose Tx
♯
Q(f,M) ≡ 0 ∈ Γ ♯+(x♯Q, 4k0, CM). Then formula (3.14) is simplified
to (3.15).
By the definition of Γ ♯+, for each x ∈ E ∩ 2Q, there exists Fx ∈ C2+(R2) with Fx(x) = f(x) and
J
x
♯
Q
Fx = Tx
♯
Q(f,M) ≡ 0. By Taylor’s theorem, we have
(3.30) 0 ≤ f(x) = Fx(x) ≤ CMδ2Q for x ∈ E ∩ 2Q.
Since Γ ♯+(x
♯
Q, 4k0, CM) 6= ∅, Lemma 3.5 implies that there exists F ∈ C2+(R2) with F|E = f and
‖F‖C2(R2) ≤ CM.
By Lemma 2.3 and (3.30), we have
(3.31) |∂αF(x)| ≤ CMδ2−|α|Q for x ∈ 100Q .
By Lemma 2.5(B) and (3.31), we see that
‖F ◦Φ−1∣∣
R×{0}
‖C2(I(Q)) ≤ CM.
Here, I(Q) :=
{
t ∈ R : Φ−1(t, 0) ∈ 100Q}.
Since E is bounded, we have
‖E
(
f ◦Φ−1∣∣
R×{0}
)
‖C2(I(Q)) ≤ CM;
and
‖V ◦ E
(
f ◦Φ−1
∣∣
R×{0}
)
‖C2(Φ(100Q)) ≤ C ′M.
By (3.30), we have
(3.32) 0 ≤ f ◦Φ−1 ≤ CMδ2Q for x ∈ Φ(E ∩ 2Q).
Set
H := V ◦ E
(
f ◦Φ−1∣∣
R×{0}
)
.
By Lemma 2.3 and (3.32), we have
(3.33) |∂αH(x)| ≤ CMδ2−|α|Q for x ∈ 100Q and |α| ≤ 2.
By Lemma 2.5(B) and (3.33), we have
(3.34) ‖H ◦Φ‖C2+(100Q) ≤ CM.
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By Lemma 2.3, (3.30), and (3.34), we have
(3.35) |∂α(H ◦Φ)(x)| ≤ CMδ2−|α|Q for x ∈ 100Q and |α| ≤ 2.
Using (3.12) and (3.35) to estimate (3.15), we can conclude that
‖EQ(f,M)‖C2(100Q) ≤ CM.
This concludes the case when Tx
♯
Q(f,M) ≡ 0.
Suppose Tx
♯
Q(f,M) is not the zero polynomial. Then formula (3.14) becomes (3.16).
Since Tx
♯
Q(f,M) ∈ Γ ♯+(x♯Q, 4k0, CM), we have
(3.36) ‖Tx♯Q(f,M)‖C2(100Q) ≤ CM.
Using (3.12), (3.25), and (3.36) to estimate (3.16), we conclude that
‖EQ(f,M)‖C2(100Q) ≤ CM.
This proves the case when Tx
♯
Q(f,M) is not the zero polynomial.
This proves Claim 3.3
Claim 3.4. (iv) holds.
Proof of Claim 3.4. Since ψ ≡ 1 near x♯Q by (3.12), we have, by Lemma 3.7
J
x
♯
Q
EQ(f,M) = Tx
♯
Q(f,M) ∈ Γ ♯+(x♯Q, 4k0, CM).
This proves Claim 3.4.
In views of Claims 3.1-3.4, we see that Lemma 3.8(A) holds.
Now to turn to Lemma 3.8(B).
Fix x ∈ 100Q.
We begin by defining the set SQ(x).
Up to a rotation, we can assume that Φ takes the form Φ(t1, t2) = (t1, t2 − φ(t1)), where φ is
as in Lemma 2.5(B). Let tx ∈ R be such that
x = (tx, φ(tx)).
Let S(tx) ⊂ Φ(E ∩ 2Q) be as in Theorems 2.A and 2.B∗. Let Sx
♯
Q be as in (3.1), with x0 = x
♯
Q. We
define
SQ(x) := Φ
−1(S(tx)) ∪
(
Sx
♯
Q ∩ E
)
.
∗Here we identify R× {0} with R
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Thanks to Theorems 2.A, 2.B, and the definition of Sx
♯
Q in (3.1), we have #(S(tx)) ≤ C and
#(Sx
♯
Q) ≤ C ′. Therefore,
#(SQ(x)) ≤ D0,
for some universal constant D0.
Let f, g ∈ C2+(E) with ‖f‖C2+(E), ‖f‖C2+(E) ≤M and f = g on SQ(x).
Next we analyze (3.14).
Since f = g on Sx
♯
Q ∩ E and ‖f‖C2+(E), ‖g‖C2+(E) ≤M, thanks to (3.4)-(3.6), we have
(3.37) Tx
♯
Q(f,M) = Tx
♯
Q(g,M).
Since f = g on Φ−1(S(tx)), we have
(3.38) (f − Tx
♯
Q(f,M)) ◦Φ−1 = (g − Tx♯Q(g,M)) ◦Φ−1 on S(tx).
Thanks to (3.37), we also have, with ∆(·, ·, ·) as in (3.13),
(3.39) ∆(f,M,Q) = ∆(g,M,Q).
Combining (3.37)-(3.39), we see that, for m = 0, 1, 2,
dm
dtm
[(
∆(f,M,Q)E + (1− ∆(f,M,Q))E±
) (
(f − Tx
♯
Q(f,M)|E) ◦Φ−1
∣∣
R×{0}
)]
=
dm
dtm
[(
∆(g,M,Q)E + (1− ∆(g,M,Q))E±
) (
(g − Tx
♯
Q(g,M)|E) ◦Φ−1
∣∣
R×{0}
)](3.40)
Thanks to (3.37) and (3.40), we have
∂αEQ(f,M)(x) = ∂αEQ(g,M)(x) for |α| ≤ 2 .
This concludes the proof of Lemma 3.8(B).
Lemma 3.8 is proved.
The next definition describes how we relay information to each small square in Λ0 that contains
no data.
Definition 3.2. Recall Λ0 and Λ
♯ as in Definitions 2.3 and 2.4. Let
Λempty :=
{
Q ∈ Λ0 \Λ♯ : δQ < 1
}
.
We define a map
µ : Λempty → Λ♯
according to the following rule: Let Q ∈ Λempty. Then δQ+ ≤ 1, but Q+ /∈ Λ0. In particular, this
means that there exists x ∈ 2Q+∩E. By Lemma 2.5(A), there exists Q(x) ∈ Λ♯ such that x ∈ Q(x).
We define µ(Q) := Q(x).
Lemma 3.9. Let Λempty and µ be as in Definition 3.2. Then the following hold.
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(A) 5Q ∩ µ(Q) 6= ∅ for all Q ∈ Λempty.
(B) Let Q ∈ Λempty. Let x ∈ Q and x ′ ∈ µ(Q). Then |x− x ′| ≤ CδQ.
Proof. Since 2Q+ ∩ E ∩ µ(Q) 6= ∅ by construction, and 2Q+ ⊂ 5Q, (A) follows.
Next we prove (B). Thanks to (A), it suffices to show that
(3.41) δµ(Q) ≤ CδQ.
Suppose toward a contradiction, that δµ(Q) ≥ 100δQ. Then 2Q+ ⊂ 2µ(Q). Since µ(Q) ∈ Λ♯ ⊂ Λ0,
this would contradict the fact that 2Q+ /∈ Λ0. Therefore, (3.41) holds. This proves (B). Lemma 3.9
is proved.
We now have all the ingredients to prove Theorem 1.
Proof of Theorem 1. Recall Λ0, Λ
♯, Λempty, µ as in Definitions 2.3, 2.4 and 3.2
We assign a local operator to each element in Λ0 according to the following.
Type 1 Suppose Q ∈ Λ♯, i.e., E ∩ 2Q 6= ∅. We set E♯Q := EQ, where EQ is as in Lemma 3.8. Let x♯Q
be as in Lemma 2.5(C).
Type 2 Suppose Q ∈ Λempty. We set E♯Q := T
{x
♯
µ(Q)
}
w ◦ Tx
♯
µ(Q), where x♯
µ(Q)
is as in Lemma 2.5(C),
T
x
♯
µ(Q) is as in Definition 3.1 (with x0 = x
♯
µ(Q)
), and T
{x
♯
µ(Q)
}
w is the operator in Lemma 2.1
associated with the singleton Whitney field W2+
(
{x
♯
µ(Q)
}
)
. Let x♯Q be as in Lemma 2.5(C).
Type 3 Suppose Q ∈ Λ0 \ (Λ♯ ∪Λempty), namely, E∩ 2Q = ∅ and δQ = 1. We set E♯Q :≡ 0. Let x♯Q
be as in Lemma 2.5(C).
Let {θQ : Q ∈ Λ0} be a partition of unity subordinate to Λ0, such that
(3.42)
∑
Q∈Λ0
θQ ≡ 1, 0 ≤ θQ ≤ 1, supp (θQ) ⊂ 9
8
Q, and |∂αθQ| ≤ Cδ2−|α|Q for |α| ≤ 2 .
Given f,M, we define
(3.43) E(f,M)(x) :=
∑
Q∈Λ0
θQ(x) · E♯Q(f,M)(x).
Since E♯Q(f,M) ≥ 0 on 2Q for each Q ∈ Λ0, we have E(f,M) ≥ 0 on R2.
Since E♯Q(f,M) = f on E ∩ 2Q for each Q ∈ Λ0, we have E(f,M) = f on E.
Fix x ∈ R2. We compute the derivatives of E(f,M) at x.
Let Q ∈ Λ0 such that Q ∋ x. We can write
∂αE(f,M)(x) =
∑
Q ′↔Q(x)
θQ ′(x) · ∂αEQ ′(f,M)(x)
+
∑
Q ′↔Q
0<β≤α
∂βθQ ′(x) · ∂α−β
(
E♯Q(f,M) − E♯Q ′(f,M)
)
(x) .
(3.44)
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Claim 3.5. Fix x ∈ R2. Let Q ∈ Λ0 such that Q ∋ x. Given Q ′ ∈ Λ0 such that Q ′ ↔ Q, we have
(3.45)
∣∣∣∂α(E♯Q(f,M) − E♯Q ′(f,M))(x)∣∣∣ ≤ CMδ2−|α|Q for |α| ≤ 2.
Proof of Claim 3.5. Fix α with |α| ≤ 2. By the triangle inequality, we can write∣∣∣∂α(E♯Q(f,M) − E♯Q ′(f,M))(x)∣∣∣ ≤ ∣∣∣∣∂α(E♯Q(f,M) − Jx♯
Q
E♯Q(f,M))(x)
∣∣∣∣
+
∣∣∣∣∂α(E♯Q ′(f,M) − Jx♯
Q ′
E♯Q ′(f,M))(x)
∣∣∣∣
+
∣∣∣∣∂α(Jx♯QE♯Q(f,M) − Jx♯Q ′E♯Q ′(f,M))(x)
∣∣∣∣
=: η1 + η2 + η3.
(3.46)
By Taylor’s theorem and Lemma 2.5(A),
(3.47) η1, η2 ≤ CMδ2−|α|Q .
Now we estimate η3. We want to show that
(3.48) η3 ≤ CMδ2−|α|Q .
Case 1 If either Q or Q ′ is of Type 3, then (3.48) follows from the triangle inequality, Lemma 2.1
and Lemma 3.8.
For the rest of the cases, we assume that neither Q nor Q ′ is of Type 3.
Case 2 Suppose both Q,Q ′ ∈ Λ♯. Recall from Lemma 3.8 that J
x
♯
Q
E♯Q(f,M) ∈ Γ ♯+(x♯Q, 4k0, CM)
and J
x
♯
Q ′
E♯Q ′(f,M) ∈ Γ ♯+(x♯Q ′ , 4k0, CM). Thus, (3.48) follows from Lemma 3.2 and Taylor’s
theorem.
Case 3 Suppose one and only one of Q,Q ′ belongs to Λ♯. By symmetry, we may assume that
Q ∈ Λ♯ and Q ′ ∈ Λempty. This means that EQ ′ = T
{x
♯
µ(Q ′)
}
w ◦ Tx
♯
µ(Q ′) , with T
x
♯
µ(Q ′) as in
Definition 3.1 and T
{x
♯
µ(Q ′)
}
w as in Lemma 2.1. Thanks to Lemma 2.5(A) and Lemma 3.9(B),
we have
(3.49)
∣∣∣x♯Q − x♯µ(Q ′)∣∣∣ , ∣∣∣x− x♯Q∣∣∣ , ∣∣∣x− x♯µ(Q ′)∣∣∣ ≤ CδQ.
By the triangle inequality, we have
η3 ≤
∣∣∣∣∂α(Jx♯
Q
E♯Q(f,M) − T
x
♯
µ(Q ′)(f,M)
)
(x)
∣∣∣∣
+
∣∣∣∣∂α(Tx♯µ(Q ′)(f,M) − T {x♯µ(Q ′)}w ◦ Tx♯µ(Q ′)(f,M))(x)∣∣∣∣
= η
(1)
3 + η
(2)
3 .
(3.50)
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By Taylor’s theorem and (3.49), we have
(3.51) η
(2)
3 ≤ CMδ2−|α|Q .
To estimate η
(1)
3 , we write
η
(1)
3 =
∣∣∣∣∂α(Tx♯Q(f,M) − Tx♯µ(Q ′)(f,M)) (x)∣∣∣∣ (Lemma 3.8)
≤ CMδ2−|α|Q . (Lemma 3.2, Taylor’s theorem, and (3.49))
(3.52)
Thus, (3.48) follows from (3.50), (3.51), and (3.52).
Case 4 Suppose Q,Q ′ ∈ Λempty. By construction, we have E♯Q = T
{x
♯
µ(Q)
}
w ◦ Tx
♯
µ(Q) and E♯Q ′ =
T
{x
♯
µ(Q ′)
}
w ◦ Tx
♯
µ(Q ′) , with T {·} as in Definition 3.1 and T
{·}
w as in Lemma 2.1.
Thanks to Lemma 2.5(A) and Lemma 3.9(B), we have
(3.53) δµ(Q), δµ(Q ′),
∣∣∣x− x♯µ(Q)∣∣∣ , ∣∣∣x− x♯µ(Q ′)∣∣∣ , ∣∣∣x− x♯µ(Q ′)∣∣∣ ≤ CδQ.
We note that
J
x
♯
µ(Q)
(
T
{x
♯
µ(Q)
}
w ◦ Tx
♯
µ(Q)(f,M)
)
= T
x
♯
µ(Q)(f,M), and
J
x
♯
µ(Q ′)
(
T
{x
♯
µ(Q ′)
}
w ◦ Tx
♯
µ(Q ′)(f,M)
)
= T
x
♯
µ(Q ′)(f,M).
Therefore, by the triangle inequality, we can write
η3 ≤
∣∣∣∣∂α(T {x♯µ(Q)}w ◦ Tx♯µ(Q)(f,M) − Tx♯µ(Q)(f,M)) (x)∣∣∣∣
+
∣∣∣∣∂α(T {x♯µ(Q ′)}w ◦ Tx♯µ(Q ′)(f,M) − Tx♯µ(Q ′)(f,M)) (x)∣∣∣∣
+
∣∣∣∣∂α(Tx♯µ(Q)(f,M) − Tx♯µ(Q ′)(f,M)) (x)∣∣∣∣
=: η
(1)
3 + η
(2)
3 + η
(3)
3 .
(3.54)
By Taylor’s theorem and (3.53), we have
(3.55) η
(1)
3 + η
(2)
3 ≤ CM
(∣∣∣x♯µ(Q) − x∣∣∣+ ∣∣∣x♯µ(Q ′) − x∣∣∣)2−|α| ≤ CMδ2−|α|Q .
By Lemma 3.2, Taylor’s theorem, and (3.53), we have
(3.56) η
(3)
3 ≤ CMδ2−|α|Q .
Thus, (3.48) follows from (3.54), (3.55), and (3.56).
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We have now finished analyzing all the cases.
Thus, (3.45) follows from (3.46), (3.47), and (3.48). Claim 3.5 is proved.
Now, using (2.10) and Lemma 3.8(A) to estimate the first sum in (3.44), and using (2.10), (3.42)
and (3.45) to estimate the second sum in (3.44), we can conclude that
‖E(f,M)‖C2(R2) ≤ CM.
This proves part (A) of Theorem 1.
Now we turn to part (B).
Fix x ∈ R2. Let Q(x) ∈ Λ0 such that Q(x) ∋ x. We define
S(x) :=
 ⋃
Q ′↔Q(x)
Q ′∈Λ♯
SQ ′(x)
 ∪
 ⋃
Q ′↔Q(x)
Q ′∈Λempty
Sµ(Q ′)(x)
 ,
with SQ(x), Sµ(Q ′)(x) as in Lemma 3.8(B), and µ as in Definition 3.2.
By (2.10) and Lemma 3.8(B), we have
#(S(x)) ≤ D,
for some universal constant D.
Let f, g ∈ C2+(E) with ‖f‖C2+(E), ‖g‖C2+(E) ≤M and f = g on S(x). By the construction of S(x),
we see that
(3.57) ∂αE♯Q ′(f,M)(x) = ∂αE♯Q ′(g,M)(x) for |α| ≤ 2,
for all Q ′ ∈ Λ0 such that 98Q ′ ∋ x. From (3.42), (3.44), and (3.57), we see that
∂αE(f,M)(x) = ∂αE(g,M)(x) for |α| ≤ 2.
This proves part (B). Theorem 1 is proved.
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