Abstract. We consider the problem of finding stationary points of the Dirichlet energy for orthogonal matrix-valued fields. Following the Ginzburg-Landau approach, this energy is relaxed by penalizing the matrix-valued field when it does not take orthogonal matrix values. A generalization of the MBO diffusion generated motion is introduced that effectively finds local minimizers of this energy by iterating two steps until convergence. In the first step, as in the original method, the current matrix-valued field is evolved by the diffusion equation. In the second step, the field is pointwise reassigned to the closest orthogonal matrix, which can be computed via the singular value decomposition. We extend the Lyapunov function of Esedoglu and Otto to show that the method is non-increasing on iterates and hence, unconditionally stable. We also prove that spatially discretized iterates converge to a stationary solution in a finite number of iterations. The algorithm is implemented using the closest point method and non-uniform fast Fourier transform. We conclude with several numerical experiments on flat tori and closed surfaces, which, unsurprisingly, exhibit classical behavior from the Allen-Cahn and complex Ginzburg Landau equations, but also new phenomena.
Introduction
In a variety of settings, it is of interest to find a matrix-valued field which is smooth, perhaps away from a singularity set, and which best describes some observations or satisfies given boundary conditions. We have in mind (i) the study of polycrystals, where the matrix-valued field describes the local crystal orientation and should allow for crystal defects, both dislocations and grain boundaries [Ber+07; EW13; EW14]; (ii) directional field synthesis problems arising in geometry processing and computer graphics, which can sometimes be formulated as finding matrix-valued fields of a certain class [VO17; Vax+16] ; and (iii) inverse problems in image analysis, e.g., diffusion tensor MRI or fiber tractography, where it is of interest to estimate a matrix-or orientation-valued function [BB14; Bav+16; Ros+14] . In this paper, we consider a model problem for these applications, and study the Dirichlet energy for matrix-valued functions on a given closed surface which take values in the class of orthogonal matrices.
Let Ω to be a flat torus, or more generally, a closed manifold. Let O n ⊂ M n = R n×n be the group of orthogonal matrices. Let H 1 (Ω, M n ) and H 1 (Ω, O n ) ⊂ H 1 (Ω, M n ) denote the matrixvalued Sobolev spaces. We consider the problem Here, · F denotes the Frobenius norm, induced by the Frobenius inner product, A, B F = i,j A i,j B i,j . The gradient of A is understood in the sense that A takes values in the Euclidean embedding space, M n , [Ros+14] and not the covariant derivative sense as pursued in [BB14; Bav+16] and from a statistical standpoint in [FJ07] . The Dirichlet energy, E, is non-negative and the minimum is attained by any constant function. In this paper, we're generally interested in approximating stationary points of the energy in (1) and the related gradient flow.
Since the constraint A ∈ H 1 (Ω, O n ) is non-trivial to enforce, as a first attempt, we might try to add a term to the energy that pointwise penalizes a candidate field by its distance to O n , (2) min Here, the metric is induced by the Frobenius norm and satisfies the following Lemma.
Lemma 1.1. Let A ∈ R n×n have a singular value decomposition, A = U ΣV t . Then B = A(A t A) − 1 2 = U V t attains the minimum in
Furthermore, if A is non-singular, the sign of the determinant of A and B are the same. The minimum, B is unique if the singular values of A are distinct.
Lemma 1.1 is well known, but we include its proof in Section 3 for completeness. It follows from Lemma 1.1 that the penalty term in E 1,ε can be written
2 .
In Theorem 3.1, we show that gradient of the energy in (2) exists at each nonsingular matrix and that the gradient flow is given by (4) ∂ t A = −∇ A E 1,ε (A) = ∆A − ε −2 U (Σ − I n )V t , where A = U ΣV t is nonsingular.
For a gradient flow that is defined for all matrices, we slightly modify the penalty term. Following the Ginzburg-Landau theory [Bet+94] , we introduce the following relaxation It is not difficult to see that the penalty term in E 2,ε is equivalent to the sum of a "double well" potential, W : R → R, evaluated at the singular values of A, i.e.,
W (σ i (A)) , where W (x) = 1 4 x 2 − 1 2 .
In Theorem 3.1, we show that the gradient flow for the energy in (5) is given by (6) ∂ t A = −∇ A E 2,ε (A) = ∆A − ε −2 U (Σ 2 − I n )ΣV t , where A = U ΣV t .
An elementary calculation allows us to rewrite the second term on the right hand side of (6) to obtain (7) ∂ t A = −∇ A E 2,ε (A) = ∆A − ε −2 A(A t A − I n ).
Remark 1.2. For n = 1, O n = {±1} and (7) is the classical Allen-Cahn equation.
To consider what the behavior in higher dimensions, we recall that O(n) = SO(n) ∪ SO − (n) is the disconnected union of the special orthogonal group and the set of matrices with determinant equal to −1, SO(n) = {A ∈ O n : det(A) = 1} and SO − (n) = {A ∈ O n : det(A) = −1}.
In the relaxed energy given in (5), the first term can be interpreted as a smoothing term while the second term penalizes when the matrix-valued field is not an orthogonal matrix. Consider a field that takes values in SO(n) on one set and values in SO − (n) in the complement. Intuitively, the small parameter ε should govern the length scale for which the solution smoothly transitions between values in SO(n) and SO − (n). Indeed, consider the solution to the Cauchy problem to (7) with initial condition A(0, x) = A 0 (x). We assume A 0 (x) ≡ A + ∈ SO(n) for x on a subset of Ω and A 0 (x) = A − ∈ SO − (n) on the complement. Let Γ(t) denote the zero level set of det (A(t, x)) in (7), which will serve to mark the interface between SO(n) and SO − (n) and let d(x, t) be the signed distance function to Γ(t). Denote z = ε −β d(x, t) where ε β is the thickness of the interface, and take the asymptotic expansion of (7) as follows:
To get a nontrivial solution, we require β = 1 and obtain the leading order equation at O(ε −2 ),
It follows that the width of the interface between the sets where the determinant takes values +1 and −1 is O(ε). At order O(ε −1 ), we obtain
where the last term comes from the direct expansion of A ε (A t ε A ε − I n ). Taking the Frobenius inner product with ∂ z A 0 on both sides of (9) yields:
We integrate the above equation with respect to z from −∞ to ∞. Using integration by parts, we can rewrite the first term on the right hand side as
where the boundary terms vanish because of the assumption that A 0 is constant away from Γ(t). We obtain
Using (8), the right hand side of (10) vanishes and we have
unless ∂ z A 0 F = 0, which is impossible since we assume A 0 ∈ SO(n) on one side of Γ(t) and A 0 ∈ SO − (n) on the other. It follows that the interface evolves according to mean curvature flow if A 0 is constant away from the interface. We will demonstrate through numerical experiments that when this assumption does not hold, the interface Γ(t) evolves according to a different governing equation (see the example in Figure 3 ).
For n = 2, if the initial condition takes values in SO(2) ∼ = S 1 , then (7) is equivalent to the complex Ginzburg-Landau energy as the following Lemma shows.
Algorithm 1: A diffusion generated motion algorithm for approximating minimizers of the energy in (1).
Input:
Let Ω be a closed surface, τ > 0, and A 0 ∈ H 1 (Ω, O n ). Output: A matrix-valued function A n ∈ H 1 (Ω, O n ) that approximately minimizes (1). Set s = 1 while not converged do 1. Diffusion
Step. Solve the initial value problem for the diffusion equation until time τ with initial value given by A s−1 (x):
Lemma 1.3. Let n = 2 and consider the Cauchy initial value problem for (7) with A(0, x) = A 0 (x) ∈ SO(2). Write the solution as A(t, x) = [ u 1 (t, x), u 2 (t, x)] where u 1 (t, x) and u 2 (t, x) are two column vectors. Then u 1 (t, x) satisfies the complex Ginzburg-Landau equation
A proof of Lemma 1.3 is given in Section 3.
1.1. Results. As in (1), the minimum in (2) and (5) are attained by any constant orthogonal matrix-valued function, so we are interested in computing non-trivial stationary solutions. In this paper, we introduce an energy splitting method for finding local minima of (2) and (5), which can also be interpreted as a split-step method for the evolutions in (4) and (6). The method, which we refer to as a generalized MBO method, is given in Algorithm 1. The first step of Algorithm 1 is the gradient flow until a time τ of the first term in either (2) or (5), which is equivalent to heat diffusion of the matrix-valued field. The second step is gradient flow until infinite time of the second term in either (2) or (5). The second step can also be viewed as the point-wise projection onto O n , as Lemma 1.1 shows. The generalized MBO method (Algorithm 1) reduces to the original one for n = 1 [Mer+92; Mer+93; Mer+94] and to the generalized method in [Ruu+01] if the initial condition is restricted to SO(2) ⊂ O(2); see Lemma 1.3. We'll review these connections and the literature on computational methods for the MBO method in Section 2.
In Section 3, we prove Lemma 1.1 and verify that (4) and (6) are the gradient flows of (2) and (5), respectively. We also prove a maximum principle for the matrix heat equation (see Proposition 3.2). In Section 4, we extend the Lyapunov function of Esedoglu and Otto [EO15] to the generalized MBO method (Algorithm 1) considered here. This is equivalent to proving the stability of Algorithm 1. In Section 4, we also prove convergence of a discretized problem, which we believe is a new result, even for n = 1. In Section 5, we discuss an implementation of the method on closed surfaces based on the non-uniform FFT. In Section 6, we present a variety of computational experiments. Since, as described above, (7) can be seen to reduce to the Allen-Cahn and complex Ginzburg-Landau equations in special cases, many numerical experiments exhibit behavior of either or a combination of these two equations. For some initial conditions, new phenomena and stationary states are also observed. In particular, a non-trivial field index can cause an interface that would be stationary under the Allen-Cahn equation to be non-stationary. We also show experiments where the volume of the set {x ∈ Ω : det A(x) > 0} is constrained. We conclude in Section 8 with a discussion and future directions.
Previous work
In 1992, Merriman, Bence, and Osher (MBO) [Mer+92; Mer+93; Mer+94] developed a threshold dynamics method for the motion of the interface driven by the mean curvature. To be more precise, let D ⊂ R n be a domain where its boundary Γ = ∂D is to be evolved via motion by mean curvature. The MBO method is an iterative method, and at each time step, generates a new interface, Γ new (or equivalently, D new ) via the following two steps:
Step 1. Solve the Cauchy initial value problem for the heat diffusion equation until time t = τ ,
Step 2. Obtain a new domain D new with boundary Γ new = ∂D new by
The MBO method has been shown to converge to the continuous motion by mean curvature [BG95; CN06; Eva93; SY17]. Esedoglu and Otto generalize this type of method to multiphase flow with general mobility [EO15] . The method has attracted much attention due to its simplicity and unconditional stability. It has subsequently been extended to deal with many other applications. These applications include the multi-phase problems with arbitrary surface tensions [EO15] , the problem of area or volume preserving interface motion [RW03] [EO15] .
In Section 5.2, we'll briefly review numerical methods for surface diffusion.
Properties of gradient flows for the relaxed energies
We first prove Lemma 1.1 and then discuss the gradient flows of E 1,ε and E 2,ε in (2) and (5). In Section 3.1, we also give a maximum norm principle for the matrix diffusion equation.
Proof of Lemma 1.1. Introducing the dual variable Λ ∈ S n , we form the Lagrangian
Setting the derivative with respect to B to zero yields
We choose Λ so that the constraint B t B = I n is satisfied. We compute
Finally, we compute B − A 2
The gradient flow for E 1,ε in (2) is given in (4) and defined provided A is nonsingular almost everywhere. The gradient flow for E 2,ε in (5) is given in (6).
Proof. We consider the function W 1 : R n → R defined by W 1 (x) = 1 2 n i=1 (|x| − 1) 2 , which is absolutely symmetric in the sense that it is invariant under permutations and sign changes of its arguments. For x 0, W 1 (x) is differentiable and ∇ x W 1 (x) = x − 1. By [LS05, Corollary 7 .4 ], the function W 1 • σ(A) is Fréchet differentiable for all non-singular A and the derivative is given by
The gradient of the first term of E 1,ε in (2) is computed as usual, so this justifies (4). We consider the function
is Fréchet differentiable for all A ∈ R n×n and the derivative is given by
This justifies (6).
Proof of Lemma 1.3. Write the solution to (7) as A(t, x) = [ u 1 (t, x), u 2 (t, x)] where u 1 (t, x) and u 2 (t, x) are two column vectors. Equation (7) can be written as the coupled system for the column vectors,
Taking the inner product of u 2 with (11a) and u 1 with (11b) and adding the results gives 
with |u 0 | 2 = 1. Taking the vector inner product with u on both sides of the equation gives
Here ∇u is the Jacobian of u.
We prove the following claim:
That is the maximum value must be attained at t = 0.
We divide the proof into two steps as follows.
Step 1: Assume ∂ t |u| 2 2 < ∆|u| 2 2 − ∇u 2 F . We prove the result by contradiction. Assume |u(t, x)| 2 2 attains a maximum value at (x * , t * ) with t * > 0. On one hand, we have
On the other hand, we have ∆|u(x * , t * )| 2 2 ≤ 0 and −|∇u| 2 2 ≤ 0. Then, we have ∂ t |u| 2 2 ≥ 0 ≥ ∆|u| 2 2 − ∇u 2 F at (t * , x * ) which is contradictory to the assumption.
Step 2: Assume ∂ t |u| 2 2 ≤ ∆|u| 2 2 − ∇u 2
for any ε > 0. Then, we check that ∂ t |ũ| 2 2 = ∂ t |u| 2 2 − 1 2 ε(1 + t) −3/2 , ∆|ũ| 2 2 = ∆|u| 2 2 , and ∇ũ 2 F = ∇u 2 F . Hence, we have ∂ t |ũ| 2 2 < ∆|ũ| 2 2 − ∇ũ 2 F . According to Step 1, we have that |ũ| 2 2 attains the maximum value at t = 0. Then, we have for all x ∈ Ω and t ≥ 0,
Taking ε 0, we have |u(t, x)| 2 2 ≤ 1 for all t ≥ 0 and x ∈ Ω. As for the proposition statement, from the claim, by unfolding the entries of A into a vector, we have A(t, x) F ≤ 1 for all x ∈ Ω and t ≥ 0.
For
where we used the AM-GM inequality and the inequality |x| 1 ≤ √ n|x| 2 for x ∈ R n .
Stability of the generalized MBO diffusion generated motion
Following [EO15] , a natural candidate for a Lyapunov function for the generalized MBO diffusion generated motion (Algorithm 1) is the functional E τ :
Here we use the notation e τ ∆ A to denote the solution to the heat equation at time τ with initial condition at time t = 0 given by A = A(x). Denoting the spectral norm by A 2 = σ max (A), the convex hull of O n is
see [Sau+15] .
Lemma 4.1. The functional E τ defined in (14) has the following elementary properties.
(ii) A computation shows that for a symmetric operator S :
, and the quadratic form f (u) = u, Su we have
For S = e ∆τ , by the semi-group property, we have that
This shows that E τ is concave.
(iii) The problem on the right is the minimization of a concave functional on a convex set, L ∞ (Ω, K n ), so the minimum is attained on the boundary,
where we have used that e ∆τ is a symmetric operator on a closed manifold.
Thus, E τ (A) is an approximation of E(A) for small τ , with linearization, L τ A . We consider the linear optimization problem, (17) min
is a compact and convex set, and L τ A is a linear function, the minimum is in L ∞ (Ω, O n ). The result then follows from Lemma 1.1.
The sequential linear programming approach to minimizing
The solution to the optimization problem in (18) is given in Lemma 4.2. The elements of the resulting sequence
The following proposition shows the in (18) is the same as the sequence in Algorithm 1 and that E τ is a Lyapunov function for this sequence. This shows that the generalized MBO algorithm (Algorithm 1) is unconditionally stable.
Proposition 4.3. The iterations defined in Algorithm 1 and (18) are equivalent. The functional E τ , defined in (14), is non-increasing on the iterates {A s } ∞ s=1 , i.e., E τ (A s+1 ) ≤ E τ (A s ). Proof. The first claim follows from Lemma 4.2. By the concavity of E τ (see Lemma 4.1) and linearity of L τ As ,
4.1. Convergence of Generalized MBO in a discrete setting. We consider a discrete grid
⊂ Ω and a standard finite difference approximation of the Laplacian,∆, onΩ. We first consider the case n = 1. Define the discrete functionalẼ τ : 2 (Ω) → R bỹ
and its linearization bỹ
Proposition 4.4. Let n = 1. Non-stationary iterations in Algorithm 1 strictly decrease the value ofẼ τ and since the state space is finite, {±1} |Ω| , the algorithm converges in a finite number of iterations. Furthermore, for m := e − ∆ τ , each iteration reduces the value of J by at least 2m, so the total number of iterations is less thanẼ τ (A 0 )/2m.
Proof. Since∆ is a bounded operator, e∆ τ is positive definite, satisfying
.
This gives the strong concavity of the quadratic form,Ẽ τ − |Ω|/τ , i.e.,
We now consider the iterations {A s } s of Algorithm 1. Using (19) and the linearity ofL As , for
for all non-stationary iterations. The convergence of the algorithm in a finite number of iterations then follows from the fact that {±1} |Ω| , is a finite (though exponentially large) set.
Since each non-stationary iteration satisfies
≥ 4, we have that each iteration decreases the objective by at least 2m. If the algorithm converges in N iterations, it follows that
We now consider the case n ≥ 2. For A :Ω → O n , define the discrete functional
We will use the following Lemma.
Proof. We first claim that
This follows from the facts that A−B 2 F = I n −A t B 2 F and A t B ∈ SO − (n). But, for C ∈ SO − (n), we have
Since at least two eigenvalues cancel for every C ∈ SO − (n), we have i∈[n] λ i (C) ≤ n − 2. This implies that dist 2 (SO(n), SO − (n)) ≥ 2n − 2(n − 2) = 4. This distance is attained by I n ∈ SO(n) and diag(−1, 1, · · · ) ∈ SO − (n), so the result follows. Proposition 4.6. Let n ≥ 2. The non-stationary iterations in Algorithm 1 strictly decrease the value ofẼ τ . For a given initial condition A 0 :Ω → O n , there exists a partitionΩ =Ω + Ω − and an S ∈ N such that for s ≥ S,
Proof. For A :Ω → O n , we obtain
which, as in (19), gives the strong concavity conditioñ
For the iterates {A s } s of Algorithm 1, this implies that
for all non-stationary iterations. For n ≥ 2, the state space is infinite, so we cannot immediately guarantee convergence in a finite number of iterations as in Proposition 4.4. However, if the determinant of at least one vertex switches signs, by Lemma 4.5, we have
It follows that the sign of the determinant can only change signs atẼ τ (A 0 )/2m iterations.
Remark 4.7. Proposition 4.4, which applies when n = 1, is stronger than 4.6, which applies when n ≥ 2. For n = 1, the field is constant away from the interface where the sign changes. For n ≥ 2, our numerical experiments indicate that the field is not necessarily constant away from the interface where the sign of the determinant changes; see the numerical experiments in Section 6.1 and especially Figure 3 .
Computational Methods
In this section, we describe a numerical implementation of Algorithm 1 on a flat torus and closed embedded surface.
5.1. Implementation on flat torus. A flat torus is a torus with the metric inherited from its representation as the quotient, R n /L, where L is a Bravais lattice. For n = 2 and L = Z 2 , we obtain the square flat torus, R 2 /Z 2 , which is just the Cartesian plane with the identifications (x, y) ∼ (x + 1, y) ∼ (x, y + 1). Thus, we consider the computational domain Ω = [− The diffusion step in Algorithm 1 is to solve
A satisfies periodic boundary conditions on ∂Ω.
It is well-known that the solution for the diffusion equation for a scalar function on R d at time t = τ can be expressed as the convolution of the heat kernel,
and the initial condition, A s−1 (x). For our periodic domain, Ω ⊂ R 2 , we denote by G p,τ the periodic heat kernel, given by
The solution,Ã(x) = A(τ, x) to (20) at time t = τ has matrix components given byÃ ij = G p,τ * (A s−1 ) ij , where * denotes the convolution.
We denote the Fourier transform and its inverse by F and F −1 , respectively. Using the convolution property that F(G p,τ * (A s−1 ) ij ) = F(G p,τ ) F((A s−1 ) ij ), we can express the solution to (20) asÃ
In our numerical implementation, we discretize Ω using 1024 × 1024 grid points and, due to the periodic boundary condition, can efficiently compute an approximation to the Fourier transform and its inverse using the fast Fourier transform (FFT) and inverse fast Fourier transform (iFFT).
For Ω a flat torus, the diffusion step in Algorithm 1, is evaluated viã
5.2. Implementation on closed surfaces. We consider the diffusion step in Algorithm 1 in the case when Ω is a smooth closed surface. Here, diffusion is taken to mean surface diffusion or evolution with respect to the Laplace-Beltrami operator, ∆ S , i.e., the solution at time t = τ to the equation
For simplicity, we assume the surface is smoothly embedded in R 3 . In this section, we propose a method based on the closed point method (CPM) [RM08] and non-uniform fast Fourier transform (NUFFT) [GL04] to efficiently solve (22) with a relatively large time step.
There are several popular approaches for solving problems with surface diffusion. One can solve the surface diffusion based on a triangulation of the surface using the finite element method. Also, one can impose a smooth coordinate system or parameterization on the surface, express the LaplaceBeltrami operator within these coordinates, and discretize the resulting equations; see, for example, [FH05] and references therein. An alternative approach for embedded surfaces, is to extend the surface diffusion equation to an equation on all of the embedded space, R 3 . Then, the solution of the embedded equation provides the solution to the original problem when restricted to the surface. This embedding method was introduced in [Ber+01; Ber+03] for solving variational problems and the resulting Euler-Lagrange evolution PDEs on surfaces based on level set methods and has since been further developed; see, e.g., [Gre06] . Recently, a new embedding procedure, called the Closest Point Method, was presented in [RM08] by discretizing the surface diffusion equation using a fixed Cartesian grid. A function on the surface is represented on the grid using the value at the closest point on the surface and the PDE of interest is then solved on the Cartesian grid. See [MR07; Mac+11; Tia+09; MR08; MR09] for applications and extensions of the Closest Point Method.
In the Closest Point Method [RM08] , for any x ∈ R 3 , we denote x cp ∈ Ω as the closest point to x on the surface. Then, we extend the initial condition A(x cp , 0) from the surface to R 3 to have Ã (0, x) by constant extension, i.e.,Ã(0, x) = A(x cp , 0). Then, instead of solving equation (22), we solve a free space heat diffusion equation until time t = τ :
The solution to this free-space problem,Ã(τ, x), has matrix entries
The projection ofÃ(τ, x) onto the surface is an approximation to A(x cp , τ ).
Remark 5.1. Note that the closest point x cp for some x may not be unique for some surfaces. In this case, we choose one randomly.
Since the Gaussian kernel is localized (in a manner dependent on τ ), the solution on the surface (i.e. A(x cp , τ )) is only strongly affected by points in a small neighborhood of the surface. Hence, we only need to consider the extension from A toÃ in a relatively narrow band around Ω, rather than the whole space R 3 . The following theorem shows the relationship between the time step τ , truncation error ε, and width of the band, w b .
Given a time parameter for the heat kernel, τ > 0, and ε > 0, for any w b satisfying
we have
Proof. Given ε, we write G 3 τ * Ã ij at any point x on surface as
Then we have the following estimate on the second integral on the right hand side of equation (27): exp(− r 2 4τ )dr sin θdθdφ In Table 1 , we list the values of the band width, w b , necessary in the approximation of the direct evaluation, G 3 τ * A ij , for various levels of precision ε and time steps τ . Remark 5.3. Table 1 indicates that w b increases as τ increases. That means if we choose large τ in the experiments, w b is large which introduces large degrees of freedom for the same accuracy ε. However, in our experiments, the choice of τ can be relatively large at an acceptable degree of freedom achieving single precision accuracy.
Analogous to the case of a flat torus, we evaluate the convolution in (24) using the equality
We numerically evaluate (28) as follows. We first select a relatively large box B that contains the surface and then discretize the box with grid size dx to obtain the set of grid points, G ⊂ B. For each x g ∈ G, according to the parametrization of the surface, we find the distance to the surface, d g = d(x g , Ω) and the corresponding closest point x c g = arg min x∈Ω d(x, x g ) on the surface. Due to Theorem 5.2, to approximately evaluate (28), we only need the value ofÃ ij in a band of the surface with width w b . Hence, we only keep x g ∈ G with d g < w b denoted by
To further improve the accuracy of the discretization of the integral in equation (28), for each x g ∈ G b , we generate the p-th order scaled Gauss-Chebyshev quadrature points in the box x g + [0, dx] 3 . Let Q denote this set of these quadrature points. For each x q ∈ Q, we find the corresponding closest point, denoted x c q = arg min x∈Ω d(x, x q ). An overview of our algorithm is as follows, which we further detail below. (1) Initially, we have the value of A ij (x c q ) on the surface. (2) We then constantly extend the value of A ij (x) to all quadrature points in Q in the band of the surface, which we denote byÃ ij (x q ) for x q ∈ Q. (3) Using the value ofÃ ij at x q , we evaluate F(Ã ij ). (4) Multiplying by F(G 3 τ ), we then use the inverse Fourier transform to evaluate the solution at x c q on the surface. To evaluate the Fourier transform, it is too expensive to use the discrete Fourier transform (DFT). Also, because both the quadrature points x q ∈ Q and closest points x c q on the sureface are nonuniform, it is not possible to simply use the fast Fourier transform (FFT) to evaluate the Fourier transform. In our setting, we need to evaluate the Fourier transform from non-uniform points in the physical domain to uniform points in the spectral domain and the inverse Fourier transform from uniform points in the spectral domain to non-uniform points in the physical domain. These two tasks can be efficiently accomplished using the type-1 non-uniform fast Fourier transform (NUFFT) and type-2 NUFFT, as described in [GL04] . The type-1 NUFFT evaluates sums of the form for "targets" k on a regular (equispaced) grid in R d (d = 3 for our case), given function values c j prescribed at non-uniform points x j in physical space. Here, N denotes the total number of source points. The type-2 NUFFT evaluates sums of the form
where the "targets" x n are non-uniform points in R d and the function f is evaluated on a regular grid in the spectral domain. So, we use type-1 NUFFT to evaluate the Fourier transform and type-2 NUFFT to evaluate the inverse Fourier transform. We recall the Fourier spectral approximation of the one-dimensional heat kernel for a fixed time has error which is characterized by the following Theorem. 
To illustrate Theorem 5.4 and provide intuition for how many Fourier modes are needed in practice, we list the values of M in Table 2 for various levels of precision ε and time step τ for the approximation of G 1 τ (x) for |x| ≤ R with R = π.
, we simply use the tensor product to evaluate the Fourier spectral approximation of the heat kernel in higher dimensions. That is,
We use the type-1 NUFFT (29) to evaluate the Fourier transform ofÃ ij from x q ∈ Q to a uniform spectral domain to haveÂ ij (m) where m ∈ {−M h, (−M + 1)h, · · · , (M − 2)h, (M − 1)h} 3 . Here, the integer M and h are computed by Theorem 5.4 when ε and τ are given (see also Table 2 ). MultiplyingÂ ij (m) by n q e −|m| 2 h 2 τ where n q is the number of quadrature points, we then apply the type-2 NUFFT (30) to evaluate the inverse Fourier transform of the product from m to x c q . Our algorithm for solving the surface diffusion equation (22) For each x g ∈ G b , generate the p−th order quadrature points x q (e.g., Gauss-Chebyshev quadrature points) in x g + [0, dx] 3 and find the corresponding closest points x c q on the surface. Denote the number of quadrature points as n q . 2. Extend A(x) from the surface to the quadrature points using the closest point function, i.e.,Ã ij (x q ) = A ij (x c q ). 3. For accuracy ε > 0, define h and M as in Theorem 5.4. Generate grid points in the spectral domain,
4. Apply the type-1 NUFFT (29) to approximately compute the Fourier transform ofÃ ij to haveÂ ij (m). ComputeĀ ij (m) = n q e −|m| 2 dtÂ ij (m). 5. Apply the type-2 NUFFT (30) to approximately compute the inverse Fourier transform of A ij at the closest points x c q ∈ Ω to obtain A * ij . The approximate solution to the surface diffusion equation (22) at time τ is then given by A ij (x qc , τ ) = (2π) −3 h −3 A * ij .
Computational Experiments
In this section, we illustrate the performance of the algorithms described in Section 5 via several numerical examples. We implemented the algorithms in MATLAB. For the closed surface computations described in Sections 6.2, 6.3, and 7, we used the NUFFT library from [Lee+09] and CPM library from [RM08] . All reported results were obtained on a laptop with a 2.7GHz Intel Core i5 processor and 8GB of RAM. 6.1. Flat torus. We consider the flat torus, Ω = [− 1 2 , 1 2 ] 2 , and n = 2. We use 1024 × 1024 grid points to discretize Ω. We study various initial conditions in the following three examples.
In the first example, we set the initial condition to be
where α = α(x, y) = π 2 sin(2π(x+y)) and (r, θ) is the corresponding polar coordinate of (x, y). This initial condition is plotted in the top left panel of Figure 1 . In Figure 1 , and also in Figures 2-10 , the domain is colored by the sign of the determinant of the matrix. For a matrix field A ∈ H 1 (Ω, O n ), we use the convention
The vector field in the figure is generated by the first column vector in A, initially given by cos α sin α .
We set τ = 8dx = 0.0078125. Figure 1 displays various snapshots of the time dynamics for this evolution. We observe that for this initial field with an star-shaped line defect, the region where A ∈ SO(n) shrinks with the interface becoming a circle before the region where A ∈ SO(n) vanishes. The field converges to a uniform matrix field, which is easily seen to be a minimum of (1). In the second example, we take the initial condition to be Figure 2 displays snapshots of the time evolution of the field. The two initial line defects converge to two straight lines, parallel to the y−axis. The fields on both sides of the defect are constant and aligned. i.e., α is uniform. This is a local minimum of the energy in (1). Figure 2 . Snapshots of the time dynamics of two closed line defects on the flat torus. See §6.1.
As a third example, we take the initial condition to be
where α = α(x, y) = 2πy, τ = 64dx = 0.0625 where dx is the grid size and the winding number is 1. This initial condition is plotted in the top left panel of Figure 3 . We emphasize that the initial interface here and in the second example (see Figures 2) are the same; the only difference is the function that defines the angle α = α(x, y). Figure 3 displays the time evolution of the field. We observe that the initial line defect begins to straighten as in Figure 2 , but then, as a consequence of the field, finds a way close and shrink to a point. The solution converges to a non-constant field, in contrast to the first example (see Figure 1) . To further describe this phenomena, we let v : Ω → C be a complex-valued field with no zeros. Let γ : [0, 1] → Ω be a closed curve. We define the index of γ with respect to v to be
Clearly the index of γ is an integer and varies continuously with deformations to γ, so it depends only on the homotopy class of γ. For a torus, we can parameterize the homotopy classes by the number of times the curve wraps around Ω in the x-and y-directions. Furthermore, if we let [γ] m,n denote the equivalence class of curves that wraps around Ω m times in the x-direction and n times in the y-direction, then it is not difficult to see that
So Further numerical examples suggest that, for all m, n ∈ N, this field is stationary under iterations of the MBO algorithm.
6.2. Sphere. Let Ω = S 2 be a sphere with radius 1. Since the sphere is a geodesically convex manifold, there is no local minimizer for the energy in (1). In this experiment, we set the grid size dx = 0.05, time step size τ = 0.005, accuracy ε = 10 −6 , the order for quadrature points p = 3, and the band width 0.5532 (see Table 1 ). After using the closest point representation, the number of degrees of freedom is 136, 114. The number of Fourier modes is 54 × 54 × 54 (see Table 2 ). The initial condition is given by two random matrices in O(3), one in SO(3) and the other in SO − (3), The initial condition is illustrated in Figure 4 . Figure 4 displays the time dynamics of the line defect on the sphere. The defect evolves toward a circle on the surface as it shrinks. We also observe that the velocity is larger when the circle is smaller. 6.3. Peanut surface. We consider a "peanut surface" with the parametric equation depends on (t, θ) given by:
with t ∈ [−1, 1] and θ ∈ [0, 2π]. This surface is generated by rotating a half peanut curve, illustrated in Figure 5 , around the x−axis. For this surface of revolution, we can consider the closest point representation for the half peanut curve in 2-dimensional space and then rotate all the grid points with corresponding closest points to the 3-dimensional space about the x−axis. In this experiment, we set the grid size dx = 0.04, rotational angle size dθ = π 30 , time step size τ = 0.032, accuracy ε = 10 −6 , the order for quadrature points p = 4, and the band width 1.3994 (see Table 1 ). After using closest point representation, the number of degrees of freedom is 262, 144. The number of Fourier modes is 84 × 84 × 84 (see Table 2 ).
Using the same matrices as in Section 6.2, the initial condition is given by The initial condition is illustrated in Figure 6 . We then apply Algorithm 1 for this initial condition on the peanut surface. Figure 7 displays snapshots of the time dynamics of the line defect. Figure 8 displays views of the final state from different angles. The interface converges to a closed geodesic on the surface, which locally minimizes the perimeter.
Volume constrained problem
In this section, we consider a volume constrained flow, where we constrain vol({x : A(x) ∈ SO(n)}) = V. To approach this problem numerically, we modify Algorithm 1 as follows. We solve the diffusion or surface diffusion equation using the algorithm introduced in Section 5. The projection of A(τ, x) to O n is given in Lemma 1.1. Note that, in Algorithm 1, A(τ, x) is projected to SO(n) if det(A(τ, x)) > 0 and SO − (n) if det A(τ, x) < 0. However, to constrain the volume, one may need to reassign some A(τ, x) with det A(τ, x) > 0 to a matrix in SO − (n) or reassign some A(τ, x) with det(A(τ, x)) < 0 by a matrix in SO(n). For this purpose, we give the following lemma.
Lemma 7.1. Let A ∈ R n×n have a singular value decomposition, A = U ΣV t where Σ is a diagonal matrix with diagonal entries σ i in descending order. Let D n be the diagonal matrix with diagonal entries 1 everywhere except in the n−th position, where it is −1.
Proof. Assume det A > 0 and consider (33). Note that C − A 2
F . Since C ∈ SO − (n), defining B = U t CV , we have BB t = I which indicates that B ∈ O(n). Furthermore, since det(A) = det(U ) det(V t ) det(Σ) > 0 and det(U ) det(V ) = 1, we have det(B) = det(U t ) det(C) det(V ) = −1 which implies that B ∈ SO − (n). Then, the problem in (33) is equivalent to
. Since σ i are non-increasing, the maximum of i∈[n] B ii σ i is attained when B ii = 1, ∀i ∈ [n − 1] and B nn = −1. Then, we have that D n attains the minimum in (35) which implies that U D n V t attains the minimum in (33) which has value n i=1 (σ i − 1) 2 + 4σ min . The result for det A < 0 is similarly proved. Similar as the problem in (17), we consider the volume constrained problem
Assume A ∈ R n×n has a singular value decomposition, A = U ΣV t where Σ is a diagonal matrix with diagonal entries σ i in a descending order and D n is a diagonal matrix with diagonal entries 1 everywhere except in the n−th position, where it is −1. We first define
, we treat the volume of Ω λ + as a function of λ, i.e., f (λ) = vol(Ω λ + ), and identify the value λ such that f (λ) = V . For the matrix case, we need to redefine the matrix valued field on Ω λ + and Ω λ − . This can be accomplished pointwise by assigning
The following lemma shows that this choice is optimal.
Lemma 7.2. Assume λ 0 satisfies f (λ 0 ) = V . Then,
attains the minimum in (36).
Consider any B ∈ P n , from Lemma 1.1 and Lemma 7.1, we have
. Denote Ω 1 = {x : det(B(x)) = 1 and det(B (x)) = −1} Ω 2 = {x : det(B(x)) = −1 and det(B (x)) = 1}.
That is,
− , and vol(Ω 1 ) = vol(Ω 2 ). Hence, from the definition of ∆E(x), we have
We refer to the modification to Algorithm 1 that replaces step 2 with the reassignment in Lemma 7.2 as the volume-preserving MBO method. The following proposition to show that this algorithm is unconditionally stable. Proposition 7.3. For any τ > 0, the functional E τ , defined in (14), is non-increasing on the volume-preserving iterates {A s } ∞ s=1 , i.e., E τ (A s+1 ) ≤ E τ (A s ). Proposition 7.3 can be proven similarly to the proof of Proposition 4.3 using the concavity of E τ (see Lemma 4.1) and Lemma 7.2.
To identify the level set with appropriate volume, i.e., f (λ) = V , one could use an iterative method, e.g. bisection method, Newton's method, fixed point iteration, or Muller's method. However, those methods all either require many iterations or are sensitive to the initial guess. In [Xu+17] , Xu et. al. proposed a new algorithm for the volume preserving scalar {±1} problem based on the Quicksort algorithm (see also [Jac+17; EE16] ). For a flat torus, the computational domain is discretized by a uniform mesh so that the volume of Ω λ + can be approximately expressed as N + dx 2 where N + is the number of grid points where ∆E ≥ λ. Note that when the initial volume V is given, N + is fixed. If we sort the value of ∆E(x) into descending order, we only need to choose the first N + values and assign the corresponding grid points to the set Ω + . Since A(τ, x) is a matrix-valued function, when λ = 0, there are points x ∈ Ω where we need to reassign matrices A(τ, x) with negative determinate to SO(n) or visa versa. This can be done by T + or T − .
To illustrate the algorithm, we conduct a numerical experiment on the flat torus. The initial condition has a closed line defect and all parameters are chosen the same as in Figure 1 . We set τ = 8dx = 0.0078125. Figure 9 displays snapshots of the time dynamics of the closed line defect on the flat torus preserving volume. The closed line defect evolves towards a circle.
Finally, we generalize the algorithm in [Xu+17] to surfaces. When the surface is not uniformly discretized, there is no N + in the uniform set as before. We store the integral surface volume w at each point on the surface. After ∆E(x) is computed, we still use the Quicksort algorithm to sort ∆E(x) into descending order and store the sort index in a set S which specifies how the elements of Figure 9 . Snapshots of the time dynamics for a closed line defect on the flat torus with a volume constraint. See §7.
∆E(x) were rearranged to obtain the sorted vector. Then we set V 0 = 0, and add the contribution of volume from each x to V 0 according to the descending order one by one until V 0 ≥ V . The procedure is summarized in Algorithm 3.
To illustrate the algorithm on surfaces, we consider the volume preserving problem on a sphere. The initial condition has a closed line defect and is chosen to be the same as that in Figure 4 . Figure 10 displays snapshots of the time dynamics. The line defect is seen to evolve towards a circle. In this experiment, we set the grid size dx = 0.05, time step size τ = 0.01, accuracy ε = 10 −6 , the order for quadrature points p = 3, and the band width 0.7823 (see Table 1 ). After using the closest point representation, the number of degrees of freedom is 206, 026. The number of Fourier modes is 81 × 81 × 81 (see Table 2 ).
Algorithm 3: A Quicksort based algorithm for volume preserving on surfaces.
Input: Let A(τ, x) be computed by Algorithm 2, the integral volume w at each surface point be given, and desired surface volume V be given. Output: A parameter λ so that vol(Ω λ + ) = V . 1. Use the Quicksort algorithm to sort ∆E(x) into a descending order and store the sorted index in S. 2. Set V 0 = 0 and i = 1. while V 0 < V do V 0 = V 0 + w(S(i)) i = i + 1 3. λ = ∆E(x)(S(i − 1)) + ∆E(x)(S(i)) 2 .
Discussion
We introduced a generalization of the MBO diffusion generated motion for orthogonal matrixvalued fields. In Section 4, we proved the stability and convergence of this method by extending the Lyapunov function of Esedoglu and Otto. We implemented this algorithm using the closest point method and non-uniform FFT and used it to perform a variety of numerical experiments on flat tori and closed surfaces. There are a variety of open questions that we hope to address in future work.
In this paper, we only considered a single matrix-valued field that has two "phases" given by when the determinant is positive or negative. It would be very interesting to extend this work to the mutli-phase problem as was accomplished for n = 1 in [EO15] .
In this paper, we solved the heat diffusion equation for a matrix-valued function entry by entry at each step by evaluating the convolutions between Green's function and initial condition. When n = 2 or n = 3, it is still acceptable. However, for n large, the algorithm will be inefficient at each step, requiring n 2 convolutions at each step. Since the matrix-valued heat diffusion equation is entry-wise, it is natural to implement the code in parallel so that the solution can be evaluated simultaneously for each entry.
In Section 6.1, we considered the case for n = 2 on a two-dimensional flat torus. We made several observations regarding the index of this field, and it would be good to further analyze this case, possibly using the index of the initial condition to predict the steady state solution.
It is well-known that boundary conditions in the complex Ginzburg-Landau problem can lead to solutions with point defects, a.k.a., vortices [Bet+94] . Interesting numerical examples can be found in, e.g., [VO17] . Since we prove in Lemma 1.3 that this energy generalizes the complex Ginzburg-Landau energy, it would be interesting to know what types of singularities are allowed in the higher dimensional fields when boundary conditions are imposed. 
