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The following theorem has been proved by Rabinowitz [9]: let P = {P, B} 
be a linear elliptic boundary value problem of order m and assume that 
Q(u) = t&c, u, Du ,..., D”-‘u) is a nonlinear perturbation with a smooth 
function o. If moreover @ is odd (i.e., @(-U) = -Q(u)) and index {P, B] > 0 
then for any r > 0 the problem 
Pu = Q(u) 
has a smooth solution with norm r in the appropriate function space. This 
theorem is based on an infinite-dimensional analogue of the following 
theorem of Borsuk: if D c R” is the unit disc in the euclidean space then for 
every odd mapping J D + Rk, k < n, there exists an x E D such that 
f(x) = 0. 
The aim of this paper is to extend the Rabinowitz theorem to the case of 
nonlinear problems revealing certain symmetry, i.e., invariant under a linear 
action of a compact Lie group. 
In Section I we generalize the Borsuk theorem, which provides us with the 
main tool for the extension of the Rabinowitz theorem. This is done 
separetely for the cases of finite and infinite group. 
Let V be an orthogonal representation of a group G and let W be a G- 
invariant proper linear subspace of V. If G is finite, we denote by ,u(v) the 
highest common divisor of the orders of G-orbits on S(v), the unit sphere in 
V. Our version of the Borsuk theorem then reads: if p(V) > 1, then there is 
no G-equivariant mapf: S(v) + w\(O). In case G is infinite we prove that if 
the fixed point set of some torus Tc G consists only of the point 0: 
VT = {0}, then there is no G-equivariant map f: S(V) + W\{O}. The main 
tools in the proofs of the above results are the properties of Lefschetz 
numbers of G-equivariant maps. These properties are most conveniently 
formulated in terms of the Burnside ring of the group G. We end this section 
by giving a method of computing the number p(V) from the character of V. 
In Section II we extend the results of the previous section to the infinite- 
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dimensional case. We thus consider representations in Banach spaces and 
define for any representation X of a finite group a number p(X) as in the 
finite-dimensional case. The main theorem of this section (Theorem II.7 and 
Proposition 11.8) states that if p(X) > 1 (for G finite) or XT = (0) for some 
torus T c G (for G infinite) then every G-equivariant map !E D,(X) -+ X, 
Y@@,(X)) c X\{O}, of the form Id - @, where @ is compact, satisfies 
deg(Y D,(x), 0) f 0. 
Here deg denotes the Leray-Schauder degree and D,(X) is the ball of radius 
r in X. In the proof of this theorem the “Leray-Schauder G-degree” is 
introduced. We conclude this section by giving the natural examples of 
Banach G-spaces occurring in our study of nonlinear problems. 
In the last section we consider the problem 
Pu = cp(x, u, Du ,..., Dm - ‘u), (*I 
where rp is a smooth function and P = {P, B] is a linear elliptic boundary 
value problem for V-valued function in a bounded region 0 c R” with 
smooth boundary; V is a finite-dimensional representation of a compact Lie 
group G. The main theorem of this paper (Theorem 111.3) asserts that if 
(a) P, B and the perturbation @ are G-equivariant, 
(b) ,u( v) > 1 (if G is finite) or VT = (0) for some torus T c G (if G is 
infinite), 
(c) coker P$g ker P, 
then the problem (*) has a solution with arbitrary norm in the appropriate 
function space. In fact, this theorem is true in the more general case of a G- 
equivariant Fredholm operator P with coker P$ ker P and a G-equivariant 
compact perturbation. 
We give also the version of the main theorem for ordinary differential 
equations. Finally we mention some particular classes of G-maps which may 
be used to construct examples of applications of the given theorems. 
The author would like to thank Professor Kazimierz Geba for the 
suggestion of the problem and many helpful discussions and Jerzy Trzeciak 
for his help in preparing this paper. 
I. SOME THEOREMS OF G-EQUIVARIANT TOPOLOGY 
Let G denote a compact Lie group and V real orthogonal representation of 
G. The unit sphere of V will be denoted by S(V). For any topological X, 
[X,X] will be the set of homotopy classes of maps X-r X, if X is a G-space, 
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[X,X], will stand for the set of G-homotopy classes of G-equivariant maps 
X-+GX. 
For a G-space X and a subgroup H c G, we denote by XH the set of all 
fixed points of the subgroup H. 
If X is a “sufficiently nice” G-space (G-manifold, G - GW complex, or G- 
simplicial complex if G is finite) and H c G is a subgroup, we define the 
map 
by putting 
where Adf”) denotes the Lefschetz number of the map f” = f Ix,, .
In this way we obtain for a given G-map f a system of integers indexed by 
subgroups H c G. In particular Adf’) = A(J), the usual Lefschetz number of 
f is assigned to the trivial subgroup {e] c G. 
It is known that there are some relations of congruence type between the 
numbers xl(f) and x’(J) for some subgroups H, # H, . 
From now on, we will assume that G is a finite group. We need to 
introduce the notion of the Burnside ring of a finite group G for the formal 
description of the relations mentioned above. 
Let B(G) denote the set of isomorphism classes of finite G-sets. The set 
B(G) has a semiring structure with disjoint sum as addition and Cartesian 
product as multiplication. It is easy to observe that the classes of G-sets G/H 
are the additive generators of B(G), where H c G ranges over all 
representants of conjugacy classes of subgroups of G. 
By the Burnside ring A(G) of a group G we mean a universal ring of the 
semiring B(G). It is important to note that elements of A(G) are just all 
combinations of generators G/H with integral coefficients. 
The mapping G-A(G) has the following properties, simple proofs of 
which are omitted. 
1. Funcforialify. Every group homomorphism v: G + G’ induces a ring 
homomorphism 
v*: A(G’) + A(G). 
2. With every subgroup H c G we can associate a ring 
homomorphism 
$5 A(G)-+Z 
defined on a generator G/K by f(G/K) = card(G/K)*. In particular the 
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homomorphism xe: A(G) --f Z, xe(G/K) = card(G/K) is called the dimension 
homomorphism. 
3. If H, = g-‘H,g then f1 = fH2. 
Let a E ,4(G) be an element of the Burnside ring. Consider the system of 
integers {x*WJ,,,~ indexed by S,, the list of representants of all conjugacy 
classes of subgroups of G. Then there exist relations between the numbers 
f(a) for various elements of S,. 
These relations may be: 
(a) Consequences of algebraic properties of the ring A(G) and thus 
independent of the element a. For example, if G is a p-group, then for every 
HcG we have 
(Serre [ 12, Theorem 9.31). See also Dress [4] for more precise references. 
(b) Consequences of the structure of the element a E A(G), precisely 
of its presentation in the additive base {G/H}. For example a = k . G/H 
implies x’(a) = k 1 G/HI so that 
x’(a) 3 0 (mod ] G/HI). 
We now turn to the discussion of G-equivariant continuous maps f: 
X4’ X of a G-space X into itself. It can be shown that for “sufficiently nice” 
G-spaces the system of integers {ndf”)},,,, is realized as values of the 
homomorphisms (f},,,, on one element of A(G). We will denote this 
element by n,(f). 
We will use the following notation, which is the same as for compact Lie 
groups. 
Let X be a G-space and H c G a subgroup. By X” we denote the set 
XH = {x E X: for every h E H, hx = x). By sH) we denote the set 
XH’ = GXH = {x E X: there exists a g E G such that x E Xg .lHg). 
A subgroup G, = {g E G: gx =x} is called the isotropy subgroup of G at x. 
A set Gx = ( y E X: there exists a g E G such that y = gx} = G/Gx is called 
the orbit of an element x E X. We will consider the sets X, = {x E X: 
G,=H} and XcH)= GX,, = {x E X: there exists a g E G with G, = g-lHg}. 
It is easy to check that a G-equivariant map f: X --lG X maps either of the 
sets XH and zH) into itself. The restrictions off to these sets will be denoted 
by f” and f (H), respectively. 
From now on we must put an assumption on the G-space X. We assume 
that X has a structure of a G-cellular complex in the sense of Bredon, which 
40Y’Rl.‘l II 
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means that X is a CW-complex and for every g E G the set Xg is a C W- 
subcomplex of X. 
It is known that in particular a smooth G-manifold has a structure of a G- 
cellular complex. If X is a finite G-cellular complex then for every H c G the 
subcomplex XcH’ and the pair (X”‘), UtK),(H) X(“‘) (where (K) > (H) o 
there exists a g E G such that g-‘Kg cH) have finitely generated 
cohomology groups H*( ; Q) with rational coefficients. 
Thus it is reasonable to consider te Lefschetz number of the map f& of 
pairs &: @?‘), U (Kj > (Hj XK)) + (XcH), U (Kj > u,j X“‘) induced by given G- 
equivariant map f: Denoting it by )I(&,) we can define the element J,(j) 
mentioned above. 
I. 1. DEFINITION. Let f: X-t’ X be a G-equivariant map of a G-cellular 
complex into itself. We define an element n,(J) of A(G) Oz Q by 
“‘) = & ) G/HI !i@ (G/H). 
The following theorem describes the properties of the element J,df) 
(Marzantowicz [ 7, Theorem II. 1 I). 
1.2. THEOREM. With the above assumption on a G-space X, for every G- 
map 
(i) the number 1 G/HI divides A(&,,), thus A,(J) E A(G). 
(ii) $‘(AG(f)) = A(f”) for all H c G, thus A,(f) is really the element 
we have been looking for. 
This theorem, especially the explicit form of n,Cf) yields some facts about 
divisibility of the Lefschetz number of a G-equivariant mapf: X+’ X, if we 
put certain assumptions on those of the sets X,,, which are not empty. 
1.3. COROLLARY. Let X be a finite G-cellular complex and fi X+’ X a 
G-map. If for every subgroup H c G such that X,,, # 0 we have 
card(G/H) = 1 G/HI g 0 (mod r), 
then 
A(f) E 0 (mod r). 
Proof From Theorem I.2 we know that n,(J) E A(G) and 
1(&J] G/H] E Z. Also note that x’(lz,df)) = nv) = n(J). The definition of 
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the homomorphism xe gives xe(G/H) = ) G/H], thus L(j) =x’(&(f>) = 
CHESG M&~)/l G/HO xc(W) 2 0 (mod 4. 
In the case of X being a rational cohomology sphere, in particular if 
X = S(V) is the unit sphere in an orthogonal representation of G, we can 
transform Corollary I.3 into a condition on the degree off. 
To this purpose, for any G-space X dennote by y(X) the greatest common 
divisor of the numbers [G/H,I, where Hi ranges over all subgroups such that 
Xcw,) f 0. For an orthogonal representation V of G we write cl(V) for 
lw(V))* 
The case p(V) > 1 will be interesting for us. 
As a simple consequence of Corollary I.3 we obtain 
1.4. COROLLARY. Letf: S(V) --to S(V) be a G-equivariant map from the 
sphere of a representation into itself. Then 
degfz 1 (modp(V)). 
In particular ,u( V) > 1 implies deg f # 0. 
Proof Corollary I.3 gives J(j’) = 1 + (-l)dimv-’ deg f = 0 (modp(V)). 
First we have to observe that for dim V - 1 even the number p(V) is equal to 
2. This follows from Corollary I.3 with f being the identity on S(v). 
Since 
1s -1 (mod 2) and 1 + (-l)dimv-1 deg f = 0 (mod 2), 
1~ deg f (mod 2) for dim I/ - 1 even. 
In the case of dim V- 1 odd, the statement follows directly from 
Corollary 1.3. 
Note also that Corollary I.4 is an extension of the Borsuk-Ulam theorem 
saying that for a mapfi S” -+ S” satisfying f(-x) = -f(x) we have deg f = 
2k + 1. The Borsuk-Ulam theorem follows from Corollary I.4 applied to the 
Z/22 = (0, I} representation V = R”+ ’ given by 0 E+ Id, 1 h Antipodal 
map. 
Corollary I.4 is also an extension of a version of the Borsuk-Ulam 
theorem given by Rubinsztein [lo]. This version coincides with the assertion 
of Corollary 1.4 in the case when S(v) =X=X,,, for some subgroup 
H c G. Rubinsztein has shown more in that case: for every integer k there 
exists a G-equivariant map f: S(V) --tG S(V) such that degree 
f = 1 +kJG/HJ. 
Corollary I.4 can be applied in the proof of the following fact. 
1.5. PROPOSITION. Suppose V and Wf 0 are given orthogonal represen- 
tations of the group G such that p( V 0 W) > 1. Then for every continuous G- 
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equivariant mapf: S(V 0 W) -+’ V there exists a point x E S( V 0 W) such 
that f(x) = 0. 
Proof: Let us contradict the thesis. Then f is a G-equivariant map from 
S(V @ ?V) to v\{O}. This map gives rise to a G-equivariant map j’z 
S(V @ w) --tG S(V) defined by Ax) =f(x)/llf(x)lj. Using this we form now 
the next G-equivariant map j! S(V 0 IV) +’ S(V@ w), taking the 
composition $ = i . $ of $ and the G-inclusion i: S(V) +’ S( V @ W). 
Corollary I.4 applied to the G-map 3 gives 1,s deg f (mod p( V + W)). On 
the other hand, since 3 factors through S(V) c S(V 0 W) and Wf 0, 
deg j’= 0. We have got the contradiction. This proves Proposition 1.5. 
In all the considerations above we considered an action of a finite group 
G. It is a natural extension to examine a map commuting with a linear action 
of a compact Lie group. 
We start with an n-dimensional torus p = S’ X ..a X S’ as a group G. 
1.6. LEMMA. Let V be an orthogonal representation of an n-dimensional 
torus 7” and letf: S(V) +T S(V) be a T-equivariant map of the sphere S(V) 
into itselJ 
If VT = {O}, then deg f = 1. 
Proof: It is known that every representation V of T splits into the sum 
V, @ 07 Vi, where 7“’ acts trivially on V,,, dim, Vi = 2 for i > 0 and T” 
acts on Vi as 
[ 
COS 27Zt9,(t) -sin 2X0,(t) 
sin 2nB,(t) 1 COS 2728,(t) ’ 
Here each ~9~: T” 3 S’ = R/Z is a non-trivial homomorphism. 
Of course, VT = (0) is equivalent to V,, = 0. We prove the lemma by 
induction over the dimension of T”. We shall show that there exists a finite 
subgroup H c T of arbitrarily high order acting freely on S(V). 
Let us consider the homomorphism 0,: T” + S’. The kernel ker 0, is a 
closed subgroup of codimension one. We need one more fact concerning 
closed subgroups of the torus. For every closed subgroup H c T” = 
S’ x .a. x S’ there exists an isomorphism v: 2”” --t 2”’ such that v(H) = 
H, x ... x H,, where Hi is a subgroup of the ith factor S’. It follows that 
composing 8, with v we can assume that ker 8, = T”-’ x K, where K c S’ is 
a finite subgroup in the last factor. We form a subspace V’ = oj V(,, where 
the sum is taken over all indexes ii such that Bi,,T”-, is a nontrivial 
homomorphism. By induction, there exists a finite subgroup H, c T”-’ of 
sufficiently high order acting freely on S( V’). Put V” = Ok Vi,, where the 
sum is taken over all indexes i, such that t9,,,, is a nontrivial 
homomorphism. We have V, c V” and V’ 0 V” = V. The last assertion 
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follows from the fact that each 8, is a nontrivial homomorphism and 7” = 
TL-’ x Si is the Cartesian product of T-’ and S’. Thus, we have 
ker eixn S’ f S’ for every index i, such that Vix c I”‘. Consequently, ker Bii 
is a finite subgroup Hik c S’. Let q denote the lowest common multiple of the 
numbers 1 Hixj, where Vik c I”‘. We can choose a finite subgroup H, c S’ 
such that q and the order of H, are relatively prime: (9, (H, I] = 1. 
It is easy to check that H, acts freely on S(I”‘). On the other hand we can 
choose an H, c S’ of arbitrarily high order. If we take H = H, X H,, then 
the order ]HI = (H, x H,I is sufficiently high and H acts freely on S(Y) = 
S( v’ @ V”). This shows that H = H, x H, is the subgroup we needed. 
We now use Corollary I.4 to end the proof of the lemma. The map f: 
S(v) --t’s(V) is T-equivariant, so it is H-equivariant, for every subgroup 
H c T. From Corollary I.4 applied to H as above, we have deg f = 1 
(mod (HI). Since the order of H is sufficiently high, we have deg S = 1. 
Let V be an orthogonal representation of a compact Lie group G. We can 
restrict V to some subtorus T c G. The following proposition is clearly a 
consequence of Lemma 1.6. 
1.7. PROPOSITION. Let V be an orthogonal representation of a compact 
Lie group G and let fi S(V) +’ S(V) be a G-equiuariant map. Zf V’ = (0) 
for some subtorus T c G, then deg f = 1. 
The similar arguments as in the proof of Proposition I.5 give the following 
consequence of Proposition 1.7. 
1.8. PROPOSITION. Suppose that V and W # 0 are orthogonal represen- 
tations such that (V 0 W)’ = (0) f or some subtorus T c G. Then for every 
G-equivariant map f: S(V @ W) -+’ V there is a point x E S(V 0 W) such 
that 
f(x)=O. 
It is natural to ask, if the condition VG = {0) is sufficient for the 
conclusion of Proposition 1.7. Unfortunately for any nonabelian compact 
connected Lie group the answer is no. Precisely, if G is a nonabelian 
compact connected Lie group, there exists a fixed points free representation 
V of G and a G-equivariant map f: S(V) +G S(V) such that deg f = 0 
(Hsiang [5, IV.l]). 
At the end of this section we turn back to finite groups. We will describe a 
method of checking which orbit types are in a given sphere representation 
S(V), i.e., when S(v),,, # 0. 
Since the representation V of the group G is determined by a class 
function xv on G called the character of V, we will use the language of the 
character theory (Serre [ 121). 
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Operation res: associating to a given representation its restriction to the 
subgroup H c G, is in this language just a restriction of the character xv to 
the subgroup H c G. 
To check that a given orbit type G/H is an orbit in S(V) we use the 
following device. For every G-space X we have 
thus 
X w  = Gx, and Xl”) = GXH, 
x,,, xx’“‘\ (J x’~) = GXH\ u Gp. 
W>(H) vu > (If) 
Thus X(,, # 0 is equivalent to XK #X*, for some subgroup K c G, such 
that H cK and there is no subgroup K’ such that K’ #K, K’ #H and 
HCK’CK. 
In our case V is a G-space with a linear action, so that the sets V’ are 
linear subspaces of V. Thus to see that S(V)” = S(p) # S(P) = S(QK, we 
need only to show that dim VH # dim VK. 
For every representation V of a group G, the dimension of p is equal to 
the multiplicity of the irreducible trivial representation in the decomposition 
of V into irreducible factors. This integer can be computed by averaging the 
character xv over the group G: 
dim vG JGI gcc ’ =J- 2 x k). 
Using the formula (+) to the character xv of the representation V restricted 
to subgroups H and K, respectively, we obtain 
(++I 
Concluding the considerations, we have: 
1.9. Remark. Let V be an orthogonal representation of G. If we wish to 
know if S(v)(,, # 0 for some H c G, we need: 
(i) to know the character xv of the representation V, 
(ii) to know the structure of subgroups of the group G, precisely, to 
know all subgroups Kc G such that H c K, K # H, and there is no 
subgroup K’, satisfying K’ # H, K’ #K, H c K’ c K; 
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(iii) to check, using the formula (++), whether for some of the 
subgroups mentioned above dim Vx # dim p. 
As before, let V denote an orthogonal representation of the group G. We 
want to show that the number p(v) can be computed from the numbers 
p(Vj), where vi ranges over all irreducible representations contained in V. 
1.10. PROPOSITION. Let V be an orthogonal representation of the finite 
group G, and let V = 07 Vj be its decomposition into the direct sum of 
irreducible representations. 
Then ,u(V) = [p(V,),...,,u(1/,)] is greatest common divisor of the numbers 
P(Vi>. 
Proof. Suppose V, and V2 are two orthogonal representations of G. Then 
,u(V, 0 V2) = [p(V,(, &V,)]. In fact, let (x, y) E S(V, @ V,) be a point of 
S(V, @ VJ. The isotropy groups Gx,yj at (x, y) are the following: 
(4 %,, = 6, 
(b) Gw,yt = G,, 
(cl %Y, = G, n G, for X, y # 0. 
Since ,u(V, 0 V,) is equal to the greatest common divisor of the numbers 
/ G/Gcx,y,], it divides the greatest common divisor of the numbers [G/G,/ and 
] G/G,), which is equal to [p(V,), p(V,)]. Here x and y are any points in 
V, 0 V, such that x2 + y2 = 1. Moreover, among the numbers (G/G(,,,,] 
there are only numbers of the form ] G/G,], ] G/G,] and 1 G/G, n G,] = 
] G/G, I . I GJG, n G, ] = ] G/G,,) . ] G,/G, n G, I. Clearly this shows that 
lw, 0 V2) = WA AV2)L and the Proposition 1.10 follows by an easy 
induction. 
The idea of studying the G-homotopy classes of G-maps by assigning to 
them elements of the Burnside ring A(G) has been introduced by Segal [ 111. 
He has announced a theorem stating that for a sufficiently large represen- 
tation V the set [S(V), S( v)lG can be identified with ,4(G). 
The complete proof of this theorem, another definition of the transfor- 
mation from [S(v), S(V)], to A(G), and some other facts are given in 
Rubinsztein’s work [lo]. 
The relations between Lefschetz numbers of various restrictions of a given 
G-map, and the description of the transformation from [X,X], to A(G) 
defined above have been studied in the paper of tom Dieck [ 31 and in [ 7 1. 
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II. LERAY-SCHAUDER DEGREE THEORY IN G-CATEGORY 
In this section we will extend the results of Section I to the case of G- 
equivariant maps of a Banach G-space into itself. 
Our approach will imitate the Leray-Schauder extension of the classical 
finite-dimensional degree teory. 
11.1. DEFINITION. A Banach space X is called a Banach G-space, or a 
representation of G if a continuous homomorphism 
p: G+GL(X) 
is given, where the space GL(X) of all linear continuous isomorphisms of X 
is equipped with the operator norm. 
Remark. One can assume the continuity of the map (g, x)--f p(g)x, from 
G x X to X instead of the continuity of p: G-t GL(X). These two definitions 
are equivalent, as follows from the Banach-Steinhaus theorem. 
Since G is compact, we can assume that the linear map p(g): X-+X is an 
isometry for every g E G. Indeed, if (1 I( is a norm in X, then [1X(1’ = 
jG Ilp(g)(x)ll & (& denotes the normed Haar measure on G, for example, if 
G is finite ,u(g) = l/IGI) is a norm equivalent to II (I and the condition 
llxll’ = IIP(g)(xIl’ 
is fulfilled for all g E G. 
For simplicity we will denote the action of an element g E G on a given 
x E X by gx instead of p(g)(x). 
As usual, we say that a continuous map Y: X--t Y from a Banach G-space 
X into a Banach G-space Y is G-equivariant if 
ul(gx> = &Mx) for every g E G. 
A map @: X-+X is called a compact G-map if it is G-equivariant and 
compact. We recall that a map 0 is said to be compact if for every closed 
and bounded subset S c X the set Q(S) is compact. 
Let X be a Banach G-space and U c X an open, bounded and G-invariant 
subset of X. Let next !Z? o+G X be a G-equivariant map of the form 
Y = Id - @ with a G-equivariant and compact map @. 
For a G-map of this form we will define a system of integers 
As in Section I the index ranges over all representants of conjugacy classes 
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of closed subgroups of G. Assume that y, is a point such that y. E XH for 
every closed H c G satisfying XH # {0}, and y. 6? Y(aU). 
It is not a really strong restriction. In fact, the most interesting for 
nonlinear analysis is the case of Iy: aU-“q(O) with y, = 0 E P. The 
image Q(S) of a closed bounded G-set S is relatively compact, by the 
definition. This image is clearly a G-equivariant set, for G-equivariant map 
@. It follows that the set @(SH) = @(S)H is relatively compact for every 
closed subgroup H c G. 
Taking a family of maps YH =Zd - QH: 0” + XH we can introduce the 
following definition (Nirenberg [8, 2.3 1). 
DEFINITION. Under the above assumptions we can define the 
Leray-Schauder degree deg(Y*, UH, y& which will be denoted by 
degH( Y, U, y,) for every closed subgroup H c G. 
Remark. Since H’ = g-‘Hg implies degH’(Y, U, y,) = degH(Y, U, y,,), it 
is sufficient to consider a complete list S, of representants of conjugacy 
classes of closed subgroups G, instead of all closed subgroups of G. 
1.2. DEFINITION. The system of integers (degH(Y, U, yO)JHES, is called 
the Leray-Schauder G-degree of a G-map Y u-tG X. 
The Leray-Schauder G-degree has analogous properties as the classical 
Leray-Schauder degree (Norenberg [8, 2.31). 
A standard method of restriction to the fixed point set of a closed 
subgroup gives their proofs. 
11.3. PROPOSITION. Let Yz ode X be a G-equivariant map of the 
considered form Y = Id - Qi, such that E au+’ x\{ yO}. 
Then the Leray-Schauder G-degree {degH(Y, U, YJ}~+ depends only on 
G-homotopy classes of the form Yf = Id - &t, t E [0, 11, where &, are G- 
equivariant maps from ail X [0, I] into X. 
(We assume that G acts trivially on [0, l] and that G acts on (0, l] X X 
by the formula g(t, x) = (t, gx)). 
We need the following lemma to obtain some relations between 
degHi( Y, U, y,) and degHj(Y, U, y,,) with Hi, Hj E S,, Hi # Hi, of the same 
type as that studied in Section I. 
11.4. LEMMA. Let S be a bounded and closed G-subset of Banach G- 
space X. A G-map @: S --t’ X is compact if and only ly it is a limit of a 
uniformly convergent sequence of Jnite-dimensional G-equivariant maps. 
Proof. We will prove that this conditions is necessary. Let us take any 
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E > 0. From the classical results (Nirenberg [8, Theorem 2.1.11) we know 
that there exists a @-.: S +X such that 
gC(S) lies a finite-dimensional subspace PC cX. 
for every x E S, 1) Q(x) - y5,(x)]] < E. 
Averaging the map @-, in the space of continuous maps from S to X, we 
get a map P,(X) = kG g44(g-‘4 &. 
(i) The map (p, is G-equivariant, because 
v,(l?x) = j g@,W(kw 40) = j iw’mg-‘m 4Je 
G G 
(ii) For every x E S we have 
II@(x) - co,(4ll = II mg-‘4 - j img-w 611 
G 
= 
III mg-‘x) - &%(g-‘x) 4 G I( 
G s G II Hw’4 - L3%w1-411 6 
= j II @(g-‘-4 - ~,(g-‘x)lldP < j E 44 = E. 
G G 
(iii) The image p,(S), lies in a finite-dimensional G-equivariant 
subspace V, c X. We may take I’, = GpC. Note that S(V,) = GS( pE), 
because G acts by isometries on X. This shows that S(V,) is a compact set 
as a continuous image of a compact set G x S(pC). The compactness of the 
unit sphere S( V,) implies that the linear subspace V, CX is finite dimen- 
sional. 
Lemma II.4 enables us to prove the following proposition. 
11.5. PROPOSITION. Let U be a bounded, open G-subset of a Banach G- 
space X and y, a point such that y, E XH for every closed subgroup H c G 
satisfying XH # {0}. 
Let Yy: U dG X be a G-equivariant map of the form Y = Id - @, where @ 
is a G-equivariant and compact map such that y, f2 Y(W). 
Then there exists a finite-dimensional linear G-subspace V c X with 
NONLINEAR ELLIPTIC EQUATIONS 169 
y, E V and a G-map Y: U+’ X such that y, 4 Y(N) and degH(Y, U, JJJ = 
deg( ‘Ipy, UH n V, y,) for every closed subgroup H c G. 
Proof. Putting E = l/2 dist(y,, Y(8U)) we can take Y = Id - cp, with a 
G-equivariant approximation op, of @, given by Lemma 11.4. Since the image 
cp,(if) lies in a finite-dimensional G-subspace V, we can assume that 
y0 E V, = V, adding, if necessary, a finite-dimensional G-equivariant factor 
to v,. 
We obtain the conclusion as a consequence of the construction of Y and 
the definition of the Leray-Schauder degree. 
The following case is most interesting for applications. U = D,(X) is a disc 
(a ball) of diameter r in a Banach G-space X, thus lW = S,(X) is a sphere of 
the same diameter, and y, is the zero element of X. 
Using the results of Section I, we can get more information about the 
Leray-Schauder G-degree in the case mentioned above. 
11.6. PROPOSITION. Suppose that G is a finite group. Let Y: D,(X) +’ X 
be a G-equiuariant map of the form = Id - @ where @ is a G-equiuariant 
compact map, and 
Then there exists an element deg,(Y, D,(X), 0) E A(G) such that for every 
H = G x?deg,(K D,(x), 0) = ded’(y, D,(X), 0). 
This fact is an extension of Browder’s result 12). 
ProoJ Using the definition of the Leray-Schauder G-degree and 
Proposition II.5 we may assume that X = V is a finite-dimensional 
orthogonal representation of G, D,(Q and S,(V) are, respectively, a disc and 
a sphere in V, and 
Y D,(V) G. V is a G-map such that Y(S,(V)) c v\(O}. 
Note, that the map Y can be replaced by a G-equivariant smooth map, 
which is G-homotopic to Y, maps S,(v) into v\(O) and the homotopy maps 
[O, l] x S,(v) into v\(O) (Bredon [ 1, Theorem VI.4.21). 
Define the G-map Y: S(v) +’ S(v) by 
P(x) = ,( FE;,, for /(x/I = 1. 
Since it is a G-equivariant map, for every H c G an integer deg YH = 
deg %,, H is defined. 
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Analogously as in 
for every H c G. 
This shows that it 
maps of the form !?: 
and 
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(Nirenberg [8, 1.5.71) we can check that 
deg( !P, D,(v)“, 0) = deg F”, 
is sufficient to prove the proposition for G-equivariant 
S(V) --tG S(V). Let us take two elements of A(G) 
assigned to G-maps F and Idsty,, respectively (Definition I. 1). 
We will use the fact that the homomorphism 
HG x”:W3+ n z 
G HESG 
is a monomorphism (Dress [3, Theorem 4.11). It allows us to study every 
equality in A(G) as a system of equalities in the ring nHEG, Z. 
Observe that the element x,@(v)) - 1 is an idempotent in A(G). In fact, 
for every H c G we have 
because the Euler characteristic of the sphere is equal to 0 or 2. 
Thus, we can form an element deg,( e of the ring A(G), putting 
deg,(@ = (&(e - l)~#(v)) - 1). Since ~(&&!?(v)) - 1) = 1 + 
(-1) 
dlmLSWH)) _ 1 = (-l)dim(SWH)), we check that f(deg,(q) = deg(F”) for 
every subgroup H c G. This proves the proposition. We shall now formulate 
an analogue of the Borsuk-Ulam theorem. Let G be a finite group. 
DEFINITION. Let X be a Banach G-space. If I’,,..., VN are all irreducible 
representations contained in X then p(X) is, by definition, the greatest 
common divisor of the numbers &V,). 
Let G be a finite group, X a Banach G-space and !R D,(X)+‘X an 
equivariant map of the form !P = Id - @, where @ is a compact G-map. We 
have. 
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11.7. THEOREM. Let X and Y be as above, then 
deg( Y, D,(X), 0) z 1 (mod ,u(X)). 
In particular ifp(X) > 1 then deg(Y, D,(X), 0) # 0. 
ProoJ Using the definition of the Leray-Schauder G-degree, we can 
compute it for some G-equivariant &-approximation 
Ye: D,(X) G, X 
restricted to a finite-dimensional G-subspace V c X. Since the decomposition 
of V c X into irreducible representations contains only some representations 
vi,s**v Vii from the sequence {Vi} we have ,u(V) = [,u(Vi,),...,,u(ViI)]. This 
shows that ,u(X) divides ,u(V). We need to prove that 
deg(‘Y,, D,(X) n V, 0) z 1 (mod p(V)). But Uv,: D,(V) --)’ V is a G- 
equivariant map such that YJS,(V)) c v\{O}, if E is less than 
dist( Y@,(X)), 0). 
Consequently, we can take a G-map YE: S(V) --+’ S(V) given by 
Y&x) 
yEu,(x)= I( YJrx)ll . 
It is known (Nirenberg [8, 1.5.71) that deg(YJ = deg( Ye, D,(V), 0). On the 
other hand, Corollary I.4 gives deg(YJ z 1 (mod ,u(V)). 
In the case of an infinite compact Lie group, we can formulate an 
analogous theorem. 
Let G be a compact Lie group, X a Banach G-space and Y: D,(X) -F’ X a 
G-map of the form Id - @ where @ is a compact G-equivariant map. We 
have: 
11.8. PROPOSITION. If X is a Banach G-space, such that XT = (O}, where 
T c G is some subtorus of G, then 
deg( Y, D,(X), 0) = 1. 
Proof: Using Proposition I.7 instead of Corollary I.4 we can prove this 
proposition in the same way as Theorem 11.7. 
We shall give now a few examples of Banach G-spaces. They came 
naturally from analysis. 
11.9. EXAMPLES. (A) Let M be a compact smooth, riemannian G- 
manifold (with or without boundary), i.e., a smooth, riemannian manifold M 
with a smooth map G x M -+ M, which fulfills usual conditions of action). 
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We may assume that G acts by isometries. The space of smooth functions 
C”O(M, R) is then a linear G-space with a linear action gu(x) = u&lx). Let 
(1 I( be any norm in the space C”O(M, R) for which the linear operator g: 
C”O(M, R) --) C?(M, R) is continuous for all g E G. The completion X of 
C”(M, R) in this norm is an example of a Banach G-space. 
The norms 11 u /I= sup (u(x)1 and l/u/l = ( M [u(x)/’ dx)“’ (dx is a 
riemannian volume form) give thus two example I of Banach G-spaces, C(M) 
and L’(M), respectively. It is known that a continuous function K(x, y) from 
M x M to R gives rise to a compact operator T: X-, X for both examples 
above. This operator is given by the formula 
T(u)@) = J WG Y) U(Y) dY, 
M 
and the function K(x, y) is called a kernel of T. If the kernel K(x, y) fulfills 
the condition K(gx, gy) = K(x, y), then the operator T is G-equivariant: 
T(gu)(x) = 1 K(x, Y) 4g- ‘y> dv 
M 
= 
1 
qx, gz) u(z) dz = 
i 
K(g-lx, 2) u(z) dz 
M 
= &-lx) = gT(u)(x) 
(z =g-‘y, dz = (Dg-‘J dy, g: M+M is an isometry). 
(B) The second group of examples are Holder and Sobolev spaces of 
vector-valued functions. Let ~2 c R” be an open region with smooth 
boundary such that a is compact, We will consider function on D with 
values in the space Rq (4 > 1). Given an integer k> 0, and a number 
0 < ,u < 1 we denote by C’+@(fi, Rq) the space of all functions u E C’@ Rq) 
such that the value 
is finite, with 
It is clear that we have to choose first some norm in Rq. Also note that 
C’+‘(iZ, Rq) is isometric to Ckfr(a, R)@ Rq. The isomorphism v: 
Ck+‘(R, R) @ Rq --t C k+“(fi, Rq) is given by the formula 
v(ui @ ej) = uiej. (V) 
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Let us assume that Rq = V is an orthogonal real representation of a compact 
Lie group G. Then C ktP fi Rq) has a structure of Banach G-space with a ( , 
linear action given by the formula: 
(kP>(x) = &P(x)* 
From (0) we can identify C k+P(a, V) with a tensor product of Banach G- 
spaces 
C”+“(a, v> = Ck+‘(fi, R) 0 V, (WI 
because Y= V*. The left factor is a trivial G-space. The formula (VV) tells 
that C”‘@(fi, V) is an infinite multiple of the representation V. 
Similarly, we can put the structure of a Banach G-space on the Sobolev 
space H,,,(.& V) of V-valued function. 
III. MAIN THEOREM 
Is this section, we will prove an extension of the Rabinowitz theorem [9]. 
We shall fist investigate differential operators preserving the symmetry of 
a G-space Ck+“@, I’). The linear differential operator P: Cm@, I’) -+ 
PCS?, V) has the formula 
P= x A,(x)? 
lal<m 
where A,(x) are smooth maps of d into the space Hom,(V, V). 
An operator P is G-equivariant from Cm@, V) to Cm@, I’) to Cm@, V) 
if and only if for every a the matrix-valued function A,(x) is G-equivariant: 
It means that A,(x) E Homg(I’, V). In fact, if this condition holds, we have 
P(m)(x) = c A,(x) Wdx)) = 2: A,(x)gWx) 
= c g&(xX) a%(x)) = gp@)(x) 
(g is a linear map independent of x). 
On the other hand, taking such functions ui E C’(6, I’) that the elements 
Z%,(x) = ej form the basis of V, and @u,(x) = 0 for /.I # a, we can check 
that the matrices A,(x) are G-equivariant if P is a G-equivariant operator. 
A symbol of a linear differential operator is an family of linear maps 
p,(x, 0: V-, V defined for all x and { = (<, ,...,&J E R” by 
P,& 4) = c A,(x) ta. 
Ial=m 
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It is easy to check that the symbol of a G-equivariant operator P contains G- 
equivariant maps only. 
We will consider subspaces of C”“(fi, V) and Ck+“(fi, V) of functions u(x) 
satisfying well-posed boundary conditions in the usual meaning (see, e.g., 
Nirenberg [ 8, 2.5.1 I). 
We need an additional assumption on the symmetry of these conditions. 
Usually the boundary conditions for an operator P of order m have the form 
Bj(U)= hi on 8.0, j= l,..., r, where u E Cm@, v> and B, are differential 
operators on X! of orders less than m. 
DEFINITION. The boundary conditions {B,(u) = hi} are called G- 
equivariant boundary conditions if Bj(gu) = gB/(u) for all g E G. 
We recall that the representation ring of a group G is the universal ring of 
the semiring RO+ (G) of isomorphism classes of real representations of G 
with direct sum and tensor product of representations as addition and 
multiplication, respectively. 
Each element y of the ring RO(G) has the form [V] - [IV], where V and 
W are real representations of G. 
III. 1. DEFINITION. Let T: X +G Y be a G-equivariant Fredholm map 
between two Banach G-spaces. Then ker T and coker T are flnite- 
dimensional G-subspaces of X and Y. 
The element [ker T] - [coker 7’1 E RO(G) is called the G-index of T. We 
denote it by ind,(T). 
The next theorem follows from a classical one (Nirenberg [8, 2.5.21). 
111.2. THEOREM. Let k > 0 be an integer, 0 < ,a < 1 and P an elliptic G- 
equivariant operator of order m. 
Let B(u) = 0 denote a set of G-equiuariant well-posed boundary conditions 
fBj(U) = h/l* 
Then: 
(i) The map P= {P, B}: {u E Ckim+‘@ v); B(u)= 0 on 8.0) -+ 
Ck+‘(D, V) is a G-equivariant Fredholm map and its G-index [ker P] - 
[coker P] E RO(G) does not depend on k. 
(ii) If u is a solution oftheproblem P(u) = w  E Ck+“(fi, y), B(U) = 0 
on 8.Q then u E Ck’m” d ( , V). In particular, every function belonging to 
ker P is smooth. 
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(iii) For every function u E C k+m+r(SZ, V) with B(u)=0 on X! the 
following inequality holds: 
Ilull ktmtv < c(~~pu~~k+~ + il"b3)~ 
where C depends only on P, k, p. 
Also note that in our case of the Banach G-space X = Ckt“(D, V) both 
representations ker P or coker P are of the form @ 1 j Vj, where lj E Z ‘, and 
Vj are irreductible representations contained in V. 
COROLLARY. If V does not contain an irreducible representation Vi then 
ker P, coker P and ind, P do not contain it either. 
Let D c R” be a bounded region with smooth boundary. Let V be an 
orthogonal representation of a compact Lie group G. 
We will consider the linear G-space Cm@, V) with the G-structure 
described in Section II. For u E Cm@, v) the Frechet derivative Du belongs 
to the linear G-space Coo(fi,L(R”, V)), where L(R”, V) is the space of all 
linear maps from R” to V. 
Since L(R”, V) is a finite-dimensional G-space, introducing some scalar 
products in R, and V (a G-invariant one in V, of course) we obtain a G- 
isometry P’(O, L(R”, V)) = Cm@, R” @ V) = Cm@, L(R”, R)) @ V. 
Analogously, the higher derivatives Dpu belong to the G-spaces 
Cm@,-, Lp(R”, R)) @ V, where Lp(R”, R) denotes the linear space of all p- 
linear maps from R” to R. 
We will study nonlinear perturbations of a special form. Let (o be a G- 
equivariant, smooth map from 
~xVXL’(R”,R)@VX~~~XL”-~(R”,R)@V to v. 
Note that G acts trivially on 0 and diagonally on 
dx VxL’(R”,R)@ Vx ..a x,Tl(R”,R)@ V. 
Any such map rp defines a G-equivariant map @: C”(d, V) --tG Cm@, V), 
by the formula 
@(u)(x) = p(x, Du(x), D%(x),..., D”- ‘u(x)). t+> 
It means that at a given x E B we have g@(u)(x) = @(gu)(x), for all gG. 
Moreover any such map cp defines a G-equivariant map @: C” + “(0, P’) -+ 
C’(fi, V) which is compact. This follows from the following facts: 
(1) For every k < m - 1 the operator of the Frechet derivative 
u + Dku is a continuous operator from Crn+ll(fi, V) to C”-kt “(a, V). 
4OY/Xl.l I2 
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(2) For every k and 0 < I< k the inclusion 
I &+[: ck+yQ, v-)--P ck-‘+yi7, v) 
is a compact operator. 
(3) The map 04(x),...,~,-,(x)) -+ cp(x, u,(x) ,... , u,-,(x)) is a 
continuous map from Ck+@(Q, v) x . . . x Ck+&(fi, v) to Ck+~(,O, v), 
because cp and its derivatives are Lipschiltz maps, being differentiable on the 
closure of a bounded region. 
The map @ is the composition of the maps mentioned above and thus is 
compact. 
We consider the nonlinear problem of the form 
Pu = @p(u), 
where P = {P, B} is an elliptic G-equivariant linear differential operator, 
Bu = 0 on a0 are well posed G-equivariant boundary conditions, and @ is a 
G-equivariant nonlinear perturbation of the form (+). 
Theorem III.2 implies that 
P: {u E Cm+ktr(fi, V); Bu = 0 on 80) 3 Ckt’(.f?, v) 
is a Fredholm G-equivariant map. 
In particular, we can define the G-index of P = {P, B} in this problem 
putting ind, P = [ker P] - [coker P] E,RO(G). With the above assumptions 
and definitions we have the following extension of the Rabinowitz theorem. 
111.3. THEOREM. If V is such a representation that 
(a) p(V) > 1 if G is finite; 
(b) VT= (0) ifG is an infinite compact Lie group, and T c G is some 
subtorus of G, and ind,{P, B} E RO+(G), then for every r > 0 the G- 
equivariant nonlinear problem 
Pu = Q(u) 
has a smooth solution satisfving (JuII,+, = r, 
Prooj Denote X= {u E Cm+“@, v); Bu = 0 on XI}, 
Y = C”(D, V). 
(*I 
Decomposing the Banach G-spaces X and Y with respect to the G- 
equivariant Fredholm operator P, we have X=X, @ X, where X, = ker P, 
X21LZX,, and Y=Y,@Y, with Y,=imPand YZIL1Y,.X,,X2, Y, and 
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Y2 are linear closed G-subspaces and we have Yr = PY, Y2 = (Id -p) Y 
where p: YdG Y, is the G-equivariant orthogonal projection taken in the 
larger Hilbert G-space L’(.f?, V). 
From the estimate (iii) of Theorem III.2 it follows that P: X+G Y is a 
continuous (bounded) linear operator. Thus P is an isomorphism of X, onto 
y, * 
Consequently, we can consider a problem of the form 
Pu = Q(u) 
withP:X,@X,-+GYZ@Xz,P(x,,~J=~2. 
Let us assume that the problem (*) has no solution on the sphere S,(X) = 
Ilull ,,,+,, = r. Then the G-map p = P - @: X, @ X, -+G Y, 0 X, maps S,(X) 
into y\(O]. 
We denote by W and W’ the finite-dimensional representations X, = ker P 
and Y, = coker P, respectively. The assumption that ind,(P) = [ W] - [ W’ ] E 
RO+(G) gives a G-equivariant inclusion W’ c W. This inclusion defines a G- 
equivariant inclusion 
1: W’@X++ W@X,. 
Having this we can define a G-equivariant map !Z? W 633 X, +G W @ X, as a 
composition !P = I !R 
It easy to check that Y is of the form !P = Id - T, where T(x, ,x2) = 
@(xl, x2) + x, is G-equivariant and compact. In fact, since the G-equivariant 
projection on ker P is compact, T is the sum of two G-equivariant compact 
maps. 
The assumptions put on the representation V and the isomorphism X = 
Cm+rr(fi, V) = Cm’L(fi) @ V, Y = CM@, V) = C“@) @ I/ imply that p(X) = 
,u( V) > 1 if G is finite, or XT = (0) if G is an infinite compact Lie group. 
This allows us to apply Theorem II.7 and Proposition 11.8. Using these 
theorems, we have: 
(i) deg(Y, D,(X), 0) 2 1 mod p(v) if G is finite, 
(ii) deg(Y, D,(X), 0) = 1 if G is an infinite compact Lie group. 
On the other hand, a G-equivariant map !P X+’ Y factors through the G- 
subspace W’ @ X, c W 0 X, of nonzero codimension. It is an easy conse- 
quence of the definition of Leray-Schauder degree (Nirenberg [8, 4.11) that 
(iii) deg(Y, D,(X), 0) = 0 in the situation as above. 
Either (i) or (ii) contradicts the equality (iii), and consequently, the 
assumption that w  maps S,(X) into a(O). 
Note also that it is not necessary that the nonlinear part of the studied 
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problem be of the form assumed above. The same proof goes if @ is a G- 
equivariant compact map, and P is G-equivariant Fredholm operator with 
ind,(P) E RO+(G). 
We will illustrate Theorem III.3 in a special case of 0 c R’ an open 
bounded subset of the real line. This leads to ordinary differential equations. 
Thereby the considerations are simpler; they need, however, some additional 
modifications. 
We consider the mth order ordinary differential equation of the form 
U’“‘(f) = fp(t, u(t), U(‘yt),..., ZP-‘) (t)) where u is a V-valued C” function on 
9 = [0, I] and V a real orthogonal representation. 
As before, we assume that p(v) > 1 if G is finite and Vr = {0} for some 
torus T c G, if G is an infinite compact Lie group. Ck(V) will denote the 
space of V-valued Ck functions on the interval I= [0, l] with the norm 
The operator IP = d’(u)/&: (f?(V) + Ck-‘(V) of the ith derivative is a 
continuous linear epimorphism. 
be some G-equivariant subspace. By the G- 
boundary conditiomns we mean G-equivariant continuous map B: P(V) --t W. 
We do not distinguish between the linear and nonlinear part of boundary 
conditions as it has been done in Mahwin [5]. 
Under the above assumptions, we have the following proposition. 
111.4. PROPOSITION. If the nonlinear perturbation cp of the problem 
zP(t) = p(t, u(t), zP(t),..., ZP-‘J(t)) (**I 
with G-boundary conditions B: C”‘(V) + W is a G-equivariant continuous 
map IX VXXX +.. X V + V, then for any r > 0 there exists a solution 
u E Cm(V) of (*:) satisfying ~lu~~m = r. 
Proof: A G-equivariant continuous map 
f/XIX vx vx *-* x VG. v 
induces a G-equivariant map 
cp: P(v) --t cc”(v), 
@(u)(t) = p(t, u(t), zP(t),..., P- l’(t)), 
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which is compact since the inclusions 
are compact. 
i,,,: C=k( V) --f C”(v) 
On the other hand the operator P = dm/dtm: C”(V) -+ C”(V) is a G- 
equivariant linear epimorphism with kernel V 0 . .. @ V. Denote 
Cm(V) = X, W @ Co(V) = Y, C”(V) = Y,, p = ilF whele i is the G- 
equivariant inclusion of Y, = Co(V) into W 0 Y, . Decomposing 
X = X, 0 ker P, and defining 
A: V@ *** @ V@Xz-+ W@ Y, 
A@, , ~2) = Wx, 9 xz), @‘(xl 7 x,1>, 
we reduce our problem to the problem 
p(x) = A (x). 
Note also that the operator P is G-equivariant and Fredholm with kernel 
[VO ..a @ V] - [W] E RO+(G), and A(x) = (B(x), Q(x)) is G-equivariant 
and compact. 
Analogously as in Theorem III.3 we can prove that for every r > 0 there is 
an x E S,(x) such that 
P(x)-A(x)=O. 
We will now make a few comments on the construction of G-equivariant 
maps. If (p,: V1+V’, and 02: V, --t Vi are G-equivariant maps of represen- 
tations of a group G, then 
is G-equivariant. Analogously, if q,: V, -+ V and ‘pz: V, --) V are G- 
equivariant then cp, + 02: V, @ V, -+ V is G-equivariant. If ‘p,: V+ V, and 
(p2: V-+ V, are G-equivariant, then 
is also G-equivariant. 
Let us take two representations V and V’ of G, of dimensions n and n’, 
respectively. A map cp: V-1 V’ is called polynomial if it is of the form 
rp(x I,-**, X”) = ((Pl(Xl ,*-a, X”),..., cp,@* T-*-T X”)), 
where o,(x, ,..., x,) are polynomials. A G-equivariant polynomial map rp: 
V+ V’ is called a (V, V’) invariant. In this way, the invariant theory, which 
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describes and classifies (V, V’) invariants, gives us examples of G- 
equivariant maps (Weyl [ 131). 
Let us consider the cyclic group Z/mZ. Every irreducible complex 
representation of Z/m2 is one dimensional (over C) and has the form 
where g is a generator of Z/mZ and k = 0, I,...,. m - 1. 
We will denote this representation by V,. In this way we obtain the series 
of two-dimensional real representations of Z/mZ (vk is isomorphic to Vwk 
over I?). 
If q E {O,..., m - 1) is an integer relatively prime to m then there exists a 
G-equivariant polynomial map 
for every p E {O, I,..., m - 1). Indeed, let t’ be the integer such that 
qt’ - 1 = m . r (t’ = q-’ in (Z/mZ)*). Putting t = t’ . p ifp # 0, or t = m . 1, 
with any integer 1, if p = 0, we define (D in complex coordinates of VP by 
q(z) = z’. 
This gives a map VQ + VP which is polynomial in real coordinates and G- 
equivariant, since (e(2niqlm)v) = e(2nip/m)u’. Coming back to differential 
equations, we give an example illustrating possible applications of Theorems 
III.3 and 111.4. 
111.5. EXAMPLE. Let us consider the second order ordinary differential 
equation 
u;‘(t) + h;(t) = (u,(t) + iu2(t))4(u{(t) + h;(t))‘” 
with the boundary conditions 
(u:(t,) + iu;(to))” = 0, 
where u(t) = ul(t) + i+(t) is a complex-valued function on the interval 
I= [0, l] and to E I. 
Theorem III.4 applied to this problem, with G = Z/5Z and V = V’ 
quarantees the existence of solutions. 
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