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Model Lokasi Terlicin merupakan satu peraturan klasifikasi yang berurusan dengan 
campuran pembolehubah selanjar dan pembolehubah binari secara serentak. 
Peraturan ini mendiskriminasi kumpulan dalam bentuk berparameter menggunakan 
taburan bersyarat pembolehubah selanjar dengan berpandukan kepada setiap corak 
pembolehubah binari. Bagi menjalankan analisis pengklasifikasian yang praktikal, 
objek mesti terlebih dahulu disusun ke dalam sel jadual multinomial yang dijana 
daripada pembolehubah binari. Seterusnya, parameter dalam setiap sel akan 
dianggarkan dengan menggunakan objek-objek yang disusun. Walau bagaimanapun, 
dalam kebanyakan situasi, parameter yang dianggarkan adalah lemah jika bilangan 
binari adalah besar berbanding dengan saiz sampel. Pembolehubah binari yang besar 
akan mencipta terlalu banyak sel-sel multinomial yang kosong, yang membawa 
kepada masalah sparsiti tinggi dan akhirnya memberikan prestasi yang terlampau 
buruk untuk peraturan yang telah dibangunkan. Pada senario paling teruk, peraturan 
tidak dapat dibangunkan. Bagi mengatasi kekurangan tersebut, kajian ini 
mencadangkan strategi baru untuk mengekstrak pembolehubah yang mencukupi bagi 
menyumbang kepada prestasi peraturan yang optimum. Gabungan dua teknik 
pengekstrakan diperkenalkan, iaitu 2PCA dan PCA+MCA dengan titik aras baru 
nilai eigen dan jumlah varians terterang, untuk menentukan kecukupan 
pembolehubah terekstrak yang mendorong kepada kadar salah klasifikasi yang 
minimum. Hasil daripada teknik-teknik pengekstrakan ini digunakan untuk 
membangunkan model lokasi terlicin, yang kemudiannya menghasilkan dua 
pendekatan klasifikasi baharu iaitu 2PCALM dan 2DLM. Bukti berangka daripada 
kajian simulasi menunjukkan bahawa kadar salah klasifikasi yang dihitung 
menunjukkan tiada perbezaan yang signifikan di antara teknik-teknik pengekstrakan 
dalam data normal dan tidak normal. Walau bagaimanapun, kedua-dua pendekatan 
yang dicadangkan adalah sedikit terjejas bagi data tidak normal dan terjejas teruk 
bagi kumpulan yang amat bertindan. Kajian terhadap beberapa set data sebenar 
menunjukkan bahawa kedua-dua pendekatan ini adalah kompetitif, dan lebih baik 
daripada kaedah klasifikasi lain yang sedia ada. Keseluruhan penemuan 
mendedahkan bahawa kedua-dua pendekatan yang dicadangkan dapat 
dipertimbangkan sebagai penambahbaikan terhadap model lokasi, dan alternatif 
kepada kaedah klasifikasi lain terutamanya dalam mengendalikan pembolehubah 
campuran dengan saiz binari yang besar. 
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Smoothed Location Model is a classification rule that deals with mixture of 
continuous variables and binary variables simultaneously. This rule discriminates 
groups in a parametric form using conditional distribution of the continuous 
variables given each pattern of the binary variables. To conduct a practical 
classification analysis, the objects must first be sorted into the cells of a multinomial 
table generated from the binary variables. Then, the parameters in each cell will be 
estimated using the sorted objects. However, in many situations, the estimated 
parameters are poor if the number of binary is large relative to the size of sample. 
Large binary variables will create too many multinomial cells which are empty, 
leading to high sparsity problem and finally give exceedingly poor performance for 
the constructed rule. In the worst case scenario, the rule cannot be constructed. To 
overcome such shortcomings, this study proposes new strategies to extract adequate 
variables that contribute to optimum performance of the rule. Combinations of two 
extraction techniques are introduced, namely 2PCA and PCA+MCA with new cut-
points of eigenvalue and total variance explained, to determine adequate extracted 
variables which lead to minimum misclassification rate. The outcomes from these 
extraction techniques are used to construct the smoothed location models, which then 
produce two new approaches of classification called 2PCALM and 2DLM. 
Numerical evidence from simulation studies demonstrates that the computed 
misclassification rate indicates no significant difference between the extraction 
techniques in normal and non-normal data. Nevertheless, both proposed approaches 
are slightly affected for non-normal data and severely affected for highly 
overlapping groups. Investigations on some real data sets show that the two 
approaches are competitive with, and better than other existing classification 
methods. The overall findings reveal that both proposed approaches can be 
considered as improvement to the location model, and alternatives to other 
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1.1  Introduction   
Living things such as animals, plants and humans can be organized into groups based 
on some similar characteristics. The process of organizing things into groups due to 
differences between them is called a classification system (Bidelman, 1950). In 
general, classification can be divided into two types: unsupervised classification and 
supervised classification (Dudoit & Fridlyand, 2003). In unsupervised classification, 
group memberships of objects are unknown and its memberships are determined 
from the data. This classification process involves estimating the number of groups 
and determining the objects for each group. In contrast, in supervised classification, 
the group memberships are known at a priory. Thus, this process attempts to create a 
mathematical form which then can be used to explain the basis of classification and 
to predict a group of future objects.  
The knowledge of classification is helpful to support and to build theories related to 
differences of objects. For example, in epidemiology studies, classification is used to 
determine the level of health risks for different populations (Kristensen, 1992). 
Classification and discrimination are often used interchangeably. However, 
classification is related to the problem of identifying the sub-populations to which 
new objects belong to, on the basis of a set of measurements that have been made on 
it (Krzanowski, 2000, p. 330). Meanwhile, discrimination deals with the separation 
of groups of data (Esbensen et al., 2002, p. 496). In other areas such as machine 
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