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Next generation communication systems will be designed to be faster, more secure 
and easier to connect with than current systems. Along with the concept of internet of things 
(IoT), many more devices will be required to communicate with each other. In the case of 
aeronautical vehicles and systems, in addition to current navigation and surveillance 
systems, more data links will be required for multiple applications, such as photography, 
inspections, and entertainment. Current aviation frequency bands will likely be unable to 
support all proposed services. Apart from air-to-ground (AG) communication links, airport 
surface terrestrial links and satellite-to-air links (SA) are also of research interest. Most AG 
communication systems operate in L-band (960-1164 MHz) and below, with a few 
operating in C-band (5030-5150 MHz). Bandwidth provided by these frequency bands is 
limited, and will be unable to meet demands for future applications. Hence higher 
frequency bands in the millimeter wave range (30-300 GHz) are being actively investigated, 
aiming to fully utilize the much larger available bandwidths. Since millimeter wave 
(mmWave) signals behave somewhat different from lower frequency signals in AG, SA 
and terrestrial links, more work is needed to characterize mmWave channels in terms of 
tropospheric attenuation, path loss, obstacle attenuation, and wideband multipath fading 
and Doppler effects. 
In this dissertation, we investigate and model the tropospheric attenuation for AG 
and SA links, and model path loss and obstacle attenuation for terrestrial channels, with 
focus on aviation applications. Some wideband terrestrial channel measurement and 
vi 
modeling is also included. We utilize the tropospheric attenuation empirical model 
developed by the International Telecommunications Union (ITU) and quantify the effect 
of the type of precipitation data input on mmWave channel attenuation. Variability of 
tropospheric attenuation over the long term is also investigated for rain and cloud 
attenuation in particular, i.e., we investigate extreme rainy and foggy cases, since mmWave 
signals are so susceptible to these attenuations. Our findings quantify the differences in 
tropospheric attenuation model outputs with different precipitation data inputs: we find that 
differences can be substantial in terms of the percentage of time a given attenuation value 
is exceeded. Frequencies of 30, 60 and 90 GHz are investigated for terrestrial and short AG 
links, and frequencies 30 and 45 GHz for AS links, for four different climate types: 
temperate, subtropical, tropical, and rainforest. Results show that in 1 km terrestrial or AG 
links, local measured rain data input increases mean rain attenuation by 0.5-2 dB over 
results when ITU’s regional empirical rain data is input. Fog attenuation may increase by 
8 dB at 90 GHz in the same comparison. In AS links, mean rain attenuation increases by 
0.8 and 1.1 dB at 30 and 45 GHz, respectively, using local measured data input. Rain 
attenuation has a larger probability of occurrence at moderate-to-significant rain 
attenuation values: for example, at 90 GHz, 20 dB rain attenuation occurs at most 0.02% 
of time with ITU’s input data, but occurs an order of magnitude more often (0.2% of the 
time) with local measured input data. 
For path loss, we employ measurements in several settings, including a small 
airport building, and compare with ray tracing simulations. Multipath components are 
simulated via ray tracing software Wireless Insite, to obtain channel impulse responses, 
from which path loss and delay dispersion (e.g., root-mean-square delay spread (RMS-DS) 
vii 
were estimated. We compare the ray-tracing results with measurements for both 
narrowband signals and wideband signals of bandwidth 500 MHz. The characterization 
includes path loss and delay spread, and the mmWave results employ directional antennas. 
We provide preliminary channel characterization for several indoor channels and an 
outdoor channel at frequencies of 5, 30 and 90 GHz. Comparing our measured path loss 
results with free space path loss, mean path loss difference are 2.47, 2.72 and 0.31 dB for 
5, 30 and 90 GHz, respectively, in indoor channels. For the widely used “close-in” 
reference distance path loss model, comparing simulation and measurement in 90 GHz 
channels, differences in model slope versus distance for simulation and measurement are 
less than 0.2, and standard deviation of large scale fading is less than 1.8 dB. These 
differences are less than 0.2 and 2 dB at 30 GHz, and less than 0.4 and 1.8 dB at 5 GHz. 
For large scale fading, the Generalized Extreme Value (GEV) distribution appears to 
describe excess path loss the best, instead of the commonly used Gaussian distribution. The 
Kolmogorov-Smirnov (KS) goodness of fit test statistic for GEV is 3% less than that for 
the Gaussian, for an example 90 GHz indoor channel. Small scale fading was also 
investigated for a densely sampled 5 GHz line of sight indoor office channel. The 
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1.1 BACKGROUND: TERRESTRIAL AND SHORT-RANGE UAV AG MMWAVE 
LINKS 
Unmanned aircraft systems (UAS), also termed unmanned aerial vehicles (UAVs), 
or drones, have seen a dramatically growing use in recent years, for various purposes such 
as construction, accident investigation, agriculture, photography, package delivery and 
military uses. The application list is long and continues to grow. In terms of wireless 
communication, links between UAV to ground station and UAV to UAV will be crucial in 
future systems, potentially including internet of things (IoT) communication scenarios. 
Small and cheap UAVs can be easily purchased and controlled by applications in 
smartphones. At present, in the USA, small recreational UAVs with weight between 0.55 
lb and 55 lb should be registered via the Federal Aviation Administration (FAA) [1], but 
no license is required. For even smaller UAVs (e.g., handheld toys), no registration is 
required at all. Use of all these UAVs will yield much more wireless communication traffic 
among UAVs and their “base stations” (BSs), which could be smartphones or tablets. 
Several organizations and standards bodies worldwide have contributed to 
establishing UAS regulations and standards, including FAA, the Department of Defense 
(DOD), the National Aeronautics and Space Administration (NASA), the Radio Technical 
Commission for Aeronautics (RTCA), the International Civil Aviation Organization 
(ICAO), Federal Communications Commission (FCC), and the International 
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Telecommunications Union (ITU). Standards already established for UAV control 
communication (often termed “command and control,” or “control and non-payload,” 
CNPC, communication) mostly focus on large UAS operating in L-band (960-977 MHz) 
and C-band (5030-5091 MHz) [2]. However, for small UAS that typically use short range 
communication, these lower frequency bands are limited in spectrum and unable to support 
large numbers of small UAS. Often the commercially sold small UAS employ the 
unlicensed bands at 900 MHz or 2.4 GHz, and these are even more vulnerable to 
interference.  
Millimeter wave (mmWave) bands such as Ka (26.5-40 GHz), V (40-75 GHz) and 
W band (75-110 GHz) have been investigated with high interest in the past, primarily for 
fixed satellite links. In these frequency bands, users such as UAVs and other devices could 
potentially obtain additional spectrum, allowing larger data rates. In addition, in-band 
interference could be significantly reduced by separating each user’s operation frequency. 
In fact this is true not only for UAV communications, as mmWave band use is planned for 
many communication links of fifth-generation (5G) and even sixth-generation (6G) 
communication systems [3]. Applications such as enhanced mobile broadband (eMBB), 
machine-to-machine (M2M) communication, and IoT cannot be fully realized without 
these channels [4]. Higher spectral efficiency may also be obtained with communication in 
higher frequency bands. The IEEE and 3GPP have established various air interface 
standards in lower frequencies such as Wi-Fi, Bluetooth, and LTE. Similarly, 3GPP and 
others have developed channel models for various frequency bands. In this dissertation we 
address three frequency bands representing a large amount of research and industry 
interest: 5 GHz as a sub-6GHz band, 30 GHz as a proposed mmWave band in the fifth-
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generation-new-radio (5G-NR) standard, and 90 GHz as potential mmWave band in future 
6G communication systems. 
Sub-6 GHz bands in 5G-NR include band n77 (3.3-4.2 GHz) and n79 (4.4-5.0 GHz) 
[5]. In the current spectrum allocation chart of the United States [6], 3.3-4.2 GHz spectrum 
is occupied by radiolocation services, which are mostly designed for military and industry 
purposes. The 3.7-4.2 GHz band is mostly assigned for fixed-satellite communication, 
while 4.4-5.0 GHz spectrum is assigned for military fixed and mobile communication 
purposes. The National Telecommunications and Information Administration (NTIA) has 
actively suggested that FCC revise the spectrum allocation of 3.4-4.2 GHz to support 5G 
communication networks, by sharing the spectrum between existing operators and 5G 
telecommunication operators. However, the final spectrum bandwidth solely occupied for 
5G systems may be only within the 3.4-3.7 GHz range. In this frequency range, 
electromagnetic wave behavior is relatively similar to that in current cellular LTE 
communication systems that use 1-2.5 GHz bands. The propagating wave’s penetration, 
diffraction and reflection ability is strong below 1 GHz, hence terrestrial attenuation is 
relatively slight when compared to higher frequencies. However, this very limited 
bandwidth will likely not satisfy growing demand of IoT applications, where enormous 
numbers of smart devices with artificial intelligence (AI) will require a huge amount of 
spectrum resources.  
The mmWave band in the 5G-NR standard usually means band n258 (24.25-27.5 
GHz) and band n257 (26.5-29.5 GHz). In US, two segments of n258 (24.25-24.45 GHz 
and 24.75-25.25 GHz) and one segment of n257 (27.5-28.35 GHz) are allocated for 5G 
communication systems, and this total bandwidth allocated is 1.55 GHz. Multiple efforts 
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in research by both industry and academia have investigated electromagnetic wave 
behavior and channel modeling for this band. Two main challenges in mmWave bands are 
terrestrial channel fading and tropospheric attenuation. As signal wavelength decreases, 
the ability of signals to penetrate through and diffract around obstacles is much weaker. 
Hence apart from distance dependent path loss, mmWave band signals suffer more from 
obstacle blockage and complete outages from large scale fading [7]. Larger shadowing 
areas occur behind obstacles as well, due to the low diffraction of mmWave signals. 
Tropospheric attenuation also affects signals in mmWave bands, causing attenuation from 
raindrops, clouds, fog and atmospheric gases. Moreover, one advantage of mmWave 
bands--wider bandwidth--also brings in more severe frequency selective fading, possible 
interference from Doppler shifted signals from neighboring bands, and more difficulty in 
synchronization of multiple-input multiple-output (MIMO) systems. 
In [8], the FCC provided the band plan of 92-95 GHz, as a potential band for future 
generation communication. The current band plan allocates 94-94.1 GHz spectrum 
specially for space research service, while 92-94 GHz band and 94.1-95 GHz band are 
shared fixed, mobile, radio astronomy and radiolocation services on a primary basis, 
supported by NTIA. The 92-95 GHz band can also be used for unlicensed device as well, 
but this is limited only for indoor use. Airborne and spaceborne applications for unlicensed 
devices are currently prohibited. At this higher frequency of 90 GHz, challenges mentioned 
above for the 30 GHz band remain and are even more severe. Current research for this band 
is still focused on short-range point to point communication, which is only operated in 
light-of-sight (LOS) conditions. 
 
5 
1.2  MOTIVATION FOR AVIATION MMWAVE CHANNEL MODELING 
Energy efficient communication requires accurate link budget estimation, so that 
devices will not waste energy for a designed range of distances. For indoor environments, 
existing irregular obstacles and reflectors (tables, walls, cabinets…) may cause numerous 
reflections, absorption, and potentially some diffraction. Indoor environments can vary 
widely as well, from offices to laboratories to industrial plants. All these communication 
scenarios, as well as outdoor conditions, require accurate channel modeling and estimation. 
In many wireless communication channels, transmitters (Tx) and receivers (Rx) are 
mobile and will travel beyond line-of-sight (BLOS). Multipath components (MPCs) will 
exist in the channel, causing variation in both amplitude and phase of transmitted 
electromagnetic waves. From the receiver’s point of view, signals are received in turn with 
time delays among propagation paths, which can result in inter-symbol interference (ISI) 
in digital communication systems or, waveform distortion in analog communication 
systems. For indoor scenarios, MPCs are mainly caused by objects and building structures 
(walls, doors, windows, floors…), whereas for outdoor scenarios, terrain, buildings, 
vehicles, other built structures, and foliage cause MPCs as well.  
Compared to lower frequency bands such as L and C bands, used in current air-
ground (AG) communication systems, fewer MPCs may occur due to diffraction in 
mmWave channels, yet MPCs from reflection may still be strong. Since the wavelength is 
much smaller in the mmWave bands than in lower frequency bands, the wavelength may 
be comparable to the size of small objects, and this will induce scattering. Apart from 
MPCs, for given antenna gains, free space path loss (FSPL) is much larger in mmWave 
bands as well. In addition, the troposphere itself can also result in large fading due to 
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electromagnetic wave absorption and scattering by raindrops and gas particles. Rain, 
clouds, water vapor, oxygen, and scintillation fading could be significant, particularly in 
long range AG and air-satellite (AS) channels. An accurate characterization of mmWave 
channels is required to overcome these challenges. 
The mmWave aviation channel characterizations we have worked on include some 
measurements, and also detailed computer simulations, using Wireless Insite and 
MATLAB, including different indoor (office building, maintenance hangar, terminal, …) 
and outdoor (urban) scenarios. We compare simulation results with empirical results from 
a set of measurements. These measurements were conducted using a vector signal 
generator (VSG), signal and spectrum analyzer (SSA), and software-defined radios (SDRs). 
In most cases, simulations and measurements focus on three bands: 5.7 GHz in C band, 31 
GHz in Ka band and 90 GHz in W band, with single-input single-output (SISO) channels 
for each band. Additional simulation of MIMO channels will be conducted in the future, 
but measurement device capabilities are still limited. In simulations we are able to quantify 
the channel’s path loss and root-mean square delay spread (RMS-DS) from power-delay-
profiles (PDPs). We are also able to quantify angle of arrival (AoA), angle of departure 
(AoD), and Doppler shift/spread, but we have thus far been unable to make measurements 
of these effects. In this dissertation, we focused on study of path loss in different channel 
environments, distribution of large-scale fading, distribution of small-scale fading and 
penetration loss for different materials. Some initial comparison of simulations with 
measurements for a wideband signal are also included. 
Apart from fading from MPCs, attenuation due to the troposphere is also simulated 
for short-range terrestrial and AG channels, and a long-range AS channel for mmWave 
7 
bands (Ku, Ka, V and W). We study this attenuation using an internationally-established 
simulation model, using two types of input data. 
 
1.3 DISSERTATION OVERVIEW 
In this section, an overview of the dissertation is presented. 
1. [Chapter 2] This contains a literature review of tropospheric attenuation effects and 
channel modeling for terrestrial aviation links. In this chapter we also provide a 
short summary of channel characteristics for UAS communication systems. 
2. [Chapter 3] In this chapter we describe the details of our tropospheric attenuation 
simulation setup, terrestrial mmWave channel modeling simulation setup, and 
measurement devices. 
3. [Chapter 4] In chapter 4 we describe use of our tropospheric attenuation simulation 
with local measured rain data input, and compare with ITU’s empirical (regional) 
data input. Annual average simulation results of attenuation for both AG and AS 
links are provided for three mmWave frequencies and four different climate types. 
Worst month analysis for rain attenuation and fog attenuation are discussed as well, 
focused on short AG links. 
4. [Chapter 5] Chapter 5 contains results from measurement and simulation study for 
various channel environments. Path loss is compared between simulation and 
measurement for 5.7, 31, and 90 GHz, in indoor corridor channels, an aviation 
building indoor channel, and an outdoor (front courtyard) channel. Analysis of 
large-scale fading distribution is done for these three frequencies in the indoor 
corridor channel, primarily for 5.7 and 31 GHz, with limited 90 GHz results. Small 
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scale fading distributions are also investigated for a densely spatially sampled set 
of 5.7 GHz laboratory indoor channel measurements. Material attenuation (or 
penetration loss) is studied for 5.7, 31 and 90 GHz for different material types and 
building structure layers. 
5. [Chapter 6] In chapter 6, we discuss initial wideband channel characterization. 
Channel impulse responses of simulation and measurement are compared in terms 
of delay spread, for 90 GHz, in an indoor corridor environment. Cross polarization 
discrimination (XPD) results for measurement and simulation are given for 31 GHz 
as well. 
6. [Chapter 7] Chapter 7 contains conclusions and suggestions for future work. 
 
1.4 DISSERTATION OBJECTIVES 
In this dissertation, we aimed to investigate several propagation challenges for 
millimeter wave communication in aviation applications, including terrestrial, air-to-
ground and air-to-satellite links. Our overall goal was to derive new results, in several 
frequency bands and settings, for mmWave propagation models that add to the body of 
knowledge and which can be used by the community. We have completed two main parts 
of the research: more accurate quantification of tropospheric attenuation, and terrestrial 
channel modeling for millimeter wave bands. For the tropospheric attenuation effect, we 
quantified the significance of the effects of local measured rain data on attenuation. For 
terrestrial channel modeling, for several mmWave frequencies we have completed indoor 
and outdoor path loss modeling, and large- and small-scale fading quantification. Initial 
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wide-band channel modeling results for the relatively unexplored 90 GHz band were also 
obtained. 
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TERRESTRIAL MMWAVE COMMUNICATION SYSTEMS LITERATURE REVIEW  
2.1 TROPOSPHERIC ATTENUATION ON AVIATION COMMUNICATION 
Although numerous civil air-ground aeronautical communication systems have 
been established and employed, research for UAV communication system is still in an early 
stage. As illustrated in Figure 2.1, an example UAV communication system includes CNPC 
links (primary and secondary) and data links in terms of function, or air-air (AA), ground-
satellite (GS), AS and AG links in terms of channel type. Some channel characteristics are 
listed in Table 2.1.  
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For control links such as CNPC links, where transmission rate is lower than 500 
kbps [9], multiple lower frequency bands are available. For small UAVs, unlicensed bands 
of 900 MHz, 2.4 GHz, 5.8 GHz could be used for this communication, if permitted by 
national regulations [10]. These frequencies are very limited in spectrum due to numerous 
civil communication devices operating in the same bands. For licensed spectrum, L band 
(960-1164 MHz) is allocated to Aeronautical Mobile (Route) Service (AR(M)S) [11], and 
could be shared with CNPC use. However, the available spectrum for LOS terrestrial 
CNPC is still likely to be insufficient. Aeronautical radio navigation service (ARNS) is 
allocated in C band (5030-5091 MHz), to support Microwave Landing System (MLS) 
installations. Since very few MLS have been installed worldwide except for some in China, 
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this spectrum could be sufficient for CNPC for the near term, but more spectrum will likely 
be needed in the future for both control and data communications. Hence mmWave bands, 
especially for 30-100 GHz frequencies, are recommended by FCC for 5G communication 
[12].  
Aside from primary control AG and AA links, AS and GS links could be used for 
UAV secondary control, typically in cases where the UAV is operating beyond coverage 
of ground stations. The Ku and Ka bands may be used for UAS-satellite communication, 
where 10.95-12.75 GHz (Ku band) and 17.3-20.2 GHz (Ka band) are used for forward link, 
and 14-14.5 GHz (Ku band) and 27.5-30 GHz (Ka band) are used for return link [13]. In 
these higher frequencies, transmission power and/or antenna gain must be much higher 
than in microwave bands. In the K bands, although tropospheric attenuation is large, 
terrestrial multipath components (MPCs) and the distortion they can produce are not an 
issue due to highly directional antennas. However, tropospheric attenuation becomes much 
more severe in higher frequency bands, such as V and W bands. Researchers are actively 
investigating the possibility of AG links in these frequency bands. 
Apart from the empirical attenuation formulas based upon rain rate established by 
ITU in past decades [14], researchers have developed several rain attenuation models to 
connect to actual rain statistics (rain rate, rain drop size, rain height…) and physical 
scattering effects. In ITU’s model, only peak rain rate is considered for a specific area, 
which is obtained by local radar precipitation data. This method is acceptable for large 
scale area estimation, but can be inaccurate in small scale areas, since rain rate only reaches 
its peak value in storm centers, and generally decays with distance away from the storm 
center.   
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In [15], the authors developed a new rain cell model EXCELL, modeling the rain 
rate with distance, rain cell size and rain drop population. The model is based on data from 
6000 horizontal sections of rain cells collected by S-band meteorological radar at Spino 
d’Adda, Italy. Rain cells were defined as areas encircled by 5 mm/h rain rate contours, and 
subsequently rain data were classified into each contour by average and root-mean-square 
(RMS) rain rate. In this EXCELL model, rain rate was assumed to follow an exponential 
distribution in a specific area, based upon measurements from that radar database. The 
population of cells was modeled via two methods: mono-axial cell model and bi-axial cell 
model. In the mono-axial cell model, the rain contour is regarded as circle, and rain density 
was obtained from the peak rain rate and radius where the rain rate decayed by 1/e. In the 
bi-axial cell model, the contours became ellipses, and radius was therefore replaced by 
axial ratio and equi-area radius. Specific rain rate in each contour can be obtained by 
integrating the rain density within the contour area.  
The EXCELL model does have some shortcomings. First, it assumed rain rate 
followed an exponential distribution, while in nature this was rarely observed. In addition, 
rain rate value in each contour can become unrealistic as peak rain rate can reach a very 
high value, which was the case for heavy rain events. Hence in [16], the authors proposed 
a modified rain cell model HYCELL, which used a hybrid structure of both Gaussian and 
exponential distributions, instead of solely the exponential distribution. The Gaussian 
component described the convective-like high rain rate core of the rain cell, while the 
exponential component was used for surrounding stratiform-like low rain rate spreading 
down to a rain rate value of 1 mm/h. Cells themselves remained elliptical in horizontal 
cross section. This HYCELL model was further classified into three schemes, a purely 
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Gaussian scheme when peak rain rate was very high, a purely exponential scheme when 
peak rain rate was very low, and the hybrid scheme when peak rain rate was moderate. 
Simulation results were compared with EXCELL results and radar observations in two 
locations: Bordeaux and Karlsruhe. In Bordeaux, HYCELL reduced the error of peak rain 
rate and RMS rain rate to 2.93% and 0.08%, in comparison to 7.41% and 8.63% in the 
EXCELL model. In Karlsruhe, HYCELL reduced these two parameters to 4.61% and 
3.08%, from 37% and 3.54% in the EXCELL model.  
Furthermore, in reference [17], the authors improved the EXCELL model based on 
the rainfall database measured in Spino d’Adda as well, and named this MultiEXCELL. 
Assuming that rain rate still follows an exponential distribution based on peak rain rate and 
radius for specific rain rate, the rain rate was shown by radar data to follow a lognormal 
distribution. Moreover, in this MultiEXCELL model, instead of only one rain field, 
multiple rain fields are modeled together in a larger study area. Hence, rain rate for each 
location became a joint distribution of multiple rain rates in the EXCELL model. This 
“synthetic” rain field is further divided into two classes: stratiform rain field (light rain in 
lower altitude) and convective rain field (heavy rain at higher altitude). Synthetic rain field 
was compared with measured radar data in an area 10 times larger area than in [16], 
resulting in an approximately 5.7% relative error. 
Apart from the rain rate model derived in [15]-[17], several rain attenuation model 
modifications were also introduced. In [18], the authors discussed rain specific attenuation 
and a frequency scaling approach for Seoul, South Korea. In their Ku-band earth-space 
communication link, rain attenuation was measured for the satellite Koreasat 6 at a 
frequency of 12.25 GHz during years 2013-2015. Comparing measured and ITU’s 
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simulated rain attenuation for this frequency, the authors found an over-estimation of up to 
5 dB in the ITU recommendation for probability values between 0.001% to 0.05% 
(absolute probability values 10-5 to 5×10-4, i.e., for rare events). Hence, the authors 
modified the rain attenuation empirical formula for their Ku-band results. By using the Ku-
band attenuation results and the ITU’s frequency scaling equation [14], they estimated 
attenuation for Ka-band (19.8 and 20.73 GHz).  
The authors of [19] presented rain rate and attenuation measurement results for 
terrestrial links at 38 GHz and 75 GHz. Comparing several existing models with their 
measured attenuation data, they found that ITU’s model [20] was the most accurate. Yet a 
40% relative error with respect to the ITU model still existed for their rare event data, at 
probability values less than 0.01%.  
Related to regional variation, the spatial variation of attenuation was considered for 
an 11.142 GHz link for the NSS-6 satellite that was monitored in Kolkata in India [21]. In 
this paper, diversity gain of an earth-space link was measured and discussed. The authors 
divided the rainy season into three periods: pre-monsoon, monsoon, and post-monsoon 
periods. The measurement system could be considered a Single-Input-Multiple-Output 
(SIMO) system, where rain attenuation with a single receiving site and with two sites was 
compared. In the 5 km link experiment, measured diversity gain was 0.24 dB larger than 
the ITU’s results for monsoon conditions, 1.18 dB larger for pre-monsoon, and 1.56 dB 
higher for the post-monsoon period.  
In [22], rain rate and attenuations for a 30 GHz link between tropical and temperate 
regions were compared, for both terrestrial and earth-space links. The authors chose 
Kolkata, India as the tropical simulation location and Spino d’Adda, Italy as the temperate 
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location. The terrestrial attenuation estimation was based on the empirical method of [20] 
and [23]. The physical synthetic storm technique was used to compute earth-space path 
rain attenuation. A 7 dB difference between tropical and temperate location attenuations 
was found for the 200 m terrestrial link, and a 14 dB difference between these two locations 
was found for the earth-space link, clearly illustrating the well-known geographic 
dependence of tropospheric attenuations. 
The authors in [24] demonstrated a new rain attenuation prediction model for earth-
space links based on the physics of electromagnetic scattering. They found that ITU’s 
existing rain attenuation prediction models [14] varied monotonically at low elevation 
angles and low latitudes. Consequently, they introduced a rain rate adjustment factor to 
improve accuracy beyond that of the ITU model. Without sufficient measured attenuation 
data, they used ITU’s analysis guideline [25] to assess the performance of their proposed 
model. They found that using this guideline reduced the root-mean-square error between 
their new model and the existing ITU model attenuation results by 10%. 
 
2.2 MMWAVE TERRESTRIAL CHANNEL SIMULATION & MEASUREMENT 
Except for references in tropospheric fading effects in the previous section, 
terrestrial channel modeling has been studied in multiple papers, via both measurement 
data processing and ray-tracing (RT) simulations. Some of this has been in frequency bands 
below the mmWave bands. For completeness we review some of this literature as well, 
specifically for aviation communications. 
In reference [26], the authors described measurement work in modeling AG 
channel characteristics for UAS CNPC links in C band (5000-5100 MHz) and L band (960-
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977 MHz). Dual-band channel sounders with multiple Rx antennas were used. The Tx was 
set on a transportable tower for the ground station, and Rx antennas were mounted on the 
bottom of a medium-sized Viking S-3B aircraft. Path loss and channel impulse responses 
were measured versus link distance. In several cases, path loss follows an obvious two-ray 
path loss curve with small variation around free space path loss. The delay spread of the 
channel impulse response is typically quantified by its RMS value (RMS-DS). In [9], the 
authors found that RMS-DS decreases with distance, as expected, and approximately 250 
and 1400 Hz Doppler shifts occur in L-band and C-band, respectively for 21.2 to 21.5 km 
link distances. Detailed tapped-delay line channel models, as well as small scale fading 
Rician K-factors were also provided. 
In reference [27], the authors established four ray-tracing models for UAV AG 
channels, to simulate UAV flying in over-sea, rural, suburban and urban environments. 
Building heights and densities were different for each environment. Carrier frequencies of 
28 GHz and 60 GHz were used in simulation, to analyze path loss and RMS-DS. An 
experimental setup for an AG mmWave channel using software defined radios (SDRs) was 
also provided, though no measurements were done to compare with simulations. 
In reference [28], the authors investigated the UAV-to-ground channel for an 
802.11a Wi-Fi link. They controlled the UAV through an 802.11a access point with the 
UAV as an 802.11a client. Path loss and throughput were measured for different UAV 
flying height and link distance, for both downlink and uplink. The authors used path loss 
exponent to describe the path loss. In short range LOS flight scenarios, path loss exponent 
was 2.2, compared to the value of 2 for free space path loss; thus the path loss is 
approximately the same as free space path loss. In their campus flight scenario, where few 
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obstacles exist, path loss exponent was 2.6, i.e., a little larger than that of free space. 
Moreover, the impact of UAV yaw was studied in the paper, by changing the UAV’s 
orientation. For example, for a fixed 20 dBm transmitting power, 100 m horizontal distance 
and 50 m height between Tx and Rx, a 180 degree yaw results in -85 dBm received power, 
while for 270 degree of yaw, received power could reach -70 dBm. One possible reason 
for this 15 dB difference is the antenna’s radiation pattern difference at the two angles.  
Reference [29] provided a detailed measurement and channel characterization of a 
low altitude AG link, using a MIMO setup. The receiving sounder (with 2~8 antenna 
elements half wavelength separated from each other) was mounted in a mobile van, while 
the transmitter (with 2 antenna elements mounted at each wing) was installed on a UAV 
flying at an approximate altitude of 200 m. The UAV flew in a loop planned through logged 
GPS coordinates, with ground speed and wing angle varying with time. Channel impulse 
responses were recorded and analyzed, to generate PDPs and RMS-DS for 2, 4, 6 and 8 
antenna elements. At first single channel characteristics were analyzed for each transmitter 
antenna, thus describing a SIMO case. For received power, different antenna element 
numbers had different received power floors, while 4 antenna elements had the largest 
mean received power. Using more antenna elements, i.e., 8 elements, resulted in received 
power standard deviation larger by a factor of 2.5 than when using only 2 elements. Spatial 
diversity was calculated by Hermitian angle matrix, which is derived from vectors of 
channel impulse responses. The mean of spatial diversity was approximately 1.1 for their 
“outside loop” flight path, and 1.5 for the “inside loop,” indicating that channel capacity is 
larger for their inside loop. 
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Authors in reference [30] did a channel sounding measurement over water. The Tx 
was mounted on an airplane with 4 ft parabolic reflector antenna, operating at 8 GHz 
frequency. Two flight paths were scheduled, one was identified as “calm sea path”, with 
purely air-sea channel, stable sea state and no terrestrial obstacles. The other one was called 
“rough sea path”, with several rocks and islands in path and more sea waves. For the calm 
sea path, RMS-DS was 20 ns and mean excess delay 54 ns, since reflection only occurs at 
the sea surface with these highly-directional antennas. In contrast, for the rough sea path, 
the aircraft’s flight location also allowed for reception of reflections from terrain (islands, 
rocks…), and more scattering from the sea surface; in this case RMS-DS was 69 ns and 
mean excess delay 31 ns. Multipath power was approximately 10 dB larger in the rough 
sea scenario. 
Reference [31] provides detailed channel modeling measurement results for airport 
surface area channels in the 5 GHz band. Measurements were made at several large 
airports: John F. Kennedy International Airport (JFK), Cleveland Hopkins International 
Airport (CLE), and Miami International Airport (MIA). Transmitting signal bandwidth was 
50 MHz, from 50-85 m tall airport traffic control towers (ATCT). The receiver traveled in 
a van on the airport surface, with top speed of 30 km/h. The channel was classified into 
three types: LOS, non-light-of-sight (NLOS) and NLOS-Specular (NLOS-S). Propagation 
path loss fitted the log-distance model well with path loss exponents of 2-2.3 for LOS and 
NLOS-S conditions. RMS-DS had a mean of approximately 1400 ns in NLOS condition, 
350 ns in NLOS-S condition and 65 ns in LOS condition. For channel impulse response 
(CIR) modeling, tapped-delay line (TDL) channel models were described, where for some 
taps that incurred worse than Rayleigh small scale fading, the Weibull shape factor for this 
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severe fading was approximately 1.5, for all three conditions and both 10 MHz and 5 MHz 
bandwidth channels.  
Reference [32] includes subsequent work of [31], where measurement locations 
changed to small airports, in Ohio University, Burke Lakefront in Cleveland, OH, and 
Tamiami, in Kendall, FL. The ATCT height of these airports are much smaller than those 
in [29], typically 10-15 m height. In addition, aircraft size, number of buildings, building 
size and number of ground vehicles are also much smaller. Measurement settings were 
identical with [31]. In terms of RMS-DS, these smaller airport channels have 
approximately mean value of 44 ns RMS-DS in LOS condition, 326 ns in NLOS-S 
condition and 1390 ns in NLOS condition, compared to 65, 355 and 1396 ns for the large 
airports in [31]. For CIRs, tapped delay line models and Weibull shape factors for severe 
fading were estimated. The results show smaller numbers of taps and less severe fading 
than in larger airports. 
Authors in [33] characterized mmWave channels in Helsinki Airport for 15, 28 and 
60 GHz bands. Both transmitters and receivers were deployed inside the airport, with 
height of 1.58 m and 5.68 m relative to the ground (some transmitters were mounted in a 
lower floor level, thus -2.62 m relative to ground). The power was further divided into 
specular power and diffuse power. A linear fit was done for specular power, and an 
approximately 20 dB difference in received specular power occurred between 15 and 60 
GHz links. Diffuse power was modeled with an exponentially decaying profile versus delay, 
which was found to be 15 dB less than specular power in mean. Cross polarization ratio 
was also investigated, with an approximate 20 dB difference between co-polarization and 
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cross-polarization. This is one of the only references we have found for mmWave channel 
characteristics in airport settings. 
Reference [34] provided a propagation channel estimation of an airport surface, by 
both ray-tracing simulation and measurement. Carrier frequency was centered at 5.2 GHz 
with 120 MHz bandwidth. The transmitter was mounted at airport terminal entrance, while 
receiver was set on a van traveling around the airport terminal. Results for both LOS and 
NLOS conditions were compared in terms of path loss. Agreement was quite good for less 
than 2 dB difference between measurement and ray tracing in terms of the mean of LOS 
condition, while in NLOS condition, power level is shifted in space about 15-20 m with 
respect to measured power. A possible reason for this is intrinsic error of GPS tracking, 
yielding a discontinuity of receiver’s GPS coordinate, and further resulting in error in link 
distance calculation. Subsequently, spreading functions of simulation and measurement 
were compared, to estimate Doppler frequency shifts; their receiver was mounted in a 
vehicle that traveled with a speed of 30 km/h. Agreement was quite good for higher 
received powers, despite a 4 s delay offset that existed due to synchronization offset.  
References [35]-[37] provided detailed AG channel characterization results for 
three different scenarios: fresh water & sea [35], hilly and mountainous [36], and suburban 
& near-urban [37]. In [35], since MPC power of sea scenario are very weak except for the 
first reflection path, the authors used a curved-earth two-ray model (CE2R) to estimate the 
AG channel and compared with measurement. Both L band and C band were used in 
measurement, and channel measurement bandwidths were 50 MHz in C band and 5 MHz 
in L band. For path loss results, measurement was compared with CE2R and flat-earth two-
ray model (FE2R). The CE2R fitted the measured data much better in larger grazing angle 
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(since earth could not be regarded as flat ground when aircraft is flying at higher altitude). 
Path loss difference between CE2R model and measurement was less than 1 dB in C band 
and less than 2 dB in L band, in terms of mean values. In terms of standard deviation 
difference between measured and CE2R modelled path loss, the value is approximately 3 
and 4 dB, in C and L bands. The CE2R model was augmented by adding Rician fading for 
better agreement with measurement data, where mean K factor was 12 dB for L band and 
27-30 dB for C band. A three-ray model was chosen to achieve more accuracy, and 
parameters for the intermittent third ray’s amplitude, probability of occurrence, and delay 
were derived. The over-water RMS-DS mean values were approximately 10 ns, while 
occasionally values as large as 360 ns were measured. 
Similar processing was done in [36], where measurement settings were the same, 
but the channel environment was mountainous and hilly areas. Average Rician K factor 
was 12.8 dB for L band and 29.4 dB for C band. The RMS-DS was near 10 ns for most of 
the time, but might reach 180 ns as maximum value in mountainous environment and even 
1 𝜇𝑠 in hilly environment. TDL models were also created for these environments. Instead 
of only a third ray as in the over water settings [35], the number of 50 MHz band channel 
taps increased to 9 in [36], including LOS, potential ground reflection and 7 other MPC 
paths. Reference [37] included similar measurements in near-urban and suburban areas. 
The Rician K factor was 14 dB in L band and 28.5 dB in C band., and the RMS-DS was 
10-60 ns, with maximum value of 4 𝜇𝑠. Additional TDL models were provided. 
In [38], the authors used a vector network analyzer (VNA) and two antenna arrays 
(a uniform 6×6 rectangular array at Tx and a uniform 1×5 linear array at Rx), creating a 
virtual MIMO measurement system for 94 GHz center frequency indoor channel modeling. 
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Distance between Tx and Rx varied from 1.5 m to 5.5 m. The signal band was from 92.5 
GHz to 95.5 GHz. However, for this MIMO system, stationarity bandwidth was calculated 
as 500-750 MHz using a strong criterion of 0.95 collinearity threshold. Hence the total 
band was divided into four continuous sub-bands for further analysis. Averaged power 
delay profile (APDP) was then measured, and divided into two components: specular 
power component and diffuse power component. Specular power was distinguished by 
estimating the time of arrival. The diffuse power spectrum was further divided into two 
classes: white noise and MPC with linear regression. Specular power ratios were measured, 
approximately 0.9 in each sub-band, and 0.7 in the total band. RMS delay spreads were 
measured as well, approximately 7 ns when a specular component was present, 11 ns for 
the diffuse power components alone, and 9 ns for all components, within 6 m of link 
distance. 
In [39], the authors conducted a measurement in outdoor urban scenario for a Ka 
band system, using a directional horn antenna at Tx and an omni-directional antenna at Rx. 
After comparing ray-tracing path loss results from Wireless Insite simulation with 
measurements, they found that approximately 70 dB difference occurred in NLOS areas, 
showing that relying solely on ray tracing for all conditions can yield large errors. Diffuse 
scattering and vegetation attenuation appeared to be the two main reason for the difference. 
Hence diffuse scattering was enabled in Wireless Insite with different scattering coefficient 
S. Different values of S, including 0 (no scattering), 0.4, 0.6, 0.8 and 1 (full scattering) 
were compared with measured path loss, resulting in the optimum S value of 0.6 with 
RMSE (root-mean-square error) of 10.39 dB. Vegetation attenuation with different model 
and parameters (Weissberger model and specific attenuation model of 2, 3, 4 and 5 dB/m) 
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were compared with measurement as well, yielding the optimum RMSE of 7.3 dB, by using 
specific attenuation value of 3 dB/m. After these parameter modifications, the difference 
between simulation and measured path loss reduced from 70 dB to 15 dB in NLOS zones. 
New communication links are also envisioned for terrestrial aviation applications, 
the primary area being airports. At airports, multiple systems are used today for transferring 
navigation and surveillance information (e.g., airport surface radar), and for 
communications for catering, fueling, baggage handling, security, and airport operations. 
Many of these links are short range, hence mmWave links could be applied. Multiple 
indoor airport communication links could also use the mmWave bands.  
In spite of multiple publications done in references we have cited, very limited 
research has been done on mmWave communication systems in terrestrial links of indoor 
environments and airport terminals, especially at frequencies as high as W band. Wide-
band channel research with bandwidth up to 500 MHz or larger is also in demand. In 
addition, tropospheric attenuation research in mmWave bands (especially in Ka band and 





MMWAVE TERRESTRIAL COMMUNICATION SYSTEMS 
3.1 TROPOSPHERIC ATTENUATION EFFECTS 
The tropospheric attenuation model we use is based on empirical formulas in ITU’s 
recommendations [14][20][23][40-45]. For AG and terrestrial links, total attenuation 
consists of four attenuation components: rain attenuation, cloud (or fog) attenuation, water 
vapor attenuation and oxygen attenuation. The ITU recommendations prescribe models for 
simulating these attenuations based upon a number of inputs. 
Rain attenuation is calculated by first obtaining the rain rate exceeded for 0.01% of 
the time, R01. This is obtained using a set of empirical formulas [23]. Other inputs include 
latitude and longitude of the simulation location, operation frequency and platform 
(e.g.,UAV) altitude. In terrestrial and AG links, UAV altitude can be itself the link distance, 
depending on geometry, whereas in AS links, UAV altitude is negligible compared to the 
whole GS link distance, as long as UAV is flying in the troposphere. Other variables are 
provided by ITU’s database. Note that this database is an approximate alternative if no 
precise local measured rain data can be accessed. If local measured rain rate is accessible, 
to calculate the attenuation exceeded for other percentages of time more accurately, one 
can compute rain attenuation for each rain rate at a specific probability. Attenuation itself 
is determined by the specific rain attenuation 𝛾𝑅 (dB/km) and the effective link distance 
[20]: 
𝐴𝑅 = 𝛾𝑅𝑑𝑒𝑓𝑓 (3.1.1) 
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Since the mmWave links considered in this dissertation are expected to be short, 
potentially not exceeding 1 km, the value of 𝑑𝑒𝑓𝑓  can be replaced by the actual link 
distance 𝑑 [20]. Specific rain attenuation 𝛾𝑅 in (3.1.2) is defined by [23]:  
𝛾𝑅 = 𝑘𝑅
𝛼 (3.1.2) 
where 𝑘 and 𝛼 here are coefficients solely determined by frequency and polarization, and 
𝑅 is the rain rate in mm/hr described above. 
In this way, the complementary cumulative distribution function (CCDF) of rain 
attenuation can be obtained for any geographic location. Example rain attenuation time 
series can then be generated according to [14], as shown in Figure. 4.2. We have done 
exactly this for several different locations in different climate regions, to assess the effect 
of this input data on model outputs, for several mmWave bands. We next briefly summarize 
the ITU modeling approach. 
Rain attenuation follows a log-normal distribution according to the statistical 
experimental data in [40]. The attenuation CCDF is used for obtaining the mean 𝑚 and 
standard deviation 𝜎 in the memoryless non-linear device of Figure 3.1, by performing a 
least-squares fit to probabilities 𝑃𝑖 and rain attenuation 𝐴𝑖. Probability 𝑃𝑖 is the probability 
of interest, where we use 0.001% to 5% in this dissertation; 𝐴𝑖 is the rain attenuation value 
being exceeded at probability of 𝑃𝑖 in the simulation. 
 
 
Figure 3.1. Rain attenuation time series synthesizer block diagram [23]. 
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Parameter 𝛽 in the rain attenuation low-pass filter is set to be 2 × 10−4, and the 
final calibration block is used to avoid simulated rain probability exceeding the actual 
annual rain probability at the desired location.  
For the low altitude AG or terrestrial link, both cloud attenuation and water vapor 
attenuation require water vapor density for input; this is simulated as illustrated in Figure 
3. 2.  
 
In the low-pass filter of Fig. 3, 𝛽𝑉 = 3.24 × 10
−6 , and parameters λ and κ are 
obtained by performing another least-squares fit between probabilities 𝑃𝑖 and water vapor 
density 𝜌𝑖 , at the required percentage of time. The value of ρI  is provided by ITU’s 
database in [43]. The water vapor density time series ρ(t) follows a Weibull distribution 
instead of a log-normal distribution [42]. The least-squares fit is done using a set of 
equations involving probability and density [45]. 
Water vapor attenuation time series AV(𝑡) can be obtained by a lengthy set of 
empirical equations in [42], with inputs ρ(t), local temperature, local air pressure and 
operation frequency. Water vapor density has a very small variance, hence water vapor 
attenuation varies over a very small scale as well, but does not remain constant. Oxygen 
attenuation, in contrast, remains constant for a fixed frequency, air pressure and 
 
 
Figure 3.2. Water vapor and cloud attenuation time series synthesizer block diagram [23]. 
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temperature according to another long empirical equation (section 2.1 in [42]). Cloud 
attenuation in AG/terrestrial links depends on water vapor density time series ρ(t) as well, 
and is then calculated as a function of link distance. Total tropospheric attenuation is then 
computed by summing all attenuation components: 
𝐴(𝑡) = 𝐴𝑅(𝑡) + 𝐴𝐶(𝑡) + 𝐴𝑉(𝑡) + 𝐴𝑜 . (3.1.3) 
The total attenuation simulation block diagram is shown in Figure 3.3. 
 
In AS links, tropospheric attenuation contains another attenuation component 
caused by scintillation, in addition to the four attenuation components described for the 
AG/terrestrial link [20]. (Scintillation is typically only appreciable for longer link 
distances.) For very low elevation angles, AG/terrestrial links can also encounter 
scintillation; for our short-range mmWave investigations, this component is negligible. 
Moreover, the AS simulation block diagram is quite complicated, since scattering, 
diffraction and reflections can exist in the long earth-space path. Distance d is not directly 
obtained or measured for AS links, but calculated via elevation angle instead. 
 
 
Figure 3.3. Tropospheric attenuation simulation block diagram for AG/terrestrial link 
[23]. 
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For AS links, the rain attenuation block diagram is identical to Figure. 3.1, however, 
some calculations are different. Typically, polarization of AS link is circular instead of 
vertical in AG/terrestrial links, yielding a more complicated calculation for some 
parameters. Cloud attenuation for the AS link follows a log-normal distribution as well 
[41], the same as rain attenuation. The block diagram of cloud liquid water content time 
series synthesis is shown in Figure 3.4.  
 
For the low-pass filter block in AS cloud attenuation simulation, there are two 
components: 𝛾1 =0.349 and 𝛽1 = 7.17 × 10
−4  describe rapidly varying component 
processing, 𝛾2 = 0.83  and 𝛽2 = 2.01 × 10
−5  describe slowly varying component 
processing. A cloud calibration process exists and a least-squares fit is done for 
probabilities 𝑃𝑖 and liquid water content 𝐿𝑖, to obtain mean 𝑚 and standard deviation 𝜎. 
The output Lred(𝑡) is input to (3.1.4) to calculate the cloud attenuation time series AC(𝑡). 
Parameter 𝜃 represents the elevation angle of satellite and 𝐾𝑙  is a coefficient related to 








𝜖′′(𝑓) × (1 + 𝜂(𝑓, 𝑇)2)
. (3.1.5) 
 
Figure 3.4. Cloud liquid water content time series synthesizer block diagram for AS link  
[14]. 
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Water vapor attenuation time series follows a Weibull distribution [40], as noted 
for the AG/terrestrial link simulation. The simulation block diagram is described by Figure 
3.5, which is the same simulation process as the AG/terrestrial link but a different output 
V(t) is obtained. 
 
For the earth-space path of AS links, water vapor content 𝑉(𝑡) is used. Hence we 
construct the least-square fit for probabilities 𝑃𝑖 and water vapor content for the desired 
percentage of time 𝑉𝑖 instead of 𝜌𝑖 in AG/terrestrial link. Variable 𝑉𝑖 can also be found in 
ITU’s database if no local measured data is applicable. The process of least-squares fitting 
is the same as for cloud attenuation simply by replacing 𝜌𝑖 with 𝑉𝑖.  
Oxygen attenuation for the AS link is different from that in the AG/terrestrial link, 
with another set of long empirical equations (see section 2.2 of [42]). Nonetheless, oxygen 
attenuation is still a constant. In AS links, oxygen attenuation and water vapor attenuation 
can be combined as gaseous attenuation. 
Scintillation attenuation for the AS links is generated by filtering white Gaussian 
noise in a low-pass filter, as shown in Figure 3.6. 
 
 
Figure 3.5. Water vapor content time series block diagram for AS link [14]. 
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The total tropospheric attenuation time series simulation block diagram for AS links 
is provided in Figure 3.7. As can be seen, this is more complicated than the simulator for 








Figure 3.7. Total attenuation time series synthesizer block diagram for AS link. 
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Total tropospheric attenuation for AS links is calculated by summing all the 
pertinent components, as below: 
𝐴(𝑡) = 𝐴𝑅(𝑡) + 𝐴𝑂 +
𝐴𝑉(𝑡) + 𝐴𝐶(𝑡)
𝑠𝑖𝑛𝜃
+ 𝑆𝑐𝑖(𝑡). (3.1.6) 
 
3.2  TERRESTRIAL CHANNEL MEASUREMENT SYSTEMS 
Three channel measurement systems are used in the dissertation, centering in 5, 30 
and 90 GHz. The 5 GHz measurement system is illustrated in Figure 3.8: a monopole 
antenna with 6 dBi gain is directly connected to the VSG as Tx. The VSG is model N5182A 
MXG manufactured by Keysight. Another identical monopole antenna was directly 
connected to SSA, with model number FSW43 made by Rohde & Schwarz; this was the 
Rx. Coaxial transmission cables were used to connect to the antennas. Antennas were 
HGV-4958-06U model made by L-com, (operation band from 4.9 to 5.8 GHz) mounted at 
1.4 meter height relative to the floor. Both VSG and SSA were set on movable equipment 
carts.  
Although 6 dBi gain appeared in the product datasheet, our measured results 
showed a maximum of 4.3 dBi at 5.7 GHz, as shown in Figure 3.9, possibly due to 
impedance mismatch at the adapter and connection cable. Both cables and adapters showed 
an approximately 1.5 dB loss around 5 GHz center frequency. We set a calibration 
campaign as in Fig. by separating antennas 1.4 m away, yielding a FSPL of 50.5 dB 
(transmitting power was 0 dBm, receiving power was -41.9 dBm). Therefore we selected 
the center frequency of 5.7 GHz in this band. 
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Measurement settings for 31 GHz are described in detail in [46] and by the block 
diagram in Figure 3.10. A single tone IF signal of 5 GHz at 0 dBm power was generated 
by the same VSG (Keysight N5182A MXG), which entered an RF active up-converter of 
model LO-MIX301-2832 and amplifier of model AP2832-25, both made by Microwave 
Dynamics. The output power was 32 dBm at 31 GHz after conversion (7 dB conversion 
gain in up-converter and 25 dB gain in power amplifier), radiated by horn antennas of 
model PE9850/2F-10 produced by Pasternack. The antennas have 10 dBi gain and 54.4-
degree half power beam widths (HPBW), and were mounted at 1.5 meter and 1 meter for 
Tx and Rx, relative to the floor. The Rx was the same SSA (R&S FSW43), since the 
frequency doesn’t exceed its upper limit of 43 GHz. 
 
 
Figure 3.8. Block diagram of 5 GHz system.  
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Figure 3.9. 5 GHz antenna gain measurement (up), showing power spectral density, and 
measurement campaign setup (bottom).  
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For 90 GHz measurements, the block diagram is shown in Figure 3.11. A different 
VSG (R&S SMW200A) generated a single tone IF signal of -20 dBm at 3 GHz and an LO 
sinusoid signal at 8 GHz. The 8 GHz LO signal entered a multiplier to output an 88 GHz 
signal, and was mixed with the IF signal, yielding the final RF signal at 91 GHz. The 
processing was conducted using a QuinStar QBU-9305W0RSI model up-converter 
(including a solid state multiplier, a first stage band-pass filter, a balanced mixer, a second 
stage band-pass filter, a solid state pre-amplifier and a W-band isolator), yielding an output 
of 5 dBm. The RF signal then entered a QuinStar QPW-90952720-HP202 model amplifier, 
amplifying the signal power to 25 dBm. The signal was radiated by a W-band horn antenna, 
of model SAR-1532-10-S2 made by SAGE Millimeter. This horn antenna has a 14.7 dBi 
gain and 32-degree HPBW, mounted at the same height of 1.5 meter relative to the floor. 
At the Rx, the same antenna type was used, connected to the Rohde & Schwarz FS-Z110 
 
 
Figure 3.10. 30 GHz measurement system (up converter, power amplifier and heat sink).  
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down-converter. The signal was down-converted to 1330 MHz and entered the same SSA 
(R&S FSW43) for analysis.  
Our calibration process is described in Appendix A, with attenuators attached 
between Tx and Rx instead of antennas. Detailed power levels and power spectrum density 
(PSD) of both filtered Frank-Zadoff-Chu (FZC) waveform and a chirp waveform are 
provided. Note that approximately +/-3 dB ripple exists in the PSD, resulting from the non-
flat W-band filters and power amplifiers. The center frequency of 91 GHz was selected 




Figure 3.11 Block diagram of 90 GHz system.  
 
 
Figure 3.12. 90 GHz measurement system setup.  
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The interface of the R&S sounding software TS-5GCS is shown in Figure 3.13. In 
this figure, the Tx clock rate and Rx sampling rate are set to be the same value of 500 MHz, 
since the upper bandwidth limit of the R&S VSG is 500 MHz (note that the PSD is flattest 
when Tx clock rate equals Rx sampling rate, details are provided in Appendix B). The Tx 
power level is set as 25 dBm as mentioned. The antenna type and gain are set as previously 
noted. In the absence of synchronization between the Tx and Rx clocks (often achieved via 
a cable connection), the “un-triggered” measurement is selected. The path search window 
is set as 1 𝜇𝑠, yielding a total of 1 𝜇𝑠 length for measured PDPs. The recording sample 
number is set as 655.35 k samples, resulting in 10 PDPs per measurement, which is 
sufficient for averaging for a stationary channel [47].  
The minimum PDP time delay denotes that PDPs are recorded before the arrival of 
any multipath (usually, the LOS) component (set to zero delay), which is set to be 0.25 𝜇𝑠 
(typically, only noise exists in this duration). Maximum PDP time delay represents the PDP 
duration after arrival of the LOS component, which is set as 1 𝜇𝑠. This value corresponds 
to a 300 m difference between MPC and LOS link distance, which is sufficient in our 
measurement campaign. Path detection threshold is set as 10 dB, which means the first 
peak exceeding 10 dB above the maximum peak is used for reference point.  
In un-triggered measurement, the software detects the maximum peak in each 
channel snapshot, depending on the estimated Tx/Rx distance, and checks the existence of 
another relevant peak in the duration of the path search window before the maximum peak. 
If another peak occurs before the maximum peak and is 10 dB larger than this maximum 
peak, the reference point will be reset to this larger peak with relative time delay 𝜏 = 0. 
Typically this condition only happens when continuous sounding measurement is 
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conducted. In our current stationary channel research, the maximum peak is already the 
reference point, and this threshold is not applicable. Excess threshold determines the 
difference between the main peak and last measured peak to calculate the maximum excess 
delay, as shown in Fig. 3.2.6. The maximum excess delay is calculated by finding the MPC 
power level 60 dB below the LOS power. Detailed calibration of software is provided in 
Appendix B as well. 
 
 
3.3  TERRESTRIAL MMWAVE CHANNEL SIMULATION SETUP 
Since measurements are always limited in some way (e.g., in frequency and number 
of locations), we use RT technique to simulate the channel environment. Wireless Insite® 
(WI) is the simulation software utilized for this, and its outputs include path loss, delay 
dispersion, angular information, Doppler shift and MIMO information. The environment 
floorplan is set up initially, where indoor floorplan is directly drawn in Wireless Insite with 
pre-defined materials, and outdoor floorplans are mostly imported from an STL model 
created in AutoCAD software, as shown in Figure 3.14. 
 
 
Figure 3.13.90 GHz measurement system setup (TS-5GCS).  
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Material parameters are added in after the floorplan is set up. Several material types 
can be defined; at present stage we mostly use three types: layered dielectric, dielectric 
half-space, and perfect electrical conductor (PEC). Layered dielectric materials are used in 
indoor channel simulation, such as defining plasterboard walls, ceilings and floorboards. 
Permittivity, conductivity, roughness, and thickness of each material layer need to be input, 
which are provided from experiment data, in our case from ITU’s recommendation [48] 
and modified by our own measurements for material penetration loss (see Chapter 5). 
Dielectric half-space material is used for exterior building walls and terrain, in outdoor 
channel simulations. Transmission coefficients are always zero for this material type, and 
other angular and reflection coefficients are calculated from Fresnel plane wave reflection 
coefficients as follows: 
R⊥ =
cos(𝜃𝑖) − √𝜖𝑟 cos(𝜃𝑡)
cos(𝜃𝑖) + √𝜖𝑟 cos(𝜃𝑡)
(3.3.1) 
R|| =
√𝜖𝑟 cos(𝜃𝑖) − cos(𝜃𝑡)












√𝜖𝑟 cos(𝜃𝑖) + cos(𝜃𝑡)
(3.3.4) 
Both T⊥ and T|| are 0 in dielectric half-space material, as described above, and 𝜖𝑟 
is relative permittivity input (also for layered dielectrics), whereas the other parameters can 
be calculated via well-known formulas. The PEC material is used for approximating good 
conductors (such as metal exterior buildings and elevator shafts), where transmission 
coefficients, roughness and thickness are all set to zero. Biophysical materials are also used 
for vegetation in outdoor channel simulations.  
In our measurements, directional horn antennas were used for 90 GHz and 30 GHz 
systems, and an omni-directional monopole antenna was used at 5 GHz. The 30 GHz and 
5 GHz antennas are standard horn antennas, whose actual antenna patterns are close to 
WI’s pre-defined antennas. However, the antenna pattern of the 90 GHz antenna used in 
our measurement is significantly different from WI’s pre-defined antenna. Hence we 
defined the UAN format file of this antenna, and imported it into the WI software. Antenna 
patterns of both antennas are plotted in Figure 3.15. (maximum gain orientation is adjusted 
accordingly in simulation): 
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In terms of the waveforms applied in simulation, sinusoids of 5, 30 and 90 GHz are 
used in path loss (narrow-band) simulations, in agreement with measurements. However, 
for wide-band simulation, the specific filtered FZC waveform is not provided in WI. 
Moreover, we have found that the user-defined waveform function is not yet perfect in the 
current software version, hence we use WI’s pre-defined raised-root-cosine waveform as 
an approximation. This approximation will affect our wide-band channel results, e.g., the 
RMS-DS, hence we compare the CIR to aim to reduce this difference. Details are provided 
in Chapter 6. 
The boundaries of the study area are usually set up automatically, if simulation time 
allows. For 90 GHz simulations, the number of reflections, transmissions, and diffractions 
are set to be 6, 6, and 0, respectively. Diffraction of 90 GHz signals is relatively weak, and 
hence should not substantially affect channel characteristics. In addition, simulation time 
is reduced: for example, from 2 hours to 6 minutes if the number of diffractions is reduced 
from 1 to 0.  
 
 
Figure 3.15. Antenna pattern of WI’s pre-defined antenna (left) and actual antenna in 
measurement (right).  
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Diffuse scattering is mentioned in [39] to tune WI simulations in comparison to 
measured path loss (especially in outdoor urban scenarios). The Lambertian diffuse 









where 𝐸𝑠 is the scattered electric field, and constant K is a factor defined as:  
𝐾 = 60𝐺𝑇𝑥𝑃𝑇𝑥 (3.3.6) 
Details of the electromagnetic theory behind this model are provided in [49]. In 
(3.3.6), 𝐺𝑇𝑥 is the gain of transmitter on the path impinging upon the surface and 𝑃𝑇𝑥 is the 
radiated power of the transmitter. Parameters 𝑟𝑖  and 𝑟𝑠  are the lengths of incident and 
scattered rays, respectively. Parameters 𝜃𝑖 and 𝜃𝑠 are the angles of incidence and scattering, 
respectively. Parameter Γ is the corresponding reflection coefficient, and 𝑑𝐴 is the area of 
the surface element during integration.  
While these parameters are calculated according to simulation model geometrical 
parameters, S is a diffuse scattering coefficient defined as a number for each material. 
According to [39], a value S=0.6 is reasonable for outdoor setups based upon their 
measured results. For our indoor calibration, three materials are used for the corridor: 
plasterboard, ceiling tiles, and concrete. We compared with our measured path loss specific 
values of S of 0, 0.4, 0.6 and 1 in simulation in an example indoor scenario (Swearingen 
3A corridor). Another parameter needed for WI’s input is cross-polarization faction 𝐾𝑥𝑝𝑜𝑙, 
indicating how much diffuse power becomes cross-polarized after scattering, relative to 
incoming ray polarization. For example, vertical polarization is mostly used in simulation 
of this dissertation since our measurements used this polarization. The default value of 
𝐾𝑥𝑝𝑜𝑙 in WI is 0.5, indicating half of diffuse power becomes horizontal polarization, while 
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other half diffuse power remains vertical. Other 𝐾𝑥𝑝𝑜𝑙  values, e.g., 0.25 and 0.75, are 
discussed subsequently. Details are provided in WI calibration in Appendix B. 
Various types of outputs are provided by WI. In this dissertation only some of them 
are discussed, as follows: 












where 𝑁𝑝 is the number of paths, set as 50 in this dissertation, which is sufficient in our 
stationary channel. Parameter 𝑃𝑖 is the time averaged power in watts of the 𝑖
𝑡ℎ path, which 
is constant for our stationary channel. Variable 𝜆 is signal wavelength, 𝜂0 is free space 
impedance, 𝜃𝑖  and 𝜙𝑖  are direction of arrival in theta (elevation) and phi (azimuth) 
components.  The terms 𝐸𝜃,𝑖 and 𝐸𝜙,𝑖 are the theta and phi components of electric field of 
the 𝑖𝑡ℎ  path at the receiver, and 𝛽  is overlap of frequency spectrum of transmitted 
waveform and received waveform, which lies in the interval [0,1].The direction of arrival 
is given by, 
𝑔𝜃(𝜃, 𝜙) = √|𝐺𝜃(𝜃, 𝜙)|𝑒
𝑗𝜓𝜃 , (3.3.8) 
where 𝐺𝜃 is the theta component of receiving antenna gain and 𝜓𝜃 is the relative phase of 
this theta component of the far-field zone electric field. Direction of arrival in simulation 
is further discussed in Chapter 7.  
Received power is then converted from watts to dBm, and path loss can then be 
calculated via, 
𝑃𝐿(𝑑𝐵) = 𝑃𝑡(𝑑𝐵𝑚) − 𝑃𝑟(𝑑𝐵𝑚) + 𝐺𝑡(𝑑𝐵𝑖) + 𝐺𝑟(𝑑𝐵𝑖) − 𝐿𝑠(𝑑𝐵) (3.3.9) 
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where 𝑃𝐿 is path loss in dB, 𝑃𝑡 is transmitted power in dBm, 𝑃𝑟 is received power in dBm, 
𝐺𝑡 and 𝐺𝑟 are transmitted and received antenna gains in dB, and 𝐿𝑠 is cable loss in dB. 
Excess path loss is then defined as below, to assess large-scale shadowing in 
chapter 5. It is simply calculated by difference of simulated/measured path loss and FSPL. 
𝐿𝑋(𝑑𝐵) = 𝑃𝐿(𝑑𝐵) − 𝐹𝑆𝑃𝐿(𝑑𝐵) (3.3.10) 
The CIR is defined in WI, using complex voltage at the feed point of the receiving 
antenna: 
𝑉𝑖 = 𝐸𝜃,𝑖𝑔𝜃(𝜃𝑖, 𝜙𝑖) + 𝐸𝜙,𝑖𝑔𝜙(𝜃𝑖 , 𝜙𝑖). (3.3.11) 
For each path (in the CIR), its power and phase are given by: 
𝑠𝑖 = 𝑃𝑖𝑒
𝑗𝜓𝑖 , (3.3.12) 
with 𝑃𝑖 power carried by 𝑖




) is the phase.  










where 𝑉𝑖 is the complex voltage in (3.3.11), 𝑒(𝑡) is the envelope of transmitted waveform 
and 𝑡𝑖 is time of arrival defined in (3.3.14), where 𝐿𝑖 is total geometrical length, and 𝑐 is 
speed of light in free space. As mentioned, since our filtered FZC waveform cannot be 









The RMS-DS, the standard measure of CIR delay spread, is defined as: 
𝜎 = √


















TROPOSPHERIC ATTENUATION SIMULATION RESULTS 
4.1 TERRESTRIAL OR LOW-ALTITUDE AG LINKS: ANNUAL AVERAGE 
CONDITIONS  
In our simulations for assessing tropospheric attenuations for mmWave links, we 
selected four locations covering four different climate regions: Cleveland, OH, 
representing a temperate continental climate region; Columbia, SC, representing a 
subtropical humid climate region; Miami, FL, representing a tropical oceanic climate; and 
Singapore, representing a tropical rainforest climate. Local measured rain rate data was 
accessed from [50] and [51], for the period of 1985-2005, for the simulation inputs. We 
also used rain rate data in ITU’s database to compare results. Operation frequencies were 
selected to be 30, 60 and 90 GHz, representing Ka, V and W band to span the mmWave 
bands currently being considered for use. Location specifications are listed in Table 4.1. 
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Table 4.1. Location parameters for tropospheric attenuation simulations. 
  Locations  
Cleveland Columbia Miami Singapore 
Longitude 81.7 W 81.0W 80.2 W 104.0 E 
Latitude 41.5 N 34.0 N 25.8 N 1.4 N 
Annual average temperature (℃) 6-15 9-22 21-29 24-32 
Temperature in simulation (℃) 9.9 16.5 23.8 26.4 
Elevation above mean sea level (m) 210.3 91.4 3.7 15 
 
Local measured precipitation data was used to determine the required mean 𝑚 and 
standard deviation 𝜎 parameters in Figure 4.1. As illustrated in Figure 4.1, local measured 
rain rate (the middle branch) is also used as a separate input to conduct separate simulations 
to compare results when using ITU’s simulated rain rate (upper branch). 
 
For our terrestrial (or short-range AG) links, we assume the channel path length is 
1 km for all tropospheric attenuation components. Note that all attenuations are scalable 
with distance utilizing equations in section 3.2.1. In the simulation, we set the sampling 
frequency as 1 Hz, and the total duration of a single simulation run as 106 seconds, which 
approximately equals 11.5 days. Vertical polarization is assumed. Note that for horizontal 
polarization, similar process is applied, but coefficients 𝛼 and k in equation (3.1.2) will be 
 
 
Figure 4.1. Rain attenuation time series synthesis block diagram. 
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different. The resulting difference in specific rain attenuation is as small as 0.1 dB/km for 
30 GHz and 0.2 dB/km at 60 GHz, for an example rain event with 10 mm/h rain rate. 
However, rain attenuation of vertical polarization is always smaller than horizontal 
polarization in these mmWave bands. 
The CCDF for rain rate and rain attenuations are generated, as shown in Figures 
4.2 and 4.3. We see that Cleveland, OH has the lowest rain rate, whereas Singapore has the 
largest rain rate, due to the climate type. In the three US locations, local measured rain rate 
(provided by National Oceanic and Atmospheric Administration (NOAA)) is smaller than 
ITU’s simulated rain rate at low probabilities (𝑝 < 0.01%), whereas rain rate is larger at 
higher probabilities (especially when 𝑝 > 0.1%). Thus in ITU’s simulation very heavy but 
rare rain is expected, while in reality when using local measured data, lighter but more 
frequent rain events occur.  
 
Fig. 4.1.3 shows rain attenuation CCDFs based on rain rate data from Fig. 4.1.2, 
for an example link at 60 GHz (left) and 90 GHz (right). The differences between the two 
input data types are the same, yielding a larger standard deviation 𝜎 when using ITU’s 
 
 
Figure 4.2. Simulated annual average rain rate CCDF for four locations using two input 
data sources: ITU simulated regional data and local measured data from [31] and [32]. 
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regional data. In terms of frequency, the larger frequency yields larger rain attenuation. For 
an example probability of 𝑝 = 0.1%, rain attenuation based on measured rain data for the 
90 GHz link is 2.5 dB larger than for the 60 GHz link in Miami, FL and Singapore. In 
contrast, attenuation based on ITU’s regional rain data for 90 GHz is only 1 dB larger than 
for the 60 GHz link. This illustrates the importance of using local measured rain input data 
whenever possible. 
 
Rain attenuation time series can be simulated based on the CCDF curves, in a sense 
combining Figure 3.1 and 4.1. Example attenuation time series are plotted in Figures 4.4 
and 4.5. Detailed attenuation statistics from the simulations are listed in Table III, with 10 
simulation runs each using one million samples (for statistics based on a total of 107 
samples). Note that for each single time series simulation run, although frequencies are 
different, attenuation for each frequency is generated based on the same random rain events 
for a given input data type (local measured, or ITU regional). Hence we should compare 
the effect of different input data types via statistics in Table 4.2, not via individual time 
series plotted in Figure 4.3 and 4.4. One thing that can be observed from Figure 4.3 and 
 
 
Figure 4.3. Simulated rain attenuation CCDF based on ITU’s regional and local 
measured rain rate inputs, among four locations, for 60 GHz (left) and 90 GHz (right) 
AG link. 
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4.4 is that more rain events occur when using local measured rain data input, compared to 








Figure 4.4. Rain attenuation time series for 3 mmWave frequencies based on ITU’s 




Figure 4.5 Rain attenuation time series for 3 mmWave frequencies based on ITU’s 




Table 4.2. Simulated rain attenuations for ITU and local measured inputs, for 30, 60 and 
90 GHz, 1 km link. 
Frequency 30 GHz 60 GHz 90 GHz 






d Cleveland, OH 
Mean 0.49 0.89 0.93 1.72 1.05 1.97 
Standard 
deviation  
0.72 1.17 1.38 2.13 1.58 2.37 
P ak 9.05 8.91 18.64 15.23 20.73 17.23 
Heavy rain 
Events 
1260 5864 1260 4960 509 4791 
Columbia, SC 
Mean 0.74 1.26 1.29 2.26 1.42 2.52 
Standard 
deviation 
1.10 1.79 1.96 3.10 2.19 3.39 
Peak 20.33 17.57 32.01 28.02 35.52 32.66 
Heavy rain 
Events  
4253 7013 2689 4018 2429 3532 
Miami, FL 
Mean 1.41 1.99 2.37 3.19 2.58 3.40 
Standard 
deviation 
2.33 2.57 3.97 3.97 4.36 4.16 
Peak 28.80 22.85 41.22 38.77 44.48 42.48 
Heavy rain 
Events  
6677 9592 4326 5107 3100 4787 
Singapore 
Mean 1.19 2.21 1.95 3.97 2.10 4.42 
Standard 
deviation 
2.07 4.10 3.43 6.59 3.73 7.04 
Peak 24.17 48.74 39.82 59.86 43.26 64.58 
 
Over all locations, comparing results for local measured input data against that of 
ITU regional input data, we observe increases of approximately 0.5 dB in mean and 
standard deviation of attenuation at 30 GHz. For 60 and 90 GHz, the mean increases by 1 
dB in the three US locations and by 2 dB in Singapore. Regarding standard deviation, an 
increase of 4 dB occurs using local measured data for Singapore, whereas up to a 1 dB 
increase occurs in the three US locations. In terms of peak attenuation values, ITU input 
data yields larger peak attenuations than local measured rain data for three US locations, 
in agreement with curves in Figure 4.2 and 4.3. However, more “heavy rain events” occur 
in the local measured input results. Heavy rain is defined as rainfall rate larger than 7.5 
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mm/hr [52], corresponding to 2.52 dB, 6.16 dB and 7.29 dB rain attenuations for 30, 60 
and 90 GHz links, respectively, at our 1 km link distance. The number of heavy rain events 
in Table III denotes the number of samples out of 10 simulation runs (107 total samples) 
that exceed the noted attenuation values. Thus rain attenuation time series based on local 
measured rain rate input has more frequent heavy rain events than when based on ITU’s 
input data. 
Cloud and gaseous attenuation statistical results are listed in Table 4.3. Cloud 
attenuation increases with frequency and colder temperature, hence Cleveland, OH incurs 
the largest cloud attenuation. Attenuation values correspond to those of heavy fog 
conditions (visibility under 50 meters) for terrestrial links. For lighter fog conditions, where 
visibility can reach 300 meters, attenuations are approximately 1/10 of the values in Table 
IV. For clear sky conditions, cloud/fog attenuation can be neglected. Figure 4.6. shows the 
example cloud attenuation time series for 1 km link distance in Cleveland, OH, where 
attenuation is the largest among the four locations. 
Gaseous attenuation can be divided into oxygen and water vapor attenuation, which 
both scale with distance. Water vapor attenuation yields very small fading, varying on the 
order of (a nearly “unmeasurable”) 0.001 dB. Oxygen attenuation is constant for a constant 
temperature, air pressure, and operation frequency. Oxygen attenuation is very high for 60 
GHz links, approximately 13~15 dB larger than at the other frequencies. Figure 4.7 shows 
gaseous attenuation in Cleveland, for our 1 km link distance. A “zoomed in” 60 GHz curve 





Figure 4.6. Simulated cloud attenuation time series for three frequencies in Cleveland, 






Figure 4.7. Simulated gaseous attenuation time series for three frequencies (up) and 
“zoomed in” 60 GHz (bottom) curve in Cleveland, OH, 1 km link distance. 
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Table 4.3. Simulated cloud and gaseous attenuations (using ITU inputs), for 30, 60 and 
90 GHz, 1 km link. 
Frequenc
y 
30 GHz 60 GHz 90 GHz 
 Cloud Gas Cloud Gas Cloud Gas 
Cleveland, OH 
Mean 0.56 0.03 2.00 15.71 3.79 0.06 
Standard 
deviation  
0.15 0 0.52 0 0.98 0 
Peak 1.64 0.03 5.88 15.71 11.15 0.06 
Columbia, SC 
Mean 0.41 0.03 1.50 14.82 2.96 0.06 
Standard 
deviation 
0.05 0 0.20 0 0.39 0 
Peak 0.74 0.03 2.67 14.82 5.61 0.06 
Miami, FL 
Mean 0.33 0.03 1.24 13.92 2.54 0.06 
Standard 
deviation 
0.01 0 0.04 0 0.09 0 
Peak 0.39 0.03 1.47 13.92 3.03 0.06 
Singapore 
Mean 0.31 0.03 1.17 13.60 2.42 0.06 
Standard 
deviation 
0.01 0 0.03 0 0.05 0 
Peak 0.33 0.03 1.30 13.60 2.67 0.06 
 
Total tropospheric attenuation is obtained by (3.1.3), and is listed in Table 4.4. All 
links are for 1 km link distance, hence for a shorter link, one scales these, e.g., for a link 
distance of 100 m, values in Table V are divided by 10. Comparing the two different types 
of inputs, mean attenuation based on local measured data is generally 1~2 dB larger than 
with ITU’s input data, and standard deviation is 0.5~1 dB larger, for all frequencies and 
locations. Among all links, the 60 GHz link in Cleveland, OH has the largest total 
attenuation in the mean, due to the large attenuation in the assumed heavy fog case. The 90 
GHz link in Singapore has the largest attenuation standard deviation, since it has frequent 
rain events and large rain attenuation peak values. Note that for total link attenuation for 
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link budget calculations, free space path loss must be added to the values of tropospheric 
attenuation at each frequency; this free space path loss is not included in the table. 
 
Table 4.4. Simulated total tropospheric attenuations for ITU inputs, for 30, 60 and 90 
GHz, 1 km link. 
Frequency 30 GHz 60 GHz 90 GHz 









Mean 1.08 1.48 18.64 19.43 4.90 5.82 
Standard 
deviation  
0.87 1.32 1.90 2.65 2.56 3.35 
Columbia, SC 
Mean 1.18 1.70 17.61 18.58 4.44 5.54 
Standard 
deviation 
1.15 1.84 2.16 3.30 2.58 3.78 
Miami, FL 
Mean 1.77 2.35 17.53 18.35 5.18 6.00 
Standard 
deviation 
2.34 2.58 4.01 4.01 4.45 4.25 
Singapore 
Mean 1.53 2.55 16.72 18.74 4.58 6.90 
Standard 
deviation 
2.08 4.11 3.46 6.62 3.78 7.09 
 
4.2 TERRESTRIAL OR LOW-ALTITUDE AG LINKS: WORST MONTH 
CONDITIONS 
All the prior results were obtained via simulations with annual average rainfall data. 
However, rain rates for most locations are relatively low in the winter, but much higher in 
summer (especially July and August). To analyze the worst attenuation case for terrestrial 
and low-altitude AG links, a worst month analysis is necessary .  
For worst-month analyses, we use the ITU concept of “worst month” defined in 
[53] as the month with the statistically-largest rain attenuation during the whole year. Since 
rain attenuation is proportional to rain rate, the worst month in attenuation is the month 
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with highest rain rate. Worst month attenuation is actually calculated from annual average 
























% < 𝑝 ≤ 3%
𝑄13
−𝛽,       3% < 𝑝 ≤ 30%
(4.2.1) 
The parameter 𝑄𝑝 here represents the ratio between the worst month probability 𝑝𝑤 
and annual average probability 𝑝 of exceeding the same specific attenuation value. For 
example, if in annual average conditions, rain attenuation exceeding 10 dB occurs with a 
probability 0.05% (meaning 0.05% of simulation time duration), the probability becomes 
1.12% after conversion to the worst month case (meaning 1.12% of time duration).  
Parameters 𝑄1 and 𝛽 here are empirical constants, equal to 2.85 and 0.13 for global use.   
Unlike the probability conversion in this equation (4.2.1) when using ITU’s input 
data, worst month analysis for local measured data is done by selecting month(s) with 
largest measured rain rate. For example, as shown in Figure 4.8, July and August are the 
worst months in Columbia, SC. Similarly, July and August are also worst months in 
Cleveland, OH, whereas August and September are the worst months for Miami, FL. Since 
no monthly rain rate data for Singapore was found, we only analyze the three US locations 
for worst month variability. 
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Figure 4.9 shows example worst month rain attenuation time series based on both 
ITU’s regional data (a) and local measured data (b), for three frequencies, in Miami, FL. 
Link distance is still 1 km. Obviously, much more high rain events exist in the plot based 
on local measured data, while the peak values representing extreme rain events are 
approximately identical. Detailed statistics are listed in Table 4.5, for all three US locations. 
Averaged from 10 simulation runs of one million samples each, mean attenuation 
for the worst month increases by approximately 0.5 dB compared to annual average 
attenuations in Table 4.1.2, in most locations. Standard deviation increases by 0.3 dB and 
peak attenuation increases by more than 10 dB. Approximately 4000 more heavy rain 
events occur in worst month cases, compared to annual average heavy rain events.  
Regarding results using different types of inputs, results based on local measured 
data are 0.3~0.8 dB larger than ITU’s regional data in terms of the mean, and 0.1~1.1 dB 
larger in standard deviation. In terms of heavy rain events, approximately 2000 more rain 
event samples occur in each 106 simulation duration. 
 
 




Table 4.5. Simulated worst month rain attenuation statistics for ITU and local measured 
inputs, for 30, 60 and 90 GHz, 1 km link. 
Frequency 30 GHz 60 GHz 90 GHz 







Mean 0.93 1.25 1.79 2.18 2.05 2.39 
Standard 
deviation  
1.41 1.49 2.49 2.75 2.69 3.18 
Peak  18.84 13.31 29.00 24.29 32.01 27.14 
Heavy rain 
Events 
5742 7487 4178 5043 3411 4716 
Columbia, SC 
Mean 1.26 1.48 2.25 2.52 2.51 2.74 
Standard 
deviation 
1.53 1.65 2.69 2.76 2.87 3.09 
Peak  20.59 16.51 37.27 29.93 40.28 31.59 
Heavy rain 
Events  
8931 10996 5860 6611 4711 6043 
Miami, FL 
Mean 1.81 2.19 2.76 3.35 2.88 3.68 
Standard 
deviation 
1.81 2.12 2.70 3.61 2.80 3.97 
Peak  24.78 21.97 44.38 34.30 50.67 36.07 
Heavy rain 
Events  
11335 13576 8684 9320 7471 8502 
 
 
Figure 4.9. Simulated worst month rain attenuation time series based on ITU’s regional 
data (left) and local measured data (right), for three frequencies, in Miami, FL. 
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The extreme condition of cloud attenuation is fog attenuation, where the 
communication link is full of visible aerosol (water droplets). Cloud attenuation described 
above supposes the visibility is 50 m. Moreover, typical thickness of a cloud layer is less 
than 1 km. However, in the extreme foggy case, such as Great smog of London, visibility 
is below 10 m and fog thickness may reach 6 km or more [54]. In [20] and [23], fog is 
further divided into advection fog and radiation fog, where specific cloud (fog) attenuation 
is different and defined as below, based on a Rayleigh scattering model:  
A𝐶 = 𝛾𝑐𝑑, (4.2.2) 





Here 𝛾𝑐 is specific cloud attenuation in dB/km, 𝑑 is link distance in km, 𝑀 is liquid 
water density in g/m3 , 𝑉 is visibility in km, and 𝐾𝑙 is the coefficient defined in (3.1.5). 
Table 4.6 lists additional fog attenuation simulation results in different visibility and fog 
type conditions for the worst case among our frequencies and locations: an example 90 
GHz, 1 km link in Cleveland, OH. In the extreme case, advection fog may cause 33 dB 
more attenuation than radiation fog in the 30 m visibility case. For radiation fog, the peak 
attenuation value can increase by up to 8 dB if visibility decreases from 50 m to 30 m. 
 
Table 4.6. Simulated fog attenuation in dB, under different visibility conditions in 




Mean Standard deviation Peak 




30 27.94 8.32 7.22 2.15 47.85 14.25 
50 13.46 3.79 3.48 0.98 23.05 6.49 
100 5.00 1.30 1.29 0.34 8.55 2.23 
200 1.85 0.45 0.48 0.12 3.17 0.77 
300 1.04 0.24 0.27 0.06 1.78 0.41 
500 0.50 0.11 0.13 0.03 0.86 0.19 
1000 0.19 0.04 0.05 0.01 0.32 0.06 
 
Apart from the worst month rain attenuation previously mentioned, attenuation has 
also increased substantially over recent decades, due to global climate change and El Nino 
effects. Rain rate data of Columbia, SC was collected for the years between 1963 to 2013 
from [50], and plotted in Figure 4.10.  The heaviest rainfall events have become heavier 
and more frequent decade after decade from 1963 to 2013. 
 
Table 4.7 shows the detailed per-decade statistics of rainfall rate in Columbia, SC. 
Overall the mean rain rate has increased by approximately 0.3 mm/hr over this 50 year 
period. Heavy rain events and floods have occurred more often as well. Note that different 
 
 
Figure 4.10. Measured rain rate CCDF for recent five decades in Columbia, SC. 
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from heavy rain events in Tables 4.1.2 and 4.2.1, so-called “violent” rain events here are 
derived from local measured rain data with rain rates larger than 10 mm/hr (instead of the 
7.5 mm/hr of “heavy rain events”). These particular measurements are only sampled 3-4 
times a day by NOAA. Thus, for a single event, the violent rain rate rainfall may be short, 
or may last for 3-4 hours. 
 
Table 4.7. Rain rate statistics (mm/hr) for Columbia, SC across five decades 
Decade 1964-1973 1974-1983 1984-1993 1994-2003 2004-2013 
Mean 2.24 2.29 2.38 2.43 2.54  
Standard deviation 4.60 3.98 4.23 3.81 4.55 
Number of violent rain 
events ( >10 mm/h) 
172 206 219 218 244 
Peak rain rate 54.27 52.50 56.85 63.84 81.92 
 
Based on the rain rate statistics in Table 4.8, attenuations for Columbia, SC at 90 
GHz were generated for each decade. The resulting CCDFs are plotted in Figure 4.10 The 
relationship between rain rate and rain attenuation is described in equations (3.1.1) and 
(3.1.2). Following the same trend, attenuation values increase over the five-decade period. 
A sample simulation run for each of the five decades is plotted in Figure 4.11. 
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Note that attenuation time series in each decade are random and independent of 
each other. Table 4.8 lists the statistics of simulated rain attenuation for Columbia, SC, at 
our three frequencies, averaged from 10 simulation runs. An approximate 1 dB and 2 dB 
increase in attenuation mean and standard deviation, respectively, occur in the 50 year 
period from 1963-2013 for these frequencies and locations. For the peak values, an 
approximate 2 dB increase occurs per decade. 
 
Table 4.8. Statistics for rain attenuation in dB in Columbia, SC over five decades, for 
three frequencies 
Decade 1964-1973 1974-1983 1984-1993 1994-2003 2004-2013 
30 GHz 
Mean 0.75 1.16 1.20 1.35 1.62 
Standard deviation 0.71 1.05 1.28 1.74 2.34 
Peak 8.31 11.56 12.74 14.01 16.70 
60 GHz 
Mean 0.81 1.17 1.32 1.60 1.78 
Standard deviation 0.91 1.21 1.47 1.59 2.31 
Peak 12.26 14.95 16.97 20.00 23.54 
90 GHz 
Mean 0.96 1.43 1.67 1.91 2.13 
   
 
Figure 4.11. Rain attenuation time series based on local measured rain rate for recent five 
decades in Columbia, SC, 90 GHz. 
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Standard deviation 1.21 1.37 2.13 2.10 2.32 
Peak 13.93 15.87 20.42 23.23 25.73 
 
4.3 AIR SATELLITE LINKS: WORST MONTHS CONDITIONS 
For AS links, we chose the example location as Columbia, SC. Operation 
frequencies are set as 30 GHz (Ka band) and 45 GHz (V band). Parameters of satellite 
NimiQ-4 were chosen for simulation, with the elevation angle of 50.4 degrees for AS 
communication between Columbia, SC and the satellite. The UAV is assumed to be flying 
at 100 m above ground level, which is approximately 900 m above sea level for Columbia, 
SC. This flying height guarantees that attenuation of entire troposphere exists in the AS 
link. Circular polarization is used in the AS link, to avoid potential polarization change in 
troposphere. Sampling rate is still 1 second and total simulation duration is 106 seconds. 
Results are again averaged from 10 simulation runs. 
Differences between annual average results and worst month results in rain 
attenuation are the same as in Section 3.3.2. Here we focus on the worst month case, to 
quantify the extreme attenuation case for AS links. Statistical worst month rain rate CCDFs 
for ITU’s regional data and local measured data provided by NOAA [50] are plotted in Fig. 
4.12. Rain attenuation CCDFs have very similar shapes as the rain rate CCDF, which can 
be seen from Figures 4.2 and 4.3.  
Figure 4.13 shows the worst month rain attenuation time series for both ITU’s 
regional model (blue dashed lines) and local measured model (black solid lines), for 30 
GHz (a) and 45 GHz (b) in Columbia, SC. Detailed statistics of AS link rain attenuation 








Figure 4.12. Worst month rain rate CCDFs for ITU’s regional data and local measured 
data, Columbia, SC. 
 
 
   (a)      (b) 
Figure 4.13. Simulated worst month rain attenuation time series based on ITU’s regional 
data and local measured data, for 30 GHz (a) and 45 GHz (b) link, in Columbia, SC. 
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Table 4.9. Simulated AS worst month rain attenuations in dB, for ITU and local 
measured inputs, for 30 and 45 GHz, Columbia, SC. 
Frequency 30 GHz 45 GHz 
 ITU Local 
measured 
ITU Local measured 
Mean 3.70 4.51 7.02 8.11 
Standard 
deviation  
4.46 3.82 9.03 7.51 
Peak 
attenuation  
40.46 27.55 57.26 46.07 
 
Clearly, rain attenuation for 45 GHz is larger than at 30 GHz, approximately 3~4 
dB larger in mean, 4~5 dB larger in standard deviation, and 15~20 dB larger in peak 
attenuation. Comparing the effect of different input data types (ITU or local measured), the 
difference is similar to those found for the terrestrial/AG links, where local measured 
attenuation results are larger in mean and standard deviation, while smaller than ITU’s 
input for peak attenuation. Statistics agree with Figure 4.12. 
 
Cloud attenuation for 30 and 45 GHz for three locations are plotted in Figure 4.14. 
Since the AS link essentially contains the AG link of section 4.2, thickness of all cloud 
layers is approximately 3 km, comparing to the specific cloud attenuation results in Fig 4.5. 
 
 
Figure 4.14. Simulated cloud attenuation time series based on ITU’s regional, for 30 GHz 
(left) and 45 GHz (right) link, in three locations. 
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Cloud thickness in extreme cases may reach 9 km according to [54], resulting in an 
attenuation value 3 times larger in dB.  
 
Water vapor attenuation is plotted in Figure 4.15. As with the AG link, attenuation 
caused by water vapor is nearly negligible, with only 0.2-0.3 dB attenuation. 
 
 
Scintillation attenuation, or signal amplitude fluctuation is caused by variations in 
the magnitude and the profile of the refractive index of troposphere. Scintillation is more 
severe in low elevation angles, with simulation results plotted above in Fig 4.16. The 
 
 
Figure 4.15. Simulated water vapor attenuation time series based on ITU’s regional, for 
30 GHz (left) and 45 GHz (right) link, in three locations. 
 
 
Fig. 4.16. Simulated scintillation time series based on ITU’s regional, for 30 GHz (left) 
and 45 GHz (right) link, in three locations. 
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maximum attenuation could be as high as 10 and 15 dB, at 30 and 45 GHz, respectively, at 
approximately 0.0001% probability.  
A more extreme case is rain storms, which UAS may encounter for natural disaster 
investigation tasks. Here we choose the storm that caused a flood in Columbia, SC in 
October 2015 as a simulation example. According to weather reports [55], the rainfall rate 
in Columbia, SC exceeded 60 mm/hr for several hours during this storm event. This rain 
rate data is used for input in our attenuation model, producing a mean attenuation of 10.9 
dB and maximum attenuation of 60 dB at 30 GHz, as shown in Figure 4.17. 
 
 
Unlike the short range terrestrial/AG link in Section 4.1, where link distance is 
relatively small, FSPL in AS links is very large. To illustrate this, an example link budget 
for a 30 GHz carrier frequency and 1 MHz operation bandwidth is listed in Table 4.10. 
Typically AS links use strong error correction coding, hence a minimum SNR of 6 dB may 
be required. Thus in this example tropospheric attenuation cannot exceed 8 dB. Recalling 
Fig. 4.13, rain attenuation itself is able to cause a link outage, not even including cloud, 
 
 
Figure 4.17. Simulated rain attenuation in October 2015 rain storm of Columbia, SC, in 
30 GHz link. 
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gaseous, or scintillation attenuation. For a 45 GHz AS link, the link budget will be even 
more challenging. 
Table 4.10. Link budget of an example AS link 
Parameter Value 
Earth station latitude 34 degrees 
Slant range 37,300 km 
Frequency 30 GHz 
Satellite transmit power 200 W (53 dBm) 
Satellite antenna gain 33 dB 
Receiver antenna gain 35 dB 
Free space path loss 213.4 dB 
Receiver noise figure 4 dB 
Cable loss 1 dB 
Pointing/pattern loss 2 dB 
Signal bandwidth 1 MHz 
Total receiver noise power -110 dBm 
Total receiver signal power  -95.4 dBm 






MMWAVE CHANNEL PATH LOSS MODELING 
5.1 SWEARINGEN INDOOR CORRIDOR PATH LOSS MODELING 
Terrestrial channel modeling is crucial for mmWave communication, in AG, 
terrestrial and AA links. MPCs caused by scattering, diffraction, and reflection can yield 
severe distortion, and large path loss for narrowband signals in mmWave channels. 
Although some propagation data and prediction methods have been included in ITU’s 
recommendations [48][56-57], standards and channel characterization are still in their 
infancy for mmWave links. Some measurements have been done in some specific 
indoor/outdoor environments for some frequencies, mainly using close-in (CI) reference 
distance and floating-intercept (FI) models for path loss [58]-[64]. However, the database 
is still relatively small and measurement frequencies are often distinct.  
5.1.1 SIMULATION AND MEASUREMENT SETUP 
As mentioned in chapter 3, we use WI’s RT model to simulate terrestrial channel 
characteristics. Initial simulations and measurements were conducted for indoor corridors 
of Swearingen Engineering Center building, at the University of South Carolina. Four 
corridors were selected, with different materials and floorplans. Photographs of the 
measurement campaign are shown in Figure 5.1. Corridor 2A was specially selected for an 
NLOS channel, where the Tx was obliquely aimed toward the 2A corridor, and the Rx was 
moved in the middle of the corridor. In the 2A corridor, walls are made from plasterboard 
on both sides, acoustic tile ceilings are on the top, the concrete floor is covered with vinyl 
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tile, and several wooden doors are distributed along the walls.  The LOS channels are in 
corridors 1A, 3A and 2D. Materials are similar in each corridor, except that the left side of 
1A corridor is a glass wall, and the floor of 3A is covered with rough carpet. Additionally, 
the 3D corridor was measured for 90 GHz. Our measurement system was previously 
described in Section 3.2. To average over small scale fading due to MPCs, the receiver cart 
was moved along an arc at each value of distance to measure three times. Similar averaging 





Figure 5.1. Indoor environment of Swearingen Engineering Center, corridors are 1A, 2A, 
3A and 2D clockwise from upper left. 
73 
In WI’s simulation, sinusoidal signals with carrier frequencies of 5.7 GHz, 31 GHz, 
and 90 GHz were created. The corridor structures were modeled according to the floorplan 
of the building, with an example of 3A corridor in Figure 5.2. Material parameters were 
computed according to [48] and input to Wireless Insite for measurement at each frequency. 
Antenna pattern, material roughness (only for the 90 GHz system) and study area settings 
are provided in detail in Appendix B. The Tx was set at a fixed point and the Rx moved 
along the same route used in measurement. The propagation model in simulation is WI’s 
“X3D,” which is accelerated by use of a graphics processing unit (GPU). Numbers of 
reflections, transmissions, and diffractions were set to be 6, 6, and 1, respectively, for 5 
GHz system to accurately simulate the propagation. For 31 and 90 GHz, these numbers are 
2, 2, and 0, i.e., we do not use diffraction, as discussed in Appendix B. Path loss results 
were obtained from 25 simulated propagation paths. 
 
The path loss calculation equation used in measurement is as follows: 
𝐿𝑝𝑎𝑡ℎ(𝑑𝐵) = 𝑃𝑇(𝑑𝐵𝑚) − 𝑃𝑅(𝑑𝐵𝑚) + 𝐺𝑇(𝑑𝐵𝑖) + 𝐺𝑅(𝑑𝐵𝑖) − 𝐿𝑆(𝑑𝐵), (5) 
 
 
Figure 5.2. Example 3A floorplan and simulation setup in Wireless Insite. 
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where 𝐺𝑇 and 𝐺𝑅 represent maximum gains of transmitting and receiving antennas, 𝑃𝑇 and 
𝑃𝑅  are transmitted and received power, respectively, and 𝐿𝑆  denotes other losses in the 
system, such as cable losses or conversion losses, as mentioned in section 3.2. The CI and 
FI path loss models are used to analyze the agreement of simulation and measurement 
results. Similar calculation is done in WI, mentioned in equation (3.3.10). 
The definition of the CI model is, 




𝐶𝐼  , (5.1.1) 
where 𝑑 ≥ 𝑑0 represents link distance in meters, and 𝑑0 is the “close-in” (CI) reference 
measuring distance equal to 1 meter. 𝐹𝑆𝑃𝐿 is the free-space path loss at 1 m, which is 46.42 
dB, 62.27 dB, and 71.52 dB for 5 GHz, 31 GHz, and 90 GHz links, respectively. Variable 
𝑓 is carrier frequency and 𝑋𝜎
𝐶𝐼 is a zero mean random variable with standard deviation 𝜎 in 
dB, to describe the channel path loss variation; the variable X is typically modeled as 
Gaussian. 𝑃𝐿𝐶𝐼 is the resulting path loss in dB, for both simulation and measurements (the 
model is computed for both, separately, yielding two models, one for simulations, and the 
other for measurements).  
The FI model is described as, 
𝑃𝐿𝐹𝐼(𝑑) = 𝛼0  + 10𝛽𝑙𝑜𝑔10(𝑑) + 𝑋𝜎
𝐹𝐼 , (5.1.2) 
with the parameter 𝛼 here the floating-intercept in dB, and 𝛽 is the slope of the line in log 
scale. Variable 𝑋𝜎
𝐹𝐼 is a zero mean  random variable in dB as well. The actual distributions 
of 𝑋𝜎
𝐹𝐼 and 𝑋𝜎
𝐶𝐼 in measurement and simulation will be discussed later in this section.    
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The CI model is mentioned in ITU’s recommendation for propagation prediction in 
[56]. However, very limited data exists for corridors and these three frequencies. Hence we 
augment ITU’s database with our simulation and measured data. 
 
 
5.1.2 INDOOR CORRIDOR PATH LOSS MODELING 
WI’s setup for the 90 GHz indoor scenario is described as follows. The center 
frequency is set as 90 GHz, with a single tone sinusoid wave. Materials used for indoor 
simulation include plasterboard walls, concrete floor, floor covered with carpet, glass, 
metal, wooden doors and ceiling tile. Material parameters are listed in Table 5.1, with 
relative permittivity, conductivity and roughness. Particularly, the carpet has very low 
conductivity which is almost 0, in contrast to metal, which is a PEC with very large 
conductivity. As noted, our simulation model is the X3D propagation model with 2 
reflections, 2 transmissions and 0 diffractions. Diffuse scattering is disabled. 
Table 5.1. Material parameters for 90 GHz in WI simulation. 
Material Relative permittivity Conductivity Roughness 
3 layer dry wall 2.94 0.2801 0.005 
Carpet 3.70 10-13 (near 0) 0.01 
Ceiling board 1.5 0.0939 0.03 
Concrete floor 5.31 1.245 0.001 
Glass 6.27 0.9202 0 
Metal  1 107 (very large) 0 
Wood  1.99 0.5843 0.005 
 
An example of path loss versus distance for simulation and measurement of the 90 
GHz system in 3A corridor is plotted in Figure 5.3. Overall, the agreement is quite good, 
though more variation occurs in measurement. Possible reasons may be the imprecise 
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antenna pattern or imperfect Tx/Rx positioning in WI, in which the Tx/Rx may not be 
placed in the exact same position as in measurement. Material parameter inaccuracies and 
neglect of diffraction may also contribute to the differences, although these should be 
secondary. The CI and FI parameters for all corridors are listed in Table 5.2. In the CI 
model, the differences of n and 𝑋𝜎
𝐶𝐼 between simulation and measurement are not larger 
than 0.2 and 1.8 dB, respectively. In the FI model, differences of 𝛼0, β and 𝑋𝜎
𝐹𝐼 are less 
than 7 dB, 0.7, and 1.2 dB, respectively. 
 
Table 5.2. CI and FI path loss parameters for 90 GHz in WI simulation and measurement. 
 CI: 𝑑0 = 1𝑚 
𝐹𝑆𝑃𝐿(1𝑚) = 71.52 𝑑𝐵 
FI 
n 𝑋𝜎
𝐶𝐼(dB) 𝛼0 (dB) β 𝑋𝜎
𝐹𝐼 (dB) 
LOS (3A) 
Simulation 1.98 1.15 71.85 1.96 1.15 
Measurement 1.79 2.17 78.72 1.28 1.48 
LOS (3D) 
Simulation 2.06 2.29 74.74 1.80 2.10 




Figure 5.3. Simulation and measured path loss versus distance, with CI and FI model 
curves of 90 GHz system, 3A corridor. 
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Another “tuning” process for simulation, similar to that described in Appendix B, 
is needed for the 31 GHz measurements. Waveform is still a sinusoid, but center frequency 
is changed to 31 GHz. Since the 31 GHz antenna beam-width is larger, more MPCs exist 
in the channel. Reflection, transmission and diffraction effects can thus more significantly 
affect path loss. Hence we modify these numbers to 6, 4 and 1, which yields an RMSE less 
than 5 dB. Due to [48], conductivity for each material is modified with frequency as listed 
in Table 5.3. For most building materials, relative permittivity does not change much with 
frequency, and similarly roughness standard deviation absolute value (in meters) does not 
change. Note that conductivity for metal and carpet can be regarded as unchanged,  with 
metal conductivity approximated as infinite, and carpet conductivity can be regarded as 0.  
 
Table 5.3. Material parameters for 31 GHz in WI simulation. 
Material Relative permittivity Conductivity Roughness 
3 layer dry wall 2.94 0.1317 0.005 
Carpet 3.70 1e-13 (about 0) 0.01 
Ceiling board 1.5 0.0272 0.03 
Concrete floor 5.31 0.5254 0.001 
Glass 6.27 0.2582 0 
Metal  1 1e7 (very large) 0 
Wood  1.99 0.1864 0.005 
 
Moreover, since the 31 GHz antenna beam-width is as large as 54 degrees, diffuse 
scattering should be considered to improve simulation accuracy. According to [65], the 
Lambertian model achieves sufficient accuracy with scattering coefficients for 
plasterboard wall 0.08, ceiling tile 0.2 and carpet 0.4. Figure 5.4. shows the difference of 
path loss results for measurement and simulations in 3A corridor, where red circles denote 
measurement, blue crosses represent simulation with 6 reflections, 4 transmissions and no 
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diffraction, black crosses represent simulation with 6 reflections, 4 transmissions and 1 
diffraction, and green crosses denote simulation with 6 reflections, 4 transmissions, 1 
diffraction and additional diffuse scattering. Maximum of 2 reflections and 1 diffraction 
are allowed in diffuse scattering interactions. The RMSE of these three simulations in 
comparison with measurement are listed in Table 5.4. 
 
 
Table 5.4. Propagation settings in 31 GHz simulation. 
Simulation RMSE Simulation time 
2R2T0D 7.06 3 minutes 
6R4T0D 4.80 3 hours 
6R4T1D 4.05 19 hours 
6R4T1D with diffuse 3.48 82 hours 
 
Clearly, more reflections, transmissions and diffractions increase simulation 
accuracy. Simulation achieves even better accuracy with diffuse scattering enabled, but 
simulation time cost is prohibitive if one is modeling many environments. Hence we use 6 
 
 




reflections, 4 transmissions and 1 diffraction for most simulation cases, with acceptable 
simulation accuracy and simulation time.  
Example path loss results and CI, FI curves for simulation and measurements are 
plotted in Figure 5.5 for the 31 GHz system, in 2D corridor.  
 
Table 5.5. CI and FI path loss results for 31 GHz in WI simulation. 
 CI: 𝒅𝟎 = 𝟏𝒎 
𝑭𝑺𝑷𝑳(𝟏𝒎) = 𝟔𝟐. 𝟐𝟕 𝒅𝑩 
FI 
n 𝑋𝜎
𝐶𝐼(dB) 𝛼0 (dB) β 𝑋𝜎
𝐹𝐼 (dB) 
LOS (1A) 
Simulation 1.84 2.76 65.74 1.61 2.66 
Measurement 1.61 2.06 62.27 1.60 2.06 
LOS (2D) 
Simulation 1.55 5.02 66.22 1.28 4.90 
Measurement 1.53 3.32 66.28 1.25 3.09 
LOS (3A) 
Simulation 1.42 4.65 66.89 1.08 4.44 
Measurement 1.33 2.40 66.12 1.07 2.17 
NLOS (2A) 
Simulation 3.10 6.77 73.88 2.31 6.33 








The FI and CI parameters are listed in Table 5.5. Due to the diffraction and wider 
antenna beam-width (which allows more reflections), standard deviations of both 
simulated and measured path loss are larger than for the 90 GHz system. In terms of mean 
path loss results, agreement between simulation and measurement is quite good in LOS 
channels as well, with CI and FI slope difference less than 0.2. The standard deviation 
difference is less than 2.5 dB. In the NLOS channel, difference is 0.1 larger in slope and 2 
dB larger in standard deviation. However, for the NLOS channel the agreement is likely 
good enough, though use of a larger number of diffractions and enabling diffuse scattering 
may achieve better agreement with measurement. Unlike the 90 GHz results, standard 
deviation of simulation in 31 GHz system is larger than in measurement, due to diffraction 
in WI. The real environment consists of many other irregular obstacles (such as glass-
embedded doors, broken ceiling tiles and metal studs in plasterboard), which are difficult 
to model in WI. However, over-estimating standard deviation is a reasonably conservative 
approach when estimating signal outage in real environment.   
The tuning process for 5.7 GHz system is similar to that for 31 GHz. Sinusoid with 
5.7 GHz center frequency is applied as the waveform, and material parameters are modified 
as in Table 5.6.  Monopole antennas with omni-directional pattern are used, hence more 
reflections, transmissions and diffractions should be added in simulation. RMSE 
comparison for different values of the numbers of reflections, transmissions and 
diffractions are listed in Table 5.7. 
Table 5.6. Material parameters for 5.7 GHz in WI simulation. 
Material   Relative permittivity Conductivity Roughness 
3 layer dry wall 2.94 0.03623 0.005 
Carpet 3.70 1e-13 (about 0) 0.01 
Ceiling board 1.5 0.003252 0.03 
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Concrete floor 5.31 0.12 0.001 
Glass 6.27 0.02931 0 
Metal  1 1e7 (very large) 0 
Wood  1.99 0.02638 0.005 
 
Table 5.7. Propagation settings in 5.7 GHz simulation. 
Simulation RMSE Simulation time 
2R2T0D 7.82 3 minutes 
6R2T0D 7.06 50 minutes 
6R6T0D 4.80 3 hours 
6R6T1D 4.05 19 hours 
6R6T1D with diffuse 3.48 110 hours 
 
 
Again, in order to balance simulation time and accuracy, 6 reflections, 6 
transmissions and 1 diffraction were selected for 5.7 GHz system simulation. Obviously, 
the inclusion of diffraction significantly reduces RMSE. Example path loss results for 3A 
corridor of these sets of simulations are plotted in Figure 5.6. 
 
 




Table 5.8. CI and FI path loss results for 5.7 GHz in WI simulation. 
Results CI: 𝒅𝟎 = 𝟏𝒎 
𝑭𝑺𝑷𝑳(𝟏𝒎) = 𝟒𝟕. 𝟓𝟔 𝒅𝑩 
FI 
n 𝑋𝜎
𝐶𝐼(dB) 𝛼0 (dB) β 𝑋𝜎
𝐹𝐼 (dB) 
LOS (1A) 
Simulation 2.03 5.39 53.20 1.59 5.17 
Measurement 2.22 3.58 51.01 1.88 3.34 
LOS (2D) 
Simulation 1.79 4.56 51.63 1.43 4.35 
Measurement 2.17 4.57 54.74 1.54 3.90 
LOS (3A) 
Simulation 1.75 4.77 49.62 1.52 4.68 
Measurement 2.07 4.50 53.63 1.55 4.04 
NLOS (2A) 
Simulation 2.84 5.55 46.23 2.85 5.55 
Measurement 2.66 4.29 58.16 1.82 3.91 
 
Example simulation and measured path loss results at 5.7 GHz in 1A corridor are 
plotted in Figure 5.7. The CI and FI model parameters for 5.7 GHz are listed in Table 5.8. 
The difference in slope between simulation and measurement is 0.2~0.4 dB, which is 
slightly larger than at 31 GHz. However, in terms of standard deviation, the difference is 
less than 1.8 dB, which is less than that for the 31 GHz scenario. One potential reason is a 
 
 
Figure 5.7. Simulations and measured path loss results of 5.7 GHz system, 2D corridor. 
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better agreement of antenna pattern. The monopole antenna patterns used in WI simulation 
have a much better agreement with actual monopole antenna patterns used in measurement, 
due to its simple structure. Horn antennas are relatively difficult to model in WI accurately. 
Another possible reason for the improved agreement is dissipated power in materials, 
which is much less than at 31 GHz . 
With respect to CI and FI models for mmWave bands 31 and 90 GHz, we compare 
some existing results at close frequencies, in [66]. Some CI and FI results for path loss in 
indoor office channels are provided by [66], at 28 and 73 GHz frequencies. Horn antennas 
with HPBW of 56 and 30 degrees HPBW, close to our antennas with 54 and 32 degrees 
HPBW. Their range of distance was 4-21 m, smaller than our 1-60 m distance range. For 
28 GHz measurement, their CI model results show 𝑛 and 𝑋𝜎
𝐶𝐼 as 1.1 and 1.8 dB, which are 
close to our measured 𝑛 and 𝑋𝜎
𝐶𝐼 with 1.3-1.6 and 2.4-3.3 dB among three corridors. For 
FI model, their results of 𝛼0, 𝛽 and 𝑋𝜎
𝐶𝐼 were 60.4 dB, 1.2, and 1.8 dB, comparing to our 
results of 62-66 dB, 1.1-1.6 and 2.1-3.1 dB. For the 73 GHz results in [66], their CI results 
show values 1.3 and 2.4 dB of 𝑛 and 𝑋𝜎
𝐶𝐼, comparing to our 1.8-2 and 2-3.9 dB. Their FI 
results show (𝛼0, 𝛽 and 𝑋𝜎
𝐶𝐼) 78 dB, 0.5 and 1.4 dB, comparing to our 78-79 dB, 1.2-1.3 
and 1.5-3.1 dB. Although substantial differences exist in the actual channel environments 
and some difference in specific frequencies, agreement between both sets of measured 






5.1.3 INDOOR CORRIDOR PATH LOSS PARAMETERS COMPARISON 
In addition to comparison between simulation and measurement, we also compare 
results across frequency, channel type and antennas. Figure 5.8 shows the CI model 
parameters for different frequencies at 31 and 90 GHz, in the same LOS channel of 3A, 
both with horn antennas. The attenuation increases by approximately 10~15 dB with carrier 
frequency, and slope n increases by 0.3 as well. However, due to the smaller HPBW of the 
90 GHz horn antenna, agreement between simulation and measurement is better in the 90 
GHz link. 
Figure 5.9 shows CI curves for NLOS (2A) and LOS (3A) channels, at the same 
carrier frequency of 31 GHz. The modeled and measured path losses in these channels 
agree very well. The NLOS path loss is approximately 15 dB larger than the LOS case, and 
slope is larger by 1.5. Agreement between simulation and measurement in LOS is much 
better than for NLOS, due to uncertainty of material parameters in the WI simulation. 
In terms of different antenna types, in results shown in Figure 5.10, simulated path 
loss is at most 6 dB larger than measurement for the horn antenna, whereas it is at most 4 
dB smaller than measurement for the monopole antenna case. Additionally, agreement for 
the 5 GHz channel is better than for the 31 GHz channel, due to greater material uncertainty 
at the mmWave frequency. The path loss slope n at 5 GHz is 0.5 dB larger than the 31 GHz 
case, and standard deviation is 2 dB larger. Larger standard deviation is expected for the 







Figure 5.8. CI model path loss vs. distance for 31 GHz and 90 GHz links in 3A corridor. 
 
 








Figure 5.10. CI model path loss vs. distance for 31 GHz (horn) and 5 GHz (monopole) 
links in 3A corridor. 
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5.1.4 LARGE-SCALE FADING EFFECT DISTRIBUTION ANALYSIS  
As mentioned regarding equations (5.1.1) and (5.1.2), the standard deviations of CI 
model 𝑋𝜎
𝐶𝐼 and FI model 𝑋𝜎
𝐹𝐼, representing large-scale fading effects in the channel, often 
follow Gaussian distributions. (For NLOS channels this effect is typically termed 
shadowing, blockage, or obstruction, but of course in true LOS conditions, no such 
shadowing is present.) However, based on the simulation and measurement data above, the 
Gaussian distribution may not be the best fit compared to other distributions. In this section 
we compare the Gaussian distribution with two other distributions we have found to fit our 
measurement data, the Logistic and Generalized Extreme Value (GEV) distributions. Their 



























with  and  the mean and standard deviation of the Gaussian, respectively. In the Logistic 
distribution, μ and s represent mean and scale parameter proportional to standard deviation. 
The GEV parameter  μ determines the location of distribution, σ determines the scale and 
ξ determines the shape of distribution curve. Mean and standard deviation of GEV are 
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 . (5.1.6) 
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The best fit found for 𝑋𝜎
𝐶𝐼  in the CI model, for these three distributions at 
frequencies 5.7, 31 and 90 GHz, in the corridors mentioned above, are listed in Tables 5.9 
and 5.10, for measurements, and simulations, respectively. Fit parameters are based on 
95% confidence level.  
Table 5.9. Large-scale fading distribution parameters for measurement CI model. 
Fits Gaussian Logistic GEV 
 𝜇 𝜎 𝑠 𝜇 𝜉 𝜇 𝜎 
1A corridor 
5.7 GHz 0.39 3.58 0.40 2.06 -0.34 -0.75 3.62 
31 GHz 0 2.06 0 1.21 -0.26 -0.75 2.01 
2D corridor 
5.7 GHz 0.73 4.57 0.83 2.61 -0.43 -0.53 4.78 
31 GHz 0.40 3.32 0.46 1.97 -0.39 -0.59 3.39 
3A corridor 
5.7 GHz 0.59 4.50 0.90 2.55 -0.41 -0.70 4.72 
31 GHz 0.29 2.40 0.51 1.31 -0.43 -0.39 2.56 
90 GHz 0.36 2.17 0.54 1.21 -0.44 -0.23 2.30 
2A (NLOS) corridor 
5.7 GHz 0.24 4.26 0.11 2.50 -0.17 -1.45 3.86 




Table 5.10. Large-scale fading distribution parameters for simulation CI model. 
Fits Gaussian Logistic GEV 
 𝜇 𝜎 𝑠 𝜇 𝜉 𝜇 𝜎 
1A corridor 
5.7 GHz 0.29 5.33 0.18 2.93 -0.45 -1.65 5.19 
31 GHz 0.19 2.78 0.16 1.52 -0.19 -0.88 2.66 
2D corridor 
5.7 GHz 0.87 5.97 0.67 3.30 -0.17 -1.48 5.50 
31 GHz 0.31 5.02 0.15 2.55 0.10 -1.76 4.43 
3A corridor 
5.7 GHz 0.29 4.77 0.15 2.71 -0.17 -1.62 4.39 
31 GHz 0.44 4.65 0.63 2.58 -0.31 -1.13 4.72 
90 GHz 0.01 1.00 0 0.47 -0.13 -0.39 0.93 
2A (NLOS) corridor 
5.7 GHz 0.19 5.30 -0.49 2.63 0.16 -2.30 3.29 
31 GHz 0.51 6.77 0.58 3.88 -0.26 -1.93 6.67 
 
Several methods (tests) could be applied in analyzing fitting performance of each 
distribution, according to [67]. Prevalent tests include the Kolmogorov-Smirnov (KS) test, 
Kullback-Leibler divergence (KL) test, Chi-Square (𝜒2) test, Kuiper test, Cramer-Von 
Mises test, Watson test and Anderson-Darling test. For convenience (and because they are 
the most widely used), we select first three tests for analysis. 
The definition of the KS test statistic is as follows: 
𝐷𝐾𝑆 = sup(𝐹𝑛(𝑥) − 𝐹(𝑥)) , (5.1.11) 
where “sup” represents the supremum of the set of distances. 𝐹𝑛(𝑥) is the CDF of the 
theoretical distribution being tested (Gaussian, Logistic, or GEV in our case) and 𝐹(𝑥) is 
the CDF of actual simulated or measured excess path loss distribution. Excess loss is the 
difference between measured/simulated path loss and free space path loss, as defined in 
(3.3.10). A smaller value of 𝐷𝑛  indicates better agreement between theoretical fit and 
excess path loss data, where data here is either measured or simulated. 
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The KL divergence and 𝜒2 tests are defined as, 
𝐷𝐾𝐿 (𝑓𝑛 ||𝑓) =∑𝑓𝑛(𝑥) log (
𝑓𝑛(𝑥)
𝑓(𝑥)








Functions 𝑓𝑛(𝑥) and 𝑓(𝑥) are PDFs of theoretical distributions and actual excess 
path loss distributions. Similarly, smaller values of 𝐷𝐾𝐿  and 𝐷𝜒2  correspond to better 
agreement.  
The CDF curves of example excess path loss in CI models for 31 GHz in the 3A 
corridor are plotted in Figures 5.11 and 5.12. Class interval is set as 0.1 dB, meaning that 
excess path loss results within every 0.1 dB are grouped in a same bin of the CDF, i.e., 
histogram and CDF bin width is 0.1 dB. As observed, simulated excess path loss is more 
concentrated around the mean value, with smaller standard deviation than in measurements. 
In addition, the simulated curve is more symmetrical than the measured curve. Phases of 
MPCs in simulation and measurement very likely approximately follow a uniform 
distribution, but we are not able to measure phase with narrowband signals. Although in 
this measurement of LOS indoor channel, no shadowing or obstruction is expected, and we 
averaged the small scale fading by moving Rx along an arc, residual small scale fading  is 
still a possible reason causing variation of path loss, which may result from moving objects 
in neighboring rooms and floors (although this is likely very small). Another factor 
contributing to the variation is the limited accuracy of VSG and SSA, where VSG has a 
level error up to 0.9 dB and SSA has an amplitude error up to 3.5 dB, note that these values 
are error comparing to measured value with really precise devices. Hence, they are not 
expected to be varied during measurement.  These values may not change appreciably 
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during the short periods of measurement time, but may affect measurement accuracy when 
device temperature rises after long period operation. Last but not the least, RF devices 
themselves in 31 GHz and 90 GHz systems can yield additional variation during 





Figure 5.11. CDF comparison for measured excess path loss and three distributions, in 




Table 5.11 lists results of KS, KL and 𝜒2 tests of CI model 𝑋𝜎
𝐶𝐼 for 31 GHz. Test 
results for the three distributions are very close to each other in all tests, at first sight, as 
one would deduce from Figures 5.11 and 5.12. Hence all three distributions could model 
excess path loss relatively accurately. However, a closer comparison can distinguish the 
most accurate distribution. The bold font table entries indicate fits with smallest test results, 
or equivalently, “most accurate fits” to describe excess path loss in the specific corridor. 
Two types of channel are classified here: LOS and NLOS. Since we only have one corridor 
set of results (2A) for NLOS, the best fit is directly assessed by comparing test results 
among the three tests. Interestingly, in simulation, the logistic distribution is the most 
accurate fit in all three tests. Whereas in measurement, GEV appears to be the best fit in 
KL and 𝜒2  tests. Therefore, we consider GEV as the most suitable distribution for 
measurement of 31 GHz NLOS channel. 
In LOS channels, since three corridors are included (1A, 2D, 3A), we use two 
different methods for fit assessment. The first method is to calculate the mean value of test 
 
 
Figure 5.12. CDF comparison for simulated excess path loss and three distributions, in 
3A corridor, 31 GHz channel. 
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results in each LOS corridor, and find the smallest mean test result, shown as bold values 
in Mean LOS column of Table 5.11. Based on this method, GEV is considered to be the 
most accurate fit in measurement, where again, the Logistic is the most accurate in 
simulation.  
Another method of assessing distributions in LOS channels is by comparing test 
results in each individual corridor, also listed as bold font entries in column 1A, 2D and 
3A. The GEV has the smallest test results in two tests (out of three tests) for all three 
corridors, hence GEV is considered as the most suitable fit for 𝑋𝜎
𝐶𝐼 in measurement at 31 
GHz. Similarly, the logistic distribution has the smallest test results in two tests of 1A, and 
all three tests in 2D and 3A corridors, hence Logistic is the most accurate in simulation. 
Not surprisingly, the conclusions are the same in both first (average) and second (majority 
vote) method. 
Table 5.11. Tests for CI excess path loss distribution fits of 31 GHz channel. 
Corridor 
Test   




Gaussian 0.068 0.095 0.106 0.090 0.080 
Logistic 0.076 0.108 0.096 0.093 0.091 
GEV 0.067 0.103 0.107 0.092 0.081 
 
KL test 
Gaussian 6.39 14.45 9.96 10.27 11.13 
Logistic 6.68 14.84 9.88 10.47 11.44 
GEV 6.33 14.19 9.67 10.06 11.01 
 
𝜒2 test 
Gaussian 13.58 36.60 37.58 29.25 27.78 
Logistic 13.96 39.50 39.91 31.12 29.57 




Gaussian 0.111 0.131 0.255 0.166 0.274 
Logistic 0.091 0.102 0.250 0.148 0.267 
GEV 0.121 0.163 0.266 0.183 0.273 
 
KL test 
Gaussian 7.24 15.56 13.11 11.97 17.34 
Logistic 7.11 15.02 12.50 11.54 16.73 
GEV 7.28 16.13 13.38 12.26 17.56 




Logistic 12.46 38.46 30.23 27.05 45.32 
GEV 12.23 43.19 33.05 29.49 50.37 
 
In Figure 5.13 and Figure 5.14, CDF curves of example excess path loss in CI 
models for 5.7 GHz, in the 3A corridor are plotted. One apparent difference between 5.7 
GHz and 31 GHz results is the CDF curve in simulation. The agreement between three 
distributions and simulated CDF curve in 5.7 GHz is much better than at 31 GHz, which 
could also be seen from KS test results in Table 5.12. A possible reason is that, simulation 
likely considers fewer MPCs than actual measurement in directional antenna condition. 
This also applies to 90 GHz system results in Table. 5.13. Especially in the 3A corridor 
with rough carpet on the floor, MPCs from ground reflection are mostly scattered in 
simulation, yielding much less MPC power at the receiver. However, though we observe 
at 5.7 GHz a better agreement in terms of large-scale fading between measurement and 
simulation, the other CI parameter 𝑛  has a large difference between measured and 
simulated values, as shown in Figure 5.10. Hence some additional distributions may need 




Using the same three distributions, similar assessment was done for 5.7 GHz, in 
Table 5.12. In the NLOS 2A channel, GEV appears to be the most accurate fit in both 
measurement and simulation, different from 31 GHz, where Logistic was the optimal in 
simulation. The same methods were used for LOS channels as well, reaching the same 
 
 
Figure 5.13. CDF comparison for simulated excess path loss and three distributions, in 




Figure 5.14. CDF comparison for measured excess path loss and three distributions, in 
3A corridor, 5.7 GHz channel. 
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conclusion: the GEV distribution describes excess path loss the best in both measurement 
and simulation, in our 31 GHz indoor channel. 
Table 5.12. Tests for CI excess path loss distribution fits of 5.7 GHz channel. 
Corridor 
Test   




Gaussian 0.063 0.059 0.117 0.080 0.105 
Logistic 0.062 0.053 0.105 0.073 0.115 
GEV 0.058 0.086 0.092 0.079 0.111 
 
KL test 
Gaussian 13.45 16.84 15.86 15.38 17.74 
Logistic 13.65 17.03 16.00 15.56 18.07 
GEV 13.33 16.62 15.59 15.18 17.57 
 
𝜒2 test 
Gaussian 36.54 58.77 50.78 48.70 68.88 
Logistic 38.87 63.29 56.64 52.93 69.36 




Gaussian 0.102 0.081 0.051 0.078 0.147 
Logistic 0.079 0.052 0.058 0.063 0.086 
GEV 0.098 0.071 0.067 0.079 0.087 
 
KL test 
Gaussian 12.97 16.60 10.17 13.25 16.79 
Logistic 12.93 16.58 10.27 13.26 16.00 
GEV 12.94 16.45 10.02 13.14 14.62 
 
𝜒2 test 
Gaussian 37.78 70.29 29.61 45.89 409.46 
Logistic 41.42 76.09 29.43 48.98 284.46 
GEV 36.93 67.03 26.26 43.41 72.19 
 
In Table 5.13, tests of 𝑋𝜎
𝐶𝐼 for 90 GHz are analyzed. Since data for only 2 channels 
was obtained, we assess the performance of each distribution by the mean value of each 
test result. The GEV appears to be the most accurate fit among the three tests, in both 
measurement and simulation. 
Table 5.13. Tests for CI excess path loss distribution fits of 90 GHz channel. 
Corridor 
Test   




Gaussian 0.105 0.113 0.109 
Logistic 0.135 0.086 0.111 
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GEV 0.133 0.082 0.108 
 
KL test 
Gaussian 1.86 11.03 6.44 
Logistic 1.85 11.05 6.45 
GEV 1.66 10.70 6.18 
 
𝜒2 test 
Gaussian 4.53 35.08 19.81 
Logistic 6.35 37.46 21.91 




Gaussian 0.258 0.288 0.273 
Logistic 0.280 0.337 0.309 
GEV 0.265 0.275 0.270 
 
KL test 
Gaussian 3.77 17.56 10.67 
Logistic 3.72 20.11 11.62 
GEV 4.07 17.64 10.86 
 
𝜒2 test 
Gaussian 2115 295.5 1205 
Logistic 240.8 389.3 315 
GEV 193.5 396.4 294 
 
The distribution of 𝑋𝜎
𝐹𝐼 is analyzed subsequently. An example histogram of both 
simulated and measured excess path loss in CI model and FI model are plotted in Figures 
5.15 and 516, for 2D corridor at 31 GHz. In both models, simulation of excess path loss is 
more “unbalanced” than measurement, which could also be seen from Tables 5.9, 5.10, 
5.14 and 5.15. The mean value μ  is not zero, though very close to zero. Comparing 
histograms of FI model with CI model, we find excess path loss of FI is slightly better 
“balanced” than CI, indicating the mean value is closer (actually equal) to zero. The reason 
can be seen from their definition in equations (5.1.1) and (5.1.2). Intercept of FI model is 
“floating” with simulated or measured results, hence the standard deviation of  𝑋𝜎
𝐹𝐼  is 





Parameters for the three distributions for the standard deviation of FI model 𝑋𝜎
𝐹𝐼are 
listed in Tables 5.14 and 5.15. As noted previously, the mean value of the Gaussian fit is 
zero. Comparing to CI parameters in Table 5.9, all FI distribution parameters are smaller 
than for the CI model, meaning that the three theoretical distributions are closer to the 
excess path loss data for both simulation and measurement. In other words, test results of 
three distributions for 𝑋𝜎
𝐹𝐼 are always smaller than 𝑋𝜎
𝐹𝐼. This conclusion is shown in Tables 




Figure 5.15. Histogram of simulated (left) and measured (right) CI excess path loss, in 




Figure 5.16. Histogram of simulated (left) and measured (right) FI excess path loss, in 3A 




Table 5.14. Large-scale fading distribution parameters for measurement of FI model. 
Frequency Gaussian Logistic GEV 
Parameters 𝜇 𝜎 𝑠 𝜇 𝜉 𝜇 𝜎 
1A corridor 
5.7 GHz 0 3.34 -0.06 1.91 -0.22 -1.25 3.17 
31 GHz 0 2.06 0 1.21 -0.26 -0.75 2.01 
2D corridor 
5.7 GHz 0 3.90 0.02 2.24 -0.31 -1.31 3.88 
31 GHz 0 3.09 -0.03 1.83 -0.27 -1.09 2.98 
3A corridor 
5.7 GHz 0 4.03 0.12 2.28 -0.26 -1.47 4.01 
31 GHz 0 2.17 0.13 1.14 -0.31 -0.74 2.29 
90 GHz 0 1.48 0.09 0.83 -0.50 -0.36 1.58 
2A (NLOS) corridor 
5.7 GHz 0 3.91 -0.21 2.27 -0.06 -1.72 3.24 
31 GHz 0 1.79 0.04 1.06 -0.43 -0.49 1.86 
 
Table 5.15. Large-scale fading distribution parameters for simulation of FI model. 
Frequency Gaussian Logistic GEV 
Parameters 𝜇 𝜎 𝑠 𝜇 𝜉 𝜇 𝜎 
1A corridor 
5.7 GHz 0 5.19 -0.34 2.79 -0.14 -2.10 4.64 
31 GHz 0 2.66 -0.14 1.47 -0.13 -1.09 2.39 
2D corridor 
5.7 GHz 0 5.15 -0.25 2.90 -0.13 -2.12 4.56 
31 GHz 0 4.91 -0.29 2.43 -0.06 -2.05 4.06 
3A corridor 
5.7 GHz 0 4.68 -0.22 2.65 -0.12 -1.95 4.14 
31 GHz 0 4.44 0.15 2.49 -0.28 -1.56 4.42 
90 GHz 0 1.00 -0.02 0.47 -0.13 -0.40 0.92 
2A (NLOS) corridor 
5.7 GHz 0 5.22 -0.68 2.61 0.18 -2.51 3.20 
31 GHz 0 6.33 0.03 3.68 -0.23 -2.37 6.11 
 
Example CDF curves of 𝑋𝜎
𝐹𝐼 and three distributions are plotted in Figures 5.17 and 
5.18. The simulated 𝑋𝜎
𝐹𝐼  results are closer to fitting distributions than measurement. Test 
results for three distributions of 𝑋𝜎
𝐹𝐼 are listed in Table 5.16. In agreement with this, the 
test results are smaller than those of 𝑋𝜎
𝐶𝐼  in Table 5.12. Applying the same assessment 
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method as we did for the CI model tests, the GEV is the best fit in both measurement and 
simulation, in both LOS and NLOS channels. The conclusion is identical with tests of CI 






Figure 5.17. CDF comparison for measured FI excess path loss and three distributions, in 




Figure 5.18. CDF comparison for simulated FI excess path loss and three distributions, in 
3A corridor, 5.7 GHz channel. 
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Table 5.16. Tests for FI excess path loss distribution fits of 5.7 GHz channel. 
Corridor 
Test   




Gaussian 0.066 0.055 0.117 0.079 0.124 
Logistic 0.057 0.069 0.105 0.077 0.113 
GEV 0.052 0.056 0.092 0.067 0.108 
 
KL test 
Gaussian 13.67 15.70 15.86 15.08 16.33 
Logistic 13.82 15.89 16.00 15.24 16.57 
GEV 13.59 15.63 15.60 14.94 15.94 
 
𝜒2 test 
Gaussian 44.69 56.43 50.78 50.63 65.10 
Logistic 46.77 59.83 56.63 54.41 62.14 




Gaussian 0.137 0.078 0.076 0.097 0.167 
Logistic 0.105 0.052 0.073 0.077 0.086 
GEV 0.102 0.062 0.048 0.071 0.083 
 
KL test 
Gaussian 14.15 15.10 10.34 13.20 16.53 
Logistic 13.97 15.17 10.40 13.18 15.83 
GEV 13.89 14.84 10.06 12.93 14.37 
 
𝜒2 test 
Gaussian 49.92 71.59 33.08 51.53 310.21 
Logistic 54.01 73.35 31.40 52.92 226.28 
GEV 44.06 61.17 27.23 44.15 65.78 
 
In Figure 5.19 and 5.20, example CDF curves and distributions of FI model are 
plotted. Comparing with Figures 5.11 and 5.12, these fitting curves are much closer to CDF 
curves, as expected, especially the simulated CDF curve. Test results are listed in Table 
5.17, and the same method of assessment was applied. The GEV distribution is the most 
accurate fit in all LOS and NLOS channels, unlike test results in CI, where Logistic appears 




Table 5.17. Tests for FI excess path loss distribution fits of 31 GHz channel. 
Corridor 
Test   




Gaussian 0.066 0.082 0.126 0.091 0.058 
Logistic 0.074 0.085 0.111 0.090 0.069 
 
 
Figure 5.19. CDF comparison for measured excess path loss and three distributions, in 




Figure 5.20. CDF comparison for simulated excess path loss and three distributions, in 
3A corridor, 31 GHz channel. 
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GEV 0.064 0.076 0.149 0.096 0.070 
 
KL test 
Gaussian 5.42 13.80 9.63 9.62 7.88 
Logistic 5.72 14.17 9.29 9.73 8.02 
GEV 5.36 13.67 9.79 9.61 7.58 
 
𝜒2 test 
Gaussian 11.69 34.39 32.55 26.21 15.58 
Logistic 11.95 36.06 32.97 26.99 17.12 




Gaussian 0.066 0.179 0.103 0.116 0.067 
Logistic 0.060 0.119 0.093 0.091 0.080 
GEV 0.042 0.137 0.109 0.096 0.069 
 
KL test 
Gaussian 8.02 15.61 16.21 13.28 16.52 
Logistic 7.94 14.82 16.28 13.01 16.75 
GEV 7.79 14.91 16.20 12.97 16.49 
 
𝜒2 test 
Gaussian 33.08 1446 54.62 511.23 62.39 
Logistic 26.39 375.1 57.62 153.04 59.84 
GEV 25.30 107.2 53.78 62.09 59.43 
 
Analysis for the 90 GHz channel for 𝑋𝜎
𝐹𝐼is listed in Table 5.18, and assessment is 
based on mean value of tests results as well. The GEV distribution is the most accurate fit 
in measurement, the same as for 𝑋𝜎
𝐶𝐼 in measurement. However for simulation, Logistic 
distribution achieves the most accuracy for 𝑋𝜎
𝐹𝐼. 
Table 5.18. Tests for FI excess path loss distribution fits of 90 GHz channel. 
Corridor 
Test   




Gaussian 0.179 0.078 0.129 
Logistic 0.174 0.067 0.121 
GEV 0.177 0.056 0.117 
 
KL test 
Gaussian 3.70 8.00 5.85 
Logistic 2.61 8.04 5.33 
GEV 1.82 7.44 4.63 
 
𝜒2 test 
Gaussian 3069 19.97 1544 
Logistic 336.6 19.17 177 




Gaussian 0.241 0.236 0.239 
Logistic 0.275 0.207 0.241 




Gaussian 2.91 12.72 7.82 
Logistic 2.45 11.76 7.11 
GEV 2.65 12.57 7.61 
 
𝜒2 test 
Gaussian 4439 78.77 2258 
Logistic 1481 71.46 776 
GEV 4361 46.29 2203 
 
Only limited research has been done for distributions of large-scale fading, as it is 
almost always assumed lognormal (Gaussian in dB). In an example research of [68], the 
authors conducted a goodness of fit test for 5.7 GHz in a subway tunnel channel. Another 
example paper [69], shows a test for 45 GHz large-scale fading of an indoor office channel. 
Both studies conclude that the log-normal distribution is able to well describe their large-
scale fading condition, with KS test results around 0.08 and 0.085. No other distributions 
were compared in their research in terms of large-scale fading. These values are relatively 
close to our KS test results around 0.09 for 31 and 5.7 GHz channels. However, we also 
show that GEV appears to be better than Log-normal, with very slight difference in KS test 
values. More research on this, particularly for 90 GHz channels, is a potential topic for 
future work. 
 
5.2  LOCAL AIRPORT TERMINAL PATH LOSS MODELING 
5.2.1 MEASUREMENT AND SIMULATION SETUP 
In this section, path loss measurements conducted in the Jim Hamilton LB Owens 
Airport (abbreviated as CUB, the FAA airport designator code) are discussed, and 
compared with simulations in WI. The measurement was conducted in January 2019, 
including path loss measurements for both 5 GHz and 31 GHz, in the Eagle Aviation 
terminal building. As shown in Fig. 5.2.1, the same measurement system and the method 
of measurement as described in Section 5.1 was used. The terminal building has two floors 
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in total, connected with a metal stairway. The second floor only contains a small office and 
the stairwell landing in the western section of  the main hall, as Figure 5.21 shows. The 
main hall is surrounded by multiple small offices containing obstacles such as desks, chairs, 
sofas and appliances. 
 
The floorplan of the terminal building is shown in Figure 5.22, labelled with 
positions of Tx and Rx. The Tx was deployed in two different positions during 
measurement. The first position was in the main hall, labelled as “Tx” in the floorplan with 
1.5 m antenna height (in LOS measurements, only this Tx position was used). The second 
Tx position was on the second floor of the building, exactly located at the same horizontal 
coordinates with the first position, but 3 m higher. The Rx was moved to both LOS and 
 
 
Figure 5.21. Photo of portion of path loss measurement campaign in terminal building 
(main hall) of CUB. 
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NLOS positions. Three Rx routes were created for LOS channels, shown in Figure 5.22 as 
three red lines labelled “line 1” to “line 3”. For NLOS channels, 8 Rx points were used in 
measurement, labelled as “3” to “10,” and these points were distributed in multiple rooms. 
Both frequencies shared the same Tx and Rx position, but transmitting power levels were 
different. The VSG provided a 20 dBm output power for 5.7 GHz, where total cable loss 
was 1.5 dB and both antenna gains were 4.7 dBi. At 31 GHz, the output power from the 
VSG was 6 dBm and entered the 32 dB gain up-converter. Total cable loss was 
approximately 2 dB and both antenna gains were 10 dBi. The overall Tx power levels into 
the antennas was 18.5 and 36 dBm, for 5.7 and 31 GHz systems, respectively. The same 
averaging method for small scale fading as described in Section 5.1 for the Swearingen 
measurements was used here. 
 
A building model based on the floorplan was established in WI, as shown in Figure 
5.23. Materials are listed on the right, indicated by colors. The stairway was drawn in 
AutoCAD. Since the terminal building is an indoor channel for both 5.7 GHz and 31 GHz, 
 
 
Figure 5.22. Terminal building floorplan and measurement positions. 
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the same propagation settings as described in Section 5.1 were applied. Numbers of 
reflections, transmissions and diffractions were set as 6, 6 and 1, respectively. Diffuse 




5.2.2 LOS CHANNEL ANALYSIS 
The example LOS path loss results for 5.7 GHz line 1 channel are plotted in Figure 
5.24, while model parameters for all LOS 5.7 GHz channels are listed in Table 5.19. 
 
 




Table 5.19. CI and FI path loss model parameters for 5.7 GHz in CUB indoor channel. 
Results CI: 𝒅𝟎 = 𝟏𝒎 
𝑭𝑺𝑷𝑳(𝟏𝒎) = 𝟒𝟕. 𝟓𝟔 𝒅𝑩 
FI 
n 𝑋𝜎
𝐶𝐼(dB) 𝛼0 (dB) β 𝑋𝜎
𝐹𝐼 (dB) 
Line 1 
Simulation 3.10 3.05 44.90 3.26 3.01 
Measurement 2.88 1.52 49.15 2.58 1.27 
Line 2 
Simulation 3.03 2.91 52.95 2.33 2.06 
Measurement 3.00 2.63 53.15 2.17 1.56 
Line 3 
Simulation 3.28 2.44 51.01 2.66 1.93 
Measurement 3.40 3.44 56.48 2.05 1.05 
 
Very limited path loss data were gathered during the measurement, with 
approximately 7 data points recorded in each LOS channel. However, the agreement 
between measurement and simulation is still relatively good, especially in channel Line 2. 
The differences between measurements and simulation of slope n and 𝑋𝜎
𝐶𝐼 in CI models are 
less than 0.3 and 1.5 dB, respectively. Differences between simulation and measurement 
of 𝛼0, β and 𝑋𝜎
𝐹𝐼 in FI models are less than 5 dB, 0.6, and 2 dB, respectively. 
 
 
Figure 5.24. CUB indoor path loss for line 1 of 5.7 GHz system. 
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Likewise, the example LOS path loss results for 31 GHz line 1 is plotted in Figure 
5.25, and model parameters for all three lines are listed in Table. 5.20. The agreement 
between simulations and measurement at 31 GHz is better than at 5.7 GHz, since power is 
much more concentrated in LOS channel with use of a directional antenna. The number of 
received MPCs at 31 GHz is much smaller than in the 5.7 GHz omnidirectional channel. 
The differences between simulation and measurement for n and 𝑋𝜎
𝐶𝐼 in CI models are less 
than 0.05 and 1.2 dB, respectively. Differences of 𝛼0, β and 𝑋𝜎
𝐹𝐼 in FI models are less than 
8 dB, 1.4 and 0.5 dB, respectively. Note that a rather large difference occurs in Line 3, due 
to the small size of the data set: instead of 7 data points as recorded in the other lines, only 
4 points were measured in Line 3. 
 
 
Table 5.20. CI and FI path loss model parameters for 31 GHz in CUB indoor channel. 
Results CI: 𝒅𝟎 = 𝟏𝒎 
𝑭𝑺𝑷𝑳(𝟏𝒎) = 𝟔𝟐. 𝟐𝟕 𝒅𝑩 
FI 
n 𝑋𝜎





Figure 5.25. CUB indoor path loss for line 1 of 31 GHz system. 
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Simulation 2.32 1.29 66.06 1.91 0.43 
Measurement 2.31 1.24 64.89 2.02 0.91 
Line 2 
Simulation 2.51 2.64 69.17 1.65 1.15 
Measurement 2.49 1.41 65.79 2.05 0.73 
Line 3 
Simulation 2.59 1.80 67.24 1.98 0.21 
Measurement 2.51 2.12 67.63 1.78 0.88 
 
Figure 5.26 provides a summary of all LOS path loss results in 5.7 GHz of CUB 
terminal building. Red circles denote measured values and blue crosses denote simulated 
values for data from all three lines in Table 5.19. Similarly, Figure 5.27 provides the results 
for 31 GHz. Note that CI and FI curves in these two figures are plotted using mean values 
of path loss from the three lines at the same values of distance. For example, at 1 m link 
distance at 31 GHz, mean simulated path loss is 71.9 dB and mean measured path loss is 
72.2 dB. These numbers were obtained from path loss results for measurement or 
simulation for the three lines, at 1 m link distance. Equivalently, we can denote these curves 
“mean simulated” and “mean measured” curves of LOS channel. 
Results for mean CI and FI curves of simulation and measurement are listed in 
Table. 5.21. Agreement of simulation and measurement in 31 GHz channel is better than 
5.7 GHz, with small as 0.01 and 0.18 dB difference in slope and standard deviation of CI 
model. In FI model, differences between simulated and measured values of 𝛼0, 𝛽 and 𝑋𝜎
𝐹𝐼 
are 0.1, 0 and 0.42 dB. In 5.7 GHz channel, differences of 𝑛 and 𝑋𝜎
𝐶𝐼 are 0.24 and 0.85 dB. 
In FI model, differences of 𝛼0, 𝛽 and 𝑋𝜎
𝐹𝐼 are 6 dB, 0.8 and 1.9 dB, respectively. 
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Table 5.21. CI and FI parameters for mean LOS channel. 
 
Frequency 31 GHz 
Results CI: 𝑑0 = 1𝑚 
𝐹𝑆𝑃𝐿(1𝑚) = 62.27 𝑑𝐵 
FI 
n 𝑋𝜎
𝐶𝐼(dB) 𝛼0 (dB) β 𝑋𝜎
𝐹𝐼 (dB) 
Simulation 2.36 1.50 65.97 1.96 0.91 
Measurement 2.37 1.32 66.09 1.96 0.49 
 
Frequency  5.7 GHz 
 
 
Figure 5.26. CUB indoor path loss for all three lines of 5.7 GHz system. 
  
 
Figure 5.27. CUB indoor path loss for all three lines of 31 GHz system. 
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 CI: 𝑑0 = 1𝑚 
𝐹𝑆𝑃𝐿(1𝑚) = 47.56 𝑑𝐵 
FI 
 n 𝑋𝜎
𝐶𝐼(dB) 𝛼0 (dB) β 𝑋𝜎
𝐹𝐼 (dB) 
Simulation 3.06 2.73 47.29 3.08 2.73 
Measurement 2.82 1.88 53.16 2.22 0.84 
 
5.2.3 NLOS CHANNEL ANALYSIS 
As mentioned, 8 NLOS channel samples were measured at fixed Rx points, 
distributed in multiple rooms of the CUB terminal building. For NLOS data, the Tx was 
deployed in two different locations: first floor (same as LOS channel) and second floor, as 
described previously. NLOS channel path loss results for 5.7 GHz, with Tx on the first 
floor, are plotted in Figure 5.26. Labels indicate Rx locations as they appear in Figure 5.22. 
Results for the same Tx and Rx positions for 31 GHz are plotted in Figure 5.27. Figures 























The statistics of path loss comparison between simulations and measurement are 
listed in Table 5.22, where apart from RMSE in equation (B.1), mean error and standard 
deviation of error are also calculated. They are defined as below: 
𝜇𝑒𝑟𝑟 = 𝑃𝐿𝑚 − 𝑃𝐿𝑠 (5.2.1) 
𝜎𝑒𝑟𝑟 =





Table 5.22. Measurement vs. simulation path loss statistics for NLOS channels in CUB, 
for 5.7 and 31 GHz. 





measurement in dB) 
5.7 GHz (Tx in 1F) 2.79 4.06 4.69 
31 GHz (Tx in 1F) 0.54 3.37 3.19 
5.7 GHz (Tx in 2F) 10.52 21.58 23.72 
31 GHz (Tx in 2F) 9.48 13.88 13.18 
 
Comparing 5.7 and 31 GHz NLOS channels, for the Tx on the first floor, simulation 
and measurement agreement for 31 GHz is slightly better than at 5.7 GHz. Since the 
 
  




antennas of Tx and Rx are “roughly” aimed at each other, fewer MPCs are generated and 
received by the 31 GHz horn antenna. Regarding NLOS channels for the Tx on the second 
floor, since more unknown building layers and obstacles were located in the channel, 
agreement between simulation and measurement is much worse. However, agreement for 
31 GHz is still better than at 5.7 GHz, for the same reason as described for the Tx on the 
first floor. The accuracy of simulation for second floor Tx, is much more difficult to be 
guaranteed as reflection, transmission and diffraction number increases, in comparison to 
the first floor Tx location. This may be improved in future if measurements in angular 
domain can be conducted. 
 
5.3 INDOOR OFFICE ENVIRONMENT SMALL SCALE FADING ANALYSIS 
In this section, an indoor office channel with various obstacles is modeled. The 
laboratory of room 3D41, the Wireless Science and Engineering Laboratory, in Swearingen 
Engineering Center, University of South Carolina. Figure 5.32 shows the room 
arrangement, where multiple tables, chairs, sofas, file cabinets, devices and paper boxes 
are distributed throughout. A 5.7 GHz system identical to that described in Chapter 3 was 
deployed in the measurement. The floorplan was established in WI according to the 
dimensions of obstacles and room, also shown in Figure 5.33. Note that only the most 
crucial obstacles (with large dimensions) are modeled in WI, due to a lack of time (time to 
create the model, as well as time to run the simulations). Materials are identified with 
different colors, where brown, blue, purple, light yellow and dark yellow represent wood, 
metal, fabric (in sofa), paper and dry wall, respectively. Details of material electrical 
parameters have already been described in Section 5.1, and the X3D model was utilized 




The Tx was located in 7 different positions around the room, as labeled in Figure 
5.33. Only Tx3 channel is an NLOS channel, where receivers are blocked by a lab bench 
and a desk. All other Tx channels are LOS channels, where receiver locations are randomly 
chosen at fixed distances of 1 m, 2 m, 4 m, and 8 m, shown as the middle of Figure 5.33. 
The Rx antenna was placed on a linear track, controlled by software LabVIEW. For each 
link distance, Rx is initially placed in the middle of linear track, aimed straight toward the 
Tx. During the measurement, the Rx was moved by steps of 1.5 wavelength to the left (for 
5.7 GHz frequency, wavelength is 5.26 cm), then back to middle, and then moved by the 
same 1.5 wavelength steps to the right side. Path loss was automatically recorded every 
0.125 wavelength, thus 24 data points are measured in total for each set of measurement. 
Some statistical path loss results are listed in Table 5.23. 
 
 











Path loss standard 
deviation (dB) 





1 47.37 2.55 47.56 
2 52.93 2.68 53.58 
4 59.03 3.36 59.60 
6 62.45 3.79 63.12 
8 61.83 3.09 65.62 




4 59.73 4.08 59.60 
5 61.46 2.47 61.54 
6 64.80 3.53 63.12 
 
Tx4 
1 50.17 3.00 47.56 
2 54.67 2.60 53.58 
4 58.84 2.53 59.60 
 
Tx5 
1 48.58 1.38 47.56 
2 54.47 2.34 53.58 
4 62.36 3.15 59.60 
 
Tx6 
1 48.71 2.50 47.56 
2 56.05 4.22 53.58 
 
 




4 61.57 4.21 59.60 
Tx7 1 50.70 1.56 47.56 
2 55.88 2.26 53.58 
 
In order to analyze the small-scale fading, goodness of fit tests similar to those 
applied to large scale fading (shadowing effect) in section 5.1.4 were used. Instead of 
analyzing path loss for a varying distance as in large-scale fading, we group LOS channels 
with the same link distance, for both measurement and simulation. Since fading amplitude 





10 . (5.3.1) 










The parameter N represents number of total path loss data samples in all LOS 






Histograms of 𝑉?̅? were then plotted for 1, 2, 4, 6, 8 m link distance of LOS channels 
and 4, 5, 6 m of NLOS channels. Note that 444 data points were measured for 1, 2 and 4 
m link distance, while only 10 data points were measured at 6 and 8 m link distance due to 
limited space in the room. Simulation applies an identical measurement route of Rx, and 
we change the setting to multi-thread mode from default transmitter sets to receiver sets. 
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Our reason for this is that in this simulation, simulation points of Rx are very close to each 
other, and the multi-thread calculation based on receiver sets can significantly accelerate 
simulation computation (reducing run time).  
In terms of fitting distribution, the Rician distribution is used most prevalently to 
describe small-scale fading when a LOS component exists. For NLOS channels, Rayleigh 
distribution is used most commonly, by setting LOS component power in Rician 
distribution to 0. In this dissertation, we also employ the Nakagami distribution, Weibull 
distribution and Lognormal distribution for comparison. The PDFs for x>0 (amplitude is 











































(𝑙𝑛 𝑥 − 𝜇)2
2𝜎2
) (5.3.8) 
The term 𝐼0 (
𝑥𝜈
𝜎2
) in (5.3.4) denotes modified Bessel function of the first kind of 
zero order. Variable v denotes the mean (in our case, LOS) component value. For the 
Nakagami Γ(𝑚) in (5.3.6) denotes gamma function of parameter m, with  the mean 
square value. The Weibull parameters k and  are the shape and scale parameters, 
respectively. Moreover, CDFs of these distributions for x>0 are given as: 









































)  in (5.3.9) represents the Marcum Q function, 𝛾 (𝑚,
𝑚
Ω
𝑥2)  in (5.3.11) 
represents lower incomplete gamma function and erf (
𝑙𝑛 𝑥−𝜇
√2𝜎
) in (5.3.13) denotes error 
function. As in section 5.1.4, three goodness of fit tests (KS, KL and 𝜒2) were applied for 
these distributions. Parameters of each fitting distribution are listed in Tables 5.24 and 5.25, 
for both measurement and simulation. Note that numbers in parenthesis represent numbers 
of measured or simulated data points for the corresponding link distance. 
Table 5.24. Small-scale fading distribution parameters for measurement. 
Link 
distance 
Rician Rayleigh Nakagami Weibull Lognormal 
 𝜈 𝜎 𝜎 𝑚 Ω 𝜆 𝑘 𝜇 𝜎 
LOS channels 
1 m (444) 0.90 0.31 0.71 2.96 1 1.06 3.10 -0.09 0.29 
2 m (444) 0.03 0.71 0.71 1.69 1 1.03 2.29 -0.16 0.36 
4 m (444) 0.02 0.71 0.71 1.33 1 1.01 2.07 -0.21 0.41 
6 m (10) 0.74 0.48 0.71 1.55 1 1.04 2.44 -0.18 0.44 
8 m (10) 0.76 0.46 0.71 1.81 1 1.04 2.40 -0.15 0.36 
NLOS channels 
4 m (24) 0.03 0.71 0.71 1.12 1 0.99 1.95 -0.25 0.47 
5 m (24) 0.93 0.27 0.71 3.49 1 1.06 4.06 -0.08 0.28 
6 m (24) 0.71 0.50 0.71 1.57 1 1.03 2.37 -0.18 0.41 
 
Table 5.25. Small-scale fading distribution parameters for simulation. 
Link 
distance 
Rician Rayleigh Nakagami Weibull Lognormal 
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 𝜈 𝜎 𝜎 𝑚 Ω 𝜆 𝑘 𝜇 𝜎 
LOS channels 
1 m (444) 0.98 0.15 0.71 11.05 1 1.06 6.21 -0.02 0.15 
2 m (444) 0.95 0.24 0.71 4.92 1.06 1.06 4.18 -0.05 0.23 
4 m (444) 0.88 0.34 0.71 2.64 1 1.06 2.85 -0.10 0.29 
6 m (24) 0.90 0.30 0.71 2.93 1 1.06 3.54 -0.09 0.31 
8 m (24) 0.02 0.71 0.71 0.66 1 0.88 1.46 -0.46 0.63 
NLOS channels 
4 m (24) 0.96 0.19 0.71 7.47 1 1.06 5.35 -0.03 0.18 
5 m (24) 0.02 0.71 0.71 1.15 1 1.01 1.98 -0.25 0.48 
6 m (24) 0.78 0.44 0.71 1.82 1 1.04 2.41 -0.15 0.35 
 
Parameters 𝜎 in Rayleigh distribution and Ω in Nakagami distribution remain the 
same in all channels. Meanwhile, 𝜆 in Weibull distribution changes by very small amount. 
These parameters determine the scale of their distributions, while other parameters 
determine shape of distributions. The normalization process of fading amplitude renders 






Fig. 5.34. Small scale fading histograms and fitting distributions for 1 m link distance of 




Figures. 5.34 and 5.35 show the histograms of measured and simulated data, for 
small scale fading at 1 m link distance. Curves of five fitting distributions are plotted as 
well, indicated by different colors. Since the total number of measured and simulated path 
loss results is 444, we use 50 bins to better show the distribution of data. Histograms of 
measured and simulated data are relatively close to each other in distribution. At first 
glance, the Lognormal distribution seems to fit the data most accurately, while Rayleigh 
distribution is the most inaccurate, in both measurement and simulation. 
Figures 5.36 and 5.37 show the histograms and fitting distributions for 6 m link 
distance, of measured and simulated data respectively. Note that only 10 data points were 
measured during measurement, due to limit of time, but the same number (24) of data 
points were simulated in WI. We set the bin numbers of Figure 5.36 as 5, and Figure 5.37 
as 10. In any case, the data sets for both figures are too small to draw any reliable 
conclusion, although the, Lognormal appears to be the most accurate fit while Rayleigh is 
the most inaccurate. 
 
 
Fig. 5.35. Small scale fading histograms and fitting distributions for 1m link distance of 




In Figures 5.38 and 5.39, histograms and distributions for NLOS channels in 
example 4 m link distance are shown, for measurement and simulation. Measurement 
histogram in Fig. 5.38 shows a clear difference from Fig. 5.34. Fading amplitude in Fig. 
5.38 are more concentrated at lower values, indicating LOS power is relatively small 
 
 
Figure 5.36. Small scale fading histograms and fitting distributions for 6m link distance 




Figure 5.37. Small scale fading histograms and fitting distributions for 6m link distance 
of LOS channels, in simulation. 
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compared to MPC power, as we expect. Also, the Rician distribution curve is similar in 
shape to the Rayleigh distribution in this NLOS condition. However, this difference is not 





Figure 5.38. Small scale fading histograms and fitting distributions for 4m link distance 




Figure 5.39. Small scale fading histograms and fitting distributions for 4 m link distance 
of NLOS channels, in simulation. 
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Results of three goodness of fit tests are listed in Table 5.26. We applied the second 
assessment method, as in Table 5.12, where each distribution is assessed by results in each 
individual test, and the distribution with smallest test result in two or three tests is regarded 
as the most accurate fit (majority vote). In Table 5.26, the distribution with smallest test 
value is indicated in bold font for each test and channel. We do not assess by computing 
mean test values, because very large difference exists among results for the 𝜒2 tests, for all 
distributions. Obviously, Lognormal distribution is the most accurate in all simulation 
channels and 7 measurement channels (8 channels in total, and Weibull has the smallest 
value in the remaining channel). Therefore, we regard Lognormal distribution as the most 
accurate fit for small-scale fading, both in LOS and NLOS channels. However, we note 
again that the NLOS channel data set is too small to rely upon. 
Table 5.26. Goodness of fit test for five distributions of small-scale fading 
Corridor 





















Rician 0.090 0.156 0.139 0.221 0.39 0.217 0.124 0.131 
Rayleigh 0.215 0.156 0.139 0.171 0.34 0.217 0.183 0.096 
Nakagami 0.079 0.143 0.169 0.260 0.40 0.236 0.107 0.140 
Weibull 0.113 0.145 0.149 0.238 0.38 0.208 0.133 0.136 




Rician 94.99 162.6 141.2 3.202 5.71 18.99 15.62 20.98 
Rayleigh 181.8 162.6 141.2 3.264 5.67 18.99 33.83 21.36 
Nakagami 73.33 129.1 131.1 2.877 5.06 18.95 15.08 18.09 
Weibull 109.9 153.5 140.7 3.029 5.45 18.88 15.43 19.76 
Lognormal 41.72 51.29 57.13 2.298 3.63 10.18 15.83 12.86 
 
𝜒2 test 
Rician 5529 2.4 8.93 4.206 11.4 71.40 23.11 53.28 
Rayleigh 1.9 2.4 8.95 3.311 8.07 71.43 35.53 30.46 
Nakagami 425.5 6684 5318 4.461 13.2 112.5 22.48 65.24 
Weibull 1922 643.1 338.5 4.199 9.60 59.23 22.09 53.55 





Rician 0.119 0.113 0.136 0.216 0.57 0.181 0.153 0.195 
Rayleigh 0.432 0.281 0.237 0.194 0.57 0.343 0.153 0.146 
Nakagami 0.114 0.099 0.125 0.211 0.48 0.171 0.178 0.214 
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Weibull 0.122 0.123 0.134 0.209 0.46 0.192 0.149 0.183 




Rician 67.03 66.46 74.56 8.156 11.6 13.02 14.62 22.79 
Rayleigh 351.5 228.5 99.57 12.92 11.6 42.19 14.62 23.25 
Nakagami 58.94 55.96 60.88 7.379 7.14 11.93 14.53 19.18 
Weibull 100.5 88.71 78.19 8.163 5.33 15.91 14.60 21.72 




Rician 232.9 1267 9798 11.75 39.7 25.22 74.04 142.5 
Rayleigh 522.5 322.1 14.1 12.54 39.7 63.78 74.08 35.88 
Nakagami 160.3 443.7 1934 10.69 17.6 22.95 133.6 156.8 
Weibull 982.2 2837 1360 11.21 13.3 27.64 68.80 80.83 
Lognormal 91.80 113.1 40.6 9.71 12.7 19.55 23.90 47.97 
 
 
5.4 MATERIAL ATTENUATION MODELING 
5.4.1 ATTENUATIONIN ISOLATED MATERIAL LAYER 
As mentioned in previous sections, material parameters can significantly affect 
channel modeling results, especially in WI simulations. The complex propagation constant 
of electromagnetic wave is defined by, 
𝑘 = 𝛽 − 𝑗𝛼 = 𝜔√𝜇 (𝜖 − 𝑗
𝜎
𝜔
) , (5.4.1) 
where 𝛽 is the phase constant in rad/m and 𝛼 is attenuation constant in Nepers/m. Here we 














where 𝜖 is permittivity in F/m, 𝜇 is permeability in H/m, 𝜔 is angular frequency in rad and 
𝜎 is conductivity in S/m. Material roughness in WI is discussed in (B.2), however, we are 
not able to measure it precisely in this dissertation. Applying parameters in empirical 
material database [48] established by ITU to (5.4.2), the attenuation constants from ITU’s 
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material database can be obtained; these are also pre-defined in WI. The attenuation 
constant 𝛼 is eventually converted to dB/cm units. 
Details of measurement can be found in [69], where attenuation (also sometimes 
termed penetration loss) was measured for five different types of material, at three 
frequencies: 28 GHz, 73 GHz and 91 GHz, representing Ka, V and W band results. Both a 
narrow band sinusoid waveform and wideband waveform were used in the measurements: 
a wideband chirp was used at 91 and 73 GHz, whereas an FZC sequence was used in the 
28 GHz system. The measurement setup is illustrated in Figure 5.40, where Tx and Rx 
were paired at 9 different positions, separated by 10 cm. Penetration loss was then 
calculated by (5.4.3), where PL is the measured path loss, FSPL is free space path loss, and 
d denotes thickness of material under test (MUT). The MUT and measurement devices 










In WI, we utilized two methods to estimate penetration loss, method 1 (M1) and 
method 2 (M2). In M1, the study area is bounded with solely Tx, Rx and MUT inside, 
 
 
Figure 5.40. Penetration loss measurement setup. 
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according to Fig. 5.4.1. In M2, surrounding obstacles and floorplan of 3D41 were added, 
to simulate the measurement environment more accurately, as shown in Figure 5.41. Note 
that permittivity 𝜖 and conductivity 𝜎 need to be defined for materials in WI, hence we 
calculate these values from [56], and input them in simulation. Eventually, simulated path 
loss is applied in (5.4.3) to obtain the 𝛼 in dB/cm of each simulation method.  
 
 
Penetration loss results for measurement and simulation are listed in Tables 5.27 
and 5.28. The “X” marks in measurement results indicate that received power is too low to 
be detected. Attenuation 𝛼 directly computed by ITU’s database is listed for each material 
as well, in Table 5.28, together with simulation results for both narrowband and wideband 
signals in M1 and M2. Note that the “standard deviation” of path loss derived by different 
pairs of Tx and Rx are relatively small in WI, less than 0.01 dB. Hence this standard 
deviation result is neglected in Table 5.28.  
Comparing simulated results with measured mean results, the difference for 𝛼 is 
less than 10% of simulated mean 𝛼. Agreement is better for ceiling tile and dry wall. A 
 
 
Figure 5.41. Penetration loss simulation setup for M2. 
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possible reason is that material composition in our measurement is different from ITU’s 
defined material in [56], which results in relatively large difference in 𝜖 and 𝜎. 
Table 5.27. Measured penetration loss for MUT 







Glass  1.8 18.79 6.39 
Plywood  11.2 11.76 4.2 
Drywall  13.1 1.97 1.26 
Concrete  195 X X 




Glass  1.8 14.37 6.39 
Plywood  11.2 7.14 0.81 
Drywall  13.1 1.45 0.73 
Concrete  195 X X 




Glass  1.8 4.38 0.18 
Plywood  11.2 5.09 1.28 
Drywall  13.1 0.94 0.23 
Concrete  195 1.03 0.18 
Ceiling  11.3 0.44 0.06 
 
Table 5.28. Simulated penetration loss for MUT 














91 GHz Glass  6.09 16.57 16.57 16.56 16.56 
 Plywood  6.85 6.86 6.87 6.88 6.89 
 Drywall  2.69 3.08 3.09 6.83 6.01 
 Concrete  8.92 8.81 4.58 8.82 4.57 
 Ceiling  1.27 1.17 1.16 1.19 1.18 
73 GHz Glass  4.68 12.49 12.51 12.48 12.50 
 Plywood  5.41 5.43 5.43 5.44 5.44 
 Drywall  2.30 2.34 2.36 2.35 2.36 
 Concrete  7.46 7.35 3.77 7.36 3.76 
 Ceiling  0.98 0.84 0.84 0.85 0.85 
28 GHz Glass  1.49 6.73 7.02 6.73 7.03 
 Plywood  1.94 1.81 1.82 1.84 1.85 
 Drywall  1.17 1.34 1.36 1.35 1.33 
 Concrete  3.43 3.32 2.05 3.32 2.04 
 Ceiling  0.32 0.24 0.29 0.25 0.30 
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5.4.2 ATTENUATION IN BUILT-IN MATERIAL 
The measurement in the previous section focused on isolated material layers, where 
a single layer MUT was placed between Tx and Rx. In [70], built-in materials in actual 
buildings were investigated, including wooden fire doors, glass door, layered plasterboard 
wall and ceiling tiles, all in Swearingen Engineering Center. The same two methods M1 
and M2 were used in WI simulation here, illustrated in Figure 5.42. 
 
Results of penetration loss are listed in Table 5.29. For wood attenuation, the 
agreement is very good among results of ITU, simulation and measurement. The 
differences among all are less than 0.4 dB/cm for 5 GHz, and less than 0.6 and 1 dB/cm 
for 31 and 90 GHz frequencies. For glass attenuation, both simulation and measurements 
show much larger values than ITU’s results. Simulation method M2 agrees with 
measurement quite well for 5 and 90 GHz, with differences less than 0.3 dB/cm and 0.8 
dB/cm, respectively. However, a 5 dB/cm difference occurs for 30 GHz, and we have yet 
to determine the reason. Possibly because of the composition of our glass, glass permittivity 
and conductivity in our measurement is different from ITU’s empirical value in [68]. 
 
 
Figure 5.42. Penetration loss simulated setup for built-in material, M1 (left) and M2 
(right). 
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For layered dry wall results, measurement results are much less than those of ITU 
and simulation. Since the interior structure of plasterboard wall is unknown, plasterboard 
thickness in reality may differ from the 2.6 cm setting in WI simulation. An approximate 
3 dB/cm difference occurs between simulation and measurement.  
For attenuation constant of ceiling tile, agreement among methods is good as well. 
Differences among the four results are less than 0.7 dB/cm for all frequencies. 
Table 5.29 𝛼 comparison for different built-in materials and frequencies. 
Attenuation Constant 𝜶 (dB/cm) 
 Wooden fire door 
Frequency 5 GHz 31 GHz 90 GHz 
ITU 0.31 2.16 6.77 
M1 0.32 2.22 6.83 
M2 0.32 2.26 6.85 
Measurement 0.68 2.7 7.61 
 
 Glass door 
Frequency 5 GHz 31 GHz 90 GHz 
ITU 0.19 1.69 6.01 
M1 6.65 11.75 15.22 
M2 7.59 12.41 15.07 
Measurement 7.33 7.50 14.36 
 
 Layered Plasterboard Wall 
Frequency 5 GHz 31 GHz 90 GHz 
ITU 0.35 1.56 2.67 
M1 1.14 2.93 4.06 
M2 1.05 2.79 3.97 
Measurement 0.05 0.10 0.35 
 
 Ceiling Tile 
Frequency 5 GHz 31 GHz 90 GHz 
ITU 0.04 0.36 1.25 
M1 0.21 0.36 1.32 
M2 0.02 0.57 1.26 




5.5 SWEARINGEN OUTDOOR PATH LOSS MODELING 
In this section, simulation and measurements of the outdoor yard in front of Swearingen 
Engineering Center are compared. The same 31 GHz system is used, with 25 dBm output 
power at the RF port of VSG, and 10 dBi gain horn antennas applied at both Tx and Rx. 
Surrounding buildings and obstacles are shown in Figure 5.43, together with Tx position 
and Rx route. Point-to-point measurements were done for the same Tx position and 65 Rx 
positions separated by 1 m. The detailed measurement campaign is described in [46].  
 
Similar building, terrain and foliage models were established in WI, as shown in Figure 
5.44. Purple structures include Swearingen Engineering Center (the triangle shaped 
building adjacent to Tx and Rx), 300 Main Engineering building, South Quad student 
dormitory and California Dreaming restaurant, where exterior materials are rough concrete. 
Blue structures indicate Green’s Beverage store covered by rough metal sheet. The yellow 
structure is Willshare apartments built from red bricks. The green area represents the 
foliage area, including pines, oaks and grasses shown in Figure 5.43. Pink lines are the 
stone aisle and ground around the Tx and Rx route. Terrain is assumed as dry earth in ITU’s 
pre-defined database. Detailed material parameters are listed in Table. 5.30, for all 
buildings, foliage and terrain. 
 
 
Figure 5.43. Outdoor measurement environment of 31 GHz channel. 
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Table 5.30. Material parameters for 31 GHz in WI simulation. 
Material Relative 
permittivity 
Conductivity Roughness Used in structure 
Concrete 5.31 0.5254 0.1 Swearingen, 300 main, 
south quad, California 
dreaming 
Stone 5.31 0.5254 0.01 Stone aisle 
Metal  1 1e7 (very large) 0 Green’s Beverage store 
Brick 4.44 1e-3 0.01 Willshare apartment 
Dry 
earth 
3 0.3 0.05 Terrain 
 
An investigation of reflection, transmission and diffractions similar to that done in indoor 
channel is repeated here, with simulation time cost and path loss RMSE listed in Table 
5.31. We note that the workstation used for simulation here is much more powerful than 
the machine used for results in Section 5.5.1, with GPU acceleration enabled. Hence 
simulation time is largely reduced. 
Table 5.31. Propagation settings in 31 GHz outdoor simulation 
Simulation RMSE Simulation time 
 
Figure 5.44. Outdoor measurement environment in WI. 
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2R1T0D 6.33 3 minutes 
2R1T1D 4.61 1 hour 
2R1T1D with diffuse 4.46 2 hours 
6R3T1D with diffuse 4.44 5 hours 
 
Based on these results, 2 reflections, 1 transmission and 1 diffraction, with diffuse 
scattering enabled, were set in propagation settings. The principle and effects of diffuse 
scattering in WI are discussed at the end of Appendix B. According to studies in WI 
simulation and measurements for the outdoor campaign in [39], scattering coefficient S 
and cross-polarized fraction 𝐾𝑥𝑝𝑜𝑙  may affect the agreement between simulation and 
measurement. Hence we investigate different set of S and 𝐾𝑥𝑝𝑜𝑙, listed in Table 5.32. 
Table. 5.32. RMSE comparison for different S and 𝐾𝑥𝑝𝑜𝑙. 
Diffuse scattering parameters RMSE (with measurement) 
Scattering coefficient S 










Hence we chose scattering coefficient S as 0.8, and cross-polarized fraction 𝐾𝑥𝑝𝑜𝑙 
as 0. A comparison of free space path loss, 2 ray path loss, measured path loss, simulated 
path loss without diffuse scattering (S=0), and simulated path loss with 0.8 scattering 
coefficient is plotted in Figure 5.45. The simulation curve with diffuse scattering shows a 
better agreement with measurement, where variations exist—the simulated path loss 
without diffuse scattering is atypically smooth. However, the difference of RMSE in Table 
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5.32 is much smaller than in [39], indicating that diffuse scattering affects the channel 
modeling in a relatively small way. Since only LOS channel is measured here, instead of 
NLOS channels researched in [39], diffuse power is rather small compared to specular 
power. 
 
Another topic for outdoor channel is foliage attenuation, included in [39] as well. 
In this dissertation we apply the same classification method as [39], and generate the error 
prediction listed in Table 5.33. 








measurement in dB) 
No vegetation -2.38 2.84 3.82 
Weissberger -0.18 2.85 2.84 
Specific Att. 5 dB/m 1.24 2.91 3.35 
Specific Att. 4 dB/m 1.12 2.96 3.75 
Specific Att. 3 dB/m 1.05 3.11 4.00 
Specific Att. 2 dB/m 0.91 3.26 4.35 
 
Hence for this channel, the Weissberger model is the most accurate foliage model. 
Note that in foliage area, pines, grasses and oaks have different attenuation parameters, as 
 
Figure 5.45. Path loss comparison for measurement, simulation with and without 
scattering. 
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shown in Figure 5.46. However, in terms of specific attenuation, this value remains the 
same for all three types of vegetation, from 2 dB/m to 5 dB/m. 
 
The path loss results and CI, FI model parameters are displayed in Table 5.34 and 
Figure 5.47. Overall the agreement is very good, especially for the CI model, differences 
of path loss slope n and 𝑋𝜎
𝐶𝐼 are less than 0.02 and 1 dB. In FI model, differences of 𝛼0, β 
and 𝑋𝜎
𝐹𝐼are approximately 4 dB, 0.3 and 0.3 dB. 
 
 
Figure 5.46. Weissberger model settings in pine tree of outdoor 31 GHz channel. 
 
 
Figure 5.47. Simulation and measured path loss results with CI and FI model curves of 31 
GHz system, Swearingen outdoor front yard. 
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Table 5.34. CI and FI path loss results for 31 GHz outdoor channel.  
Frequency 31 GHz 
 CI: 𝑑0 = 1𝑚 
𝐹𝑆𝑃𝐿(1𝑚) = 62.27 𝑑𝐵 
FI 
n 𝑋𝜎
𝐶𝐼(dB) 𝛼0 (dB) β 𝑋𝜎
𝐹𝐼 (dB) 
Outdoor Swearingen 
Simulation 1.36 3.33 61.21 2.04 2.15 





MMWAVE CHANNEL CHARACTERIZATION  
6.1 INDOOR CORRIDOR WIDEBAND CHANNEL MODELING 
Our measurement’s wideband signal was generated from the VSG. MPCs can then 
be analyzed from measured CIRs and PDPs, with power and delay provided by the 
sounding software shown in Figure 3.13. The hardware system of 90 GHz has already been 
shown in Figures 3.11 and 3.12; Figure 6.1 shows the block diagram of the wideband 
measurement system.  
 
All these devices are described in section 3.3, where the W band up-converter is 
explicitly shown in Figure 3.11. Instead of a sinusoid, three types of wideband signal 
waveforms are provided by the R&S TS-5GCS system: pseudorandom noise (PN), a 
filtered Frank-Zadoff-Chu (FZC) sequence, and a chirp. For each waveform type, both “10 
bit” and “16 bit” sequences are provided in the VSG. In our initial measurement, we applied 
the 16 bit FZC signal, which gives us 216=65535 samples at the VSG output, the input to 
the upconverter, labeled as 𝑥(𝑡) in Fig. 6.1.1. Detailed waveform information of the FZC 
 
 
Figure 6.1. Block diagram of wideband measurement campaign. 
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signal is shown in Fig. A3-A5 in Appendix A. The output signal from the up-converter 
then enters the antenna, channel of 3D corridor, receiver antenna, down-converter and is 
then received by the SSA. The impulse response from all the transmitter devices is labeled 
as ℎ𝑐(𝑡). The impulse response of the channel of 3D indoor corridor is denoted as ℎ(𝑡). 
Signal 𝑦(𝑡) denotes the received signal in SSA. 
As noted, we used the FZC waveform and the identical FZC waveform is selected 
in TS-5GCS, conducting a cross-correlation process in the SSA. The “raw” IQ data is 
provided by TS-5GCS, which is exactly the signal 𝑦(𝑡) received by the SSA. The length 
of 𝑦(𝑡) can be defined by the user in software, shown as the “samples to record” box in 
Figure 3.13. In this measurement, the length selected for 𝑦(𝑡) was 10 million samples, thus 
152 PDPs are generated in software, with 65535 samples recorded in each profile. The 
relationship between received signal 𝑦(𝑡) and input signal 𝑥(𝑡) is, 
𝑦(𝑡) = 𝑥(𝑡)ℎ𝑐(𝑡)ℎ(𝑡), (6.1.1) 
where  denotes convolution in the time domain. In addition to the IQ data, the PDP is 
also computed from TS-5GCS, based on the cross-correlation given in (6.1.2) [71]. Note 
that the stationary indoor corridor channel can be regarded as wide-sense stationary, 
uncorrelated-scattering channel (WSSUS). Channel fading (frequency selectivity) is 
assumed to be constant over the measurement duration, since obstacles are fixed and no 
mobile objects exist in the environment. Channel fading is assumed uncorrelated for 









where 𝐸𝑖 is called the envelope profile in Volts, 𝜏𝑘 is the delay for kth delay sample (or, in 
WI, kth path), and i orders the sets of profiles depending on the sweep time of SSA. In this 
measurement, the total number of profiles was set as 152.  
The PDP is given by, 
𝑝𝑖(𝜏𝑘) = 𝐸𝑖(𝜏𝑘)
2. (6.1.3) 








The relationships among CIR, PDP and RMS-DS in WI are listed in (3.3.12)-
(3.3.16). In the initial measurement, the Tx was located outside of 3D41 lab, and the Rx 
antenna was aimed at the Tx along the straight route. Profiles were measured every 2 m 
distance, from 2 m to 28 m, and another 37 m distance was included as well. Figure 6.2 




Figure 6.2. APDP of 3D corridor indoor channel, link distance 24 m. 
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Even though by averaging we reduce the effects of noise, according to [47], a “false 
alarm” may still occur in the PDP by a noise spike being mistaken for an MPC. Hence we 
apply the thresholding method in [47], by first selecting the desired false alarm probability 
𝑃𝐹𝐴, defined in (6.1.5) 
𝑃𝐹𝐴 = 2exp(−3𝜂
2), (6.1.5) 
which arises from the assumption of Gaussianity of the noise, with  relative to the noise 
variance. 
In this dissertation we select 𝑃𝐹𝐴 to be 0.1%, yielding a threshold coefficient 𝜂 to 
be 1.59, or equally 4.04 dB. Thus, the noise threshold should be 4.04 dB above the mean 
noise power, which is obtained from the PDP. Mean noise power is calculated by averaging 
power for the longest delay segment of the PDP (typically with delay larger than 100-1000 
ns), where for our settings, based on the propagation physics, we are confident that no 
actual MPC exists. For the example 24 m distance, the mean noise power is 82.86 dBm, 
therefore noise threshold is 86.9 dBm. Hence we compare all 152 profiles with the 
threshold and only keep samples where all 152 profiles exceed 86.9 dBm. After this 
thresholding, the APDP appears as in Figure 6.3. 
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An identical channel model is established in WI, with propagation settings as 6 
reflections, 6 transmissions, and 1 diffraction. The maximum path number was set to 50 
and the minimum power level to be detected was set as -110 dBm. In the example of 24 m 
link distance, results illustrating propagation paths are shown in Figure 6.4. One LOS path, 
plotted with blue in the middle, and 41 MPCs plotted in green and yellow are detected.  
 
 
Figure 6.3. APDP of 3D corridor indoor channel after filtering, link distance 24 m. 
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Results of measured and simulated APDPs together are shown in Figure 6.5. Note 
that since only 1 profile is generated in WI’s simulation, no averaging method is applied 
in simulation (there is no noise in simulation). Obviously, comparing to simulation results, 
measurement has a wider delay span. We therefore divide the measurement results into 
three sections, in terms of delay values. 
The “precursor” section refers to results with delay prior to zero, which only exists 
in measurement. These precursor samples arise from the sharp filtering, and likely also 
from non-idealities in the up-converter devices; that is, ℎ𝑐(𝑡) is more “sinc-like” than an 
ideal Dirac delta. Ideally, LOS component should be the first path arriving receiver side, 
with delay of zero. The “MPC” section denotes results with delay between minimum and 
maximum delay values found in WI simulation, which is 0 to 10 ns in the figure. Since WI 
only provides “perfect” MPCs caused by reflection and diffraction from the floorplan 
 
 
Figure 6.4. Propagation paths in WI 3D corridor channel, link distance 24 m. 
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model, minimum and maximum delay in WI are 0 (LOS component) and 9.356 ns. Hence 
we select this section of measurement to compare with simulation, and compute RMS-DS.  
The “Tail” section represents measured MPCs with delay larger than maximum 
delay in simulation, which is the MPC at delay of 12 ns for the 24 m link. At present, since 
we have been unable to complete the wideband calibration for deconvolution, we are not 
able to judge whether MPCs in this range are valid or are spurious components caused by 
other effects, such as measurement device imperfections. Fortunately this is only a single, 
relatively weak component, and its truncation will not significantly affect results. This 
issue should be addressed in future work, where the de-convolution process can largely 
eliminate the impact of the measurement devices and waveform shape.   
Measurement results within the “MPC” section are denoted “delay thresholded,” 
and are plotted in Figure 6.6, together with simulation results. Black baseline indicates the 
noise threshold of -86.9 dBm. Since indoor model dimensions and material parameters are 
limited in accuracy, delay and power levels will not agree perfectly with those of 
measurements. However, we are still able to distinguish the agreement of LOS component 
and two of the stronger MPCs at 2 and 4 ns delay. Note that our sounding software is only 
able to detect samples with resolution of 2 ns delay, due to bandwidth of 500 MHz. In order 
to unify simulated and measured results, we thereafter quantize simulated results with a 2 
ns bin as well. For example, simulated results within delay span of -1 and 1 ns are added 
together (in complex, linear-scale), as the “combined” simulated PDP result at 0 ns. 
Likewise, results between 1 and 3 ns delay are added as “combined” result at 2 ns delay, 
etc. This process for simulation data is called “delay quantizing”. Figure 6.7 shows the 
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Figure 6.5. APDP results for simulation and measurement at 24 m link distance, after 
noise thresholding, before delay thresholding. 
 
Figure 6.6. APDP results for simulation and measurement, after both noise and delay 
thresholding, at 24 m link distance. 
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Next, example APDPs were simulated at 6 m link distance. Since Tx and Rx are 
very close to each other, fewer MPCs are expected to be received. This is shown in Figure 
6.8, where only 12 multipaths are detected in WI’s simulation, compared to 42 MPCs at 
24 m link distance. The largest simulated delay is 2.9 ns, hence we only consider measured 
PDP with delay 0 to 4 ns, as thresholded delay for RMS-DS computation. The same three 
sets of plots are shown in Figures 6.9-11 Simulation at this relatively close link distance, 
provides very few MPCs. After quantization of simulated PDP in 2 ns bins, only LOS and 
1 MPC exist. 
 
Figure 6.7. APDP results for simulation (delay quantized) and measurement (delay 






Figure 6.8. Propagation paths in WI 3D corridor channel, link distance 6 m. 
 





Our last example is for 16 m link distance. For this, 36 MPCs were detected in 
simulation as shown in Figure 6.12. Figure 6.9 plots the APDP from measurement and 
simulation. Still, simulation has a 5 dB larger specular power than measurement, while its 
MPC closest to 2 ns delay (1.7 ns delay) is approximately 4 dB smaller than measurement. 
The same set of three plots are shown in Figure 6.13-6.15. After delay thresholding in 
 
Figure 6.10. APDP results for simulation and measurement (delay thresholded) at 6 m 
link distance. 
 
Figure 6.11. APDP results for simulation (delay quantized) and measurement (delay 
thresholded) at 6 m link distance. 
. 
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Figure 6.12. Propagation paths in WI 3D corridor channel, link distance 16 m. 
. 
  





















2 2.43 0.57 0.55 3% 
4 2.39 0.57 0.33 42% 
6 1.97 1.26 0.69 45% 
  
Figure 6.14. APDP results for simulation and measurement (delay thresholded) at 16 m 
link distance. 
  
Figure 6.15. APDP results for simulation (delay quantized) and measurement (delay 
thresholded) at 16 m link distance. 
. 
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8 2.60 1.53 1.08 29% 
10 2.01 0.92 0.71 23% 
12 2.35 1.88 0.76 59% 
14 2.73 1.24 0.72 42% 
16 1.97 1.21 0.69 42% 
18 2.29 0.78 0.75 4% 
20 2.06 0.88 0.55 37% 
22 3.67 2.43 0.99 58% 
24 2.55 1.60 1.22 24% 
26 2.72 1.27 0.67 47% 
28 2.58 1.37 0.44 68% 
37 3.39 1.25 0.64 48% 
All RMS-DS results are listed in Table 6.1.1, with calculation method in (3.3.15). 
The measured RMS-DS in column 2 represents delay spread calculated from APDP, which 
is simply the mean value of profiles generated by TS-5GCS, as shown in Figure 6.2. The 
“thresholded” RMS-DS denotes delay spread derived from APDP after the noise 
thresholding method in [47] and “delay thresholding” were applied, as plotted in Figure 
6.14. Simulated RMS-DS are calculated from CIR results from WI, and combined in 2 ns 
bins, colored in red of Figure 6.1.15, denoted “quantized simulated RMS-DS”. The percent 





where 𝜎𝑠 and 𝜎𝑓 denote values in column 3 and column 2 in Table 6.1, respectively. Delay 
spread results vary for different link distances, changing the agreement between simulation 
and measurement as well. However, the thresholding reduces RMS-DS value for 
approximately 1-2 ns, and this yields better agreement with simulation results. Simulated 
delay spread is always smaller than in measurement, since perfect CIRs are computed in 
WI without any interference caused by noise or filter “tails” from our actual system 
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components. The mean error percentage across all distance values is approximately 40% 
of thresholded PDP.  
To improve the accuracy of measurements, several methods can be applied in future. 
The impact of 90 GHz measurement devices and the filtered waveform should be 
eliminated, by de-convolving ℎ𝑐(𝑡) in (6.1.1). This can be realized by comparing IQ data 
between wireless channel and a nearly ideal attenuator channel, where frequency response 
is sufficiently flat. Carefully calibrating antenna patterns could also improve accuracy. 
After measurement accuracy is improved, simulations could be improved as well. Although 
the 40% mean error in RMS-DS may seem large, as we have shown, the measured and 
simulated PDP shapes and delays are similar; fine-tuning the simulations to adjust power 
levels would be a next step for simulation future work.  
6.2 CROSS POLARIZATION DISCRIMINATION ANALYSIS 
Cross polarization discrimination (XPD) indicates the path loss difference between 
co-polarized and cross-polarized components. In [41], XPD for an indoor corridor channel 
at 31 GHz was measured and estimated. Measurement settings are identical with those in 
section 5.1, with the receiver antenna rotated by 90 degrees, to enable measurement of 
vertical to horizontal (V-H) transmission. In WI, the same rotation operation is done at 
receiver, and the path loss simulation was repeated in four corridors. XPD is calculated by, 
𝑋𝑃𝐷 = 𝐸(𝑃𝐿𝑉𝐻 − 𝑃𝐿𝑉𝑉), (6.2.1) 
where 𝑃𝐿𝑉𝐻 and 𝑃𝐿𝑉𝑉 represent path loss for V-H and V-V channel, and 𝐸 denotes mean 
operation (expected value) over the set of measurements or simulation data. The following 
figures show the example path loss for both V-V and V-H channel in measurement and 
simulation, of 3A corridor. Comparing to measurement, XPD at short distances in 
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simulation is much larger than measurement. In addition, large variation exists in 
simulation in the distance range 1-10 m. At distances longer than 10 m, XPD stays 
approximately constant, in agreement with measurement. XPD results for all corridors are 
listed in Table 6.2. 
For distances longer than 10 m, agreement of mean XPD between simulation and 
measurement is quite good, with approximately 2~3 dB difference. However, if shorter 
link distance is included, agreement is approximately 20 dB worse, since simulation varies 
substantially. This is also a result of the very small number of data points at the smaller 
distance range. Future work will contain XPD analysis for 90 GHz system, in similar 
indoor and outdoor channels.  
 
Table 6.2. XPD (dB) results for simulation and measurement. 
Corridor  Measurement Simulation (all distance) Simulation with d > 10 
1A 19.9 31.5 17.7 
2D 19.6 37.6 17.5 
3A 20.4 25.6 23.1 
2A (NLOS) 11.2 15.5 13.2 



































































CONCLUSIONS AND FUTURE WORK 
7.1 DISSERTATION CONCLUSIONS 
The two main parts of our research are as follows: tropospheric attenuation for 
mmWave signals, and terrestrial channel modeling for both sub-6 GHz and mmWave 
bands, both with aviation applications. For tropospheric attenuation, we developed the 
multi-component simulation based on ITU’s empirical and physically based model. 
However, in terms of rain data input, we applied not only regional data provided by the 
ITU, but also local measured rain rate data accessed from NOAA and for the tropical 
rainforest climate type, Singapore’s government database. Although the ITU recommends 
use of such data, to date there has been no investigation of the differences between 
attenuations when the model uses these different types of input data. In annual average 
conditions, in comparison with use of regional rain input data, when local measured rain 
data is used, mean rain attenuation increases by approximately 1 dB, 2 dB, and 2.5 dB at 
30, 60, and 90 GHz frequencies, respectively. Heavy rain events, with rain rate higher than 
7.5 mm/hr, increased from 4700 when using ITU’s regional input, to 6000 when using local 
measured input in Columbia, during the 1 million simulation sample (equivalently, 12 day) 
period, as well (a 27% increase). In worst month conditions, the mean rain attenuation 
increases by approximately 0.3 dB, 0.6 dB, and 0.8 dB at 30 GHz, 60 GHz, and 90 GHz, 
respectively, using local measured rain data. These mean attenuation increases are not large, 
since rain attenuation tends to be a “bursty” or “spiky” random process. Most significantly, 
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our model simulation results show that when using local measured rain data, rain 
attenuation can have a much larger probability of occurrence at moderate-to-significant 
rain attenuation values: for example, at 90 GHz, 20 dB rain attenuation occurs at most 0.02% 
of time with ITU’s input data, but occurs an order of magnitude more often (0.2% of the 
time) with local measured input data. 
Terrestrial channel modeling was conducted and comparisons were made between 
simulations using WI ray-tracing software, and measurements. We focused on path loss 
results for 5 and 30 GHz bands, but also provided some results for 90 GHz, for indoor 
corridor channels and an aviation building channel. The widely used CI and FI path loss 
models were applied to analyze the agreement between measurement and simulation. 
Differences between simulated and measured path loss CI model slope are less than 0.4, 
0.2, and 0.2 for 5.7 GHz, 31 GHz and 90 GHz, respectively. Simulation vs. measurement 
differences in CI model standard deviation are less than 1.8 dB, 2 dB, and 1.8 dB, for the 
same three respective frequencies. Hence our indoor path loss models can be considered 
accurate when compared to available models in the literature.  
To delve deeper, large-scale fading analysis was also done for both measurement 
and simulation. For our frequencies and environments, we concluded that the Generalized 
Extreme Value distribution, instead of the well-known Gaussian distribution, provides the 
best fit to describe the variation of path loss about the fit lines in both CI and FI models. 
Our small-scale fading analysis was done for 5.7 GHz for a set of dense spatial samples in 
a laboratory setting. Here we found that the Lognormal distribution, instead of the widely 
used Rician distribution, provided the most accurate fit, in both measurement and 
simulation. Some initial wideband channel analysis (using a 500-MHz bandwidth signal) 
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was done for a 90 GHz indoor corridor channel, in terms delay dispersion. After 
thresholding for noise, the difference between simulation and measurement results for root-
mean square delay spread are reasonable, but since our data set is so limited, more data is 
needed for this investigation. 
7.2 FUTURE WORK 
Possible extensions of this dissertation work are listed next: 
• More measurements for 90 GHz channel path loss, both narrowband and 
wideband, are needed, for indoor corridors, aviation terminal (and other 
aviation) buildings and open outdoor channels. Although wideband results can 
provide all that narrowband results do, and more, narrowband transmission 
offers a signal-to-noise ratio advantage that can enable measurements at larger 
distances. XPD analyses are also in demand for 90 GHz systems, for both 
narrow band and wideband signals. 
• Simulation settings need to be further refined for mmWave path loss results, 
including numbers of propagation paths and antenna patterns. To a lesser 
degree, material parameters and rough-surface scattering parameters  should 
also be “tuned.” More accurate modeling of floorplans and obstacles are needed 
as well. Analysis of wideband waveforms and impulse response settings within 
the simulation itself require more investigation. Because of the enormous 
variety of indoor and outdoor settings, general guidelines on simulation 
parameters, as a function of mmWave frequency, should be a goal. 
• Large-scale fading analysis and small-scale fading analysis for 90 GHz band 
channels could be improved via a much larger measurement data base in various 
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types of channels. More detailed investigation of rough surface scattering 
should also be conducted for this band. 
• More material attenuation (penetration loss) studies should be conducted for 
real building structures with multiple layers and complex composition, via both 
measurement and simulation. 
• Measurement calibration (deconvolution) for the 90 GHz wideband sounding 
system is needed. This would also include comparisons with “known” channels 
that include a single-path LOS channel, and a deterministic 2-ray channel. This 
calibration would enable more accurate estimation of channel impulse 
responses and their statistics.  
• Ultimately, mmWave MIMO and/or phased array measurements should be 
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APPENDIX A:  
90 GHZ MEASUREMENT SYSTEM CALIBRATION 
The block diagram of our measurement system is shown again in Figure A.1. An 8 
GHz LO signal with 8 dBm power level is generated from the VSG and multiplied up in 
frequency by the multiplier. The power level of the LO signal has no effect on RF output 
power. The IF signal is also generated by the VSG, at 3 GHz frequency and -20 dBm power 
level. The conversion loss of the mixer is approximately 6 dB, hence RF output power of 
the mixer is -26 dBm. Gain of the pre-amplifier (PA1) is over 33 dB, resulting in an output 
power of 7 dBm before the isolator. The gain of the final amplifier (PA2) is over 20 dB, 
and saturation power is 27 dBm. Therefore, our output power of the entire up-converting 
system (without antennas) is approximately 27 dBm. However, due to insertion loss of 
passive components and cables, actual output power is closer to 20 dBm.  
With respect to in-band flatness of the PSD, a +/- 3dB ripple (maximum 6 dB 
difference in flatness) occurs in the whole system, for our 500 MHz bandwidth signal, as 
shown in the PSD in Figure A.2. By itself, PA2 has a +/- 2.5 dB ripple, and both filters 
provide a +/- 0.5 dB ripple, according to the manufacturer’s datasheet. A PSD plot centered 
at 91 GHz (with the up-converting system) is shown in Figure A.2 and compared with PSD 
at 2.4 GHz (without the mmWave up-conversion subsystem, directly connected between 




The sampling rate of the SSA is calibrated as well, comparing with the VSG clock. 
The input signal PSD (before entering the up-converter) is shown in Figure A.3-A.5. 
Obviously the PSD is flattest when Tx clock rate equals the Rx sampling rate. 
 
 
Figure A.1.90 GHz measurement system setup.  
 
 




Figure A.3. The input PSD of 16 bit FZC sequence, when Tx clock rate equal to Rx 
sampling rate.  
 
 
Figure A.4. The input PSD of 16 bit FZC sequence, when Tx clock rate smaller than Rx 







Figure A.5. The input PSD of 16 bit FZC sequence, when Tx clock rate larger than Rx 
sampling rate.  
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APPENDIX B: 
 WIRELESS INSITE SOFTWARE CALIBRATION 
Parameters of Wireless Insite simulation were calibrated to improve agreement 
with path loss measurements of the Swearingen 3A corridor. A total of 45 points were 
measured in 3A corridor with 1 m separation, at 90 GHz center frequency. The calibration 
process includes study area calibration, model parameter calibration, material roughness 
calibration, antenna pattern calibration and diffuse scattering calibration. 
Apart from several path loss results plotted in what follows, the differences among 
many sets of simulation results are relatively small and sometimes difficult to distinguish 
at first sight. Therefore, we use the root-mean square error (RMSE) to assess accuracy of 
simulation, defined as, 
𝑅𝑀𝑆𝐸 = √




, (𝐵. 1) 
where 𝑃𝐿𝑚  is measured path loss in dB, 𝑃𝐿𝑠  is WI’s simulated path loss, and 𝑁 is the 
number of points, here equal to 45. Also, simulation time is equally significant in our 
current hardware setup with GPU model of Tesla K80, 3.7 CUDA capability. Hence we 
list the simulation time as well to balance model accuracy and time consumption. 
In study area calibration, we compare manual boundary and auto boundary options 
of simulation. Manual boundary only considers the 3A wing floor plan of Swearingen 
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building, whereas the auto boundary contains the entire third floor (including 3A, 3B and 
3D wings), shown in Figure B.1: 
 
Table B.1. Simulation performance for different type of boundary. 
Boundary type RMSE (with 
measurement) 
Simulation time 
Manual 2.694 3 minutes 
Auto 2.692 15 minutes 
 
Very slight difference exists between manual and auto boundary, hence we selected 
manual boundary to save simulation time.  
Four aspects are discussed in model parameter calibration: ray spacing, number of 
reflections, number of transmissions, and number of diffractions. Ray spacing indicates the 
ray angular density and number at the transmitter, which is set as 0.25 degrees as default. 
A smaller value of 0.1 degree ray spacing was compared. The numbers of reflections, 
transmissions, and diffractions denotes their maximum number allowed in simulating 
propagation between Tx and Rx. Five sets of parameters were considered in calibration 
(number indicates reflection, transmission, diffraction): 2,2,0; 4,2,0; 6,2,0; 6,6,0 and 6,6,1. 
 
 
Figure B.1. Simulation manual boundary for 3A corridor (left) and auto boundary for 
entire third floor (right). 
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Figure B.2. shows the example difference of path loss results among measurement, 6,6,0 
simulation and 6,6,1 simulation. 
 
Table B.2. Simulation performance for different sets of RTD number 
RTD number RMSE (with 
measurement) 
Simulation time 
2,2,0 2.697 3 minutes 
4,2,0 2.696 5 minutes 
6,2,0 2.695 10 minutes 
6,6,0 2.694 3 hours 
6,6,1 3.408 39 hours 
 
Table B.2 lists the RMSE for entire sets of model parameters. When diffraction 
number is set as 0, larger reflection and transmission numbers imply greater accuracy; the 
6 reflections, 6 transmissions and 0 diffraction setting provides the most accurate 
simulation results, yet simulation time lasts as long as 3 hours. Hence we normally apply 
2 reflections, 2 transmissions, and 0 diffraction in model, to obtain slightly less accurate 
but entirely acceptable results. This saves a tremendous amount of simulation time. 
 
 
Figure B.2. Path loss results for simulation with different RTD (reflection, transmission, 
diffraction) numbers and measurement.  
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Interestingly, including 1 diffraction yields more inaccurate results, in terms of a larger 
RMSE. A plausible explanation is proposed in [72]. Due to shorter signal wavelength in 
mmWave bands, wedges of obstacles are electrically larger. Hence less power is diffracted 
at such intersections, while more power is reflected or scattered instead. 
Material roughness calibration is extremely important for 90 GHz measurements, 
since most indoor building materials are not that “smooth” compared to the signal 
wavelength at this frequency, 3.33 mm. Hence electromagnetic waves in mmWave bands 
can be scattered at reflectors (side walls, ceiling tiles and floors). In WI, reflection 
coefficient is corrected when material surface roughness is considered, defined as, 





] , (𝐵. 2) 
where 𝑅0 is the material smooth reflection coefficient defined by equation (3.3.1) 
in Section 3.2, 𝜃𝑖  is angle of incidence, 𝜆0 is the signal wavelength, and Δℎ is standard 
deviation of the surface height about the mean height. For example, if a carpet’s average 
thickness is 1 mm, and the maximum thickness is 1.5 mm at top, Δℎ is 0.5. By definition, 
rougher surfaces yield a smaller reflection coefficient, resulting in more dissipated power 
inside material layer, more scattering, and hence less received power. Therefore MPC 
power is reduced, yielding path loss closer to FSPL, when a LOS component exists. 
For this indoor environment, only three materials are considered: plasterboard wall, 
ceiling tile, and rough carpet in the 3A corridor, shown as Fig. 5.1.2 in Section 5.1. Other 
minor materials are temporarily neglected in this dissertation. Since Δℎ is relatively small 
to be measured, for example with calipers, we choose several values by visual estimation 
[73] and compared them with measurement. 
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Figure B.3 shows the path loss results for different wall roughness. Obviously, 
scattering effects (MPCs) are stronger in rougher material, which here could result in a 
smaller RMSE compared with measured path loss. However, as shown in Table B.3, the 
most accurate simulation result is obtained with roughness standard deviation of 0.005 in 
plasterboard wall, 0.03 in ceiling tile and 0.01 in floor carpet. 
 
Table B.3. Simulation performance for different material roughness. 
Material roughness standard deviation RMSE (with measurement) 
Plasterboard wall 














Figure B.3. Path loss results for simulation with wall roughness standard deviation 









The antenna pattern for 90 GHz simulation is different from that in measurement, 
as mentioned in Section 3.2. Path loss results of WI’s pre-defined antenna and imported 
UAN file of the actual SAGE millimeter antenna are listed in Table B.4. Obviously the 
imported antenna pattern provides more accurate results. 
Table. B.4. Simulation performance for different type of antenna 
Antenna type RMSE (with measurement) 
WI’s pre-defined horn antenna 3.975 
Actual antenna imported 2.851 
 
 
Diffuse scattering may significantly affect path loss results according to [39], but 
only an outdoor urban scenario was studied in this reference. Hence we investigate diffuse 
scattering in both indoor scenario of 3A corridor and outdoor scenario at Swearingen front 
yard. WI’s diffuse scattering settings were already introduced in Chapter 3. Although 
diffuse scattering parameters can be set individually for each material, in Lambertian model 
settings, we use the same input parameters for all materials, according to [39]. RMSE 
results for four sets of scattering coefficients S and three sets of cross-polarized fraction 
𝐾𝑥𝑝𝑜𝑙 are listed in Table B.5.  
Table. B.5. Simulation performance for different diffuse scattering settings. 
Diffuse scattering parameters RMSE (with measurement) 
Scattering coefficient S 









Obviously, diffuse scattering should not be enabled for our indoor environments, 
when aiming to increase the accuracy in comparison with measurement. A possible reason 
for this result is the same as for disabling diffraction noted previously. Also, enabling 
diffuse scattering increases simulation time for approximately 1 hour, which is another 
disadvantage. 
 
