In this paper, a novel variation of Particle Swarm Optimization (PSO) algorithm, called Multiagent Coordination Optimization (MCO), is implemented in a parallel computing way for practical use by introducing MATLAB built-in function "parfor" into MCO. Then we present the global convergence result for MCO. Besides sharing global optimal solutions with the PSO algorithm, the MCO algorithm integrates cooperative swarm behavior of multiple agents into the update formula by sharing velocity and position information between neighbors to improve its performance. Numerical evaluation of the parallel MCO algorithm is provided in the paper by running the proposed algorithm on supercomputers. Finally, as an application, balanced coordination for damage mitigation and resource allocation in network systems is studied and solved by parallel MCO, serial MCO, and PSO.
I. INTRODUCTION
Multiagent Coordination Optimization (MCO) [1] is inspired by swarm intelligence and consensus protocols for multiagent coordination in [2] - [4] . Unlike the standard Particle Swarm Optimization (PSO), this new algorithm is a new optimization technique based not only on swarm intelligence [5] which simulates the bio-inspired behavior, but also on cooperative control of autonomous agents. The MCO algorithm starts with a set of random solutions for agents which can communicate with each other. The agents then move through the solution space based on the evaluation of their cost functional and neighbor-to-neighbor rules like multiagent consensus protocols [2] - [4] . As the algorithm propagates, agents will accelerate towards individuals with better cost functional values.
In this paper, we first implement MCO in a parallel computing way by introducing MATLAB built-in function parfor into MCO. Then we present the global convergence result for MCO. Besides sharing global optimal solutions with the PSO algorithm, the MCO algorithm incorporates cooperative swarm behavior of multiple agents into the update formula by sharing velocity and position information between neighbors to improve its performance. Numerical evaluation of the parallel MCO algorithm is provided by running the proposed algorithm on supercomputers in the High Performance Computing Center at Texas Tech University. In particular, the optimal solution and consuming time are compared with PSO and serial MCO by solving several benchmark functions in the literature, respectively. Based on the simulation results, the performance of the This work was supported by the Defense Threat Reduction Agency, Basic Research Award #HDTRA1-10-1-0090, to Texas Tech University.
The parallel MCO is not only superb compared with PSO by solving many nonlinear, nonconvex optimization problems, but also is of high efficiency by saving the computational time. Moreover, the network resource allocation problem is studied and solved by parallel MCO, serial MCO, and PSO. It follows from the simulation results that the parallel MCO shows better performance in both accuracy and operation time than serial MCO and PSO.
II. MATHEMATICAL PRELIMINARIES
In this paper, we use graph-related notation to describe our network-based MCO algorithm. More specifically, let G = (V, E, A) denote an undirected graph with the set of vertices V = {v 1 , v 2 , v 3 , . . .} and E ⊆ V × V represent the set of edges. The matrix A with nonnegative adjacency elements a i,j serves as the weighted adjacency matrix. The node index of G is denoted as a finite index set N = {1, 2, 3, . . .}. An edge of G is denoted by e i,j = (v i , v j ) and the adjacency elements associated with the edges are positive. We assume e i,j ∈ E ⇔ a i,j = 1 and a i,i = 0 for all i ∈ N .
The set of neighbors of the node v i is denoted by
The Laplacian matrix of graph G is defined by L = △ − A. If there is a path from any node to any other node in the graph, then we call the graph connected.
III. PARALLEL MULTIAGENT COORDINATION OPTIMIZATION ALGORITHM
MCO Algorithm 1 accelerates the search for the desired solution by use of the neighboring agents' information and three search directions. The first search direction j∈Ni (v j − v i ) accelerates the update for the agent's velocity. The second search direction j∈Ni (x j − x i ) accelerates the convergence of all the neighboring agents' positions to the same one. The third search direction (p − x i ) accelerates the movement of agent i to its best position. The command matlabpool opens or closes a pool of MATLAB sessions for parallel computation, and enables the parallel language features within the MATLAB language. The command parfor executes code loop in parallel. Part of the parfor body is executed on the MATLAB client (where the parfor is issued) and part is executed in parallel on MATLAB workers. In Algorithm 1, the command parfor is used for loop of the update formula of all particles. Since the update formula needs the neighbors' information, so two temporary variables C and D are introduced for storing the global information of position and velocity, respectively, and L is the Laplacian matrix for the link topology G for MCO. 
IV. CONVERGENCE ANALYSIS
In this section, we present some theoretic results on global convergence of the iterative process in Algorithm 1. In particular, we view the randomized MCO algorithm as a discrete-time switched linear system and then give some sufficient conditions for its global convergence. To begin with, we define a series of matrices A
k , and A ck :
where j = 1, . . . , q, k = 0, 1, 2, . . ., µ k , η k , κ k , h > 0, L ∈ R q×q denotes the Laplacian matrix of an undirected graph G, ⊗ denotes the Kronecker product, and E
[j] n×nq ∈ R n×nq denotes a block-matrix whose jth block-column is I n and the rest block-elements are all zero matrices. Now we have the main result for the global convergence of the iterative process in Algorithm 1.
Theorem 4.1: Consider the following discrete-time switched linear model to describe the iterative process for MCO:
Assume that the link graph G for agents in MCO is connected and its corresponding Laplacian matrix is given by
V. NUMERICAL EVALUATION

A. Test Function Review
In order to show the performance of the parallel MCO, we conduct a comparison evaluation between the standard PSO, serial MCO, and parallel MCO. In particular, we use the following eight test functions chosen from [6] , [7] to evaluate the proposed algorithm.
The test area is usually restricted to the hypercube −30 ≤ x i ≤ 30, i = 1, . . . , n. The global minimum of f (x) is 0 at
The test area is usually restricted to the hypercube −30 ≤ x i ≤ 30, i = 1, . . . , n. The global minimum of f (x) is 0.
The test area is usually restricted to the hypercube −20 ≤ x i ≤ 20, i = 1, . . . , n. The global minimum of f (x) is 0 at
The test area is usually restricted to the hypercube −10 ≤ x i ≤ 10, i = 1, . . . , n. The global minimum of f (x) is 0 at
. The test area is usually restricted to the hypercube −10 ≤ x i ≤ 10, i = 1, . . . , n. The global minimum of f (x) is 0 at x i = 1.
B. Evaluation of Operation Time for the Parallel MCO
In this subsection, the operation time for the parallel MCO is evaluated. Specifically, eight 2.8 GHz cores are equipped to run the parallel MCO algorithm for all the eight benchmark functions in which the search areas and dimensions of objective functions are listed in Subsection V-A with n = 30. The simulation results are shown in Fig.  1-8 . The saving time t saved is calculated as follows
where t seri and t para are the time for the serial MCO and parallel MCO to solve the optimization problem, respectively.
From the simulation results, the parallel MCO algorithm can shorten the operation time about 5% to 30% compared with the serial MCO.
C. Evaluation of Accuracy for the Parallel MCO
In this subsection, statistical results of the optimal values obtained from the standard PSO, serial MCO and parallel MCO algorithms are compared numerically. Similarly, the search areas and dimensions of objective functions are listed in Subsection V-A with n = 30. The maximum of the objective values, the minimum of the objective values, the average of objective value, and the median objective values are compared in Table I . Based on these results, it follows that the serial MCO and parallel MCO algorithms are more accurate for obtaining optimal values than the PSO algorithm. 
VI. APPLICATIONS
We are interested in solving a balanced coordination problem for network systems which can be characterized as a high-order nonlinear matrix equation involved, nonconvex optimization problem [8] . Balanced coordination for damage mitigation and resource allocation in network systems enhances rapid dissemination of network resources and selfhealing of the network, which lead to significant reduction of the threats imposed by WMD attacks since the modern defense system is heavily dependent on quick and accurate information from many engineered complex networks such as sensor networks, cooperative satellite systems, and multirobot combat systems that provide inviting targets to WMD adversaries. Unfortunately, this irregular optimization problem cannot be solved by use of the existing conventional methods in order to meet the real-time requirement for counter-WMD. Thus, one has to develop a specialized, fastconvergence algorithm to solve it in real-time due to the time-limited operational response from the modern defense system under such a scenario.
The iterative algorithm design proposed in [8] for coordinated resource allocation in network systems is given by the equation
or in the vector form,
where x(k) = [x 1 (k), . . . , x n (k)] T ∈ R n , w(k) = [w 1 (k), . . . , w n (k)] T ∈ R n denotes the standard white noise vector, Λ = diag [a 11 , . . . , a nn ] ∈ R n×n , D = diag [d 1 , . . . , d n ] ∈ R n×n , for i, j = 1, . . . , n, L (i,j) represents the (i, j)th element of the Laplacian matrix L for a certain graph G (not necessarily the same G for MCO) defined by L (i,j) = 1 if i ∈ N j , L (i,j) = 0 if i ∈ N j and i = j, and L (i,i) = 1,
a ij is the parameter that we need to design, a ij ≥ 0 and n l=1,l =i a li ≤ a ii . This network system is a stochastic compartmental model representing a mass balance equation physically in which x i denotes the mass (and hence a nonnegative quantity) of the ith subsystem of the compartmental system. Note that due to the time-average mass balance principle, the maximum amount of expected mass that can be transported cannot exceed the expected mass in a compartment. Then it follows that a ii ≥ n l=1,l =i a li , which interprets this timeaverage constraint in physics. The term x i (k) + d i w i (k) represents the imperfect information transmission between the ithe subsystem and jth subsystem, resulting from noisy communication channels between subsystems.
To start with our discussion, we consider the discrete-time linear controlled system with stochastic noise given by
x(0) = x 0 , k = 0, 1, 2, . . . ,
where x(k) = [x 1 (k), . . . , x n (k)] ∈ R n is the system state vector, u(k) = [u 1 (k), . . . , u m (k)] ∈ R m is the control input, and w(k) = [w 1 (k), . . . , w q (k)] ∈ R q is the qdimensional standard Gaussian white noise vector. Here in general x(0) is also a random variable. The control aim here is to design a state feedback controller given by
such that the following design criteria are satisfied:
i) The closed-loop system (9) and (10) without noise is discrete-time semistable, i.e.,Ã = A + BK is discretetime semistable. ii) The performance functional
The following definition is due to [8] . Definition 6.1: Let A ∈ R n×n and B ∈ R n×l . The pair (A, B) is discrete-time k-semicontrollable if there exists a nonnegative integer k such that
where R(A) denotes the range space of A.
We assume that x(0) and w(k) are independent for all k = 0, 1, 2, . . .. Furthermore, we assume that x(0) is a random variable having a covariance matrix V , that is,
. Now using the notion of discrete-time k-semicontrollability, we have the following result to convert the original optimal algorithm design problem into an equivalent optimization problem. Theorem 6.1: Assume that (Ã,D) is discrete-time ksemicontrollable. Let S min be a solution to the minimization problem min tr S(I n −Ã) TR (I n −Ã) : S = S T > 0,
Then tr S min (I n −Ã) TR (I n −Ã) = tr (W + V )((I n − A) k+1 ) TR (I n −Ã) k+1 = tr Q((I n −Ã) k+1 ) TR (I n −Ã) k+1 and there exists a unit vector v ∈ R n such that lim k→∞Ã k = uv T . In this paper, two cases are studied as the application of our parallel MCO algorithm to solve (13). First, we consider a consensus case, i.e., u = v = 1 √ n 1 n×1 ∈ R n . In this case, let n = 10, Λ = I 10 , D = I 10 , R 1 = R 2 = I 10 , V = 0, and u = 1 √ 10 1 10×1 ∈ R 10 . We assume that x(0) is deterministic and the matrix E satisfies E = E T , Eu = u, and possesses a graph topology G denoted by the Laplacian matrix L = L T given by 1 1 1 0 1 1 1 1  1 1 1 0 1 1 0 1 1 1  1 1 1 1 1 1 1 1 1 1  1 0 1 1 1 1 1 0 1 1  1 1 1 1 1 0 1 1 1 1  0 1 1 1 0 1 1 0 1 0  1 0 1 1 1 1 1 0 1 1  1 1 1 0 1 0 0 1 1 0  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 0 1 
In this case, E (i,i) = 0 for every i = 1, . . . , 10, E (i,j) = 0 if L (i,j) = 1, and E (i,j) = 0 if L (i,j) = 0, i, j = 1, . . . , 10, i = j. We solve the equivalent optimization problem (13) in Theorem 6.1 by using the proposed MCO. Note that (E, E − I 10 ) is discrete-time 0-semicontrollable. Finally, the positivedefinite solution S to S = E T SE + (I 10 − E) 2 ((I 10 − E) 2 ) T will guarantee the discrete-time semistability of E. Hence, all the sufficient conditions of Theorem 6.1 are satisfied when we solve the optimization problem (13). The time comparison between the serial MCO and parallel MCO is Fig. 10 . Table II presents where uv T = 1 10 1 10×1 1 1×10 . In this case, the operation time is similar to the first case due to the fact that the second case has no difference from the first case in terms of computational time. Here we only provide the accuracy comparison in this case and the result is shown in Table III . The optimal solution obtained by the parallel MCO is shown in Fig. 12 that the parallel MCO can save around 20% of the operation time when solving the problem, and the optimal value of the parallel MCO is very close to that of the serial MCO, which is better than that of PSO. Therefore, the parallel MCO algorithm can achieve better performance in both accuracy and operation time than the serial MCO and PSO. 
