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Abstract
A new class of probability distributions closely connected to general-
ized hyperbolic distributions is introduced. It is more adapted to study
the distributions of sums of random number of random variables. The
properties of these distributions are studied. It seems, that this class may
be useful for asset returns modeling.
1 Introduction and Definitions
The family of generalized hyperbolic (GH) distributions is well-known in Prob-
ability. It was introduced by Ole Barndorff-Nielsen, who studied it in the con-
text of physics of wind-blown sand [1]. These distributions are given by their
probability density functions, and their properties are studied rather well. Par-
ticularly, GH distributions are infinitely divisible [2]. Connections of GH with
other distributions is given in [3]. One of more interesting applications of GH
distributions is the field of Finance [4, 5].
On the other hand, there exist a large literature on financial applications
of stable and geometric stable distributions in Finance (see, for example, [5]).
Geometric stable distributions were introduced in [6] and are analogues of clas-
sical stable distributions for the case of sums of a random number of random
variables, where the number of summands has geometric distribution. The case
of general distribution of the number of summands was studied in [7] (see also
[8]). Because the number of transactions on financial market is random, it is
natural to consider sums of random number of random variables as an element of
a model for asset returns distribution. Our aim here is to introduce a variant of
GH distributions, connected to sums of a random number of random variables.
We will call corresponding distributions as ν-GH.
Let us give precise definitions.
Definition 1.1. Let X,X1, . . . , Xn, . . . be a sequence of independent identically
distributed (i.i.d.) random variables. Suppose that {νp, p ∈ ∆} is a family
of random variables, independent of the sequence above, taking positive integer
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values, and such that IEνp = 1/p for all p ∈ ∆. We shall say that the random
variable X has ν-strictly Gaussian (or ν-strictly normal) distribution if
a) X
d
= p1/2
∑νp
j=1 Xj for all p ∈ ∆,
and
b) the random variable X has finite second moment: IEX2 <∞.
Definition 1.2. Suppose that the sequence of random variables X,X1, . . . , Xn, . . .
and the family {νp, p ∈ ∆} are the same as in Definition 1.1. We shall say that
the random variable X has ν-strictly stable distribution with index α ∈ (0, 2) if
X
d
= p1/α
∑νp
j=1 Xj for all p ∈ ∆.
Let Pp(z), p ∈ ∆ be a family of probability generating functions (p.g.f.) of
random variables νp. In [7] there was shown that ν-strictly Gaussian distribution
exists if and only if the semigroup P, generated by the family Pp(z), p ∈ ∆
with superposition operation is commutative. In the case of commutativity P
the system of functional equations
ϕ(t) = Pp(ϕ(pt)), ∀p ∈ ∆, t > 0 (1.1)
has a solution satisfying initial values
ϕ(0) = 1, ϕ′(0) = −1. (1.2)
This solution is unique, and may be represented as Laplace transform of a
distribution function A defined on non-negative semiaxes:
ϕ(t) =
∫ ∞
0
exp(−tx)dA(x). (1.3)
We call this function standard solution of Poincare equation. In this case char-
acteristic function of non-degenerate ν-strictly Gaussian distribution has form
f(t) = ϕ(at2), where a > 0 (see [7, 8]).
The function ϕ also may be used to define one-to-one map from the set of all
infinitely divisible distributions onto the set of all ν-infinite stable distributions.
Namely, the following Theorem holds (see [7, 8]).
Theorem 1.1. If ϕ is standard solution of Poincare equation, then the function
g(t) = ϕ(− log(f(t))), t ∈ IR1, (1.4)
is ν-infinitely divisible characteristic function if and only if characteristic func-
tion f(t) is infinite divisible in classical sense.
Theorem 1.1 is a main tool for definition of ν-GH distributions. Let us
also note, that all previous definitions as well as Theorem 1.1 remains true for
random vectors taking values in Euclidean space IRd. Many examples of ν-stable
distributions are given in [9].
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2 ν-GH distrbutions
As it was mentioned in previous section, GH distributions are infinitely divisible.
Therefore, we may use their characteristic functions instead of the function f(t)
in Theorem 1.1. The function g(t) obtained in such way is a natural analog of
GH characteristic function for the case of sums of a random number of random
summands.
Let us give some examples.
Example 2.1. Let {νp, p ∈ (0, 1)} be a family of random variables with geo-
metric distribution:
IP{νp = k} = p(1− p)k−1, k = 1, 2, . . .
It is known (see [6, 8]) that in this case standard solution of Poincare equation
has the form
ϕ(t) =
1
1 + t
.
For one-dimensional case characteristic function of GH distribution has the
form
f(t) =
eitµ
(√
α2 − β2δ
)λ
Kλ
[√
α2 − (it+ β)2δ
]
(√
α2 − (it+ β)2δ
)λ
Kλ
[√
α2 − β2δ
] ,
where Kλ is modified Bessel function of second kind. Substituting this into
equation (1.4) we find that the function
g(t) = 1/
(
1− log[
eitµ
(√
α2 − β2δ
)λ
Kλ
[√
α2 − (it+ β)2δ
]
(√
α2 − (it+ β)2δ
)λ
Kλ
[√
α2 − β2δ
] ]
)
is characteristic function of geometric GH distribution (or geo-GH distribution).
As it was noted above, it is possible to substitute multivariate GH character-
istic function f(t) into (1.4) and obtain characteristic function of multivariate
geo-GH distribution. We will not do this substitution in explicit form.
If our GH distribution does not coincide with Student t-distribution, then its
characteristic function is analytic in a strip, containing real line. This means,
this distribution has exponential tails. It is clear, that in this situation, the
function g(t) is analytic in a strep, too. Therefore, the tails of geo-GH dis-
tribution are exponential, too. If our GH distribution coincide with Student
t-distribution, it has only a finite number of moments. It is clear, that the same
is true for geo-Student distribution with characteristic function g(t).
Example 2.2. Let us consider the following family of random variables {νp, p ∈
(1/n2, n = 1, 2, . . .)} with probability generating function
Pp(z) =
1
T1/√p
(1/z), (2.1)
3
where Tn(x) is Chebyshev polynomial of the first kind. In [9] it was proven,
that (2.1) really define a family of probability generation functions. Standard
solution of Poincare equation has the form (see, [9])
ϕ(t) =
1
cosh(
√
2t)
.
Using this function we obtain corresponding representation for g(t):
g(t) =
sec

√2 log1/2

e
itµ
(√
α2 + (t− iβ)2δ
)−λ (√
(α− β)(α + β)δ
)λ
Kλ
[√
α2 + (t− iβ)2δ
]
Kλ
[√
α2 − β2δ
]




We call distribution with this characteristic function Chebyshev-GH distri-
bution. Tails behavior of Chebyshev-GH distribution is the same as that for
GH distribution.
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