+ PiixW^ + + p n (x)y = 0 , whose coefficients are continuous on an interval I, is said to be disconjugate on / if none of its nontrivial solutions has n zeros in I (including multiplicities). If an equation is not disconjugate on [a, 6] , the conjugate point of a is defined as the infimum of the values t,t > α, such that the equation is not disconjuate on [α, t] . If the conjugate point of a exists, it is denoted by η(a). There exists a solution associated with the interval [α, 7}(a) ] f which has a zero of multiplicity k at x = a and a zero of multiplicity at least n -k at x -η(a) for certain k, 1 ^ k ^ n -1, and which does not vanish in (α, r] 
{a)).
The subject of this paper is the disconjugacy of the equation ( The distribution of the zeros of the solution associated with [α, rj(a) ] suggests the following definition: Equation (1) is said to be (k, n -k)-disconjugate on an interval / if for every pair of points a, be I, a <b, there does not exist a nontrivial solution of (1) The least value of b such that there exists a (nontrivial) solution which satisfies (2) , is called the (ft, n -k)-conjugate point of a. Together with (ft, n -ft)-disconjugacy, we consider a related concept: (1) is called (ft, n -k)-disfocal on I if for every pair of points a, be I, a < b, there does not exist a nontrivial solution of (1) which satisfies
The concepts of (ft, w -ft)-disconjugacy and (ft, n -ft)-disfocality are trivial for certain values of ft. It is well known [16] that there exists a nontrivial solution of (1) which satisfies either (2) or (3) only if n -ft is odd and p(x) ^> 0 or n -ft is even and p(x) :g 0. Hence, in the following discussion of (ft, n -ft)-disconjugacy and disfocality we assume that
Indeed, for the other values of ft, (1) is trivially (ft, n -ft)-disconjugate and disfocal on every interval, disregarding the magnitude of IPG*0|.
(ft, n -ft)-disconjugacy and disfocality are connected by the following theorem of Nehari:
For an alternative proof of Theorem 1, see [1, Lemma 4, Lemma 6] .
Theorem 1 is the origin of various necessary criteria and sufficient criteria for disconjugacy. Necessary conditions are obtained according to the scheme disconjugacy on (α, oo) => (ft, n -k)-disfocality on (a, ©o) ^coef-ficient condition ([2] , [6] , [15] , [18] , [20] ), while sufficient conditions follow from coefficient condition => (ft, n -k)-disfocality for every ft => (ft, n -kydίsconjugacy for every ft => disconjugacy ([14] ).
For example, in [15] the implication (n -1, l)-disconjugacy on (a, oo) => (n -1, Vj-dίsfocality on (a, oo) has been used implicitely, even before (ft, n -ft)-disfocality was defined.
The purpose of this paper is to show that many necessary conditions and sufficient conditions for (ft, n -ft)-disfocality and disconjugacy, known conditions as well as new ones, can be derived from one and the same principle.
2Φ Preliminalies* We shall base our study of (k, n -k)-disfocality on the following two characterizations: (a, b) if and only if it has a solution y which satisfies 
Theorem 2 was proved in [1] . For the sake of completeness we shall prove it here again.
First we prove the necessity of (5) . (1) has a unique solution (up to a constant multiplicative constant) which satisfies the n -1 boundary value conditions (a) = 0. But this is impossible since, as we have remarked above, (1) 
We normalize the essentially unique solution of (7) so that
<=0
and in order to emphasize its dependence on s, we denote it by y(x, s). An elementary arguments shows that, as result of the uniqueness, y(x, s), , y { *~x\x, s) vary continuously with s. Actually, y(x, s) can be written explicitely as a n x n determinant whose elements are the derivatives of n arbitrary, linearly independent solutions of (1). (7) give the first part of (5). Now, by (4), (-l) n~k y {n)
n~k~ι p{x)y{x, s) > 0; integration and the second part of (7) give the second part of (5). Thus y(x, s) satisfies (5) on (α, s) if s is sufficiently close to a.
Let c be the supremum of values of s, s > α, such that y(x 9 s) satisfies (5) on (α, s). If c = ©o, the solution lim^^ y(x, s) satisfies (5) on (α, oo) and in this case the necessity part of Theorem 2 follows. If c < oo, it will be proved that (1) is not (fc, n -&)-disfocal on [α, c], i.e., c ^ 6. In this case we shall conclude that the solution y(x, b) satisfies (5) .
In order to prove that (1) (5) on (α, c). On the other hand, as sic we obtain by the definition of c that y(x, c) or one of its derivatives has in [α, c] a zero in addition to the n -1 zeros which are specified in (7) (for s = c). Combining (5') and (7), 2/ (ί) (#, c), i = 0, •••, k -1, are found to be increasing positive functions on (α, c] and they cannot have any zero except those given in (7) 
, n -1, are decreasing, positive functions on [x, c). So the derivative which has in [α, c] a zero not specified in (7) must be y {k) (x, c) and since it is positive on (α, c) and decreasing, its only zero may be only at x = c. Therefore (1) is
too and consequently b ^ c. So τ/(x, 6) satisfies (5) and the necessity part of Theorem 2 is proved. The necessity part of Theorem 3 follows from the just proved necessity part of Theorem 2, and the sufficiency part of Theorem 2 is a particular case of the corresponding part of Theorem 3. Hence, it suffices to establish the sufficient part of Theorem 3 only.
Let / satisfy (6) . Suppose that (1) is not (k, n -&)-disfocal on (α, b), i.e., there exist two points α ', 6', α'<δ', in (α, b) and a solution y of (1) 
has a zero in [α', &'] . Now we shall show that this is impossible.
Indeed, if 0 <^ m <; k -1, then,
is an increasing function on [α', 6'], positive at α', and it does not vanish on [α ', 6'] . If λ? <* m <^ w -1, (3) and (6) give
is decreasing on [α', 6'] and positive at 6', so has no zeros on [α ', 6'] . This contradiction verifies that α', b' with the above properties cannot exist in (α, 6) and so (1) is (fc, n -&)-disfocal on (α, 6).
We shall use extensively the following lemma whose first part is due to Kiguradze [7] . 
we take i = fc -1, Jk -2, , 1, 0, (10) follows by an argument of decreasing induction, since, according to (9) , y {i) (a) ^ 0. For k -2, i = 1, (10) was proved in [10] .
Let now 2/
If we take in ( is (q, m -q)-disfocal on (α, 6).
Proof. Let #(#) be a solution of (1) which satisfies (5) on (α, 6).
We consider the m + 1 consequtive derivatives
and we shall find a relation between y (k~9) and y^~^m\
Taylor's formula with n -j -1 terms around the point b for the function y UΊ is
We substitute 2/ (M) = -py, exchange the limits of integration and multiply (14) by (-1)'-*.
x) μ lμ\ + \ (t-xy-^i-iy-^viVyimtKn-j-iy.
By (4) 
y(ί) ^ [y(t)γ[y(x)γ-, t > a?.
By Lemma 1, we have for 0 <; i ^ fc,
Since 2/, , j/^"" increases, we have for 0 <Ξ i ^ fc -1,
Substituting (18) and (19) into (17), we obtain for 0 <; i <; k -1,
From (20) and (16) we deduce now that
Finally, we choose j = k -q + m(^k), i -k -q(^k -1) and we set a = (fc -g)v. Since ί!/r! ^ (Z + l)!/(r + 1)! whenever Z ^ r,
and (21) (5) and (22) (13) is (g, m -g)-disfocal on (α, 6).
Theorem 4 is valid for b = oo also. If (1) is (fc, 7i -fe on (α, oo) and y is a solution which satisfies (5) on (α, oo), then (22) holds for every δ ? a < 6 < oo. Hence (22) holds for b = oo also and (13) is (g, m -g)-disfocal on (α, oo). For m = 2, g -1 compare with Theorem 2 of [12] and Theorem 1 of [13] . 
is disconjugate on (α, oo) /or 2 <^ m <; w -1, 0^α^^~m -1.
Proof.
If (1) is disconjugate on (α, oo), it is (k, n -&)-discon-jugate and hence, by Theorem 1, (k, n -&)-disfocal on (α, <*>) for every k, 1 ^ k ^ n -1. We shall use this property to show that equations (23) are (q, m -#)-disf ocal and (q, m -#)-disconjugate on (α, oo) for every q, 1 <^ q <^ m -1. This, in turn, will imply that the above equations are disconjugate. Let q, 1 <^ q <^ m -1, be given. One of the equations (23) is trivially (q, m -#)-disfocal since the corresponding necessary condition, similar to (4), it not satisfied. For the other equation, we have to find an integer k, such that q ^ k, m -q < n -k and ( -l) n~k p(x) <; 0. We choose n -k -m -q + \oτ n -k -m -q + 2 so that (4) will be satisfied. Accordingly k -q will be n -m -1 or n -m -2 and so we may take 0 <. a <^ n -m -2 in Theorem 4. It follows now by Theorem 4 that the appropriate equation of (23) is (q, m -g)-disfocal and hence (q, m -(j)-disconjugate on (α, oo). Thus equations (23) are disconjugate there.
For (24) we are interested in those values of q, which satisfy
. This choice fits Theorem 4 whenever n ^ m + 1 and we may take 0 ^ a ^ n -m -1. The proof now follows by Theorem 4. For n = 3, m = 2, compare with [2] .
The proof of the next theorem is analogous to that of Theorems 4 and 5. 
is disconjugate on (α, oo).
Proof. It suffices to prove that (25) is (q, m -g)-disfocal on (α, oo) for every q, 1 <; q ^ m -1, such that ( -l) m~? p(ίc) <: 0. Let q be such an integer. Since (1) is disconjugate on (α, oo), it is (n -m + q, m -g)-disfocal on (α, oo) and it has a solution y such that
Consider the derivatives y {n~m) ,
. We have (iri/(a;)/2/(a;) (DpCxMαW'(as)
By Lemma 1,
Since m> q, we have g!/(w -m + g)! ^ m\/n\ and so by (27),
If we denote / = y {n~m \ (26) and (28) yield
By Theorem 3, (25) is (g, m -g)-disfocal on (α, °°) for every g, 1 <: g ^ m -1, such that (-l) m~q p{x) <: 0, hence (25) is disconjugate on (α, oo). For n -3, m = 2, see [10] . For p ^ 0, m = 2, compare with [4] .
The techniques of the proof of Theorem 4 provide more necessary conditions for (fc, n -fc)-disfocality. If in (21) we take j = fc,
Substituting this inequatity into (29) and setting a = 1 + (ik -1) (1 -v) , we obtain the necessary condition It is well known that (1) is (fc, n -fe)-disf ocal if and only if the adjoint equation
is (^ -k, A;)-disfocaL Hence in (30) we may replace k by n -k and obtain the necessary condition 4, j t> ^ 0, compare (30) and (32) with Theorem 3.3 of [6] . A useful particular case of (30) (for a = 1) is the necessary condition
Proof. In (33) we choose α = 0, 6 = oo and diminish the domain of integration from (a?, °o) to (/So?, oo), where β > 1. For £e[/2#, oo) we have t -a? ^ (1 -l//3)ί and so
for every 0 < u < oo, and (34) follows if we choose β = w -1. For comparison note that Nehari proved the necessary condition Theorem 5.3] . For even n and k = n -k, see [19] .
If (1) is disconjugate we take an integer k which satisfies (4) and which minimizes the right hand side of (34). For odd n we choose either k = (n -l)/2 or & = (^ + l)/2 and for even n 9 either k = n/2 or fc = nj2 + 1. In either cases,
JίB (36) is stronger than the condition (7.10) or (7.12) of [18] and of course, than that of [15] . The constants on the right hand side of (30) and (32) increase with a, while the right hand side of (35) is a decreasing function of a. This phenomenon is not unnatural. Indeed, for a = 0, b = <», and p(x) = cx~n, the integrals in (35) and (30) are
Γ{a)Γ{n -a) increases for a ^ nJ2, and since min {k, n -k) ^ n/2, the left hand side of at least one of (30) and (32) increases. We do not know what is the best (smallest) constant N(a) which can be taken on the right hand side of (30) (or (35)) to provide a necessary condition for (k, n -&)-disfocality. However, for a = (β + 7)/2 we have
Both the constants in (30) and (35) satisfy this inequality.
4. Sufficient conditions* Theorems 2 and 3 enable us to obtain sufficient conditions for (fc, n -&)-disfocality of (1). Our next theorem generalizes Theorem 5.1 of [18] and suggests also a simple proof to that theorem. . To prove the necessity part of the theorem we take R(x) as a solution ?/ of (1) which satisfies (5). (38) follows then from (16) for j = q.
To prove the sufficiency part of the theorem, we integrate (38) repeatedly on [x, 6] . By the assertion ( -l) j~k R {j) (b) Ξ> 0, j = &, , g -1, we obtain after # -& integrations If we set R(x) = (x -α^logζaj -a), we obtain (by using the identity {x k~ι log x) {k) = (fc -1)! α?" 
