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Abstract
We associate a set of half integral weight forms to an integral weight newform of odd level. We prove an
explicit identity relating the central values of the twist L-functions of the newform to the Fourier coefficients
of the half integral weight forms.
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1. Introduction
Let e(z) = e2πiz. Let S2k(N) be the space of weight 2k, level N cusp forms. Let f (z) =∑∞
n=1 a(n)e(nz) ∈ S2k(N) be a newform. We will assume N is odd. For D a fundamental dis-
criminant, define the twisted L-functions
L(f,D, s) =
∞∑
n=1
(
D
n
)
a(n)n−s . (1.1)
It is well known that the central values L(f,D,k) are related to the Fourier coefficients of certain
half integral weight forms that correspond to f (z). It is the purpose of this paper to give an
explicit statement of such a relationship.
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sociated to f (z) of level 1 is a one-dimensional space of weight k + 1/2 and level 4 forms
g(z) =∑∞n=1 c(n)e(nz), such that for all fundamental discriminants D,
κ
|c(|D|)|2
〈g,g〉 =
L(f,D,k)
〈f,f 〉 |D|
k−1/2 (k − 1)!
πk
. (1.2)
Here κ = 1 when (−1)kD > 0 and 0 otherwise.
The situation for forms of higher level is not as simple. For example when N = p is an odd
prime, Kohnen [K1] associates to f (z) a one-dimensional space of forms g(z), where Eq. (1.2)
holds only for the fundamental discriminants D satisfying (D
p
) = p where p is the Atkin–
Lehner eigenvalue. This restriction is removed in [BM], where another one-dimensional space of
weight k + 1/2 forms is associated to f (z), whose Fourier coefficients satisfy (1.2) for the fun-
damental discriminants D satisfying (D
p
) = −p . This result allows one to develop an algorithm
to compute L(f,D,k) for f (z) of prime level [MTV].
Now let f (z) be of arbitrary odd level. We will first attach to f (z) a set of one-dimensional
spaces S+(f,χ,S) (Theorem 1.3), where each space consists of forms g(z) that are Shimura
correspondences of f (z) in a generalized sense. The set of fundamental discriminants is parti-
tioned into finitely many subsets Δη,S . For each subset Δη,S we associate one S+(f,χ,S) such
that for g(z) ∈ S+(f,χ,S) and D ∈ Δη,S the formula (1.2) holds with some explicit constant κ
(Theorem 1.4). Some examples of g(z) can be found in [PT].
The spaces S+(f,χ,S) are dependent on a choice of character χ of (Z/N)×. To remove this
inconvenience, we associate a canonical set of forms g
f,±,δˆ to f (z), which are in the space of
cusp forms for the congruence group Γ1(4N2). The set of fundamental discriminants coprime to
N are partitioned into finitely many subsets Δ±,δˆ . We then prove the formula (1.2) for g = gf,±,δˆ
and D ∈ Δ±,δˆ with an explicit constant κ (Theorem 1.5). It is an interesting question to find an
algorithm for the computation of Fourier coefficients of g
f,±,δˆ .
1.1. Generalized Shimura correspondence
Let M be an odd positive integer and χ be a character of (Z/M)×. Let χ ′ be the unique even
character of (Z/4M)× associated to χ through the isomorphism (Z/4M)× ∼= (Z/4)××(Z/M)×.
We denote by Sk+1/2(4M,χ) the space of weight k+1/2, level 4M cusp forms with character χ ′.
The Hecke operators for S2k(N) and Sk+1/2(4M,χ) are defined as follows:
• for f (z) ∈ S2k(N) and (p,N) = 1, Tp(f )(z) =∑∞n=1 b(n)e(nz) where
b(n) = a(pn)+ p2k−1a(n/p);
• for g(z) =∑∞n=1 c(n)e(nz) ∈ Sk+1/2(4M,χ) and (p,4M) = 1, Tp2(g)(z) =∑∞n=1 d(n) ×
e(nz) where
d(n) = c(p2n)+ χ ′(p)
(
(−1)kn
p
)
c(n)+ χ ′(p2)p2k−1c(n/p2).
Since f (z) is a newform, we have Tp(f ) = a(p)f when (p,N) = 1. The usual definition of
the Shimura correspondence [Sh] associates to f (z) in S2k(N) forms g(z) in Sk+1/2(4M,1)
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ever (p,2N) = 1. However this definition is too restrictive to get the relation for all values
of L(f,D,k). Working under this restriction, one can only get a formula for a fraction of all
fundamental discriminants, for a fraction of the newforms of odd level (see [K1,K2]).
Let T be the set of prime divisors of N and N ′ =∏l∈T l. Let χ be a character of (Z/N ′)×;
let (χ) = χ(−1). We denote the l-primary component of χ by χ(l). Let M be an odd integer
with the same set of prime divisors T and  ∈ {±1}. We consider the space Sk+1/2(f,4M,χ, )
of forms g(z) ∈ Sk+1/2(4M,χ) satisfying:
(C1) When (p,4N) = 1, Tp2g(z) = λ(p)g(z) with λ(p) = χ ′(p)( (−1)
k
p
)a(p). (f (z) is the
Shimura correspondence of g(z) in a bit generalized sense; in the usual definition  =
(−1)k and χ is trivial.)
1.2. Minimal level
We determine the lowest level M where this space Sk+1/2(f,4M,χ, ) is nonzero.
To simply the situation, we only deal with the q.t. primitive newforms. For l = 1, we define
Rl(f )(z) = fl(z) =
∞∑
n=1
a(n)
(
n
l
)
e(nz). (1.3)
From [AL], we know fl(z) is in S2k(N) when l2|N . We say f (z) is q.t. primitive if fl(z) is
also a newform in S2k(N) for all l satisfying l2|N (q.t. for “quadratic twist”; these forms are
called very new forms in [U]; we borrow here the related terminology of q-primitive newform
from [A-Li]). Note that (Lemma 2.3) for any newform f (z), there exists a q.t. primitive newform
f ′(z) in S2k(N1) with N1|N , such that f (z) = f ′l (z) for some l with l2|N . Moreover when
(D, l) = 1, we have L(f,D,k) equals L(f ′, (−1
l
)Dl, k) (see Lemma 2.11).
In the following we will define subsets T +1 (χ), T
+
3 (χ) and T
−
3 (χ) of the set T of prime
divisors of N . When χ is fixed we write drop the reference to χ in the notation for these subsets.
We will set N(χ) = N∏l∈T +1 ∪T +3 l/
∏
l∈T −3 l.
Let N =∏li∈T lmii with mi being positive integers. We partition T into three subsets:
(1) T1 = {li ∈ T | mi = 1};
(2) T2 = {li ∈ T | mi > 1, odd};
(3) T3 = {li ∈ T | mi > 1, even}.
Let W(li) = Wlmii be the Atkin–Lehner involution at the prime li and li = li (f ) = ±1 be the its
eigenvalue. Let l(f ) and l(fl) be the Atkin–Lehner eigenvalues of f and fl at a prime l|N .
Let T p3 be the set of primes l in T3 such that l(fl) = (−1l )l(f ) and T s3 = T3 − T p3 .
Let T ′ be the set of l ∈ T p3 with l2‖N . For l ∈ T ′, we will associate a nontrivial character ξf,l
of (Z/l)× in Section 2.
We define T +1 to be the set of primes l ∈ T1 where χ(l) is nontrivial. Let T +3 to be the set of
l ∈ T s3 such that χ(l)(−1) = l(f ). We let T −3 to be the set of primes l ∈ T ′ where χ(l) = ξf,l
or ξ−1f,l .
Our first claim is:
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(1) N(χ) divides M ,
(2)  = (−1)k(χ), and
(3) χ(l)(−1) = l when l ∈ T p3 .
1.3. One-dimensional subspaces of Sk+1/2(f,4M,χ, )
Let e(χ) = (−1)k(χ). When χ is fixed we write e for e(χ). We give a more detailed descrip-
tion of S(f,χ) = Sk+1/2(f,4M,χ, e) when M = N(χ), or rather its Kohnen subspace S+(f,χ)
consisting of g(z) =∑∞n=1 c(n)e(nz) satisfying:
(C2) c(n) = 0 unless en ≡ 0,1 mod 4.
We will only deal with the case of characters χ where T +3 is empty, as these are the only cases
needed for the formula on L(f,D,k) and if T +3 is not empty, N(χ) will be larger. Assume T
+
3
is empty. If moreover the condition (3) in Theorem 1.1 is satisfied, we get χ(l)(−1) = l for all
l ∈ T3. The Fourier coefficients of g(z) ∈ S(f,χ) vanish at many places. We have:
Proposition 1.2. Let χ be a character of (Z/N ′)× with χ(l)(−1) = l for l ∈ T3. If g(z) =∑∞
n=1 c(n)e(nz) ∈ S(f,χ), then c(n) = 0 if
(1) l|n for some l ∈ T +1 , T2, or T3 − T −3
or
(2) ( en
l
) = −lχ(l)(−1) for some l ∈ T1 ∪ T2.
We will let Tχ to be the set (T1 − T +1 ) ∪ T −3 . The proposition can be restated using the
operator Rl . We extend the definition of Rl to half integral weight forms in the obvious way. If
g(z) ∈ S(f,χ), R2l (g) = g when l ∈ T − Tχ ; moreover when l ∈ T +1 ∪ T2,
Rl(g) = χ(l)(−1)l
(
e
l
)
g.
Let S be a subset of T3 − T −3 . Let S+(f,χ,S) be the subspace of forms in S+(f,χ) where
for l ∈ T3 − T −3 ,
(C3) Rl acts with eigenvalue −l( el ) when l ∈ S and l( el ) when l /∈ S.
It is the space of g(z) =∑∞n=1 c(n)e(nz) ∈ S+(f,χ) satisfying c(n) = 0 when for some l ∈ S
we have ( e
l
) = l or for some l ∈ T3 − (S ∪ T −3 ), ( el ) = −l .
Theorem 1.3. Let χ be a character of (Z/N ′)× and χ(l)(−1) = l for all l ∈ T3. The space
S+(f,χ) is the direct sum of S+(f,χ,S) over all subsets S of T3 − T −3 . Each of the spaces
S+(f,χ,S) is one-dimensional.
Let gf,χ,S(z) be a generator of S+(f,χ,S). Thus we associate to f a set of half integral
weight forms gf,χ,S . In [U], Ueda defined the set of newforms in the space of weight k + 1/2
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not empty. When T +3 is empty, the generators gf,χ,S(z) of S+(f,χ,S) are newforms.
1.4. Explicit formula for L(f,D,k)
Let η = (η(l))l∈T1∪T2 ∈ {±1}|T1∪T2| with each component η(l) ∈ {±1}. Let Δη be the set of
fundamental discriminants D satisfying (D
l
) = −l if and only if η(l) = −1 for all l ∈ T1 ∪ T2.
Let Ξ(η,f ) be the set of characters of (Z/N ′)× such that
(1) χ(l)(−1) = l for l ∈ T3;
(2) χ(l)(−1) = η(l) for l ∈ T1 ∪ T2.
For η ∈ {±1}|T1∪T2|, fix a χ ∈ Ξ(η,f ), then
Δη =
⋃
S⊂T3−T −3
Δη,S
where D ∈ Δη,S when for l ∈ T3 − T −3 , (Dl ) = −l if and only if l ∈ S.
Theorem 1.4. For η ∈ {±1}|T1∪T2|, let χ ∈ Ξ(η,f ). Let e = (−1)k(χ) and S ⊂ T3 − T −3 . Thenfor D ∈ Δη,S a fundamental discriminant satisfying (|D|,∏l∈T−Tχ l) = 1, we have (1.2) holds
for D and g(z) = gf,χ,S(z). The constant κ = 0 when sgn(D) = e; when sgn(D) = e, we have
κ = κ(T ,Tχ ,D)−1 where
κ(T ,Tχ ,D) = 2|T−Tχ |
∏
l∈T3∩Tχ
(
1 − l−1)
×
∏
l∈T1∩Tχ , (l,D)=1
2
∏
l∈(T−Tχ )∩T1
(
1 − η(l)l−1)−1. (1.4)
The previous works in [KZ,K1] and [K2] considered the case when η(l) ≡ 1 for all l ∈ T1 ∪T2,
with a further assumption that l = 1 for l ∈ T3. Combined assumptions allow one to choose χ
to be trivial in the above theorem, then the results of Kohnen–Zagier can be recovered as the S
empty case of the above theorem. As here Tχ = T1 we get κ(T ,Tχ ,D) = 2|T | when (D,N) = 1.
The result in [BM] is the special case of the above theorem where T2 ∪T3 is empty and χ is such
that χ(l) is trivial whenever η(l) = 1.
The theorem gives a formula for L(f,D,k) as long as (|D|,∏l∈T−Tχ l) = 1. To get a for-
mula for all D, we write D = D1D2 where D1 is a fundamental discriminant that is coprime to∏
l∈T−T1 l, and D2 =
∏
l∈T0(
−1
l
)l with the product being taken over T0 ⊂ T − T1. Corollary 2.6
says that fT0 =
∏
l∈T0 Rl(f ) is again a q.t. primitive newform in S2k(N). Lemma 2.11 gives
a relation between L(f,D,k) and L(fT0 ,D1, k). We apply the theorem to fT0 and D1 ∈ Δη . By
choosing χ ∈ Ξ(η,fT0) so that χ(l) is trivial whenever l ∈ T1 and η(l) = 1, we get D1 ∈ Δη
implies (|D1|,∏T1−Tχ l) = 1 and thus (|D1|,∏l∈T−Tχ l) = 1. The theorem then gives a formula
for L(fT0,D1, k) and thus L(f,D,k).
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For practical purposes one may not want to fix a character χ and identify the set T +1 , T
−
3 (and
thus Tχ ). Let N ′ =∏l∈T l, N ′′ = N∏l∈T1 l. Let Γ1(4N ′′) be the subgroup of SL2(Z) consisting
of
(
a b
c d
)
with a, d ≡ 1 mod 4N ′′ and c ≡ 0 mod 4N ′′. We associate canonically to f (z) a set of
cusp forms for the congruence group Γ1(4N ′′).
Fix a q.t. primitive newform f (z). For η ∈ {±1}|T1∪T2|, χ ∈ Ξ(η,f ) and S ⊂ T3 − T −3 , for
δˆ ∈ (Z/N ′)× we obtain a form g
f,χ,S,δˆ
from gf,χ,S by setting the Fourier coefficients c(n) of
gf,χ,S to 0 when n ≡ δˆ mod N ′. It follows from Proposition 1.2 that gf,χ,S,δˆ = 0 when for some
l ∈ T1 ∪ T2, ( eδˆl ) = lη(l).
Let  = ±1 and δˆ ∈ (Z/N ′)×. We say the pair (, δˆ) is admissible if
∏
l∈T1∪T2
(
δˆ
l
)
= (−1)k
∏
l∈T
l.
Theorem 1.5. If (, δˆ) is admissible, there exists a cusp form g
f,,δˆ
of weight k + 1/2 for
the congruence group Γ1(4N ′′) such that for any χ character of (Z/N ′)× with  = e(χ) and
χ(l)(−1) = l for l ∈ T3, for any S ⊂ T3 − T −3 (χ), gf,χ,S,δˆ is a scalar multiple of gf,,δˆ .
Let Δ
,δˆ
be the set of fundamental discriminants D with |D| = δˆ mod N ′ and sgn(D) = . For
D ∈ Δ
,δˆ
, when (, δˆ) is not admissible, L(f,D,k) = 0; otherwise, let g
f,,δˆ
=∑n>0 c(n)e(nz),
we have:
|c(|D|)|2
〈g
f,,δˆ
, g
f,,δˆ
〉 =
L(f,D,k)
〈f,f 〉 |D|
k−1/2 (k − 1)!
πk
κ ′′ (1.5)
with
κ ′′ =
∏
l∈T
(l − 1)
∏
l∈T1
(
1 −
(
δˆ
l
)
ll
−1
)−1
.
There are total φ(N ′) pairs of (, δˆ) satisfying the condition in the theorem (φ is the Euler
function). Note however the map g
f,,δˆ
→ δˆ is not necessarily a bijection to (Z/N ′)×.
The author would like to acknowledge Waldspurger and Baruch whose previous works we rely
heavily upon ([W1,W2,W3,BM]). He also thanks the referee for carefully reading the manuscript
and providing many helpful suggestions.
Notations
Q and R are fields of rational numbers and real numbers. Z is the ring of integers. We use p
and l to denote prime numbers. Qp is the p-adic field with Zp as its ring of integers. AQ is the
ring of adeles.
We fix an additive character ψ on AQ so that ψ = ⊗ψv , where ψ∞(x) = e(x), and for v = p,
ψp(x) = e(−xˆ) where xˆ ∈ Q such that x − xˆ ∈ Zp . For a ∈ Qv , γv(a) is Weil factor associated
to the character ψv and the quadratic form ax2 [We, p. 19].
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does not divide N . For any prime p, define K0,p as the subgroup of GL2(Zp) with elements(
a b
c d
)
such that c ∈ NZp .
For τ ∈ Zp\{0}, we define the quadratic character χτ,(p) to be associated to the quadratic
extension Qp(
√
τ ). At the infinite place χτ,∞ is trivial if τ > 0 and the sign character if τ < 0.
For D ∈ Q×, χD = ⊗χD,(p). When the local place is clear from the context, we will also use χD
instead of χD,(p).
Let μ be a character of Q×p . We use π(μ) to denote the principal series representation of
GL2(Qp) induced from the character
(
a b
d
) → μ(ad−1). When μ2(a) = |a|, we let σ(μ) be the
special representation that is a component of π(μ).
Let SL2 be the two fold cover of SL2. Its elements have the form (g,±1) with g ∈ SL2. We
will use g to denote (g,1). We use π˜(μ) to denote the principal series representation of GL2(Qp)
induced from the character
(
a b
a−1
) → μ(a)γp(a). When μ2(a) = |a|, we let σ˜ (μ) be the special
representation that is a component of π˜(μ).
The Peterson norm is defined as usual: If f is a cusp form of weight k ∈ 12Z for a subgroup Γ
of finite index in Γ (1) = SL2(Z), we define
〈f,f 〉 = 1[Γ (1) : Γ ]
∫
Γ \H
∣∣f (z)∣∣2yk−2 dx dy
where z = x + iy and H is the upper half plane.
When we say unique, we always mean unique up to a scalar multiple.
2. Q.t. primitive newforms
The concept of newforms in S2k(N) is introduced in [AL]. The work in [Ca] gives its inter-
pretation in representation theory. A nice summary of the results can be found in [Sc].
Let f ∈ S2k(N) be a new form. Then f determines a vector in the space of automorphic forms
on GL2(AQ) by f → ϕ = s(f ). The map s(f ) is defined as follows. For g∞ =
(
a b
c d
) ∈ GL2(R),
let
f |g∞(z) = f
(
az + b
cz + d
)
(cz + d)−2k.
Consider g∞ as an element (g∞, e, e, . . .) in GL2(AQ), then ϕ(g∞) = f |g∞(i), and ϕ(γgk) =
ϕ(g) whenever γ ∈ GL2(Q)Z(AQ), and k ∈∏pN GL2(Zp)∏p|N K0,p . From the approxima-
tion theory, this defines ϕ for all GL2(AQ).
Then ϕ is a vector in the space of an irreducible cuspidal representation π = πf of GL2(AQ),
with trivial central character (thus of PGL2(AQ)). The representation π = ⊗πv , and ϕ = ⊗vϕv
can be described as follows:
(1) When v = ∞, πv is a discrete series representation with ϕ∞ the minimal weight vector, with
weight 2k.
(2) When v is p-adic, then πp has conductor NZp and ϕv is the unique new vector fixed under
K0,p [Ca].
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newforms in S2k(N) and the representations π = π∞ ⊗p πp such that π∞ has a weight 2k
minimal weight vector, and conductors of πp equal to NZp for all primes p.
We can be more precise on the local components πp .
Lemma 2.2. Let π = πf be as above. Then:
(i) When p  N , πp is an unramified representation π(μ) where μ is an unramified character
such that μ(p)+μ(p−1) = a(p)p 12 −k .
(ii) When p‖N , πp is a special representation σ(χ‖ 12 ). When W(p) has eigenvalue −1, χ is the
trivial character. When W(p) has eigenvalue 1, χ is the quadratic character χτ where τ is
a non-square unit in Zp .
(iii) When p2‖N , πp could be a principal series, supercuspidal or a special representation.
When it is a special representation σ(χ‖ 12 ), χ = χτ where τ is a generator of the prime
ideal in Zp .
(iv) When pν‖N , with ν > 1 and odd, πp is a supercuspidal representation.
(v) When pν‖N , with ν > 2 and even, πp can be a supercuspidal representation or a principal
series representation.
All the above is an easy consequence of the formula for conductor of πv , see [Sc] for example.
Now we consider the twist fl for l an odd prime. Recall the following result in [AL].
Lemma 2.3.
(1) If l3|N , fl is a newform in S2k(N).
(2) If l is an odd prime and l2  N , then fl is a newform in S2k(N ′), where N ′ = Nl if l|N or
N ′ = Nl2 if l  N .
(3) If l2‖N and fl is not a newform in S2k(N), then there is f ′ in S2k(N/l) or S2k(N/l2) such
that f = f ′l .
The representations corresponding to f and fl has the following relationship.
Lemma 2.4. When fl is a newform, πfl = πf ⊗ χ(−1
l
)l
.
Proof. By the strong multiplicity one theorem for PGL2, we only need to compare the local
components of the two sides at p  2N . The component at left-hand side is π(μ1) with
μ1(p)+μ1
(
p−1
)= a(p)
(
p
l
)
p
1
2 −k.
The component at right-hand side is π(μ2) with μ2 = μχ(−1
l
)l
. Thus
μ2(p)+μ2
(
p−1
)= a(p)p 12 −k
(
(−1
l
)l
)
.p
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are the same. As μ1 and μ2 are both unramified characters we get either μ1 = μ2 or μ1 = μ−12 ;
either way we get π(μ1) = π(μ2). 
Lemma 2.5. The following are equivalent:
(1) f (z) is a q.t. primitive newform in S2k(N).
(2) There does not exist l|N and f ′(z) a newform in S2k(N/l) or S2k(N/l2), such that f (z) =
f ′l (z).
(3) The local component πf,l of πf at any places l with l2‖N is not a special representation or
a principal series representation π(μ) with μχl being unramified.
(4) The local component πf,p at any place p is not a special representation σ(χ‖ 12 ) with χ = χτ
or a principal series representation π(μ) with μχτ being unramified; here τ is a generator
of the prime ideal in Zp .
Proof. Lemma 2.3 gives (2) implies (1). We show (3) implies (2). If f (z) = f ′l (z) for a prime l
with l2‖N and a newform f ′ of level N/l or N/l2, from Lemma 2.4, we see the local component
πf,l is πf ′,l ⊗ χ(−1
l
)l
. From Lemma 2.2 we see πf ′,l is either an unramified representation or
a special representation σ(χ‖ 12 ), where χ is either trivial or χτ with τ being a non-square unit
in Zl . Thus πf,l is the type of representation described in (3). Thus (3) implies (2).
If fl is a newform in S2k(N) and πf has local component described as in (3) for some prime l,
then its conductor is l2Zl , thus l2‖N . We consider fl . From Lemma 2.4 we get the local compo-
nent of πfl,l is either unramified or a special representation σ(χ‖
1
2 ), where χ is either trivial or
χτ with τ being a non-square unit in Zl . In either case the conductor of πfl,l is not l2Zl , thus fl
is not a newform in S2k(N). We get (1) implies (3).
The equivalence between (3) and (4) follows from Lemma 2.2. 
Corollary 2.6. If f is a q.t. primitive newform in S2k(N), for any prime l with l2|N , fl is again
a q.t. primitive newform in S2k(N).
Proof. We only need to check the local components of πfl satisfies condition (4) in the previous
lemma. This is clear from Lemma 2.4. 
The following is the well-known relation between the Atkin–Lehner eigenvalues and the 
factors of πf [Sc].
Lemma 2.7. For l|N , l = (πf,l ,1/2). Let ν be such that lν‖N , and ϕl be the new vector of
πf,l ; we have
πf,l
(
1
lν
)
ϕl = lϕl. (2.1)
Recall the following definition in [W2]: for π an irreducible representation of PGL2(Qp), for
D ∈ Q×p n,
(π ⊗ χD,1/2) = ±χD(−1)(π,1/2). (2.2)
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with negative sign. We have the following [W2]:
Lemma 2.8.
(0) The square class of 1 is in X+(π).
(1) When π is a principal series representation, X+(π) = Q×p .
(2) When p is odd and π is a supercuspidal representation, X+(π) and X−(π) consists of two
square classes of Q×p each.
(3) When p is odd and π is a special representation σ(χτ‖ 12 ), then:
(i) When τ = 1, X+(π) is the square class of 1 and X−(π) consists of the remaining three
square classes.
(ii) When τ is a non-square, X−(π) is the square class of τ and X+(π) consists of the
remaining three square classes.
We will be a bit more precise about the sets X+(π) and X−(π).
Lemma 2.9. When p is odd and π is a supercuspidal representation of PGL2(Qp), let D be
a non-square unit in Zp , then D ∈ X−(π) if and only if the conductor of π is pνZp with ν odd.
Proof. Let π and D as above, then π ⊗ χD is a supercuspidal representation with the same
conductor. Take the Whittaker model of π and let ϕp be the new vector in π , it is a function of
GL2(Qp). Then ϕpχD is the new vector of π ⊗ χD . From Lemma 2.7 we get (π ⊗ χD,1/2) =
χD(−pν)(π,1/2). Since χD(−1) = 1 and χD(p) = −1 over Ql , we get D ∈ X+(πf,l) if and
only if ν is even. 
By the above lemma, when π has conductor pνZ with ν > 1 even, we have the square classes
of 1 and non-square unit all lie in X+(π). Thus p lies in X+(π) if π is a principal series rep-
resentation, it lies in X−(π) if π is a supercuspidal representation by Lemma 2.9. Assume f is
a q.t. primitive newform in S2k(N). Let l be an odd prime such that lν‖N with ν an even positive
integer. Thus by Lemma 2.2 πf,l is either a principal series or a supercuspidal representation.
The above discussion gives:
Corollary 2.10. Assume f is a q.t. primitive newform in S2k(N). Let l be an odd prime such
that lν‖N with ν an even positive integer. Let  and ′ be the Atkin–Lehner eigenvalue at l
for f and fl , respectively. Then πf,l is a principal series representation if  = (−1l )′; it is
a supercuspidal representation if  = −(−1
l
)′. Or equivalently, πf,l is supercuspidal when l ∈
X−(πf,l) and a principal series representation when l ∈ X+(πf,l).
From the corollary, we see that when l ∈ T p3 , πf,l is a principal series representation; when
l ∈ T s3 , it is a supercuspidal representation. In particular when l ∈ T ′, πf,l = π(ξ) for some
character ξ . As the conductor of πf,l is l2Zl when l ∈ T ′, we see ξ is trivial on 1+ lZl (see [Sc]).
Restricting ξ to Z×l gives a character ξf,l of (Z/l)× mentioned in the introduction.
The character ξf,l can be introduced without resort to representation language. Given g(z) =∑
b(n)e(nz) and a character χ(l) of (Z/l)×, we define gχ(l) (z) =
∑
b(n)χ(l)(n)e(nz). Similar
to Theorems 4.3 and 4.3 in [A-Li], ξf,l is the unique character χ(l) such that there is a g(z) ∈
S2k(N0, χ
−2) of level N0 <N with gχ(l) (z) = f (z).(l)
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values L(πf ⊗ χD,1/2) and L(f,D,k):
L(f,D,k) = L∞∪{2}(πf ⊗ χD,1/2). (2.3)
When f is a q.t. primitive newform in S2k(N), let T0 ⊂ T − T1 as in introduction and L =∏
l∈T0 l, then fT0 = fL is a q.t. primitive newform in S2k(N) by Corollary 2.6, with πfT0 =
πf ⊗ χ(−1
L
)L
by Lemma 2.4. Thus for D a fundamental discriminant,
L(fT0,D, k) = L∞∪{2}(πf ⊗ χ(−1
L
)LD
,1/2). (2.4)
From (2.3) and (2.4) we get
Lemma 2.11. For T0 ⊂ T − T1, let D2 =∏l∈T0(−1l )l, we have for all fundamental discriminant
D1 with (|D1|, |D2|) = 1:
L(f,D1D2, k) = L(fT0 ,D1, k). (2.5)
3. Shimura correspondence by Waldspurger
Assume k is a nonnegative integer. Let M be a positive odd integer. Let Sk+1/2(4M,χ) be the
space of holomorphic cusp forms of weight k + 1/2, level 4M and character χ ′. The functions
in the space satisfies [W2]:
g
(
az + b
cz + d
)
= j (σ, z)2k+1χ ′(d)g(z), σ =
(
a b
c d
)
∈ SL2(Z), 4M | c. (3.1)
Here
j (σ, z) = θ
(
az + b
cz + d
)/
θ(z), θ(z) =
∞∑
n=−∞
e2πin
2z. (3.2)
Given g(z) above define ϕ˜ = t (g), which is a function on SL2(AQ) that is continuous and left
invariant under SL2(Q) and satisfies:
t (g)
((√
y x/
√
y
0 1/√y
)(
cos θ sin θ
− sin θ cos θ
)
,1
)
= yk/2+1/4ei(k+1/2)θ g(x + yi), (3.3)
where y > 0, x ∈ R and −π < θ  π . By the strong approximation theorem for SL2, we see t (g)
is unique.
Recall for an irreducible representation π˜v of SL2 at a local place v, the definition of the
central character ω(π˜v) is: ω(π˜v)id = π˜v(−1)/γv(−1).
Lemma 3.1. If Sk+1/2(f,4M,χ, ) is not {0}, the space t (Sk+1/2(f,4M,χ, )) lies in the
space of an irreducible cuspidal representation π˜ = π˜(f, ,χ) of SL2(AQ). Moreover ω(π˜l) =
χ(l)(−1) when l|M ; ω(π˜2) = e = (−1)k(χ).
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Chapter III(B)] (see also [BM] and the next section). Assume π˜ = ⊕π˜i of irreducible represen-
tations. Then the condition (C1) says that π˜i all lie in the same near equivalence class. By the
strong multiplicity one theorem [W3], there is a unique representation in a near equivalence class
with a given central character. By the multiplicity one theorem there is one representation in the
above sum and π˜ is irreducible. 
Next we describe the representation π˜(f, ,χ) by the theta correspondence.
Recall we have fixed a character ψ of AQ. In [W1] the theta correspondences π˜ = Θ(π,ψ)
and π = Θ(π˜,ψ) are defined between an irreducible cuspidal representation π of PGL2 and
an irreducible cuspidal representation π˜ of SL2. The properties of these correspondences are
summarized in Section 3 of [BM]. In particular associated to π is near equivalence class {π˜}
satisfying π = Sψ(π˜) for all π˜ in the class, where Sψ(π˜) = Θ(π˜,ψD)⊗χD for any D such that
π˜ has ψD-Whittaker model. One can also define the map Sψ locally in a similar fashion.
Proposition 4 of [W2] says:
Lemma 3.2. We have πf ⊗ χ = Sψ(π˜(f, ,χ)).
From the description of the near equivalence class [BM], we see if π˜ is such that Sψ(π˜) =
πf ⊗ χ , then π˜ = π˜D = Θ(πf ⊗ χD,ψD) for some D ∈ Q×. Thus the local components
of π˜ at a place v is one of possibly two representations: π˜+f,,v = Θ(πf,v ⊗ χD,ψD) for all
D ∈ X+(πf,v ⊗ χ) and π˜−f,,v = Θ(πf,v ⊗ χD,ψD) for all D ∈ X−(πf,v ⊗ χ) if it is an
nonempty set. Any combination of π˜±f,,v gives an automorphic representation π˜ if the global
central character is trivial [W3, Lemma 40].
By [W1] assertion 10, ω(π˜±f,,v) = ±(πf,v ⊗χ,1/2). Note if π = π(μ) is a principal series
representation, (π(μ),1/2) = μ(−1). Thus from the result on (π,1/2) in [Sc] and Lemma 2.8,
we have:
Lemma 3.3. If π˜ is such that Sψ(π˜) = πf ⊗ χ , then:
(1) When p ∈ T p3 or p /∈ T , the local component at p of π˜ is π˜+f,,p = π˜+(πf,p ⊗ χ,(p)). When
p /∈ T ∪ {2}, ω(π˜+f,,p) = 1; at p = 2, ω(π˜+f,,2) = ; when l ∈ T p3 , ω(π˜+f,,l) = l(f ).
(2) When l ∈ T − T p3 , the local components at l of π˜ is one of the representations in the set
{π˜±f,,l}.
(3) ∏l∈T∪{2,∞} ω(π˜l) = 1.
Conversely any π˜ with local component given by conditions (1), (2), (3) is an automorphic
representation with Sψ(π˜) = πf ⊗ χ .
Proof. In case 1, the local representation πf,p = π(μp) is a principal series representation, thus
X−(πf,p ⊗ χ,(p)) is empty. Note (π(μp) ⊗ χ,(p),1/2) = μχ,(p)(−1); also χ,(p)(−1) = 1
when p = 2 and χ,(2)(−1) = e. When p /∈ T , μ is unramified we get μχ,(p)(−1) = 1 or 
depending on whether p = 2; when l ∈ T p3 , since μ(−1) = (π(μ)) = l(f ) by Lemma 2.7, we
get the claim on central characters. The assertion on case (2) is clear. The assertion (3) follows
from assertion (1) and the fact that the global character is trivial. The last assertion follows from
[W3, Lemma 40]. 
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l = l(f ):
Corollary 3.4. If Sk+1/2(f,4M,χ, ) is not {0}, then
(1)  = e = (−1)k(χ);
(2) χ(l)(−1) = l for l ∈ T p3 .
Let π˜(f,χ) = π˜(f, e,χ). When l ∈ T − T p3 , let el = χ(l)(−1)(πf,l ⊗χe,1/2), then π˜l(f,χ) =
π˜
el
f,e,l .
Proof. In this case π˜ = π˜(f, ,χ) has the infinite component π˜∞ = π˜+f,,∞ being a holomor-
phic discrete series. The compatibility condition follows from the above lemma and the fact that
ω(π˜∞) = (−1)k . The description of local components at l ∈ T − T p3 follows from the result on
central character in Lemma 3.1. 
When l ∈ T p3 or T1, πf,l is a principal series or special representation, we can be a bit more
precise about π˜±f,e,l [W3]:
Lemma 3.5. When πf,l = π(μ), π˜+f,e,l = π˜(μχe,(l)).
When πf,l = σ(χτ‖1/2) with τ a non-square unit in Z×l , π˜+f,e,l = σ˜ (χτ‖1/2) and π˜−f,e,l is
a supercuspidal representation r−ψτ (the odd Weil representation, see [BM]).
When πf,l = σ(‖1/2), π˜+f,e,l = r−ψ and π˜−f,e,l = σ˜ (‖1/2).
We calculate the sign el = χ(l)(−1)(πf,l ⊗χe,1/2) for l ∈ T −T p3 . From (2.2), (πf,l ⊗χe,
1/2) = ±l when e ∈ X±(πf,l). From the description of X±(πf,l) in Lemmas 2.8 and 2.9, we
get:
Lemma 3.6. If l ∈ T1 ∪ T2, then el = ( el )χ(l)(−1)l . If l ∈ T s3 , el = χ(l)(−1)l .
We remark also that the representation π˜(f,χ) can be defined without assuming Sk+1/2(f,
4M,χ, e) is nonzero. From the argument for Corollary 3.4, we get:
Corollary 3.7. Given f and a character χ of (Z/N ′)× such that l = χ(l)(−1) for l ∈ T p3 ; let
e = (−1)k(χ). Let π˜(f,χ) = ⊗π˜±f,e,v where the negative case is taken if and only if l ∈ T −T p3
with χ(l)(−1) = −(πf,l ⊗ χ(e),1/2). Then π˜(f,χ) is a cuspidal automorphic representation
with Sψ(π˜) = πf ⊗ χe .
4. Representation and level
Let M =∏l∈T lν(l). From Proposition 3 of [W2], the intersection of t (Sk+1/2(4M,χ)) with
any irreducible cuspidal representation π˜ = π˜∞ ⊗p π˜p is a subspace V spanned by vectors ⊗ϕ˜v
where (see [W2, Chapter III] or [BM]).
(1) At ∞, ϕ˜∞ is the minimal weight vector of π˜+ .f,e,∞
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which lies in this space is also defined in [BM]).
(3) At p /∈ {2} ∪ T , ϕ˜p is the unramified vector of π˜+f,e,p .
(4) At l | M , ϕ˜l lies in the subspace π˜l(ν,χ(l)) of vectors v satisfying:
π˜l(σ )v = χ(l)(d)v, σ =
(
a b
c d
)
, a, d ∈ Z×l , b ∈ Zl , c ∈ pνZl .
We will describe the space π˜l(ν,χ(l)) for various cases of the representation π˜l and the in-
teger ν. In Assertion 7 of [W2], a Kirillov space K(π˜l, χ(l)) is associated to any irreducible
representation π˜l of SL2(Ql ), such that K(π˜l, χ(l)) is consisting of functions t (x) with x ∈ Q×l
and
π˜l
(
1 a
1
)
t (x) = ψ(ax)t (x), (4.1)
π˜l
(
d
d−1
)
t (x) = γl(d)|d|lχ(l)
(
d−1
)
t
(
xd2
)
. (4.2)
Such a space is not unique. Let Q×l (π˜l) be the set of D such that π˜l has ψD-Whittaker model
(which is unique), then for any such Kirillov space K(π˜l, χ(l)), any t (x) in the space, t (x) is
supported in Q×l (π˜l). Moreover K(π˜l, χ(l)) contains the Schwartz space on Q
×
l (π˜l). From (4.1)
we get
Lemma 4.1. If δ ∈ Q×l (π˜l), then the linear form L˜δ : t (x) → t (δ) is a nontrivial ψδ-Whittakerfunctional on the Kirillov space K(π˜l, χ(l)).
Given δ ∈ Q×l , define a function
α[δ](a) =
{
1 a = δβ2, β ∈ Z×l ,
0 otherwise.
(4.3)
The following is a special case of Propositions 6 and 11 in [W2].
Proposition 4.2. Given π˜ an irreducible admissible representation of SL2(Qp) with p an odd
prime, let μ be a character with μ(−1) = ω(π˜) and trivial over 1 + pZp , let m(π˜) be such that
the conductor of Sψ(π˜) ⊗ μ is pm(π˜)Zp . Let V (n,μ) be the subspace of K(π˜,μ) spanned by
{α[δ] | δ ∈ Q×p (π˜),0 vp(δ) n− sup(2,m(π˜))}.
Then π˜(n,μ) is the direct sum of π˜(1,μ) and V (n,μ). Moreover when m(π˜) > 1, π˜(1,μ) =
{0}.
If μ(−1) = ω(π˜) then π˜ (n,μ) is {0}.
When m(π˜) 1, we have the following cases:
(1) Sψ(π˜) = π(μ0) with μ0μ unramified or μ0μ−1 unramified or both.
(2) Sψ(π˜) = σ(μ0‖1/2) with μ2 = 1 and μ0μ being unramified.0
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We now specialize to our situation and describe the space π˜l(ν,χ(l)) for all l ∈ T and positive
integer ν.
Case 1. When l ∈ T − T1 − T p3 , πf,l is a supercuspidal representation. Then π˜+f,e,l and π˜−f,e,l
are supercuspidal. We have m(π˜±f,e,l) = νl with νl > 1. Thus the proposition gives a complete
description of π˜l(ν,χ(l)).
Case 2. When l ∈ T p3 , πf,l is a principal series representation π(μ). Then π˜l = π˜ (μχe,(l)).
As ω(π˜l) = μ(−1), π˜l(ν,χ(l)) = {0} if μχ(l)(−1) = −1.
(i) If μχ(l) and μχ−1(l) are both ramified, then m(π˜l) > 1 and the proposition gives a complete
description of π˜l(ν,χ(l)). Note then l ∈ T3 − T −3 .
(ii) If μχ(l) or μχ−1(l) is unramified. As from our assumption that f (z) is a q.t. primitive
newform, we know these characters can not be both unramified. Since π(μ) = π(μ−1), we will
assume μχ−1(l) is unramified. From p. 424 of [W2] case (2)(b), we get π˜ (1, χ(l)) is spanned by
the characteristic function of Zl − {0}. We note in this case χ(l) is nontrivial, and l ∈ T −3 .
Case 3. When l ∈ T1, then πf,l is the special representation σ(χτ‖1/2) where τ is a unit in Z×l .
From Lemma 3.5 we get π˜l is either r−
ψτ
′ or σ˜ (χτ ′ ‖1/2) with τ ′ a unit.
(i) In the case where π˜l = r−
ψτ
′ , we get ω(π˜l) = −1. Thus when χ(l) is even, the space
π˜l(ν,χ(l)) is {0}. When χ(l) is odd, the conductor of πf,l ⊗ χ(l) is l2Zl and π˜(ν,χ(l)) is com-
pletely described by the proposition.
(ii) In the case where π˜l = σ˜ (χτ ′ ‖1/2), we get ω(π˜) = 1. When χ(l) is odd, π˜l(ν,χ(l)) is {0}.
When χ(l) is even and not trivial, as in the previous case π˜l(1, χ(l)) is {0}. When χ(l) is trivial
(equivalently, l ∈ T1 − T +1 ), m(π˜) = 1. Then π˜(1, χl) is spanned by one vector t2 defined on
p. 425 case 4 of [W2]. The same vector is also defined in [BM].
We end this section by the following description of Q×p (π˜) [W2]:
Lemma 4.3. If Sψ(π˜) = π , then Q×p (π˜) = X+(π) if π˜ = π˜+(π) and Q×p (π˜) = X−(π) if π˜ =
π˜−(π).
5. Proof of the results
5.1. Proof of Theorem 1.1
The necessity of conditions (2) and (3) in Theorem 1.1 is established in Corollary 3.4.
On the other hand if conditions (2) and (3) are satisfied, from Corollary 3.7 there is a cus-
pidal representation π˜ = π˜(f,χ, e) such that t (Sk+1/2(f,4M,χ, e)) is the intersection of
t (Sk+1/2(4M,χ)) and π˜ . Assume M =∏l∈T lνl . Then Sk+1/2(f,4M,χ, e) = {0} if and only
if at l ∈ T , we have π˜l(νl, χ(l)) = {0}.
Lemma 5.1. Assume conditions (2) and (3) of Theorem 1.1 are satisfied. Let π˜ = ⊗π˜v =
π˜(f, e,χ). If l | N then π˜l(ν,χ(l)) = {0} if and only if N(χ) ∈ lνZl .
Proof. We can check this case by case. Let N =∏l∈T lνl(N). Recall from Corollary 3.4, for
l ∈ T − T p , π˜l = π˜ el .3 f,e,l
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Proposition 4.2, Lemmas 2.8 and 4.3, we get π˜ (2, χ(l)) is the one-dimensional space gen-
erated by α[δ] where δ is a unit in Z×l with χl(δ) = el .
(ii) When l ∈ T1 − T +1 , from case (3) of the previous section π˜l(1, χ(l)) is one-dimensional.
(iii) When l ∈ T2, then from case (1) of the previous section, we get π˜(1, χ(l)) = {0}. From
Proposition 4.2, Lemmas 2.8, 2.9 and 4.3, we get π˜ (ν,χ(l)) = {0} when ν < νl(N), and
π˜(νl(N),χ(l)) is the one-dimensional space generated by α[δ] where δ is a unit in Z×l with
χl(δ) = el .
(iv) When l ∈ T s3 − T +3 , then from case (1) of the previous section, we get π˜ (1, χ(l)) = {0}.
From Proposition 4.2, Lemmas 2.8, 2.9 and 4.3, we get π˜ (ν,χ(l)) = {0} when ν < νl(N),
and π˜ (νl(N),χ(l)) is the two-dimensional space generated by {α[δ] | δ = 1, τ } where τ is
a non-square unit in Z×l .
(v) When l ∈ T +3 , then from case (1) of the previous section, we get π˜(1, χ(l)) = {0}. From
Proposition 4.2, Lemmas 2.8, 2.9 and 4.3, we get π˜ (ν,χ(l)) = 0 when ν  νl(N), and
π˜(νl(N) + 1, χ(l)) is the two-dimensional space generated by {α[δl] | δ = 1, τ } where τ is
a non-square unit in Z×l .
(vi) When l ∈ T p3 − T −3 , then from case (2)(i) of the previous section, we get π˜ (1, χ(l)) = {0}.
From Proposition 4.2, Lemmas 2.8 and 4.3, we get π˜(ν,χ(l)) = {0} when ν < νl(N), and
π˜(νl(N),χ(l)) is the two-dimensional space generated by {α[δ] | δ = 1, τ } where τ is a non-
square unit in Z×l .
(vii) When l ∈ T −3 , then from case (2)(ii) of the previous section, we get π˜(1, χ(l)) is one-
dimensional.
Our claim then follows from the definition of N(χ). 
Theorem 1.1 follows immediately from the above lemma.
We note the proof and the discussion on Kohnen vector in [BM] also gives a basis of
t (S+(f,χ)).
Lemma 5.2. Assume T +3 is empty. The set {⊗ϕ˜v} is a basis of t (S+(f,χ)), where
(1) ϕ˜∞ is the minimal weight vector in π˜∞.
(2) When p  2M , ϕ˜p is the unramified vector in π˜p .
(3) When p = 2, ϕ˜2 is ϕ˜+2 the Kohnen vector in π˜+f,e,2 defined in [BM].
(4) When l ∈ T +1 ∪ T2, ϕ˜l = α[δ] where δ is a unit in Zl with χl(δ) = el .
(5) When l ∈ T3 − T −3 , ϕ˜l = α[1] or α[τ ] where τ is a non-square unit in Zl .
(6) When l ∈ Tχ , ϕ˜l is the unique vector in π˜l(1, χ(l)).
5.2. Proof of Proposition 1.2
The proof of Proposition 1.2 uses the following lemma:
Lemma 5.3. Assume g(z) = ∑∞n=1 c(n)e(nz) and t (g) = ϕ˜ = ⊗ϕ˜v ∈ π˜ . If for some p and
a choice of Kirillov model of π˜p , we have ϕ˜p(n) = 0, then c(n) = 0.
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Whittaker functional of π˜ . As the global Whittaker functional factors into a product of local
Whittaker functionals, we get if t (g) = ϕ˜ = ⊗ϕ˜v ∈ ⊗π˜v , then c(n) = 0 if L˜n(ϕ˜v) = 0 for some
place v. If n /∈ Q×p (π˜p), then L˜n(ϕ˜v) = 0 since there is no nontrivial ψn—Whittaker functional
on π˜p . If n ∈ Q×p (π˜p), from Lemma 4.1, we see L˜n(t (x)) = t (n) is a nontrivial local Whittaker
functional. Since ϕ˜p(n) = 0 we get c(n) = 0. 
Proof of Proposition 1.2. We show the vanishing of ϕ˜l(n) in several cases when t (g) is a vector
as described in Lemma 5.2.
When l | n for some l ∈ T − Tχ , cases (3), (4) of Lemma 5.2 shows ϕ˜l has the form α[δ]
where δ is a unit in Zl . Thus ϕ˜l(n) = 0.
When l ∈ T +1 ∪T2, ϕ˜l = α[δ] with χl(δ) = el . Thus ϕ˜l(n) = 0 if ( nl ) = −el . From Lemmas 5.3
and 3.6, we get c(n) = 0 if ( en
l
) = −lχ(l)(−1).
For l ∈ T1 −T +1 , ϕ˜l is in π˜l(1, χ(l)). The description of Q×l (π˜l) in Lemmas 2.8 and 4.3 (or the
explicit description in [W2] of ϕ˜l) again implies c(n) = 0 if ( enl ) = −lχ(l)(−1).
These vanishing statements give Proposition 1.2. 
5.3. Proof of Theorem 1.3
The theorem follows from the description of the basis of t (S+(f,χ)) in Lemma 5.2 and the
following lemma.
Lemma 5.4. If g = c1g1 + c2g2 with t (gi) = ⊗ϕ˜i,v ∈ π˜ , such that ϕ˜1,p = α[1] and ϕ˜2,p = α[δ]
where δ is a non-square unit in Z×p . Then Rp(g) = c1g1 − c2g2.
Proof. From Lemma 5.3, we see the Fourier coefficients of g1 vanishes at n unless ( np ) = 1
and Fourier coefficients of g2 vanishes at n unless ( np ) = −1. Thus Rp(g1) = g1 and Rp(g2) =−g2. 
Thus condition (C3) determines the local component ϕ˜l for l ∈ T3 − T −3 . We get S+(f,χ,S)
is one-dimensional.
We supplement Lemma 5.2 with the following description of gf,χ,S .
Lemma 5.5. Let g(z) = gf,χ,S , then t (g) = ⊗ϕ˜v , where
(1) when l ∈ S, ϕ˜l = α[δ] where δ is a unit in Zl with χl(δ) = −( el )l ;
(2) when l ∈ T3 − (T −3 ∪ S), ϕ˜l = α[δ] where δ is a unit in Zl with χl(δ) = ( el )l .
5.4. Proof of Theorem 1.4
It is clear with the choice of χ , T +3 is empty and condition (3) of Theorem 1.1 is satisfied.
Thus gf,χ,S is defined through Theorem 1.3. The local components of t (g) = ϕ˜ = ⊗ϕ˜v are given
by Lemmas 5.2 and 5.5.
We compute for D ∈ Δη,S the local  factors of πf,v ⊗ χD :
Lemma 5.6. When D ∈ Δη,S , (πf,v ⊗ χD) equals:
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(2) χD,(p)(−1) when p  N ,
(3) χD,(l)(−1)χ(l)(−1) when l|N .
Proof. Case (1) is true because πf,∞ ⊗ χD ∼= πf,∞. Case (2) follows from (2.2) as X−(πf,p) is
empty. In case (3), when l ∈ T3, D ∈ X+(πf,l) by Lemmas 2.8 and 2.9; we get the identity since
χ(l)(−1) = l . When l ∈ T1 ∪ T2, and D is a unit, we have D ∈ X+(π) if and only if (Dl ) = 1.
Thus (πf,v ⊗ χD) = (Dl )lχD,(l)(−1) which equals χD(−1)χ(l)(−1). When l ∈ T1 is such that
(D, l) = 1, we have (πf,l ⊗ χD) = χD,(l)(−1) [Sc], and χ(l)(−1) = 1. In all cases we get the
lemma. 
From the lemma,
(πf ⊗ χD) = (−1)k
∏
l∈T
χ(l)(−1)
∏
p
χD,(p)(−1) = sgn(D)(−1)k(χ).
Thus when sgn(D) = e, the epsilon factor (πf ⊗ χD) is −1 and L(f,D,k) = 0.
Assume now sgn(D) = e = (−1)k(χ). The proof of the identity (1.2) is similar to the proof
of Theorem 10.1 in [BM]. We start with Theorem 4.3 in [BM] and the formula:
|W˜ |D|
ϕ˜
|2
‖ϕ˜‖2 =
|Wϕ |2L(πf ⊗ χD,1/2)
‖ϕ‖2
∏
v∈T∪{∞,2}
Ev
(
ϕv, ϕ˜v,ψ, |D|
) (5.1)
where
Ev
(
ϕv, ϕ˜v,ψ, |D|
)= e(ϕv,ψ)
e(ϕ˜v,ψ |D|)L(πf,v ⊗ χD,1/2)|D|v . (5.2)
Here we use the notations in [BM]. ϕ and ϕ˜ are vectors in πf and π˜ = π˜(f,χ); Wϕ and W˜ |D|ϕ˜
are the (ψ |D|) Whittaker coefficients; ‖ϕ‖ and ‖ϕ˜‖ are Petersson norms; and
e(ϕv,ψ) = ‖ϕv‖
2
|Lv(ϕv)|2 , (5.3)
e
(
ϕ˜v,ψ
D
)= ‖ϕ˜v‖2|L˜Dv (ϕ˜v)|2 , (5.4)
with Lv and L˜Dv being fixed local Whittaker functionals and the local norms given by
‖ϕv‖2 =
∫
Q×v
∣∣∣∣Lv
(
πf,v
((
a
1
))
ϕv
)∣∣∣∣
2
da
|a|v , (5.5)
‖ϕ˜v‖2 =
∑
δi
|2|v
2
∫
Q×v
∣∣∣∣L˜Dδiv
(
π˜
((
a
a−1
))
ϕ˜v
)∣∣∣∣
2
da
|a|v . (5.6)
The sum is taken over representatives of square classes of Q×v .
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to be L˜δip (t (x)) = cδi t (δi) where cδi is a fixed nonzero constant. Note that when ϕ˜l = α[δ], we
have L˜δil (π˜(
( a
a−1
)
)ϕ˜l) = 0 if δi is not in the same square class of δ. Thus
∥∥α[δ]∥∥2 = |2|v
2
∫
Q×v
∣∣∣∣cδπ˜
((
a
a−1
))
α[δ](δ)
∣∣∣∣
2
da
|a|v . (5.7)
Lemma 5.7. When l ∈ T − Tχ , ϕ˜l = α[|D|], then e(ϕ˜l,ψ |D|) = (1 − l−1)/2.
Proof. We can check case by case that ϕ˜l = α[eD] = α[|D|]. Thus by Eq. (4.2),
∣∣∣∣π˜l
((
a
a−1
))
ϕ˜l
(|D|)
∣∣∣∣= 1
when |a|l = 1 and 0 otherwise. We get ‖α[|D|]‖ = 12 (1 − l−1)|cδ|2. On the other hand,
|L˜|D|l (α[|D|])| = |cδ|. We get the lemma. 
When l ∈ T2 ∪ T3, in the Kirillov model of πf,l the new vector ϕl is the characteristic function
of Z×l [Sc]. As the linear form Ll is just evaluation at 1, we get Ll(πf,l(
( a
1
)
)ϕl) = 1 if a ∈ Z×l
and 0 otherwise. Thus we get
Lemma 5.8. When l ∈ T2 ∪ T3, e(ϕl,ψ) = (1 − l−1).
We next consider the case of ϕ˜l when l ∈ T −3 . In this case π˜l = π˜(μχe,(l)) is a principal series
for some character μ of Q×l . From Proposition 9 of [W2], ϕ˜l corresponds to a vector F [0,1] in
π˜(μχe,(l)), where F [0,1] is determined by the fact that: F [0,1]
((
a −1
1 0
))= 1 when a ∈ lZl and
F [0,1](( 1 0
c 1
))= χ(l)(c) when c ∈ Z×l and 0 when c ∈ lZl .
Let Φ(a) = F [0,1](( 0 −11 a
))
, then we get Φ(a) equals the characteristic function of Zl . In
Section 8 of [BM], we give an explicit formula of ‖ϕ˜l‖ using Φ(a) (Eq. (8.5) of [BM]):
‖ϕ˜l‖2 = |D|−1l
∫ ∣∣Φ(a)∣∣2 da = |D|−1l .
On the other hand Eq. (8.3) in the same section gives:
L˜|D|(ϕ˜l) =
∫
Φ(a)ψ |D|(−a)da = 1
as D ∈ Zl . Thus we get
Lemma 5.9. When l ∈ T −, e(ϕ˜l,ψ |D|) = |D|−1.3 l
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following formulas for Ev(ϕv, ϕ˜v,ψv, |D|):
e(ϕp,ψ)
e(ϕ˜p,ψ |D|)
=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1
2e
4π(1−|D|)|D|1/2+kπ−k(k − 1)!, p = ∞,
2L(πf,p ⊗ χD,1/2)|D|p, p ∈ T1 ∩ Tχ , p  D,
L(πf,p ⊗ χD,1/2)|D|p, p ∈ T1 ∩ Tχ , p|D,
2|D|2L(πf,2 ⊗ χD,1/2), p = 2, (2,D) = 1,
2|D|2, p = 2,4|D.
(5.8)
From Section 8.3 of [BM], we see when l ∈ T1, e(ϕl,ψ) = (1 + l−1)−1. From the above
Lemmas 5.7–5.9 we get:
e(ϕl,ψ)
e(ϕ˜l,ψ |D|)
=
⎧⎨
⎩
2(1 − l−2)−1, l ∈ T +1 ,
2, l ∈ (T2 ∪ T3)− T −3 ,
|D|l (1 − l−1), l ∈ T −3 .
(5.9)
Note that when l ∈ T2 ∪T3, by our assumption that f is q.t. primitive, L(πf,l ⊗χD, s) = 1. When
l ∈ T1 [Go],
L(πf,l ⊗ χD,1/2) =
(
1 +
(
D
l
)
ll
−1
)−1
. (5.10)
Note when l ∈ (T −Tχ), |D|l = 1. Combining the above formulas we get∏v∈T∪{∞,2} Ev(ϕv, ϕ˜v,
ψ, |D|) equals
e4π(1−|D|)|D|1/2+k (k − 1)!
πk
( ∏
l∈{2}∪T
|D|l
)
κ(T ,Tχ ,D,f )
L(πf,∞ ⊗ χD,1/2)L(πf,2 ⊗ χD,1/2) , (5.11)
where
κ(T ,Tχ ,D,f ) = 2|T−Tχ |
∏
l∈T3∩Tχ
(
1 − l−1)
×
∏
l∈T1∩Tχ , |D|l=1
2
∏
l∈(T−Tχ )∩T1
(
1 −
(
D
l
)
ll
−1
)−1
. (5.12)
Clearly
∏
l∈{2}∪T |D|l = |D|−1. Also with our assumptions on D, we get (Dl )l = χ(l)(−1).
From [BM, Section 10], we have Wϕ(e) = e−2π , and W˜ |D|ϕ˜ (e) = e−2π |D|c(|D|). Also from [BM,
Section 9], we have
‖ϕ‖2
‖ϕ˜‖2 =
〈f,f 〉
〈g,g〉
and from (2.3):
L(f,D,k) = L(πf ⊗ χD,1/2)/
(
L(πf,∞ ⊗ χD,1/2)L(πf,2 ⊗ χD,1/2)
)
.
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|c(|D|)|2
〈g,g〉 =
L(f,D,k)
〈f,f 〉 |D|
k− 12 (k − 1)!
πk
κ(T ,Tχ ,D,f ).
As (D
l
)l = χ(l)(−1) = η(l) for l ∈ T1, we get the identity (1.2).
5.5. Proof of Theorem 1.5
Before we prove Theorem 1.5, we prove a middle step. Let η, χ be as in Theorem 1.4. Let
S ⊂ T3. We can define the subset of fundamental discriminants Δη,S as in the introduction.
Let S+′(f,χ,S) be the subspace of Sk+1/2(4N ′′, χ) satisfying the conditions (C1), (C2) and
condition (C3) for all l ∈ T3, and moreover for l ∈ T1, R2l (g) = g.
Let Sχ = S ∩ (T3 − T −3 ).
Theorem 5.10. Let η, χ be as in Theorem 1.4 and S ⊂ T3. Then S+′(f,χ,S) is one-dimensional.
A generator g′f,χ,S is given by (′l = l( el ))
g′f,χ,S =
∏
l∈S
1
2
(
1 − ′lRl
) ∏
l∈T3−S
1
2
(
1 + ′lRl
) ∏
l∈T1∪T3
R2l (gf,χ,Sχ ). (5.13)
For D ∈ Δη,S and (D,N) = 1 Eq. (1.2) holds with g = g′f,χ,S and κ = 0 when sgn(D) = e;
otherwise κ = κ ′(η)−1 where
κ ′(η) = 2|T |
∏
l∈T1
(
1 − η(l)l−1)−1. (5.14)
Equation (5.13) says g′f,χ,S can be obtained by setting the Fourier coefficients of gf,χ,Sχ to
zero when
(1) (n,N) = 1, or
(2) for some l ∈ S, ( n
l
) = l , or
(3) for some l ∈ T3 − S, ( nl ) = −l .
Proof of Theorem 5.10. We observe a basis of
Sk+1/2
(
f,4N
∏
l∈T1
l, χ, e
)
.
Let N =∏l∈T lνl(N). From discussion in Section 4, we see
t
(
Sk+1/2
(
f,4N
∏
l, χ, e
))
l∈T1
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ϕ˜2 lies in a two-dimensional space and for l ∈ T2 ∪ T3, ϕ˜l lies in π˜l(νl(N),χ(l)), for l ∈ T1, ϕ˜l
lies in π˜l(2, χ(l)).
With our assumption in the theorem, T +3 is empty. When l /∈ Tχ , π˜l(1, χ(l)) is empty and
the description of π˜l(νl(N),χ(l)) (when l ∈ T2 ∪ T3) or π˜l(2, χ(l)) (when l ∈ T1) is given in
Lemma 5.2. When l ∈ Tχ :
Case 1. l ∈ T1, then π˜l(2, χ(l)) is spanned by vectors t2 [W2, p. 425] and α[δ] where δ is
a unit. An examination of t2 gives t2 − α[δ](x) = 0 if x /∈ lZl .
Case 2. l ∈ T3, then π˜l(2, χ(l)) is spanned by vectors t1, α[1] and α[δ] where δ is a non-square
unit and t1 is the characteristic function of Zl . Clearly t1 − α[1] − α[δ] is supported on lZl .
Consider now the space S+′(f,χ,S). Condition (C2) determines the choice of ϕ˜2. The other
conditions imply when l | N , R2l (g) = g for all g ∈ S+′(f,χ,S). We have the following:
Lemma 5.11. If g = c1g1 + c2g2 with t (gi) = ⊗ϕ˜i,v ∈ π˜ , such that ϕ˜1,p is supported on pZp
and ϕ˜2,p is supported on Z×p . Then R2p(g) = c2g2.
Proof. From Lemma 5.3, we see the Fourier coefficients of g1(z) is 0 at n unless p | n, and the
Fourier coefficients of g2(z) is 0 at n unless p  n. Thus R2p(g1) = 0 and R2p(g2) = g2. 
For l ∈ Tχ , in both above cases we have π˜l(2, χ(l)) is spanned by a vector supported on
lZl and vectors of the form α[δ] where δ is a unit in Zl . We conclude that there is a basis of
t (S+′(f,χ,S)) consisting of ⊗ϕ˜v where for all l ∈ Tχ (thus for l ∈ T by Lemma 5.2), ϕ˜l = α[δ]
with δ ∈ Q×(π˜l) is a unit of Zl .
When l ∈ T1 ∪ T2, the choice of ϕ˜l = α[δ] is unique. From Lemma 5.4, condition (C3)
forces t (S+′(f,χ,S)) to be spanned by a unique vector. We have shown S+′(f,χ,S) is one-
dimensional.
Let g′f,χ,S be the generator of this one-dimensional space. Let ϕ˜′ = t (g′f,χ,S) = ⊗ϕ˜′v . Then the
description of ϕ˜v is given as in Lemma 5.2 except when v = l ∈ Tχ . In the case l ∈ Tχ , ϕ˜′l = α[δ]
where
(1) χl(δ) = el when l ∈ T1,
(2) χl(δ) = −( el )l when l ∈ S, and
(3) χl(δ) = ( el )l when l ∈ T3 − S.
Let g0 = gf,χ,Sχ , g1 =
∏
l∈T1∪T3 R
2
l (g0) and
g2 =
∏
l∈S
1
2
(
1 − ′lRl
) ∏
l∈T3−S
1
2
(
1 + ′lRl
)
g1.
Let ϕ˜i = t (gi) = ⊗ϕ˜i,v . We get the description of ϕ˜0,v from Lemma 5.2. From Lemma 5.11,
we see ϕ˜1,v = ϕ˜0,v unless v = l ∈ Tχ ; when l ∈ Tχ , ϕ˜1,l = ϕ˜′l when l ∈ T1, and when l ∈ T −3 ,
ϕ˜1,l = α[1] + α[δ] with δ a non-square unit of Zl . From Lemma 5.4, we get ϕ˜2,v = ϕ˜1,v unless
v = l ∈ T3, in which case ϕ˜2,v = α[δ] with χl(δ) = −′l if l ∈ S and ′l if l /∈ S. Compare with the
local components of ϕ˜′, we get ϕ˜2 = ϕ˜′. Thus we get Eq. (5.13).
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for l ∈ T2 ∪ T3, we have from Lemmas 5.7 and 5.8
e(ϕl,ψ)
e(ϕ˜′l ,ψ |D|)
= 2.
When l ∈ T1, e(ϕl ,ψ)e(ϕ˜l ,ψ |D|) = 2(1 − l−2)−1. Taking into account of the formulas (5.10) for L(πf,l ⊗
χD,1/2) when l ∈ T1, we get (5.14) from (5.1). 
From (5.13), we get
g′f,χ,S =
∑
δˆ∈(Z/N ′)×
g
f,χ,Sχ ,δˆ
. (5.15)
For a fixed η we let
 = (−1)k
∏
l∈T1∪T2
η(l)
∏
l∈T3
l. (5.16)
Let S ⊂ T3, we will fix an δˆf,η,S ∈ (Z/N)× such that
(1) for l ∈ T1 ∪ T2, ( δˆf,η,Sl ) = lη(l) and
(2) for l ∈ T3, ( δˆf,η,Sl ) = l when l /∈ S and −l when l ∈ S.
Note we have  = e(χ) when χ ∈ Ξ(η,f ).
Lemma 5.12. Assume χ ∈ Ξ(η,f ) and S ⊂ T3. Then gf,χ,Sχ ,δˆ = 0 unless δˆ = δˆf,η,Sd2 for some
d ∈ (Z/N ′)×.
If χ1, χ2 ∈ Ξ(η,f ), there exists a constant β independent of d ∈ (Z/N ′)× such that when
δˆ = δˆf,η,Sd2,
βχ1
(
d−1
)
g
f,χ1,Sχ1 ,δˆ
= χ2
(
d−1
)
g
f,χ2,Sχ2 ,δˆ
. (5.17)
Proof. From Proposition 1.2 and conditions in Theorem 5.10, we see the Fourier coefficients of
g′f,χ,S is supported on the square class of δˆf,η,S in (Z/N ′)×. Thus we get the first claim.
Now let χ1, χ2 ∈ Ξ(η,f ). Assume t (g′f,χ1,S) and t (g′f,χ2,S) lie in the representations π˜
and π˜ ′. Then π˜ and π˜ ′ are in a near equivalence class by Lemma 3.2. As χ1,(p)(−1) = χ2,(p)(−1)
for all primes p, we get π˜p and π˜ ′p has the same central character. By the strong multiplicity the-
orem [W3], π˜ = π˜ ′.
Let t (g′f,χ1,S) = ϕ˜ = ⊗ϕ˜v and t (g′f,χ2,S) = ϕ˜′ = ⊗ϕ˜′v , then ϕ˜ and ϕ˜′ both lie in the space of π˜ .
At l ∈ T , we will use the Kirillov model K(π˜l, χ(l)) for π˜l . Then use the description of Kirillov
models in [W2] and follow the proof of Theorem 5.10, we get for some nonzero constant γ (we
need this constant since both g′f,χ1,S and g
′
f,χ2,S
are defined up to a scalar multiple):
(1) When v = ∞, we have γ ϕ˜∞ = ϕ˜′∞; when v = p  N , we have ϕ˜v = ϕ˜′v .
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α′[δl] where
α′[δ](a) =
{
χ2,(l)(β
−1)χ1,(l)(β), a = δβ2, β ∈ Z×l ,
0, otherwise.
Let α0[δ] be a function such that α0[δ](a) = 1 when a − δ ∈ lZl and 0 otherwise. Let ϕ˜δˆ =
⊗ϕ˜
δˆ,v
where ϕ˜
δˆ,v
= ϕ˜v unless v = l | N , in which case ϕ˜δˆ,l = α0[δˆ]. Clearly
ϕ˜ = 1
2|T |
∑
d∈(Z/N ′)×
ϕ˜
d2 δˆf,η,S
, (5.18)
ϕ˜′ = β 1
2|T |
∑
d∈(Z/N ′)×
χ2
(
d−1
)
χ1(d)ϕ˜d2 δˆf,η,S . (5.19)
From Lemma 5.3, we see t−1(ϕ˜
δˆ
) has vanishing Fourier coefficient c(n) unless n is in the same
class as δˆ in (Z/N ′)×. Thus when δˆ = δˆf,η,Sd2,
g
f,χ,Sχ ,δˆ
= t−1(ϕ˜
d2 δˆf,η,S
),
g
f,χ ′,Sχ ′ ,δˆ
= t−1(βχ2(d−1)χ1(d)ϕ˜d2 δˆf,η,S
)
.
Equation (5.17) follows. 
Proof of Theorem 1.5. Let χ be a character as in the theorem, there is a unique η so that
χ ∈ Ξ(η,f ). It follows from (5.17) that for any χ ∈ Ξ(η,f ) and S ⊂ T3, gf,χ,Sχ ,δˆ is either 0 or
a nonzero multiple of a fixed form independent of χ . From the first claim of Lemma 5.12, that
form will be 0 if ( δˆ
l
) = lη(l) for some l ∈ T1 ∪ T2.
We now consider the pairs (η, δˆ) so that for all l ∈ T1 ∪ T2 we have ( δˆl ) = lη(l). It is clear
that (η, δˆ) → (, δˆ) through Eq. (5.16) is a bijection between the pairs (η, δˆ) satisfying the above
relation and the admissible pairs (, δˆ). For an admissible pair (, δˆ) and the associated pair (η, δˆ)
under the bijection, we let g
f,,δˆ
= t−1(ϕ˜
δˆ
) where ϕ˜
δˆ
is the vector defined in the above lemma,
with any choice of χ1 in Ξ(η,f ). The lemma says that gf,,δˆ is then uniquely determined.
Moreover given any χ as in the theorem, we can associate an η thus an , so that g
f,χ,Sχ ,δˆ
is
a multiple of g
f,,δˆ
when (, δˆ) is admissible; it is 0 when (, δˆ) is not admissible.
Clearly g
f,,δˆ
is a cusp form. To see the invariance under Γ1(4N ′′), we need to check the
following property: for all l ∈ T , α0[δˆ] is fixed under the action of K1(N ′′) the group of
(
a b
c d
)
with a, d ∈ 1 +N ′′Zl , b ∈ Zl and c ∈ N ′′Zl . Observe
α0[δˆ] =
∑
χ ′(−1)=χ(−1)
2
l − 1αχ ′ [δˆ].
Since each αχ ′ [δˆ] is equivariant under K0(N ′′) thus invariant under K1(N ′′), we get the invari-
ance of α0[δˆ].
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,δˆ
with a pair (, δˆ) that is not admissible, L(f,D, s) satisfies an odd func-
tion equation thus L(f,D,k) = 0. When the pair (, δˆ) is admissible, we can derive the for-
mula (1.5) from (5.14). As g
f,,δˆ
shares the same Fourier coefficient c(|D|) with g′f,χ,S (for
any χ ∈ Ξ(η,f )), we only need to note the difference between the norms of g′f,χ,S and gf,,δˆ .
This comes from the difference between the local norm of α[δ] and α0[δˆ] at a prime l ∈ T .
Equation (5.7) applies also to α0[δˆ]. Note δˆ and δ are in the same square class of Zl . We get
‖α[δˆ]‖ = |cδ|2. From the proof of Lemma 5.7, ‖α[δ]‖ = (l − 1)/2‖α0[δˆ]‖. Thus we get the for-
mula (1.5). 
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