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Resumen
En la actualidad existen incontables fuentes de
informacio´n en tiempo real que provienen de redes
de sensores, plataformas de observacio´n del tiempo,
mediciones de gases, observacio´n de la tierra desde
plataformas satelitales, ciudades inteligentes, entre
un sin nu´mero de instrumentos que censan y trans-
miten datos. A su vez hay una creciente demanda
por el desarrollo de herramientas para poder ex-
traer conocimiento a partir de esos grandes repo-
sitorios de datos. El aprendizaje automa´tico es un
a´rea de la inteligencia artiﬁcial donde sus me´todos
contribuyen en el proceso de descubrimiento de co-
nocimiento para la toma de decisiones inteligentes.
Las demandas para la extraccio´n de conocimien-
to en entornos de Big Data ha acrecentado el in-
tere´s por la utilizacio´n de te´cnicas tradicionales de
aprendizaje automa´tico en distintos problemas de
repositorios masivos de datos y tambie´n en entor-
nos de ﬂujos (o streaming) de datos donde muchas
veces no es posible su almacenamiento, pero se re-
quiere tomar decisiones en tiempo real conforme se
leen los datos.
Contexto
Este proyecto es el comienzo de una nueva l´ınea
de investigacio´n del Departamento de Ciencias
Ba´sicas (UNLu) que tiene como principal aspira-
cio´n profundizar los conocimientos sobre me´todos
actuales de aprendizaje de ma´quina como herra-
mienta para el descubrimiento de conocimiento en
problemas de Big Data sobre streaming de datos
de diversas naturaleza.
Introduccio´n
En la actualidad existen muchas aplicaciones que
hacen un uso intensivo de datos, haciendo que el
volumen y la complejidad de estos crezcan ra´pi-
damente. Los motores de bu´squeda, redes socia-
les, e-ciencia (por ejemplo: geno´mica, meteorolog´ıa
y salud), ﬁnancieros (por ejemplo: banca y mega-
tiendas entre otros) son algunos ejemplos de tales
aplicaciones [1, 11]. Esta problema´tica se conoce
como el problema de Big Data [13].
Big Data se caracteriza por tres aspectos: (a) los
datos son numerosos, (b) los datos no pueden ser
categorizados en bases de datos relacionales regu-
lares, y (c) los datos son generados, capturados y
procesados muy ra´pidamente [10]. Si bien el volu-
men es y sera´, un desaf´ıo signiﬁcativo del Big Data
se debe prestar mucha atencio´n en todas las dimen-
siones del problema: Volumen, Variedad y Veloci-
dad (conocidos como las 3Vs) [6].
El concepto de streaming en Big Data tiene al-
gunas caracter´ısticas notables, en estos sistemas los
datos se reciben como una secuencia continua, in-
ﬁnita, ra´pida, en ra´fagas, impredecible y que var´ıa
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en el tiempo [8]. El monitoreo (por ejemplo: tra´ﬁ-
co de red, redes de sensores, cuidado de la salud,
etc.), seguimientos de clics en la web, transaccio-
nes ﬁnancieras, deteccio´n de fraudes e intrusiones
son algunas aplicaciones de streaming de Big Data
[5]. Todos estos productores de datos que generan
el streaming a menudo se encuentran distribuidos
y con capacidades de procesamiento y memoria li-
mitados.
En tareas de extraccio´n de conocimiento dos pa-
sos muy importantes son la seleccio´n de features (o
atributos) y las tareas de mining de datos [12]. Es-
tos problemas en entornos de streaming de datos
siguen siendo un gran desaf´ıo. Una caracter´ıstica
importante en seleccio´n de features es la habilidad
para manejar grandes volu´menes de datos [14, 15].
Gran parte de las publicaciones existentes en la
Web arriban como streaming (documentos, ima´ge-
nes, contenidos multimedia, etc.), detectar un sub-
conjunto de features u´tiles en estos ﬂujos de datos
en una tarea compleja debido a limitaciones de me-
moria, tiempos de respuesta, etc. [9, 18, 17].
Adema´s del problema de seleccio´n de features,
hay cuestiones enmarcadas dentro de las tareas de
streaming mining para extraccio´n de conocimien-
to. La problema´tica aqu´ı radica en que los patro-
nes de datos evolucionan continuamente y se torna
necesario disen˜ar algoritmos de miner´ıa para tener
en cuenta los cambios en la estructura subyacente
del streaming de datos [3, 2, 16]. Incluso la distri-
bucio´n subyacente puede cambiar en el tiempo lo
que genera que algunos modelos ya no sigan siendo
va´lidos. Esto hace que las soluciones de los proble-
mas sean au´n ma´s dif´ıciles desde un punto de vista
algor´ıtmico y computacional [7].
En este trabajo se proponen diversas l´ıneas de in-
vestigacio´n sobre los temas mencionados, con apli-
caciones en ﬂujos de datos y problemas reales. Se
abordan tanto problemas de mejoras de rendimien-
to ante distintos niveles de exigencia de precisio´n
como tambie´n la escalabilidad de los diferentes
abordajes a datos reales.
L´ıneas de I+D
En este proyecto se inician lineas de I+D relacio-
nadas principalmente con el ana´lisis y adaptacio´n
de algoritmos de aprendizaje automa´tico en entor-
nos de Streaming de datos. Puntualmente se esta´
trabajando con a´rboles de decisio´n adaptativos en
aplicaciones de cache de consultas sobre motores de
bu´squeda. Por otro lado, se esta´ trabajando en pro-
fundizar los conocimientos en seleccio´n de atributos
sobre streaming de datos. Por u´ltimo, se esta´n ana-
lizando diferentes opciones de topolog´ıas con Storm
Apache1 para la resolucio´n de problemas de ETL.
A continuacio´n se hace una descripcio´n somera de
las l´ıneas de I+D.
a. A´rboles de decisio´n adaptativos
Los a´rboles de decisio´n adaptativos, o Hoeﬀding
Adaptive Tree (HAT) [3], son una variante de Hoeﬀ-
ding Tree que utilizan ventanas deslizantes para
mantener ajustado el a´rbol, sin embargo no re-
quiere que el usuario le especiﬁque el taman˜o de
ventana a utilizar. Esto se debe a que el taman˜o
de ventana o´ptimo se calcula individualmente pa-
ra cada nodo, utilizando detectores de cambios y
estimadores llamados ADWIN [4]. Los resultados
preliminares de aplicar HAT en el dominio de ges-
tio´n de cache´ de consultas en motores de bu´squeda
han sido muy alentadores.
Nuestro siguiente paso es realizar experimentos
en otros dominios como, por ejemplo: ana´lisis de
sentimientos en redes sociales. De esta manera es-
peramos cuantiﬁcar la respuesta de e´ste me´todo de
extracio´n de conocimiento en contextos sometidos
a constantes cambios de conceptos.
b. Seleccio´n de atributos
Enormes fuentes de datos se generan continua-
mente a partir de fuentes tales como redes sociales,
difusio´n de noticias, etc., y t´ıpicamente estos datos
se encuentran en espacios de alta dimensio´n (como
el espacio de vocabulario de un idioma). La selec-
cio´n de atributos, o Feature Selection (FS), para
1http://storm.apache.org/
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descubrimiento de conocimiento, ha representado
un gran desaf´ıo durante los u´ltimos an˜os tanto en
estad´ıstica como en problemas de aprendizaje au-
toma´tico [17]. En el contexto de streaming de datos
de gran volumen, detectar un subconjunto de featu-
res que sean relevantes es un problema muy dif´ıcil
de resolver por las siguientes razones:
1. El stream de datos puede ser inﬁnito, por lo
que cualquier algoritmo que trabaje oﬀ-line
que intente almacenar toda la secuencia para
el ana´lisis se quedara´ sin memoria.
2. La importancia de los atributos cambia
dina´micamente con el tiempo debido a la vola-
tilidad de un concepto, un atributo importante
pueden volverse insigniﬁcantes y viceversa.
3. Para varias aplicaciones en l´ınea, es importan-
te obtener el subconjunto de caracter´ısticas en
tiempo casi real.
Esta l´ınea de investigacio´n es complementaria de
la anterior y se propone analizar la precisio´n en
me´todos supervisados para seleccio´n de features en
fuentes de datos no estructuradas provenientes de
redes sociales. Este abordaje va a permitir trabajar
la dina´mica de los cambios de conceptos en strea-
ming de datos en tareas de clasiﬁcacio´n.
c. Topolog´ıas Storm
En esta l´ınea de investigacio´n se propone traba-
jar con herramientas de Stream Processing Engi-
ne (SPE) para probar los diferentes algoritmos de
aprendizaje automa´tico (como HAT) y las diferen-
tes estrategias de seleccio´n de atributos. Un SPE
es un framework que tiene por objetivo abordar
el desaf´ıo de procesar grandes volu´menes de da-
tos, en tiempo real y sin requerir el uso de co´digo
espec´ıﬁco. Sobre los SPE es posible implementar
algoritmos de machine learning para extraer cono-
cimiento de los streaming de datos.
La idea de utilizar herramientas como Apache
Storm es poder deﬁnir topolog´ıas de procesamiento
de manera a´gil para gestio´n de estad´ısticas necesa-
rias para las etapas de seleccio´n de features y en
tareas de aprendizaje supervisado y no supervisa-
do.
Resultados y Objetivos
El objetivo principal de la propuesta es estudiar,
desarrollar, aplicar, validar y transferir modelos,
algoritmos y te´cnicas que permitan construir he-
rramientas y/o arquitecturas para abordar algunas
de las problema´ticas relacionadas con el tratamien-
to de informacio´n masiva utilizando algoritmos de
aprendizaje automa´tico de Big Data para dar res-
puestas en tiempo real. Se propone profundizar so-
bre el estado del arte y deﬁnir, analizar y evaluar
nuevos enfoques sobre aprendizaje automa´tico a
partir de streaming de datos. En particular se es-
tudiara´n las siguientes l´ıneas principales:
1. Estrategias de gestio´n streaming de datos ma-
sivos para determinar las mejores herramien-
tas para extraccio´n de features y resolucio´n de
los problemas cla´sicos de ETL en el contexto
del real-time.
2. Evaluar la escalabilidad de los algoritmos tra-
dicionales del a´rea de aprendizaje automa´tico
a problemas de respuestas en tiempo real so-
bre streaming de datos masivos en diferentes
dominios.
3. Elaboracio´n de metodolog´ıas para el desarrollo
de modelos en linea para toma de decisiones a
partir de fuentes de informacio´n heteroge´nea.
Formacio´n de Recursos Huma-
nos
Este proyecto brinda un marco para que algu-
nos docentes auxiliares y estudiantes lleven a cabo
tareas de investigacio´n y se desarrollen en el a´mbi-
to acade´mico. Actualmente, se esta´n dirigiendo dos
trabajos ﬁnales correspondientes a la Lic. en Sis-
temas de Informacio´n (UNLu). Se espera dirigir al
menos dos estudiantes ma´s por an˜o y presentar dos
candidatos a becas de investigacio´n.
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