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Abstract
The Hammersley problem asks for the maximal number of points in a monotonous path
through a Poisson point process. It is exactly solvable and notoriously known to belong to
the KPZ universality class, with a cube-root scaling for the fluctuations.
Here we introduce and analyze a variant in which we impose a Lipschitz condition on
paths. Thanks to a coupling with the classical Hammersley problem we observe that this
variant is also exactly solvable. It allows us to derive first and second orders asymptotics. It
turns out that the cube-root scaling only holds for certain choices of the Lipschitz constants.
MSC 2010 Classification: 60K35, 60F15.
Keywords: combinatorial probability, last-passage percolation, longest increasing subsequences,
longest increasing paths, Hammersley’s process, cube-root fluctuations.
1 Introduction
The focus of the present paper is the Hammersley (or Ulam-Hammersley) problem. It asks for
the asymptotic behaviour of the maximal number `n of points that belong to a monotonous
path through n uniform points in a square (or more precisely a Poissonized version thereof, see
details below). It is among the few exactly solvable models which are known to lie in the Kardar-
Parisi-Zhang (KPZ) university class, another exactly solvable model is the corner-growth model
(which is itself closely related to last-passage percolation). The main feature of the KPZ class is
a universal relation χ = 2ξ − 1 between the fluctuation exponent χ and the wandering exponent
ξ (also called dynamic scaling exponent or transversal exponent). We refer the reader to [11] for
an introduction to the KPZ class.
For the Hammersley problem, critical exponents have been shown to exist and we have χ =
1/3 ([3]) and ξ = 2/3 ([16]). The proof of χ = 1/3 requires hard analysis and the deep connection
between `n and the shape of random Young tableaux (see [17]). So-called soft arguments were
gathered since ([1, 8, 9]) and lead to a weaker form of χ = 1/3 but they are of course still
non-trivial.
Various authors have studied variants of the Hammersley problem and last-passage percola-
tion with an additional geometric constraint on paths. In a non-exhaustive way one can mention:
convexity constraint [2], Hölder constraint [6, 7], gaps constraint [4], localization constraint [13],
area below the path [5].
In particular some of the above works have studied the robustness of the membership to
KPZ under such modifications of the constraints. Our goal here is mainly to illustrate the (non)-
robustness of χ = 1/3 for the Hammersley process when we impose a Lipschitz condition on
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paths. It turns out that this problem is easily seen to be exactly solvable, thanks to a coupling
with the classical Hammersley problem.
We now formally introduce our model. Let Ξ be a homogeneous Poisson process with intensity
one in the quarter-plane [0,+∞)2. Hammersley [15] studied the problem of the maximal number
of points L(x, t) in an increasing path of points of Ξ ∩ ([0, x]× [0, t]). He used subadditivity
to prove the existence of a constant pi/2 ≤ c ≤ e such that L(t, t)/t → c in probability and
conjectured c = 2. This result was first obtained by Veršik-Kerov [20]. We give here a formulation
due to Aldous-Diaconis [1] which provided a more probabilistic proof by exploiting the geometric
construction of Hammersley:
Proposition 1 ([1], Th.5 (a)). Let a, b > 0. Then
f(a, b) := lim
t→+∞
L(at, bt)
t
= 2
√
ab. (1)
The convergence holds a.s. and in L1.
Let 0 < α < β be fixed parameters, we introduce the partial order relation
α,β
4 in [0,+∞)2
defined by
(x, y)
α,β
4 (x′, y′)⇔
{
x ≤ x′,
α ≤ y′−yx′−x ≤ β.
In the extremal case α = 0, β = +∞ then
0,+∞
4 is the classical partial order on [0,+∞)2 defined
by {x ≤ x′, y ≤ y′}. For any domain D ⊂ [0,+∞)2, we consider the random variable Lα,β(D)
given by the length of the longest chain in Ξ ∩D with respect to
α,β
4 :
Lα,β(D) = max
{
L; there are (u1, v1), . . . , (uL, vL) ∈ Ξ ∩D such that
(u1, v1)
α,β
4 (u2, v2)
α,β
4 · · ·
α,β
4 (uL, vL)
}
.
When D is a rectangle of the form [0, x] × [0, t], we just write Lα,β(x, t) instead of Lα,β(D).
In the case α = 0, β = +∞, we recover the usual quantity L0,+∞(x, t) := L(x, t) studied by
Hammersley.
The first result of this paper is that we can also explicitly compute the limit of Lα,β(at, bt)/t.
Theorem 2 (Limiting shape). For every a, b > 0, every β > α ≥ 0, we have the following
almost-sure limit:
fα,β(a, b) := lim
t→∞
Lα,β(at, bt)
t
=

a
√
β − α if ba > α+β2 ,
2
√
(βa− b)(b− aα)√
β − α if
α+β
2 ≥ ba ≥ 21/β+1/α ,
b
√
1
α − 1β if ba < 21/β+1/α .
(Basic calculus shows that we always have α+β2 ≥ 21/β+1/α .)
In the sequel, the condition α+β2 ≥ ba ≥ 21/β+1/α will be referred to as the central case.
A key consequence of Theorem 2 is that the limiting shape is strictly convex exactly within
the central case. The proof of Theorem 2 is only simple calculus once we notice a coupling with
the classical Hammersley problem (see Proposition 6 below). What is more appealing is that we
obtain non-trivial dichotomies for the shapes of paths and the fluctuations. The following result
2
xy
Figure 1: An example where Lα,β(x, y) = 4.
Every point (u, v) of Ξ (represented by •’s) is
drawn with its set of majorants for
α,β
4 . One
maximizing path is drawn in blue.
Figure 2: The maximazing paths through
n = 1000 points (red: α = 1/6, β = 6, green:
α = 1/2, β = 2.)
states that in the central case all the maximizing paths are localized along the main diagonal
{y = xb/a} (asymptotically with high probability) while in the two non-central cases, optimal
paths have slope respectively α+β2 or
2
1/β+1/α . In order to state the result, we set for R > 0 and
a slope θ ∈ R
DR,θ =
{
(x, y) ∈ R2+ ; |y − θx| ≤ R
}
.
Theorem 3 (Localization of paths).
i). If α+β2 ≥ ba ≥ 21/β+1/α then for every δ > 0
P
(
There is an optimal path for Lα,β(at, bt)
not wholly contained in D
tδ,
b
a
)
t→+∞→ 0.
ii). If ba >
α+β
2 then for every δ > 0
P
(
There is an optimal path for Lα,β(at, bt)
not wholly contained in (0, k) +D
tδ,
α+β
2
for some k ≥ 0
)
t→+∞→ 0.
iii). If ba <
2
1/β+1/α then for every δ > 0
P
(
There is an optimal path for Lα,β(at, bt)
not wholly contained in (k, 0) +D
tδ,
2
1/β+1/α
for some k ≥ 0
)
t→+∞→ 0.
(Three cases of Theorem 3 are illustrated in the rightmost column of table p.10.)
This a folklore result that in the classical Hammersley problem (i.e. item (i) above with
α = 0, β = +∞) asymptotically all the optimizing paths concentrate on the diagonal y = xb/a.
We cannot date back the first appearance of this result but it can be seen as a consequence of a
more general result by Deuschel-Zeitouni [12, Th.2 (ii)]. In the case b/a > β the diagonal is not
3
Figure 3: Illustration of Theorem 3. Left: A maximizing path through n = 1000 points with
α = 0.2, β = 3 (central case). Right: A maximizing path with α = 0.2, β = 1.1 (non-central
case). In blue: a straight line with slope (α+ β)/2.
an admissible path so it is obvious that optimizing paths will not concentrate on it. However
in the intermediate case β > b/a > α+β2 the diagonal is admissible but Theorem 3 shows that
paths close to the diagonal are not optimal.
We now discuss the fluctuations of Lα,β(at, bt). In 1999, Baik-Deift-Johansson have identified
the fluctuations of L(at, bt):
Proposition 4 (Cube root fluctuations for the Hammersley problem ([3] Th.1.1)). For every
a, b > 0, we have the convergence in law
L(at, bt)− 2√abt
(
√
abt)1/3
t→+∞→ TW,
where TW is the standard Tracy-Widom distribution.
We show that the same asymptotic behaviour is true exactly within the central case:
Theorem 5 (Cube root fluctuations for Lα,β).
i). If α+β2 ≥ ba ≥ 21/β+1/α , we have the convergence in law
Lα,β(at, bt)− tfα,β(a, b)
σ
1/3
a,b,β,α × t1/3
t→+∞→ TW,
where TW is the standard Tracy-Widom distribution and
σa,b,β,α =
1
2
fα,β =
√
(βa− b)(b− aα)√
β − α .
ii). If ba >
β+α
2 or
b
a <
2
1/β+1/α , then
Lα,β(at, bt)− tfα,β(a, b)
t1/3
t→+∞→ +∞ in prob.,
Lα,β(at, bt)− tfα,β(a, b)
t1/3+ε
t→+∞→ 0 in prob. for every ε.
4
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φ(0, y)=c(-1,
√
β
α)
φ(x, 0)=c′(
√
β
α ,-1)
φ(x, y)
Figure 4: The picture of Fig.1 under map φ. In particular, the image of the maximizing path for
α,β
4 is mapped onto one maximal path in the parallelogram for the classical order 4.
2 Proof of the limiting shape
As mentioned earlier, the proof of Theorem 2 follows from a coupling argument between Lα,β
and L0,+∞. Thanks to this coupling we can split the proof of Theorem in two: a probabilistic
part (Proposition 7) and simple lemma of optimization (Lemma 8). Proofs of Proposition 7 and
Lemma 8 rely on quite usual and simple arguments but we detail all the computations as they
will be needed in the (more involved) proofs of Theorems 3 and 5.
Proposition 6 (Coupling with the classical Hammersley problem). For every x, y ≥ 0 and
β > α ≥ 0 we have the identity
Lα,β([0, x]× [0, y]) (d)= L (φ([0, x]× [0, y])) ,
where φ(x, y) is defined by
φ(x, y) =
β1/4α1/4√
β − α
(
β1/2x− β−1/2y,−α1/2x+ α−1/2y
)
. (2)
(In fact, we have equality in distribution of all the processes
(
Lα,β([0, x]× [0, y]))
x>0,y>0
and
(L(φ([0, x]× [0, y])))x>0,y>0, not only marginals.)
Proof of Proposition 6. The linear function φ has determinant 1 and is constructed so that
(x, y)
α,β
4 (x′, y′)⇔ φ(x, y) 4 φ(x′, y′).
Namely, straight lines {y = αx} (resp. {y = βx} ) are mapped onto horizontal (resp. vertical)
lines. Therefore the maximizing paths for the classical order 4 in φ([0, x] × [0, y]) are exactly
the images by φ of the maximizing paths in [0, x]× [0, y] for the order
α,β
4 .
Besides, the fact that φ preserves areas implies that the image of Ξ by φ is still a Poisson
process with intensity one.
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We now solve the classical Hammersley problem in a parallelogram:
Proposition 7. Let p, q, r, s > 0 and denote Pt, Qt, Rt, St the points of the plane of respective
coordinates (−pt, qt), (0, 0), (rt,−st), (rt−pt, qt−st). Denote Pt be the parallelogram PtQtRtSt.
Then
lim
t→∞
L(Pt)
t
= sup{2
√
Area(R), such that the rectangle R := [u, u′]× [v, v′] ⊂ P1}, (3)
where Area(R) denotes the area of R.
Proof. For any u, u′, v, v′ such that [u, u′]× [v, v′] ⊂ P1, we have
L(Pt) ≥ L([ut, u′t]× [vt, v′t]). (4)
By Proposition 1 we have that
lim
t→∞
L([ut, u′t]× [vt, v′t])
t
= 2
√
(u′ − u)(v′ − v) = 2
√
Area(R).
Thus we obtain the lower bound of (3).
Let us now prove the upper bound. We discretize the boundary of Pt as follows. Let
(xi, yi)1≤i≤t3 (resp. (xi, y′i)) be points of the plane such that
• For all i, (xi, yi) lies on the segment [Pt, Qt] or on [Qt, Rt] (resp. (xi, y′i) lies on the segment
[Pt, St] or on [St, Rt])
• x1 = −pt and xi+1 − xi = (p+ r)/t2. Thus xt3 = rt.
Let
I = {(i, j), i < j and yi ≤ y′j}.
For (i, j) ∈ I, denote Ri,j the rectangle [xi, xj ]× [yi, y′j ] and Qt =
⋃
(i,j)∈I Ri,j . Let us notice
that Pt \Qt is composed of 2t3 right triangles of width (p+ r)/t2 and of height bounded by C/t2
for some constant C depending of p, q, r, s. Thus the area of Pt \Qt is of order C/t. In particular
lim
t→∞P( no point of Ξ lies in Pt \ Qt) = 1.
Thus
lim
t→∞P(L(Pt) = L(Qt)) = 1.
Due to the particular form of Qt, any increasing path included in Qt is necessarily included in a
rectangle Ri,j . Thus
L(Qt) = max{L(Ri,j), (i, j) ∈ I}.
Hence for γ > 0
P(L(Qt) ≥ γt) = P(∃(i, j) ∈ I, L(Ri,j) ≥ γt)
≤
∑
(i,j)∈I
P(L(Ri,j) ≥ γt)
≤ t6 max
(i,j)∈I
P(L(Ri,j) ≥ γt) (5)
We conclude using, that if γ > sup{2√Area(R), such that the rectangle R := [u, u′] × [v, v′] ⊂
P1} then there exists some constant C, such that, for any (i, j) ∈ I and t ≥ 0,
P(L(Ri,j) ≥ γt) ≤ C
t7
, (6)
Indeed, this inequality is a direct consequence of [3, Th.1.2] (see also Proposition 9 below). This
concludes the proof of the upper bound.
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Hence, to obtain Theorem 2, it remains to determine the rectangle of maximal area in the
parallelogram φ([0, a]× [0, b]).
Lemma 8. Let µ > 1, c, c′ > 0 and denote P,Q,R, S the points of the plane of respective
coordinates (−c, cµ), (0, 0), (c′µ,−c′), (σ, ρ) with σ := −c + c′µ and ρ := −c′ + cµ so that the
quadrilateral P : PQRS is a parallelogram. Then
max{Area(R) such that R := [u, u′]× [v, v′] ⊂ P} =

(ρµ+ σ)2
4µ
if ρ < µ−1σ
(σµ+ ρ)2
4µ
if ρ > µσ,
σρ otherwise.
(7)
More precisely,
• In the first case ρ < µ−1σ a maximizing rectangle is given by R = [0, µξ] × [0, ξ] where
ξ = ρµ+σ2µ . Every translation of R by a vector u(µ,−1) for some u ∈ [0, (σ − µρ)/2µ] is
also maximizing (a similar result holds in the second case).
• In the third case µ−1σ < ρ < µσ there is a unique rectangle R with maximal area and
R = [0, σ]× [0, ρ].
Proof of Lemma 8. Set
M := max{Area(R) such that the rectangle R := [u, u′]× [v, v′] ⊂ P}.
We are going to identify a rectangle R := [u, u′] × [v, v′] := ABCD inside P with the largest
area. Clearly, such rectangle must have two opposite vertices on sides of P, for instance A and
C, with A on [PQ] or [QR] and C on [PS] or [SR]. With this convention, note first that if
ABCD ⊂ P, then the image by a translation of vector −→AQ of this rectangle is a rectangle inside
P with a vertex at (0, 0). Thus, we get
M = max{Area(R) such that the rectangle R := [0, u]× [0, v] ⊂ P}.
Assume first that σ, ρ > 0, so that the vertex S is in the upper right quarter plane. Then,
they are two possible cases (drawn in red and blue in the picture below):
• Either C ∈ [PS] (drawn in blue)
• Or C ∈ [SR] (drawn in red)
P : (−c; cµ)
R : (c′µ;−c′)
S : (σ; ρ)
P : (−c; cµ)
R : (c′µ;−c′)
S : (σ; ρ)
A = Q
C
C
A = Q
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We now distinguish the two cases. If C ∈ [PS], then C := (−c + xc′µ, cµ − xc′) for some
x ∈ [c/(c′µ), 1] since C must be in (R+)2. Thus
Area(R) = (−c+ xc′µ)× (cµ− xc′) which is maximal for x = min
(
c
2c′
(µ+
1
µ
), 1
)
.
If C ∈ [SR], then C := (c′µ− xc,−c′+ xcµ) for some x ∈ [c′/(cµ)), 1] since C must be in (R+)2.
Thus
Area(R) = (c′µ− xc)× (−c′ + xcµ) which is maximal for x = min
(
c′
2c
(µ+
1
µ
), 1
)
.
Note that, assuming ρ, σ > 0,
ρ
σ
> µ⇐⇒ cµ− c′ > µ(−c+ c′µ)⇐⇒ 1− c
′
cµ
> −1 + c
′µ
c
⇐⇒ c
′
2c
(µ+
1
µ
) < 1
Symmetrically, we have
ρ
σ
< µ−1 ⇐⇒ c
2c′
(µ+
1
µ
) < 1
Hence, if µ−1 < ρ/σ < µ, the maximum are in both cases obtained for x = 1, i.e. C = S.
On the other hand, if this condition does not hold, the maximum is obtained for some C 6= S,
thus the image of ABCD by a translation of vector
−→
CS yields another rectangle inside P with
the same area. Then, simple calculus yields the claimed expression for M .
Assume now that the vertex S is not in the upper right quarter plane, for example we have
σ > 0 but ρ < 0 as in the picture below.
P : (−c; cµ)
R : (c′µ;−c)
S : (σ, ρ)
C
A = Q
Then, if A = Q = (0, 0), necessarily C ∈ [PS], i.e. C := (−c+xc′µ, cµ−xc′) for some x ∈ [0, 1].
In this case, Area(R) = (−c+ xc′µ)× (cµ− xc′) is always maximal for x = c2c′ (µ+ 1µ) < 1 and
we still get M = c
2(µ2−1)2
4µ =
(ρµ+σ)2
4µ .
Similar arguments give the case σ < 0 but ρ > 0. Note that we can not have simultaneously
σ < 0 and ρ < 0 since µ > 1.
We now can proceed to the proof of the limiting shape. We set
c =
α1/4β−1/4b√
β − α , c
′ =
β1/4α3/4a√
β − α , µ =
√
β
α
> 1 (8)
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and
σ = −c+ c′µ, ρ = −c′ + cµ. (9)
We easily check that
ρ/σ < µ−1 ⇐⇒ b
a
<
2
1
α +
1
β
, ρ/σ > µ⇐⇒ b
a
>
α+ β
2
. (10)
Proof of Theorem 2. Combining Proposition 7 and Proposition 6 we obtain that
fα,β(a, b) = sup{2
√
Area(R), such that the rectangle R = [u, u′]× [v, v′] ⊂ φ([0, a]× [0, b])}
where φ is defined by (2). Hence, φ([0, a]× [0, b]) is a parallelogram with vertices
P : c(−1, µ), Q : (0, 0), R : c′(µ,−1)), S : (σ, ρ),
where c, c′, µ, σ, ρ are defined by (8),(9). We first collect the results of Lemma 8 in the case
ρ, σ > 0. If we have ρσ < µ
−1 then Lemma 8 yields
fα,β(a, b) = 2
√
(ρµ+ σ)2
4µ
= b
√
1
α − 1β .
If ρσ > µ then again by Lemma 8
fα,β(a, b) = 2
√
(σµ+ ρ)2
4µ
= a
√
β − α.
Finally, in the central case (which corresponds to µ−1 ≤ ρ/σ ≤ µ) we obtain that
fα,β(a, b) = 2
√
σρ = 2
√
(−b+ βa)(−αa+ b)
β − α .
For the case where σ or ρ is negative we observe that
σ < 0, ρ > 0⇔ b
a
> β
(
≥ α+ β
2
)
, σ > 0, ρ < 0⇔ b
a
< α
(
≤ 2
1/α+ 1/β
)
so the formula claimed in Theorem 2 is also valid.
For the sake of the reader we sum up notation and qualitative results for the three cases when
ρ, σ > 0:
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After transformation φ Before transformation φ
Maximizing rectangle(s)
(drawn in red) Shape of maximizing path(s)
ρ/σ < µ−1
slope µ−1
(σ, ρ)
b
a <
2
1/β+1/α slope 2
1/α+1 /β
(a, b)
ρ/σ > µ
slope µ
(σ, ρ)
b
a >
α+β
2
slope α+β2
(a, b)
µ−1 ≤ ρ/σ ≤ µ
slope µ
(σ, ρ)
slope µ−1
central case
(a, b)
2.1 Localization of paths
This Section is devoted to the proof of Theorem 3. Thanks to the coupling of Proposition 6,
it suffices to prove that in the classical Hammersley problem in a parallelogram t × P, any
optimal path concentrates along the diagonal of one of the largest rectangles included in t × P
(asymptotically with high probability).
The proof relies on a simple convexity argument for the limiting shape. In the central case
the proof is almost identical to that of ([18], Theorem 2 eq.(1.7)) so we only write the details
in the non-central case. (This case is more involved as we know from Lemma 8 that there are
several maximizing rectangles).
Proof of Theorem 3. We fix δ throughout the proof. As in Lemma 8, let µ > 1, c, c′ > 0 and
denote P,Q,R, S the points of the plane of respective coordinates (−c, cµ), (0, 0), (c′µ,−c′), (σ, ρ)
with σ := −c + c′µ and ρ := −c′ + cµ so that the quadrilateral P1 : PQRS is a parallelogram.
Denote Pt be the homothetic transformation of P1 by a factor t. By symmetry, we can assume
without loss of generality that ρ < µ−1σ. Recall from Lemma 8 that in that case there are
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t×(-c, µc)
t×(µc′,-c′)
t×(σ, ρ)
t×(µξ, ξ)
δt
tDc,δ
Figure 5: Discretization of Pt into squares of size tε. In yellow, the small squares indexed by
the set I1c,δ and in blue the one indexed by the set I2c,δ. The three parallelograms Gi,j , G˜k,l and
Ri,j,k,l are drawn in red.
several maximizing rectangles in P1. For all such maximizing rectangles the diagonal has slope
1/µ. Let us recall some notation of Proposition 7.
Denote Mt the set of maximizing paths for the classical Hammersley problem in Pt. For
ε > 0 which will be chosen later, we decompose P1 into disjoint squares of size ε× ε:
P1 ⊂
⋃
(i,j)∈I
{
[εi, ε(i+ 1))× [εj, ε(j + 1))
}
,
for some finite set I. For a real c, let Dc,δ be the diagonal strip Dc,δ = {|µy − x− c| ≤ δ/2}.
Hence, P1 \Dc,δ is composed of (at most) two connected components,
Q1c,δ := {(x, y) ∈ P1, µy − x− c > δ/2},
Q2c,δ := {(x, y) ∈ P1, µy − x− c < −δ/2}.
Let I`c,δ for ` ∈ {1, 2} be the smallest subset of I such that
Q`c,δ ⊂
⋃
(i,j)∈I`c,δ
{
[εi, ε(i+ 1))× [εj, ε(j + 1))
}
(notations are summarized in Fig. 5). Note that by homogeneity
Pt \ (t×Dc,δ) ⊂
(
t×Q1c,δ
) ∪ (t×Q2c,δ) .
If there exists some path pi ∈ Mt not contained in any tDc,δ for any c ∈ R, this implies
in particular that there exists some c such that the path pi intersects Q1c,δ and Q2c,δ. Besides,
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because of discretization, there exists a finite number of real numbers c1, . . . , cn such that, for
any c ∈ R, I`c,δ = I`ca,δ, for some a ∈ {1, . . . , n}. Thus we have{
∃pi ∈Mt not contained in tDc,δ for some c
}
⊂
n⋃
a=1
⋃
(i,j)∈I1ca,δ
⋃
(k,l)∈I2ca,δ
{
∃pi intersecting [tεi, tε(i+1))×[tεj, tε(j+1)) and [tεk, tε(k+1))×[tεl, tε(l+1))
}
.
(11)
Let a ∈ {1, . . . , n}, (i, j) ∈ I1ca,δ and (k, l) ∈ I2ca,δ. We need to prove that the probability that
there exists a maximizing path which intersects the squares [tεi, tε(i+ 1))× [tεj, tε(j + 1)) and
[tεk, tε(k + 1)) × [tεl, tε(l + 1)) tends to 0 as t tends to infinity. By symmetry, we can assume
that i ≤ k and j ≤ l as in Figure 5.
Let Gi,j be the parallelogram with opposite vertices (0, 0) and ε(i + 1, j + 1) and with sides
parallel to the sides of P. Let G˜k,l be the parallelogram with opposite vertices ε(k, l) and (σ, ρ)
and with sides parallel to the sides of P. Denote Ri,j,k,l the rectangle with sides parallel to the
axes and with opposite vertices ε(i, j) and ε(k + 1, l + 1). Thus we get{
∃pi intersecting [tεi, tε(i+ 1))× [tεj, tε(j + 1)) and [tεk, tε(k + 1))× [tεl, tε(l + 1))
}
⊂
{
L(tGi,j) + L(tG˜k,l) + L(tRi,j,k,l) ≥ L(Pt)
}
.
We can compute the almost sure limit of
(
L(tGi,j) + L(tG˜k,l) + L(tRi,j,k,l)
)
/t using Proposition
7 and Lemma 8. We let the reader check that, if ε is chosen small enough, for any (i, j) ∈ I1c,δ
and (k, l) ∈ I2c,δ, this limit is strictly smaller than the limit of L(Pt)/t. This computation is very
similar to the proof of Lemma 8. It is a consequence of the fact that the function
(Pt)2 → R2
(a, b), (α, β) 7→ f˜(a, b) + f˜(α− a, β − b) + f˜(σ − α, ρ− β)
(where f˜(a, b) = 2
√
ab1a,b>0) is strictly maximized when (a, b) and (α, β) belong to a straight
line with slope µ−1. Thus, we deduce that
lim
t→∞P
{
L(tGi,j) + L(tG˜k,l) + L(tRi,j,k,l) ≥ L(Pt)
}
= 0.
Therefore the event on the LHS of (11) is included in a finite union of events (and the number
of those events does not depend on t) whose probabilities tend to zero.
This proves that in the classical Hammersley problem in a parallelogram optimal paths con-
centrate along one of the maximizing diagonals. The proof of Theorem 3 follows from the coupling
of Proposition 6.
3 Fluctuations
3.1 The standard case : Proof of Theorem 5 (i)
We first recall some known facts regarding the fluctuations for the classical Hammersley problem.
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Proposition 9. For every m > 0, there exists Cm > 0 such that for every rectangle R with sides
parallel to the axes,
P
(
L(R) ≥ 2
√
Area(R) + Area(R)1/6+ε
)
≤ Cm
Area(R)εm . (12)
Proof. The claimed inequality is obtained by applying Markov’s inequality to ([3, Th.1.2]).
With the help of Proposition 4, we will have proved Theorem 5 as soon as we establish that,
inside a large parallelogram P with a unique optimal rectangle R, the fluctuations of L(P) are
equal to the fluctuations of L(R), i.e. non-optimal rectangles do not modify them. To this end,
we show the following proposition.
Proposition 10. Let µ > 1 and σ, ρ > 0. Let denote P1 = PQRS the parallelogram with
Q = (0, 0), S = (σ, ρ) and such that P = c(−1, µ) and R = c′(µ,−1) for some c, c′ > 0. For
t ≥ 0, let Pt be the homothetic transformation of P1 by a factor t. Assume µ−1 ≤ ρ/σ ≤ µ.
Then
lim
t→∞P(L(Pt) ≥ L(σt, ρt) + t
1
3
− 1
32 ) = 0.
(Observe that we always have the inequality L(Pt) ≥ L(σt, ρt).)
Let us first explain why this proposition implies Theorem 5.
Proof of Proposition 10 ⇒ Theorem 5. Using Proposition 6, we know that Lα,β(at, bt) has the
law of L(Pt) where Pt is the homothetic transformation of PQRS by a factor t, where
P : c(−1, µ), Q : (0, 0), R : c′(µ,−1)), S : (σ, ρ),
and c, c′, µ, σ, ρ are defined by (8),(9).
Recall from (10) that the central case
2
1/α+ 1/β
≤ b
a
≤ β + α
2
corresponds to 0 < µ−1 <
ρ/σ < µ. Thus, Pt is an homothetic transformation of a parallelogram satisfying the condition
of Proposition 10. Hence, we get that
Lα,β(at, bt)− L(σt, ρt)
t1/3
converges in probability to 0. We conclude using Proposition 4 and noticing that 2√σρ =
fα,β(a, b).
Proof of Proposition 10. To prove Proposition 10 we need to bound, for any rectangle of the
form
Ruv := [−u, σt+ v]× [µsign(u)u, ρt− µsign(v)v]
inside Pt (and with two vertices on the boundary of Pt)), the probability that L(Ruv)−L(σt, ρt)
is larger than t1/3−1/32. In fact, we will establish the following equation
lim
t→∞P( sup(u,v)∈U
L(Ruv)− L(σt, ρt) ≥ t1/3−1/32) = 0 (13)
where U is the set of value (u, v) for which Ruv is inside Pt. To this end, we set
κ =
1
3
+
1
32
and we treat separately two cases.
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(i) Either |u| > tκ or |v| > tκ. Then the rectangle Ruv is sufficiently smaller than the optimal
rectangle [0, σt]× [0, ρt] such that the law of large number for L(Ruv) will insure that it is
very unlikely that L(Ruv) ≥ 2√σρt− t1/3+ε.
(ii) Or |u| < tκ and |v| < tκ. Then Ruv and [0, σt] × [0, ρt] are so closed to each other than
necessarily L(Ruv)− L(σt, ρt) can not be too large.
The case (i): |u| > tκ or |v| > tκ
By symmetry, we only consider here the case u > tκ and v ≥ 0 but the reader can easily adapt
the proof to the other cases. As in the proof of Proposition 7, we discretize the problem. More
precisely, let ui = vi = i/t2 and denote I the set of indices (i, j) such that Ruivj satisfies ui > tκ
and vj ≥ 0 and is inside Pt namely
I = {(i, j) ∈ Z2+, ui > tκ, (ui, vj) ∈ U}.
As in the proof of Proposition 7, we have, with probability tending to 1 as t tend to infinity
sup{L(Ruv), (u, v) ∈ U , u > tκ, v ≥ 0} = sup{L(Ruivj ), (i, j) ∈ I} (14)
and we have |I| ≤ Ct6 for some constant C := C(σ, ρ, µ). Besides, we have
Area(Ruivj ) = σρt2 − t(ui + vj)(σµ− ρ)− µ(ui + vj)2 ≤ σρt2 − tκ+1(σµ− ρ).
Hence
√
σρt−
√
Area(Ruivj ) =
σρt2 − Area(Ruivj )
√
σρt+
√
Area(Ruivj )
≥ σρt
2 − Area(Ruivj )
2
√
σρt
≥ σµ− ρ
2
√
σρ
tκ.
Thus
P(L(Ruivj ) ≥ 2
√
σρt− t1/3+ε) ≤ P(L(Ruivj )− 2
√
Area(Ruivj ) ≥
σµ− ρ√
σρ
tκ − t1/3+ε).
Take ε = 1/65 such that 1/3+2ε < κ and so that tκ is asymptotically larger than Area(Ruivj )1/6+ε.
Then Proposition 9 yields the existence of a constant C := C(σ, ρ, µ) such that
∀(i, j) ∈ I, P(L(Ruivj ) ≥ 2
√
Area(Ruivj ) +
σµ− ρ√
σρ
tκ) ≤ C
t7
and finally
P( sup
(i,j)∈I
L(Ruivj ) ≥ 2
√
σρt− t1/3+ε) ≤ |I|C
t7
≤ C˜
t
.
Case u ≥ tκ, v ≤ 0 is treated in the same way and the cases where u < −tκ hold by symmetry.
Besides, Proposition 9 implies that
lim
t→∞P(L(σt, ρt) ≤ 2
√
σρt− t1/3+ε) = 0.
Combining this with (14) we get
lim
t→∞P(sup{L(Ruv), (u, v) ∈ U , |u| > t
κ or |v| > tκ} − L(σt, ρt) ≥ 0) = 0.
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Figure 6: Summary of notations: sources, sinks, Hammersley lines. On this sample we have
Lλ(x, y) = 6 and an optimal path (drawn in dark red) passes through two sources.
The case (ii): |u| < tκ and |v| < tκ
This case is more delicate that the previous one. We discretize again the boundary of Pt but
with a different scaling than before. All along case (ii) we put
δ =
1
3
− 1
16
and ui = vi = itδ for |i|, |j| ≤ tκ−δ.
The main ideas of the proof of case (ii) are inspired by the proof of Theorem 2 in [10] and
require some important tools regarding the Hammersley process. In particular, we will use
• the graphical representation of Hammersley lines (implicitly introduced by Hammersley
[15]) ;
• the sinks/sources approach introduced in [8].
Sinks and sources. We introduce the Hammersley process with sinks and sources. For λ > 0
we consider the point process Ξλ on the plane defined by
Ξλ := Ξ ∪Mλ ∪Nλ
whereMλ is a one dimensional Poisson point process of intensity λ on the x-axis, Nλ is a one di-
mensional Poisson point process of intensity λ−1 on the y-axis (and Ξ,Mλ,Nλ are independent).
A point onMλ (resp. on Nλ) is called a source (resp. a sink).
We will modify L by considering additional points ofMλ ∪Nλ:
Lλ(x, y) = max
{
L; there are (u1, v1), . . . , (uL, vL) ∈ Ξ ∪Mλ ∪Nλ such that
(0, 0) 4 (u1, v1) 4 (u2, v2) 4 · · · 4 (uL, vL) 4 (x, y)
}
.
Hammersley lines. For 1 ≤ ` ≤ Lλ(x, y) the `-th Hammersley line H`λ is defined as the lowest
level set of level ` for the function (x, y) 7→ Lλ(x, y) (see Fig. 6, Hammersley lines are drawn in
15
blue). It is easy to see that by construction every Hammersley line is a simple curve composed
of an alternation of South/East straight lines.
It was shown and exploited by Cator and Groeneboom [14, 8] that for the choice of intensities
λ (sources) and λ−1 (sinks) the process of Hammersley lines is stationary either seen from bottom
to top or from left to right. As a consequence we obtain the following non-asymptotic estimate.
Lemma 11 ([8], Theorem 3.1). For every 0 < x0 < x1 and 0 < y0 < y1 we have:
• Stationarity of sources.
S1 := Lλ(x1, y0)− Lλ(x0, y0) (d)= Poisson r.v. with mean λ(x1 − x0).
• Stationarity of sinks. For every x > 0 and every y0 < y1,
S2 := Lλ(x0, y1)− Lλ(x0, y0) (d)= Poisson r.v. with mean 1
λ
(y1 − y0).
• Furthermore, S1 and S2 are independent.
We now introduce the random variable Zλ(x, y) which represents the maximal length that
an optimal path spends on the x-axis:
Zλ(x, y) = sup {ξ ≥ 0;Lλ(x, y) = card(Mλ ∩ [0, ξ]) + L([ξ, x]× [0, y])} ,
where sup∅ = 0.
Lemma 12. Let λ?+ =
√
ρ/σ(1+t−1/4). There exists some constant C1 such that, for any t > 0,
P(Zλ?+(σt, ρt) = 0) ≤
C1
t1/4
.
Proof. Lemma 6 of [10] states that there exists some constant C > 0 such that, for any t ≥ 0,
P(Z1+t−1/4(t, t) = 0) ≤
C
t1/4
.
We just need here to establish an analogue result for a rectangle. Using the invariance of a
Poisson process under the transformation (x, y) 7→ (x√ρ/σ, y√σ/ρ), we get the equality in
distribution:
Zλ?+(σt, ρt)
law
= Z
λ?+
√
σ/ρ
(
√
σρt,
√
σρt).
Since λ?+ =
√
ρ/σ(1 + t−1/4) we get
P(Zλ?+(σt, ρt) = 0) ≤ P(Z1+t−1/4(
√
σρt,
√
σρt) = 0) ≤ C
(σρ)1/8t1/4
.
We now state a deterministic lemma.
Lemma 13. For any y ≥ x, s ≤ t and λ > 0, if the event Zλ(x, t) > 0 occurs then we have
L(y, s)− L(x, t) ≤ Lλ(y, s)− Lλ(x, t).
Proof. For s = t this is Lemma 2 in [10]. The diagram below explains how it can be extended
for every s ≤ t: the dashed line represents an optimal path for Lλ(x, t) while the plain line
represents an optimal path for L(y, s). On the event Zλ(x, t) > 0 the dashed line crosses the
plain line and these paths can be decomposed respectively as Á+Ã and À+Â as follows:
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We have that
L(y, s) = À+Â, L(x, t) ≥ À+Ã
from which we deduce L(y, s)− L(x, t) ≤ Â−Ã. On the other hand
Lλ(y, s) ≥ Á+Â, Lλ(x, t) = Á+Ã
from which we deduce Lλ(y, s)− Lλ(x, t) ≥ Â−Ã.
We will use the following exponential concentration inequalities (see Sect.2.4.1 in [19]):
Lemma 14. If X is a Poisson random variable with mean θ and ε > 0 then
P(X ≥ θ + ε) ≤ exp
(
− ε
2
2(θ + ε)
)
, P(X ≤ θ − ε) ≤ exp
(
− ε
2
2(θ + ε)
)
. (15)
As a consequence, there exists C ′ > 0 such that if X,Y are Poisson random variables with
respective means θ < θ′ then for every 10(θ′ − θ) ≤ ε ≤ θ/10 then
P(|X − Y | ≥ ε) ≤ 2 exp
(
−C
′ε2
θ′
)
. (16)
We first establish Proposition 10 outside the critical cases ρ/σ ∈ {µ−1, µ} by proving the
following lemma.
Lemma 15. Assume µ−1 < ρ/σ < µ. There exists C1 (depending on σ, ρ, µ) such that, for any
i, j ∈ [−tκ−δ, tκ−δ] and t ≥ 1,
P
(
L(Ruivj ) ≥ L(σt, ρt)
) ≤ C2
t1/4
. (17)
Proof. We begin by proving the lemma for i = 0 and j ≥ 0 i.e. showing that there exists C2
such that, for any j ∈ Z+ and t ≥ 1,
P
(
L(σt+ jtδ, ρt− µjtδ) ≥ L(σt, ρt)
)
≤ C2
t1/4
. (18)
As in Lemma 12, let λ?+ =
√
ρ/σ(1 + t−1/4). Using Lemma 13, we have
P
(
L(R0vj ) ≥ L(σt, ρt)
) ≤ P(Zλ?+ [σt, ρt] = 0) + P(Lλ?+(R0vj ) ≥ Lλ?+(σt, ρt))
≤ C1
t1/4
+ P
(
Lλ?+(R0vj ) ≥ Lλ?+(σt, ρt)
)
. (19)
In order to bound the last term in the RHS of (19) we write
Lλ?+(R0vj )−Lλ?+(σt, ρt) =
(
Lλ?+(R0vj )− Lλ?+(σt, ρt− µjtδ)
)
−
(
Lλ?+(σt, ρt)− Lλ?+(σt, ρt− µjtδ)
)
.
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Using the stationarity of the Hammersley process with sources and sink (Lemma 11), we know
that both terms in the RHS of the above equation has a Poisson distribution. More precisely,
P
(
Lλ?+(R0vj ) ≥ Lλ?+(σt, ρt)
)
= P
(
Poisson(λ?+jt
δ) ≥ Poisson( µ
λ?+
jtδ)
)
, (20)
where the two Poisson random variables on the RHS are independent.
For t large enough, λ?+ tends to
√
ρ/σ. Therefore the mean of the first Poisson r.v. in (20)
becomes strictly smaller than the second mean (here we use ρ/σ < µ). Hence, (15) implies the
existence of a constant C2 := C2(σ, ρ, µ, j) satisfying (18).
This concludes the proof of Lemma 15 for i = 0, j > 0. The proof of the case i = 0, j < 0 is
identical (using µ−1 < ρ/σ).
To extend the formula to i 6= 0, we write
L(Ruivj )− L(σt, ρt) =
(
L(Ruivj )− L(R0vj )
)
+
(
L(R0vj )− L(σt, ρt)
)
Using the same argument has before in the rectangle R0vj instead of R00 we still have that λ?+
(which depends on j) is
√
ρ/σ + o(1) uniformly in j (here we use that |jtδ| ≤ tκ  t).
Therefore we can bound the probability of the event {L(Ruivj )−L(R0vj ) ≥ 0} uniformly for
j ∈ [−tκ−δ, tκ−δ].
Since Card{|i|, |j| ≤ tκ−δ} ∼ 4t2κ−2δ = 4t3/16 = o(t1/4), we get using Lemma 15 that
lim
t→∞P
(
sup
|i|,|j|≤tκ−δ
L(Ruivj ) ≥ L(σt, ρt)
)
= 0. (21)
Now, for i, j ≥ 0, we have
sup
u∈[ui,ui+1]
v∈[vj ,vj+1]
L(Ruv) ≤ max(L(Ruivj ), L(Ruivj+1), L(Rui+1vj ), L(Rui+1vj+1))
+L([−ui+1,−ui]× [µui, µui+1]) + L([σt+ vi, σt+ vi+1]× [ρt− µvi+1, ρt− µvi]).
The random variables L([−ui+1,−ui]×[µui, µui+1]) and L([σt+vi, σt+vi+1]×[ρt−µvi+1, ρt−µvi])
has both the same distribution as L(tδ, µtδ). Since δ < 1/3− 1/32, using Proposition 9, we get
P(L([−ui+1,−ui]× [µui, µui+1]) ≥ t1/3−1/32) ≤ C
t
.
Thus, an union bound implies Proposition 10 in the case µ−1 < ρ/σ < µ.
The case ρ/σ ∈ {µ−1, µ}. We now explain how to modify the previous proof in the critical
cases where ρ/σ = µ. Using the same argument as above, Proposition 10 will still be proved if,
instead of (17), we show that
P
(
L(Ruivj ) ≥ L(σt, ρt) + t1/3−1/32
)
≤ C2
t1/4
.
With the same sinks/sources strategy we get that
P
(
L(Ruivj ) ≥ L(σt, ρt) + t1/3−1/32
)
≤
C1
t1/4
+ P
(
Poisson(λ?+jt
δ) ≥ Poisson(µjtδ/λ?+) + t1/3−1/32
)
,
=
C1
t1/4
+ P
(
Poisson(
√
ρ/σjtδ(1 + t−1/4)) ≥ Poisson(
√
ρ/σjtδ(1 + t−1/4)−1) + t1/3−1/32
)
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Figure 7: Example of a parallelogram with ρ/σ < µ−1.
which is indeed a O(t−1/4) using (16) with:
θ′ − θ ≤ C3jtδ−1/4 = O(tκ−δ+δ−1/4) = O(t1/12+1/32),
θ′ ≥
√
ρ/σjtδ ≥
√
ρ/σt1/3−1/16,
ε = t1/3−1/32.
3.2 Fluctuations: The non-central case. Proof of Theorem 5 (ii).
Fluctuations are of order  t1/3. We will show that, in the non-central case, for all x ∈ R
lim
t→∞P
(
Lα,β(at, bt)− tfα,β(a, b)
t1/3
≤ x
)
= 0.
The key argument is to exploit a result by Johansson [16] for the transversal fluctuations in the
Hammersley problem. We make the assumption that
b
a
<
2
1
α +
1
β
⇔ ρ/σ < µ−1
where, as in the proof of Theorem 2, ρ, σ, µ are defined in (8),(9). Let P1 = PQRS be the
parallelogram with Q = (0, 0), S = (σ, ρ) and such that P = c(−1, µ) and R = c′(µ,−1)
for some c, c′ > 0. Recall Lemma 8: if ξ := ρµ+σ2µ , the rectangle R := [0, µξ] × [0, ξ] is a
maximizing rectangle inside P1. Any translation of this rectangle by a vector u(µ,−1) with
u ∈ [0, (σ − µρ)/2µ] remains a maximizing rectangle. Denote Rt a homothetic transformation
by a factor t of R and let
St :=
{
(x, y) ∈ Rt, |µy − x| ≤ t3/4
}
be a " small cylinder" around the diagonal of Rt. The following Lemma is a weak consequence
of [16, Th.1.1] (take γ = 3/4 in eq.(1.6) in [16]).
Lemma 16 (Johansson (2000)).
lim
t→∞P(L(St) = L(Rt)) = 1.
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In particular,
Nt :=
L(St)− 2√µξt
(
√
µξt)1/3
tends to a Tracy-Widom distribution. Let St(u) be the image of St after a translation of vector
ut(µ,−1). We clearly have
L(Pt) ≥ sup
0≤u≤(σ−µρ)/2µ
L(St(u)).
Moreover, the random variables L(St(u)) and L(St(u′)) have the same distribution and are
independent if |u − u′| ≥ 2t−1/4, since, in this case, St(u) ∩ St(u′) = ∅. Hence, we get, with
c0 :=
σ−µρ
4µ , the stochastic lower bound
L(Pt)− 2√µξt
(
√
µξt)1/3
< max
1≤i≤c0t1/4
N it
where (N it )i≥1 are i.i.d. random variables with common distribution Nt.
Therefore, for every real x,
P
(
L(Pt)− 2√µξt
(
√
µξt)1/3
≥ x
)
≤ P (N1t ≥ x)c0t1/4 t→+∞→ 0.
Fluctuations are of order  t1/3+ε. Here we can re-use the strategy of the proof of the
limiting shape. If we take (5),(6) with
γt = tfα,β(a, b) +At1/3+ε
for a given real A then we obtain with Proposition 9 that
P
(
L(Pt) ≥ tfα,β(a, b) +At1/3+ε
)
→ 0.
Concluding remarks
• There is a little room left between t1/3 and t1/3+ε in the non-central case of Theorem 5.
We leave open the question of the exact order of fluctuations.
• Proposition 7 (Hammersley problem in a parallelogram) can be generalized to an arbitrary
convex domain D. We would get that
lim
t→∞
L(t×D)
t
= sup{2
√
(v′ − v)(u′ − u)), (u, v) 4 (u′, v′) ∈ D}.
Indeed, the proof of the upper bound is easily generalized. Regarding the lower bound,
(4) is not relevant anymore as the whole rectangle [u, v] × [u′, v′] may not be included in
P1. In order to generalize the proof we need to use the localization of the longest path in
[u, v]× [u′, v′] along the diagonal.
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