We prove upper and lower bounds for the spectral condition number of rectangular Vandermonde matrices with nodes on the complex unit circle. The nodes are "off the grid", pairs of nodes nearly collide, and the studied condition number grows linearly with the inverse separation distance. We provide reasonable sharp constants that are independent from the number of nodes as long as non-colliding nodes are well-separated.
Introduction
Vandermonde matrices with complex nodes appear in polynomial interpolation problems and many other fields of mathematics, see e.g. the introduction of [2] and its references. In this paper, we are interested in rectangular Vandermonde matrices with nodes on the complex unit circle and with a large polynomial degree. These matrices generalize the classical discrete Fourier matrices to non-equispaced nodes and the involved polynomial degree is also called bandwidth. The condition number of those matrices has recently become important in the context of stability analysis of super-resolution algorithms like Prony's method [5, 11] , the matrix pencil method [10, 15] , the ESPRIT algorithm [18, 17] , and the MUSIC algorithm [19, 14] . If the nodes of such a Vandermonde matrix are all well-separated, with minimal separation distance greater than the inverse bandwidth, bounds on the condition number are established for example in [4, 12, 15, 2] .
If nodes are nearly-colliding, i.e. their distance is smaller than the inverse bandwidth, the behaviour of the condition number is not yet fully understood. The seminal paper [7] coined the term (inverse) super-resolution factor for the product of the bandwidth and the separation distance of the nodes. For M nodes on a grid, the results in [7, 6] imply that the condition number grows like the super-resolution factor raised to the power of M − 1 if all nodes nearly collide. More recently, the practically relevant situation of groups of nearly-colliding nodes was studied in [16, 1, 13, 3] . In different setups and oversimplifying a
The Dirichlet kernel D n : R → R is given by is finite since all nodes are distinct. On the other hand, if two nodes are equal then two rows of A are the same and by continuity the condition number diverges if two nodes collide. The (wrap around) distance of two nodes is given by |t j − t ℓ | T := min r∈Z |t j − t ℓ + r| .
and we introduce the normalized separation distance of the node set as
We call the case τ = 1 critical separation, i.e. min j =ℓ |t j − t ℓ | T = 1 N , and the cases τ ≤ 1 and τ > 1 nearly-colliding and well-separated respectively. Figure 2 .1 illustrates the situation for 4 nodes on the unit circle. The parameter ρ min describes a minimum separation distance of involved non-colliding nodes assumed in the Theorems.
Figure 2.1: Sketch of four-node configurations, t 1 < t 2 < t 3 < t 4 ∈ [0, 1), t 1 = 0, t 3 = 1/2, N large enough. dotted: Theorem can be applied, filled: well-separated, lined: 3 nearly-colliding nodes, empty areas: at most 2 nearly-coll. nodes, but not covered by results.
A reasonable result for well-separated nodes is as follows. 
In particular we have
and for subsequent use we note that K ≤ N + N/τ and
, where A † := A * (AA * ) −1 denotes the Moore-Penrose pseudo inverse of A.
Moreover, we have the following lower bound on the condition number. This already shows that the upper bound for well-separated nodes is quite sharp and provides the benchmark for nearly-colliding nodes.
Theorem 2.2 (Lower bound). Let A be a Vandermonde matrix as in
(2.1), then 2 σ min (A) ≤ N − |D n (τ /N )| ≤ N ≤ N + |D n (τ /N )| ≤ 2 σ max (A).
In particular we have
, uniformly in N and matching almost the above upper bound. For nearly-colliding nodes we have
Proof. Without loss of generality let t 2 − t 1 = τ /N and consider the upper left 2 × 2-block in
We apply Theorem A.5, get
and Lemma A.1 yields the assertion.
Nodes with one nearly-colliding pair
Due to periodicity the choice t 1 = 0 and |t 1 − t 2 | T = τ N is without loss of generality. Now we estimate an upper bound on the condition number of the hermitian matrix K by bounding K directly and applying Lemma A.4 to K −1 before bounding K −1 . For that, we introduce some notation for abbreviation. 
we have the partitioning 
Proof. The key idea is to see the set of nodes as a union of two well-separated subsets and use the existing bounds for these. In contrast to the next chapter, here one of the sets only consist of a single node. We start by noting that Theorem 2.1 and
Together with the decomposition (3.4), the triangle inequality, Lemma A.6, and Theorem 2.1 we obtain 
. . .
where e 1 ∈ R (M −1) denotes the first unit vector. Additionally, this yields
Proof. We have |r 1 | = N − D n (τ /N ) and for j = 2, . . . , M − 1 the mean value theorem yields
Note that in the worst case half of the nodes can be as close as possible (under the assumed separation condition) to t 2 not only on its right but also on its left. Hence, for j = 2, . . . ,
and Lemma A.1 lead to
Thus for all nodes we get
Under the conditions of Definition 3.1 and for ρ ≥ 5, we have
where
Proof. We consider K decomposed as in (3.4) and apply Lemma A.4 with respect to K 2 to obtain
and thus
First of all we establish an upper bound for the norm of the triangular matrix. Equation (3.3) and Theorem 2.1 imply
Together with Lemma A.6 we obtain
The next step is to bound (N − b * K −1
Applying the second part of Lemma 3.4, Lemma A.1, and Theorem 2.1 yields
For ρ ≥ 5, the most inner bracketed term takes values in (1, 1.4) such that the square bracketed term is positive. Forming the reciprocal gives the result, since Theorem 2.1 also implies Proof. The bound follows from Lemmata 3.3 and 3.5 with C(ρ) ≤ C(6) ≤ 6.5. 
Pairs of nearly-colliding nodes
In the previous section we analysed the condition number of Vandermonde matrices with nodes of that two nodes are nearly-colliding. Now we study the situation in which the Vandermonde matrix comes from pairs of nearly-colliding nodes. 
For subsequent use, we additionally introduce the following wrap around distance of indices
Note that under the assumptions in Definition 4.1 the Vandermonde matrices A 1 and A 2 are each corresponding to nodes that are at least ρ/N -separated.
The proof technique we use is analogous to the one we used in the case of two nearlycolliding nodes. The difference is that we have a matrix
Lemma 4.3. Under the conditions of Definition 4.1, we have
Proof. Similar to Lemma 3.3, we start by noting that
Together with the decomposition (4.1), the triangle inequality, Lemma A.6, and Theorem 2.1 this leads to 
Proof. The Dirichlet kernel D n is monotone decreasing on [0, 1/N ]. Hence, for the diagonal entries we obtain
The off diagonal entries can be bounded by the mean value theorem and Lemma A.1 as
We bound the spectral norm of R 1 by the one of the real symmetric matrix R 1 using Lemma A.2 and proceed by
from which the assertion follows. 
Proof. First note that
Monotonicity of the Dirichlet kernel D n on t ∈ [0, 1/N ] gives
for j = ℓ. For each fixed off diagonal entry j = ℓ, the matrix 2N I has no contribution. We write the node t j+M/2 as a perturbation of t j by h j := t j+M/2 − t j and expand the Dirichlet kernel by its Taylor polynomial of degree 2 in the pointĥ :
2), the constant term as well as the linear term cancel out and we get
Lemma A.1 and ξ 1 , . . . , ξ 4 ≥ |j − ℓ| ′ ρ/N imply
The matrix 2N I + R * 1 + R 2 is real symmetric so that
and therefore the result holds. 
is positive, we have
where Negative values are set to zero.
Proof.
We proceed analogously to Lemma 3.5 and apply Lemma A.4 to the matrix K decomposed as in (4.1) and obtain
Definition 4.2 and Theorem 2.1 yield
together with Lemma A.6, we obtain 
We now apply Lemma A.3 with η = 2N , use the identities R 1 = B − K 1 and R 2 = B − K 2 , apply the triangular inequality, and the sub-multiplicativity of the matrix norm to get
ii) Lemma 4.5 leads to
iii) We apply Theorem 2.1 and Lemma 4.4 to get
iv) We apply the estimates for the Dirichlet kernel
6 c 2 τ 2 in iii), see Lemma A.1, and insert this in (4.4) to get finally
This upper bound also bounds the maximum in (4.3) since for all τ ≤ 1/2 and ρ ≥ 2 together with Theorem 2.1 K
Theorem 4.7 (Upper bound). Under the conditions of Definition 4.1 with
Proof. In Lemma 4.6 the constant C(τ, ρ, c, M ) is monotone increasing in τ and monotone decreasing in ρ. Hence, after plugging in the bounds for τ and ρ in our assumptions it is easy to see that the constant C( If each pair of nearly-colliding nodes has the same separation distance, i.e. c = 1, we can improve the upper bound in the sense that restrictions on τ except for τ ≤ 1 can be dropped. In order to obtain the same constant, we have to increase the restrictions on ρ slightly. 
where C(ρ, M ) :
The proof is analogous to that of Lemma 4.6, the only difference is in step iv). Setting c = 1 in ii) and iii), expanding the squared bracket in iii) and inserting this into (4.4) leads to
In three summands we can factor out N −D n (τ /N ) and use the estimate
Additionally, in the third summand we use the rough bound N − D n (τ /N ) ≤ N and in the fourth τ ≤ 1. The same argument as in (3.6) shows that this also bounds the maximum in (4.3) and we get the result.
Theorem 4.9 (Upper bound). Under the conditions of Definition 4.1 with
Proof. Direct inspection gives monotonicity of C(ρ, M ) with respect to ρ and also the estimate C(25(log(⌊M/4⌋) + 1), M ) ≤ C(25, 4) ≤ 12. Hence K −1 ≤ 12N −1 τ −2 and together with the bound K ≤ 52N/25 from Lemma 4.3 we obtain the result. 
which can be directly compared to [3, Cor. 1.1] . 
Numerical Examples
All computations were carried out using MATLAB R2017b. As a test for the bounds in the case of one pair of nearly-colliding nodes we use the following configuration. Let the number of nodes M = 20 and M = 200 be fixed, respectively. Moreover, we choose N = 1+ 12(M − 1) which ensures that all nodes fit on the unit interval. We choose τ ∈ 10 −11 , 1 logarithmically uniformly at random and ρ 3 , . . . , ρ M ∈ [6, 12] uniformly at random. Then we set the nodes t 1 < · · · < t M ∈ [0, 1) such that t 1 = 0, t 2 = τ /N and for j = 3, . . . , M , |t j − t j−1 | = ρ j /N . Afterwards the condition number of the corresponding Vandermonde matrix is computed. This procedure is repeated 100 times and the results are presented in Figure 5 .1. For pairs of nearly-colliding nodes, we use the following configuration. Let the number of nodes M = 20 and M = 200 be fixed, respectively. Moreover, we choose the parameter c = 2 and τ max and ρ min as in Theorem 4.7. To ensure that all nodes fit on the unit interval, we choose N as the smallest odd integer bigger than (cτ max + 2ρ min )M/2. Then we choose τ ∈ 10 −11 , τ max logarithmically uniformly at random and set the nodes t 1 < · · · < t M ∈ [0, 1) such that t 1 = 0, t 2 = τ /N and for j = 3, . . . , M , |t j − t j−1 | = ρ j /N if j is odd or |t j − t j−1 | = τ j /N if j is even, where τ j ∈ [τ, cτ ] and ρ j ∈ [ρ min , 2ρ min ] are picked uniformly at random respectively. Afterwards the condition number of the corresponding Vandermonde matrix is computed. This procedure is repeated 100 times and the results are presented in Figure 5 .2. In order to compare Theorem 4.7 with the results from [3, Cor. 1.1], we need to satisfy the assumptions of both results. We take M = 3 nodes with two nodes nearly-colliding, i.e. Proof. Due to symmetry it suffices to prove all bounds for t > 0 and we use the explicit expression of the Dirichlet kernel in (2.2). The lower bound on D n (t) can be derived from the inequalities x − x 3 /6 ≤ sin(x) ≤ x, that hold for all x ∈ [0, π]. The left inequality with x = N πt and the right inequality with x = πt lead to sin(N πt) ≥ N − π 2 6 N 3 t 2 πt ≥ N − π 2 6 N 3 t 2 sin(πt).
The upper bound on D n (t) can be derived from the inequality cos(αx) ≤ cos(x) that holds for all x ∈ [0, π/2] and α > 1 such that αx ∈ [0, π/2]. Integrating this inequality, choosing α = N/2 and x = πt, and applying the double angle formula yields sin(N πt) 2 cos(
Reordering the inequality and applying that cos(x) ≤ 1 − 4x 2 /π 2 for all x ∈ [0, π/2], yields
Finally, the remaining bounds on the absolute values can be proven by calculating the first and second derivatives and using sin(x) ≥ 2x/π and cot x ≤ 1/x that hold for all x ∈ (0, π/2]. Note that similar estimates can be found for the Frobenius norm in [9, p. 520].
Lemma A.3 (Neumann expansion). Let M ∈ C n×n hermitian and positive definite. Let η ∈ R be a parameter satisfying η > M , then
