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In this paper, the fuzzy set [Zadeh (1965)] is viewed as a multivalued logic 
with a continuum of truth values in the interval [0, 1]. The concepts of in- 
consistency, validity, prime implicant and prime implicate are extended to 
fuzzy logic and various properties of these notions m the context of fuzzy logic 
are established. It is proved that a formula is valid (inconsistent) in fuzzy logic 
iff it is valid (inconsistent) in two-valued logic. An algorithm that generates 
fuzzy prime implicants (implicates) is introduced. A proof of the completeness 
of this algorithm is also given. 
1. INTRODUCTION 
Ever since Zadeh proposed the idea of the fuzzy set [Zadeh (1965)], 
many researchers have investigated the mathematical properties and applica- 
tions of fuzzy sets [Chang (1968), Goguen (1967), Marinos (1969), Paz (1967), 
Nasu and Honda (1968), Zadeh (1968)]. In this paper, we shall consider 
the fuzzy set as a many-valued logic [Ackermann (1967), Rosser and 
Turquette (1952)] with a continuum of truth-values in the interval [0, 1] 
[McNaughton (1951), Chang (1958)]. We shall define many important 
concepts, such as inconsistency, validity, and prime implicant in fuzzy 
logic. We shall also show some of the relationships between fuzzy logic 
and two-valued logic [Hilbert and Ackermann (1950)]. 
2. Fuzzy FORMULAS 
In the sequel, we shall assume that a fuzzy function is a function of variables 
221, X 2 ,..., X~,  each of which assumes values in the interval [0, 1]. 
Fuzzy formulas are defined recursively as follows: 
1. A variable X, is a fuzzy formula. 
2. I f  A is a fuzzy formula, then - -A  is a fuzzy formula. 
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3. I f  d and B are fuzzy formulas, then A & B and d v B are fuzzy 
formulas. 
4. The above are the only fuzzy formulas. 
For example, (X 1 ~x; 23)  V ( - -22)  and ((X 1 & X2) v X3)& - -X  4 are fuzzy 
formulas. 
Since we are interested only in fuzzy formulas, we can drop the word 
"fuzzy" without causing any confusion. In the sequel, whenever formulas 
are mentioned, they are fuzzy formulas. It should be noted that fuzzy formulas 
are identical to formulas in two-valued logic [Hilbert and Ackermann (1950)]. 
Denoting the truth-value assigned to X i by T(X~), the truth-value T(S) 
of a formula is uniquely determined through the following rules: 
1. T(S) = T(X/) if S = X~ ; 
2. T(S) = 1 -- T(A) if S = - -A ;  
3. T(S) = min[T(A), T(B)] if S = A & B; and 
4. T(S) = max[r(A), T(B)] if S = A v B. 
EXAMPLE I. S = X 1 & (--X~ v Xa). Let the assignments o X 1 , X~ and 
X 3 be T(X1) = 0.3, T(X2) = 0.6 and T(X3) = 0.1. Then 
T(S) = min[T(X1), T(--X2 v X3)] 
= min[T(X O, max[T(--X2), T(X3)] 
= min[0.3, max[1 - -  T(X2), T(X3)]] 
= min[0.3, max[1 - -  0.6, 0.1]] 
= min[0.3, max[0.4, 0.111 
= min[0.3, 0.4] 
= 0.3. 
Since every variable Xi of a formula S can assume an infinite number 
of values, there are an infinite number of distinct assignments of truth-values 
to the variables of a formula. Among them, there are a finite number of 
assignments in which every variable is assigned either 1 or 0. We shall call 
those assignments wo-valued assignments. 
3. CONSISTENCY IN FuzzY LOGIC 
In two-valued logic, a very important concept is the consistency of a 
formula. A Formula A is said to be valid iff T(A) = 1 under all of its possible 
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two-valued assignments. Similarly, a formula A is said to be inconsistent 
iff T(A) ~ 0 under all of its possible two-valued assignments. A formula 
is said to be consistent iff it is not inconsistent. A formula is said to be 
invalid iff it is not valid. 
In fuzzy logic, we shall define similar concepts. A fuzzy formula is said 
to be fuzzily valid iff T(A) ~ 0.5 under all possible assignments and A is 
fuzzily inconsistent iff T(A) ~ 0.5 under all possible assignments. 
Having defined validity and inconsistency of formulas in fuzzy logic, we 
can now investigate ways to determine consistency of formulas. In two-valued 
logic, since there are a finite number of distinct assignments for a formula, 
the most straightforward way to determine the consistency of a formula 
is an exhaustive search. That is, given a formula S, we examine very possible 
two-valued assignment. I f  S is 1(0) under all these assignments, we say 
that S is valid (inconsistent). 
But we can not have an exhaustive xamination of all possible assignments 
in fuzzy logic because there are an infinite number of possible assignments 
for every formula. Therefore, some nonexhaustive way to determine con- 
sistency of formulas in fuzzy logic is very important. We shall devote the 
rest of this section to a discussion of this subject. 
To check whether a formula A is valid or inconsistent in fuzzy logic, 
the simplest approach involves expanding A into conjunctive and disjunctive 
forms. Before defining these normal forms we must give some definitions: 
A literal is a variable X~, or - -X , ,  the complement of Xi  • 
A clause is a disjunction of one or more than one literal. 
A phrase is a conjunction of one or more than one literal. 
A formula A is said to be in conjunctive normal form if A = 
C1 & C2 "'" & Cm , m >~ 1 and every C~, 1 ~< i ~< m, is a clause. 
A formula A is said to be in disjunctive normal form if A = 
P1 v P2 "'" v P~,  m >~ 1 and every P i ,  1 ~ i ~ m, is a phrase. 
In two-valued logic, it can be shown that every formula can be expressed 
in conjunctive and disjunctive normal forms [Hilbert and Ackermann (1950)]. 
This is due to the existence of the distributive laws and DeMorgan's laws. 
Zadeh (1965) proved that both of the laws mentioned above hold in fuzzy 
logic. Since there is no syntactical difference between formulas in fuzzy 
logic and formulas in two-valued logic, we can easily see that formulas 
in fuzzy logic can also be expressed in conjunctive and disjunctive normal 
form. 
We shall now present some lemmas. 
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LEMMA 1. Let C be a clause. I f  C contains a complementary pair of literals, 
then C is fuzzily valid. 
Proof. Let C = L 1 v L 2 .-- v L~. Assume Li and Lj form such a com- 
plementary pair. Then T(L~) ~ 1 -- T(L~). For every possible assignment, 
either T(Li), or T(L~) will be greater than or equal to 0.5. Therefore, 
max[T(L~), T(Lj)] ~ 0.5 for all possible assignments. Since 
T(C) ~- max[T(L1) , T(L~) ..... T(L~)], 
T(C) -~ max[T(L1) , T(L~) ..... T(L~) ..... T(Lj),..., T(L~)] 
>/max[T(L1) , T(Lj)] ~/0.5. 
Thus C is fuzzily valid. Q.E.D. 
LEMMA 2. Let C be a clause. I f  C is fuzzily valid, then C contains a 
complementary pair of literals. 
Proof. Consider the assignment in which every literal of C is assigned 
a truth-value smaller than 0.5. T(C) will be smaller than 0.5 under this 
assignment; so C is not fuzzily valid. This is contradictory to the assumption 
that C is fuzzily valid. Q.E.D. 
Combining Lemmas 1 and 2, we have the following theorem. 
THEOREM 1. Let C be a clause. C is fuzzily valid iff C contains a com- 
plementary pair of liter als. 
Similarly, we can prove the following theorem concerning inconsistency 
in fuzzy logic. 
THEOREM 2. Let P be a phrase. P is fuzzily inconsistent iff P contains a 
complementary pair of literals. 
Theorems 1 and 2 can be utilized to check the consistency of formulas 
in fuzzy logic. Suppose we want to see whether a formula A is fuzzily valid. 
We can expand A into conjunctive normal form: A = C1 & C~ " ' -C~.  
Then A is fuzzily valid iff every Ci is fuzzily valid. But the fuzzy validity 
of a clause can be established through Theorem 1. Similarly, in case we 
want to check the fuzzy inconsistency of formula A, we can expand A into 
disjunctive normal form: A ~ P1 v P2 "'" v P~. Then A is fuzzily incon- 
sistent iif every phrase Pi is fuzzily inconsistent, and the fuzzy inconsistency 
of a phrase can be established through Theorem 2. 
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EXAMPLE 2. S = ( - -X  1 v --X2) & X, & X 2 . 
S is in conjunctive normal form. Since none of its clauses are fuzzily 
valid, we conclude that S is not fuzzily valid. 
Expand S into disjunctive normal form. 
s --- ( -&&& &&)  v ( -% &:% ~ x~). 
It is easy to see that every phrase of the above formula is fuzzily incon- 
sistent; therefore N is fuzzily inconsistent. 
EXAMPLE 3. S = ( - -X  1 v X 1 v X3)~( - - . J~3  v X 3 v 22) .  
S is in conjunctive normal form. According to Lemma 1, every clause 
of S is fuzzily valid. Therefore, S is fuzzily valid. 
4. CONSISTENCY IN FUZZY LOGIC AND CONSISTENCY 
IN Two-VALUED LOGIC 
In this section we shall discuss the relationship between consistency 
in fuzzy logic and that in two-valued logic. Consider Theorems 1 and 2 
in Section 3. We can immediately derive the following two corollaries. 
COROLLARY 1. A clause C is fuzzily valid iff C is valid. 
COROLLARY 2. A phrase P is fuzzily inconsistent iff P is inconsistent. 
Combining these two corollaries, we have the following theorems: 
THEOREM 3. A formula A is fuzzily valid iff A is valid. 
THEOREM 4. A formula A is fuzzily inconsistent iff A is inconsistent. 
Theorems 3 and 4 state that validity (inconsistency) in fuzzy logic is 
equivalent o validity (inconsistency) in two-valued logic. Thus to prove 
the fuzzy validity (inconsistency) of a formula, it suffices to prove its validity 
(inconsistency). For example, in Example 2 of Section 3, it should be easy 
to see that S is also inconsistent in two-valued logic. 
Theorems 3 and 4 can also be used to determine consistency of formulas 
in two-valued logic. Given a formula _d in two-valued logic, Theorems 3 
and 4 indicate that the validity (inconsistency) of A can be established 
iff min[T(A)](max[T(A)]) is ~(~)  0.5 in fuzzy logic. Note that the original 
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problem in two-valued logic is a discrete case problem. Using Theorems 3 
and 4, one can now view it as a problem of continuous case because the 
variables of fuzzy formulas are continuous variables. I f  a procedure to 
calculate the maximum and minimum of a fuzzy formula can be found, 
it might be useful for solving some of the difficult decision problems in 
two-valued logic. 
EXAMPLE 4. Consider the formula X & - -X .  We can plot the truth-value 
of this formula against the value of X. For X ~ 0.5, T(X) <~ T(--X). 
Therefore, in this range of X, T(X&--X) = T(X). At X=0.5 ,  
T(X& - -X )  = 0.5. By the same token, T(X& --X) = T(--X)forX > 0.5. 
This is shown in Fig. 1. Since T(X& --X) <~ 0.5 for all X, X& - -X  is 
fuzzily inconsistent. Using Theorem 4, we conclude that X&- -X  is 
inconsistent. 
EXAMPLE 5. Consider the formula X v - -X .  The curve depicting 
X v - -X  against X is shown in Fig. 2. Since T(X v --X) ~ 0.5 for all X, 
X v - -X  is fuzzily valid. We can then use Theorem 3 to conclude that 
X v - -X  is valid. 
5. PRIME IMPLICANTS AND PRIME IMPLICATES IN FUZZY LOGIC 
Let us now consider the following question. Given a formula A, a real 
number ~, max[T(A)] = 5, min[T(A)] = y, and 7 ~ a ~< fi, how can we 
find all the assignments under which T(A) ~> e~ ? In two-valued logic c~ = 1, 
and this can be answered easily by finding all the prime implicants (we 
shall give the definition of prime implicant later) of A. If  every literal of a 
prime implicant of d is assigned 1, then T(A) = 1. Furthermore, every 
assignment under which T(A)= 1 corresponds to at least one prime 
implicant. In fuzzy logic, we shall show that we can define similar concepts. 
A formula S 1 is said to fuzzily imply a formula S.z iff T(S~) >~ c~ whenever 
T(S1) >~ ~, 0 ~< a ~ 1. I f  only two-valued assignments are considered, 
c~= 1 and we say that S 1 implies S 2. In other words, S 1 implies S 2 iff 
T(S~) = 1 whenever T(S1) ~ 1. 
EXAMPLE 6. Consider formulas X and X v Y. Suppose X is assigned a
truth-value a, then T(X) = oz. T(X v Y) = max[~, T(Y)] /> a. Therefore, 
X fuzzily implies X v Y. 
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EXAMPLE 7. Consider formulas X & Y and X. Assume that X & Y is 
assigned a truth-value ~. This means that both T(X) and T(Y) are greater 
than or equal to ~. Therefore T(X) >~ o~. X & Y is concluded to fuzzily 
imply X. 
A phrase P is a fuzzy implicant of a formula A iff P fuzzily implies A. 
P is a fuzzy prime implicant of A iff P is a fuzzy implicant of A and P does 
not fuzzily imply any other fuzzy implicant P' of A. 
A clause Q is a fuzzy implicate of a formula A iff A fuzzily implies Q. 
Q is a fuzzy prime implicate of A iff Q is a fuzzy implicate of A and Q is 
not fuzzily implied by any other fuzzy implicate Q' of A. 
If only two-valued assignments are considered, we drop the word "fuzzy". 
Thus a phrase P is an implicant of a formula A iff P implies A. P is a prime 
implicant of ~/iff P is an implicant of A, P is not inconsistent and P does 
not imply any other implicant P' of _d. A clause Q is an implicate of a formula 
A iff A implies Q. Q is a prime implicate of A iff Q is an implicate of .//, 
Q is not valid and Q is not implied by any other implicate Q' of _d. 
Note that there is a significant difference between the definition of a 
prime implicant (implicate) and the definition of a fuzzy prime implicant 
(implicate). While we do not allow the prime implicants (implicates) to be 
inconsistent (valid), we do allow the fuzzy prime implicants (implicates) to be 
inconsistent (valid). This can be best explained by a simple example. 
EXAMPLE 8. Consider A = (X v Y)& ( - -X v Y). To find the prime 
implicant of A, we first expand A into disjunctive normal form: 
A = (X & --X) v Y. In two-valued logic, A can be reduced to Y. Thus, 
the only prime implicant of A is Y. 
In fuzzy logic, A can not be reduced to Y. Indeed, (X& --X) is a fuzzy 
prime implicant of A although it is inconsistent. The reason is very simple: 
(X & --X) does fuzzily imply A. For example, if (X & --X) is assigned any 
truth-value ~, 0 ~< ~ ~< 0.5, then T(A) is greater than or equal to ~. 
Well-known techniques exist to find prime implicants in two-valued logic 
[Lee (1970), Miller (1965), McClusky (1965), Slagle, Chang and Lee (1970)]. 
In this paper, we shall investigate ways to find fuzzy prime implicants and 
fuzzy prime implicates. 
THEOREM 5. I f  P is an implicant of A, then P is a fuzzy implicant of A. 
Proof. Let P =L I  &L 2 "" &L~.  Expand A into conjunctive normal 
form: A ~ C 1 & C a "" & C~, where every Ci = L i l v  Li2 "'" v L ik .  Since 
P implies A, P implies every C~. Therefore Ci contains at least one literal Lj ,  
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1 <~ j ~ m. If  T(P) >/~, then for all j, 1 < j <~ m, T(L~) >~ ~. There- 
fore, T(Ci) ---- max[T(La), T(Li~),..., T(L~k )] >/ T(Lj) >/a, and T(A) = 
min[T(C1), T(C2),..., T(C~)] ~> a. Q.E.D. 
THEOREM 6. I f  P is a fuzzy implicant of A and is not inconsistent, hen 
P is an implicant of A. 
Proof. Since P is a fuzzy implicant of A, T(A) ~ ~ whenever T(P) ~ ~. 
Since P is consistent, there exist one or more than one assignment under 
which T(P) -- 1. Under all of these assignments, T(A) = 1. Thus P is 
an implicant of A. Q.E.D. 
From Theorem 6, we can have the following corollary. 
COROLLARY 3. I f  P is a .fuzzy implicant of A and not an implicant of A, 
then P must be inconsistent. 
EXAMPLE 9. Let S ---- X 1 & ( - -X  1 v 2(2). 
(XI & -X1)  and (X 1 & X2) are the only two fuzzy prime implicants of S. 
Note that X 1 & - -X  1 is inconsistent. 
Similarly, we have the following theorems concerning fuzzy prime 
implicates. 
THEOREM 7. I f  Q is an implicate of A, then Q is a fuzzy implicate of .4. 
THEOREM 8. If Q is a fuzzy implicate of A and is not valid, then ~ is an 
implicate of ./I. 
From Theorem 8, we can derive Corollary 4. 
COROLLARY 4. I f  Q is a fuzzy implicate of A but not an implicate of A, 
then ~ must be valid. 
]EXAMPLE 10. Let S = X 1 v (--X1 & X2). 
(X 1 v --X1) and (X 1 v X2) are the only two fuzzy prime implicates of S. 
Note that (X 1 v --X1) is valid. 
The following statements serve as a summary of the preceding discussion: 
(1) There are two kinds of fuzzy prime implicants, consistent fuzzy 
prime implicants and inconsistent fuzzy prime implicants. 
(2) There are two kinds of fuzzy prime implicates, invalid fuzzy prime 
implicates and valid fuzzy prime implicates. 
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(3) For every phrase (clause) P(Q) which is consistent (invalid), 
P(Q) is a fuzzy prime implicant (implicate of some formula iff P(Q) is a 
prime implicant (implicate) of A. 
(4) Given a formula A and a fuzzy prime implicant P of 4 ,  
(a) I f  P is consistent, then an assignment under which 0 ~ ~ 
T(P) ~ 1 constitutes a sufficient condition for T(A) ~ o~, and 
(b) I f  P is inconsistent, hen an assignment under which 0 ~ ~ 
T(P) ~ 0.5 constitutes a sufficient condition for T(A) ~ ~. 
(5) Given a formula A and a fuzzy prime implicate Q of 4,  
(a) I f  Q is invalid, then an assignment under which 0 ~ c~ 
T(A) ~ 1 constitutes a sufficient condition for T(Q) ~ ~, and 
(b) I f  Q is valid, then an assignment under which 0.5 ~ ~ 
T(A) ~ 1 constitutes a sufficient condition for which T(Q) ~ c~. 
The theorems proved in this section indicate that in order to find con- 
sistent (invalid) fuzzy prime implicants (implicates), it suffices to find prime 
implicants (implicates). But we must have other methods to find fuzzy 
prime implicants (implicates) that are not prime implicants (implicates). 
The next section is devoted to introducing an algorithm which generates all 
the fuzzy prime implicants and fuzzy prime implicates of a formula. 
6. AN ALGORITHM TO GENERATE Fuzzy PRIME IMPLICANTS 
In [Slagle, Chang and Lee (1970)], an algorithm is presented to generate 
prime implicants of a formula. We shall call the algorithm presented in 
[Slagle, Chang and Lee (1970)] Algorithm A. In this paper, we shall modify 
Algorithm A to Algorithm B so that Algorithm B can generate fuzzy prime 
implicants. We shall first introduce some definitions. 
By an ordering of a set S of clauses, we mean an ordering on all the distinct 
literals appearing in S. 
The frequency order ~ for a set S of clauses is an ordering such that 
for any two distinct literals L1 and L 2 appearing in S, L 1 ~ L 2 if L 1 occurs 
in more clauses of S than does L 2 . If L 1 and L~ occur in the same number 
of clauses of S, we arbitrarily let either L 1 ~ L 2 or L~ ~ Lx. 
A semantic tree T is a tree to each node of which is attached a circle, 
a cross or a set of clauses, and to each branch of which is attached a literal. 
A node with a circle or a cr~s ~ called a terminating node and a node with 
a set of clauses is a nonter~g node. 
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For a node S in a semantic tree, if S is a set of clauses and >~ is an ordering 
for S, by sprouting of the semantic tree from node S with ) ,  we mean the 
following operations. Let L I ,  L~ ,...,Lr be all the distinct literals in S such 
that L 1 >/L 2 "" >~ Lr • From S, sprout branches L 1 ,L  2 ,...,L T as shown in 
Fig. 3, where nodes S1, S 2 ,..., S r are defined as follows: 
For each i, 1 ~< i ~< r, let S'(L,) be that obtained from S by deleting 
every clause in S containing Li .  If  S'(L~) is empty, we call node Si a success 
node and attach a circle to it. Otherwise, let S(Li) be that obtained from 
S'(Li) by deleting all the literals L~, j = 1, 2 ..... i -  1, from S'(Li). I f  
S(Li) contains an empty clause, we call node Si a failure node and attach 
a cross to it. Otherwise, we let S i be S(Li). Each Si is an immediate descendant 
of node S. 
To use Algorithm B, formula S must be in conjunctive normal form. 
Algorithm B. 
Input: S: a set of clauses. 
Output: W[S]: a set of phrases. 
Step 1. Let the initial node be S. Choose an ordering 0~ for S and 
apply sprouting from S with 0~. Let S 1 , S 2 ,..., Sr be the nodes sprouted 
from S. 
Step 2. If there exists a nonterminating node S~, choose an ordering 
0,, for Si and apply sprouting from S~ with 0 , .  Repeatedly apply Step 2 
until there is no nonterminating node to sprout, i.e., until each path in 
the tree leads to a terminating node. Let T be the final semantic tree. 
Step 3. For each success node N in T, form the conjunction of all the 
literals at the branches on the path from the top down to node N. Let W[S] 
be the set of all these conjunctions and terminate the algorithm. 
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EXAMPLE 8. Let S = (M iv  M 2v - -Mz)&(M 2v - -Ms)&(M lvMS) ,  
A frequency ordering ~ for the distinct literals appearing in S is 
Using Algorithm B, we obtain the semantic tree shown in Fig. 4. 
W[S] = {M2& M~ , M~& M3, M~ & --M3, --M3& M3}. 
$ 
-M. M X 
M 
-M 31 
FIGURE 4 
$ 
X X~ X 
X 
FIGURE 5 
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EXAMPLE 9. S=(M 1 v - -M2)&( ] l l  2 v M 8 v M4)&( - -M 8 v M 4 v M1). 
A frequency ordering /> for the literals appearing in S is 
The semantic tree obtained from using Algorithm B is shown in Fig. 5. 
W[S] ~- (M~ & Ma , MI & M2 , M~ & M 8 , M, & --M2 , 
--M~ & M: & --M~, --Ms & M3 & --M~}. 
It should be noted that Algorithm B does not generate any duplicate 
implieants. That is, if 3//1 & M 2 & M 3 is generated, it will not generate 
MI&M3&M~,  M2&MI&M3,  M~&Ms&M~,  Ma&MI&M~. or 
M~&M~&MI. 
7. COMPLETENESS OF ALGORITHM B 
In this section, we shall prove that Algorithm B is complete. That is, 
every element in W[S] is a fuzzy implicant of S, and every fuzzy prime 
implicant of S is in W[S]. Before proving this theorem, we shall first present 
two lemmas. The proof of these lemmas are simple and will be omitted here. 
LEMMA 3. A phrase P fuzzily implies a clause C iff C contains at least 
one literal which appears in P. 
LEMMA 4. A phrase P fuzzily implies a conjunction S of clauses iff P 
implies every clause of S. 
THEOREM 9. Given a formula in conjunctive normal form. Let W[S] and 
T be obtained as in Algorithm B with an ordering O N for each nonterminating 
node N of T. Then 
(a) Every element of W[S] is a.fuzzy implicant of S, and 
(b) Every fuzzy prime implicant of S is in W[S]. 
Proof. (a) Since every element P of W[S] corresponds toa success node, 
by definition of a success node each clause C has at least one literal which 
appears in P. Therefore, according to Lemmas 3 and 4, P fuzzily implies 
S and P is a fuzzy implicant of S. 
(b) Let P be a prime implicant of S. We can prove that P is in W[S] 
by induction on the number of literals in P. I f  P contains exactly one literal, 
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say Lr ,  then according to Lemmas 3 and 4, L r appears in every clause in S. 
Let S'(L~) be defined as in Section 6. Then S'(L~) is empty. Therefore P 
is in W[S]. Suppose (b) of this theorem is true when P contains n distinct 
literals, n = 1. To complete the induction, we consider the case where P 
contains n > 1 distinct literals. Let Lr be the largest literal in P with respect 
to the ordering 0s for the initial node S. Let Lrl, Lr2 ,...,Lri be the literals 
in S larger than L r . From the algorithm, we shall obtain S'(L~). S'(L~) is 
not empty. For otherwise, according to Lemma 4 and the construction of 
S'(Lr), L r is a fuzzy prime implicant which contradicts the assumption 
that P is a fuzzy prime implicant. From the algorithm, we shall also obtain 
S(Lr). S(Lr) does not contain an empty clause. For otherwise, there is a 
clause in S, which does not contain any literal that appears in P. According 
to Lemma 3, this clause is not fuzzily implied by P which is impossible. 
Let P '  be the conjunction obtained from P by deleting L r . Since P fuzzily 
implies S, or Lr & P '  fuzzily implies S, and L~ does not appear in any clause 
in S(L~), P' is a fuzzy implicant of S(L~), since otherwise P would not be 
a fuzzy prime implicant of S. Since P '  consists of exactly n distinct literals, 
by the induction hypothesis P '  is in W[S(L,.)] where W[S(L~)] is obtained 
through Algorithm B by considering S(L~) as an initial node. Therefore 
P is in W[S]. This completes the proof. 
Similarly, we can prove the following theorem. 
THEOREM 10. Use the same definitions, notations and algorithm as given 
in Sections 6 and 7, except hat in the algorithm replace phrase, conjunctive, 
conjunction, disjunction, implicant by clause, disjunctive, disjunction, conjunction 
and implicate, respectively. I f a formula S is in disjunctive normal form and 
ON is an ordering for each nonterminating node N of T, then 
(a) Every element in W[S] is a fuzzy implicate of S, and 
(b) Every fuzzy prime implicate of S is in W[S]. 
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