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We demonstrate the possibility of realizing a neural network in a chain of trapped ions with
induced long range interactions. Such models permit to store information distributed over the whole
system. The storage capacity of such network, which depends on the phonon spectrum of the system,
can be controlled by changing the external trapping potential. We analyze the implementation of
fault-tolerant universal quantum information processing in such systems.
The Cirac-Zoller proposal of trapped ion computer [1]
has become one of the paradigmatic models to implement
a quantum computer [2]. Recently, spectacular experi-
mental progress in both realization of simple algorithms
and implementation of quantum logic has been achieved
using a few ionic qubits (c.f. [3]). Still, serious experi-
mental challenges remain on the way to a large-scale ion
trap quantum computer. One should stress that while
the achievement of an all-purpose quantum computer in
the next years seems to be difficult, one can be quite
optimistic about the applications of chains of trapped
ions as quantum simulators. Recently, it has been shown
that long range pairwise interactions between individ-
ual spins are induced in an ion trap, when introducing
an additional state-dependent force acting on the ions
[4, 5]. Also a state-dependent optical force can evoke
long range couplings and has been proposed to simulate
general Heisenberg interactions and to investigate quan-
tum phase transitions in ion traps [6].
Here we show that ion spin systems can serve to real-
ize a neural network (NN) model. NN are a prototype
model of parallel distributed memory [7, 8], and have
been intensively studied by physicists since the famous
paper by Hopfield [10]. These disordered systems with
long range interactions typically present a large number
of metastable (free) energy minima, like in spin glasses
[8]. These states can be used to store information dis-
tributed over the whole system. The patterns stored by
the network have large basins of attraction in the ther-
modynamical sense, so that even fuzzy patterns are rec-
ognized as perfect ones. For this reason, attractive NN’s
can be used as associative memory. At the same time,
NN are robust, so that destroying even a large part of the
network does not necessarily diminish its performance.
The above listed properties make NN’s interesting for
distributed quantum information storing and processing
where quantum bits do not correspond to the internal
states (spins) of individual ions, but rather to patterns of
the internal states of the whole chain (all-up, all-down,
half-up-half-down, etc.). These patterns follow in form
(i.e. signs) the lowest energy vibrational modes of the
system. Some approaches to exploit the potential of NN
models for quantum information processing have already
been discussed in the literature [11], also with respect
to entanglement generation [12]. Here we propose, for
the first time, a feasible implementation of NN, and the
realization of distributed information processing using a
chain of trapped ions.
Before explaining the details of NN implementation, we
first remind the readers the main features of the Hopfield
model [10], and discuss the effective Hamiltonian derived
in Ref. [5, 6]. The similarities between both models sug-
gest the possibility of using a chain of trapped ions as a
NN. To corroborate this assumption, we find the storage
capacity of the system and its robustness, which are the
most appealing features of NN for distributed quantum
information. Thus, the question of ergodicity and, there-
fore, the ability of the system to act as an associative
memory is not considered here. We show that the stor-
age capacity, which is determined by the phonon spec-
trum of the system, can be controlled by modifying the
shape of the external axial trapping potential and/or by
applying longitudinal magnetic fields. Although the stor-
age capacity is a classical property of the network, spin
ion systems permit also to study quantum neural net-
works by using a transverse magnetic field or an optical
field that effectively simulates an additional transverse
magnetic field. In this paper we exploit the storage ca-
pacity of the system to perform distributed quantum in-
formation i.e. universal quantum gates and single qubit
gates by applying appropiate external axial and trans-
verse magnetic fields. Transverse magnetic fields should
also permit tunneling processes between stored patterns
and to realize for example quantum stimulated annealing
[8, 9]. This study is beyond the scope of this Letter and
will be treated elsewhere.
Following the models of Hopfield [10] and Little [13], a
neuron can be viewed as an Ising spin with two possible
2states: an “up” position (S = +1) and a “down” position
(S = −1) depending on whether the neuron has or has
not fired an electromagnetic signal, in a given interval
of time [7]. The state of the network of N neurons at a
certain time is defined by the instantaneous configuration
of all the spin variables {Si} at this time. The dynamic
evolution of these states is determined by the interactions
among neurons, Jij , which are symmetric (Jij = Jji).
Also, full connectivity is assumed, i.e., every neuron can
receive an input from any other one, and send an output









where h corresponds to an external magnetic field. The
interactions are determined by the patterns or configura-
tions of spins to be stored in the network. These patterns
will be learned if the system is able to accommodate them
as attractors, implying that a large set of initial configu-
rations of the network will be driven dynamically (after
a sufficiently long time) to those patterns. A possible









with i 6= j. The p sets of {ξµi } = ±1 are the patterns to
be stored. The network will have the capacity of storage
and retrieval of information, if the dynamical stable con-
figurations (local minima) reached by the system {Si}
are correlated with the learned ones {ξµi }. Although the
interactions have been constructed to guarantee that cer-
tain specified patterns be fixed points of the dynamics,
the non-linearity of the dynamical process may induce
additional attractors, the so-called spurious states.
Recently it has been shown that the Hamiltonian de-
scribing a linear chain of harmonically trapped ions ex-
posed to a magnetic field gradient [5] or interacting with
convenient laser fields [6] can be transformed into an ef-
fective spin-spin hamiltonian with long range interactions


























with α = x, y and z being the spatial directions, i, j la-
beling the ions, σ being the Pauli matrices, Fα is the
force in the α direction experimented by the ions, m the
ion mass, ωα,n the angular frequency of vibrational mode









where καi,j are the elastic constants of the chain [14]. The
coefficient Mαi,n gives the scaled amplitude of the local
oscillations of ion i around its equilibrium position, when
the collective vibrational mode n is excited. Thus, the
eigenvectors of M describe each ion’s contribution to a
given vibrational mode, while the eigenvalues provide the
oscillation frequencies, ωα,n of the collective modes.
The external trapping frequencies are chosen such that
the laser cooled ions crystallize in a linear chain (i.e.
ωx,1 = ωy,1 ≫ ωz,1) and the external forces are on
the z−axis (i.e. F x = F y = 0), so that the index α
is dropped. Henceforth, we will consider zero magentic
fields Bi = 0 [15]. Thus, Eqs.(1) and (3) have the same
form and the possibility to implement a classical NN us-
ing a linear chain of ions arises. We substitute the Pauli
matrices in Eq.(3) by Ising spins S = ±1, where the effec-
tive spin corresponds to the internal state of the ion. Nev-
ertheless, there are some important differences between
both models. First, in the Hopfield model, the interac-
tions given by Eq.(2) are determined by the patterns to
be stored {ξµi } = ±1 while in the trapped ion chain, the
interactions are fixed by the coefficientsMi,n that do not
necessarily equal to ±1. Second, in Eq.(2), p corresponds
to the number of patterns to be stored, which in the limit
of large number of spins N is bounded from above by
p = 0.14N [7]. In Eq.(4), the sum extends over the to-
tal number of vibrational modes which is larger than the
total number of stored patterns. And finally, in the Hop-
field model all the patterns have the same weight while
in the ion chain each vibrational mode is weighted by
1/ω2n (Eq.(4)). Due to this fact, to reproduce as closely
as possible a NN model, the vibrational modes should
be ideally almost degenerate in energy. Moreover, the
corresponding patterns must have large basins of attrac-
tion, i.e. they should correspond to sufficiently different
configurations of spins, so that each configuration is dy-
namically recovered, even if several spins are randomly
flipped. As we shall see below, these requirements can-
not be met with an harmonic trapping potential due to
the fixed frequency ratio between the two lowest vibra-
tional modes [16], but can be realized in a weakened axial
potential V (x) ∝| x |γ with γ ≤ 0.8 (see Fig 1 (a)) [17].
To check the feasibility of implementing a NN model in
these ion spin systems, we find first the phonon spectrum
using a standard diagonalization procedure, and impose
the learning rule i.e., we calculate the interactions Jij .
Then, we evaluate the energy and probe the correlation
between the dynamically stable configurations and the
stored ones. The dynamical thermalization of the system
is simulated using standard Monte Carlo techniques.
We fix the initial spin configuration by mimicking the
signs of a given vibrational mode. We then flip randomly
r spins and let the system evolve towards the equilibrium
situation assuming a noiseless scenario. If the system
recovers the initial configuration, it is stable under the
flip of r spins. The number of initial spin flips deter-



























FIG. 1: (a) Ratio between the frequencies of the second and
first vibrational modes as a function of the exponent of the
trapping potential for 20 Ca+ ions. (b) Final overlap aver-
aged over 500 initial configurations as a function of the initial
overlap, for the two lowest vibrational modes of 40 ions in a
potential V = A|x|0.5 with A = 6.6×10−20J/m1/2. The black
squares (triangles) correspond to the first (second) pattern.
mines the initial overlap, defined as mi = (N − r)/N .
After dynamical evolution, the final overlap is given by
mj = (N − s)/N where s is the number of spins that
differ from the initial configuration. We repeat this pro-
cess overM initial different configurations with r random
spin flips to evaluate statistically the final overlap with
the initial configuration: mf = (
∑N
j=1 mjnj)/M , being
nj the number of times that the system reaches the mj
configuration. The value of the initial overlap for which
significant decrease of the final overlap occurs, is a good
measure of the size of the basin of attraction of the corre-
sponding pattern. For the harmonic trapping potential,
the two lowest vibrational modes are the center of mass
(all spins parallel, with ω1) and the breathing mode (half
up, half down, with ω2 =
√
3ω1) [16]. We find that the
center of mass mode is stable up to the flip of half of the
spins, while the breathing mode is already unstable under
the flip of a single spin. Therefore, the only configuration
that can be recovered is the center of mass mode.
We propose to modify the spatial dependence of the
trapping potential to increase the storage capacity of the
network. We consider here V (x) = A | x |γ , achiev-
able using additional control by dc electrodes (for simi-
lar, or even more control, see [4](b)). We have calculated
the ratio between the frequencies of the second and the
first mode, ω2/ω1, as a function of γ for Ca
+ ions. For
N ≥ 20, this ratio depends neither on the number of ions,
nor on the value of A. For γ > 2, the ratio is ≈ √3, and
as in the harmonic case severe limitations on the storage
capacity appear. The ratio rapidly decreases, however,
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FIG. 2: (Color online) Fidelities of the H gate (left) and the
Bell gate (right), with respect to time (r2 = 0.95r1). The
maximal classical fidelities are shown respectively at 2/3 and
2/5. The inset in gray shows the fields Aλ and B1 = 10
5Bλ
and B2 = 10
6Bλ with respect to time. For adiabaticity, the
chosen fields require T ≫ 7× 106~/λ.
become practically degenerate (Fig.1(a)). The storage
capacity for a system of 40 Calcium ions trapped in a
potential with γ = 0.5 is displayed in Fig. 1(b), where
the final overlap is depicted as a function of the initial
overlap for the two lowest vibrational modes. The final
overlap is close to 1 up to eight spin flips, meaning that
the system is able to recover four patterns (i.e., the two
lower ones plus the two corresponding to the global re-
verse of the sign of the spins), up to eight spin flips. As it
is shown in what follows, four stored patterns are enough
for quantum computation. The system does not always
recover the initial pattern, instead sometimes reaches a
slightly deformed configuration, which differs only in one
spin flip from the original one (spurious states), making
mf slightly smaller than one. Specifically, the probability
of recovering the two modes is, up to three initial random
spin flips, above 98%, and up to eight, above 97%.
We have shown that the model described by Eq. (3)
allows, under certain conditions, for robust distributed
classical information storage. We explore now if it could
as well allow for distributed quantum computing in a
fault tolerant way, i.e. robust with respect to the partial
damage of the system [18]. We analyze this possibility
by considering a system of eight spin-1/2 particle (as in
[19]) in a trapping potential with γ ≃ 0.5. The vibra-
tional spectrum is, except for the lowest two modes, hi-
hgly non-degenate, with rapidly increasing eigenvalues.
Thus, we consider only the contributions of the 3 low-
est modes, which up to the global spin flip correspond
to the spin patterns: all-up, half-up-half-down, 2-up-4-
down-2-up. We encode the information in the first two,
and consider the third one as noise. The phonon mode
amplitudes are approximated asMi,m = ξ
m
i = ±1, which
is exact for periodic boundary conditions. Additionally,
time dependent “magnetic” fields in the z (B1, B2) and x
(λ) directions are applied leading to the following expres-
4sion for a Quantum Neural Network (QNN) Hamiltonian:
HQNN (t) = −λ
[
r1(Sz1 + Sz2 + Sz3 + Sz4)
2 +
r2(Sz1 + Sz2 − Sz3 − Sz4)2 + r3(Sz1 − Sz2 − Sz3 + Sz4)2
+A(t)(Sx1 + Sx2 + Sx3 + Sx4)
+B1(t)(Sz1 + Sz2) +B2(t)(Sz3 + Sz4)
]
, (6)




2i, i = 1, . . . , 4, and r1 ≈ r2 ≫ r3 >
0. Here λ has the units of energy, so that all the other
parameters in HQNN are dimensionless. B1, B2, and A
are chosen initially (t = t0) such that the ground |G(t0)〉,
and the first three excited states |Ej(t0)〉 correspond, up
to a gauge transformation, to: | ↑↑↑↑↑↑↑↑〉z, | ↓↓↓↓↓↓↓↓
〉z , | ↑↑↑↑↓↓↓↓〉z, and | ↓↓↓↓↑↑↑↑〉z.
To demonstrate universality we focus first on a single
qubit operation. Identifying |0〉 = |G(t0)〉 and |1〉 =
|E1(t0)〉, we consider a single distributed-qubit operation,
with a generic qubit in the state a0|G(t0)〉 + a1|E1(t0)〉
evolving adiabatically under the changes of the magnetic
fields to a final state a0|G(t1)〉 + a1|E1(t1)〉. We choose
the time dependence of the fields so that the final state
is approximately the H-rotated state of the input one,
where H acts on the logical states as |0〉 → |+〉, |1〉 →
−|−〉, where |±〉 = (|0〉±|1〉)/√2. This one-qubit gateH
is reminiscent of the Hadamard gate that takes |0〉 → |+〉,
|1〉 → |−〉. The (H) operation is achieved by changing
the positive initial values of B1 and B2 adiabatically to
zero, and simultaneously increasing the zero initial A to a
positive value much larger than the initial B1, B2 (inset
Fig. 2). Since we deal with superpositions of energy
eigenstates, one has to take into account in the adiabatic
transport the dynamical, as well as the Berry phases [20].
The fidelity of the H gate is shown in Fig. 2(a) as a
function of time for different noise ratio r3/r1. Note that
the fidelity is quite insensitive to high noise levels, and is
larger than the classical (measure and prepare) bound of
2/3.
Let us move now to the two-qubit gates, and treat the
4 left spins as one qubit, and 4 right ones as another, so
that: |00〉 = | ↑↑↑↑↑↑↑↑〉z, |01〉 = | ↑↑↑↑↓↓↓↓〉z, etc. We
demonstrate here, a way to implement an entangling uni-
versal gate [21] acting as |00〉 → (|00〉+ |11〉)/√2, |11〉 →
(−|00〉 + |11〉)/√2, |01〉 → (|01〉 + |10〉)/√2, |10〉 →
(−|01〉+ |10〉)/√2. We denote this gate as Bell gate. We
now encode an arbitrary two-qubit state
∑
i,j=0,1 aij |ij〉,
into a00|G(t0)〉+ a11|E1(t0)〉+ a01|E2(t0)〉+ a10|E3(t0)〉.
The same variation of the magnetic fields as in the (H)
gate leads now to the Bell-gate rotated state (Fig. 2),
with fidelity that is noise insensitive and surpasses the
classical bound of 2/5. The scales of time for which both
H and Bell gate fidelities reach their maximum value is
long enough to ensure that the implementation is robust.
Summarizing, we have shown that spin-ion systems
can be used to implement NN models. We have calcu-
lated the storage capacity and robustness of such sys-
tems and showed how to control this storage capac-
ity by changing the trapping potential. Identifying the
qubits with configurations of spins that follow in form
(i.e., sign) the lowest vibrational modes of the system,
i.e., the stored patterns, we have shown that the system
can perform fault-tolerant universal distributed quantum
information. We have demonstrated that by applying
adiabatically-varying time dependent “magnetic” fields,
the system realises single and two distributed-qubit op-
erations in a robust way.
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