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Resumen
Este artículo estudia el problema de localización de cámaras de vigilancia
aplicado a una red de transporte público masivo. Se considera una red
de estaciones conectadas entre sí, mediante rutas predeterminadas de bu-
ses. El problema estudiado consiste en escoger las estaciones que deben
ser vigiladas mediante cámaras con el fin de optimizar simultáneamente
dos objetivos: El valor esperado del número de crímenes detectados por
las cámaras, y la calidad de las imágenes captadas por el sistema de vi-
gilancia completo. Se formulan dos modelos de optimización basados en
programación entera para este problema considerando múltiples períodos,
restricciones de presupuesto y restricciones de conectividad donde se busca
garantizar que al menos se cuente con una cámara de vigilancia por cada
pareja de estaciones conectadas directamente. Se realiza una comparación
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del desempeño de los modelos matemáticos propuestos usando un optimi-
zador comercial en un conjunto de instancias aleatorio con 20 hasta 200
estaciones. Los resultados computacionales permiten concluir sobre la ca-
pacidad de los modelos matemáticos para encontrar soluciones óptimas y
los recursos computacionales requeridos.
Palabras clave: Localización; optimización combinatoria; seguridad;
teoría de grafos; redes; problema de cubrimiento de vértices.
Surveillance Camera Location Models on a Public
Transportation Network
Abstract
This article studies the problem of locating surveillance cameras in the
context of a public transportation system. A network of stops or stations
is considered which is interconnected by a set of predetermined bus routes.
The studied problem is to choose the set of stations to be monitored by
cameras in order to simultaneously optimize two objectives: the expected
number of crimes detected by the cameras, and the image quality of the
entire surveillance system. Two mathematical models based on integer
programming are proposed for this problem, considering multiple periods,
budget constraints, and connectivity constraints which ensure that at least
a surveillance camera is assigned to one station for each pair of directly
connected stations. A comparison of the performance of the proposed
mathematical models using a commercial optimizer is performed using a
set of randomly generated instances with 20-200 stations. The computa-
tional results show the capability of the proposed mathematical models to
find optimal solutions and the required computational resources.
Key words: Location; combinatorial optimization; security; graph
theory; networks; vertex covering problem.
1 Introducción
Este artículo presenta dos modelos de optimización basados en programa-
ción entera para diseñar el sistema de vigilancia de un sistema de transporte
masivo para los próximos años con restricciones presupuestales y de cober-
tura de la red. El objetivo de la investigación es determinar la localización
de las cámaras de vigilancia en una red de estaciones que pertenecen a
un sistema de transporte masivo, teniendo en cuenta varios factores, tales
como: resolución de video de grabación, costo de adquisición e instalación
de los equipos, y vida útil de las cámaras por localizar.
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Los sistemas de transporte masivo movilizan un porcentaje significativo
de ciudadanos en las grandes ciudades del mundo. La localización de las
cámaras de vigilancia en las estaciones que lo componen, busca mantener
elevada la percepción de seguridad que tienen los usuarios del sistema, ya
que permite que se tomen medidas de reacción oportunas frente a diferentes
problemas que se presentan constantemente dentro de la red de transporte
y en sus alrededores. De esta forma se evitan que muchos de los usuarios
prefieran usar el transporte privado, congestionando las vías y afectando
la movilidad. Una propuesta de la posible localización de las cámaras de
vigilancia podría reducir las quejas por robos e inseguridad dentro del sis-
tema y permitiría tener un mayor cubrimiento y control de las personas
que fluyen dentro del sistema.
Los sistemas de transporte masivo, se pueden representar mediante un
grafo compuesto por nodos y arcos, donde los nodos representan las esta-
ciones del sistema, o puntos de convergencia de rutas, y los arcos las rutas
que comunican a dichas estaciones.
Figura 1: Ejemplo del grafo de un sistema de transporte masivo con 5 estaciones.
Idealmente todas las estaciones y puntos críticos deben tener cámaras
de seguridad. Sin embargo, debido a restricciones presupuestales propias
del diseño de una red de vigilancia, se considera que no es posible ubi-
car cámaras en todas las ubicaciones disponibles. Por lo tanto, con tal de
aumentar la seguridad de los usuarios, se busca construir un sistema de vi-
gilancia capaz de hacer seguimiento a los posibles delincuentes que tienen
movimientos erráticos dentro del sistema y utilizando siempre los sistemas
de transporte de la red. Debido a esto, se impondrá como restricción fuer-
te de diseño del sistema de vigilancia, que cada par de estaciones (nodos)
que están conectadas directamente entre sí, posean al menos una cámara
de vigilancia ubicada en alguna de estas estaciones. Por ejemplo, para las
parejas de nodos en el grafo de la Figura 1: (1,2), (1,3), (2,3), (2,4), y (3,5),
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debe haber al menos una cámara de vigilancia localizada en una de las
estaciones de cada uno de estos pares. Suponiendo que se desea construir
la red de vigilancia para el sistema mostrado en la Figura 1 y se cuenta con
presupuesto para instalar 3 cámaras, es posible encontrar varias soluciones
al problema. A continuación, se muestran 2 posibles:
Figura 2: Solución No. 1 (solución infactible).
Figura 3: Solución No. 2 (solución factible).
Se puede observar que las dos soluciones cumplen la condición de ins-
talar 3 cámaras, sin embargo, la solución No. 1 incumple la condición de
instalar al menos 1 cámara por cada par de estaciones que se encuentre
conectadas entre sí. Lo anterior permitiría a un delincuente cometer un
crimen y movilizarse entre la pareja de nodos (2,3) sin ser detectado por el
sistema de vigilancia. Por otro lado, la solución No. 2 cumple la condición
de conectividad, lo cual permite realizar un rastreo de los delincuentes, sin
importar entre cuáles parejas de nodos decidan moverse. No obstante, a
pesar de que la solución No. 2 es una solución factible al problema, no es
posible determinar si es la mejor solución. Este trabajo propone formula-
ciones matemáticas para el problema junto con un criterio de optimalidad
de las soluciones.
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Los modelos matemáticos propuestos consideran un horizonte de pla-
neación finito, compuesto por períodos discretos. Estos períodos corres-
ponden a los momentos donde se puede realizar actualizaciones al sistema
de vigilancia. Este sistema se puede componer de varios tipos diferentes de
cámaras que difieren en sus características técnicas que impactan su capaci-
dad de detectar crímenes por sus diferentes rangos de vigilancia, resolución
de video, y vida útil. Los tipos de cámaras disponibles que se consideran en
esta investigación son las siguientes: 1. cámaras actualmente instaladas, 2.
cámaras análogas biométricas de resolución media, 3. cámaras biométricas
con una resolución de alta definición.
Las variables de decisión definen la localización y/o actualización de cá-
maras y la inversión a realizar por período. Las restricciones consideradas
por el modelo incluyen el presupuesto anual disponible para realizar in-
versiones en nuevas tecnologías, restricciones tradicionales de un problema
de localización discreto y las restricciones de cobertura especiales descri-
tas previamente. Puesto que la decisión de localización de cámaras está
determinada por diferentes criterios, se propone un modelo que pretende
maximizar simultáneamente dos indicadores:
1. El valor esperado del número de crímenes detectados por las cámaras.
Con este objetivo se busca dar prioridad a las estaciones o posicio-
nes que podrían tener la mayor cantidad de crímenes durante cada
período, basado en el parámetro de índice de criminalidad histórico
por estación. El índice de criminalidad se puede calcular como el nú-
mero de robos en cada una de las estaciones respecto a la cantidad
de personas que ingresan a la estación.
2. La calidad del sistema de vigilancia. Con este objetivo se busca dar
prioridad a la instalación de cámaras de mejor resolución. Es decir,
se busca maximizar la capacidad del sistema de detectar rostros y
eventos dentro del sistema.
El artículo está organizado de la siguiente manera: la Sección 2 presen-
ta un resumen del estado del arte. La Sección 3 presenta la formulación
matemática de los dos modelos propuestos. El primer y segundo modelo
matemático difieren en la definición de sus variables de decisión. En la
Sección 4 se presentan los experimentos computacionales realizados para
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medir y comparar el desempeño de los dos modelos matemáticos propues-
tos mediante un conjunto de instancias aleatorias con diferentes tamaños
de problema. Las conclusiones se presentan en la Sección 5.
2 Estado del arte
Los modelos de localización tienen amplias aplicaciones en la industria y
el sector privado. Estos modelos buscan optimizar la decisión de dónde
localizar instalaciones como fábricas, centros de distribución, depósitos, y
puntos de venta o atención al público. En [1] se presenta el desarrollo de
modelos y métodos de optimización para diferentes clases de problemas de
localización, haciendo una taxonomía de los problemas que los clasifica en
problemas planares, sobre redes, y problemas de localización discretos. Adi-
cionalmente los clasifica en problemas estáticos y dinámicos. El problema
trabajado en este artículo se clasifica como un problema de localización en
redes de tipo estático.
En [2] se presentan modelos de localización de sensores, que buscan
maximizar la cobertura de varios objetos, con aplicaciones en vigilancia
en espacios en 3D combinando optimización entera y análisis de visibili-
dad, mostrando casos de aplicación en el campus de una universidad. De
igual forma, en [3] se desarrolla un modelo de localización discreta para
sensores de identificación automática de vehículos en redes de transporte.
El modelo desarrollado es llevado de su forma no lineal a un modelo de
programación lineal entera mixta. En [4] reconocen la complejidad de los
modelos de localización no lineales en redes de transporte y proponen un
modelo de programación entera mixta para la localización de sensores en
autopistas. En [5] se presenta un modelo de localización multi-período pa-
ra la maximización de la cobertura total de las cámaras considerando que
la efectividad de los programas de prevención se aumenta al cambiar pe-
riódicamente la posición de las cámaras. Para el problema de localización
en redes de transporte, en [6] consideran incertidumbre por medio de un
modelo de programación estocástica que considera diferentes condiciones
de tráfico en la red para encontrar el número óptimo de sensores que se
deben usar. Recientemente, en [7] se presenta una revisión de la literatura
sobre problemas de optimización en redes de sensores con énfasis en méto-
dos de optimización multi-objetivo, clasificándolos en problemas de diseño
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de redes, despliegue, operación, planeación y localización.
De igual forma, este problema puede ser formulado como un problema
de cobertura sobre vértices. Este problema consiste en determinar el míni-
mo número de vértices en un grafo en donde todos los arcos son incidentes
en al menos uno de los vértices escogidos [8] . Este problema es un problema
NP-Hard [9] . La versión con restricciones de capacidad de este problema
es estudiada por [10] para la identificación eficiente de glicoproteínas. Esta
restricción de capacidad de cobertura obliga que, al seleccionar un nodo del
grafo, se cubra un subconjunto de los vértices que inciden a él, en función
de la capacidad del vértice. Los autores también presentan un algoritmo
primal-dual de tipo heurístico.
Los problemas de diseño de redes en grafos son ampliamente estudiados
en diferentes contextos de logística, transporte, sistemas de vigilancia, sis-
temas hidráulicos, telecomunicaciones, informática, entre otros, desde hace
varias décadas. Recientemente [11] presenta una revisión de la literatura
referente a diseño de redes de transporte urbano incluyendo el diseño de
vías y el diseño de rutas de un sistema de transporte público. En [12] pro-
ponen una heurística lagrangiana para un problema de optimización de un
problema de diseño de redes de abastecimiento de múltiples eslabones en
un escenario de manufactura ágil. En [13] plantean una clasificación de pro-
blemas que incluyan la localización y diseño de redes basado en criterios
como el tipo de demanda y estructura del flujo de productos sobre la red.
Sin embargo, no se presentan problemas con restricciones de diseño del sis-
tema de vigilancia sobre cada par de nodos conectados como la propuesta
presentada en este artículo.
Desde el punto de vista teórico, [14] compara diferentes características
de modelos sobre grafos de ruta más corta considerando diferentes carac-
terísticas de los problemas, entre las que incluye la existencia de clústeres
de nodos, y restricciones de recursos. También en [15] demuestran que el
problema es NP-completo cuando consideran la decisión de encontrar un
sub-grafo que conecta todos los vértices originales y minimiza la suma de los
costos asociados a los caminos más cortos entre todos los pares de vértices
con restricciones de presupuesto en la suma de los costos de los arcos. mé-
todos exactos para resolver problemas de diseño de redes son presentados
por [16] , específicamente para un problema de árbol de mínima expansión.
métodos metaheurísticos para problemas de este tipo son presentados por
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[17] .
Adicionalmente, nuevas tecnologías permiten la implementación de sis-
temas de vigilancia más sofisticados, acarreando nuevos retos de optimiza-
ción. Entre ellos, la gestión de redes de sensores inalámbricos se ha conver-
tido en un área de interés para la investigación de operaciones, buscando
optimizar la cobertura de la red, vida útil de los sensores, su consumo de
energía, costos, y la integridad de los datos. En [18] se presenta una revisión
reciente de los contextos de aplicación de redes de sensores inalámbricos en
donde se incluyen sistemas de vigilancia con sistemas estáticos, como los
estudiados en este artículo, o sistemas móviles. El potencial de uso de los
sistemas inalámbricos es importante dado el bajo costo de implementación
y la flexibilidad para modificar la red en caso de requerirse. En [19] y [20] se
presenta una clasificación de problemas y algoritmos de localización para
redes de sensores inalámbricos, considerando diferentes criterios. Los dro-
nes, o vehículos aéreos no tripulados, son también elementos tecnológicos
que pueden ser utilizados en sistemas de vigilancia. Estos vehículos ofrecen
ventajas en costos de operación para cubrir amplias zonas de forma diná-
mica y flexible, puesto que los vehículos pueden moverse libremente en el
espacio aéreo. Restricciones a considerar en la optimización de su operación
incluyen la carga de las baterías de los vehículos que limitan su autonomía,
y su descarga puede estar en función del peso transportado. En [21] expo-
nen una heurística basada en búsqueda tabú para el problema de asignación
y ruteo de drones en un sistema militar en donde los objetivos deben ser
visitados en función de unas reglas de prioridad establecidas previamente
a misiones de combate. Una revisión de la literatura de redes Ad-hoc de
drones que cooperan transmitiendo información es presentada en [22] .
Finalmente, se evidencia que los modelos de localización discreta, di-
seño de redes y gestión de nuevas tecnologías de vigilancia tienen diversos
campos de investigación. En el diseño de un sistema de vigilancia, la com-
binación de estos tres tipos de modelos da como resultado una propuesta
de un modelo de localización de cámaras con restricciones de conectividad
de la red. Según lo evaluado en la literatura, el problema trabajado en es-
te artículo se clasifica como un problema de localización en redes de tipo
estático con restricciones de presupuesto y de cobertura entre cada par de
nodos conectados. Revisando la literatura científica, se puede concluir que
no se han encontrado estudios sobre este problema en específico.
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3 Formulación matemática
El problema se define sobre un grafo incompleto y no dirigido G = (N,E)
que representa la red de transporte público masivo. Este se compone de
un conjunto de nodos N que representa el conjunto discreto de posicio-
nes potenciales para localizar cámaras de vigilancia dentro de alguna de
las estaciones del sistema de transporte. Se define también un conjunto
de aristas E que conectan pares de nodos y que representan paradas con-
secutivas del medio de transporte en cuestión (p. ej. paradas de metro o
bus). Se define el parámetro ρij como un parámetro binario igual a 1 si y
sólo si existe una ruta que conecta los nodos (i, j) ∈ N . Adicionalmente, el
horizonte de planeación se define como un conjunto de períodos discretos
H = {1, . . . , p}.
Para cada nodo j en el conjunto N se conoce un parámetro binario
oj igual a 1 si y sólo si existe una cámara de vigilancia en el nodo j en
el momento inicial del horizonte de planeación. Además se tiene asociado
un parámetro pjk para cada período k ∈ H y nodo j ∈ N que representa
la cantidad esperada de personas que transitan en la respectiva estaciń j
durante un día para el período k. El parámetro cjk representa el índice de
criminalidad para el nodo j ∈ N durante el período k ∈ H que estima la
probabilidad de que un crimen ocurra en la estación j para cada período
k. Esta probabilidad es la proyección de la relación entre el número de crí-
menes reportados en cada estación j, sobre el total de crímenes reportados
en el sistema para cada período k.
Se considera un conjunto de tipos de cámaras disponibles I. Se asume
que el número de cámaras por cada tipo es infinito y se denota el subíndice
1´p´ara el conjunto de cámaras que están instaladas en el momento cero en
el sistema de transporte del horizonte de planeación. La resolución de cada
tipo de cámara i ∈ I se denota como ri, que es una medida relativa de la
calidad de la imagen del video que permite con mayor o menor dificultad
en el proceso de identificación de hechos criminales. Para cada tipo de
cámara i ∈ I, el costo de compra e instalación de una cámara tipo se
denota por qi y su vida útil por wi, medida como el número de períodos del
horizonte de planeación máximo de utilización de cada tipo de cámara. Las
cámaras antiguas, es decir, las que ya se encuentran instaladas, tienen una
resolución r1 y vida útil w1. Cada período de tiempo k ∈ H cuenta con un
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presupuesto limitado disponible para la inversión en el sistema de vigilancia
que se denota por mk medido en unidades monetarias. A continuación,
se presentan dos diferentes formulaciones matemáticas. La primera está
basada en 3 tipos de variables de decisión, mientras que la segunda utiliza
2 tipos de variables de decisión.
3.1 Modelo basado en tres variables de decisión
El primer modelo matemático está compuesto por tres tipos de variables
de decisión binarias. Estas son las siguientes: Sea xijk igual a 1 si y sĺo
si una cámara tipo i ∈ I es colocada en la posición j ∈ N , al inicio del
período k ∈ H, xijk es igual a cero en caso contrario. Sea yijkt igual a 1 si
la cámara tipo i ∈ I es colocada en la posición j ∈ N al inicio del período
k ∈ H y se mantiene durante el período t ∈ H, cero en caso contrario. Sea
vjk igual a 1 si y sólo si hay una cámara antigua instalada en la posición
j ∈ N al inicio del horizonte de planeación y esta se mantiene durante el
período k ∈ H, vjk es igual a cero en caso contrario.
Dos criterios son pertinentes para apoyar la decisión de localización
de cámaras, como se explicó en la sección de introducción. Estos se han
formulado de la siguiente forma:
Modelo 1:
Z1 = max
∑
i∈I
∑
j∈N
∑
k∈H
pjkcjkxijk +
∑
i∈I
∑
j∈N
∑
k∈H
∑
t∈H|t>k
pjtcjtyijkt+∑
j∈N
∑
k∈H
pjkcjkvjk
(1)
Z2 = max
∑
i∈I
∑
j∈N
∑
k∈H
rixijk +
∑
i∈I
∑
j∈N
∑
k∈H
∑
t∈H|t>k
riyijkt +
∑
j∈N
∑
k∈H
r1vjk
(2)
Donde Z1 equivale a maximizar la cantidad de personas que son vul-
nerables a ser víctimas de un crimen dentro del sistema que están siendo
vigiladas por una cámara de vigilancia. Z2 equivale a maximizar la calidad
de la imagen de los videos tomados por las cámaras del sistema. El conjunto
de restricciones que esta formulación tiene es el siguiente:
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∑
i∈I
∑
j∈N
qixijk ≤ mk, ∀k ∈ H (3)∑
i∈I
xijk ≤ 1,∀j ∈ N, ∀k ∈ H (4)
yijkt ≤ xijk,∀i ∈ I, ∀j ∈ N, ∀k ∈ H,∀t ∈ H (5)
yijkt = 0, ∀i ∈ I, ∀j ∈ N, ∀k ∈ H,∀t ∈ H|t ≤ k (6)
xijk + vjk ≤ 1,∀i ∈ I, ∀j ∈ N, ∀k ∈ H (7)∑
i∈I
xijt + yijkt + vjt ≤ 1, ∀j ∈ N, ∀k ∈ H,∀t ∈ H|t ≥ k (8)∑
k∈H
yijkt ≤ 1, ∀i ∈ I, ∀j ∈ N, ∀t ∈ H (9)
yijkt ≤ yijkt−1, ∀i ∈ I, ∀j ∈ N, ∀k ∈ H,∀t ∈ H|t > k + 1 (10)
∑
i∈I
∑
k∈H|k<t
(yijkt + yigkt) +
∑
i∈I
(xijt + xigt) + vjt + vgt ≥ 1,
∀j, g ∈ N |j < g ∧ ρjg = 1, ∀t ∈ H
(11)
yijkt = 0,∀i ∈ I, ∀j ∈ N, ∀k ∈ H,∀t ∈ H|t > k + wi (12)∑
k∈H
vjk ≤ w1,∀j ∈ N (13)
vjk ≤ oj ,∀j ∈ N, ∀k ∈ H (14)
vjk+1 ≤ vjk, ∀j ∈ N, ∀k ∈ H (15)
xijk, yijkt, vjk ∈ {0, 1} ,∀i ∈ I, ∀j ∈ N, ∀k, t ∈ H (16)
La inecuación 3 limita el costo total invertido en la compra e instalación
de cámaras de vigilancia a ser inferior o igual al presupuesto disponible para
cada uno de los períodos. La inecuación (4) obliga a asignar a lo sumo una
cámara en cada posición disponible. La restricción (5) coordina las varia-
bles x y y buscando garantizar que si se instala una cámara, esta se puede
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mantener en períodos posteriores a su instalación. La ecuación (6) restrin-
ge la utilización de cámaras que no hayan sido instaladas previamente en
cada período. La restricción (7) garantiza que no haya cámaras antiguas y
nuevas simultáneamente en la misma posición. La inecuación (8) permite
tener únicamente un tipo de cámara en cada ubicación disponible en cada
período. La restricción (9) permite sólo mantener un tipo de cámara pre-
viamente instalada. La inecuación (10) permite que cámaras que se hayan
mantenido instaladas en el período anterior puedan seguir instaladas en el
período actual. La restricción (11) garantiza que al menos se cuente con
una cámara de vigilancia por cada pareja de nodos conectados. Las restric-
ciones (12) y (13) limitan la vida útil de las cámaras nuevas y de aquellas
instaladas en el período inicial del horizonte de planeación. La restricción
(14) garantiza que las cámaras instaladas desde el período inicial del hori-
zonte de planeación sólo se pueden mantener o retirar. La restricción (15)
establece que las cámaras antiguas sólo se pueden mantener o eliminar, y
una vez eliminadas no es posible reinstalarlas. La expresión (16) establece
la naturaleza binaria de las variables de decisión.
3.2 Modelo basado en dos variables de decisión
El segundo modelo matemático está compuesto por dos tipos de variables
de decisión binarias: Sea yˆijkt igual a 1, si y sólo si se instala una cámara
tipo i ∈ I en la posición j ∈ N al inicio del período k ∈ H y se mantiene
hasta final del período t ∈ H, 0´ en caso contrario. Sea vˆjk igual a 1 si y
sólo si hay una cámara instalada en la posición j ∈ H desde el inicio del
horizonte de planeación y se mantiene hasta el final del período k ∈ H, 0´
en caso contrario. De esta forma, las ecuaciones (1) y (2) se reformulan de
la siguiente forma:
Modelo 2:
Zˆ1 = max
∑
i∈N
∑
j∈N
∑
k∈H
∑
t∈H|t≥k
∑
l∈H|k≤l∧l≤t
pjlcjlyˆijkt +
∑
j∈N
∑
k∈H
pjkcjkvˆjk
(1a)
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Zˆ2 = max
∑
i∈I
∑
j∈N
∑
k∈H
∑
t∈H|t≥k
∑
l∈H|k≤l∧l≤t
riyˆijkt +
∑
j∈N
∑
k∈H
r1vˆjk (2a)
Donde Zˆ1 y Zˆ2 son equivalentes respectivamente a los objetivos de Z1 y
Z2 en el modelo de tres variables. El conjunto de restricciones que esta
formulación tiene es el siguiente:
∑
i∈I
∑
j∈N
∑
t∈H
qiyˆijkt ≤ mk, ∀k ∈ H (3a)∑
i∈I
∑
j∈N
∑
t∈H
yˆijkt ≤ 1, ∀j ∈ N, ∀k ∈ H (4a)
yˆijkt = 0, ∀i ∈ I, ∀j ∈ N, ∀k ∈ H,∀t ∈ H|t ≤ k (5a)
yˆijkt + vˆjk ≤ 1, ∀i ∈ I, ∀j ∈ N, ∀k ∈ H,∀t ∈ H (6a)∑
i∈I
∑
k∈H|k≤l
∑
t∈H|l≤t
yˆijkt + yˆigkt + vˆjl + vˆgl ≥ 1,
∀j, g ∈ N |j < g ∧ ρjg = 1,∀l ∈ H
(7a)
yˆijkt = 0, ∀i ∈ I, ∀j ∈ N, ∀k, t ∈ H|t > k + wi (8a)∑
k∈H
vˆjk ≤ w1,∀j ∈ N (9a)
vˆjk ≤ oj ,∀j ∈ N, ∀k ∈ H (10a)
vˆjk+1 ≤ vˆjk, ∀j ∈ N, ∀k ∈ H (11a)
yˆijkt, vˆjk ∈ {0, 1} , ∀i ∈ I, ∀j ∈ N, ∀k, t ∈ H (12a)
Siendo la inecuación (3a) equivalente a la (3) del modelo de tres variables,
la inecuación (4a) a la (4), la (5a) a la número (6), la restricción (6a) a la
(7), la (7a) a la restricción (11) ,la inecuación (12) a la (8a), la restricción
(9a) a la número (13), la (10a) a la restricción (14), la restricción (11a) a
la (15), y la expresión (12a) a la (16).
Los modelos persiguen el mismo objetivo pero se diferencian en la de-
finición de las variables de decisión. El modelo 1, presentado en la Sección
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3.1, cuenta con tres tipos de variables de decisión y el modelo 2, presen-
tado en la Sección 3.2, con dos tipos de variables de decisión. El primer
modelo cuenta con catorce conjuntos de restricciones y el modelo 2 con
diez conjuntos de restricciones. Esta diferencia se debe a que en el modelo
2 no son necesarias las restricciones número 5, 8 - 10 del modelo de tres
variables, debido a que la definición de la variable de decisión yˆijkt las hace
innecesarias.
Para comparar los modelos, se calculó el número de variables y de res-
tricciones de cada uno de ellos. Para el modelo de tres tipos de variables,
el número de variables es igual a |N | · |H| · (|I|+ ( |I|·|H−1|2 ) + 1). De igual
forma para el modelo con dos tipos de variables, se puede calcular que el
número de variables de decisión es igual a |N | · |H| · (( |I|·|H−1|2 ) + 1). Lo
anterior nos permite observar que el modelo de tres tipos de variables tiene
|I| · |N | · |H| más variables que el modelo de dos tipos de variables.
El número de restricciones del modelo de tres variables es igual a |H|+
|N | · |H| · (3 + 4 · |I| · |H| + 2 · |I| + |H| + |N |) + |N |. Igualmente, para
el modelo de dos variables se calcula la cantidad de restricciones como
|H|+ |N | · |H| · (3+3 · |I| · |H|+ |N |)+ |N |. De esta forma, el primer modelo
tiene |N | · |H| · (|I| · |H| + 2 · |I| + |H|) más restricciones que el segundo
modelo.
3.3 Enfoque de solución de modelos bi-objetivo
Existen diversos métodos para atacar el problema de optimización multi-
objetivo como los presentados en este artículo. Deb [23] presenta los prin-
cipios fundamentales de la optimización multi-objetivo. Para el alcance de
esta investigación, proponemos usar el enfoque clásico de ponderar los obje-
tivos según la prioridad que el decisor quiera dar a cada uno de los objetivos
propuestos de la siguiente forma:
Funciń objetivo: Maximizar Z = α · Z1 + (1− α) · Z2
Donde α es el coeficiente de prioridad que se le da al objetivo 1 en una
escala entre 0 y 1, Z equivale al valor resultante de la ponderación de
los objetivos involucrados en la optimización. En aplicaciones reales de los
modelos propuestos, se debe considerar que la magnitud de las variables Z1
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y Z2 debe afectar la decisión de selección del valor de α con el fin de asignar
correctamente las preferencias relativas entre los objetivos. Una discusión
a profundidad sobre las implicaciones y los métodos de selección de los
coeficientes de ponderación para optimización multi-objetivo se presenta
en [24] . En general, no es recomendable hacer una determinación a priori
del valor de los coeficientes. Por el contrario, el decisor podrá elegir la
solución mś conveniente entre diferentes soluciones que pertenezcan a la
frontera de Pareto [23] .
4 Experimentos computacionales
En busca de evaluar empíricamente el desempeño de cada uno de las formu-
laciones matemáticas propuestas, se lleva a cabo un estudio experimental
sobre un conjunto de instancias aleatorias. Estas se generan con tamaños
diferentes. Se crean 10 problemas para cada uno de cinco tipos de instan-
cia, en donde se considera |N | = {20, 50, 100, 150, 200}, lo que resulta en un
total de 50 instancias diferentes. En el diseño de las instancias se generan
algunos parámetros que se mantienen constantes para todos los problemas
de cada tipo. Estos parámetros son:
• Se tienen 3 tipos de cámaras: Antiguas, Tipo 1, y Tipo 2.
• El número de períodos es 5 [aós].
• El costo de los 2 tipos de cámaras nuevas es de 900.000 y 600.000
unidades monetarias, para el tipo 1 y tipo 2 respectivamente.
• La resolución de la cámara tipo 1 es de 5, 4 para la cámara tipo 2, y
2 para la cámara antigua.
• La vida útil fue es 3 períodos para la tipo 1, 2 períodos para la tipo
2, y 1 período para la antigua.
• Según el tamaño del problema el presupuesto disponible para cada
período se asigna entre el rango: [37.500.000, 150.000.000] unidades
monetarias.
Los demás parámetros se establecen aleatoriamente de la siguiente forma:
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• La ubicación de las cámaras antiguas al inicio del problema (oj), con
distribución uniforme discreta entre [0,1]
• El índice de criminalidad (cjk), con distribución uniforme continua
entre [0,1]
• La cantidad esperada de personas que transitan la estación (pjk), con
distribución uniforme continua entre [2,122]
• Las conexiones existentes entre cada par de estaciones del sistema
(ρjg), con distribución uniforme discreta entre [0,1]
Los experimentos se realizan resolviendo las instancias planteadas por
medio de los dos modelos matemáticos propuestos, utilizando el método
de maximización de la suma ponderada de las dos funciones objetivo pro-
puestas Z1 y Z2, usando un valor de α = {0, 0.5 , 1}. Además, se reporta
el valor óptimo de la relajación lineal para cada una de las instancias. Pa-
ra resolver los modelos matemáticos se utilizó el solver CPLEX 12.2 en el
software GAMS 23.5.2 usando un computador con procesador Intel Core
i3 2.4 GHz y 3 GB de RAM.
En la Figura 4 se presenta un ejemplo de 5 estaciones y 5 períodos de
tiempo, el cual ha sido resultado usando los modelos propuestos, variando
el valor de α para obtener diferentes resultados. Cada figura muestra la pro-
puesta de instalación y reemplazo de cámaras para cada estación durante
un horizonte de tiempo.
Figura 4: Comparación de resultados para valores de α = {0, 0,5, 1}.
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De los resultados mostrados es posible evidenciar que cuando α = 0, el
modelo busca instalar cámaras de alta calidad en estaciones que podrían
no utilizarlas en todo su potencial debido a su bajo índice de criminalidad
o baja afluencia de pasajeros. Cuando α = 1 se está eligiendo priorizar
la maximización de la cantidad de personas vulnerables que están siendo
vigiladas, ignorando la calidad de las cámaras a utilizar, lo que lleva a usar
cámaras de bajo costo y baja resolución, generando finalmente un sistema
de baja calidad. Elegir un valor de α intermedio busca un balance entre
estos dos criterios de optimización. A continuación, en las Tablas 1-4 se
muestran los resultados promedio de los valores óptimos para cada una de
las instancias resueltas con diferentes valores de α.
Tabla 1: Función objetivo promedio de los modelos según el tamaño de la ins-
tancia y el valor de α.
Tamaño de la # de Función Objetivo Promedio (óptimo)
Instancia(|N |) instancias α = 0 α = 0,5 α = 1
20 5 490.0 3899.4 3409.5
50 5 1225.0 9403.3 8178.3
100 5 2450.0 19369.8 16919.8
150 5 3675.0 28933.1 25258.1
200 5 4900.0 37760.2 32860.2
Tabla 2: Comparación de los resultados promedio de los modelos según el tamaño
de instancias (α = 0).
Modelo con tres tipos Modelo con dos tipos
de variables de decisión de variables de decisión
N Tiempo Promedio Iteraciones Tiempo Promedio Iteraciones
CPU (s) promedio CPU (s) promedio
20 0.5 1615.4 0.1 331.7
50 2.2 4655.0 0.4 856.0
100 11.0 10085.7 1.5 2016.7
150 22.7 13447.5 3.5 5406.3
200 49.8 20912.9 8.8 11295.3
Promedio 17.2 10143.3 2.9 3981.2
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Tabla 3: Comparación de los resultados promedio de los modelos según el tamaño
de instancias (α = 0,5).
Modelo con tres tipos Modelo con dos tipos
de variables de decisión de variables de decisión
N Tiempo Promedio Iteraciones Tiempo Promedio Iteraciones
CPU (s) promedio CPU (s) promedio
20 0.6 1743.4 0.2 243.2
50 2.5 4803.0 0.5 703.8
100 10.7 9584.1 1.3 1856.8
150 34.9 16655.5 3.6 4735.9
200 67.7 25746.6 11.6 9737.6
Promedio 23.3 11706.5 3,4 3455.5
Tabla 4: Comparación de los resultados promedio de los modelos según el tamaño
de instancias (α = 1).
Modelo con tres tipos Modelo con dos tipos
de variables de decisión de variables de decisión
N Tiempo Promedio Iteraciones Tiempo Promedio Iteraciones
CPU (s) promedio CPU (s) promedio
20 0.5 1566.1 0.1 77.9
50 2.7 5066.9 0.2 187.2
100 12.9 11051.9 1.2 866.4
150 26.1 14687.1 3.3 4373.4
200 64.1 21350.3 6.1 5975.1
Promedio 21.3 10744.3 2.2 2296.0
Los resultados muestran que para las instancias estudiadas, los dos mo-
delos encuentran la solución óptima. De igual forma, demuestran optimali-
dad de la solución en tiempos relativamente cortos. Esto permite al decisor
utilizar los modelos en casos reales y la generación de otras soluciones que
se encuentren en la frontera de Pareto al cambiar el valor del parámetro
α. A continuación se hace una comparación de los modelos con respecto al
tiempo promedio de CPU empleado para llegar al óptimo en cada uno de
los tamaños de problema. En la Figura 5, se observa que el modelo basa-
do en dos variables de decisión resulta ser más eficiente que el modelo 1
basado en tres variables. Se encontró que el tiempo promedio de solución
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del modelo 2 es entre 73-90% más pequeño que el tiempo del modelo 1.
Adicionalmente se puede evidenciar el comportamiento del crecimiento en
los tiempos de cómputo al incrementar el número de nodos del problema.
Figura 5: Comparación del tiempo promedio de solución de los modelos (α =
0,5).
Figura 6: Comparación del número de iteraciones realizadas para llegar al óptimo
(α = 0,5).
Igualmente, se realizó la comparación del número de iteraciones prome-
dio que cada modelo requiere para llegar al óptimo dependiendo del tamaño
del problema. En la Figura 6, se observa que el modelo 2 de dos variables
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necesita realizar menos iteraciones que el modelo 1 de tres variables para
llegar al mismo valor óptimo. Se encontró que el número de iteraciones
promedio del modelo 2 está entre 62-86% más pequeño que las iteraciones
del modelo 1.
Finalmente, se lleva a cabo un análisis de relajación lineal de cada mo-
delo. Esta relajación lineal se hace removiendo la restricción que hace que
las variables del problema sean binarias, y se colocan como variables reales
entre el intervalo [0,1]. Se realizó la comparación entre el valor de la función
objetivo con programación entera y el valor del objetivo en la relajación
lineal. La comparación se hizo calculando el porcentaje de diferencia entre
dichos valores. Los resultados se muestran a continuación en la Tabla 5.
Tabla 5: Distancia del óptimo entre programación entera y la relajación lineal
para el modelo 1 (tres variables) y el modelo 2 (dos variables).
α = 0 α = 0,5 α = 1
N Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2
20 31.0% 1.4% 33.4% 6.0% 33.8% 7.2%
50 31.0% 1.3% 31.3% 6.9% 33.5% 7.8%
100 31.0% 1.1% 33.1% 6.7% 33.5% 7.0%
150 31.0% 1.2% 33.0% 6.4% 33.5% 7.4%
200 31.0% 1.1% 33.1% 6.7% 33.5% 7.6%
Promedio 31.0% 6.5% 32.8% 6.5% 32.5% 7.4%
Medir la distancia entre el óptimo del modelo en programación entera
y su relajación lineal correspondiente, permite hacer una aproximación al
trabajo que requiere el solver para pasar de la solución con variables posi-
tivas a variables enteras. En este caso, se observa que el óptimo del modelo
de dos variables está en promedio 6.5-7.4% por encima de la solución con
variables positivas (relajación lineal), mientras que para el modelo 1 dichas
soluciones se encuentran en promedio 31.0-32.8% alejadas entre sí. Esto
permite demostrar que la formulación del modelo 2 es más fuerte, o más
cercana al casco convexo del problema, que la formulación del modelo 1.
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5 Conclusiones
El problema de localización de cámaras de seguridad es una variación del
problema de localización de instalaciones, que ha sido demostrado ser de
tipo NP-hard. Este artículo estudia una aplicación sobre el diseño de un
plan de instalación de cámaras de vigilancia, en un período de planeación
de varios años, sobre un sistema de transporte masivo compuesto por una
red de estaciones conectadas por un sistema de transporte.
Se han propuesto dos formulaciones matemáticas basadas en programa-
ción entera que permiten determinar en un tiempo razonable la localización
óptima de las cámaras de vigilancia en una red de trasporte en un hori-
zonte de planeación con múltiples períodos discretos, según dos criterios
diferentes: seguridad y cobertura.
Se han realizado experimentos computacionales sobre un conjunto im-
portante de instancias aleatorias para demostrar el desempeño de cada
uno de los modelos propuestos. Se mostró empíricamente que la formula-
ción basada en dos tipos de variables de decisión (modelo 2) es superior al
desempeño de la formulación basada en tres tipos de variables de decisión
(modelo 1) por tener una relajación lineal más cercana al óptimo, reque-
rir menos iteraciones, lo que implica un menor tiempo computacional para
resolver el problema.
Investigación futura incluye la realización de pruebas de los modelos en
instancias reales y el desarrollo de métodos de optimización exactos como
branch-and-cut, branch-and-price, y branch-and-cut-and-price. Adicional-
mente el desarrollo de métodos heurísticos y metaheurísticos para obtener
soluciones factibles más rápidamente y que sean capaces de construir to-
da una frontera de Pareto para soluciones de gran tamaño en tiempos
computacionales cortos. Considerar dentro de un modelo de optimización
estocástico que existen parámetros aleatorios, como el número de personas
que transitan por una estación o el índice de criminalidad, puede permitir
el desarrollo de modelos más realistas.
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