Previously, weighted kernel regression (WKR) for solving small samples problem has been reported. In general, WKR has proven to be effective when learning from small samples as compared to artificial neural network with back-propagation (ANNBP) and some other techniques. In order to extend the capability of the technique, we introduce a new approach to improve the WKR by incorporating the prior knowledge. In practice, different forms of prior knowledge may be available and it might avoid the weakness of the training samples limitation. In this study, the incorporation of the prior knowledge will produce a set of solutions by considering the available training samples and prior knowledge in modeling. The process involved in obtaining a set of solutions can be regarded as a bi-objective optimization problem. The proposed technique is derived based on the pareto optimality concept (POC) by using multi-objective optimization technique (MOPT). We only focus the study on the challenges of formulating the two objective functions. We demonstrate the capability of the proposed technique to robot manipulator problem. It is shown that the incorporation of the prior knowledge based on POC can be implemented and relatively improved the regression performance. Some related issues of the proposed technique are also discussed.
Introduction
Obtaining adequate data samples are necessary for model generalization especially in a context of the regression problem. However, the data samples collection are costly [1] and time consuming [2] . Recently, the application of learning from small samples has gained increasing attention in many fields, such as in semiconductor manufacturing [3] , biological studies [4] , and engine control simulation [5] . There are numerous techniques in machine learning for regression. However, most of the available techniques mainly focus in solving sufficient training samples problem.
In general, several techniques have been introduced to overcome the limits of learning from small data samples such as finely tune the model parameter [6] , pre-data processing [4, 7] and incorporation of prior knowledge [2, 5, 8] . However, there is no universally optimal solution to this problem [4] . Each technique has the capability in solving the problems as compared to the data-driven approaches in a black box modeling technique.
Previously, weighted kernel regression (WKR) has proven to solve small sample with good accuracy for theoretical functions and application in semiconductor problem. The former solution of the WKR is based on the tuning of the model parameter [6] . While the later solution is relying on the pre-data processing technique [7] . Incorporating a prior knowledge is a plausible method in facilitating the data-driven approach to improve the quality of the model [2, 5] . In general, the incorporation of the prior knowledge can benefit several engineering problems including robotics [9] . In the mobile robot problems, the prior knowledge may available in a form of action and observation effects of the environment [9] , human expertise [10] and items features in the environment [11] .
Thus, in this study, we try to incorporate a prior knowledge to the WKR based on the pareto optimality concept (POC). The POC is derived from the multi-objective optimization technique (MOPT). Basically, the main idea of the proposed technique is based on the assumption that any observed target outputs are contaminated by mean-zero additive Gaussian noise with standard deviation. This is the feature that can be utilized in executing the idea of the proposed technique. By nature, the MOPT also offers the trade-off between two or more objective functions. With this, formulating the objective functions of the proposed technique is important in order to make use of the POC. Based on the proposed idea, the possible solutions that lie on the Pareto-Front can be divided into three regions as shown in Fig 1. The first two regions lie close to the two extreme points i.e. head and tail and the third region lie in the middle of the Pareto-Front. The solutions on the head and tail of Pareto-Front region are biased to training samples and prior knowledge respectively. Ideally, reliable solution may exist in the middle of the Pareto-Front.
In this paper, the WKR is used to map all the training samples and prior knowledge into kernel space [6] [7] . The two formulated objective functions in kernel space are then solved using MOPT in order to generate the Pareto-Front. Prior to the generation of the Pareto-Front, it is necessary to initialize the population of the chromosomes in MOPT. In this study, the population initialization is performed using a WKR -Ridge Regression (RR) (WKR-RR) technique [12] . In summary, there are three main techniques employed in implementing the proposed technique. This paper is organized as follows. A brief review of all employed techniques is given in section 2. The proposed technique is formulated in section 3. The setup experiments and results of the proposed technique are discussed in section 4. Finally, the conclusion is discussed in section 5.
Employed techniques
The WKR [6] [7] is introduced to solve small sample problems by mapping the input data into the kernel space. The input mapping is important element to be used in the proposed technique to transform the linear observed samples to non-linear problems and facilitates the non-linear modeling. The WKR is a modified Nadaraya-Watson kernel regression (NWKR) [13] by expressing the observed samples in a square kernel matrix. As compared to NWKR, WKR required a training stage, i.e. weight estimation before predicting the test sample based on the Equation (1)
is a square matrix ,α is a weight parameter to be estimated and y is the given target output. Incorporating ridge regression (RR) to WKR was first introduced in [12] to extend the capability of WKR when dealing with noisy samples. The RR is introduced in WKR by adding the L2 regularization term to Equation (1) as given in Equation (2) in order to avoid the singular matrix problem [14] . This is also to ensure a lower variance model by compromising between solving the equation and at the same time keep the α small.
where is a positive constant value. Differentiating Equation (2) with respect to α gives the closed form solution in estimating the weight parameter as given in Equation (3).
, is the estimated parameters in WKR-RR, is a predefined value to control the generalization of the regressed function. In this study, WKR-RR plays an important role in initializing the population of the chromosome in MOPT.
In general, a multi-objective optimization algorithm (MOEA) consists of several objectives that are conflicting with one another and the aim is to optimize each of them simultaneously. This is the primary feature to be utilized in the proposed technique based on POC. There exist various MOEAs in literatures in the last two decades. As non-dominated sorting genetic algorithm II (NSGA-II) [15] offers a better spread of solutions, converge better in the obtained Pareto-Front through a diversity preservation mechanism [16] . Thus, we employed the NSGA-II in the proposed technique.
Proposed technique
Basically, the proposed technique consists of three main blocks is shown as in for i = 1,…,n where n is a summation of n t and n p ,
The concatenated samples are required to ensure the proposed technique has enough free parameters (estimated weight). The inclusion of the prior knowledge facilitates the modeling especially when the available prior samples cover a wider region of the input space [8] .
The concatenated samples are then mapped into kernel space before formulating the first objective function for the training samples as given in Equation (4) 
is the first objective function that is indexed from 1,2,…,k,…,m and m is the number of generated solutions that are lying on the Pareto-Front. ( )
which are the sharing decision variables to be estimated (free parameters). In the multi-objective optimization block, 
Prior knowledge block
As in the training samples block, the second objective can be formulated based on the mapping combined samples. The formulated objective function is given by Equation (5) 
is the second objective function that are indexed from 1,2,…,k,…,m and m is the number of generated solutions that are lying on the Pareto-Front,
is the sharing decision variable to be estimated (free parameters) in the multiobjective optimization block. prior c 1 and prior c 2 are the two coefficients to be pre-defined, 
Multi-objective optimization block
In this sub-section, the proposed technique will be established using the two previous formulated objective functions. Since the two formulated objective functions are convex functions, there exist many algorithms which can handle multiobjective problems well [17] and their convexity seems to cause the least amount of difficulty in solving problems [15] .
Firstly, the population has to be initialized in order to avoid under-fitting or over-fitting of the whole set of solutions in Pareto-Front. The initialization is carried out using the WKR-RR as given in Equation (6) . The matrix size of the initial population is based on the number of population and dimension of the combined samples as given in Equation (6 , is the estimated parameters using WKR-RR , 1 1 , 1 × ℜ ∈ n , is column vector of value 1 and is the Gaussian error of zero mean and 0.1 standard deviation, N pop (0,0.1).
The initial value of in Equation (3) is set to 1, every time the multi-objective algorithm fails to fulfill the error condition, , as given in Equation (7), the is decreased by 0.1. As the value becomes smaller, the found solution tends to over-fitting yet if the initial value of is too large, the founded solution may be trapped into an under-fitting problem. Once the is found, the corresponding , ridge α will be used to generate m solutions that lying on the Pareto-Front.
Numerical experiments and results
The selection of the robot manipulator problem as a case study is mainly to exhibit the capability of the proposed technique when incorporating prior knowledge [2] . The robot manipulator problem is generated by using Equation (8) . where y i is assumed to be corrupted by Gaussian noise with mean zero and standard deviation 0.1~ N t (0,0.1) for training samples and three different noise setting for prior knowledge which is N p (0,0.1), N p (0,0.3) and N p (0,0.5) , ( )
for the training samples and the prior samples which are randomly generated in the edge of the surface as in [2] . We also assume that the generated prior knowledge is a relevant dataset. The parameters 1 a and 2 a are equally set to one. In summary, three different cases are investigated in this study such as follow (1) Case 1:
N t (0,0.1) and N p (0,0.1), (2) Case 2: N t (0,0.1) and N p (0,0.3) and (3) Case 3: N t (0,0.1) and N p (0,0.5). In this experiment, we limit the number of training samples and prior samples into three and four samples, respectively in order to emphasize the effectiveness of the proposed technique when dealing with small samples. The test samples are generated over a grid of 625 points in the set of [
]
. The distribution of the training and prior samples are shown in Figure 3(a) . Initially, the parameter settings of the proposed technique are predefined in Table 1 . from the best solution, i.e. the lowest test MSE value from the test MSE space. An approach to find the best solution is not implemented in this study as we leave the task for future work.
A set of solutions that lying on the Pareto-Front is shown in Figure 4(a) . We provided the test MSE space that derives from the Pareto-Front by translating every single solution from the Pareto-Front into MSE value with respect to the test samples (unseen samples) by using Equation (9) . The test MSE space corresponds to the Pareto-Front and the best solution is shown as in Figure 4(b) .
The biased regressed function on training samples which is the founded solution in the extreme point (head), prior samples (tail) and regressed function of the proposed technique are shown in Figure 3(b) , 3(c) and 3(d) respectively. The experiment is repeated over ten runs and the measured performances, test MSE are tabulated in Table 2 . As noted previously, all the recorded solutions of the proposed technique are based on the best selection from the test MSE space. It is proven that the proposed technique is able to capture lower test MSE region from the Pareto-Front. The proposed technique offers the regularized estimated free parameters as the best solution from the Pareto-Front is not trapped to the under-fitting or over-fitting problem as can be seen from Figure 3(d) and the recorded test MSE in Table 2 . Also, the proposed technique is capable to resolve the complexity in regressing the surface with sufficient parameters. The available prior knowledge relatively improved the regression quality as it covers a wider region of the input space. 
Conclusions
An adequate dataset size is important besides an appropriate hypothesis for model generalization. In real problems, usually the data sampling process is time-consuming and cumbersome. One of the plausible methods is incorporating prior knowledge. In summary, incorporating prior knowledge to the WKR raises several issues that have to be foremost considered which are: (1) number of free parameters in formulating the two objective functions and (2) population initialization in MOPT. The first issue is mainly related to the capability of the proposed technique in modeling a complex regression function with sufficient free parameters. Finally, a proper selection in initializing the population is important in order to avoid the problem of under-fitting and over-fitting when estimating weight parameters (free parameters). The two issues are appropriately solved by the proposed technique through a series of experiments, which results in a relatively lower test MSE. In future, the selection of best solution based on the preference information will be investigated and applying the proposed technique in any applications that offers prior knowledge.
