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A MINIMAX SELECTOR FOR A CLASS OF
HAMILTONIANS ON COTANGENT BUNDLES
RENATO ITURRIAGA AND HE´CTOR SA´NCHEZ-MORGADO
Abstract. We construct a minimax selector for eventually qua-
dratic hamiltonians on cotangent bundles. We use it to give a
relation between Hofer’s energy and Mather’s action minimizing
function. We also study the local flatness of the set of twist maps.
1. Introduction
One purpose of this paper is to have some understanding of the
relation between two approaches to the study of hamiltonian systems,
namely the dynamical point of view of Mather [8] and the geometric
point of view of Hofer and Zehnder [5].
The main result concerning this purpose is an extension to arbitrary
cotangent bundles of a result given by Siburg [11] for the cotangent
bundle of an n - torus. See Theorem 3 below.
To do so we follow the suggestion of Bialy and Polterovich [1] and
construct a minimax selector for a certain class of Hamiltonians. They
conjectured that a selector could be constructed for symplectic mani-
folds admitting a nice Floer homology. This program has been carried
out by Schwarz [9] for symplectic compact manifolds using Floer ho-
mology.
Since our interest is mainly on convex superlinear Hamiltonians de-
fined on cotangent bundles, we found very appealing to use the methods
developed by Gole´ [4] to find periodic orbits for Hamiltonians that are
not necessarily convex but quadratic outside of a neighbourhood of the
zero section.
More precisely, let (M, 〈, 〉) be a compact connected orientable rie-
mannian manifold, such that there are no nontrivial contractible closed
geodesics. Let π : T ∗M → M be its cotangent bundle endowed with
its natural symplectic structure Ω = −dλ, and let
Ur = {(q, p) : |p| ≤ r}.
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Let H0 be the set of smooth functions on T
∗M × S1 with support
contained in U1×S
1. LetHR be the set of smooth functions on T
∗M×S1
such that H = R
2
(|p|2 − 1) for |p| ≥ 1. For H ∈ H0 ∪ HR, let ϕt(x) =
ϕHt (x) be the solution to the Hamiltonian system x˙ = XH(x, t) with
ϕ0(x) = x and define ϕ
t
s(x) = ϕt ◦ ϕ
−1
s (x).
Letting
D0 = {ϕ
H
1 : H ∈ H0}, DR = {ϕ
H
1 : H ∈ HR},
for any ψ ∈ DR we have DR = {ψ ◦ φ : φ ∈ D0}.
For H ∈ H0 ∪ HR, let
E+(H) = −
∫ 1
0
min
x∈U1
H(x, t)dt, E−(H) = −
∫ 1
0
max
x∈U1
H(x, t)dt,
and
‖Ht‖ = max
x∈U1
H(x, t)− min
x∈U1
H(x, t).
If H ∈ H0 ∪HR, then H = 0 on ∂U1 and so E
+(H) ≥ 0 ≥ E−(H).
For H ∈ HR, define the contractible action spectrum
σc(H) =
{∫
Γ
λ−Hdt : Γ is a contractible 1-periodic orbit ofϕHt
}
Theorem 1. For any nonzero v ∈ H∗(M,R) and H ∈ HR there is
cv(H) ∈ R such that
1. cv(H) ∈ σc(H)
2. For K ∈ HR, E
−(K −H) ≤ cv(K)− cv(H) ≤ E
+(K −H).
In particular, for H ∈ HR define the selectors
γ−(H) = c1(H), γ+(H) = c[µ](H)
where µ is the orientation form. These selectors have the following key
properties:
Theorem 2. Let H,K ∈ HR. Then
1. If ϕH1 = ϕ
K
1 then γ±(H) = γ±(K).
2. If H < 0 in the interior of U1 then γ−(H) > 0.
3. E−(H) ≤ γ−(H) ≤ γ+(H) ≤ E
+(H).
4. If H ≤ 0 on U1 then γ−(H) ≥ 0.
If ϕ is generated by H ∈ HR i.e. ϕ
H
1 = ϕ, define γ±(ϕ) = γ±(H).
For ϕ ∈ DR define its energy as
E(ϕ) = inf
{∫ 1
0
‖Ht‖ dt : H ∈ HR, ϕ
H
1 = ϕ
}
.
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For φ ∈ D0 let
‖φ‖ = inf{
∫ 1
0
‖Kt‖ dt : K ∈ H0, ϕ
K
1 = φ}
If ϕ, ψ ∈ DR define d(ϕ, ψ) = ‖ψ
−1ϕ‖.
As proved by Lalonde and Mc Duff in [7], ‖ϕ‖ = 0 only when ϕ is
the identity and then d is a metric in DR.
For L : TM×S1 → R a convex superlinear Lagrangian with complete
Euler-Lagrange flow, let β = βL : H1(M,R)→ R be the Mather’s beta
function. The following theorem gives a connection between the points
of view of Mather and Hofer-Zehnder.
Theorem 3. If ϕ is generated by a convex Hamiltonian H ∈ HR, then
βL(0) ≤ E(ϕ)
where L is the Legendre transform of H.
A twist map F is a diffeomorphism of a neighborhood U of the zero
section in T ∗M onto itself satisfying the following:
• If F (q, p) = (Q,P ), then the map Φ(q, p) = (q, Q) is an embedding
of U in M ×M
• F is exact symplectic, that is, F ∗λ − λ = d(S ◦ Φ) for some real
function S on Φ(U).
The function S is called a generating function for F .
Fix r > 0 smaller than the injectivity radius of the given metric. Let
T be the set of twist maps ϕ|U1 with ϕ ∈ Dr. Any map in T has a
generating function satisfying
•
∂2S
∂q∂Q
is negative definite.
• S(q, Q) =
d(q, Q)2
2r
for d(q, Q) ≥ r.
The following proposition gives the local flatness of Hofer’s metric
for twist maps and is a generalization of Theorem 1 in Siburg’s paper
[10].
Proposition 1. For any ϕ ∈ T there is a C1 neighborhood O of ϕ
such that if ϕ0, ϕ1 ∈ O and S0, S1 are their generating functions as
above, then
d(ϕ0, ϕ1) = ‖S0 − S1‖ .
In the appendix we consider a general convex superlinear Hamilton-
ian H : T ∗M × S1 → R and its Legendre transform L : TM × S1 → R.
Let α : H1(M,R)→ R be the convex dual of β.
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Recall that the image of a one-form in M is a lagrangian subman-
ifold of T ∗M if and only if the form is closed. Following Bialy and
Polterovich [1] we define
c(H) = inf
{∫ 1
0
max
q∈M
H(q, θ(q), t)dt : θ is a closed 1-form
}
.
More generally we can define for any cohomology class [ω] ∈ H1(M,R)
c(H, [ω]) = inf
{∫ 1
0
max
q∈M
H(q, θ(q), t)dt : θ ∈ [ω]
}
.
When H is autonomous this reduces to
c(H, [ω]) = inf
θ∈[ω]
max
q∈M
H(q, θ(q))
and it was proved in [2] that c(H, [ω]) = α([ω]). In the non-autonomous
case we recover the following inequality
Proposition 2.
α([ω]) ≤ c(H, [ω]).(1)
Taking infimum on both sides of inequality (1), we obtain
Corollary 1.
−β(0) ≤ c(H).
For the last application we go back to our special family H
Corollary 2. Let H ∈ H be convex and suppose there is a lagrangian
section in U1 consisting of fixed points of ϕ
H
t . Then
E(ϕH1 ) = β(0) = −c(H).
The plan of the article is as follows, in section 2 we introduce the
generating families whose critical values belong to the contractible ac-
tion spectrum. In section 3 we prove theorems 1 and 2. In section 4
we recall the definition of Mather’s beta function and prove theorem 3.
In section 5 we apply the results of Lalonde and Mc Duff [6] describing
the geodesics of Hofer’s metric for certain classes of symplectic mani-
folds that include cotangent bundles of compact manifolds and prove
proposition 1.
We thank K.F. Siburg for his useful comments on a first draft of this
paper.
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2. Generating families
Let gt be the geodesic flow on T
∗M , d be the distance in M defined
by the metric and fix r > 0 smaller than the injectivity radius. The
map gr|U1 is twist since Gr(q, p) = (q, expq(rp)) is an embedding of U1
in M ×M and S(q, Q) = d(q, Q)2/2r is a generating function. Write
g−r = (Qg, Pg).
For H ∈ HR, let ϕt(x) = ϕ
H
t (x). Since the C
1 distance from ϕts to
the identity is O(s− t) on U1, there is N such that
Φts(q, p) = (q, Qg ◦ ϕ
t
s(q, p))
is an embedding of U1 in M ×M for |t− s| ≤ 1/N . For 0 ≤ j < N , let
sj = j/N ,
ϕj = ϕsj+1sj , F2j = g−r ◦ ϕ
j , F2j+1 = gr, Φ2j = Φ
sj+1
sj
, Φ2j+1 = Gr
Let Γjx(t) = ϕ
t
sj
(x), t ∈ [sj , sj+1], and define the action Aj : U1 → R by
Aj(x) =
∫
Γjx
λ−Hdt,(2)
then dAj = (ϕ
j)∗λ− λ. Thus, defining
S2j = (Aj − S ◦Gr ◦ F2j) ◦ Φ
−1
2j ,
we have
d S2j ◦ Φ2j = dAj − F
∗
2j d S ◦Gr
= (ϕj)∗λ− λ− (ϕj)∗g∗−r(g
∗
rλ− λ)
= F ∗2jλ− λ.
(3)
Therefore F2j is a twist map with generating function S2j . Let
S2j+1 = S and
MN = {(q0, q1, . . . , q2N ) : (qj , qj+1) ∈ Φj(U1), q2N = q0}.
The function WN :MN → R given by
WN : q = (q0, q1, . . . , q2N ) 7→
2N−1∑
j=0
Sj(qj , qj+1).
is called a generating family. Letting (qj , pj) = Φ
−1
j (qj , qj+1), p2N = p0,
(qj+1, Pj+1) = Fj(qj, pj), P2N = P0, we have by (3)
dWN =
2N−1∑
j=0
(Pj − pj)dqj .(4)
Therefore q is a critical point of WN if and only if (qj+1, pj+1) =
Fj(qj , pj) for 0 ≤ j < 2N , so (q2j , p2j) = ϕj/N = (q0, p0), (q0, p0) is a
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fixed point of ϕ1, and Γ(t) = ϕt(q0, p0) is a 1-periodic orbit in U1. In
such a case
WN (q) =
N−1∑
j=0
Aj(qj , pj) =
∫
Γ
λ−Hdt.
Proposition 3. Given ε > 0 there is N(ε) such that for N ≥ N(ε)
we have ∥∥∥∥∂P2j+1∂q2j+1 −
∂p2j+1
∂q2j+1
∥∥∥∥ < ε(5)
for any j such that F2j ◦ Φ
−1
2j (q2j , q2j+1) = G
−1
r (q2j+1, q2j+2), and∥∥∥∥∂P2j∂q2j −
∂p2j
∂q2j
∥∥∥∥ < ε(6)
for any j such that gr ◦G
−1
r (q2j−1, q2j) = Φ
−1
2j (q2j , q2j+1).
Proof
A. From (q2j+1, P2j+1) = F2j ◦Φ
−1
2j (q2j , q2j+1), F2j = g−r ◦ϕ
j one gets
∂P2j+1
∂q2j+1
=
∂(Pg ◦ ϕ
j)
∂p
◦ Φ−12j
(
∂(Qg ◦ ϕ
j)
∂p
◦ Φ−12j
)−1
.
B. From (q2j+1, p2j+1) = G
−1
r (q2j+1, q2j+2) one gets
∂p2j+1
∂q2j+1
=
∂Pg
∂p
◦ gr ◦G
−1
r
(
∂Qg
∂p
◦ gr ◦G
−1
r
)−1
.
C. From q2j+1 = Qg ◦ ϕ
j(q2j , p2j) one gets
∂p2j
∂q2j
= −
(
∂(Qg ◦ ϕ
j)
∂p
◦ Φ−12j
)−1
∂(Qg ◦ ϕ
j)
∂q
◦ Φ−12j .
D. From q2j−1 = Qg(q2j , P2j) one gets
∂P2j
∂q2j
= −
(
∂Qg
∂p
◦ gr ◦G
−1
r
)−1
∂Qg
∂q
◦ gr ◦G
−1
r .
Suppose that F2j ◦ Φ
−1
2j (q2j , q2j+1) = G
−1
r (q2j+1, q2j+2) so that
ϕj ◦ Φ−12j (q2j , q2j+1) = gr ◦G
−1
r (q2j+1, q2j+2),
then
D(g−r ◦ ϕ
j)(Φ−12j (q2j , q2j+1)) =
Dg−r(gr ◦G
−1
r (q2j+1, q2j+2))Dϕ
j(Φ−12j (q2j , q2j+1))
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Suppose gr ◦G
−1
r (q2j−1, q2j) = Φ
−1
2j (q2j , q2j+1), then
D(g−r ◦ ϕ
j)(Φ−12j (q2j , q2j+1)) = D(g−r ◦ ϕ
j)(gr ◦G
−1
r (q2j−1, q2j)).
Taking N sufficiently large, one makes any ϕj|U1 as C
1- close to
the identity as one wants. Thus, (5) follows from items A, B, and (6)
follows from items C,D.
As observed by Gole´ [4] one can define a path σk(q, Q) between
q and Q ∈ Φk(U1 ∩ T
∗
qM) that for k odd concides with the unique
geodesic between these points. Therefore to each q ∈MN we associate
a polygonal loop c(q). We can work with the component MeN of MN
consisting of points q such that c(q) is homotopically trivial. Thus,
σc(H) is the set of critical values of WN : M
e
N → R and so it is
nowhere dense.
Gole´ proved that the gradient flow ofWN has the index pair (BN , B
−
N),
BN = {q ∈ M
e
N : d(qj, qj+1) ≤ |aj|},
B−N = {q ∈ BN : d(qj, qj+1) = |aj| for some even j},
where
aj =
{
r j odd
R
N
− r j even
Lemma 1. Floer [3].
Let ζτ be a one parameter family of flows on a manifoldM. Suppose
that Σ0 is a compact submanifold invariant under ζ0. Assume moreover
that Σ0 is normally hyperbolic i. e. there is a decomposition
TΣ0M = TΣ
0 ⊕ E+ ⊕ E−
invariant under the covariant linearization of the vector field V0 gener-
ating ζ0 with respect to some metric 〈, 〉, so that for some m > 0:
〈ξ,DV0ξ〉 ≤ −m〈ξ, ξ〉, ξ ∈ E
−
〈ξ,DV0ξ〉 ≥ m〈ξ, ξ〉, ξ ∈ E
+
Suppose that there is a retraction α : M → Σ0 and that there is an
index pair (B,B−) for all ζτ . Then
• There is u ∈ H∗(B,B−) of dimension dimE+ so that the map
T : H∗(Σ0)→ H∗(B,B−), T (v) = (α|B)
∗v ∪ u
is an isomorphism.
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• If Στ denotes the maximal invariant set for the flow ζτ , the ho-
momorphism in Cˇech cohomology (α|Στ )∗ : H∗(Σ0) → H∗(Στ ) is
injective.
3. Critical values of the action
Let H ∈ HR, and define H0 =
R
2
(|p|2−1). Let Hτ = H0+τ(H−H0)
and ϕτt be the corresponding flow. Let N be sufficiently large to have a
decomposition of all ϕτ1 in 2N twist maps. LetW
τ
N be the corresponding
generating family and ζτ its gradient flow.
Lemma 2. Gole´ [4]. Let Σ0 = {q ∈MN : qk = q0, ∀k}. Then Σ
0 is a
normally hyperbolic invariant set for ζ0 and it is a retract of MeN
By Lemma 1, TN : H
∗(M)→ H∗+k(BN , B
−
N) is an isomorphism.
Let BaN = {q ∈ BN : WN(q) ≤ a}, ja : B
a
N →֒ BN and consider the
induced map j∗a : H
∗(BN , B
−
N)→ H
∗(BaN , B
−
N).
For N of the form N = 2m, we follow Viterbo [12] and define for any
nonzero v ∈ H∗(M) = H∗(Σ0)
cv(H,m) = inf{a : j
∗
aTN(v) 6= 0}.
so that cv(H,m) is a critical point of WN .
Proposition 4. There is m such that for any nonzero v ∈ H∗(M)
and m ≥m, cv(H,m) = cv(H,m).
Proof. Represent the points of M2N in the form
q = (η0, ξ0, ξ1, η1, . . . , η2N−2, ξ2N−2, ξ2N−2, η2N−1, η2N = η0)
so that
W2N(q) =W2N (η, ξ) =
N−1∑
j=0
S4j(η2j , ξ2j) + S(ξ2j, ξ2j+1) + S4j+2(ξ2j+1, η2j+1) + S(η2j+1, η2j+2).
Let hj = Gr ◦ g−R ◦ ϕ
2j+1/2N
j/N ◦ (Φ
j+1/N
j/N )
−1 and define h :MN → M
2N
by h(η) = (h0(η0, η1), . . . , hN−1(η2N−2, η2N−1)). Then W2N(η, h(η)) =
WN(η) and
∂W2N
∂ξj
(η, h(η)) = 0.
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Define f :M2N → R by f(η, ξ) =W2N (η, ξ)−WN (η), then
∂f
∂ξ2j+i
=
∂W2N
∂ξ2j+i
= P4j+1+i − p4j+1+i, i = 0, 1(7)
∂f
∂η
=
∂W2N
∂η
−
∂W2N
∂η
(η, h(η))−
∂W2N
∂ξ
Dh.(8)
Thus Df |graphh = 0 and
∂2f
∂(ξ2j , ξ2j+1)
=


∂(P4j+1 − p4j+1)
∂ξ2j
∂2S
∂q∂Q
(ξ2j, ξ2j+1)
∂2S
∂q∂Q
(ξ2j , ξ2j+1)
∂(P4j+2 − p4j+2)
∂ξ2j+1

 .
Since
∂2S
∂q∂Q
is negative definite on Gr(U1), we have that
∂2f
∂(ξ2j , ξ2j+1)
|graphh is invertible if
∂(P4j+1+i − p4j+1+i)
∂ξ2j+i
|graphh, i =
0, 1 are sufficiently small.
We know from Proposition 3 that this holds if N = 2m is sufficiently
large. In such a case, graphh is a nondegenerate critical manifold of
f . By the generalized Morse’s lemma there is a tubular neighborhood
ψ : E → M2N , with E = E
+ ⊕ E− a vector bundle over MN , such
that f(ψ(η, ζ)) = |ζ−|
2 − |ζ+|
2 and so
W2N(ψ(η, ζ)) = WN(η) + |ζ−|
2 − |ζ+|
2.(9)
Consider the commutative diagram
T2N
ր
H∗(M)
ց
TN
H∗+k+l(B2N , B
−
2N )
j∗a−−−→ H∗+k+l(Ba2N , B
−
2N )yψ∗ yψ∗
H∗+k+l(ψ−1(B2N , B
−
2N))
J∗a−−−→ H∗+k+l(ψ−1(Ba2N , B
−
2N))xThom x∼=
H∗+k(BN , B
−
N)
j∗a−−−→ H∗+k(BaN , B
−
N)
where the upwards isomorphisms are as in [12].
The maximal invariant set Σa for the gradient flow of W2N in B
a
2N −
B−2N consists of critical points and heteroclinic orbits. The critical
points belong to graphh by (7) and so do the heteroclinic orbits by
(9). Thus (Ba2N , B
−
2N ) and (B
a
2N , B
−
2N) ∩ ψ(E) are index pairs for Σa
and then
ψ∗ : H∗(Ba2N , B
−
2N)
∼= H∗(ψ−1(Ba2N , B
−
2N )).
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Therefore j∗aT2N (v) = 0 if and only if j
∗
aTN (v) = 0 and so
cv(H,m) = cv(H,m+ 1).
We consider in particular
γ−(H) = c1(H), γ+(H) = c[µ](H).
Lemma 3. Viterbo [12]. Let Sτ be a smooth family of smooth func-
tions. Let c(τ) = Sτ (xτ ) be a critical value obtained by minimax as
above. Assume that dSτ (x) = 0 implies
∂Sτ (x)
∂τ
≥ 0 (≤ 0). Then c(τ)
is increasing (decreasing).
The following Lemma completes the proof of Theorem 1
Lemma 4. For v ∈ H∗(M), H,K ∈ HR
E−(K −H) ≤ cv(K)− cv(H) ≤ E
+(K −H).
Proof. For τ ∈ [0, 1], define Hτ = H + τ(K −H),
Let Sτ = Wτ −E
−(K−H)τ then cv(Hτ)−E
−(K−H)τ is a critical
value of Sτ and
cv(Hτ ) =Wτ (xτ ) =
∫
S1
ψ∗τ (λ−Hτdt)
where ψτ (t) = ϕ
τ
t (xτ ). Then
∂Wτ
∂τ
(xτ ) =
∫
S1
dψ∗τλ(
∂ψτ
∂τ
) + ψ∗τ i(
∂ψτ
∂τ
)dλ
−
∫ 1
0
(
∂Hτ
∂τ
(ψτ (t), t) + dHτ (ψτ (t), t)
∂ψτ
∂τ
)
dt
=
∫ 1
0
(H −K)(ϕτt (xτ ), t)dt ≥ E
−(K −H).
By Lemma, 3 cv(Hτ )−E
−(K −H)τ is increasing. Similarly cv(Hτ )−
E+(K −H)τ is decreasing. Then
cv(K)−E
+(K −H) ≤ cv(H) ≤ cv(K)−E
−(K −H)
Corollary 3. If H ≤ K then cv(H) ≥ cv(K) for any nonzero v ∈
H∗(M).
Proof of Theorem 2.
Lemma 5. If H,K ∈ HR are such that the corresponding time one
maps ϕ1 and ψ1 are equal then σc(H) = σc(K).
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Proof. Let x0 in the border of U1. Let x1 in Fix(ϕ1) = Fix(ψ1).
Then ϕt(x0) = ψt(x0) for all t. Let β be a curve on T
∗M such that
β(0) = x0 and β(1) = x1. Define σ1, σ2 : [0, 1]
2 → T ∗M × R by
σ1(s, t) = (ϕt(β(s)), t)
σ2(s, t) = (ψt(β(s)), t).
Then
0 =
∫
σ1
d(λ−Hdt) =
∫
ϕt(x1)
λ−Hdt−
∫
ϕt(x0)
λ−Hdt−
∫
ϕ1(β)
λ+
∫
β
λ
and
0 =
∫
σ2
d(λ−Kdt) =
∫
ψt(x1)
λ−Kdt−
∫
ψt(x0)
λ−Kdt−
∫
ψ1(β)
λ+
∫
β
λ
So ∫
ϕt(x1)
λ−Hdt =
∫
ψt(x1)
λ−Kdt,
It remains to prove that ϕt(x1) is contractible if and only if ψt(x1)
is. To see that, define the path
ht(x) =
{
ϕt(x) if t ∈ [0, 1]
ψ2−t(x) if t ∈ [1, 2]
.
Let Ω(U1) be the free loop space of U1, and define the continuous
function χ : U1 → Ω(U1) by χ(x) = (ht(x))t∈[0,2]. Since M is connected
all elements of χ(U1) are homotopic to χ(x0) which is homotopically
trivial. Thus ϕt(x1) is contractible if and only if ψt(x1) is and then
σc(H) = σc(K).
Let H ∈ C∞(T ∗M × S1 × [0, 1]) be such that Hs(p, t) = H(p, t, s)
belongs to HR for any s ∈ [0, 1]. Assume now that ϕ
Hs
1 = ψ for all
s ∈ [0, 1], then γ±(Hs) ∈ σc(Hs) = σc(ψ). Since σc(ψ) is nowhere
dense, the continuous function s 7→ γ±(Hs) must be constant and so
γ±(H0) = γ±(H1).
ForK ∈ HR, L ∈ H0 let K#L(p, t) = K(p, t)+L((ϕ
K
t )
−1(p), t), then
H = K#L ∈ HR and ϕ
H
t = ϕ
K
t ϕ
L
t . Taking H0 =
R
2
(|p|2 − 1), we can
write any H ∈ HR as H = H0#L, where L(p, t) = (H − H0)(gt(p), t)
belongs to H0.
Item 1. We follow the argument of Hofer and Zehnder.
Let H,K ∈ HR such that ϕ
H
1 = ϕ
K
1 . Write H = H0#L,K = H0#F
with L, F ∈ H0 and let ψ = ϕ
L
1 = ϕ
F
1 ∈ D0. By reparametrizing the
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time, one first homotope ϕLt to an arc ψt in D0 that is the identity for
t ∈ [0, 1/4] and is equal to ψ for t ∈ [3/4, 1], and do the same for ϕFt .
Hence we can assume that L(p, t) = F (p, t) = 0 for |t|mod1 < 1/4. For
0 < s ≤ 1 one defines
Ls(p, t) = sL(p/s, t), Fs(p, t) = sF (p/s, t).
Then
ϕLst (p) = sϕ
L
t (p/s), ϕ
Fs
t (p) = sϕ
F
t (p/s).
For t ∈ [3/4, 1] one has
ϕLst (p) = sϕ
L
t (p/s) = sϕ
F
t (p/s) = ϕ
Fs
t (p).
Take β : [3/4, 1]→ [0, 1] a smooth which is 0 near to 3/4 and is 1 near
to 1. Define
ϕs,t(p) =
{
ϕLst (p) t ∈ [0, 3/4]
(s+ (1− s)β(t))ψ((s+ (1− s)β(t))−1p) t ∈ [3/4, 1]
and similarly ψs,t by replacing Ls for Fs. Then
ϕs,1 = ψs,1 = ψ 0 < s ≤ 1.
If Lˆs, Fˆs generate ϕs,t, ψs,t respectively we have γ±(H) = γ±(H0#Lˆs),
γ±(K) = γ±(H0#Fˆs). Note that
Lˆs(p, t) = Fˆs(p, t) t ∈ [3/4, 1]
Lˆs(p, t) = Ls(p, t) t ∈ [0, 3/4]
Fˆs(p, t) = Fs(p, t) t ∈ [0, 3/4].
Thus
|γ±(H)− γ±(K)| = |γ±(H0#Lˆs)− γ±(H0#Fˆs)|
≤ E+(Lˆs−Fˆs)−E
−(Lˆs−Fˆs) ≤ s(E
+(L)−E−(L)+E+(F )−E−(F ))
for all 0 < s ≤ 1 and then γ±(H) = γ±(K).
For any ε > 0 let Kε be the set of functions f(|p|) in HR such that
f is convex and f(s) = −ε for s ≤ 1− 2ε/R.
We claim that γ±(K) = ε for any K ∈ Kε . In fact, the only
contractible periodic orbits are the constants and these have action ε.
Item 2. Since H is negative for |p| ≤ 1 and equals R
2
(|p|2 − 1) for
|p| ≥ 1, we can find ε > 0 small enough and K ∈ Kε such that K ≥ H
and then by Corollary 3 we have γ−(H) ≥ γ−(K) > 0.
Item 3. By Lemma 4, for Kε ∈ Kε we have
E−(H −Kε) ≤ γ±(H)− γ±(Kε) ≤ E
+(H −Kε).
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Now let ε→ 0.
Item 4. Since H ≤ 0, E−(H) = 0. By item 3, γ±(H) ≥ 0.
The following Corollary is an immediate consequence of item 3 of
Theorem 2.
Corollary 4. If ϕ ∈ DR
γ−(ϕ) ≤ γ+(ϕ) ≤ E(ϕ), γ+(ϕ)− γ−(ϕ) ≤ E(ϕ).
4. Proof of Theorem 3
Let us recall the main concepts introduced by Mather in [8]. Let
L : TM × S1 → R be a convex superlinear Lagrangian with complete
Euler-Lagrange flow. LetM(L) be the set of probabilities on the Borel
σ-algebra of TM that have compact support and are invariant under
the Euler-Lagrange flow φt. Let H1(M,R) be the first real homology
group of M . Given a closed one-form ω on M and ρ ∈ H1(M,R), let
< ω, ρ > denote the integral of ω on any closed curve in the homology
class ρ. If µ ∈ M(L), its rotation vector is defined as the unique
ρ(µ) ∈ H1(M,R) such that
< ω, ρ(µ) >=
∫
ω dµ,
for all closed one-forms on M . The integral on the right-hand side
is with respect to µ with ω considered as a function ω : TM → R.
The function ρ : M(L) → H1(M,R) is surjective [8]. The action of
µ ∈M(L) is defined by
AL(µ) =
∫
Ldµ.
Finally we define the function β : H1(M,R)→ R by
β(γ) = inf{AL(µ) : ρ(µ) = γ}.
The function β is convex and superlinear and the infimum can be shown
to be a minimum [8] and the measures at which the minimum is at-
tained are called minimizing measures. In other words, µ ∈M(L) is a
minimizing measure iff
β(ρ(µ)) = AL(µ).
Each contractible 1-periodic orbit is the support of an invariant prob-
ability measure with zero homology and the same action. So
β(0) ≤ γ−(H).
By Corollary 4, γ−(ϕ) ≤ E(ϕ), and this concludes the proof of The-
orem 3.
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5. A Hofer’s distance and twist maps
For φ ∈ D0 let
‖φ‖ = inf{
∫ 1
0
‖Lt‖ dt : L ∈ H0, ϕ
L
1 = φ}.
If ϕ, ψ ∈ DR define d(ϕ, ψ) = E(ψ
−1ϕ).
If H,K ∈ HR generate ϕ, ψ respectively, then L(x, t) = (H −
K)(ψt(x), t) belongs to H0 and generates ψ
−1ϕ. Reciprocally, sup-
pose that K ∈ HR generates ψ. If L ∈ H0 generates ψ
−1ϕ then
H(x, t) = K(x, t) + L(ψ−1t (x), t) belongs to HR and generates ϕ.
Thus, for any ψ, ϕ ∈ DR and K ∈ HR generating ψ we have{
‖(H − J)t‖ : H, J ∈ HR, ϕ = ϕ
H
1 , ψ = ϕ
J
1
}
⊂
{
‖Lt‖ : L ∈ H0, ψ
−1ϕ = ϕL1
}
⊂
{
‖(H −K)t‖ dt : H ∈ HR, ϕ = ϕ
H
1
}
.
Therefore
d(ϕ, ψ) = inf
{∫ 1
0
‖(H − J)t‖ dt : H, J ∈ HR : ϕ = ϕ
H
1 , ψ = ϕ
J
1
}
= inf
{∫ 1
0
‖(H −K)t‖ dt : H ∈ HR : ϕ = ϕ
H
1
}
.
Corollary 5. Let φ ∈ D0 and define
E+(φ) = inf{E+(L) : L ∈ H0, ϕ
L
1 = φ}
E−(φ) = sup{E−(L) : L ∈ H0, ϕ
L
1 = φ}.
Let ψ ∈ DR, then
E−(φ) ≤ γ±(ψ ◦ φ)− γ±(ψ) ≤ E
+(φ).
Proof Let L ∈ H0, K ∈ HR with ϕ
L
1 = φ and ϕ
K
1 = ψ. As above
H(x, t) = K(x, t) + L(ψ−1t (x), t) belongs to HR and generates ψ ◦ φ.
By item 2 in Theorem 1
E−(L) ≤ γ±(H)− γ±(K) ≤ E
+(L),
from which Corollary 5 follows.
Definition 1. A function H ∈ H0 is called quasi-autonomous if there
are x−, x+ ∈ U1 such that
H(x−, t) = minHt, H(x+, t) = maxHt
for all t ∈ S1.
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Recall that Gr(q, p) = (q, expq(rp)). Let G be the set of functions
S : Gr(U1+δ)→ R such that
•
∂2S
∂q∂Q
is negative definite.
• S(q, Q) =
d(q, Q)2
2r
for d(q, Q) ≥ r.
Proposition 5. Let St, t ∈ [a, b] be a path in G. Then the correspond-
ing path ϕt in T is generated by a Hamiltonian H ∈ H0 satisfying the
Hamilton-Jacobi equation
∂St
∂t
(q, Q) +H(Q,
∂St
∂Q
(q, Q), t) = 0.(10)
Moreover, H is quasi-autonomous if and only if
∂St
∂t
is.
The proof of equation 10 is standard and the proof of the last state-
ment is the same as the given by Bialy and Polterovich [1].
Consider the length function L on the fundamental group of D0
L([ϕt]) = inf
ψt∈[ϕt]
length(ψt).
We claim that the image of L is {0}. In fact, given any loop ϕt =
(Qt, Pt) in D0 with generating Hamiltonian H ∈ H0, we can define the
loop ψ : S1 → D0 by ψt(q, p) = (Qt(q, p/ε), εPt(q, p/ε)) with generating
Hamiltonian F (q, p, s) = εH(q, p/ε, s). Therefore
length(ψ) =
∫ 1
0
‖Ft‖ dt = ε
∫ 1
0
‖Ht‖ dt.
Thus, for any class [ϕ] ∈ π1(D0) we have L([ϕ]) = 0.
Proposition 6. There is a C2 neighborhood U of zero in H0 such that∥∥ϕH1 ∥∥ =
∫ 1
0
‖Ht‖ dt
for any quasi-autonomous H ∈ U .
Proof. By Remark 3.3 and item (ii) of Theorem 1.3 in [6] II, there is
a C2 neighborhood U of zero in H0 such that for any quasi-autonomous
H ∈ U the path ϕHt∈[0,1] is length-minimizing amongst all paths homo-
topic (with fixed end points) to ϕHt∈[0,1].
Suppose that φ is other path in D0 with the same end points and
length(φ) < length(ϕH). Choose a loop ψ ∈ [−φ ∗ ϕH ] such that
length(ψ) < length(ϕH)− length(φ).
the path φ ∗ ψ is homotopic to ϕH and shorter: a contradiction.
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Proof of Proposition 1. For ϕ0, ϕ1 ∈ T , let S0, S1 ∈ G be their
generating functions. For t ∈ [0, 1], St = (1− t)S0 + tS1 defines a map
ϕt ∈ T . Consider the path ϕtϕ
−1
0 in D0 and its generating Hamiltonian
H . As in [1], one easily shows that
∂St
∂t
= S1−S0 is quasi-autonomous.
By Proposition 5, H is quasi-autonomous and
‖Ht‖ = ‖S0 − S1‖ .
By Proposition 6, there is a C1 neighborhood O of ϕ such that if
ϕ0, ϕ1 ∈ O, the length of the path ϕtϕ
−1
0 equals d(ϕ0, ϕ1).
6. Appendix
Let θ be a closed 1-form inM such that θ ∈ [ω]. Let Γ : [0, n]→ T ∗M
be a holonomic curve meaning that for γ = π ◦ Γ one has γ˙(t) =
∂H/∂p(Γ(t), t). For each (q, p, t) ∈ T ∗M × S1 there is ξ ∈ T ∗qM such
that
H(q, θ(q), t) = H(q, p, t) + (θ(q)− p)
∂H
∂p
(q, p, t) +
1
2
p
∂2H
∂p2
(q, ξ, t) p,
so
(p− θ(q))
∂H
∂p
(q, p, t)−H(q, p, t) = −H(q, θ(q), t) +
1
2
p
∂2H
∂p2
(q, ξ, t) p.
Let L : TM × S1 → R be the Legendre transform of H . Since H is
convex, for each n ∈ Z+ we have∫ n
0
(L(γ, γ˙, t)− θ(γ)γ˙)dt =
∫
Γ
λ− π∗θ −Hdt
≥ −
∫ n
0
H(γ(t), θ(γ(t)), t)dt ≥ −
∫ n
0
max
q∈M
H(q, θ(q), t)dt
= −n
∫ 1
0
max
q∈M
H(q, θ(q), t)dt.
As the left hand side does not depend on the representant of the
class [ω], we have
1
n
∫ n
0
(L(γ, γ˙, t)− ω(γ)γ˙)dt ≥ sup
θ∈[ω]
−
∫ 1
0
max
q∈M
H(q, , θ(q), t)dt = −c(H, [ω]).
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Since this holds for any holonomic curve, it follows from Proposition
1 in [8] that
−α([ω]) = min
{∫
(L− ω) dµ : µ ∈M(L)
}
≥ −c(H, [ω]).
So
α([ω]) ≤ c(H, [ω]).
Proof of Corollary 2. Since H is convex, for each t we have that
Ht|L = min
x∈U1
H(x, t), 0 = max
x∈U1
H(x, t)
Therefore
E(ϕH1 ) ≤
∫ 1
0
‖Ht‖ dt = −
∫ 1
0
Ht|Ldt ≤ −CH ≤ β(0) ≤ E(ϕ
H
1 ).
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