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In this paper, a new measure of dependence is proposed. Our approach is based on trans-
forming univariate data to the space where the marginal distributions are normally dis-
tributed and then, using the inverse transformation to obtain the distribution function in
the original space. The pseudo-maximum likelihood method and the two-stage maximum
likelihood approach are used to estimate the unknown parameters. It is shown that the
estimated parameters are asymptotical normally distributed in both cases. Inference pro-
cedures for testing the independence are also studied.
Published by Elsevier Inc.
1. Introduction
Modeling and estimation of the multivariate distribution is an important issue which has a large number of possible
applications in different fields of science. The estimation and the inference for dependence in multivariate data is a related
problem of equal importance. Although both issues are most crucial whenmultivariate data are analyzed and a lot of multi-
variate models are suggested in the literature, the problem is still unsolved and attracts many researchers and practitioners.
The models for multivariate data can be divided into two large groups. In the first one, the conditional moments of the
distribution, usually the first two ones, aremodeled. Since the seminal paper of Engle [1] who introduced the autoregressive
conditional heteroscedastic (ARCH) process to model the conditional variances of univariate data, the univariate and
multivariate generalizations of the ARCH process have become very popular in financial and econometrical literature. The
first multivariate ARCH process was derived by Bollerslev et al. [2]. Engle and Kroner [3] designed the BEKK version of the
multivariate ARCHprocess. Other approaches considered diagonal and orthogonal versions of themultivariate ARCHprocess
(see, e.g. [4–6]). In order to model conditional correlations the constant conditional correlation (CCC) and the dynamic
conditional correlation (DCC) processes were suggested by Bollerslev [7], Engle [8], and Tse and Tsui [9]. A detailed survey
of multivariate ARCH processes is given in [10]. Although the multivariate ARCHmodels play an important role in modeling
multivariate data, they do not answer the question how strong is the dependence. The problem is that they all model the
conditional covariance (or correlation) matrix which is the measure of dependence only in the case of the multivariate
normal distribution. The second drawback of the multivariate ARCH models is the joint distribution function which is not
specified in the closed form up until now.
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The other possibility of modeling multivariate data is to model directly the joint distribution function. The most wide-
spread approach is to assume that the data follow amultivariate normal distribution. Note that only in the case of the normal
distribution, the dependence structure is fully determined by the correlation matrix. We use this fact later on when a new
procedure of modeling the joint distribution will be presented. Despite this nice property, the application of the normal
distribution to model multivariate data is heavily criticized. The main points are the heavy tails and asymmetry usually ob-
served in the empirical distributions of data. Generalizations of the multivariate normal distribution have been done in two
directions, namely elliptically contoured distributions (see, e.g. [11,12]) and a skew normal distribution (see, e.g. [13–16]).
Although the elliptically contoured distributions provide a good fit for heavy tails, they are also symmetric. The main prob-
lem with modeling by the skew normal distribution is the estimation and inferences of the model parameters.
The copula based modeling of multivariate distribution has recently increased its popularity (see, e.g. [17–22]). The
method is based on Sklar’s [23] theorem that relates an arbitrary distribution function F onRk to a copula function C via the
univariate marginal distributions Fi, i = 1, . . . , k of F . The relationship between the distribution function and the copula
function is given by
F(x1, . . . , xk) = C(F1(x1), . . . , Fk(xk)).
Moreover, if themarginal distributions are continuous then the copula function is uniquely specified. The form of the unique
copula is not known. From one side it provides a flexibility of copula modeling that results in different forms of the copula
functions. The most popular of them are elliptical and Archimedean families. From the other side, we can be sure that the
selected form of the copula function is the true one.
In this paper, we suggest a newmeasure of dependence and study its distributional properties. Our approach is based on
a transformation of the data to a space where the dependence structure can be simply modeled and the joint distribution
function can be constructed. Then, using the inverse transformation, the distribution function is obtained in the original
space of the data. We use the transformation
Ui = Φ−1(Fi(xi)), i = 1, . . . , k, (1)
that transforms the univariate data to the space where they are normally distributed. Note that the transformation (1) is not
new and has previously been considered in the statistical literature. For example, Efron [24] used this transformation for
constructing an improved estimator of the bootstrap confidence intervals. The transformation (1) allows us to determine the
structure of the joint distribution function in terms of the univariate marginal distributions and a k × k correlation matrix
that fully describes the dependence structure of multivariate data. This can be done if the univariate marginal distributions
are continuous and the joint distribution can be expressed as a Gaussian copula.
Our main results are given in the next section, where a new measure of dependence is presented and its distributional
properties are studied. In Section 2.2, we discuss how it can be estimated. The pseudo-maximum likelihoodmethod and the
two-stage maximum likelihood approach are used. It is shown, that the estimated parameters are asymptotically normally
distributed. In Sections 2.3 and 2.4, the inference procedures for testing the independence for multivariate data are given.
An application of the suggested approach to the canonical correlation analysis is presented in Section 3.
2. Main results
2.1. Modeling the multivariate dependence
Let x1, . . . , xn be independent realizations of the k-dimensional randomvectorX = (X1, X2, . . . , Xk)′with the continuous
distribution function F(.) and the marginal distributions Xi ∼ Fi(.). There are different ways to measure the dependence
between the elements of X. The most widely used is the Pearson correlation coefficient, which is the measure of the linear
dependence, and it is defined as
ρXi,Xj =
n∑
l=1
(xil − x¯i)(xjl − x¯j)√
n∑
l=1
(xil − x¯i)2
√
n∑
l=1
(xjl − x¯j)2
, (2)
where xl = (x1l, x2l, . . . , xkl)′ and x¯i = 1n
∑n
l=1 xil. When X ∼ Nk(µ,6), then ρXi,Xj is also a dependence measure between
the elements of the vector X. It holds that Xi and Xj are independent iff ρXi,Xj = 0.
The Spearman rank-order correlation coefficient is a non-parametric measure of the dependence defined using the ranks
of the data values. It is given by
θXi,Xj =
n∑
l=1
(rank(xil)− rank(xi))(rank(xjl)− rank(xj))√
n∑
l=1
(rank(xil)− rank(xi))2
√
n∑
l=1
(rank(xjl)− rank(xj))2
, (3)
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where rank(xi) = 1n
∑n
l=1 rank(xil). Note that θXi,Xj is a measure of the monotone dependence. The Spearman rank-
order correlation can also be expressed in terms of the marginal empirical distribution functions, Fˆi(.)’s. Because Fˆi(xil) =
rank(xil)/n, we get
θXi,Xj =
n∑
l=1
(Fˆi(xil)− F¯i)(Fˆj(xjl)− F¯j)√
n∑
l=1
(Fˆi(xil)− F¯i)2
√
n∑
l=1
(Fˆj(xjl)− F¯j)2
, (4)
where F¯i = 1n
∑n
l=1 Fˆi(xil).
The measures (2) and (4) are nothing else but the sample estimates of
rXi,Xj = Corr(Xi, Xj) (5)
and
tXi,Xj = Corr(Fi(Xi), Fj(Xj)) (6)
respectively.
Next, we define a new measure of the dependence, which is a generalization of both measures (5) and (6). It is given by
qXi,Xj = Corr(Φ−1(Fi(Xi)),Φ−1(Fj(Xj))), (7)
where Φ(.) denotes the distribution function of the standard normal distribution. Note that qXi,Xj = rXi,Xj if the marginal
distributions of Xi and Xj are normal. The transformationΦ−1(Fi(Xi))was also considered in [24], who used this transforma-
tion in order to obtain the improved limits of the bootstrap confidence interval. Let φµ,6(.) denote the density function of a
k-dimensional normal distribution with mean vectorµ and covariance matrix6. In order to simplify the notation we write
φ6(.) if µ = 0. Let φ(.) stand for the density function of the univariate standard normal distribution. A further motivation
of the correlation measure (7) is given in Theorem 1.
Theorem 1. Let X = (X1, X2, . . . , Xk)′ be a k-dimensional random vector with continuous univariate marginal distribution
functions Fi(.), i = 1, . . . , k. We assume that the joint distribution can be expressed as a Gaussian copula. Then the joint density
of X is given by
fX(x1, x2, . . . , xk) = φQ(Φ−1(F1(x1)),Φ−1(F2(x2)), . . . ,Φ−1(Fk(xk)))
k∏
i=1
fi(xi)
k∏
i=1
φ(Φ−1(Fi(xi)))
, (8)
where Q is a correlation matrix with (i, j)th element equals qXi,Xj .
Proof. Let Ui = Φ−1(Fi(Xi)). Because
P(Ui ≤ ui) = P(Φ−1(Fi(Xi)) ≤ ui) = P(Xi ≤ F−1i (Φ(ui))) = Fi(F−1i (Φ(ui))) = Φ(ui),
it holds that Ui ∼ N(0, 1). Hence, the joint density of U = (U1,U2, . . . ,Uk)′ is given by
fU(u1, u2, . . . , uk) = φQ(u1, u2, . . . , uk),
where Q = (qij) with qij = Corr(Ui,Uj) = Corr(Φ−1(Fi(Xi)),Φ−1(Fj(Xj))). Using the transformation ui = Φ−1(Fi(xi)),
i = 1, . . . , k, with the Jacobian
∂(u1, u2, . . . , uk)
∂(x1, x2, . . . , xk)
=
k∏
i=1
∂Φ−1(Fi(xi))
∂xi
=
k∏
i=1
fi(xi)
k∏
i=1
φ(Φ−1(Fi(xi)))
,
we get the statement of Theorem 1. 
Next the marginal and conditional distributions of the elements of X are derived. Let us consider the partitions
X =
[
X1
X2
]
and Q =
[
Q11 Q12
Q21 Q22
]
, (9)
where X1 is anm-dimensional vector and Q11 is a matrix of orderm× m. Let Q11·2 = Q11 − Q12Q−122 Q21. Then, we have the
following results.
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Theorem 2. Let X = (X1, X2, . . . , Xk)′ be a k-dimensional random vector with continuous univariate marginal distribution
functions Fi(.), i = 1, . . . , k. We assume that the joint distribution can be expressed as a Gaussian copula. Then
(a) the joint density of X1 is given by
fX1(x1, x2, . . . , xm) = φQ11(Φ−1(F1(x1)),Φ−1(F2(x2)), . . . ,Φ−1(Fm(xm)))
m∏
i=1
fi(xi)
m∏
i=1
φ(Φ−1(Fi(xi)))
. (10)
(b) The conditional distribution of X1 given X2 is given by
fX1|X2(x1, . . . , xm) = φQ12Q−122 (Φ−1(Fm+1(xm+1)),...,Φ−1(Fk(xk)))′,Q11·2(Φ
−1(F1(x1)), . . . ,Φ−1(Fm(xm)))
×
m∏
i=1
fi(xi)
m∏
i=1
φ(Φ−1(Fi(xi)))
. (11)
Proof. (a) It follows that
fX1(x1, x2, . . . , xm) =
∫
Rk−m
fX(x1, x2, . . . , xk)dxm+1 · · · dxk
=
∫
Rk−m
φQ(Φ
−1(F1(x1)),Φ−1(F2(x2)), . . . ,Φ−1(Fk(xk)))
k∏
i=1
fi(xi)
k∏
i=1
φ(Φ−1(Fi(xi)))
dxm+1 · · · dxk.
Using the transformation ui = Φ−1(Fi(xi)), i = m+ 1, . . . , k, we get
fX1(x1, x2, . . . , xm) =
m∏
i=1
fi(xi)
m∏
i=1
φ(Φ−1(Fi(xi)))
∫
Rk−m
φQ(Φ
−1(F1(x1)), . . . ,Φ−1(Fm(xm)), um+1, . . . , uk)dum+1 · · · duk.
Integrating over um+1, . . . , uk leads to the result of Theorem 2(a).
(b) The result of Theorem 2(b) follows from the part (a) and the proof in the case of the normal distribution. 
Corollary 1. Let X = (X1, X2, . . . , Xk)′ be a k-dimensional random vector with continuous univariate marginal distribution
functions Fi(.), i = 1, . . . , k. We assume that the joint distribution can be expressed as a Gaussian copula. Then
(a) X1 is independent of X2 iff Q12 = 0.
(b) Xi is independent of Xj, i 6= j, iff qXi,Xj = 0.
Proof. The results follow directly from Theorem 2. 
Corollary 1 shows that two random variables Xi and Xj are independent iff qXi,Xj = 0. As a result, the measure qXi,Xj is a
well-definedmeasure of the dependence between Xi and Xj. Thus, we refer to qXi,Xj as the dependence correlation coefficient.
2.2. Estimation
If the marginal distributions Fi(.) and Fj(.) are known, qXi,Xj is estimated as
φXi,Xj =
1
n
n∑
l=1
Φ−1(Fi(xil))Φ−1(Fj(xjl))√
1
n
n∑
l=1
(Φ−1(Fi(xil)))2 1n
n∑
l=1
(Φ−1(Fj(xjl)))2
. (12)
The exact distribution of φXi,Xj is derived in Theorem 3. The formula for the exact density is based on a hypergeometric
function. Following Abramowitz and Stegun [25, Ch. 15], the hypergeometric function is defined by
2F1(a, b; c; x) = Γ (c)
Γ (a)Γ (b)
∞∑
i=0
Γ (a+ i)Γ (b+ i)
Γ (c + i)
xi
i! . (13)
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Theorem 3. Let (Xi1, Xj1), . . . , (Xin, Xjn) be independent and identically distributed with continuous univariate marginal
distribution functions Fi(.) and Fj(.). We assume that the joint distribution can be expressed as a Gaussian copula. Then the density
of φXi,Xj is given by
fφXi,Xj (r) =
Γ (n)(n− 1)
Γ
(
n+ 12
)√
2pi
(1− q2Xi,Xj)n/2(1− qXi,Xj r)−n+1/2(1− r2)(n−3)/22F1
(
1
2
,
1
2
; n+ 1
2
; 1
2
(1+ qXi,Xj r)
)
for −1 < r < 1.
Proof. Let
A =

n∑
l=1
Φ−1(Fi(xil))Φ−1(Fi(xil))
n∑
l=1
Φ−1(Fi(xil))Φ−1(Fj(xjl))
n∑
l=1
Φ−1(Fi(xil))Φ−1(Fj(xjl))
n∑
l=1
Φ−1(Fj(xjl))Φ−1(Fj(xjl))
 .
The result follows from the fact that A ∼ W2(n,Q) (two-dimensional Wishart distribution with n degrees of freedom and
covariance matrix Q) and the proof of Theorem 5.1.5 of [26]. 
Because Ui = Φ−1(Fi(Xi)) and Uj = Φ−1(Fj(Xj)) are normally distributed, it follows that (see Theorem 5.1.6 in [26])
√
n(φXi,Xj(n)− qXi,Xj)
a∼ N(0, (1− q2Xi,Xj)2). (14)
The last identity shows that the asymptotic variance of the estimator (18) is equal to (1− q2ij)2 and, hence, it is efficient.
From the normality of Ui = Φ−1(Fi(Xi)) and Uj = Φ−1(Fj(Xj)), we obtain that Fisher’s z transformation of φXi,Xj is also
asymptotical normally distributed,
√
n(zij(n)− ξ) a∼ N(0, 1) (15)
where
zij(n) = 12 ln
(
1+ φXi,Xj(n)
1− φXi,Xj(n)
)
and ξ = 1
2
ln
(
1+ qXi,Xj
1− qXi,Xj
)
. (16)
The statistic (16) was suggested in [27] and discussed in [28] in detail. Note that zij(n) converges faster to normality than
φXi,Xj(n) and its asymptotic variance is independent of qij.
If the marginal distributions Fi(.) and Fj(.) are unknown, Klaassen andWellner [29] proposed the use of the normal score
rank correlation coefficient as an estimator of qij. Let
F̂i = nn+ 1 Fˆi (17)
be the rescaled univariate marginal empirical distribution. Then the normal score rank correlation coefficient is given by
φ∗Xi,Xj =
1
n
n∑
l=1
Φ−1(̂Fi(xil))Φ−1(̂Fj(xjl))√
1
n
n∑
l=1
(Φ−1(̂Fi(xil)))2 1n
n∑
l=1
(Φ−1(̂Fj(xjl)))2
(18)
=
1
n
n∑
l=1
Φ−1(̂Fi(xil))Φ−1(̂Fj(xjl))
1
n
n∑
l=1
(
Φ−1
( i
n+1
))2 . (19)
Using Theorem 2.2 in [30,29] derived the asymptotical distribution of φ∗Xi,Xj . The result is presented in Theorem 4.
Theorem 4. Let (Xi1, Xj1), . . . , (Xin, Xjn) be independent and identically distributed with continuous univariate marginal
distribution functions Fi(.) and Fj(.). We assume that the joint distribution can be expressed as a Gaussian copula. Then
√
n(φ∗Xi,Xj(n)− qij)
a∼ N(0, (1− q2ij)2). (20)
Proof. The proof of Theorem 4 is given in [29, p. 62–64]. 
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The result of the above theorem shows that the estimator φ∗Xi,Xj(n) is efficient.
The second way of estimating qij is in the context of copula models based on the fact that the joint distribution function
is presented as a Gaussian copula with correlation matrix Q. In the following we distinguish between the non-parametric
and the parametric estimation of Q.
First, we derive the non-parametric estimator of Q using the pseudo-maximum likelihood method studied by Genest
et al. [31] in detail. Here, it is assumed that the marginal distributions Fi(.)’s are unknown and are replaced in (8) by F̂i(.).
Then, the pseudo-maximum likelihood estimator solves
∂ lpml(Q)
∂Q
= 0
with
lpml(Q) =
n∑
l=1
ln(φQ(Φ−1(̂F1(x1l)),Φ−1(̂F2(x2l)), . . . ,Φ−1(̂Fk(xkl))))+
n∑
l=1
ln

k∏
i=1
fˆi(xil)
k∏
i=1
φ(Φ−1(̂Fi(xil)))
 .
The solution is given by
8∗pml =
1
n
n∑
l=1
UˆlUˆ′l, (21)
where Uˆl = (Uˆl1, Uˆl2, . . . , Uˆlk)′ with Uˆli = Φ−1(̂Fi(xil)). In the case of the two-dimensional Gaussian copula, Klaassen
and Wellner [29] showed that the pseudo-maximum likelihood estimator is asymptotically efficient and is asymptotically
equal to the normal score rank correlation coefficient. Let φpml;Xi,Xj be the (i, j)th element of 8
∗
pml. Then φ
∗
pml;Xi,Xj(n) =
φ∗Xi,Xj(n)+ o(n−1/2) and√
n(φ∗pml;Xi,Xj(n)− qXi,Xj)
a∼ N(0, (1− q2Xi,Xj)2).
Let vec(A) = (a11, . . . , ak1, . . . , a1i, . . . , aki, . . . akk)′ be the vec operator and let the symbol ⊗ denote the Kronecker
product of two matrices. The matrix K stands for the commutation matrix satisfying Kvec(A) = vec(A′). For the properties
of the operators vec and⊗ and the matrix Kwe refer to [32]. In Theorem 6, we derive the asymptotic distribution of8∗pml.
Theorem 5. Let (X11, X21, . . . , Xk1)′, . . . , (X1n, X2n, . . . , Xkn)′ be independent and identically distributed with continuous
univariatemarginal distribution functions Fi(.), i = 1, . . . , k.We assume that the joint distribution can be expressed as a Gaussian
copula. Then
√
n(vec(8∗pml(n))− vec(Q)) a∼ Nk2(0, (Ik2 + K)(Q⊗ Q)). (22)
Proof. BecauseΦ−1(̂Fi(xil)) = Φ−1(Fi(xil))+ op(1) (see [29, p. 63]), it holds that
Uˆl = Ul + op(1) with Ul = (Ul1,Ul2, . . . ,Ulk)′,
where Uli = Φ−1(Fi(xil)). Thus,
8∗pml =
1
n
n∑
l=1
UlU′l + op(1)
and Ul’s are independently and identically normally distributed with U1 ∼ Nk(0,Q). From [26, p. 90–91], it holds that
√
n
(
1
n
n∑
l=1
UlU′l − Q
)
a∼ Nk2(0, (Ik2 + K)(Q⊗ Q)).
The last identity completes the proof. 
Although the elements of the correlation matrix are efficiently estimated, there is no efficient estimator for univariate
marginal distribution functions (see [29]). Recently, Chen et al. [21] suggested the plug-in sieve maximum likelihood
estimator in order to improve the performance of the pseudo-maximum likelihood estimator.
In some practical applications, itmight happen that the univariatemarginal distributions Fi(.) are known up to a vector of
parameters θi. In this case the two-stage maximum likelihoodmethod is suggested in [33,18] for estimating the parameters
of multivariate copula. In the first stage, the univariate likelihoods
li(θi) =
n∑
l=1
ln(f (xil; θi)), i = 1, . . . , k, (23)
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are separately optimized. In the second stage, the multivariate log-likelihood function
l(Q, θˆ1, . . . , θˆk) =
n∑
l=1
ln(f (x1l, . . . , xkl;Q, θ1, . . . , θk)) (24)
is maximized as a function of Qwhere θi are replaced with the corresponding estimated values θˆi obtained in the first stage.
Using the result of Theorem 1, we get
l(Q, θˆ1, . . . , θˆk) =
n∑
l=1
ln(φQ(Φ−1(F1(x1l; θ1)), . . . ,Φ−1(Fk(xkl; θk))))+
n∑
l=1
ln

k∏
i=1
fi(xil; θi)
k∏
i=1
φ(Φ−1(Fi(xil; θi)))
 . (25)
Let η = (θ′1, . . . , θ′k, vecQ′)′ and g = (g′1, . . . , g′k, g′d)′, where gj = ∂ li/∂θi, i = 1, . . . , k and gd = ∂ li/∂vecQ. We denote
Idi = −E(∂2l/∂vec(Q)∂θi), i = 1, . . . , k, Jij = Cov(gi, gj) = E(gig′j), i, j = 1, . . . , k, and Idd = −E(∂2l/∂vec(Q)∂vec(Q)).
LetMg = Cov(g) = E(gg′) and Dg = E(∂g/∂η′), where
−Dg =

J11 . . . 0 0
...
. . .
...
...
0 . . . Jkk 0
Id1 . . . Idk Idd
 , −D−1g =

J−111 . . . 0 0
...
. . .
...
...
0 . . . J−1kk 0
A1 . . . Ak I−1dd

with Ai = −I−1dd IdiJ−1ii for i = 1, . . . , k, and
Mg =

J11 . . . J1k 0
...
. . .
...
...
Jk1 . . . Jkk 0
0 . . . 0 Idd
 .
The asymptotic distribution of the two-stage maximum likelihood estimator ηˆ is derived in Theorem 6.
Theorem 6. Let (X11, X21, . . . , Xk1)′, . . . , (X1n, X2n, . . . , Xkn)′ be independent and identically distributed with continuous
univariatemarginal distribution functions Fi(.), i = 1, . . . , k.We assume that the joint distribution can be expressed as a Gaussian
copula. Then
√
n(ηˆ− η) a∼ N (0, (−Dg)Mg(−Dg)′). (26)
Proof. The proof of the theorem is given in [18], who derived the identity for an arbitrary copula. 
2.3. Test for independence
In this section we derive the likelihood ratio statistic to test the independence of the elements of X. Note that from
Corollary 1 it follows that testing for independence is equivalent to testingQ = I if the joint density function canbe expressed
as a Gaussian copula. The hypothesis is given by
H0 : Q = λI against H1 : Q 6= λI, (27)
where λ ∈ R+ is unspecified. In Theorem 7, the likelihood ratio test is derived assuming that the univariate marginal
distributions are known.
Theorem 7. Let X = (X1, X2, . . . , Xk)′ be a k-dimensional random vector with continuous univariate marginal distribution
functions Fi(.), i = 1, . . . , k. Then the likelihood ratio statistic for testing (27) is given by
VF = det(SF )( 1
k tr(SF )
)k (28)
where
SF =
n∑
l=1
UlU′l, (29)
where Ul = (Ul1,Ul2, . . . ,Ulk)′ with Uli = Φ−1(Fi(xil)).
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Proof. The likelihood ratio statistic is given by
Λ =
sup
λ>0
f (x1, . . . , xk; λI)
sup
Q>0
f (x1, . . . , xk;Q) =
sup
λ>0
φλI(Φ
−1(F1(x1)),Φ−1(F2(x2)), . . . ,Φ−1(Fk(xk)))
sup
Q>0
φQ(Φ−1(F1(x1)),Φ−1(F2(x2)), . . . ,Φ−1(Fk(xk)))
, (30)
where the last equality is due to the fact that the term
∏k
i=1 fi(xi)/
∏k
i=1 φ(Φ−1((Fi(xi)))) is independent of Q and λ. Note
that the likelihood statistic in (30) is the same as in the case of the normal distribution with xi replaced by Φ−1(Fi(xi)).
Following the proof of Theorem 8.3.2 in [26], the results of the theorem follow with VF = Λ2/n. 
For testing (27), we consider the modification of the likelihood ratio statistic given by
TF = −n ln(VF ). (31)
From Theorem 8.3.10 in [26], it holds that TF
a∼ χ2(k+2)(k−1)/2 under H0 : Q = λI. When the univariate marginal distributions
are unknown, Fi is replaces with F̂i in (35), (29) and (31). Because Φ−1(̂Fi(xil)) = Φ−1(Fi(xil)) + op(1) (see [29, p. 63]),
it holds that the asymptotic distribution of TF̂ is the same as in the case of known univariate marginal distributions, i.e.
TF̂
a∼ χ2(k+2)(k−1)/2.
Because Fθi(.) is a continuous function of θi, i = 1, . . . , k, and using the fact that θˆi is a consistent estimator of θi,
i = 1, . . . , k, it holds that Tθ a∼ χ2(k+2)(k−1)/2, where Tθ, Vθ, and Sθ are obtained from (35), (29) and (33) replacing Fi = Fθi by
F
θˆi
.
For testing the independence between Xi and Xj, we test
H0 : qij = 0 against H1 : qij 6= 0 (32)
with the test statistic given by
|T˜F | =
√
n− 1 |φXi,Xj |√
1− φ2Xi,Xj
. (33)
It holds that T˜F ∼ tn−1 (see, e.g. Corollary 5.1.2 in [26]) if the univariate marginal distributions are known. The null
hypothesis is rejected iff |T˜F | > tn−1;1−α/2. Because tn−1 → N(0, 1) as n→∞, it follows that T˜F a∼ N(0, 1). Following the
above discussion, we conclude that the asymptotic distribution does not change when Fi’s are unknown and are replaced
by F̂i’s or Fθˆi ’s.
2.4. Testing independence of m sets of variables
In this section, we consider a test for independence of m vectors that are not obviously jointly normally distributed. Let
X and Q be partitioned as
X = (X′1,X′2, . . . ,Xm)′ with X1 = (X1, . . . , Xk1)′, . . . ,Xm = (Xkm−1+1, . . . , Xm)′,
and
Q =

Q11 Q12 . . . Q1m
Q21 Q22 . . . Q2m
...
...
. . .
...
Qm1 Qm2 . . . Qmm
 .
From Corollary 1 it follows that testing for the independence of X1,X2, . . . ,Xm is equivalent to test if
H0 : Qij = 0 for i, j ∈ 1, . . . ,m and i 6= j (34)
against the alternative hypothesis that H0 is not true. The likelihood ratio test is given in Theorem 8.
Theorem 8. Let X = X = (X′1,X′2, . . . ,Xm)′ be a k-dimensional random vector with continuous univariate marginal
distribution functions Fi(.), i = 1, . . . , k. Then the likelihood ratio statistic for testing (34) is given by
ΛF = det(SF )
n/2
m∏
i=1
det(SF;ii)n/2
(35)
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where SF is given in (29) and
SF;ii =
ki∑
l=ki−1+1
UlU′l, (36)
where Ul = (Ul1,Ul2, . . . ,Ulk)′ with Uli = Φ−1(Fi(xil)) and km = m.
Proof. The likelihood ratio statistic is given
Λ =
sup
Q∗>0
f (x1, . . . , xk; λI)
sup
Q>0
f (x1, . . . , xk;Q) =
sup
Q∗>0
φλI(Φ
−1(F1(x1)),Φ−1(F2(x2)), . . . ,Φ−1(Fk(xk)))
sup
Q>0
φQ(Φ−1(F1(x1)),Φ−1(F2(x2)), . . . ,Φ−1(Fk(xk)))
, (37)
whereQ∗ = diag(Q11,Q22, . . . ,Qmm). The last identity follows from the fact that the term∏ki=1 fi(xi)/∏ki=1 φ(Φ−1((Fi(xi))))
is independent of Q and Q∗. Note that the likelihood statistic in (37) is the same as in the case of the normal distribution
with xi replaced byΦ−1(Fi(xi)). Following the proof of Theorem 11.2.1, the results of the theorem follow. 
Let k0 = 0 and km = m. From Theorem 11.2.10 in [26], it follows that ΛF is asymptotical χ2f with f = 12
(
k2 −∑mi=1
(ki − ki−1)2
)
if the univariate marginal distributions are known. Following the discussion of Section 2.3, the asymptotic
distribution ofΛF remains the same if Fi’s are unknown and are replaced by F̂i’s or Fθˆi ’s.
3. Canonical correlation analysis under non-normality
Let X be partitioned as X = (X′1,X′2)′ where X1 = (X1, . . . , Xp)′ and X2 = (Xp+1, . . . , Xk)′. The canonical correlation
analysis, developed byHotelling [34], is concernedwith reducing the correlation structure betweenX1 andX2 to the simplest
possible form by using the linear transformations of X1 and X2. Let the covariance matrix 6 of X1 and X2 be partitioned as
6 =
(
611 612
621 622
)
, (38)
where 611 = Cov(X1) is p × p and 622 = Cov(X2) is (k − p) × (k − p). Let l = rank(612). Without loss of generality, we
assume that p < k− p. Then, using the singular value decomposition, it follows that
6
−1/2
11 6126
−1/2
22 = H′PQ,
where H is a p× p orthogonal matrix, Q is a (k− p)× (k− p) orthogonal matrix, and
P =
(
9 0
0 0
)
is p × (k − p) with 9 = diag(ρ1, . . . , ρl). ρ1 ≥ ρ2 ≥ · · · ≥ ρl ≥ 0 are the positive roots of ρ21 , ρ22 , . . . , ρ2l , the nonzero
latent roots of 6−1/211 6126
−1/2
22 621.
Let L1 = H6−1/211 and L2 = Q6−1/222 . Then, L1611L′1 = Ip, L2622L′2 = Ik−p, and L1612L′2 = P. E.i.,
Cov
(
L1X1
L2X2
)
=
(
L1 0
0 L2
)
6
(
L′1 0
0 L′2
)
=
(
Ip P
P′ Ik−p
)
.
Hence, the correlation structure of X1 and X2 is reduced to the parameters ρ1, . . . ρl, where ρ21 , . . . , ρ
2
l are positive roots
of 6−1/211 6126
−1/2
22 621 (or 6
−1/2
22 6216
−1/2
11 612). The parameters ρ1, . . . , ρl are called the population canonical correlation
coefficients. The corresponding canonical variables are defined by
v1i = m′1iX1 and v2i = m′2iX2, i = 1, . . . , l
wherem1i is the eigenvector of 6
−1/2
11 6126
−1/2
22 621 that corresponds to ρi andm2i is the eigenvector of 6
−1/2
22 6216
−1/2
11 612
that corresponds to ρi. If6 is a correlationmatrix then the eigenvectorsm1i’s andm2i’s are standardized. This fact simplifies
the interpretation of the canonical variables v1i and v2i (see, e.g. [35]).
The best overall measure of association is the largest squared canonical correlation ρ1, but the canonical correlations
provide measures of supplemental dimensions of linear relationship between X1 and X2. The l dimensions of relationship
(v1i, v2i), i = 1, 2, . . . , s are nonredundant. The information each pair provides is unavailable in the other pairs because
v11, . . . , v1l are uncorrelated. Similarly, v2i’s are uncorrelated, and each v1i is uncorrelated with v2j, j 6= i, except v2i. ρ1
is the maximum correlation between a linear combination of the X1’s, v1 = m′X1, and a linear combination of the X2’s,
v2 = m˜′X2. That is
max
m,m˜
ρm′X1,m˜′X2 = ρm′11X1,m′21X2 = ρ1.
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Then out of all linear combinations of the elements ofX1 andX2which are uncorrelatedwith v11 and v21 the second canonical
variables are most highly correlated with the correlation ρ2, and so on.
Because in the case of normality zero correlation means independence, the canonical correlation coefficient are also
considered to study the dependence between X1 and X2. Next, we extend this result to the non-normal case. The aim of the
approach is to reduce thedependence structure betweenX1 andX2 byusing the linear transformations ofU1 = (U1, . . . ,Up)′
and U2 = (Up+1, . . . ,Uk)′ with Ui = Φ−1(Fi(Xi)). First, we assume that the univariate marginal distributions are known.
Because Q is a well-defined measure of the dependence between elements of X (see Corollary 1), the canonical correlation
coefficients and the canonical variables are calculated using the elements of Q when the data is not normally distributed.
Hence, the positive square roots q1, q2, . . . , ql of the positive eigenvalues of Q
−1/2
11 Q12Q
−1/2
22 Q21 defines l dimensions of
dependence between X1 and X2.
In practice the correlation matrix Q is unknown. Then the population canonical correlation coefficient and canonical
variables are replaced by the sample ones calculated from the sample correlation matrix SF . Let φ21 > φ
2
2 > · · · > φ2l be
the eigenvalues of S−1/2F;11 SF;12S
−1/2
F;2 SF;21. Then, their positive roots φ1 > φ2 > · · · > φl are called the sample canonical
correlation coefficients. The corresponding sample canonical variables are defined by
vˆ1i = mˆ′1iX1 and vˆ2i = mˆ′2iX2, i = 1, . . . , l
where mˆ1i is the eigenvector of S
−1/2
F;11 SF;12S
−1/2
F;22 SF;21 that corresponds to ρi and mˆ2i is the eigenvector of S
−1/2
F;22 SF;21S
−1/2
F;11 SF;12
that corresponds to φi.
In the canonical correlation analysis, the p(k− p) correlations between the U1’s and U2’s in SF are replaced by l canonical
correlations that summarize the relationship insignificant is equivalent to the statement that the X1’s and the X2’s are
independent, i.e. Q12 = 0. The hypothesis is given by
H0 : q1 = q2 = · · · = ql = 0 against H1 : q1 > 0 (39)
with the test statistic
Λ1 = |SF ||SF;11| |SF;22| =
l∏
i=1
(1− φ2i ).
If one or more φ2i is large, thenΛ1 will be small. To carry out the test (39), we use the χ
2-approximation given by
χ2(1) = −
(
n− 1
2
(k+ 3)
)
ln(Λ1),
which is approximately distributed as χ2p(k−p).
If the test based on all l canonical correlations rejects H0, we are not sure if the canonical correlations beyond the first
are significant. To test the significance of φ2, . . . , φl, we delete φ21 fromΛ1 to obtain
Λ2 =
l∏
i=2
(1− φ2i ).
If this test rejects the hypothesis, we conclude that at leastφ2 is significantly different from zero.We continue in thismanner,
testing each φi in turn, until a test fails to reject the hypothesis. At themth step, the test statistic is
Λm =
l∏
i=m
(1− φ2i ),
with the χ2-approximation given by
χ2(m) = −
(
n− 1
2
(k+ 3)
)
ln(Λm),
which is approximately distributed as χ2(p−m+1)(k−p−m+1). Moreover, the nonnull distribution of the χ
2
(m)-statistic is derived
using the results of Fujikoshi [36] and Muirhead and Waternaux [37]. From Theorem 3 in [37] applied to SF we obtain that,
under general alternatives qm ≥ qm+1 ≥ · · · ≥ ql with qm > 0, the limiting distribution of the statistic
χ˜2(m) =
√
n
(
χ2(m) + n
l∑
i=1
log(1− qi)
)
is normal with zero mean and variance 4
∑l
i=1 q
2
i . In a partial case, under the sequence of alternatives q
2
i = θ2i /n
(i = m, . . . , l), the limiting distribution of χ2(m) is noncentral chi-squared with (p − m + 1)(k − p − m + 1) degrees of
freedom and noncentrality parameter
∑l
i=1 θ
2
i . Note that the asymptotic distributions of χ
2
(1), . . . , χ
2
(m) remain the same
when Fi is unknown and is replaced by F̂i or Fθˆi (see Section 2.3).
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Table 1
Estimated probabilities of rejection of the null hypothesis of independence by the test (33) for the two-dimensional, the five-dimensional, and the ten-
dimensional t-distributions (n ∈ {20, 50, 100, 250} andw ∈ {1, 2, 5, 10, 30, 100,∞}).
w
n 1 2 5 10 30 100 ∞
10 k = 2 0.19880 0.13916 0.08524 0.06809 0.05408 0.05257 0.05217k = 5 0.19696 0.13987 0.08657 0.06669 0.05493 0.05054 0.05074
20
k = 2 0.20671 0.15177 0.09204 0.07126 0.05762 0.05191 0.05139
k = 5 0.20603 0.15150 0.09158 0.07210 0.05705 0.05199 0.04985
k = 10 0.20437 0.15186 0.09310 0.07189 0.05640 0.05284 0.04987
50
k = 2 0.21078 0.15962 0.09766 0.07206 0.05721 0.05148 0.05060
k = 5 0.20860 0.15792 0.09733 0.07211 0.05657 0.05289 0.04910
k = 10 0.20950 0.15864 0.09853 0.07325 0.05799 0.05228 0.05081
100
k = 2 0.21007 0.16004 0.09922 0.07497 0.05737 0.05206 0.05075
k = 5 0.20825 0.15953 0.10143 0.07379 0.05800 0.05303 0.04980
k = 10 0.20735 0.16096 0.09940 0.07333 0.05887 0.05127 0.05078
250
k = 2 0.21049 0.16217 0.10084 0.07589 0.05836 0.05175 0.05084
k = 5 0.21045 0.16194 0.10086 0.07598 0.05788 0.05233 0.04999
k = 10 0.21269 0.16108 0.10035 0.07514 0.05823 0.05295 0.05107
Table 2
Estimated probabilities of rejection of the null hypothesis of independence by the test (31) for the five-dimensional and the ten-dimensional t-distributions
(n ∈ {20, 50, 100, 250} andw ∈ {1, 2, 5, 10, 30, 100,∞}).
w
n 1 2 5 10 30 100 ∞
20 k = 5 0.51097 0.36231 0.20542 0.14714 0.10997 0.09790 0.09469k = 10 0.96202 0.87983 0.67986 0.52956 0.39791 0.35298 0.33158
50 k = 5 0.50777 0.35652 0.18009 0.11472 0.07874 0.06787 0.06478k = 10 0.95336 0.83241 0.50671 0.30073 0.16643 0.12745 0.11447
100 k = 5 0.50855 0.35426 0.17709 0.10802 0.07126 0.05998 0.05624k = 10 0.96127 0.84046 0.47173 0.25053 0.12003 0.08673 0.07392
250 k = 5 0.50986 0.35733 0.17104 0.10315 0.06512 0.05623 0.05295k = 10 0.96697 0.85496 0.46009 0.22522 0.09980 0.06889 0.05920
4. Simulation study
In order to study the performance of the considered tests of Section 2.3 when the assumption of a Gaussian copula is not
valid, we perform a simulation study. Using a Monte Carlo simulation study we test for dependence between the elements
of the multivariate t-distribution and the multivariate skew normal distribution. First, we simulate samples from the two-
dimensional, the five-dimensional, and the ten-dimensional t-distribution with w ∈ {1, 2, 5, 10, 30, 100,∞} degrees of
freedom, mean vector 0, and covariance matrix I. Ifw = ∞, the t-distribution transforms into the normal distribution with
independent components. In the rest of the cases, the components of the t-distributed random vector are uncorrelated but
not independent.
In Table 1, we presented the estimated probabilities of rejection of the null hypothesis of independence between the
first two elements of the multivariate t-distribution, while in Table 2 the estimated probabilities of the rejection of the
null hypothesis of the independence between all elements of the t-distributed random vector are given in the case of the
five-dimensional and the ten-dimensional t-distributions. The calculation is based on 100000 independently simulated
samples of size n ∈ {10, 20, 50, 100, 250} from the t-distributions with w ∈ {1, 2, 5, 10, 30, 100,∞} degrees of freedom.
From Table 1 it is noted that there is a relationship between the number of degrees of freedom and the frequency of the
rejection the null hypothesis of independence. In the case of w = 1, the probability of the rejection is larger than 0.2
with the significance level of 5%. If the number of degrees of freedom increases, the estimated probability decreases to the
target value of 0.05 in case of the t-distribution with 100 degrees of freedom and the normal distribution. The sample size
n has no large influence on the estimated probabilities as well as the dimensional of the simulated vectors. Much stronger
results are obtained in Table 2 where the test (31) is applied in the case of the five-dimensional and the ten-dimensional t-
distributions. The probabilities of rejection of the null hypothesis are extremely high for the ten-dimensional case, especially
when w is small. For larger values of w, the probabilities decrease to the selected significance level of 5% in the case of the
normal distribution. We also observe that the test does not performwell enough in the case of small samples for the normal
distribution.
In the second simulation study, we simulate samples of size n ∈ {20, 50, 100, 250} from the two-dimensional, the five-
dimensional, and the ten-dimensional skew normal distribution with the density given by (see [38, p. 360])
fX(x) = 2φk(x; 0,6)Φ(α′x), (40)
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Table 3
Estimated probabilities of rejection of the null hypothesis of independence by the test (31) (first line in each panel) and the test (33) (second line in each
panel) for the two-dimensional, five-dimensional and the ten-dimensional skew normal distributions given in (40)–(41) (n ∈ {20, 50, 100, 250}).
n
k 20 50 100 250
2 0.99998 1.00000 1.00000 1.00000
5 1.00000 1.00000 1.00000 1.000000.99859 1.00000 1.00000 1.00000
10 1.00000 1.00000 1.00000 1.000000.95836 0.99996 1.00000 1.00000
where
α =
4
√
pi√
k
1 and 6 = 1√
pi
I+
√
3− 1
k
√
pi
11′. (41)
The symbol 1 stands for the k-dimensional vector of ones. The corresponding choice of α and6 is motivated by the fact that
the elements of the skew normal distributed random vector generated by the model (40)–(41) are uncorrelated with the
covariance matrix expressed as
Cov(X) = 1√
pi
I.
The results of the simulation study are given in Table 3. In each panel, the first line presents the estimated probabilities of
the rejection of the null hypothesis of independence resulting from applying the test (31), while the estimated probabilities
of the rejection of the null hypothesis of independence between the first and the second component are given in the second
line. We observe much stronger results than the one obtained for the t-distribution, especially by the test (33). Although
the components of the considered skew normal distribution are uncorrelated, the suggested tests of Section 2.3 reject the
hypothesis of independencewith a very high probability. It is almost always equal to 1. For a higher-dimensional distribution
the estimated probabilities decrease, but they are still always larger than 0.95.
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