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Abstract
This thesis presents two models of the effect of hydrogen on materials. Both
models are intended to link experimental observations of material microstruc-
ture with macroscopically observable results. The first model creates a con-
tinuum, rate dependent plasticity model that incorporates the effect of hydro-
gen on dislocation generation, motion, and annihilation; the transient motion
of hydrogen through the material is considered in a complete thermodynamic
framework which determines the chemical potential of the diffusing hydro-
gen. The behavior of several austenitic stainless steels is considered, both in
comparison with uniaxial tension experiments and in comparison with a rate
independent model of plastic deformation ahead of a crack tip. The second
model is a framework for describing the effect of hydrogen on a weakest-
link statistical fracture model by combining the two hydrogen embrittlement
mechanisms usually thought of as mutually exclusive, hydrogen enhanced
localized plasticity, and hydrogen induced decohesion. The model is devel-
oped, implemented in a finite element analysis program, and verified against
experiment and previous statistical fracture models. The model is used to
predict the failure load of a high strength, low alloy steel, and sets a basis
for the prognosis of structural steel components in a hydrogen environment.
ii
I hate a Barnacle as no man ever did before, not even a Sailor in a
slow-sailing ship.
Charles Darwin
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Chapter 1
Introduction
1.1 Hydrogen embrittlement: a brief review
Hydrogen solutes are present in metals as a result of processing and exposure
to environmental working conditions. Hydrogen solutes are known to be
very detrimental to the mechanical properties of steels[1–3]1 The damaging
effect of solute hydrogen has been called “hydrogen embrittlement”, which is
characterized by loss of macroscopic ductility, reduction of tensile strength
or fracture toughness, and change of fracture mode.
Hydrogen embrittlement has motivated many of the studies of the effect
of hydrogen on the mechanical properties of metals. Despite these exten-
sive studies, the mechanisms of hydrogen embrittlement and their relative
importance still remain unclear. Three mechanisms appear to be significant:
stress-induced hydride formation and cleavage [4, 5]; hydrogen-enhanced lo-
calized plasticity [6–8]; and hydrogen-induced decohesion [9–12].
Hydrogen embrittlement by stress-induced hydride formation and cleav-
age has been definitively established to be operative in niobium [13], tita-
nium [5], and zirconium [14], which are systems in which hydrides are ei-
ther stable or can be stabilized by the application of a stress field. This
hydrogen embrittlement mechanism has been supported by microscopic ob-
servations [5] and thermodynamic calculations [15]. When this mechanism
is operative, brittle hydrides form at stress concentrators, such as crack tips,
and crack advance takes place by the repeated process of formation and
cleavage fracture of hydrides. It has been frequently observed that hydride
formation is accompanied by large amounts of plastic deformation. Thus, the
phenomenon is characterized by a competition between plasticity, which is re-
sponsible for ductile fracture processes, and brittle fracture by stress-induced
1Numbers in brackets denote references, which are listed in the References section
beginning on page 161.
1
hydride formation and cleavage. As a consequence, hydrogen embrittlement
by this mechanism is most severe at low strain rates and intermediate tem-
peratures at which the mobility of hydrogen is sufficiently high such that
hydrides can form and cleave faster than ductile fracture can occur because
of the plastic deformation. Studies of the kinetics of crack propagation under
this failure mechanism have demonstrated that the fracture process is com-
plicated by issues of the plastic accommodation of the hydrides [16] and the
related issue of the reversibility of the hydride formation [17] in the wake of
a propagating crack.
In systems that do not form hydrides, hydrogen embrittlement can oc-
cur by hydrogen-enhanced localized plasticity. Robertson, Birnbaum, and
co-workers [5, 8, 18–29] found that hydrogen can enhance the mobility of
dislocations. In their direct observations of the effect of hydrogen on iron,
Tabata and Birnbaum [18] observed that addition of hydrogen into iron can
greatly increase dislocation velocity. They concluded that the local flow stress
of iron can be reduced by hydrogen by up to 50%. The work of Shih et al. [5]
on hydrogen embrittlement in α-titanium demonstrated that introduction of
hydrogen gas in the experimental cell causes the existing dislocations (un-
der constant loading) to move. The dislocations stop moving if the gas is
removed from the cell, and they start moving again upon the reintroduction
of hydrogen gas. Studies of the hydrogen effect on the interaction between
dislocations in 310S stainless steel and high-purity aluminum [28] showed
that solute hydrogen decreases the separation distance between dislocations
in a pileup while removing the hydrogen from metal increases the separation
distance. These observations indicate that hydrogen enhances the mobility
of dislocations.
Effects of hydrogen on the propagation of cracks have also been ob-
served [19–21] In general, crack advance occurs at lower loads in the presence
of hydrogen than in the absence of hydrogen. In the presence of hydrogen,
crack propagation in thin specimens of iron occurs by enhanced emission
of dislocations from the crack tip into the material ahead of the crack tip,
that decreases the specimen thickness more than in the absence of hydro-
gen and finally separates the material or forms microvoids that grow and
coalesce with the crack [19]. In some materials, such as nickel, hydrogen-
induced loss of ductility is accompanied by a change in fracture mode from
ductile transgranular to “brittle” intergranular fracture, in which a crack
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actually propagates in the volume close to the grain boundary but not in
the plane of the grain boundary [20, 21]. Fractographic evidence shows large
amounts of plastic deformation on the crack surfaces, and that fracture occurs
by a hydrogen-enhanced localized plastic (HELP) process due to increased
dislocation mobility. The HELP mechanism has been observed in almost
all metal systems, in systems as diverse as face-centered cubic (FCC) sys-
tem [20], body-centered cubic (BCC) system [19], hexagonal close packed
(HCP) system [5], and in precipitate-strengthened alloys [22, 30].
Hydrogen enhanced localized plasticity works by shielding the elastic in-
teractions between dislocations and obstacles by hydrogen solutes. Sofronis
and Birnbaum [27, 31] by analytical and numerical calculations showed that
the interaction energies between dislocations and obstacles can be greatly
reduced by the hydrogen atmospheres forming at the stress fields of the de-
fects. These reduced interactions result in enhanced dislocation mobility, as
has been supported by strong experimental evidence [28, 32, 33]. From a
continuum mechanics point of view, enhanced dislocation mobility is associ-
ated with a reduced flow stress in the material. The flow stress is lower in
regions with high hydrogen concentration, such as regions ahead of a crack
tip where there are high hydrostatic stresses that attract large amounts of
hydrogen [19, 34], and grain boundaries along which large hydrogen segrega-
tions have been reported [21, 35, 36]. Hence, hydrogen-induced failures can
occur by ductile processes localized in regions with a large concentration of
hydrogen.
The decohesion theory of hydrogen embrittlement was first proposed by
Troiano [37]. The decohesion mechanism is based on the postulate that so-
lute hydrogen decreases the force required to separate the crystal along a
crystallographic plane. In the study of hydrogen- assisted cracking of steels,
Oriani and Josephic [9, 38] suggested that the atomic bonding at the crack
tip is weakened by the presence of hydrogen, and this weakening results in re-
duction of fracture toughness of steels. Indirect support for this mechanism
comes from the experiments of Teter et al. [39] who observed a dramatic
reduction of macroscopic ductility of β-titanium once the hydrogen concen-
tration becomes larger than a critical value, which was ∼20 atomic percent
(% H/M). Solute hydrogen atoms can also reduce the cohesion of the inter-
faces between phases. It has been shown that in AISI 1045 steel, the presence
of hydrogen can greatly increase the population of microvoids and that the
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basic failure mechanism is hydrogen-enhanced decohesion at the cementite–
ferrite interfaces [40, 41]. Recently, Symons et al. [42–45] investigated the
hydrogen embrittlement of nickel-based alloys 690 and X-750. They found
the fracture morphology of hydrogen-charged specimens consisted of fine in-
tergranular dimples and the predominant intergranular fracture mechanism
was microvoid initiation at grain boundary carbides followed by growth and
coalescence. Since it has been demonstrated that carbides at grain bound-
aries trap hydrogen at the carbide–matrix interfaces in Ni-Cr-Fe alloys [46],
Symons et al. suggested that the role of local hydrogen is to reduce the
cohesive energy of interfacial bonding, thus inducing decohesion. Based on
thermodynamic calculations, Rice, Hirth, and Wang [10–12] showed that the
cohesive energy of an interface is reduced by interfacial segregation of impuri-
ties, and the interfacial work of separation depends the solute concentration
and on how fast the interface decoheres. However, to date there is no di-
rect experimental evidence that hydrogen solutes reduce the strength of the
atomic bonding.
1.2 Research objectives
First, a model based on the general thermodynamic formalism of Gurtin [47],
is developed to describe the finite strain deformation behavior of metals. We
introduce two scalar internal variables, the density of statistically stored dis-
locations and the hydrogen concentration residing in normal interstitial lat-
tice sites; the effects of hydrogen will be coupled to an existing rate dependent
plasticity model based on dislocation motion [48]. The hydrogen effects on
material mechanical properties are modeled through the hydrogen-induced
isotropic lattice dilatation [49], blocking of Frank–Read sources [50, 51], hin-
dering of cross-slip [52], and reduction of the activation enthalpy for thermally
activated deformation [32].
This constitutive law will be used to explore the effects of hydrogen on
materials under uniaxial tension and to explain the material response of
several austenitic stainless steels charged with hydrogen before loading. The
behavior of this model will be further explored by modeling a blunting crack
tip, and by comparing the results with a rate independent model.
A statistical model of fracture, in which the presence of hydrogen will
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affect fracture through the hydrogen adsorption at interfaces, and the asso-
ciated effect on decohesion, is developed. This devised statistical model of
fracture will be applied to a model cracked steel component.
Finally, the statistical micro-mechanical model of fracture will be used
to predict the intergranular embrittlement of a high-strength low alloy steel
due to the presence of dissolved hydrogen. The model will be formulated
on a quantitative mechanics description of how hydrogen affects the local
stress-controlled fracture events, which are related in statistical terms to the
characteristic features of the microstructure, and how hydrogen affects the
attributes of dislocation pileups. The critical role of hydrogen will be associ-
ated with promoting dislocation pile-ups, and enhancing the stress there to
cause carbide/matrix interfacial and grain-boundary decohesion. The model
represents a synergistic interplay of the HELP and decohesion mechanisms
for hydrogen-assisted fracture. The model provides an accurate quantita-
tive prediction of the experimentally measured degradation in fracture stress
with increasing internal hydrogen concentration, and as such can be used as
a basis for prognosis for the potential failure of structural components in the
presence of hydrogen.
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Chapter 2
A coupled dislocation-hydrogen based model
of inelastic deformation
2.1 Introduction
The current chapter creates a thermodynamic framework for the descrip-
tion of the material mechanical behavior in the presence of hydrogen by ac-
counting for various aspects of hydrogen solute interactions with the material
microstructure under stress.
To understand how hydrogen-enhanced dislocation mobility leads to plas-
tic flow localization, Sofronis et al. [53] and Liang et al. [54] introduced
a continuum J2-macroscopic plasticity description of the hydrogen effect.
In this model, the expansion of the lattice by hydrogen is treated through
a hydrogen-dependent dilatation strain, and the hydrogen effect on dislo-
cations [33] is treated through a flow stress which reduces with increasing
amount of hydrogen. As discussed by Liang et al. [54], any continuum the-
ory describing hydrogen-assisted plastic flow localization must address that
hydrogen continues to accumulate preferentially where localization has be-
gun. To simulate such a response, a continuum model should account for
hydrogen effects on recovery and hardening rates, and its effect on the mag-
nitude of the macroscopic flow stress. In particular, for austenitic stainless
steels, at the early stages of yielding, a continuum model should address that
hydrogen blocks the activation of Frank–Read dislocation sources.
In this work, we first review some critical phenomena associated with the
hydrogen–deformation interaction that will help set the physical basis for
our model. Interstitial hydrogen solute atoms dilate the host metal lattice
isotropically [49]. As a result, hydrogen interacts with hydrostatic stress [55],
lowers the chemical potential of the solute in tensile regions, and drives dif-
fusion from regions under compression toward regions under tension [34].
Hydrogen also interacts with dislocations [33], shields the elastic interac-
tions between dislocations and short range stress fields [27], and increases
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dislocation velocities [5, 18–20, 22, 23, 26]. Hydrogen-enhanced dislocation
velocity is the underlying principle for the hydrogen-enhanced localized plas-
ticity model for hydrogen embrittlement [2, 6, 8, 33]. In situ TEM obser-
vations [33] of aluminum strained in the presence of hydrogen revealed that
hydrogen hinders cross-slip and may result in slip planarity [52] which can
lead to material failure that appears to have taken place in the absence of
substantial macroscopic plastic deformation, that is, in a brittle manner [50].
Experimental measurements of the yield and flow stress in uniaxial ten-
sion support both increasing [51, 56–63] and decreasing [6, 64–68] yield and
flow stress in the presence of hydrogen. Some of the experiments that sup-
port hydrogen-induced hardening have been subjected to criticism [7, 62]
for neglecting important experimental artifacts, such as dislocation surface
injection, that affect the assessment of the hydrogen effect. Ulmer and Alt-
stetter [50, 51] observed that hydrogen at high concentrations, such as in
austenitic stainless steels, can act in the same way as other impurities, such
as carbon, and block any dislocation sources upon yielding. Blocking of
Frank–Read dislocation sources leads to a macroscopically observed increase
in the yield and flow stress of 304 [50, 51] and 310s [62] stainless steels. In
the same experiments, at low strains and at room temperature, hydrogen
reduced work hardening rates and reduced macroscopic ductility, indicat-
ing brittle fracture. Brittle fracture was preceded by dislocation pile-ups on
{111} slip planes against grain and twin boundaries. The flow response was
characterized by an initial hindering of slip, and the subsequent localization
of slip in the form of pile-ups after slip initiated [50, 51, 62]. If no shear
localization occurs and the specimen deformation proceeds with hydrogen
reducing the barriers to dislocation motion homogeneously throughout the
specimen, reduced flow stress can result. While studying the hydrogen effect
on thermally activated deformation in nickel, Sirois and Birnbaum [32], by
using differential temperature and stress relaxation techniques, demonstrated
that hydrogen reduces both the activation enthalpy and the activation vol-
ume, particularly at low applied stresses.
In summary, experimental observations and theoretical considerations
demonstrate that any model describing deformation of hydrogen-exposed ma-
terial must include two dislocation-hydrogen interaction mechanisms. First,
hydrogen can enhance dislocation slip and pile-up formations leading to slip
localization by shielding the elastic interactions between dislocations and
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short range stress fields. Hydrogen-assisted bulk material softening results
from this weakening of the barriers to dislocation motion, as demonstrated
by a reduction of the phenomenological parameters of the activation energy
and volume for plastic deformation. The second mechanism is the inhibi-
tion of Frank–Read dislocation sources by hydrogen. A model based on
these dislocation-hydrogen mechanisms must be able to capture reductions
in yield and flow stress as well as increases in yield and flow stress at large
hydrogen concentrations. To devise a model capable of simulating such com-
plex material response, we start from a complete continuum thermodynamic
viewpoint and we incorporate the hydrogen–deformation interactions as de-
scribed above.
2.2 Balance laws
The theory is based upon the general formalism proposed by Gurtin [47];
the effects of hydrogen will be coupled with an existing dislocation-based
plasticity model [48]. We specify three balance laws, in addition to the force
balance, for mass, energy and microforces, and introduce two scalar internal
variables, ρss representing the density of statistically stored dislocations, and
CL representing the concentration of the hydrogen solute atoms residing in
normal interstitial lattice sites.
Assuming large deformations do not affect diffusion, hydrogen mass con-
servation dictates
∂
∂t
∫
V
(CL + CT ) dV +
∫
S
J · ndS = 0 (2.1)
where ∂/∂t denotes partial differentiation with respect to time, V is the
volume of the region considered, S is the bounding surface of the volume V ,
n is the outward unit normal to the surface S, J is the flux of hydrogen
atoms per unit area per unit time through the surface S. The inner product
a ·b between any two vectors a and b is aibi, where the standard summation
convention is applied over a repeated index. The parameters CL and CT are
densities of dissolved hydrogen, measured in hydrogen per unit volume, which
have been separated into two populations: CL denotes the concentration
of hydrogen residing in normal interstitial lattice sites and CT denotes the
concentration of hydrogen residing in trapping sites. Trap sites originate
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from defects in the crystal lattice of the host material. Such defects include,
but are not limited to, grain boundaries, second-phase inclusions, microvoids,
and dislocations.
The concentration of hydrogen atoms residing in lattice sites, measured
per unit volume, is represented by CL or, if measured per solvent atom, is
represented by cL, where CL = cLNA/VM , NA is Avogadro’s number, and VM
is the molar volume of the host metal lattice. The concentration of hydrogen
residing in such trapping sites, CT , is measured in hydrogen atoms in trapping
sites per unit volume. Assuming fast trapping and untrapping kinetics, such
that the trapped hydrogen concentration is always in equilibrium with the
lattice concentration, the trapping site and lattice hydrogen populations are
related through Oriani’s theory [38]:
θT
1− θT =
θL
1− θL exp
(
WB
RT
)
(2.2)
where θL denotes the occupancy of NILS, θT denotes the occupancy of the
trapping sites, WB is the trap binding energy, R is the gas constant equal to
8.31 J/(mol K) and T is the absolute temperature. The hydrogen concen-
trations in lattice sites and trapping sites are related to the corresponding
occupancies through CL = θLβNL and CT = θTαNT , β where denotes the
number of lattice sites per solvent atom, NL = NA/VM denotes the density of
the host metal lattice measured in solvent atoms per unit volume, α denotes
the number of trapping sites per trap, and NT is the density of traps mea-
sured in traps per unit volume. We assume trapping occurs at dislocations,
so the density of traps evolves with straining and NT is a function of the
equivalent plastic strain εp. The proposed thermodynamic framework will
depend on the diffusible hydrogen CL.
Using the divergence theorem, the mass balance equation becomes,
∂
∂t
∫
V
(CL + CT ) dV +
∫
V
∇ · JdV = 0. (2.3)
By assuming that the large deformations of the body do not affect diffu-
sion, the time derivative can be applied to the integrand of the first integral.
Because the volume over which the integration is performed is arbitrary, and
because the sum of integrals vanish, the sum of the integrands must also
vanish, allowing us to write the local form of hydrogen conservation in the
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form of Fick’s first law
C˙L + C˙T +∇ · J = 0, (2.4)
where a superposed dot denotes partial differentiation with respect to time
∂/∂t.
Following Gurtin [47], the presence of the hydrogen solute atoms causes a
dilatational distortion of the lattice resulting in microforces or stresses that
act over shorter ranges than those from the applied loads. We introduce
a microforce ξ that acts on the boundary S of the body, and internal and
external scalar body forces pi and γ. To paraphrase Gurtin, the time rate
change of the hydrogen concentration results in power being expended by ξ
on the boundary of the body, by pi throughout the body by the host lattice,
and by γ throughout the body by external agencies. The global balance law
that these forces are required to satisfy for equilibrium is∫
S
ξ · ndS +
∫
V
pidV +
∫
V
γdV = 0. (2.5)
By using the divergence theorem, and localizing because the choice of inte-
gration volume is arbitrary, the local form of the microforce balance is
∇ · ξ + pi + γ = 0. (2.6)
The first law of thermodynamics dictates that the time rate of change of
internal energy is the sum of the power of stresses from externally applied
loads, of internal heating, of the power delivered by microforces acting on
the surface of and throughout the volume of the region, less the power due
to heat and mass flux across the surface of the region. The balance of total
power is
d
dt
∫
V
ρedV =
∫
V
σ : ε˙+ ρr + γ
(
C˙L + C˙T
)
dV +
∫
S
(
C˙Lξ − q − µJ
)
· ndS
(2.7)
where ρ is the density of the host metal lattice, e is the internal energy in
units of energy per solvent atom, σ is the stress tensor, ε˙ is the rate of strain
tensor, q is the heat flux, r is internal heat supply measured in units of energy
per solvent atom, µ is the chemical potential of the hydrogen solute atoms.
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The operation A : B = AijBij, where A and B are second order tensors,
denotes the inner product of two second-order tensors.
By using the divergence theorem and localizing because the volume of
integration is arbitrary, we find a local form of the first law
ρe˙ = σ : ε˙+ ρr + γ
(
C˙L + C˙T
)
+∇ ·
(
C˙Lξ
)
−∇ · q −∇ · (µJ) . (2.8)
Using the mass balance equation (2.4) and the microforce balance equa-
tion (2.6) the first law can be expressed as
ρe˙ = σ : ε˙+ ρr−∇ · q+ (γ + µ) C˙T + ξ · ∇C˙L−J · ∇µ+ (µ− pi) C˙L. (2.9)
The restriction on consitutive behavior is the second law of thermody-
namics, which states that the time rate of change of entropy must be greater
than the radiation or heat flux at a particular temperature,
d
dt
∫
V
ρηdV ≥
∫
V
ρr
T
dV −
∫
S
q · n
T
dS (2.10)
where η is the entropy density. The local form can be found by applying the
divergence theorem and because the integration volume is arbitrary,
ρT η˙ − ρr − T∇ · q
T
≥ 0. (2.11)
Substitution of the local form of the second law into the first law, equa-
tion (2.9), and introduction of the Helmholtz free energy density, Ψ = e−ηT
measured in energy per solvent atom, results in the reduced dissipation in-
equality
−ρ
(
Ψ˙ + ηT˙
)
+σ : ε˙− q
T
·∇T−(pi − µ) C˙L+ξ·∇C˙L−J ·∇µ+(γ + µ) C˙T ≥ 0.
(2.12)
For an isothermal process, the gradients and material derivatives of the tem-
perature vanish. Then the dissipation inequality is
−ρΨ˙ + σ : ε˙− (pi − µ) C˙L + ξ · ∇C˙L − J · ∇µ+ (γ + µ) C˙T ≥ 0. (2.13)
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2.2.1 Thermodynamic restrictions on the constitutive
equations
We assume that the free energy, entropy, stresses and fluxes depend upon the
elastic strain εe, the strain associated with statistically stored dislocations
εss, the temperature, the lattice concentration of hydrogen, the chemical po-
tential, and the gradients of temperature, lattice concentration and chemical
potential,
Ψ = Ψ (εe, εss, T,∇T,CL,∇CL, µ,∇µ) (2.14a)
Note that the chemical potential µ is a constitutive variable allowing the
analysis of processes far from equilibrium. We assume that the total strain
rate ε˙ can be decomposed into elastic ε˙e, plastic ε˙p, and hydrogen-induced
ε˙h, parts; the total deformation rate is ε˙ = ε˙e + ε˙p + ε˙h.
Then substituting equations (2.14) into the dissipation inequality equa-
tion (2.13), and performing the material time derivative, we find
− ρ ∂Ψ
∂εe
: ε˙e − ρ ∂Ψ
∂εss
ε˙ss − ρ∂Ψ
∂T
T˙ − ρ ∂Ψ
∂∇T∇T˙
− ρ ∂Ψ
∂CL
C˙L − ρ ∂Ψ
∂∇CL∇C˙L − ρ
∂Ψ
∂µ
µ˙− ρ ∂Ψ
∂∇µ∇µ˙
− ρηT˙ − 1
T
q · ∇T + σ : (ε˙e + ε˙p + ε˙h)
+ (µ− pi) C˙L + ξ · ∇C˙L − J · ∇µ+ (γ + µ) C˙T ≥ 0 (2.15)
The time rate change of the trapped concentration is
C˙T = αθT
∂NT
∂εp
ε˙p +
∂CT
∂CL
C˙L (2.16)
from equation (2.2). By using equation (2.16), and by grouping terms with
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common factors we find(
σ − ρ ∂Ψ
∂εe
)
: ε˙e − ρ
(
η +
∂Ψ
∂T
)
T˙ − ρ ∂Ψ
∂εss
ε˙ss − ρ ∂Ψ
∂∇T∇T˙
+
(
−ρ ∂Ψ
∂CL
+ µ− pi + (µ+ γ) ∂CT
∂CL
)
C˙L +
(
ξ − ρ ∂Ψ
∂∇CL
)
∇C˙L
− ρ∂Ψ
∂µ
µ˙− ρ ∂Ψ
∂∇µ∇µ˙+ σ : ε˙
p + σ : ε˙h
− 1
T
q · ∇T − J · ∇µ+ (γ + µ)αθT ∂NT
∂εp
ε˙p ≥ 0 (2.17)
We can construct a process in which only the elastic strain rate does
not vanish. For example, an isothermal, hydrogen free, purely elastic de-
formation is one such process. Then, to satisfy the dissipation inequality
equation (2.17), for any elastic strain rate in such a process, the parentheti-
cal term, σ−ρ∂Ψ/∂εe, must vanish. Similar processes can be constructed for
each of the other independent variables in the dissipation inequality, which
lead to the following restrictions.
∂Ψ
∂µ
= 0 (2.18a)
∂Ψ
∂∇µ = 0 (2.18b)
∂Ψ
∂∇T = 0 (2.18c)
σ = ρ
∂Ψ
∂εe
(2.18d)
η = −∂Ψ
∂T
(2.18e)
ξ = ρ
∂Ψ
∂∇CL (2.18f)
µ− pi + (µ+ γ) ∂CT
∂CL
= ρ
∂Ψ
∂CL
(2.18g)
In the same manner that the stress is the derivative of the Helmholz free
energy with respect to the elastic strain, we define the flow stress κ of the
material as the derivative of the Helmholz free energy with respect to the
strain caused by the presence of statistically stored dislocations,
κ = ρ
∂Ψ
∂εss
(2.19)
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and the dissipation inequality equation (2.17) reduces to
σ : ε˙p +σ : ε˙h − κε˙ss − 1
T
q · ∇T − J · ∇µ+ (γ + µ)αθT ∂NT
∂εp
ε˙p ≥ 0. (2.20)
The expression for the chemical potential µ, equation (2.18g), is combined
with the microforce balance, equation (2.6), to yield
µ =
1
1 + ∂CT
∂CL
[
ρ
∂Ψ
∂CL
−∇ ·
(
ρ
∂Ψ
∂∇CL
)]
− γ, (2.21)
where the partial derivatives must be taken holding the elastic strain and the
temperature constant.
2.2.2 Constitutive equations
A specific form for the free energy dependence upon the independent variables
is now considered. The free energy is assumed to have a quadratic dependence
upon variables that are elastic-strain-like,
ρΨ =
1
2
εe : L : εe +
1
2
KκGε
2
ss + z (CL) (2.22)
where L is the fourth order tensor of the elastic moduli, G is the shear mod-
ulus, and Kκ is a dimensionless constant; z (CL) is the sum of f (CL) which
denotes contribution to the free energy from the configurational entropy upon
the introduction of the hydrogen solutes into the lattice, of the interaction
energy between the external stress field and the hydrogen-induced strain.
The hydrogen induced strain is
εh =
(
εhkk
3
)
δ (2.23)
where δ is the second order identity tensor and εhkk the lattice dilatation
caused by hydrogen is
εhkk =
λ
3ρ
(
CL − C0L
)
, (2.24)
where λ is the dilatation induced by a hydrogen solute in multiples of the
atomic volume of the host lattice [49], C0L is the initial lattice concentration
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of hydrogen in a stress-free lattice. The function z (CL) is
z (CL) = f (CL)− λ
ρ
σkk
3
(
CL − C0L
)
(2.25)
Then, with no external body microforces γ = 0, it follows from the thermo-
dynamic restrictions, equation (2.18d), that
σ = ρ
∂Ψ
∂εe
= L : εe, (2.26)
from equation (2.18f) that
ξ = ρ
∂Ψ
∂∇CL = 0, (2.27)
and from the microforce balance equation (2.6) that
pi = −∇ ·
(
ρ
∂Ψ
∂∇CL
)
= 0. (2.28)
For linearly elastic and isotropic materials, the chemical potential is
µ =
1
1 + (∂CT/∂CL)
[
ρ
∂Ψ
∂CL
]
=
1
1 + (∂CT/∂CL)
[
f ′ (CL)− λ
ρ
σkk
3
+
2E
9 (1− ν)
(
λ
ρ
)2 (
CL − C0L
)]
,
(2.29)
where E is Young’s modulus and ν is the Poisson ratio. For dilute solutions, a
form compatible with standard metallurgical thermodynamic theory of solute
impurities is
f (CL) = ρkT [θL ln θL + (1− θL) ln (1− θL)] (2.30)
where θL is the occupancy of lattice sites.Then equations (2.29) and (2.30)
yield the chemical potential of hydrogen as
µ =
1
1 +
(
∂CT
∂CL
) [kT ln( θL
1− θL
)
− λ
ρ
σkk
3
+
2E
9 (1− ν)
(
λ
ρ
)2 (
CL − C0L
)]
(2.31)
We assume a form for the hydrogen flux J compatible with Fick’s first
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law of diffusion
J = −DCL
kT
∇µ (2.32)
where D and k are the diffusion and Boltzmann constants. Finally, inserting
the time rate change of the trapped concentration equation (2.16) into the
mass balance equation (2.4) for hydrogen and combining with equation (2.32)
yields [
1 +
∂CT
∂CL
]
C˙L + αθT
∂NT
∂εp
ε˙p = ∇ ·
(
DCL
kT
∇µ
)
. (2.33)
2.2.3 Plastic flow
To complete the model it is necessary to specify the plastic strain rate tensor
ε˙p. We propose [48, 69–71]
ε˙p = ε˙0 sinh
[
∆Ψ
(
σe
Y + κ
− 1
)n]
σ′ (2.34)
where ε˙0 is a reference strain rate, σ
′ = σ− (σ : δ) δ/3 is the stress deviator,
σe =
√
3σ′ : σ′/2 is the Mises effective stress, δ is the second order identity
tensor, ∆Ψ describes the Helmholtz free energy required for the activation
of dislocation obstacle by-passing, Y is the yield stress of the material, and
κ is the flow stress over and above the yield stress, which vanishes when the
plastic strain vanishes, and n is the hardening exponent.
Following Sirois and Birnbaum [32], we propose that the activation energy
term ∆Ψ is a decreasing function of the hydrogen concentration CT at dislo-
cation trapping sites, that is ∆Ψ = Ψ˜ (CT ); hydrogen reduces the strength of
the obstacles opposing dislocation motion. The decreasing activation energy
describes the hydrogen effect on bulk material softening associated with the
experimentally observed increase in dislocation mobility. For the sake of sim-
plicity, we assumed in this work that trapping of hydrogen takes place only
at dislocations. This is the reason why we considered the activation energy
to depend on the trapping site concentration CT .
To describe increased macroscopic yield stress associated with initial hin-
drance of Frank–Read source activation, we allow for the yield stress to be a
function of the hydrogen concentration in trapping sites, Y = Y˜ (CT ).
We associate the lattice straining from the presence of the statistically
stored dislocations with the density of statistically stored dislocations εss =
16
b
√
ρss, where b is the dislocation Burgers vector. Then equations (2.19) and
(2.22) furnish the flow stress κ in terms of the density of statistically stored
dislocations ρss as
κ = KκGb
√
ρss (2.35)
whereKκ is a dimensionless material constant of unit magnitude and G is the
shear modulus. For the evolution of density of statistically stored dislocations
ρss, we adopt the argument by Kocks et al. [72] that the density evolves with
straining as
ρ˙ss = (c1
√
ρss − c2ρss) ε˙p (2.36)
where c1
√
ρss denotes hardening due to the increase in the dislocation density
and the concurrent decrease of the dislocation free-spacing brought about by
the deformation-induced dislocation generation and motion, whereas c2ρss
denotes recovery due to cross slip processes that become activated as the
plastic strain and the dislocation density becomes large. By combining equa-
tions (2.35) and (2.36), and by neglecting temperature effects on the shear
modulus, we propose that the evolution of the flow stress is given by
κ˙ = (H −Rdκ) ε˙p (2.37)
where the hardening coefficient H = c1KκG/2, the dynamic recovery coeffi-
cient Rd = c2/2, and c1 and c2 are material constants.
The physics of dislocation-hydrogen interactions also inform the depen-
dence of the hardening and recovery parameters on hydrogen concentration.
Hydrogen shields the interaction of dislocations with microstructural stress
centers. Experimental observations [28] and theoretical predictions [27] have
established that dislocations are closer to each other in the presence of hydro-
gen than in the absence of hydrogen. In addition, dislocation atmospheres
hinder cross slip as edge dislocation segments become energetically more fa-
vorable than screw segments [27, 29]. The resulting effect of dislocations
moving to positions closer to one another or piling-up against a defect in the
presence of hydrogen can be treated by postulating in equation (2.37) that
the hardening coefficent is dependent on the trapped hydrogen concentra-
tion H = H˜ (CT ), where H˜ (CT ) is an increasing function of the hydrogen
concentration in dislocation trapping sites. The effect of hydrogen on sta-
bilizing edge dislocation segments impacts the dynamic recovery parameter
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Rd, since this parameter measures the ability of dislocations for cross slip;
a decreasing function of the hydrogen concentration in dislocation trapping
sites, Rd = R˜ (CT ) is warranted. It is emphasized that the effect of hydrogen
on plastic deformation as postulated through its effect on the hardening and
recovery parameters H and Rd is small compared with the effect of hydrogen
on the activation energy and the yield stress. While the effect of hydrogen
on the initial yield stress can be significant, the effect of hydrogen on the
evolution of the flow stress parameter κ is not as large; there is no experi-
mental evidence indicating a substantial hydrogen effect on hardening rate
and recovery.
The dislocation density evolves with deformation and is calculated di-
rectly from the flow stress as given by equation (2.35). The trap density
NT = ρss/b, and so may be calculated directly from the flow stress
NT = N
0
T +
(
κ
KκG
)2
1
b3
, (2.38)
where N0T denotes the initial density of hydrogen trapping sites prior to
loading. Other more material specific models of trapping may be adopted.
For instance, in alloys IN 903 [73] and X-750 [74] hydrogen is trapped at the
octahedral sites of the precipitate/matrix interface. Trap densities for these
alloys were treated as constant and independent of deformation [73, 75].
2.2.4 Model behavior at constant temperature
Assuming a linearly elastic and isotropic material, we summarize the de-
veloped thermodynamic model for material deformation in the presence of
hydrogen as follows: The total strain rate is decomposed as
ε˙ = ε˙e + ε˙p + ε˙h (2.39)
in which the elastic strain rate is given by
ε˙e = L−1 : σ˙, (2.40)
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where the superscript -1 denotes tensor inverse, and the inverse of the tensor
of elastic moduli is
L−1 =
1
2G
K +
1
3K
J , (2.41)
where J = δδ/3 is the hydrostatic part of the fourth order symmetric identity
tensor I, K = I −J is the deviatoric part of I, and K is the bulk modulus.
The plastic strain rate is given by equation (2.34)
ε˙p = ε˙pN (2.42)
where the effective plastic strain rate is
ε˙p =
2
3
ε˙0 sinh
[
Ψ˜ (CT )
(
σe
Y˜ (CT ) + κ
− 1
)n]
(2.43)
and
N =
3
2
σ′
σe
. (2.44)
The hydrogen-induced dilatation is
ε˙h =
1
3
λ
ρ
(
CL − C0L
)
δ =
1
3
VH
NA
(
CL − C0L
)
δ. (2.45)
The evolution of the flow stress is described by equation (2.37)
κ˙ =
[
H˜ (CT )− R˜ (CT )κ
]
ε˙p (2.46)
and the dislocation density is calculated from equation (2.35)
ρss =
(
κ
KκGb
)2
. (2.47)
The hydrogen concentration C measured in atoms per unit volume represents
the sum of the hydrogen residing in lattice sites CL and trapping sites CT .
The hydrogen concentration CL is calculated from the transient transport
equation (2.33)[
1 +
∂CT
∂CL
]
C˙L + αθT
∂NT
∂εp
ε˙p = ∇ ·
(
DCL
kT
∇µ
)
, (2.48)
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in which the gradient of the chemical potential is calculated through equa-
tion (2.31)
µ =
1
1 +
(
∂CT
∂CL
) [kT ln( θL
1− θL
)
− λ
ρ
σkk
3
+
2E
9 (1− ν)
(
λ
ρ
)2 (
CL − C0L
)]
.
(2.49)
The concentration in trapping sites CT is calculated once CL is known fol-
lowing equation (2.2)
CT
αNT − CT =
CL
βNL − CL exp
(
WB
RT
)
(2.50)
Uniaxial tension of a cylindrical bar in the absence of any hydrogen ex-
change with the environment was simulated. Before the application of the
load, in the absence of stress, the hydrogen concentration in NILS is uniform
throughout the specimen and equal to C0L with a corresponding concentra-
tion C0T in trapping sites calculated through equation (2.50) in which the
trap density was taken as the initial trap density given by equation (2.38),
NT = N
0
T . The total initial concentration of hydrogen is C
0
T+C
0
L. We assume
that the boundary of the cylindrical bar is impermeable such that there is
no hydrogen flux into or out of the specimen. Upon loading, the hydrogen
redistribution between the trapping and NILS inside the specimen is deter-
mined by solving the coupled initial/boundary-value problem of the hydrogen
migration to dislocation traps as the specimen is strained elastoplastically;
the details of the integration of the constitutive law and the solution to the
transient diffusion equation are provided in Appendices B and C.
We performed the numerical computations using a material similar to
copper. From an experimentally measured stress-strain curve in the absence
of hydrogen the reference strain rate is ε˙0 = 0.1 1/s, the initial yield stress
Y0 = 60 MPa, the exponent n = 5, the hardening H0 = 550 MPa and the
dynamic recovery parameter R0 = 4; other material parameters are given in
Table 2.1. The absolute temperature is T = 298 K, the Boltzmann constant
k is related to the ideal gas constant R through Avogadro’s number NA
such that kNA = R, and the normalized atomic dilatation λ/ρ is related
to the partial molar volume of hydrogen VH through NAλ/ρ = VH . For this
model copper system, in which hydrogen has a low diffusivity, and for tension
tests that endure for seconds or minutes, a zero flux boundary condition is
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Model copper material Reference
G (MPa) 42
ν 0.3
b (nm) 0.255 [76]
VM (m
3/mol) 7.11× 10−6 [76]
VH (m
3/mol) 1.73× 10−6 [77]
WB (kJ/mol) 9.65 [78]
D (m2/s) 3.725× 10−14 [79]
Table 2.1: Material data for the model copper system.
a very realistic approximation to the experimental conditions. The initial
trap density N0T = (Y0/ (KκG))
2 /b3, which corresponds to an initial initial
dislocation density ρ0 = 3.09×1013 line length/m3. For the activation energy
of dislocation motion, we assumed the form
Ψ˜ (CT ) =
(
1 + Ψc
CT
C0
)
(2.51)
where Ψc is a positive, dimensionless constant, which describes hydrogen-
induced plastic softening. For the yield stress, we assumed
Y˜ (CT ) = Y0
(
1 + Yc
CT
C0
)
(2.52)
where Yc is a positive dimensionless constant that models the blocking of
Frank–Read sources by hydrogen. For the hardening and recovery functions
in the flow-stress evolution equation (2.37), we assumed
H˜ (CT ) = H0
(
1 +Hc
CT
C0
)
(2.53)
and
R˜ (CT ) = R0
(
1 +Rc
CT
C0
)
(2.54)
where Hc and Rc are dimensionless constants. A positive Hc simulates
hydrogen-assisted hardening whereas a negativeRc simulates hydrogen-induced
blocking of cross slip.
The initial NILS hydrogen concentration is calculated from
C0L = NL exp
(
−∆H − T∆S
RT
)
(2.55)
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Figure 2.1: Tensile stress vs. strain for a uniaxial tension specimen, for four
values of the activation energy parameter.
where the partial molar enthalpy is ∆H = 54.8 kJ/mole and the partial
molar entropy of solution is ∆S = −37.3 J/(mole K) [80]. At T = 300 K,
the initial NILS hydrogen concentration is C0L = 2.71 × 1017 H atoms/m3
which amounts to 3.19×10−12 hydrogen atoms per solvent atom. The initial
trap density is N0T = 1.2× 1023 traps/m3 as calculated from equation (2.38)
with κ = 0. Other hydrogen related parameters are found in Table 2.1.
The material was strained in uniaxial tension with a constant displace-
ment rate applied to the ends of the specimen; the displacement rate corre-
sponds to an initial strain rate of ε˙ = 10−5 1/s.
For this model system, the activation energy related parameter Ψc was
varied from 0, 1000, 2000, and 3000. Because the initial normalized trapped
hydrogen concentration CT/C0 is approximately 6.8×10−5, the product of the
activation energy related parameter Ψc and the normalized trapped hydro-
gen concentration CT/C0 roughly correspond to 0, 7, 13, and 20% reductions
in the activation energy required for dislocation slip. Reducing the activa-
tion energy softens the material, Figure 2.1; lower levels of stress develop
in the material for a given applied strain for larger values of the activation
energy parameter, in the absence of any other effect: Hc = 0, Rc = 0,
and Yc = 0. Hydrogen migrates from lattice sites (Figure 2.2) to trapping
sites (Figure 2.3) which are created when dislocations are generated during
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Figure 2.2: Normalized lattice hydrogen concentration vs. strain for a uni-
axial tension specimen, for four values of the activation energy parameter.
0.00 0.02 0.04 0.06 0.08 0.10
Strain,  
0.0
0.2
0.4
0.6
0.8
1.0
T
ra
p
 c
o
n
ce
n
tr
a
ti
o
n
, 
C
T
/C
0
104
Figure 2.3: Normalized trapped hydrogen concentration vs. strain for a
uniaxial tension specimen, for four values of the activation energy parameter.
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Figure 2.4: Normalized dislocation density vs. strain for a uniaxial tension
specimen, for four values of the activation energy parameter.
straining (Figure 2.4).
Reducing the activation energy for slip does not have any effect on the
generation of dislocations. In Figure 2.4, the density of dislocations gener-
ated during straining remains the same for all values of the activation energy
parameter. Reductions in the activation energy due to the presence of hy-
drogen only reduce the stress that develops at a given applied strain.
Similarly, reductions in the activation energy, due to presence of hydrogen,
do not alter the total hydrogen concentration, Figure 2.5. The total hydrogen
concentration, which is the sum of the concentration of hydrogen residing in
lattice sites CL and the concentration of hydrogen residing trap sites CT , is
constant because the zero flux boundary conditions prevent the ingress or
escape of hydrogen from the sample.
In Figure 2.6, the hydrogen effect on the yield stress through the param-
eter Yc is shown. Blocking of Frank–Read sources by hydrogen results in
significant changes in the initial yield stress. However, the hydrogen effect,
as represented through equation (2.52), affects not only the initial yield stress
but also the work hardening of the material.
Hydrogen may both reduce the activation energy for slip, and block the
activation of Frank–Read dislocation sources, the results of which can be
seen in Figure 2.7. Depending on the relative magnitude of the hydrogen
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Figure 2.5: Normalized total hydrogen concentration vs. strain for a uniaxial
tension specimen, for four values of the activation energy parameter.
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Figure 2.6: Tensile stress vs. strain for a uniaxial tension specimen, for four
values of the yield stress parameter.
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Figure 2.7: Tensile stress vs. strain for a uniaxial tension specimen, for com-
binations of the activation energy parameter and the yield stress parameter.
effect on the activation enthalpy, Ψc, and dislocation source activation, Yc,
the material may harden macroscopically despite the fact that hydrogen, at a
microscopic level, is facilitating obstacle by-passing; this result is exemplified
by the dashed line in Figure 2.7. Similarly, the material may soften in the
presence of hydrogen, despite the fact that hydrogen hinders concurrently the
initial activation of dislocation sources (the dash-dotted lined in Figure 2.7).
Figure 2.8 shows that the uniaxial tension response is independent of the
chemical potential form – equation (2.31) or the standard form of metallur-
gical thermodynamic theory of solute impurities
µstd = µ0 + kT ln
(
θL
1− θL
)
− λ
ρ
σkk
3
, (2.56)
where µ0 is the standard state chemical potential. Accordingly, there is no
difference in the total hydrogen concentration which is shown in Figure 2.9.
From equations (2.31) and (2.56), the hydrogen concentration calcu-
lated through the diffusion equation based on the two different forms of
the chemical potential would differ where there is a large rate of change of
the trapped hydrogen concentration to the lattice hydrogen concentration
(where ∂CT/∂CL is large), or where the lattice concentration differs greatly
from its initial value (where CL is much larger than C
0
L). These conditions
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Figure 2.8: Tensile stress vs. strain for a uniaxial tension specimen, for the
current chemical potential, equation (2.31), and the standard form µstd =
kT ln (θL/ (1− θL))− σkkλ/3ρ.
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Figure 2.9: Normalized total hydrogen concentration vs. strain for a uniaxial
tension specimen, for the current chemical potential, equation (2.31), and the
standard form µstd = kT ln (θL/ (1− θL))− σkkλ/3ρ.
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do not exist in a uniaxial tension specimen: the magnitude of the derivative
∂CT/∂CL ∼ 10−5 and CL is very similar to C0L, as can be seen in Figure 2.2.
However, these conditions are likely to exist ahead of a crack tip or a notch.
Ahead of a crack tip or notch, the hydrostatic stress is large, thus CL will
be very different from the initial concentration C0L. The derivative ∂CT/∂CL
will be large ahead of a crack tip because of the generation of trapping sites
due to plastic straining and the migration of hydrogen between lattice and
trapping sites.
2.2.5 Application
The performance of the model was tested by comparing predictions of the
material response in uniaxial tension with stress-strain curves obtained ex-
perimentally for forged 21Cr-6Ni-9Mn stainless steel, 304 stainless steel, 316
stainless steel with high nickel content, and 316 stainless steel with low nickel
content.
Uniaxial tension tests in the absence of hydrogen were used to calibrate
the model and to determine the reference strain rate ε˙0, the initial yield stress
Y0, the hardening and recovery parameters H0 and R0, and the exponent n.
Then, uniaxial tension tests of materials charged with hydrogen prior to load-
ing were used to determine the hydrogen related parameters. The specimens
were charged to an initial hydrogen concentration c0L. Because hydrogen has
a very low diffusivity in austenitic stainless steels [81], the simulations of the
uniaxial tension tests were performed by assuming no hydrogen uptake or
offgassing through the surface of the cylindrical bars, implying zero hydro-
gen flux boundary conditions are appropriate. As the loading proceeds and
time elapses, hydrogen migrates to trapping sites at dislocations generated
by straining. According to the model, only hydrogen trapped at dislocations
affects the dislocation motion and the attendant increase of the plastic strain.
The material data for γ-iron were used to represent the steels and are
presented in Table 2.2. Table 2.3 shows the values of the parameters, such
as the hardening parameter in the absence of hydrogen H0, or the activation
energy related parameter Ψc, that were used to fit the experimental data.
It is notable that in the absence of hydrogen the fitted recovery parameter
R0 scales with the stacking fault energy γSF of the material; R0 decreases as
γSF decreases. For instance, the high nickel 316 stainless steel has a larger
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Austenitic steels Reference
G (MPa) 75
ν 0.3
b (nm) 0.258 [76]
VM (m
3/mol) 6.98× 10−6 [76]
VH (m
3/mol) 1.72× 10−6 [77]
WB (kJ/mol) 9.65 [78]
D (m2/s) 3.67× 10−16 [81]
Table 2.2: Material data for austenitic stainless steels.
21Cr-6Ni-9Mn 304 316 high nickel 316 low nickel
ε˙0 (1/s) 5× 10−4 5× 10−4 1.5× 10−4 1.5× 10−4
Y0 (MPa) 485 210 225 255
H0 (MPa) 2300 2400 2250 1900
R0 2.1 2.0 1.5 1.0
n 1 1 1 1
Yc 250 3700 2600 1700
Ψc 60 1200 1000 700
c0L (H/M) 0.015 0.0075 0.0075 0.0075
Table 2.3: Model parameters for austenitic stainless steels.
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Figure 2.10: Comparison of model predictions (denoted by solid lines) with
experimental tension tests of forged 21Cr-6Ni-9Mn stainless steel in the ab-
sence of hydrogen (triangles) and in the presence of hydrogen (circles).
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Figure 2.11: Comparison of model predictions (denoted by solid lines) with
experimental tension tests of high nickel 316 steel material in the absence of
hydrogen (triangles) and in the presence of hydrogen (circles).
stacking fault energy than the 316 steel with low nickel content; correspond-
ingly, high nickel 316 has a higher value of the dynamic recovery parameter
than low nickel 316. The implication is that slip may be more localized for
low nickel steel because slip planarity is more favored (smaller γSF ); equiva-
lently, recovery processes are not favored (smaller R0).
Figures 2.10 through 2.13 compare the model predictions with the ex-
perimental results for the four steels both in the presence and absence of
hydrogen. The experimental results exhibit work hardening which is not af-
fected by hydrogen. Thus, there is no hydrogen effect on the hardening Hc or
recovery Rc parameters, which describe the stress-strain curve during plastic
yielding. The hydrogen effect on the macroscopic behavior is primarily an
increase in the initial yield stress, which is represented by positive values of
the yield stress parameters Yc to describe the hindrance to the operation of
Frank–Read sources that hydrogen presents, and by positive values of the ac-
tivation energy parameter Ψc which describes hydrogen’s effects on obstacle
bypassing. This result, that hydrogen has no effect on hardening or recov-
ery, and a significant effect on the source activation and obstacle bypassing
is consistent with the fact that the effect of hydrogen on the stacking fault
energy has in general been measured to be weaker than the effects on source
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Figure 2.12: Comparison of model predictions (denoted by solid lines) with
experimental tension tests of low nickel 316 steel material in the absence of
hydrogen (triangles) and in the presence of hydrogen (circles).
activation and obstacle by-passing [33].
2.3 Discussion
Within the thermodynamic formalism proposed by Gurtin [47], a model of
inelastic deformation that accounts for the interaction between dislocation
slip and hydrogen has been developed. The model assumes the decomposi-
tion of the total strain rate into the sum of elastic, plastic, and hydrogen
parts. The plastic strain rate is governed by hydrogen-assisted motion of dis-
locations and depends upon the internal strength of the crystal which evolves
based upon a dislocation storage mechanism with a hardening and recovery
components. The balance of energy yields a hydrogen dependent energy
equation that includes the effects of dislocation storage as well as the effects
of hydrogen on material deformation. Restrictions imposed by the second
law provide a form for the chemical potential of the hydrogen solute that
depends upon the hydrogen concentration, the hydrogen-induced distortion
of the lattice, and the interaction of hydrogen with dislocations.
The effects of hydrogen on dislocation plasticity are accounted for by
the decrease in the activation barrier for dislocation slip, the change in the
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Figure 2.13: Comparison of model predictions (denoted by solid lines) with
experimental tension tests of 304 steel material in the absence of hydrogen
(triangles) and in the presence of hydrogen (circles).
yield stress associated with the hydrogen effect on activation of Frank–Read
sources, and the effects on hardening and recovery processes. The overall
macroscopic response is a complex result of the action of these phenomena.
In explaining macroscopic stress-strain behavior, one should avoid making
generalizations on the underlying mechanisms acting at the microscale. For
instance, a macroscopic increase of the yield strength of the material does
not preclude hydrogen-assisted dislocation mobility. Predictions of the stress-
strain curve for austenitic stainless steels point to a material response that
is more sensitive to the operation of Frank–Read sources rather than to the
activation enthalpy for slip. The model simulations indicate that the effect
of hydrogen on hardening and recovery in these steels is negligible.
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Chapter 3
Comparison of rate dependent and rate
independent plasticity models in the presence
of hydrogen ahead of a crack tip
3.1 Introduction
Several numerical studies [16, 75, 82] have been performed to assess the effect
of hydrogen on different material systems near a stress concentrating defect
such as a crack tip or blunted notch. These studies have focused on the
interplay between the transient diffusion of hydrogen and the loading rate of
the specimen, while assuming that the effect of hydrogen is limited either to
dilating the crystal lattice through which it diffuses, or to the modification
of elastic moduli in a linear elastic material.
In this chapter, the behavior of a rate dependent plasticity model, in
which hydrogen diffusion is governed by the complete thermodynamic frame-
work described in Chapter 2, is considered for several geometries and loading
conditions. The rate dependent plasticity model is compared with a rate in-
dependent model of plasticity loaded in the same manner. Three classes of
model materials will be examined: (i) a model material which hardens in
the presence of hydrogen, and through which hydrogen diffuses slowly (ii) a
model material which softens in the presence of hydrogen, through which hy-
drogen diffuses slowly, and (iii) a model steel, based on ferritic steels, through
which hydrogen diffuses rapidly that softens in the presence of hydrogen.
The model material which hardens in the presence of hydrogen, and
through which hydrogen diffuses slowly is based on forged 21Cr-6Ni-9Mn
stainless steel, an austenitic stainless steel whose behavior in the presence of
hydrogen has been an active area of research for several decades. This steel
macroscopically hardens in the presence of hydrogen [62, 63]. Microcracks in
21Cr-6Ni-9Mn stainless steel charged with hydrogen are found to form and
coalesce more easily, because of localized deformation, than hydrogen free
materials [83, 84]. Yet no systematic study has been performed regarding
the behavior ahead of a crack tip of a material that hardens in the presence
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Figure 3.1: Density of trapping sites in forged 21Cr-6Ni-9Mn stainless steel.
of hydrogen. It is also well known that hydrogen softens BCC iron [65–67] by
increasing dislocation velocity [18], and may locally soften austenitic steels by
the same mechanism [63, 81]. Theoretical and numerical studies have shown
that materials that soften in the presence of hydrogen suffer localized plas-
ticity which alters the necking instability, but there is a poor understanding
of the implications of such material behavior near a crack, thus the consid-
eration of a model material that softens in the presence of hydrogen which
diffuses slowly through the material. Finally, a model material based on fer-
ritic steels is considered because a material with very high hydrogen mobility
and low solubility, may portend intriguing phenomena when combined with
a rate dependent plasticity model.
3.2 The rate dependent and rate
independent plasticity models
A rate independent model of plasticity, with von Mises yielding and an as-
sociated flow rule, was compared with the rate dependent model considered
in Chapter 2, in the presence of hydrogen. The two models were consid-
ered ahead of a crack tip, which is a region of high triaxiality, plastic strain,
and deformation, which was expected to evince any differences between these
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models. In addition, we consider the effects of transient hydrogen diffusion in
two cases, one case in which hydrogen diffuses rapidly through the material,
as in ferritic steels, and one in which hydrogen diffuses slowly through the
material, as in austenitic stainless steels.
The Prandtl-Reuss model of plasticity used is the model thoroughly de-
scribed by Liang [85]; this plasticity model includes a phenomenonological
model for describing the effect of the presence of hydrogen on the flow stress.
We propose a similar relationship, that is, the flow stress of the rate inde-
pendent material is a function of both the trapped hydrogen concentration
and the effective plastic strain
σY (ε
p, CT ) = σY (ε
p)
[
(ξ − 1) CT
C0
+ 1
]
(3.1)
where σY (ε
p) is the flow stress in the absence of hydrogen as a function of
the effective plastic strain εp, ξ ≤ 1 is a parameter denoting softening, ξ > 1
denotes hardening, and CT/C0 is the normalized hydrogen concentration
residing in trapping sites.
The density of trapping sites in both the rate dependent and the rate
independent materials is modeled after the density of trapping sites found in
the rate dependent material loaded in uniaxial tension. As a function of the
effective plastic strain εp, the trapping site density NT is shown in Figure 3.1;
this relation based on the forged 21Cr-6Ni-9Mn stainless steel described in
Section 2.2.5. Furthermore, all three model materials have the same behavior
in the absence of hydrogen. Specifically, the shear modulus G = 75 MPa,
Poisson’s ratio ν = 0.3, the lattice parameter a = 0.365 nm [76], the molar
volume of the host metal lattice VM = 6.98 × 10−6 m3/mol [76], and the
partial molar volume of hydrogen VH = 1.72× 10−6 m3/mol [77],
3.3 Application
To attempt to compare the rate dependent and rate independent material
models consistently, the rate independent material has initial yield stress σ0
= 500 MPa, and the flow stress σY (ε
p) is a piecewise linear function of the
effective plastic strain that approximates the behavior of forged 21Cr-6Ni-
9Mn stainless steel in uniaxial tension in the absence of hydrogen, Figure 3.2.
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Hydrogen charged
Hydrogen free
Figure 3.2: Tensile stress vs. strain for 21Cr-6Ni-9Mn stainless steel; the
rate dependent model, denoted by the solid line, and the rate independent
model, denoted by the dashed line, are compared with the experimental
results, denoted by the circles. The models are compared in the hydrogen
free and hydrogen charged condition that causes hardening.
Also shown in Figure 3.2 is the rate dependent model, in the absence of
hydrogen as described in Section 2.2.5; in the absence of hydrogen, the initial
yield stress Y0 = 485 MPa, the hardening H0 = 2300 MPa, the dynamic
recovery R0 = 2.1, the exponent n = 1, and the reference strain rate is ε˙0 =
5×10−4 1/s. As can be seen in Figure 3.2, in the absence of hydrogen, the two
models result in very similar behavior, and both models accurately represent
the behavior of forged 21Cr-6Ni-9Mn stainless steel in uniaxial tension.
The two material models were examined ahead of a blunting crack tip
loading in Mode I (tensile) opening [85]. The domain had a notch of initial di-
ameter b0 = 5 µm, with an outer boundary located at least 5×105b0 away from
the crack tip. The outer boundary was loaded by displacements correspond-
ing to the linear elastic asymptotic K-field, up to loads of KI = 60 MPa
√
m.
To simulate testing in air, the outer boundary and the crack face were held at
zero hydrogen concentration, and the symmetry boundary had zero hydrogen
flux across it to enforce symmetry. The initial concentration throughout the
bulk of the material was c0L. Loads were applied at two different loading rates,
to test the relationship between the rate dependent nature of the mechanical
model coupled with the inherently rate dependent nature of the hydrogen
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diffusion and its effect on the material model. The slow loading rate meant
loading the outer boundary at a rate of K˙I = 0.001 MPa
√
m/s. The total
loading time was 60000 s, which is equal to 16 hours and 40 minutes. The
fast loading rate entailed loading at a rate of K˙I = 1.0 MPa
√
m/s. In this
case the total loading time was 6 s.
3.3.1 Hardening material and slow hydrogen
diffusivity
In the presence of hydrogen, the rate dependent model experiences an in-
crease in the yield stress caused by hydrogen blocking the generation of
dislocations from Frank-Read sources, modeled by setting the yield stress
parameter Yc = 250 and the activation energy parameter Ψc = 60, following
the results of Section 2.2.5. The rate independent model also experiences
hydrogen-induced hardening, which is modeled by setting the parameter ξ
= 50. Uniaxial tension specimens were charged to an initial hydrogen con-
centration of c0L = 0.015 H/M, and were loaded in uniaxial tension at a rate
of u˙ = 10 µm/s; when hydrogen was present, the boundaries of the uniax-
ial tension test specimen were assumed to be insulated, meaning there was
zero hydrogen flux into or out of the specimen. The trap site density NT in
both materials is shown, as a function of the effective plastic strain εp, in
Figure 3.1; hydrogen is assumed to bind to the trapping sites with a binding
energy WB = 9.65 kJ/mol [78]. At the absolute temperature T = 298 K, the
diffusion coefficient D = 3.67× 10−16 m2/s [81]. In the absence of hydrogen,
the reference strain rate ε˙0 = 5 × 10−4 1/s, the yield stress Y0 = 485 MPa,
the hardening parameter H0 = 2300 MPa, the dynamic recovery R0 = 2.1,
and the exponent n = 1. In the presence of hydrogen there was assumed
to be no effect on the hardening Hc = 0, nor on the dynamic recovery Rc
= 0. The uniaxial stress-strain relationships for each model are shown in
Figure 3.2, as are the experimental results from three tension tests of forged
21Cr-6Ni-9Mn stainless steel charged with hydrogen before testing.
In the case of slow loading, for both material models, the lattice concen-
tration of hydrogen is largely unaffected by the loading as can be seen in
Figure 3.3(a), and remains at the initial value of cL0 = 0.015 H/M. There is
a small region near the crack tip where the loading and boundary conditions
affect the lattice hydrogen concentration. At the tip, the lattice hydrogen
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Hydrostatic stress
Lattice concentration
(a)
Trap concentration
Plastic strain
(b)
Figure 3.3: For slow loading of a hardening material with low hydrogen dif-
fusivity: (a) Normalized hydrostatic stress σkk/σ0 and lattice concentration
CL/C0 (b) Effective plastic strain ε
p and normalized trapped hydrogen con-
centration CT/C0 are shown ahead of the crack tip. The applied load is
KI = 60 MPa
√
m; the normalized crack tip opening displacement b/b0 for
the rate independent model (dashed line) is b/b0 = 2.97 and for the rate
dependent model (solid line) is b/b0 = 3.73.
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concentration is reduced because hydrogen escapes from the sample by out-
gassing from the crack tip. Ahead of the crack tip hydrogen accumulates near
the peak of hydrostatic stress σkk, that is, hydrogen accumulates where the
lattice has been stretched and can easily accomodate the hydrogen solutes.
Hydrogen residing in lattice sites in the bulk of the material far from the crack
tip remains unaffected by the hydrostatic stress σkk generated during loading
because the low diffusivity of this model material prevents widespread redis-
tribution of hydrogen through diffusion. The normalized hydrostatic stress
ahead of the crack tip for the rate dependent material is significantly less
than that of the rate independent material, as shown in Figure 3.3(a), but
the difference is reflected in the lattice hydrogen concentration only near the
crack tip because hydrogen diffuses slowly through this model material and
does not have time to redistribute and equilibrate with the hydrostatic stress.
The rate dependent material model suffers more plastic straining at the
crack tip than the rate independent material, which can be seen in Fig-
ure 3.3(b). The difference in plastic strain manifests itself as a slight dif-
ference in the concentration of hydrogen residing in trapping sites, which is
also visible in Figure 3.3(b). The trapped hydrogen concentration reflects
the two competing factors which determine its magnitude: the lattice con-
centration and the density of trapping sites. The lattice concentration and
the trapped hydrogen concentration are assumed to be in equilibrium, thus
the small amount of hydrogen trapped right at the crack tip. But the crack
tip is also the location of the maximum in the plastic strain, and hence the
location of the maximum trap density, which, without any other influence,
would also be the location of the maximum trapped hydrogen concentration.
The hydrostatic stress and lattice concentrations, when the loading was
rapid, are shown in Figure 3.4(a). When the rate dependent material was
loaded rapidly, the predicted hydrostatic stress was very elevated, and its
peak developed very close to the crack tip. The crack tip did not blunt signifi-
cantly; after loading to KI = 60 MPa
√
m, the crack tip opening displacement
was b = 1.61b0. In contrast, the hydrostatic stress in the rate independent
material remained unchanged from the slow loading condition. The lattice
hydrogen concentration in both constitutive models remains unchanged from
the initial concentration. The total loading time was six seconds, and did
not endure long enough to allow any redistribution of hydrogen. There was
insufficient time for hydrogen in the bulk of the material to diffuse out, nor
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Figure 3.4: For fast loading of a hardening material with low hydrogen dif-
fusivity: (a) Normalized hydrostatic stress σkk/σ0 and lattice concentration
CL/C0 (b) Effective plastic strain ε
p and normalized trapped hydrogen con-
centration CT/C0 are shown ahead of the crack tip. The applied load is
KI = 60 MPa
√
m; the normalized crack tip opening displacement b/b0 for
the rate independent model (dashed line) is b/b0 = 2.97 and for the rate
dependent model (solid line) is b/b0 = 3.73.
40
was there sufficient time for hydrogen to diffuse towards regions of high hy-
drostatic stress.
The plastic strain, shown in Figure 3.4(b), is dramatically reduced for the
rate dependent material model, which is expected given that the rate depen-
dent material model acts like an elastic material at high strain rates. Corre-
spondingly, the trap concentration is smaller in the rate dependent material
model than in the rate independent model as can be seen in Figure 3.4(b).
The trap concentration in the rate independent material does not directly
depend on the loading rate. It is assumed that trapping and detrapping
occur much more rapidly than lattice diffusion, so that the concentration of
hydrogen residing in traps is always in equilibrium with the concentration of
hydrogen residing in lattice sites. Put another way, the rate-limiting step in
the motion of hydrogen atoms is lattice diffusion.
Model behavior under constant applied stress intensity factor
The model material in which the presence of hydrogen causes an increase
in the yield stress were tested in the blunted crack tip geometry in tests
similar to the so-called K-threshhold, or Kth, tests. The applied load was
increased at the slow loading rate of K˙I = 0.001 MPa
√
m/s, until a load of
KI = 60 MPa
√
m was achieved. Then the outer boundary was held fixed
for six months to simulate the constant applied stress intensity factor test.
The outer boundary and crack face were held at zero concentration, to sim-
ulate testing in air, and the initial concentration throughout the bulk of the
material was c0L = 0.015 H/M.
During the six month period during which the applied stress intensity
factor was held constant at KI = 60 MPa
√
m, significant amounts of hydro-
gen residing in lattice sites outgassed, as can be seen from Figure 3.5. The
outgassing of hydrogen reduces the hydrostatic stress, because the material
hardens in the presence of hydrogen. As hydrogen escapes into the envi-
ronment, the material softens and the hydrostatic stress reduces. Because
the concentration of hydrogen in lattice sites decreases, the concentration of
hydrogen in trapping sites also is reduced over the six month test period,
because the trap and lattice hydrogen concentrations are always considered
to be in equilibrium with each other. There is no visible effect on the effective
plastic strain for either material model during the testing time, as is shown
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Lattice concentration
Hydrostatic stress
Figure 3.5: Normalized hydrostatic stress σkk/σ0 and lattice concentration
CL/C0 ahead of the crack tip, after the specimens were loaded to a stress
intensity factor of KI = 60 MPa
√
m, and then held at that load for six
months.
Trap concentration
Plastic strain
Figure 3.6: Effective plastic strain εp and normalized trapped hydrogen con-
centration CT/C0 ahead of the crack tip, after the specimens were loaded to
a stress intensity factor of KI = 60 MPa
√
m, and then held at that load for
six months.
42
Hydrogen free
Hydrogen charged
Figure 3.7: Uniaxial tensile stress vs. strain for a model material whose
parameters are those of forged 21Cr-6Ni-9Mn stainless steel that softens in
the presence of hydrogen. The hydrogen charged specimens have an initial
concentration of c0L = 0.015 H/M.
in Figure 3.6. No additional plastic strain is generated during this six month
period, and thus no additional traps are generated. The trap concentration
CT reduces because lattice hydrogen CL diffuses out of the material.
3.3.2 Material softening and slow hydrogen diffusivity
In this application, softening in the presence of hydrogen is examined, in
the context of the rate dependence or independence of the material. For
convenience, the material data for the model material are the same as the
material data of forged 21Cr-6Ni-9Mn stainless steel. The diffusion coefficient
of hydrogen is the same as in the previous application; at T = 298 K the
diffusion coefficient D = 3.67 × 10−16 m2/s [81]. In this material, the shear
modulus G = 75 MPa, Poisson’s ratio ν = 0.3, the lattice parameter a =
0.365 nm [76], the molar volume of the host metal lattice VM = 6.98 ×
10−6 m3/mol [76], the partial molar volume of hydrogen VH = 1.72 × 10−6
m3/mol [77], the trap binding energy WB = 9.65 kJ/mol [78]. In the absence
of hydrogen, the reference strain rate ε˙0 = 5×10−4 1/s, the yield stress Y0 =
485 MPa, the hardening parameter H0 = 2300 MPa, the dynamic recovery
R0 = 2.1, the exponent n = 1, and in the presence of hydrogen, which was
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Figure 3.8: For slow loading of a softening material with low hydrogen dif-
fusivity: (a) Normalized hydrostatic stress σkk/σ0 and lattice concentration
CL/C0 (b) Effective plastic strain ε
p and normalized trapped hydrogen con-
centration CT/C0 are shown ahead of the crack tip. The applied load is
KI = 60 MPa
√
m; the normalized crack tip opening displacement b/b0 for
the rate independent model (dashed line) is b/b0 = 15.7 and for the rate
dependent model (solid line) is b/b0 = 4.10.
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present initially at a concentration of c0L = 0.015 H/M, there was assumed
to be no effect on the yield stress Yc = 0, nor on the hardening Hc = 0, nor
on the dynamic recovery Rc = 0, in the rate dependent model.
The rate dependent model experiences softening with the activation en-
ergy parameter Ψc = 72; because the initial trapped hydrogen concentration
is CT/C0 = 7.91 × 10−4, the activation energy for slip is reduced initially
by about 5%. The rate independent material also experiences softening,
which is modeled by setting the parameter ξ = −55. The two models are
compared in uniaxial tension in Figure 3.7; also shown for reference are the
model material responses in the absence of hydrogen. The specimens were
charged to an initial hydrogen concentration of c0L = 0.015 H/M. Note that
this is a significant degree of softening that corresponds to approximately a
5% reduction in the initial yield stress of the material and has been shown to
be sufficient to cause necking instability and localized plasticity in uniaxial
tension specimens [53]. In both model materials the trap site density NT is
the density shown in Figure 3.1; hydrogen is assumed to bind to the trapping
sites with a binding energy WB = 9.65 kJ/mol [78].
Under slow loading conditions, the results of which are shown in Fig-
ures 3.8(a) and 3.8(b), plastic yielding in the softening rate independent
material is localized and does not extend ahead of the crack tip. The plas-
tic deformation at the crack tip is significant, but is confined to a region
less than one crack tip opening displacement b ahead of the crack tip, and
the maximum hydrostatic stress σkk is achieved at the crack tip. Similar to
the previous model material, the diffusion coefficient is very small, so lattice
hydrogen outgasses only from the crack tip and the lattice hydrogen concen-
tration CL throughout the bulk of the material is unchanged from its initial
value.
The behavior of the rate independent material contrasts the behavior
of the rate dependent material. While the crack in the rate independent
material blunts and opens dramatically, such that the crack tip opening dis-
placement b/b0 = 15.7, the crack in the rate dependent sample blunts to b/b0
= 4.10, a value which is similar to the crack tip opening displacement ex-
pected for crack tip blunting in a specimen in the small scale yielding regime.
The hydrostatic stress σkk/σ0 in the rate dependent material develops a peak
ahead of the crack tip, even though the magnitude of the peak is reduced
to about 2.5 because of the softening effect of hydrogen, as can be seen in
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Figure 3.9: For fast loading of a softening material with low hydrogen dif-
fusivity: (a) Normalized hydrostatic stress σkk/σ0 and lattice concentration
CL/C0 (b) Effective plastic strain ε
p and normalized trapped hydrogen con-
centration CT/C0 are shown ahead of the crack tip. The applied load is
KI = 60 MPa
√
m; the normalized crack tip opening displacement b/b0 for
the rate independent model (dashed line) is b/b0 = 77.4 and for the rate
dependent model (solid line) is b/b0 = 1.67.
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Figure 3.10: The effective plastic strain is confined to the near crack tip
region, ahead of the crack tip for the fast loading condition, for a model
material that softens in the presence of hydrogen.
Figure 3.8(a).
Under fast loading conditions, the results of which are shown in Fig-
ures 3.9(a) and 3.9(b), the rate independent material continues to generate
low hydrostatic stress σkk, the maximum of which is found at the crack tip,
and large amounts of effective plastic strain εp directly at the crack tip, and
little plastic deformation occurs elsewhere in the material. It appears that
softening in this material is limited to the crack tip, hence the plastic de-
formation is localized to the crack tip. Figure 3.10 shows contours of the
effective plastic strain εp, which are limited to the crack tip and do not ex-
tend past one crack tip opening displacement. Also shown in the figure is
the original crack shape, which vividly demonstrates the amount of blunting
that has occurred in this specimen. In contrast, in the rate dependent mate-
rial the hydrostatic stress is very elevated, there is little plastic deformation
and it extends further from the crack tip than in the rate independent ma-
terial, and the crack tip hardly blunts, such that b/b0 = 1.67. Again, in this
case, the loading is so rapid that the diffusion and redistribution of hydrogen
residing in lattice sites does not occur, except at the crack tip.
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Figure 3.11: The trap density plotted against the effective plastic strain for
the Kumnick and Johnson trap density model.
Hydrogen free
Hydrogen charged
Figure 3.12: Uniaxial tensile stress vs. strain for a model ferritic steel whose
parameters are those of forged 21Cr-6Ni-9Mn stainless steel that softens in
the presence of hydrogen. The hydrogen charged specimens have an initial
concentration of c0L = 2.48× 10−8 H/M.
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3.3.3 Material softening and fast hydrogen diffusivity
The final model material, based on the properties of ferritic steel, is a ma-
terial that softens in the presence of hydrogen and hydrogen diffuses rapidly
through material. The model material has the same mechanical parame-
ters as forged 21Cr-6Ni-9Mn stainless steel. The shear modulus was G =
75 MPa, Poisson’s ratio ν = 0.3, the lattice parameter a = 0.365 nm [76],
the molar volume of the host metal lattice VM = 6.98 × 10−6 m3/mol [76],
and the partial molar volume of hydrogen VH = 1.72 × 10−6 m3/mol [77].
In the absence of hydrogen, the rate dependent constitutive model had the
reference strain rate ε˙0 = 5 × 10−4 1/s, the yield stress Y0 = 485 MPa, the
hardening parameter H0 = 2300 MPa, the dynamic recovery R0 = 2.1, and
the exponent n = 1.
The present model material differs from those materials of Sections 3.3.1
and 3.3.2 in the solubility of hydrogen, the diffusivity of hydrogen through the
material, and the trapping behavior of hydrogen. Our model ferritic system
has an initial lattice hydrogen concentration C0L = 2.08 × 1021 H atoms/m3
which amounts to 2.48 × 10−8 hydrogen atoms per solvent atom [82]; the
diffusivity, at T = 300 K, is D = 1.57 × 10−8 m2/s [86]. In contrast, previ-
ous model materials have much higher solubilities, on the order of 1 atomic
percent, and much lower diffusivities, on the order of 10−15 m2/s. The trap-
ping model follows that of Kumnick and Johnson [87]. The trap density NT ,
as a function of the effective plastic strain εp, is shown in Figure 3.11, and
the binding energy WB of hydrogen to the trapping sites is 60 kJ/mol. The
trapping model is also vastly different from the trapping model used for the
previous two model materials; the trap density NT is 2 to 3 orders of mag-
nitude smaller in the Kumnick and Johnson model, but the binding energy
WB is much larger.
The material response, which softens in the presence of hydrogen, is shown
in Figure 3.12. The softening response is induced in the rate dependent model
by setting the activation energy parameter Ψc = 2.5× 10−3 while there was
assumed to be no effect on the yield stress Yc = 0, nor on the hardening
Hc = 0, nor on the dynamic recovery Rc = 0. For the rate independent
material, softening is studied when the softening parameter ξ = 0.9975. The
initial concentration of hydrogen residing in traps is CT/C0 = 0.408, which
is in marked contrast to the previous model materials, in which the initial
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Figure 3.13: For slow loading of a softening material with high hydrogen
diffusivity: (a) Normalized hydrostatic stress σkk/σ0 and lattice concentra-
tion CL/C0 (b) Effective plastic strain ε
p and normalized trapped hydrogen
concentration CT/C0 are shown ahead of the crack tip. The applied load is
KI = 60 MPa
√
m; the normalized crack tip opening displacement b/b0 for
the rate independent model (dashed line) is b/b0 = 3.96 and for the rate
dependent model (solid line) is b/b0 = 4.03.
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trap concentration CT/C0 = 7.91 × 10−4. The initial trap concentration
in this material is larger because the larger trap binding energy makes it
more energetically favorable for hydrogen to reside in trapping sites than in
lattice sites. The degree of softening induced by the values of Ψc and ξ is
significantly less than the degree of softening in the previous model material
of Section 3.3.2; the yield stress is reduced initially by about 0.1%, although
further softening occurs locally, as plastic strain and the trapped hydrogen
concentration develop, as can be seen in the material response in uniaxial
tension shown in Figure 3.12.
The hydrostatic stress σkk and the lattice concentration CL/C0, when the
load was slowly applied, are shown in Figure 3.13(a). The hydrostatic stress
σkk is predicted to be nearly identical for these two materials, but lattice
hydrogen does not diffuse out of the rate dependent material as quickly as it
diffuses out of the rate independent material. The trap concentration CT/C0
and the effective plastic strain are nearly equivalent for the two constitutive
models, as shown in Figure 3.13(b).
The difference in the transient hydrogen diffusion is a result of the com-
plete thermodynamic model embedded in the rate dependent material model,
which is different from the chemical potential found from the standard metal-
lurgical theory of dilute solute impurities used to describe hydrogen diffusion
in the rate independent material model. Diffusion of hydrogen in the rate
dependent material is based on the chemical potential of equation (2.31),
reproduced here
µ =
1
1 +
(
∂CT
∂CL
) [RT ln( θL
1− θL
)
− VH σkk
3
+
2E
9 (1− ν)
V 2H
NA
(
CL − C0L
)]
.
(3.2)
The chemical potential is the sum of a term relating to occupancy of lattice
sites, an interaction energy term, and a strain energy term, all modified by
a multiplicative factor. The factor 1/ (1 + ∂CT/∂CL) modifies the diffusion
coefficient, and results in an effective diffusion coefficient
Deff =
D
1 + ∂CT
∂CL
, (3.3)
which modifies each term in the resulting diffusion equation, the details of
which are presented in Appendix C. Hydrogen diffusion in the rate inde-
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Figure 3.14: The chemical potential µ ahead of the crack tip for the slow
loading condition, for a model ferritic steel that softens in the presence of
hydrogen, and loaded to a stress intensity factor of KI = 60 MPa
√
m. In the
rate independent material, the gradient of the chemical potential is positive
∇µ > 0, so hydrogen will flow towards the crack tip and out of the specimen.
In the rate dependent material, the gradient of the chemical potential is
less than zero ∇µ < 0 near the crack tip so hydrogen will flow towards the
interior of the specimen, while ahead of the crack tip, the chemical potential
is approximately constant.
pendent material model depends on the chemical potential predicted by the
standard metallurgical theory of solutes, and the chemical potential is
µstd = RT ln
θL
1− θL − VH
σkk
3
. (3.4)
The resulting diffusion equation lacks a contribution from the strain energy
term, and it lacks the effective diffusion coefficient Deff , which modifies each
term, when compared with the diffusion equation in the rate dependent ma-
terial.
The chemical potential for both the rate dependent and rate indepen-
dent material models is shown in Figure 3.14 for specimens that were slowly
loaded. Ahead of the crack tip, the chemical potential in the rate indepen-
dent material is monotonically increasing. Fick’s first law states that the
hydrogen flux is proportional to the opposite of the gradient of the chemical
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Figure 3.15: For fast loading of a softening material with high hydrogen
diffusivity: (a) Normalized hydrostatic stress σkk/σ0 and lattice concentra-
tion CL/C0 (b) Effective plastic strain ε
p and normalized trapped hydrogen
concentration CT/C0 are shown ahead of the crack tip. The applied load is
KI = 60 MPa
√
m; the normalized crack tip opening displacement b/b0 for
the rate independent model (dashed line) is b/b0 = 3.96 and for the rate
dependent model (solid line) is b/b0 = 1.67.
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potential; in this specimen, hydrogen will flow to the left, out of the crack tip.
In the rate dependent material, the chemical potential gradient is negative
close to the crack tip, within about two crack tip opening displacements, and
approximately zero outside that region. Thus, hydrogen will not be able to
diffuse out of the crack tip of the rate dependent material.
In the fast loading tests, diffusion of hydrogen out of the rate dependent
material specimen was reduced, as can be seen in Figure 3.15(a). Lattice
hydrogen CL accumulates in the region of high hydrostatic stress in the rate
dependent material while in the rate independent material, hydrogen merely
diffuses rapidly from the sample. In this model material, it is important to
note the rapidity of hydrogen diffusion; the lattice hydrogen concentration is
significantly depleted ahead of the crack tip in the rate independent model
and never exceeds the initial concentration at any time during loading.
The effective plastic strain εp is smaller in the rate dependent mate-
rial model than in the rate independent model, as shown in Figure 3.13(b).
Again, it is important to note the trap concentration CT , which is up to 60
times larger than the initial concentration. The elevation of the trap concen-
tration is a result of the generation of traps at the crack tip, because of the
large amount of plastic strain that is generated at the tip, and of the large
trap binding energy WB, which makes it energetically favorable for hydrogen
to reside in trapping sites compared with lattice sites.
3.4 Discussion
For the materials discussed here — the model austenitic stainless steels that
can either harden or soften in the presence of hydrogen, or the model ferritic
steel system that softens in the presence of hydrogen — we investigated
the behavior of two constitutive models in a cracked specimen. One model
was the rate dependent material model developed in Chapter 2. The other
consitutive model was a rate independent plasticity model. The numerical
results can be summarized as:
During slow loading, the hydrostatic stress that develops in the rate de-
pendent material model, when the material hardens in the presence of hydro-
gen, is smaller than the hydrostatic stresses that develop ahead of a crack tip
in the rate independent, Prandtl-Reuss plasticity model. When the material
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models soften in the presence of hydrogen, the rate dependent material model
exhibits larger hydrostatic stresses. However, when the rate dependent ma-
terial is loaded very quickly, without regard to the effect of hydrogen on the
material constitutive behavior, it behaves similarly to an elastic material:
the hydrostatic stress is very elevated, little plastic deformation occurs at
the crack tip, and the stress is always larger than the hydrostatic stress that
develops in the rate independent material loaded under the same conditions.
In the model ferritic steel, the rate dependent material model affects the
hydrogen concentration through the chemical potential, which is given in
equation (3.2). The chemical potential, because of the addition of a term
based on the strain energy of the hydrogen solute, the interaction with the
external stress field and the modification of the entire chemical potential by
the trapping modified diffusion coefficient Deff , differs from the chemical po-
tential found from the standard metallurgical theory of solutes. The resultant
hydrogen diffusion equation predicts elevated lattice hydrogen concentrations
in the rate dependent material, compared with the hydrogen concentrations
ahead of the crack tip in the rate independent material. The elevated hydro-
gen concentrations predicted here can have important implications for syn-
ergistic models of fracture that depend on the hydrogen concentration [88]
or for hydrogen-induced decohesion [54, 85].
For the model austenitic stainless steel systems, hydrogen simply does not
diffuse quickly enough, at room temperature and over normal testing time
scales, that is, over minutes or hours, to accumulate significantly at the peak
of hydrostatic stress or to outgas from the material into the air. In these
systems, there are two possibilities to explain the effects of hydrogen. Either
the effect of hydrogen accumulates or acts over much longer time scales, such
as the time scales in K-threshold tests, or the effects are immediate and de-
pend only on the hydrogen in the system at the moment testing begins. That
the hydrogen effect depends on the hydrogen present in the system at the
moment loading begins meshes well with our understanding from Chapter 2
that hydrogen affects primarily the initial yield point of the material, near
the beginning of loading, and does not greatly affect the material behavior
at higher loads or strains.
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Chapter 4
Study of the hydrogen effect on brittle
integranular fracture of 4340 steel
4.1 Introduction
It is well recognized that hydrogen represents an abundant, clean and mo-
bile energy carrier. For the hydrogen economy to be fully realized though,
efficient hydrogen storage and transportation, for example in high-pressure
pipelines and pressure vessels, vessels with pressure between approximately
20 and 100 MPa, will be essential. A major issue here is the containment of
hydrogen, as its presence can lead to a severe degradation in the structural
integrity of the containment vessel from a variety of hydrogen-induced or
hydrogen-assisted cracking mechanisms, which can result in premature fail-
ure. Hydrogen degradation is especially pertinent to the use of high-strength
ferritic steels, which have been identified as low-cost candidate materials for
applications such as hydrogen pipelines, pressure vessels and compressors,
despite the fact that they can be extremely susceptible to such hydrogen em-
brittlement. The effect of hydrogen in degrading the mechanical properties of
materials, particularly metals and alloys, is well documented. Hydrogen, ei-
ther as an external gas, resulting from oxidation in an aqueous environment,
or dissolved in the metal during processing, is known to markedly lower the
ductility, fracture strength and fracture toughness, and to accelerate subcrit-
ical cracking under both sustained and cyclic loading.
The mechanisms associated with hydrogen-related degradation in me-
chanical behavior have remained an issue of contention for many years, but
can be broadly classified into three primary mechanisms [2], namely (i) de-
cohesion mechanisms, where hydrogen at internal interfaces lowers the co-
hesive strength of the internal interfaces (“hydrogen embrittlement”), (ii)
hydrogen-enhanced localized plasticity (HELP), where hydrogen affects the
local instabilities associated with plastic flow, and in certain material sys-
tems (iii) hydride formation, where the presence of highly brittle hydride
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precipitates results in a “low energy” fracture path. In addition, there are
other hydrogen-related degradation mechanisms involving internal gaseous
species; these include blistering, where high hydrogen concentrations, usually
associated with electrochemical hydrogen charging, result in the reformation
of internal gaseous hydrogen at internal interfaces, leading to high internal
pressures and the formation of blistering, and hydrogen attack, where at high
temperatures and pressures, such internal hydrogen can react with the car-
bides in steel to form internal methane gas with an associated loss in strength
due to decarburization.
The dominant view is that several of these mechanisms, specifically the
decohesion and hydrogen-enhanced localized plasticity mechanisms, are mu-
tually exclusive, althought it has been recognized that these mechanisms may
not be mutually exclusive [39, 89, 90]. Indeed, the present work presents a
compelling argument that the two mechanisms may in fact be acting in con-
cert. Despite these many modes of hydrogen-induced degradation, arguably
the most devastating is the hydrogen embrittlement of high-strength steels
which results in a sharp transition from a high-toughness ductile (microvoid
coalescence) fracture to a low-toughness brittle intergranular fracture with
an associated dramatic loss in ductility, strength and toughness. In the
present work, our objective is to quantify this effect of hydrogen on the frac-
ture strength and toughness of a low alloy martensitic steel through the use
of a statistically-based micromechanical model for the critical local fracture
event which relates the influence of hydrogen adsorbed at internal interfaces
in affecting decohesion there to the onset of macroscopic failure. Hydrogen
embrittlement in quench and tempered martensitic high-strength steels is
invariably characterized by intergranular fracture; specifically, cracking fol-
lows the prior austenitic grain boundaries [91, 92], with crack nucleation
occurring at decohering carbides or second-phase particles [52, 92]. A viable
mechanism for such embrittlement is hydrogen-induced decohesion which can
account for both the macroscopic embrittlement and the microstructural ob-
servations of decohering carbides. Most continuum models of such hydrogen-
induced decohesion, however, assume that material failure occurs when a
critical hydrogen concentration is attained locally [73, 93], although this cri-
terion that is not based on any well accepted physics nor is it justified on
the basis of experimental evidence. Accordingly, we propose here a model of
hydrogen-induced intergranular failure in which failure initiates by decohe-
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sion at grain-boundary carbide particles with the intensity of the failure event
depending on the local stress and hydrogen accumulation associated with a
dislocation pile-up at the matrix-carbide interface. Specifically, we employ
a weakest-link statistical modeling approach based on Lin et al.’s [94] sta-
tistical adaptation of the RKR model for brittle fracture in steels [95]. An
important input to this weakest-link modeling scheme is the population of
such carbide particles within the microstructure with their distribution of
differing strengths. The strength of the carbides is inversely related to their
size and directly related to the effective fracture work [96]; however, this is
critically modulated by the presence of hydrogen in the carbide/matrix inter-
face associated with dislocation pile-ups there. The effective fracture work
is estimated from the sum of the reversible work of fracture and the plastic
work, following the approach of McMahon et al. [97]. The reversible work
of fracture is strongly affected by the presence of hydrogen solutes, in accor-
dance with the thermodynamic model of decohesion of Hirth and Rice [11].
The plastic work for intergranular fracture, which may be a large fraction
of the effective fracture work, is assumed to be a function of the reversible
work of fracture, following the proposition of Jokl et al. [98]. We use this
statistical micro-mechanical approach to predict the degradation in fracture
strength in a high-strength low alloy steel as a function of hydrogen concen-
tration, where the concentrations are specified with some precision by using
thermal precharging methods in hydrogen gas, accurately applying thermo-
dynamic relationships for hydrogen content and distribution, and accounting
for hydrogen content transients due to time-varying hydrogen gas pressure
and temperature. The key features of our approach are the development
of a comprehensive statistical micro-mechanical yet physics-based model, we
identify a new rate-limiting step in micro-mechanistic events that lead to in-
tergranular fracture in the presence of hydrogen, and we use computational
modeling to predict the concentration of trapped hydrogen as a function of
history. We believe that this methodology could form the basis for an efficient
hydrogen-induced fracture prognosis procedure [99] to monitor evolution of
damage and the onset of fracture instability for components subjected to
exposure from hydrogen gas.
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C Mn P S Si Cu Ni
0.41 0.75 0.012 0.007 0.22 0.16 1.71
Cr Mo Al V N Nb Sn Fe
0.82 0.21 0.027 0.003 0.0062 0.001 0.007 bal
Table 4.1: Chemical composition, by weight percent (wt. %), of AISI 4340
steel.
4.2 Experimental and numerical procedures
An air-melted, low alloy, high-strength AISI 4340 steel, of the composition
listed in Table 4.1, was used for the experiments. The steel was austenitized
at 870 ◦C for 1 hr, oil quenched, and tempered at 200 ◦C for 2 hr to an RC
hardness of 53. Experiments were performed on single- and double-notched
bend speciments and dog-bone tension specimens with a 25.4 mm gauge
length.
Samples to be thermally precharged in hydrogen gas were first electro-
plated for 30 min at 43 ◦C with 0.43 A current to create a 4-10 µm-thick
copper layer which acts to insulate and minimize hydrogen loss at room tem-
perature, and then baked in vacuo at 150 ◦C for 24 hr to remove any hydrogen
that was introduced during electroplating. Subsequent thermal precharging
in hydrogen gas was conducted in an autoclave at 100 ◦C for a duration of
two weeks under four different pressures: 138, 69, 34.5 and 6.9 MPa. By
thermal precharging the samples, we can use thermodynamic relationships
to calculate hydrogen content and distribution in the material. For example,
the concentration of hydrogen in the lattice, CL, can be readily calculated
from Sievert’s law (i.e., CL = K
√
f , where K and f are solubility and fu-
gacity, respectively), since the hydrogen fugacity is easily determined from
measured pressure. The concentration of hydrogen in trap sites can also
be calculated, provided the trap binding energies and trap site densities are
known.
For the 4340 steel in this study, trap binding energies were determined
using thermal desorption analysis (TDA) [88]. Specifically, hydrogen was
dissolved into small cubes of the 4340 steel of dimension 25 mm by 13 mm
by 6.3 mm by exposing the steel to hydrogen gas at 97 MPa and 85 ◦C for
210 hr. Hydrogen-charged cubes were then individually inserted into a gas
chromatograph-type TDA instrument, and each cube was heated at a con-
stant rate of 50 ◦C/hr, 100 ◦C/hr, or 200 ◦C/hr (up to 600 ◦C) to evolve
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Figure 4.1: Desorption spectra of hydrogen from AISI 4340 steel.
hydrogen in a controlled manner. Similar TDA analyses were conducted
on cubes of non-charged steel of dimension 25 mm by 13 mm by 13 mm.
Data from the TDA analyses, referred to as desorption spectra, are typi-
cally plotted as hydrogen desorption intensity, usually measure in A, plotted
against temperature and display distinct peaks, which are associated with
specific energy levels in which the desorbing species resides in the steel. The
desorption intensity, shown in Figure 4.1 for hydrogen-charged samples and
nominally hydrogen-free samples, are often converted to a mass rate of hy-
drogen evolving from the sample, by using a calibration factor specific to
each TDA machine.
A binding energy can be calculated for each trap site by applying a model
of the hydrogen evolution process to the set of desorption spectra produced
at different heating rates [100]. At the end of the two-week hydrogen charg-
ing period, hydrogen residing at normal interstitial lattice sites was assumed
to be in equilibrium with hydrogen gas as dictated by Sievert’s law, and
consequently the hydrogen concentration was uniform in the specimens. The
associated occupancy of the trapping sites was calculated by Oriani’s the-
ory [38].
Because of the high mobility of hydrogen solute atoms in BCC steel and
the inability of the thin copper surface layer to function as a perfect insula-
tor, hydrogen outgassed from the specimens during the gradual cooling from
the charging temperature in the autoclave and after removal from the auto-
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Figure 4.2: Schematic of single edge-notched bend specimens, with the defi-
nition of the nominal stress σnom .
clave. Finite element simulation of the outgassing process was performed to
determine the remnant hydrogen concentration in both lattice and trapping
sites as a function of gas pressure and temperature history in order to de-
termine this hydrogen concentration just prior to loading of each specimen.
The details of the outgassing calculations are stated in Appendix D.
During loading of the specimens, internal hydrogen redistribution was dic-
tated by chemical potential gradients qualified by hydrostatic stress gradients
and changing demands for trapping, as dislocation traps were generated by
plastic straining. The calculated local hydrogen concentrations were used to
determine the cohesive strength of the carbide/matrix interface.
One set of hydrogen-charged single edge notch bend specimens was in-
tentionally outgassed for 18 days at room temperature prior to mechanical
testing. The purpose of these tests was to allow hydrogen to desorb from
lattice sites and low-binding energy trapping sites in order to assess the hy-
drogen population that governs fracture strength. Mechanical testing was
performed under displacement control on an automated servo-hydraulic test-
ing machine within 2-3 days of charging, in an attempt to minimize hydrogen
loss. Constitutive behavior was obtained from the uniaxial tensile tests.
Nominal fracture strength values were determined from the single edge-
notched bend tests as a function of hydrogen concentration and notch radius.
Fracture strength values were computed in terms of the maximum bending
stress, σnom = 6Fz/Ba
2 where B is the thickness, F is the applied force,
z is the moment arm, and a is the uncracked ligament, Figure 4.2. The
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Figure 4.3: Prior austenite grains of 4340 steel are revealed by picral etch-
ing [101]. The black bar is 20 µm.
double-notched specimens were tested in the 138 MPa hydrogen charged and
non-charged states in four-point bending to identify the critical local frac-
ture events. Because both notches experience the same bending moment, in
principle both should fail simultaneously; however, one notch invariably fails
leaving the other “frozen” at the incipient moment of fracture. By exam-
ining the microstructure in the vicinity of the root of the unbroken notch,
it is generally possible to identify local, precursor microscopic events prior
to fracture, for example, failed particle interfaces or microcracked grains. It
is also possible to discern whether the fracture events are locally stress- or
strain-controlled. Extremely slow loading rates were used to allow for inter-
nal hydrogen redistribution during testing; specifically, the bend tests were
conducted at a displacement rate of 0.1 µm/sec, the uniaxial tensile tests
at 0.5 µm/sec. Microstructures were examined with optical and scanning
electron microscopy (SEM), using quantitative metallography to measure
prior austenite grain size (d) and carbide size (l) distributions; in addition,
energy dispersive x-ray analysis was employed to discern inclusion and grain-
boundary compositions. Two separate etchants were used: 2% Nital solution
applied for 3 s to image the matrix (martensite/carbide) microstructure, and
a picral solution applied at 70 ◦C for 90 s to reveal the prior austenite grain
size. Corresponding fractography was performing using scanning electron
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Figure 4.4: Distribution of prior austenite grain size in 4340 steel; the mean
grain size is 10.1 µm.
microscopy operating in the secondary electron mode.
4.3 Microstructural and mechanical test
results
X-ray diffraction and SEM imaging studies indicated that no significant mi-
crostructural changes occurred with hydrogen charging. The prior austenite
grains, revealed by picral etching in Figure 4.3, had an average size of 10.1 ±
4.2 µm; the distribution of prior austenite grain sizes is shown in Figure 4.4.
The needle-like grain-boundary carbides, with a mean length of 0.61 ± 0.36
µm are shown in Figure 4.5; the carbide size distribution is shown in Fig-
ure 4.6. A small fraction of largely MnS inclusions (sized 1-10 µm) was also
sparsely distributed throughout the matrix.
The TDA method applied to both hydrogen-charged and non-charged
steel revealed three trap sites with associated activation energies for des-
orption equal to 25, 55, and 79 kJ/mole [88]. Given that the activation
energy for hydrogen diffusion in iron and martensitic steel is approximately
7 kJ/mole [86], the trap binding energies can be estimated as 18, 48, and
72 kJ/mol, from the activation energies for desorption. Based on references
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Figure 4.5: Grain boundary carbides 4340 steel are revealed by Nital etch-
ing [101]. The black bar is 10 µm.
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Figure 4.6: Distribution of carbide size in 4340 steel.
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Figure 4.7: Variation in the normalized nominal bending stress at fracture
with hydrogen concentration in the specimen upon the initiation of loading.
Loading was performed at a displacement rate of u˙ = 0.1 µm/s. The nominal
bending stress σnom is the maximum bending stress in a straight beam of
height equal to the uncracked ligament a. The yield stress in uniaxial tension
is σ0 = 1490 MPa. Samples that were intentionally outgassed for 18 days are
denoted by triangular symbols.
that summarize binding energies for various trap sites [52, 102], we associate
the trap site having a binding energy of 18 kJ/mole with dislocations, the
trap site with binding energy of 48 kJ/mole with grain boundaries, and the
trap site with binding energy of 72 kJ/mole with carbide/matrix interfaces.
Uniaxial tensile test results for the non-charged and hydrogen-charged
conditions revealed yield and tensile strengths in the non-charged steel of,
respectively, 1490 and 1760 MPa. The constitutive behavior remained es-
sentially unchanged with hydrogen, expect for the fact that with increasing
hydrogen concentration, the samples fractured progressively earlier along the
stress-strain curve. The corresponding variation in fracture strengths with
hydrogen charging conditions, in the form of the nominal four-point bend-
ing strengths, reveals a dramatic reduction in strength (by a factor of 5)
with increasing lattice hydrogen concentration, Figure 4.7. The reduction in
fracture strength was accompanied by a fracture mode change from a ductile
microvoid coalescence fracture in the non-charged steel to brittle intergran-
ular fracture with hydrogen.
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Double-notched bend testing clearly revealed that whereas ductile frac-
ture in the non-charged steel is strain-controlled as the fracture initiated
directly at the notch root where the local strains are highest, the local frac-
ture event for the initiation of brittle fracture in the presence of hydrogen is
stress-controlled as the fracture initiated ahead of the notch root, typically
near the elastic-plastic interface where the local tensile stresses are high-
est. From extensive metallographic examination, microstructurally this local
crack initiation event for hydrogen-induced intergranular fracture appeared
to be associated with the interface cracking of a needle-like grain-boundary
carbide [101].
The plot of fracture strength versus lattice hydrogen concentration in Fig-
ure 4.7 includes results for the two single edge notch bend specimens that were
intentionally outgassed for 18 days at room temperature prior to mechanical
testing. As observed in the plot, the fracture strength of these outgassed
specimens was nearly equal to the strength of the non-charged specimens.
Finite element simulation of the 18-day outgassing process (Appendix D)
demonstrated that hydrogen completely desorbed from both lattice sites and
the trap site having the lowest binding energy (18 kJ/mole). Furthermore,
the simulations revealed that the two trap sites with higher binding energies
(48 and 72 kJ/mole) remained saturated with hydrogen (over 99% trap oc-
cupancy). The latter results indicating the propensity for the high-binding
energy trap sites to retain hydrogen are supported by TDA results from the
non-charged steel. These TDA spectra showed that the non-charged steel
had significant amounts of hydrogen residing in the two high-binding energy
trap sites. The collective results from tests on the intentionally outgassed
single edge notch bend specimens and calculations of the outgassing process
indicate the relative importance of hydrogen in the lattice and low-binding
energy sites versus hydrogen in the high-binding energy sites. In particular,
fracture in the hydrogen-charged steel is not governed by the high-binding
energy trap sites but rather the lattice sites and low-binding energy trap
sites.
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4.4 Theoretical fracture model
With the mechanistic role of hydrogen deemed to be associated with the
transition to a locally stress-controlled, brittle intergranular fracture, which
is initiated by an interface crack in a grain-boundary carbide ahead of the
notch tip, we can now construct a statistically-based micromechanical model
for this process. The carbide particles are thus considered to be subject to
cracking/decohesion along the particle-matrix interface, an event affected by
the hydrogen concentration there which is considered to reduce cohesion,
and the resultant cracks treated as non-interacting flaws capable of propa-
gating unstably. Akin to cleavage fracture in steel [94], we apply a weakest-
link statistical approach. Weakest-link statistics are thoroughly presented in
Chapter 5, and are briefly reviewed here.
Weakest-link statistics dictate that the microstructure ahead of the notch
tip be divided into volume elements of the material of size dV , that are
subject to a constant stress σ; each of these elements has an elemental or
local failure probability, dφ, given by:
dφ = dV N
∫ σ
0
g (S) dS, (4.1)
where N is the fraction of the number of particles per unit volume that
participate in the decohesion process and the integral
∫ σ
0
g (S) dS denotes
the fraction of particles with strength S less than σ (as dictated by the
Poisson postulate). The total failure probability of the entire structure, Φ,
can then be estimated by noting that the total survival probability (1 − Φ)
is given by the product of all the elemental survival probabilities:
1− Φ =
∏
(1− dφ) = exp
[
−N
∫ V
0
∫ σ
0
g (S) dSdV
]
(4.2)
where σ denotes a single component (e.g., maximum principal stress) of the
local stress tensor σij. For a sample loaded under plane-strain conditions,
the volume dV of an element can be considered as [94]:
dV = 2b
∫ pi
0
rdrdθ (4.3)
where b relates to the width of the sample and (r, θ) are polar coordinates
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centered at the notch tip.
The fracture strength measurements on single edge notch bend speci-
mens that were hydrogen charged then intentionally outgassed coupled with
calculations of the outgassing process, indicate that fracture in the hydrogen-
charged steel is not governed by the high-binding energy trap sites, which
are assumed to be grain boundaries and carbide/matrix interfaces, but rather
the lattice sites and low-binding energy trap sites, which are assumed to be
dislocations. Furthermore, as discussed in the next section, the grain bound-
aries and carbides were fully saturated with hydrogen (occupancies greater
than 99%) not only at the beginning of testing but during the entire test
duration for all charged specimens regardless of the hydrogen charging pres-
sure. We therefore conclude that hydrogen residing at the carbide/matrix
interface or at grain boundaries cannot be the responsible rate-limiting step
for the failure event. As shown in Figure 4.7, the failure stress decreases
as the hydrogen concentration increases. Thus, we conclude that failure by
decohesion at the carbide/matrix interface is associated with the low-binding
energy trap site, which are assumed to be dislocations.
The hydrogen population at dislocations varies during loading of the spec-
imen toward failure, as hydrogen redistributes from lattice sites to disloca-
tion traps. In particular, we model that fracture occurs by the impinge-
ment on the carbide/matrix interface of a dislocation pile-up. The hydrogen
trapped at the dislocations reduces the stress that impedes dislocation mo-
tion, thus increasing the number of dislocations in the pile-up. Also, hydro-
gen trapped at the dislocations reduces the reversible work of decohesion of
the carbide/matrix interface if one considers the interface to be embedded
within the dislocation atmosphere. The reduction of the reversible work of
decohesion is associated with a corresponding reduction of the plastic work
accompanying decohesion. The distribution of strengths S of the particles
can be deduced from the carbide particle size distribution for the 4340 steel
shown in Figure 4.6. Based on the fracture model described in the preceding
paragraph, we deduce the distribution of strength S of the particles from the
distribution of carbide size l, through the Smith model [103],
l
d
S2 + τ 2eff
[
1 +
4
pi
τ0
τeff
√
l
d
]2
=
4Eγeff
pi (1− ν2) d, (4.4)
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Figure 4.8: Cumulative carbide distribution using the Smith model. The
stress resisting dislocation motion τ0 is a fraction of the shear modulus µ.
where E is Young’s modulus, ν is Poisson’s ratio, d is the grain-boundary di-
ameter, τ0 is the stress resisting dislocation motion, τeff is an effective stress
equal to the difference between the applied shear stress τY and the stress
τ0, τeff = τY − τ0, and γeff is the effective work of decohesion of the car-
bide/matrix interface which is function of the hydrogen solute atoms carried
by the dislocations.
In the statistical model of Lin et al. [94], brittle failure of a low-strength
ferritic steel was triggered by cracking of grain boundary carbide parti-
cles leading to transgranular cleavage fracture of the adjacent grain, where
the strength of the carbide particles is given by the Griffith model S =√
piEγeff / (1− ν2) l. This failure model, which provided reliable predictions
of the critical stress-intensity factor KIC for failure, was based on an effective
fracture work of γeff = 23 J/m
2. The effective fracture work describes the
elasto-plastic work for fracture that accompanies carbide cracking and the
associated plastic dissipation upon crack propagation, is assumed to also be
γeff = 23 J/m
2 in the absence of hydrogen.
For such an effective fracture work and an applied shear stress τY = σ0/
√
3
= 860 MPa, the cumulative particle strength distribution in the absence of
hydrogen, can be deduced from the particle size distribution in Figure 4.6
using equation (4.4), and is shown in Figure 4.8. As the stress opposing the
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dislocation motion τ0 increases, the estimated strength of the particle/matrix
interface increases. The interface strength increases because increased load
is required to overcome the increased obstacle strength, and to accumulate
enough dislocations in the pile-ups to bring about decohesion at the inter-
face. Thus, much higher stresses are required to debond the particles in the
Griffith model than in the Smith model. We therefore expect that hydro-
gen, by shielding the interaction between dislocations, decreases the obstacle
strength and that this results in a decreased interfacial cohesive strength. In
addition, hydrogen further reduces the strength of the interface by simulta-
neously reducing the effective work of fracture. The present model advocates
a synergistic action of the HELP and decohesion mechanisms in bringing
about material failure.
Hydrogen is considered to reside at either lattice sites or trapping sites at
carbides, grain boundaries, and dislocations. The trapping site occupancies
for carbides, θ
(c)
T , for grain boundaries, θ
(gb)
T , and for dislocations, θ
(d)
T , are
always in equilibrium with the lattice site occupancy θL according to Oriani’s
theory [38]
θ
(j)
T
1− θ(j)T
=
θL
1− θL exp
(
W
(j)
B
RT
)
, (4.5)
where the superscript j denotes any of (c, gb, d), W
(j)
B is the binding energy
of hydrogen to the corresponding traps, R is the gas constant equal to 8.31
J/(mol K), and T is the absolute temperature. The hydrogen concentration
in lattice sites is given by CL = βNLθL, where NL = NA/VM denotes the
number of solvent atoms per unit volume, VM is the molar volume of the host
lattice, NA is Avogadro’s number, and β is the number of interstitial sites
per solvent atom. The hydrogen concentration in trapping sites is calculated
through C
(j)
T = α
(j)N
(j)
T θ
(j)
T , where α
(j) denotes the number of trapping sites
per trap of type (j), andN
(j)
T is the corresponding trap density. The trap den-
sity at dislocation N
(d)
T increases with plastic straining, whereas the carbide
trap density N
(c)
T and grain-boundary trap density N
(gb)
T remain constant.
The hydrogen transport equation accounting for stress-driven diffusion and
trapping at all three trapping sites is described by:
D
Deff
∂CL
∂t
= DCL,ii −
(
DVH
3RT
CLσkk,i
)
,i
−
(∑
j
α(j)θ
(j)
T
∂N
(j)
T
∂εp
)
dεp
dt
(4.6)
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where (),i = ∂ () /∂xi denotes partial differentiation with respect to xi, ∂/∂t
denotes partial differentiation with respect to time, εp is the effective plas-
tic strain, Deff is an effective diffusion coefficient, modified by the effect of
trapping, and is related to the lattice diffusion coefficient D through
D
Deff
= 1 +
∑
j
∂C
(j)
T
∂CL
, (4.7)
and the standard summation convention is implied over a repeated index that
is not enclosed in parentheses. Hydrogen is assumed to affect the reversible
work of decohesion 2γint, which we will also call the ideal work to fracture,
as described by Hirth and Rice’s [11] thermodynamic theory of decohesion.
For the case of fast decohesion, the reversible work of decohesion is
2γint = 2γs − γi − (∆gi −∆gs) Γ
= (2γint)0 − (∆gi −∆gs) Γ (4.8)
where (2γint)0 is the reversible work of decohesion in the absence of hydro-
gen, 2γs and γp are the free surface and carbide/matrix interface energies
in the absence of hydrogen, ∆gi and ∆gs are the Gibbs free energy excesses
when hydrogen is absorbed onto the particle/matrix interface and the free
surface created upon separation, and Γ is the interface coverage by hydrogen
measured in hydrogen solute atoms per unit area. The effective decohesion
work γeff in equation (4.4) is the sum of the reversible work of decohesion
2γint and the plastic work γp accompanying the decohesion initiation event,
γeff = 2γint + γp.
In a study of microcrack propagation, McMahon and Vitek [104] and Jokl
et al. [98] determined the dependence of the plastic work expended upon
microcrack propagation on the reversible work of fracture upon propagation.
The segregation of hydrogen to carbide/matrix interfaces not only reduces
the reversible work of decohesion as dictated by equation 4.8, but also greatly
reduces the attendant plastic work. The sensitivity of the predicted fracture
strength to this relationship between the plastic work and the reversible
work to fracture will be investigated through parametric studies because the
appropriate form for this relation is unknown. Following Jokl et al. [98], we
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adopt the form
γp = A (2γint)
q , (4.9)
where A calibrates the magnitude of the plastic work and q magnifies the
effect of changes in the reversible work to fracture on the plastic work. The
calibration is carried out such that in the absence of hydrogen the reversible
work of decohesion is (2γint)0 and the effective fracture work is equal to 23
J/m2, which represents the magnitude of the reversible work of fracture of
carbide particles in a ferritic steel. In the presence of hydrogen, the effective
work of decohesion decreases to its minimum when the reversible work of
decohesion decreases to its minimum.
The hydrogen atmosphere around carbide particles that causes interfa-
cial decohesion comprises the hydrogen trapped at the carbides, which as
noted above are saturated in our continuum model of trapping, the hydro-
gen deposited by the impinging dislocation pile-up, and the hydrogen in the
surrounding normal interstitial lattice sites. The interaction of the pile-up
and carbide stress fields alters the capability of the interface to accommodate
hydrogen both through the magnitude of the result of this field superposition
and the local distortion of the atomic nature of the interface. Thus, accurate
accounting of the amount of hydrogen around a single carbide particle would
require a micro-mechanical model in which parameters such as modulus and
size of the particle would need to be included. Due to the absence of such a
robust model, we assume here that the occupancy of the interface is equal to
the occupancy of the dislocation trap sites, θ
(d)
T , as furnished by the solution
of equation (4.5). Additionally, we assume that the maximum coverage of
the interface is related to the number of trapping sites per carbide α through
α =
∑
i
pil2i fiΓmax, (4.10)
where fi is the fraction of carbide particles with diameter li. Although ap-
proximate, this approach leads to excellent macroscopic fracture stress pre-
dictions. The interfacial hydrogen coverage Γ is
Γ = ηθ
(d)
T Γmax, (4.11)
where Γmax = 6.17 × 1024 interfacial trapping sites per unit area of car-
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Figure 4.9: Schematic of single edge-notched bend specimens. One-half of
the specimen was modeled.
bide/matrix interface, and η = 0.01, which reflects that not every impingeing
dislocation pileup participates in fracture.
4.5 Modeling results
Cumulative failure probabilities for the entire structure were found by inte-
grating equation (4.2) over the entire modeling domain. At each integration
station of each element in the finite-element discretization, the stress was
determined by the finite-element method, which allowed for the calculation
of the number of particles per unit volume with a strength less than S; the
fraction of particles is given by
∫ σ
0
g (S) dS. Of the total carbide particles per
unit volume, we assume 5% participate in the decohesion process, measured
per unit volume [94]. The applied boundary displacements were incremented
until the failure probability was equal to 90%, that is until Φ = 0.9. The
failure probability was calculated at every increment, allowing us to find the
load when failure was achieved, which was deemed to occur when the failure
probability was equal to one-half, Φ = 0.5.
A schematic of the modeled domain, a single edge notched bend speci-
men, is shown in Figure 4.9. The specimen dimensions were identical to the
experimental test samples. The samples were 101.6 mm long with thickness
B = 6.4 mm, width w = 12.7 mm, uncracked ligament a = 8.47 mm, moment
arm z = 12.7 mm, undeformed notch radius r0 = 0.25 mm and notch angle
θ = 22.5◦; the outer and inner loading spans were, respectively, Lo = 76.2
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Copper layer
Mesh near notch root
Figure 4.10: Detail of the mesh near the notch root region.
mm and Li = 50.8 mm. These specimens were loaded at a displacement rate
u˙ = 0.1 µm/s at point A and point B had no vertical displacement. Due
to symmetry only half the specimen was modeled; the symmetry line ahead
of the notch root was prescribed to have zero shear traction and horizontal
displacement, and was impermeable to hydrogen, meaning there was zero
hydrogen flux across the symmetry boundary. The outer boundary of the
specimen was prescribed to have zero hydrogen concentration, to simulate
testing the specimens in air, and to allow continued hydrogen outgassing
during loading.
The initial hydrogen concentration throughout the domain just before
loading commenced was found by simulating the hydrogen outgassing from
the moment the specimen was taken out from the charging furnace till it was
placed in the loading device. The details for this calculation of the initial
hydrogen concentration are given in Appendix D. For the computations, a
mesh with 5985 elements was used, and sample of the mesh near the notch
root is shown in Figure 4.10. The experimentally measured uniaxial stress-
strain curve was modeled through
σY = σ0
(
1 + E
εp
σ0
) 1
n
, (4.12)
where the yield stress σ0 = 1490 MPa, the Young’s modulus E = 200 GPa,
Poisson’s ratio ν = 0.3, and the strain-hardening exponent n = 7.7, Fig-
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Figure 4.11: Stress-strain relation used to model the AISI 4340 steel.
Decohesion model parameter Reference
γs
(
J/m2
)
1.95 [107]
γi
(
J/m2
)
0.78 [107]
∆hs (kJ/mol) -95.5 [52]
∆hi (kJ/mol) -18 [88]
∆ss (J/mol/K) 15 [12]
∆si (J/mol/K) 25 [12]
∆gs (kJ/mol) -100.0 Calculated at 298 K
∆gi (kJ/mol) -25.5 Calculated at 298 K
Table 4.2: Decohesion model parameters.
ure 4.11. The material was assumed to obey von Mises yielding with the
associated flow rule. The coupling of the hydrogen transport problem with
the material elastoplastic deformation followed the approach documented by
Sofronis and McMeeking [105] and Liang and Sofronis [54]. Unless otherwise
stated, the finite-element calculations were carried out assuming the Kum-
nick and Johnson [87] model for the evolution of the trap density N
(d)
T at
dislocations [82]. The stress resisting dislocation motion in the Smith model
of equation (4.4) is τ0 = 76.9 MPa. For BCC materials, the stress opposing
dislocation motion is generally considered to be between 10−3 to 10−6 times
the shear modulus [106], and the shear modulus of AISI 4340 is µ = 76.9
GPa.
For the relationship between plastic work and reversible work for decohe-
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Parameter Value Reference
VH (m
3/mol) 2.0× 10−6 [52]
VM (m
3/mol) 7.11× 10−6 [76]
NL (atoms/m
3) 8.46× 1028 NL = VM/NA
α(gb), α(d) 1.0 Model assumption
α(c) 9.1× 1011 Model assumption
β 1.0 BCC lattice
a (m) 2.8865× 10−10 [76]
N
(d)
T (1/m
3) 8.5× 1020 [87]
N
(gb)
T (1/m
3) 1021 [52]
N
(c)
T (1/m
3) 5.5× 1011 Current work
Table 4.3: Material data for AISI 4340 stainless steel.
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Figure 4.12: Results of the finite element computations showing contour plots
at the moment of specimen failure of interface strength σ1/σ0. The initial
lattice concentration is 1.0 appm.
sion, A = 0.0216 and q = 6 in equation (4.8). The specimens were loaded at
a displacement rate of u˙ = 0.1 µm/s. The assumed values for A and q yield a
nonlinear curve similar to that proposed by Jokl et al. [98]. The values of the
material parameters that were used to describe hydrogen-induced decohesion
through equation (4.8) are listed in Table 4.2. The values for the rest of the
material parameters are listed in Table 4.3. Since loading of the specimens
was carried out at room temperature, the diffusion coefficient through normal
interstitial lattice sites was taken to be D = 1.5× 10−8 m2/s [86].
Figures 4.12–4.15 show contour plots at the moment of specimen fail-
ure of the maximum principal stress σ1 that represents the strength of the
particle/matrix interface, Figure 4.12, the effective stress that is responsible
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Figure 4.13: Results of the finite element computations showing contour plots
at the moment of specimen failure of effective stress σe/σ0. The initial lattice
concentration is 1.0 appm.
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Figure 4.14: Results of the finite element computations showing contour plots
at the moment of specimen failure of occupancy of sites for hydrogen trapped
at dislocations θT . The initial lattice concentration is 1.0 appm.
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Figure 4.15: Results of the finite element computations showing contour plots
at the moment of specimen failure of the fraction of debonded interfaces∫ σ
0
g (S) dS. The initial lattice concentration is 1.0 appm.
for the pile-up formation and thereby affects the magnitude of the parti-
cle/matrix interface strength as dictated by the Smith model, Figure 4.13,
the occupancy of the sites for hydrogen trapped at dislocations, Figure 4.14,
and the fraction of debonded interfaces, Figure 4.15; the initial hydrogen
concentration in lattice sites throughout the specimen before loading was
1.0× 10−6 hydrogen atoms per metal solvent atom, equivalent to 1.0 atomic
part per million (appm). By comparing Figures 4.13–4.15, the importance of
the effective stress in configuring the interfacial strength is readily apparent,
as the contours of the fraction of failed interfaces follow the effective stress
even though the distribution of hydrogen trapped at dislocations is maxi-
mum near the notch root, where the maximum of the effective plastic strain
occurs.
We emphasize that the fraction of failed interfaces is a result of a complex
interaction between the reduction in fracture strength brought about by the
trapped hydrogen, the decohesion caused by the principal normal stress, and
the effective shear stress acting on dislocations and piling them up against
carbides. This complex interaction can be recognized by the facts that the
maximum principal stress responsible for opening up the interface attains
its peak at the notch root (Figure 4.12), as does the Mises equivalent stress
which indicates the extent of plastic deformation (Figure 4.13), yet there
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Figure 4.16: Model predictions of fracture strength.
is a substantial combined effect between the effective stress and hydrogen
reducing the interfacial strength that results in a widespread zone of failed
particles (Figure 4.15). According to the present model of fracture, it is the
location of hydrogen that controls the fracture event rather than the sum
total of hydrogen located far from the fracture site.
Figure 4.16 shows the final model predictions for the fracture strength
measured in terms of the normalized nominal bending stress σnom/σ0 as a
function of the initial concentration of hydrogen residing in lattice sites, mea-
sured in appm. These predictions were calculated with the stress opposing
the dislocation motion taken to be equal to 0.001µ = 76.9 MPa, where µ is
the shear modulus. Superposed on the figure are also the experimental data
obtained at a crosshead displacement of 0.1 µm/s. It is apparent that the
model successfully predicts the hydrogen effect on fracture, specifically in
terms of the degradation in fracture strength with hydrogen concentration.
4.5.1 Stress resisting dislocation motion
We have considered our assumptions of several of the model assumptions.
First we consider the stress resisting dislocation motion in the Smith model
of equation (4.4). Figure 4.17 shows model predictions for three different val-
ues of the stress τ0 opposing the dislocation motion at 50% failure probability
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Figure 4.17: Model predictions of the fracture strength plotted against the
initial hydrogen concentration for three values of τ0, the stress resisting dis-
location motion.
and loading rate u˙ = 0.1 µm/s. The model prediction for τ0 = 76.9 MPa is
the same as the prediction shown in Figure 4.16. As the stress τ0 opposing
the dislocation motion decreases, so does the nominal fracture strength σnom
of the specimen. The effect though is rather small for obstacle strengths less
than 200 MPa, i.e., less than 0.26% of the shear modulus. Such magnitudes
of dislocation resistance are representative only of the dislocation lattice fric-
tion stress in a BCC lattice and not of obstacles such as dislocation cell
structure or precipitates. With respect to Figure 4.17, it could be argued
that any hydrogen effect on reducing the lattice resistance to dislocation mo-
tion is not related to any effect on the macroscopic fracture strength. This
observation though should not be confused with the shielding mechanism
underlying the HELP model for hydrogen embrittlement which is associated
with hydrogen-induced reductions of dislocation-obstacle strengths of the or-
der of at least 5% of the shear modulus. Such large reductions derive from
the hydrogen-induced shielding of the long-range stress fields of microstruc-
tural singularities such as dislocations or carbon interstitials. If we consider
that τ0 = 76.9 MPa provides the best fit between model predictions and ex-
perimental data (Figure 4.16) and that the macroscopic obstacle strength is
of the order of the yield strength, i.e., 1490 MPa, then we may deduce from
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Figure 4.18: Model predictions of the fracture strength plotted against the
initial hydrogen concentration for three values of u˙, the loading rate.
these two values that the hydrogen-induced shielding in the present system
is about 1.8% of the shear modulus. We emphasize that such estimates of
shielding are an upper bound to any actual shielding as the present Smith
model for fracture also predicts the fracture strength on the basis of the hy-
drogen effect on interfacial cohesion reduction, and not on shielding alone
through τ0. In summary, the present model is compatible, at minimum qual-
itatively, with a mechanism of embrittlement in which hydrogen effects on
plasticity and decohesion are acting in concert.
4.5.2 Displacement rate
Figure 4.18 shows model predictions at 50% failure probability as a function
of the displacement rate u˙ imposed on the single edge-notch specimen, with
the stress opposing dislocation motion set τ0 = 76.9 MPa. Comparing the
model predictions at rates of 0.01, 0.1 and 1.0 µm/s, the model predicts a
smaller fracture strength at lower loading rate. This is in agreement with
our understanding that hydrogen-induced fracture is diffusion-controlled. In
other words, more hydrogen becomes available by internal redistribution to
the fracture initiation sites at slower loading rates than at faster loading
rates.
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Figure 4.19: The trap density plotted against the effective plastic strain for
the dislocation and Kumnick and Johnson trapping models.
4.5.3 Dislocation trap density
Figure 4.19 shows a comparison of the dislocation trap density as a function
of the plastic strain according to the work of Kumnick and Johnson [87] and
the trapping model suggested by Sofronis et al. [53]. Kumnick and Johnson,
who identified trapping with dislocation debris, calculated the trap density
in iron using permeation measurements with deformed iron membranes. In
the model of Sofronis et al., a hydrogen atom is trapped per atomic plane
threaded by a dislocation. Lufrano et al. [75] maintain that this assumption
is consistent with the experimental work of Thomas [78]. Thus, the trap
density is expressed as a function of the dislocation density ρ and the lattice
parameter a, that is, the dislocation density is N
(d)
T =
√
2ρ/a. For the
dislocation density in line length per cubic meter, it was assumed that
ρ =
{
ρ0 + γε
p for εp < 0.5
1016 for εp ≥ 0.5 , (4.13)
where εp is the effective plastic strain, ρ0 = 10
10 line length/m3 denotes the
dislocation density for the annealed material, and γ = 2×1016 line length per
cubic meter [108]. We conclude from Figure 4.19 that the dislocation model
yields trap densities that are three orders of magnitude larger than those of
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Figure 4.20: Model predictions of the fracture strength plotted against the
initial hydrogen concentration for the dislocation and Kumnick and Johnson
trapping models.
the Kumnick and Johnson model. For both models, we took the binding
energy equal to 18 kJ/mole, as furnished by thermal desorption data [88] for
the specific samples that we tested. However, from Figure 4.20, it is apparent
that the model predictions are not sensitive to the trapping model because
there is no difference in the normalized failure stress associated either with
the dislocation model (larger trap density) or with the Kumnick and Johnson
model. The lack of sensitivity of the fracture results to the trap densities that
are so disparate derives from the fact that the hydrogen-induced decohesion
relates to the occupancy of the traps, θ
(d)
T , according to equation (4.11). The
trap occupancies are very similar because the binding energy was taken equal
to 18 kJ/mole in both models.
4.5.4 Relationship between the reversible work and
plastic work for decohesion
Equation (4.9) is a fundamental relationship of the model that character-
izes quantitatively the plastic work expended upon decohesion as function of
the corresponding reversible work. Analyzing the competition between the
concurrent process of dislocation emission from a crack tip with and crack
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Figure 4.21: Model predictions of the fracture strength plotted against the
initial hydrogen concentration for two models of the relation between the
reversible work for decohesion and the attendant plastic work.
propagation by atomic bond breaking, Jokl et al. [98] determined the plastic
work for decohesion as a nonlinear function of the reversible work required
for bond breaking for a model material system. In view of the fact that ex-
perimental data for AISI 4340 steel are lacking, we explored the dependence
of the model predictions on the two parameters A and q of the model equa-
tion (4.9). We compared the model predictions at which the experimental
results are matched well (A = 0.0216, q = 6) with the predictions of a model
(A = 2.042, q = 2) in which the plastic work is not strongly dependent on
the reversible work of fracture. Figure 4.21 shows clearly that when this de-
cline is more precipitous, the macroscopic fracture stress decreases because
a smaller load is required as the required plastic dissipation accompanying
decohesion reduces.
4.6 Discussion
This work has identified the basic microscopic mechanisms that precede the
critical fracture event and their relationship to the characteristic features of
the microstructure, has quantified the concentration of hydrogen throughout
the process from charging to mechanical testing both as interstitial lattice
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and trapped hydrogen, has computed the effect of such hydrogen on the re-
versible work of fracture and hence the effective fracture energy, has presented
a statistical micro-mechanistic model of hydrogen-assisted fracture, and has
used this model to quantitatively and accurately predict the experimentally
measured degradation in fracture strength with increasing hydrogen concen-
tration in a AISI 4340 high-strength steel. The statistical approach is impor-
tant as it provides the link between the statistical distribution of microstruc-
tural features, such as the size distribution of the grain-boundary carbides,
the local probability of their failure, and the development of macroscopic
fracture. Moreover, from a mechanistic perspective, the analysis predicts a
surprising effect. In the presence of hydrogen, the locally stress-controlled
fracture process can be modeled as the result of three major sequential mi-
croscopic events: (i) a dislocation pile-up against a grain-boundary carbide,
leading to (ii) interface failure (or cracking) of the carbide, which in turn
promotes (iii) decohesion along the grain boundary and hence intergranu-
lar fracture. All three events are potentially accelerated by the presence
of hydrogen: the dislocation pile-up by hydrogen-enhanced local plasticity
(HELP) and the carbide/matrix interface and grain-boundary separations
by hydrogen-induced decohesion. However, as the grain boundaries and car-
bides remain fully saturated with hydrogen throughout loading regardless of
the initial hydrogen content, they cannot be rate-determining and directly
account for the observed degradation in fracture strength with internal hy-
drogen concentration. Accordingly, we conclude that the critical event in
causing hydrogen-induced intergranular fracture is associated with the low-
est binding energy trap site, which we associate with dislocations, whose
hydrogen population varies during loading of the specimen toward failure.
As noted, hydrogen trapped at the dislocations reduces their repulsive inter-
actions [27, 33], increases the number of dislocations in the pile-up thereby
intensifying the stress generated when it impinges on the carbide/matrix
interface, and in turn deposits hydrogen directly into the interface, reduc-
ing the reversible work of decohesion there as it becomes embedded in the
dislocation atmosphere.
This model presents a synergistic interaction between the HELP and
decohesion mechanisms of hydrogen embrittlement in the development of
hydrogen-induced intergranular fracture. Finally, we note that as appro-
priate metallic materials that are immune to hydrogen embrittlement are
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unlikely to be found, the use of structures and components in the presence
of hydrogen must involve the use of fracture control plans where damage is
monitored or predicted throughout life, akin to the control of fatigue failures
using stress-life and/or damage-tolerant methodologies in aircraft structures.
As our analysis presents a means to accurately compute the dissolved hydro-
gen concentration as a function of the history of our samples, and the model
itself provides an accurate quantitative description of how this internal hydro-
gen concentration affects the stress to cause fracture of these samples under
mechanical loading, we believe that our approach can form the basis for an
efficient prognosis procedure to assess the evolution of damage and predict
the onset of macroscopic fracture in structures and components subjected to
the presence of hydrogen.
4.7 Conclusions
A physical-based statistical micro-mechanical model has been presented for
the intergranular embrittlement of a high-strength low alloy steel due to the
presence of dissolved hydrogen. The model is formulated on a quantita-
tive mechanics description of how hydrogen affects the local stress-controlled
fracture events, which are related in statistical terms to the characteristic
features of the microstructure and to computations of the internal intersti-
tial and trapped hydrogen concentration from charging to mechanical test-
ing. We find that the critical role of hydrogen is associated with the motion
of dislocations (the lowest binding energy hydrogen trap site), specifically in
promoting pile-ups against grain-boundary carbides and enhancing the stress
there to cause carbide/matrix interfacial and grain-boundary decohesion, a
model that represents a synergistic interplay of the HELP and decohesion
mechanisms for hydrogen-assisted fracture. The model provides an accu-
rate quantitative prediction of the experimentally measured degradation in
fracture stress with increasing internal hydrogen concentration, and as such
can be used as a basis for prognosis for the potential failure of structural
components in the presence of hydrogen.
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Chapter 5
Modeling intergranular fracture driven by
failure of carbides in cracked steel specimens
5.1 Introduction
Hydrogen embrittlement is often characterized by intergranular fracture in
steels of fairly high strength. In such steels, which have been quenched from
austenite and tempered, cracking takes place along prior austenitic grain
boundaries [91, 92], where crack nucleation occurs at decohering carbides
or second-phase particles [52, 92]. Hydrogen induced decohesion is a viable
mechanism of embrittlement [2, 8] that may account for both the macroscopic
embrittlement and the microstructural observations of decohering carbides.
However, most continuum models of hydrogen induced decohesion assume
that material failure occurs when a critical hydrogen concentration is attained
locally; a criterion that is not based on any well understood physics nor is
it justified on the basis of experimental evidence. We propose, instead, a
model based on weakest link statistics, based on work by Lin et al. [94, 109],
where the failure of each carbide particle is considered to be an independent
event, dependent only on the local hydrogen concentration and stress. The
weakest link model postulates a distribution of carbide particles of different
strengths, strengths which are modulated by the presence of hydrogen, and
which are inversely related to the size of the particles, and directly related
to the effective fracture work [96]. Depending on the critical fracture event,
the effective fracture work is considered to be some combination of the ideal
work to fracture and the plastic work [97]. The ideal work to fracture is
strongly affected by the presence of hydrogen solutes, in accordance with
the thermodynamic model of decohesion of Hirth and Rice [11]. The plastic
work for intergranular fracture, which may be a large fraction of the effective
fracture work, is assumed to be a function of the ideal work to fracture,
following the model of Jokl et al. [98]
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Crack tip
r
θ
Figure 5.1: Schematic of the definitions of distance r and angle θ around the
crack tip.
5.2 Statistical Fracture
In the present model, particles are considered subject to cracking and the
resultant cracks are treated as non-interacting flaws capable of propagating
unstably. Weakest link statistics are thus deemed applicable. Weakest link
statistics dictate that volume elements dV of the material subject to stress
have a failure probability
dφ = 1− exp
[
−NdV
∫ σ
0
g (S) dS
]
(5.1)
and that the total failure probability is
Φ = 1− exp
[
−N
∫ V
0
∫ σ
0
g (S) dSdV
]
(5.2)
where
∫ σ
0
g (S) dS fraction of particles with strength less than the stress σ,
where σ denotes a single component of the full three dimensional stress tensor
σij, in which the subscripts denote standard indicial notation, and N is the is
the number of particles per unit volume participating in the fracture process.
The total survival probability is merely 1−Φ. The volume dV of an element
is given by
dV = 2b
∫ pi
0
rdrdθ (5.3)
where b is a characteristic sampling dimension describing the distance be-
tween failure events along the crack front [94]. The radius r denotes the
distance from the crack tip, and the angle θ is measured counterclockwise
from the symmetry line extending ahead of the crack tip, as demonstrated
in Figure 5.1.
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Figure 5.2: Schematic of possible failure modes: (a) carbide cracking (b) car-
bide decohesion (c) carbide decohesion accompanied by plastic deformation
(d) carbide decohesion causing grain boundary failure with plastic deforma-
tion.
5.2.1 Failure models
Failure may be deemed to occur through cracking of carbide particles lo-
cated on grain boundaries causing transgranular cleavage of the adjacent
grain [94]; this failure model is used to replicate previous work and in do-
ing so, the effective fracture work γeff must be the same as in the work
of Lin et al. [94, 109, 110]; the effective fracture work was determined from
experiment [111]. In the current work, we envisage the following failure mod-
els, which are represented graphically by the schematics in Figure 5.2: (i)
failure is deemed to occur through carbide cracking alone, so the effective
fracture work is the reversible work of fracture (2γint) of opening an interface
in a carbide particle, (ii) failure is deemed to occur through carbide deco-
hesion without accompanying plasticity so the effective fracture work is the
reversible work of fracture of opening an interface between the carbide parti-
cle and the matrix material, (iii) failure is deemed to occur through carbide
decohesion with accompanying plasticity so the effective fracture work is the
reversible work of fracture plus additional plastic work, (iv) failure is deemed
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to occur through carbide cracking causing grain boundary cracking with ac-
companying plasticity so the effective fracture is the sum of the reversible
work of fracture to cause carbide cracking and grain boundary cracking, and
accompanying plastic work.
5.2.2 Particle strength distribution
A carbide particle with a given diameter l has a strength S which can be
determined through the Griffith theory of fracture, assuming the carbide
particle is spheroidal and contains a penny-shaped crack [96]
S =
√
4piEγeff
(1− ν2) l (5.4)
where E is the Young’s modulus, ν is Poisson’s ratio, and γeff , the effective
fracture work, depends on the hydrogen concentration. In any steel, there is
a distribution of carbide particle sizes, and consequently a distribution of car-
bide particle strengths. A convenient expression to describe the distribution
of carbide particle strengths is the three parameter Weibull distribution,∫ σ
0
g (S) dS =
(
σ − Su
S0
)m
(5.5)
where Su is the strength of the weakest particle, S0 is a scaling factor, m is
a shape factor. There is no contribution to the fraction of broken particles
for stresses σ smaller than the strength of the weakest particle Su; there
is level of stress which is not large enough to cause any particle to fail.
A Weibull distribution of this form will have more high strength particles
for larger m, while m = 1 results in a linear cumulative particle strength
distribution, implying that the distribution of particle sizes is constant. The
Weibull distribution is used so analytical formulae for the failure loads can
be found. The effect of the Weibull approximation on the predicted fracture
toughness will be considered by determining the fracture toughness using the
particle strength found from the particle size through the Griffith relation,
equation (5.4).
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5.2.3 Hydrogen effects
Hydrogen is assumed to be in equilibrium with the local hydrostatic stress
σkk and the number of traps [31]. The lattice occupancy θL is determined
by the initial lattice occupancy θ0L in the unstressed lattice, the hydrostatic
stress, and the partial molar volume of hydrogen in solution VH through
Oriani’s theory [38] such that
θL
1− θL =
θ0L
1− θ0L
exp
(
σkkVH
3RT
)
, (5.6)
where R is the gas constant equal to 8.31 J/(mol K) and T is the absolute
temperature. The trap occupancy θT is determined similarly from the lattice
occupancy through
θT
1− θT =
θL
1− θL exp
(
−WB
RT
)
, (5.7)
where WB is the binding energy of hydrogen to the traps. For hydrogen
trapped at carbides, the binding energy is equal to the heat of adsorption
of hydrogen onto a carbide-matrix interface. Hydrogen is assumed to affect
the ideal work of fracture 2γint (also called the reversible work to fracture)
through the Rice-Hirth relation [11]
2γint = 2γs − γi − (∆gi −∆gs) Γ
= (2γint)0 − (∆gi −∆gs) Γ, (5.8)
where (2γint)0 is the ideal work to fracture of the carbide-matrix interface in
the absence of hydrogen, ∆gi and ∆gs are the Gibbs free energy excesses of
hydrogen adsorbing to the carbide-matrix interface and to the free surface,
respectively, and Γ is the interface coverage by hydrogen. A similar expres-
sion is used to express the effect of hydrogen on the grain boundary; then
∆gi represents the Gibbs free energy excess of hydrogen adsorption on to the
grain boundary. The Gibbs free energy excesses are calculated in general by
∆g = ∆h− T∆s.
The effective fracture work in equation (5.4) is the sum of the reversible
work of fracture (2γint) and the plastic work γp. The plastic work itself is
dependent on the reversible work to fracture [98, 104]. The segregation of
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hydrogen to carbide interfaces or to grain boundaries not only reduces the
reversible work of fracture, but also, through the relation between the re-
versible work to fracture and the plastic work, greatly reduces the plastic
work. The sensitivity of the predicted fracture toughness to the relation be-
tween the plastic work and the reversible work to fracture will be investigated
because the appropriate form for this relation is unknown. We will adopt a
form adapted from Jokl et al. [98]
γp = A (2γint)
q , (5.9)
where A calibrates the magnitude of the plastic work and q magnifies the
effect of changes in the ideal work to fracture on the plastic work.
The surface coverage Γ is
Γ = θTΓmax (5.10)
where Γmax = 4/a
2 is the maximum number of surface sites, measured in
trapping sites per unit area of interface, where a is the lattice parameter.
The maximum number of surface sites is equal to Γmax = 4/a
2 since two free
surfaces will result from an interface opening, and each surface possesses two
tetrahedral sites per face of the unit cell of the BCC crystal into which hydro-
gen can be trapped. The maximum number of surface sites Γmax multiplied
by the fraction of sites occupied by hydrogen θT is the surface coverage. To
determine the hydrogen concentration in traps CT , the number of traps per
unit volume NT is needed. In the present model, we assume that trapping
occurs only at carbide particles, and the number of trapping sites per carbide
particle depends on the surface area of the carbide. Assuming a spheroidal
carbide particle, the number of possible hydrogen trapping sites on a single
particle, with a diameter li is pil
2
iΓmax. The number of traps per unit volume
is the number of carbides per unit volume,
NT = N (5.11)
while the number of sites per trap, α is
α =
∑
i
pil2i fiΓmax, (5.12)
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where fi is the particle fraction of carbides of a given diameter di. In essence,
this states that trapping occurs only at the carbide particles, and that hy-
drogen exists either in the lattice in interstitial sites, or trapped at carbide
particles. From equations (5.11) and (5.12), we calculate the trapped hy-
drogen concentration in the standard way, CT = αθTNT . Similarly the lat-
tice hydrogen concentration is calculated through CL = βθLNL, in which
β is the number of hydrogen atoms that can reside in each lattice site and
NL = NA/VM is the number of lattice sites, where NA is Avogadro’s num-
ber and VM is the molar volume of the host metal lattice. The initial lattice
concentration is related to the initial lattice occupancy through C0L = βθ
0
LNL.
5.3 Application in the absence of hydrogen
The first application is to reproduce the results by Lin et al. [94] who found
the critical stress intensity factor using a statistical model of fracture, in
two limiting cases. In one limit, for materials with large initial yield stress
σ0, the plastic zone surrounding the crack tip is small, and the stress field
predicted by the far-field linear elastic solution dominates. In the other limit,
for materials with a small initial yield stress, in which the crack tip blunts
when loaded, the stress field is better represented by the Hutchinson-Rice-
Rosengren (HRR) singular solution [112, 113].
First, we attempt to reproduce the results of Lin et al. for a cracked
material in which the stress field is given by the linear elastic solution. Next,
we attempt to reproduce the results for a material in which the crack stress
field is provided by the HRR solution. Next, we reproduce the results found
by Lin et al. [94] by performing the calculations in spatial coordinates, as
opposed to the original calculations which were performed in stress-space.
We then consider how the calculation of the failure load differs because of
the difference between the Weibull approximation to the particle strengths
and those strengths calculated from the experimentally determined particle
size distribution. Finally, we describe our use of the finite element method
to determine the stress field which is then used to determine the failure loads
using the statistical fracture method. The finite element method is used to
determine the stress field, and hence the failure probabilites while avoiding
the limitations of the singular linear elastic K-field or the HRR solution.
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We explicitly consider, in this section, the material considered by Lin et
al., an AISI 1008 mild steel in which the critical failure event is the cracking
of a carbide. In Section 5.5, we consider the possibility that fracture may de-
pend on critical events other than carbide cracking. Specifically, we consider
the four fracture models proposed for investigation in Section 5.2.1.
5.3.1 Linear elastic stress field
The stress field ahead of a crack tip, in a linearly elastic and isotropic mate-
rial, is
σij =
KI√
2pir
hij (θ) , (5.13)
where the parameter hij is the angular dependence of the stress field, and
from which distance r is
r =
1
2pi
K2I h
2 1
σ2
, (5.14)
where σ and h denote that a single component of the stress distribution has
been used (e.g. σ11 or σθθ; h is the angular dependence of the specified stress
component). Since there is an one-to-one relationship between distance r
and stress σ, we find
dr = − 1
2pi
K2I h
2 1
σ3
dσ (5.15)
The elemental volume is, using equations (5.3), (5.14), and (5.15)
dV = 2b
∫ pi
0
rdrdθ
= 2b
∫ pi
0
1
2pi2
K4I h
4σ−5dσdθ
= b
1
pi2
K4I σ
−5Hdσ (5.16)
where
H =
∫ pi
0
h4dθ. (5.17)
When integrating with respect to r, the integration proceeds from the crack
tip, r = 0 to a distance far from the crack tip. When integrating with
respect to the stress σ, the integration proceeds from a small value of stress
to a higher value of stress, which is the opposite sense of the integration
with respect to r. Then, using equation (5.5) to describe the distribution of
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carbide particle strengths, the elemental failure probability is
dφ = 1− exp
[
−NdV
∫ σ
0
g (S) dS
]
= 1− exp
[
−bN 1
pi2
K4I σ
−5Hdσ
(
σ − Su
S0
)m]
= 1− exp
[
−bN
pi2
K4I S
−m
0 Hσ
−5 (σ − Su)m dσ
]
(5.18)
The maximum elemental survival probability is found when
d
dσ
(dφ) = 0 (5.19)
and performing this derivative, we find
d
dσ
(dφ) =
bN
pi2
K4I S
−m
0 Hσ
−5 (σ − Su)m
(
− 5
σ
+
m
σ − Su
)
dσ×
exp
[
−bN
pi2
K4I S
−m
0 Hσ
−5 (σ − Su)m dσ
]
= 0. (5.20)
The optimality condition, equation (5.20), is satisfied when
− 5
σ
+
m
σ − Su = 0 (5.21)
which implies that
σ∗ =
5
5−mSu, (5.22)
where σ∗ is identified as the fracture stress, which is found to be independent
of the applied load KI. The characteristic distance r
∗, at which the failure
probability is a maximum, can be found by substituting the fracture stress
into equation (5.14), which leads to
r∗ =
(5−m)2
50pi
(
KI
Su
)2
(5.23)
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The critical stress intensity factor is found by considering the total survival
probability, as given by equation (5.2),
1− Φ = exp
[
−N
∫ V
0
∫ σ
0
g (S) dSdV
]
= exp
[
−bN
pi2
K4I S
−m
0 H
∫ FSu
Su
1
σ5
(σ − Su)m dσ
]
= exp
[
−bN
pi2
K4I
(
Su
S0
)m
S−4u H
∫ F
1
χ−5 (χ− 1)m dχ
]
(5.24)
where the upper limit of integration, F represents the stress intensification
ahead of the crack tip above the minimum stress needed to cause failure
events. The limits of integration express, in terms of stress, that the inte-
gration will be performed starting at a point very close to the crack tip out
to the distance where the stress is equal to the minimum particle strength
Su. Equation (5.24) is found by normalizing the stress by the strength of the
weakest particle, χ = σ/Su. Now let
η =
∫ F
1
χ−5 (χ− 1)m dχ (5.25)
then the total survival probability is
1− Φ = exp
[
−bN
pi2
K4I
(
Su
S0
)m
S−4u Hη
]
. (5.26)
The parameter η is evaluated by letting the upper limit, F , tend to infinity.
Physically, this assumption means the crack tip does not blunt and that the
linear elastic stress field is assumed to be valid over the entire region around
the crack tip; the determination of the failure probability includes the entire
region surrounding the crack tip. Then, assuming Φ = 0.5, we can solve for
KI, the critical stress intensity factor.
ln(0.5) = −bN
pi2
K4I
(
Su
S0
)m
S−4u Hη (5.27)
KI =
[
ln 2
bNη
pi2
H
]1/4(
S0
Su
)m/4
Su (5.28)
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The maximum principal normal stress σ1 is
σ1 =
σ11 + σ22
2
+
√(
σ11 − σ22
2
)2
+ σ212 (5.29)
where the stresses σ11, σ22, and σ12 are found from the singular linear elastic
K-field,
σ11 =
KI√
2pir
cos
(
θ
2
)(
1− sin
(
θ
2
)
sin
(
3θ
2
))
σ12 =
KI√
2pir
cos
(
θ
2
)(
sin
(
θ
2
)
cos
(
3θ
2
))
σ22 =
KI√
2pir
cos
(
θ
2
)(
1 + sin
(
θ
2
)
sin
(
3θ
2
))
;
then the angularly dependent part h1 of σ1 is
h1 = cos
(
θ
2
)(
1 + sin
(
θ
2
))
. (5.30)
Then the angularly dependent integral H from equation (5.17) is
H =
∫ pi
0
h41dθ
=
∫ pi
0
[
cos
(
θ
2
)(
1 + sin
(
θ
2
))]4
dθ
= 4.48696. (5.31)
The assumption that fracture is dependent on the first principal normal stress
σ1 is tantamount to assuming that all carbide particles that crack may link
to the main crack tip, and thus participate in fracture.
Similarly, the tangential stress σθθ is
σθθ = σ11 sin
2 θ + σ22 cos
2 θ − 2σ12 sin θ cos θ (5.32)
so the angularly dependent part hθθ of the stress σθθ is
hθθ = cos
(
θ
2
)(
1− sin2
(
θ
2
))
(5.33)
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and the angularly dependent integral H is
H =
∫ pi
0
h4θθdθ
=
∫ pi
0
[
cos
(
θ
2
)(
1− sin2
(
θ
2
))]4
dθ
= 0.708699, (5.34)
where the numerical results of equations (5.31) and (5.34) were found by
numerical integration. When the maximum principal normal stress σ1 is the
stress that induces failure, the stress intensity factor at failure, KI is
KI =
[
2.20 ln 2
bNη
]1/4(
S0
Su
)m/4
Su, (5.35)
where η is given by equation (5.25), with F = 1.5; physically, the maximum
stress is one and a half times the minimum stress required to break particles.
The result of equation (5.35) is greater than that of Lin et al. [94] by a factor
of 3:
KI =
[
0.741 ln 2
bNη
]1/4(
S0
Su
)m/4
Su (5.36)
5.3.2 HRR solution
For a power law hardening material, where the plastic strain is related to the
tensile stress through
²p = α
(
σ
σ0
)n−1
σ
E
(5.37)
in which α is a constant equal to unity, σ0 is the initial yield stress, E is
Young’s modulus, and n is the hardening exponent, the stress field is
σij
σ0
=
[
1− ν2
In
(
KI
σ0
)2
1
r
] 1
n+1
σ˜ij (θ) , (5.38)
where Poisson’s ratio is ν and In is a constant that depends on the hardening
exponent n [114]. From the stress field, we can determine the distance r which
denotes contours of constant stress:
r =
1− ν2
In
(
KI
σ0
)2 (σ0
σ
)n+1
σ˜n+1 (5.39)
98
and
dr =
1− ν2
In
(
KI
σ0
)2
σn+10 σ˜
n+1 (−1) (n+ 1)σ−(n+2)dσ (5.40)
where σ and σ˜ without subscripts denote that a single component of the stress
distribution has been used (e.g. σ11 or σθθ; σ˜ is the corresponding angular
dependence of the specified stress component). Then, using equations (5.3),
(5.39) and (5.40), we find that the elemental volume is
dV = 2b
∫ pi
0
rdrdθ
= 2b (n+ 1)
∫ pi
0
(
1− ν2
In
)2(
KI
σ0
)4
σ
2(n+1)
0 σ˜
2(n+1)σ−(2n+3)dσdθ (5.41)
Let ξ be the angularly dependent portion of the integral,
ξ = 2(n+ 1)
∫ pi
0
(
1− ν2
In
)2
σ˜2n+2dθ. (5.42)
Then the elemental volume is
dV = bξK4I σ
2(n−1)
0 σ
−(2n+3)dσ. (5.43)
The elemental failure probability is
dφ = 1− exp
[
−NdV
∫ σ
0
g (S) dS
]
= 1− exp
[
−bNξK4I σ2(n−1)0 σ−(2n+3)dσ
(
σ − Su
S0
)m]
= 1− exp
[
−bNξS−m0 K4I σ2(n−1)0 σ−(2n+3) (σ − Su)m dσ
]
(5.44)
The maximum elemental failure probability is found when
d
dσ
(dφ) = 0 (5.45)
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and performing this derivative, we find
d
dσ
(dφ) = − exp
[
−bNξS−m0 K4I σ2(n−1)0 σ−(2n+3) (σ − Su)m dσ
]
×
bNξS−m0 K
4
I σ
2(n−1)
0 ×(
2n+ 3
σ2n+4
(σ − Su)m − m (σ − Su)
m−1
σ2n+3
)
dσ = 0 (5.46)
Equation (5.46) is satisfied when
2n+ 3
σ2n+4
(σ − Su)m − m (σ − Su)
m−1
σ2n+3
= 0 (5.47)
which leads to the an expression for the characteristic fracture stress
σ∗ =
[
2n+ 3
2n+ 3−m
]
Su (5.48)
and the the characteristic distance, r∗, through equation (5.39),
r∗ =
1− ν2
In
(
KI
σ0
)2 [
2n+ 3
2n+ 3−m
]n+1(
σ0
Su
)n+1
σ˜n+1 (5.49)
The critical stress intensity factor is found by considering the total survival
probability as given by equation (5.2)
1− Φ = exp
[
−N
∫ V
0
∫ σ
0
g (S) dSdV
]
= exp
[
−bNξS−m0 K4I σ2(n−1)0
∫ Fσ0
Su
σ−(2n+3) (σ − Su)m dσ
]
= exp
[
−bNξK4I σ2(n−1)0
(
Su
S0
)m
S−2(n+1)u
∫ Fσ0
Su
1
χ−(2n+3) (χ− 1)m dχ
]
(5.50)
where equation (5.50) is found by normalizing the stress by the strength of
the weakest particle χ = σ/Su. Now let
η =
∫ Fσ0/Su
1
χ−(2n+3) (χ− 1)m dχ (5.51)
The parameter F is the maximum stress intensification in the stress field
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around the crack tip. Specifically, the HRR solution is deemed to be valid
only for the region outside twice the crack tip opening displacement r ≥ 2δt,
where δt is the crack tip opening displacement. The maximum stress in a
material in which the crack tip blunts under load usually occurs at r = 2δt,
which allows us to determine the maximum stress intensification, and hence
the
F =
σ
σ0
=
[
1− ν2
In
(
KI
σ0
)2
1
2δt
] 1
n+1
σ˜ (n, θ) , (5.52)
where σ and σ˜ without subscripts denote that a single component of the
stress distribution has been used. The crack tip opening displacement for a
crack in plane strain is
δt = dn
(1− ν2)K2I
Eσ0
(5.53)
where dn is a constant [114]. The maximum stress intensification can be writ-
ten in terms of only material constants by combining the crack tip opening
displacement equation (5.53) and the maximum stress intensification equa-
tion (5.52),
F =
[
1− ν2
In
(
KI
σ0
)2
1
2δt
] 1
n+1
σ˜
=
[
E
2dnInσ0
] 1
n+1
σ˜, (5.54)
where the angularly dependent part of the stress σ˜ is evaluated at θ = 0.
Then, the maximum failure probability is, from equations (5.50) and (5.51),
1− Φ = exp
[
−bNξηK4I σ2n−20
(
Su
S0
)m
S−2(n+1)u
]
(5.55)
Now set Φ = 0.5 and solve for KI, with η and ξ defined in equations (5.51)
and (5.42)
KI =
[
ln 2
bNξη
]1/4(
S0
Su
)m/4
σ
1−n
2
0 S
1+n
2
u (5.56)
which is the same result as Lin et al. [94] found.
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5.3.3 Direct integration of survival probability
By direct integration, we mean writing the elemental volume of equation (5.3)
in terms of the radius r, and integrating the survival probabilities with respect
to r, as opposed to the method outlined in subsections (5.3.1) and (5.3.2)
that expressed the elemental volume in terms of the stress σ and integrated
the survival probabilities with respect to the stress σ. Then the survival
probability is
1− Φ = exp
[
−N
∫ V
0
∫ σ
0
g (S) dSdV
]
= exp
[
−2bN
∫ pi
0
∫ r2
r1
r
(
σ − Su
S0
)m
drdθ
]
(5.57)
where, again, where σ and h without subscripts denote that a single compo-
nent of the stress distribution has been used.
For the linearly elastic stress field, the stress σ can be expressed in terms
of r by equation (5.14). Then the survival probability becomes
1− Φ = exp
[
−2bNS−m0
∫ pi
0
∫ r2
r1
r
(
KI√
2pir
h− Su
)m
drdθ
]
(5.58)
The lower limit of integration, r1 tends to zero. The upper limit of integration
is where the stress is equal to the strength of the weakest particle, σ = Su.
Outside the upper limit, the stress is not large enough to cause failure in
any carbide particles; regions far from the crack tip do not contribute to the
likelihood of failure. When σ = Su, the distance r2 is
r2 =
K2I h
2
2piS2u
(5.59)
Then the survival probability is
1− Φ = exp
−2bNS−m0 ∫ pi
0
∫ K2I h2
2piS2u
r1
r
(
KI√
2pir
h− Su
)m
drdθ
 (5.60)
The integral in equation (5.60) cannot be evaluated analytically. However,
a numerical solution can be found, for the single unknown KI. The solution
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was found using Newton’s iterative method. The equation we consider is
g = 1− Φ− exp
−2bNS−m0 ∫ pi
0
∫ K2I h2
2piS2u
r1
r
(
KI√
2pir
h− Su
)m
drdθ
 = 0.
(5.61)
Also needed for Newton’s method is the Jacobian; it is
∂g
∂KI
=
(g + Φ− 1) (−2bNS−m0 ) ∫ pi
0
∫ K2I h2
2piS2u
0
mh√
2pi
√
r
(
KI√
2pir
h− Su
)m−1
drdθ.
(5.62)
The survival probability can also be found by direct integration for a
material obeying work hardening plasticity, that is, a material in which the
stress field ahead of a crack tip is expressed in terms of the HRR singu-
lar stress field. Starting from the expression for the survival probability
equation (5.57), and expressing the stress in terms of the distance r as in
equation (5.38), the survival probability is
1− Φ =
exp
−2bNS−m0 ∫ pi
0
∫ r2
r1
r
[1− ν2
In
(
KI
σ0
√
r
)2] 1n+1
σ˜σ0 − Su
m drdθ
 ,
(5.63)
where σ˜ represents the angularly dependent part of any single stress compo-
nent. The lower limit of integration, r1 = 2δt; we assume that for r < 2δt,
the HRR solution is not valid. The upper limit of integration is where the
stress is equal to the strength of the weakest particle, σ = Su. Outside the
upper limit, the stress is not large enough to cause cracking in any carbide
particles. When σ = Su, the upper limit of integration r2 is
r2 =
1− ν2
In
(
KI
σ0
)2(
σ˜σ0
Su
)n+1
.. (5.64)
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Then the survival probability is
1− Φ = exp [−2bfNS−m0∫ pi
0
∫ 1−ν2
In
“
KI
σ0
”2
( σ˜σ0Su )
n+1
2δt
r
[1− ν2
In
(
KI
σ0
√
r
)2] 1n+1
σ˜σ0 − Su
m drdθ

(5.65)
The integral in equation (5.65) cannot be evaluated analytically. However,
a numerical solution for the unknown failure load KI can be found using
Newton’s iteration method. The equation we wish to solve is
f1 = 1− Φ− exp
[−2bfNS−m0∫ pi
0
∫ 1−ν2
In
“
KI
σ0
”2
( σ˜σ0Su )
n+1
2δt
r
[1− ν2
In
(
KI
σ0
√
r
)2] 1n+1
σ˜σ0 − Su
m drdθ
 = 0.
(5.66)
Also needed for Newton’s method is the Jacobian; it is
∂f1
∂KI
= (f1 + Φ− 1)
(−2bfNS−m0 )∫ pi
0
∫ 1−ν2
In
“
KI
σ0
”2
( σ˜σ0Su )
n+1
2δt
rm
[1− ν2
In
(
KI
σ0
√
r
)2] 1n+1
σ˜σ0 − Su
m−1
1
n+ 1
[
1− ν2
In
(
KI
σ0
√
r
)2] 1n+1−1
σ˜σ0
1− ν2
In
2KI
σ20r
drdθ−
4δ2t
KI
([
E
dnInσ0
] 1
n+1
σ˜σ0 − Su
))
. (5.67)
5.3.4 Particle strength
The survival probability Φ at a given applied load KI may be found directly
by integrating equation (5.2) with respect to the distance r and by using the
carbide particle strength distribution found directly from the particle size
distribution through the Griffith fracture criterion, equation (5.4).
For AISI 1008 mild steel, the carbide particle size distribution shown
in Figure 5.3 corresponds to the carbide particle strength distribution in
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Figure 5.3: Carbide particle size distribution for AISI 1008 mild steel.
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Figure 5.4: Comparison of actual particle strength distribution and the ap-
proximate, Weibull distribution.
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Figure 5.4. The Weibull distribution, also shown in Figure 5.4, where the
Weibull parameters are S0 = 2800 MPa, m = 1.7, and Su = 1300 MPa [94].
As can be seen in Figure 5.4, the Weibull approximation is quite different
from the actual particle strength distribution, a difference which manifests
itself in the failure load. When using the actual particle strengths, as opposed
to the Weibull distribution approximation, the critical stress intensity factor
is found by directly integrating equation (5.2) in spatial coordinates, i.e. the
failure probability at an applied load KI is
Φ = 1− exp
[
−
∫ V
0
∫ σ
0
g (S) dSdV
]
(5.68)
where
∫ σ
0
g (S) dS is found from equation (5.4) and the experimentally de-
termined particle size distribution, and is shown in Figure 5.4. The density
of particles is N = 3.71× 1014 carbides/m3; we assume that 5% of all parti-
cles participate in failure [94]. For hardening exponent n = 4 [94], the HRR
constants dn range from 0.23 to 0.28, In = 5.22, and the maximum stress
intensification F ranges from 5.25 to 6.5 times the initial yield stress [115].
Young’s modulus was E = 200 GPa, and Poisson’s ratio was ν = 0.3, and
the characteristic dimension along the crack front is b = 50× 10−6 m [94].
5.3.5 Full field model: direct integration by the finite
element method
The failure probability was found by integration of equation (5.2) over the
entire domain; at each integration station of each element in the finite element
mesh, the stress was determined, which allowed for the calculation of the
fraction of particles per unit volume with strength less than that stress,∫ σ
0
g (S) dS, which leads directly to the failure probability calculation using
equation (5.2). The failure load or critical stress intensity factor, KIc, was the
load at which the total failure probability was equal to one-half, Φ = 0.5. A
schematic of the finite element domain is shown in Figure 5.5; the asymptotic
displacements of the singular linear elastic field were applied on the upper
and left boundaries, the symmetry boundary suffered zero shear and zero
vertical displacement, and the crack surface was traction free. The cracked
specimen was loaded at a rate of K˙I = 1.0 MPa
√
m/s. A mesh with 5700
elements was used, and the outer boundary was located at a distance at
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Figure 5.5: Schematic of small scale yielding specimen used in the finite
element, statistical fracture calculations.
least 10,000 times the initial notch radius (L = 10000b0) away from the tip.
The material follows the power law hardening described in equation (5.38).
A model steel system was used, with initial yield stress between 200 and
400 MPa, the Young’s modulus 196 GPa, the Poisson’s ratio 0.3, and the
hardening exponent n = 4.
5.4 Results in the absence of hydrogen
5.4.1 Low strength steels
To validate the full field, direct integration, finite element-based approach
to calculating the critical stress intensity factor, the results of the full field
finite element model of Section 5.3.5 were compared with the critical stress
intensity factors found using the direct integration method based on the HRR
stress field of Section 5.3.3, and from experiments performed on AISI 1008
steel. The critical stress intensity factors are compared in Figure 5.6. The
normalized tensile stress σ22 from the full field finite element calculations
and the HRR stress field are plotted against the distance R from the notch
root in the undeformed configuration in Figure 5.7, for a material with yield
stress σ0 = 197 MPa. The distance R is normalized by the current crack
opening displacement b. Figure 5.8 is a similar plot of the normalized tensile
stress for a material with yield stress σ0 = 402 MPa. For work hardening
plasticity materials, the full field model predicts a larger critical stress inten-
sity factor than when using the HRR field because at the same applied stress
intensity factor, the HRR model predicts higher levels of stress throughout
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Figure 5.6: Critical stress intensity factors for low yield stress materials, in
the absence of hydrogen.
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Figure 5.7: The normalized tensile stress ahead of the crack tip for a low
strength steel (σ0 = 197 MPa), at the moment of failure: Φ = 0.5. The
critical stress intensity factor is calculated as KIC = 171 MPa
√
m.
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Figure 5.8: The normalized tensile stress ahead of the crack tip for a mild
strength steel (σ0 = 402 MPa), at the moment of failure: Φ = 0.5. The
critical stress intensity factor is calculated as KIC = 45 MPa
√
m.
the integration domain.
5.4.2 High strength steels
As the effects of hydrogen are more pronounced in steels with high initial yield
stress, we also explore materials with yield stress between 500 and 1500 MPa
in the absence of hydrogen, as a basis for comparison. The critical stress in-
tensity factor found from the full field finite element model is plotted against
the yield stress in Figure 5.9, in comparison with the critical stress intensity
factor found from the HRR stress field, as described by equation (5.65). For
yield stress greater than 1200 MPa, the full field finite element model leads
to a constant toughness of KIC = 22 MPa
√
m; this toughness is related to
the carbide particle strengths. The weakest particles break when the local
principal normal stress is 1300 MPa, a stress which is easily obtained at low
applied stress intensity factors for high strength steels. The normalized ten-
sile stress ahead of the crack tip for σ0 = 1500 MPa is shown in Figure 5.10;
the HRR stress field, shown for comparison, is a poor representation of the
near crack tip stress for a high yield stress material because the stress is dra-
matically higher than the stress actually experienced by the material ahead
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Figure 5.9: Critical stress intensity factors for high yield stress materials in
the absence of hydrogen.
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Figure 5.10: The normalized tensile stress ahead of the crack tip for a high
strength steel (σ0 = 1500 MPa), at the moment of failure: Φ = 0.5. The
critical stress intensity factor is calculated as KIC = 22 MPa
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of the crack tip.
5.5 Application in the presence of hydrogen
Next we determined the critical stress intensity factor for high strength mate-
rials in the presence of hydrogen. There are several different modes of fracture
which may occur in the presence of hydrogen, as described in Section 5.2.1.
Failure may occur by cracking of carbides, by decohesion of carbides from
the matrix, by decohesion of carbides that involves plastic deformation, or by
carbide cracking which causes grain boundary cracking with plastic deforma-
tion. Unless otherwise stated, for all failure modes considered, the enthalpy
of hydrogen adsorbing onto a free surface is ∆hs = −134 kJ/mol [116], the
entropy of hydrogen adsorbing onto a free surface and onto an internal inter-
face are ∆ss = 0.015 kJ/(mol K) and ∆si = 0.025 kJ/(mol K) [12], and the
interfacial energy is (2γint)0 = 3.12 J/m
2 [107]. The enthalpy of adsorption
for hydrogen adsorbing onto an interface, ∆hi, differs between the failure
modes because the different failure modes involve hydrogen residing on dif-
ferent interfaces. For example, hydrogen may reside on the carbide-matrix
interface which will have a different enthalpy of adsorption from hydrogen
residing on a grain boundary. It is hydrogen that is trapped at the interface,
CT that reduces the effective work to fracture, and plays the critical role in
the failure modes investigated here.
We have assumed that the initial lattice hydrogen concentration is C0L =
2.08× 1021 H atoms/m3 which is equivalent to 2.46× 10−8 hydrogen atoms
per solvent atom, given that the molar volume of iron is VM = 7.11 × 10−6
mole/m3 [76]. The partial molar volume of hydrogen in solution is VH =
2.0 × 10−6 m3/mol [52]. The number of lattice sites is NL = 8.46 × 1028
and only one hydrogen atom may reside in each lattice site, α = 1. Each
of the failure models below represent one of the four cases enumerated in
Section 5.2.1.
5.5.1 Failure occurs by carbide cracking
The carbide cracking failure mode assumes that cracking carbides create flaws
which may propagate unstably and cause failure, as described schematically
in Figure (a). The strength of carbide particles is modified by the pres-
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Figure 5.11: Plot of the effective fracture work γeff vs. the normalized surface
coverage Γ/Γmax. For failure by carbide cracking, the effective work of frac-
ture is equal to the reversible work required to crack a carbide particle. The
enthalpy of adsorption of hydrogen onto an interface ∆hi = −28.6 kJ/mol.
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Figure 5.12: Plot of the critical stress intensity factor vs. the initial yield
stress when the critical failure event is the initiation of a cracked carbide.
The critical stress intensity factor vanishes in the presence of hydrogen. The
enthalpy of adsorption of hydrogen onto an interface ∆hi = −28.6 kJ/mol,
and the binding energy of hydrogen to trapping sites is WB = 84 kJ/mol.
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ence of hydrogen, which binds to the carbides with a binding energy WB
= 84 kJ/mol [52]. The binding energy, through equation (5.7) determines
the concentration of hydrogen residing in traps. The enthalpy of adsorption
of hydrogen onto internal interfaces is assumed equal to heat of solution of
hydrogen in iron ∆hi = −28.6 kJ/mol [52], for lack of better data on the
heat of solution of hydrogen in carbides. The enthalpy of adsorption is used
in equation (5.8) to determine the reversible work of fracture, (2γint). Ad-
ditionally, the effective fracture work γeff is assumed equal to the reversible
work of fracture (2γint), meaning the work needed to cause fracture is the
work required to create two new free surfaces. The variation of the effec-
tive fracture work with increasing surface coverage, that is with increasing
trapped hydrogen concentration, is shown in Figure 5.11. Failure by carbide
cracking causes the fracture toughness to vanish, as shown in Figure 5.12,
for a range of yield stress, because of the small amount of work required to
cause fracture.
5.5.2 Failure occurs by carbide decohesion without
associated plastic work
Carbides are considered subject to decohesion from the matrix, creating flaws
which may propagate unstably and cause intergranular fracture, as described
schematically in Figure (b). Decohesion is assumed to proceed without ac-
companying plastic deformation of the carbide or matrix, so the effective
fracture work is equal to the interfacial energy, Figure 5.13. However, de-
cohesion of a carbide from the matrix in the absence of any plastic work is
highly unlikely. The strength of carbide-matrix interface is modulated by
the presence hydrogen, which binds to the carbide-matrix interface with a
binding energy WB = −∆hi = 84 kJ/mol [52]. Failure occurs upon applica-
tion of load, as can be seen by the vanishing critical stress intensity factors
in Figure 5.14.
We explored different binding energies of hydrogen to carbides to deter-
mine the sensitivity of the fracture toughness to different binding energies;
the critical stress intensity factors for several binding energies are shown in
Figure 5.15. For smaller binding energy, for example, for WB = −∆hi =
30 kJ/mol or 40 kJ/mol, the specimens can withstand measurable load. For
binding energies lower than 30 kJ/mol, very little hydrogen is bound to the
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Figure 5.13: Plot of the effective fracture work γeff vs. the normalized surface
coverage Γ/Γmax. For failure by decohesion of the carbide-matrix interface,
the effective work of fracture is equal to the reversible work required to
open an interface around the carbide particle.The enthalpy of adsorption of
hydrogen onto an interface ∆hi = −84 kJ/mol.
Figure 5.14: Plot of the critical stress intensity factor vs. the initial yield
stress when the critical failure event is the decohesion of a carbide from
the matrix. The critical stress intensity factor vanishes in the presence of
hydrogen. The enthalpy of adsorption of hydrogen onto an interface ∆hi =
−84 kJ/mol, and the binding energy of hydrogen to trapping sites is WB =
84 kJ/mol.
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Figure 5.15: Plot of the critical stress intensity factor vs. the initial yield
stress when the critical failure event is the decohesion of a carbide from the
matrix for several different binding energies.
carbides, so the effective fracture work is not reduced, so failure occurs at
loads similar to the hydrogen free material. For binding energies larger than
40 kJ/mol, every single trapping site is filled with hydrogen, as is shown in
Figure 5.16 for a material withWB = 84 kJ/mol, thereby causing the strength
of the material to vanish. In contrast, in materials in which hydrogen is
weakly bound to carbide-matrix interface traps, that is, in materials with low
trap binding energies, the stress in the material builds (Figure 5.17), only
a few trapping sites are filled, and the effective fracture work is somewhat
reduced from its value in the absence of hydrogen, Figure 5.18.
5.5.3 Failure occurs by carbide decohesion with
associated plastic work
Carbides are considered subject to decohesion from the matrix, creating flaws
which may propagate unstably and cause intergranular fracture, as described
schematically in Figure (c). The strength of carbide-matrix interface is mod-
ulated by the presence hydrogen, which binds to the carbide-matrix interface
with a binding energy WB = −∆hi = 84 kJ/mol [52]. The work done to
decohere carbides includes both the work required to open the interface be-
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Figure 5.16: Plot of the trap occupancy ahead of the crack tip for a high yield
stress material σ0 = 1500 MPa, and high binding energy WB = 84 kJ/mol.
The enthalpy of adsorption of hydrogen onto an interface ∆hi = −84 kJ/mol.
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Figure 5.17: Plot of the normalized tensile stress ahead of the crack tip for a
high yield stress material σ0 = 1500 MPa, and low binding energy WB = 30
kJ/mol. The enthalpy of adsorption of hydrogen onto an interface ∆hi = −84
kJ/mol.
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Figure 5.18: Plot of the trap occupancy and normalized effective fracture
work ahead of the crack tip for a high yield stress material σ0 = 1500 MPa,
and low binding energy WB = 30 kJ/mol. The effective fracture work is
normalized by its value in the absence of hydrogen (γeff )0 = 23 J/m
2. The
enthalpy of adsorption of hydrogen onto an interface ∆hi = −84 kJ/mol.
Figure 5.19: For failure by decohesion of the carbide-matrix interface with
associated plastic work, the effective work of fracture is the sum of the energy
required to open an interface around the carbide particle and the plastic
work associated with the deformation, γeff = (2γint)c + γp. The enthalpy of
adsorption of hydrogen onto an interface ∆hi = −84 kJ/mol.
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Figure 5.20: The plastic work as a function of the interfacial energy. The
interfacial energy vanishes when the carbide surface is about 80% covered
with hydrogen; the plastic work also vanishes at that surface coverage. The
enthalpy of adsorption of hydrogen onto an interface ∆hi = −84 kJ/mol.
tween the matrix and the carbide particle and the plastic work associated
with the deformation of the matrix surrounding the carbide, Figure 5.19.
The matrix surrounding the carbide is plastically deformed to decohere
the carbide. The plastic work, γp, required is related to the ideal work to
fracture the carbide, (2γint)c, by equation (5.9), with A = 0.0215625 and q =
6. The subscript c denotes that the critical event is the decohesion of a carbide
particle from the matrix. The relation between the plastic work and the ideal
work to fracture has been calibrated such that in the absence of hydrogen,
the ideal work to fracture is (2γint)c = (2γint)0 = 3.12 J/m
2, and the effective
fracture work, γeff = (2γint)c+ γp, is equal to previously mentioned γeff = 23
J/m2 [94]. In the presence of hydrogen, the effective fracture decreases as the
ideal work to fracture decreases, Figure 5.20. Failure occurs upon application
of load when the critical fracture event is carbide decohesion with attendant
plastic work, as can be seen by the vanishing critical stress intensity factors
in Figure 5.21.
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Figure 5.21: Plot of the critical stress intensity factor vs. the initial yield
stress when the critical failure event is the decohesion of a carbide from
the matrix with attendant plastic deformation. The critical stress intensity
factor vanishes in the presence of hydrogen. The enthalpy of adsorption of
hydrogen onto an interface ∆hi = −84 kJ/mol, and the binding energy of
hydrogen to trapping sites is WB = 84 kJ/mol.
5.5.4 Failure occurs by carbide decohesion causing
grain boundary decohesion and plastic work
Perhaps the most realistic mode of failure requires that the carbide-matrix
interface opens, leading to grain boundary opening, while plastic work is
done during the deformation required to open the grain boundary as shown
schematically in Figure (d). The critical fracture event is the failure of the
grain boundary, but additional work must be done to cause that failure event
to propagate unstably through the material and cause failure. In this failure
mode, the effective fracture work is the sum of the ideal work to fracture the
grain boundary, the carbide, and the required plastic work γeff = (2γint)gb +
(2γint)c + γp, shown in Figure 5.22 as functions of the normalized surface
coverage. In the absence of hydrogen, the ideal work to fracture the grain
boundary is assumed equal to (2γint)gb = 3.12 J/m
2 [107], and the ideal work
to fracture the grain boundary varies in the presence of hydrogen solutes
according to the Hirth-Rice theory of decohesion, equation 5.8. Similarly,
the ideal work to fracture the carbide is also (2γint)c = 3.12 J/m
2 [107]
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Figure 5.22: For failure by decohesion of the grain boundary, the effective
work of fracture is the sum of the energy required to open the carbide-matrix
interface, the energy required to open the grain boundary, and the plastic
work associated with opening the grain boundary, γeff = (2γint)gb+(2γint)c+
γp.
in the absence of hydrogen, and it is reduced in the presence of hydrogen
according to the Rice-Hirth theory of decohesion. For grain boundaries, we
assumed the enthalpy of adsorption of hydrogen is ∆hi = −58.6 kJ/mol,
while for carbides the enthalpy of adsorption is ∆hi = −84 kJ/mol. For this
failure model, we do not attempt to determine the concentration of hydrogen
trapped at the grain boundaries; we use a model of hydrogen trapping that
has a single population of traps. The trapping sites for hydrogen are the
carbide particles, and it is the concentration of hydrogen residing in those
traps that is used to modulate the ideal work to fracture according to the
Rice-Hirth thermodynamic theory of decohesion to simplify the investigation
of these failure models.
Plastic work is done when the matrix plastically deforms to allow carbide
decohesion and grain boundary failure; the plastic work, γp, is related to the
ideal work to fracture the grain boundary, (2γint)gb, by equation (5.9), with
A = 1.722 and q = 2. The relation between the plastic work and the ideal
work to fracture has been calibrated such that in the absence of hydrogen
the effective fracture work γeff = (2γint)gb + (2γint)c + γp, is equal to γeff =
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Figure 5.23: The plastic work as a function of the ideal work to fracture a
grain boundary. The ideal work to fracture vanishes when the grain bound-
ary is about 50% covered with hydrogen; the plastic work also vanishes at
that surface coverage. The enthalpy of adsorption of hydrogen onto a grain
boundary is ∆hi = −58.6 kJ/mol.
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Figure 5.24: Plot of the critical stress intensity factor vs. the initial yield
stress when the critical failure event is the decohesion of a carbide initiat-
ing grain boundary failure with attendant plastic deformation. The critical
stress intensity factor vanishes in the presence of hydrogen. The enthalpy of
adsorption of hydrogen onto a grain boundary is ∆hi = −58.6 kJ/mol, and
the binding energy of hydrogen to trapping sites is WB = 84 kJ/mol.
23 J/m2. In the presence of hydrogen, the effective fracture decreases to its
minimum when the ideal to fracture decreases to its minimum, Figure 5.23,
which occurs when the surface coverage is approximately 50%.
Nevertheless, the fracture toughness calculated using this model vanishes
as can be seen in Figure 5.24. The models presented in previous four sections
suffer from the large binding energy of hydrogen to carbide particles, which
is WB = −84 kJ/mol. This large binding energy always draws in sufficient
hydrogen to reduce the ideal work to fracture to zero, which eliminates the
fracture toughness of the material.
5.6 Sensitivity to the enthalpy of hydrogen
adsorbing to the free surface
The results presented in Section 5.5 depend on the enthalpy of adsorp-
tion of hydrogen onto the free surface, which we have set to ∆hs = −134
kJ/mol [116, 117], and for which several conflicting values have been re-
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Figure 5.25: Plot of the critical stress intensity factor vs. the initial yield
stress when the critical failure event is the decohesion of a carbide with
attendant plastic deformation while the enthalpy of adsorption of hydrogen
onto a free surface is ∆hs = −95.5 kJ/mol. The enthalpy of adsorption of
hydrogen onto an interface ∆hi = −84 kJ/mol, and the binding energy of
hydrogen to trapping sites is WB = 84 kJ/mol.
ported. The enthalpy of adsorption of hydrogen on an iron surface can vary
from −134 kJ/mol to −58 kJ/mol [117], while a commonly reported value for
the enthalpy of adsorption is −95.5 kJ/mol [52]. Thus, we wish to investigate
the critical stress intensity factor dependence on the enthalpy of adsorption.
For the fracture initiated by carbide decohesion with plastic work (the
failure mode investigated in Subsection 5.5.3), or for fracture initiated by
carbide decohesion causing grain boundary failure with plastic work (which
was investigated in Subsection 5.5.4), we now determine the critical stress in-
tensity factor when the enthalpy of adsorption of hydrogen onto a free surface
is ∆hs = −95.5 kJ/mol. For both failure models, we find that reducing the
magnitude of the enthalpy does increase the critical stress intensity factor, as
is shown in Figure 5.25 for the carbide decohesion with plastic work failure
mode and in Figure 5.26 for fracture initiated by carbide decohesion causing
grain boundary failure with plastic work, when compared with the critical
stress intensity factor found using an enthalpy of adsorption of ∆hs = −134
kJ/mol, Figure 5.21 for carbide decohesion with plastic work and Figure 5.24
for fracture initiated by carbide decohesion causing grain boundary failure
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Figure 5.26: Plot of the critical stress intensity factor vs. the initial yield
stress when the critical failure event is the decohesion of a carbide initiating
grain boundary failure with attendant plastic deformation. The enthalpy of
adsorption of hydrogen onto a free surface is ∆hs = −95.5 kJ/mol. The
enthalpy of adsorption of hydrogen onto an interface ∆hi = −58.6 kJ/mol,
and the binding energy of hydrogen to trapping sites is WB = 84 kJ/mol.
with plastic work. There is still a dramatic decrease in the fracture tough-
ness of the material in the presence of hydrogen compared with the fracture
toughness of the material in the absence of hydrogen.
For both failure modes investigated the occupancy of hydrogen on the
interface is unity. In Figure 5.27 we see the decohering interface is saturated
with hydrogen because the trap occupancy is unity. Thus, the fracture tough-
ness that arises with the smaller surface enthalpy exists because the enthalpy
of adsorption of hydrogen onto carbide-matrix interfaces ∆hi = −84 kJ/mol
is similar to the enthalpy of adsorption onto free surfaces ∆hs = −95.5
kJ/mol. It is not much more favorable, energetically, for hydrogen to reside
on a free surface compared with a carbide-matrix interface, so there is little
driving force opening up cracks on which hydrogen may reside, which is a
very different scenario from the previous investigation of Subsection 5.5.3 in
which there is a large energy difference between hydrogen residing on a free
surface and hydrogen residing on an internal interface. In that case, it is
much more favorable energetically for hydrogen to reside on a free surface,
so the presence of hydrogen will drive the creation of new free surface, which
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Figure 5.27: Plot of the trap occupancy ahead of the crack tip for a high yield
stress material σ0 = 1500 MPa. The enthalpy of adsorption of hydrogen onto
a free surface is ∆hs = −95.5 kJ/mol. The binding energy of hydrogen to
trapping sites is WB = 84 kJ/mol.
generates cracks and flaws that cause failure.
5.7 Sensitivity to the relationship between
ideal work to fracture and plastic work
When the critical fracture event is carbide decohesion with associated plastic
work performed to cause decohesion, the relationship that describes how
the plastic work varies as the ideal work to fracture varies in the presence
of hydrogen is important. This relationship was investigated by assuming
the plastic work was linearly related to the ideal work to fracture carbide
particles, using equation (5.9) with A = 6.37 and q = 1; the relation between
the ideal work to fracture and the plastic work is shown in Figure 5.28. In
this model, we still assume that the trap binding energy WB = 84 kJ/mol.
The critical stress intensity factor, for high yield stress materials in which the
plastic work is linearly related to the ideal work to fracture carbide particles,
vanishes. Because there is so much hydrogen bound to carbide particles,
because of the high binding energy of hydrogen to trappings sites, the ideal
work to fracture vanishes according to the Hirth-Rice thermodynamic theory
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Figure 5.28: The plastic work as a linear function of the interfacial energy.
The interfacial energy vanishes when the carbide-matrix interface is about
80% covered with hydrogen; the plastic work also vanishes at that surface
coverage.
of decohesion, causing the plastic work to vanish regardless of the relation
between the ideal work to fracture and the plastic work. When the ideal
work to fracture vanishes, so does the fracture toughness.
5.8 Discussion
We have presented a model of fracture based on weakest link statistics that
accounts for the effect of hydrogen on the effective work of fracture, which
is the actual work required to open an interface in a material. The model
also accounts for the actual microstructure of the steel, as opposed to the
approximations of the carbide particle strength distribution used in earlier
statistical fracture models. Accounting for the actual particle distribution re-
sults in slightly larger predicted failure loads for 1008 mild steel, the material
that was used as a basis for comparison. The model has been implemented
in a finite element analysis framework to determine the failure of probability
of a blunting crack tip specimen at any applied load. Under the current
model, the presence of hydrogen completely degrades carbide-matrix inter-
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faces or grain boundaries. Total degradation occurs because carbides and
grain boundaries are very strong traps, to which hydrogen is very tightly
bound. Under the Hirth and Rice thermodynamic model, the strength of the
interface, measured by the energy required to open the interface, vanishes
when the interface is saturated with an impurity such as hydrogen; while
hydrogen embrittlement significantly reduces the strength of materials, we
do not suggest that total and complete degradation is physically reasonable.
It may be reasonable to assume that the hydrogen residing in very deep traps
such as carbides or grain boundaries does not affect the interfacial energy of
the interfaces on which they reside. Instead, another population of hydro-
gen, such as the hydrogen residing in lattice sites or the hydrogen that may
reside in weaker trapping sites such as dislocations or martensite lath, hy-
drogen populations which are not accounted for in this model, is that which
degrades the interface and reduces the fracture strength of the material.
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Chapter 6
Summary and Future Work
6.1 Summary
An elastoplastic material model based on a rate-dependent plasticity model
that included a complete thermodynamic framework for the diffusion of hy-
drogen was developed in Chapter 2. The continuum plasticity model at-
tempts to explain the macroscopic behavior of materials through an under-
standing that plastic deformation is the result of the cumulative motion and
generation of dislocations at the micro-level. It attempts to incorporate the
effect of hydrogen, as determined through experiment, on the generation of
dislocations from Frank–Read sources, the blocking of cross-slip of disloca-
tion, thereby preventing their annihilation, the hardening caused by increases
in dislocation density, and the reduction in the activation energy required for
dislocation slip in the presence of hydrogen. Finite element analyses were
performed to understand the behavior of several austenitic stainless steels
after being charged with hydrogen; the behavior was primarily determined
by the blocking of Frank–Read sources, thereby delaying the generation of
dislocations microscopically and the initiation of plastic yielding macroscop-
ically, though other effects can not be ruled out.
The rate dependent material model was then compared with a rate inde-
pendent material model for a crack tip specimen in Chapter 3. Models were
used to describe austenitic stainless steels that either harden in the presence
of hydrogen, as has been observed experimentally [63], or that soften in the
presence of hydrogen. The numerical results of a cracked specimen indicate
that the hydrogen effect in austenitic stainless steels either acts at very long
time scales, such that hydrogen has sufficient time to diffuse and to accu-
mulate, or that the hydrogen effect that is observed is due to the hydrogen
already dissolved into the material and trapped at lattice defects. We also
found that the chemical potential derived from a complete thermodynamic
128
consideration of the diffusion of hydrogen in a loaded material in Chapter 2
can greatly affect the transient diffusion of hydrogen in a cracked specimen.
The chemical potential results in a trapping-modified diffusion coefficient
that greatly reduces the speed with which hydrogen can diffuse through the
material, elevating the lattice hydrogen concentrations througout the cracked
specimen. The predicted elevated hydrogen concentrations are of obvious in-
terest to any future model of hydrogen related failure.
In Chapter 4, a model of fracture in the presence of hydrogen based on
weakest-link statistics was proposed. For a high strength low alloy steel,
the critical event was found to be impingement of a dislocation pileup onto
a carbide-matrix interface. Hydrogen residing in low trap binding energy
trapping sites, which were associated with dislocations, was found to en-
courage dislocation pileups, weaken the carbide-matrix interface, alter the
fracture mode from ductile to brittle intergranular fracture, and dramati-
cally degrade the fracture strength of the material. The Smith model was
used to describe the effect of hydrogen on the strength of the material, at a
microscopic level, in a finite element model. The statistical fracture model is
a synthesis of the two predominant hydrogen embrittlement mechanisms, hy-
drogen enhanced localized plasticity and hydrogen induced decohesion. The
numerical results support the contention that hydrogen-enhanced localized
plasticity and hydrogen-induced decohesion work synergistically to embrittle
materials.
The model of fracture based on weakest link statistics, but also incorpo-
rating the thermodynamic theory of decohesion in the presence of hydrogen
dissolved into the host metal was developed in Chapter 5. An implementa-
tion of a statistical theory of fracture was developed for use in finite element
analysis which requires actual microstructural data about the carbide parti-
cle size and distribution. This implementation allows for accurate prediction
of failure loads in 1008 mild steel in the absence of hydrogen that are com-
patible with previous results, but also allows extensions to include the effect
of hydrogen on the reversible work to fracture of the carbide-matrix interface
or of the grain boundary. Investigation of the hydrogen effect suggests that
it is unlikely that the presence of hydrogen on carbide-matrix interfaces or on
grain boundaries alone accurately predicts hydrogen-related brittle fracture.
It strongly suggests that the presence of another population of hydrogen, such
as hydrogen trapped at dislocations as proposed in Chapter 4, is needed to
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“trigger” the critical fracture event.
6.2 Future work
6.2.1 Coupled experimental and numerical
determination of hydrogen related material
parameters
The mechanical parameters of the plasticity model presented in Chapter 2
can be determined from a combination of uniaxial tension experiments [69],
by loading at different strain rates and by examining the differences in ma-
terial behavior at small and large strains. The numerical development of a
similar set of tests to elucidate the precise nature of the hydrogen effect, or
the magnitude of the hydrogen-related parameters that govern Frank–Read
dislocation source blocking would be a valuable contribution. Preliminary
work suggests that these tests would involve charging the specimens to dif-
ferent hydrogen concentrations, loading at different strain rates, and possibly
annealing the materials to have different initial dislocation, and hence trap
densities. The numerical models could be initially verified against the al-
ready existing experimental results of Abraham, Ulmer, and Altstetter, who
performed some of these tests for 304 stainless steel [50, 51, 62].
6.2.2 Component level failure and prognosis
The fracture model based on weakest link statistics developed in Chapters 5
and 4 have been useful in explaining the fracture behavior in 4-point bend
test specimens. However, the models were developed with an eye towards the
application of these high strength alloys in the infrastructure necessary to
support an economy in which hydrogen is the primary energy carrier. Thus,
a necessary application would be the use of this fracture model to study the
fracture of cracked components of this infrastructure by incorporating and
validating the assumptions of the fracture model proposed in Chapters 5 and
4. The proposed research would form one part of a possible life cycle analysis
of structural steel in service in hydrogen environments.
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6.2.3 Discrete dislocation-hydrogen interaction
Van der Giessen and Needleman [118] developed a model of plasticity in
which plastic flow is represented by the collective motion of a large number
of discrete dislocations. Research into the interaction of hydrogen with this
discrete dislocation plasticity model is proposed. The plasticity model and
the hydrogen diffusion model would be coupled by the interaction between
the hydrogen induced dilatation and the dislocation stress field, and the
reduction in the activation energy for dislocation slip caused by the presence
of hydrogen, in the framework of the transient diffusion of hydrogen.
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Appendix A
Finite element formulation of the large-strain
rate dependent plasticity model
The method for the finite element formulation of the large strain elastoplastic
deformation follows the work of Liang [85], and the methodology for numer-
ical integration of the elastoplastic constitutive equations follows the work
of Aravas [119] and Govindarajan and Aravas[120, 121]. The assumption of
additive decomposition for the deformation rate yields
D =De +Dp +Dh, (A.1)
whereDe, Dp, andDh are the deformation rates due to elasticity, plasticity,
and hydrogen respectively.
For a linearly elastic and isotropic material, the elastic deformation rate
is
De = Ce−1 :
O
σ
=
(
1
2G
K +
1
3K
J
)
:
O
σ, (A.2)
where G is the shear modulus, K is the bulk modulus, Jijkl =
1
3
δijδkl is the
fourth order volumetric identity tensor, K = I − J is the fourth order devi-
atoric identity tensor, Iijkl =
1
2
(δikδjl + δilδjk) is the fourth order symmetric
identity tensor, δij is the second order identity tensor, and σ is the Cauchy
stress and O denotes the Jaumman rate.
The deformation rate due to hydrogen is
Dh = Λ(c)c˙δ
=
λ
3 + (c− c0)λc˙δ
=
e˙h
3 + eh
δ (A.3)
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where
Λ (c) =
λ
3 + (c− c0)λ, (A.4)
λ is the volume change due to one hydrogen atom introduced into the metal
normalized by the atomic volume of the host metal, c is the current concen-
tration in H/M, c0 is the initial concentration, e˙
h = λc˙ is the transformation
strain rate, and eh = λ (c− c0) is the transformation strain due to hydrogen.
The plastic deformation rate is
Dp = ε˙0 sinh
(1 + ΨcCT
C0
) σe
Y0
(
1 + Yc
CT
C0
)
+ κ
− 1
n σ
σe
=
2ε˙0
3
sinh
(1 + ΨcCT
C0
) σe
Y0
(
1 + Yc
CT
C0
)
+ κ
− 1
nN , (A.5)
where N = 3σ/2σe, σe =
√
3σ′ : σ′/2 is the effective stress, σ′ is the devi-
atoric stress, and ε˙0 and Y0 are given parameters. The evolution of the flow
stress κ is
κ˙ =
(
H0
(
1 +Hc
CT
C0
)
−R0
(
1 +Rc
CT
C0
)
κ
)
ε˙p. (A.6)
The effective plastic strain rate is defined as
ε˙p =
√
2
3
Dp :Dp
=
2ε˙0
3
sinh
(1 + ΨcCT
C0
) σe
Y0
(
1 + Yc
CT
C0
)
+ κ
− 1
n√2
3
N :N
=
2
3
sinh
(1 + ΨcCT
C0
) σe
Y0
(
1 + Yc
CT
C0
)
+ κ
− 1
n . (A.7)
Thus (A.7) is the equation governing the evolution of the effective plastic
strain, and (A.5) can be rewritten as
Dp = ε˙pN . (A.8)
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Using (A.1), (A.2), (A.8), and (A.3) one finds
O
σ = Ce :De
= Ce :
(
D −Dp −Dh)
= Ce : (D − ε˙pN − Λ(c)c˙δ) . (A.9)
The tensor of elastic moduli is
Ce = 2GK + 3KJ . (A.10)
Thus,
Ce :N =N : Ce = 2GN . (A.11)
and
Ce : δ = δ : Ce = 3Kδ (A.12)
Then (A.9) becomes
O
σ= Ce :D − 2Gε˙pN − 3KΛ(c)c˙δ. (A.13)
Numerical Integration of the Elastoplastic
Constitutive Equations
The constitutive model described above is implemented in a finite element
program. The solution to the elastoplastic boundary value problem is sought
incrementally and the constitutive equations are integrated at the element
Gauss points. In a displacement based finite element formulation, the so-
lution is deformation-driven. At a material point, the solution (F n, σn,
αn, ε
p
n, κn, cn) at time tn as well as the deformation gradient F n+1 at time
tn+1 = tn+∆t are known and one seeks the solution (σn+1, αn+1, ε
p
n+1, κn+1,
cn+1) at time tn+1.
At any time t between tn and tn+1, the deformation gradient can be
written as
F (t) = ∆F (t)F n = R(t)U (t)F n, (A.14)
where tn ≤ t ≤ tn+1, R(t) and U (t) are the rotation and stretch tensors
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associated with ∆F (t), with
∆F (tn) = δ (A.15)
and
∆F (tn+1) = F n+1F
−1
n . (A.16)
The deformation rate D and the spin tensor W associated with F can then
be determined through
D(t) = [F˙ (t)F−1(t)]s = R(t)[U˙U−1(t)]sRT (t) (A.17)
and
W (t) = [F˙ (t)F−1(t)]a = R˙(t)RT (t) +R(t)[U˙U−1(t)]aRT (t), (A.18)
in which [.]s and [.]a denote the symmetric part and the antisymmetric part
of the tensor inside the bracket, respectively.
It is assumed that the eigenvectors of U , denoted by ni, are constant
over the increment. Thus,
U (t) = λi (t)ni ⊗ ni, (A.19)
where λi(t) are the eigenvalues of U . Then
U˙ (t) = λ˙i (t)ni ⊗ ni, (A.20)
and
U−1(t) =
1
λi(t)
ni ⊗ ni. (A.21)
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Thus
U˙ (t)U−1(t) =
λ˙i(t)
λi(t)
ni ⊗ ni
=
d
dt
[λi(t)]ni ⊗ ni
=
d
dt
[λi(t)ni ⊗ ni]
=
d
dt
[lnU (t)]
= E˙(t), (A.22)
where E(t) = lnU (t) is defined as the logarithmic strain. Thus we can
rewrite D and W as
D(t) = R(t)E˙RT (t), (A.23)
W (t) = R˙(t)RT (t). (A.24)
Defining the co-rotational stress and deformation rate, respectively, as
σˆ(t) = RT (t)σ(t)R(t), (A.25)
and
Dˆ(t) = RT (t)D(t)R(t), (A.26)
one can show that
˙ˆσ = RT
O
σ R, (A.27)
and
E˙ = RTDR. (A.28)
Defining E˙
(e,p,h)
= RTD(e,p,h)R, where the superscripts e, p and h denote
the corresponding elastic, plastic, and hydrogen strain rates. Making use of
equations (A.27) and (A.28), one can rewrite the constitutive equations (A.1),
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(A.2), (A.6), (A.8), and (A.3) as:
E˙ = E˙
e
+ E˙
p
+ E˙
h
(A.29)
˙ˆσ = Ce : E˙
e
(A.30)
E˙
p
= ε˙pNˆ (A.31)
E˙
h
= Λ(c)c˙δ (A.32)
ε˙p =
2ε˙0
3
sinh
(1 + ΨcCT
C0
) σe
Y0
(
1 + Yc
CT
C0
)
+ κ
− 1
n (A.33)
κ˙ =
(
H0
(
1 +Hc
CT
C0
)
−R0
(
1 +Rc
CT
C0
)
κ
)
ε˙p, (A.34)
where
Nˆ =
3σˆ
2σe
,
in which the Mises equivalent stress is σe =
√
3σˆ′ : σˆ′/2.
Thus the problem has been reduced to: Given the solution at time tn and
the logarithmic strain increment ∆E over the time interval (tn, tn+1), find
σˆn+1, ε
p
n+1, κn+1, and cn+1 at time tn+1.
Equations (A.29) and (A.30) may be integrated to give
σˆn+1 = σˆ
e −Ce : ∆Ep −Ce : ∆Eh, (A.35)
where σˆe is the elastic predictor defined as
σˆe = σˆn +C
e : ∆E. (A.36)
Using a backward Euler integration scheme, we get from Equation (A.31)
that the plastic strain increment is
∆Ep = ∆εpNˆn+1, (A.37)
where
Nˆn+1 =
3σˆ′n+1
2 (σe)n+1
=
3σˆe′
2σee
.
Also using a backward Euler integration scheme, (A.32) yields the strain
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increment due to hydrogen is
∆Eh = Λ(cn+1)∆cδ (A.38)
Equation (A.35) may be split into volumetric, p, and deviatoric q parts
by calculating σˆn+1 : δ and σˆn+1 : Nˆn+1, respectively, to find
pn+1 = p
e − 3K ∆e
h
3 + eh
(A.39)
and
qn+1 = qe − 3G∆εp (A.40)
The evolution of εp is given by (A.33), rewritten for a backward Euler inte-
gration scheme
∆εp
∆t
=
2ε˙0
3
sinh
(1 + ΨcCn+1
C0
) qn+1
Y
(
1 + Yc
Cn+1
C0
)
+ κn+1
− 1
n
∆εp =
2ε˙0∆t
3
sinh
(1 + ΨcCn+1
C0
) qn+1
Y0
(
1 + Yc
Cn+1
C0
)
+ κn+1
− 1
n .
(A.41)
The evolution of κ is given by (A.34), also rewritten for a backward Euler
integration scheme,
∆κ =
(
H0
(
1 +Hc
Cn+1
C0
)
−R0
(
1 +Rc
Cn+1
C0
κn+1
))
∆εp. (A.42)
Finite Element Formulation
In the current configuration the principle of virtual velocity is
G (u, v∗) =
∫
V
σ : L∗dV −
∫
V
b · v∗dV −
∫
ST
T sp · v∗dS = 0. (A.43)
The variation is
dG =
∫
V
L∗ :
(
Ce : dl− 2Gd∆εpN − 3K d∆e
h
3 + eh
δ + dwσ − σdd+ σdlkk
)
dV,
(A.44)
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where d∆εp is the correction to the plastic strain, eh = λ(c − c0) is the
transformation strain due to hydrogen, and d∆eh = λd∆c, and d∆c is the
correction to the concentration. After interpolation,
G (u, v∗) = {v∗}T
(∫
V
[B]Tn+1 {σ}n+1 dV − {F}n+1
)
(A.45)
and
dG = {v∗}T [J ]n+1
{
d
(
∆uN
)}
. (A.46)
Since {v∗} is arbitrary, the condition for equilibrium, G+ dG = 0 is
[J ]n+1
{
d
(
∆uN
)}
= {F}n+1 −
∫
V
[B]Tn+1 {σ}n+1 dV. (A.47)
By interpolating every term in (A.44), one finds∫
V
L∗ : Ce : dldV = {v∗}T
(∫
V
[B]T [Ce] [B] dV
)
{d∆u}
= {v∗}T [K1] {d∆u} (A.48)
−
∫
V
L∗ : (σdd− dwσ) : dldV = {v∗}T
(∫
V
[B]T [Cgeom] [B] dV
)
{d∆u}
= {v∗}T [Kgeom] {d∆u} (A.49)
−
∫
V
L∗ :N (2Gd∆εp) dV = −{v∗}T
∫
V
3Gd∆εp
σe
[B]T {σ′} dV
= −{v∗}T {dF 1skew} (A.50)
∫
V
L∗ : σdlkkdV = {v∗}T
∫
V
[B]T {σ} dlkkdV
= {v∗}T {dFskew} (A.51)
−
∫
V
L∗ : δ
3Kd∆eh
3 + eh
dV = −{v∗}T
∫
V
3Kd∆eh
3 + eh
[B]T {δ} dV
= −{v∗}T {dFtran} (A.52)
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Since {v∗} is arbitrary, the condition G+ dG = 0 becomes
([K1] + [Kgeom]) {d∆u} =
−
∫
V
[B]T {σ} dV + {F} − {dFskew}+
{
dF 1skew
}
+ {dFtran} (A.53)
where
[K1] =
∫
V
[B]T [Ce] [B] dV (A.54)
[Kgeom] =
∫
V
[B]T [Cgeom] [B] dV (A.55)
{dFskew} =
∫
V
[B]T {σ} dlkkdV (A.56){
dF 1skew
}
=
∫
V
[B]T {σ′} 3Gd∆ε
p
σe
dV (A.57)
{dFtran} =
∫
V
[B]T {δ} 3Kd∆e
h
3 + eh
dV (A.58)
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Appendix B
Simulation of uniaxial tension using the rate
dependent constitutive material model
To determine the plastic strain εp and the flow stress κ the following equations
must be solved
ε˙p =
2ε˙0
3
sinh
(1 + Ψc C
C0
) σe
Y0
(
1 + Yc
C
C0
)
+ κ
− 1
n (B.1)
κ˙ =
(
H0
(
1 +Hc
C
C0
)
−R0
(
1 +Rc
C
C0
)
κ
)
ε˙p, (B.2)
where C denotes, generically, the hydrogen concentration on which the plastic
constitutive model depends.
In a backward Euler integration scheme, the equation governing the evo-
lution of the flow stress κ, which is equation (B.2), can be written as
∆κ = H0
(
1 +Hc
Cn+1
C0
)
∆εp −R0
(
1 +Rc
Cn+1
C0
)
(κn +∆κ)∆ε
p, (B.3)
which can be rearranged to find
κn +∆κ =
H0
(
1 +Hc
Cn+1
C0
)
∆εp + κn
1 +R0
(
1 +Rc
Cn+1
C0
)
∆εp
, (B.4)
which can be used to eliminate flow stress from equation (B.1).
Similarly, for a backward Euler integration scheme, the plastic strain
increment is given by
∆εp =
2ε˙0∆t
3
sinh
[(
1 + Ψc
Cn+1
C0
)
× (σe)n+1
Y0
(
1 + Yc
Cn+1
C0
)
+ κn+1
− 1
n . (B.5)
141
Restating equation A.35 in terms of an infinitesmal deformation theory for
simplicity, the stress at the current time step tn+1 is
σn+1 = σn +L : ∆ε−L : ∆εp −L : ∆εh. (B.6)
The elastic predictor σe is defined as
σe = σn +L : ∆ε. (B.7)
The plastic strain rate is given by equation (2.42)
ε˙p = ε˙pN (B.8)
and the effective plastic strain rate is given by equation (B.1)
ε˙p =
2ε˙0
3
sinh
(1 + Ψc C
C0
) σe
Y0
(
1 + Yc
C
C0
)
+ κ
− 1
n (B.9)
so
L : ∆εp = 3G∆εp. (B.10)
Similarly, the hydrogen-induced strain rate is given by equation (2.45)
ε˙h = ε˙hδ, (B.11)
so
L : ∆εh = 3K∆εh. (B.12)
The Mises equivalent stress at time tn+1 is defined as
(σe)n+1 =
√
3
2
σ′n+1 : σ
′
n+1, (B.13)
where σ′n+1 is the stress deviator at time tn+1. Using equations (B.6,) (B.7),
(B.8), and (B.12), the Mises equivalent stress at time tn+1 is
(σe)n+1 = qe − 3G∆εp, (B.14)
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where we define qe as
qe =
√
3
2
σe′ : σe′. (B.15)
To solve for the plastic strain increment, equation (B.5), after substituting
equations (B.14) and (B.4), can be rewritten as
f1 = ∆ε
p − 2ε˙0∆t
3
sinh
[(
1 + Ψc
Cn+1
C0
)
× qe − 3G∆εp
Y
(
1 + Yc
Cn+1
C0
)
+
H
“
1+Hc
Cn+1
C0
”
∆εp+κn
1+R0
“
1+Rc
Cn+1
C0
”
∆εp
− 1

n . (B.16)
The plastic strain increment is found by setting f1 = 0, and solving using a
Newton iterative scheme, which requires the Jacobian. It is
∂f1
∂∆εp
= 1− 2ε˙0∆t
3
cosh
[(
1 + Ψc
Cn+1
C0
)
× qe − 3G∆εp
Y0
(
1 + Yc
Cn+1
C0
)
+
H0
“
1+Hc
Cn+1
C0
”
∆εp+κn
1+R0
“
1+Rc
Cn+1
C0
”
∆εp
− 1

n×
n
(
1 + Ψc
Cn+1
C0
) qe − 3G∆εp
Y0
(
1 + Yc
Cn+1
C0
)
+
H0
“
1+Hc
Cn+1
C0
”
∆εp+κn
1+R0
“
1+Rc
Cn+1
C0
”
∆εp
− 1

n−1
×
(qe − 3G∆εp)
(
H0
(
1 +Hc
Cn+1
C0
)
−R0
(
1 +Rc
Cn+1
C0
)
κn
)
(
1 +R0
(
1 +Rc
Cn+1
C0
)
∆εp
)2
−3G
Y0(1 + YcCn+1
C0
)
+
H0
(
1 +Hc
Cn+1
C0
)
∆εp + κn
1 +R0
(
1 +Rc
Cn+1
C0
)
∆εp
×
Y0(1 + YcCn+1
C0
)
+
H0
(
1 +Hc
Cn+1
C0
)
∆εp + κn
1 +R0
(
1 +Rc
Cn+1
C0
)
∆εp
−2 . (B.17)
The hydrogen concentration Cn+1, in the case of transient hydrogen dif-
fusion, is provided by the solution of the hydrogen diffusion equation.
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For the simple case of uniaxial tension in a material with no hydrogen
effects, the governing equations can be integrated numerically to provide
verification of the finite element model. We assume that the strain rate may
be decomposed into elastic and plastic parts:
ε˙ = ε˙e + ε˙p (B.18)
where the elastic strain rate is
ε˙e = L−1 : σ˙ (B.19)
and the plastic strain rate is
ε˙p = ε˙0 sinh
[(
σe
Y + κ
− 1
)n]
σ′
σe
. (B.20)
The evolution of the flow stress κ reduces to
κ˙ = (H −Rdκ) ε˙p. (B.21)
The effective plastic strain rate, ε˙p, is defined as
ε˙p =
√
2
3
ε˙p : ε˙p
=
2ε˙0
3
sinh
[(
σe
Y + κ
− 1
)n]
, (B.22)
so the plastic strain rate is rewritten as
ε˙p =
3σ′
2σe
ε˙p, (B.23)
where σ′ is the stress deviator, and the equivalent stress, σe is defined as
σe =
√
3
2
σ′ : σ′. (B.24)
In uniaxial tension, the equivalent stress is the tensile stress, σe = σzz. Using
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equation (B.19), the non-zero elastic strain rates are
ε˙err = −
ν
E
σ˙zz
ε˙eθθ = −
ν
E
σ˙zz
ε˙ezz =
1
E
σ˙zz,
where ν is Poisson’s ratio and E is Young’s modulus. Using equation (B.20),
the plastic strain rates are
ε˙prr = −
ε˙pσzz
2σe
= −1
2
ε˙p
ε˙pθθ = −
ε˙pσzz
2σe
= −1
2
ε˙p
ε˙pzz =
ε˙pσzz
σe
= ε˙p,
where we substituted for the Mises equivalent stress and for the components
of the stress deviator. The total strain is then given by
ε˙rr = − ν
E
σ˙zz − 1
2
ε˙p
ε˙θθ = − ν
E
σ˙zz − 1
2
ε˙p
ε˙zz =
1
E
σ˙zz + ε˙p.
The strain rates ε˙rr and ε˙θθ are equal, so we need to solve for only one of
them. Equation (B.22) is needed to describe the effective plastic strain rate
ε˙p and equation (B.21) is necessary to describe the evolution of the flow stress
κ.
In a backward Euler integration scheme, the governing equations become
∆εrr = − ν
E
∆σzz − 1
2
∆εp (B.25a)
∆εzz =
1
E
∆σzz +∆ε
p (B.25b)
∆εp =
2ε˙0∆t
3
sinh
[(
(σzz)n +∆σzz
Y + κn +∆κ
− 1
)n]
(B.25c)
∆κ = (H −Rdκn −Rd∆κ)∆εp (B.25d)
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Figure B.1: Tensile stress vs. strain for the model copper material in uniaxial
tension specimen. The stress found from the finite element implementation
(solid line) is the same as the stress from the analytical solution (circles).
If we drive the deformation by applying known strain increments ∆εzz,
then equation (B.25b) can be solved for the tensile stress increment ∆σzz.
The increment of the flow stress ∆κ can be eliminated by using equation (B.25d),
and substituting into equation (B.25c). After these manipulations, only two
equations remain with only two unknowns, ∆εrr and ∆ε
p.
f1 = ∆ε
p − 2ε˙0∆t
3
sinh
[(
(σzz)n + E (∆εzz −∆εp)
Y + H∆ε
p+κn
1+Rd∆εp
− 1
)n]
= 0
f2 = ∆εrr + ν∆εzz +
(
1
2
− ν
)
∆εp = 0
The first equation, f1 is an equation of one unknown, the plastic strain
increment ∆εp; the second equation, and thus the increment of strain ∆εrr,
is known once we solve the first. Using a Newton iterative scheme to solve
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Figure B.2: Flow stress vs. strain for the model copper material in uniaxial
tension specimen. The flow stress κ from the finite element implementation
(solid line) is the same as the flow stress from the analytical solution (circles).
one equation requires the derivative of f1 with respect to ∆ε
p, which is
∂f1
∂∆εp
= 1− 2ε˙0∆t
3
cosh
[(
(σzz)n + E (∆εzz −∆εp)
Y + H∆ε
p+κn
1+Rd∆εp
− 1
)n]
×
n
(
(σzz)n + E (∆εzz −∆εp)
Y + H∆ε
p+κn
1+Rd∆εp
− 1
)n−1(
1
Y + H∆ε
p+κn
1+Rd∆εp
)2
×[
−E
(
Y +
H∆εp + κn
1 +Rd∆εp
)
− ((σzz)n + E (∆εzz −∆εp))
H −Rdκn
(1 +Rd∆εp)
2
]
(B.26)
The analytical solution, found using the numerical integration method
described here, was compared with the finite element implementation. For
the model copper material in uniaxial tension, with shear modulus G = 42
MPa, Poisson ratio ν = 0.3, reference strain rate ε˙0 = 0.1 1/s, initial yield
stress Y0 = 60 MPa, exponent n = 5, hardening H0 = 550 MPa and dynamic
recovery parameter R0 = 4, and in the absence of hydrogen, we found that the
finite element implementation provided the same tensile stress (Figure B.1)
and flow stress (Figure B.2) as the analytical solution.
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Appendix C
Finite Element Formulation of Transient
Hydrogen Diffusion
Mass conservation of hydrogen in an arbitrary volume V , when the deforma-
tion of the body shape does not significantly affect diffusion, is
∂
∂t
∫
V
(CL + CT ) dV +
∫
S
JinidS = 0, (C.1)
where the volume V is bounded by a surface S that has an outward pointing
normal ni. The lattice and trap hydrogen concentrations are CL and CT ,
and the hydrogen flux through the surface is Ji. The surface consists of two
parts, SC and SN , such that the lattice concentration CL, is prescribed on
SC as Cb and the hydrogen flux is prescribed on SN as φ,
On SC : CL = Cb, (C.2)
On SN : Jini = φ. (C.3)
The lattice hydrogen concentration, CL, is
CL = θLβNL, (C.4)
where β is the number of interstitial lattice sites per solvent atom, θL is the
occupancy of the available sites, and NL is the number of solvent atoms per
unit volume. The trapped hydrogen concentration, CT , is
CT = θTαNT , (C.5)
where α is the number of sites per trap, θT is the occupancy of trap sites,
and NT is the number of traps per unit volume. NT is a function of the
equivalent plastic strain, NT = NT (ε
p).
Then the divergence theorem may be used to rewrite the surface integral
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in equation (C.1) as a volume integral∫
V
[
∂
∂t
(CL + CT ) + Ji,i
]
dV = 0. (C.6)
Since equation (C.6) is valid for any arbitrary volume, the integrand must
be equal to zero everywhere, and we find the local form of the law of the
conservation of hydrogen mass,
∂
∂t
(CL + CT ) + Ji,i = 0. (C.7)
The trapped hydrogen concentration is a function of the equivalent plastic
strain and of the lattice concentration. Thus the time rate change of the
trapped hydrogen concentration ∂CT/∂t is
∂CT
∂t
=
∂CT
∂CL
dCL
dt
+
∂CT
∂NT
dNT
dεp
dεp
dt
. (C.8)
After substitution of equation (C.8), the conservation of hydrogen mass equa-
tion (C.7) is (
1 +
∂CT
∂CL
)
∂CL
∂t
+ Ji,i +
∂CT
∂NT
dNT
dεp
dεp
dt
= 0. (C.9)
The derivative ∂CT/∂CL is determined by relating the lattice and trap con-
centrations using Oriani’s equilibrium theory [38]. Oriani’s equilibrium the-
ory results in a Fermi-Dirac relation between the occupancy of trap sites and
of lattice sites
θT
1− θT =
θL
1− θL exp
(
−WB
RT
)
, (C.10)
where the binding energy WB is the energy required for a hydrogen atom to
escape a trap site and move into a lattice site. By substituting for the lattice
and trap occupancies, θL and θT , using equations (C.4) and (C.5), then the
relation between lattice and trap concentration, equation (C.10), is
CT =
KTαNT
βNL + (KT − 1)CLCL, (C.11)
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where KT = exp (−WB/RT ). Thus
∂CT
∂CL
=
KTαNTβNL
[βNL + (KT − 1)CL]2
. (C.12)
We define the effective diffusion coefficient Deff as
Deff =
D(
1 + ∂CT
∂CL
) , (C.13)
where D is the diffusion coefficient; the effective diffusion coefficient is the
diffusion coefficient modified by hydrogen trapping. By substitution of equa-
tion (C.12) into the local form of hydrogen mass conservation equation (C.9),
we find
D
Deff
∂CL
∂t
+ Ji,i + αθT
dNT
dεp
dεp
dt
= 0. (C.14)
The variational statement of equation (C.14) is∫
V
δC
(
D
Deff
∂CL
∂t
+ Ji,i + αθT
dNT
dεp
dεp
dt
)
dV = 0. (C.15)
We use the derivative of a product identity
δCJi,i = (δCJi),i − δC,iJi (C.16)
and rearrange terms in equation (C.15) to find∫
V
δC
(
D
Deff
∂CL
∂t
+ αθT
dNT
dεp
dεp
dt
)
dV −
∫
V
δC,iJidV +
∫
V
(δCJi),i dV = 0.
(C.17)
Then, the divergence theorem may be used on the last integral to find∫
V
δC
(
D
Deff
∂CL
∂t
+ αθT
dNT
dεp
dεp
dt
)
dV −
∫
V
δC,iJidV +
∫
S
δCJinidS = 0.
(C.18)
We choose δC such that δC = 0 on SC and we apply the boundary conditions
on the hydrogen concentration and flux, equations C.2 and C.3, to find∫
V
δC
(
D
Deff
∂CL
∂t
+ αθT
dNT
dεp
dεp
dt
)
dV −
∫
V
δC,iJidV +
∫
S
δCφdS = 0.
(C.19)
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From the chemical potential previously described in equation (2.31) the
hydrogen flux is
Ji = −Deff
RT
[
RT
CL,i
1− CL
βNL
− VHCLσkk,i
3
+ CL
2E
9 (1− ν)
V 2H
NAVM
CL,i
]
. (C.20)
Then the hydrogen transport equation becomes∫
V
δC
(
D
Deff
∂CL
∂t
+ αθT
dNT
dεp
dεp
dt
)
dV
+
∫
V
δC,iDeff βNL
CL,i
βNL − CLdV
+
∫
V
−δC,iVHDeff
3RT
CLσkk,idV
+
∫
V
δC,i
Deff
RT
2E
9 (1− ν)
V 2H
NA
CLCL,idV
+
∫
S
δCφdS = 0. (C.21)
Discretization
Using the same shape functions to interpolate the hydrogen concentration
and hydrostatic stress inside an element, then
CL = [A]
{
CNL
}
, (C.22)
C˙L = [A]
{
C˙NL
}
, (C.23)
σkk = [A]
{
σNkk
}
. (C.24)
The gradients are then
CL,i = [B]
{
CNL
}
, (C.25)
σkk,i = [B]
{
σNkk
}
. (C.26)
The interpolation matrices are the 1x4 and 2x4 matrices
[A] =
[
N1 N2 N3 N4
]
,
[B] =
[
∂N1/∂x ∂N2/∂x ∂N3/∂x ∂N4/∂x
∂N1/∂y ∂N2/∂y ∂N3/∂y ∂N4/∂y
]
.
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Using equations (C.22) through (C.26), we can consider the discretization of
each term in equation (C.21).
∫
V
δC
D
Deff
∂CL
∂t
dV =
{
δCN
}T ∫
V
[A]T
D
Deff
[A] dV
{
C˙NL
}
=
{
δCN
}T
[M ]
{
C˙NL
}
,
∫
V
δC,iDeff
CL,i(
1− CL
βNL
)dV
=
{
δCN
}T ∫
V
[B]T
Deff βNL
βNL − [A] {CNL }
[B] dV
{
CNL
}
=
{
δCN
}T
[K1]
{
CNL
}
,
∫
V
−δC,iVHDeff
3RT
CLσkk,idV
=
{
δCN
}T ∫
V
−VHDeff
3RT
[B]T [B]
{
σNkk
}
[A] dV
{
CNL
}
=
{
δCN
}T
[K2]
{
CNL
}
,
∫
V
δC,i
Deff
RT
2E
9 (1− ν)
V 2H
NA
CLCL,idV
=
{
δCN
}T ∫
V
Deff
RT
2E
9 (1− ν)
V 2H
NA
[B]T [A]
{
CNL
}
[B] dV
{
CNL
}
=
{
δCN
}T
[K3]
{
CNL
}
,
∫
V
δCαθT
dNT
dεp
dεp
dt
dV =
{
δCN
}T ∫
V
[A]T αθT
dNT
dεp
dεp
dt
dV
=
{
δCN
}T {F2} ,
∫
S
δCφdS =
{
δCN
}T ∫
S
[A]T φdS
=
{
δCN
}T {F1} .
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Thus the discretized hydrogen transport equation (C.21) becomes
[M ]
{
C˙NL
}
+ [K1 +K2 +K3]
{
CNL
}
+ {F1}+ {F2} = 0, (C.27)
where
[M ] =
∫
V
D
Deff
[A]T [A] dV
[K1] =
∫
V
Deff βNL
βNL − [A] {CNL }
[B]T [B] dV
[K2] =
∫
V
−VHDeff
3RT
[B]T [B]
{
σNkk
}
[A] dV
[K3] =
∫
V
Deff
RT
2E
9 (1− ν)
V 2H
NA
[A]
{
CNL
}
[B]T [B] dV
{F1} =
∫
S
[A]T φdS
{F2} =
∫
V
[A]T αθT
dNT
dεp
dεp
dt
dV.
Using a generalized trapezoidal rule to integrate equation (C.27), and letting
{F1}+ {F2} = −{R}
[
(1− θ) [M ]n + θ [M ]n+1
] {∆CNL }
∆t
+
(1− θ) [K1 +K2 +K3]n
{
CNL
}
n
+ θ [K1 +K2 +K3]n+1
{
CNL
}
n+1
=
(1− θ) {R}n + θ {R}n+1 (C.28)
Rearrange terms to find(
1
∆t
[
(1− θ) [M ]n + θ [M ]n+1
]
+ θ [K1 +K2 +K3]n+1
){
CNL
}
n+1
=
(
1
∆t
[
(1− θ) [M ]n + θ [M ]n+1
]− (1− θ) [K1 +K2 +K3]n){CNL }n
+ (1− θ) {R}n + θ {R}n+1 . (C.29)
For a backward Euler scheme, set θ = 1 to find(
1
∆t
[M ]n+1 + [K1 +K2 +K3]n+1
){
CNL
}
n+1
=
1
∆t
[M ]n+1
{
CNL
}
n
+{R}n+1 .
(C.30)
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The stiffness term [K2] related to the hydrostatic stress is non-symmetric.
In practice, because it is computationally more efficient to use a solver that
solves a symmetric positive definite system of linear equations, we write
equation (C.30) as(
1
∆t
[M ]n+1 + [K1 +K3]n+1
){
CNL
}
n+1
=
1
∆t
[M ]n+1
{
CNL
}
n
− [K2]n+1
{
CNL
}
n+1
+ {R}n+1 . (C.31)
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Appendix D
Hydrogen outgassing from the moment of
charging until loading
A simulation of the effects of the charging procedure until the moment me-
chanical testing began was performed to associate the fracture stress de-
termined experimentally with a concentration of hydrogen present in the
specimen during loading.
Hydrogen charging was performed at an elevated temperature, 100 ◦C,
and at high hydrogen pressure for two weeks. At the end of charging the
sample was assumed to have a uniform hydrogen concentration throughout
equal to the hydrogen concentration predicted by Sievert’s law. For 4340
steel [86], the concentration is related to the fugacity f through
c = 1.85× 10−3
√
f exp
−27100
RT
, (D.1)
where the concentration c is measured in cm3 of H2 gas at normal temperature
and pressure per cm3 of metal, the fugacity is measured in Pa, R is the gas
constant and T is the absolute charging temperature.
The Able–Noble equation of state
V =
RT
P
+ b, (D.2)
where b is a constant, is a simple equation of state relating the volume V
to the pressure P that is appropriate for the pressures and temperatures
encountered during the charging and outgassing conditions [81]. Then, the
fugacity is a simple function of the pressure and temperature [81],
f = P exp
(
Pb
RT
)
(D.3)
where b = 15.84 × 10−6 m3/mol, and the pressure is measured in Pa. The
single edge notch bend specimens were charged at pressures of 1, 5, 10, and
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Figure D.1: Schematic of front, top, and end views of the single edge notch
bend specimen. The specimen half-width is 3.175 mm.
20 ksi, corresponding to fugacities of 7.1, 41.1, 98.0, and 278.8 MPa. Thus,
the calculated uniform hydrogen concentrations from equation (D.3) at the
end of the two week charging period were 0.47, 1.13, 1.74, and 2.94 atomic
parts per million (appm).
Hydrogen was assumed to diffuse out of the samples primarily through
the front and back faces, because the smallest dimension of the sample is
the thickness (Fig. D.1). We modeled the outgassing from the rectangular
region defined by the dashed lines in the upper part of Fig. D.1. The ini-
tial hydrogen concentration throughout the domain was taken equal to the
uniform concentration calculated from equation (D.1). Boundary conditions
on the dashed lines were zero flux, reflecting the symmetry of the sample;
the boundary conditions on the upper and right boundaries were specified
concentration boundary conditions that reflected the cooling and depressur-
ization of the charging vessel and calculated through Sievert’s law. For an
initial charging pressure of 137.9 MPa, the temperature and pressure during
the cooling and depressurization of the charging vessel are shown in Fig. D.2;
the corresponding hydrogen concentration experienced by the exterior of the
specimen is shown in Fig. D.3. After charging the specimen in hydrogen
gas at 100 ◦C, the specimen was cooled off to room temperature, 25 ◦C, for
8 hours while the pressure dropped to slightly less than 110 MPa. Then
the temperature and pressure were held constant for the following 8 hours.
After the cooling and waiting, the specimens were removed to air until test-
ing. For simulation purposes, we considered that complete depressurization
(taking the specimens out of the charging vessel) took place in 10 seconds.
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Figure D.2: Evolution of temperature and pressure in the charging vessel
after hydrogen charging for a charging pressure of 137.9 MPa.
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Figure D.3: Evolution of concentration boundary conditions applied during
the cooling and depressurization of the charging vessel for a charging pressure
of 137.9 MPa.
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The pressure of hydrogen surrounding the sample followed the ideal gas law
P1/T1 = P2/T2. When in air, we assumed zero partial pressure of hydrogen
in the air, implying a boundary concentration equal to zero. We continued
the simulation of hydrogen outgassing between the end of depressurization
and the beginning of mechanical testing. The duration of this outgassing
process spanned the range from 5 to 48 hours depending on the precise time
that testing began.
The specimens were coated with copper, to minimize hydrogen outgassing.
Hydrogen has a much lower diffusivity in copper than in the 4340 steel: in
copper the diffusivity, measured in m2/s, is [122]
D = 11.37× 10−7 exp−38878
RT
(D.4)
and in steel it is [86]
D = 2.33× 10−7 exp−6680
RT
. (D.5)
We modeled the copper layer as a five micron thick layer with diffusivity
given by equation (D.4) and no traps; the steel was modeled as having dif-
fusivity given by equation (D.5) and three types of traps corresponding to
dislocations, grain boundaries, and carbides. In the steel, the trap densi-
ties were, for dislocations NT = 8.51 × 1020 traps/m3 (corresponding to the
Kumnick and Johnson trap density model for zero plastic strain [87]), for
grain boundaries 1023 traps/m3 [52], and 5× 1024 traps/m3 for carbides. No
external loads were applied on the specimen; the symmetry boundaries were
not allowed to move normal to their faces, to reflect the symmetry of the
problem. The mechanical state of the specimen was considered during out-
gassing because hydrogen induces a dilatational strain, though it is irrelevant
for a traction-free outer boundary.
For charging at pressure 137.9 MPa, the uniform concentration in the
specimen as calculated by Sievert’s law at 100 ◦C was 2.94 appm at the end
of charging. Figure D.4 shows that the normalized lattice hydrogen concen-
tration, at three times during the charging process is uniform throughout
the width of the steel specimen. After charging, the specimen had a uniform
lattice hydrogen concentration equal to 100% of C0. At the end of depres-
surization, when the specimen was removed from the charging vessel, the
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Figure D.4: Normalized lattice hydrogen concentration at three points during
the outgassing process for a charging pressure of 137.9 MPa. The distance
from the center b is normalized by the half-width of the SEN specimen B
such that b/B = 0 denotes the center of the specimen and b/B = 1 denotes
the outer surface of the specimen.
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Figure D.5: Normalized lattice hydrogen concentration at the end of charg-
ing (top), at the moment the specimen is removed from the charging vessel
(middle) and at the moment of loading (bottom) for a charging pressure of
137.9 MPa. The hydrogen concentration is spatially uniform throughout the
specimen.
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Pressure
(MPa)
Sievert’s law concen-
tration (appm)
Time (hr) Lattice concentration
(appm)
137.9 2.94 37 0.872
137.9 2.94 32.25 0.964
137.9 2.94 30.33 1.003
68.9 1.74 32.5 0.572
68.9 1.74 31 0.590
34.4 1.13 48.67 0.271
34.4 1.13 46.83 0.281
34.4 1.13 30 0.395
6.9 0.47 27.67 0.186
6.9 0.47 5.67 0.285
Table D.1: Charging pressure, initial concentration predicted by Sievert’s
law, equation (D.1), time between depressurization of the charging vessel, and
the predicted lattice hydrogen concentration at the beginning of mechanical
testing.
specimen had a uniform lattice hydrogen concentration equal to 58% of C0.
At the beginning of mechanical testing, which took place after 37 hours after
depressurization for the sample shown in Figure D.4, the lattice concentra-
tion was 26.8% of C0. Figure D.4 shows that the concentration of hydrogen
in lattice sites is uniform from the center of the specimen to the exterior,
and Figure D.5 shows the lattice hydrogen concentration is uniform through-
out the sample. For all samples, Table D.1 shows the charging pressure, the
concentration predicted by Sievert’s law, the time between the depressuriza-
tion and mechanical testing, and the NILS hydrogen concentrations at the
moment straining of the specimen began.
The calculated hydrogen concentrations at the moment straining began
were used as initial concentrations throughout the specimen domain for the
transient hydrogen transport initial/boundary value problem.
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