Abstract. Variable selection is a key issue when analyzing high-dimensional data. The explosion of data with large sample sizes and dimensionality brings new challenges to this problem in both inference accuracy and computational complexity. To alleviate these problems, we propose a new scalable Markov chain Monte Carlo (MCMC) sampling algorithm for "large p small n" scenarios by generalizing multiple-try Metropolis to discrete model spaces and further incorporating neighborhood-based stochastic search. The proof of reversibility of the proposed MCMC algorithm is provided. Extensive simulation studies are performed to examine the efficiency of the new algorithm compared with existing methods. A real data example is provided to illustrate the prediction performances of the new algorithm.
Introduction
The failure of maximum likelihood estimation in the high-dimensional p > n setting naturally gives rise to the variable selection task. When predictors are known to have lower dimensional structure or it is known that only a small subset of predictors are predictive of the response, exploiting such structure can lead to dramatic improvements in the statistical efficiency of the learning algorithm. Classic stepwise procedures based on likelihood ratio tests for nested models or penalized model scores (e.g., Akaike's information criterion (AIC) or the Bayesian information criterion (BIC)) are generally unreliable in high dimensions. Modern Bayesian approaches to variable selection in the regression setting are typically divided into two groups: exact predictor inclusionexclusion via spike-and-slab priors, and continuous shrinkage priors which mimic the former. With the number of possible models growing as 2 p , direct enumeration of all models is intractable for p 30. While the former comes equipped with natural measures of uncertainty, such as the posterior probability of each visited model and marginal predictor inclusion probabilities, the latter often leads to more tractable inferential procedures in terms of posterior computation.
Variable selection has received a tremendous amount of attention in frequentist literature, with numerous regularization approaches enjoying much success. Most well known methods, including the Lasso [Tibshirani (1996) ], SCAD [Fan and Li (2001) ], adaptive lasso [Zou (2006) ], and the Dantzig selector [Candes and Tao (2007) ] are onestage procedures, focusing on simultaneous selection and estimation of unknown model parameters; in fact, many of these come with appealing oracle properties and asymptotic guarantees. There is an equally overwhelming body of work in the Bayesian variable selection and model averaging literature dating back to Zellner's g-prior [Zellner (1986) ]. Since then, a populous set of shrinkage priors have been developed along similar lines. Recent and notable among these include the Bayesian Lasso [Park and Casella (2008) ], Horseshoe [Polson et al. (2012) ], Generalized Double Pareto Armagan et al. (2013) , and Dirichlet-Laplace [Bhattacharya et al. (2015) ]. However, proponents of two-stages procedures, SIS [Fan and Lv (2010) ] and VANISH [Radchenko and James (2010) ] for example, argue that simultaneous selection and estimation is often too ambitious, instead proposing efficient variable screening algorithms which promise retaining the true support in the generalized linear model setting with high probability under regularity conditions on the design matrix. Projection pursuit regression [Friedman and Stuetzle (1981) ], likelihood basis pursuit [Zhang et al. (2004) ], and the leaps-and-bounds algorithm [Furnival and Wilson (2000) ; Hoeting et al. (1999) ; Brusco and Steinley (2011)] are classic approaches to selection that utilize various optimization methods including tabu search and the branch-and-bound algorithm. Relying on penalized likelihood scoring, these methods can be effective model selection tools in simple model settings but offer no uncertainty quantification.
The spike-and-slab approach to variable selection has been predominantly developed in the linear regression setting, largely due to analytical tractability [George and McCulloch (1993) ; Geweke et al. (1996) ; Draper (1995) ; Carlin and Chib (1995) ; Clyde et al. (1996) ; Hoeting et al. (1999) ]. Here, analytical expressions for the marginal likelihood enable efficient stochastic search over the model space. The MC 3 algorithm [Raftery et al. (1997) ] and stochastic search variable selection (SSVS ) [George and McCulloch (1993) ] are two early Markov chain samplers that enable variable selection. SSVS traverses the model space by scanning over the p-variates successively, allowing each predictor to have its state flipped, confining the search for important predictors to a local neighborhood of size p at every MCMC iteration. Sequential scanning is conceptually simple, but tends to be slow as the predictor dimension grows and can suffer from mixing problems in correlated predictor settings. To mitigate this computational problem, Ročková and George (2014) adopts EM algorithm to deterministically move toward the posterior modes instead of stochastic search. Several other stochastic search procedures have been proposed in various contexts, including applications to Gaussian graphical models and social networks [Jones et al. (2005) ; Scott and Carvalho (2008) ], with a focus on enumerating models having high posterior probability. The authors argue that in the enormous model space, the Metropolis criterion is "less useful as an MCMC transition kernel, and far more useful as a search heuristic for finding and cataloguing good models," and reliable computation of model probabilities based on frequency of occurrence in a Monte Carlo seems dubious. Shotgun stochastic search (SSS ) Hans et al. (2007) proposes a neighborhood search procedure to quickly identify inclusion vectors with large posterior mass in high dimensions, and is demonstrated to perform well in linear regression and graphical model setting of moderate dimension. Clyde et al. (1996) and Clyde and George (2004) discuss various Bayesian variable selection strategies for model averaging, taking advantage of specific model structure such as orthogonalized design to obtain closed-form posterior model probabilities. In addition, Clyde et al. (2011) propose Bayesian adaptive sampling (BAS ) to sequentially learn marginal inclusion probabilities using a without replacement sampling algorithm. BAS improves best over the baseline MCMC competitors when the algorithm has access to warm starts for the marginal predictor inclusion probabilities. Berger and Molina (2005) propose a stochastic search algorithm that incorporates local proposals which explore a neighborhood around a catalogue of previously sampled models using initial estimates for posterior model and predictor inclusion probabilities to guide the traversal. Using a path-sampling approach to efficiently compute Bayes factors between one-away pairs of models in the linear regression setting, their strategy yields a connected graph between all explored models with the hope that this set is large enough to reliably estimate approximate inferential statistics.
Acknowledging the tension between local efficiency and mode-finding while maintaining MCMC reversibility, we adapt concepts from neighborhood-based stochastic search Hans et al. (2007) and generalize the multiple-try Metropolis (MTM) Liu et al. (2000) algorithm for efficient sampling of inclusion vectors. Key innovations address the challenges faced by variable selection sampling in high dimensions; in particular, a scalable MCMC sampler should 1. effectively trade-off exploration and exploitation: in high dimensions, MCMC should employ a mechanism for adaptation as means of efficiently discovering regions of high posterior probability;
2. have an efficient transitioning scheme: poor mixing can result when good proposals are identified but rejected because of the reversibility constraint; and 3. cut the computational budget: when likelihood evaluations are expensive, rejections are wasteful. A flexible sampling scheme will allow for a host of proposals, allowing for an annealing process toward modal regions of the posterior.
The rest of the paper is organized as follows. In Section 2, we start by establishing notations and presenting the hierarchical formulation for Bayesian variable selection with conjugate priors for regression coefficients and the predictor inclusion vectors which are adopted in simulation studies. Then we briefly review the shotgun stochastic search and multiple-try Metropolis algorithms. We propose a new scalable MCMC sampler for predictor inclusion vectors by generalizing the multiple-try Metropolis and combining with neighborhood-based stochastic search in Section 3. Extensive simulation studies are provided in Section 4 to examine the effectiveness of the proposed algorithm according to inference accuracy, prediction performances and computational efficiency. We conclude in Section 5 with discussions on the future research directions.
Background

Bayesian variable selection
Consider the canonical Gaussian linear regression model
where Y ∈ R n is a response vector and X ∈ R n×p is a design matrix for n samples and p predictors. Assume Y and X are standardized and hence an intercept is not included. β ∈ R p is an unknown regression coefficient vector. Accurately recovering the support of and estimating β are of interest when p is large.
Under Bayesian scheme, variable selection is typically performed by introducing a p × 1 binary latent indicator vector γ ∈ {0, 1} p . Denote the set of indices of predictors {1, 2, ..., p} as [p] . For each i ∈ [p], γ i = 1 if X i is included in the model. γ can also be viewed as the set of indices of active predictors (i.e., a subset of [p] ) in the affiliated model M γ [Yang et al. (2015) ] where |γ| and γ c denote the cardinality and complement of γ. Under M γ , a conjugate hierarchical model is typically constructed as follows:
An independent prior is obtained by specifying Σ γ = I |γ| . Another conventional choice is a g-prior where Zellner (1986) ]. This type of prior preserves the correlation structure of a design matrix and leads to simple closed-form marginal likelihoods. Models with small sizes are preferred when larger values of g are adopted. See Liang et al. (2012) for a detailed discussion of the effects of g.
Generally, a and b are chosen to be small constants, resulting in a non-informative prior for φ. However, φ is expected to be larger when including more predictors in the model. Therefore, George and McCulloch (1993) and Dobra et al. (2004) consider relating a or b to |γ|. When a, b → 0, we get a popular improper prior π(φ) ∝ 1/φ.
The prior for γ only depends on its size. Fixing τ = 1/2 yields a uniform distribution for all 2 p models with expected model size of p/2. This prior fails to penalize large models. A more reasonable approach is to treat τ as a hyperparameter with Beta prior. See Scott et al. (2010) for theoretical properties of this prior.
Let d * be the number of expected model size. We may set u = d
where B(·, ·) is the Beta function.
All the simulations performed in this paper adopt g-prior with g = n (i.e., Unit information prior [Kass and Wasserman (1995) ]), π(φ) ∝ 1/φ and a Beta-binomial prior for γ. Under these settings, the marginal likelihood is given by
where Γ(·) is the Gamma function and R 2 γ is the ordinary coefficient of determination for the model M γ
(2.8)
T γ the projection matrix onto the column space of X γ .
Neighborhood-based stochastic search MCMC samplers
Let T (γ, ·) be a proposal transition function over N (γ), the neighborhood set of γ. Here T (γ, γ ) > 0 ⇐⇒ T (γ , γ) > 0 is required to guarantee reversibility. Then a MetropolisHastings (MH) random walk neighborhood search algorithm is implemented iteratively as follows:
1. Randomly select a proposal state γ ∈ N (γ) according to T (γ, ·).
2. Accept proposal γ with probability α where
otherwise stay at γ.
This algorithm generates an irreducible, aperiodic, and positive recurrent Markov chain. Let 1 j be a p × 1 vector with j th element 1 and others 0. Then neighborhood set considered by Hans et al. (2007) consists of three types of moves:
Remove an active predictor:
3. Swap an active predictor with an inactive predictor:
Swap move is actually the combination of adding and removing. Yang et al. (2015) further unifies 1 and 2 into one class based on Hamming distance.
A MCMC sampler built on SSS provided in Hans et al. (2007) can be obtained immediately by defining
where S is any positive score function.
Multiple-try Metropolis
Multiple-try Metropolis algorithm is proposed by Liu et al. (2000) to mitigate the potential slow convergence problem of traditional MH algorithms. Instead of only considering a single proposal, MTM proposes multiple trials each iteration to prevent the chain from being stuck in local modes in a continuous state space. Specifically, suppose π is the target distribution and T is a transition kernel. Further define weight ω(x, y) = π(x)T (x, y). Then a general MTM algorithm involve the following procedures:
2. Select y ∈ {y 1 , y 2 , ..., y M } with probability proportional to ω(y j , x) j = 1, 2, ..., M .
3. Sample backward set {x 4. Accept the proposal y with probability α where
This algorithm generates a reversible Markov chain leaving π as the invariant distribution. The standard MH sampler results as a special case when M = 1. In Liu et al. (2000) , MTM is demonstrated to be more efficient on multimodal state space exploration than traditional MH algorithms through simulation studies. Pandolfi et al. (2010) extends this approach by further incorporating an additional weight ω * (x, y). The original MTM is obtained when ω * (x, y) = ω(x, y).
A paired-move multiple-try stochastic search sampler
The MCMC sampler built on SSS may suffer from two problems. First, the chain may be stuck due to substantially low acceptance rates. Suppose that the current state is γ and γ is proposed. When γ has better neighborhoods than γ, γ∈N (γ ) S(γ) is much larger than γ∈N (γ) S(γ) leading to a small acceptance rate. Therefore, the sampler may be able to identify inclusion vectors with high posterior probabilities but fail to transition to them. Another concern is computational complexity. We notice that |γ| + |γ | remove, 2p − |γ| − |γ | add, and |γ|(p − |γ|) + |γ |(p − |γ |) swap neighborhoods are evaluated in each iteration. This O(p) cost is further exacerbated when n is large. Although likelihood scores can be evaluated in parallel, most one-away neighborhoods offer little improvement to the model fit in high dimensions. Reducing the lengtha of a chain is inevitable when computational budget is limited, resulting in poor mixing and unreliable inferences.
We propose a new MCMC sampler by combining the idea of neighborhood-based stochastic search and MTM to address the issues described above. Specifically, a pairedmove strategy is introduced in Section 3.1 to improve acceptance rates. In Section 3.2, multiple-try scheme is generalized to discrete model spaces to allow for a flexible and efficient neighborhood search. We further incorporate adaptive scores for predictors according to the correlation structure of a design matrix and previous posterior samples to improve mixing in Section 3.3.
Paired-move neighborhood search
The paired-move strategy is motivated by the following fact:
Therefore, a forward move γ → γ and a corresponding backward move γ → γ are paired. We proposed a paired-move reversible neighborhood sampler (pRNS ) with "addremove", "remove-add", and "swap-swap" forward-backward neighborhoods. By allowing different moves to be proposed separately and in efficient succession, pRNS can dramatically improve mixing in the space of single predictor changes to γ. The pRNS proposal transition function is defined by
where w A , w R , and w S are probabilities of proposing add, remove, and swap moves respectively and T A , T R , and T S are proposal transition functions as in 2.9 restricted to their corresponding sets of neighborhoods.
Naturally, w A , w R , and w S are positive and sum to 1. These probabilities are allowed to vary with the current model size to encourage additions to smaller models, removal from larger models, and swaps for moderately sized ones. As a general rule of configurations, w A (|γ|) can be specified to be monotone decreasing with respect to |γ| with w A (0) = w R (p) = 1 and w S (|γ|) > 0 when 0 < |γ| < p. Moreover, we recommend adopting a unimodal w S (|γ|) with a mode near d * and a "light tail": d * <|γ|<p w S (|γ|) < δ where δ = 0.1, for example. Note that when d * = o(p), random-walk Gibbs samplers are heavily biased toward attempting adding additional predictors instead of removing undesirable ones. The inefficiency of random selection is addressed by utilizing the suggested rules. For simplicity, the following settings are adopted in all simulations in the paper:
The resulting MCMC algorithm adopting pRNS is as follows:
1. Select move m ∈ {A, R, S} with probabilities w A , w R , and w S .
2. Construct the forward set of neighborhoods N m (γ).
3. Randomly select a proposal state γ ∈ N m (γ) according to T m (γ, ·).
4. Construct the backward set of neighborhoods N m (γ ) where m ∈ {R, A, S} is the backward move correspond to m.
5. Accept the proposal γ with probability α where
Lemma 3.1. The paired-move reversible neighborhood sampler (pRNS) with acceptance probability 3.4 satisfies the detailed balance condition leaving the desired target distribu-
Proof. Let A(γ 1 , γ 2 ) be the actual transition probability for moving from γ 1 to γ 2 . Then, we have
Note that the expression 3.5 is symmetric in γ and γ and hence
which is the detailed balance condition.
Remark 3.1. Since the neighborhoods evaluated in each iteration are restricted to a subset of N (|γ|), pRNS efficiently reduces the computational cost, though add and swap neighborhoods remain O(p). As the dimension of predictors p grows, an additional mechanism is essential to limit the size of neighborhoods which is the main concern of Section 3.2.
A paired-move multiple-try stochastic search MCMC algorithm
It is inefficient to evaluate a large number of neighborhoods in each iteration. A flexible computational cost is desired to accommodate for the requirement of inference accuracy and the computational budget. One attractiveness of the MTM is that the computational cost can be adjusted by tuning the number of trails M .
A mixed discrete multiple-try sampler
We adapt MTM to the discrete model space where transitions are confined to the neighborhoods of inclusion vector γ. Instead of considering all neighborhoods, we propose a general framework for generating a stochastic set of neighborhoods of the current state γ. To formulate our method, we first define the "toggle function" tog :
p as follows:
Namely, if i th predictor is included(excluded) in the current state γ, then γ = tog(i, γ) is a neighborhood removing(adding) i th predictor. Note that a swap move between j th and k th predictors is tog(k, tog(j, γ)) (or tog(j, tog(k, γ))) for γ j + γ k = 1.
To introduce stochasticity, we further define
taking inputs γ i and a nonnegative predictor importance score v i . For simplicity, we do not consider swap moves which will be handled in detail in the next section and focus on a mixed set of neighborhoods only containing add and remove neighborhoods for now. Under these settings, the forward set of neighborhoods of γ is defined as
is a proposal transition function as in 2.9 restricted to N mix (γ). An algorithm for this generalized discrete MTM (dMTM) over a model space is:
2. Form the forward mixed set of neighborhoods of γ:
4. For the proposed state γ and j = i * ∈ [p], independently sample η j ∼ Ber(ω(γ j , v j )) and set η i * = 1.
Form the backward mixed set of neighborhoods of
6. Accept the proposal γ with probability α where
Lemma 3.2. The discrete MTM (dMTM) algorithm with acceptance probability 3.7 satisfies the detailed balance condition leaving the desired target distribution π(γ | Y) invariant.
Proof. We will prove this lemma together with Theorem 3.1 in the next section.
Remark 3.2. Efficient strategies of specifying v i and ω i for i ∈ [p] would enhance the possibilities of including important predictors and excluding undesirable ones. An adaptive configuration is provided in Section 3.3.
A paired-move multiple-try stochastic search sampler A paired-move multiple-try stochastic search MCMC algorithm (pMTM ) is obtained as a special case of the dMTM algorithm under the following configuration of weight function ω:
where 1 {·} is an indicator function and f, g : R + → [0, 1] determining the probabilities of including and removing predictors. Note that here we further take the type of move into account. It is reasonable because it allows for including an important predictor i with high probability (large f (v i )) and being preserved (small g(v i )). Then the pMTM algorithm is given as:
1. Select move m ∈ {A, R, S} with probabilities w A (|γ|), w R (|γ|), and w S (|γ|). Define the forward add or remove set as
(b) If move m = S: for (a, r) ∈ γ c × γ, sample η a ∼ Ber(ω(γ a , v a ; A)), and independently sample η r ∼ Ber(ω(γ r , v r ; R)) (totally sample ar Bernoulli random variables). Define the forward swap set as N F (γ) = {tog(a, tog(r, γ)) | η a = η r = 1, (a, r) ∈ γ c × γ}.
) and set η i * = 1. Define the backward remove set as
(b) If move m = R: for j = i * , sample η j ∼ Ber(ω(γ j , v j ; A)) and set η i * = 1. Define the backward add set as
(c) If move m = S: for (a , r ) ∈ (γ ) c × γ , sample η a ∼ Ber(ω(γ a , v a ; A)), and independently sample η r ∼ Ber(ω(γ r , v r ; R)) (totally sample a r Bernoulli random variables) and set (η a * , η r * ) = (1, 1). Define the backward swap set as
5. For m ∈ {A, R, S}, the corresponding backward paired-move is m ∈ {R, A, S}. Accept the proposal γ with probability α where
Theorem 3.1. The paired-move multiple-try stochastic search MCMC (pMTM) algorithm with acceptance probability 3.9 satisfies the detailed balance condition leaving the desired target distribution π(γ | Y) invariant.
Proof. Let A(γ 1 , γ 2 ) be the actual transition probability for moving from γ 1 to γ 2 .
If m ∈ {A, R}:
denote the probabilities of the forward and backward move for predictor i ∈ [p]. Then for γ = tog(i * , γ),
If m = S: Note that a swap move can be viewed as a composition of a remove and an add move. Denote the probability of a forward move for a pair of predictors (a, r) ∈ γ c × γ as ω a ω r where ω a = ω(γ a , v a ; A) and ω r = ω(γ r , v r ; R). Likewise for backward move probabilities, letω 
Note that the expressions 3.10 and 3.11 are symmetric in γ and γ and hence
Remark 3.3. The proof is established on a general form of T as in 2.9. If we specify S(γ) ∝ π(γ | Y), the unnormalized marginal posterior probability forγ, then the acceptance ratio α is
All simulations in the paper are performed under this setting. Note that π(γ | Y) ∝ L(Y |γ)π(γ). When the sample size n is large, computing L(Y |γ) will be expensive. An alternative choice is using Laplace approximation of the marginal likelihoodL(Y |γ) and hence S(γ) =L(Y |γ)π(γ).
Remark 3.4. This non-trivial generalization of the MTM algorithm extends MCMC for sampling high-dimensional inclusion vectors. The framework is general and flexible, allowing for varied settings based on different problems, structures of datasets and computational budgets. Adopting adaptive importance scores for predictors within this framework is discussed in the next section.
Adaptive predictor importance
Weight function ω(γ i , v i ; m) for i ∈ [p] and m ∈ {A, R} provides a mechanism to improve mixing and robustness for sampling predictor inclusion vectors in both low-signal and high-dimensional settings. In spectrometry or gene expression data, for example, predictors are often highly correlated because of their spatial proximity, and therefore "exchangeable" in the sense of their explanatory power. It is well known that penalized methods such as the Lasso [Tibshirani (1996) ] often simply selects one out of a set of highly correlated predictors, and the elastic net penalty [Zou and Hastie (2005) ] is often a more robust shrinkage method to use in such settings. A regularized estimate for the correlation matrix [Schäfer et al. (2005) ; Bickel and Levina (2008)] or other similarity measures between predictors may be used to efficiently update importance scores.
Suppose that f and g in 3.8 are monotone increasing and decreasing functions of v i respectively. Therefore, as importance scores are updated, predictors with large v i are promoted within add neighborhoods and demoted in remove neighborhoods. Denote the length of the MCMC chain as T with a burnin period b 0 . Define a p × p thresholded absolute correlation matrix C with
where ρ ij = Cor(X i , X j ) is the empirical correlation between predictors i, j ∈ [p] and ε ∈ (0, 1) is a pre-specified threshold. By incorporating the correlation structure of the design matrix and the history of the MCMC chain, we introduce an adaptive importance scores for predictors. For for all i ∈ [p] at (t + 1) th iteration, v i (t + 1) is updated as follows:
(3.14)
We suggest specifying the learning rate ζ ∈ (0.5, 1] as 2/3 following convention from stochastic gradient descent. Further modification may be adopting the quantile of |ρ ij |s as the threshold to ensure a fixed ratio of entries of C are zeros.
Based on this updating scheme for importance scores, we propose an adaptive version of the pMTM where the probability of the i th predictor to be included in an add (remove) set of neighborhoods is (inversely) proportional to its importance score v i . Specifically, we define
Under this configuration, we suggest initializing the pMTM sampler with γ = (0, 0, ..., 0)
T and v i = 1 for all i ∈ [p]. Accordingly, M can be viewed as a target "neighborhood budget" noting that the expected number of add neighborhoods is
. When the true model size d = o(p), most of the importance scores retain v i ≈ 1 and hence the stochastic control of the number of neighborhoods is maintained. Stationarity of the pMTM sampler is preserved subject to diminishing adaptation of predictor importance scores [Roberts and Rosenthal (2007) ]. This adaptive version of the pMTM sampler is denoted as ada-pMTM.
Numerical studies
In this section 1 , two examples are provided to illustrate the effectiveness of pMTM and ada-pMTM on model space exploration. Through intensive simulation studies, the comparisons between pMTM and various frequentist and Bayesian variable selection methods exhibit the state-of-the-art performance of our framework. An analysis of a real data example adopting pMTM is presented to demonstrate the use of the proposed algorithms. We close this section by a comparison of computational efficiency on a toy example. Except for Section 4.4, all simulations are performed without parallelization.
We first specify the tunning parameters adopted in all simulations in this section. Burnin period b 0 is set be the first 20% of the total length of the chain. We adopt the updating scheme 3.14 with ζ = 2/3 and C with the 75% quantile of |ρ ij |s as the threshold. For simplicity, g(v i ) for all i ∈ [p] is specified as 1 which means that all remove neighborhoods are included in the forward move set when a remove move is proposed.
Effectiveness of pMTM
In this section, we compare the proposed algorithms with two traditional Gibbs samplers, random-scan Gibbs and systematic-scan Gibbs, based on their efficiencies on exploration of the model space. George and McCulloch (1993) and George and McCulloch (1997) describe a systematic-scan Gibbs sampler by sequentially updating components of γ according to π(γ i | γ −i , Y) for i ∈ [p] in one iteration. A random-scan Gibbs sampler will randomly select an index i first and then update the corresponding γ i
The algorithms are compared using a simulated dataset based on the number of marginal likelihood evaluations needed to find the true model. Simulated data is based on the dataset used in West et al. (2001) which contain 49 patients and each of which has gene expression data including 3883 genes. In terms of the rank of contributions of different genes to tumor provided in the supporting information 3 in West et al. (2001) , we extract TFF1 (rank 1), ESR1 (rank 2), CYP2B6 (rank 3) and IGFBP2 (rank 5) to form the true predictors. The reason why we didn't choose the 4 th gene TFF3 is that it has a high correlation with TFF1.
The simulated dataset is constructed as follows: we first normalized these four genes and further combined with standard multivariate normals to form the design matrix. Then β is specified by β γ = (1.3, 0.3, −1.2, −0.5) for γ = {1, 2, 3, 4} with a sequence of increasing values of p = 50, 100, 150, ..., 500. ε is standard normal with mean 0 and variance 0.5. The values of regression coefficients and variance of noise are exactly same with the example in Section 4.4 of Hans et al. (2007) . Hyperparameters are specified as u = 4, v = p − 4, M = p/10. We report the median of results based on 100 synthetic dataset for each value of p in Figure. 1. Circles and crosses are employed to represent the value larger than log(3 × 10 5 ).
According to the graph, it is clear that the paired-move strategy can effectively reduce the computational cost comparing to two Gibbs samplers. When p = 50, 100, ada-pMTM is slightly worse than pRNS but still competitive. As p becomes larger, ada-pMTM dominates all other algorithms which verifies the claim that multiple trials can help the sampler move out of local modes.
To explore how the choice of M influence the efficiency of ada-pMTM, we further implemented ada-pMTM with different choices of M . Specifically, two groups of M are specified as:
• a function of p: M = M (p) = p, p/2, p/5, p/10, p/20, and
• a fixed value: M = 5, 10
As displayed in Figure. 2, a vague pattern appears. It should be clear that the numbers of marginal likelihood evaluation needed for M = p or p/2 are larger suggesting the less efficiency for large M while the other 5 choices do not show significant differences. We will use M = p/10 throughout the rest of the simulation studies.
Simulated examples
Intensive simulation studies are presented for assessing the performances of proposed algorithms. In particular, we compare proposed algorithms to random-and systematicscan Gibbs [George and McCulloch (1993) ; George and McCulloch (1997) ], EMVS [Ročková and George (2014) ], Lasso [Tibshirani (1996) ], adaptive lasso [Zou (2006) ] and SCAD [Fan and Li (2001) ]. Different structures and degrees (low, moderate and high) of correlation of the design matrix are considered. Specifically, we specify (n, p) = (100, 1000) for all experiments. The signal-to-noise ratio β 2 /σ is adjusted to guarantee that fitting results for different methods are moderate and comparable. Four structures are described as follows:
1. Independent design: This example is originally analyzed by Fan and Lv (2008) with t = 4, 5. We further make this example difficult by setting t = 1.
Compound symmetry: This example is revised based on the Example 1 in Fan and Lv (2008) where β 2 is much smaller here. Every pair of predictors has the same theoretical correlation ρ. We adopt ρ = 0.3, 0.6 and 0.9 to allow for different degrees of correlation.
∼ N(0, Σ) with Σ ij = ρ for i = j and 1 for i = j β = (2.0, 2.5, −2.0, 2.5, −2.5, 0, ..., 0) ε ∼ N (0, 1.5 2 I n ) 3. Autoregression: This example is modified from the Example 2 in Tibshirani (1996) . This type of correlation structure widely exists in time series. Again, we set ρ = 0.3, 0.6, 0.9. 2, 3, 4, 5, 20, 35, 60, 90, 150, 151 , 300}
This example is revised from the simulated experiment 2 in Bottolo et al. (2010) and first analyzed in Nott and Kohn (2005) . A group structured correlation exhibits: collinearity exists between X i and X i+1 for i = 1, 3, 5 and linear relationship is presented in group (X 7 , X 8 , X 9 , X 10 ) and (X 11 , X 12 , X 13 , X 14 , X 15 ).
Whether the algorithm can select the correct predictors and do not select variables from the second block are of interest. The model is simulated as follows: 3, 5, 8, 9, 10, 12, 13, 14 , 15
X 7 = ρ 4 (X 8 + X 9 − X 10 ) + ρ 5 Z 7 X 11 = ρ 5 (X 14 + X 15 − X 12 − X 13 ) + ρ 5 Z 11 β γ = (1.5, 1.5, 1.5, 1.5, −1.5, 1.5, 1.5, 1.5) with γ = {1, 3, 5, 7, 8, 11, 12, 13} where ρ i i = 1, 2, ..., 5 are adjusted to import small, moderate and high correlation into each group.
R packages glmnet, parcor, ncvreg and EMVS are used for Lasso, adaptive lasso, SCAD and EMVS respectively. The tunning parameter λ's are specified by minimizing cross-validation errors. All Bayesian methods are implemented with Beta-Binomial prior using same hyperparameters: u = 10, v = p − 10. We consider the highest probability model (HPM), median probability model (MPM) [Barbieri and Berger (2004) ] (i.e., the model containing predictors with inclusion probability larger than 0.5) and Bayesian model averaging (BMA) for proposed algorithms. Recommended default settings for EMVS are adopted except for a more elaborate sequences of v 0 . The comparisons are based on five metrics: Average model size: number of predictors selected; Runtime: running time for different methods (fixed running time for all MCMC samplers); FN: number of false negatives; FP: number of false positives; FDR: false discovery rate and L 2 distance: β − β 2 . For each scenario, 100 synthetic datasets are simulated and the mean of above metrics are reported for assessment. 
A real data example
The dataset [Trindade (2015) ] contains electricity consumption of 370 clients from 2011 to 2014 without missing values. It records consumption every 15 minutes for every client in kW leading to 140,256 covariates. One question of interest is to predict the future electricity load in terms of previous usage. Therefore, the last column is treated as response and we preserve the top 10,000 covariates with large variances to reduce conditional number of the design matrix. Following Wang et al. (2016) , the values are further scaled into [0,300]. The dataset is partitioned into training set with the first 200 clients and test set with remaining 170 clients. To reduce stochasticity, each method is run for 10 times except for EMVS and SCAD. We run ada-pMTM using M = 1, 000 for 1000 iterations with first 20% samples as burnin. All other settings keep same as Section 4.2. Running time, predictive MSE and model size are reported. As presented in Figure. 3, the predictive MSEs given by Bayesian model averaging and highest probability model of ada-pMTM and pMTM are smaller compared to other methods with competitive model sizes displayed in Figure. 4. 
Computational efficiency
Scalability is another attractiveness of the proposed algorithms. In this section, we compare the computational efficiency of the proposed algorithms run with different number of cores on a simulated dataset with independent design in Section 4.2 for n = 10 3 and p = 2 × 10 4 . apply function is used for pMTM and ada-pMTM with single core when evaluating marginal likelihoods. pMTM, ada-pMTM-4, 8 represent pMTM or ada-pMTM run on 4 or 8 clusters. For parallelization, datasets are first distributed to multiple clusters and then parLapply in parallel package is used. All algorithms are implemented on the same 10 synthetic datasets at each value of M . A graph of the mean numbers of evaluations of marginal likelihood within 10 seconds against M/p is provided in Figure. 5.
The line for pRNS is a constant since the algorithm does not involve M . ada-pMTM needs to update scores for predictors and hence it evaluates less marginal likelihoods than pMTM. 2 communications are required at each iteration and hence parallelization with 4 or 8 clusters when M = p/5 is not beneficial. When M becomes larger, computing time overwhelms communication time resulting in the dominance of algorithms implemented with 8 clusters. 
Discussion
We propose a paired-move multiple-try Metropolis MCMC sampler for Bayesian variable selection. Extensive simulation studies demonstrate the effectiveness of pMTM especially for "large p small n" scenario. Efficient model space exploration with less computational cost is achieved by incorporating the paired-move and multiple-try strategies.
Comparing to SSS, a more flexible computational budget can be determined manually based on data and purpose instead of considering all neighborhoods. In this work, the expected computational budget M is specified as p/10. However, the optimal choice of M is still not fully explored. Intuitively, the optimal M may depend on dimensions and correlation structure of the design matrix.
Reproducibility is a key issue in scientific research [Peng (2011); Collins and Tabak (2014) ; Collaboration et al. (2015) ]. Research based on statistical computations is expected to be able to be replicated. In the context of inference using MCMC techniques, both of the following two elements are required for reproducibility:
1. convergence of the Markov chain: To ensure the samples are indeed drawn from the target distribution, we require the chain nearly converging to the equilibrium.
2. enough posterior samples: Bayesian inference is mostly based on posterior samples. Therefore, enough posterior samples drawn from a converged chain are required to make accurate inference.
Considering running the proposed algorithms under fixed running time, chains produced by pMTM and ada-pMTM can rapidly converge to equilibrium with a small number of posterior samples while pRNS can generate a large number of samples but may be stuck in some local modes. Therefore, implementing each of these algorithms in a short period of time may fail to simultaneously satisfy the two requirements. A hybrid algorithm, combining pRNS and ada-pMTM, that take advantages of both is worthwhile developing.
To facilitate the application of our method to even huge datasets, one may further accelerate pMTM by subsampling [Balan et al. (2014) ; Quiroz et al. (2015) ] which is randomly selecting a mini-batch of samples at each iteration for computing marginal likelihoods. Another possible approach is to partition the design matrix first either using sample space partitioning [Wang et al. (2014) ] or feature space partitioning [Wang et al. (2016) ] and then apply pMTM on each subset of data.
