The Myers and Read capital allocation formula is an important new actuarial result. In this paper, we give an overview of the Myers and Read result, explain its significance to actuaries, and provide a simple proof. Then we explain the assumption the allocation formula makes on the underlying families of loss distributions as expected losses by-line vary. We show that this assumption does not hold when insurers grow by writing more risks from a discrete group of insureds--as is typically the case.
Introduction
In an important paper for actuaries, Myers and Read (2001) showed how to allocate the expected policy holder deficit in a multi-line insurance company uniquely to each line. Their work can also be used to allocate surplus to each line. Previous work on the allocation problem, including Phillips et al. (1998) and Merton and Perold (2001) , had concluded that such an allocation could be inappropriate and misleading. The Myers and Read result is, therefore, potentially a significant breakthrough, with obvious importance to actuaries.
Myers and Read repeatedly stress their result is independent of the distribution of losses by line and of any correlations between lines that may exist. They say their "proof requires no assumptions about the joint probability distributions of line-by-line losses and returns on the finn's portfolio of assets." However, while their result makes no assumptions about the static distribution of losses with fixed expected loss by line, their derivation does make an important assumption about how the dynamic distribution of losses changes shape with changing expected losses by line. This paper will explain the significance of the latter assumption.
We will show it is a necessary and sufficient condition for the Myers and Read result to hold. Most importantly, we will show that the assumption does not hold when insurers grow through the assumption of risk from discrete insureds--as is typically the case. For the convenience of readers not familiar with Myers and Read's work, we begin with an overview. Consider a simple insurance company which writes two lines of business. The losses from each line are represented by a random variables X1 and X2, with means xl and x2. Since the company can choose to write more or less of each line, we assume that the families X1 (xl) and X2(x2), with varying means xl and x2, are specified. For example, losses from line 1 may be normally distributed with mean xa and standard deviation 1000 and for line 2 be normally distributed with mean x2 and coefficient of variation u. Assume the company has capital k and total assets xl + x2 + k. Also assume that interest rates are zero.
(Myers and Read show how to convert from deterministic investment income to stochastic income. We focus on deterministic income and set it equal to zero for simplicity. Nothing of substance is lost in doing so.) Let
I(xl, x2, k) = Pr(X~ + X2 > xl + x2 + k)
be the probability of insolvency. Finally, assume that the company holds its probability of insolvency constant, by adjusting writings of each line and the amount of capital held. Let K(xl, x2) satisfy I(xl, x2, K(xl, x2)) = constant.
Then, under certain assumptions on the families Xl(xl) and X2(x2) for varying xl, x2, but under no assumptions on the distributions of losses given fixed x~ and x2 we can prove
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zlox--~ + x2b~ =/c (,) This is obviously a very useful result: it tells the company that it should allocate capital at the rate OK/Oxl to line 1 and OK/Ox2 to line 2, and that if it does so the total capital allocation will add up to actual capital! We prove Equation (1) in Corollary 2, below. It is very similar to the actual Myers and Read result, which we prove in Corollary 1.
The main result of the paper, Proposition 1, states the assumptions on the families Xi(xi) required for Equation (1) to hold. We show that in most realworld situations these assumptions will, unfortunately, fail to hold. We also give a straight-forward proof of the Myers and Read "adds-up" result and we prove two related extensions. Finally we give several examples to illustrate the results.
The necessary distributional assumption highlights the difference between a continuous "representative insurer" approach, where each insurer assumes a share of a total market risk, and a discrete approach, where insurers assume risk from distinct and discrete individual insureds. The Myers and Read result requires a continuous view as we show in Proposition 1. Examples 4.4 and 4.5 show the result is not true in a discrete environment. Butsic (1999) used the representative insurer argument in his application of Myers and Read.
The rest of the paper is laid out as follows. In the next section we prove two technical lemmas. Section 3 states and proves the main Proposition. Section 4
gives several examples using the main result. Section 5 examines how the Myers and Read formula fails when losses are inhomogeneous and shows that in realistic examples the failure will be material.
Note: Iff is constant on lines through the origin then f is called homogeneous.
The lemma only requires f be constant along rays from the origin; along a line f can change as the line passes through the origin. The function x ~ x/Ix I is a
good example of what can occur: it changes value from +1 to -1 at zero. Iff is constant along rays from the origin, then in half spaces through the origin f can be expressed as a function ofxi/zj, i = 1 ..... n when xj ¢ 0, for each j. In our applications of this lemma, the domain of f will be the positive quadrant, so there is no difference between lines through the origin and rays from the origin in the domain. I would like to thank Christopher Monsour for pointing this out. Assume that the company holds total assets equal to x~ + ..
• + x,, + k, so in a very simplistic sense, k is the capital or surplus of the company.
Next, define the probability of insolvency function and the expected policyholder deficit function for a single line i as
and fz ~
i+k
In both of these equations x, is performing double duty: it is the mean of X~ and in x, + k it determines where Fi is evaluated. To emphasize this we could write
Finally, let X = X1 + ... + Xn be the total losses with distribution function T'.
Define insolvency and deficit functions for the whole company as I(x: ..... xn, k) = Pr(~-~X, > ~x, + k) = 1 -F(x: +-.. + xn + k) (7) and ..... z~,k)= [...[ tl+...+t,-(x1+...+x,+k) Homogeneity is Myers and Read's only distributional assumption, and it means that losses come from a representative insurer. The requirement that U is independent of x is important--after all, any random variable can be written as
X = E(X)(X/E(X))!
An exponential variable X with mean x is a homogeneous family, since X = xU where U has an exponential distribution with mean 1. However, a normal variable with mean x and standard deviation 1 is not homogeneous.
In order to compute expressions like OI/Ox we need to know how the family X(x) changes shape with changes in x. We need to work with X(x + ~) as well as X(x) because
OI dxF(X + k;x ) Ox
The partial derivative has a static part, where the mean of the underlying variable does not change, and a dynamic part, where the point of evaluation is fixed but the mean changes. This shows computing partial derivatives such as OI/Ox is inextricably linked to families of random variables.
With this notation we can now state our main result.
Proposition 1 Proof We shall prove (4) implies (2) implies (1) implies (4), and then (5) implies (3) implies (1) implies (5), which is enough to show all the statements are equivalent.
(4) implies (2): Set xj = 0 for j ~ i in Equation (11) to get Equation (9). This can also be seen geometrically using Lemma 1 which says I is constant along rays from the origin. Therefore Ii, which is a restriction of I, is also constant along such rays.
(2) implies (1): Lemma 1 applied to Ii shows there exists a function [i so that
is independent of x, as required.
(1) implies (4): Assumption (1) implies that I is constant along rays from the origin, so the result follows from Lemma 1.
(5) implies (3): Set x3 = 0 for j ~ i in Equation (12) to get Equation (10).
(3) implies (1): Let Ui = XJx,. We have to show Pr(U~ > u) is independent of x~. Let x + = max(x, 0). Then, notice that
= E{-I{E ~u~>E x,+kl] (15) is minus the probability of default.
D, ( x, , k) = x i D i( k / x~ ) . Therefore

OD~
Ok
and so
Next, use Lemma 2 to define b, so that
is independent ofz~ as required.
(1) implies (5): Assumption (1) shows we can write D as We can now prove their result.
Corollary 1 (Myers and Read) Assume losses Xiform a homogeneous family for each i. Then default values "add-up" in that
xl ax---7
Proof Computing using the chain-rule and then applying Proposition 1 item 5
in Equation (21) gives:
ODM 6qDM
Proof Here is the simple, self-contained proof we promised in the introduction. Dividing through by zl i n the definition of D, Equation (8) 
Proof Proposition 1 implies Ol OI OI ± X20x---~2 + k~ = 0.
(24)
X1027~ 1
By the implicit function theorem
and similarly for z2. Rearranging Equation (24) and substituting Equation (25) gives OK OK zl ~x 1 + x2 0x---~2 = K, Proof Using the implicit function theorem again, and dividing Proposition 1 item 5 by -OD/Ok, we get
Thus, by Equation (16) (28)
where T is the tail-value at risk. []
Examples
By Proposition 1, we can give one-dimensional examples and know they will extend to the multivariate situation as expected. We make use of this simplification in several of the examples below.
Examples of Homogeneity
Homogeneous 
Simple Example where Homogeneity Fails
It is easy to construct examples where the homogeneity assumption fails. All members of a homogeneous family have the same coefficient of variation, therefore a family with a non-constant coefficient of variation will not be homogeneous.
For example, let X be normally distributed with mean x and constant standard de-
where cI, and ¢ are the distribution and density for the standard normal.
If the reader is skeptical about using only one variable, he or she will find it easy to construct multivariate distribution examples using normal variables. For example, consider what Corollary 2 says when X1 is distributed N(xl, 1) and X2 is distributed N(x2, 1). X1 + )(2 is distributed N(xl + x2, v/2), so 
Homogeneity Fails with Constant Coefficient of Variation
It is less simple, but still possible, to construct examples where the coefficient of variation is a constant function of the mean, but which nevertheless fail to satisfy the homogeneity assumption.
For example let X (z) be distributed as a gamma random variable with parameters o~ = 4:c 2, 0 = 1/2 shifted by z(1 2z). Here we are using the Klugman,
Panjer, Willmot parameterization so f(t; (*,0) = (t/O)% ~/°/tF(~). It is easy
to check X(:r) has mean z, constant coefficient of variation 1 and skewness l/z, since the skewness of a gamma c~, 0 is 2/,/~. I is given by the incomplete gamma function, I(.r, k) --F(4z 2, 4z 2 ± 2k), which does not satisfy the assumptions of Lemma l, so X(a.') is not homogeneous. The reason is clear: the family X(z) changes shape with z and so cannot be homogeneous.
Taking this a step further, it is possible to construct a lhmily all of whose higher cmnulants (coefficient of variation, skewness, kurtosis, etc.) are independent oI the mean, just as they would be for a homogeneous family, but which neverlheless fails to be homogeneous. To do this, let U be a lognormal random variable with In(U) distributed as a standard normal. Let V be a random variable density function fv(.r) = j),(z)(1 T sin(27~ log(z))), where ./)r is the density {.)f U. Then U and V have the same moments see Feller (1971) , Chapter VII.3. This type of trick is possible because the moments ofa lognormal grow too quickly to ensure it is determined by its moments--see also Billingsley (1986) 
I(z,l,-):=p(z)Pr(U>
is not a function of k/x so the result follows from Lemma 1 and Proposition 1.
Alternatively, writing [u(x, Thus X(x) is not a homogeneous family. 
Aggregate Distributions are Not Homogeneous
Proof The moment generating function of N is MN(t) = exp(n(e t --1)). The moment generating function of A is therefore MA(~) = exp(n(Mx(t) -1)) where
Mx is the moment generating function for severity X. If A is homogeneous with
A distributed as nU for some fixed U, then Ma(t) = Mcr(nt). Thus n(Mx(t) -1) = log(Mu(nt)).
Differentiating with respect to n shows
(Mx(t) -1) = tMb(nt))/Mu(nt).
Therefore M~ (t)~My (t) must be a constant, since the left hand side is independent ofn. Hence Mu(t) = exp(ct) for a constant e, and so U = c is a degenerate 
Is Inhomogeneity Material?
In this section we will show that the inhomogeneity inherent in a typical portfolio of property casualty risks is sufficiently large to invalidate the Myers and Read allocation formula. By Proposition 1, we can discuss inhomogeneity in the context of one random variable, rather than two or more, which simplifies the mathematics.
Let X(x) be a smooth family &random variables with E(X(x)) = x. Let F(t,x) = Pr(X(z) < t) be the distribution function of X(x) and f(t,x) = OF/Ot be its density.
Recall that X(z) is homogeneous (with respect to the mean) if there exists a random variable U so that
for all x. In this case, let Fu and for be the distribution and density functions of U.
Recall also that the expected default, with capital ratio ~,, is defined as /7
Note that x(1 + ~) represents total assets: x from the loss and x~; from allocated capital. In a more sophisticated model we could consider profit in the premium;
here we simply assume this is subsumed into the constant ~.
By Proposition 1 we know
if and only if X(x) is a homogeneous family, which is then equivalent to the Myers-Read adds-up result.
Heuristics
A homogeneous family offers no diversification benefit as the mean increases.
Property casualty insurance is based on diversification, and the inhomogeneity inherent in a portfolio of insurance risks means that the relative riskiness of the portfolio decreases as expected losses increase. Since a lower risk portfolio has a lower expected default, one would expect that
for an inhomogeneous insurance portfolio.
Meyers (2003) introduces the heterogeneity multiplier, which is a constant A defined so that
(35)
8z
He shows that A is typically greater than 1 (as expected). In further unpublished work, Meyers uses empirical data to estimate that A is in the range 1.5 to 2.5, depending on the size of the company. This suggests that inhomogeneity is material.
IfX is homogeneous then, for all • > 0,
However, intuitively, one would expect that for a large enough capital ratio e: it should be possible for the extra capital associated with writing more business to more than offset the extra risk. This would imply that
should be possible for sufficiently large ~. This is another difference between homogeneous and inhomogeneous families.
Theory
In order to assess the impact of inhomogeneity, we will break the derivative OD/Ox into two pieces using a homogeneous approximation to the family X(z).
For a fixed x, define a new homogeneous family Y(y) by
Y(y) = ~x(x).
08)
Let G(t, y) and g(t, y) be the distribution and density functions of Y. Note that 
Ex(y) = (t -y(1 + ~))9(t,y)dt. (40) (1+~)
The subscript x on E highlights the point x at which we have chosen to "homog-
enize" X. By definition E~(x) -D(x).
We can now compute
OX ~O
= lim D(x + e) -E~(x + e) + E~(x + e) -D(x) (42) lim D(x + e) -E~(x + e) Ex(x + e) -D(:c)
D(x) 
(I+~)
Proof Substitute s = tx/(x + e) in the limit defining I, swap the limit and integral (Lebesgue's dominated convergence theorem), and use the fact that the limit of a product (quotient) is the product (quotient) of the limits to get E ( )
Now add and subtract a term (z + e)f(s + se/z, z) in the limit, re-arrange and cancel. The result follows. [] We will call I(z) the inhomogeneous derivative of D with respect to z. We will use the standard notation ./1 = Of for and f2 = Of fOr.
IfX is homogeneous then
f (t,z) fl (t,z) f2 (t, z) and so (50) f2 + ~fl + !fz = 0.
Thus ifX is homogeneous I(x) = 0 as expected.
The Lemma shows that /? When X is homogeneous, the integral in I exactly cancels out the extra D term. In the tail of the distribution, we expect ./'1 < 0, because the density will eventually be decreasing with t, and f2 > 0 because for a given t the density f(t, x) will increase as the mean x increases. The exact balance of these two terms depends on the degree of inhomogeneity.
S.3 Examples of Inhomogeneity
At this point we have developed enough general theory. For a realistic insurance portfolio we expect xOD/Ox < D, and possibly that xOD/Ox < 0. In order to test the magnitude of these effects we will use the following model. 
We assume that S(l) = min(S, l) results from applying a limit l to a fixed unlimited severity S. In the example 5' is chosen to be reasonably close to 1SO's Premises and Operations B curve. The frequency distribution N is negative bino-
mialwithclaimcountn=x/E(S(l))andcontagionc, soVar(N) n(l+cn). In
10,000,000 50,000,000 100,000,000 1,000,000,000 In order to compute the necessary derivatives, we will approximate A(x) with a shifted lognormal distribution, using the method of moments to match the mean, variance, and skewness. For large portfolios, the shifted lognormal is a very good 5 approximation to the true aggregate distribution. This can be seen by comparing the result of using FFTs to compute the true aggregate with the shifted lognormal approximation. Figure 1 shows that the approximation is quite spectacularly good, particularly in the relevant range beyond 2x. Regardless of whether you believe this is a good approximation or not, the approximation has qualitatively the correct shape and behaviour as x changes.
Let X(x) be the shifted lognormal approximation to A(x). If X(x) has parameters ~-,/z, and a, so ln(Y -"r) is distributed N(#, a), then the homogeneous approximation Y(y) to X(z) has parameters y/x-r, lu(y/x) + ix, and a. Therefore we can compute I and D explicitly.
In each table, expected loss amounts z are shown vertically and different limits l are shown across the columns. Patterns in Table 1 are hard to see directly, and are Tables 2 and 3 . In Table 2 we see that the homogeneous derivative (derivative of the homogeneous approximation to X) increases with the limit 1 and decreases with expected losses x. This makes sense: increasing the limit increases the riskiness of the portfolio and hence D. Increasing expected losses yields a diversification benefit and decreases D. Table 3 shows that the inhomogeneous derivative increases with x, eventually tending to zero. This reflects the fact that the aggregate becomes very nearly homogeneous for large x, x >> I. As l increases I decreases, reflecting the fact that the underlying distribution A is becoming more and more inhomogeneous. Table 4 shows the heterogeneity multiplier, or ratio of the homogeneous derivative to the total derivative. In a reasonable range ofx between 10M and 100M and smaller limits, this is of the same order of magnitude as in Meyers' study.
In practical applications, where the adds-up formula would be used in the context of allocating surplus between business units or lines of business, expected losses would be in the 10M to 100M range with limits of IM to 10M. The Tables
show that in such a range the lack of homogeneity in an insurance portfolio is material, and would mean the adds-up result would fail to hold by a substantial amount.
Conclusions
In this paper we have explained the importance of the homogeneity assumption in the derivation of Myers and Read's "adds-up" result. Proposition 1 shows the assumption is necessary as well as sufficient. We have used Proposition 1 to prove two other results in a similar vein, including one involving tail value at risk. Importantly, for practical applications, we have shown that most common families of aggregate distributions will never satisfy the homogeneity assumption. We have given several realistic examples to support the general theory. We conclude that, in a real-world situation, where insurers grow by adding individual risks from discrete insureds, the "adds-up" result will not hold. 
