Heating, ventilation, and air conditioning (HVAC) systems account for over 50% of the energy consumed by commercial buildings. While "smart" HVAC technologies, such as learning thermostats, are widely available for residential use, commercial buildings typically rely on legacy systems that are dicult to upgrade and require facility managers to manually set HVAC schedules. In this paper, we propose a novel Machine Learning-driven technique to automatically learn custom occupancy-based HVAC schedules for buildings across a large campus. While our technique is compatible with any occupancy sensor, we leverage the existing wireless networking infrastructure that is omnipresent across any modern campus. We analyze building WiFi activity, specically from smartphones, to infer detailed spatial occupancy patterns in each building, and present an algorithm that learns from these patterns to derive a custom HVAC schedule. Our approach is adaptive and dynamically adjusts its schedules as occupancy patterns change, much like a learning thermostat. To evaluate our techniques, we analyze data from several thousand WiFi access points deployed in 112 oce buildings on a university campus. Our analysis reveals signicant dierences in occupancy patterns across and within buildings, motivating the need for our adaptive learning-based approach. Compared to the current static approach, our results demonstrate that learning HVAC schedules from mobile WiFi activity across the campus can yield a 37% reduction in waste time, a measure of energy savings, and a 3% reduction in miss time, a measure of user comfort.
INTRODUCTION
Buildings consume nearly 40% of the energy and over 70% of the electricity in advanced economies. The dominant component of a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for prot or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specic permission and/or a fee. Request permissions from permissions@acm.org. e-Energy '17, May [16] [17] [18] [19] 2017 building's energy usage, accounting for more than 50%, is its Heating, Ventilation, and Air Conditioning (HVAC) system. In recent years, there has been signicant work in the research community and industry to optimize HVAC energy usage in buildings. For example, smart thermostats [12, 17] use sensors to track occupancy patterns within a home, and then analyze these patterns to automatically learn and program a thermostat schedule. Many smart thermostats are now commercially-available for residential use, including the Honeywell Lyric [18] , Nest [21] , and Ecobee [8] . These smart thermostats eliminate the need for users to manually operate or program their thermostats to save energy.
Prior work on smart thermostats has primarily focused on residential spaces, i.e., homes, with simple HVAC systems and only a few (often one) thermostats. In contrast, there has been much less attention on optimizing HVAC systems for commercial buildings, which in aggregate consume nearly as much energy as the residential sector. The lack of work is due, in part, to the complexity of commercial HVAC systems in large buildings, which often use custom equipment with limited interfaces that are not easily upgraded. These systems are also inherently unique: they are designed for each building's specic characteristics, and include sensor and control points deployed at custom locations. Thus, upgrading these systems requires more than simply installing a few new thermostats. Given this complexity, the interface to these commercial HVAC systems is typically narrow, enabling facility managers the ability to statically program a building's daily HVAC schedule based on expected work patterns, e.g., 9 AM -5 PM on weekdays. Unlike residential HVAC systems with smart thermostats, commercial systems often do not expose a rich programmatic interface accessible by third-party software.
While facility managers may account for weekends and holidays in setting schedules, once set, they rarely change them. Further, while some rooms may have their own thermostat that permits local occupant control, users cannot control or change the facility manager's schedule. As a result, these static ad hoc HVAC schedules are often not aligned with building occupancy, which changes temporally and spatially. For example, occupancy patterns may dier across oors, reducing the eectiveness of using a single schedule for the entire building. In addition, per-building and peroor occupancy patterns may change over time and across seasons. While there has been some prior work in occupancy-driven HVAC control [1, 2, 4] it is not applicable to the vast majority of commercial buildings that use schedule-based HVAC control that requires setting a repeating schedule. Further occupancy-driven control often requires deploying additional occupancy sensors in each building [5, 9] , which is not trivial at campus scale.
To address the problem, we propose scalable, data-driven techniques to infer custom HVAC schedules for oce buildings across a large campus. Our techniques automatically analyze occupancy information to learn HVAC schedules that optimize for repeating occupancy patterns. Our system, called iSchedule, is designed to operate with most modern building management systems that employ schedule-based HVAC control. Our system currently leverages the existing wireless networking infrastructure that is omnipresent across any modern campus. Similar to prior work on occupancy detection from soft sensors [3, 4, 11] , we analyze building WiFi activity, specically from smartphones, to infer detailed spatial occupancy patterns across the campus, and present an algorithm that learns from these patterns to derive an "optimal" HVAC schedule for each building. Facility managers can either set the derived HVAC schedule manually, or, for those systems with a programmatic interface, use software to dynamically set the schedule. In designing our system, we make the following contributions.
Campus-scale Analysis:
We analyze anonymous WiFi activity logs from 4674 access points deployed in over 112 buildings of various ages and types on a university campus. We show that occupancy patterns vary considerably both across types of buildings (e.g. academic department, dormitory, dining hall, library, gymnasium, etc), within a building (oors and rooms), and seasons. Our study motivates the need for an adaptive learning-based approach due to the complexity of manually setting and tuning HVAC schedules for a large building, or a group of campus buildings.
Machine Learning-based HVAC Scheduling: We present a machine learning-based approach based on an ensemble gradient boosting regressor that predicts occupancy for each oor or zone of a building based on observed WiFi activity. This predicted occupancy is used to derive an optimal HVAC schedule for each oor or zone of a building. Although we use WiFi activity as a proxy for occupancy, our approach is easily adapted to occupancy data from other types of sensors. Since occupancy patterns within a building may change over time, our technique is capable of continuously learning new occupancy patterns as they are observed and then making dynamic scheduling adjustments to compensate.
Implementation and Evaluation:
We conduct a detailed experimental evaluation of iSchedule using WiFi data from 112 campus buildings to demonstrate that our system can learn schedules that closely follow the observed occupancy patterns in a diverse set of buildings on our campus. We show that our approach is able to reduce waste times by 37% and miss times by 3% across buildings, which reduce energy waste and increase user comfort. Our experiments also demonstrate the ability of our techniques to dynamically detect changes in occupancy patterns and make appropriate adjustments to the HVAC schedule for each building.
BACKGROUND AND PROBLEM
Our work focuses on commercial and oce buildings located on an organization's campus. Each building's heating and cooling are controlled by a commercial HVAC system. Unlike a residential HVAC system, which is controlled by a thermostat, a commercial HVAC system is typically controlled through a Building Management System (BMS). The building's facility manager interacts with the BMS to set a heating and cooling schedule and temperature setpoints: this Figure 1 : Schedule-versus Occupancy-based HVAC Control schedule species when the HVAC equipment should be turned on over the course of a day and the temperature setpoints for the high and low occupancy periods. The BMS then automatically operates the building's HVAC equipment based on the specied schedule, a process we refer to as schedule-based HVAC control.
The schedule is typically determined based on the facility manager's intuitive understanding of the building's occupancy patterns. For instance, in a typical oce environment, employees may arrive between 8 am and 9 am and leave for home between 4 pm and 5 pm, and the building may be lightly occupied during non-business hours or on weekends. In this example, the facility manager may program the BMS to heat or cool the building between 8am to 6pm and use a higher cooling or lower heating temperature during the other o-peak hours. Doing so, ensures users are comfortable when the building is highly occupied while saving energy when it is largely unoccupied.
Modern BMS systems enable a dierent schedule to be set in dierent parts of a building-e.g., a dierent schedule on dierent oors-if the per-oor occupancy patterns dier. However, to fully exploit this functionality, a facility manager needs to determine ne-grain schedules for dierent parts of a building, and dynamically ne-tune it as occupancy patterns change over time. Such manual operation is cumbersome and error-prone and does not scale across a large campus, where a facility manager may oversee tens-to-hundreds of buildings. As a result, existing schedule-based HVAC control tends to be driven by simple, manually-chosen static schedules, which miss many opportunities for reducing energy use by carefully exploiting temporal and spatial occupancy dierences within and across campus buildings.
To address these limitations, we argue that the process of deriving schedules for commercial HVAC systems should be automated. To do so, we need a system that monitors occupancy patterns in campus buildings, automatically learns an optimal schedule for each part of a building based on the observed occupancy, and dynamically modies the schedule as occupancy patterns change. Such a system should be suciently robust to tailor its schedules to the dierent types of spatial occupancy patterns seen in dierent types of campus buildings, e.g. classrooms, academic units, library, dining halls, on a university campus. It should also automatically tailor schedules for temporal variations seen across weekdays and weekends and across seasons. Figure 1 (a) depicts the architecture of such a schedule-based HVAC control system-hard or soft sensors are rst used to infer occupancy in each building. Occupancy data is then "mined" to extract repeating patterns, from which an "optimal" schedule is learned and fed to the BMS for schedule-based control of the commercial HVAC system. An essential rst step in such a learning-based system is to derive occupancy, which captures how many people are present in each part of a building and at what times. Hard sensors such as motion or door sensors can be used to track occupancy within each building [1, 2, 6, 22, 25] . However, such instrumentation is not ubiquitous in oce buildings and can be expensive and laborious to install in existing buildings. Researchers have shown that occupancy can also be learned through "soft sensors" that are already deployed for other reasons. For example, occupancy can be learned through swipe card door access systems, calendar software, or through wireless network activity [11, 19, 20, 26] . Since WiFi infrastructure is now ubiquitous in oces and campus buildings, our work uses existing wireless networks rather than requiring hard sensors to infer occupancy information. Doing so enables easy deployment of our system in today's campuses without requiring the expensive deployment of hard sensors.
Specically, our work assumes that most occupants carry mobile smartphones and the presence of a phone in the vicinity of a wireless access point indicates a user (occupant) at that location. We further assume that the exact location of each access point within a building is known a priori. Consequently, simply tracking the number of mobile devices associated with each AP over time is a proxy ("soft sensor") for the number of occupants in that part of the building. We assume the wireless network infrastructure provides a log of when a mobile device connects and disconnects to each access point, which is then used to count the number of active occupants over time. To avoid double counting users, only smartphone log entries are considered and other devices, such as laptops or stationary devices are ltered out 1 .
Problem Statement: Given an oce campus with multiple buildings, anonymized WiFi association and dissociation logs, and the mappings of the Access Points to specic locations in each building, our goal is to automatically learn an HVAC schedule that optimizes user comfort and energy usage on a ne-grain spatial basis and dynamically adjusts learned schedules when observed occupancy patterns change.
Relation to Prior Work
Occupancy monitoring and optimizing HVAC eciency has received signicant attention in recent years. This section describes the dierences and specic contributions of our work in relation to these past eorts. Occupancy-driven versus schedule-driven HVAC control: Eorts such as Sentinel and others [1, 2, 4] have shown how occupancy sensors can directly control HVAC systems. The basic approach, depicted in Figure1(b), uses observed periods of high and low occupancy to directly control HVAC systems and save energy during o-peak periods. This approach, while novel, is not compatible with most existing BMSs that employ schedule-driven control (Figure 1(a) ). In the latter approach, occupancy data is rst used to learn a repeating schedule, which then is then set in the BMS to control the HVAC system. Thus, occupancy information only indirectly, rather than directly, inuences HVAC operation.
While direct occupancy-driven control approaches may be appropriate for buildings with local (e.g., room-specic) HVAC units [13] , they are not viable for the majority of centralized commercial HVACs controlled through BMS schedules. In addition, given their experience with schedule-based control, many facility managers may be uncomfortable with ceding direct HVAC control to software. Thus, by deriving repeating occupancy-based schedules, we enable facility managers to retain some control over HVAC usage. Residential versus Commercial: In residential settings, eorts such as smart thermostat [17] , iProgram [12] , as well as products such as Nest, Ecobee, and Lyric, have been used to improve HVAC energy-eciency. Such smart thermostats, as well as all "dumb" programmable thermostats, use schedule-based HVAC control, where occupancy information (from onboard sensors, phone GPS, or even electricity meters [12] ) is analyzed to automatically learn a custom schedule. Occupancy sensors may occasionally turn on "away" mode, but they do not exercise direct control. User feedback has also been used to optimize HVAC use [10, 16] . While homes need only binary temporal occupancy larger commercial buildings need spatial occupancy data. Thus, our work can be seen as analogous to these residential eorts but applied to commercial buildings-a more complex problem. Inferring Occupancy: There has been signicant work in deriving occupancy information both for residential and oce buildings. Prior work on deriving occupancy information falls into three categories: (i) design of novel occupancy sensors, (ii) use of existing soft sensors [24] , and (iii) use of energy analytic methods to learn occupancy [2, 6, 7, 9, 10, 14-16, 20, 23] . However, most approaches only derive occupancy and do not apply it for HVAC control. As shown in Figure 1 (a), deriving occupancy data is only a necessary rst step for smart HVAC control and is not sucient for addressing the broader control problem. One closely related technique combines soft sensing with HVAC scheduling [3] ; human occupancy is sensed by monitoring human-induced HVAC heat loading and is used as feedback to modify an existing schedule. While our system, iSchedule, also derives HVAC schedules, it instead leverages WiFi-based soft sensors for predicting occupancy. WiFi-based soft sensors can more explicitly derive occupancy counts since there is a direct mapping between numbers of device associations and numbers of occupants. In contrast, our system is easily deployed across an entire campus rather than relying on more specic feedback from advanced HVAC functionality, which could be limited to more recently constructed buildings with newer HVAC units. Furthermore, HVAC-based soft sensors can only operate at the granularity of already dened zones; WiFi access points are typically deployed at a higher spatial density, enabling a building manager with data needed to potentially redene zones in the future.
CAMPUS-SCALE ANALYSIS OF BUILDING OCCUPANCY
A key hypothesis of our work is that occupancy patterns often vary spatially within a building (across oors and zones) and across building types, and temporally across days and seasons.
To validate this hypothesis, we analyzed occupancy patterns across all buildings on our university campus over several months. WiFi connectivity is ubiquitous on our campus-4674 access points are deployed in 112 campus buildings. We gathered anonymous WiFi association and disassociation logs for all 4674 APs over a 6 month period ranging from the beginning of Fall to the end of Spring; we included intervals when campus was closed (winter and spring breaks). The mapping of each AP to a building and a specic oor within that building is maintained by our campus IT oce, which enabled us to analyze the number of active WiFi users in each building and each oor over the course of the day. We used the number of active smartphone users as a proxy for actual occupancya reasonable assumption due to the ubiquity of smartphones today. Due to the scale of our campus level analysis we use occupation computed by counting WiFi devices as our ground truth when evaluating the eciency of various schedules; this technique has been demonstrated to be suciently accurate in prior work [4] .
Impact of Building Type: Figure 2 shows the mean weekday occupancy for dierent hours of the day for several dierent buildings on our campus. Specically, the gure shows occupancy for an academic department, a classroom building, an administrative building, a research lab and a dining hall. To ensure comparison across buildings, normalized occupancy is shown and we assume for our discussion here that a building is occupied whenever occupancy levels are more than 20% of the peak, while a building is considered unoccupied if levels are less than 20%.
The gure shows that occupancy patterns vary signicantly by building type. The administrative building shows an 8am-5pm occupancy pattern. The academic building, which has student labs/oces has higher evening use as well and shows an 8am-8pm pattern. The occupancy patterns of the classroom building closely follow the lecture schedule. The research labs show a 9am-7pm schedule, while dining halls have peak occupancy during meal hours (e.g., breakfast, lunch and dinner hours). These results show that HVAC schedules need to be aligned with occupancy patterns and building type. The occupancy will vary depending on how the building is used.
Spatial Dierences Within Buildings:
Next we analyze whether dierent parts of a building can exhibit dierent occupancy patterns and by how much. Our analysis of the 112 buildings showed that buildings do exhibit spatial dierences in occupancy patterns. This is illustrated in Figure 3 , where Figures 3(a) and 3(b) depict occupancy patterns of two buildings on our campus -an academic department and the library. In Figure 3 (a), the academic building has one oor comprising of administrative sta, oces, and classrooms, while two other oors comprise faculty oces and research labs. Not surprisingly, occupancy patterns for the oor with sta oces and classrooms is markedly dierent than those of oors with faculty oces and research labs. Similarly, the dierent oors of our campus library house different functions, as shown in Figure 3(b) . One oor consists of the learning commons (LC) that are open 24⇥7 with student study desks and small breakout rooms for group study. Other oors contain library sta oces (LO), Quiet Study Area (QSA), Resource Center (RC) and checkout desks (Cafe/SC) or aisles of books (BS). As a result, we see very dierent patterns for these oors.
Finally, we show how occupancy across zones within a given oor of a library dier in Figure 4 . In this gure, normalized occupancy is represented as a heatmap and demonstrates how dierent oors within a building can see dierent occupancy patterns. In these plots, we show the occupancy of the rst and fth oors iSchedule: Campus-scale HVAC Scheduling via Mobile WiFi Monitoring e-Energy '17, May [16] [17] [18] [19] 2017 , Shatin, Hong Kong from 10:00 -11:00 AM on a Tuesday. We note that the top left side of oor 1 (panel a) has a study area that is crowded, while the lower side of oor 1, which has a cafe is less occupied. On Floor 5 (panel b) we see the study areas are occupied but with dierent occupancy percentage. Zone-based scheduling can further optimize HVAC usage -the top-left portion of Floor 1 has more than 10% occupancy from 9:00 AM -11:45 PM on the day the heatmap was plotted, while the bottom portion of Floor 1 was more than 10% occupied from 9:30 AM -5:45 PM. In contrast, the bottom right region of oor 5 sees similar occupancy levels from 9:00 AM -7:00 PM, while the top most region was occupied from 9:45 AM -5:15 PM. These observations all motivate the ability to set independent HVAC schedules across both oors and zones. Overall, our results show that whenever a single building has dierent types of occupants or houses dierent types of users in dierent oors, spatial occupancy patterns will vary. Temporal Variations: The previous results analyzed spatial occupancy patterns across dierent types of buildings on a campus and also within a building. Next, we analyze how occupancy patterns vary on a temporal basis over the course of a week and across seasons. Figure 5 (a) depicts the normalized occupancy patterns seen in a research lab building, a gymnasium, and a dining hall on a weekday, while Figure 5 (b) depicts occupancy patterns for the same buildings on a weekend. Not surprisingly, weekend patterns vary from weekday occupancy; the research lab building sees low weekend occupancy, the gymnasium sees occupancy at dierent hours on the weekend, while the dining halls see a later "start" to the day on weekends.
Figure 6(a) shows changes in occupancy patterns over the course of a week for the same building on a particular oor. Since this is a classroom building containing a series of lecture halls, the occupancy patterns are highly correlated to lecture schedules, which vary by the day of the week. Finally, Figure 6(b) shows the occupancy patterns of a research lab in the Fall, Spring, and Spring break. Note that there are seasonal dierences in the Fall and Spring semester. Unsurprisingly, we see lower occupancy during breaks when compared to occupancy observed during Fall and Spring.
Due to space constraints, this section depicts only a summary of key results from an extensive analysis of 112 buildings. These results collectively validate our hypothesis that there can be significant dierences in occupancy patterns within a building, across buildings, and that the occupancy patterns can change over longer periods (e.g. seasons).
LEARNING HVAC SCHEDULES
In this section, we describe iSchedule's data-driven learning algorithm that automatically learns HVAC schedules from occupancy data across campus buildings.
We assume that our system receives a raw log of smartphone association and disassociation information to each access point in the wireless network. Practically every commercial enterprise wireless network product routinely logs such information (e.g. Cisco, HP Aruba). The location of each access point within each building is assumed to be known. 2 Given this data, iSchedule learns schedules as follows:
Step 1: Compute Temporal Occupancy Per Access Point Our system processes the raw WiFi logs to partition the logs on a per-access point basis. It then computes the number of active devices (i.e. users) connected to the AP in each time interval. This is done by incrementing the number of active users upon each new device association and decreasing it for each disassociation event. Doing so yields the number of active users in the vicinity of that AP during each time interval (e.g., every 15 minutes or hourly) over the duration of the log.
Step 2: Derive Spatial Occupancy within a Building Since the location of each AP in a building is known, we can group all AP's spatially to obtain observed occupancy within each part of a building. Any spatial grouping can be chosen (depending on how ne-grain the HVAC control can be). The default grouping is on a per-oor basis-by aggregating the temporal occupancy seen by all APs on each oor, we obtain the number of users that are present on that oor in each time interval over the duration of the WiFi log. This yields a spatial distribution of users across the building and the change in spatial occupancy over time.
Step 3: Use Predictive Model to Infer Floor/Zone Occupancy Next, our system predicts the occupancy of each oor/zone. We use a supervised training technique to predict occupancy. A Gradient Boosting Regressor Ensemble model is trained using the occupancy data computed in the previous step. In the case of university campus buildings, the following features are a strong indicator of occupancy and form our feature set: (i) building name, (ii) building oor or spatial region, (iii) day of the week, (iv) time interval (e.g. hour of day or a 15 minute interval , 9:00 AM to 9:15 AM, etc), (v) semester of the year (vi) month, (vii) holiday and (viii) year. The oor/zone occupancy forms the label set.
The rst two features capture building-specic information, the day of the week captures occupancy variations driven by working versus non-working days, while the time interval captures occupancy at a certain time of that day (e.g. 9:00 AM to 9:15 AM on Mondays). The semester (spring/fall/summer) captures seasonal eects, while holidays capture whether classes are currently in session (e.g. weekends, spring breaks and winter breaks). Note that most of these features are general and can be applied more broadly to any commercial building; specic features, such as semester, can be replaced by a more generic feature, such as the current month.
Our predictive model is based on a regression-based learning approach, which uses a gradient boosting regressor. We use a boosting ensemble method that incrementally builds base estimators so that each sequential estimator is trained to reduce the bias of the earlier estimators. For the model, we used the least squares regression loss function, which is optimized by each estimator. For parameter selection, a 10-fold cross validation technique was used.
Step 4: Classify Intervals as High/Low Occupancy In this step, our system performs a binary classication of each time interval as high or low occupancy based on the occupancy predicted in the previous step. To do so, we rst compute a probability distribution of the number of users observed in each part of a building ( e.g. probability distribution of users seen on a oor). We dene the maximum occupancy of a oor or zone as the high percentile of this distribution. Next, we select a threshold value , that represents a fraction of this maximum occupancy -fractional occupancies above or below this threshold are marked as high (H) or low (L) occupancy respectively. This step yields a trace for each portion of a building where each interval is marked H or L over the entire duration of the WiFi trace. As an example, if the max occupancy of a oor is 100 and = 10%, then any interval with the oor occupancy exceeding 10 users is marked H and others marked L.Parameter can be tuned by the facility manager to chose a suitable tradeo between building occupant comfort and energy saving. If a high value of is chosen then the model becomes aggressive by turning o HVAC equipment more frequently, while a low value of causes the model to become less aggressive and leaves HVAC equipment on for longer periods.
Step 5: Learning a Schedule from the Predictive Model In the nal step, we derive the actual HVAC schedule. To do so, we consider all seven days of the week and use the model to predict the occupancy for each oor of each building for every time interval of a day. Then, we convert the predicted occupancy in H or L occupancy periods as described in step 4.
We consolidate each sequence of H periods into a single interval where the HVAC must be turned on and consolidate each sequence of L periods into intervals where the HVAC should be turned down. Smoothing can be used to eliminate small periods of H or L periods. This yields a schedule, which gives periods for each day of the week on how the HVAC should be operated on each oor and building (e.g., turn on HVAC from 8:30 AM-5:45 PM on the 3 rd oor of the library on Monday and again from 8:00 PM-10:00 PM).
Such a schedule is automatically learned and uses the precise occupancy pattern in each part of a building to compute a custom schedule for dierent parts of a building.
DYNAMIC ADAPTATION OF LEARNED SCHEDULES
The previous section described our learning algorithm, which automatically learns a customized HVAC schedule for each spatial region of a building based on the occupancy patterns observed in that region. However, occupancy patterns are not stationary and will slowly (or abruptly) change over time. These changes in occupancy patterns may occur for a number of reasons: the building or oor may get re-purposed for a dierent class of users. For example, an academic building may become administrative space with new types of users moving in or there may be subtle changes in occupancy patterns with dierent types of users over time (e.g., due to changing of class schedules or dierent user patterns).
Regardless of the cause, the learned schedules cannot remain static-they must adapt and evolve with changing occupancy patterns. In other words, once learned, the HVAC schedule must be dynamically and periodically recomputed and adjusted. The algorithm presented in the previous section can be enhanced in one of two ways to support adaptation. Continuous Adaptation: In this method, WiFi activity data is ingested every day and spatial occupancy observed within each building during that day is added to the historical trace. The predictive model is re-learned using all data, including the newly ingested information, and the HVAC schedule (step 5) is re-computed. The frequency with which the schedule is recomputed is congurable (e.g., daily, weekly, monthly, etc). On-demand Adaptation: A limitation of the continuous adaptation approach is that it wastes computational resources when no signicant changes to occupancy are observed, as the model is re-trained periodically, regardless of whether it is necessary. Ondemand adaptation is an alternate approach that triggers re-training only when the prediction deviates from observed occupancy.
As before, new WiFi activity data arrives continuously and is added to the historical data repository. The system then periodically invokes the previously learned predictive model to predict high and low occupancy labels for a recent time interval. The model predictions are compared to the actual occupancy levels observed in the newly captured WiFi-based occupancy data. If the model predictions match the observed levels, then the occupancy patterns are same as before and neither the model nor the HVAC schedules need to be adjusted. On the other hand, if the recently observed occupancy levels begin deviating from model predictions, then our system triggers a re-training of the predictive model and uses the new model to recompute the HVAC schedules.
Thus, a new model is learned only when needed and only for those buildings (or parts of a building) where signicantly dierent occupancy patterns are observed. The threshold error between model predicted and actual observations that trigger a re-learning is congurable: a smaller triggers more frequent re-computations and schedule adjustments and vice versa.
Discussion
Selecting : The value of can be selected by the facility manager to choose a suitable tradeo between building occupant comfort and energy saving. Since our algorithm learns building occupancy independent of a particular schedule, our model supports any value results in a non-aggressive schedule. Therefore, we allow this parameter to be adjusted based on building occupant feedback. Residential Buildings: While our approach works well for a broad range of oce buildings, any campus building that sees "residential" usage requires special handling. Specically, our technique assumes that lack of WiFi activity corresponds to a lack of occupants. In campus buildings with residential environments such as student dorm or campus hotel, students or hotel guests sleep at night and, thus, are present in the environment despite a lack of WiFi activity. Thus, turning down heating and cooling overnight due to lack of observed activity will result in incorrect schedules for these buildings. A simple enhancement can be made to our algorithm by adding a new binary feature called "Sleeping Zones". The computed schedules are then adjusted to keep the HVAC system operational during night hours (e.g. 11 PM -6 AM) in all areas marked as sleeping zones.
EXPERIMENTAL EVALUATION
In this section, we experimentally evaluate the ecacy of our learning-based algorithm and its ability to dynamically adjust schedules based on changing occupancy patterns. We use data from 112 buildings on our university campus for our experimental evaluation. We compare the schedule derived from iSchedule against those derived from WiFi-based occupancy and static pre-set schedules. As a baseline for comparison, we assume the set of static schedules that are shown in Table 1 ; these static schedules are based on a facility manager's expectation of how dierent buildings are used.
For the purposes of our evaluation, we use the WiFi occupancy data and our learning-based algorithm to learn a schedule for each building and various oors of each building. We compare the learned schedules, which are based on actual occupancy data, to the statically chosen schedules, and also quantify whether the learned schedule yields increased energy savings and user comfort.
Energy savings are computed as the reduction in waste time (WT) when compared to the static schedule, where waste time is dened as the duration for which the HVAC system is turned on even though an area is in a low occupancy period. The increase in user comfort is computed as the reduction in miss time (MT) when compared to the static schedule, where miss time is dened as the duration for which the HVAC system is o while an area is in a high occupancy period (causing user discomfort). We formally dene waste and miss time in the Appendix.
Accuracy of our algorithm
In Figure 7 (a) we compare the generated HVAC schedule to the actual occupancy. We see that based on the WiFi occupancy detected we nd the low and high occupancy periods as marked by H or L Occupancy. This string of H or L Occupancy generated by the system is then smoothed to remove any short intervals of H or L and the smoothened HVAC schedule is obtained. We nd that the HVAC schedule generated by iSchedule closely matches the HVAC schedule generated from WiFi data. Further, Figure 7(b) shows the model error computed for a wide range of building types for dierent values of . We trained our model on the historic training dataset and predicted the HVAC schedule for the next 15 days with the adaptation feature disabled. The error was computed against the WiFi building occupancy. We nd that our model has a high accuracy of 95.35% with a coecient of variation of 3.15%. Finally, Figure 7 (c) shows the error computed for a wide range of building types for dierent values of for each day of the week. We nd that highest variation in error occurs on Sunday for all values of . Also, for all weekdays the mean error range was 0 -7% for dierent types of buildings and dierent values of . Table 3 : Learned weekday and weekend HVAC schedules for dierent types of buildings computed with = 5%. the learned schedules and the statically set ones, which demonstrates the ability of our approach to capture ne grain occupancy dierences. Figure 8 shows the weekday duty cycle for the same set of buildings, as shown in Table 3 , for dierent values of . These schedules are derived by iSchedule and we observe several dierences between the duty cycles of the learned and static schedules. The duty cycles for derived schedules are highest for = 5% and are lowest for = 20%; as increases, the model is more aggressive in turning o HVAC equipment. We also observe that the duty cycle of static schedules are highest for non-residential buildings, which demonstrates that there is energy wastage by conditioning buildings when occupancy is low. Table 4 : Learned HVAC schedules for a Monday.
Ecacy of Learned Schedules
Next, Table 4 shows the schedules learned for a specic weekday (Monday) by our algorithm for several types of buildings on our campus -a threshold of = 20% was used to compute these schedules. The table also reveals dierences from the static schedules, which imply that they incur either more waste or miss time. Table 2 and Figure 9 show schedules learned for dierent oors of an academic building and library. Since there are spatial dierences across oors of each building, a manual schedule that uses a single schedule for the entire building is sub-optimal. Our approach can exploit the observed dierences in spatial occupancy and choose dierent schedules for each oor of a building. We again observe the oor-specic schedules are in line with observed occupancy shown in Figure 3 .
Handling residential areas on campus: For buildings such as student dorms with sleeping residents, our basic algorithm will turn o the HVAC equipment 12 AM to 8 AM on weekdays and 2 AM to 10 AM on weekends in student dorms due to lack of WiFi activity in the night. However, our enhanced algorithm can handle sleeping zones and, as shown in Table 3 , leaves HVAC equipment on for 24 hours on weekdays and weekends when the semester is in session, while reverting to a normal schedule during summer breaks when the residence halls are vacant.
Impact on Energy Use and User Comfort
While the previous results highlight the ability of our approach to automatically derive schedules that closely match observed occupancy, we now quantify the benets of these derived schedules in terms of energy saving and user comfort. We vary the threshold that determines the low occupancy period for each building on our campus and use our algorithm to generate a schedule for that . We Figure 10 depicts the percentage of waste time for the entire campus (112 buildings) for dierent days of the week for varying values of ( = 5%, 10%, 15% and 20%). Figure 10(b) shows the schedules computed by our approach are also able to increase user comfort, which is achieved by reducing miss times. The gure depicts the average reduction in miss time across all 112 campus buildings for dierent days of the week. Unlike energy savings, user comfort shows a decreasing trend with increases in . This occurs because, with higher , the HVAC equipment is on for fewer hours, which reduces the opportunity to simultaneously increase user comfort. The average reduction in miss times is around 17% for = 10% and around 9% for = 15%.
Together the results show that across 112 buildings with varied use, automatically learning HVAC schedules using occupancy data yields energy savings while also providing a more comfortable ambient environment to users. Figure 12 (a) depicts the normalized occupancy of one illustrative campus building on our campus (the student union) on Friday. As can be seen, the learned schedule is better aligned with observed occupancy on that day and the ground truth occupancy derived schedule. Also, we can see that the derived schedule results in improved user comfort during the evening hours (8 PM-12 AM); the static schedule turns down the HVAC even though the building is at 30% occupancy, while the learned schedule keeps the HVAC system running to maintain comfort for building users. Finally, gure 12(b) depicts the normalized occupancy of one illustrative campus building on our campus (Learning Center, with Classrooms) on Friday -the learned schedule shows substantial savings over a static schedule by reducing waste time. It shows the energy savings during the evening hours (where the static schedule keeps heating or cooling the building later than necessary).
Ecacy of Dynamic Adjustments
Finally, we evaluate the ecacy of our technique to adjust to dynamic changes in occupancy that may occur in a building. We use WiFi activity data from an academic building and synthetically modify the trace data to emulate two types of changes. First, we shift the observed occupancy to earlier hours, which reects users arriving to the oce earlier than previously observed data. We study the impact of users arriving 1 hour and 2 hours earlier than usual and leaving proportionately sooner, as well as the impact of users arriving 1 -2 hours later than usual and leaving proportionately later. Second, we swap every Monday and Friday for a set of dierent building types to simulate a change in working hours, since Monday and Friday occupancy patterns are very dierent. Figure 13 and Figure 14 depict our results. In Figure 13 (a), we show the change in error for the rst 35 days of a building with 2 levels each having a dierent type of oor occupancy. Level 1 has an almost stable occupancy schedule due to administrative oces while Level 2 has a very dynamic occupancy pattern that diers each day of the week due to the presence of Classrooms and Discussion Rooms. We observe that Level 1 converges quickly as compared to (a) System Error across dierent types of oors of a building for 1 Hour Shift (b) System Error for dierent shifts Figure 13 : Adaptability of iSchedule's learning algorithm for change in occupancy pattern. Level 2. Also, we see high error in the rst week after the change in occupancy; this triggers re-training of the model each day which reduces error. The model learns the new occupancy pattern over time and achieves accuracy improvements by the end of the second week -this demonstrates the ability of our approach to adapt to non-transient changes in occupancy patterns for dierent types of oor dynamics. This experiment also demonstrates that our model adapts to occupancy changes for buildings that have nearly identical occupancy throughout the week or a highly uctuating occupancy across each day. Figure 13 (b) shows that for varying values of shift in schedules the model error converges by the end of week 2 resulting in accuracy of more than 90%. Figure 14 shows that for the rst week the error is highest resulting in a high MT + WT value and decreases as the model retrains with new data. Figure 15 depicts how quickly our algorithm can compute HVAC schedules for two new buildings that lacks historical occupancy patterns. In particular, we consider a newly built academic building and research lab.
In this case, as new WiFi data arrives, the model is retrained and HVAC schedules updated daily. An academic building has multiple oors and each oor has a varying schedule over weekdays and weekends, while the research lab has an almost xed schedule across weekdays and weekends. As can be seen, our techniques can Figure 16 : Utility of historic data still compute schedules with only a few days of occupancy data and its accuracy improves gradually as more occupancy data becomes available -10 to 28 days of data seems to be sucient to converge to good schedules, which shows the agility of our technique.
Finally, Figure 16 shows the model accuracy during a change of semester (start of Spring Break) for a dining hall. The model, when trained on only ve most recent weeks of data, shows lower accuracy than the model trained on historic data. From the start of Spring Break, the model trained on historic data has a high accuracy of the predicted HVAC schedule, whereas the model trained on the latest 5 weeks of data shows lower accuracy but gradually learns.
CONCLUSION
In this paper, we presented a system for campus-scale HVAC scheduling using mobile WiFi data. Our campus-scale analysis showed spatial and temporal variations in occupancy within and across buildings and motivated the need for an automated approach for learning HVAC schedules in campus buildings. We presented iSchedule's supervised learning algorithms and show its ecacy and accuracy across a large university campus. Our future work will focus on shifting HVAC schedules to account for a building's thermal inertia, predicted weather conditions, and thermal communication across zones; these optimizations will further improve user comfort beyond the presented results. We are also implementing ngerprintbased WiFi occupancy detection to further improve the accuracy of zone level scheduling. Acknowledgements: This research is supported by NSF grants IIP-1534080, CNS-1405826, CNS-1253063, CNS-1505422, CNS-1345300, and the Massachusetts Department of Energy Resources. We thank our shepherd Lijun Chen for providing guidance in preparing our nal draft and the anonymous reviewers for their insightful comments.
APPENDIX Formal denition of Waste and Miss Time
Formally, we dene the miss time and waste time in terms of conditioning period (CP) below for N time periods with normalized occupancy N(t) for threshold .
0, N(t) < , 1, N(t) .
CP (t ) = 8 > < > :
1, if the zone is conditioned at time t, 0, otherwise.
Given CP(t), we then dene the average daily miss time and waste time over a time period N , as shown below. 
