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Представлены дополнительные вари-
анты развития ранее изложенного метода 
[3] скрытной передачи QR-кода с помо-
щью стеганографии, которая может быть 
востребована для доставки информации, 
связанной с перевозочным процессом 
и другими задачами, решаемыми на 
транспорте. В частности, предложен но-
вый конкретный вариант применения 
математических методов, используемых 
в различных научных областях (например, 
метода многих сеток для разностной ап-
проксимации краевой задачи Дирихле для 
уравнения Пуассона с высокой степенью 
точности). Построена эффективная ите-
рационная формула для случаев сложно-
го распределения источников. Метод 
уменьшает число итераций и вероятность 
появления ошибки при восстановлении 
оригинала и позволяет создать соответ-
ствующую компьютерную программу-при-
ложение. 
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В  поле научной дискуссии находятся как вопросы использования QR-ко-да для решения задач передачи 
информации на транспорте, так и методы 
и алгоритмы, связанные с использованием 
для этого стеганографии . Применение 
методов математической физики позволя-
ет увеличить стойкость криптографических 
алгоритмов перед попытками несанкцио-
нированно овладеть информацией . Это 
увеличит безопасность перевозок и ста-
бильность работы транспорта .
Некоторые важные аспекты проблем 
в сфере перевозки опасных грузов обсужда-
ются в [3, с . 14] . В работах [1, 3] на конкрет-
ных примерах реализуется алгоритм пря-
мого и обратного преобразования Радона . 
Там же впервые предлагается использовать 
стеганографию для передачи QR-кода .
В [2, 3] впервые предлагается для пере-
дачи QR-кода использовать решение крае-
вой задачи Дирихле для уравнения Пуас-
сона . Предполагается, что некто (НК) 
желает отправить адресату (А) информа-
цию скрытно от постороннего наблюдате-
ля, закодированную в QR-коде . Для этого 
заданный QR-код разбивается на одинако-
вые элементарные «белые» и «чёрные (за-
штрихованные)» квадраты и вычисляются 
их центры тяжести .
Задаётся функция двух переменных:








 ∈Ω=  ∉Ω
,   (1)
где Ω –  чёрная (заштрихованная) область 
(рис . 1), которую можно представить, как 
объединение некоторого множества эле-
ментарных квадратов . Маскируемым изо-
бражением является преобразованный 
QR-код, в котором находится передаваемая 
информация . Вычисляется функция (1), 
имеющая разрывы первого рода на неко-
торых границах «чёрных» квадратов .
В работах [1, 3] предложены методы 
предварительной маскировки и усложне-
ния сообщения, например, метод, приме-
няемый в теории фракталов, а именно, 
«итерация линейными системами» . В со-
ответствии с этим организуется промежу-



























, где s = 0,1… 




 –  координаты 
центров тяжести элементарных «чёрных» 
квадратов, составляющих QR-код в декар-
товой системе координат . Начало коорди-
нат, точка (0,0) на Ω, масштаб и направле-
ние осей относительно графика известны 
только НК и связаны с заданным QR-ко-















} и выбранному 
числу итераций s . Таким образом, появля-
ются дополнительные ключи . Отметим, что 
структура и геометрия при каждой итера-
ции существенно меняются, но существует 
единственное обратное преобразование, 
приведённое в [3] . Можно передавать лю-
бую итерацию .
Первая итерация, приведённая на 
рис . 1а, описана в [3, c . 16] . На рис . 1б при-
ведена вторая итерация фрагмента QR-ко-
да с помощью линейных систем a
0
 = 1, 
b
0






 = 1, e
0
 = 1, f
0
 = 2 .
Целью настоящей работы является 
дальнейшее развитие ранее изложенного 
Рис. 1a, б. Фрагмент QR-кода.
а)  б)
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в [3] способа передачи информации с по-
мощью краевой задачи для уравнения 
Пуассона путём построения эффектив-
ной итерационной формулы для сложной 
системы распределённых источников 
в задаче стеганографии и разработки на 
этой основе второй программы .
В исследовании использовались методы 
прикладной математики, в частности, ме-
тод краевой задачи Дирихле для уравнения 
Пуассона, распределение Гаусса, методы 
решения дифференциальных уравнений 




Замечание 1. Для решения поставленной 
задачи скрытой передачи QR-кодов пред-
лагается параллельно конструировать две 
программы . В первой программе описыва-
ется процедура вычисления решения крае-
вой задачи с нулевыми краевыми условия-
ми в прямоугольнике для уравнения Пуас-
сона, которая пригодна для большого се-
мейства QR-кодов . Вычисляются или 
задаются все ключи (необходимые значе-
ния констант) . Вторая программа восста-
навливает оригинал по изображению, от-
делённому от стегаконтейнера .
В модельном варианте в данной работе 
рассматриваются три объекта: оригинал 
«O», изображение, полученное после ин-
тегрального преобразования «И», восста-
новленный оригинал «ВО» . Восстановлен-
ный оригинал «ВО» может отличаться от 
«О» ошибкой, возникающей из-за шума 
и решения обратной некорректной задачи .
Замечание 2. Отметим, что в расчётах 
целочисленные координаты центров тяжести 
элементарных квадратов для формулы (5) 
задавались во второй программе вручную .
Определение. Маскирующей функцией 
будем называть функцию χ(x, y), которая 
может задавать координаты «чёрных» ква-
дратов, не существовавших в заданном 
QR-коде и дополняющих их множество .
Построим сумму:
f(x, y) = φχ(x, y) + χ(x, y) .  (2)
Изображения на плоскости проекции 
графика функции (2) рассматриваем ана-
логично примеру на рис 1 . Аналогично (1) 
считаем, что в точках (х, у), принадлежа-
щих «чёрным» квадратам, функция (2) 
принимает значение единицы, и функция 
равна нулю в точках (х, у), принадлежащих 
«белым» квадратам . На этапе разностной 
аппроксимации задачи используем «двой-
ника» функции f(x, y) в форме разрывной 
функции:







 ∈Ω=  ∉Ω
 .  (3)
Будем называть (3) «индикаторной» 
функцией .
Её роль описана ниже в замечании 3 .
2. Способ передачи информации с помо-
щью краевой задачи для уравнения Пуассона
Поместим график, соответствующий 
функции (2), на плоскости внутри контура, 
который представляет прямоугольник та-
кой минимальной площади со сторонами, 
параллельными осям декартовой системы 
координат, чтобы в нем находились все 
«чёрные» (заштрихованные) квадраты . 
Случай, когда этот прямоугольник оказы-
вается квадратом, редкий и более простой, 
он кратко рассмотрен в [3, с . 19] . Тогда 
можно обойтись одной равномерной сет-
кой с постоянным шагом h. Обычно 
QR-код порождает при таком построении 
на плоскости прямоугольник . Если исполь-
зовать один шаг, полученный при разбие-
нии минимальной стороны, то для умень-
шения вычислений во всей области, оче-
видно, что на практике следует ввести 
второй несколько больший шаг в направ-
лении длинной стороны прямоугольника . 
Стороны элементарного чёрного штрихо-
ванного прямоугольника должны соотно-
ситься как рациональные числа, например, 
1:2 . Этим, мы уменьшаем число вычисле-
ний, но «чёрные» квадраты трансформи-
руются в прямоугольники, а площадь, за-
нимаемая формулами, увеличивается 
примерно в три раза .
Итак, во многих случаях контурный 
четырёхугольник минимальной площади, 
охватывающий все заштрихованные эле-
ментарные квадраты, в графическом изо-
бражении функции f(x, y) (3) оказывается 
прямоугольником (рис . 1) . Обозначим 
внутреннюю область через Ω
0
 . Для опреде-
лённости b и краткой записи формул по-
ложим x
max 
= a > 0, y
max 
= d > 0, x
min 
= b < 0, 
y
min 














│ длины сторон контурного 
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прямоугольника . Рассмотрим внутреннюю 
краевую задачу Дирихле для уравнения 
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а < x < b, c < y < d, u(a, y) = u(b, y) = u(x, c) = 
u(x, d) = 0 .
Вся область разбивается на элементар-
ные «белые» и «чёрные» прямоугольники 
первой «крупной» двумерной естественной 
сеткой .
На первом этапе преобразования задачи 
(4) заменим функцию с разрывами первого 
рода (4) на непрерывную, бесконечно-диф-
ференцируемую функцию, а именно сумму 
двумерных гауссиан . Тогда выполнены усло-
вия теоремы существования и единственно-
сти решения задачи (3)–(5) [4, c . 137] . Здесь 
введены обозначения: V –  множество пар 
центров декартовых координат на плоскости 
«чёрных» квадратов внутри области Ω, а W – 
множество пар координат центров тяжести 
на плоскости всех «белых» и «чёрных» ква-
дратов внутри области Ω . На втором этапе 
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) –  вектор крупной сетки; 
шаги крупной сетки равны сторонам круп-







) –  вектор шага минималь-
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n = 0,…, n
2
, xν = a + νh11, yδ = c + δh22,
ν = 1,…, m
1
, δ = 1,…, m
2
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) ∈ W .
Таким образом, введена вторая, двумер-
ная равномерная «базовая» сетка [9] 
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Длины сторон элементарного «белого» 
и «чёрного» прямоугольника в общем слу-
чае в программе кратны более мелким 




 . Центры «чёр-
ных» квадратов (в общем случае прямо-
угольников) (хδ, уν) определяются форму-
лой (5), и в примере в данной работе вы-
бран коэффициент, отвечающий за диспер-
сию в функциях (5), как η = 0 .5 . Этот выбор 
является не единственным .











 –  натуральные числа, параметры про-
граммы . В программе используется для 
технических целей разностная аппрокси-
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2 –  двумерное множество пар чисел 
узлов –  центров «чёрных» прямоугольни-
ков . Аналогично: N
2
2 –  двумерное множе-





2 = W .
Функция (5) задает сложную структуру 
распределённых источников . Центр гаус-
сианы –  точка на плоскости, в которой 
расположен локальный максимум функ-
ции, который аналогично распределению 
Гаусса совпадает с центром тяжести «чёр-
ного» квадрата .
Во-первых, (5) хорошо аппроксимирует 
и сглаживает границу разрыва между «бе-
лыми» и «чёрными» квадратами (в общем 
случае прямоугольниками), которая име-
лась ранее . «Индикаторная» функция осу-
ществляет подчистку «хвостов» распределе-
ния Гаусса, если они «залезли» в «белые» 
квадраты (в общем случае –  прямоугольни-
ки) . Во-вторых, она облегчает проверку 
устойчивости работы обеих программ (см . 
замечание 1) не только в рассматриваемом 
примере (рис . 1), но и для любого другого 
представителя семейства функций (2), по-
рождённых другим QR-кодом .
Замечание 4. Существует точное реше-
ние задачи (4), (5), выраженное через 
функцию Грина [5, c . 126], которое пред-
ставляет, к сожалению, только теоретиче-
ский интерес . На практике вычислений оно 
даёт сумму быстро осциллирующих членов 
ряда с медленно убывающими коэффици-
ентами . При этом необходимо вычислять 
интегралы от них .
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Замечание 5. Исходя из необходимости 
изложить в статье материал в понятной 
и простой форме на примере с простыми 
формулами, мы пропускаем ряд шагов . Для 
практического применения предложенно-
го метода более сложные формулы можно 
найти в [9] . При этом мы оставляем марке-
ры для процесса восстановления формул 
в виде различных шагов, и некоторые не-
сложные формулы записываем для двух 
разных шагов . Самые громоздкие формулы 





 = h, тогда как раздельные формулы для 
различных шагов в три раза более объёмны 
и имеют погрешность аппроксимации на 2 
порядка ниже [4], [9] .
3. Построение эффективной итерацион-
ной формулы для сложной системы распре-
делённых источников в задаче стеганографии
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c точным решением, записанным через 
элементарные функции:
1 ( )
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 − 
+ + −  
  
  (9)
В этом примере правая часть в (8) явля-
ется непрерывно дифференцируемой 
функцией внутри области, а решение удо-
влетворяет нулевым краевым условиям .
Будем сравнивать численное решение 
задачи (4)–(5), предложенное в данной 
работе, с решением (9) задачи (8) по числу 
итераций и точности, если вместо правой 
части использовать известную аналитиче-
скую функцию (8) и её точное решение (9) 
вместо алгоритмически заданного QR-ко-
да с помощью формулы (5), так как анали-
тическое решение для правой части урав-
нения Пуассона, как изображено на рис . 3, 
неизвестно .
Следствие 1. Для непрерывно диффе-
ренцируемой функции f(x, y) в области Ω
0
 
из (4) имеем следствия:
2 2 4 2 4
2 2 4 2 2 2
6 4 6 6 4 6
6 4 2 4 4 2 2 2 2 4
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= − = −
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= − = −
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
  (10)
Формулы (10) следуют из (4) .
Для краткой записи вводятся обозначения:
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Аналогично (11) вводятся обозначения 
(12), которые приведены на с . 21 .
Теорема 1. Эффективная итерационная 
формула для сложной системы распреде-





 = h имеет вид:
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)… и так далее (см . рис . 2) . Таким 









ный шаблон с высоким порядком аппро-
ксимации уравнения Пуассона в прямо-
угольнике (рис . 2) . В [3] получена формула, 
аппроксимирующая сумму четырёх значе-
ний функции в узлах с вершинами прямо-
угольника, не лежащих на координатных 






















 = h, используя разложение в ряд Тейло-
ра при малых значениях h (рис . 2а):
и т . д .
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Рис. 2a, б. Использованные шаблоны сеток. Внешний прямоугольник соответствует девятиточечному 
шаблону с высоким порядком аппроксимации уравнения Пуассона в прямоугольнике [4] 
и «базовой» сетке (6).
а)  б)
Рис. 3. Функция правой части задачи (4), вычисленная по формуле (5) для источника, 
изображённого на рис. 1б.
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  (16)
Если вершины ромба расположены 











, 0) (рис . 2а), то 




 = h получим раз-
ложение в ряд Тейлора:
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+ +  ∂ ∂  = + +  ∂ ∂ +  ∂ ∂  
  (17)
Следуя [4], аппроксимируем оператор 




0 0,0 1 ,0 ,0 0, 0,
2
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1
,
h h h h
h h h h h h h h
C u C u u u u
u
h C u u u u
− −
− − − −
 + + + + +
 Δ ≈
 + + + + 
  (18)
где константы подлежат определению .
Лемма 1. Для непрерывно дифференци-
руемой функции f(x, y) из 2(R )C∞  в задаче 
(4)–(5) константы и невязка формулы (18) 
имеют вид С
1
 = 2/3, С
2
 = 1/6, С
0
 = -10/3,
( ) ( )
( )
( )




























∂ = Δ + + ∂










 = h .
В [4, 6, c . 23] доказано, что только сла-
гаемые при четвёртой и шестой степени 
шага h можно выразить через значения 
частных производных функции f(x, y) в 
центральной точке шаблона (рис . 3).
Подставим в (16) заготовки формул (14), 
(15) и, используя следствия (10), получим 















 = 0 . Это не-
обходимые условия равенства нулю слагае-
мых, сгруппированных в нулевом и втором 
порядке степени шага h . Отсюда следует 
C
1




 = 1 + C
0
/4 .
Необходимым условием того, что 
в скобке (19), где собраны слагаемые в чет-
вёртом порядке по шагу h, отсутствуют 
частные производные функции u(x, y) и 
остаются значения только частных произ-
водных f(x, y), является равенство C
0
 = -10/3 . 
Тогда C
1
 = 2/3, C
2
 = 1/6 .
Доказательство Леммы 1 завершено .
Вводим третью, более мелкую равно-
мерную сетку для разностной аппроксима-
ции вторых частных производных функции 
f(x, y) по пяти узлам на каждой оси . Её 
шаблон изображён на рис . 2а . Дополни-
тельные узлы помечены крестиками .
Вводим ещё одну четвёртую, более мел-
кую равномерную сетку для разностной 
аппроксимации четвёртых частных произ-
водных функции f(x, y) по семи узлам по 
каждой оси . Её шаблон изображён на 
рис . 2б .
Окончательно перепишем формулу 






























 − + + = 
 
  Δ ∂ ∂
+ + +  ∂ ∂  = + + ∂ + ∂ ∂ 
+ =
  (20)
Здесь все обозначения определены 
в (11)–(15) . В правую часть (20) добавлена 
невязка (19), которая даёт поправку к ре-
шению, и её будем учитывать, используя 
итерационные численные методы .
Выражая из (20) центральное узловое 
значение u
0,0
, построим заготовку явной 
































h f x y f x y
h O h
x y










  ∂ ∂





Здесь через k обозначен номер итера-
ции . В правой части все слагаемые вычис-
ляются на k-ом шаге итерационного про-
цесса . При k = 0, начальное значение вы-
бирается в виде гладкой, непрерывно 
дифференцируемой функции . Формулы 
для вычисления правой части (21) выведе-
ны ниже .
Поскольку правая часть уравнения Пу-
ассона в задаче стеганографии задана чис-
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ленно в виде (5), то будем использовать 
разностные операторы для частных произ-
водных, входящих в (21), из [6, с . 22; 7, 
c . 33] . Используем для этого третью и чет-
вёртую сетки с дробными шагами на 
шаблонах, описанных выше .
Для дальнейшего доказательства Теоре-
мы 1 нужны ещё три вспомогательных 
утверждения .
Лемма 2. Оператор Лапласа с точностью 





 = h представим в виде:
( )41 2 0,016(x ,y ) 203 3m n
K K
f f O h









 определены в (11), (15) .
Доказательство. Линейный оператор 
Лапласа симметричен относительно пере-










 .  (23)
Тогда достаточно с указанной точно-
стью аппроксимировать вторую производ-
ную .
Замечание 6. Теперь рассмотрим, вре-
менно (для вывода формулы и для того, 
чтобы показать, что эти рассуждения будут 
обобщены для функции двух переменных 
f(x, y)) непрерывно дифференцируемую 
функцию одной переменной с тем же иден-
тификатором f(x). Выберем дополнитель-
ную (временную, для вывода формулы), 
локальную на шаблоне систему координат 





Известна формула на трёх равноотстоя-
щих узлах f
xx 







)/h2 + O(h2), которая имеет 
точность O(h2) [6, с . 22; 7, с . 33] на оси аб-
сцисс (рис . 2а) . Выберем пять равноотстоя-
щих узлов на отрезке [-h, h], симметрично 
расположенных относительно начала ко-
ординат:
( )




0 0 1 1/2 1/2 2 1 12
(0) ( ) ( )1 2 2(0)





B f B f f
f
h
B f h f h
B f B f f B f f
h − −
  + − + +  ≈ ≡  
 + − + 
+ + + +
  (24)
Здесь необходимо определить констан-
ты .
Методом неопределённых коэффици-
ентов подберём весовые коэффициенты 
в формуле (24), чтобы она имела макси-
мальный алгебраический порядок погреш-
ности, следуя [8, с . 40] .
Замечание 7. Предполагаем, что в малой 
окрестности нуля функция f(x) ведёт себя 
как степенная функция . Запишем функ-
цию, вычислим производную и составим 
алгебраические уравнения по формуле (24):
1) 
( ) ( )( )'' 0 1 2
0 1 2
( ) 1; (0) 0; 1 1 1 1 0;
2 2 0;
xxf x f B B B
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Получим СЛАУ (систему линейных 
















 = 0; B
0
 = -10; B
1
 = 16/3; B
2
 = -1/3 .
Подставим результаты вычислений 
в (24) и получим правило, по которому 
действует конечно-разностный оператор 


























 − + + − 
 = +




При составлении формулы (25) с учётом 
симметрии использовано шесть условий на 
коэффициенты точной для степенных 
многочленов одной переменной 1, x, x2, x3, 
x4, x5 . Левая и правая часть формулы (23), 
вторая производная и квадратурная фор-
мула (линейная относительно узловых 
значений f
i
) и фиксированные весовые 
коэффициенты B
i
 являются линейными 
функционалами . Тогда их разность, равная 
невязке аппроксимации формулы (23), 
также является линейным функционалом . 
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Следовательно, если невязка формулы (23) 
равна нулю для указанных степенных ко-
ординатных функций 1, x, x2, x3, x4, то 
в силу линейности невязки формула (23) 
является точной для всех алгебраических 
многочленов степени не выше 5 . То есть 
доказано, что порядок погрешности чис-
лителя правой части (23) равен 6, то есть 
O(h6) . Следовательно, погрешность второй 
производной в (23) O(h4) = O(h6)/h2 .
В силу симметрии построим второй 
конечно разностный оператор второго 
порядка S, который по тому же правилу 
действует на функцию от переменной y 
в силу симметрии (21) .
Для функции двух переменных f(x, y) 
для оператора Лапласа с учётом (21), (23) 
получим:
( ) ( )0,0 1/2,0 1/2,0 1,0 1,02
1
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f f f f f
h − −
Δ ≈ + =
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 = h формула 
(24) перейдёт в формулу:
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1,0 1,0 0,1 0, 1
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1 1 1 12 ,0 ,0 0, 0,
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то есть (22) .
Доказательство Леммы 2 завершено .
Лемма 3. Сумма четвёртых частных 
производных в (17) с точностью O(h4) в ви-
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A f S f
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f Q Q K
h
∂ ∂
+ ≈ + =
∂ ∂
= − + − 
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 определены в (13)–(15) .
Доказательство проводим по схеме, 
аналогичной доказательству Леммы 2.
Далее следуем Замечанию 6. Рассмотрим 
четвёртую частную производную f
xxxx
(IV)(x) 
как линейный оператор от функции f(x) 
переменной x. Аппроксимируем шаблоном 
на семи равноотстоящих узлах на отрезке 
[-h, h], симметрично расположенных от-
носительно начала координат (рис . 2б):
( )
( ) ( )
0 0 1 1/3 1/3(IV)
4
2 2/3 2/3 3 1 1
1
(0)  .xxxx
I f I f f
f
h I f f I f f
−
− −
 + + +
 =
 + + + + 
  (29)
Методом неопределённых коэффици-









 в формуле (27), аналогично рассу-
ждениям, приведённым в Лемме 2, чтобы 
она имела максимальный алгебраический 
порядок погрешности [8, с . 40] (см . Заме-
чание 7) . Нетривиальные уравнения по-
лучим только в следующих порядках чёт-
ной степени x:
1) f x f I I I Ixxxx( ) ; ( ) ; ;
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 
     + − + + =           
 
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      + − + +          
 
     + − + + =           
 
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      + − + +          
 
     + − + + =           
 




Получим СЛАУ и её решение:
0 1 2 3 1 2 3
1 2 3
1 2 3
0 1 2 3
2 2 2 0;I 4 9
0;I 16 81  .
972;I 64 729 0
1053 27
I 756,I ,I 162,  .
2 2




+ + + = + + = 
 = + + = 
 = + + = 
 = = − = = − 
 
Тогда из этого для (27) получим квадра-
турную формулу с найденными коэффи-
циентами:
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f f f f
−
− −
 − + + 
 = +
 + + − + 
 
  (30)
После рассуждений, аналогичных при-
веденным в Лемме 2 ниже формулы (23), 
следует, что доказан порядок погрешности 
числителя правой части (28), и он равен 
восьми, т . е . O(h8) . Следовательно, O(h4) = 
O(h8)/h4 .
Для функции двух переменных f(x, y) 
аналогично рассуждениям, приведённым 
в Лемме 2, получим:
( )





2/3,0 2/3,0 1,0 1,0
( , ) ( , )







f x y f x y








+ = + =
∂ ∂
= − + +

+ + − + +

   
Таблица 1
x y numerical exact
0 .000000000000000E+000 0 .000000000000000E+000 0 .000000000000000E+000 0 .000000000000000E+000
1 .25663706143592 0 .000000000000000E+000 0 .951056516295154 0 .951056516295154
2 .51327412287183 0 .000000000000000E+000 0 .587785252292473 0 .587785252292473
0 .000000000000000E+000 1 .25663706143592 0 .951056516295154 0 .951056516295154
1 .25663706143592 1 .25663706143592 0 .242612919304468 0 .242612919291777
2 .51327412287183 1 .25663706143592 0 .464240247098885 0 .464240247090147
0 .000000000000000E+000 2 .51327412287183 0 .587785252292473 0 .587785252292473
1 .25663706143592 2 .51327412287183 0 .415266199954766 0 .415266199945460
2 .51327412287183 2 .51327412287183 0 .450894988539345 0 .450894988533041
а)
 б)
Рис. 4 а, б. Численное решение задачи Дирихле для уравнения Пуассона: а) численное решение задачи 
(4) с использованием формулы (13) и правой части в виде QR-кода по формуле (5) (вторая программа), 
б) поля линий уровня, построенные по рис. 4а.
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 = h правая 
часть формулы (29) примет вид:
( )
0,0 1 1 1 14 ,0 ,0 0, 0,
3 3 3 3
2 2 2 2 1,0 1,0 0,1 0, 1
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   − + + + +       
   + + + + − + + +         
Доказана формула (28) .
Доказательство Леммы 3 завершено .
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 определены в (15) .
Доказательство проведём конструктивно, 
исходя из формулы (23) . По второй перемен-
ной функции f(x, y) для каждого слагаемого 
формулы (23) применим конечно-разност-
ный оператор второго порядка, определён-
ный при доказательстве Леммы 2 . Для объ-
яснения этого пользуемся шаблоном четвёр-
той сетки (см . рис . 2б) . Пользуемся также 
симметрией применения оператора диффе-
ренцирования в (21) . При этом первый аргу-
мент по переменной x измениться не может, 
меняются вторые индексы узловых значений 
согласно формуле (23) . Поскольку погреш-
ность по переменной x имеет порядок O(h4), 
то исходное число слагаемых q увеличится 
не более чем в q2 раз, то есть число слагае-
мых q2 будет конечно и будет иметь погреш-
ность вида O(h4) по классическим свой-





 = h (33) .
То есть получим (30) .
Доказательство Леммы 4 завершено .
Далее подставляем все доказанные фор-
мулы (19), (22), (30) в заготовку (18) и полу-
чаем (13) . То есть Теорема 1 доказана .
4. Тестирование формулы (13)
Используя формулу простой итерации 
(13) и тестовый пример (8) с решением, 
записанным через элементарные функции 
(9), составим программу на современном 
языке высокого уровня Fortran [10], под-
держивающем максимальные массивы 
решения . Вычислим невязки между раз-
ностным численным решением задачи (8) 
и проекцией точного решения (9) на узлы 
базовой сетки (6) по норме Чебышева . 
Например, программа при «грубом» задан-
ном числе итераций и параметрах значе-





 = 10, вычисляет норму Чебы-
шева (модуль максимальной разности меж-
ду численным и точным значением в узле 
сетки) для невязки 2 .113(e-7) . А при заданном 
числе итераций и параметрах значений, 





 = 20, программа возвращает норму 
Чебышева для невязки 3 .306e(–9), то есть 
порядок погрешности полученного алго-
ритма примерно равен 2 .113e(–7)/3 .306e(–9) = 
61 .91 = 26 . То есть порядок погрешности 
( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( )
(IV)
0,0 1/2,0 1/2,0 1,0 1,02
0,0 0, 1/2 0,1/2 0, 1 0,1 1/2,0 1/2, 1/2 1/2,1/2 1/2, 1 1/2,14
1 16 1
( , ) 10( )
3 3
1 16 1 16 16 1
10 10 10





f x y S f S f S f S f S f
h




− − − − − − − − −
 = − + + − + = 
 
    = − − + + − + + − + + − +    
   
    
( ) ( ) ( ) ( )
( ) ( )
1/2,0 1/2, 1/2 1/2,1/2 1/2, 1 1/2,1 1,0 1, 1/2 1,1/2 1, 1 1,1
1,0 1, 1/2 1,1/2 1, 1 1,1 0,0 0, 1/2 0,1/2 1/2,04
16 16 1 1 16 1
10 10
3 3 3 3 3 3
1 16 1 1 160
10 100
3 3 3 3
f f f f f f f f f f
f f f f f f f f f
h
− − − − − − − − −
− − − −
+
   + − + + − + − − + + − + −   
   
 − − + + − + = − + + 
 
( )
( ) ( ) (
) ( ) ( )
1/2,0
2
0, 1 0,1 1,0 1,0 1/2, 1/2 1/2,1/2 1/2, 1/2 1/2,1/2 1/2, 1 1/2,1 1/2, 1 1/2,1
4







f f f f f f f f f f f f
f f f f f f f f O h
− − − − − − − − − −
− − − − − − − −
 + +

   + + + + + + + + − + + + +   
   
 + + + + + + + + + 
  
 (33)
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равен 6 O(h6)! (Параллельно создается не-
сколько независимых программ (см . Заме-
чание 1) . Таким образом, тестирование 
алгоритма (10)–(31) по аналитическому 
примеру (8), (9) происходило отдельной 
(первой) программой, не связанной 
с QR-кодом . Но протестированное ядро 
первой программы использовалось во вто-
рой программе для QR-кода и с использо-
ванием формулы (5)) .
Приведём более подробно пример 
работы первой программы для тестового 
примера (8) по формуле (13) с решением, 
записанным через элементарные функ-





 = 50 –  числом интервалов рав-
номерной сетки по осям x, y:
h
1
 = 6 .283185307179587E-002, 
h
2
 = 6 .283185307179587E-002 .
Приводим краткую выдержку из таблицы 
численных решений и сопоставлений их 
с точным решением (таблица 1 на с . 24) .
Максимальное значение нормы Чебыше-
ва равно Norma C = 1,356223466864038E-11 . 
Из таблицы 1 видно, что различие реше-
ний происходит только в 11-м значащем 
знаке .
В этом расчёте константы принимают 
следующие значения m = 104, n
1
 = 88, n
2
 = 96, 
m
1
 = 22, m
2










Затем используется известная технология 
«водяных знаков», описанная в литературе, 
приведённой в [3], и выбирается подходя-
щий, заранее оговоренный c «А», контейнер . 
Контейнер с информацией передается «А», 
который располагает заранее подготовлен-
ной программой восстановления «ВО» . 
Можно передать несколько разных проекций 
решения для того, чтобы восстановить ори-
гинал с малой вероятностью ошибки .
Некоторая аналогия в методе  прослежи-
вается  в работе [11] .
ВЫВОДЫ
Предложен новый конкретный вариант 
применения различных математических 
методов для построения системы математи-
ческого обоснования возможности переда-
чи с помощью инструментов стеганографии 
QR-кодов с высокой степенью достоверно-
сти . Показана возможность построения на 
этой основе программного обеспечения 
в виде специализированных приложений 
для использования в транспортной отрасли, 
например, для передачи информации о дви-
жении грузовых отправлений . Достовер-
ность результатов подтверждается строго-
стью математических построений, апроби-
рованных с учётом результатов ранее 
опубликованных работ, а также многолет-
него применения их в различных областях, 
таких, как расчёты разного вида в медицине, 
в физике плазмы, в теории и практике рас-
познавания образов и методов обратной 
задачи рассеяния, электро- и магнитоста-
тике, гидродинамике и т . д . К преимуществу 
метода относится возможность применить 
наработки и программы, имеющиеся в на-
стоящее время, в указанных областях при-
ложений .
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