M
uch effort is currently devoted to the study of design principles for functional modules in molecular and cell biology (1) . Typically, design principles are based on optimizing the functional performance of a module. However, different designs can be functionally equivalent. Already 30 years ago, Savageau raised the fundamental question of whether nature's choice between functionally equivalent module designs is random or whether there is an evolutionary selection criterion (2, 3) . This question was posed in the context of a simple genetic switch, the elementary unit of gene regulatory modules. A basic function of a genetic switch is to assure that the expression of a specific gene is turned on when a signal, e.g., a nutrient, is present and turned off when the signal is absent. Importantly, the presence of the signal may vary on long time scales, e.g., a population of Escherichia coli cells can use lactose as the carbon source in a mammalian infant, but lactose may then become unavailable for a long time in the same host (2) . The desired regulatory function can be implemented by a double-positive (++) mode of control, e.g., the signal activates a transcription factor that then activates the gene (Fig. 1B) . The same function can also be obtained with a double-negative (−−) mode of control, e.g., the signal disables specific binding of a transcriptional repressor to its operator site, thereby relieving repression (Fig. 1C) . Indeed, both of these control modes are ubiquitously used in bacterial gene regulation (4) .
Savageau empirically examined many bacterial genetic switches for correlations between the mode of gene regulation and temporal patterns in the input signal (2, 3) . The latter were estimated, for instance, from physiological measurements of nutrient absorption rates in the mammalian intestine, which are an indication for the likelihood that a specific nutrient reaches the colon where E. coli colonizes. The study suggested a strong correlation between the "demand" for the product of the regulated gene and the mode of control: Genes whose protein products were needed most of the time ("high demand") were found to be under (++) control, whereas genes whose products were rarely needed ("low demand") were under (−−) control. To rationalize this correlation, Savageau proposed an intriguing "use-it-or-lose-it" principle, wherein the mode of gene regulation should be chosen to maximize the usage of the regulator, so as to avoid the loss of functionality during the periods when they are not used. Indeed, an activating transcription factor is only needed to be functional (e.g., bind to its functional DNA-binding site) when the target gene needs to be expressed, whereas a repressor is only needed to be functional when default expression of the target gene needs to be turned OFF. Hence, the use-it-or-lose-it principle is consistent with regulation by an activator for genes under high demand and regulation by a repressor for genes under low demand.
The proposed qualitative principle calls for a quantitative theoretical formulation and analysis, as recognized already in the original work of Savageau (2) . Indeed, a more recent theoretical study by Savageau (5) yielded some support for an evolutionary choice of repressors at low demand and activators at high demand. However, that study did not explicitly consider stochastic fluctuations in the form of genetic drift, which had been suggested to play an important role for the use-it-or-lose-it principle (2). Moreover, a recent article (6) challenges the evolutionary basis of the empirical correlations and discusses some ideas for alternative, functional explanations. Thus, an explicit theoretical formulation of the use-it-or-lose-it principle is clearly needed, together with an assessment of the conditions under which the principle may be applicable.
Here, we use the framework of theoretical population genetics to provide a quantitative formulation of the problem. On the one hand, this framework allows us to assess the conditions under which the use-it-or-lose-it principle is borne out and show that significant genetic drift is indeed an essential requirement (with a detailed discussion of our findings in comparison with those of the previous theoretical study (5) below). On the other hand, our framework reveals another, more general aspect to the problem: The use-it-or-lose-it principle is contrary to the wellestablished population genetics concept of genetic robustness (7), which focuses on the "mutational load," i.e., the average fitness reduction of individuals in a population incurred by mutations. One expects this load to be minimal when a transcriptional regulator is rarely used, because the fitness of a strain with a dysfunctional regulator is reduced only during the periods when the regulator is needed. We will loosely refer to the evolutionary design principle based on this argument as the "wear-and-tear" principle. We will show that, somewhat surprisingly, our quantitative formulation supports either of the two opposing principles, depending on , a gene that is desired to be "ON" only when an inducer molecule is abundant, can be regulated by a (++) mode of control (B) or a (−−) mode of control (C). These 2 basic modes of control implement the same regulatory function, but lead to different time-dependent selection pressures on the transcription factor (TF) and its DNA-binding sequence.
the time scale of the nutrient fluctuations, the population size, and the mutation rate.
From a theoretical perspective, an important aspect of our study is that of time-dependent selection. Indeed, the selection pressure on transcriptional regulators must be explicitly timedependent, e.g., genetic switches responding to the state of the cellular environment are useful only when the environmental conditions are variable (otherwise, the production could be kept at a constant optimal level) (8) . Although various aspects of evolutionary dynamics under time-dependent selection have been studied, see, e.g., refs. 9-12, the problem at hand presents a new set of theoretical questions, due to the fact that the regulating transcription factor (and its binding site on the DNA) experience alternating intervals of neutral and strongly selective evolution. Our quantitative formulation is based on what we believe to be the simplest model of this class. Yet, we find that it displays surprisingly rich behavior, and it may provide a good starting point for more detailed evolutionary models of regulatory systems.
Model
We envisage an evolutionary scenario where, initially, a gene or operon is constitutively expressed at an intermediate level. This level may be a compromise between a benefit provided by the gene product under certain conditions and its detrimental (side) effects when these conditions are not present. It is then advantageous to evolve regulatory control for this gene (13) . We envision that one population of bacterial cells picks up (++) control, whereas another population picks up (−−) control. What we seek to answer is which population has the higher fitness over long periods of time, if both are exposed to statistically similar environmental variations.
Quantitative Formulation. To address this question, we adopt the model of Savageau (5) and take the signal inducing the gene to vary periodically between a high and a low level; the inducing condition persists for a time T i and the noninducing condition for a time T ni , with the total period T = T ni +T i ; see Fig. 2A . The "demand" D for the gene product is taken to be the fraction of time D ≡ T i /T the inducing condition is operative. The periodic variation is chosen for mathematical convenience; we discuss the effect of stochastic variation qualitativelyin the SI Appendix Section VI.
Since both the (++) and (−−) mode of control can achieve the same regulatory task of assuring that the gene product is made only when the inducer is present, we posit that the fitness of cells is independent of the control mode as long as the genetic switch is operational. However, for either mode of control, mutants with nonoperational genetic switches will be generated (e.g., nonsense mutations in the coding region of the transcription factor). We refer to those mutants as "nonbinders" and denote the rate at which a functional "binder" cell produces a "nonbinder" cell by ν − , whereas the reverse rate is ν + , see Fig. 2C . We invoke a population model with a constant total population size N and denote the number of binders and nonbinders at time t by N b (t) and N nb (t), respectively.
The selection pressure s(t) against nonbinders depends on the state of the environment and also on the mode of control. Fig. 2B displays the case of (−−) control, where selection against nonbinders occurs under noninducing conditions, whereas evolution is neutral under inducing conditions, as the repressor is anyway not binding DNA in the presence of inducer. We denote the fitness cost of derepressing the gene under noninducing conditions by s rep > 0. Then s(t) consists of alternating intervals of s = s rep with duration T s = T ni for evolution under selection and s = 0 with duration T n = T i for neutral evolution. For (++) control, the situation is just reversed: Selection against nonbinders occurs only under inducing conditions, with a fitness cost s act > 0 for duration T s = T i , whereas this allele is neutral under noninducing conditions, i.e., s = 0 for duration
There is clearly a resemblance between the low-demand situation for (++) control and the high-demand situation for (−−) control and, similarly, the low-demand situation for (−−) control and the high-demand situation for (++) control, see Fig. S1 for full illustration. In fact, if the outcome of evolution is not sensitive to the values of s act and s rep (see below), then the behavior for one mode of control at a demand D is exactly that of the other at a demand 1 − D (for a fixed period T). For this reason, we will often focus our discussion to the low-demand situation of Fig. 2B , where a fitness advantage for the (−−) control indicates the dominance of the use-it-or-lose-it principle, and a fitness advantage for the (++) control indicates the dominance of the wear-and-tear principle.
Parameter Regimes. Generally, one expects the fitness cost generated by expressing the target gene under noninducing conditions to be less than the cost of not expressing it under inducing conditions, s rep < s act . Here, we will not make any specific assumptions on these selection pressures other than that selection is strong in both cases, such that s act T i and s rep T ni are both significantly >1. In other words, the time scale of adaptation is short compared to the other time scales in the problem. Reverse mutations that recover the function are less likely than mutations that destroy the function, hence ν + < ν − . Typical mutation rates in bacteria are ≈10 −8 per base and generation. Loss-of-function mutations can arise in the TF coding sequence and in its target binding site. Assuming 10-100 sensitive nucleotide positions within this relevant DNA region, we estimate ν − ≈ 10 −7 to 10 −6 per generation. A reverse mutation can restore the function either by undoing the exact same mutation or by compensating its effect. With 1-10 positions for compensatory mutations, ν + ≈ 10 −8 to 10 −7 . We assume that the mutation rates are constant in time and do not depend on the mode of gene regulation. †
Results
Average Mutational Load. The constant generation of nonbinders by mutation lowers the average fitness of the cells in each population, an effect generally referred to as genetic (or mutational) load (14) . To quantitatively compare the alternative modes of gene regulation, we determine how this fitness cost depends on the model parameters. In large populations, where sampling fluctuations are negligible, mutation and selection lead to a deterministic dynamics for the fraction x = N nb /N of nonbinders in the population,
with ν = ν − + ν + (see SI Appendix Section I for the detailed analysis of the deterministic dynamics). At any given point in time, the average fitness in the population is below its maximal value by the load γ(t) = −s(t) x(t), because s(t) is the fitness cost of a nonbinder relative to a binder at that time. A meaningful comparison between the 2 modes of gene regulation can be made using the time average
over the time period T = T n + T s . Provided that selection during the interval T s is much stronger than mutation (s ν), and that mutation-selection-balance is rapidly reached (sT s 1), we can derive the result
Remarkably, this average load does not depend on the strength of selection. Indeed, this fact is well known as "Haldane's principle" (15) for the special case of time-independent selection (T n = 0), where it follows from the observation that the equilibrium fraction of deleterious mutations in the population is inversely proportional to their selective disadvantage. Eq. 3 shows that this compensation between severeness and prevalence of mutations remains true on average under time-dependent selection. However, the load in Eq. 3 does depend on the mode of gene regulation through its explicit dependence on the neutral period T n , because for a given profile of the inducing signal (characterized by T i and T ni ), T n = T ni for (++) control, whereas T n = T i for (−−) control. In Fig. 3A , we plot γ for the (++) mode (dashed line) and the (−−) mode (solid line) as a function of the period T at the same low demand D = 0.05, with ν + /ν − = 0.1. We see that when the probability of a deleterious mutation within a single period and individual is small (ν − T 1), the average fitness cost approaches the deleterious mutation rate, i.e., γ = ν − , for both modes of control. However, when ν − T is large ( 1), a difference becomes evident: the (++) control (dashed line) suffers a significantly smaller load than the (−−) control (solid line). This provides an example of the wear-and-tear principle whereby the usage of the † Activating and repressing TFs in bacteria do not differ in size, length of binding sequence, or other obvious properties that would significantly affect the mutation rates. The robustness of the model behavior against small differences in the mutation rates is addressed below. The symbols (squares for (++) control and circles for (−−) control) are numerical results obtained for different population sizes N using one set of parameters corresponding to ν − T ≈ 5. The lines represent the analytical 2-state approximation (see Eq. 7). With increasing N, the loads approach the value of the large population limit, Eq. 3. The population size at which the relative fitness between the 2 modes changes sign is indicated by N * . The fixed parameters, ν − = 10 −3 , ν + = 10 −4 , T i = 100, T ni = 5000, s = 0.2, were chosen such that the stochastic simulations are computationally feasible. However, the good agreement with the analytical theory validates the 2-state approximation, which is then applicable for a broad range of parameters (see also Fig. S2 ).
regulator should be minimized to reduce the detrimental effect of inevitable mutations.
Rare Stochastic Events. In a finite population, the fraction of nonbinders, x(t), fluctuates stochastically as subsequent generations are formed (genetic drift). To study the effect of these fluctuations, we adopt the Wright-Fisher model (14), a standard model for an idealized population with a constant size N. We first solve the model numerically as described in SI Appendix Sections II and III. The results are shown as the symbols for the 2 modes of control in Fig. 3B , where the average fitness cost γ is plotted as a function of N, at a fixed value of the period, with ν − T = 5. For the (−−) mode (circles), the cost is largely insensitive to the population size. In contrast, the (++) mode shows a marked dependence on N: For large populations where fluctuation effects are negligible, we recover the deterministic results discussed above as expected, i.e., (++) control leads to a higher average fitness. However, the advantage diminishes as the population size decreases and turns into a disadvantage at small N, where the (−−) mode becomes advantageous. Correspondingly, in a high-demand situation, the (++) mode becomes advantageous at small N. Hence, the use-it-or-lose-it principle is borne out by the model for sufficiently small population size. We find this important qualitative result to be independent of the values of the fitness costs, s act and s rep , as long as selection is strong, see below.
The above observations raise 2 immediate questions: What is the mechanism behind the sign reversal in the relative fitness? And how does the "critical" population size, where the average fitness of both designs is equal, depend on the other model parameters? To clarify the mechanism, we inspect stochastic evolutionary trajectories of x(t) for the (++) control, see Fig. 4 for an exemplary trajectory. The typical behavior is as follows: During the selection interval, practically all nonbinders are eliminated from the population, whereas during the neutral interval, a fluctuating fraction of nonbinders emerges, which typically remains small until being wiped out when selection sets in again. However, very rarely, fluctuations accumulate over a single neutral interval and lead to the complete loss of the binders. Such events, one of which is captured in Fig. 4 , provide a vivid demonstration of the use-it-or-lose-it principle. Loss of the binders leads to a large fitness cost during the subsequent selection intervals until the binders are regenerated by mutation. This is the origin of the significant drop in fitness for the (++) control seen in Fig. 3B at small N. Given a low demand, these rare events are clearly much more likely for the (++) control than the (−−) control, because the neutral period for the latter is much shorter. Hence, the fitness of the (−−) control is not affected even at small N.
To quantify the regime where the use-it-or-lose-it principle is operative, we need to determine the probability for a loss-offunction event to occur during a single cycle for the different model parameters. In population genetics, such fixation probabilities are pivotal (14) , e.g., a classic result of Kimura and Ohta (16) is that a single mutation in a homogeneous asexual population of size N has a chance q(s) = (1 − e −2s )/(1 − e −2Ns ) to become fixed in the population (s is the fitness difference of the mutant to the wild type). Here, we need the fixation probability after a finite time, for neutral mutations produced at a constant rate ν − ; see ref. 17 for a related problem in a different context. The functional form of this probability follows from a simple consideration: The average number of nonbinder mutants generated in a neutral interval is ν − NT n . The fixation probability for each mutant is q(0) = 1/N at large times, whereas at finite times it must take the form N −1 f (T n /N) with a scaling function f (τ), because N sets the time scale for the drift dynamics. Hence, the total fixation probability per cycle is
where we neglect reverse mutations. The function f (τ) can be calculated analytically, see SI Appendix Section IV. It approaches the simple form
when the neutral period (measured in generations) is shorter than the population size. Hence, the probability becomes exponentially small when the neutral interval is less than N generations.
Competing Design Principles. The trajectory of Fig. 4 suggests a simplified view of the evolutionary dynamics over time scales of many periods T: The population of cells essentially switches stochastically between 2 states, a "b-state" where the population consists primarily of binders (x ≈ 0), and a "nb-state" where the entire population consists of nonbinders (x = 1). Above, we determined the transition rate R − from the b-state to the nb-state. Similarly, we can determine the transition rate R + from nb-state to the b-state,
This form arises because the generation of a single functional mutant within the period under selection typically suffices to reestablish the b-state where most individuals are functional. In the b-state, we can approximate the average fitness cost γ b by the expression of Eq. 3 for an infinite population. In contrast, in the rare nb-state, the cost is much larger, γ nb = −sT s /T. Within this "2-state approximation," the average cost is
The solid lines in Fig. 3B display the result of Eq. 7 as a function of the population size N for the 2 modes of control. We see that the simple analytical approximation captures the behavior of the numerical solution (symbols) reasonably well. In particular, it predicts rather accurately the position of the crossing point in Fig. 3B , i.e., the population size N * where the fitnesses associated with the 2 modes of control are equal.
The existence of this "critical" population size N * is a key result of this article. As we have seen above, the use-it-or-lose-it principle Fig. 4 . Rare events. A stochastic evolutionary trajectory x(t) for the (++) control, generated as described in SI Appendix Section II. The figure shows a small segment of a typical trajectory of x(t) (the jagged curve) over several cycles of environmental variations, with a short interval of induction (selection, indicated by the vertical lines) followed by a long neutral interval. In this low-demand environment (D = 0.02), typical fluctuations of the fraction of nonbinders for a population of n = 1,000 individuals are the small "blips" that appear during the neutral intervals. However, once in a while, a rare event occurs wherein the nonbinders completely take over the population during 1 neutral period (during cycle 927 in this case), providing a vivid demonstration of the use-it-or-lose-it principle. Loss of the binders leads to a large fitness cost during the subsequent selection intervals until the binders are regenerated by mutation.
applies for population sizes below N * , whereas the wear-and-tear principle applies for populations larger than N * . What parameters control the value of N * ? Using the 2-state approximation (Eq. 7) and assuming that the demand is either very low (T i T) or high (T ni T), we find that N * is determined by the equation
Remarkably, Eq. 8 shows that the critical population size N * is independent of the precise value of the demand as long as it is either very low or very high. Fig. 5 shows the "phase diagram" where the thick solid line is the predicted N * (T), for fixed mutation rates ν − = 10 −6 and ν + = 10 −7 , and a selection pressure ‡ s = 0.2. For short time scales, N * (T) rises approximately linearly, N * ≈ cT, with a slope c that depends only logarithmically on the selection pressure and the mutation rates (typically c is on the order of 1). For large time scales, N * (T) levels off, confirming that the wear-and-tear principle always dominates as we approach the deterministic limit of very large populations. Within our 2-state approximation § , N * reaches a plateau of approximately s/ν + at large time scales.
For parameter combinations that are right on the solid line in Fig. 5 , our evolutionary scenario does not yield a preference between the 2 modes of control. Close to the line, the selection is expected to be very weak. In order to delineate the approximate boundaries of the nearly-neutral grey zone where no evolutionary design principle is effective, we plotted the dashed contour lines in Fig. 5 . These lines indicate where the product of N and the fitness difference between the 2 regulation modes is equal to the mutation rate ν + . The observation that the grey zone takes away from the wear-and-tear parameter space more than it does from the use-it-or-lose-it parameter space indicates that the latter principle is more "robust" than the former. This tendency is indeed confirmed also when we brake the symmetry of the deleterious mutation rates in our model, e.g., allowing for a slightly larger ν − ‡ For a low-demand situation, this corresponds to the selection s act on the activator, whereas it corresponds to the selection srep on the repressor in a high-demand situation. § Note that in a strict sense, the validity of the 2-state approximation breaks down when the distribution of x is no longer peaked at the boundaries, i.e., as we approach the deterministic limit. However, it nevertheless yields a useful estimate for the phase boundary. Fig. 5 . Phase diagram for the evolutionary design principles in the (N, T )-parameter space (effective population size and time scale of the environmental variation). Below the solid line, the average fitness is maximized when the mode of regulation is chosen according to the use-it-or-lose-it principle, whereas the wear-and-tear principle holds above. Within the "grey zone," the choice of the design is nearly neutral. The diagram is obtained within the 2-state approximation (see main text) for fixed mutation rates and selection pressure, and is valid both in the limit of very high and very low demand.
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in activators than repressors: Whereas the general behavior of the model is conserved, the use-it-or-lose-it principle is more robust.
Extinction Catastrophes. So far we have implicitly assumed that upon loss of the functional allele in a population, it will be regenerated by mutation before the population becomes extinct. For E. coli, the adaptation of regulatory mechanisms may be rapid enough to be observed even in laboratory evolution experiments (18), and we indeed expect a large regeneration rate (Eq. 6) due to its large population size. More generally, however, there are certainly biological contexts where (i) loss-of-function entails a severe reduction of viability and (ii) adaptation is slow, such that the population will face extinction before the function is regenerated. Under such conditions, the question becomes which design is evolutionarily more stable, and thus less prone to extinction (17) .
Within our model and analysis, the effective "extinction rate" k ext is obtained directly from the fixation probability per cycle in Eq. 4, as k ext = R − /T. The associated time scale for extinction, 1/k ext , must be compared with another biological time scale, such as the typical lifetime of a bacterial species or the time until a change of host (where the regulation of the gene under study may no longer be needed). If 1/k ext is larger than this time scale, we can consider a mode of gene regulation to be stable. As shown in Fig. 6 and SI Appendix Section V, we find that for short periods T, both modes of gene regulation are stable, independent of the demand. However, for longer periods, only (++) control is stable at high demand, whereas only (−−) control is stable at low demand. Hence, the use-it-or-lose-it principle explicitly emerges here as an evolutionary design criterion that minimizes the probability of extinction due to fixation of a nonfunctional allele. Note that the opposite wear-and-tear principle, which is based on a quasi equilibrium, average fitness, cannot emerge in this extreme case where fixation is coupled to extinction. This observation explains why Savageau's previous quantitative analysis (5) yielded only the use-it-or-lose-it principle, but not the wear-andtear principle: Effectively, ref. 5 also analyzes the stability against extinction, however within a deterministic framework. Although true extinction events occur only in finite populations with genetic drift, ref. 5 obtained a qualitatively similar effect by introducing a stability criterion whereby the fraction of nonbinders in the population should never exceed a threshold θ. Our stochastic analysis of the problem sheds light on the possible interpretation of the ad hoc parameter θ, as an indirect measure for the lifetime of a regulation strategy. At a more quantitative level, our stochastic treatment leads to rather different shapes for the stability regions in the parameter space spanned by the period T and the demand D. In particular, it is not possible within our model to have extinction occurring at small period T due to the low probability of having a rare event at small T; however, ref. 5 allows for extinction at arbitrarily small T. The difference is again attributed to the ad hoc parameter θ as elaborated in SI Appendix Section V.
Discussion
Our theoretical analysis has resolved an apparent contradiction between the use-it-or-lose it principle and the concept of genetic robustness (7): We found that with a time-dependent selection function, where intervals of neutral evolution alternate with intervals of selection, there are 2 opposing effects, (i) a rare large fitness cost incurred when the functionality of the regulator is lost from an entire population due to genetic drift during 1 neutral period, and (ii) a continuous small load produced by nonfunctional mutants during the periods when the regulator is required to set the expression of the target gene to the desired level. The 2 fitness costs depend oppositely on the demand for the target gene. Hence they lead to the 2 opposing evolutionary design principles, which either posit that gene regulation mechanisms should be designed to maximize the usage of the regulators (the use-itor-lose-it principle) or to minimize the usage (the wear-and-tear principle). We characterized the interplay of the 2 effects, and demonstrated that depending on the evolutionary parameters, one or the other design principle dominates. The most critical parameters are the effective population size N and the time scale T of the environmental variations, see Fig. 5 . Below, we discuss the meaning and expected ranges of these parameters in some detail, because the interpretation of Savageau's empirical study hinges on them.
Estimates of the effective size of the E. coli population (19, 20) span at least a range from 2 × 10 8 down to 10 5 . These numbers are notable for 2 reasons: First, they are both clearly much smaller than the census size (total number of E. coli cells). Such estimates are obtained by relating observed sequence variabilities to the idealized Wright-Fisher model, which predicts the variability as a function of the effective population size. An effective size smaller than the census size then accounts for effects ignored in the model, e.g., population bottlenecks and substructure. For bacteria, where the rate of recombination is very low, an important mechanism leading to small effective population sizes is the periodic action of selective sweeps, which can quickly drive any allele to fixation ("genetic draft"), even in a large population (21) .
Second, the wide range of literature values indicates that the estimates depend strongly on the type of sequence data used. A plausible explanation of this fact was proposed by Berg (22) on the basis of the pronounced population structure of E. coli: The low value of ref. 20 is attributed to nearly neutral genetic drift within single bacterial lines, consisting, e.g., of colonies in the guts of individual animals (or family groups). In contrast, the higher value of ref. 19 is attributed to the dynamics of spreading throughout the species, involving many invasion or recolonization events between the different lines.
The environmental variations, which modulate the selection pressure on metabolic genetic switches of E. coli, act on individual colonies. Thus, taking N ≈ 10 5 as the appropriate population size following Berg (22) , the phase diagram of Fig. 5 predicts the use-it-or-lose-it principle to be effective for time scales exceeding T ≈ 8 × 10 4 generations. Assuming an average generation time of a few hours, this value corresponds to a few decades in real time, which is comparable with the lifespan of host animals for E. coli. (It is interesting to note that this time scale could be reduced, if there were a weak positive selection favoring the loss of the regulator during the periods when it is not needed.) In summary, a possible evolutionary scenario supporting Savageau's observations is as follows: Suppose an ancestral bacterial strain produced a certain metabolic enzyme constitutively, i.e., the associated gene was unregulated. Then, a divergence occurred, where one strain picked up the (++) control for this gene, whereas another strain picked up the (−−) control. Individual colonies of these 2 strains would then have competed with each other over many invasion and recolonization events, whereas each of them experienced average fitness costs as calculated within our model. Ultimately one of the strains would have taken over the population, more likely the one with the smaller fitness cost.
For our quantitative formulation of the use-it-or-lose-it and wear-and-tear principles, we discussed the steady-state average fitness cost for the cells in a population and the evolutionary stability of the control modes. Alternatively, evolutionary design principles can be formulated based on the concept of evolvability (23), i.e., the likelihood that a given design arises given the mechanisms of molecular evolution. However, evolvability appears not to be a constraint in the present context, since both (++) and (−−) control is widely observed in microorganisms. In contrast, it is important to keep in mind that evolutionary design principles of the type discussed here provide weak discrimination and are relevant only when the alternative modes of gene regulation are nearly functionally equivalent. An interpretation of Savageau's observations based on function, i.e., the molecular biology of gene regulation, was recently discussed by Shinar et al. (6) . This study ignored genetic drift effects in the analysis, obtaining the effect of the use-it-or-lose-it principle as a direct consequence of an assumption that usage of regulators is associated with a positive fitness contribution, and pointing out also the opposite effect if one makes the opposite assumption. The authors compiled an interesting list of possible effects that could support one or the other assumption. However, at present it is not clear how the fitness cost/gain of these effects can be estimated to see whether they overwhelm the mechanisms of evolution we discussed here, nor is it clear whether any of these effects cannot be circumvented, e.g., through appropriate choices and spacings of protein-DNA-binding sequences.
Here, we have discussed the use-it-or-lose-it principle in the context of regulatory design and evolution. Indeed, the evolution of regulatory systems remains far less understood than the molecular evolution of proteins (24, 25) . Time-dependent selection may turn out to play an important role in regulatory evolution, as mentioned above. However, recent experimental studies have mainly documented examples where the regulatory mechanisms changed considerably, whereas the biological function remains conserved (26) (27) (28) . On the theoretical side, there are few explicit theoretical models of regulatory evolution, see, e.g., refs. 13 and 29. However, we stress that the use-it-or-lose-it principle is potentially relevant in a broader context than regulatory evolution for any functional module responding to a variable input. Clearly, much is to be learned, and the study of functional design principles and regulatory evolution must go hand in hand.
