Abstract. We study irreducible odd mod p Galois representationsρ : Gal(F/F) → G(F p ), for F a totally real number field and G a general reductive group. For p ≫ G,F 0, we show that anȳ ρ satisfying a certain multiplicity-free condition on its adjoint representation, and satisfying some local ramification hypotheses, has a geometric p-adic lift. We also prove non-geometric lifting results without any oddness or multiplicity-free assumptions.
Introduction
Let k be a finite extension of F p , and let O = W(k) be its ring of Witt vectors. Let G be a smooth group scheme over O such that G 0 is a split connected reductive group. The starting point of this paper is the following basic question: Question 1.1. Let F be a number field with algebraic closure F and absolute Galois group Γ F = Gal(F/F), and letρ : Gal(F/F) → G(k) be a continuous homomorphism. Does there exist a lift ρ
G(O)
that is geometric in the sense of Fontaine-Mazur? This question has attracted a great deal of attention, at least since Serre proposed his modularity conjecture ( [Ser87] ). We begin by recalling a few instances of this general problem, beginning with Serre's conjecture. Serre proposed that every absolutely irreducible representation ρ : Γ Q → GL 2 (k) that was moreover odd in the sense that detρ(c) = −1 for any complex conjugation c ∈ Γ Q should be isomorphic to the mod p reduction of a p-adic Galois representation attached to a classical modular eigenform. In particular, such aρ should a admit a geometric p-adic lift. The papers [KW09a] , [Kha06] , [KW09b] , [KW09c] proved Serre's modularity conjecture. The proof uses as a key ingredient the modularity lifting results of Wiles and Taylor ([Wil95] , [TW95] ). In contrast, prior to the resolution of Serre's conjecture, Ramakrishna ([Ram99] , [Ram02] ) developed a beautiful, purely Galois-theoretic, method that in most cases settled Question 1.1 in the setting of Serre's conjecture (F = Q, G = GL 2 ,ρ odd and absolutely irreducible).
We might then turn to asking Question 1.1 forρ : Γ Q → GL 2 (k) that are even, in the sense that det(ρ(c)) = 1. For instance, suppose that the image ofρ is SL 2 (F p ). Any geometric lift would
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(for p 2) itself be even, and so conjecturally would be the p-adic representation ρ attached to an algebraic Maass form. Such a ρ should up to twist have finite image (because up to twist the associated motive should have Hodge realization of type (0, 0)); but for p > 5, Dickson's classification of finite subgroups of PGL 2 (C) rules out the possibility of such a lift. Thus one expects thatρ has no geometric lift. We have no general means of translating this conjectural heuristic into a proof, but Calegari ([Cal12, Theorem 5.1]) has given an ingenious argument that proves unconditionally that certain such evenρ have no geometric lift.
In other settings, Question 1.1 is even more mysterious. For instance, if G = GL 2 and F/Q is quadratic imaginary, we do not even have a reliable heuristic for predicting whetherρ : Γ F → GL 2 (k) should have a geometric lift! It is a remarkable and widely-tested phenomenon that torsion cohomology (Hecke eigen-) classes for the locally symmetric spaces associated to congruence subgroups of GL 2 /F need not lift to characteristic zero; one might hope that after raising the level (passing to a finite covering space of the arithmetic 3-manifold) they lift, and that the corresponding Galois-theoretic statement holds as well. But we have little evidence to support this.
This paper addresses cases of Question 1.1 for general G, but forρ that are odd in a sense generalizing Serre's formulation for GL 2 . The following definition is essentially due to Gross ( [Gro] ), who suggested parallels between this class of Galois representations and the "odd" representations of Serre's original conjecture: Definition 1.2. We sayρ : Γ F → G(k) is odd if for all choices of complex conjugation c v (for v|∞),
where g der is the Lie algebra of the derived group G der of G 0 , and Flag G 0 is the flag variety of G 0 .
Note that for any involution of g der , the dimension of the space of invariants must be at least dim Flag G 0 . An adjoint group contains an order 2 element whose invariants have dimension dim Flag G 0 if and only if −1 belongs to the Weyl group of G. When −1 does not belong to the Weyl group, we can (after choosing a pinning) find such an order two element in G ⋊ Out(G); for more details, see [Pat16, §4.5, §10.1]. Also note that the definition implies that F is totally real. That said, the "odd" case does have implications in certain CM settings. For example, let F be quadratic imaginary, and letρ : Γ F → GL n (k) be an absolutely irreducible representation such that
where µ : Γ Q → k × is a character. Moreover assume that when we realize this essential conjugate self-duality as a relationρ (cgc −1 ) = A tρ (g)
for some A ∈ GL n (k) (and all g ∈ Γ F ), the scalar A · t A −1 (which is easily seen to be ±1) actually equals +1. Then the pair (ρ, µ) can be extended to a homomorphism r : Γ Q → (GL n × GL 1 )(k) ⋊ {1, j}, where j 2 = 1 and j(g, a) j −1 = (a · t g −1 , a), and thisr is odd in the sense of Definition 1.2. There are essentially two techniques for approaching cases of Question 1.1. For classical groups, automorphy lifting and potential automorphy theorems, via a technique introduced in [KW09a] , yield the most robust results. For instance, the strongest lifting results in the previous example (ρ essentially conjugate self-dual over a quadratic imaginary field) follow from the work of BarnetLamb, Gee, Geraghty, and Taylor ([BLGGT14] ). For general G, however, we have no understanding of automorphic Galois representations, and we must rely on purely Galois-theoretic methods.
Ramakrishna developed the first such method in the paper [Ram02] , which, as noted above, resolved Question 1.1 in the setting of Serre's original modularity conjecture (F = Q, G = GL 2 , ρ odd and absolutely irreducible). Our work develops a broad generalization of Ramakrishna's ideas, also crucially building on the "doubling method" of [KLR05] and the work of HamblenRamakrishna ([HR08] ).
The greatest challenge in extending Ramakrishna's ideas to general groups is that they break down as the image ofρ gets smaller. This phenomenon is not particularly noticeable when G = GL 2 , since by a theorem of Dickson any irreducible subgroup of GL 2 (k) (for p ≥ 7) either has order prime to p, in which case one can take the "Teichmüller" lift, or has projective image conjugate to a subgroup of the form PSL 2 (k ′ ) or PGL 2 (k ′ ) for some finite extension k ′ /F p . This allows Ramakrishna to restrict to the case where the adjoint representation ad 0 (ρ) is absolutely irreducible. For higher-rank G, the global arguments of [Ram02] work with little change under the corresponding assumption that the adjoint representationρ(g der ) (this will be our notation for the Galois module g der , equipped with the action of Ad •ρ) is absolutely irreducible. Such a generalization is carried out in [Pat16] . The paper [Pat16] also proves a variant with somewhat smaller image, in which im(ρ) contains (approximately) ϕ(SL 2 (k)), where ϕ : SL 2 → G is a principal SL 2 . In this caseρ(g der ) decomposes into r irreducible factors, where r is the semisimple rank of G, and the final result depended on an explicit analysis of this decomposition, requiring case-by-case calculations depending on the Dynkin type, with the result only verified for the exceptional groups via a computer calculation. More seriously, the method did not apply to groups of type D 2m , for which g der is not multiplicity-free as an SL 2 -module (one factor occurs with multiplicity two). The present paper proves a lifting result for odd irreducible representations. This is done by generalizing the strategy and arguments of [HR08] . Our very general setting entails a number of complications, which we overcome under our multiplicity hypothesis (needed only in §5). This multiplicity hypothesis is presumably superfluous and an artifact of the strategy. The methods of [Pat16] generalized the arguments of [Ram02] , while ours in generalizing the more elaborate arguments of [HR08] prove a lifting result with significantly less stringent hypotheses on the residual representation. One might compare the progressive relaxation of global image hypotheses in higher-rank automorphy lifting and potential automorphy theorems. In [CHT08] , Clozel-HarrisTaylor proved a theorem forρ satisfying a very technical "bigness" condition, which was then by explicit calculation shown to be sufficient for the desired applications to the Sato-Tate conjecture for elliptic curves over Q. Thorne ([Tho12] ) weakened this assumption to one of "adequacy," and then some highly non-trivial finite group theory (Guralnick-Herzig-Thorne-Taylor, [Tho12, Appendix]) shows that for p sufficiently large, absolute irreducibility implies adequacy. The image difficulties are significantly more troublesome in the Ramakrishna-style lifting methods: in the Taylor-Wiles method, one chooses auxiliary primes to kill a dual Selmer group and allows the Selmer group to grow (and then the automorphic theory does much of the heavy-lifting). In the purely Galois-theoretic methods, one must choose auxiliary primes and (in contrast to Taylor-Wiles conditions) formally smooth local conditions at these primes that kill both Selmer and dual Selmer groups. Balancing these demands becomes considerably more challenging forρ with smaller image.
Before describing the method in more detail, we will state our main theorem, which we prove in Theorem 7.3. First we emphasize what we do not do in this paper: Ramakrishna's method and its variants require both local arguments-the existence of certain formally smooth and "sufficiently large" local deformation problems at the primes of ramification ofρ-and the global (or if one prefers, local-to-global) arguments that produce the final lifts. We do not undertake any of the local theory here, except what is required by our new auxiliary prime arguments. The local theory-at least as is needed for the global applications-is essentially complete at primes ℓ p for groups of classical type, 1 by [CHT08, §2.4 .4] and [Boo18a, §6] , but while some examples of the theory we need are known for exceptional type (see e.g. From now on we will require of G that the component group π 0 (G) is finiteétale of order prime to p. The following is a somewhat specialized version of our main theorem; for the complete statement, see Theorem 7.3.
Theorem 1.3. Let F be a totally real field, and letρ : Γ F,S → G(k) be a continuous representation unramified outside a finite set S of finite places containing the places above p. Let F be the smallest extension of F such thatρ(Γ F ) is contained in G 0 (k). Assume that p ≫ G,F 0 and thatρ satisfies the following:
•ρ is odd, i.e. for all infinite places v of F, h 0 (Γ F v ,ρ(g der )) = dim(Flag G der ).
•ρ| Γ F(ζp) is absolutely irreducible.
• 
4).
• First assume G is connected. Then for all v ∈ S not above p, there is a formally smooth local deformation condition P v forρ| Γ Fv whose tangent space Tan
ρ(g µ )). If G is not connected, see Theorem 7.3 for the precise hypothesis (a minor variant of the condition just stated).

Then there exist a finite set of places T ⊃ S and a geometric lift ρ ofρ: G(O)
With a couple of caveats, one specific to our paper and one general: our arguments do not allow us to replace k with a finite extensions, which is the generality in which [CHT08] and [Boo18a] are written (see Remark 7.5); and when −1 does not belong to the Weyl group of G (i.e. in types A n , n ≥ 2, D n , n ≥ 3, and E 6 ), the oddness requirement means working with a group of the form G 0 ⋊ Out(G), and here the theory for classical groups would only be complete at primes v of ramification ofρ such thatρ(
, and in particular the Zariski-closure of ρ(Γ F ) contains G der .
Remark 1.4.
• The most serious constraint in the theorem is the multiplicity-free hypothesis on the decomposition of (suitable constituents of)ρ(g der ). This intervenes only in §5 of the paper; the other arguments uniformly treat any irreducibleρ. In fact, we prove something more general than Theorem 1.3, and can allow certain simple constituents W to appear with arbitrary multiplicity: roughly speaking, our arguments fail when a simple constituent W ofρ(g der ) appears with multiplicity greater than 1 and the sequence 1 → W → Γ 2 → im(ρ) → 1 splits, where Γ 2 is formed by taking the preimage of im(ρ) in G(O/p 2 ) and then quotienting out by an
2 ). We refer the reader to Theorem 7.3 for the precise set of conditions.
• The arguments proceed from a somewhat different global image assumption-see Assumption 4.1-but for p ≫ G 0 the absolute irreducibility hypothesis implies the other conditions in Assumption 4.1 (see Lemmas 6.1 and 6.2).
• The bound on p can be made effective: for detailed remarks, explaining the contributions of F and G, see Remark 7.6.
• In §8 we give some examples of the theorem.
• All the lifts ρ produced by the theorem have image whose Zariski closure contains G der ; that is, we find lifts whose image is "as large as possible" subject to the given im(ρ).
• The ability to allowρ| Γ Fv to be trivial for v|p is a curious consequence of arguments similar to our new auxiliary prime arguments; even for G = GL 2 , this strengthens Ramakrishna's original results (([Ram02])), which forbidρ| Γ Qp = 1.
We mention two variants of the theorem that are straight-forward given our techniques. The first (see Theorem 7.7) is a non-geometric but finitely-ramified lifting theorem forρ without any constraints onρ(c v ) for v|∞ (and in particular allowing F to be any number field); this holds under the same image hypotheses as Theorem 1.3. The second removes the multiplicity-free hypothesis from Theorem 1.3 but produces infinitely-ramified lifts, generalizing the main theorem of [KLR05] from the case SL 2 (F p ) ⊂ im(ρ) ⊂ GL 2 (F p ): 
We end the introduction by outlining our techniques. We first briefly recall the original technique of Ramakrishna, as neatly formulated by Taylor ([Tay03] ). Under the oddness hypothesis, one defines a global Galois deformation problem by imposing formally smooth local deformation conditions on the restriction ofρ to primes in S , and whose associated Selmer and dual Selmer groups have the same dimension (we will informally say that Selmer and dual Selmer are "balanced"). In this setting an application of the Selmer group variant of the Poitou-Tate sequence (see [Tay03, Lemma 1.1]) implies that if the dual Selmer group vanishes, then the corresponding universal deformation ring is O and therefore attests to the existence of a geometric deformation ofρ. The task, then, is to allow ramification at a set Q of auxiliary primes such that
• the allowed ramification at each q ∈ Q is a formally smooth local condition;
• the conditions at q ∈ Q have large enough tangent space that the resulting new Selmer and dual Selmer groups remain "balanced" as we add each q ∈ Q; and • when we have allowed the entire auxiliary set Q of ramification, the dual Selmer group, and hence the Selmer group, vanish.
Ramakrishna takes a Steinberg local condition at primes q 1 (mod p) at whichρ is unramified with distinct Frobenius eigenvalues with ratio q. By comparing splitting conditions on Selmer and dual Selmer classes, he shows (when the projective image ofρ contains PSL 2 (k)) that such q can be chosen that inductively decrease the size of Selmer and dual Selmer. In higher rank, it is better to think of the GL 2 "Steinberg" condition as allowing unipotent ramification in the direction of a fixed root space and constraining Frobenius to act by the cyclotomic character on this root space, since a key point in controlling the Selmer and dual Selmer groups simultaneously is that the Ramakrishna deformation condition should intersect the unramified condition in a codimension one subspace. At each step of the inductive argument that decreases the size of the Selmer groups, one has to, given non-zero Selmer and dual Selmer cocycles, be able to choose this root space in a suitably general position with respect to the images of the cocycles. This is not always possible when (as in [Pat16] ) the auxiliary primes are chosen so that Frobenius acts by a regular semisimple element. In higher rank, with small residual image, balancing these simultaneous demands-for auxiliary primes q where the shape ofρ(Frob q ) allows us to define a formally smooth local condition with rank 1 unipotent ramification in a direction adapted to killing fixed Selmer and dual Selmer classes, regardless of which constituents of the adjoint representation support them-seems to force on us an approach quite different from that of [Ram02] and [Pat16] . We resort to using auxiliary primes q having the one behavior we are guaranteed to find in the image of any representation, namely, thatρ| Γ Fq is trivial; note that asρ(Frob q ) is then contained in every maximal torus of G, we win a great deal of flexibility in the choice of root space in which to allow ramification (contrast the condition (6) in [Pat16, §5] with our Proposition 5.6).
More precisely, we generalize the notion of trivial primes from the work of Hamblen and Ramakrishna ( [HR08] ). Hamblen and Ramakrishna show how to deform a reducible but indecomposable representation Γ Q → GL 2 (k) to an irreducible p-adic representation by allowing Steinbergtype ramification at primes q such that q ≡ 1 (mod p), q 1 (mod p 2 ), andρ| Γ Qq is trivial. The resulting local condition on lifts ofρ| Γ Qq is liftable but is not representable, the latter point being reflected in the fact that the local condition behaves very differently modulo different powers of p: while its tangent space is "too small" for the global applications, certain lifts mod p m for m ≥ 3 do indeed witness that the condition is coming from a sufficiently large characteristic zero condition (see Lemma 3.6 for a precise formulation of this distinction).
The consequence of this distinction is that the global argument must treat separately the problems of liftingρ to a mod p 3 representation and lifting it modulo higher powers of p. We treat these two problems in §4 and §5. In §4, we start with any mod p 2 lift ρ 2 ofρ (easily seen to exist after enlarging S by a set of trivial primes); to lift it mod p 3 we have to modify ρ 2 so that all of its local restrictions satisfy formally smooth (and "large enough") local conditions. This leads to the following question: given local cohomology classes z T = (z w ) w∈T ∈ w∈T H 1 (Γ F w ,ρ(g der )) (here T will be a finite set of primes containing the original set S of ramification), can we find a global class h ∈ H 1 (Γ F,T , (g der )) such that h| Γ Fw = z w for all w ∈ T ? The answer is no, so we aim for the next best thing: to enlarge T to a finite set T ∪ U, and to find a class h U ∈ H 1 (Γ F,T ∪U ,ρ(g der )) such that h U | T = z T . This would allow us to modify ρ 2 to some (1 + ph U )ρ 2 that is well-behaved at primes in T . The problem here is that we sacrifice control at the primes in U, and this necessitates the use of an idea from [KLR05] (as exploited in a simpler setting by [HR08] ), which we will refer to as the "doubling method": roughly speaking, we consider two such sets U and U ′ , with corresponding cocycles h U and h U ′ . By considering all possibilities (1 + p(2h U − ph U ′ ))ρ 2 as U and U ′ vary (each throughČebotarev multi-sets of primes), we show by a limiting argument that there is a pair (not, in fact, aČebotarev set!) of U and U ′ such that ρ
)ρ 2 both has the desired behavior at T and is under enough control at U and U ′ (the detailed desiderata come out of Definition 3.9, Lemma 3.10, and Lemma 3.11) that we can find a mod p 3 lift ρ 3 of ρ ′ 2 . In these arguments, handling the case of general im(ρ) poses a significant challenge beyond the GL 2 arguments of [KLR05] and [HR08] ; in particular, handling multiplicities (which we do in complete generality) in the F p [Γ F ]-decomposition ofρ(g der ) requires new techniques. We then proceed to the argument of §5, which explains how, starting from a well-chosen mod p 2 representation (the ρ ′ 2 of the previous paragraph), to use trivial primes q, with the added requirement that ρ ′ 2 | Γ Fq has the form demanded by Definition 3.5 and Lemma 3.6, to annihilate Selmer and dual Selmer classes. Again, handling the case of general im(ρ) poses real difficulties and leads to the multiplicity constraint in our main theorem. The central argument here is Proposition 5.6, which exploits the flexibility of using trivial primes to achieve simultaneous control ofČebotarev conditions in the fixed fields of ρ 2 and of a given Selmer class, even when these fixed fields are not linearly disjoint over the fixed field ofρ. Namely, in Ramakrishna's original arguments,ρ(Frob q ) is a regular semisimple element at the auxiliary primes q; it is therefore contained in a unique maximal torus, and (for q ±1 (mod p)) there is a unique choice of non-empty Steinberg deformation condition associated toρ| Γ Fq . In contrast, at trivial primes,ρ| Γ Fq is contained in every maximal torus of G. It transpires that our search for auxiliary primes is actually a simultaneous search through triples (T, α, q) where T is a maximal torus, α is a root with respect to T , and q is a prime. These features of the problem do not appear in [HR08] , where the relevant torus for the local theory is identified using the global theory (recall that Hamblen-Ramakrishna work with a non-split globally reducible 2-dimensional representation).
In §6 we present the group theory arguments needed to streamline some of the global hypotheses onρ in §4 and §5 to an irreducibility hypothesis. We combine the arguments of §4 and §5 to complete the global argument in §7. This last step at least is fairly routine. In §8 we gather a few examples of the main theorem. Finally, we remark that a number of arguments are made technically more intricate by the fact that we have worked with groups G having arbitrary (order prime to p) component group. The reader interested in the essential number-theoretic novelties of our arguments would do well to focus on the case of connected adjoint groups G.
1.1. Notation and conventions. We embed local Galois groups into global Galois groups by fixing embeddings F ֒→ F v . We write κ for the p-adic cyclotomic character andκ for its mod p reduction. We once and for all fix a primitive p th root of unity ζ ∈ µ p (F)
, and this allows us to identify the Tate dual
The reader should always assume we are doing this; only in the proof of Lemma 3.7 will we make the identifications explicit. For any finite set of primes S of F, we let Γ F,S denote Gal(F(S )/F), where F(S ) is the maximal extension of F inside F that is unramified outside the primes in S ; here we impose no constraint on the "ramification" at ∞, but for notational convenience we do not want the set S to contain the archimedean places (as would often be the convention for what we are referring to as Γ F,S ).
Deformation theory preliminaries
Let G be a smooth group scheme over O such that G 0 is split connected reductive, and G/G 0 is finiteétale of order prime to p. We will sometimes write π 0 (G) for this quotient G/G 0 . Write µ : G → A for the map from G to its maximal abelian quotient A, and let G µ be ker(µ) ⊆ G. We let G der denote the derived group of G 0 ; note that G der is also the derived group of G 0 µ , but that the latter is not necessarily semisimple. We denote by g der and g µ the Lie algebras of G der and G µ , and we let z µ be the Lie algebra of the center Z G 0
The following assumptions on p will implicitly be in effect for the remainder of the paper: Assumption 2.1. We assume that p 2 is very good ([Car85, §1.14]) for G der , which in particular holds if p ≥ 7 and p ∤ n + 1 whenever G der has a simple factor of type A n . We also assume for simplicity that the canonical central isogenies
, and similarly for G 0 µ , have kernels of order prime to p (in particular areétale). Finally, we assume p does not divide the order of the torsion subgroup of coker(X
der is irreducible as G 0 µ -representation, and there is a non-degenerate G-invariant trace form
. The isogeny G der → G ad to the adjoint group of G der also induces an isomorphism on Lie algebras. We will moreover assume that g G µ = 0: if G is connected, this condition says that (g der ) G = 0, which follows from the "very good" hypothesis; but in general it is an additional condition (at least on p), as can be seen by taking G to be the normalizer of a maximal torus in SL 2 (then g G µ 0 if char(k) = 2, whereas all primes are very good for G, since the root system of G 0 is trivial). Let Γ be a profinite group, and letρ : Γ → G(k) be a continuous homomorphism. Setν = µ •ρ, and once and for all fix a lift ν : Γ → A(O) ofν. Let C O be the category of complete local noetherian algebras R with O → R inducing an isomorphism of residue fields (and morphisms the local homomorphisms), and let C f O be the full subcategory of those algebras that are artinian. Note that for any R ∈ C O , π 0 (G)(R) ∼ − → π 0 (G)(k), so we will just identify any π 0 (G)(R) to this fixed finite group π 0 (G).
Define the lifting and deformation functors Liftρ, Defρ, Lift 
The tangent spaces of the lifting functors are canonically isomorphic to Z 1 (Γ,ρ(g)) and Z 1 (Γ,ρ(g µ ); the tangent spaces of the corresponding deformation functors (note that G ⊂ G 0 ) are canonically isomorphic to H 1 (Γ,ρ(g)) and H 1 (Γ,ρ(g µ )), and (by the remarks in the first paragraph of this section) the latter is a direct summand of the former. In some cases we will have a global Galois representation valued in a non-connected group G, but it will be convenient to develop certain local deformation conditions only for the group G 0 : since G is contained in G 0 (and as above π 0 (G) has order prime to p), a G 0 -deformation of a G 0 (k)-valuedρ is exactly the same thing as a G-deformation of a G 0 -valuedρ. As usual, when R → R/I is a small extension the obstruction to lifting a ρ ∈ Liftρ(R/I) to ã ρ ∈ Liftρ(R) is a class in H 2 (Γ,ρ(g) ⊗ k I) (the two-cocyle one defines by choosing a topological lift
3. Local deformation theory 3.1. Trivial primes. Let F/Q ℓ be a finite extension with residue field of order q. Assume q is 1 mod p but not 1 mod p 2 , and letρ : Γ F → G(k) be the trivial homomorphism; in particular, all lifts ofρ land in G 0 . Moreover, all lifts ofρ factor through the quotient of Γ F topologically generated by a lift σ of (arithmetic) Frobenius and a generator τ of the p-part of the tame inertia group. At one point we will invoke a calculation (Lemma 3.7) that depends on the normalization of τ. Suppose we have a fixed p th root of unity ζ ∈ µ p (F v ) (in the global setting, this will come from a global choice, as in §1.1). We then choose τ such that for any uniformizer ̟ of F,
̟ 1/p = ζ. We will now define the kinds of local lifts ofρ that we will make use of at auxiliary primes. First, we introduce some notation. For a split maximal torus T of G 0 (over O) and an α ∈ Φ(G 0 , T ), we let U α ⊂ G 0 denote the root subgroup that is the image of the root homomorphism ("exponential mapping") 
• Under the composite (note that T normalizes the centralizer) 
We first claim the special fiber Z α,k → Spec k is smooth. By our assumptions on p, , the fiber over the identity of
, and that T normalizes Z α (as functors of Artin rings). Now let x ∈ T (R)Z G 0 (g α )(R) be an element in the fiber over 1 ∈ G(k), and correspondingly write x = t · c. Writingc for the image of c in G(k), we havec ∈ ker(α| T ). This kernel is smooth (our assumptions on p imply that X
• (T )/Zα has no p-torsion), so we can liftc to an element t ′ ∈ ker(α| T )(R). Then writing x = (tt ′ )(t ′−1 c) we have exhibited x as an element of T (R)Z α (R). Sinceρ is trivial, we conclude that Lift ᾱ ρ can equivalently be defined with Z α in place of Z G 0 (g α ).
With this reinterpretation, we can now check formal smoothness of Lift ᾱ ρ . Let ρ be any element of Lift ᾱ ρ (R/I). Since G is formally smooth, we may assume ρ satisfies the three bulleted items of Definition 3.1. Write ρ(σ) = t σ c σ and ρ(τ) = u α (x) for some t σ ∈ T (R/I) satisfying α(t σ ) = q, c σ ∈ Z α (R/I), and x ∈ R/I. Since T and Z α are formally smooth, we can choose lifts t σ ∈ T (R), c σ ∈ Z α (R), and x ∈ R. We can write α( t σ ) = q + i for some i ∈ I, and then we replace t σ by
Remark 3.3. The lemma does not rely on the assumption (relevant for later arguments in this section) that q 1 (mod p 2 ). We will make use of this flexibility in Corollary 4.10 (see too Remark 4.2). 
The dimension will depend on α, but it is certainly less than dim g = h 0 (Γ F /I F ,ρ(g)), so for our global argument we will need to show that there are "extra cocycles" stabilizing certain subsets of Lift ᾱ ρ (O/p m ) for m ≥ 3. We will in fact need two such constructions, given in Lemma 3.6 and Lemma 3.10.
First, note that ⊕ β∈Φ(G,T ) g β is actually the direct sum
where Φ α is the subset of roots β such that [g α , g β ] 0.
Definition 3.5. For any m ≥ 2, let Lift
Note that for all m ≥ 2, Lift 
Then for all c ∈ S Proof. We may assume c(σ) lies in a particular root space g β , for some β ∈ Φ α . Write u β : G a → G for an associated root homomorphism (over O). It is convenient to fix an embedding G ֒→ GL N so as to be able to do "matrix calculations," but we will leave this embedding implicit. Note that the embedding maps exp(c ⊗ p m−1 ) to (1 + p m−1 c), so we will use these expressions interchangeably. First note that for any A, B, X ∈ M N (O), we have, by a straightforward calculation, the following identity in GL N (O/p m ) (for m ≥ 3):
(Here [·, ·] is the Lie bracket, which of course we can compute either in g or in gl N .) Observe that the term 1
is independent of B and depends only on X mod p, and that p m−1 [X, A] depends linearly on X mod p (this last observation shows that if a set of cocycles preserves some class of lifts, then so does its k-span). We now compute gρ(σ)g −1 , where g = u β (zp m−2 ) for some element z ∈ O × . By Equation (1), the result depends only on ρ 2 (σ) and on z (mod p); we can therefore replace ρ(σ) by some lift of ρ 2 (σ) to T (O), and then we find
We will use a number of times the following calculation of the local duality pairing at trivial primes:
has the following properties: if φ is unramified, then
and if ψ is unramified, then
Proof. First we recall the description of the k-linear version of the local duality pairing. Since
, cup-product and the invariant map together give a canonical pairing
Since W is trivial, the lemma reduces to the case W = k, and the above description of the k-linear duality pairing, which for W = k is the k-linear extension of the F p -linear duality pairing on the trivial module F p , shows we can further reduce to the case W = k = F p . Then the calculation can be performed, for instance, using the identity
(the last identification is the canonical one). If φ is unramified, then φ(rec F (a)) is simply −v(a)φ(σ) (writing v for the normalized valuation, and normalizing rec F to take uniformizers to geometric frobenii). On the other hand, if ψ = δ(a), then
, and via our isomorphism ζ : F p → µ p we thus identify φ(σ), ψ(τ) = −inv F (φ ∪ ψ), as desired. Now suppose ψ is unramified. Then we identify W = W * * and apply the previous step to find
In particular:
⊥ of the space L ᾱ ρ under the local duality pairing is the space of ψ :
Next we give an analogue of [HR08, Proposition 28, Corollary 29].
Definition 3.9. For any m ≥ 2, let Lift
be the subset of lifts ρ such that ρ 2 satisfies
• ρ 2 (τ) = u α (py) where y ∈ O × , and where as before u α : g α → G denotes the root group homomorphism over O.
• ρ 2 (σ) ∈ T (O/p 2 ), and for all Proof. Fix β ∈ Φ α , and as in Lemma 3.6 fix an embedding G ֒→ GL N that will remain implicit in the calculations. Consider basis vectors
, so that just as in Lemma 3.6 we find
We now perform the analogous calculation of gρ(τ)g −1 , again using the basic matrix Equation (1) from Lemma 3.6. Equation (1) implies that
Thus if we define c β by c β (σ) = X β and c β (τ) =
Finally, in the application we will use the fixed-multiplier variant of the above constructions. Fix a character ν : 
. Under the hypotheses of Lemmas 3.6 (in which case we assume ν is unramified) and 3.10, and in the notation of those lemmas we obtain spaces L ν,ᾱ ρ of cocycles preserving Lift
Proof. Let R → R/I be a small extension, and let ρ ∈ Lift
G (R) (whose reduction mod I is trivial), and replacingρ by ψ ·ρ we obtain a lift of ρ to Lift ν,ᾱ ρ (R). The rest of the lemma is similarly straightforward.
3.2. The case ℓ = p. In this subsection as wellρ will be valued in G 0 (k), so that all lifts automatically factor through G 0 . To simplify the notation we will allow ourselves to refer abusively to a "Borel subgroup of G" or a "maximal torus of G" as the corresponding objects for G 0 . Our goal is to describe two kinds of ordinary local conditions at primes v|p. The first will be essentially as in [Pat16, §4.1], while the second will be a variant modeled on §3.1 that will also allow us to include the caseρ| Γ Fv = 1. To handle both cases, we first introduce some notation. Fix a finite extension F/Q p . Fix a Borel subgroup B ⊂ G with unipotent radical N, and let T G be the "canonical maximal torus" B/N. We write Φ + and Φ − for the positive and negative roots of (G, T ) with respect to B. For any residual representationρ :
that extends to Γ F (we do not choose an extension), and likewise write χ T G for its image in T G (R) for any O-algebra R.
Definition 3.12. Let Lift
→ Sets be the subfunctor of Liftρ such that Lift
If we moreover fix a similitude character ν : Γ F → A(O) and require that χ T G pushes forward to ν under the natural map T G → A (factoring the restriction of µ to B), then we can similarly define the subfunctor of lifts with fixed multiplier character Lift
Recall from [Til96, §2] and [Pat16, §4.1] the following two conditions onρ:
We will either considerρ that satisfy both (REG) and (REG*) or the trivial representationρ. In the first case we recall:
Lemma 3.13. Assumeρ satisfies (REG) and (REG*), and that F does not contain ζ p . Then Lift
is formally smooth and pro-represented by a power series ring over
Proof. This is proven in [Pat16, Lemma 4.2, Proposition 4.4, Corollary 4.5, Lemma 4.8].
Next we consider the case in whichρ is the trivial representation; in particular, the condition (REG) is not satisfied. Consider an ordinary lifting condition Lift
as in Definition 3.12. We do not claim the functor Lift
is pro-representable, but it is still formally smooth:
Lemma 3.14. Assume thatρ is trivial, and that F does not contain ζ p . Then Lift 
, the latter fact was deduced from a combination of conditions (REG) and (REG*), but here it is clear).
In general, the tangent space of Lift
which for trivialρ simplifies to
Thus Tan
preserving a certain subset (lifts with favorable mod p 2 reduction)
of Lift
Thus in this case we need dim n independent extra cocycles. 
and thus is an element of, Lift
Q p ] dim n and preserves the set Lift
Again calculating with Equation (1), we find
By our assumptions on χ T , all the cocycles c β , β ∈ Φ − , are non-trivial; they are clearly linearly independent from one another and from Tan χ T ρ , so the result follows.
We also want to know that a compatible collection (ρ m ) m≥2 , with ρ m ∈ Lift
is valued in B(O), and such that the composite I F
Proof. The final claim follows as in Lemma 3.13. To construct the element g, consider the inverse system of sets
Since ρ m reduces to ρ n for all m ≥ n, reduction mod p n induces compatible maps U m → U n . By assumption (the very definition of Lift χ T Ḡ ρ ), each U m is non-empty, and each is clearly finite. It follows that lim
be an element of lim ← − − U m , and take g to be the
Finally, in the application we will require that our global residual representationsρ : Γ F → G(k), with F now a number field, have the property that K = F(ρ(g), µ p ) does not contain µ p 2 . In practice we will deduce this condition from the analogous local statement, using our local hypotheses on ρ| Γ Fv for v|p:
be a finite extension that is unramified at p. Assume thatρ is ordinary in the sense of Definition 3.12 and moreover for all
α ∈ Φ + , α • χ T is a non-trivial power ofκ. Then µ p 2 is not contained in K = F(ρ(g), µ p ). Of
course, if we instead assume thatρ is trivial, then the same conclusion holds.
Proof. We will show that under the assumptions onρ, the fixed field of the kernel ofρ cannot contain the unique p-extension F(ε)/F inside F(µ p 2 ). Let L = F(µ p ); it is the fixed field of χ T , and we set ∆ = Gal(L/F) (Z/p) × . Let Lρ be the the fixed field ofρ| I F , and filter G 0 = Gal(Lρ/F) by the subgroups G i = {g ∈ G 0 :ρ(g) ∈ N ≥i (k)}, where N ≥i is the closed subgroup of B whose Lie algebra is spanned by root spaces of height at least i. Since T acts on each N ≥i , and on each quotient N ≥i /N ≥i+1 , ∆ acts, necessarily semi-simply, on each of the F p -vector spaces G i /G i+1 . Our assumption that α • χ T is non-trivial for all α implies that ∆ in fact acts by a direct sum of nontrivial powers ofκ on each graded piece G i /G i+1 . Now, we are assuming that F(ε) is contained in Lρ, and therefore corresponds to a subgroup H ⊂ G 0 . Let i be maximal such that H contains G i . We then get a well-defined, non-trivial, ∆-equivariant
/F is abelian, so ∆ acts trivially on G/H, whereas it acts by a sum of non-trivial characters on 
Modifying the mod p 2 lift
Let F be a number field, let S be a finite set of places of F containing all places above p, and letρ : Γ F,S → G(k) be a continuous homomorphism. In this section we explain how to construct a mod p 2 lift ofρ that will in §7 be the starting point for applying the arguments of §5. We may assumeρ surjects onto π 0 (G) (if not, we replace G by the preimage in G of the image ofρ in π 0 (G); the deformation theory ofρ is unchanged by this replacement). There is then a unique finite Galois extension F/F such thatρ induces an isomorphism Gal( F/F) → π 0 (G). We make the following assumptions onρ:
Assumption 4.1. Assume p ≫ G 0, and letρ : Γ F,S → G(k) be a continuous representation unramified outside a finite set of finite places S ; we may and do assume that S contains all places above p. Assume thatρ satisfies the following:
-sub-quotient, and neither contains the trivial representation. How large p must be given (the root datum of) G can be extracted from the arguments of this section, but we do not make it explicit.
Remark 4.2. We could carry out the analysis of this section without the assumption that K does not contain µ p 2 ; the difference is that the sets of "trivial" primes w that we produce would not necessary satisfy N(w) 1 (mod p 2 ). In particular, Corollary 4.10 does not require this assumption. In the next section, when we use the results of this section as input for the [HR08] approach to annihilating dual Selmer groups, we will need the additional hypothesis, and we will need the auxiliary primes produced in this section to be "trivial" in the sense used in §3.1.
We decomposeρ (g der ) = ⊕ i∈I W 
We begin by finding some mod p 2 lift ofρ. First note that since G/G der (k) has order prime to p (being an extension of the prime-to-p component group by the k-points of a torus), the reduction
. The argument of Lemma 3.11 shows that we can replace it with a lift having multiplier character ν. In particular, the obstruction obsρ ∈ H 2 (Γ F,S ,ρ(g µ )) to liftingρ to G(O/p 2 ) with multiplier ν has trivial z µ -component under the decomposition g µ = z µ ⊕ g der . Next let T ⊃ S be a finite set of places with T \ S consisting of trivial primes such that
That T can be so arranged follows from the first three items of Assumption 4.1: the cocycles in question restrict non-trivially to Γ K , and then we choose places v that are split in K and non-split in both K(µ p 2 ) and the fixed field (over K) of the cocycle (the latter two conditions are compatible whether or not the fixed field is disjoint from K(µ p 2 ), since they are both just the condition of being non-trivial). By global duality, X 2 T (Γ F,T ,ρ(g der )) also vanishes, so to produce some lift ρ 2 : 
is thus injective, and it clearly sends the obstruction to liftingρ (to G(O/p
2 )) to the obstruction to lifting r •ρ. But the latter is unobstructed by [B03, Theorem 1.1]). The fixed multiplier character analogue follows similarly.
In fact, in the application we will make a stronger assumption onρ Γ Fv for v ∈ S , obviating the need for this lemma; for now we are trying to proceed without superfluous hypotheses.
In what follows, it will be technically convenient to enlarge the set T by trivial primes, beyond what is necessary to annihilate X 1 T (Γ F,T ,ρ(g der )) (and the dual version). We may and do assume that our T strictly contains whatever initial choice of T was used to annihilate the Shafarevich-Tate groups; more precise enlargements of this set T will follow. We can compute such an enlargement's effect on global Galois cohomology. 
, where the second map is given by evaluation at τ v ; surjectivity of this map follows from the Greenberg-Wiles Euler-characteristic formula ([DDT94, Theorem 2.19]). In particular, the cokernel of the inflation map has dimension dim W.
We must modify our initial ρ 2 so that its local behavior allows further lifting. We will now fix certain local lifts to G(O/p 2 ) that we would like to interpolate into a global mod p 2 representation. In §7, we will be more particular about what lifts we choose, and we will make additional assumption on the local behavior ofρ; so as to be clear about what assumptions are used at what point in the paper, we delay imposing these additional hypotheses. Thus, for the present section, we require the following:
• For w ∈ S , fix any lift λ w ∈ Lift
• For w ∈ T \ S , fix a lift λ w in the set Lift ν,ᾱ ρ| w ,2 (O/p 2 ) of Definition 3.5 (and see Lemma 3.11), for some pair (T w , α w ) of a maximal torus and root (we will frequently omit the wdependence from the notation). Moreover, we if necessary enlarge the set T and choose the lifts λ w so that the elements λ w (σ w ) generate G der (O/p 2 ). That this is possible relies on the hypothesis p ≫ G 0 and is explained in Lemma 4.4 below. Proof. Fix a trivial prime w S , and let q = N(w). To construct some lift λ w , fix any pair (T, α).
∨ , then the condition β(t b ) 1 will be satisfied automatically for any b ∈ ker(α), so we now restrict to the subset Φ α, * of Φ α for which such b β do exist (and we fix one such b β for each β). Then we choose b in the complement of the union of hyperplanes β∈Φ α, * \{−α} b β + ker(β| ker(α) ) inside ker(α) (in the case where g der is a product of simple factors, note that β ∈ Φ α implies β is in the same simple factor as α, and so ker(β| ker(α) ) is indeed a hyperplane in ker(α), since we take β −α). The total number of such hyperplanes is bounded in a way depending only on the Dynkin type of G der , so for p ≫ G 0, this complement is non-empty. Clearly for such a b, using avoidance of the hyperplanes b β + ker(β| ker(α) ), we have β(t b ) 1 for all β ∈ Φ α . For the second claim, it suffices to show that the union
spans g der as F p -vector space, where the first union is taken over all k-rational split maximal tori of G. We easily reduce to the case where g der is simple. It then suffices to show that for some pair (T, α), the intersection {x ∈ t : α(x) = q−1 p } ∩ t \ ∪ β∈Φ α ker(β) is non-empty: given such an x, we get a corresponding element Ad(g)x (associated to the pair (Ad(g)t, Ad(g)α)) for each g ∈ G(k), and then the result follows from irreducibility of G(O/p 2 ) g der as an F p [G(k)]-module. This irreducibility claim follows from the irreducibility of g der as k[G(k)]-module (a consequence of p > 3 being very good) and the fact that for any
Having fixed the local mod p 2 lifts λ as in the discussion preceding Lemma 4.4, we have that for each w ∈ T there is a class z w ∈ H 1 (Γ F w ,ρ(g µ )) such that
(with ∼ denoting strict equivalence). We wish to modify ρ 2 by a global cohomology class so that the resulting lift ofρ matches the specified local lifts λ w . In fact, we will only need a somewhat weaker result that globally interpolates theρ(g der )-components z der w of the classes z w . Thus for the remainder of this section we focus on this problem; we explain the reduction to this setting in the proof of Theorem 7.3.
If there exists a global class h ∈ H 1 (Γ F,T ,ρ(g der )) mapping to z der T = (z der w ) w∈T under the localization map
then we proceed to §5. For the remainder of this section, we assume there is no such h. Denote by Ψ * T the corresponding localization map forρ(g der ) * . To construct auxiliary primes, we will need the following lemma: Proof. We must show that restriction gives an isomorphism
To see this, we induct on the number of factors. For s = 1, the isomorphism follows from simplicity of the
. If the linear disjointness is known for ψ 1 , . . . , ψ i , and if K ψ i+1 is contained in the composite
Since W is irreducible, the composite W ⊕i → W has the form (a 1 , . . . , a i ) for some a i ∈ k W , and we deduce that ψ i+1 = i j=1 a j ψ j , contradicting linear independence. We conclude that K ψ i+1 is not contained in K ψ 1 · · · K ψ i , but again since W is irreducible this forces these fields to be linearly disjoint over K.
The last claim is clear if K ψ and K(µ p 2 ) are linearly disjoint over K. Otherwise, K(µ p 2 ) is contained in K ψ , and so W has the F p [Γ F ]-quotient Gal(K(µ p 2 )/K) with trivial Γ F -action; by assumption, this quotient is non-zero, so that W itself must be the trivial representation.
We next explain in Proposition 4.6 how to interpolate the class z der T by a global class after allowing ramification at a finite number of additional primes. An important technical point in the proof of Proposition 4.9 requires that we impose an additional (at this point rather unmotivated) condition on our trivial primes. Let K ′ be the composite of all abelian p-extensions L of K that are Galois over F and that satisfy
• L/F is unramified outside T ;
• and the 
, and, for each i, aČebotarev set C i of K ′ -trivial primes v T , a maximal torus T i and root α i ∈ Φ(G 0 , T i ), and for each v ∈ C i a class
Remark 4.7. One can ask whether it is possible to hit the class z der T by allowing only one additional prime of ramification; this is how the analogous argument in [HR08] (for reducible twodimensionalρ) works. We have only been able to show such a statement whenρ(g der ) is multiplicityfree as an F p [Γ F ]-module, and even then only at the expense of arguments considerably more technical than those given here. Proposition 4.6 allows us to avoid this image restriction.
Proof. Under the assumptions on T , the Poitou-Tate sequence yields a short exact sequence
In particular, if dim F p coker(Ψ T ) = r is non-zero, then H 1 (Γ F,T ,ρ(g der ) * ) contains a non-zero class ψ 1 . We claim that we can choose a triple (T 1 , α 1 , X α 1 ) consisting of a maximal torus T 1 , a root α 1 ∈ Φ(G 0 , T 1 ), and a root vector X α 1 ∈ g α 1 such that ψ 1 (Γ K ′ ) is not contained in (F p X α 1 ) ⊥ (note that we work with the F p -span of X α 1 rather than the full root space). Indeed, for any F p -subspace U not equal to the whole ofρ(g der ), there is a root vector not in U. To check this, we must check that the F p -span, or equivalently the k-span, of all root vectors in g der is equal to the whole of g der . This claim in turn reduces to the case in which g der is simple, where again (using p ≫ G 0) it follows from irreducibility of g der as a k[G(k)]-module. Thus to find the desired triple it suffices to note that ψ 1 (Γ K ′ ) is non-trivial, using the fact thatρ(g der ) andρ(g der ) * have no common sub-quotient. Now we let C 1 be the collection of
(this Selmer group notation means that we impose no condition at the places in T ), the cokernel of this restriction map has dimension r − 1, h
). Note that ψ 2 depends on v 1 . Then we can repeat the above argument,
⊥ , and then define aČebotarev set C 2 (v 1 ) (the notation includes the dependence on the initial choice of v 1 ) as the set of
⊥ . The same argument with the Greenberg-Wiles formula shows that
and consequently that the dimension of the cokernel of this map is now r − 2. Proceeding inductively, we obtainČebotarev sets C s (v s−1 ), depending on v s−1 ∈ C s−1 (v s−2 ) (and so on), for s = 1, . . . , r, such that for all tuples (v 1 , . . . , v r ) with each v s ∈ C s (v s−1 ), the restriction map
is surjective. In particular, the above argument produces an F p -basis ψ 1 , . . . , ψ r of H 1 (Γ F,T ,ρ(g der ) * ), a collection of root vectors X α 1 , . . . , X α r , and a collection of elements Y 1 , . . . , Y r ∈ ⊕ T H 1 (Γ F v ,ρ(g der )) that map to a basis of coker(Ψ T ): for Y i , we take any vector in the image of H
, since they are independent for ramification reasons.) For each i, we also can fix an F p -basis
). Now we define the followingČebotarev condition:
We know that v i ∈ C i , so each C i is in fact a non-emptyČebotarev condition (without this observation, the conditions defining C i could be incompatible). Now, for all v ∈ C i , we define L v as before to be those classes φ ∈ H 1 (Γ F v ,ρ(g der )) such that φ(τ v ) ∈ F p X α i and deduce an exact sequence
indeed, injectivity of the first map follows from the same Euler-characteristic argument as above (using that
, the composite is clearly zero, and then exactness follows from counting dimensions. We claim that Y i lies in the image of H
, for which it suffices to
) (using exactness of the above sequence for v i ), so it suffices (and is in fact necessary) to observe that
this holds because both subspaces of H 1 (Γ F,T ,ρ(g der ) * ) are equal to the span of ω i,1 , . . . , ω i,r−1 .
We will also need the following simpler variant of Proposition 4.6.
Lemma 4.8. Continue with the hypotheses of Proposition 4.6. Let Z ∈ g der be any non-zero element. There is aČebotarev set C of K ′ -trivial primes and for each v ∈ C a class h
Proof. Recall from the discussion preceding Lemma 4.3 that we have enlarged T to ensure that for all 
The same analysis shows that there is an element
and that if we let ω 1 , . . . , ω s be a basis of the (codimension 1) subspace
is a non-empty (because v 1 ∈ C Z )Čebotarev condition. Then as in Proposition 4.6, we also see that for all v ∈ C Z there is a class h
Now we fix any finite set of root vectors (for possibly different split maximal tori) {X α a } a∈A such that
(Such a collection {X α a } clearly exists, since for any proper subspace U of g der , there is some root vector not in U: see the proof of Proposition 4.6.) Lemma 4.8 yieldsČebotarev sets C a = C X αa and classes Y a ∈ w∈T H 1 (Γ F w ,ρ(g der )) such that for all v ∈ C a , there is a class h
This new element may or may not be in the image of Ψ T , but we can in any case invoke Proposition 4.6 to produce a finite set
that spans coker(Ψ T ) over F p , and, for each b ∈ B, aČebotarev set C b of K ′ -trivial primes and a root vector X α b , and for each v) will become apparent at the end of this paragraph). In particular, we can write
for some class h old ∈ H 1 (Γ F,T ,ρ(g der )) and some c b ∈ F p . We discard those b ∈ B such that c b = 0. Thus, for all tuples
we can write z
Note that the vectors h (v a ) (τ v a ) are non-zero multiples of X α a for all a ∈ A, so the collection
Having made note of this, we will in the argument that follows not need to preserve the distinction between the sets A and B, so we set N = A ∪ B. In order to preserve this uniformity of notation, for all b ∈ B and v ∈ C b we set
, so we can re-express the above equality as
We will need to argue in terms of Dirichlet densities of N-tuples of primes. In what follows, we define the Dirichlet density of a subset P of {primes of F} N to be (if it exists)
In particular, the density of a product P = n∈N P n of sets P n of primes exists if each P n has a density, and in this case δ(P) = n∈N δ(P n ). We make a corresponding definition of upper Dirichlet density δ + (P) of a set of N-tuples of primes. In particular, the preceding discussion yields aČebotarev set C = n∈N C n of positive Dirichlet density.
The following argument substantially uses global duality, and we need to preface with a technical clarification of what coefficients we can take in the duality pairings. We have the 
Since we cannot say anything about the restrictions h(v)| v n , we will use the "doubling method" of [KLR05] to find the desired Q and h. To that end, for any two N-tuples v, v ′ ∈ C, we consider the class
, which still satisfies h| T = z der T (and the inertial conditions dictated by the construction of the classes h (v n ) ). The argument will show that for a suitable choice of v and v ′ , h will satisfy the conclusion of the Proposition with the set Q equal to {v n } n∈N ∪ {v ′ n } n∈N . We first restrict to a positive upper-density subset l ⊂ C (now no longer necessarily a product ofČebotarev sets) such that the N-tuples
) n∈N are independent of the choice of v ∈ l; this is possible since as we vary over C, these N-tuples all take finitely many values. In particular, we write X n for the now independent-of-v value h (v n ) (τ v n ) (for all n ∈ N, this is a non-zero multiple of X α n ). Recall the decompositionρ(g der ) =
We will show that for any fixed N-tuples (C m ) m∈N and (C
for all m ∈ N. This will suffice to prove the Proposition, since, by Equation We will now study the condition, for fixed v = (v n ) n∈N ∈ l, imposed on v ′ by Equations (4) and (5), beginning with Equation (5). For each n ∈ N, consider the maximal Galois extension K (v n ) of F inside K h (vn ) that is unramified at v n ; this contains K, and
since the n-component of this sum contains X n and is F p [Γ F ]-stable (only the n ∈ A are needed to guarantee Equation (6) holds). For each m ∈ N, we consider theČebotarev condition w m on trivial primes w requiring that w split in all K (v n ) and that
Since the composite of the fields K (v n ) is still unramified at each v n , Equation (6) implies that this condition is non-empty. Moreover, since 
Now we turn to the condition needed to satisfy Equation (4). For all m ∈ N and i ∈ I, letting {η
, we have for all m, n, i, j the global duality relation
where we systematically work with the A i -linear pairings. Summing over n, we want to show that for all m ∈ N, i ∈ I, j = 1, . . . , d i , we can prescribe by aČebotarev condition (depending on our
for then we can achieve the same for the values
Prescribing these values for varying m, i, j will allow us to achieve the equality of Equation (4). The splitting fields K η
are strongly linearly disjoint over K as we vary m ∈ N, i ∈ I, and j = 1, . . . , d i , 3 so it suffices for this last claim to note that for any fixed non-zero vector w * 
We have no assurance that this intersection is non-empty, so now we must invoke the limiting logic of [KLR05] and [HR08] that allows the doubling method to succeed. If for each member of a finite subset {v 1 , . . . , v s } ⊂ l, the intersection l∩l v k is empty, then l\{v 1 , . . . , v s } is contained in l ∩ s k=1 l v k . We will control the upper-density of this latter intersection. For each
are linearly disjoint over K, and l v k is aČebotarev condition in their composite. As k varies, the K η (v k ) will be strongly linearly disjoint, but the K h (v k ) may not be disjoint over K. This is where the field K ′ becomes significant. 
We now replace the fields K h
, so we get a proper condition by the disjointness of these fields over K ′ . Also note that the degrees of the extensions L k /K ′ are bounded independently of v k ∈ l, in terms of #g der , #N, and i∈I d i . Finally, we can conclude that
s for some ε > 0. Letting s tend to infinity, we see that δ + (l) is less than any positive number, contradicting the fact that l has positive upper-density. We conclude that for some v ∈ l, there is a v ′ ∈ l ∩ l v , and so the proof is complete.
The arguments of this section yield a generalization to any reductive group of the main theorem of [KLR05] . We sketch here a somewhat simplified version:
Corollary 4.10. Letρ : Γ F,S → G(k) satisfy Assumption 4.1, except we do not require that K does not contain µ p 2 . (In particular, the results of §6 will show that for p ≫ G 0, it suffices here to assumē ρ| Γ F(ζp) is absolutely irreducible.) Assume for simplicity that G = G 0 , and fix a lift ν : Γ F,S → A(O) of µ •ρ. Assume that for all v ∈ S , there are lifts ρ v : Γ F v → G(O) ofρ| Γ Fv with multiplier ν. Then there exists an infinitely ramified lift G(O)
Γ F ρ < < ③ ③ ③ ③ρ / / G(k) such that ρ| Γ Fv = ρ v
for all v ∈ S , and ρ(Γ F ) contains G der (O).
Remark 4.11. In this degree of generality, it is not known, but certainly expected, that local lifts ρ v as above always exist.
Proof. See Remark 4.2 for an explanation of the slight modification of our hypotheses. For any G(O)-valued representation λ, write λ n for its reduction modulo p n . Applying Proposition 4.9, we can find a lift ρ 2 :
for all v ∈ S , and for all v ∈ T ∪ Q 1 \ S , ρ 2 | Γ Fv admits a lift ρ v to G(O) (by Lemma 3.2). We then iterate the argument of Proposition 4.9: there are no obstructions to lifting ρ 2 to G(O/p 2 ), and then by introducing further trivial primes Q 2 of ramification we may find a lift ρ 3 :
for all v ∈ T ∪ Q 1 , and for v ∈ Q 2 , ρ 3 | Γ Fv lies on some Lift ᾱ ρ| Γ Fv , so again by Lemma 3.2 admits a lift ρ v to G(O). We thus inductively construct ρ = lim ← − −n ρ n having the desired properties (the statement about im(ρ) is proven by inductively showing that im(ρ 2 ) contains G der (O/p 2 ) implies im(ρ n ) contains G der (O/p n ) for all n: see the conclusion of the proof of Theorem 7.3).
Construction of auxiliary primes for lifting past O/p 3
In this section we explain how to construct the auxiliary primes that will allow us (in §7) to lift a suitable ρ 3 :
3 ) to characteristic zero. We return to our general hypotheses on G from §2, and as in §4 we assume thatρ surjects onto π 0 (G). We will need to make some assumptions both aboutρ and about ρ 2 := ρ 3 (mod p 2 ). The natural setting of this section will therefore be to work with a fixed ρ 2 . Section 4 has explained under what hypotheses we can begin with aρ and produce a lift ρ 2 to which the results of this section apply. Section 7 will then combine the results of the current section and §4 to prove the main theorem.
We thus for the rest of this section fix a continuous homomorphism
unramified outside a finite set of finite primes T , with µ • ρ 2 = ν, and whose mod p reduction we denote byρ. The arguments of this section will require a more restrictive assumption on im(ρ) than those of §4, and so from now on the following assumptions on ρ 2 andρ will be in effect:
Assumption 5.1. Assume that p is greater than a suitable absolute bound depending only on G.
4
Assume that ρ 2 satisfies the following: Remark 5.2. Hypotheses (3)-(5) are familiar from the arguments of Ramakrishna or of TaylorWiles. The second will for us be an automatic consequence of the local structure ofρ at primes above p (Lemmas 3.18 and 3.19). We have explained how to arrange the first in §4. Hypothesis (6) is our most serious restriction. We have phrased it in this rather technical way to emphasize that the difficulties arise not from high multiplicities or group-theoretic splittings individually, but from their confluence.
Note that
, and the first field in this chain has index prime to p in the last field. In particular, the assumptions could equally well be rephrased withρ(g µ ) instead ofρ(g der ).
Lemma 5. 
If there were a non-trivial k[Γ]-map (necessarily an isomorphism) σ U i → U i for some non-identity σ ∈ Aut(k), then U i would descend to the fixed field k σ (by [DS74, Lemme 6.13]), i.e.
As in the previous paragraph, this contradicts the multiplicity-free hypothesis on U i . Thus the natural map
is an isomorphism. Finally, this common endomorphism ring is a finite field extension k U i of k, since the Brauer group of k is trivial.
In light of the lemma, the problematic simple factors W arising in part (6) of Assumption 5.1 are automatically k[Γ F ]-stable for the given k-multiplication on g der , and we after the fact see that this ambient k-multiplication exhausts End
Our aim now is to explain how to allow ramification at trivial primes satisfying the conditions in Definition 3.5 to kill Selmer and dual Selmer classes forρ(g der ); a technical point arises in the argument when G µ is not semisimple, and we will deal with cohomology classes supported on ρ(z µ ), the center of g µ , by a different method in §7. The first, easy, step is the following:
Lemma 5.4. Assumption 5.1 is in effect. Suppose we are given non-zero elements
. By hypothesis, their restrictions to Γ K cut out Galois extensions K φ /F and K ψ /F that both strictly contain K. Then
Proof. First note that Gal(K(ρ 2 (g der )/K) is isomorphic (as Γ F -module) toρ(g der ), using the assumption im(ρ 2 ) ⊃ G der (O/p 2 ). The assumption on no common sub-quotient implies K(ρ 2 (g der ))K φ and K ψ are linearly disjoint. To show that K(µ p 2 ) and K(ρ 2 (g der ))K φ K ψ are linearly disjoint over K, note
has no proper quotient that is trivial as Gal(K/F)-module, by assumption onρ(g der ) andρ(g der ) * .
We continue with the assumptions of Lemma 5.4 and now study the relation between the fields K(ρ 2 ) and K φ . The main difficulty that arises in our lifting method is that the fields K(ρ 2 ) and K φ need not be linearly disjoint over K. The multiplicity-free hypothesis in Assumption 5.1 is a way to control the interaction between these two fields even when, for instance, K(ρ 2 ) contains K φ . Before proceeding to our arguments, we give an example Example 5.5. Assume for simplicity that G 0 is semisimple. Then our assumption on im(ρ 2 ) implies that there is a short exact sequence
, and suppose that the sequence
hence arises as the restriction of some class
It can happen that even whenρ is irreducible, and im(ρ 2 ) → im(ρ) does not split, that the sequence (7) does split for some non-trivial constituent W ′ . For instance, considerρ = ϕ •r wherē r is two-dimensional (with big image), and ϕ : PGL 2 → G is a principal SL 2 (taking G = G 0 to be an adjoint group, for simplicity).
, where the sum ranges over the exponents m i of G. If we take W to be any of the factors other than m i = 1 (there is always a unique Sym 2 factor in this decomposition), then sequence (7) splits. Indeed, it is given by a class in H 2 (PGL 2 (F p ),ρ(g)/W ′ ), which splits if and only if the restriction to a p-Sylow subgroup 1 * 0 1 splits. Thus we need only check that Proof. To prove the proposition, we may first replaceρ and ρ 2 with their projections first to the adjoint quotient G/Z G 0 , and then to the G-orbit of simple factors supporting φ and ψ. Thus we may assume G 0 is a product of simple adjoint groups that are permuted transitively by π 0 (G). Fixing one of these factors G 1 ⊂ G 0 , we consider the Γ F -equivariant projection im(φ) ⊂ g ։ g 1 (and likewise for im(ψ)). Since trivial primes are split in F, it will suffice to prove the proposition with the connected adjoint group G 1 in place of G: namely, we choose σ q with the desired properties for some torus and root (T 1 , α 1 ) of G 1 , take any extension to a torus T of G 0 , and just require that ρ 2 (σ q ) be valued in T with the previously-constructed projection to T 1 (for a root α appearing in G 1 , the set Φ α is also contained in the roots of G 1 ). Thus in the rest of the argument we may and do assume that G is a connected adjoint group; in doing so, we replace the irreducible submodules 5 To be precise, the canonical isogeny
Then there exist a trivial prime q, a split maximal torus T , and a root
der from the distinct minimal (non-finite) normal subgroup varieties G i of G der induces a decomposition g der ⊕ i g i , and a corresponding decomposition (g der ) * ⊕ i g * i . We assume φ is supported on some orbit Ad(G) · g i and ψ is supported on the corresponding Ad(G) · g * i .
W i ⊂ρ(g der ) with their projections to g 1 . Thus we continue to writeρ(g) = ⊕ i∈I W
We first treat the more difficult case in which
, and by assumption these particular simple factors W i (see Part (6) of Assumption 5.1) appear with multiplicity m i = 1 in g and satisfy
commutes, where pr I ′ denotes the projection onto the sum of the W i -isotypic components for i ∈ I
′ . This choice of s induces an
The image of η is the direct sum i∈I ′ W i . Since η is Galois equivariant, and these W i appear in
To satisfy the conclusion of the Proposition, the main step is to find a maximal torus T of G and a root α ∈ Φ(G, T ) such that, letting p t : g → t denote the k-linear projection with respect to the decomposition g = t ⊕ β∈Φ(G,T ) g β , we have α • p t • η(t) 0 and g α , im(ψ) 0. Fix a split maximal torus T 1 of G over the field k. For any g ∈ G, let T g = gT 1 g −1 be the conjugate maximal torus. Consider the bad loci
where p t g is the t g = Lie(T g )-projection with respect to the root space decomposition, and
These are both Zariski-closed in G. We will show that (G \ (Φ 1 ∪ Φ 2 )) is a non-empty open subset of G, and that for p ≫ G 0 it must have a k-point. Taking this for granted for the moment, we finish the proof.
If
t g → k is non-zero, so its kernel is a hyperplane H = H (g,α) ⊂ t g , and g α , im(ψ) 0. Fix a non-zero value c ∈ F × p . Since c 0 (as an element of k), H cannot contain the locus {α = c} ⊂ t g , so (t g \ H) ∩ {α = c} is a non-empty open subset of {α = c}. So too are the loci {β 0∀β ∈ Φ α } ∩ {α = c}. As {α = c} is connected, we conclude that t ∈ t g \ H such that α(t) = c and β(t) 0 for all β ∈ Φ α is non-empty (and open in {α = c}). Choose any t in the k-points of this set (that t can be chosen k-rationally holds for p ≫ G 0 by an argument very similar to the existence argument for the element g), and apply theČebotarev density theorem (using Lemma 5.4) to the extension K ψ K(ρ 2 (g)K φ )K(µ p 2 )/F to find a positive density set of trivial primes q such that c =
, and the projection of φ(σ q ) to the isotypic components W
for i I ′ is trivial. The required conditions on ψ(σ q ) and ρ 2 (σ q ) are then clearly satisfied, and since we have arranged φ(σ q ) = pr I ′ (φ(σ q )) = s(σ q ) = η(t), the condition on φ(σ q ) also follows from our choice of t.
We next check the above claim that the complement Φ \ (Φ 1 ∪ Φ 2 )(k) is non-empty. First we show that both Φ 1 and Φ 2 have non-empty (open) complement in G. We now argue overk. If Φ 2 were equal to G, then the same would hold for one of the closed subschemes {g ∈ G : Ad(g)g α , im(ψ) = 0}, and thus for all x ∈ G(k), we would have Ad(x)g α ⊂ im(ψ)
⊥ . This implies 
where d G = dim(G). In particular, for p ≫ G 0, this complement is non-empty, and the proof of the hard case of the Proposition is complete. (Note that if we bounded in terms of G the number of irreducible components of Φ 1 and Φ 2 , we could use a much more elementary argument here,à la Lang-Weil.) Finally, if K(ρ 2 ) and K φ are linearly disjoint over K a much simpler argument suffices, since we can replace the bad locus Φ 1 with Φ ′ 1 = {(g ∈ G : p t g (im(φ)) = 0}; the multiplicities no longer intervene in the argument. We omit the details.
We are very grateful to Michael Larsen for explaining the proof of the following lemma, which in turn completes the proof of Proposition 5.6: For any Cartan sub-algebra t, the annihilator of t with respect to B is the sum of root spaces in g (by the above identity and the fact that each root α is non-vanishing on t), so ker(p t ) is the span of the set {[y, z] : y ∈ t, z ∈ g der }. Thus, for x ∈ t, B(x, ker(p t )) = 0.
Assume that p t • η(t) = 0 for all Cartan sub-algebras t of g. Any semisimple element x lies in some Cartan t, and we have assumed η(x) ∈ ker(p t ), so B(x, η(x)) = 0. Since the semisimple elements are dense in g, we deduce that B(x, η(x)) = 0 identically on g. Applying this observation to any x = w ∈ W and x = w + w
We next apply the identity to any triple of elements w 1 , w 2 , w 1 + w 2 ∈ W and find that B(w 1 , η(w 2 )) + B(w 2 , η(w 1 )) = 0. Taking w 1 ∈ W i 1 , w 2 ∈ W i 2 (for any pair of indices i 1 , i 2 ), we find (c i 1 + c i 2 )B(w 1 , w 2 ) = 0. If c i 1 + c i 2 is non-zero (and in particular if i 1 = i 2 ), then we find B(W i 1 , W i 2 ) = 0. If c i 1 = −c i 2 , then for all γ ∈ Γ i 1 ,i 2 , we rewrite the above identity as Remark 5.8. Our proof of Proposition 5.6 relies on the map η of Equation (8) resembling (roughly speaking) a projection onto im(φ). This causes serious problems whenρ(g) has constituents with F p [Γ F ]-multiplicity greater than one (for simplicity, in this remark take G = G 0 to be semisimple). Indeed, suppose that V ⊂ρ(g der ) is an isotypic component, isomorphic to W ⊕m for some irreducible F p [Γ F ]-module W and m > 1. If there is a cocycle φ supported on V and having im(φ) W, then
has a non-trivial W-isotypic component. It will support other cocycles φ ′ that arise from the same class in H 1 (Γ F,T , W) as φ (but with W embedded intoρ(g) in two different ways to yield φ and φ ′ ), and in particular K φ ′ = K φ . But then η certainly vanishes on im(φ ′ ); thus our argument would not allow us to kill the cohomology class φ ′ . We further remark that the Galois-theoretic control over the map η, which allows us to apply Lemma 5.7, is crucial to the argument of Proposition 5.6: for instance, there are non-trivial linear maps η : sl 2 → sl 2 with the property that B(t, η(t)) = 0 for every Cartan subalgebra t of sl 2 .
6. Some group theory: irreducible G(k)-representations for p ≫ G 0 Before proving our main theorem, we will prove a few group-theoretic lemmas showing that the image hypotheses, with the exception of the multiplicity-free condition of Assumption 5.1, of §4 and §5 in fact follow from the seemingly simpler assumption thatρ is "absolutely irreducible," as long as p is sufficiently large. We note that the explicit bounds extracted here depend on the classification of finite simple groups. Recall that a subgroup
1 (Γ, g der ) = 0, and the same holds if the action of Γ on g der is twisted by a character of Γ.
Proof. Let h G be the maximum of the Coxeter numbers of the simple factors of G 0 . By [Ser05, Corollaire 5.5], for p > 2h G − 2, g, and hence its summand g der , is a semisimple Γ-module. We claim then that Γ contains no non-trivial normal subgroup of p-power order. Indeed, suppose there were such a subgroup H Γ. Consider any irreducible k[Γ]-summand U of g k . The k-vector space of invariants U H is non-trivial (since H is a p-group) and is stabilized by Γ, hence must equal all of U. This holds for all U, so g is a trivial H-module, and therefore H is contained in the center Z G 0 (k); but the latter clearly has order prime to p, a contradiction. Thus Γ has no non-trivial normal subgroup of order p, and by [Gur99, Theorem A], H 1 (Γ, g der ) = 0 for p > 2(dim k (g der ) + 1) (to be precise, apply this result to Γ/Γ ∩ Z G 0 (k) acting on g der ).
The following lemma, with a different proof, also appears in [BHKT16, Lemma 5.1]:
Lemma 6.2. Let G be a connected reductive group overk. Assume p > 5, and that p ∤ n + 1 for any simple factor of
Proof. By our characteristic assumptions (which imply that G der and G ad have isomorphic Lie algebras), we may and do assume G = G 0 is an adjoint group, and by considering each simple factor of G 0 we may and do further assume that G is simple. Let X be an element of g Γ . We have the Jordan decomposition X = X s + X n into semisimple and nilpotent parts in g, and uniqueness of Jordan decomposition implies that both X s and X n are Γ-invariant. Since Γ is then contained in the intersection C G (X s ) ∩ C G (X n ), it suffices to show that C G (X) is contained in a proper parabolic when X is either semisimple or nilpotent. In either case, as long as p > 5 (for G not of type A n ) or p ∤ n + 1 (for G of type A n ), C G (X) is smooth (by a theorem of Richardson: see [Jan04, 2.5 Theorem]). Assume X is a non-zero nilpotent. Then [Jan04, 5.9 Proposition] implies that C G (X) is contained in a proper parabolic subgroup. Now assume X is a non-zero semisimple element. There is a maximal torus T of G such that X belongs to t = Lie(T ) ([Bor91, 11.8]). As usual, we can diagonalize the T -action on g to obtain a root system (in the real vector space X
• (T ) ⊗ Z R). The subgroup C G (X) is a connected reductive group containing T : for the connectedness, we use that p > 5 (ensuring p is not a "torsion prime") so that we can invoke [Ste75, Theorem 3.14]. By [BT65, 3.4 Proposition], C G (X) is determined by the root subgroups it contains (since it contains a maximal torus of G). For a root α ∈ Φ(G, T ), let u α : G a → G be the corresponding root subgroup. For t ∈ T , the relation u α (y)tu α (y)
lets us compute that (passing to the Lie algebra) C G (X) precisely contains those U α = im(u α ) drawn from the subset
of Φ = Φ(G, T ). We claim that the semisimple rank of C G (X) is strictly less than that of G.
Temporarily granting this, we have that the roots Φ ′ span a proper subspace
By [Bou68, VI.1.7 Proposition 23], Φ ′ is a root system in the real vector space RΦ ′ , and we can also consider it as a subsystem of the root system Φ ′′ = RΦ ′ ∩ Φ. The latter, by [Bou68, VI.1.7 Proposition 24] has a basis I that extends to a basis of Φ; and since RΦ ′ is strictly contained in RΦ this basis of Φ ′′ is a proper subset of the extended basis of Φ. It follows that C G (X) is contained in the (proper) Levi subgroup of G associated to I, and therefore that Γ is reducible.
To complete the proof, we establish the postponed claim that the inclusion RΦ ′ ⊆ RΦ is proper. It suffices to show that C G (X) is not semisimple, i.e. has positive-dimensional center. Suppose it were semisimple. Its root system is a (not necessarily simple) subsystem of that of G, and so there are only finitely many possibilities for the root systems of the simple factors H of C G (X)
ad . Under our assumptions on p, each of these simple factors satisfies the following two properties:
• H sc → H ad induces an isomorphism on Lie algebras.
• Lie(H) has trivial center. Indeed, note that Lie(H) has non-trivial center only when p ≤ 3 or H is of type A n and p|n + 1: see the discussion of [Sel67, pp. 47-48] (which ensures that Lie(H) has a nonsingular trace form), and then apply [Sel67, Theorem I.7.2]. Thus under our assumptions on p, Lie(C G (X)) = C g (X) must have trivial center. But X visibly lies in the center, and we have therefore contradicted the supposed semi-simplicity of C G (X).
In the main theorem, we will use the next three lemmas (Lemma 6.6, specifically) to show that ρ(g der ) andρ(g der ) * have no common subquotient. Proof. By Theorem 0.2 of [LP11] , for any finite subgroup Γ ⊂ GL n (k) there exist normal subgroups Γ 3 ⊂ Γ 2 ⊂ Γ 1 ⊂ Γ such that Γ 3 is a p-group, Γ 2 /Γ 3 is an abelian group of order prime to p, Γ 1 /Γ 2 is a product of finite simple groups of Lie type and Γ/Γ 1 has order bounded by a constant depending only on n. Our assumptions imply that Γ 3 is trivial. From the proof of the theorem [LP11, p. 1156] this imples that Γ 2 is in the centre of Γ 1 , so the conjugation action of Γ on Γ 2 factors through Γ/Γ 1 .
Let Γ ′ = (Γ 1 ) der . Clearly Γ ′ lies in the kernel of any homomorphism from Γ to an abelian group and Γ 2 surjects onto Γ 1 /Γ ′ . Furthermore, Γ ′ ∩ Γ 2 has order bounded by a constant depending only on n: this again follows from the construction of Γ 1 and Γ 2 in [LP11, p. 1156] (note particularly the construction of the group denoted G 2 in loc. cit.). Since the order of Γ/Γ 1 is bounded, if Γ has a large cyclic quotient, the coinvariants of the action of Γ/Γ 1 on Γ 1 /Γ ′ must also have a large cyclic quotient, and so also a large cyclic subgroup. The lemma follows since if A is any abelian group with an action of a finite group ∆, the kernel of the averaging map from A ∆ to A ∆ is killed by the order of ∆. Proof. Let T be a maximal torus of G containing s and let t be any element of T (k). By the theorem in §2.2 of [Hum95] , C G (t) is generated by T , the root subgroups U α for which α(t) = 1 and representatives (in N(T )) of the subgroup W(t) of the Weyl group W(G, T ) fixing t. Let Φ(t) be the subset of Φ(G, T ) consisting of all roots which are trivial on t. Let T W(t) be the subgroup of T fixed pointwise by W(t) and let T Φ(t) = ∩ α∈Φ(t) Ker(α). Let n ′ G be the lcm of the orders of the torsion subgroups of all the character groups of the groups of multiplicative type T W(t) ∩ T Φ(t) for all t ∈ T (k); there are only finitely many distinct such subgroups since both W(G, T ) and Φ(G, T ) are finite sets. Then n ′ G depends only on the root datum of G, and the order of the component group of any subgroup Proof. We may clearly assume that G is of adjoint type. If Γ contains a nontrivial normal subgroup U of order a power of p then U is inside a p-Sylow of G(k), i.e., the unipotent radical of a Borel. By a theorem of Borel-Tits [BT71, 3.1 Proposition], there is a parabolic P ⊂ G containing N G (U) whose unipotent radical contains U. Since G is reductive, P is a proper parabolic if U is nontrivial. Since U is normal in Γ, this implies Γ is in a proper parabolic of G, contradicting irreducibility. By embedding G in GL n for some n, we may now apply Lemma 6.3 with c 1 − 1 equal to the number n G obtained from Lemma 6.5, to get c 2 such that if Γ has a cyclic quotient of order ≥ c 2 then the centre of Γ contains a cyclic subgroup Z of order at least c 1 and of order prime to p. By Lemma 6.5 there exists an integer n < c 1 so that C G (s n ) is a Levi subgroup, where s is any generator of Z. By construction, s n is not the identity and since G is adjoint, it is also not central, so C G (s n ) is a proper Levi subgroup of G. But Γ ⊂ C G (s n ) and this contradicts irreducibility once again.
Completion of the argument
In this section we combine the results of the previous sections with a standard Galois-cohomological argument (originating in [Ram99] and [Tay03] ) to prove our main theorem. We must first, however, take a small technical digression, only needed when z µ 0, to complement the results of §5 and to explain a way to kill Selmer and dual Selmer classes supported onρ(z µ ) andρ(z µ )
* . Recall that Proposition 5.6 does not apply to such classes, and indeed such classes cannot be killed with trivial primes. Following the template of [CHT08, Corollary 2.6.4], however, we will explain how a hypothesis on the class group Cl( F) of F and some knowledge of the local deformation conditions can rule out the existence of Selmer or dual Selmer classes supported on z µ .
Of course, for the primes S of ramification of our residual representationρ, we have not defined explicit local deformation conditions: that some such good conditions can be defined will be one of the hypotheses of our main theorem. The argument in [CHT08] crucially depends on knowing that
) (where L v is the tangent space of the local condition) are unramified, and they deduce this from the explicit description of their sets L v . What we will do instead is postulate the existence of good local conditions in the adjoint case, and then show these can be suitably lifted to good local conditions in the general case that will have this "unramified on z µ " property. •
.
Choose a multiplier character ν :
has order coprime to p.
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Then there exists a representable, G-stable, subfunctor Lift
, and satisfies
Proof. For an object R of C O , we define Lift
(R) to be the set of lifts ρ :
We now check formal smoothness. Let R → R/I be a small extension in C f O
, and let ρ ∈ Lift 
der (R) vanishes, and thus the image of obs ρ in H 2 (Γ F v ,ρ(g/g der )) ⊗ k I also vanishes. We conclude that obs ρ itself is trivial and obtain a liftρ ∈ Lift ν ρ v (R). This lift automatically satisfies the first bulleted point above, and we can modify it by an element of H 1 (Γ F v ,ρ(z µ )) to satisfy the third bulleted point, since we just saw that there is a lift along G/G der (R) → G/G der (R/I) that allows no additional ramification. Moreover, we can modifyρ by any element of H 1 (Γ F v ,ρ(g der )) ⊗ k I without altering either the first or third bulleted properties. In particular, we can alter it by a cocycle φ such that exp(φ)ρ has image mod Z 0 G 0 lying in Lift
. Finally, by construction the tangent space of Lift
is isomorphic to the direct sum of Def
and H 1 unr (Γ F v ,ρ(z µ )). The last assertions of the lemma follow from the assumption
Lemma 7.2. Letρ : Γ F,S → G(k) be a residual representation, for any G as in §2. Assume that 
Proof. We first note that the subspaces L v that we have defined for v ∈ T \ S ∪ {v|p} all satisfy
. This is a case-by-case check from the explicit descriptions of these spaces. Moreover note that the analogous inequality then holds for the L ⊥ v (at all places v ∈ T ), since the unramified cohomology on the dual side is the annihilator of the unramified cohomology under local duality.
Thus, 
• Let W be any simple 
4).
• For all v ∈ S not above p, there is a formally smooth local deformation condition P v forρ| Γ Fv whose tangent space Tan Then there exist a finite set of places T ⊃ S and a geometric lift ρ ofρ 
is a non-trivial power ofκ (this condition is a minor strengthening of the condition (REG)). Remark 7.6. We make some remarks on the effectivity of the bound p ≫ 0 in the theorem. The possible need to increase p arises at several points in the paper. In §3.1, the bound on p is explicit. In §5 and §4 we have not computed an explicit bound on p, but we could easily derive one by following the arguments of those sections; the bounds coming from these sections essentially amount to the condition that certain F p -vector spaces not be covered by a finite (bounded absolutely in terms of G) number of hyperplanes. In deducing the image hypotheses of §5 and §4 from the irreducibility hypothesis of Theorem 7.3, there is an explicit bound ensuring the cohomology (H 
In the discussion that follows, ν will be fixed, but we will omit it from the notation (for, e.g., local deformation conditions). We begin by invoking the results of §4. As in the argument surrounding Lemma 4.3, we choose a finite set of primes T ⊃ S with T \ S consisting of trivial primes so that
2 ) ofρ (with multiplier ν). We then fix the following local lifts ofρ| Γ Fw for all w ∈ T :
• For each w ∈ S not above p we consider the local deformation condition P w whose existence is assumed in Theorem 7.3 (invoking Lemma 7.1 if necessary), and we fix a lift λ w ∈ Lift . If on the other handρ| Γ Fw is trivial, then we choose χ w as in Lemma 3.16, so that β • χ w is non-trivial mod p 2 for all negative roots β, and we again further require that for all simple roots α, α • χ w is a positive power of κ. Having chosen a maximal torus lifting T G as in Definition 3.15, we then let λ w be an element of Lift
2 ) of Definition 3.5, for some pair (T, α) of a maximal torus and root (these depend on w, but will be omitted from the notation). Moreover, we if necessary enlarge the set T and choose the lifts λ w so that the elements λ w (σ w ) generate G der (O/p 2 ). We showed this is possible in Lemma 4.4.
By Lemma 7.1, or by inspection as in Lemma 7.2, for any w ∈ T and any c w ∈ H 1 unr (Γ F w ,ρ(z µ )), the lift (1 + pc w )λ w lies in the same space of local lifts (Lift
) from which we have just drawn λ w .
As before, we write z T = (z w ) w∈T for the element of ⊕ w∈T H 1 (Γ F w ,ρ(g µ )) measuring the discrepancy between ρ 2 and the collection (λ w ) w∈T , and we let z der T denote its component in H 1 (Γ F,T ,ρ(g der )). Now one of two things can happen:
• The local classes z der T may already lie in im(Ψ T ) (in the notation of §4). In this case, we replace ρ 2 by some (1 + ph)ρ 2 , where h ∈ H 1 (Γ F,T ,ρ(g der )) satisfies h| T = z der T .
• If z der T is not in im(Ψ T ), then Proposition 4.9 produces a finite set Q of trivial primes and a class h ∈ H 1 (Γ F,T ∪Q ,ρ(g der )) such that h| T = z der T and (1 + ph)ρ 2 | w has, for all w ∈ Q, the form required in Definition 3.9. We then replace ρ 2 by (1 + ph)ρ 2 .
Letting Z be either ∅ or Q in the two cases just described, and now writing ρ 2 for the replacement just described, we have now arranged that ρ 2 is unramified outside T ∪ Z and satisfies:
• For all w ∈ T , ρ 2 | Γ Fw = (1 + pc w )λ w for some c w ∈ H 1 (Γ F w ,ρ(z µ )).
• For w ∈ Z, ρ 2 | w belongs to a suitable set Lift
2 ) as in Definition 3.9.
Now we explain how to correct the z µ component of our lift. Recall that the reduction map
There is then a class a ∈ H 1 (Γ F,T ,ρ(a)) such that (1 + pa)(s(ρ mod G der )) has multiplier character ν, and then another class
Now replacing ρ 2 by (1 + ph ′ )ρ 2 , we may assume that the class c w above (for all w ∈ T ∪ Z) measures the discrepancy between (λ w mod G der ) and (1 + pa)s(ρ| w mod G der ); it follows that c w belongs to H 1 unr (Γ F w ,ρ(z µ )), since (λ w mod G der ) itself differs from s(ρ mod G der ) by a cocyle unramified in the z µ component (by the choice of local condition, as in Lemma 7.1). We can then simply modify our choice of λ w by this unramified c w to arrange ρ 2 | w = λ w for all w ∈ T ; moreover, as noted above, the resulting new choice of λ w lies in the same desired space of local lifts we specified at the start of the proof.
In particular, since ρ 2 is locally unobstructed, there is a lift ρ 3 :
Next we define the following Selmer system L = {L w } w∈T ∪Z :
• If w ∈ S \ {v|p}, let L w = Tan In what follows, we will be slightly abusive in writing L w for both this tangent space and its intersection with H 1 (Γ F w ,ρ(g der )). For p ≫ 0, the class group assumption of Lemma 7.2 holds, so
The Greenberg-Wiles formula, our oddness and global image hypotheses, and the calculations of §3.1 imply that we are in the "balanced" situation,
and consequently h
In fact, we can say something more precise (this refinement is only relevant when
supported on that G-orbit. To see this, we note that the oddness condition restricts to an oddness condition on G-orbits, and that the equality
follows from our assumptions on L v , v ∈ S \ {v|p}, and by inspection for the conditions L v that we have explicitly constructed. We now use the results of §5 to annihilate these Selmer groups by allowing additional ramifi-
) is non-zero (else, as we will see, we can lift as in the theorem's conclusion), and let ψ be any non-zero element, which we may assume to be supported on a single G-orbit of simple factors of g der . From the balanced condition, we see that there is a non
, also supported on the same G-orbit. We can therefore invoke the results of §5: by Proposition 5.6, there is a trivial prime q T ∪ Z and a root α (for some maximal torus of G) such that
The argument is now standard, but we recall it for convenience. A double application of the Greenberg-Wiles formula implies that
and the right-hand side of this equation is zero since φ| q spans the one
is an equality, and since
. Thus we can proceed inductively, finding a finite set Q of trivial primes such that for all q ∈ Q, the restriction ρ 2 | Γ Fq lies in a set Lift (O/p 2 ), and now h
Again by Lemma 7.2, we likewise conclude that
Now the Selmer group version of the Poitou-Tate sequence implies that
is an isomorphism, and
is injective. By Equation (9), Lemma 3.6, Lemma 3.10, and Lemma 3.16, there is a cohomology class X ∈ H 1 (Γ F,T ∪Z∪Q ,ρ(g µ )) such that (1 + p 2 X)ρ 3 satisfies the following local conditions:
• At primes w ∈ S not above p, it belongs to Lift
• At primes w|p, it belongs either to Lift • At primes w ∈ Z, it belongs to Lift
Now the procedure for inductively lifting is clear: (1 + p 2 X)ρ 3 is locally unobstructed, so by Equation (10) it can be lifted to ρ 4 : Γ F,T ∪Z∪Q → G(O/p 4 ); this lift can again be adjusted by a one-cocycle so that locally it satisfies the above four bulleted conditions, and so on. The result is a compatible system of lifts (ρ m ) m≥1 , each satisfying the four bulleted local conditions, and their
is the lift promised in the theorem statement. It is de Rham at v|p by Lemma 3.13 or Lemma 3.17.
The final claim about the image can be checked by inductively showing that im(ρ n ) must contain G der (O/p n ) for all n ≥ 2, with the base case n = 2 coming from the construction of ρ 2 . Suppose the claim is known for n. We will show that every element of the kernel of
Embedding G into some GL N , we will argue with matrices. Let s = 1 + p n X be in the above kernel. By assumption there is some element y ∈ H of the form y = 1 + p n−1 X + p n Y. Then H also contains
since n ≥ 2, and we are working modulo p n+1 .
We also note that the method of proof allows us, without assuming oddness ofρ, to construct possibly non-geometric p-adic deformations, since the arguments of Theorem 7.3 only require that whenever we have a non-trivial dual Selmer class, we can also find a non-trivial Selmer class,:
Theorem 7.7. Let F be any number field, and letρ : Γ F,S → G(k) be a continuous representation unramified outside a finite set of places S containing those above p. Let F be as in Theorem 7.3. Assume that p ≫ G,F 0, and thatρ satisfies the following:
see Remark 7.4).
• For all v ∈ S not above p, there is a formally smooth local deformation condition P v for ρ| Γ Fv whose tangent space Tan
. If G is not connected, and the center of G 0 is positive-dimensional, we instead impose the hypothesis of Lemma 7.1 above. Then for some finite set of primes T ⊃ S ,ρ admits a lift ρ :
Proof. The argument is the same as that of Theorem 7.3, except at places v|p we take the local deformation condition to be all lifts ofρ| Γ Fv . Our hypothesis ensures that this condition is formally smooth. The corresponding application of the Greenberg-Wiles formula (notation as in the proof of Theorem 7.3) yields
(Equality holds when F is totally real, andρ(c v ) = 1 for all complex conjugations c v ). This inequality suffices to proceed as in the proof of Theorem 7.3.
Examples
In this section we gather a few examples to which our method applies. [Pat16] , but some of which appear in [Tan18] ) complete the argument. The arguments of the present paper apply to these examples without relying on case-by-case calculation; the multiplicityfree restriction in Theorem 7.3 still requires that we exclude type D 2n , however. Let G 0 be a split connected reductive group over Z p . Recall that for p ≫ G 0 0, there is a unique conjugacy class of principal homomorphisms ϕ : SL 2 → G 0 defined over Z p (see [Ser96] ). Assume that G = L H, the L-group of a connected reductive group H over F; that is, we choose over F a maximal torus and Borel subgroup T F ⊂ B F ⊂ H F to obtain a based root datum, and then a choice of pinning allows us to define an L-group G = L H = H ∨ ⋊ Gal( F/F) for some finite extension F/F. The principal SL 2 extends to a homomorphism ϕ : SL 2 × Γ F → L H ([Gro97, §2]), and we assume that ϕ extends to a homomorphism GL 2 × Γ F → L H (this is always the case if, eg, H is simply-connected, and in general it can be arranged by enlarging the center of H). The following crucial assumption is needed to use the principal SL 2 to produce odd homomorphisms valued in L H: Assumption 8.1. Assume that F/F is contained in a quadratic totally imaginary extension of the totally real field F, and that the automorphism of H ∨ given by projecting any complex conjugation c ∈ Γ F to Gal( F/F) preserves each simple factor h 
where n is the unipotent radical of a ) and Sym 2n (k 2 ), for σ ∈ Aut(k/F p ). The claim follows from the fact that p is sufficiently large compared to (the Coxeter number of) G. To satisfy the local hypotheses of Theorem 7.3, first assume v ∈ S \{v|p}. Ifρ(I F v ) has order prime to p, we take minimal deformations in the sense of [Pat16, Lemma 4.17]. In general, there are three cases to consider:
• Ifr| I Fv is decomposable, thenρ(I F v ) has order prime to p, so the above remark applies.
• Ifr| I Fv is irreducible and p|#r(I F v ), then Dickson's theorem forces p ≤ 5, excluded by our assumption that p ≫ G 0.
• Ifr| I Fv is indecomposable but reducible, then it has a unique I F v -stable line, which must therefore be Γ F v -stable as well. In other words,r| Γ Fv is reducible, of the form
where u defines an element of H 1 (Γ F v , k(ψ 1 /ψ 2 )) having non-trivial restriction to I F v . This restriction corresponds (since v does not divide p) to an element of Hom Γ Fv (µ p (F v ), k(ψ 1 /ψ 2 )), so in order to be non-zero we must haveκ = ψ 1 /ψ 2 , andρ(I F v ) u(I F v ) Z/p. We then use the "minimal" deformation condition forρ| Γ Fv described in [Pat17, Definition 4.4, Lemma 4.5]. Finally, if v|p, we just need to say one thing about the Fontaine-Laffaille case. For G 0 = GL N , the principal SL 2 is equivalent to Sym N−1 (k 2 ), so we have to check that Sym N−1 (r| Γ Fv is also FontaineLaffaille. This follows from the fact that the Fontaine-Laffaille functor is compatible with tensor products in the range we have restricted to (see [Boo18b, Fact 4 .12], which is proven in an appendix included in the arXiv version of ibid.).
Remark 8.4. In particular, starting withr : Γ Q → GL 2 (k) coming either from classical modular forms or elliptic curves, we can construct geometric representations ρ : Γ Q → G(O) whose image has Zariski closure containing G der . In fact, if k = F p , the fact that the mod p 2 lifts ρ 2 that we construct satisfy ρ 2 (Γ Q ) ⊃ G der (O/p 2 ) implies (for p ≫ G 0) that the image of ρ even contains an open subgroup of G der (Z p ).
8.2. Normalizers of tori. In this subsection we make no effort to be maximally general. For simplicity we assume that G 0 /Z G 0 is simple. Let T be a (split) maximal torus of G 0 . Residual representations valued in N G (T )(k) lift to G(O), since (provided p does not divide #W G 0 ) the image ofρ has order prime to p. Our main theorem shows that non-trivial lifts (with Zariski-dense image in G) also exist under suitable hypotheses onρ. •ρ(Γ F ) is equal to N G (T )(F p ).
•ρ is odd. For instance, we can make one of the following assumptions: Now we proceed to the global hypotheses. The field K = F(ρ(g der ), µ p ) does not contain µ p 2 , again since # im(ρ) is prime to p. Sinceρ(Γ F ) equals N G (T )(F p ), it is easy to check thatρ(g der ) decomposes (for p ≫ G 0) as absolutely irreducible, non-isomorphic summands t der ⊕ g long ⊕ g short consisting of the (intersection with G der of the) maximal torus and the subspaces of all long or short roots (if g is simply-laced, then there are just two constituents in this decomposition). This is not the most useful result, since it can be difficult to realize N G (T )(F p ) as a Galois group over Q (the sequence 1 → T → N G (T ) → W G → 1 need not split). Theorem 7.3 is easily seen to apply whenρ(Γ F ) equals certain somewhat smaller subgroups of N G (T )(F p ). For instance, in [Tan18] , Tang classifies those connected reductive groups G that arise as the Zariski closure of the image of a homomorphism Γ Q → G(Q p ). The main theorem of [Tan18] gives a complete answer to this question (for p ≫ 0) modulo some elusive cases, consisting of certain simply-connected groups (e.g. E sc 7 ) for p failing to satisfy some congruence condition (see [Tan18, Theorem 1.3]). As explained in [Tan18, Theorem 1.5, §3.4], our main theorem allows Tang to treat these remaining cases.
8.
3. An open case: deforming exotic finite subgroups. We conclude by constructing some odd irreducible representationsρ : Γ Q → G(k) of a less Lie-theoretic flavor that neither our Theorem 7.3 nor potential automorphy theorems will succeed in lifting to Zariski-dense representations ρ : Γ Q → G(O). Our results do not apply because in these examples #ρ(Γ Q ) is coprime to p (so all of the potentially problematic group extensions as in Assumption 5.1 split), and Γ Q acts onρ(g) with multiplicities greater than 1. Recall that over C we have an embedding F 4 (C) ֒→ E sc 6 (C) given by identifying F 4 to the stabilizer of a vector in one of the 27-dimensional minuscule representations V min of E sc 6 . Letting H and G be the split groups (over Z) of type F 4 and E sc 6 , we can realize this embedding H ֒→ G over R = O E [
1 N ] for some number field E and integer N (a quantitative refinement of this soft "spreading-out" assertion is of course possible). By [CW97, 1.1 Main Theorem], the finite groups A 6 and PSL 2 (F 13 ) embed into F 4 (C), and, perhaps after replacing E (and hence R) by a finite extension, we may assume these groups are embedded into H(R). This theorem also tells us the characters of A 6 and PSL 2 (F 13 ) in V min and the adjoint representation of E 6 . Recalling the decompositions as Example 8.6. For a positive density set of primes p, there are representationsρ 1 : Γ Q → F 4 (F p ) andρ 2 : Γ Q → F 4 (F p ) that have images im(ρ 1 ) A 6 , im(ρ 2 ) PSL 2 (F 13 ), and that satisfy all the hypotheses of Theorem 7.3 except the multiplicity-free condition onρ(g). Moreover, composing eitherρ i with any faithful representation of F 4 yields a residual representation that does not satisfy the hypotheses of the potential automorphy theorems of [BLGGT14] .
Proof. There are Galois extensions L 1 /Q and L 2 /Q satisfying Gal(L 1 /Q) A 6 , Gal(L 2 /Q) PSL 2 (F 13 ), and complex conjugation c is non-trivial in each Gal(L i /Q): the constructions of L 1 and L 2 are due to Hilbert and Shih, respectively, and both are explained in [Ser08, §4.5, Theorem 5.1.1]. It is easy to see that we can take c to be non-trivial, and note that to apply Shih's theorem we use that 2 13 = −1. Let p be any sufficiently large (in the sense of Theorem 7.3 for F 4 , not dividing N, and not dividing # im(ρ i )) prime that is split in L i /Q. Reducing the inclusions Gal(L i /Q) ֒→ H(R) modulo a prime of R above p, we obtain residual representationsρ i : Γ Q → H(F p ) satisfying the conditions of Assumption 4.1 (note that L i /Q is disjoint from Q(µ p )/Q, and that none of the characters in the above decompositions of Lie(F 4 ) are trivial) except for the multiplicity-free requirement. Moreover, by the character calculation preceding Proposition 8.6, bothρ i are odd. At the prime p,ρ i | Γ Qp is trivial, and at primes ℓ of ramification of L i /Q,ρ i | I Q ℓ has order prime to p, so to satisfy the local hypotheses of Theorem 7.3 we can take minimal deformations at ℓ as in [Pat16, Lemma 4.17] .
Finally, we note that every non-trivial irreducible representation of F 4 has some multiplicity greater than 1 in its formal character, soρ i with such a representation cannot have any geometric lift whose composite with such a representation is Hodge-Tate regular. Thus we cannot apply the potential automorphy theorems of [BLGGT14] (as in [BCE + 18]) to lift ourρ i . (Even worse, the actions of the subgroups A 6 and PSL 2 (F 13 ) on U (the irreducible 26-dimensional representation of F 4 ) are reducible.)
We conclude by noting that, of course, the representationsρ i just constructed do satisfy the hypotheses of Corollary 4.10, so they do admit (non-geometric) lifts to G(O) with image as large as possible.
