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Abstract
Geometric phase can explain the rotation of a dynamical system independent of an-
gular momentum. The canonical example of such is a cat (a non-rigid body with an
inbuilt control system), falling from an inverted position, being able to re-orient itself
with negligible total angular momentum so as to land on its feet. The system of three
bodies moving under mutual gravitation is similarly non-rigid, capable of changing
size and shape under the dynamics of that force.
Using coordinates that reduce by translations and rotations and simultaneously regu-
larise all binary collisions, which separate shape dynamics from rotational dynamics,
we show how certain discrete symmetries (including both reversing and non-reversing
symmetries of the equations of motion) can force the geometric phase of motion pe-
riodic to vanish.
This result is illustrated with periodic orbits discovered in a numerical survey, many of
which are heretofore unknown, and the findings of this survey are discussed in detail,
including stability, geometric phase, and classification of orbits.
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A note on technology
This thesis was prepared primarily as an electronic document for electronic submis-
sion. As such, while it is suitable for printing, its figures were prepared using the
Asymptote vector programming language with some level of user interactivity in
mind. One of the options available when integrating Asymptote with LATEX is to
include 3D graphics as “pop-out” documents. When using a suitable PDF reader,
such as Adobe® Reader, with Java® enabled, double-clicking on any of the figures
will open it as a new window or tab. The 3D figures can then be rotated and zoomed,
while 2D figures are simply enlarged.
It may be necessary to adjust the settings/preferences in Adobe® Reader for the
3D content to appear. The following is valid for Adobe® Acrobat Reader DC. To
ensure 3D is correctly enabled, open the preferences window (by going to the menu:
Edit→Preferences...), navigate to the tab entitled “3D & Multimedia” and ensure that
the checkbox labelled “Enable playing of 3D content” is checked. Hardware rendering
(DirectX or OpenGL), where available, is preferred, but all settings other than the one
above must be chosen by the user according to what works best on the system used
to read and interact with this document (the default is expected to work, however).
Appendix F, due to its size, is presented as a separate document. Some links within
this document, which have the form “t0(1,1)”, if clicked upon, will open the appro-
priate page of the appendix if the file “rose db appendix.pdf” is in the same directory
as this document. Unfortunately, the 3D content of Appendix F may take a long time
to load, depending somewhat upon the specifications of the user’s computer system,
during which time the PDF reader may not respond to user commands. Rest assured,
however, that the software has not crashed or frozen - unless, by some ill fortune, it
has. In such cases, the author must sadly fall back on the traditional defence in IT:
“It works for me!”
The author hopes that this functionality is nevertheless of some benefit to the reader.
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Common symbols and terms
(j, k, l): Cyclic permutations of (1,2,3).∑, ∏: Sum and product without index are obtained by replacing (j, k, l)
in the summand or factor by all cyclic permutations of (1,2,3) and
adding or multiplying the resulting terms to obtain the result.
t˜ ∈ R: Physical time.
mj ∈ R+: Mass of body j.
m ∈ R+: Sum of masses, m =m1 +m2 +m3.
M ∈ R+: Product of masses, M =m1m2m3.
µj ∈ R+: Reduced mass: 1µj = 1mk + 1ml .
Xj ∈ C: Position of body j relative to the centre of mass. All three X1X2X3
form a (possibly degenerate) triangle.
Orientation: The direction in which the indices of the vertices of X1X2X3 are
ordered in the plane: increasing counter-clockwise = positive orien-
tation; or increasing clockwise = negative orientation.
Pj ∈ C: Momentum of body j.
aj ∈ R: Symmetry-reduced coordinate, length of the side ofX1X2X3 opposite
to body j such that ∣Xl −Xk∣ = aj.
pj ∈ R: Canonically conjugated momentum with respect to aj.
φj ∈ R: Angle of the side ofX1X2X3 opposite tomj such thatXl−Xk = ajeiφj .
αj ∈ R: Regularised variables with relationship to side lengths: aj = α2k +α2l ;
or αj = ±√σ − aj. Orientation corresponds to the sign of the product
α1α2α3.
pij ∈ R: Canonically conjugated momentum with respect to αj.
t ∈ R: Scaled time, necessary for regularisation. Related to t by dt˜dt = a1a2a3.
α ∈ R+: Square root of semiperimeter: α2 ∶= ∑α2j = 12 ∑aj.
O ∈ C: Centre of mass: O = 1m ∑mjXj, with all Xj, Pj chosen so that O = 0
for all time.
C ∈ C: Incentre of X1X2X3: C = 1σ ∑ajXj.
A ∈ R: Signed area of X1X2X3: A = α1α2α3α.
φ ∈ R: An angle introduced by symmetry reduction such that φ = 13 ∑φj.
Required for reconstruction.
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pφ ∈ R: Angular momentum, conserved quantity canonically conjugated with
respect to φ: pφ = Im∑ X¯jPj. After symmetry reduction we choose
pφ = 0.
∆G ∈ R: Geometric phase.
x′: Derivative with respect to physical time: dx
dt˜
.
x˙: Derivative with respect to scaled time: dxdt .
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1 Introduction
1.1 Overview
The 3-body problem was first described by Newton [54], and is one of the classical
problems of mathematics, physics, and astronomy. To review the 3-body problem in
its entirety would be impossible, and is indeed unnecessary. Many tomes are devoted
to the topic, to the n-body problem in general, and to celestial dynamics; see, for
example, [35, 68, 62, 10]. Many methods have been used to simplify the 3-body
problem and understand its dynamics. Such techniques have included restriction to
fewer dimensions, as in the planar, isosceles, and rectilinear 3-body problems; the
restricted (spatial and planar, circular and elliptical) 3-body problem, in which one
body is treated as having negligible mass; and the search for (relative) equilibria, and
for periodic motions in all possible simplified versions of the problem and in the full
problem. Much of the focus of study in the 3-body problem has been to understand
whether or not our own solar system is stable; although it appears to have lasted for
thousands of millions of years, it is natural, after all, to wonder if it will continue
to last in a state similar to the present, or for how long it will do so. Laskar, in
work expanding upon that by Ito and Tanikawa [27], who performed extremely long
term (109 years) integrations of a simplified solar system, has in recent times done
considerable work to this end, showing that the solar system is chaotic and that the
inner solar system could even, with a probability of about one per cent, be disrupted
catastrophically in the remaining life of the sun; for example, see [31, 32].
Poincare´ most famously proved the non-integrability of the 3-body problem [56] and
made great early investigations into chaos. In light of his results, it seems that periodic
orbits may be one of our clearest windows into the 3-body problem.
What makes these periodic solutions so precious is that they are, so to
say, the only breach we can use to penetrate into a region reputed to be
unapproachable. -Henri Poincare´ [57]
This thesis is concerned with relative periodic orbits for equal masses and vanishing
angular momentum, and with geometric phase for general masses and vanishing angu-
lar momentum. Our goal is to understand how symmetry affects the geometric phase,
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and to find relative periodic orbits with large rates of rotation per period.
Geometric phase can explain a rotation independent of angular momentum, typically
as a result of a non-rigid body or system of bodies deforming and returning to the
same shape as at some earlier time. The most classic example of such motion is the
problem of the falling cat, in which a cat, dropped from an inverted position with no
angular momentum, is able to land on its feet. The motion of the cat in this instance
is—more or less—periodic [39], in the sense that it starts in one shape, moves its
limbs and upper and lower torso in relation to one another, and finally returns to
(roughly) the same shape as that in which it began. That is, in an idealised sense,
it undergoes a periodic motion in its space of allowable shapes, or shape space. This
rotation is not achieved by ærodynamical effects; it is purely due to the geometry
of the deformations involved, and has been studied in detail by several authors (see
Montgomery [46], and references therein), and explained in a very readable review of
the phenomenon of geometric phase in general by Batterman [3].
The 3-body problem is similar to the cat in that it describes a system of bodies capable
of changing shape, and, when restricted to zero angular momentum, the dynamic
phase (an integral of the instantaneous angular velocity and moment of inertia over
an orbit) vanishes: the rotation of a relative periodic orbit with vanishing angular
momentum is purely due to the geometry of its motion. In 1984 Berry [4] described
a path-dependent phase change for quantal systems undergoing an adiabatic change,
which became known as “Berry’s phase”. Through several works [20, 28] the Berry
phase was adapted by Wu [86] to develop a similar result for the 3-body problem.
Montgomery picked up the story in [47], after his work on the falling cat, resulting
in a one-form that can be integrated over a periodic orbit of the 3-body problem to
calculate its geometric phase.
We begin this thesis with an overview of the frameworks in which we shall reside, in-
troducing terminology and important concepts that are more general than the specific
problem posed. Initially this will take us through Hamiltonian systems, concepts of
symmetry—of both continuous and discrete types—and the “reductions” of the prob-
lem that simplify it as much as possible and reveal its underlying structure. Special
discrete symmetries are involutions, including reflections and “time reversal”. The
section concludes by describing a method of reducing a continuous system to a dis-
crete map, the Poincare´ map. We continue by working our way to the 3-body problem
itself, taking a broad look at the structure of the problem. Specific ideas that we will
develop include reduction by continuous symmetries (resulting in the shape space and
shape sphere) and regularisation of binary collisions (with a corresponding shape space
and shape sphere that are enlarged versions of the preceding ones).
After transformation into a suitable frame of reference (namely the centre of mass
1.1. OVERVIEW 3
frame), relative periodic orbits of the un-reduced system are orbits that, after some
specific length of time called the period, are related to their original configuration by a
rigid rotation about the centre of mass. Reduction by continuous symmetries causes
all relative and absolute periodic orbits to become periodic in the reduced space.
The reduced space (shape space) can be considered as the set of congruence classes
of oriented triangles, and the shape sphere the set of similarity classes of oriented
triangles.
Symmetry is fundamental to two of our main problems: first, that of geometric phase;
second, that of classification of periodic orbits. Chapter 2 is devoted to the discrete
symmetries that remain in the problem after reduction by continuous symmetries. We
examine the symmetries for general masses, two equal masses and all equal masses,
the fixed sets of all possible symmetries and the element structure of the symmetry
group, as well as the subgroup structure that becomes relevant particularly when
studying periodic orbits with symmetries.
Chapter 3 discusses a method of, in essence, “naming” each possible solution through
the assignment of symbols to particular events along a solution curve, and it concludes
with a different look at some of the symmetries of the 3-body problem, which suggests
a classification scheme for the symbol sequences of periodic orbits. We develop a
simple way to classify the symmetry group of an orbit up to isomorphism.
In Chapter 4 we investigate geometric phase. What symmetries are associated with
its presence or its absence? It all becomes clear: simply by the presence of certain
symmetries in the symmetry group of a periodic orbit we can deduce that its geometric
phase vanishes! This is one of our main results, Theorem 4.5. We obtain a simple
classification scheme using its symbol sequence to quickly determine if an orbit is
absolutely periodic.
Chapter 5 takes a different direction, where we discuss the numerical methods and
programs with which we will find periodic orbits. First, we must find a way to approx-
imate solutions “politely”; that is, respecting the symplectic structure of Hamiltonian
systems, which is not respected by traditional integration methods. Attempting to
use non-symplectic methods may result in totally inaccurate results. In contrast, sym-
plectic numerical methods can give very good “global” accuracy for the solutions they
approximate, at the cost of possible greater computational complexity or lower local
accuracy. This gives the first explicit symplectic integrator for the symmetry reduced
and regularised 3-body problem with vanishing angular momentum. The second part
of this chapter discusses our methods, making use of the integrator now developed,
for finding periodic solutions of the regularised and symmetry-reduced problem.
Chapter 6 is where we present and discuss the “experimental” findings of our search.
It is paired with the rather bulky appendix F (the “Bestiary”, as we call it), in which
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are listed 363 relative periodic orbits of the equal mass 3-body problem with vanishing
angular momentum, unique up to symmetry, and their “vital statistics”. In summary,
we present 221 collisionless orbits—some known in current literature, but many new—
with varying levels of symmetry, and many linearly stable, including several absolute
and relative choreographies, and relative partial choreographies, which we believe are
heretofore unknown for vanishing angular momentum. The Bestiary also includes 82
collision orbits, divided into two categories: 75 in which the collisions occur between
only one pair of bodies and 7 in which the collisions occur between two different pairs of
bodies. Remarkably, some in each camp are stable. The remaining orbits live in special
invariant subspaces of the dynamics: 5 are isosceles, and 55 are collinear. All but two
particularly simple orbits (one from each) of the invariant subspaces are unstable.
Among our main findings are that most periodic orbits can easily be classified by
their paths in the regularised shape space relating them to collinear, isosceles or
choreographic motion, and that with these modes of behaviour are restrictions on the
symmetries they possess. Returning to the geometric phase, we also show the relative
periodic orbit which has the largest rate of rotation per period, albeit at angular
momentum zero.
1.2 Hamiltonian systems
Hamiltonian dynamics is a framework for the study of dynamical systems with a
certain underlying structure common to many physical systems (for example, see [2]),
of which the problem of mutually gravitating particles is but one class. A Hamiltonian
system is derived from a smooth scalar function H(z, t), called the Hamiltonian,
and represented by a system of first order differential equations (called Hamilton’s
equations):
z˙ = J∇H(z, t), J = ( 0 I−I 0) , (1.1)
where z ∈ Ω is a vector of length 2n (the set Ω is the phase space and is for us R2n, with
n being the number of degrees of freedom of the system), t ∈ R and J is the symplectic
matrix, with I the n × n identity matrix. The phase space vector is naturally split
like z = (q, p), where q, p ∈ Rn are canonically conjugated variables, q representing
configuration in some sense and p representing the canonically conjugated momenta
with respect to q. Note that J−1 = JT = −J , with T indicating transposition.
The system of differential equations can thus be represented by
q˙ = ∇pH, p˙ = −∇qH. (1.2)
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The Hamiltonian usually represents the total energy of a system, with H = T (p, q) +
V (q), where T is kinetic energy and V is the potential energy. Very often it is the
case that T is a quadratic form in the momenta. That is, we can write
T (p) = 1
2
pTMp, (1.3)
whereM =M(q) is the mass matrix. For a mechanical system describing the motion of
point particles whose Hamiltonian is written in Cartesian coordinates, M is diagonal,
with the entries equal to the masses of each body corresponding to the respective
components of p.
When the time variable t is absent, the Hamiltonian is described as autonomous, and
the value h =H(z) of the Hamiltonian along any given solution of equation (1.1) is a
constant of motion. Should a Hamiltonian be dependent on t, we can expand the phase
space so that t becomes a coordinate with canonically conjugated momentum pt = −h,
introducing a “fictional” time variable t˜ such that dt
dt˜
= t˙ = ∂H∂pt and dptdt˜ = p˙t = −∂H∂t ,
and the resulting system can be considered autonomous with respect to the new time
variable.
Hamiltonian systems also possess what is called a symplectic structure. A real 2n×2n
matrix A is called symplectic if
ATJA = J. (1.4)
Every symplectic matrix is invertible with determinant +1, with inverse given by
A−1 = J−1ATJ . The flow map of a Hamiltonian system is a symplectic map, which
means that its Jacobian matrix is a symplectic matrix. A symplectic integrator in an
approximation of the flow by a time stepping map that is symplectic.
1.2.1 Change of coordinates and generating functions
Given a Hamiltonian H written in terms of canonical coordinates (q, p), we may
wish to choose different coordinates (Q,P ) that preserve the structure of Hamilton’s
equations for that system and result in a new Hamiltonian K, simpler or more ad-
vantageous in some way than the original. We wish to obtain Q = Q(q, p, t) and
P = P (q, p, t). This is done through the use of a generating function G ∶R2n+1Ð→R,
a relationship between some old quantities, some new quantities, and possibly time.
There are four classes of generating functions:
a) G1(q,Q, t) ∶ p = ∂G1∂q ; P = −∂G1∂Q .
b) G2(q,P, t) ∶ p = ∂G2∂q ; Q = ∂G2∂P .
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c) G3(p,Q, t) ∶ q = −∂G3∂p ; P = −∂G3∂Q .
d) G4(p,P, t) ∶ q = −∂G4∂p ; Q = ∂G4∂P .
Substitution and rearrangement/inversion gives precise form of the relationships be-
tween new and old quantities, and in each case the new Hamiltonian is K(Q,P, t) =
H(q, p) + ∂Gi∂t .
Using a generating function to construct a coordinate transformation ensures that the
transformation is a symplectic map.
1.2.2 Orbits and the flow of Hamiltonian systems
1.2.2.1 Solutions
The differential equation (1.1) are in general too complicated to solve analytically.
Nevertheless, as a system of first order differential equations the existence and unique-
ness of their solutions for some time is guaranteed if H is smooth. Solutions may
terminate at singularities, where at least one of the values of coordinates or momenta
tends to infinity in finite time. Such singularities may or may not be related to sin-
gularities of the vector field, respectively the Hamiltonian. The vector field of the
Hamiltonian H induces a flow parameterised by time t, denoted ϕtH , that acts on the
phase space, such that ϕ0H = I. Given an initial condition z0 ∈ Ω we can denote a
trajectory by z(t) = ϕtHz0, or we can evolve a set of initial points A0 ⊂ Ω by the flow,
so that A(t) = ϕtHA0. The flow is itself a one-parameter symplectic transformation.
We consider an orbit to be the set Zz0 = {z ∈ Ω∶ z = ϕtHz0,∀t ∈ R}, or for as long as it
is defined.
1.2.2.2 Singularities
As mentioned, some solutions to a system may terminate in singularities. Such so-
lutions (or the sets of points leading to singularities) must be “removed” from the
phase space; however, in some cases the singularities themselves are removable by
some procedure (called regularisation) which reformulates the problem in some way
such that trajectories in the reformulated or regularised space are smooth when their
reconstructed analogues in the original space are not.
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1.2.2.3 Periodic orbits
Most systems admit solutions with the noteworthy property that for some minimal
T ∈ R+ it is the case that z(t) = z(t+T ) (then for any integer multiple of T this holds).
These solutions are periodic, and they are of great use in studying complex dynamical
systems.
Stability analysis, which is discussed in section 1.2.4, of periodic solutions allows us to
understand the behaviour of non-periodic solutions that are in some sense “nearby”.
1.2.3 Poincare´ mapping
Consider a dynamical system D (which in general need not be Hamiltonian) with
phase space Ω, with a smooth vector field defined by z˙ = F (z) inducing a continuous
(and reversible) flow ϕtD. We choose a suitable equation S(z) = 0 and define X ={z ∈ Ω∶S(z) = 0}, which we call the Poincare´ section or surface of section. Now we
define the Poincare´ map to be the map PD ∶XÐ→X induced by ϕtD such that for all
x0 ∈X, x1 = PD(x0) is the point on solution z(t) = ϕtDz0 with the least positive t that
intersects with X. Often intersection with X for which S˙(x1) has different sign from
S˙(x0) are discarded.
Thus the continuous system is replaced by a discrete map with one fewer degrees
of freedom but, importantly, displaying its key features if the surface of section S
was chosen well. We replace z(t) = ϕtDz0 by zi = P iD(z0), where z0 ∈ X, the i-th
composition of PD with itself. The resulting set Xz0 = {z ∈ X ∶ zi = P iD(z0)∀i ∈ Z} is
the orbit of z0.
In this setting, a periodic orbit is a solution for which zi = zi+k for which k ∈ Z+ is the
smallest value of k for which this holds. That is, periodic orbits are fixed points of
the map P kD; it is much easier to find the fixed points of such a map than it is to find
a periodic orbit in the continuous setting.
For an autonomous Hamiltonian system we must take extra care, as there is one
additional constraint that the value of the Hamiltonian is constant along any solution.
This means that when searching for periodic orbits in a Hamiltonian system we must
fix H(z0) = h, and our surface of section becomes a surface of codimension 2 in the
original phase space. In practise this means that we must choose one of the phase
space variables to be fixed by the others using the extra constraint.
8 CHAPTER 1. INTRODUCTION
1.2.4 Stability of periodic orbits
Stability of periodic orbits of Hamiltonian systems is treated generally by Birkhoff [5],
and Hadjimetriou [22] discusses the stability of periodic orbits of the 3-body problem
in particular. If z∗ is a k-periodic point of the Poincare´ map PD ∶XÐ→X, we have
that z∗ is a fixed point of the iterated map P kD. We thus linearise P kD about z∗ to
determine the stability of z∗:
ξi+1 = DP kD(z∗)ξi. (1.5)
The eigenvalues of DP kD indicate the stability of the solution given by z
∗. If the
modulus of any of the eigenvalues exceeds one, the orbit z∗ is unstable. Conversely, if
all the moduli of the eigenvalues are less than one the solution is asymptotically stable.
However, the product of the eigenvalues of periodic orbits in Hamiltonian systems
must equal one (as the map DP iD is symplectic); therefore, at best, all eigenvalues lie
on the unit circle, and the solution is linearly stable, but not asymptotically so.
1.2.5 Symmetry
Two classes of symmetries are of note: 1) continuous symmetries, which are associated
with constants of motion by Noether’s Theorem, and may be eliminated by an appro-
priate canonical transformation; and 2) discrete symmetries, in which the dynamics
in one region of phase space may be identified with the dynamics in another.
Define a map γ to be a symmetry of a system with vector field z˙ = F (z) if γ ○F (z) =
F ○ γ(z). If γ depends on a continuous parameter, we say that γ is a continuous
symmetry ; otherwise, we say it is a discrete symmetry. If every γ is invertible, the set
G = {γ} of symmetries form a group under composition.
Typically, we eliminate continuous spatial symmetries by appropriate canonical trans-
formations, so that the essential dynamics are captured without redundant expression
of information. Therefore, unless specified otherwise, we use the term symmetry group
to refer only to the group of discrete symmetries.
A fundamental feature of a symmetry is that if z(t) = ϕtHz0 is a solution of the system
H, so also is S(z(t)) = S(ϕtHz0) = ϕtHS(z0). That is, symmetries map solutions to
solutions, and, moreover, if a symmetry maps a solution to a different solution, the
two solutions are dynamically equivalent.
An additional symmetry is phase-shifting. That is, if z(t) is a solution of some con-
tinuous system, so is z(t − t0), simply shifting the origin of the time coordinate. If
z(t) is periodic with period T , phase shifts themselves form a group under addition
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modulo T . This is better expressed as a fraction of the period. This motivates the
following theorem [66].
Theorem 1.6. Suppose H is a Hamiltonian system possessing symmetry group G.
Suppose also that z(t) is a solution of Hamilton’s equations for H such that z(0) = z0
and z(t0) = γ(z0) for some γ ∈ G, some minimal t0 > 0, and γ is of order k. Then
z(t) is periodic with period T = kt0.
Proof. The statement that z(t0) = γ(z(0)) is equivalent to ϕt0Hz0 = γ(z0). Thus
z(2t0) = ϕ2t0H z0 = ϕt0H ○ ϕt0Hz0 = ϕt0H(z(t0)) = ϕt0Hγ(z0) = γ(ϕt0H) = γ2(z0). By iteration k
times we obtain z(kt0) = γk(z(0)) = z(0).
By phase-shifting we have z(t + kt0) = z(t) for all t. Therefore z(t) is periodic with
period T = kt0.
We denote such symmetries of solutions by (γ,± 1k mod 1), where γ ∈ G and γk = I,
such that (γ,± 1k)(z(t)) = γ(z(t+ Tk )). That is, after Tk the solution is in a configuration
related to its configuration at time t by symmetry γ.
We now introduce the idea of the fixed set of a symmetry; important because fixed
sets of involutions play an important role in the dynamics of systems with symmetry
[59, 30].
Definition 1.7. The fixed set of a symmetry is the set of points z ∈ Ω fixed by γ ∈ G,
where γ ∶ΩÐ→Ω, is
Fix(γ) = {z∶γ(z) = z}.
Involutions are discrete symmetries of order 2—that is, γi = γ−1i . These are interesting
because of their fixed sets, which may impose interesting structure on solutions with
points in their fixed sets.
A map R that sends orbits into time-reversed orbits is called a reversing symmetry.
Such a map satisfies R○F (z) = −F ○R(z), and its fixed set Fix(R) is defined the same
way as for a non-reversing symmetry. Autonomous Hamiltonian systems that are even
functions of momentum are symmetric under simultaneous reversal of the signs of the
momentum variables and the direction of the flow of time, so we take reversing the
signs of the momenta to be the “atomic” time-reversing (or just reversing) symmetry,
an involution whose fixed set is the set of points in phase space such that p = 0.
Composing the reversor, the map that sends p → −p, with another symmetry creates
another reversing symmetry.
The composition of a non-reversing symmetry with a reversing symmetry is a reversing
symmetry. The composition of two reversing symmetries is a non-reversing symmetry.
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The reversing symmetry group Γ = G ∪RG is the group comprising all reversing and
non-reversing symmetries, c.f. Lamb and Quispel [30]. The comprehensive review by
Roberts and Quispel [59] and references therein give the following theorem, which is
a sufficient condition for periodic orbits of a system with reversing symmetries.
Theorem 1.8. Consider a solution z(t) to a dynamical system with reversing symme-
try group Γ and spatial symmetry group G, with reversing involutions R1,R2 ∈ Γ ∖G,
such that z(0) ∈ Fix(R1) and z( t02 ) ∈ Fix(R2), and for no t ∈ (0, t02 ) is any point of
z(t) in the fixed set of any other reversing symmetry.
The solution z(t) is periodic with period T = kt0, where k is the order of the non-
reversing element R2R1 ∈ G.
Proof. As z(0) ∈ Fix(R1), we have
R1(z(t)) = z(−t).
Similarly, we have
R2(z(t)) = z(t0 − t),
so that R2(z( t02 )) = z( t02 ) as required. By composition, observe that
R2R1(z(t)) = R2(z(−t))= z(t0 + t).
This is exactly the case that Theorem 1.6 applies, with γ = R2R1 of order k. Thus
z(t) is periodic with period T = kt0.
The Mirror Theorem [61] is an example of a special case of Theorem 1.8 for the n-body
problem with general masses, where the reversing symmetries are either a) collinear
configurations with all velocities perpendicular to the given line, or b) planar config-
urations with all velocities perpendicular to the given plane.The Mirror Theorem is
restated by Broucke and Boggs [7] as a sufficient condition for periodicity of orbits in
the general 3-body problem.
Theorems 1.6 and 1.8 give us some idea about the behaviour of solutions with symme-
try. One more case is of interest to specify: the fixed set of a non-reversing symmetry
Fix(γ) forms an invariant subspace of the dynamics of a system. If a solution z(t)
begins in Fix(γ), then γ fixes every point of z(t), with γ(z(t)) = z(t). If the dimen-
sion of Fix(γ) is sufficiently large, interesting dynamics may occur, including periodic
solutions possessing symmetry beyond that γ itself, to which Theorems 1.6 and 1.8
apply.
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Figure 1.1: The planar 3-body problem for vanishing angular momentum.
1.3 The 3-body problem
1.3.1 A problem in classical dynamics
The 3-body problem is the classical problem of celestial mechanics of three bodies
moving under their mutual gravitational forces, see, for example, [41, 35] and many
others. It may be expressed as a Hamiltonian system in Cartesian coordinates, illus-
trated in figure 1.1. In this figure the bodies, denoted by subscripted indices, have
masses mi and positions relative to the origin O of an inertial frame of reference de-
noted by Xi, with momenta Pi. The origin in this figure is chosen to be the centre
of mass, and the momenta satisfy Pj + Pk + Pl = 0. The force of gravity acts between
bodies i and j (with i ≠ j) such that Fij = −Fji = Gmimj(Xj−Xi)∣Xj−Xi∣2 .
The Hamiltonian of the classical N -body problem in dimension d is
H = T (P1, . . . , PN) + V (X1, . . . ,XN) , (1.9)
in which T is kinetic energy and V is potential energy, given by
T = N∑
i=1
∥Pi∥2
2mi
and (1.10)
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V = −N−1∑
i=1
N∑
j=i+1
Gmimj∥Xj −Xi∥ (1.11)
where Pi,Xi ∈ Rd and mi ∈ R+ for all i = 1, . . . ,N and G ∈ R+ is the gravitational
constant. We choose N = 3 and d = 2, units such that G = 1, and consider Pi,Xi ∈ C
rather than in R2. Thus the Hamiltonian we consider is
H =∑ ∣Pj ∣2
2mj
−∑ mkml∣Xl −Xk∣ , (1.12)
with notation chosen to provide a shorthand throughout this document: (j, k, l) are
cyclic permutations of (1,2,3) and summation (and taking products) without index is
over the permutations of j, k and l. That is, (j, k, l) are replaced in such expressions
by (1,2,3), (2,3,1) and (3,1,2) in turn and the resulting expressions are added (or
multiplied). Time is denoted by t˜.
The moment of inertia is
I =∑mj ∣Xj ∣2. (1.13)
Define reduced masses µj ∈ R+:
1
µj
= 1
mk
+ 1
ml
= mk +ml
mkml
. (1.14)
Define also the total mass m = ∑mj.
1.3.2 Symmetries of the 3-body problem
1.3.2.1 Continuous symmetries
The equations of motion
X˙j = ∂H
∂Pj
, P˙j = − ∂H
∂Xj
(1.15)
of (1.12) contain many symmetries. In general, the equations of motion are invari-
ant under spatial and temporal translations, and rotations. The phase space is 12-
dimensional, and by fixing the centre of mass and centre of momentum (as was shown
in figure 1.1), the energy H = h and angular momentum pφ = Im∑ X¯jPj, we reduce to
a phase space of dimension 6, where solutions evolve on manifolds of constant energy,
dimension 5.
Spatial translations are of the form Xj → Xj + a, where a ∈ C constant for each
j = 1,2,3. In the potential, ∣Xl −Xk∣ → ∣Xl + a −Xk − a∣ = ∣Xl −Xk∣. The potential
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V (X) is homogeneous in space. We thus may choose the centre of mass to be the
origin of an inertial coordinate system, without loss of generality.
Time translations are of the form t → t + a, where a ∈ R constant. Since H is inde-
pendent of t the system is invariant under time translations and energy is conserved.
Rotations take the form (Xj, Pj)→ (eiθXj, eiθPj), for constant θ ∈ R for each j = 1,2,3.
As ∣eiθ∣ = 1, ∣eiθXl − eiθXk∣ = ∣eiθ∣∣Xl −Xk∣ = ∣Xl −Xk∣ and ∣eiθPj ∣ = ∣eiθ∣∣Pj ∣ = ∣Pj ∣.
Because of spatial translation invariance we have that total momentum ∑Pj = P
constant. Without loss of generality, choose ∑Pj = 0, which sets the velocity of the
centre of mass to zero.
Homogeneity implies a scaling law. The potential energy has degree −1 in coordinates,
while the kinetic energy has degree 2 in momenta. Thus if we scale the total energy by
λ ∈ R+, we may scale momenta by λ 12 and coordinates by λ−1 to obtain a dynamically
equivalent solution. Solutions related by such a parameter are said to be homothetic.
As we are interested in only the negative-energy case, we thus normalise the energy
to h = −1.
1.3.2.2 Discrete symmetries
Discrete symmetries depend on the values of the masses: if all three masses are equal,
then any permutation of the indices is a symmetry; if two masses are equal, then
permutations of the corresponding indices are symmetries; and if all masses are not
equal, there are no permutation symmetries. In every case, however, the equations of
motion are invariant under spatial reflection of positions and momenta.
For equal masses, define
σj (Xj,Xk,Xl, Pj, Pk, Pl) = (Xj,Xl,Xk, Pj, Pl, Pk)
c (Xj,Xk,Xl, Pj, Pk, Pl) = (Xk,Xl,Xj, Pk, Pl, Pj)
ρ (Xj,Xk,Xl, Pj, Pk, Pl) = (X¯j, X¯k, X¯l, P¯j, P¯k, P¯l) .
In order, σj is pairwise permutation of coordinates and momenta of bodies k and l,
c = σl○σk is a cyclic permutation of all coordinates and momenta, and ρ is a reflection.
The set {I, σ1, σ2, σ3, c, c2} form the symmetric group S3, of order 6, where I is the
identity and c2 = c−1. The reflection symmetry ρ generates R2 ≅ Z2 and commutes
with all elements of S3. The group G = R2 × S3 is the spatial symmetry group, of
order 12, with centre R2.
Because the Hamiltonian is autonomous and even in the momenta, it possesses the
reversing symmetry τ such that τ (Xj,Xk,Xl, Pj, Pk, Pl) = (Xj,Xk,Xl,−Pj,−Pk,−Pl),
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generating T2 ≅ Z2. This symmetry (which commutes with all elements of G) may
be composed with the preceding discrete symmetries to obtain other reversing sym-
metries, as in section 1.2.5. The reversing symmetry group is Γ ≅ C4 × S3, where
C4 = T2 ×R2 ≅ V4 is the centre of Γ, isomorphic to the Klein 4-group.
When mk = ml ≠ mj, only the permutation σj remains of the permutation subgroup,
so we have Γ = C4 ×S2 ≅ E8 ≅ Z23. In the case of unequal masses, no permutation is a
symmetry, so in that case Γ = C4 × {I} ≅ V4. In general, denote the symmetry group
by Γ = C4 × S, where S is chosen to be the appropriate permutation group.
1.3.3 Reduction by continuous symmetries
Moeckel and Montgomery [44] give a comprehensive overview of symmetry reduction
and regularisation of collisions in the 3-body problem.
We reduce the continuous symmetries of equation (1.15) by canonical changes of co-
ordinates. We make use of two approaches: first, Jacobi coordinates (to reduce by
translations) followed by the Hopf map (to reduce by rotations), which gives the
classical shape space, or the set of congruence classes of oriented triangles (in turn,
scaling by moment of inertia reduces to the shape sphere, the set of similarity classes of
triangles); and second, Murnaghan’s symmetric coordinates, which reduces by both
translations and rotations. The second method does not distinguish between posi-
tively and negatively oriented triangles; however, this is acceptable as the process of
regularisation (section 1.4) in fact restores the distinction.
1.3.3.1 Jacobi coordinates, the Hopf map and the shape sphere
Jacobi coordinates [36] are commonly used to represent n-body systems, reducing the
number of degrees of freedom in a hierarchical way. We first choose one pair of masses
(say, X1 and X3) and construct ξ1 = X1 −X3. The location of the third mass is then
given with respect to the barycentre of the first pair: ξ2 = X2 − m1X1+m3X3m1+m2 . These
coordinates are invariant under translations, but not rotations. We scale these by
reduced masses defined by 1µ˜1 = 1µ2 = 1m1 + 1m3 and 1µ˜2 = 1m2 + 1m1+m3 . Define ζ1 = √µ˜1ξ1
and ζ2 = √µ˜2ξ2. Note that while µ˜1 = µ2, µ˜2 is the reduced mass with respect to the
pair of bodies 1 and 3. The difference in notation is chosen so that the subscripts of
the new variables correspond to one another.
The Hopf map [26] allows us to reduce by rotations to obtain the shape sphere [29, 42].
Define w1, w2, w3, w4 as follows:
w1 = ∣ζ1∣2 − ∣ζ2∣2
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w2 + iw3 = 2ζ¯1ζ2
w4 = ∣ζ1∣2 + ∣ζ2∣2.
In this way, we have w21+w22+w23 = w24, where w4 = 1m ∑mj ∣Xj ∣2 is the moment of inertia.
By normalising so that w4 = 12 we obtain Sc = {(w1,w2,w3)∶w21 + w22 + w23 = 14}, the
classical shape sphere, with radius one half, or set of similarity classes of triangles.
Leaving these coordinates un-normalised we have the shape space, in which each
oriented triangle is represented by a point. Of note is that w3 = 4√Mm ∣X3 −X2∣∣X1 −
X3∣ sin(θ3), where θ3 is the exterior angle at X3. In other words, w3 = 4√MmA, where
M =m1m2m3, is proportional to the signed area A = ∣X3 −X2∣∣X1 −X3∣ sin(θ3) of the
triangle formed by the three bodies.
Montgomery has made extensive use of the shape sphere in his work on the 3-body
problem [50], and it is for closed loops on the shape sphere that the geometric phase
is defined, though we do not deal with geometric phase specifically until Chapter 4.
For equal masses the shape sphere has the following properties:
• the north and south poles represent equilateral configurations;
• the equator contains all collinear configurations;
• three points on the equator (each 2pi3 apart) represent binary collisions;
• the great circles joining each collision point to the north and south poles are
isosceles configurations.
For exactly two equal masses only one of the isosceles lines of symmetry remains a
great circle, and the points representing the equilateral triangles move from the north
and south poles. For general masses, only the set of collinear configuration remains a
great circle.
Figure 1.2 shows the shape sphere and labels its important features in the case of
equal masses. The notation of these features, with ± referring to the orientation of
the triangle, is as follows:
E±: the ±-oriented equilateral point;
Bkl: the collision between bodies k and l;
Mj: the midpoint of the arc of the equator between Bjk and Blj, isosceles collinear
with mj in syzygy;
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Figure 1.2: The shape sphere with symmetry lines depicted for equal masses. Blue
circles represent isosceles configurations (A, O), the black circle represents collinear
configurations (C). The light blue dots represents equilateral configurations (E), dark
blue dots represent isosceles collinear configurations (M) and black dots represent the
binary collisions (B).
Cj,k: the set of collinear configurations with body j in syzygy and closer to collision
with body k;
A±j : the acute isosceles configurations between E± and Bkl (that is, with mj on the
symmetry axis);
O±j : the obtuse isosceles configurations between E± and Mj (again, with mj on the
symmetry axis).
Discrete symmetries act on shape space as follows:
σj: rotates by pi about the line joining Mj with Bkl through the centre of the shape
sphere;
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c: composes σk ○σj, rotating a point clockwise by 2pi3 about the axis joining the poles
E±;
ρ: reflects across the equator.
1.3.3.2 Symmetric coordinates
Murnaghan’s symmetric coordinates [53] eliminate the nodes, describing the triangle
in terms of its side lengths and an extra angle that describes the rotation of the
triangle with respect to an inertial frame. Define aj, φj ∈ R such that
Xl −Xk = ajeiφj . (1.16)
That is, aj is the length of the side of the triangle opposite mj and φj is its angle in an
inertial frame. Define φ = 13 (φ1 + φ2 + φ3). Reconstruction is the process of recovering
the original coordinates and momenta from the reduced coordinates and momenta.
Reconstruction from symmetric coordinates to configuration space is given in Wald-
vogel [85]:
mXj =mlakeiφk −mkaleiφl , (1.17)
where m =m1 +m2 +m3.
Figure 1.3a illustrates the symmetric coordinates and absolute and relative angles and
their relationship to the positions relative to the centre of mass O.
Canonically conjugate momenta are pj, pφ ∈ R. The generating function of the second
type
G(X1,X2,X3, p1, p2, p3, pφ) = a1p1 + a2p2 + a3p3 + φpφ, (1.18)
gives
Pj = ∂G
∂Xj
= pkeiφk − pleiφl + ipφ
3
(eiφk
ak
− eiφl
al
) , (1.19)
illustrated for pφ = 0 in figure 1.3b, showing how the reduced momenta are the lengths
of projections of the physical momenta in the directions of the sides onto the adjacent
sides. There is some slight subtlety to be observed here, in that neither the original
complex coordinates X1, X2, X3, nor the original momenta P1, P2, P3 are linearly in-
dependent; there are four reduced real coordinates a1, a2, a3, and φ, and corresponding
reduced momenta. While the equations (1.18) and (1.19) are expressed symmetrically,
it is better to use the constraints m1X1 +m2X2 +m3X3 = 0 and P1 + P2 + P3 = 0 to
eliminate one pair of coordinates and momenta, so that the number of degrees of
freedom match. Equation (1.19) can be used to reconstruct the two momenta, and
the constraints can be used to obtain the position and momentum of the third body.
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(a) Symmetry-reduced coordinates aj (the side lengths of the triangle opposite each body
j), absolute side angles φj , and exterior angles θj in relationship with Cartesian coordinates
Xj .
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(b) Symmetry-reduced momenta pj in relationship with physical momenta Pj . Blue colour-
ing represents when the reduced momentum is the first term of equation (1.19) and red
represents when it is the second. The dashed lines are parallel to the arrowed vectors of
corresponding colour, showing the relationship as projections of Pj in the directions of the
adjacent sides.
Figure 1.3: Symmetry-reduced variables.
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We carry along pφ because while we intend to fix its value to zero for subsequence
work, we still require the equation of motion for φ to allow reconstruction of the
original configuration and momenta.
Substituting equations (1.16) and (1.19) into H gives a new Hamiltonian
H = 1
2
∑ 1
mj
(p2k + p2l − pkpla2j − a2k − a2lakal )+2pφ3 ∑ 1mj (pkal − plak ) Aakal+p
2
φ
9
∑ 1
mj
a2k + a2l − 12a2j
akal
(1.20)
in which the angle φ is ignorable, so
dpφ
dt = 0. Hamilton’s equations give the equations
of motion for each aj and pj, but also
dφ
dt˜
= ∂H
∂pφ
= 2
3
∑ A
mjakal
(pk
al
− pl
ak
) + 2
9
pφ∑ a2k + a2l − 12a2j
mja2ka
2
l
, (1.21)
for the angle φ needed during reconstruction. Shape dynamics are separated from
rotation dynamics.
Note that reflections along the lines with slope φ + kpi3 for k = 0,1,2 preserve φ.
For reconstruction, define exterior angles
θj = φl − φk mod 2pi. (1.22)
Then
cos θj = a2j − a2k − a2l
2akal
, (1.23)
sin θj = 2A
akal
, and (1.24)
tan
θj
2
= 4A
a2j − (ak − al)2 , (1.25)
where A = √σ (σ − a1) (σ − a2) (σ − a3) is the area and σ = 12 (a1 + a2 + a3) is the
semiperimeter. The inverse transformation is
φj = φ + 1
3
(θk − θl) . (1.26)
Note that these coordinates, while elegant due to their symmetry, are undesirable, as
singularities are introduced to the momenta when the system approaches any syzygy
(that is, any configuration where aj = ak + al). These singularities arise from the
projections of the physical momenta in the directions of the sides of the triangle,
which all coincide at such points of degeneracy. We use coordinates aj, pj, however,
as a stepping stone to regularisation of the binary collisions in section 1.4.
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1.3.4 Central configurations
Special configurations of the 3-body problem deserve some mention at this point;
namely, central configurations, discussed, for example, by Marchal [37, 38]. These are
special configurations in which the acceleration of each body is proportional to its
distance from the centre of mass of the system, or
Fj
mj
= λXj for each j, with λ > 0.
Two possible cases must be considered: all Xj are collinear; or they are not.
The first case gives rise to Euler configurations, where the distances between the
bodies is related to the masses. Without loss of generality, align the bodies such that
Im(Xj) = 0 for each j, and set X1 = 0, X2 = 1, and X3 = 1 + r, for r > 0. Then the
central configurations for the collinear 3-body problem are governed by a fifth degree
polynomial in r, with the masses as parameters, with only one positive real root.
Lagrange proved in the second case that the only central configuration for the non-
collinear 3-body problem is an equilateral configuration. This result holds for any
masses.
The importance of central configurations is that if released from rest such configura-
tions proceed to total collapse to the centre of mass. If given appropriate velocities,
such configurations evolve in Keplerian orbits about the centre of mass; however,
such orbits have non-vanishing angular momentum. Moreover, it is only possible to
approach triple collision by tending towards a central configuration [83, 84, 42].
Interestingly, the equilateral configuration only corresponds to the points (0,0,±1) on
the shape sphere when m1 =m2 =m3. In general, the equilateral point is given by
w1 = m1m3 (1 + 2m2m1+m3 ) −m2m3 −m1m2
m2m3 +m3m1 +m1m2
w2 = √mM (1 − 2m1m1+m3 )
m2m3 +m3m1 +m1m2
w3 = ± √3mM
m2m3 +m3m1 +m1m2 ,
where the sign of w3 is given by the orientation of the triangle. The triangle corre-
sponding to the poles (w1,w2,w3) = (0,0,±1) has side lengths aj = λ√mj(mk +ml),
for some positive scale factor λ.
1.3.5 The energy surface and the Hill region
The energy surface is a 5-dimensional surface in the 6-dimensional phase space. As
energy is fixed along each trajectory and any orbit can be scaled so that its energy
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Figure 1.4: The Hill region in shape space.
takes an arbitrary value (of the same sign), fix energy to h = −1. The energy surface is
given by H = T + V = h. To understand what this surface looks like, set all momenta
to zero: now we have a 2D boundary in R3, which we call the free fall boundary,
inside which motion may occur. Now fix points inside the boundary (away from
collisions) and observe that the quadratic structure of T implies that the momenta
live on ellipsoids that shrink to points towards the free fall boundary.
The region {z ∶ V (z) ≤ h} contained by the free fall boundary is called the Hill region,
illustrated in figure 1.4.
1.4 Regularisation
All formulations to this point contain singularities at the collisions, where the ve-
locities become infinite. While the triple collision cannot be regularised (Siegel [69]
showed that no real analytic continuation of a trajectory through triple collision is
possible), the binary collisions can be. We do this following the method in [85], himself
following Lemaˆıtre[34]. The regularised coordinates naturally give rise to a regularised
shape sphere, and map to the classical shape sphere, albeit with some differences. In
particular, regularisation introduces new coordinates that produce a four-fold cover
of the normal shape sphere, and these regularised coordinates are not mass-weighted.
1.4.1 Transformations
Following [85], introduce regularised variables αj ∈ R such that
aj = α2k + α2l . (1.27)
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The inverse transformation gives
αj = ±√α2 − aj,
where α ∶=√α21 + α22 + α23. Geometrically, the squares of the new variables are the dis-
tances between the masses and tangent points of the incircle with the sides adjacent to
corresponding masses (figure 1.5a). Because the new coordinates are the square roots
of the distances, any choice of signs of αjs represents a triangle’s shape, producing
an eight-fold cover of the space of Murnagan’s symmetric coordinates. While Heron’s
formula in terms of the symmetric coordinates takes only a positive sign, it may be
modified in the new coordinates to represent the signed area in a natural way:
A = α1α2α3α. (1.28)
Regularised canonically conjugated momenta pij ∈ R are introduced by another gen-
erating function of the second type
G(a1, a2, a3, pi1, pi2, pi3) =∑αjpij.
Thus
pj = ∂G
∂aj
= 1
4
(−pij
αj
+ pik
αk
+ pil
αl
) . (1.29)
Substituting equations (1.27) and (1.29) into the symmetry reduced Hamiltonian
equation (1.20) produces a (still not regularised) HamiltonianH(α1, α2, α3, φ, pi1, pi2, pi3, pφ).
To obtain a geometric understanding of the new momenta, substitute equations (1.27)
and (1.29) into equation (1.19) to obtain
Pj = 1
4
((eiφk − eiφl) pij
αj
+ (eiφk + eiφl)(pil
αl
− pik
αk
)) + ipφ
3
(eiφk
ak
− eiφl
al
) . (1.30)
Note that the complex numbers (eiφk − eiφl) and (eiφk + eiφl), interpreted as vectors in
R2, are perpendicular for any φk, φl. Define the incentre of the triangle to be
C = ∑ajXj
2α2
(1.31)
It happens that Arg (eiφk − eiφl) = Arg (Xj −C) =∶ ψj, so each momentum is naturally
decomposed into two orthogonal vectors, as illustrated in figure 1.5b. The recon-
struction formula for the physical coordinates is the same as equation (1.17), where
we now substitute equation (1.27) for each aj, and the physical momenta are recon-
structed by equation (1.30). Full details of the reconstruction procedure are given in
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appendix A, as some care is required in order to reconstruct solutions, rather than
single points in the configuration space. We reproduce here the reconstruction of the
physical momenta
Pj = eiψj
2
√
akal
(αpij + i (αkpil − αlpik) + pφ
3akal
((ak − al)αkαl + i (ak + al)αjα)) . (1.32)
The regularised coordinates “more space” around the collisions, but we must rescale
time in order that the singularities be removed; the velocities still become infinite at
collision with the transformations thus far. Our wish is to create a new time variable,
with respect to which the velocities in the system remain finite at binary collision.
Recall section 1.2, in which we discussed the transformation to turn a non-autonomous
Hamiltonian autonomous by the introduction of an extra degree of freedom. “Poincare´’s
trick” bears some resemblance to the method of extending phase space, but both
begins and ends with an autonomous Hamiltonian. Earlier the Hamiltonian was
H = H(q, p, t˜), explicitly a function of the time variable (now denoted t˜), which was
made into a dependent variable by the introduction of a fictional time t and a canoni-
cally conjugated momentum pt˜. A new Hamiltonian became K = H˜(q, p, t˜, pt˜) =H+pt˜.
This resulted in extra equations of motion dt˜dt = ∂K∂pt˜ = 1 and dpt˜dt = −∂K∂t˜ = −∂H∂t˜ . That is,
the fictional time flows at the same rate as the physical time, but the energy is not a
constant of motion.
Here we begin with an autonomous Hamiltonian and wish for our modified Hamilto-
nian to remain so, but also vary the rate of flow between the fictional and physical
times as a function of the configuration. Introduce a fictional time t, now such that
dt˜
dt = g(q, p). Our new Hamiltonian must be constructed such that
dt˜
dt
= ∂K
∂pt˜
= g(q, p) (1.33)
dpt˜
dt
= −∂K
∂t˜
= 0. (1.34)
We thus require from equation (1.33) K = pt˜g(q, p)+F (q, p, t˜) and from equation (1.34)
K is independent of t˜. The only choice of function satisfying the boundary conditions
and our requirements is K = (H(q, p)+pt˜)g(q, p). Since the energy h =H(q0, p0) = −pt˜
for initial conditions (q0, p0) is a constant of motion we can also write the modified
Hamiltonian K = (H − h)g(q, p) ≡ 0 for any trajectory of the original system.
In our case choose t such that
dt˜
dt
= a1a2a3, (1.35)
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(a) Geometric interpretation of regularised coordinates (squared, red), incentre-vertex dis-
tances rj = αjα√akal (blue), and incircle radius r = α1α2α3α (indicated in green).
C
mj
Pj
ψj
mk
Pk
ψk
ml
Pl
ψl
(b) Decomposition of physical momenta as in equation (A.12) and indication of the incentre-
vertex angles ψj . The blue component of each momentum vector is
αpij√
8akal
eiψj and the red
component is − (αkpil−αlpik)√
8akal
ei(ψj+pi2 ).
Figure 1.5: Regularised variables.
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and use Poincare´’s trick to construct
K = (H − h)a1a2a3 =K0 − ha1a2a3. (1.36)
The term K0 coming from the original Hamiltonian multiplied by the time scaling
still contains singularities in terms containing pφ and p2φ, but when we fix pφ = 0 it
becomes
K0 = 1
8
piTB (α)pi −∑mkmlakal, (1.37)
where
pi = (pi1, pi2, pi3)T ,
α = (α1, α2, α3)T ,
B (α) = ⎛⎜⎝
A1 B3 B2
B3 A2 B1
B2 B1 A3
⎞⎟⎠ ,
Aj = aj
mj
α2 + ak
mk
α2l + almlα2k, and
Bj = − aj
mj
αkαl.
The result of our choice pφ = 0 is that K is a polynomial of degree 6 without singu-
larities at binary collision.
The symmetry-reduced, regularised equations of motion are thus
z˙ = (α˙
p˙i
) = J3∇K. (1.38)
Henceforth, differentiation of any quantity x with respect to physical time t˜ shall be
denoted by a prime x′, and with respect to scaled time t by a dot x˙.
By the chain rule the geometric rotation angle evolves in scaled time by
φ˙ = dφ
dt˜
dt˜
dt
= 2
3
∑ ajA
mj
(pk
al
− pl
ak
)
= 1
6
∑ ajα
mjakal
(αkαl (α2l − α2k)pij + αj (α2j + α2) (αkpil − αlpik)) . (1.39)
Even after regularisation equation (1.39) is not clearly going to be well-behaved at
collision. So while we have a reconstruction formula (appendix A) that we know works
for collisionless orbits, will this continue to work through collisions? To find out, we
look briefly at the dynamics at collision.
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Lemma 1.40. The momentum sphere is degenerate at 23-collision and becomes a
cylinder with axis aligned with the pi1 axis and radius R1 ∶= 2√2µ1m2m3, with no
constraints on pi1.
Proof. Without loss of generality, substitute α2 = α3 = 0 into equation (1.36). After
rearrangement this yields
pi22 + pi23 = 8m22m23m2 +m3 = 8µ1m2m3 = R21. (1.41)
By permutation of indices, we obtain analogous results for the other collisions.
From lemma 1.40 we may parameterise the regularised momenta at collision by an
angle θ such that pi2 = R1 cos θ and pi3 = R1 sin θ. The Hamiltonian vector field at
23-collision zB = (α1,0,0, pi1, pi2, pi3) may be written as
z˙∣zB =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1
4µ1
α41pi2
1
4µ1
α41pi3
0
α31pi1pi2
4m3
α31pi1pi3
4m2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
R1
4µ1
α41 cos θ
R1
4µ1
α41 sin θ
0
R1
4m3
α31pi1 cos θ
R1
4m2
α31pi1 sin θ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1.42)
The second time derivative is
z¨∣zB =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
−12 (m2 cos2 θ +m3 sin2 θ)α71
0
0−12 (m2 cos2 θ +m3 sin2 θ)α61pi1
R1
2
(C + (m3 −m2) sin2 θ)α61 cos θ
R1
2 (C + (m2 −m3) cos2 θ)α61 cos θ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1.43)
where
C = 1
µ1
(m1 (m2 +m3) + hα21) − 18 ( 1m2m3 + 1m1µ1)pi21,
and µ1 = m2m3m2+m3 .
Consider a solution passing near collision with z = (α1,  cosϑ,  sinϑ,pi1, pi2, pi3), with
α1 ≠ 0 and 0 <  ≪ 1. From equation (1.42), we see that at collision the velocities
α˙2 ∝ pi2 and α˙3 ∝ pi3. Decompose the velocities α˙2 = v∥ cosϑ − v⊥ sinϑ, α˙3 = v∥ sinϑ +
1.4. REGULARISATION 27
v⊥ cosϑ with v∥ = ˙ and v⊥ = θ˙, components parallel to the radial direction from
the origin of the α2α3-plane and perpendicular to it, and v∥ and v⊥ are rather messy
functions of the regularised coordinates and momenta. Equate these velocities to the
corresponding components of the full vector field to obtain expressions for pi2, pi3 in
terms of α1, pi1, , ϑ, ˙, θ˙ and the masses. Details for this are given in appendix B.
The decomposition of the solution into radial and angular components gives us a
way to understand the behaviour of φ˙ as we approach collision on a “true” collision
solution, or if the trajectory merely makes a very close approach.
Consider first the choice that v∥ = 0, v⊥ ≠ 0. We find the second derivatives of  and
ϑ:
¨ = v⊥2 + m2 −m3
4m2m3
α31pi1v⊥ sin (2ϑ) 
ϑ¨ = 1
2
(m2 −m3)(α61 + v⊥2(m2 +m3)α21) sin (2ϑ) ,
assuring us that this choice means  is the distance of closest approach of a trajectory in
the neighbourhood of z. We choose this because from v⊥ = ϑ˙ we see that v˙⊥ = ˙ϑ˙+ϑ¨,
from which v˙⊥ gives us the angular acceleration of the trajectory about the collision
axis, as we have chosen v⊥ = θ˙ = 0.
We construct the Taylor series about  = 0 of φ˙ for a trajectory that avoids collision
with minimal regularised distance :
φ˙ = −2
3
sgn (α1) v⊥ + m3 −m2
12m2m3
∣α31∣pi1 sin (2ϑ)  + 02 +O (3) . (1.44)
Observe that in non-collision trajectories φ˙ ∼ 1 as → 0, if the speed of the trajectory
v⊥ at that point is given. Note that the physical distance between the two bodies is
a1 = 2, and the absolute values of the physical momenta P2, P3 ∼ 1 .
Consider now the case where v⊥ = 0, v∥ ≠ 0. We hope that φ˙ at least does not blow
up on solutions passing exactly through collision! (Indeed, it is exactly the case that
lim→0 φ˙ = 0 on this trajectory.)
Without restriction on the velocities or momenta, the Taylor expansion of φ˙ for a
trajectory passing through collision is
φ˙ = sgn(α1)α41
6µ1
(pi2 sinϑ − pi3 cosϑ) + 0 + 02 +O (3) , (1.45)
whose condition to vanish is that pi2 = λ cosϑ and pi3 = λ sinϑ for some λ ≠ 0 and some
ϑ. As 23-collision requires that pi2 = R1 cos θ, pi3 = R1 sin θ, we have λ = R1, and φ(t) is
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defined for all time on binary collision solutions, guaranteeing that our reconstruction
will still work through collision.
1.4.2 Regularised symmetries
The process of regularisation induces an eightfold cover of Murnagan’s symmetric
coordinates—a fourfold cover of the shape sphere (respecting oriented triangles).
Alternating the sign of any combination of the regularised coordinates leaves the
side lengths invariant. Changing the signs of the corresponding momenta simulta-
neously with the coordinates leaves the physical momenta invariant. We note that
alternating the signs of two coordinates at once (and their corresponding momenta)
is preserves the sign of the oriented area of the configuration triangle, so we de-
fine sj ∶ αk → −αk, αl → −αl, pik → −pik, pil → −pil. As each sj is an involution and
sj = sksl = slsk, we see that F4 ∶= {I, s1, s2, s3} ≅ V4.
Generators of the regularised non-reversing symmetry group for equal masses may be
chosen as follows:
ρ(z) = −z
σ1(z) = (−α1,−α3,−α2,−pi1,−pi3,−pi2)
σ2(z) = (−α3,−α2,−α1,−pi3,−pi2,−pi1)
s3(z) = (−α1,−α2, α3,−pi1,−pi2, pi3) ,
with the actions of ρ and σj being chosen so that their meaning in configuration space
is preserved—respectively reflecting across a line through the centre of mass, and
swapping a pair of coordinates and momenta (which reverses orientation). The two
pairwise permutations generate S3 as before, and the other “sign flip” symmetries are
generated by conjugations s1 = σ2s3σ2 and s2 = σ1s3σ1.
Observe that sjσk = σksl, and the order of σjsk is 4, while σjsj = sjσj. The structure
of the subgroup involving only permutation symmetries and sign flip symmetries is
a semidirect product S3 ⋊F4 with multiplication rule (σ,φ)(σ′, φ′) = (σσ′, σ′−1φσ′φ′),
where σ,σ′ ∈ S3 and φ,φ′ ∈ F4.
The resulting regularised symmetry group is defined to be Γ˜ = C4 × S ⋊ F4 ≅ V4 × S4.
The symmetry group, and the fixed sets of the symmetries, are discussed further in
sections 2.1 and 2.3.
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1.4.3 Regularised shape space and the regularised shape sphere
Each point in α-space represents an oriented triangle, so α-space is already a space
of shapes of triangles. Note that the shape of triangle corresponding to any point in
α-space does not depend on the choice of masses. Here we call it the regularised shape
space. Similar to the shape space in section 1.3.3.1, the origin represents the triple
collision; however, the distance from the origin is no longer the moment of inertia but
the square root of the semiperimeter. Projecting all points onto a sphere of radius 1
forms the regularised shape sphere Sr = {(α1, α2, α3)∶α21 + α22 + α23 = 1}.
Figure 1.6 illustrates the regularised shape sphere. Similar to figure 1.2 the important
features may be labelled as follows, being derived from the discrete symmetries for
equal masses in section 1.4.2; however, to avoid visual clutter we only display labels
over one octant to illustrate the notation:
C±±j,k = {αj = 0, ∣αk∣ < ∣αl∣}
A±±±j = {∣αj ∣ > ∣αk∣ = ∣αl∣}
O±±±j = {∣αj ∣ < ∣αk∣ = ∣αl∣}
B±jk = {αj = αk = 0, αl ≠ 0}
E±±± = {∣αj ∣ = ∣αk∣ = ∣αl∣}
M±±j = {αj = 0, ∣αk∣ = ∣αl∣}
Here the superscripted signs indicate the signs of the coordinates dictating in which
octant of space (when there are three signs), which quadrant of a coordinate plane
(when there are two), or which side of a coordinate axis (where there is one) the
particular point or great circle of symmetry lies.
Each E±±± lives in the centre of one octant of the regularised shape sphere, the binary
collision points B±kl are on the intersections of the regularised shape sphere and the
coordinate axes, the isosceles collinear configurations M±±j lie on the coordinate planes
exactly between the binary collision points, while the edges C±±j,k as before join B±kl
to M±±j , O±±±j connects M±±j to E±±±, and A±±±j connects B±kl to E±±±. Concerning
the map back to the un-regularised shape sphere, the product of signs gives the
corresponding symbol with orientation.
1.4.4 Derivation of the classical shape sphere in regularised
coordinates
While it is possible to put a regularised trajectory onto the classical shape sphere by
use of the reconstruction described in appendix A and then following the traditional
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Figure 1.6: The regularised shape sphere, indicating lines and points of symmetry for
equal masses. Light blue lines represent isosceles configurations, black lines collinear
configurations. Light blue points represent equilateral configurations, dark blue isosce-
les collinear and black collisions.
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method of reducing to Jacobi coordinates and applying the Hopf map, we desire an
explicit expression in terms of the regularised variables for the purpose of calculating
the geometric phase.
Define reduced masses µ˜1, µ˜2 as before:
1
µ˜1
= 1
m1
+ 1
m3
1
µ˜2
= 1
m2
+ 1
m1 +m3 .
Thus
µ˜1 = m1m3
m1 +m3
µ˜2 = m2(m1 +m3)
m1 +m2 +m3 and
µ˜1µ˜2 = m1m2m3
m1 +m2 +m3 = Mm ,
where M =m1m2m3 and m =m1 +m2 +m3.
Apply the Jacobi map
ξ1 =X1 −X3 = a2eiφ2
ξ2 =X2 − m1X1 +m3X3
m1 +m3=X2 − m1(X1 −X3) + (m3 +m1)X3
m1 +m3=X2 −X3 − m1
m3 +m1a2eiφ2= −a1eiφ1 − µ˜1
m3
ξ2
and the mass-reduced Jacobi coordinates are defined also as before.
Consequently,
ζ1ζ¯1 = µ˜1a22 (1.46)
ζ2ζ¯2 = µ˜2 ((1 − µ˜1
m3
)a21 + µ˜1m3 ( µ˜1m3 − 1)a22 + µ˜1m3a23) (1.47)
ζ1ζ¯2 + ζ¯1ζ2 =√M
m
(a21 + (1 − 2m1 +m3)a22 − a23) (1.48)
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ζ1ζ¯2 − ζ¯1ζ2 = 4√M
m
A, (1.49)
where A = 12a1a2 sin θ3 = α1α2α3α is the signed area of the triangle.
Now we apply the Hopf map: define w1, w2, w3 ,w4 such that
w1 = ζ1ζ¯1 − ζ2ζ¯2 (1.50)
w2 + iw3 = 2ζ¯1ζ2 (1.51)
w4 = ζ1ζ¯1 + ζ2ζ¯2, (1.52)
and w21 +w22 +w23 = w24.
Substituting equations (1.46)–(1.49) into equations (1.50)–(1.52) and simplifying, we
obtain
w1 = − 1
m
(m2m3a21 −m1m3 (1 + 2m2m1 +m3)a22 +m1m2a23)
w2 =√M
m
(a21 + (1 − 2m1m1 +m3)a22 − a23) (1.53)
w3 = 4√M
m
α1α2α3α
w4 = 1
m
(m2m3a21 +m3m1a22 +m1m2a23) = I,
and we obtain the shape sphere with half-unit radius and coordinates (w1,w2,w3) by
normalising so that w4 = 12 .
1.4.5 Regularised free fall boundary and Hill region
If k ∈ R, we can scale distances in the 3-body problem by k2, momenta scale as k−1
and the energy by k−2 and obtain dynamically equivalent orbits. As the energy is a
parameter of the regularised Hamiltonian, we choose to normalise the energy of all
orbits to h = −1 (that is, choose k2 = ∣h∣). If all momenta are set to zero, we obtain a
surface that we call the free fall boundary
F = {(α1, α2, α3) ∈ R3∶V (α1, α2α3) = −h}. (1.54)
The potential energy of the 3-body problem is
V = m2m3
a1
+ m3m1
a2
+ m1m2
a3
.
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Figure 1.7: Regularised free fall boundary for m1 =m2 =m3 = −h = 1.
Choosing h = −V = −1 gives the free fall boundary, shown for equal unit masses
and negative unit energy in regularised shape space in figure 1.7, where the “arms”
encircling each coordinate axis asymptote to cylinders of radius
√
mkml.
As before, the Hill region is the volume of coordinate space inside the free fall bound-
ary. Now, as the binary collisions are regularised, the collision axes may be included.
It is important to note that the map of the free fall boundary to the regularised shape
sphere does not include collision points, as lemma 1.40 shows that brake points are
not possible at collision.
2 Discrete symmetries
2.1 Definition of the symmetry groups
Earlier, in sections 1.3.2.2 and 1.4.2, we introduced the discrete (reversing) symmetries
of the 3-body problem in the un-regularised and regularised settings. In this chapter
we recall these groups and examine their structure and the actions of their elements
and subgroups on solutions, building a foundation for the work in subsequent chapters.
We will mainly treat the case of equal masses, making note of when and how the cases
of exactly two masses equal and unequal masses differ from the equal mass case.
Recall that the un-regularised problem permits spatial symmetries that are reflections
of the configuration and momenta through some given line in the plane, represented
by ρ, generating the group R2 ≅ Z2, and permutations of equal masses, generating
S. The spatial symmetries form a group R2 × S. In the case of unequal masses no
non-trivial permutation is allowed, so S = {I}; when exactly two masses are equal
(say, mk =ml) we have S = S2,j = {I, σj}, where σj swaps the positions and momenta
of bodies k and l, leaving body j invariant; when all three masses are equal, we
have S = S3 = {I, σ1, σ2, σ3, c, c2}, in which all pairwise permutations σj and cyclic
permutations c and c−1 = c2 are allowed. Depending on the symmetry in the masses,
the spatial symmetry group has order 2, 4, or 12. Of particular note is that R2 is the
centre of G = R2 × S if G is not abelian (that is, when all three masses are equal).
The time reversing transformation τ , acts by flipping the signs of all momenta and
generates the group T2 ≅ Z2. Together with the spatial symmetries this generates the
reversing symmetry group Γ = T2 ×G. Both τ and ρ commute with all elements, so in
the context of the reversing symmetry group, it will at times be more convenient to
think of Γ = C4 × S, where C4 = R2 × T2 ≅ V4 is the Klein-4 group generated by τ and
ρ, and C4 is the centre of Γ.
Once the binary collisions are regularised simultaneously, per section 1.4, new sym-
metries sj are introduced, corresponding to flipping the signs of pairs of regularised
coordinates αk, αl and their corresponding momenta pik, pil, chosen so that the ori-
ented area A = α1α2α3α is invariant under the action of each sj. These operations
form a group F4 = {I, s1, s2, s3} ≅ V4, where each s2j = I and sksl = slsk = sj. At this
point it is essential to remind ourselves of the definitions of the symmetries acting on
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the regularised coordinates and momenta (chosen so that they preserve their meaning
after reconstruction to the physical coordinates). Let z = (α1, α2, α3, pi1, pi2, pi3):
σ1(z) = (−α1,−α3,−α2,−pi1,−pi3,−pi2)
σ2(z) = (−α3,−α2,−α1,−pi3,−pi2,−pi1)
s3(z) = (−α1,−α2, α3,−pi1,−pi2, pi3)
ρ(z) = −z
τ(z) = (α1, α2, α3,−pi1,−pi2,−pi3).
We observe that composition of sign flip symmetries and pairwise permutations with
non-matching indices (and thus also the cyclic permutations) do not commute: skσj =
σjsl and sjσj = σjsj. Indeed, the subgroup of allowed permutations and sign flip
symmetries is a semidirect product S ⋊ F4 with multiplication rule (σ,φ)(σ′, φ′) =(σσ′, σ′φσ′−1φ′). Observe also that τ and ρ are still generators of the centre. As a
result, we have the regularised reversing symmetry group Γ˜ = C4 ×S ⋊F4. In the case
of equal masses, S⋊F4 = S3⋊F4 ≅ S4, and the order of Γ˜ ≅ V4×S4 is 96. When exactly
two masses are equal we have S ⋊ F4 = S2,j ⋊ F4 ≅ D4, and the order of Γ˜ ≅ V4 ×D4
is 32. Finally, when all masses are unequal, we have S ⋊ F4 = {I} ⋊ F4 ≅ V4, and the
order of Γ˜ ≅ V4 × V4 ≅ Z24 is 16.
Having established the structure of the regularised reversing symmetry group, we
decide how to represent elements of the group. With the given product structure
we can represent an element γ ∈ Γ˜ by the ordered tuple γ = (τ, ρ, σ, φ), with τ ∈ T2,
ρ ∈ R2, σ ∈ S, and φ ∈ F4. In general, we will use a shorthand notation γ = τρσφ,
which uniquely represents each element of Γ˜ under the usual composition rules. In this
notation where any component is the identity element of its corresponding factor of
the whole group, that component is not written unless every component is the identity,
in which case we write γ = I. Thus, for example, if γ = τρs2 and γ′ = ρσ1, the resulting
composition γγ′ = τρs2ρσ1 = τσ1s3, and the composition γ′γ = ρσ1τρs2 = τσ1s2.
In the rest of this chapter we will discuss the consequences of the symmetries on the
dynamics of the system.
2.2 Structure of the symmetry group
Elements of the reversing symmetry group are listed in table 2.1, to provide a clearer
idea of the group’s structure. Blocks of rows correspond to symmetries in the masses.
The centre of the group goes across table 2.1; the top row contains the subgroup
C4 = {I, ρ, τ, τρ}. The first column gives the regularised permutation group S˜ = S3⋊F4.
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Each major column also contains information on the order of the element in the group,
its representation, and, where such is the case, the symmetry of the configuration in
parentheses (reversing if in columns 3 or 4, non-reversing if in columns 1 or 2).
The symbols are listed according to the symbolic dynamics discussed in Chapter 3:
B indicates a binary collision, M an isosceles collinear configuration, C a collinear
configuration, I an isosceles configuration, whereas F represents a free-fall point that
can happen anywhere in the domain or its boundary. Colouration is provided to
aid clarity, with two darkened columns indicating symmetries that contain a ρ or τ ,
but not both. These will be important in relation to vanishing geometric phase in
Chapter 4.
The symmetry group of the regularised vector field has order 96 in the case of equal
masses, comprising all row blocks. In the case that exactly two masses are equal, the
first row block and the corresponding one of the three middle row blocks comprise the
symmetry group. In the case of unequal masses, only the first row block comprises
symmetries of the vector field.
Masses Symmetry of regularised vector field
1 I 2 ρ 2 τ (F ) 2 τρ
2 s1 (B) 2 ρs1 (C) 2 τs1 (B) 2 τρs1 (C)
2 s2 (B) 2 ρs2 (C) 2 τs2 (B) 2 τρs2 (C)Unequal masses
2 s3 (B) 2 ρs3 (C) 2 τs3 (B) 2 τρs3 (C)
2 σ1 (M) 2 ρσ1 (I) 2 τσ1 (M) 2 τρσ1 (I)
2 σ1s1 (M) 2 ρσ1s1 (I) 2 τσ1s1 (M) 2 τρσ1s1 (I)
4 σ1s2 4 ρσ1s2 4 τσ1s2 4 τρσ1s2
m2 =m3
4 σ1s3 4 ρσ1s3 4 τσ1s3 4 τρσ1s3
2 σ2 (M) 2 ρσ2 (I) 2 τσ2 (M) 2 τρσ2 (I)
2 σ2s2 (M) 2 ρσ2s2 (I) 2 τσ2s2 (M) 2 τρσ2s2 (I)
4 σ2s3 4 ρσ2s3 4 τσ2s3 4 τρσ2s3
m3 =m1
4 σ2s1 4 ρσ2s1 4 τσ2s1 4 τρσ2s1
2 σ3 (M) 2 ρσ3 (I) 2 τσ3 (M) 2 τρσ3 (I)
2 σ3s3 (M) 2 ρσ3s3 (I) 2 τσ3s3 (M) 2 τρσ3s3 (I)
4 σ3s1 4 ρσ3s1 4 τσ3s1 4 τρσ3s1
m1 =m2
4 σ3s2 4 ρσ3s2 4 τσ3s2 4 τρσ3s2
3 c 6 ρc 6 τc 6 τρc
3 cs1 6 ρcs1 6 τcs1 6 τρcs1
3 cs2 6 ρcs2 6 τcs2 6 τρcs2
3 cs3 6 ρcs3 6 τcs3 6 τρcs3
3 c2 6 ρc2 6 τc2 6 τρc2
3 c2s1 6 ρc
2s1 6 τc
2s1 6 τρc
2s1
3 c2s2 6 ρc
2s2 6 τc
2s2 6 τρc
2s2
m1 =m2 =m3
3 c2s3 6 ρc
2s3 6 τc
2s3 6 τρc
2s3
Table 2.1: Elements of the symmetry group. Columns 1-2 are non-reversing symme-
tries, columns 3-4 are reversing symmetries. Descending row blocks correspond to
increasing symmetry in the masses, with the three labelled by each mk = ml being
having an equivalent degree of symmetry.
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2.3 Fixed sets of symmetries and reversing sym-
metries
In this section we provide a list of fixed sets of all regularised symmetries and re-
versing symmetries for equal masses. Recall definition 1.7, the set of points fixed
by a given symmetry. Fixed sets are parameterised by ai ∈ R, so the largest index
indicates the dimension of the set. For example, Fix(ρs1) = {z = (0, a1, a2,0, a3, a4)}
is parameterised by four real numbers, and thus is of dimension 4.
The list is sorted first by whether or not the fixed set is physically interesting, then
by the dimension of the fixed set, then by class (isosceles, collinear, etc.), with the
order n of each symmetry listed after its fixed set. Here, by “physically interest-
ing” or “physically meaningful” we mean that the fixed set satisfies the regularised
Hamiltonian K ≡ 0 and that the set is of sufficiently high dimension that if the sym-
metry is non-reversing it contains complicated dynamics, or if it is reversing that
the dynamics of solutions with points in the set may be complicated. For example,
Fix(τc) = {z = (a1, a1, a1,0,0,0)} is of dimension 1; after fixing energy h = −1 the
parameter a1 is fixed, and solution is an equilateral configuration that collapses to
triple collision.
Observe that all physically interesting reversing fixed sets have dimension 3. All
physically meaningful non-reversing fixed sets with dimension 2 or lower lead to triple
collision in finite time—indeed, the invariant equilateral configurations represent a
central configuration for any masses, and the invariant isosceles collinear configura-
tions are central whenever the outer bodies have equal masses, and their dynamics
are well known.
The properties/classification of the elements of this list do not change in the case of
different mass ratios, but certain members would not be symmetries of the associated
problem, as is made clear in table 2.1. Colouring is assigned to match this table.
If mk = ml ≠ mj we exclude all symmetries involving c, σk, σl, which reduces to
32 members, and if no mass equals any other we exclude the symmetries involving
the remaining permutation symmetry, reducing to a list of only 16 members. The
involutions, in particular, tend to have interesting fixed sets. In the case of non-
reversing symmetries, these fixed sets form invariant subspaces, to which a solution
is restricted if it has one point in that set. Fixed sets of reversing involutions, in
contrast, are not invariant subspaces; instead, a solution containing a point in such
a set appears reflected about the corresponding invariant subspace—see figure 2.1
for an illustration of a solution that is symmetric with two points in Fix(τs1) (and
additionally lying in Fix(ρσ1)).
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Figure 2.1: Illustration of a solution in an invariant subspace and possessing reversing
symmetries.
2.3.1 Fixed sets of non-reversing involutions
Only four sets of non-reversing symmetries are physically meaningful, in the case of
equal masses; that is, fixed sets which form invariant subspaces. The first of these
is the set of collinear subspaces, given by Fix(ρsj). The second is the set of isosce-
les subspaces, given by Fix(ρσj) and Fix(ρσjsj). The third and fourth form central
configurations which are bounded forwards and backwards in time by triple collision:
Euler (collinear) configurations, given by Fix(σj) and Fix(σjsj), and Lagrange (equi-
lateral) configurations, given by Fix(c), Fix(c2), Fix(csj) and Fix(c2sj) (which are
not involutions but have order 3). Points from of each of these four sets are illustrated
with physical reconstructions in figure 2.2.
Figure 2.2a shows the reconstruction of a point in one collinear invariant subspace.
All bodies are in a line, and all momenta are parallel to the line. Figure 2.2b shows the
reconstruction a point in an isosceles invariant subspace. Here the momentum vector
of the body on the axis of symmetry is aligned with the axis of symmetry, and the
other two momenta are related by a reflection across the axis of symmetry. Figure 2.2c
shows the reconstruction of a point in the equilateral invariant subspace, in which
all momenta are aligned radially from the centre of mass, which coincides with the
incentre of the triangle, and of equal magnitude. Figure 2.2d shows the reconstruction
of a point in the isosceles collinear invariant subspace, where the central body is at
rest and the outer bodies have equal and opposite momenta parallel to the line formed
by the three bodies.
When only two of the masses are equal, only one isosceles subspace remains, and this
is lost when all three masses are unequal. However, the collinear subspaces remain
intact in every case. The equilateral subspace is not symmetric when the masses are
not equal, but remains a subspace of the general problem (Lagrange configuration).
The isosceles collinear subspace exists only when the outer masses are equal.
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X1
P1X2P2 X3 P3
(a) A point in Fix(ρs1), collinear.
X1
P1
X2
P2
X3
P3
(b) A point in Fix(ρσ1), isosceles.
X1
P1
X2
P2
X3
P3
(c) A point in Fix(c), central configura-
tion.
X1
P1
X2
P2
X3
P3
(d) A point in Fix(σ1).
Figure 2.2: Configuration space reconstructions of points in physically meaningful
non-reversing fixed sets for equal masses; invariant subspaces.
Dimension 4: Isosceles (Invariant)
Fix (ρσ1) = {z = (a1, a2, a2, a3, a4, a4)}, n = 2
Fix (ρσ1s1) = {z = (a1,−a2, a2, a3,−a4, a4)}, n = 2
Fix (ρσ2) = {z = (a2, a1, a2, a4, a3, a4)}, n = 2
Fix (ρσ2s2) = {z = (−a2, a1, a2,−a4, a3, a4)}, n = 2
Fix (ρσ3) = {z = (a2, a2, a1, a4, a4, a3)}, n = 2
Fix (ρσ3s3) = {z = (−a2, a2, a1,−a4, a4, a3)}, n = 2
Dimension 4: Collinear (Invariant)
Fix (ρs1) = {z = (0, a1, a2,0, a3, a4)}, n = 2
Fix (ρs2) = {z = (a1,0, a2, a3,0, a4)}, n = 2
Fix (ρs3) = {z = (a1, a2,0, a3, a4,0)}, n = 2
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Dimension 2: Equilateral (Invariant)
Fix (c) = {z = (a1, a1, a1, a2, a2, a2)}, n = 3
Fix (cs1) = {z = (a1,−a1, a1, a2,−a2, a2)}, n = 3
Fix (cs2) = {z = (a1, a1,−a1,−a2,−a2, a2)}, n = 3
Fix (cs3) = {z = (−a1, a1, a1,−a2, a2, a2)}, n = 3
Fix (c2) = {z = (a1, a1, a1, a2, a2, a2)}, n = 3
Fix (c2s1) = {z = (a1, a1,−a1,−a2,−a2, a2)}, n = 3
Fix (c2s2) = {z = (−a1, a1, a1,−a2, a2, a2)}, n = 3
Fix (c2s3) = {z = (a1,−a1, a1, a2,−a2, a2)}, n = 3
Dimension 2: Isosceles collinear (Invariant)
Fix (σ1) = {z = (0,−a1, a1,0,−a2, a2)}, n = 2
Fix (σ1s1) = {z = (0, a1, a1,0, a2, a2)}, n = 2
Fix (σ2) = {z = (−a1,0, a1,−a2,0, a2)}, n = 2
Fix (σ2s2) = {z = (a1,0, a1, a2,0, a2)}, n = 2
Fix (σ3) = {z = (−a1, a1,0,−a2, a2,0)}, n = 2
Fix (σ3s3) = {z = (a1, a1,0, a2, a2,0)}, n = 2
2.3.2 Fixed sets of reversing involutions
The fixed sets of reversing symmetries are not invariant subspaces. Rather, solutions
with points {z(t0), z(t1), . . .} in the fixed sets of reversing involutions are symmetric
with respect to time reversal and some non-reversing involutions at those points. Fig-
ure 2.3 illustrates points in the fixed sets of several interesting reversing symmetries
in the case of equal masses. Five reversing fixed sets take our interest: the set of
reversing collinear configurations, given by Fix(τρsj); the set of reversing isosceles
configurations, given by Fix(τρσj) and Fix(τρσjsj); the set of brake-collision con-
figurations, given by Fix(τsj); the set of reversing isosceles collinear configurations,
given by Fix(τσj) and Fix(τσjsj); and the set of free-fall or brake configurations,
given by Fix(τ).
The reversing isosceles collinear configuration has been used to find periodic orbits
in the equal-mass 3-body problem [73], as after fixing the size of the configuration
the only two parameters are the direction to which all momenta are aligned, and the
magnitudes of the momentum vectors, subject to Pk = Pl = −12Pj. Restricting to such
initial conditions makes the search space manageably small and yet turns up many
interesting orbits.
Figure 2.3a shows the reconstruction of a point in the reversing collinear fixed set, in
which the three bodies form a line and all momenta are perpendicular to the line. This
fixed set exists in the case of all mass ratios, and the solutions before and after are
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related by a reflection, as well as time reversal. Figure 2.3b shows the reconstruction
of a point in the reversing fixed set of a collision (with the momenta of the colliding
bodies normalised to unit length). Here the colliding momenta are equal and opposite,
and the momentum of the non-colliding body is zero. The solutions on either side
of such a point are related by time reversal. Figure 2.3c shows the reconstruction
of a point in a reversing isosceles fixed set. Here the momentum vector of the body
on the axis of symmetry is perpendicular to the axis of symmetry, and the other two
momenta are aligned along the sides of the triangle, with one pointing toward the body
on the axis of symmetry and one pointing away. Solutions evolving on either side of
such a point are time reversed under the exchange of the two off-axis bodies, and this
configuration is only symmetric if the corresponding masses are equal. Figure 2.3d
shows the reconstruction of a point on the free fall boundary, where all three bodies
are momentarily at rest. Finally, figure 2.3e shows the reconstruction of a point in
the reversing fixed set of collinear isosceles configurations, requiring that the outer
masses be equal. In this configuration all momenta are parallel, and the outer two
velocities are equal.
Dimension 3: Arbitrary free-fall (Reversing)
Fix (τ) = {z = (a1, a2, a3,0,0,0)}, n = 2
Dimension 3: Isosceles collinear (Reversing)
Fix (τσ1) = {z = (0,−a1, a1, a2, a3, a3)}, n = 2
Fix (τσ1s1) = {z = (0, a1, a1, a2,−a3, a3)}, n = 2
Fix (τσ2) = {z = (−a1,0, a1, a3, a2, a3)}, n = 2
Fix (τσ2s2) = {z = (a1,0, a1,−a3, a2, a3)}, n = 2
Fix (τσ3) = {z = (−a1, a1,0, a2, a2, a3)}, n = 2
Fix (τσ3s3) = {z = (a1, a1,0,−a2, a2, a3)}, n = 2
Dimension 3: Brake-collision (Reversing)
Fix (τs1) = {z = (a1,0,0,0, a2, a3)}, n = 2
Fix (τs2) = {z = (0, a1,0, a3,0, a2)}, n = 2
Fix (τs3) = {z = (0,0, a1, a2, a3,0)}, n = 2
Dimension 3: Isosceles (Reversing)
Fix (τρσ1) = {z = (a1, a2, a2,0,−a3, a3)}, n = 2
Fix (τρσ1s1) = {z = (a1,−a2, a2,0, a3, a3)}, n = 2
Fix (τρσ2) = {z = (a2, a1, a2,−a3,0, a3)}, n = 2
Fix (τρσ2s2) = {z = (−a2, a1, a2, a3,0, a3)}, n = 2
Fix (τρσ3) = {z = (a2, a2, a1,−a3, a3,0)}, n = 2
Fix (τρσ3s3) = {z = (−a2, a2, a1, a3, a3,0)}, n = 2
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(a) A point in Fix(τρs1).
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X3
P3
(b) A point in Fix(τs3). Magnitudes∣P1∣ = ∣P2∣ = ∞ and argP1 = argP2 + pi;
P3 = 0.
X1 P1
X2
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X3
P3
(c) A point in Fix(τρσ1). Two momenta
P2, P3 point towards/away from X1 with∣P2∣ = ∣P3∣; P1 is perpendicular to the axis
of symmetry.
X1
P1
X2
P2
X3
P3
(d) A point in Fix(τ). All momenta are
instantaneously zero.
X1
P1
X2
P2
X3
P3
(e) A point in Fix(τσ1), central config-
uration. All momenta are parallel with
P2 = P3 = −P12 .
Figure 2.3: Configuration space reconstruction of points in physically meaningful
reversing fixed sets for equal masses.
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Dimension 3: Collinear (Reversing)
Fix (τρs1) = {z = (0, a1, a2, a3,0,0)}, n = 2
Fix (τρs2) = {z = (a2,0, a1,0, a3,0)}, n = 2
Fix (τρs3) = {z = (a1, a2,0,0,0, a3)}, n = 2
2.3.3 Other fixed sets
Other reversing fixed sets have physical meaning but are “too small” to be of interest
and are not shown. In particular, Fix(τc) = {a1, a1, a1,0,0,0} ⊂ Fix(τ) and similar
collapse to triple collision and do nothing else.
Dimension 1: Free-fall equilateral (Reversing)
Fix (τc) = {z = (a1, a1, a1,0,0,0)}, n = 6
Fix (τcs1) = {z = (a1,−a1, a1,0,0,0)}, n = 6
Fix (τcs2) = {z = (a1, a1,−a1,0,0,0)}, n = 6
Fix (τcs3) = {z = (−a1, a1, a1,0,0,0)}, n = 6
Fix (τc2) = {z = (a1, a1, a1,0,0,0)}, n = 6
Fix (τc2s1) = {z = (a1, a1,−a1,0,0,0)}, n = 6
Fix (τc2s2) = {z = (−a1, a1, a1,0,0,0)}, n = 6
Fix (τc2s3) = {z = (a1,−a1, a1,0,0,0)}, n = 6
But what about all the other reversing symmetries? Many of these symmetries do not
have “valid” physical meaning, in the sense that they correspond to points of phase
space that do not satisfy the Hamiltonian K ≡ 0, or they do so trivially (for example,
triple collision and zero momenta). All the fixed sets with no valid physical meaning
are listed here.
Dimension 3: Triple collision, arbitrary momenta (Reversing)
Fix (τρ) = {z = (0,0,0, a1, a2, a3)}, n = 2
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Dimension 2: Binary collision
Fix (s1) = {z = (a1,0,0, a2,0,0)}, n = 2
Fix (s2) = {z = (0, a1,0,0, a2,0)}, n = 2
Fix (s3) = {z = (0,0, a1,0,0, a2)}, n = 2
Fix (σ1s2) = {z = (a1,0,0, a2,0,0)}, n = 4
Fix (σ1s3) = {z = (a1,0,0, a2,0,0)}, n = 4
Fix (σ2s1) = {z = (0, a1,0,0, a2,0)}, n = 4
Fix (σ2s3) = {z = (0, a1,0,0, a2,0)}, n = 4
Fix (σ3s1) = {z = (0,0, a1,0,0, a2)}, n = 4
Fix (σ3s2) = {z = (0,0, a1,0,0, a2)}, n = 4
Dimension 1: Binary collision brake (Reversing)
Fix (τσ1s2) = {z = (a1,0,0,0,0,0)}, n = 4
Fix (τσ1s3) = {z = (a1,0,0,0,0,0)}, n = 4
Fix (τσ2s1) = {z = (0, a1,0,0,0,0)}, n = 4
Fix (τσ2s3) = {z = (0, a1,0,0,0,0)}, n = 4
Fix (τσ3s1) = {z = (0,0, a1,0,0,0)}, n = 4
Fix (τσ3s2) = {z = (0,0, a1,0,0,0)}, n = 4
Dimension 1: Triple collision (Reversing)
Fix (τρσ1s2) = {z = (0,0,0, a1,0,0)}, n = 4
Fix (τρσ1s3) = {z = (0,0,0, a1,0,0)}, n = 4
Fix (τρσ2s1) = {z = (0,0,0,0, a1,0)}, n = 4
Fix (τρσ2s3) = {z = (0,0,0,0, a1,0)}, n = 4
Fix (τρσ3s1) = {z = (0,0,0,0,0, a1)}, n = 4
Fix (τρσ3s2) = {z = (0,0,0,0,0, a1)}, n = 4
Fix (τρc) = {z = (0,0,0, a1, a1, a1)}, n = 6
Fix (τρcs1) = {z = (0,0,0, a1,−a1, a1)}, n = 6
Fix (τρcs2) = {z = (0,0,0, a1, a1,−a1)}, n = 6
Fix (τρcs3) = {z = (0,0,0,−a1, a1, a1)}, n = 6
Fix (τρc2) = {z = (0,0,0, a1, a1, a1)}, n = 6
Fix (τρc2s1) = {z = (0,0,0, a1, a1,−a1)}, n = 6
Fix (τρc2s2) = {z = (0,0,0,−a1, a1, a1)}, n = 6
Fix (τρc2s3) = {z = (0,0,0, a1,−a1, a1)}, n = 6
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Dimension 0: Triple collision brake
Fix (ρ) = {z = (0,0,0,0,0,0)}, n = 2
Fix (ρσ1s2) = {z = (0,0,0,0,0,0)}, n = 4
Fix (ρσ1s3) = {z = (0,0,0,0,0,0)}, n = 4
Fix (ρσ2s3) = {z = (0,0,0,0,0,0)}, n = 4
Fix (ρσ2s1) = {z = (0,0,0,0,0,0)}, n = 4
Fix (ρσ3s1) = {z = (0,0,0,0,0,0)}, n = 4
Fix (ρσ3s2) = {z = (0,0,0,0,0,0)}, n = 4
Fix (ρc) = {z = (0,0,0,0,0,0)}, n = 6
Fix (ρcs1) = {z = (0,0,0,0,0,0)}, n = 6
Fix (ρcs2) = {z = (0,0,0,0,0,0)}, n = 6
Fix (ρcs3) = {z = (0,0,0,0,0,0)}, n = 6
Fix (ρc2) = {z = (0,0,0,0,0,0)}, n = 6
Fix (ρc2s1) = {z = (0,0,0,0,0,0)}, n = 6
Fix (ρc2s2) = {z = (0,0,0,0,0,0)}, n = 6
Fix (ρc2s3) = {z = (0,0,0,0,0,0)}, n = 6
2.4 Subgroup structure
2.4.1 The “small” group
The small symmetry group (the natural symmetry group acting on the un-regularised
system), of order 24 for equal masses, is isomorphic to C4 ×S3. We list the subgroups
and their number, up to isomorphism:
a) 15, Z2 ≅D1;
b) 1, Z3;
c) 3, Z6;
d) 19, V4 ≅D2;
e) 4, S3 ≅D3;
f) 3, E8 ≅ Z23;
g) 1, Z6 ×Z2;
h) 6, D6.
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Subgroup Normal factor Central factor
Z2 {I, σ1} {I, σ1} {I}{I, σ2} {I, σ2} {I}{I, σ3} {I, σ3} {I}{I, ρ} {I} {Iρ}{I, τ} {I} {Iτ}{I, τρ} {I} {Iτρ}{I, ρσ1} {I} {I, ρσ1}{I, ρσ2} {I} {I, ρσ2}{I, ρσ3} {I} {I, ρσ3}{I, τσ1} {I} {I, τσ1}{I, τσ2} {I} {I, τσ2}{I, τσ3} {I} {I, τσ3}{I, τρσ1} {I} {I, τρσ1}{I, τρσ3} {I} {I, τρσ3}{I, τρσ4} {I} {I, τρσ4}
Z3 {I, c, c2} {I, c, c2} {I}
Z6 {I, ρc, c2, ρ, c, ρc2} {I, c, c2} {I, ρ}{I, τc, c2, τ, c, τc2} {I, c, c2} {I, τ}{I, τρc, c2, τρ, c, τρc2} {I, c, c2} {I, τρ}
Table 2.2: Factorisations of cyclic subgroups of Γ into direct products of normal and
central factors.
Subgroups of this group may all be written in the form GS ×C or GS ⋊C, where GS
is a subgroup of S3, and C is isomorphic to a subgroup of the centre C4, containing
elements of the form rγ, where r ∈ C4, and γ ∈ S3 such that γ2 = I. The subgroups with
the semidirect product structure are the D3 subgroups with central elements of the
form rσj, or D6 with cyclic elements of the form rc, where r ∈ {τ, ρ, τρ}. Tables 2.2–2.5
give the decompositions of each subgroup according to these rules.
So each subgroup is either cyclic, dihedral (D1, D2, D3, or D6), or something else (E8,
or Z6 ×Z2). In the latter two cases, the subgroups are both of the form G×Z2, where
G is cyclic or dihedral.
2.4.2 The “big” group
The large symmetry group Γ˜ is the group of symmetries acting on the regularised
vector field, order 96 for equal masses, isomorphic to C4 × S3 ⋊ F4. This group has
many more subgroups, due to the factor S3 ⋊ F4 ≅ S4, including nine subgroups of
order 4 not present in the smaller group, isomorphic to Z4 and generated by rσjsk,
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Subgroup Normal factor Central factor
V4 {I, ρ, τ, τρ} {I} {I, ρ, τ, τρ}{I, ρ, σ1, ρσ1} {I, σ1} {I, ρ}, {I, ρσ1}{I, ρ, σ2, ρσ2} {I, σ2} {I, ρ}, {I, ρσ2}{I, ρ, σ3, ρσ3} {I, σ3} {I, ρ}, {I, ρσ3}{I, τ, σ1, τσ1} {I, σ1} {I, τ}, {I, τσ1}{I, τ, σ2, τσ2} {I, σ2} {I, τ}, {I, τσ2}{I, τ, σ3, τσ3} {I, σ3} {I, τ}, {I, τσ3}{I, τρ, σ1, τρσ1} {I, σ1} {I, τρ}, {I, τρσ1}{I, τρ, σ2, τρσ2} {I, σ2} {I, τρ}, {I, τρσ2}{I, τρ, σ3, τρσ3} {I, σ3} {I, τρ}, {I, τρσ3}{I, ρ, τσ1, τρσ1} {I} {I, ρ, τσ1, τρσ1}{I, ρ, τσ2, τρσ2} {I} {I, ρ, τσ2, τρσ2}{I, ρ, τσ3, τρσ3} {I} {I, ρ, τσ3, τρσ3}{I, ρσ1, τ, τρσ1} {I} {I, ρσ1, τ, τρσ1}{I, ρσ2, τ, τρσ2} {I} {I, ρσ2, τ, τρσ2}{I, ρσ3, τ, τρσ3} {I} {I, ρσ3, τ, τρσ3}{I, ρσ1, τσ1, τρ} {I} {I, ρσ1, τσ1, τρ}{I, ρσ2, τσ2, τρ} {I} {I, ρσ2, τσ2, τρ}{I, ρσ3, τσ3, τρ} {I} {I, ρσ3, τσ3, τρ}
Table 2.3: Factorisations of subgroups of Γ isomorphic to V4 into direct products of
normal and central factors. Where the factorisation is non-unique, all factors are
given.
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where r ∈ C4, and also subgroups of order 8, including eighteen isomorphic to D4 and
nine isomorphic to Z4 ×Z2, of which in both cases Z4 is a normal subgroup.
We can project Γ˜ to the small group Γ by the homomorphism Π0 ∶ Γ˜Ð→Γ such that
Π0(φ,σ, s) = (φ,σ), for φ ∈ C4, σ ∈ S, and s ∈ F4. Under this projection, for example,
we have Π0({I, σjsk, sj, σjsl}) = {I, σj}. In this way, every subgroup of Γ˜ with a
4-cycle is mapped to a subgroup of Γ with a 2-cycle involving a pairwise permutation.
The consequence of these involutions sj is that periodic orbits of the regularised system
which possess such a “naked” sign flip symmetry are doubly-periodic when projected
back to the un-regularised system. We have found a number of such orbits, includ-
ing rectilinear(16,1), all orbits in appendices F1.2 and F3.1, and t0(4,13), whose
isotropy subgroups contain Z4 as a subgroup (in the latter case its isotropy subgroup
is isomorphic to Z4), and t0(2,12), whose isotropy subgroup is {(I,0), (s2, 12)}.
2.4.3 Isotropy subgroups
Recall Theorems 1.6 and 1.8, classifying two types of behaviour and symmetry of
periodic orbits. In particular, if a solution is periodic with a cyclic symmetry group
generated by γ, the shift associated with γ is Tk , where k is the order of γ, and if a
solution is periodic with a dihedral symmetry group generated by R1 and R2, we may
phase shift so that R1(z(t)) = z(−t) we thus have R(z(t)) = z( T2k − t), where k is the
order of R2R1. The shift associated with every other symmetry in the group can be
calculated by addition of the shifts. We denote the symmetries of solutions by (γ, t0),
where γ ∈ Γ˜ and t0 is the associated shift.
Consider a T -periodic solution z(t) of the regularised system with cyclic symmetry
group, such as t0(4,13), with symmetry σ1s3 of order 4 such that σ1s3(z(t)) = z(t+ T4 ).
Then we have that (σ1s3)2(z(t)) = s1(z(t)) = z(t+ T2 ) and (σ1s3)3(z(t)) = σ1s2(z(t)) =
z(t + 3T4 ) = z(t − T4 ). The isotropy subgroup of z(t) is
Σz = {(I,0), (σ1s3, 14), (s1, 12), (σ1s2, 34)}.
The solution is divided into k portions, where the each k-th of the orbit is identical
up to spatial symmetry γi, for i = 0, . . . , k − 1.
The case for a solution with reversing symmetries is similar, but takes slightly more
care. We take R1 and R2 and initial conditions such that R1(z(t)) = z(−t) and
R2(z(t)) = z(Tk − t). By theorem 1.8, this is equivalent to z(0) ∈ Fix(R1) and z( T2k) ∈
Fix(R2). Now the solution is divided into 2k portions, where each 2k-th is identical
to its immediate neighbours, up a spatial symmetry and time reflection. For example,
consider a solution z(t) such as t0(4,1), with z(0) ∈ Fix(τρσ3) and z(T4 ) ∈ Fix(τρs3).
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The isotropy subgroup must therefore be
Σz = {(I,0), (τρσ3,0), (τρs3, 12), (σ3s3, 12)},
with a cyclic permutation that swaps the roles of bodies 1 and 2 after half the period.
Given the isotropy subgroup of an orbit with dihedral symmetry (including the shift
associated with each symmetry), we can determine which reversing symmetries may
be taken to be R1 and R2. Each reversing symmetry is an involution, but their
product must be equal to the degree of the dihedral group, and the difference between
their shifts must be 1k , where k is the degree. In the “Bestiary” (Appendix F), the
generators may therefore be taken to be the two unique elements which appear as(R1,0), (R2, 1k).
2.5 Conclusion
The work in this chapter lays the foundation for two further ideas. One is the use of
discrete symmetry information to develop an appropriate symmetry-reduced symbolic
dynamics for each mass ratio in Chapter 3. The other, making use of both this
chapter’s work and the symbolic dynamics, to study in Chapter 4 the geometric phase
and determine from the symmetries alone under which circumstances the geometric
phase must vanish.
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Subgroup Normal factor Central factor
S3 {I, σ1, σ2, σ3, c, c2} {I, σ1, σ2, σ3, c, c2} {I}
E8 {I, ρ, τ, τρ, σ1, ρσ1, τσ1, τρσ1} {I, σ1} {I, ρ, τ, τρ}, {I, ρσ1, τ, τρσ1},{I, ρ, τσ1, τρσ1}, {I, ρσ1, τσ1, τρ}{I, ρ, τ, τρ, σ2, ρσ2, τσ2, τρσ2} {I, σ2} {I, ρ, τ, τρ}, {I, ρσ2, τ, τρσ2},{I, ρ, τσ2, τρσ2}, {I, ρσ2, τσ2, τρ}{I, ρ, τ, τρ, σ3, ρσ3, τσ3, τρσ3} {I, σ3} {I, ρ, τ, τρ}, {I, ρσ3, τ, τρσ3},{I, ρ, τσ3, τρσ3}, {I, ρσ3, τσ3, τρ}
Z6 ×Z2 {I, ρ, τ, τρ, c, ρc, τc, τρc, c2, ρc2, τc2, τρc2} {I, c, c2} {I, ρ, τ, τρ}
D6 {I, c, c2, σ1, σ2, σ3, ρ, ρc, ρc2, ρσ1, ρσ2, ρσ3} {I, σ1, σ2, σ3, c, c2} {I, ρ}{I, c, c2, σ1, σ2, σ3, τ, τc, τc2, τσ1, τσ2, τσ3} {I, σ1, σ2, σ3, c, c2} {I, τ}{I, c, c2, σ1, σ2, σ3, τρ, τρc, τρc2, τρσ1, τρσ2, τρσ3} {I, σ1, σ2, σ3, c, c2} {I, τρ}
Table 2.4: Factorisations of non-cyclic subgroups of Γ of order 6 or higher into direct products of normal and central factors. Where the
factorisation is non-unique, all factors are given.
Subgroup Normal factor Central factor
D3 {I, c, c2, ρσ1, ρσ2, ρσ3} {I, c, c2} {I, ρσ1}, {I, ρσ2}, {I, ρσ3}{I, c, c2, τσ1, τσ2, τσ3} {I, c, c2} {I, τσ1}, {I, τσ2}, {I, τσ3}{I, c, c2, τρσ1, τρσ2, τρσ3} {I, c, c2} {I, τρσ1}, {I, τρσ2}, {I, τρσ3}
D6 {I, c, c2, ρσ1, ρσ2, ρσ3, τ, τc, τc2, τρσ1, τρσ2, τρσ3} {I, c, c2} {I, ρσ1, τ, τρσ1}, {I, ρσ2, τ, τρσ2}, {I, ρσ3, τ, τρσ3}{I, c, c2, τσ1, τσ2, τσ3, ρ, ρc, ρc2, τρσ1, τρσ2, τρσ3} {I, c, c2} {I, ρ, τσ1, τρσ1}, {I, ρ, τσ2, τρσ2}, {I, ρ, τσ3, τρσ3}{I, c, c2, ρσ1, ρσ2, ρσ3, τ, τρc, τρc2, τσ1, τσ2, τσ3} {I, c, c2} {I, ρσ1, τσ1, τρ}, {I, ρσ2, τσ2, τρ}, {I, ρσ3, τσ3, τρ}
Table 2.5: Factorisations of non-cyclic subgroups of Γ (that cannot be factored into direct products) into semidirect products of normal
and central factors. Where the factorisation is non-unique, all factors are given.
3 Symbolic dynamics
3.1 Overview
Consider a continuous dynamical system D whose phase space Ω is partitioned into
finitely many regions. Let T ∶ΩÐ→Ω be a (possibly invertible) map from the phase
space to itself. We assign a symbol s to each of the regions of phase space such
that repeated applications of T (x) (or its inverse) produces an infinite (or bi-infinite)
string of symbols .s0s1s2 . . . (or . . . s−2s−1.s0s1s2 . . . ), where the subscript indicates
the number of applications of T or its inverse. The set {s} of symbols is called the
alphabet. This construction, first used by Hadamard in 1898 [21] but only studied
rigorously as an object in its own right since Morse and Hedlund [52], reduces the
continuous dynamics of D to a discrete dynamical system whose qualitative properties
reflect the properties of D. The string of symbols associated to a particular solution
of D is called the symbol sequence of the solution.
3.2 Classical symbolic dynamics in the 3-body prob-
lem
Symbolic dynamics has been applied to the 3-body problem in various forms, with
periodic sequences playing an important role. The rectilinear 3-body problem was
explored by Tanikawa and Mikkola [77], using the collisions as symbols, to systemati-
cally discover unrealisable sequences. It was thus found that the realisable sequences
form a Cantor set. In [78] symbolic dynamics was used to discover orbits of the recti-
linear 3-body problem that begin and end in triple collision. The work was continued
by Saito and Tanikawa [63, 64], wherein the roles of the triple collision point and of
periodic orbits are explored. Meanwhile, Moeckel [43] constructs a chaotic invariant
set and uses symbolic dynamics to prove the existence of solutions with interesting
behaviour, such as close approaches to triple collision and excursions near infinity
(meaning either that all three are widely separated or, particularly in the case of
negative energy, one is far from the other two and those two are bound in a tight
binary).
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Symbolic dynamics is also used in the study of the free-fall 3-body problem by
Tanikawa and Mikkola [79], wherein solutions start on the free fall boundary in a min-
imal set of dynamically equivalent configurations (called the fundamental domain).
Syzygies were used as symbols to divide the space of initial conditions and ask the
question, what kind of orbits correspond to the boundaries between different words
of length n in the space of initial conditions? Regions that map to particular syzygies
are of course bounded by binary collision curves, whose intersection points correspond
to initial conditions leading to triple collision. An interesting result is a picture of
how the “syzygy map” of previously free-fall initial conditions changes when angular
momentum is non-zero.
In this thesis symbolic dynamics is used as a means of classification for periodic
orbits, as the symmetries of the symbolic dynamics reflect the symmetries of the
orbits themselves. In this section we will first describe a symbolic dynamics that has
been proposed before, why such a symbolic dynamics is unsuitable for our problem,
and then develop a system that makes use of the symmetry information at our disposal
to produce a more fine-grained symbolic dynamics.
In [49] Montgomery showed that all orbits but one1 of the 3-body problem with zero
angular momentum suffer syzygies. It has been proposed for collisionless orbits, by
Tanikawa and Mikkola [79], to use the sequence of syzygies as a symbolic dynamics
for the 3-body problem, where the index of the mass passing between the other two
is used as a symbol.
In Tanikawa and Mikkola’s symbolic dynamics, if the signed area A evolves from
positive to negative with body j in syzygy, record j; should the signed area evolves
from negative to positive with j in syzygy, record j + 3. On the shape sphere this is
equivalent to taking note of through which arc of the equator the trajectory passes
and in which direction.
The orientation of the configuration triangle is preserved through collisions. As colli-
sion implies two of the regularised coordinates are simultaneously zero, either one is
identically zero and the other changes sign (in which case the orbit is in the collinear
subspace and the orientation is undefined, with zero area), or two regularised coordi-
nates change sign together. In the latter case, this means that just just before and
just after collision the sign of the product of regularised coordinates is the same. The
symbolic dynamics proposed by Tanikawa and Mikkola may be extended to include
collisions by just three new symbols: one for each collision, allowing us to use this
symbolic dynamics in the regularised setting2. This we will call the oriented syzygy
1This one orbit is Lagrange’s homothetic solution, which for zero angular momentum evolves by
scaling only, beginning and ending in triple collision, with an equilateral configuration at all times.
2This symbolic dynamics may be used without the addition of new symbols by considering a
3.2. CLASSICAL SYMBOLIC DYNAMICS IN THE 3-BODY PROBLEM 53
sequence.
Working with j and j + 3 is not strictly necessary, as the +3 is simply alternating,
for collisionless orbits. In the case of collision orbits, the +3 alternates for non-
collision symbols (because orientation is preserved through collisions). Simpler than
the oriented syzygy sequence proposed by Tanikawa and Mikkola, then, is just the
syzygy sequence, which consists of the alphabet (1,2,3, a, b, c).
While the syzygy sequence (oriented or otherwise) is laudable for studying the topol-
ogy of solutions, it does not distinguish neighbouring solutions with distinct symme-
tries. As an example, consider the figure-8 choreography t0(12,1) and its neighbour
t0(4,23). Both form very similar loops on the shape sphere, and both have very
similar periods (the former 2.22181372 the latter 2.22181404). But the figure-8 chore-
ography has a symmetry group of order 12, while its “shadow” has symmetry of only
order 4, and it is not choreographic. The oriented syzygy sequences of both orbits are
the same: 153426, indicating the same topology and similar length, mapping to the
syzygy sequence 123123.
3.2.1 Discrete symmetries in symbolic dynamics
Symmetries of an orbit are reflected in the oriented syzygy sequence. For example,
the figure-8 choreography, with oriented syzygy sequence 152426, which is symmet-
ric under cyclic permutations of (1,2,3) and (4,5,6), under reversal of orientation
(swapping 1 and 4, 2 and 5, and 3 and 6), and under pairwise permutations and
“time reversal of the sequence” (that is, reading the sequence in reverse), in each
case with an appropriate cyclic shift to bring it back to 152426. While the figure-8’s
“shadow” does not possess all these symmetries, there exist separate solutions that
are identical up to symmetry. Our goal now is to develop a symbolic dynamics that is
reduced with respect to discrete symmetries for each case of symmetry in the masses,
so that orbits related by symmetry have the same symbol sequences, and, as much as
is possible, no two different orbits will have the same symbol sequence.
collision as a limit of non-collision cases, as is done by Tanikawa and Mikkola [80]. However, we
argue that combining the two limiting collinearity symbols into one collision symbol is conceptually
simpler, especially where our purposes differ from those of others.
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3.3 Symmetry-reduced symbolic dynamics
3.3.1 The regularised fundamental domain and reduced sym-
bolic dynamics
The values of the masses determine which permutation group is a factor of the full
symmetry group. While we are concerned primarily with equal masses, it is little
extra effort to consider every possible case of symmetry in the masses. Recall that
the regularised spatial symmetry group is G˜ = R2 ×S ⋊F4, where R2 ≅ Z2 is generated
by spatial reflection ρ and is the centre of G˜, S is the permutation group, determined
by the number of equal masses, and F4 ≅ V4 is the group of “sign flip” symmetries
induced by regularisation. For three equal masses we have S = S3, for two equal
masses we have S = S2 ≅ Z2, and for unequal masses S = {I}, the trivial group.
The reflecting involutions of G˜ and its projection down to the un-regularised group
G = R2 × S acting on coordinates divides each respective shape space into n dynam-
ically equivalent regions, where n is the order of each symmetry group (respectively
48 and 12). One such region is singled out and referred to as the fundamental do-
main; a solution beginning in the fundamental domain can be mapped back into the
fundamental domain at its boundary by a reflection on the appropriate part of the
boundary. A symmetry-reduced symbolic dynamics therefore uses the boundaries of
the fundamental domain as its symbols.
Another way to phrase the description of our symbolic dynamics is to consider the fun-
damental region of shape space bounded by the invariant subspaces and the boundary
of the Hill region. Each time a solution touches a boundary a symbol is recorded, and
the trajectory is reflected back into the fundamental domain. The fundamental do-
main in shape space for equal masses is shown in figure 3.1, including the symbols we
record on the walls (C collinear, A acute isosceles, O obtuse isosceles configurations),
the edges where the walls intersect (M “midpoint” isosceles collinear, E equilateral,
B binary collision configurations), and the free fall boundary (F any brake—or free-
fall—point).
Reduction by discrete symmetries makes the symbolic dynamics invariant under the
action of the spatial symmetry group. Time reversal, τ , is another discrete symmetry
that reverses the direction of the flow on the fundamental domain. Most reversing
symmetries occur on each part of the boundary of the fundamental domain; however,
τ can occur for any non-collision configuration. If τ occurs, the trajectory has touched
the edge of the free fall boundary. As the free fall boundary is itself a boundary of
the fundamental domain in shape space (albeit “invisible” on the shape sphere) and
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Figure 3.1: The lower portion of fundamental domain chosen for unit masses. The
domain extends for arbitrarily large α3, and the boundary F tends towards a segment
of the cylinder α21 + α22 = 1
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corresponds to a reversing involution, we assign to it the symbol F .
We now discuss the fundamental domains in each distinct case of symmetry in the
masses and describe the reduced symbolic dynamics.
3.3.1.1 Unequal masses
The least symmetric case, with all masses different, is only symmetric under the
reflection symmetry ρ, or ρsj for each j. In such a case the fundamental domain is
one hemisphere of the shape sphere (bounded by the equator), or one octant of the
regularised shape sphere (figures 3.2a and 3.2b). We choose the fundamental domain
such that every αj ≥ 0.
In this case the symbolic dynamics is just the syzygy sequence with the addition of a
symbol for brake-points. Thus we choose the alphabet
{1,2,3, a, b, c, F},
where the numerals represent syzygies, the lower case Roman letters indicate collisions
as before, and F represents a brake point in the trajectory (table 3.1).
Symbol Boundary in regularised coordinates
1 {0 = α1 < α2, α3}
2 {0 = α2 < α3, α1}
3 {0 = α3 < α1, α2}
a {0 = α2 = α3 < α1}
b {0 = α3 = α1 < α2}
c {0 = α1 = α2 < α3}
F {0 = pi1 = pi2 = pi3}
Table 3.1: Boundaries of the fundamental domain for unequal masses.
Trajectories that leave the fundamental domain are mapped back into it at each
symbol by the following symmetries:
1 ∶ ρs1, 2 ∶ ρs2, 3 ∶ ρs3,
a ∶ s1, b ∶ s2, c ∶ s3.
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(a) Regularised shape sphere. (b) Classical shape sphere.
Figure 3.2: The fundamental domain on (a) the regularised shape sphere, and (b) the
classical shape sphere, with unequal masses.
3.3.1.2 Two masses equal
The next most symmetric case, in which exactly two masses are equal (say, m2 =
m3), allows the pairwise permutation symmetry σ1. In this case, the fundamental
domain becomes one quarter of the shape sphere, bounded by the equator and by the
great circle defined by Fix(σ1), or half of one octant of the regularised shape sphere,
bounded by three great circles: for example, the smaller region bounded by great
circles connecting B+23 to B+12 to M++1 (figures 3.3a and 3.3b).
Here an alphabet for the symbolic dynamics could be given as
{1,2, i, a,M, c,F},
where the different symbols are i, representing isosceles configurations where α2 = α3,
and M , isosceles collinear configurations with α1 = 0 and α2 = α3 (table 3.2).
We point out that in the equal-mass case we will distinguish between acute and
obtuse isosceles configurations (separated by the equilateral configuration), but here
the equilateral configuration is not distinguished by symmetry, so only one symbol i
is used for the one corresponding arc of symmetry on the shape sphere.
Trajectories that leave the fundamental domain are mapped back into it at each
symbol by the following symmetries:
1 ∶ ρs1, 2 ∶ ρs2, i ∶ ρσ1,
a ∶ s1, M ∶ σ1s1, c ∶ s3.
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Symbol Boundary in regularised coordinates
1 ∶ {0 = α1 < α2 < α3}
2 ∶ {0 = α2 < α3, α1 ≠ 0}
i ∶ {0 < α1,0 < α2 = α3}
a ∶ {0 = α2 = α3 < α1}
M ∶ {0 = α1 < α2 = α3}
c ∶ {0 = α1 = α2 < α3}
F ∶ {pi1 = pi2 = pi3 = 0}
Table 3.2: Boundaries of the fundamental domain for m2 =m3.
(a) Regularised shape sphere. (b) Classical shape sphere.
Figure 3.3: The fundamental domain on (a) the regularised shape sphere, and (b) the
classical shape sphere, with m2 =m3.
3.3.1.3 Equal masses
Finally, if all three masses are equal, all possible symmetries are achieved, reducing
the fundamental domain to one third of the fundamental domain from the previous
case, as cyclic permutations of the coordinates and momenta are now possible. We
describe in more detail the fundamental domain in the case of equal masses.
Suppose we insist that 0 ≤ α1 ≤ α2 ≤ α3 and α3 > 0 (excluding triple collision). Then
whenever a trajectory passes through a face or through an edge of this region, we apply
an appropriate discrete symmetry to the trajectory to reflect it at that boundary.
These boundaries are illustrated on the shape spheres in figures 3.4a and 3.4b.
The symbolic dynamics for equal masses, table 3.3, consists of the alphabet
{C,A,O,B,E,M,F},
where each letter corresponds to passing through the corresponding boundary of the
fundamental domain.
Trajectories that leave the fundamental domain are mapped back into it at each
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Symbol Boundary in regularised coordinates
C ∶ {0 = α1 < α2 < α3}
A ∶ {0 < α1 = α2 < α3}
O ∶ {0 < α1 < α2 = α3}
B ∶ {0 = α1 = α2 < α3}
E ∶ {0 < α1 = α2 = α3}
M ∶ {0 = α1 < α2 = α3}
F ∶ {pi1 = pi2 = pi3 = 0}
Table 3.3: Boundaries of the fundamental domain for equal masses.
(a) Regularised shape sphere. (b) Classical shape sphere.
Figure 3.4: The fundamental domain on (a) the regularised shape sphere, and (b) the
classical shape sphere, with m1 =m2 =m3.
symbol by the following symmetries (figure 3.5):
C ∶ ρs1, A ∶ ρσ3, O ∶ ρσ1,
B ∶ s3, E ∶ ρσ2, M ∶ σ1s1.
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α3−α1
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(f) Midpoint collinearity boundary.
Figure 3.5: Actions mapping a trajectory back into the fundamental domain for equal
masses.
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3.3.2 Reduced symbolic dynamics in invariant subspaces
The reduced symbolic dynamics in each case has seven symbols, each associated with
a discrete symmetry, and each with a reversing symmetry. If γ is a non-reversing
symmetry of the regularised vector field with a meaningful fixed set Fix(γ) (that
is, the fixed set is not, for example, any of the symmetries in section 2.3.3 for the
complete list of fixed sets and their meanings), then Fix(γ) is an invariant subspace;
any solution that begins exactly in such a space remains there for all time.
Two groups of fixed sets are too small to be interesting. They are Fix(σj), Fix(σjsj)
corresponding to isosceles collinear configurations with the central body at rest and
the outer bodies’ velocities radially oriented, and Fix(ci), Fix(cisj) corresponding to
equilateral configurations with all velocities equal and radially oriented. Both fixed
sets form invariant subspaces of dimension 2; too small for interesting dynamics to
happen. After fixing the energy h < 0, only one parameter is free to vary: either fix
the coordinates and the momenta are determined (up to sign), or fix the momenta
and the coordinates are determined (up to sign).
In both cases, if the initial configuration is chosen to be small and the momenta
are chosen such that the initial velocities are chosen pointing outward, the system
evolves in the same configuration with momenta decreasing until zero. At this point
the solution touches the free fall boundary and begins to reverse, leading back to the
initial condition (with reversed signs of momenta) and ultimately to triple collision.
With the time scaling due to regularisation, this is removed to t = ±∞.
More interesting dynamics are possible in the other invariant subspaces.
In the case of unequal masses, the only invariant subspaces are collinear configurations
with all momenta in the line of the bodies. These fixed sets are of the form Fix(ρsj)
for each j (corresponding to the index of the body in the middle).
When exactly two of the masses are equal, say mk = ml, we add to the invariant
subspaces the set Fix(ρσj) and Fix(ρσjsj), for permanently isosceles orbits with mj
on the axis of symmetry.
When all masses are equal, we add the rest of of the permutation symmetries, per-
mitting two other isosceles invariant subspaces.
In all cases, invariant subspaces become the edge boundaries of the fundamental do-
main, and orbits living in these subspaces would record the given symbol continuously.
Thus the symbolic dynamics should only include the relevant corner points of the do-
main.
Explicitly, this means that in the collinear subspaces Fix(ρs1), Fix(ρs2), and Fix(ρs3)
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for unequal masses the alphabets respectively contains only {b, c, F}, {a, c,F}, and{a, b,F}.
When m2 =m3, the alphabet for Fix(ρs1) becomes {M,c,F}, while the other two are
mapped into one symbolic dynamics with alphabet {a, c,F}. The isosceles invariant
subspace Fix(ρσ1) is added, on which the alphabet is {a,M,F}.
Finally, when m1 =m2 =m3 every collinear invariant subspace is dynamically equiva-
lent, where all thus have alphabet {B,M,F}, and every isosceles invariant subspace
is dynamically equivalent, where all have alphabet {B,M,E,F}.
3.4 Symmetry-reduced symbolic dynamics and the
symmetries of periodic solutions
We now consider the relationship between the symmetries of a solution and its sym-
bolic dynamics. The symbol sequence of a solution z(t) corresponds to every point
on the solution where z(t) momentarily attains one of a given set of configurations,
including brake points.
We found that two cases occur: first, when the symmetries of the solution are gen-
erated by a non-reversing element γ of order k; second, then the symmetries of the
solution are generated by two reversing elements R1 = τγ1 and R2 = τγ2 whose com-
position γ2γ1 is cyclic of order k. In both cases, the solution repeats itself with some
non-reversing symmetry applied successively k times; as our symbolic dynamics are
reduced with respect to discrete symmetries, this means that if Ω is the word cor-
responding to 1k -th of the solution, the entire symbol sequence is just Ω
k, where k
indicates the number of repetitions of Ω; the symbolic dynamics are invariant under
non-reversing symmetries.
In the first case, this is all that can be done. In the second case, we have not accounted
for each of the reversing symmetries individually. We phase-shift the solution so that
τγ1(z(t)) = γz(−t), and τγ2(z(t)) = γz(Tk − t), thus z(0) ∈ Fix(τγ1) and z( T2k) ∈
Fix(τγ2). Observe that the 1k -th word Ω must contain further structure. In particular,
it must have an even number 2n of symbols, the first symbol X corresponds to the
region of the boundary of the fundamental domain of which z(0) is an element, and the
n-th symbol Y corresponds to the region of the fundamental domain of which z( T2k)
is an element, and the behaviour of z(t) before t = T2k and afterwards are identical up
to a spatial symmetry and reflection in time about that point. This means that if Ω̃
is the word corresponding to the 1k -th of z(t) for which 0 ≤ t ≤ Tk , the entire symbol
sequence of z(t) is Ω̃k, and is palindromic about each symbol X and Y on which a
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reversing symmetry occurs.
We can thus decompose Ω̃ into two words Ω and its reverse Ω′ punctuated by X
and Y . That is, Ω̃ = XΩY Ω′, and Ω̃k = (XΩY Ω′)k. This motivates the following
definition.
Definition 3.1. The sequence class of a periodic orbit z(t) is the decomposition of its
symbol sequence according to the symmetries of z(t). Two sequence classes occur: Ωk,
when the symmetry group of z(τ) is cyclic of order k after a quotient by the symmetry
of an invariant subspace; and (XΩY Ω′)k, when the symmetry group of z(t) is dihedral
of degree k after quotient by the symmetry of an invariant subspace.
The sequence class is defined so that the symmetry group (up to isomorphism) can
be read off quickly and easily from the symbol sequence information, and the config-
uration at any reversing symmetry is immediately apparent.
Note that the smallest word guaranteed by the symmetries of z(t) to repeat is al-
ways denoted Ω, but the symbol sequence of z(t) may contain more symmetry than
z(t) itself. Several orbits are known whose symbol sequences are more symmetric
than the orbits themselves; they are t0(2,30), t0(2,35), t0(2,53), t0(2,100), t1(2,1),
t1(2,9), isosceles(4,1), and rectilinear(4,40). In each of these the word Ω is itself
a palindrome, but the central symbol does not correspond to a reversing point of the
orbit.
4 Geometric phase
4.1 Introduction
Geometric phase in physics first became of serious interest with Berry’s paper [4].
Later, Wu [86] used the work of Berry [4], Guichardet [20], and Iwai [28] to develop
a similar result for the classical 3-body problem, as earlier papers had largely been
concerned with quantum mechanical systems.
Montgomery’s formula [47] is
dG = −1
2
w3dθ, (4.1)
where G is the geometric phase angle, θ = arg(w1 + iw2) is an azimuthal angle on
the shape sphere, and the wi are coordinates on the shape sphere of half unit radius
(c.f. equation (1.53)). Equation (4.1) computes an “area” on the shape sphere when
evaluated over a closed loop. We apply the chain rule to obtain dθ in terms of
regularised coordinates:
dθ = 1
w21 +w22 ∑(w1∂w2∂αj −w2∂w1∂αj ) α˙jdt
and finally obtain
dG = m3A∑Fj(z)(∑Mja2j)2 ((∑Mja2j)2 − 16MmA2)dt =∶ U(z)dt (4.2)
for z = (α1, α2, α3, pi1, pi2, pi3), with
Fj(z) = fj(z)αjpij,
where
fj(z) =Mj (ak − al)ajα2 −Mk (2α2k + ak)akα2l +Ml (2α2l + al)alα2k
and Mj =mkml and M =m1m2m3.
Define the geometric phase of a T -periodic orbit z(t) by ∆G = ∫ T0 U(z(s))ds. It is
also useful to define the function G(t) ∶= ∫ t0 U(z(s))ds.
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4.2 A criterion for vanishing geometric phase
Unlike the formula for φ˙, equation (1.39), which is singular at each of the binary colli-
sions, the formula U is singular only at two points on the classical shape sphere (thus
at eight points on the regularised shape sphere). They occur when the denominator
is equal to zero, which is only possible when
(M1a21 +M2a22 +M3a23)2 = 16MmA2.
In the case of equal masses, this reduces to
(a21 + a22 + a23)2 = 48A2,
which onlys happen when a1 = a2 = a3, the equilateral triangle.
When m2 =m3, we obtain(m22a21 +m1m2(a22 + a23))2 = 16m1m22 (m1 + 2m2)A2,
which clearly may only happen at an isosceles configuration with a2 = a3. Simplifying
gives (m22a21 + 2m1m2a22))2 =m1m22 (m1 + 2m2) (a1 + 2a2) (2a2 − a1)a21,
which means the singularity occurs when a1 =√ 2m1m1+m2a2, a particular isosceles trian-
gle.
The final case is that all three masses differ. Here the singularities do not correspond
to any symmetry but require that for some positive parameter λ the side lengths
are given by aj = λ√mj(mk +ml). This triangle is special in the sense that that
it minimises the moment of inertia, given a scale factor λ. Its moment of inertia
simplifies to I = 2Mλ2.
In all cases it is easily checked that the singular points correspond to shape sphere
coordinates (w1,w2,w3) = (0,0,±1). These points are coordinate singularities only
for this choice of gauge; the integral we compute is actually the area enclosed on the
shape sphere.
The numerator vanishes at any collinearity or collision. The three collinear subspaces
are thus automatically accounted for, but also each case such that mk = ml with
αk = ±αl and pik = ±pil, the six possible isosceles invariant subspaces of the regularised
system. That is, the geometric phase identically vanishes for periodic orbits in invari-
ant subspaces. Given that the invariant subspaces map to arcs on the shape sphere,
and thus enclose no area, this is natural.
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One now asks the question: what symmetries may an orbit possess such that the
geometric phase cancels over a whole period? Here we consider only symmetries that
do not correspond to invariant subspaces.
Definition 4.3. A (possibly reversing) symmetry γ of the regularised vector field is a
symmetry of U if
U(z) = U(γ(z)).
Similarly, γ is an antisymmetry of U if
U(z) = −U(γ(z)).
Lemma 4.4. The antisymmetries of U are exactly the symmetries γ ∈ Γ˜ whose pro-
jection onto the centre C4 is either τ or ρ.
Proof. Recall that Γ˜ = C4 × S ⋊ F4, so that every γ ∈ Γ˜ can be uniquely written
as a product of elements of C4, S, and F4. It suffices to show that every element
γ ∈ S˜ = S ⋊ F4 is a symmetry of U , that ρ is an antisymmetry, and that τ is an
antisymmetry.
The denominator of U is invariant under F4 and invariant under any γ ∈ S, containing
only positive constants and squares of phase space variables. So we only need consider
the numerator A∑Fj (up to the constant factor involving the masses).
Consider first arbitrary masses. In this case, S˜ ≅ F4, as no permutation of the bodies
is a symmetry. In fj there are only expressions involving masses and lengths (squares
of the regularised coordinates), so each fj is invariant under sign flip symmetries. As
each sign flip symmetry flips both the coordinate and momenta simultaneously, the
sign of each Fj is also invariant, due to the product αjpij. Thus each sj ∈ F4 is a
symmetry of U .
Next we consider exactly two equal masses: without loss of generality, m2 = m3.
Here an extra element σ1 ∈ S is permitted. Recall that σj flips the signs of all
coordinates and momenta, so the product αjpij is “safe” in each Fj, but the signed
area A is negated. What occurs inside each fj? Recall Mj = mkml. Thus M2 = M3.
Then the permutation 2 ↔ 3 simply swaps signs and values f1(σ1(z)) = −f1(z),
f2(σ1(z)) = −f3(z), and f3(σ1(z)) = −f2(z). Thus the same happens to each Fj and∑Fj(σ1(z)) = −∑Fj(z). But as A→ −A under σ1 we have that pairwise permutations
are symmetries of U .
Finally, with equal masses, cyclic permutations are allowed, in addition to all pairwise
permutations. As the masses are equal, every Mj and every mj is identical, and as
the cyclic permutations are compositions of two pairwise permutations, they too are
symmetries of U .
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Now the symmetry ρ flips all signs simultaneously. This does not change the sign of
any fj or any product αjpij, but does send A→ −A. Thus ρ is an antisymmetry of U ,
and thus any γ ∈ S˜ composed with ρ is an antisymmetry of U .
The time-reversing symmetry τ flips only the signs of the momenta, so while the
signed area is preserved and each fj is invariant, we have that τ(αjpij) = −αjpij. Thus
τ also is an antisymmetry of U . Note that τρ is a symmetry of U .
Now we give a criterion for when a relative periodic orbit is in fact absolutely periodic.
Theorem 4.5. Suppose a T -periodic solution z(t) of the regularised equations of
motion has isotropy subgroup Σz. If Σz contains an element that is an antisymmetry
of U , then the geometric phase of z(t) vanishes.
Proof. The idea of the proof boils down to three concepts: first, the structure of
subgroups of Γ˜; second, the orbit of a point on a periodic solution under the action
of its isotropy subgroup; and third, the evaluation of ∆G from the points generated
by the action of the isotropy subgroup.
The first key idea is that any subgroup G < Γ˜ that projects to a nontrivial subgroup of
the centre has even order and, if the projection is other than {I, τρ}, half its elements
are antisymmetries of U . If the projection is {I, r}, where r is any nontrivial element
of C4, then half the elements of G are of the form rγ, with γ ∈ S˜. Thus if r = τ or
if r = ρ, then exactly half the elements of G are antisymmetries of U ; if r = τρ then
every element of G is a symmetry of U . If the projection of G is the whole centre,
then exactly one quarter of elements of G are of the form ργ, one quarter are of the
form τγ, one quarter are of the form τργ, and the rest may be written as γ ∈ S˜; so
half the elements of G are again antisymmetries of U .
The second key idea is that an isotropy subgroup of order k breaks a solution into k
segments. A single point z(t0) on the solution is mapped to k points related by γ ∈ Σz.
The value of U at each point is U(γ(z(t0))) = ±U(z(t0)), with the sign depending on
whether γ is a symmetry or an antisymmetry of U .
The third and final idea is that the value of ∆G is obtained by summing the integral
of U(z(t)) over each fundamental segment as dictated by Σz ≅ G. If Σz contains one
antisymmetry of U , then, because antisymmetries of U comprise half the elements of
G, each fundamental segment may be paired with another on which the integral of U
has the opposite sign.
We now know that many of the possible isotropy subgroups will force the geometric
phase to vanish over a periodic orbit. For the remaining cases the geometric phase
will be generically non-zero.
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Theorem 4.6. Orbits with isotropy subgroups as described in Theorem 4.5 are the
only ones for which the geometric phase necessarily vanishes.
Proof. Extending the idea of the proof of Theorem 4.5, consider the two possible
cases in which Σz contains no antisymmetry of U : either its projection onto the
centre is trivial, or is {I, τρ}. As all such subgroups contain only symmetries of U ,
there is no pairing of segments of periodic solution z(t) with U having opposite sign
in each. At best, it could be that the integral vanishes “by accident” in each segment
for some solution z(t) regardless of symmetry.
We now show examples of how Theorem 4.5 works out in two specific cases: first,
when Σz ≅ Z2k, where Σz is generated by an element of form rγ, with r = τ or ρ and
γ ∈ S˜; and second, when Σz ≅Dk generated by two reversing symmetries τγ1 and τγ2.
Case 1: a solution z(t) whose isotropy subgroup is a cyclic subgroup (that is, con-
taining no reversing elements τγ) of order 2k generated by the antisymmetry ργ,
where γ ∈ S˜. Consider an interval of time 0 ≤ t ≤ Tk , the time such that z(t + Tk ) =(ργ)2(z(t)) = γ2(z(t)), and at the midpoint z(t + T2k) = ργ(z(t)). We have
G(Tk ) = ∫ Tk
0
U(z(s))ds
= ∫ T2k
0
U(z(s))ds + ∫ TkT
2k
U(z(s))ds
= G( T2k) + ∫ TkT
2k
U(ργ(z(s + T2k)))ds
= G( T2k) + ∫ T2k
0
U(ργ(z(s)))ds
= G( T2k) − ∫ T2k
0
U(z(s))ds= G( T2k) −G( T2k)= 0.
Thus every segment of length Tk contributes nothing to the integral and the geometric
phase vanishes, as illustrated in figure 4.1.
Case 2: a solution z(t) whose isotropy subgroup is generated by two time reversing
symmetries τγ1 and τγ2, where γ1 ∈ G˜ is any spatial symmetry (be it a symmetry
or antisymmetry of U) and γ2 ∈ S˜ a symmetry of U , and the element (τγ1)(τγ2) =
γ2γ1 has order k. Phase-shift the orbit such that z(t) = τγ1(z(−t)) = τγ2(z(Tk − t)).
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τ
Figure 4.1: Integral of geometric phase formula over a fraction of one period in the
non-reversing case, indicating by the red dot the point T2k at which the configuration
z( T2k) = ργz(0).
Consider an interval 0 ≤ t ≤ Tk . Now
G(Tk ) = ∫ Tk
0
U(z(s))ds
= ∫ T2k
0
U(z(s))ds + ∫ TkT
2k
U(z(s))ds
= G( T2k) + ∫ TkT
2k
U(z(s))ds
= G( T2k) + ∫ TkT
2k
U(τγ2(z(Tk − s)))ds
= G( T2k) − ∫ TkT
2k
U(z(Tk − s))ds
= G( T2k) − ∫ 0− T
2k
U(z(−s))ds
= G( T2k) + ∫ − T2k
0
U(z(−s))ds
= G( T2k) − ∫ T2k
0
U(z(s))ds= G( T2k) −G( T2k)= 0.
As in case 1, every segment of length Tk contributes nothing to the integral and the
geometric phase vanishes, as illustrated in figure 4.2.
By way of contrast, if the cyclic symmetry is a symmetry of U or if both reversing
symmetries are symmetries of U , then the step where the symmetry is eliminated
from U inside the second integral does not change its sign. The rest proceeding as in
the respective cases above we have G(Tk ) = 2G( T2k), which is not, in general, zero.
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Figure 4.2: Integral of geometric phase formula over a fraction of one period in the
reversing case, indicating by the red dot the point T2k at which the configuration is
z( T2k) ∈ Fix(τγ2).
Finally, recall table 2.1; it summarises the structure and properties of the symmetry
group with regard to geometric phase and the relationship to the reduced symbolic
dynamics. The result is simple: the geometric phase of an orbit necessarily vanishes
if any element from columns 2 or 3 appear in its isotropy subgroup; if the isotropy
subgroup contains no such element, in general we expect the orbit to have non-zero
geometric phase. That is, we are now able to choose symmetries such that an orbit
with vanishing angular momentum is absolutely or relatively periodic, although this
does not allow us to choose the value of ∆G if it is non-vanishing. An orbit with re-
versing symmetries whose sequence class specifies reversing B, M , or F configurations
is absolutely periodic, and generically relatively periodic otherwise.
5 Numerical methods
5.1 Introduction
Numerical methods are a key tool in modern analysis of complicated dynamical sys-
tems, as very rarely can explicit solutions be found. In this chapter we discuss the
construction and use of numerical tools used in the body of work represented by this
thesis.
At the heart of the numerical methods we employ is the numerical integrator, ap-
proximating solutions to Hamilton’s equations of motion. It is well known that “tra-
ditional” methods, though highly accurate and efficient over short time scales, are
unsuitable for long time integration of Hamiltonian systems. A “natural” integration
scheme for a Hamiltonian system respects the symplectic structure of all Hamiltonian
systems. We discuss the selection and construction of a scheme for approximating
solutions to the reduced and regularised 3-body problem before examining its perfor-
mance with several test cases.
Once an integration method for the system has been obtained we desire to find peri-
odic orbits. This is done via an implementation of Newton-Raphson iteration on an
appropriately chosen Poincare´ section over a grid of points in the section.
Finally, results from such a broad search may turn up the same orbit more than once,
so we must filter the results to pick out each orbit unique up to symmetry before
further analysis can take place.
5.2 Symplectic integration of the reduced and reg-
ularised 3-body problem
The work in this section has been published as [60], which publication was a direct
result of work towards this thesis.
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5.2.1 Splitting methods
A Hamiltonian system z˙ = J∇Hz has a formal solution z(t) = e{⋅,H}tz0, for some
initial condition z0. The exponential is identified with the flow ϕtH of H. If H =
H1 + ⋅ ⋅ ⋅ +Hn, the formal solution is equivalent to e({⋅,H1}+⋅⋅⋅+{⋅,Hn})tz0. By the Baker-
Campbell-Hausdorff formula, this may be written as a power series in t, which, if
truncated, becomes an approximation of the flow comprising compositions of the Hi
with various coefficients. If, furthermore, each Hi is exactly integrable, then the
flows may be written explicitly, and the truncated power series represents an explicit
integration scheme.
We see first of all that
ϕtH = ϕtH1+⋅⋅⋅+Hn = ϕtH1 ○ ⋅ ⋅ ⋅ ○ ϕtHn +O (t2) (5.1)
gives an approximation accurate to first order in time. Any order of compositions will
work, but given one ordering another is distinguished.
Define the adjoint of a flow as the inverse of the time-reversed flow. That is, ϕtH
∗ =(ϕ−tH )−1. If a system is reversible, then (ϕtH)−1 = ϕ−tH , and it is clearly self-adjoint.
Reversibility is key to what follows.
If we define a first order composition ϕtH,1 = ϕtH1 ○ ⋅ ⋅ ⋅ ○ ϕtHn , the adjoint is
ϕtH,1
∗ = (ϕ−tH,1)−1= (ϕ−tH1 ○ ⋅ ⋅ ⋅ ○ ϕ−tHn)−1= (ϕ−tHn)−1 ○ ⋅ ⋅ ⋅ ○ ()−1 = ϕtHn ○ ⋅ ⋅ ⋅ ○ ϕtH1 by reversibility, (5.2)
which, as we see, is merely composition in the reverse order.
Second, it is well known [11, 23, 40, 33] that the composition of a first order method
with its adjoint (each following the flow for t2) forms a second order scheme that takes
a step t. Explicitly, this is
ϕtH,2 = ϕ t2H,1 ○ ϕ t2H,1∗ +O (t3)= ϕ t2H1 ○ . . . ϕ t2Hn ○ ϕ t2Hn ○ . . . ϕ t2H1 +O (t3)= ϕ t2H1 ○ . . . ϕ t2Hn ○ . . . ϕ t2H1 +O (t3) .
Thus a second order integrator ϕtH,2 is produced from the composition of a first order
scheme and its adjoint. Note that, based on the assumption that each Hi has a
reversible flow, this integrator is reversible! In the case that H = T (p) + V (q) this
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process results in the symplectic leapfrog integrator by composing the first order
symplectic Euler with its adjoint.
Different schemes, all second order, are produced by choosing different permutations
of composition of the first order integrator, which may affect computational efficiency
and accuracy at the point of implementation in a computer.
Higher (even) order, reversible symplectic integrators may be produced by composi-
tions of a reversible even order integrator, as described by [87, 23], through the use
of carefully chosen coefficients. If ϕtH,2 represents a reversible second order scheme, a
higher order scheme is obtained by ϕa1tH,2 ○ ⋅ ⋅ ⋅ ○ ϕan−1tH,2 ○ ϕantH,2 ○ ϕan−1tH,2 ○ ⋅ ⋅ ⋅ ○ ϕa1tH,2, where
2∑i=1 n − 1ai + an = 1 and ai satisfy an algebraic equation that guarantees that the
composition approximates the true flow to the correct order.
5.2.2 Implementation
An integrable and separable Hamiltonian H = H1 (q1, p1) + ⋅ ⋅ ⋅ + Hn (qn, pn), being
a sum of integrable Hamiltonians in disjoint degrees of freedom, gives the identity
ϕtH = ϕtH1 ○ ⋅ ⋅ ⋅ ○ ϕtHn . What happens if instead the Hamiltonian is a product H =
H1 (q1, p1)H2 (q1, p1)?
Lemma 5.3. A Hamiltonian defined as a product of integrable autonomous Hamilto-
nians with disjoint degrees of freedom H = H1(q1, p1)H2(q2, p2) . . .Hn(qn, pn) is inte-
grable, with flow ϕtH = ϕH2H3...HntH1 ○ ϕH1H3...HntH2 ○ ⋅ ⋅ ⋅ ○ ϕH1H2...Hn−1tHn .
Proof. Each Hi has a flow ϕtHi , and as each is autonomous, its value hi =Hi(qi,0, pi,0)
is constant along any solution with initial conditions (qi,0, pi,0). A constant multiple
Hi → aHi is equivalent to a rescaling of time by t → at, as we have the equations
of motion also multiplied by the same constant. As each Hi is integrable, we have a
solution for the pair (qi(t), pi(t)). Thus we have ϕtaHi = ϕatHi .
The equations of motion for the i-th pair of canonical variables of H are
q˙i = (∏
j≠iHj) ∂Hi∂pi
p˙i = −(∏
j≠iHj) ∂Hi∂qi .
As each Hj is a constant of motion, this is just a rescaling of time for the solution of
Hi such that the flow of H in the qipi-plane of phase space is equivalent to ϕ
(∏j≠iHj)t
Hi
.
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This is the case for every i = 1, . . . , n, so the full flow of H must be the composition
of the flows of each Hi up to time scaling by the value of the product ∏j≠iHj.
Consider a monomial Hamiltonian Hmn = qmpn in one degree of freedom. In the case
that m ≠ n the flow is
ϕtmn (q, p) = (qβn, pβ−m) , where β = (1 + (n −m) qm−1pn−1t) 1n−m , (5.4)
while for m = n it is
ϕtmn (q, p) = (qβ, pβ−1) , where β = exp (m (qp)m−1 t) . (5.5)
A monomial in any number of degrees of freedom is a special case of the structure
in lemma 5.3. Therefore any polynomial Hamiltonian is a sum of integrable mono-
mial Hamiltonians and thus a splitting integrator can be constructed. Symplectic
integration of polynomial Hamiltonians has been discussed in [67, 18, 11, 6, 58].
The cases that a Hamiltonian is a function of coordinates only or of momenta only
result in explicit flows
ϕtT (p) (q, p) = (q + (∇pT ) t, p) , and (5.6)
ϕtV (q) (q, p) = (q, p − (∇qU) t) .
The fully reduced and regularised Hamiltonian equation (1.36) is polynomial of degree
6 in αj, pij, with 34 terms. Treating this na¨ıvely as such, as per just using section 5.2.1
straight away, would lead to a second order method with 2 × 34 − 1 = 67 stages! It is
therefore beneficial to note that 13 monomials are functions of the αj only, and may
thus be treated as a single stage with Hamiltonian H0(α1, α2, α3). Furthermore, other
immediate optimisations are possible by grouping with appropriate disjoint degrees
of freedom, making use of the cases discussed above.
We observe monomial terms qmpn where m = n = 1, m = n = 2, and m = 3, n = 1.
Now of the 21 terms that are mixed functions of coordinates and momenta, we may
group them into 9 functions, making use of disjoint degrees of freedom, to obtain the
following:
H0 = −∑Mjα4j − (∑Mj) (∑α2kα2l ) − ha1a2a3 = V0
Hj = 18 (α2kµk + α2lµl )α2jpi2j = 18VjFj,22
Hj+3 = 18 (α4kµk + 2mjα2kα2l + α4lµl )pi2j = 18Vj+3Tj
Hj+6 = −14 ( 1mlαkpik + 1mkαlpil)α3jpij = −14GjFj,31,
(5.7)
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where Gj = Fk,11 + Fl,11, Fj,mn = αmj pinj , and Mj =mkml and 1µj = 1mk + 1ml .
The structures of the flows of the nine terms with indices j, j + 3, and j + 6 are
ϕtHj = ϕ 18Fj,22tVj ○ ϕ 18VjtFj,22
ϕtHj+3 = ϕ 18TjtVj+3 ○ ϕ 18Vj+3tTj
ϕtHj+6 = ϕ− 18Fj,31tGj ○ ϕ− 18GjtFj+3,31 = ϕ− 18Fj,31tFk,11 ○ ϕ− 18Fj,31tFl,11 ○ ϕ− 18GjtFj+3,31 .
All are integrable, with exact flows given explicitly in appendix C. Thus the flow of
K =H0+ ⋅ ⋅ ⋅ +H9 is approximated to first order by any composition of the exact flows.
The order of composition given in appendix C is the order used in our numerics to
construct the second order method ϕtK,2.
5.2.2.1 Higher order methods
Yoshida [87], along with others independently [17, 9], published methods the construct
higher order symplectic maps. In particular, “Yoshida’s trick” generates reversible
maps of arbitrary even order, though they are not very efficient, requiring many more
evaluations of a base even order, reversible map than those provided in, say, [23],
pp156-158.
The order conditions for symmetric composition methods are discussed in detail in
[23], culminating in coefficients being provided for two methods of order 6 (with 7 and
9 stages), two methods of order 8 (with 15 and 17 stages), and one method of order
10 (with 35 stages).
All methods that we consider are of the form
ϕtH,r = ϕγstH,p ○ ⋅ ⋅ ⋅ ○ ϕγ1tH,p, (5.8)
where the γi are coefficients chosen to adjust the step size of the base (symmetric)
method ϕtH,p of order p, and s is the number of stages. By [23], Theorem II.4.1, as
ϕtH,p is given to be symmetric of order p, then the composition (5.8) is of order at
least r = p + 1 if the γi satisfy
s∑
i=1 γi = 1
s∑
i=1 γ
p+1
i = 0.
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We may furthermore wish to impose the constraint γi = γs+1−i so that ϕtH,r is itself
symmetric, requiring odd s. Note that no real solutions for γi exist if p is odd.
Choosing s = 3 yields Yoshida’s method with γ1 = γ3 = 1
2−2 1p+1 , γ2 = − 2 1p+12−2 1p+1 , yielding a
method of order r = p + 2. More efficient methods can be found for a base method of
order 2 and a choice of larger s. Rather than go over the theory of order considerations
for such methods, we provide the coefficients directly in appendix D.
5.2.3 Performance
We construct several methods of orders 4 to 10 by the techniques described in sec-
tion 5.2.2.1, using the second order symmetric method ϕtK,2 built according to the split-
ting described in section 5.2.2. We test the integrators thus obtained for their average
performance over an ensemble of points. In [60] we then demonstrated the integrator
on three different orbits: the figure-8 choreography (t0(12,1)); the “Pythagorean or-
bit” (whose final motions were fully mapped out by [76]); and an unstable periodic
collision orbit of type-1 (t1(2,2)).
5.2.3.1 Efficiency
Efficiency is determined by the work-precision diagram figure 5.1, with methods de-
noted as O(rs), where r denotes the order of the method and s is the number of
evaluations of ϕtK,2 per time step. We choose an ensemble of points in phase space,
integrate forward in time for a fixed interval, then average the energy error to ob-
tain the y-values of the points. Here the energy is not the physical energy h, a fixed
parameter, but the value of the regularised Hamiltonian K, which on valid physical
trajectories is identically 0. The x-values indicate the number of evaluations of the
base method over the given interval with that integrator. Large time steps on the
interval appear to the left, and small time steps to the right.
Each method clearly shows the correct order behaviour, but the methods constructed
with Yoshida’s coefficients clearly have larger error, with method O(827) clearly per-
forming far worse than either O(815) or O(817). These, in turn, typically appear to
perform better than O(1035), as at the point where the latter would overtake the
former roundoff error due to finite machine precision begins to dominate, resulting
in the distinctive “elbow” for each method. The step size at the elbow is considered
optimal for each method1.
1Note that O(21) could go to smaller time steps before reaching the elbow, but an eyeball esti-
mation puts the optimal time step at its elbow of δt ≈ 10−6. Its accuracy at that point would be no
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O(817) HLW: optimal δτ ≈ 2.7e−03
O(1035) HLW: optimal δτ ≈ 5.5e−03
Figure 5.1: Work-precision diagram for methods O(ps) of order p with s stages,
indicating source for coefficients, where appropriate (‘Y’ for [87], ‘HLW’ for [23]) and
optimal time step δt.
Consequently, the obvious choice to use is O(817), which has slightly lower average
error than does O(815) for little difference in cost, with a step size of δt = 0.0027.
5.2.3.2 Examples
Three specific orbits are chosen to illustrate and test the integrator. Each orbit is
integrated forwards over a specified interval, and then at various points along the
trajectory it is integrated “in reverse” (that is, with a negative δt) back to t = 0. This
allows a measure of the accumulated error in the energy over the total integration
time, as well as in the final coordinates upon return. The former provides a “kinder”
test of the integrator, as we expect the energy to be approximately conserved by a
better than that of O(817) with a complexity cost nearly three orders of magnitude smaller and far
from the latter’s own minimal error.
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Figure 5.2: Figure-8 choreography with regularised period Tr = 2.22181372 and h = −1.
symplectic method, and a symmetric method should return to its original value (up
to the accumulation of roundoff).
The first orbit, the figure-8 choreography, figure 5.2, is well known for its simplicity,
its beauty and the sheer surprisingness of its existence. First discovered by [51], later
proven to exist by [16], and explored in more detail by [71, 70], this orbit has three
bodies of equal mass following the same path with a cyclic permutation symmetry at
T
3 .
The second is the “Pythagorean orbit”, figure 5.3, an orbit with masses in the ratio
m1 ∶ m2 ∶ m3 = 5 ∶ 3 ∶ 4, initially at rest, forming a triangle with sides proportional
to the masses—that is, a1 ∶ a2 ∶ a3 = 5 ∶ 3 ∶ 4, forming a Pythagorean triangle. This
orbit is of note2 because its final motions are known, due to [76], and it suffers a
2A wonderful account of the story of this problem is given by [75]. In summary, Meissel in
1893 conjectured that the initial conditions of this problem lead to periodic motion. On what
basis this conjecture was made we do not know. Burrau, in 1913, attempted to calculate the solution
numerically—by hand. After several close encounters of the bodies he reached his limit. The solution
was completed by [76], and while the solution is not periodic, it may be that Meissel was not totally
wrong—it appears that the initial conditions of this problem may lie quite close to a true periodic
solution.
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(c) Two-way integration error.
Figure 5.3: Pythagorean orbit integrated up to t = 8.105.
close encounter between bodies 1 and 3 at t ≈ 15.8 (t ≈ 1.52 in scaled time), where
the mutual distance is a2 ≈ 4.2 × 10−4. The final motion is known to be the escape to+∞ of body 2, while bodies 1 and 3 as a “hard binary” go to −∞. While this does
not happen in finite time in the physical problem, the time scaling monitor function
dt˜
dt = a1a2a3 results in disproportionately larger steps of the physical time t˜ compared to
the fixed scaled time step δt as any of the distances gets large; if any one body should
be ejected to infinity, this is compounded. We halt the computation at scaled time
t = 8.105, when the exploding regularised distances and momenta cause the energy to
explode rapidly as well.
The results that we obtain with our integrator are indistinguishable from those pub-
lished by Szebehely and Peters [76], and by Gruntz and Waldvogel [19] in their expo-
sition on numerical integration of three-body orbits.
The final orbit is periodic collision orbit t1(2,2), figure 5.4, discovered by the methods
described in section 5.3 and chosen for its relatively short length and simplicity. Its
stability and precise symmetry were not known at the time of selection, but we now
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Figure 5.4: Collision orbit with regularised period Tr = 6.25205150 and h = −1.
know its largest eigenvalue to have absolute magnitude 7.29425400, and its isotropy
subgroup is {(I,0), (τs2,0)}, indicating that the only non-trivial symmetry is a pair
of brake-collisions at T2 apart.
In all cases, observe that energy is well conserved, both across an orbit and in the
return to t = 0. Both the Pythagorean and collision orbits exhibit exponential diver-
gence in phase space from the initial condition with distance integrated forwards in
time. This is to be expected due to the accumulation of small errors during integration
if the trajectory lives in a chaotic region of the phase space or is an unstable periodic
orbit (as is the collision orbit). The figure-8, however, a stable orbit, has a very close
return, even after 25 periods with large step size.
While it is arguable that ultimately our integrator is not very efficient, it is suitable
for our purposes, as periodic orbits remain bounded for all time (though it appears
we must, by necessity, risk excluding periodic orbits with particularly large excursions
as a consequence of the time scaling). Due to its symplecticity it may be able to find
unstable orbits that would otherwise be lost.
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5.3 Finding periodic orbits
5.3.1 Poincare´ sections
Montgomery [48, 49] demonstrates that for pφ = 0 there will always be syzygies along
a solution curve z(t), except in the case of homothetic collapse. As we have equal
masses, it is sufficient to pick just one syzygy condition, say the Poincare´ surface of
section S(z) = α1 = 0 with pi1 ≥ 0 and seek periodic motions on this section; any
solution we find will have “sister” solutions related by discrete symmetries, including
permutation of indices. If we impose no symmetry on our initial conditions beyond
this, however, the search space is large.
There are three coordinates αj and canonical momenta pij. Fixing α1 = 0, we have five
values left to choose; but as the Hamiltonian is autonomous, its value is conserved
along solution curves, reducing the dimension by one more. Indeed, the energy is
fixed (we choose h = −1 as a parameter), so if we choose four out of α2, α3, pi1, pi2,
pi3, then the remaining value is determined (possibly up to the value of one sign in
the momenta) by the Hamiltonian and the other parameters themselves. We wish a
one-sided section condition, which means that the direction in which the section is
pierced is important.
At α1 = 0 syzygy we have α˙1 = 14 ( a21m1 + α22m3 + α23m2)pi1, so the direction through the
section is determined by the sign of pi1. We choose α2, α3 inside the Hill region and
pi2, pi3 on the momentum ellipsoid and calculate pi1 > 0. Note that α1 = pi1 = 0 puts all
solutions in the invariant subspace Fix(ρs1), which would result in solutions with no
points off the Poincare´ section.
Define Ω ⊂ R4 the set of permissible points in the phase space of K such that α1 = 0,
pi1 ≥ 0, and h = −1, and define P ∶ΩÐ→Ω the Poincare´ map generated by the reduced,
regularised system.
The Poincare´ map is obtained by integrating numerically (using the method con-
structed in section 5.2) the initial condition z(0) determined from the section point z0
until the section condition is met again, determining z1 and so on. As the numerical
method is discrete, it is hardly to be expected that the numerical solution should land
on the section perfectly. He´non [24] provides an elegant method of stepping directly
onto the section itself, with little extra machinery than is already at our disposal, up
to the accuracy of a numerical integrator. We summarise the result here.
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Suppose a dynamical system is governed by the differential equations
dz
dt
= F (z), (5.9)
F ∶Rn Ð→ Rn. Given the surface of section S(z) = 0 and a numerical method of
approximating solutions z(t), how do we find points on S(z) = 0 without resorting to
interpolation, bisection, or other inefficient and possibly inaccurate methods?
By extending the equations of motion to include dtdt = 1, we can make another variable
the independent variable and use that to step directly onto the surface of section!
Suppose the section is S(z) = z1 = 0, and we expand the extended equation (5.9) to
get
dz1
dt
= F1(z1, . . . , zn)⋮
dzn
dt
= Fn(z1, . . . , zn)
dt
dt
= 1.
We can now make z1 the independent variable by the chain rule, dividing the entire
system by dz1dt = F1(z1, . . . , zn) to obtain
dz1
dz1
= 1
⋮ (5.10)
dzn
dz1
= Fn(z1, . . . , zn)
F1(z1, . . . , zn)
dt
dz1
= 1
F1(z1, . . . , zn) .
This can be integrated by a standard method, though it cannot be used to go from
one section point to the next, because in between any two there must be a point on
the solution curve where dz1dt = 0.
What we can do is integrate equation (5.9) numerically until we have two points
straddling the section S(z) = 0. That is, we detect a change of sign of S(z). At this
point it is a simple matter to determine which point is closest and use the distance
in the independent variable from the section to integrate one step in the modified
system equation (5.10) onto the surface of section directly (up to the precision of our
integrator).
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We constructed an implicit symplectic Runge-Kutta scheme of order 6 to do this step,
using the implicit symplectic midpoint method as our base.
5.3.2 Newton-Raphson method on the Poincare´ section
If for some z0 ∈ Ω and i > 0 we say that z0 is i-periodic if we have zi = P i(z0) = z0. In
order to find such points, define the function
Fi(z) = P i(z) − z (5.11)
so that z is i-periodic implies Fi(z) = 0. The Jacobian of Fi is
DFi(z) =DP i(z) − I,
where I is the 4 × 4 identity matrix (as z ∈ R4).
With this we may iteratively approach fixed points of P i, using the Newton-Raphson
method to approximate zeros of Fi. To find zn+1 we solve the linear system
DFi(zn+1 − zn) = −Fi(zn), (5.12)
in which the unknown is zn+1 − zn.
In addition to the well known caveats of Newton-Raphson iteration, some further
complications must be considered.
The Jacobian DP i of the Poincare´ map is not known explicitly, which means we
must resort to possibly crude methods to approximate DP i, and thus DF . Without
going to great lengths to build a symplectic variational integrator for the problem,
we use a numerical derivative D(z) = (Dj(z)) ∈ R4 ×R4 obtained by the double-sided
approximation
Dj(z) = 1∥δzj∥ (Fi(z + δzj2 ) − Fi(z − δzj2 )) .
Each δzj ∈ R4 has the value ∥z∥√mac in the j-th entry and is zero elsewhere, where
mac is the machine epsilon. The machine epsilon is also known as the unit roundoff,
the smallest number that can be added to unity in floating point representation that
does not round down to unity. In standard double precision arithmetic its value is
mac = 2−52 ≈ 2.22 × 10−16.
This method takes twice as long to evaluate as the single-sided approximation, but is
marginally more accurate.
It is possible that the point P i(z) lies sufficiently close to the free fall boundary in the
surface of section that z ± δzj lies outside Ω for one choice of sign and some j. In such
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a case we halt the iterations, as we must do when the Jacobian is not invertible. This
does not preclude us from finding collinear brake orbits altogether, however; merely
those which are collinear with body 1 in syzygy. The reason is that we may pick up
such solutions lying in either invariant subspace Fix(ρs2) or Fix(ρs3), which intersect
the surface of section at the collisions α1 = α2 = 0 or α1 = α3 respectively, and due
to the symmetry m1 = m2 = m3 we know that a sister solution lies in the invariant
subspace Fix(ρs1).
Finally, it is possible that the point we have chosen is on a trajectory that will come
arbitrarily close to triple collision or otherwise take an arbitrarily long time to reach
its next intersection with the surface of section. Due to the regularisation procedure,
triple collision is moved to ±∞ in regularised time t. Such cases we exclude by choosing
a (rather large!) cutoff time of t = 50 after which integration is halted.
5.3.3 Searching phase space
We consider two approaches to finding periodic orbits and choose one.
Method 1: construct a grid of points Ω0 ⊂ Ω, then fix i and run the Newton-Raphson
method with each element of Ω0 as candidates to find i-periodic orbits or k-th rep-
etitions of ik -periodic orbits, if k divides i. This method must be repeated for each
length i, up to an appropriate choice of imax.
Method 2: construct a grid of points as in method 1 and obtain all section points
for each initial condition up to some maximum times tmax. For each initial condition
consider the set {xi} of section points. If for some  > 0 and j > i we have ∥xj − xi∥ < ,
we consider xi a candidate initial condition for a (j − i)-periodic solution. If we later
find some j′ such that j′ − i = k(j − i), for k > 1, such that ∥xj′ − xi∥ <  we ignore xi
as a candidate for a (j′ − i)-periodic solution, as it will most likely return a solution
that is just k repetitions of whatever solution may be near xi with period (j − i).
Both methods are bound to be computationally expensive, as we only restrict to initial
conditions in the section 0 ≤ α2 ≤ α3 ≤ 4 (under the assumption that most solutions
will have at least some crossing of the section in this region3), and full freedom of
pi2, pi3 such that x = (α2, α3, pi2, pi3) ∈ Ω. Noting that α2 = 0 implies collision, pi2 can
have arbitrary values when this is the case, so we restricted to ∣pi2∣ < 4. Assuming a
uniform grid in Ω, the number of points to consider in Ω0 scales as the fourth power
of the linear density of the grid.
3We justify this by virtue of the fact that this already extends into the arms of the Hill region,
so should capture many orbits anyway
5.3. FINDING PERIODIC ORBITS 85
If the linear density is n, method 1 entails O (imaxn4) calls to the Newton-Raphson
routine, which entails 8 calls of the Poincare´ map routine per iteration while computing
the numeric derivative. Even with a large pool of parallel computational resources,
this becomes unacceptable for large n, especially as we must consider each i separately.
Because of the sheer daunting size of this method for n ∼ 100 we did not attempt it.
Method 2 offers a compromise in that all O (n4) points must be evaluated with the
Poincare´ map routine once, and it is cheap to compare distances between section
points and obtain candidate orbits of many lengths all at once. While periodic orbits
are dense in chaotic regions, “many” of these are expected to be extremely long;
only a comparatively short list candidate orbits need be considered, on which to run
the Newton-Raphson routine. We choose a grid spacing of 0.05, giving n = 80, and
tmax = 150.
5.3.4 Determining unique orbits
We do not expect either method to return a list of periodic points unique up to
symmetry (or phase-shift), or even with their minimal periods4. As we only consider
the surface of section α1 = 0, pi1 ≥ 0, it is possible that two seemingly different results
belong to orbits related by z1(t) = γ(z2(t+t0)), where z1(t) and z2(t) are two solutions
in our list and γ ∈ Γ˜ is any reversing or non-reversing discrete symmetry and t0 is a
phase difference between the solutions. It is also possible that the period in the
Poincare´ map (j − i) is an integer multiple of the true period after converging to the
nearby periodic point.
To account for both of these we define a list Zi = {zi(tj)} of syzygies and collisions
in orbit i (occurring at times tj, with t0 = 0 and tn = Ti the period of zi(t) as it was
returned from the search). That is, rather than just the one-sided α1 = 0 section
condition we now use all three double-sided surfaces of section; or if a solution lies in
a collinear invariant subspace we record only collisions.
In case the solution has been returned “too long”, we test whether or not
∥z(tj) − z(0)∥ < δ ≈√mac
for each divisor j of n. If this happens to be the case, the smallest j is chosen and
the true period is jTin .
4Nor, indeed, a complete list for any given maximal period to consider. While the Newton-
Raphson method can capture unstable orbits, we do not expect our initial search for candidates to
return enough candidate points to capture everything.
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Once every solution has been reduced to its shortest period we compute
dl = ∥zi(0) − γl(zj(tk))∥
for every symmetry γl ∈ Γ˜ and pair of returned solutions zi(t) and zj(t), and phase
shift zj(t) to each syzygy or collision in turn. If d < δ ≈√mac we have that zi(t) and
zj(t) are the same up to discrete symmetry. We discard one and keep the other.
6 “Experimental” Results and Discussion
6.1 Introduction
In Chapter 5 we discussed numerical methods, and in section 5.3 in particular we
described an “experimental” set up with which to search for periodic orbits, and
in section 3.4 the classification scheme used in the presentation of the “Bestiary”
(appendix F). Up to discrete symmetries and time shifts, 363 periodic orbits were
discovered, ranging, among those of type-0 (without collisions), from the well known
stable figure-8 choreography (t0(12,1)) to a heretofore unknown unstable choreog-
raphy with isotropy subgroup also of order 12 (t0(12,2)), to a less symmetric but
still stable “extended 8” choreography (t0(6,1)), with its sister, an unstable relative
choreography (t0(6,2)), to various relative partial choreographies (such as t0(8,1),
t0(4,13), and t0(4,21)), to orbits with no symmetry at all (t0(1,36), clearly related
to t0(8,1)). Orbits of type-1 (passing through only one collision axis) were found,
with symmetry groups of orders 4 (F2.1) and 2 (F2.2), as well as orbits of type-2
(passing through two collision axes, F3). Some isosceles orbits were found (F4), as
were many rectilinear orbits (F5).
The purpose of this chapter is to explore key observations coming out of the Bestiary.
It is recommended that, if at all possible, this chapter be read in a PDF viewer
supporting JavaScript (modern versions of Adobe® Reader do so nicely), with the
Bestiary document “A bestiary.pdf” in the same directory. Links within this chapter
lead to the Bestiary, and 3D images in both documents may be double-clicked to bring
up a window allowing interaction with (rotation, panning, zooming of) the 3D figure,
while 2D images may be enlarged in a separate window.
Before delving into our results, we review some recent work and discoveries regarding
periodic orbits in the 3-body problem.
6.2 Known periodic orbits
A remarkable publication, [73], describes a substantial number of previously unknown
collisionless (type-0 ) periodic orbits of the 3-body problem for equal masses and van-
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Name in [73] Example in Bestiary
“Butterfly” t0(4,8)
“Bumblebee” t0(4,6)
“Dragonfly” t0(4,41)
“Goggles” t0(4,42)
“Moth” t0(8,2)
“Yarn” t0(4,25)
“Yin-Yang” t2(8,2)
Table 6.1: Examples from the Bestiary of orbits similar to those from [73].
ishing angular momentum. These results were obtained by a similar method of search
to our own, albeit on a smaller (and admittedly more manageable, 2-dimensional) set
of initial conditions in the fixed set of reversing symmetries on the collinear isosceles
configuration. Being constructed to have such a symmetry, all their orbits are ab-
solutely periodic. Among their orbits are what they call “butterfly”, “bumblebee”,
“dragonfly”, “moth”, “goggles”, yarn, and “yin-yang” orbits, some the same as and
some similar to many that appear in our search. The classification of these orbits
is topological in nature, making use of the topology of the shape sphere as a thrice-
punctured sphere.
In table 6.1 we show examples related to each of the named classes of orbits in [73].
A very recent paper [74] presents work on choreographic motions, where their own
numerical survey has turned up choreographies including our t0(12,2) and t0(6,1).
Very different orbits are presented in [12], where the goal (quite successfully achieved)
was to find periodic brake orbits in the isosceles 3-body problem. Several of these
orbits appeared in our search, as isosceles(8,2), isosceles(8,3), and isosceles(8,4).
Indeed, these three orbits can easily be identified with orbits of type 3 with the number
n of binary collisions per half-period respectively for each being 1, 2, and 3.
Even more recently, [82] has performed investigations into the case of vanishing an-
gular momentum, focusing on the cases of the figure-8, and the free-fall problem. In
this paper the figure-8 is modified by continuation of one of the masses into a “split
figure-eight”, where one mass is decreased and an isosceles reversing symmetry is
imposed on the initial condition. A free-fall orbit for equal masses is presented as
well—particularly of interest as our search unfortunately turned up no such orbits.
The most remarkable string of papers, arguably adding a great deal of momentum to
the search for periodic orbits, is [16], followed closely by [71, 70], where the figure-8
choreography was presented and explored (along with other choreographic solutions
by Simo´ in [70]).
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Our work stands separately from much of that presented here because we do not use
symmetry to restrict ourselves to a particular type of orbit. We have thus discovered
many orbits possessing minimal symmetry through to the maximum possible for each
of the common modes of behaviour that we observe. It is our hope that what we
present will go a long way towards understanding what kinds of orbits are possible
and the construction of particular desired patterns of solutions.
6.2.1 Classification
Having reduced the results of sections 5.3.3 and 5.3.4 to only those orbits that are
unique up to symmetries, we wish to classify orbits by their symmetry type. In the
regularised setting it may seem artificial to separate collision orbits from collisionless
orbits, but we do so on the grounds that elastic collision orbits are artificial, at least
from an astronomical perspective1. Each invariant subspace is also considered distinct.
We consider invariant subspaces and collision class to be the top level classification,
dividing orbits into type-0 , type-1 , type-2 , isosceles and rectilinear groups. Recall
that a type-1 orbit contains collisions only between one particular pair of masses,
while a type-2 has one body that collides with each of the others, but those two do
not collide with each other, and type-0 orbits are without any collisions at all.
Within each class of orbit we classify further by the structure of the isotropy subgroup.
The isotropy subgroup is computed similarly to the determination of unique orbits,
except here we compute the points of the orbit every time it crosses a boundary of a
copy of the fundamental domain on the shape sphere. This produces a list of points
Λ = {z(tj)}, where z(tj) is the unique point on the orbit in a small neighbourhood
of tj that corresponds to a symbol of its reduced symbolic dynamics. All discrete
symmetries are applied to Λ, and its elements are cycled in each case until the distance
between Λ and γ(Λ) vanishes, thus determining both the symmetries in the isotropy
subgroup of z(t) and the shifts such that γ(z(t)) = z(t+ nTk ), for some positive n < k,
where k is the order of γ.
This classification allows us to write the sequence type of the orbit, which we recall
from definition 3.1. It is Ωk if the orbit is generated by one non-reversing symmetry
γ whose order is k, or (s1Ωs2Ω′)k, where s1 and s2 are letters of the reduced symbolic
dynamics corresponding to points in the fixed sets of reversing symmetries R1 and R2
(possibly the same) and k is the order of R1R2.
Ordering within the full list of results is as follows:
1In space no bodies bounce, you see. See [1, 55, 25].
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a) Collision class or invariant subspace;
b) Order of isotropy subgroup;
c) Stability;
d) Sequence type; and then
e) Physical period.
6.3 Common modes of behaviour
6.3.1 An observation and subsequent classification
Recall that the invariant subspaces correspond to planes in the space of regularised
variables, projecting to great circles on the regularised shape sphere. Collinear sub-
spaces correspond to αj = pij = 0, of which there are three (one case for each different
body in the middle). Isosceles subspaces correspond to αk = ±αl, pik = ±αl, for each
permutation of k, l, and each permutation of signs, leading to six such spaces. This
number reduces to three when mapping back to the classical shape sphere, as the
regularised coordinates are squared during this process.
Remarkably, most orbits can be classified easily by how “spread out” they are when
projected onto special planes in regularised shape space, or by their localisation near
these planes. In the regularised shape space there are three collinear subspaces, which
are planar, and orthogonal to each through the origin is one of the coordinate axes,
where the other two collinear subspaces and two of the isosceles subspaces intersect.
There are six isosceles subspaces. Through the origin are lines corresponding to
isosceles collinear configurations, orthogonal to each of the isosceles subspaces. That
is, these isosceles collinear lines are at the intersections of different isosceles subspaces
with a collinear subspace. Further, there are four planes through the origin which are
orthogonal to the lines of equilateral configurations (which are at the centre of each
octant).
The equations of the planes of collinearity are αj = 0 for each j. The equations of the
six isosceles subspaces are given by the relations α2k = α2l . The equations for the four
planes orthogonal to the equilateral configurations are α1 ± α2 ± α3 = 0, where the ±
signs may be chosen independent of one another.
The regularised variables straighten out most orbits such that they remain close to
such planes, even if they appear much more complicated in the un-regularised shape
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space. This localisation we refer to as the mode of an orbit. The mode is names
after the axis of symmetry that is orthogonal to the plane of localisation. That is, if
a solution lies near a plane of collinearity it is classified as being in B-mode, as the
orthogonal axis is a binary collision axis. Similarly, if a solution lies near the plane of
an isosceles subspace we classify it as being in M-mode, as orthogonal to the isosceles
subspace is an axis of isosceles collinear configurations. Finally, solutions near the
plane through the origin orthogonal to a line of equilateral configurations is classified
as E-mode, though the corresponding plane is not an invariant subspace.
Planes through the origin of regularised shape space reduce to great circles on the
regularised shape sphere. The corresponding orthogonal lines reduce to a pair of
antipodal points. Figure 6.1 illustrates the projections of the characterising planes
and axes onto the regularised shape sphere: figure 6.1a illustrates one of the M -
modes; figure 6.1b illustrates one of the B-modes; and figure 6.1c illustrates one
of the E-modes. Orbits in M -mode, B-mode, and E-mode can be characterised
respectively as isosceles-like (one body in the middle avoids close interactions with
the other two), collinear-like (one body in the middle exchanges between the other
two), and choreography-like (each body tends to chase one other and be chased by
the the other).
The placement of such solutions in the regularised shape space also relates closely
to the symmetries they have. Orbits in M -mode can have no more than rectangular
symmetry (Figure 6.2a), as
Table 6.2 lists all non-isosceles and non-rectilinear orbits in the Bestiary by mode as
calculated by finding the plane PX about which the orbit is localised, corresponding
also to the plane within which its projection is most spread out.
The localisation is measured by the variance of the projection of α(t) onto LX , the
axis corresponding to PX . We compute lX(t) = α(t) ⋅nˆX , where nˆX is the unit normal
to PX and compute the variance of lx(t) by
σ2X = 1T ∫ T0 (lX(t) − µX)2dt,
where µX = 1T ∫ T0 lXdt is the mean of the projection of α(t) onto LX . The axis LX for
which σ2X is minimal determines the mode.
The projection of α(t) onto PX is computed by αX(t) = α(t) − (α(t) ⋅ nˆX)nˆX , and
the distance from the origin of PX is dX(t) = ∣αX(t)∣. The spread in the projection
onto PX is the mean
d¯X = 1
T ∫ T0 dX(t)dt.
The plane PX on which d¯X is maximal corresponds in practise (for our set of orbits)
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(a) Isosceles, or M -mode.
Great circle highlighted in
red is an isosceles invariant
subspace. Dots highlighted
in red correspond to antipo-
dal isosceles collinear con-
figuration.
(b) Collinear, or B-mode.
Great circle highlighted in
red is a collinear invariant
subspace. Dots highlighted
in red correspond to antipo-
dal collision configurations.
(c) Choreographic, or E-
mode. Great circle high-
lighted in red corresponds
to no invariant subspaces
and avoids all collisions
and equilateral configura-
tions. Dots highlighted in
red correspond to antipodal
equilateral configurations.
Figure 6.1: The three observed modes by which most periodic orbits can be charac-
terised. The points of symmetry and corresponding great circles on the shape sphere
are highlighted in red in each case.
(a) Rectangular symmetry
of M -mode.
(b) Square symmetry of B-
mode.
(c) Hexagonal symmetry of
E-mode.
Figure 6.2: Maximal symmetry of each mode. Dashed lines represent lines of reflection
about isosceles configurations; solid lines represent lines of reflection about collinear
configurations.
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to the axis LX for which σ2X is minimal.
There are three B-axes to be checked, for which nˆB = (1,0,0), (0,1,0), or (0,0,1).
There are six M -axes, for which nˆB = 1√2(0,1,1), 1√2(0,1,−1), 1√2(1,0,1), 1√2(1,0,−1),
1√
2
(1,1,0), or 1√
2
(1,−1,0). Finally, there are four E-axes, for which nˆB = 1√3(1,1,1),
1√
3
(1,1,−1), 1√
3
(1,−1,1), or 1√
3
(1,−1,−1).
Type-0
B-mode M-mode E-mode
t0(8,1) t0(4,47) t0(2,30) t0(1,4) t0(2,49) t0(4,1) t0(2,25) t0(12,1)
t0(8,2) t0(4,48) t0(2,31) t0(1,5) t0(2,51) t0(4,2) t0(2,26) t0(12,2)
t0(8,3) t0(4,49) t0(2,32) t0(1,6) t0(2,52) t0(4,3) t0(2,27) t0(6,1)
t0(8,4) t0(4,50) t0(2,33) t0(1,7) t0(2,54) t0(4,5) t0(2,47) t0(6,2)
t0(8,5) t0(4,51) t0(2,34) t0(1,8) t0(2,55) t0(4,6) t0(2,50) t0(4,23)
t0(8,6) t0(4,52) t0(2,35) t0(1,9) t0(2,56) t0(4,7) t0(2,53) t0(4,35)
t0(8,7) t0(4,53) t0(2,36) t0(1,10) t0(2,57) t0(4,15) t0(2,58) t0(2,5)
t0(8,8) t0(4,54) t0(2,37) t0(1,11) t0(2,59) t0(4,16) t0(2,61) t0(2,15)
t0(4,4) t0(4,55) t0(2,38) t0(1,12) t0(2,60) t0(4,17) t0(2,63) t0(2,16)
t0(4,8) t0(4,56) t0(2,39) t0(1,13) t0(2,62) t0(4,18) t0(2,71) t0(2,17)
t0(4,9) t0(4,57) t0(2,40) t0(1,14) t0(2,64) t0(4,19) t0(2,73) t0(2,18)
t0(4,10) t0(4,58) t0(2,41) t0(1,16) t0(2,67) t0(4,20) t0(2,82) t0(2,24)
t0(4,11) t0(4,59) t0(2,42) t0(1,17) t0(2,68) t0(4,21) t0(2,87) t0(2,65)
t0(4,12) t0(4,60) t0(2,43) t0(1,18) t0(2,69) t0(4,22) t0(2,91) t0(2,66)
t0(4,13) t0(4,61) t0(2,101) t0(1,19) t0(2,70) t0(4,27) t0(2,92) t0(2,72)
t0(4,14) t0(2,1) t0(2,102) t0(1,20) t0(2,74) t0(4,30) t0(2,93) t0(2,77)
t0(4,24) t0(2,2) t0(2,103) t0(1,27) t0(2,75) t0(4,33) t0(2,94) t0(2,78)
t0(4,25) t0(2,4) t0(2,104) t0(1,28) t0(2,76) t0(4,34) t0(2,98) t0(2,83)
t0(4,26) t0(2,6) t0(2,105) t0(1,30) t0(2,79) t0(4,41) t0(2,99) t0(2,84)
t0(4,28) t0(2,7) t0(2,106) t0(1,31) t0(2,80) t0(4,43) t0(1,15) t0(2,85)
t0(4,29) t0(2,8) t0(2,107) t0(1,32) t0(2,81) t0(4,44) t0(1,21) t0(2,88)
t0(4,31) t0(2,9) t0(2,108) t0(1,33) t0(2,86) t0(4,45) t0(1,22) t0(1,26)
t0(4,32) t0(2,10) t0(2,109) t0(1,34) t0(2,89) t0(4,46) t0(1,23)
t0(4,36) t0(2,11) t0(2,110) t0(1,35) t0(2,90) t0(2,3) t0(1,24)
t0(4,37) t0(2,12) t0(2,111) t0(1,36) t0(2,95) t0(2,13) t0(1,25)
t0(4,38) t0(2,19) t0(2,112) t0(2,44) t0(2,96) t0(2,14) t0(1,29)
t0(4,39) t0(2,21) t0(1,1) t0(2,45) t0(2,97) t0(2,20)
t0(4,40) t0(2,28) t0(1,2) t0(2,46) t0(2,100) t0(2,22)
t0(4,42) t0(2,29) t0(1,3) t0(2,48) t0(2,23)
Type-1
B-mode M-mode E-mode
t1(4,3) t1(4,30) t1(2,12) t1(2,28) t1(4,1) t1(4,29)
t1(4,4) t1(4,31) t1(2,13) t1(2,29) t1(4,2) t1(4,33)
t1(4,6) t1(4,32) t1(2,14) t1(2,31) t1(4,5) t1(4,35)
t1(4,8) t1(4,34) t1(2,15) t1(2,32) t1(4,7) t1(4,36)
t1(4,11) t1(2,2) t1(2,17) t1(2,33) t1(4,9) t1(4,37)
t1(4,12) t1(2,3) t1(2,18) t1(4,10) t1(4,38)
t1(4,13) t1(2,4) t1(2,19) t1(4,14) t1(4,39)
t1(4,21) t1(2,5) t1(2,20) t1(4,15) t1(4,40)
t1(4,22) t1(2,6) t1(2,21) t1(4,16) t1(4,41)
t1(4,23) t1(2,7) t1(2,23) t1(4,17) t1(2,1)
t1(4,24) t1(2,8) t1(2,24) t1(4,18) t1(2,16)
t1(4,25) t1(2,9) t1(2,25) t1(4,19) t1(2,22)
t1(4,26) t1(2,10) t1(2,26) t1(4,20) t1(2,30)
t1(4,27) t1(2,11) t1(2,27) t1(4,28) t1(2,34)
Type-2
B-mode M-mode E-mode
t2(8,1)
t2(8,2)
t2(8,3)
t2(8,4)
t2(8,5)
t2(8,6)
t2(8,7)
Table 6.2: Non-collinear, non-isosceles orbits by mode.
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6.3.2 Observations on each mode
6.3.2.1 M-mode
Orbits in the M -mode are typically similar to isosceles orbits. In physical space (in
a fixed or rotating frame) this may be characterised by an outer pair of bodies that
move in opposing “horseshoe” shapes, with the third body sweeping transverse to the
“horseshoes” to be far away whenever the outer pair have a close encounter.
The isosceles orbits themselves (F4) display two types of behaviour: winding and
non-winding, with the non-winding orbits therefore touching the free fall boundary
at brake points out in the arms of the Hill region. Figure 6.3 shows the two types
of behaviour for isosceles orbits: figure 6.3a shows isosceles(8,1), closely matched by
t0(4,1) (and all other M -mode orbits not in an isosceles invariant subspace), shown
projected onto the plane α1 = −α2 in figure 6.3b. The second type, mimicking the
free-fall isosceles orbit isosceles(8,2) or members of its family, have not been observed
with close analogues outside the invariant subspace. This absence may simply be a
shortcoming of our search.
Winding isosceles behaviour is all variation of orbit isosceles(8,1) (Figure 6.3a), which
is stable in the planar problem, but their realisations in physical space can be quite
varied. A particularly striking group of results are the stable orbits t0(4,1), t0(4,2),
and unstable orbits t0(4,15) to t0(4,22), which are all relative partial choreographies,
when viewed in a rotating frame with angular velocity given by ∆GT .
The similarity of all non-isosceles M -mode orbits to isosceles(8,1) means we could
generate reduced symbol sequences for orbits by making specific perturbations. The
symbol sequence for isosceles(8,1) is
(BEME)2 = BEMEBEME.
Each of the symbols can be replaced by a short word of edge symbols, depending
on the symmetries we wish to preserve. Suppose we pentuple the period but wish
to preserve the repetition number 2 and reversing symmetries on B and M symbols.
Then we may write the pentupled sequence
(B∗ΩM∗Ω′)2, Ω = EMEBEMEBE
where the superscript ∗ indicates a symbol we wish to preserve. Then all the unmarked
“corner” symbols {M,E,B} in Ω must be replaced by short words of “edge” symbols{A,O,C}. The exact word formed depends on the perturbation near the old symbol:
we may have E → AO or OA; M → C, OC or CO; B → CAC.
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α31
1
(a) Winding isosceles orbit isosceles(8,1)
in plane α1 = α2.
α31
1
(b) Projection of winding non-isosceles
orbit t0(4,1) onto plane α1 = −α2.
α11
1
(c) Non-winding isosceles orbit
isosceles(8,2) in plane α2 = α3.
Figure 6.3: Two distinct types of purely isosceles motion (a), (c), and the projection
onto the appropriate isosceles subspace of a non-isosceles M -mode orbit (b).
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An example of such a period multiplication and perturbation is t1(4,34), whose sym-
bol sequence is (BΩMΩ′)2, Ω = OACAOCACOAOCAOCACOA.
Compare Ω here to that from which we wished to perturb above:
OA C AO CAC OA OC AO CAC OA
E M E B E M E B E
.
The reverse process allows us to recover the more symmetric “base” symbol sequence.
Looking more generally at the isosceles invariant subspace, because the plane corre-
sponding to this mode intersects only one collision axis, we expect that orbits in this
mode and not in the corresponding invariant subspace will also only approach the one
type of collision. We found no M -mode orbits of type-2 in the Bestiary, and this
observation explains why we should not expect to.
6.3.2.2 B-mode
Orbits in the B-mode typically have character somewhat similar to rectilinear orbits.
Two types of such motion occur: first, monotonic winding around the B-axis; second,
non-winding behaviour that reaches into the “arms” of the Hill region. This is char-
acterised in physical space (in a rotating or non-rotating frame) by two bodies that
never have a close encounter, while the third exchanges between them, with possible
excursions forming a temporary binary pair before another exchange.
Winding orbits are in some sense related to the Schubart orbit [65], which appears
in the Bestiary as rectilinear(16,1). The reduced symbol sequence of this orbit is
simply (BM)4
(in one period of the regularised coordinates it is twice periodic on the classical shape
sphere and in physical space), whereas its collision sequence for one physical period is
ac.
Body 2 (green) exchanges between bodies 1 and 3 with collisions. In the regularised
shape space it forms a simple closed loop in the plane α2 = 0, winding around the
α2-axis in one direction.
For comparison, consider t0(8,2). This orbit, similarly, winds around the α2-axis and
lies closest to the plane α2 = 0. Similar to the Schubart orbit, it is twice-periodic in
physical space during one period in regularised space. Its reduced symbol sequence is(MACAOACACOACAOCACAOACA)4
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α3
α1
1
1
(a) Projection onto α3α1-plane of
t0(8,2).
α3
α1
1
1
(b) Trajectory of Schubart orbit,
rectilinear(16,1).
Figure 6.4: Comparison of two winding orbits in the B-mode.
(regularised), with syzygy sequence (1231232132132123)2 (physical). Projecting this
onto the collinear plane α2 = 0 we eliminate every 2 in its syzygy sequence and replace
1 by c and 3 by a to obtain (cacacacaca)2,
the same as the Schubart, with extended period. The analogous procedure for the
reduced symbol sequence requires following the regularised trajectory to remove every
C corresponding to passing through the plane α2 = 0, removing everyA, and projecting
every O to M and every remaining C to B.
Note that if Σt0(8,2) is the isotropy subgroup of t0(8,2), the isotropy subgroup of the
Schubart orbit can be obtained by the direct product {I, ρs2}×Σt0(8,2), as this partic-
ular instance of the Schubart orbit lives in the invariant collinear subspace α2 = pi2 = 0.
A direct comparison of the orbits is given in figure 6.4, with figure 6.4a illustrating the
projection of t0(8,2) onto the α3α1-plane, and figure 6.4b showing rectilinear(16,1)
in the plane in which it lives. Note that while the former is symmetric when projected
onto the plane, it is asymmetric with respect to the reflection α2 → −α2.
Non-winding types of orbits, extending into the arms of the Hill region, may have
a non-zero winding number around their respective B-axes during one half period,
which is cancelled during the second half of the orbit. These orbits characteristically
spend time winding around at least one of the other collision axes (if not both, forming
an ‘L’ shape in the plane characterised by the noted B-axis in the case of long binary
excursions).
Two orbits illustrating this behaviour are the type-0 orbit t0(4,47) and the rectilinear
orbit rectilinear(8,1), which have relatively similar behaviour and symmetry group
structure (up to quotient by {I, ρs2}, corresponding to the collinear invariant subspace
of the latter). Both orbits possess the reversing symmetry τρs2, which gives time
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α3
α1
1
1
(a) Projection onto α3α1-plane of
t0(4,47).
α3
α1
1
1
(b) Trajectory of rectilinear(8,1).
Figure 6.5: Comparison of two ‘L’-shaped orbits in the B-mode.
α2
α3
1
1
(a) Projection onto α3α1-plane of
t0(4,42).
α3
α1
1
1
(b) Trajectory of rectilinear(8,5).
Figure 6.6: Comparison of two ‘L’-shaped orbits winding fully around the B axis in
any half period (and unwinding in the other half).
reflection on the collinear plane α2 = 0. For the non-collinear orbit this is a collinear
reversing configuration, but for the collinear orbit this is a brake point (also given the
symmetry τ).
Figure 6.5 illustrates the projections of both orbits onto the α3α1-plane. Note that
they are almost identical, but t0(4,47) (Figure 6.5a) is slightly smaller, as it does
not reach up to touch the free fall boundary at its reversing points in this projection,
whereas rectilinear(8,1) (Figure 6.5b) does.
A pair of related orbits illustrating both non-zero winding (at least over each half-
period) and ‘L’-shape extension into the arms are t0(4,42) (type-0 ) and rectilinear(8,5),
shown projected onto the α2α3- and α3α1-planes respectively.
Because of the mode being characteristically close to a plane of collinearity in the
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regularised space (thus approaching closely two collision axes), and the exchange type
motion of one body between the other two, both type-2 and type-1 orbits can exist
in this mode.
6.3.2.3 E-mode
Orbits in the E-mode lie near a plane orthogonal to the axis through antipodal E
points on the regularised shape space. These planes do not correspond to any invariant
subspace. An important family of orbits live near such planes, however: the figure-8
(t0(12,1)) and other choreographies (t0(12,2), t0(6,1), and the relative choreography
t0(6,2)), and others that are not choreographic but have lower symmetry (see the
corresponding column of table 6.2). Interestingly, every such plane avoids all collision
axes and equilateral configurations.
6.3.3 Connection to isotropy subgroups
As discussed in section 6.3.1, the least symmetric mode is the M -mode, for which PM
is one of the isosceles subspaces. All combinations of reversing symmetries observed in
the search are listed with examples in table 6.3, with schematics of the combinations
in figures 6.7 and 6.8. In these figures the plane PM (respectively PB for figures 6.9
and 6.10 and PE for figure 6.11) is represented by a disk (coloured yellow in figures 6.7
and 6.9 for the case of orbits in the respective invariant subspace), while other planes
of symmetry for the mode are shaded in grey, and the axes of symmetry drawn as
black lines. If a particular sequence class has a reversing symmetry on a given plane or
axis, it is highlighted in red. Recall that the sequence class is defined by the generators
of the isotropy subgroup of an orbit: if the generators are R1,2, the sequence class is of
the form (X1ΩX2Ω′)n, where X1,2 are the symbols corresponding to the points in the
fundamental domain on which the symmetry occurs and n is the order of the cyclic
element (R2R1).
Reversing symmetries on planes correspond to reflections about those planes with
time reversal. Similarly, reversing symmetries on lines act like rotations by pi about
those lines with time reversal.
Here the most symmetric orbits in the M -mode live in PM itself, with symmetry of
order 8, and have reversing symmetries on both the isosceles and collinear subspaces
intersecting orthogonally to PM (Figure 6.7a), or on one of these subspaces and the
free fall boundary (Figure 6.7b). The isotropy subgroups corresponding to these
symmetries are isomorphic to Z2×D2. No examples turned up of isosceles orbits with
sequence class (BΩFΩ′)2.
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Group (Order) C O A M B F Fix Example Visualisation
Z2 ×D2 (8) ✓ ✓ ✓ isosceles(8,1) Figure 6.7a
Z2 ×D2 (8) ✓ ✓ ✓ isosceles(8,2) Figure 6.7b
D2 (4) ✓ ✓ t0(4,1) Figure 6.8a
D2 (4) ✓ ✓ t0(4,3) Figure 6.8b
D2 (4) ✓ ✓ t0(4,6) Figure 6.8c
D2 (4) ✓ ✓ t1(4,1) Figure 6.8d
D2 (4) ✓ ✓ t1(4,5) Figure 6.8e
D2 (4) ✓ ✓ t1(4,34) Figure 6.8f
Z2 × Z2 (4) ✓✓ ✓ isosceles(4,1) Figure 6.7c
Z2 (2) ✓✓ t0(2,3) Figure 6.8g
Z2 (2) ✓✓ t0(2,20) Figure 6.8h
Z2 (2) ✓ ✓ t0(2,26) Figure 6.8h
Z2 (2) ✓✓ t0(2,63) Figure 6.8i
Z2 (2) ✓✓ t1(2,1) Figure 6.8j
Table 6.3: Reversing symmetries in the M -mode appearing in the Bestiary.
(a) (BΩMΩ′)2 (b) (FΩMΩ′)2
(c) BΩBΩ′
Figure 6.7: Isosceles reversing symmetries present in the Bestiary.
By moving off the isosceles subspace, the order of the isotropy subgroup is reduced
to 4, isomorphic to D2. Reversing symmetries can occur on any non-identical pairs
from {A,B,C,M}, with six possibilities, all realised in the Bestiary, as illustrated in
table 6.3 and figures 6.8a–6.8f.
Breaking one symmetry means that both reversing symmetries are on the same line or
plane of symmetry, generating groups isomorphic to Z2, and therefore there are four
possibilities, realised in the Bestiary and illustrated in table 6.3 and figures 6.8g, 6.8j,
6.11e and 6.11f. Only one isosceles orbit with symmetry order 4 (thus with only one
reversor), isomorphic to Z2 × Z2, appeared in the search, but many more have been
shown to exist in [12], particularly orbits of types 5 and 6 of [12].
The next most symmetric mode is the B-mode, where PB coincides with one of the
planes of collinearity αj = 0. Examples of each collection of reversing symmetries
found in the Bestiary are given in table 6.4, and figures 6.9 and 6.10 show schematics
for each of the combinations of reversing symmetries that occur.
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(a) (AΩCΩ′)2 (b) (AΩMΩ′)2 (c) (CΩMΩ′)2
(d) (AΩBΩ′)2 (e) (BΩCΩ′)2 (f) (BΩMΩ′)2
(g) CΩCΩ′ (h) AΩAΩ′ (i) MΩMΩ′ (j) BΩBΩ′
Figure 6.8: M -mode reversing symmetries present in the Bestiary.
Possible reversing symmetries for orbits living in the collinear subspace may be chosen
from {B,F,M}, determining the number of repetitions of the fundamental sequence
of the sequence class. As the B and M reversing symmetries in PB are aligned with an
angular separation of pi4 , this choice generates D4, so a corresponding rectilinear orbit’s
isotropy subgroup will be isomorphic to Z2×D4, order 16. This symmetry is illustrated
in figure 6.9a, with one representative, the Schubart orbit rectilinear(16,1). If its
generators are R1 = τsk (brake collision) and R2 = τσlsl (isosceles collinear reversor),
the composition (R1R2)2 = (τskτσlsl)2 = skσlslskσlsl = sksjσ2l sjsl = sks2jsl = sksl = sj,
a symmetry induced by regularisation which forces the physical trajectory to complete
twice in one period of the regularised trajectory.
Interestingly, the only sequence class found in the collinear subspace with a repeti-
tion number of 2 is (FΩMΩ′)2. Its symmetry is illustrated in figure 6.9b. We do
not presently know whether orbits expressing the other two possible combinations,(BΩFΩ′)2 and (BΩMΩ′)2, of symmetry with this repetition number are impossible
for some reason, or if they were simply missed in our search. All such orbits would
have isotropy subgroups isomorphic to Z2 ×D2.
Finally, all three possible collinear sequence types with only one repetition are repre-
sented in the Bestiary, and their reversing symmetries are illustrated in figures 6.9c–
6.9e.
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Group (Order) C O A M B F Fix Example Visualisation
Z2 ×D4 (16) ✓ ✓ ✓ rectilinear(16,1) Figure 6.9a
D4 (8) ✓ ✓ t0(8,2) Figure 6.10a
D4 (8) ✓ ✓ t0(8,1) Figure 6.10b
D4 (8) ✓ ✓ t0(8,7) Figure 6.10b
D4 (8) ✓ ✓ t2(8,1) Figure 6.10c
D4 (8) ✓ ✓ t2(8,5) Figure 6.10c
D4 (8) ✓ ✓ ✓ t2(8,2) Figure 6.10d
Z2 ×D2 (8) ✓ ✓ ✓ rectilinear(8,1) Figure 6.9b
D2 (4) ✓ ✓ t0(4,4) Figure 6.10e
D2 (4) ✓ ✓ t0(4,8) Figure 6.10e
D2 (4) ✓ ✓ t0(4,14) Figure 6.10f
D2 (4) ✓ ✓ t0(4,47) Figure 6.10f
D2 (4) ✓ ✓ t0(4,42) Figure 6.10g
D2 (4) ✓✓ t0(4,39) Figure 6.10h
D2 (4) ✓✓ t0(4,61) Figure 6.10i
D2 (4) ✓ ✓ t1(4,3) Figure 6.10j
D2 (4) ✓ ✓ t1(4,11) Figure 6.10k
Z2 × Z2 (4) ✓✓ ✓ rectilinear(4,1) Figure 6.9c
Z2 × Z2 (4) ✓✓ ✓ rectilinear(4,13) Figure 6.9d
Z2 × Z2 (4) ✓✓ ✓ rectilinear(4,40) Figure 6.9e
Z2 (2) ✓✓ t0(2,1) Figure 6.10l
Z2 (2) ✓✓ t0(2,6) Figure 6.10l
Z2 (2) ✓ ✓ t0(2,28) Figure 6.10l
Z2 (2) ✓✓ t0(2,2) Figure 6.10m
Z2 (2) ✓✓ t0(2,37) Figure 6.10n
Z2 (2) ✓✓ t0(2,64) Figure 6.10o
Z2 (2) ✓✓ t1(2,2) Figure 6.10p
Table 6.4: Symmetry types in the B-mode appearing in the Bestiary.
Off the collinear subspace, order 8 isotropy subgroups isomorphic to D4 were found
with reversing symmetries taken one each from {A,M} and {B,C}. Each of these
is represented in the Bestiary, and their reversing symmetries are represented in fig-
ures 6.10b–6.10d. These orbits, similar to the Schubart orbit, must also possess a
period-doubling symmetry sj (the difference is that the reversing symmetries R1, R2
may lie on collinear or isosceles configurations that do not also intersect PB).
In the next lower order of symmetry, isotropy subgroups are isomorphic to D2, order
4. The reversing symmetries become richer, with eight possibilities (six distinct),
depicted in figures 6.10e–6.10j. Of note are those with one reversing symmetry on
a C symbol, but that C corresponds to PB itself! In all such cases (depicted in
figures 6.10e and 6.10g), the other reversor occurs on an isosceles (or isosceles collinear)
configuration, and the orbit as a result extends down two “arms” of the Hill region
in a symmetric ‘L’ shape. No orbit has appeared where both reversing symmetries
are on different planes of collinearity such that the orbit returns up the same arm
or extends down the opposite one. The two cases where symmetry points lie on
orthogonal subspaces, figures 6.10h and 6.10i, also must possess a period-doubling
symmetry sj. If R1 = τρsk and R2 = τρsl, the composition R1R2 = τρskτρsl = sj.
Similarly, if R1 = τρσj and R2 = τρσjsj, we have R1R2 = τρσjτρσjsj = sj.
The final case has symmetry of order 2, isotropy subgroups isomporphic to Z2, with
reversing symmetries chosen on the same line or plane of symmetry. There are six
possibilities, four distinct, illustrated in figures 6.10l, 6.10m, 6.10o and 6.10p.
The final mode observed is the E-mode, characterised by the LE, the intersection
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(a) (BΩMΩ′)4
(b) (FΩMΩ′)2
(c) BΩBΩ′ (d) FΩFΩ′ (e) MΩMΩ′
Figure 6.9: Rectilinear reversing symmetries found in the Bestiary.
of three isosceles subspaces: equilateral configurations. The corresponding plane PE
corresponds to no invariant subspace. The types of reversing symmetries appearing
in the Bestiary in the E-mode are listed with examples in table 6.5, and the corre-
sponding schematics are shown in figure 6.11. All possible reversing symmetries in
this mode are the isosceles subspaces intersecting PE orthogonally, or the points of
intersection of PE with the planes of collinearity at their intersection points with the
remaining isosceles subspaces at isosceles collinear configurations.
The most symmetric orbits in the E-mode have reversing symmetries in all possible
locations, with isotropy subgroups isomorphic to D6, order 12. The reversing symme-
tries for this symmetry are illustrated in figure 6.11a, with a reversor on each isosceles
configuration orthogonal to PE and each collinear isosceles configuration on PE.
By removing either class or reversing symmetries from the symmetry group of order
12 we obtain two possible order 6 isotropy subgroups isomorphic to D3, illustrated in
figures 6.11b and 6.11c.
If exactly one isosceles collinear line is chose for a reversor with its orthogonal isosce-
les plane, we have one order 4 isotropy subgroup isomorphic to D2, illustrated in
figure 6.11d.
Finally, at order 2, there are two possibilities again, isomorphic to Z2, illustrated in
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(a) (CΩMΩ′)4 (b) (AΩCΩ′)4 (c) (AΩBΩ′)4 (d) (BΩMΩ′)4
(e) (AΩMΩ′)2,(MΩOΩ′)2 (f) (AΩCΩ′)2,(CΩOΩ′)2 (g) (CΩMΩ′)2
(h) (CΩCΩ′)2 (i) (OΩOΩ′)2 (j) (BΩCΩ′)2 (k) (BΩCΩ′)2∗
(l) AΩAΩ′, AΩOΩ′,
OΩOΩ′ (m) CΩCΩ
′ (n) CΩCΩ′∗ (o) MΩMΩ′
(p) BΩBΩ′
Figure 6.10: B-mode reversing symmetries found in the Bestiary. Asterisk ∗ indicates
same sequence type, but different realisation via isotropy subgroup.
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(a) (AΩMΩ′)6
(b) (AΩAΩ′)3 (c) (MΩMΩ′)3
(d) (AΩMΩ′)2
(e) AΩAΩ′ (f) MΩMΩ′
Figure 6.11: Reversing symmetries in the E-mode found in the Bestiary.
figures 6.11e and 6.11f.
Conspicuously absent in at least the B- and M -mode orbits away from the invariant
subspaces are those with sequence classes (FΩXΩ′)n, for some (possibly the same)
reversor X and repetition number n. Their absence is quite possibly a failure of our
search, as orbits with sequence class (CΩFΩ′)2 (by visual inspection) in the M -mode
are known for unequal masses ([13]) near known isosceles free-fall orbits, and one
free-fall orbit for equal masses is presented in [82].
Group (Order) A M Example Visualisation
D6 (12) ✓ ✓ t0(12,1) Figure 6.11a
D3 (6) ✓✓ t0(6,2) Figure 6.11b
D3 (6) ✓✓ t0(6,1) Figure 6.11c
D2 (4) ✓ ✓ t0(4,23) Figure 6.11d
Z2 (2) ✓✓ t0(2,15) Figure 6.11e
Z2 (2) ✓✓ t0(2,5) Figure 6.11f
Table 6.5: Symmetry types in the E-mode.
106 CHAPTER 6. “EXPERIMENTAL” RESULTS AND DISCUSSION
6.4 Stability
The stability of periodic solutions is of interest to understand the behaviour of nearby
orbits under perturbations. Such perturbations are with respect to the symmetry-
reduced, regularised variables (αj, pij), and thus in configuration space are planar and
conserve angular momentum. Table 6.6 lists by their arrangement in the Bestiary all
orbits that are stable.
We make several observations on these results: first and most interesting is the ex-
istence of stable periodic collision orbits. More than half of the highly symmetric
type-2 collision orbits are indeed stable, and a great many of the more symmetric
type-1 orbits of order 4 are also stable. However, only one order 2 orbit of type-1
appears stable, t1(2,1), in the M -mode, fairly long (physical period approximately
184.06, regularised period approximately 44.44), and nearly symmetric under a sym-
metry operation like (ρσ3, 12) or (ρσ3s3, 12). Two related stable and more symmetric,
shorter orbits are t1(4,1) and t1(4,2), both in the M -mode.
The second observation is the stability of orbits in the invariant subspaces. Only
one orbit of each subspace in the Bestiary is stable, but each is clearly related to
many, many other orbits. We discussed briefly in sections 6.3.2.1 and 6.3.2.2 a rela-
tionship between the winding orbits of the M -mode and B-mode, and (respectively)
isosceles(8,1) and rectilinear(16,1), that by extending the “base” orbit in either
invariant subspace by a multiple of its period and perturbing the resulting orbit we
can realise certain sequences of the reduced symbolic dynamics.
It may be that there exists a stable non-winding rectilinear orbit which serves as a
similar “basis” for the non-winding non-collinear B-mode orbits, but the simplest
such orbit, rectilinear(8,1), appears as simple as such orbits could be, and it is not
stable.
Other relatively short (stable) orbits, such as t2(8,2), appear to serve as “base”
orbits for families with lower symmetry. Related orbits include t1(2,2), t0(2,64), and
t0(1,30). Another example, the figure-8 serves as a base for all other E-mode orbits.
6.5 Choreographies
Choreographies are special periodic solutions of the n-body problem, wherein more
than one body traces over the same path. Simple choreographies are choreographies
in which all bodies trace over the same path, and partial choreographies are those in
which the number of paths is greater than 1 and less than n (the latter just being a
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Type-0
Order 16 Order 12 Order 8 Order 6 Order 4 Order 2 Order 1
N/A t0(12,1) t0(8,1) t0(6,1) t0(4,1) t0(4,8) t0(2,1)
t0(8,2) t0(4,2) t0(4,9) t0(2,2)
t0(8,3) t0(4,3) t0(4,10) t0(2,3)
t0(8,4) t0(4,4) t0(4,11) t0(2,4)
t0(4,5) t0(4,12) t0(2,5)
t0(4,6) t0(2,6)
t0(4,7) t0(2,7)
Type-1
Order 16 Order 12 Order 8 Order 6 Order 4 Order 2 Order 1
N/A N/A N/A N/A t1(4,1) t1(4,8) t1(2,1) N/A
t1(4,2) t1(4,9)
t1(4,3) t1(4,10)
t1(4,4) t1(4,11)
t1(4,5) t1(4,12)
t1(4,6) t1(4,13)
t1(4,7)
Type-2
Order 16 Order 12 Order 8 Order 6 Order 4 Order 2 Order 1
N/A N/A t2(8,1) N/A N/A N/A N/A
t2(8,2)
t2(8,3)
t2(8,4)
Isosceles
Order 16 Order 12 Order 8 Order 6 Order 4 Order 2 Order 1
N/A N/A isosceles(8,1) N/A N/A N/A
Rectilinear
Order 16 Order 12 Order 8 Order 6 Order 4 Order 2 Order 1
rectilinear(8,1) N/A N/A N/A
Table 6.6: Stable orbits arranged by type and order of symmetry group.
“typical” periodic orbit). Due to this remarkable nature, since the discovery of the
figure-8 choreography by Moore in 1993 [51], and its re-discovery and proof of existence
by Chenciner and Montgomery nearly a decade later [16], there has been an intense
interest in these special orbits. Simo´ investigated the figure-8 in more detail [71], and
then he and others continued to look at the n-body problem in general [70, 72, 15, 8,
81]. A recent publication by Sˇuvakov and Shibayama [74] has discovered several more
interesting 3-body choreographies with vanishing angular momentum. Comprehensive
work has been done by Montaldi and Steckles to classify the symmetries of n-body
choreographies [45].
The basic properties of n-body choreographies are equal masses and a cyclic permu-
tation of the bodies associated with a time shift of Tn . That is, after
T
n the second
body is in the original position of the first, the third is in the original position of the
second, and so on. It is not known whether choreographic motions exist for the 3-body
problem with unequal masses if the requirement of equal time spacing is removed [14];
however, it is known that for n up to 5 there are no unequal-mass choreographies with
equal time spacing.
Simple choreographies may be absolute or relative. Theorem 4.5 gives us a symmetry
criterion by which to construct absolute simple choreographies or (generically) relative
simple choreographies. From our observations in section 6.3.3 (in particular figure 6.11
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and table 6.5) we could in principle find more simple choreographies of either type with
dihedral symmetry. We do not have a proof of the non-existence of choreographies
whose isotropy subgroup is isomorphic to Z3 (generated by (c, 13)) or Z6 (generated
by (ρc, 16)), but we know that almost all of the former must be relatively periodic, and
the latter absolutely periodic. Orbits with such isotropy subgroups were not found,
but may simply be elusive.
Partial choreographies have been discussed with numerically discovered examples in
[8], for n = 4 and 5. The symmetry conditions for partial choreographies with n > 3
may become complicated if the number of curves exceeds 2, but for n = 3 the only
possible number of curves is exactly 2, and we require that at T2 two of the bodies
exchange roles via a pairwise permutation, while the other body covers the same
path twice in a single period. Thus (σj, 12) is the symmetry requirement for a partial
choreography for the 3-body problem.
6.5.1 Simple absolute choreographies
Three simple choreographies appeared in our search: the well known figure-8 chore-
ography t0(12,1); another highly symmetric choreography t0(12,2) (only recently
published in [74]); and a less symmetric choreography t0(6,1), similar to the figure-8,
but approximately seven times its period. Because their symmetry groups contain
symmetries from columns 2 and 3 of table 2.1 (with sequence classes of the form(MΩXΩ′)n, for an allowable X and corresponding n), they satisfy Theorem 4.5, and
are absolutely periodic.
6.5.2 Simple relative choreographies
A relative choreography appeared as well, t0(6,2), whose reversing symmetries are
on acute isosceles lines of the shape sphere. Accordingly, its symmetries only come
from columns 1 and 4 of table 2.1, and thus its geometric phase is non-vanishing.
Transforming to a rotating frame with angular velocity ω = ∆GT , using the geometric
phase ∆G ≈ 0.146 computed over the orbit, we see the orbit becomes choreographic.
The only known example of this type of orbit has sequence class (AΩAΩ′)3.
6.5.3 Partial relative choreographies
An interesting class of periodic orbits are relatively periodic, and partially choreo-
graphic when viewed in the frame rotating with angular velocity ω = ∆GT .
6.5. CHOREOGRAPHIES 109
The following is a list of relative partial choreographies we have found:
• Order 8, B-mode: t0(8,1), t0(8,5).
• Order 4, B-mode: t0(4,13), t0(4,14).
• Order 4, M -mode: t0(4,1), t0(4,2), t0(4,15), t0(4,16), t0(4,17), t0(4,18),
t0(4,19), t0(4,20), t0(4,21), t0(4,22).
These are not the only relative partial choreographies, however! There are a number
of orbits which can be turned into relative partial choreographies by adding or sub-
tracting extra turns to the rotating frame over one period. For example, t0(2,8) is a
relative periodic orbit in the B-mode, with the cyclic symmetry (σ2, 12). Its geometric
phase is ∆G ≈ 0.454. Yet by choosing a rotating frame with ω = ∆G−2piT , it becomes a
relative partial choreography, which is illustrated in figure 6.12d.
If choosing ω = ∆GT is sufficient to make a solution periodic, we can always choose to
add an arbitrary number of extra turns per period. That is, ω = ∆G+2kpiT is another
frame in which an orbit is periodic. We observe that the orbits listed above are
partially choreographic if we choose rotating frames with ω = ∆G+8kpiT for any integer k,
and we observe that the projections of their isotropy subgroups onto the un-regularised
symmetry group all contain a subgroup {(I,0), (σj, 12)}. But these are not the only
orbits with such a subgroup of its isotropy subgroup. By choosing an appropriate
number of extra rotations, all solutions with such a subgroup—even those which are
absolutely periodic—can be made relatively choreographic.
This is perhaps to be expected, precisely because the permutation symmetry σj at
T
2
swaps the roles of bodies k and l for the second half of the period. The number of
extra turns to reveal the relative partial choreography (or to preserve it in the case of
orbits listed above) is detailed in table 6.7.
Orbits which are partially choreographic with extra rotation are
• Order 16, B-mode: rectilinear(16,1) (Figure E.4a).
• Order 8, B-mode: t0(8,7) (Figure 6.12a), t0(8,8) (Figure 6.12b), t2(8,2) (Fig-
ure E.2a), t2(8,3) (Figure E.2b), t2(8,4) (Figure E.2c), rectilinear(8,1) (Fig-
ure E.4b), rectilinear(8,2) (Figure E.4c), rectilinear(8,3) (Figure E.4d), rectilinear(8,4)
(Figure E.4e), rectilinear(8,5) (Figure E.4f), rectilinear(8,6) (Figure E.4g).
• Order 8, E-mode: isosceles(8,1) (Figure E.3a), isosceles(8,2) (Figure E.3b),
isosceles(8,3) (Figure E.3c), isosceles(8,4) (Figure E.3d).
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Orbit classification Sequence type Extra turns per period Choreography type
type-0 (AΩMΩ′)6 3k absolute simple(AΩCΩ′)4 4k relative partial(OΩCΩ′)4 2(2k + 1) relative partial(MΩMΩ′)3 3k absolute simple(AΩAΩ′)3 3k relative simple(AΩCΩ′)2 2k relative partial(OΩCΩ′)2 (2k + 1) relative partial
Ω4 2k relative partial
Ω2 (2k + 1) relative partial
type-1 (BΩMΩ′)2 (2k + 1) relative partial
type-2 (BΩMΩ′)4 2(2k + 1) relative partial
isosceles (BΩMΩ′)2 (2k + 1) relative partial(FΩMΩ′)2 (2k + 1) relative partial
rectilinear (BΩMΩ′)4 2(2k + 1) relative partial(FΩMΩ′)2 (2k + 1) relative partial
Table 6.7: Sequence types corresponding to choreographic or partially choreographic
motion, and the number of extra turns per period to add to the rotating frame such
that the choreography is preserved (or revealed, k = 0 yields a non-zero number), with
k ∈ Z.
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• Order 4, B-mode: t0(4,47) (Figure 6.12c).
• Order 4, M -mode: t1(4,34) (Figure E.1a), t1(4,35) (Figure E.1b), t1(4,36)
(Figure E.1c), t1(4,37) (Figure E.1d), t1(4,38) (Figure E.1e), t1(4,39) (Fig-
ure E.1f), t1(4,40) (Figure E.1g), t1(4,41) (Figure E.1h).
• Order 2, B-mode: t0(2,8) (Figure 6.12d), t0(2,9) (Figure 6.12e), t0(2,10) (Fig-
ure 6.12f).
Relative periodic orbits that become relative partial choreographies under extra rota-
tion are shown in figure 6.12 in the frame with minimal angular velocity such that they
become relative partial choreographies. Colour choice is automatic and “random”,
due to the particular initial conditions from the numerical search, and is insignificant
except to distinguish curves.
The absolutely periodic orbits which are relatively partially choreographic under extra
rotation are illustrated in appendix E.
6.5.4 Absolute partial choreographies
No absolute partial choreographies appeared as a result of our search. The following
theorem explains why not.
Theorem 6.1. Partial choreographies of the equal-mass planar 3-body problem with
vanishing angular momentum, with isotropy subgroups generated either by a cyclic
symmetry or two reversing symmetries, are generically not absolutely periodic.
Proof. For an orbit to be partially choreographic its physical symmetry group must
contain (σj, 12). In the regularised symmetry group, this means we may have involu-
tions (σj, 12), (σjsj, 12), or an order-4 cyclic element (σjsl, 14).
By Theorems 4.5 and 4.6, the geometric phase of an orbit is generically non-zero
unless it has a reversing symmetry on either an isosceles collinear M configuration,
a brake-collision B configuration, a brake point or a cyclic element (ργ, 1k), where
γ ∈ S˜ = S ⋊ F4 and ργ is of order k.
In the cyclic case, there is no γ ∈ S˜ such that there exists some integer i for which(ργ)i is equal to any of the partial choreography symmetries.
In the remaining case, the only possible choices of reversing symmetries R1, R2 that
produce any of the required symmetries is R1 a reversing isosceles collinear configura-
tion (reversing M) and R2 a brake-collision (reversing B) or a brake-point (F ). While
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(a) Orbit t0(8,7), with ω = ∆G+4piT (b) Orbit t0(8,8), with ω = ∆G+4piT
(c) Orbit t0(4,47), with ω = ∆G+2piT (d) Orbit t0(2,8), with ω = ∆G−2piT
(e) Orbit t0(2,9), with ω = ∆G−2piT (f) Orbit t0(2,10), with ω = ∆G−2piT
Figure 6.12: Type-0 , sequence types (OΩCΩ′)k, k = 4 (a-b), k = 2 (c), and Ω2 (d-f).
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such a solution is absolutely periodic, orbits with brake-points or brake-collisions re-
trace themselves directly in configuration space. Thus if the orbit z(t) begins with
z(0) ∈ Fix(R1) with z( t12 ) ∈ Fix(R2), where t1 = 12 or 14 (where the denominator is the
order of R2R1), we must have that the physical configuration at t = t1 is exactly the
configuration at t = 0 with the momenta reversed. Thus the two bodies that would be
interchanged by the permutation σj are not tracing over the same path in the inertial
frame but are back in their original positions, rather than interchanged.
This explains the results observed in section 6.5.3 and appendix E, whereby choosing
a particular rotating frame makes absolutely periodic orbits with the partial choreog-
raphy symmetry into relative partial choreographies.
6.6 Geometric phase
An early question in our research was “what relative periodic orbits’ geometric phase
maximises the angular velocity of the rotating frame in which it is periodic?” The
production of the Bestiary was initially an attempt to gain insight to answer that
question, leading to Theorem 4.5, instead instructing us how to ensure a periodic
orbit has vanishing geometric phase and is absolutely periodic. We remain interested,
however, in orbits with large geometric phase, and in this section we examine some.
Due to the symmetries occurring in all type-1 and type-2 orbits, and that of orbits
in all invariant subspaces, the only group of orbits of interest in this section are those
of type-0 (F1), and of those, we pay attention to orbits with reversing symmetries
only on A, O or C points, or with only non-reversing symmetries from column 1 of
table 2.1.
A number of relative partial choreographies have large values of ∆G (close to or
exceeding 2pi). Those for which ∆G > 2pi can be reconstructed in a rotating frame
with ω = ∆G−2piT , in which they look similar to orbits with smaller geometric phase.
Figure 6.13 illustrates t0(4,16) drawn in the frame with the smallest ω required for
it to close.
The geometric phase of an orbit can perhaps be increased arbitrarily for orbits with
arbitrarily long excursions into the arms of the Hill region, as in the L-shaped B-mode
orbits, with one binary pair rotating in one direction, while the third body orbits
retrograde with respect to the common centre of mass of the pair at a much greater
distance. Numerical evidence suggests that in the case of equal masses and vanishing
angular momentum no periodic orbit exists which remains in such a configuration.
An example of an orbit that spends a long time in one arm (and not so much time
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Figure 6.13: t0(4,16) drawn in the frame with minimal ω such that it is periodic.
in another) is t0(2,37), which has a substantial ∆G ≈ 2.919 but relatively small
ω ≈ 0.0729.
The orbit with the largest ∣ω∣ is t0(8,5), with ω = ∆GT ≈ 0.1845. Figure 6.14 illustrates
this orbit in the inertial frame. This orbit happens to be one of the few which is
a relative partial choreography when reconstructed in a frame which rotates extra
times per period, illustrated as such in figure 6.12a in the frame with the least ∣ω∣
with such that it is partially choreographic. The angular velocity of this frame is
ω = ∆G+4piT ≈ −0.41275.
Further work to find maximisers of geometric phase would use the knowledge gained
from this body of work to build families of periodic orbits for each class of symme-
try, with the aim of finding a maximiser (should it exist) in each class that permits
geometric phase.
6.6.1 A remark on reconstructing in the rotating frame
Throughout the Bestiary, where an orbit is relatively periodic only, it is reconstructed
in a frame rotating with constant angular velocity ω = ∆GT . If the winding number
W of the trajectory on the classical shape sphere is even, then we choose ωe = ∆GTp
and the orbit closes. If the winding number is odd, we must choose ωo = ∆G+sgn(W )piTp
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Figure 6.14: t0(8,5) drawn in the inertial frame. Hollow dots indicate initial positions;
solid final.
in order for the physical curves to close. We observe that odd winding numbers only
occur for all orbits with sequence class (AΩOΩ′)2, and some with sequence class Ω.
6.6.2 A remark on ∆G and ∆φ
Recall that reconstruction of the original coordinates requires the angle φ, whose
evolution is governed by equation (1.39). While φ˙ is defined differently from U , both
have the same symmetries and antisymmetries. It is interesting to note that for every
orbit the geometric phase ∆G and ∆φ always differ by some integer multiple of 2pi3 .
The integer multiple is zero when ∆G = ∆φ = 0 (as Theorem 4.5 can be trivially
reformulated in terms of φ˙), but also in a few other cases: t0(6,2) (E-mode, sequence
class (AΩAΩ′)3); t0(4,40) (B-mode, sequence class (CΩCΩ′)2); t0(4,47) (B-mode,
sequence class (AΩOΩ′)2); t0(2,4) (B-mode, sequence class CΩCΩ′); t0(2,8), t0(2,9)
and t0(2,12) (B-mode, sequence class Ω2); t0(2,15) to t0(2,18), t0(2,24) (E-mode,
sequence class AΩAΩ′); t0(2,30), t0(2,35), t0(2,36), t0(2,48), t0(2,50), t0(2,57) and
t0(2,59) (sequence class CΩCΩ′, B-mode, except t0(2,50) in M -mode); t0(2,101),
t0(2,103) to t0(2,105), t0(2,109) and t0(2,112) (B-mode, sequence class OΩOΩ′);
t0(1,4), t0(1,5), t0(1,7), t0(1,10), t0(1,15), t0(1,19), t0(1,21), t0(1,22), t0(1,25) to
t0(1,27), t0(1,30) to t0(1,33), t0(1,35) (sequence class Ω, B-mode, except t0(1,15),
t0(1,21) t0(1,25) in M -mode, and t0(1,26) in E-mode).
No clear pattern emerges immediately to suggest when ∆G and ∆φ should agree,
although we note that for every E-mode orbit this is the case, and it is relatively
rarely the case for any M -mode orbit for which ∆G ≠ 0 (and consequently ∆φ ≠ 0).
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We suppose that the connection is most likely related to the topology of the solutions—
that is, their syzygy sequences.
7 Conclusion
In this thesis we examined the 3-body problem with vanishing angular momentum in
symmetry-reduced coordinates that simultaneously regularise all binary collisions, as
used by Waldvogel [85]. The square-root coordinates induce a four-fold cover of the
shape sphere, and Poincare´’s trick to scale time slows down the binary collisions so
that in these new coordinates all binary collision singularities are removed.
In Chapter 2 we examined the discrete symmetry group. For unequal masses the
regularised symmetry group is of order 16, comprising spatial reflection, “sign flip”
symmetries induced by regularisation, and time reversal. When exactly two masses
are equal the group expands to include pairwise permutation of those two bodies,
and is of order 32. The most symmetry occurs when all three masses are equal,
the group is of order 96, when all three pairwise permutations, and cyclic permu-
tations are possible. We determine the fixed sets of all symmetries and those that
are of physical interest, including invariant subspaces and reversing involutions. The
isotropy subgroups of periodic orbits are isomorphic to subgroups of the symmetry
group, which we decompose into direct or semidirect products of normal and central
factors, and we consider cases generated by one non-reversing symmetry, or by two
reversing involutions.
Chapter 3 used our knowledge of the symmetry group to develop symmetry-reduced
symbolic dynamics of the 3-body problem with vanishing angular momentum. Given
the values of the masses, we determined the relevant fundamental domain (always
a region of shape space mapping to a triangle in no more than one octant of the
regularised shape sphere), and a symbolic dynamics for each case. The fixed sets of
non-reversing involutions divide the shape space into a number of dynamically equiv-
alent regions; one is chosen as the fundamental domain. The fundamental domain
is bounded by the fixed sets of certain non-reversing involutions and the free fall
boundary, though it is unbounded along the collision axes. A symbol is assigned to
each distinct region of the boundary: one for each face; one for each edge where two
faces meet; and one for the free fall boundary. Whenever a solution passes through
a section of the boundary that symbol is recorded, and the solution is reflected back
into the fundamental domain by an appropriate symmetry. By taking note of which
symbols coincide with points in the fixed sets of reversing involutions we constructed
the sequence class, which serves as a classification scheme for periodic orbits, and
117
118 CHAPTER 7. CONCLUSION
allows us to determine the isotropy subgroup up to isomorphism.
We then moved on to the geometric phase of the 3-body problem, where the for-
mula by Montgomery [47], equation (4.1), was written in regularised coordinates,
equation (4.2), so that we could calculate the geometric phase of periodic orbits in
the regularised variables. Certain symmetries—namely those which project onto the
generators of the centre of the symmetry group, ρ and τ—reverse the sign of the
integrand of the geometric phase. We used this fact, along with the structure of sub-
groups containing such elements, to prove our main result, Theorem 4.5, which gives
us a very simple criterion to determine if a periodic orbit in the symmetry-reduced
and regularised variables is absolutely periodic in configuration space. This result is
especially nice in that if a periodic orbit is generated by two reversing symmetries, its
sequence class immediately tells us if it is absolutely periodic in configuration space:
if the sequence class contains either M or B, this is the case; otherwise the geometric
phase is generically non-zero. No such simple test using the symbol sequence exists for
orbits with purely cyclic symmetry, but to use the isotropy subgroups of such orbits
is not difficult.
We changed setting in Chapter 5 to discuss the numerical tools and algorithms used
in the remainder of the thesis. The most important result was the development of a
novel explicit symplectic integrator for the regularised system, which we published in
[60]. This integrator forms the backbone of our method to find periodic orbits of the
regularised system. This search was not directed by symmetry constraints, with the
goal of capturing as many relative periodic orbits as possible (unique up to discrete
symmetries), yielding 363 relative periodic orbits, both with and without collisions,
many of which were previously unknown, including many orbits in both the isosceles
and rectilinear invariant subspaces.
The results of our numerical search were presented in Chapter 6 and appendix F. A
number of the orbits we presented are known in the literature, but many are new.
In summary, 25 collisionless orbits, 14 type-1 orbits, 4 type-2 orbits, and one each
of the isosceles and rectilinear orbits are linearly stable. We also observed that most
periodic orbits in the regularised variables are “straightened out” in such a way that
they lie very near one or another of three sets of planes in the regularised shape
space, orthogonal to the axes where planes of symmetry intersect. These behaviours
we called “modes”, and they are characterised by behaviour similar to rectilinear (B-
mode, very common), isosceles (M -mode, less common), or choreographic (E-mode,
least common) motion, and there is a close relationship to the symmetry classification
of periodic orbits.
We also found a number of relative partial choreographies, and proved that there can
be no absolutely periodic partial choreographies for vanishing angular momentum,
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although there are a number of absolutely periodic orbits with symmetry such that
they can, with the choice of the correct rotating frame, be turned into relative partial
choreographies. The orbit with the largest rate of rotation per period is t0(8,5), a
relative partial choreography.
It appears from our numerical survey that relative periodic orbits are more common
than absolute periodic orbits of the 3-body problem with vanishing angular momen-
tum even for equal masses. As a consequence of Theorem 4.5 it turns out that only
brake orbits and brake-collision orbits are absolutely periodic in the case of unequal
masses.
The work presented in this thesis contributes a large amount of data to the body of
knowledge on the equal-mass 3-body problem with vanishing angular momentum, in
the form of many new relative periodic orbits, a novel explicit symplectic integrator
for the regularised and symmetry reduced 3-body problem with vanishing angular
momentum, and in a simple symmetry criterion with a direct relationship to the
symmetry reduced symbolic dynamics that allows us to distinguish absolute periodic
orbits from the rest.
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A Reconstruction from regularised coor-
dinates
Reconstruction formulæ for the regularised coordinates are given in [85]. However,
the formulæ for the momenta given in [85] are singular at collinearity, and, applied
directly, result in undesirable spurious rotations at collinearities. Here we are going
to derive formulæ that are smooth everywhere except at triple collision. We begin the
reconstruction with known quantities: α1, αk, αl, pij, pik, pil, φ, pφ ∈ R and mj,mk,ml ∈
R+. The goal is to find the relative exterior angles θj and the absolute angles of the
sides φj.
A1 Exterior angles and side angles
The exterior angles are related to the regularised coordinates by
cos θj = α2kα2l − α2jα2
akal
(A.1)
sin θj = 2A
akal
(A.2)
tan θj = 2A
α2kα
2
l − α2jα2 , (A.3)
with half angle formulæ
cos
θj
2
= αkαl√
akal
, (A.4)
sin
θj
2
= αjα√
akal
(A.5)
tan
θj
2
= αjα
αkαl
, (A.6)
where the side lengths aj = α2k + α2l and semiperimeter α2 = ∑α2j .
Using the inverse transformations as given in [85] to reconstruct a computed trajectory
leads to surprising errors, which we describe and understand first, then solve. The
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absolute side angles are given by φj = φ + 13(θk − θl). If we compute the relative
exterior angles θj from equation (A.3), at each collinearity the signed area A changes
sign as one of the regularised coordinates αj does. At each change of sign the sum
of the exterior angles changes from ±2pi to ∓2pi, coincident with one of the computed
exterior angles jumping from ±pi to ∓pi, which can potentially result in a difference of±2pi3 in each φj.
We can fix the problem simply and automatically by making use of the observation
that sum of exterior angles is identically 0 mod 2pi and then a) lifting two of the
exterior angles to R, and b) setting the third angle to the negative of the sum of the
other two.
Correct angles are found by computing θ2 and θ3 from equation (A.3) and lifting them
to R, then setting θ1 = − (θ2 + θ3). The side angles become
φ1 = φ + 1
3
(θ2 − θ3)
φ2 = φ + 1
3
(2θ3 + θ2)
φ3 = φ − 1
3
(θ3 + 2θ2) .
This (or any such) choice trivially satisfies θ1 + θ2 + θ2 ≡ 0 mod 2pi, and, furthermore,
because any jumps of ±2pi in the exterior angles have been removed, so have any
jumps in the absolute side angles.
At or near any kl-collision we use the fact that αkαl ∼ pikpil as αk, αl → 0 to reduce
numerical error in the calculation of θ2, θ3.
A2 Positions and momenta
With correct computation of the absolute side angles, we can now perform the recon-
struction of the physical positions Xj and momenta Pj in the centre of mass frame.
Positions relative to the centre of mass are obtained by
Xj = 1
m
(mlakeiφk −mkaleiφl) . (A.7)
Denote the incentre of triangle X1X2X3 by C = 12α2 ∑ajXj and incentre-relative co-
ordinates for the vertices X̃j = Xj − C. The angle of X̃j relative to the reference
angle of our inertial frame we denote by ψj. We may then also write X̃j = rjeiψj , for
rj = αjα √akal.
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X˜j
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φk
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θ˜j
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Figure A.1: Geometry of the relationship between ψj and φk, φl. In blue the extension
of X̃j =Xj −C connecting the incentre to mj and in red its perpendicular. The length
and direction of the blue/dotted and, respectively, red/dashed lines are given by
eiφk − eiφl and eiφk + eiφl . As defined in the proof of lemma A.10, θ̃j = 12 (pi − θj).
Momenta are obtained by
Pj = pkeiφk − pleiφl + ipφ
3
(eiφk
ak
− eiφl
al
) (A.8)
with
pj = 1
4
(pik
αk
+ pil
αl
− pij
αl
) , (A.9)
the latter of which contains singularities at every syzygy (whereas it is known that
the only true singularities of the 3-body problem are collisions). Clearly calculation
of each pj and substitution into equation (A.8) is undesirable.
Substitution and rearrangement gives the still singular
Pj = 1
4
((eiφk − eiφl) pij
αj
+ (eiφk + eiφl)(pil
αl
− pik
αk
)) + ipφ
3
(eiφk
ak
− eiφl
al
) ,
revealing structure that was previously hidden: the factors (eiφk ± eiφl). The difference
(when it is not zero) gives the direction of the internal angle bisectors at vertex Xj,
while the sum gives the angle of the external angle bisector. That is (eiφk − eiφl) ∥ X̃
and (eiφk + eiφl) ∥ X̃eipi2 . We see that the physical momenta are decomposed into
orthogonal components with angles ψj and ψj + pi2 .
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Lemma A.10. The argument of the difference of complex units eiφk −eiφl is the same
(up to sign) as the argument of X̃j. That is, there exists some ρj ∈ R such that
ρjeiψj = eiφk − eiφl.
Proof. By geometry, illustrated in figure A.1: define θ̃j = 12 (pi − θj). We now have
ψj = φl − θj − θ̃j = φl − 12 (θj + pi) = φk − θ̃j = φk − 12 (pi − θj). Therefore we may rewrite
each of φk, φl in terms of ψj, θj:
φk = ψj − θj
2
+ pi
2
φl = ψj + θj
2
+ pi
2
.
Now the expression eiφk − eiφl may be rewritten
eiφk − eiφl = ei(ψj− θj2 +pi2 ) − ei(ψj+ θj2 +pi2 )= ei(ψj+pi2 ) (e−i θj2 − ei θj2 )
= 2 sin θj
2
eiψj
= 2 αjα√
akal
eiψj
= ρjeiψj .
Lemma A.11. The argument of the sum of complex units eiφk + eiφl is the same
(up to sign) as the argument of iX̃j. That is, there exists some ρ ∈ R such that
ρei(ψj+pi2 ) = eiφk + eiφl.
Proof. Similar to the proof of lemma A.10. Rewrite φk, φl to obtain
eiφk − eiφl = ei(ψj− θj2 +pi2 ) + ei(ψj+ θj2 +pi2 )= ei(ψj+pi2 ) (e−i θj2 + ei θj2 )
= 2 cos θj
2
ei(ψj+pi2 )
= 2 αkαl√
akal
ei(ψj+pi2 )
= ρei(ψj+pi2 ).
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Using the results of lemmas A.10 and A.11, and applying the same technique to the
terms corresponding to the angular momentum, we now obtain a reconstruction for
the momenta that is only singular at triple collision:
Pj = eiψj
2
√
akal
(αpij + i (αkpil − αlpik) + pφ
3akal
((ak − al)αkαl + i (ak + al)αjα)) . (A.12)
B Momenta and decomposed velocities near
collision
A point near 23-collision is denoted by z = (α1,  cosϑ,  sinϑ,pi1, pi2, pi3)T . We de-
compose the velocities α˙2, α˙3 into orthogonal components, v∥ in the radial direction
and v⊥ perpendicular to the radial component. That is, we set α˙2 = v∥ cosϑ − v⊥ sinϑ,
α˙3 = v∥ sinϑ + v⊥ cosϑ, where v∥ = ˙ and v⊥ = ϑ˙, and equate these velocities to the
corresponding components of the vector field. Solving simultaneously for pi2, pi3 leads
to the following expressions:
pi2 = 8m2
A
(4m3 (V1v∥ cosϑ −U1v⊥ sinϑ) +W1pi1α1 cosϑ) (B.1)
pi3 = 8m3
A
(4m2 (V2v∥ sinϑ +U2v⊥ cosϑ) +W2pi1α1 sinϑ) , (B.2)
where
A = Bα81 +Cα612 +Dα414 +Eα216 + F8
B = 8m1n21
C = 8m1n1 (2n1 + l1) cos 2ϑ
D = 2 (5m1n21 + 4m2m3m +m1l1 (6n1 + l1 cos 2ϑ) cos 2ϑ)
E = 2 (m1n21 + 4m2m3m +m1l1 (2n1 + l1 cos 2ϑ) cos 2ϑ)
F =m2m3m (1 − cos 4ϑ)
V1 =m1n1α41 +m1 (n1 + l1 cos2 ϑ)α212 +m2 (m1 cos2 ϑ +m3) 4
V2 =m1n1α41 +m1 (n1 − l1 sin2 ϑ)α212 +m3 (m1 sin2 ϑ +m2) 4
U1 =m1 (n1α41 + (2m2 − l1 sin2 ϑ)α212 +m2 cos2 ϑ4)
U2 =m1 (n1α41 + (2m3 + l1 cos2 ϑ)α212 +m3 sin2 ϑ4)
W1 =m1n1α61 +m1w1,3α412 +w1,2α214 +w1,16
W2 =m1n1α61 +m1w2,3α412 +w2,2α214 +w2,16,
and
w1,1 =m23 sin4 ϑ +m2n2 cos4 ϑ
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w2,1 =m22 cos4 ϑ +m3n3 sin4 ϑ
w1,2 =m23 sin2 ϑ + (m1n1 +m2n2) cos2 ϑ +m1l1 cos4 ϑ
w2,2 =m22 cos2 ϑ + (m1n1 +m3n3) sin2 ϑ −m1l1 sin4 ϑ
w1,3 = n1 + 2m2 cos2 ϑ
w2,3 = n1 + 2m3 sin2 ϑ,
with
m =m1 +m2 +m3
nj =mk +ml
lj =mk −ml.
In terms of the momenta, , and ϑ, the decomposed velocities are
v∥ = ˙ = 1
4m2m3
(G1pi2 cosϑ +G2pi3 sinϑ −G3pi1α1)
v⊥ = θ˙ = 1
4m2m3
(H1pi3 cosϑ −H2pi2 sinϑ +H3pi1α1 sin 2ϑ) ,
where
G1 = n1α41 + (m3 +m2 cos2 ϑ +m3 sin2 ϑ)α212 +m3 sin2 ϑ4
G2 = n1α41 + (m2 +m2 cos2 ϑ +m3 sin2 ϑ)α212 +m2 cos2 ϑ4
G3 = (m2 cos2 ϑ +m3 sin2 ϑ)α21 + (m2 cos4 ϑ +m3 sin4 ϑ) 2
H1 = n1α41 + (n1 + l1 cos2 ϑ)α212 +m2 (m3m1 + cos2 ϑ) 4
H2 = n1α41 + (n1 − l1 sin2 ϑ)α212 +m3 (m2m1 + sin2 ϑ) 4
H3 = 1
2
(l1α21 + (m2 cos2 ϑ −m3 sin2 ϑ) 2) .
In the limit, then, as → 0, we see that pi2 → 4µ1α41 v∥ cosϑ and pi3 → 4µ1α41 v∥ sinϑ. Similarly,
v∥ → 14µ1 (pi2 cosϑ + pi3 sinϑ)α41 and v⊥ → 14µ1 (pi3 cosϑ − pi2 sinϑ)α41.
C Stages of the explicit integrator
Section 5.2.2 described the construction of an explicit symplectic integrator of arbi-
trary even order for the fully reduced and regularised 3-body problem. This construc-
tion is based on a first order method obtained by splitting the Hamiltonian equa-
tion (1.36) into ten integrable parts and composing their exact flows. This appendix
gives the formulæ for each flow for each integrable term in the splitting equation (5.7),
followed by the choice of ordering for a second order, reversible generalised leapfrog
integrator. In the following we continue to use aj = α2k + α2l , the pairwise reduced
masses µj, and the pairwise products Mj =mkml, and define their sum N = ∑Mj.
ϕτH0 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1
α2
α3
pi1 + 2α1 ((h (α21 + α2) +N)a1 + 2M1α21) τ
pi2 + 2α2 ((h (α22 + α2) +N)a2 + 2M2α22) τ
pi3 + 2α3 ((h (α23 + α2) +N)a3 + 2M3α23) τ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.1)
ϕτH1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1 exp (14 (α22µ2 + α23µ3 )α1pi1τ)
α2
α3
pi1 exp (−14 (α22µ2 + α23µ3 )α1pi1τ)
pi2 − α24µ2α21pi21τ
pi3 − α34µ2α21pi21τ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.2)
ϕτH2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1
α2 exp (14 (α23µ3 + α21µ1 )α2pi2τ)
α3
pi1 − α24µ2α22pi22τ
pi2 exp (−14 (α23µ3 + α21µ1 )α2pi2τ)
pi3 − α34µ3α22pi22τ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.3)
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ϕτH3 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1
α2
α3 exp (14 (α21µ1 + α22µ2 )α3pi3τ)
pi1 − α14µ2α23pi23τ
pi2 − α34µ3α23pi23τ
pi3 exp (−14 (α21µ1 + α22µ2 )α3pi3τ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.4)
ϕτH4 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1 + 14 (α42µ2 2α22α23mj + α43µ3 )pi1τ
α2
α3
pi1
pi2 + ( α222µ2 + α23m1)α2pi21τ
pi3 + ( α232µ3 + α22m1)α3pi21τ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.5)
ϕτH5 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1
α2 + 14 (α43µ3 + 2α23α21m2 + α41µ1 )pi2τ
α3
pi1 + ( α212µ1 + α23m2)α1pi22τ
pi2
pi3 + ( α232µ3 + α21m2)α3pi21τ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.6)
ϕτH6 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1
α2
α3 + 14 (α41µ1 + 2α21α22m3 + α42µ2 )pi3τ
pi1 + ( α212µ1 + α22m3)α1pi23τ
pi2 + ( α232µ2 + α21m3)α2pi23τ
pi3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.7)
ϕτH7 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1 (1 + 12 ( 1m3α2pi2 + 1m2α3pi3)α21τ)− 12
α2 exp (− 14m3α31pi1τ)
α3 exp (− 14m2α31pi1τ)
pi1 (1 + 12 ( 1m3α2pi2 + 1m2α3pi3)α21τ) 32
pi2 exp ( 14m3α31pi1τ)
pi3 exp ( 14m2α31pi1τ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.8)
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ϕτH8 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1 exp (− 14m3α32pi2τ)
α2 (1 + 12 ( 1m1α3pi3 + 1m3α1pi1)α22τ)− 12
α3 exp (− 14m1α32pi2τ)
pi1 exp ( 14m3α32pi2τ)
pi2 (1 + 12 ( 1m1α3pi3 + 1m3α1pi1)α22τ) 32
pi3 exp ( 14m1α32pi2τ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.9)
ϕτH9 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1 exp (− 14m2α33pi3τ)
α2 exp (− 14m1α33pi3τ)
α3 (1 + 12 ( 1m2α1pi1 + 1m1α2pi2)α23τ)− 12
pi1 exp ( 14m2α33pi3τ)
pi2 exp ( 14m1α33pi3τ)
pi3 (1 + 12 ( 1m2α1pi1 + 1m1α2pi2)α23τ) 32
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.10)
Additionally, several other (auxiliary) variables may be updated during this process:
the rotation φ by φ+ φ˙τ for reconstruction, the physical time t by t+a1a2a3τ , and the
geometric phase G by G + G˙τ .
In order to construct the generalised leapfrog integrator, we would use the uniqueness
of H0 and place this stage in the middle of the compositions, and during this stage
update the auxiliary variables φ, t, G. Then the generalised leapfrog integrator looks
like
ϕτK,2 = ϕ τ2H9 ○ ⋅ ⋅ ⋅ ○ ϕ τ2H1 ○ ϕτH0 ○ ϕ τ2H1 ○ ⋅ ⋅ ⋅ ○ ϕ τ2H9 . (C.11)
D Coefficients for higher order methods
Section 5.2.2.1 discusses the construction of higher order numerical schemes. Given
a basic symmetric method of order 2, we can construct integrators of the following
orders with the following coefficients.
Order 6, 1:
γ1 = γ7= 0.78451361047755726381949763
γ2 = γ6= 0.23557321335935813368479318
γ3 = γ3= −1.17767998417887100694641568
γ4= 1.31518632068391121888434973
Order 6, 2:
γ1 = γ9= 0.39216144400731413927925056
γ2 = γ8= 0.33259913678935943859974864
γ3 = γ7= −0.70624617255763935980996482
γ4 = γ6= 0.08221359629355080023149045
γ5= 0.79854399093482996339895035
Order 8, 1:
γ1 = γ15= 0.74167036435061295344822780
γ2 = γ14= −0.40910082580003159399730010
γ3 = γ13= 0.19075471029623837995387626
γ4 = γ12= −0.57386247111608226665638773
γ5 = γ11= 0.29906418130365592384446354
γ6 = γ10= 0.33462491824529818378495798
γ7 = γ9= 0.31529309239676659663205666
γ8= −0.79688793935291635401978884
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Order 8, 2:
γ1 = γ17= 0.13020248308889008087881763
γ2 = γ16= 0.56116298177510838456196441
γ3 = γ15= −0.38947496264484728640807860
γ4 = γ14= 0.15884190655515560089621075
γ5 = γ13= −0.39590389413323757733623154
γ6 = γ12= 0.18453964097831570709183254
γ7 = γ11= 0.25837438768632204729397911
γ8 = γ10= 0.29501172360931029887096624
γ9= −0.60550853383003451169892108
Order 10:
γ1 = γ35= 0.07879572252168741926390768
γ2 = γ34= 0.31309610341510852776481247
γ3 = γ33= 0.02791838323507806610952027
γ4 = γ32= −0.22959284159390709415121340
γ5 = γ31= 0.13096206107716486317465686
γ6 = γ30= −0.26973340565451071434460973
γ7 = γ29= 0.07497334315589143566613711
γ8 = γ28= 0.11199342399981020488957508
γ9 = γ27= 0.36613344954622675119314812
γ10 = γ26= −0.39910563013603589787862981
γ11 = γ25= 0.10308739852747107731580277
γ12 = γ24= 0.41143087395589023782070412
γ13 = γ23= −0.00486636058313526176219566
γ14 = γ22= −0.39203335370863990644808194
γ15 = γ21= 0.05194250296244964703718290
γ16 = γ20= 0.05066509075992449633587434
γ17 = γ19= 0.04967437063972987905456880
γ18= 0.04931773575959453791768001
E Absolutely periodic orbits as relative par-
tial choreographies
Section 6.5.3 contains a list of orbits that are relative partial choreographies un-
der extra rotation during one period. The isotropy subgroups of all such orbits
have one or another of the cyclic subgroups {(I,0), (σj, 12)}, {(I,0), (σjsj, 12)}, or{(I,0), (σjsl, 14), (sj, 12), (σjsk, 34)}, but are not partial choreographies in the frame ro-
tating with ω = ∆GT ; some are indeed absolutely periodic, and in this appendix we
depict as relative partial choreographies those which are absolutely periodic.
Collision orbits (type-1 and type-2 ) are absolutely periodic. Those with the nec-
essary symmetries are shown in rotating frames such that they are relative partial
choreographies in figures E.1 and E.2.
Isosceles and rectilinear orbits are also absolutely periodic. Those with the necessary
symmetries can also be made into relative partial choreographies, shown in figures E.3
and E.4.
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(a) Orbit t1(4,34), with ω = 2piT (b) Orbit t1(4,35), with ω = 2piT
(c) Orbit t1(4,36), with ω = 2piT (d) Orbit t1(4,37), with ω = 2piT
(e) Orbit t1(4,38), with ω = 2piT (f) Orbit t1(4,39), with ω = 2piT
(g) Orbit t1(4,40), with ω = 2piT (h) Orbit t1(4,41), with ω = 2piT
Figure E.1: Type-0 , sequence class (BΩMΩ′)2.
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(a) Orbit t2(8,2), with ω = 4piT (b) Orbit t2(8,3), with ω = 4piT
(c) Orbit t2(8,4), with ω = 4piT
Figure E.2: Type-0 , sequence class (BΩMΩ′)4.
141
(a) Orbit isosceles(8,1), with ω = 2piT (b) Orbit isosceles(8,2), with ω = 2piT
(c) Orbit isosceles(8,3), with ω = 2piT (d) Orbit isosceles(8,4), with ω = 2piT
Figure E.3: Isosceles, sequence classes (BΩMΩ′)2 (a), (FΩMΩ′)2 (b-d).
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(a) Orbit rectilinear(16,1), with ω = 4piT (b) Orbit rectilinear(8,1), with ω = 2piT
(c) Orbit rectilinear(8,2), with ω = 2piT (d) Orbit rectilinear(8,3), with ω = 2piT
(e) Orbit rectilinear(8,4), with ω = 2piT (f) Orbit rectilinear(8,5), with ω = 2piT
(g) Orbit rectilinear(8,6), with ω = 2piT
Figure E.4: Rectilinear, sequence classes (BΩMΩ′)4 (a), (FΩMΩ′)2 (b-g).
F Bestiary of periodic orbits
Please refer to the external appendix.
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