Monte Carlo simulations (MCS) are more accurate than moment-based methods with multiple failure modes, highly nonlinear limit functions, and large departure from normality. However, they may require very large number of simulations when a system needs to be designed for very low probability of failure. We propose a method based on an inverse probability measure called the probabilistic sufficiency factor (PSF). It measures the limit state margin from the desired probability of failure. We show that a relative low-number MCS can be used to extrapolate the PSF with respect to a much lower probability of failure. This would permit reliability estimation with moderate size MCS, which will be demonstrated in the proposed paper.
Introduction
Traditionally, deterministic approaches have been successfully employed in designing structures with safety factors accounting for uncertainties in loading, material properties, engineering simulations, and manufacturing processes. The quest for more efficient methods to incorporate uncertainties leads to probabilistic approaches like Reliability-based Design Optimization (RBDO). RBDO involves minimizing a cost function subject to the constraint that the reliability of the structure should meet a target (or target reliability index). The value of the target reliability index is application dependent and is usually high for aerospace applications (i.e., corresponding to low probability of failure)
Researchers widely use Monte Carlo Simulation (MCS) and moment-based techniques to solve RBDO problems. Recently, several researchers (e.g., Lee and Kwak., 1987 , Tu et al., 1999 , Lee et al., 2002 , Qu and Haftka., 2003 , Du et al., 2003 and review paper by Ramu et al., 2006) have demonstrated that inverse reliability measures enhance the efficiency of RBDO with both MCS and moment-based techniques. MCS is simple to implement, robust and suitable for solving problems with multiple failure modes. When the target reliability index is high (low failure probability), the number of samples must be large leading to high computational cost. Moment based techniques are approximate methods and are capable of efficiently solving high reliability index problems, but are restricted to single failure mode.
The probabilistic sufficiency factor (PSF, Qu and Haftka, 2003) ) is an inverse measure that provides a traditional safety factor with respect to the target probability of failure. For example, in a stress-constrained problem, a PSF of 0.9 indicates that stresses need to be lowered by 10% in order to meet the target reliability of failure. PSF may be calculated by moment-based methods such as stylesFORM. However, with multiple modes of failure, MCS may be called for, and a high target reliability index would require a large Monte Carlo sample.
Here, we suggest that even a relatively small-sample MCS contains information on the derivative of the PSF with respect to the target reliability index, and this derivative may be used to estimate the PSF corresponding to a higher target reliability index. The advantage of the method is that it uses only MCS to estimate the PSF corresponding to low failure probability and hence can be easily extended to address system reliability. Section 2 of this paper describes the probabilistic sufficiency factor and reliability estimation using it. Estimation of system reliability using PSF and PSF based RBDO is also discussed. The proposed method is discussed in Section 3. Section 4 discusses numerical examples. Firstly, the method is demonstrated on single failure modes of a cantilever beam example. Then, a circular limit state function is used to demonstrate the method. Finally, a system reliability case is discussed. Section 5 presents a discussion on how to use the extrapolated PSF value to estimate the required resources to achieve a safe design, followed by concluding remarks in Section 6.
Reliability Estimation Using Probabilistic Sufficiency Factor
The inverse measure used here is the probabilistic sufficiency factor (PSF) introduced by Haftka (2001, 2003) . PSF is a safety factor with respect to the target probability of failure and hence combines the concepts of safety factor and the probability of failure. Let the capacity of the system be g c (e.g., allowable strength) and the response be g r . For the given vector x of input variables, the traditional safety factor is defined as the ratio of the capacity to the response, as
The system is considered to be failed when 1 S ≤ and safe when 1 S > . In probabilistic approaches, it is customary to use a performance function or a limit state function instead of the safety factor to define failure (or success) of a system. For example, the limit state function can be expressed as
The failure of the system is defined as ( ) 0 G ≤ x , while the system is considered to be safe when ( ) 0 G > x . A performance function is often defined as the difference between capacity and response. However, the role of safety factor is clear in the definition in Eq. (2).
When the vector x of input variables is random, g c (x) and g r (x) are random in nature, resulting in the safety factor being a random function. In such instances, the safety of the system can be enforced by using the following reliability constraint:
where P f is the failure probability of the system and P f target is the target failure probability, which is the design requirement. Reliability analysis calculates P f with given random input x, and reliability-based design optimization (RBDO) imposes Eq. (3) as a constraint. Since the magnitude of the probabilities in Eq. (3) tends to be small, the notion of reliability index is often employed. From the observation that the cumulative distribution is monotonic, the inverse transformation of the probability constraint in Eq. (3) is taken in the standard normal random space, to obtain
where ( ) Φ i is the cumulative distribution function (CDF) of the standard normal random variable, β the reliability index, and target β the target reliability index. The reliability index is the value of standard normal random variable that has the same probability with P f . The RBDO using Eq. (4) is called the Reliability Index Approach (RIA) (Enevoldsen, 1994; Tu et al., 1999) The last inequality in Eq. (3) can be converted into equality, if the upper bound of the safety factor is relaxed (in this case it is one). Let the relaxed upper bound be s * . Then, the last part of the reliability constraint in Eq. (3) can be rewritten, as Figure 1 : Probabilistic distribution of safety factor S. PSF is the value of the safety factor whose CDF corresponds to the target probability of failure.
The relaxed upper bound s * is called the Probabilistic Sufficient Factor (PSF). Using PSF, the goal is to find the value of PSF that makes the CDF of the safety factor equals to the target failure probability. Finding s * requires inverse mapping of CDF, from which the terminology of inverse measure comes. The concept of PSF is illustrated in Figure 1 . The shaded region represents the target failure probability. Since the region to the left of S = 1 denotes failure, s * should be larger than one in order to satisfy the basic design condition that the failure probability should be less than target failure probability. This can be achieved by either increasing the capacity g c or decreasing the response g r , which is similar to the conventional notion of safety factor, but now it is extended to probabilistic problems using PSF.
A unique advantage of PSF is that design engineers, who are familiar to the deterministic design using the safety factor, can apply the similar notion to the probabilistic design.
The PSF s * is the factor that has to be multiplied by the response or divided by the capacity so that the safety factor be raised to one. For example, a PSF of 0.8 means that g r has to be multiplied by 0.8 or g c be divided by 0.8 so that the safety factor increases to one. In other words, it means that g r has to be decreased by 20% or g c has to be increased by 25% in order to achieve the target failure probability.
The PSF can be computed using either Monte Carlo Simulation (MCS) or moment-based methods. If MCS with N samples is used to calculate PSF, the location n is first determines as the smallest integer larger than target f N P × . Then, the PSF is the n-th smallest safety factor, which is mathematically expressed as:
The calculation of PSF requires sorting the safety factors from the MCS samples and choosing the n-th smallest one.
System Reliability Using PSF
System reliability arises when the failure of a system is defined by multiple failure modes. Here, the discussion is limited to series systems. The estimation of system failure probability involves estimating the failure due to individual modes and failure due to the interaction between the modes. This is mathematically expressed for a system with n failure modes as:
where, F i is the failure of the i th mode. It is easy to employ MCS to estimate system failure, as the methodology is a direct extension of failure estimation for single modes. In the context of employing analytical methods like FORM, estimation of failure regions bounded by single modes are easy to estimate but estimating the probability content of odd shaped domains created because of the intersection of two or more modes is challenging. Techniques are available to estimate the probability content at the intersection regions but require evaluating multiple integrals (Melchers, pp: 386-400). Since the number of multiple integrals that has to be evaluated depends on the number of variables, the task becomes arduous when more variables are involved. Instead, an alternate technique is to develop upper and lower bounds on the failure probability of the structural system. Considering the terms in the first and the third rows (positive contributions) in Eq. (7) permits us to estimate the upper bound. When the terms in first and second rows (negative contributions) are considered, the lower bounds can be estimated. Improved bounds for the system reliability are available in the literature.
Owing to these challenges, MCS is mostly used when system reliability is to be estimated. As discussed earlier, MCS is computationally prohibitive when the failure probability to be estimated is low, because of the number of samples required. In order to estimate a failure probability of the order of 1/N, MCS requires at least 100*N samples. PSF can be used to estimate system reliability. The method is an extension of the PSF estimation for single failure mode. When M failure modes are considered, the most critical safety factor is calculated for each sample. Then the sorting of the n th -minimum safety factor can proceed as in Eq. (6) . This process is explained in the flow chart in Figure 2 .
The estimation of PSF for a system reliability case is demonstrated with an example. This example is artificial and is an illustration of a case with multiple limit state functions. The example is presented in Figure 3 .The limit state functions are:
The limit states are functions of two random variables x and y. The distributions of the random variables are presented in Table 1 . The example has been created in such a fashion that each limit and its intersection with other limit states contributes significantly to the total failure. It should be noted that nonlinear functions are used to emphasize the advantage of using MCS and a PSF based approach to estimate failure probability. Using FORM in these circumstances might introduce huge error due to linearizing the limit state function at the most probable point of failure. The contributions of failure modes to the total failure are listed in Table 2 . The system PSF can be estimated as described in the flowchart in Figure 2 . The limit states are functions of two random variables x and y. The PSF estimated for different target failure probabilities are listed in Table 3 . For a target failure probability of 0.557 which is the actual failure probability as listed in Table 2 , the PSF is estimated as 1. When a lower target failure probability of 0.5 is used, the PSF is estimated to be 0.844 indicating that the system is unsafe and when a larger target failure probability of 0.6 is used, the PSF is found to be 1.12 showing that the system is over safe. This shows that PSF based approach can adequately address system reliability case accounting for the interactions between the modes. If moment-based techniques are used to calculate PSF, the inverse measure can be computed as the value of the minimal limit state function that passes through the target reliability index curve. Mathematically, this is expressed as:
where u is the vector of standard normal random variables, ( ) G u is the normalized limit state function in the standard normal space, and 
RBDO using PSF
RBDO using inverse measures are being developed mainly because of the advantages involved in working with inverse measures. The various advantages include better computational efficiency, numerical stability (Tu et al., 1999) , faster and stable RBDO (Youn et al., 2003) compared to RIA. Qu and Haftka (2002) showed that usage of inverse measure leads to more accurate response surface approximation compared to response surfaces fitted to reliability index or failure probability. Table 4 compares the manner in which the probabilistic constraint is prescribed in the direct reliability index approach (RIA) and the inverse approach (PSF). RBDO using PSF involves a two-level optimization shown in Figure 4 , for a single mode of failure. When the MCS is employed in the inverse reliability analysis, the lower-level optimization problem can be replaced by Eq. (6).
Initial design
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Estimation of PSF for Low Target Failure Probability
In general, reliability analysis using MCS is more accurate than the moment-based method when the performance function shows nonlinearity. In addition, MCS is useful with multiple failure modes. However, the required number of samples in MCS increases significantly when the target failure probability is relatively small. In this paper, an extrapolation scheme is proposed to estimate the PSF for low target failure probability using an MCS which is sufficient only to estimate the PSF for substantially higher failure probability (lower target reliability index). This is based on approximating the relationship between the PSF and the reliability index by a quadratic polynomial. The PSF for each reliability index in a range of small reliability indices is obtainable using smaller sample size MCS. A quadratic polynomial is fit to the PSF in terms of the natural logarithm of the reliability index in this range. Once the polynomial is obtained, the PSF corresponding to any higher reliability index can be estimated using it. Hence, once the PSF for each reliability index in a range of low reliability indices is obtained, the problem reduces to a data fitting problem. A FORM perspective of the problem definition is illustrated in Figure 5 when two random variables are involved. The PSF * hp s is calculated with a low target reliability index target hp β β = , using the value of limit state function that passes through MPP1, which is the MPP in the inverse reliability analysis. (MPP is the acronym of the Most Probable Point and as the name suggests it is a point which contributes most to failure). In the standard normal space the point at which the minimum first order limit state function forms a tangent to the target reliability curve is the MPP. The goal is to estimate (11), the sensitivity of PSF with respect to the target reliability index is essentially the effect on cost function due to changes in the constraint limits. The Lagrange multiplier from the optimization problem of the inverse reliability loop provides information for this sensitivity analysis. The variation of solution sensitivity with respect to constraint variation is equal to the negative of the Lagrange multiplier of the constraint in Eq. (11) (Haftka and Gürdal, 1993) . Thus, the sensitivity of s * with respect to target β is the negative of the Lagrange multiplier at MPP1.
The proposed method employs the MCS to compute PSF corresponding to the higher failure probability (small sample size is suitable). Based on the approximating the relationship between the PSF and a range of low reliability indices using a polynomial, it is possible to estimate PSF corresponding to the low failure probability. This method works well for small perturbations of the target reliability index as shown in the next section. It is to be noted that small perturbations in reliability index as 3 to 4 corresponds to 2 orders magnitude in the failure probability space.
Numerical Examples
This section demonstrates the proposed method on several examples. First, the method is demonstrated for limit state functions of a cantilever beam design example. The second example treats a circular limit state example and finally the system reliability case is discussed for the cantilever beam example.
Single-mode beam example:
The cantilever beam shown in Figure 6 is taken from Wu et al. (2001) . The objective of the design is to minimize the weight or, equivalently, the cross-sectional area A wt = , subject to two reliability constraints, which require the reliability indices for strength and deflection constraints to be larger than three. The two failure modes are expressed as:
Strength:
and Tip Displacement:
where R is the yield strength; X and Y are the horizontal and vertical loads; w and t are the deterministic design parameters; L is the length; and E is the elastic modulus. R, X, Y and E are random variables, whose distributions are defined in Table 5 . D 0 is the allowable deflection. To demonstrate the proposed extrapolation technique, the two single failure modes of stress and displacement are discussed Design for the strength case is discussed in detail in Haftka (2001, 2003) , and Ramu et al. (2004) . The optimization is initially performed for the target reliability index of three (target failure probability is 0.00135). During the optimization process, PSF is calculated by using MCS with 100,000 samples. The PSF is estimated as an average of PSF at 11 points around the critical point. In order to verify the accuracy of the inverse measure at the optimal design, MCS with 10 million samples is performed after the optimal design is obtained. The accuracy of the inverse measure computed by different approaches is discussed in Ramu et al. (2004) .
The values of PSF corresponding to target reliability indices in the range of 2 to 3 at an increment of 0.1 are evaluated and employed to fit a quadratic polynomial to the PSF as function of the natural logarithm of the target reliability index. The polynomial can be used to extrapolate the inverse measure at target reliability index levels higher than 3.0 Table 6 shows the results for the stress failure mode. It is seen that the extrapolated inverse measure matches well with the inverse measure estimated based on 1E7 samples at various higher target reliability indices. As can be seen in Table 6 the error in PSF for target reliability Figure 6 : Cantilever beam subjected to horizontal and vertical random loads Figure 7 . The first plot shows the curves for the quadratic fit and the 1E7 samples along with the data used for the fit in the range of reliability indices from 2 to 3. The second plot presents the same plot for a reliability index range of 3 to 4.2. Similarly, the extrapolation technique is applied for the displacement failure mode, and results are presented in Table 7 . It is observed that the computed high sample PSF and the extrapolated values match very well. The comparative results are illustrated in Figure 8 for displacement constraint.
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Circular limit state example:
This example is used to demonstrate the proposed method on a circular limit state function, which would not be amenable to FORM. The limit state function is function of two standard normal variables x and y given as 
FORM or SORM cannot be used for this example, as the failure region is not well approximated by a half plane. Similar to the earlier example, the PSF corresponding to reliability indices in the range of 2 to 3 are estimated using MCS with 100,000 samples. A quadratic polynomial is fit to these PSF data in terms of the natural logarithm of the reliability index. The fitted polynomial is further used to estimate PSF at higher reliability indices. The results are presented in Table 8 . The comparison of the high sample based PSF and extrapolated PSF is presented in Figure 9 . It is evident that the proposed technique can be used to extrapolate accurately the PSF corresponding to target failure probability 2 orders of magnitude lower than a particular target failure probability for which the PSF is known even for circular limit state functions that cannot be solved by analytical methods like FORM or SORM. 
Multiple-mode beam example:
This case investigates the system reliability for the cantilever beam design example discussed in Example 1. Here, both the stress and deflection failure modes are considered simultaneously. The allowable deflection for the displacement mode was changed to 2.145. This allows equal contribution from both the modes to the total failure probability. As explained in the flow chart in Figure 2 , the system PSF was estimated for reliability indices 2 to 3. A quadratic polynomial was fit to PSF in terms of natural logarithm of reliability index. The polynomial was further used to predict PSF at higher reliability indices. The results are presented in Table 9 and the comparison plot is presented in Figure 10 . As observed in earlier examples, the extrapolated value matches well with the PSF obtained with higher samples. 
Usage of PSF to estimate change in weight required to achieve a safe design
The extrapolated PSF allows performing reliability analysis in a RBDO process characterized by a high reliability index with fewer MCS samples. Alternately, the predicted PSF can be used to estimate change in weight required to achieve a safe design. This notion of using PSF to estimate the required resources is similar to using safety factor in deterministic approaches. This section presents a discussion on how to estimate the required resources using PSF to achieve a safe design. For the cantilever beam example, if there is a design with the dimensions of A 0 = w 0 t 0 with a PSF of s 0 * less than one. A PSF less than 1 indicates that the structure is not safe. The structure can be made safer by scaling both w and t by the same factor c. This will change the stress and displacement expressed in Eqs. (12) and (13) by a factor of c 3 and c 4 , respectively, and the area by a factor of c 2 . The PSF is inversely proportional to the most critical stress or displacement. So, it is easy to obtain the following relationships from Eqs. (12) and (13) 
It is evident from the above equations that an increase of 1 percent in area will lead to a 1.5 percent increase in PSF for the stress constraint and a 2 percent increase in PSF for the displacement constraint. Hence, the stress constraint is more critical here. Uniform scaling in width and thickness are considered here, but non uniform scaling may be more efficient. For example, consider a design in the system reliability case at a target reliability index of 4.2 with an extrapolated PSF of 0.8867 (see Table 9 ). There is a deficiency of 11.33% in the PSF and the structure can be made safer with a weight increase of less than 7.55% (corresponding to 3.7% increase in w and t). The width and thickness are scaled to 2.7004 (2.6041×1.037) and 3.8105 (3.6746×1.037) respectively. Thus the objective function of the scaled design is A=10.29. The corresponding failure probability is 1.9E-05 (reliability index of 4.12) and the PSF is 1.0002 evaluated using 1E7 samples. Thus, it is possible to estimate the required resources to achieve a safe design with the value of a PSF corresponding to unsafe design. It is to be noted that such an estimation of required resources are not readily available with failure probability of reliability index are used as reliability estimators. For more complex structures where the limit late functions are not known explicitly, designers can estimate the weight required to reduce the stress and displacement by a certain amount.
Conclusions
An extrapolation approach of the probabilistic sufficiency factor (PSF) to address reliability estimation of high target reliability index is proposed. This extrapolation technique uses the robustness of MCS in estimating the PSF inverse measure at several higher target probability of failure to compute the PSF corresponding to a low target probability of failure. The proposed approach was demonstrated on a various numerical examples. In all cases, it was shown that the PSF estimated by the proposed approach matched closely the PSF obtained from high sample. Further, this extrapolated PSF can be used to estimate change in weight required to achieve a safe design. Future avenues include incorporating this reliability estimation method with fewer samples to estimate PSF corresponding to a higher reliability index in a RBDO loop.
