Exotic phenomenon in geometry and topology by Sperança, Llohann Dallagnol, 1986-
i
              FICHA CATALOGRÁFICA ELABORADA PELA
            BIBLIOTECA DO IMECC DA UNICAMP
           Bibliotecária: Miriam Cristina Alves – CRB8 / 5094
Dallagnol Sperança, Llohann
D161f Fenômenos  exóticos  em  geometria  e  topologia/Llohann  Dallagnol
Sperança-- Campinas, [S.P. : s.n.], 2009. 
Orientador : Carlos Eduardo Durán Fernández
Dissertação  (mestrado)  -  Universidade  Estadual  de  Campinas, 
Instituto de Matemática, Estatística e Computação Científica.
1. Topologia diferencial.  2. Esfera.  3. Difeomorfismos. I.  Duran
Fernandez,  Carlos  Eduardo.  II.  Universidade  Estadual  de  Campinas. 
Instituto de  Matemática, Estatística e Computação Científica. III. Título.
Título em inglês: Exotic phenomenon in geometry and topology
Palavras-chave em inglês (Keywords): 1. Differential topology. 2. Exotic spheres. 
3. Diffeomorphisms.
Área de concentração: Topologia
Titulação: Mestre em Matemática
Banca examinadora: Prof. Dr. Carlos Eduardo Durán Fernández (IMECC-UNICAMP)
Prof. Dr. Alcibíades Rigas (IMECC-UNICAMP)
Prof. Dr. Tomas Edson Barros (DM - UFSCAR)
Data da defesa: 04/08/2009
Programa de Pós-Graduação: Mestrado em Matemática
ii
iii
AGRADECIMENTOS
As pessoas envolvidas neste trabalho teˆm todo o respeito do aluno pore´m o mesmo acredita
que o que e´ mais importante neste momento e´ a transformac¸a˜o interna do ser humano
portanto o trabalho em si e seus agradecimentos sa˜o a`s pessoas que vivem para este fim, em
especial a` S. S. Shri Mataji Nirmala Devi por tudo que tem feito.
1Este projeto teve apoio financeiro da FAPESP atrave´s do processo 2007/05926-8.
iv
Resumo
Apresentaremos neste trabalho alguns dos modelos cla´ssicos em geometria e topologia dife-
rencial para algumas variedades diferencia´veis com o mesmo tipo homoto´pico de uma esfera.
Em seguida apresentaremos construc¸o˜es mais recentes dos mesmos e algumas de suas pro-
priedades.
Palavras-chave: Sujeito (Matema´tica), esferas exo´ticas, difeomorfismos exo´ticos, esfera
de Gromoll-Meyer, involuc¸o˜es exo´ticas.
Abstract
We show in this work some of the classical models in geometry and differential topology for
some differentiable manifolds with the same homotopy type of the sphere. We follow with
an exposition of recent work and some of its properties.
Key words: Subject (Matematics) exotic spheres, exotic diffeomorphisms, Gromoll-
Meyer sphere, exotic involutions.
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INTRODUC¸A˜O
Em meados dos anos 50 quando os conceitos de variedades topolo´gicas, PL e diferencia´veis
ja´ estavam bem estabelecidos ainda rondava a questa˜o sobre o quanto estas categorias se
diferenciavam uma das outras. Era sabido que variedades diferencia´veis sempre possu´ıam
pelo menos uma estrutura PL e que variedades PL pelo menos uma topolo´gica, no entanto
palpites sobre o sentido contra´rio ainda eram completamente obscuros. Em 1956 a questa˜o
sobre bijetividade entre estruturas PL e diferencia´veis foi respondida de forma negativa
por John Milnor no artigo “On manifolds homeomorphic to the 7-sphere”que apresentou o
primeiro exemplo de uma variedade diferencia´vel isomorfa a esfera padra˜o nas categorias
topolo´gicas e linear-por-partes pore´m na˜o na diferencia´vel. Esta classe de variedades se
tornou de interesse independente e sua classificac¸a˜o ainda foi amplamente estudada nas
de´cadas de 50 e 60 pore´m ainda se carecia de apresentac¸o˜es expl´ıcitas das mesmas.
Em 1960 S. Smale junto a resoluc¸a˜o da conjectura generalizada de Poincare´ demonstrou
que toda variedade diferencia´vel de dimensa˜o maior ou igual a 5 homeomorfa a uma esfera
pode ser escrita pela colagem de dois discos via um difeomorfismo cuja classe de isotopia
define completamente sua estrutura diferencia´vel. Desde enta˜o a questa˜o de apresentar um
difeomorfismo da 6-esfera que resultasse em alguma das esferas de Milnor ainda estava em
aberto, na pro´pria expressa˜o dos mesmos poderiam aparecer itens muito pouco intelig´ıveis,
como soluc¸o˜es de equac¸o˜es diferenciais na˜o triviais, etc, contudo um modelo geome´trico para
uma delas foi publicada em 1972 ([18]) e usando de aparatos geome´tricos o difeomorfismo
associado poˆde ser escrito explicitamente. Ainda mais, devido ao alto grau de simetrias
nos passos da construc¸a˜o, novos candidatos e outras fo´rmulas apareceram. Estas na˜o so´
apresentam aplicac¸o˜es em involuc¸o˜es e geometria mas tambe´m da´ a possibilidade de escrever
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novas aplicac¸o˜es a partir de antigas.
Dedicamos esta dissertac¸a˜o a expoˆr, por refereˆncia histo´rica, os principais trabalhos rela-
cionados aos estudos de involuc¸o˜es, variedades e difeomorfismos via exemplos expl´ıcitos.
Estaremos especialmente interessados no caso de variedades homeomorfas ou relacionadas a
esfera padra˜o. Temos por intenc¸a˜o expor pontos de vistas diferentes desde as construc¸o˜es
cla´ssicas em [18, 32] ate´ uma das mais atuais ([1, 11]). Tambe´m temos por intenc¸a˜o apre-
sentar os trabalhos mais recentes sobre poss´ıveis candidatos a fenoˆmenos exo´ticos.
Abordamos no primeiro cap´ıtulo boa parte dos pre´-requisitos. Entre eles teoria de ho-
motopia, cohomologia, classes caracter´ısticas e teoria de cobordismo. No segundo cap´ıtulo
apresentamos alguns dos trabalhos sobre existeˆncia e classificac¸a˜o destas esferas e involuc¸o˜es
sobre as mesmas ([17, 21, 32]). No terceiro cap´ıtulo apresentamos os modelos geome´tricos
ate´ enta˜o conhecidos ([9, 11, 18]) e no quarto uma abordagem mais recente a fenomenolo-
gia exo´tica seguindo [15, 16]. No quinto capitulo damos uma outra forma de abordar estas
construc¸o˜es abrindo uma nova possibilidade de conseguir resultados sobre elas.
Pedimos o perda˜o dos leitores pois, a fim de tentar seguir as notac¸o˜es originais, usamos
localmente algumas notac¸o˜es com sentidos diferentes do usual. Pore´m em nenhum momento
permitiremos que acontec¸a ambiguidade por causa disto.
0William Blake, The Ancient of Days, 1794; Museu Britaˆnico, Londres.
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CAPI´TULO 1
CONCEITOS PRELIMINARES
1.1 Cohomologia de variedades: Produtos cup, cap e
Dualidade de Poincare´
Relembraremos aqui algumas definic¸o˜es e resultados tentando coloca´-los ao ma´ximo sobre
um ponto de vista geome´trico a fim de serem usadas mais tarde. Para qualquer detalhe
nossas refereˆncias sa˜o [6, 20].
Definic¸a˜o 1.1.1. Um funtor H∗ da categoria de pares de espac¸os topolo´gicos para a categoria
de complexos de grupos abelianos e´ chamado de teoria homolo´gica se respeita os seguintes
axiomas
Ax.1 (Axioma de homotopia) Se f, g : (X,A) → (Y,B) sa˜o homoto´picas enta˜o f∗ = g∗ :
H∗(X,A)→ H∗(Y,B).
Ax.2 (Axioma de Exatida˜o) Para A
i
↪→ X j↪→ (X,A) existe uma transformac¸a˜o natural ∂∗
tal que a sequeˆncia
. . .→ Hp(A) i∗→ Hp(X) j∗→ Hp(X,A) ∂∗→ Hp−1(A)→ . . .
e´ exata.
Ax.3 (Axioma de Excisa˜o) Dado um par (X,A) e um aberto U ⊂ U¯ ⊂ int(A) ⊂ X, a
inclusa˜o k : (X − U,A − U) → (X,A) induz isomorfismo nos respectivos grupos de
homologia.
4
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Ax.4 (Axioma de Dimensa˜o) Para o espac¸o constitu´ıdo de apenas um ponto P , Hi(P ) = 0
para i 6= 0. H0(P ) = G e´ chamado de grupo de coeficientes da teoria.
Ax.5 (Axioma de Adic¸a˜o) Para uma soma topolo´gica X =
∑
αXα com incluso˜es iα : Xα →
X tem-se isomorfismo ⊕(iα)∗ : ⊕Hn(Xα)→ Hn(X).
Defina o n-simplexo ∆n como o espac¸o
∆n = {(x0, ..., xn) ∈ Rn+1| xi ≥ 0 e
∑
xi = 1},
e σi : ∆n−1 → ∆n como a inclusa˜o da i-e´sima face
(x0, ..., xn−1) 7→ (x0, ..., xi−1, 0, xi, ..., xn−1).
Considere agora, para um espac¸o X, Ci(X), o mo´dulo livre abeliano gerado pelas aplicac¸o˜es
do tipo f : ∆i → X, e o complexo
. . .→C3(X) ∂2→ C2(X) ∂1→ C1(X) ∂0→ C0(X) ∂0→ 0
onde ∂i : Ci(X,A)→ Ci−1(X) e´ dado por
∂i(f) =
i∑
l=0
(−1)lf ◦ σl.
Defina ainda, para um subespac¸o A ⊂ X, Ci(X,A) = Ci(X)/Ci(A) com o operador induzido
de ∂i : Ci(X) → Ci−1(X) o qual notaremos pela mesma letra. Note que em ambos os
casos ∂i ◦ ∂i−1 = 0 portanto Im(∂i) ⊂ ker(∂i−1) e o grupo H∆i (C∗(X)) e H∆i (C∗(X,A)) =
Im(∂i)/ker(∂i−1) esta˜o bem definidos.
Dada uma aplicac¸a˜o φ : X → Y pode-se induzir uma aplicac¸a˜o φ∗ : Ci(X) → Ci(Y )
como φ∗(f) = φ ◦ f , respectivamente para uma aplicac¸a˜o de pares φ : (X,A) → (Y,B).
Checa-se em ambos os casos que ∂i−1 ◦ φ∗ = φ∗ ◦ ∂i portanto φ∗ : Hi(C∗(X))→ Hi(C∗(Y )),
respectivamente φ∗ : Hi(C∗(X,A)) → Hi(C∗(Y,B)) sa˜o bem definidas. Ainda tem-se que
para um par de espac¸os (X,A) podemos definir um novo operador tambe´m denotado por
∂∗ : Hi+1(X,A)→ Hi(A) como ∂∗ = i−1∗ ◦ ∂ ◦ j−1∗ no seguinte diagrama
Ci(A)
i∗ //
∂i

Ci(X)
j∗ //
∂i

Ci(X,A)
∂i

Ci+1(A)
i∗ // Ci+1(X)
j∗ // Ci+1(X,A),
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onde as aplicac¸o˜es i∗, j∗ sa˜o induzidas da sequeˆncia A
i
↪→ X j↪→ (X,A). Este e´ bem definido
apesar das aplicac¸o˜es i∗, j∗ na˜o serem necessariamente isomorfismos (neste caso basta escolher
uma pre´-imagem do elemento).
Define-se tambe´m H∆i (X,A;G) = Hi(C∗(X,A) ⊗ G), e´ fa´cil ver que este e´ um funtor,
tem-se ainda que
Teorema 1.1 (de Homologia Singular). A aplicac¸a˜o (X,A) 7→ H∆i (X,A;G) e´ uma teoria
homolo´gica. Os grupos H∆i (X;G) e H
∆
i (X,A;G) sa˜o chamados respectivamente de i-e´simo
grupo de homologia de X com coeficientes em G e i-e´simo grupo de homologia relativa do
par (X,A) com coeficientes em G.
Em vista de que todas as teorias homolo´gicas sa˜o isomorfas ([6]) podemos usar a notac¸a˜o
Hi(X) = H
∆
i (X;Z) eHi(X;G) = H∆i (X;G) sem ambiguidade. Para apresentac¸o˜es geome´tricas
sempre optaremos por homologia singular e ou de complexos CW ([6]), no entanto nosso in-
teresse principal e´ a teoria de cohomologia que esta´ intimamente ligada a homologia.
Seja A um grupo abeliano, considere o funtor entre grupos abelianos B 7→ Hom(B,A).
Seja C∗(X) o complexo definido acima e considere o novo complexo
. . .
d2← Hom(C2(X),Z) d1← Hom(C1(X),Z) d0← Hom(C0(X),Z) d0← 0,
onde di(f)(a ∈ Ci) = f(δia), tambe´m chamado de operador de cobordo.
Definic¸a˜o 1.1.2. Definimos H∗(X), a cohomologia do espac¸o X (analogamente do par
(X,A)), como a homologia do complexo Hom(C∗(X),Z), isto e´
H i(X) =
ker di+1
Im di
,
define-se ainda H i(X;G) = Hi(Hom(C∗(X)⊗G,G)).
Quando X ainda tem uma estrutura de variedade diferencia´vel, podemos associar a ele
seu espac¸o de formas diferencia´veis Ωp(X) o qual junto com o operador d : Ωp(X)→ Ωp+1(X)
e´ um complexo diferencia´vel (no sentido de [41]) cuja cohomologia H iΩ(X) e´ chamada coho-
mologia de de Rham. O mais interessante e´ que o Teorema de Stokes nos garante a existeˆncia
de uma aplicac¸a˜o entre esta cohomologia e H i(X;R) e o Teorema de de Rham nos garante
que este e´ isomorfismo. Enunciaremos isto logo abaixo pore´m nos referimos a [6] e [41] para
demonstrac¸o˜es.
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Teorema 1.2. Para uma cadeia c ∈ Cp(M) e uma forma ω ∈ Ωp−1(M) vale que
1. (Stokes) ∫
∂c
ω =
∫
c
dω;
2. (de Rham) a aplicac¸a˜o
ω 7→
(
c 7→
∫
c
ω
)
induz isomorfismo H iΩ(M)
∼= H i(M ;R). Ainda mais, se considerarmos Ωp(M,A) o
subespac¸o das formas que se anulam no aberto A ⊂ M ao inve´s de Ωp(M) enta˜o o
teorema vale para a cohomologia relativa H i(M,A;R).
Notar que o interesse destes resultados para apresentac¸o˜es geome´tricas e´ amplo. Ainda
mais, na cohomologia de formas diferencia´veis, ou de de Rham, o muito conhecido produto
cup fica com expressa˜o mais conhecida. Seguiremos com uma definic¸a˜o deste e de outro
produto e algumas de suas propriedades. Para uma exposic¸a˜o mais completa nos referimos
a [6].
Definic¸a˜o 1.1.3. Seja σ : ∆n → X um complexo singular, p+ q = n, σˆp : ∆p → ∆n → X a
inclusa˜o das primeiras p entradas e σˇq : ∆1 → ∆n → X a inclusa˜o das u´ltimas q entradas.
Enta˜o, para fp ∈ Hp(X) e gq ∈ Hq(X) definimos
fp ∪ gq(σ) = (−1)pqf(σˆp) · g(σˇq).
Proposic¸a˜o 1.3. As seguintes propriedades valem sempre que fizerem sentido:
1. ∪ e´ natural, isto e´, se f : X → Y enta˜o f ∗(α ∪ g) = f ∗(α) ∪ f ∗(β);
2. α ∪ 1 = 1 ∪ α = α onde < 1 >= H0(X);
3. α ∪ (β ∪ γ) = (α ∪ β) ∪ γ;
4. α ∪ β = (−1)deg(α)deg(β)β ∪ α;
5. d∗(α ∪ β) = d∗α ∪ β + (−1)deg(α)α ∪ d∗β and
6. δ∗(α ∪ i∗(β)) = δ∗(α)∪ β onde δ∗ : Hp(A)→ Hp+1(X,A) e´ o operador de Bockenstein
e i : A ↪→ X e´ a inclusa˜o.
Estas propriedades ainda valem para definic¸o˜es ana´logas do produto cup em cohomologias
com valores em qualquer anel comutativo com identidade.
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O grupo graduado H∗(X) junto ao produto cup e´ conhecido como o anel de cohomologia
de X. Em termos de cohomologia de de Rham fica claro pelas cinco primeiras propriedades
enunciadas na proposic¸a˜o acima que o produto cup e´ traduzido como produto cunha. Temos
ainda um outro pareamento
Definic¸a˜o 1.1.4. Seja fp ∈ Hp(X), σp+q ∈ Hp+q(X), definimos o produto cap:
∩ : Hn(X)⊗Hp(X)→ Hn−p(X)
como
fp ∩ σp+q = (−1)pqf(σˇp)σˆq.
Proposic¸a˜o 1.4. Seja γ ∈ Hp(X), α ∈ Hn(X), β ∈ Hm(X) enta˜o valem as seguintes pro-
priedades:
1. 1 ∩ γ = γ;
2. se n = p enta˜o (α ∩ γ) = α(γ) · 1;
3. (α ∪ β) ∩ γ = α ∩ (β ∩ γ);
4. para f : X → Y , uma func¸a˜o cont´ınua, tem-se f∗(f ∗(α) ∩ γ) = α ∩ f∗(γ) e
5. ∂(α ∩ γ) = dα ∩ γ + (−1)pα ∩ ∂γ.
Analogamente para qualquer outro anel comutativo com identidade.
A fim de apresentarmos o teorema de dualidade de Poincare´-Alexander-Lefshetz enun-
ciaremos um teorema preparato´rio sobre orientabilidade de variedades. Para uma exposic¸a˜o
detalhada do assunto ver por exemplo [6].
Teorema 1.5. Seja M uma variedade topolo´gica compacta conexa n-dimensional enta˜o
Hn(M ;G) ∼= G se M for orienta´vel e Hn(M ;G) ∼= {g ∈ G | 2g = 0} caso contra´rio.
Para G = Z a escolha de um gerador [M ] de Hn(M) e´ dita uma escolha de orientac¸a˜o e [M ]
e´ chamada de classe fundamental de M . Ainda mais, se nestas condic¸o˜es ∂M 6= ∅ enta˜o
∂M e´ orienta´vel e [∂M ] = ∂∗[M ] e´ uma orientac¸a˜o.
Fixaremos de agora em diante todas as variedades como fechadas conexas e orientadas a
menos que dito o contra´rio.
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Teorema 1.6 (Dualidade de Poincare´-Alexander-Lefshetz). Sejam K ⊃ L subespac¸os com-
pactos de M enta˜o:
∩[M ] : Hp(K,L;G)→ Hn−p(M − L,M −K;G)
e´ um isomorfismo.
Corola´rio 1.7. Nas mesmas condic¸o˜es acima vale o seguinte diagrama comutativo com
linhas exatas e isomorfismos nas verticais:
. . . // Hp(M,L) //
∩[M ]

Hp(M) //
∩[M ]

Hp(L) //
∩[M ]

Hp+1(M,L) //
∩[M ]

. . .
. . . // Hn−p(M − L) // Hn−p(M) // Hn−p(M,M − L) // Hn−p−1(M,L) // . . .
O qual vale para coeficientes arbitra´rios e tambe´m para variedades na˜o-orientadas no caso
de Z2.
Teorema 1.8. Analogamente, se ∂M 6= ∅ vale o diagrama:
. . . // Hp(M)
∩[M ]

i∗ // Hp(∂M)
∩[∂M ]

δ∗ // Hp+1(M,∂M)
∩[M ]

j∗ // Hp+1(M)
∩[M ]

i∗ // . . .
. . . // Hn−p(M,∂M)
∂∗ // Hn− p− 1(∂M) i∗ // Hn−p−1(M) j∗ // Hn−p−1(M,∂M) // . . .
comutativo a menos do sinal (−1)p no primeiro bloco e (−1)p+1 no segundo, com linhas
exatas e isomorfismos nas verticais.
Definic¸a˜o 1.1.5. Dada Mn definimos a forma bilinear em H∗(M) dada por Q(α, β) =
(α∪β)[M ] como a forma de intersec¸a˜o de M . Definimos ainda σ(M), o ı´ndice de Mn, como
zero caso n 6= 0 mod 4 e como a diferenc¸a das dimenso˜es entre os subespac¸os maximais
onde a forma Q restrita a H2k(M) e´ positiva definida e negativa definida caso contra´rio.
Em relac¸a˜o a cohomologia de de Rham a forma bilinear acima tem especial importaˆncia,
de fato vale o seguinte:
Proposic¸a˜o 1.9. Seja H¯q(M) = Hq(M)/THq(M) a q-e´sima homologia quocientada pela
pro´pria torc¸a˜o enta˜o a forma bilinear acima e´ na˜o degenerada, por consequeˆncia, induz
isomorfismos H¯q(M) ∼= Hom(H¯q(M),Z) ∼= H¯n−q(M). Em particular a forma bilinear
< ω, η >7→
∫
M
ω ∧ η
e´ bem definida na cohomologia de de Rham e e´ na˜o degenerada.
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Voltaremos a usar esta proposic¸a˜o na pro´xima sec¸a˜o, encerraremos esta com alguns teo-
remas cujas demonstrac¸o˜es nos referimos novamente a [6].
Teorema 1.10 (Thom). O ı´ndice de uma variedade possui as seguintes propriedades:
1. σ(Mn +Nn) = σ(Mn) + σ(Nn), σ(−Mn) = −σ(Mn);
2. σ(Mn ×Nm) = σ(Mn) · σ(Nm);
3. se Mn e´ bordo enta˜o σ(Mn) = 0.
Teorema 1.11 (Hurewicz). Considere f : (Sn, ∗) → (X, ∗) uma aplicac¸a˜o com ponto base
e fˆ = f∗[Sn] ∈ Hn(X) para alguma orientac¸a˜o escolhida de Sn. Enta˜o a aplicac¸a˜o hn :
pin(X, ∗)→ Hn(X) definida como hn([f ]) = fˆ e´ homomorfismo com kerh1 = [pi1(X, ∗), pi1(X, ∗)]
e hn e´ isomorfismo se X for (n− 1)-conexo para n ≥ 2.
Teorema 1.12 (Whitehead). Seja f : X → Y uma aplicac¸a˜o entre CW-complexos sim-
plesmente conexos. Se f∗ : H∗(X) → H∗(Y ) for isomorfismo enta˜o f e´ uma equivaleˆncia
homoto´pica.
Teorema 1.13 (Hopf). Seja f : Mn → Nn uma aplicac¸a˜o entre variedades compactas
orientadas, define-se
deg(f)[N ] = f∗[M ].
Enta˜o, para N = Sn, o conjunto das classes de homotopia [M,Sn] e´ naturalmente identifi-
cado com Z via a aplicac¸a˜o [f ] 7→ deg(f). Em particular pin(Sn) ∼= Z.
Teorema 1.14 (Ku¨nneth). Sejam pii : X1 ×X2 → Xi as projec¸o˜es enta˜o:
Hn(X × Y,R) ∼=
⊕
p+q=n
Hp(X,R)⊗Hq(Y,R),
onde o isomorfismo na direc¸a˜o contra´ria e´ dado por
α⊗ β 7→ pi∗1(α) ∪ pi∗2(β).
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1.2 Fibrados vetoriais, isomorfismo de Thom, teoria
de intersec¸a˜o e classes caracter´ısticas
Seguiremos essencialmente [37] para a parte de fibrados e [6, 35] para definic¸o˜es e resultados
em suas cohomologias e classes caracter´ısticas.
Seja Gk(R∞) a Grassmaniana de k-planos em R∞ definida como o limite direto das
incluso˜es Gk(Rn) ↪→ Gk(Rn+1) quando n→∞,
γk = {([θ], w) ∈ Gk(R∞)× R∞ | w ∈ [θ]}
e pi : γk → Gk(R∞) a projec¸a˜o na primeira coordenada.
Definic¸a˜o 1.2.1. Seja η : X → Gk(R∞) uma aplicac¸a˜o qualquer enta˜o definimos o fibrado η
de k-planos sobre X como a dupla (E(η), p) tal que E(η) = {(x, v) ∈ X×γ(k) | η(x) = pi(v)}
e p : E(η) → X e´ a projec¸a˜o na primeira coordenada. Denotaremos tambe´m Gk(R∞) por
BO(k), o espac¸o classificante de fibrados de k-planos.
Consideraremos conhecidas as operac¸o˜es ba´sicas entre fibrados assim como as definic¸o˜es
de fibrados via aplicac¸o˜es de transic¸a˜o e por cartas e seus teoremas de classificac¸a˜o. Ainda
observamos que a sec¸a˜o nula i : X → E(η) e´ uma inversa homoto´pica para p : E(η) → X
sendo assim ambas equivaleˆncias homoto´picas. Notaremos por D(η) e S(η) respectivamente
o fibrado de discos de η e o fibrado de esferas de η (os quais podem ser constru´ıdos associando,
quando poss´ıvel, uma me´trica ao fibrado E(η), por exemplo) e T (η) = D(η)/S(η) o espac¸o
de Thom do fibrado η.
Definic¸a˜o 1.2.2. Seja agora Mn uma variedade diferencia´vel compacta, note por D :
Hp(M) → Hn−p(M) o inverso do isomorfismo de dualidade de Poincare´ e dada f : Mn →
Nm definimos
f ! : Hn−p(M)→ Hm−p(N) ou f ! : Hn−p(M,∂M)→ Hm−p(N, ∂N)
como f ! = DNf∗D−1M e f! = D
−1
M f
∗DN o ana´logo para homologias. Notar que D(a)∩ [M ] = a
e f !(a) ∩ [N ] = f∗(a ∩ [N ]) por definic¸a˜o.
Usaremos um sub´ındice na aplicac¸a˜o D sempre que for necessa´rio especificar em que
variedades estamos vivendo.
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Definic¸a˜o 1.2.3. A classe de Thom do fibrado η : M → BO(k), τ ∈ Hk(D(η), S(η)) ∼=
Hk(T (η)) e´ definida como
τ = DD(η)(i∗[M ]).
Equivalentemente
τ ∩ [D(η)] = i∗[M ].
E´ conhecido que se restringirmos a classe de Thom a uma fibra (A, ∂A) ∼= (Dk, Sk−1)
temos um gerador para o k-e´simo grupo de cohomologia. De fato ela e´ a u´nica (a menos de
sinal) que se comporta dessa forma e esta propriedade pode ser usada como definic¸a˜o. Vale
o seguinte teorema:
Teorema 1.15 (Isomorfismo de Thom). Dado η : M → BO(k) e p : D(η) → M temos os
seguintes isomorfismos:
Hp(M)
p∗−→ Hp(D(η)) T−→ Hp+k(D(η), S(η)) ∼= Hp+k(T (η))
onde T (α) = α ∪ τ coincide com i!.
Seja iWN : N
n → Ww um mergulho suave entre variedades com bordo e assuma que N
intersecta ∂W transversalmente em ∂N .
Definic¸a˜o 1.2.4. Nesta situac¸a˜o notamos [N ]W = (i
W
N )∗[N ] ∈ Hn(W,∂W ) e τWN = DW ([N ]W ) ∈
Hw−n(W ) a classe de Thom da imersa˜o, onde DW : Hn(W,∂W )→ Hw−n(W ).
Notar que a classe de Thom definida acima e´ a imagem da classe de Thom do fibrado
normal νWN via
Hw−n(V, ∂V ) ∼= Hw−n(W,W − V )→ Hw−n(W ),
onde V e´ uma vizinhanc¸a tubular da imersa˜o e o primeiro isomorfismo e´ dado por excisa˜o.
Suponho agora que Kk, Nn sa˜o duas subvariedades de Ww, suponha ainda que elas se
intersectam transversalmente enta˜o νWK pode ser restringido a` ν
W
K∩N e ainda mais ν
W
K∩N =
νWK |K∩N o que implica que a classe de Thom de K restrita a K ∩N e´ a classe de Thom da
u´ltima em N , isto e´:
τWK∩N = (i
W
N )
∗(τWK ).
Agora com este resultado e´ fa´cil estabelecer o seguinte teorema:
Teorema 1.16. Sob a hipo´tese que K e´ transversal a N em W enta˜o
τWK∩N = τ
W
K ∪ τWN .
Isto e´
DW ([N ]W ) ∪DW ([K]W ) = DW ([K ∩N ]W ).
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Notar que o teorema acima mostra de uma forma expl´ıcita como calcular o produto cup
de cociclos duais a classes de subvariedades via a intersec¸a˜o das mesmas. O termo ’duais’
usado aqui tem excelente posic¸a˜o na cohomologia de de Rham via a Proposic¸a˜o 1.9 no sentido
que a aplicac¸a˜o ω 7→ ∫
N
(iWN )
∗ω ∈ R e´ funcional linear sobre HnΩ(W ) portanto pertence a
Hom(HnΩ(W ),R) ∼= Hw−nΩ (W ) e tem por imagem neste u´ltimo a classe de Thom τWN .
A u´ltima coisa a ser formulada e´ uma interpretac¸a˜o da classe de Thom sobre o ponto de
vista de formas diferenciais.
Consideramos agora um fibrado vetorial definido por η : Mn → BSO(k). Tomamos
a notac¸a˜o p : E = E(η) → M e seguiremos [5] no intuito de apresentar uma aplicac¸a˜o
inversa ao isomorfismo de Thom denominada integrac¸a˜o ao longo da fibra. Considere ω ∈
Ω∗(D(η), S(η)), a qual pode ser interpretada como uma forma ω ∈ Ω∗(E) que se anula fora
do fibrado de discos D(η). Consideramos uma trivializac¸a˜o por cartas de M , {Ui, φi}, isto
e´ φi : p
−1(Ui) → Ui × Rk comutando com a projec¸a˜o do fibrado. Logo, dada uma forma
ω ∈ Ω∗(E) podemos expressa-la localmente como
(φ−1i )
∗ω = fIJdxI ∧ dyJ ,
onde aqui estamos usando I, J como multi-´ındices e com a mesma notac¸a˜o de somato´ria de
Einstein. Tambe´m supomos que dxI ∈ Ω|I|(Ui) e dyJ ∈ Ω|J |(Rk) sa˜o bases considerando
Ω|J |(Rk) e Ω|I|(Ui) como C∞-mo´dulos.
Definic¸a˜o 1.2.5. Definimos a aplicac¸a˜o pi∗ : Ω∗(D(η), S(η))→ Ω∗−k(M) localmente como
pi∗(fIJ(x, y1, ..., yr)dxI ∧ dyJ) =
(∫
Rk
fIJ(x, y1, ..., yr)dy
1 ∧ dy2 ∧ . . . ∧ dyr
)
dxI ,
se {1, 2, . . . r} ⊂ J e como 0 caso contra´rio. Esta aplicac¸a˜o sera´ chamada de integrac¸a˜o ao
longo da fibra.
Notar que Ω∗(M) ⊗ Ω∗(Rk) → Ω∗(M × Rk) induzido pelo produto cunha na˜o e´ um
isomorfismo, pore´m a n´ıvel de cohomologias isto e´ ver´ıdico como nos assegura o teorema de
Ku¨nneth. Ainda mais:
Proposic¸a˜o 1.17. i) A aplicac¸a˜o pi∗ comuta com a derivada externa, portanto
pi∗ : H∗Ω(D(η), S(η))→ H∗−kΩ (M)
e´ bem definida;
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ii) Para α ∈ Ω∗(M) e ω ∈ Ω∗(D(η), S(η)) vale
pi∗(p∗α ∧ ω) = α ∧ pi∗(ω);
iii) Se E for equipado com a orientac¸a˜o u´nica induzida pela orientac¸a˜o fibra a fibra e pela
de M , para ω ∈ Ωq(D(η), S(η)) e α ∈ Ωn+k−q(M) vale∫
E
p∗α ∧ ω =
∫
M
α ∧ pi∗ω.
Todas as afirmac¸o˜es acima sa˜o razoavelmente elementares para demonstrar pore´m nos
referiremos a [5] caso haja necessidade.
Sobre este ponto de vista tomamos agora a definic¸a˜o da classe de Thom τ ∈ Ωk(D(η), S(η))
como a u´nica classe tal que dada uma classe ω(D(η), S(η)) vale∫
E
ω ∧ τ =
∫
M
i∗ω,
onde i : M ↪→ E e´ a inclusa˜o da sec¸a˜o nula. Esta e´ uma definic¸a˜o apropriada para a classe
de Thom atrave´s da aplicac¸a˜o pi∗. Fica claro que:∫
E
p∗α ∧ τ =
∫
M
i∗p∗α =
∫
M
α.
Portanto pi∗(τ) = 1 e´ a unidade no anel H∗Ω(M) e pela identidade abaixo
pi∗ ◦ T (α) = pi∗(p∗α ∧ τ) = α,
e pela finitude da dimensa˜o de H∗Ω(M) conclui-se que pi∗ e´ um isomorfismo inverso ao iso-
morfismo de Thom.
Observac¸a˜o 1.18. Neste momento o trabalho passa a ter recursos de interpretar geometri-
camente alguns objetos puramente alge´bricos, contudo tal investida na˜o foi poss´ıvel durante
o per´ıodo de mestrado so´ deixando ao trabalho esta parte de pre´-requisitos.
1.2.1 Classes Caracter´ısticas
Classes de Stiefel-Whitney
Utilizaremos apenas das duas primeiras classes de Stiefel-Whitney e das classes de Pontr-
jagyn com coeficientes racionais. Optaremos por uma definic¸a˜o axioma´tica da primeira e
via conexo˜es da segunda. Tambe´m enunciaremos teoremas sobre a cohomologia dos espac¸os
classificantes. Consideramos conhecidos os teoremas de existeˆncia e unicidade destas classes.
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Definic¸a˜o 1.2.6. Seja ξ : X → BO(k) um fibrado vetorial, definimos w(ξ) = w0(ξ)+w1(ξ)+
...+ wk(ξ) + ... ∈ H∗(X;Z2), a classe total de Stiefel-Whitney, pelos seguintes axiomas:
Ax.1 Para cada fibrado vetorial como acima temos wi(ξ) ∈ H i(X,Z2) com w0(ξ) = 1 e
wi(ξ) = 0 para i > k,
Ax.2 (naturalidade) Seja f : Y → X uma aplicac¸a˜o cont´ınua e f ∗ξ o fibrado induzido enta˜o
w(f ∗ξ) = f ∗w(ξ),
Ax.3 (produto de Whitney) Para ξ, η fibrados sobre o mesmo espac¸o base temos
w(ξ ⊕ η) = w(ξ) ∪ w(η),
Ax.4 (normalizac¸a˜o) Para o fibrado de linha tautolo´gico γ11 : P
1 → BO(1), w1(γ11) e´ o
elemento na˜o nulo.
Para as classes w1 e w2 existem definic¸o˜es com interpretac¸o˜es geome´tricas mais concretas.
Considerando PO(ξ), o O(k)-fibrado principal associado a ξ, temos a seguinte sequeˆncia exata
induzida pela fibrac¸a˜o O(n) · · ·PO(ξ)→ X:
pi1(X)
∂1→ pi0(O(n))→ pi0(PO(ξ))→ pi0(X)→ 0.
Notar que a estrutura de grupo induz pi0(O(n)) = Z2 naturalmente e comoHom(pi1(X),Z2) =
Hom(pi1(X)/[pi1(X), pi1(X)],Z2) = Hom(H1(X),Z2) = H1(X,Z2), ∂1 e´ de forma natural um
elemento de H1(X,Z2) (aqui a primeira igualdade e´ teoria elementar de grupos, a segunda
e´ o isomorfismo dado pelo Teorema 1.11 e a terceira por universalidade de coeficientes). E´
fa´cil notar que ∂1 respeita os axiomas da primeira classe de Stiefel-Whitney e portanto, por
unicidade, teˆm que ser a mesma coisa. Note ainda que PO(ξ) tem duas componentes se e
somente se ξ e´ um fibrado orienta´vel e neste caso ∂1 = 0, o converso tambe´m e´ verdadeiro,
portanto ξ e´ orienta´vel se e somente se w1(ξ) = 0, tambe´m equivalente ao fato de qualquer
aplicac¸a˜o f : S1 → X ter como fibrado induzido o trivial.
No caso w1 = 0, identificando as classes de isomorfismos de G-fibrados principais com ele-
mentos do primeiro grupo da cohomologia de Cˇheck correspondente, temos que a sequeˆncia
exata 0→ Z2 → Spin(n)→ SO(n)→ 1 induz a n´ıvel de cohomologia a sequeˆncia exata
H1(X;Z2)→ H1(X;Spin(n))→ H1(X;SO(n)) δ→ H2(X;Z2).
Notando que δ(ξ) ∈ H2(X;Z2) respeita todos os axiomas relacionados a w2 estes so´ podem
ser o mesmo. Fica claro enta˜o que para um SO(n)-fibrado ter um duplo recobrimento
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induzido por um Spin(n)-fibrado e´ necessa´rio e suficiente que esta classe seja nula. Para
fibrados na˜o orientados perdemos esta interpretac¸a˜o.
Sobre variedades paracompactas as classes de ı´ndice mais alto sempre podem ser con-
sideradas como obstruc¸o˜es para a existeˆncia de sec¸o˜es linearmente independentes como o
axioma do produto de Whitney deixa claro.
Classes de Pontrjagyn
Como estaremos evitando o uso de classes de Chern, por estas na˜o serem necessa´rias neste
trabalho usaremos uma definic¸a˜o pouco geome´trica. A notac¸a˜o e´ a mesma de [35] e tambe´m
tomamos este como refereˆncia.
Definic¸a˜o 1.2.7. Seja ξ : M → BSO(k) um fibrado vetorial com uma conexa˜o ∇ ∈
Γ(End(E(ξ)) ⊗ Ω1(E)) sobre uma variedade orientada e paracompacta. Enta˜o, localmente,
para ∇ = d + A temos Ω = dA + A ∧ A a dois forma de curvatura de ∇. Definimos as
classes de Pontrjagyn pi(ξ) ∈ H4i(M ;R) como pi(ξ) = (2pi)−2iσ(Ω) onde estes sa˜o definidos
pela fo´rmula:
p(ξ) = det(I +
1
2pi
Ω) = 1 + σ1(Ω) + ...+ σk(Ω).
Como propriedades temos
Teorema 1.19. As classes de Pontrjagyn gozam das seguintes propriedades:
1. pi = 0 para 4i > k;
2. Se f : M → N e´ uma aplicac¸a˜o cont´ınua enta˜o p(f ∗ξ) = f ∗p(ξ);
3. Para dois fibrados ξ, η sobre a mesma base vale p(ξ ⊕ η) = p(ξ)p(η).
Pela nossa definic¸a˜o as propriedades (1) e (3) sa˜o facilmente verificadas e continuam
valendo em contextos mais gerais, a menos de torc¸a˜o mo´dulo 2 em (3). A segunda pro-
priedade tambe´m e´ facilmente verifica´vel para uma aplicac¸a˜o diferencia´vel pore´m de fato
vale para aplicac¸o˜es cont´ınuas e em contextos mais gerais. Denotaremos para uma vraiedade
diferencia´vel M , pi(M) a i-e´sima classe de Pontrjagyn associada ao seu fibrado tangente.
1.3 Uma nota sobre espac¸os classificantes de fibrados
lineares e fibrados sobre esferas
Daremos uma abordagem elementar sobre grupos de homotopia de espac¸os classificantes pois
iremos aplica´-la posteriormente. Acreditamos que ter a construc¸a˜o que sera´ apresentada de
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forma expl´ıcita em ma˜os pode ajudar a tratar do problema que abordaremos nos Cap´ıtulos
4 e 5. Esta pode ser considerada um exerc´ıcio de topologia alge´brica e portanto tomamos
qualquer livro da a´rea como refereˆncia, por exemplo [6, 20].
Consideremos a seguinte apresentac¸a˜o de Gk(Rn) como espac¸o homogeˆneo: seja S(O(n)×
O(n− k)) o subgrupo de O(n)×O(n− k) das matrizes de determinante positivo, logo
Gk(Rn) =
SO(n)
S(O(k)×O(n− k)) .
E´ fa´cil concluir a existeˆncia de um recobrimento duplo
SO(n)
SO(k)× SO(n− k) →
SO(n)
S(O(k)×O(n− k)) ,
onde o lado esquerdo e´ usualmente denotado por G˜k(Rn) a Grassmaniana de k-planos ori-
entados. Portanto para sabermos os grupos de homotopia de Gk(Rn) e´ suficiente sabermos
os de G˜k(Rn).
Considere primeiramente a sequeˆncia exata do fibrado principal SO(n) ↪→ SO(n+ 1)→
Sn:
pil+1(S
n)→ pil(SO(n))→ pil(SO(n+ 1))→ pil(Sn).
Portanto para l + 1 < n temos que a inclusa˜o SO(n) → SO(n + i) induz isomorfismo no
l-e´simo grupo de homotopia para qualquer i > 0. Denote por p : Vn,k → G˜k(Rn) o fibrado
SO(n)/SO(k)→ SO(n)/SO(n− k)× SO(k) enta˜o para k > 0
pil (Vn,n−k) = 0, l + 1 < n− k.
Enta˜o considerando a sequeˆncia
pil+1Vn,n−k → pil+1
(
G˜k(Rn)
)→ pil(SO(k)) ∂→ pilVn,n−k,
conclu´ımos o seguinte
Teorema 1.20. Sejam l, k, n ∈ N tal que l + 1 < n− k < n. Enta˜o
pil+1Gk(Rn)
∂∼= pilSO(k).
Considere agora Dl± ∈ Rl dois discos de raio 1. Enta˜o Sl = D+ ∪ D− via colagem
no complementar das origens dos discos pela func¸a˜o y = (1 − |x|)x. Tome agora uma
aplicac¸a˜o qualquer f : Sl → Gk(Rn), para n > l − k grande. Relembrando de [6], para
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estudarmos a imagem de f pelo isomorfismo pil+1Gk(Rn) → pilSO(k), e´ necessa´rio uma
func¸a˜o f˜ : (Dl, Sl−1)→ (Vn,n−k, SO(k)) tal que p ◦ f˜ = f e enta˜o f˜ |Sl−1 : Sl−1 → SO(k) tera´
a classe de homotopia desejada.
Por outro lado dada uma aplicac¸a˜o f : (Dl, Sl−1) = (Sl, ∗)→ (Gk(Rn), ∗) temos o fibrado
induzido ξ = f ∗γnk → Sl. Consideramos P (ξ) = D+×SO(k)∪D−×SO(k), o SO(k) fibrado
principal associado a ξ, com func¸a˜o de transic¸a˜o dada por g : D+∩D− l→ Sl−1 → SO(k) onde
l e´ a retrac¸a˜o deD+∩D− sobre o equador. Considere agora a composic¸a˜oD+ ↪→ P (ξ) ↪→ Vn,k,
sendo a u´ltima inclusa˜o dada por trivializac¸a˜o local de Vn,k, enta˜o esta e´ claramente um
levantamento do interior D+ ↪→ (Dl, Sl−1). Pore´m por estarmos trabalhando dentro de
subespac¸os compactos de variedades fica fa´cil concluir que existe extensa˜o para todo o disco.
Tomando agora a inclusa˜o f− : D− → Vn,k temos, para os pontos em comum dos dois discos:
f+(x) = f−((1− |x|)x) · g(x).
Sabendo a priori que o limite |x| → 1 existe fica claro que g|Sl−1 : Sl−1 → SO(k) e´ a imagem
de f pelo operador de bordo. Por outro lado, dada uma aplicac¸a˜o g : Sl−1 → SO(k), e´ fa´cil
ver que o fibrado definido pela construc¸a˜o t´ıpica representa o elemento g ∈ pil−1SO(k). Fica
fa´cil agora deixar de forma expl´ıcita todos os elementos necessa´rios para um ca´lculo expl´ıcito
da identificac¸a˜o pilGk(R∞)→ pil−1SO(k).
1.4 Sequeˆncias Multiplicativas e Teoria de
Cobordismo
Seguiremos com uma exposic¸a˜o breve da Teoria de Cobordismo de Thom ([40]) e uma ap-
resentac¸a˜o dos trabalhos posteriores de Hirzebruch em sua teoria de invariantes alge´bricos
([22]). Nos referimos a estes dois trabalhos para demonstrac¸o˜es e mais detalhes.
Considere B um anel comutativo com identidade e B = B[p1, p2, ...] o mo´dulo gerado nos
indeterminados pi com sua graduac¸a˜o natural dada por
B =
∞∑
k=0
Bk, Bk =< pj1 ...pjr | j1 + ...+ jr = k > .
Claramente o posto de Bk e´ pi(k), o nu´mero de partic¸o˜es naturais de k.
Definic¸a˜o 1.4.1. Chamamos de sequeˆncia multiplicativa uma sequeˆncia {Ki} onde K0 = 1,
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Ki ∈ Bk e vale:
1 + p1z + p2z
2 + ... = (1 + p′1z + p
′
2z
2 + ...)(1 + p′′1z + p
′′
2z
2 + ...)
⇒
∞∑
j=0
Kj(p1, ..., pj)z
j = (
∞∑
i=0
Ki(p
′
1, ..., p
′
i)z
i)(
∞∑
k=0
Kk(p
′′
1, ..., p
′′
k)z
k). (1.1)
Notaremos por K(1 + p1z + p2z
2 + ...) =
∑
Ki(p1, ..., pi)z
i.
Nos vale o seguinte resultado
Lema 1.21. Existe uma correspondeˆncia biun´ıvoca entre se´ries de poteˆncias formais com
termo constante 1 e sequeˆncias multiplicativas. Este e´ dado por {Ki} 7→ K(1 + z). O
polinoˆmio K(1 + z) sera´ chamado de polinoˆmio caracter´ıstico de K.
1.4.2. Fixaremos a seguinte notac¸a˜o:
L(1 + z) =
√
z
tanh
√
z
= 1 +
∞∑
k=1
(−1)k+1 2
2k
(2k)!
Bkz
k,
A(1 + z) =
2
√
z
sinh 2
√
z
, Aˆ(1 + z) =
√
z
2 sinh 2−1
√
z
= 2−4kAk,
onde Bk denota os nu´meros de Bernoulli.
Considere agora variedades diferencia´veis V n,Wm e seus fibrados tangentes TV, TW .
Notamos por f1 : V ×W → V e f2 : V ×W → W as projec¸o˜es do produto, portanto
T (V ×W ) = f ∗1 (TV )⊕ f ∗2 (TW ).
Pelo Teorema 1.19 vale que, mo´dulo torc¸a˜o
p(T (V ×W )) = f ∗1 p(TV )f ∗2 p(TW ),
e para x ∈ Hn(V )⊗B e y ∈ Hm(W )⊗B
(f ∗1 (x) ∪ f ∗2 (y))[V ×W ] = x[V ] · y[W ] ∈ B.
Definic¸a˜o 1.4.3. Se {Ki(p1, ..., pi)} e´ uma sequeˆncia multiplicativa enta˜o definimos o K-
geˆnus de V , K(V ), como zero se a dimensa˜o de V na˜o e´ divis´ıvel por 4 e Kn(p1(V ), ..., pn(V ))[V
4n]
caso contra´rio.
Aqui as classes de Pontrjagyn assumem valores em H4i(V ;Z)⊗ B ou H4i(V ;Q)⊗ B de
forma que K(V ) ∈ B. Ja´ e´ fa´cil concluir o seguinte resultado.
Lema 1.22. Para qualquer sequeˆncia multiplicativa {Ki}, o K-geˆnus e´ multiplicativo:
K(V ×W ) = K(V ) ·K(W ).
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1.4.1 O anel de Cobordismo de Thom
Seguiremos a abordagem de [22] e nos referimos a [40] para demonstrac¸o˜es.
Definic¸a˜o 1.4.4. Dada uma variedade diferencia´vel V n definimos os nu´meros de Pontrjagyn
como zero se n na˜o e´ divis´ıvel por 4 e ij1...jr = pj1 · · · pjr [V ] para cada sequeˆncia j1+...+jr = k
de nu´meros inteiros onde n = 4k. Definimos Ωk o grupo abeliano de variedades diferencia´veis
orientadas com a operac¸a˜o de soma conexa e a menos de cobordismo, isto e´ M = N se e so´
se existe W k+1 tal que ∂W = M#(−N). Dado V 4k temos a aplicac¸a˜o Bk 3 a 7→ a[V ] ∈ B,
nota-se facilmente que este e´ homomorfismo entre grupos abelianos.
Teorema 1.23 (Thom). Duas variedades orienta´veis V 4k,W 4k teˆm os mesmos nu´meros de
Pontrjagyn se e somente se algum mu´ltiplo inteiro de V + (−W ) e´ bordo, i.e´., existe uma
variedade orienta´vel M4k+1 tal que ∂M = n(V + (−W )) para algum n inteiro. Ainda mais,
os grupos de cobordismo Ωr sa˜o finitos se r na˜o e´ divis´ıvel por 4 e uma soma direta de pi(k)
co´pias de Z e um grupo finito caso contra´rio.
Em [40] o me´todo de demonstrac¸a˜o deste teorema e´ baseado em imerso˜es de esferas em
T (γk) e sua transversalidade em relac¸a˜o a sessa˜o zero garantida pelo Teorema de Transver-
salidade demonstrado no mesmo artigo. Outra refereˆncia e´ [35].
Conclu´ı-se, pelo teorema acima, que de fato a aplicac¸a˜o Ω4k ⊗ Q → Hom(B4k,Q) em
1.4.4 e´ um isomorfismo. Dualmente tambe´m podemos afirmar:
Teorema 1.24. Se ψ(V n) ∈ Q com:
1. ψ(V n +W n) = ψ(V n) + ψ(W n), ψ(−V n) = −ψ(V n),
2. ψ(V n ×Wm) = ψ(V n) · ψ(Wm),
3. se V n e´ bordo enta˜o ψ(V n) = 0.
Enta˜o ψ(V n) = 0 se n na˜o for divis´ıvel por 4 e existe uma u´nica sequeˆncia multiplicativa
{Ki} tal que
ψ(V 4i) = Ki(p1, ..., pi)[V
4i].
Isto e´, dada qualquer variedade V n, ψ(V n) se identifica com o seu respectivo K-geˆnus.
Se considerarmos o anel Ω =
⊕
Ωk com o produto cartesiano entre variedades enta˜o vale
o
Teorema 1.25. Os espac¸os projetivos complexos PC2k formam uma base para o anel de
cobordismo racional Ω⊗Q.
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Vale notar que σ(PC2k) = 1. Tambe´m temos o seguinte
Lema 1.26. Se pi =
(
2k + 1
i
)
enta˜o Lk(p1, ..., pk) = 1.
Aplicando Lk em PC2k conclu´ımos o
Corola´rio 1.27. Dada uma variedade diferencia´vel, compacta e orientada V 4k, o ı´ndice de
V se identifica com o seu L-geˆnus. Isto e´, Lk(p1, ..., pk)[V ] = σ(V ).
Que sera´ a base dos invariantes constru´ıdos no pro´ximo cap´ıtulo.
CAPI´TULO 2
APRESENTAC¸O˜ES CLA´SSICAS DE
ALGUNS FENOˆMENOS EXO´TICOS
Comec¸aremos o cap´ıtulo expondo baseado em [31, 32] o primeiro modelo de esfera exo´tica e
em [17, 32] os invariantes usados nos ca´lculos relacionados.
2.1 Sobre variedades homeomorfas a 7-esfera
No´s podemos comec¸ar a exposic¸a˜o com a seguinte ampla, fundamental e altamente na˜o-trivial
Questa˜o: Quais espac¸os topolo´gicos localmente homeomorfos ao espac¸o euclidiano
sa˜o de fato realiza´veis como uma variedade diferencia´vel?
Um primeiro passo para atacar esta questa˜o seria nos focar em um caso espec´ıfico. Na
de´cada de 50 com a Conjectura Generalizada de Poincare´ ainda em aberto e sem saber como
ataca´-la o caso de variedades homotopicamente equivalentes a esfera parecia inacess´ıvel.
Poderia se pensar enta˜o que o caso mais simples poss´ıvel apo´s este e´ o de 2n-variedades
(n− 1)-conexas. Naquela e´poca ja´ eram bem estabelecidos va´rios resultados e te´cnicas para
lidar com tais variedades, por exemplo ja´ era fa´cil de descrever que seu tipo homoto´pico
tinha que ser dado por colar o bordo de um disco D2n em um buqueˆ de esferas. Isto e´
M2n ∼= Sn ∨ Sn ∨ ... ∨ Sn ∪D2n.
22
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A (co)homologia e´ classificada completamente pelo nu´mero de esferas a n´ıvel n e como Z
em 0 e 2n. Vale ainda que a forma de intersec¸a˜o e´ completamente definida pela colagem.
Supondo ainda que seja admitida uma estrutura diferencia´vel valer´ıamos de classes de Pon-
trjagyn. Ambas, quando n par, ligadas pelo Corola´rio 1.27 conjecturado e demonstrado por
Hirzebruch, sendo que para n ı´mpar na˜o havia ana´logo. Ainda simplificando o problema
para comec¸armos poder´ıamos considerar o caso mais simples, com n = 2m e apenas uma
esfera
M4m = S2n ∪D4m.
O que se sabe sobre variedades assim? Temos como exemplos os planos projetivos complexos,
quaternioˆnicos e Cayley. Tambe´m sabemos pelo teorema de mergulho de Whitney ([37,
28]) que S2n pode ser mergulhada de forma suave como gerador do grupo de homotopia e
considerando uma vizinhanc¸a tubular fica fa´cil ver que o complemento tem que ser um disco.
Tambe´m e´ fa´cil ver que qualquer fibrado vetorial sobre a esfera e´ realiza´vel como um fibrado
normal de um mergulho. Portanto so´ nos resta a questa˜o de entender melhor estes fibrados.
Isto e´, quando o bordo de um fibrado sobre S2m e´ uma esfera?
Agora usando me´todos modernos, considere um fibrado de esferas Sn−1 ↪→M2n−1 → Sn.
A partir da sequeˆncia exata da fibrac¸a˜o conclui-se que pik(M
2n−1) = 0 para k < n− 1 e
pinS
n → pin−1Sn−1 → pin−1M2n−1 → 0.
Se tivermos por algum acaso pin−1(M2n−1) = 0, pelos Teoremas 1.11,1.6,1.12,1.13 e [39],
ter´ıamos uma variedade homeomorfa a esfera. Para o caso n = 2 e´ facilmente observa´vel que
sempre acabar´ıamos com a esfera padra˜o. Considere agora o caso n = 4. Temos enta˜o os
fibrados classificados por pi3SO(4) ∼= Z⊕Z gerado pelas func¸o˜es fij(u)v = uivuj em R4 = H.
Segundo a sessa˜o 1.3 a aplicac¸a˜o bordo na sequeˆncia pi4S
4 → pi3S3 → pi3M7 → 0 e´ dada pelo
grau da aplicac¸a˜o u 7→ fij(u)1, mas esta tem grau i+ j e portanto os fibrados de esferas com
i + j = 1 sa˜o de fato homeomorfas a S7. Notando por ξi,j o fibrado de esferas classificado
por fij e M
7
i,j (ou M
7
k para k = i− j, k ı´mpar) o seu espac¸o total temos o seguinte
Teorema 2.1. A variedade diferencia´vel M7i,j e´ homeomorfa a` esfera padra˜o se e somente
se i+ j = 1.
Demonstrac¸a˜o. Se i+ j = 1 enta˜o os argumentos acima demonstra o homeomorfismo. Para
i+ j 6= 1 vale pela sequeˆncia acima que pi3(M7i,j) ∼= Zi+j.
Estas variedades sa˜o realiza´veis naturalmente como o bordo do fibrado de discos associado
D4 ↪→ B8k → S4, k = i−j, portanto o enta˜o recente trabalho de Thom ([40]), sugeria que seria
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uma questa˜o razoa´vel encontrar algum invariante alge´brico sobre as classes de cobordismo
destas variedades. Considere por exemplo a fo´rmula da assinatura de Hirzebruch para uma
variedade fechada:
σ(V 8) =
7p2 − p21
45
[V 8].
E´ fa´cil ver que σ(B8k ∪ D8) = +1, a menos de uma troca de orientac¸a˜o portanto se
pude´ssemos colar um disco D8 em B8k pelo seu bordo de forma diferencia´vel, isto e´, se o
bordo de B8k for difeomorfo a S
7 valera´
p21[B
8
k ∪D8] + 45 ≡ 0 mod 7.
De fato neste momento conseguimos o invariante sobre estruturas diferencia´veis desen-
volvido por Milnor em [32].
2.1.1 Um invariante λ(M 7k )
Na forma mais geral poss´ıvel, seja M4k−1
i
↪→ W 4k j→ (W 4k,M4k−1) com ∂W = M . Suponha
ainda que as seguintes aplicac¸o˜es sejam isomorfismos
j∗ : H2k(W,M)→ H2k(W ) (2.1)
j∗ : H4i(W,M)→ H4i(W ) (0 ≤ i ≤ k), (2.2)
de forma que as classes (j∗)−1pi(W ) ∈ H4i(W,M) sejam bem definidas, enta˜o
Teorema 2.2. (Milnor, [32]) Se M satisfaz as hipo´teses acima para ∂W1 = ∂W2 = M , seja
X = W1 ∪∂ (−W2), enta˜o
σ(X) = σ(W1)− σ(W2),
e para qualquer sequeˆncia multiplicativa K
K ′(X) = K ′(W1)−K ′(W2),
onde notamos por K ′(Wi) = K((j∗)−1p1, ..., (j∗)−1pk−1, 0)[Wi,M ].
Demonstrac¸a˜o. Consideramos o seguinte diagrama comutativo:
Hr(M,M) = 0 Hr(W1,M)⊕Hr(W2,M)oo
j∗1⊕j∗2

Hr(X,M)hoo
j∗

0 = Hr−1(M,M)oo
Hr(W1)⊕Hr(W2) Hr(X)koo
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Composto horizontalmente da sequeˆncia de Mayers-Vietoris para o par (X,M) e vertical-
mente de sequeˆncias de pares. Para r = 4i ou r = 2k conclu´ımos que h e´ isomorfismo
portanto j∗ e´ monomorfismo. Pore´m pelas hipo´teses e pela sequeˆncia do par (W1,M) temos:
Hr(M) Hr(W1)
zerooo Hr(W1,M)
isooo
Hr(M)
id
OO
Hr(X)
k∗1
OO
i∗oo Hr(X,M)
j∗oo
(k1,id)∗
OO
concluindo que j∗ e´ epimorfismo e portanto o quadrado central do primeiro diagrama e´
composto por isomorfismos. Aqui i : M → X e k1 : W1 → X sa˜o as incluso˜es. Seja agora
α = j∗h−1(α1 ⊕ α2) ∈ H4k(X) logo:
α2[X] = j∗h−1(α21 ⊕ α22)[W1 ∪ (−W2)] = α21[W1]− α22[W2].
O que conclui a primeira parte do teorema.
Definimos αki = (j
∗
k)
−1pi(Wj). Como, por 1.19 e pela definic¸a˜o de k, k(pi(X)) = pi(W1)⊕
pi(W2) enta˜o pelo primeiro diagrama jh
−1(α1i ⊕ α2i ) = pi(X). Agora a segunda parte do
teorema segue por um ca´lculo semelhante ao da primeira parte.
Como resultados imediatos temos:
Corola´rio 2.3. Seja (Wi,M) como acima para i = 1, 2 e
λ(Wi,M) = {p21[Wi,M ]− 4σ(Wi,M)} mod 7.
Enta˜o λ(W1,M) = λ(W2,M), isto e´, λ(M) na˜o depende da escolha de cobordo de M .
Demonstrac¸a˜o. Isto e´ claro pelos argumentos acima e pelo fato que p21[Wi,M ]−4σ(Wi,M) ∼=
L′(Wi)− 4σ(Wi).
Proposic¸a˜o 2.4. Seja M7 uma variedade que admite um par (W 8,M7) satisfazendo as
hipo´teses acima. Enta˜o se λ(M7) 6= 0 mod 7, M7 na˜o pode ser bordo de um disco, em
particular na˜o pode ser difeomorfa a S7.
Na realidade λ e´ um invariante sobre variedades diferencia´veis e λ(S7) = 0 portanto na˜o
e´ necessa´ria esta observac¸a˜o para concluir que M7 na˜o e´ difeomorfa a` esfera padra˜o quando
λ(M7) 6= 0. Considere agora o caso das variedades descritas como fibrados de 3-esferas sobre
S4.
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Proposic¸a˜o 2.5. B8k satisfaz as hipo´teses para o invariante λ e tem a primeira classe de
Pontrjagyn igual a ±2(i− j)α para α a imagem de um gerador de H4(S4) por pi∗.
Demonstrac¸a˜o. Como S4 e´ paracompacto qualquer fibrado pi : E → S4 admite uma dis-
tribuic¸a˜oHp ⊂ TpE com Hp⊕Vp = TpE onde Vp e´ o espac¸o dos vetores verticais sobre o ponto
p, portanto p(E) = p(H)p(V ) pore´m H ∼= pi∗TS4 e V ∼= pi∗E, logo p(E) = pi∗(p(S4)p(E)).
Como e´ conhecido que p(S4) = 1 basta calcularmos p(E).
Considerando gij : S
4 → G˜4(R∞), uma aplicac¸a˜o que classifica ξij, e´ conhecido que
p(ξij) = g
∗
ijp(γ4) portanto, como homotopicamente [gij] = i[g10]+j[g01], temos que a aplicac¸a˜o
(i, j) 7→ p(ξij) e´ linear. Vale ainda o seguinte
Lema 2.6. O fibrado ξi,j com a orientac¸a˜o invertida e´ isomorfo a ξ−j,−i.
Demonstrac¸a˜o. Basta trabalharmos com B8i,j. Considere a seguinte definic¸a˜o
B8ij = H×H ∪h H×H,
h : H× (H− {0}) → H× (H− {0})
(u, v) 7→
(
u
|u|2 ,
uivuj
|u|
)
.
Enta˜o a aplicac¸a˜o (u, v) 7→ (u, v¯) e´ um isomorfismo bem definido entre B8ij e B8−j,−i que
inverte a orientac¸a˜o da fibra.
Como a primeira classe de Pontrjagyn na˜o depende da orientac¸a˜o enta˜o podemos concluir
que p1(ξi,j) = c(i− j)a para algum c ∈ Z e algum gerador a ∈ H4(S4). E´ sabido pore´m que
p1(ξ10) = ±2a ([23]) o que conclui a demonstrac¸a˜o.
Como a sec¸a˜o nula S4 ↪→ B8k e´ um retrato por deformac¸a˜o podemos assumir a assinatura
de B8k igual a 1 e fixar a ∈ H4(S4) tal que pi∗(a ∪ a)[B8k,M7k ] = +1. Conclu´ımos a seguinte
proposic¸a˜o.
Proposic¸a˜o 2.7 (Milnor). λ(M7k )
∼= k2 − 1 mod 7.
Ou seja, M7k e´ topologicamente uma 7-esfera pore´m com uma estrutura diferencia´vel
diferente da padra˜o quando k2 6= 1 mod 7. M72,−1, por exemplo, realiza k2 ∼= 2 mod 7 e
portanto na˜o e´ uma esfera padra˜o.
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2.2 Um invariante de certas variedades diferencia´veis
Apresentaremos nesta sec¸a˜o, baseados no artigo [17] homoˆnimo de J. Eells e N. Kuiper, um
invariante sobre certas variedades diferencia´veis. Teremos por base o seguinte teorema de
ı´ndice de Hirzebruch.
Teorema 2.8 (Hirzebruch [3]). Seja V 4n uma variedade diferencia´vel fechada, orienta´vel e
spin, i.e´. w2(V ) = 0. Enta˜o Aˆ-genus de V e´ um nu´mero inteiro e ainda mais, se n e´ ı´mpar,
enta˜o Aˆ(V ) e´ um nu´mero par.
Este invariante se demonstra um pouco mais refinado quando aplicado a 7-esferas, de fato
ele classifica os 28 tipos diferentes de estruturas diferencia´veis orientadas sobre S7 ([17, 26]).
Considere novamente as hipo´teses 2.2 junto a hipo´tese adicional de que w2(W
4n) = 0
e a inclusa˜o i∗ : H1(W 4n;Z2) → H1(M4n−1;Z2) e´ sobrejetora enta˜o definimos um novo
invariante µ(M4n−1):
Definic¸a˜o 2.2.1. Sejam
tn = Aˆn(0, ..., 0, 1)/Ln(0, ..., 0, 1), an = 4/(3 + (−1)n),
Nn = Aˆn(p1, ..., pn−1, 0)− tnLn(p1, ..., pn−1, 0).
Enta˜o, para um par (W 4n,M4n−1) como acima defina o nu´mero:
µ(W,M) =
1
an
{Nn(p1, ..., pn−1)[W,M ] + tnτ(W,M)} (2.3)
De fato este e´ um invariante sobre M4n−1 como afirma o pro´ximo
Teorema 2.9 (Eells-Kuiper, [17]). Se W1 e W2 satisfazem todas as hipo´teses acima enta˜o
µ(W1,M) ≡ µ(W2,M) ≡ µ(M) mo´dulo 1.
Demonstrac¸a˜o. Sendo X = W1 ∪∂ (−W2), pelo Teorema (2.2) e um ca´lculo ra´pido vale que
µ(W1,M)− µ(W2,M) = 1
ak
{Nk(p1, ..., pk−1)[X] + tkτ(X)} = 1
ak
Aˆ(X).
Portanto se X e´ spin 1
ak
Aˆ(X) e´ um nu´mero inteiro e temos o resultado desejado. De fato,
pela sequeˆncia de Mayers-Vietoris de X temos:
· · · ← H2(W1;Z2)⊕H2(W2;Z2) k
∗
1⊕k∗2←− H2(X;Z2) ∆←− H1(M ;Z2)
i∗1−i∗2←− H1(W1;Z2)⊕H1(W2;Z2)← · · ·
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onde iα : M → Wα e kα : Wα → X sa˜o as incluso˜es. Novamente pela naturalidade da
classe de Stiefel-Whitney temos:
(k∗1 ⊕ k∗2)w2(X) = w2(W1)⊕ w2(W2) = 0.
Visto que i1− i2 e´ epimorfismo enta˜o Im(∆) = Ker(k∗1⊕k∗2) = 0, portanto w2(X) = 0 como
desejado.
Teorema 2.10. Para n = 2 e k = 2h− 1 vale
µ(M72h−1) ≡
h(h− 1)
56
mod 1.
Em particular µ(M73 ) ≡ 1/28 e´ gerador de θ7 ∼= Z28, isto e´, dada uma esfera homoto´pica Σ
de dimensa˜o 7 enta˜o ela e´ difeomorfa a #28µ(Σ)M
7
3 .
Demonstrac¸a˜o. Basta observar que
µ(M7) = {p21[W 8,M7]− 4τ(W 8,M7)}/27 · 7 mod 1,
para qualquer par (W 8,M7) com as hipo´teses necessa´rias e aplicar os ca´lculos feitos na u´ltima
sessa˜o. O fato que M73 e´ gerador vem do fato facilmente dedut´ıvel que 28µ : θ
7 → Z28 e´
homomorfismo e que |θ7| = 28 ([26]).
O artigo [32] tamb´rem responde a questa˜o de quais variedades homeomorfas a S7 sa˜o
realiza´veis como um fibrado de esferas sobre S4.
Proposic¸a˜o 2.11 ([17]). Para n = p2r e p primo a equac¸a˜o
h(h− 1) ≡ j mod n,
tem soluc¸a˜o para (p + 1)2r−2 valores diferentes de j mod n. Os valores de h(h − 1)/2 mod
28 sa˜o 0,1,3,6,7,8,10,13,14,15,17,20,21,22,24 e 27.
Observac¸a˜o 2.12. E´ fa´cil notar que µ(M1#M2) = µ(M1) + µ(M2) para quaisquer duas
variedades com as hipo´teses do teorema 2.9 resultando que qualquer variedade M7 com estas
hipo´teses tem pelo menos 28 estruturas diferencia´veis distintas. Um caso particular e´ S2×S5
que e´ diferenciavelmente um produto de esferas pore´m (S2 × S5)#M23 na˜o o e´.
Observac¸a˜o 2.13. Considerando o fato que µ e´ um invariante por difeomorfismo e que
µ(−M) = −µ(M) conclu´ımos que uma variedade M possui um difeomorfismo que reverte a
orientac¸a˜o se e so´ se 2µ(M) ≡ 0 o que, para esferas de dimensa˜o 7, so´ acontece com S7 e
#14M
7
3 .
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Apeˆndice A: Algumas involuc¸o˜es do ponto de vista
cla´ssico
Assim como se era questionada a existeˆncia de esferas na˜o difeomorfas a` padra˜o a mesma
questa˜o pode ser feita para qualquer outra variedade. Dada uma involuc¸a˜o (diferencia´vel)
T : Sn → Sn sem pontos fixos e´ verdade que a variedade Sn/T e´ difeomorfa ao plano projetivo
P n = G1(Rn+1)? Note que com essas informac¸o˜es os u´nicos dados que se conhecem sa˜o os
grupos de homotopia, isto e´, pik(S
n/T ) = pik(P
n) para todo k, portanto esta exoticidade
pode ser questionada ainda na categoria de espac¸os topolo´gicos. Uma forma de entender e
classificar este tipo de fenoˆmeno e´ notando que se existir difeomorfismo g : Sn → Sn tal que
gTg−1 = a, a aplicac¸a˜o antipodal enta˜o o seguinte diagrama:
Sn
g //

Sn

Sn/T //___ Sn/a
se completa com um difeomorfismo na parte inferior. Analogamente, dado um difeomorfismo
entre uma variedade qualquer M e Sn/T , a teoria de espac¸os de recobrimento e levantamento
de aplicac¸o˜es (ver por exemplo [6]) mais uma verificac¸a˜o local de diferenciabilidade, induz
uma involuc¸a˜o T ′ e um difeomorfismo g′ : Sn → Sn tal que g′T ′(g′)−1 = T . E´ claro enta˜o
que o que na verdade estamos estudando sa˜o as classes de conjugac¸a˜o das involuc¸o˜es de Sn
pelo grupo Diff+(Sn). E´ noto´rio que dado um espac¸o M qualquer o recobrimento admite
somente uma estrutura diferencia´vel que torna a projec¸a˜o diferencia´vel. Em particular, caso
este seja uma esfera exo´tica, M na˜o pode ser difeomorfo a P n.
Relembrando a definic¸a˜o de M73 = M
7
2,−1 dada acima considere a involuc¸a˜o sem pontos
fixos induzida por aplicar a ant´ıpoda fibra-a-fibra. De fato ela esta´ bem definida, notando
T˜ (u, v) = (u,−v) temos f2,−1(u,−v) = T˜ (f2,−1(u, v)). Ja´ e´ claro que M73/T˜ de fato e´ um
espac¸o projetivo exo´tico, como denominado acima, pore´m ainda mais, existem subespac¸os
S5 ∼= S50 ⊂ S60 ∼= S6 ⊂ M73 cujas restric¸o˜es T = T˜ |S60⊂M73 , T ′ = T |S50⊂S60 ainda sa˜o bem
definidas. Vale ainda:
Teorema 2.14. Os espac¸os S60 ⊂ M73 e , S50 ⊂ S60 , definidos por <(v′) = <(uv) = 0 e
<(v) = <(u′(v′)−1) = 0 sa˜o difeomorfos as esferas de respectivas dimenso˜es e admitem
restric¸o˜es T, T ′ de T˜ tal que seus quocientes na˜o sa˜o difeomorfos aos espac¸os projetivos
P 6, P 5.
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Demonstrac¸a˜o. Usaremos a demonstrac¸a˜o cla´ssica de [32]. Considere o seguinte lema
Lema 2.15 ([32]). Seja M uma variedade fechada e orientada e f : M → R uma func¸a˜o
com apenas dois pontos cr´ıticos na˜o degenerados. Enta˜o M e´ homeomorfa a uma esfera.
Dada a aplicac¸a˜o fij(u)v = u
ivuj e tomamos a seguinte func¸a˜o de colagem (notada pelo
mesmo nome):
fij : H− {0} × S3 → H− {0} × S3 (2.4)
(u, v) 7→
(
u
|u|2 ,
ui
|u|iv
uj
|u|j
)
. (2.5)
Agora para i+ j = 1 e´ fa´cil ver que f : M72,−1 → R definida por:
f(u, v) =
<(uv)
(1 + |u|2)1/2 =
<(v′)
(1 + |u′|2)1/2 ,
respeita as hipo´teses acima e que a pre´-imagem do zero tem que ser homeomorfa a S6. O
mesmo argumento vale para S50 considerando a func¸a˜o f
′ : S60 → R:
f ′(u, v) =
<(v)
(1 + |u|2)1/2 =
<(u′(v′)−1)
(1 + |u′|2)1/2 .
Segue que estes espac¸os sa˜o esferas padro˜es por na˜o existir esferas exo´ticas em dimenso˜es 5
e 6 ([26]).
Agora uma conta direta garante que T˜ fixa estes dois espac¸os, portanto sa˜o involuc¸o˜es
bem definidas. Para estudar as classes de difeomorfismo dos espac¸os quocientes considere
primeiramente o caso S60/T . Note que a pre´-imagem de qualquer vizinhanc¸a (−, ) pela
func¸a˜o f e´ uma vizinhanc¸a tubular de S60 e que ainda M
7
3 −S60 , segundo [32], sa˜o dois discos
identificados um com o outro via T (veja a demonstrac¸a˜o do lema acima em [32]). Isto
implica que o complemento de qualquer vizinhanc¸a tubular pequena o suficiente de S60/T em
M7/T˜ e´ um disco e portanto esta so´ pode ser um fibrado de linha na˜o trivial sobre S60/T (se
fosse trivial seriam dois discos como a func¸a˜o f deixa claro). Considere a mesma situac¸a˜o
para P 6 ↪→ P 7. Caso colarmos um disco D7 na fronteira do espac¸o total do fibrado de linha
na˜o trivial sobre P 6 colando com um difeomorfismo h teremos P 7 com no ma´ximo o erro de
uma soma direta com a esfera Σ7h = D
7 ∪h D7. Isto e´ ν(P 6) ∪h D7 = P 7#Σ7h. E´ claro que o
espac¸o de recobrimento deste tem como estrutura diferencia´vel Σ7h#Σ
7
h com seu invariante
µ divis´ıvel por 2, o que na˜o acontece com M73 . Um argumento similar com S
5
0/T
′ mostraria
que S60/T e´ difeomorfo a P
6#Σ para alguma esfera Σ, pore´m so´ existe a esfera padra˜o e
acabar´ıamos com a igualdade S60/T = P
6 que ja´ provamos ser um absurdo.
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Existe uma outra forma mais sucinta pore´m menos elementar para demonstrar a exotici-
dade destes quocientes. Note por hS(P n) o conjunto de variedades diferencia´veis homotopi-
camente equivalentes a P n. Temos enta˜o o seguinte teorema
Teorema 2.16 ([30]). Existem bijec¸o˜es
hS(P 5) ∼= Z4,
hS(P 6) ∼= Z4,
hS(P 7) ∼= Z4 ⊕ Z28 ⊕ Z.
E sequeˆncias exatas
Z2 → hS(P 5) Σ→ hS(P 6) → 0
0 → hS(P 6)⊕ θ7 Σ→ hS(P 7) σ→ Z → 0.
Onde σ e´ o invariante de Browder-Livsay que corresponde ao fator Z em hS(P 7) e na˜o influi
nos grupos mais baixos e Σ e´ dada pela construc¸a˜o de colar um disco via um difeomorfismo
feita na demonstrac¸a˜o anterior. Ainda mais, considerando κ : Z4 → Z2 com valores 0, 1 ∈ Z
como a reduc¸a˜o mo´dulo 2, o duplo recobrimento hS(P 7)→ θ7 e´ dada por (α, θ, σ) 7→ κ(α) +
2θ + σ mod 28.
Caso o leitor venha a verificar nossa refereˆncia, sera´ necessa´rio observar que os grupos
hS0(P
n) puderam ser substitu´ıdos no teorema devido a outra sequeˆncia exata
θn+1 → hS0(P n)→ hS(P n)→ θn,
que aparece no mesmo livro.
Para a involuc¸a˜o T˜ o invariante σ e´ nulo (este invariante e´ nulo se e somente se a involuc¸a˜o
deixa uma esfera invariante cujo complemento e´ composto por duas componentes conexas
que sa˜o mapeadas bijetivamente uma na outra pela involuc¸a˜o). Temos para S60/T ∈ hS(P 6),
Σ(S60/T ) = T˜ e T e´ do tipo (α, θ, 0) com κ(α) + 2θ = 1 mod 28, portanto κ(α) = 1, pois
1 ∈ Z28 na˜o e´ par, logo S60/T 6= 0 ∈ hS(P 6) e como Σ : hS(P 5) → hS(P 6) e´ sobrejetor,
S50/T
′ ∈ Z4 tambe´m na˜o e´ o elemento trivial.
No pro´ximo cap´ıtulo daremos identificac¸o˜es expl´ıcitas dos espac¸os S60 e S
5
0 com as esferas
padro˜es revelando alguma geometria da mesma.
CAPI´TULO 3
CONSTRUC¸O˜ES GEOME´TRICAS
Em [18] Gromoll e Meyer apresentaram a variedade M73 como quociente de um grupo de Lie
G por uma ac¸a˜o de um subgrupo de G × G e a partir da estrutura do grupo provaram a
existeˆncia de curvatura na˜o-negativa em M73 . Recentemente foi publicado um artigo respon-
dendo positivamente a questa˜o muito mais complicada de existeˆncia de alguma me´trica de
curvatura estritamente positiva ([36]) contudo a importaˆncia do trabalho de Gromoll e Meyer
e´ inquestiona´vel. Iremos apresentar esta construc¸a˜o enta˜o seguiremos com as construc¸o˜es
de difeomorfismos exo´ticos e elementos de Blackers-Massey em [9, 11, 1], e encerraremos o
cap´ıtulo com a apresentac¸a˜o de todas as esferas de dimensa˜o 7 como quocientes de fibrados
principais sobre S7 em [13].
3.1 Uma apresentac¸a˜o de M 73 como um biquociente
Iniciaremos com uma apresentac¸a˜o da esfera de Gromoll-Meyer baseado em [11].
Considere Sp(2) o grupo de matrizes quaternioˆnicas 2x2 tais que QQ∗ = Id. Consider-
amos a seguinte ac¸a˜o livre de S3 = Sp(1) em Sp(2)
S3 × Sp(2) → Sp(2) (3.1)(
q,
(
a c
b d
))
7→
(
qaq¯ qc
qbq¯ qd
)
(3.2)
E´ fa´cil observar que a projec¸a˜o da segunda coluna em S4 como uma fibrac¸a˜o de Hopf
e´ conservada por esta ac¸a˜o. Isto e´, note Σ7GM = Sp(2)/S
3 como acima enta˜o temos uma
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fibrac¸a˜o de 3-esferas S3 ↪→ Σ7GM → S4 ⊂ R×H com
Σ7GM → S4 (3.3)[
a c
b d
]
7→
(
|d|2 − |c|2
−2d¯c
)
(3.4)
Teorema 3.1 (Gromoll e Meyer [18]). O quociente Σ7GM e´ difeomorfo a M
7
3 .
Demonstrac¸a˜o. A fim de ser u´til mais tarde iremos utilizar a demonstrac¸a˜o indicada em [11]
e na˜o a original. Considere S4 = D+∪D− com D± = S4−{(∓1, 0)} como acima e aplicac¸o˜es
φ± : D± × S3 → Σ7GM definidas por
φ−(x, ξ, k) 7→
[
1√
2
(
ξk√
1−x −
√
1− x√
1− xk ξ¯√
1−x
)]
(3.5)
φ+(y, ζ, h) 7→
[
1√
2
( √
1 + yh − ζ√
1+y
ζ¯h√
1+y
√
1 + y
)]
(3.6)
Pode-se notar que estas sa˜o apenas composic¸o˜es das aplicac¸o˜es em [18] com func¸o˜es
estereogra´ficas sobre S4. De fato φ− = h1◦ϕ−×Id e φ+ = h2◦ϕ+×Id onde ϕ+ e´ a inversa da
aplicac¸a˜o estereogra´fica em relac¸a˜o ao polo norte e ϕ− e´ a inversa da aplicac¸a˜o estereogra´fica
em relac¸a˜o ao polo sul composta com conjugac¸a˜o quaternioˆnica, portanto φ+◦φ− = (h2◦ϕ+×
Id)−1◦(h1◦ϕ−×Id) = (ϕ−1+ ×Id)h−12 h1◦(ϕ−×Id) o que e´ essencialmente a func¸a˜o de transic¸a˜o
f2,−1 encontrada na demonstrac¸a˜o original de Gromoll e Meyer. Consideremos ainda uma
demonstrac¸a˜o mais alge´brica no esp´ırito dos trabalhos mais recentes ([11]). Considere a
imagem das aplicac¸o˜es acima nos subconjuntos x, y 6= ±1:(
sξks¯√
1−x −
√
1− xs√
1− xsks¯ s¯ξ√
1−x
)
=
( √
1 + yh − ζ√
1+y
ζ¯h√
1+y
√
1 + y
)
(3.7)
Do canto inferior direito temos sξ¯ =
√
(1− x)(1 + y), tomando mo´dulos √1− x2 =√
(1− x)(1 + y), portanto x = y e s = ξ/|ξ|. Pela entrada superior direita conclu´ımos que
s = ζ√
(1−x)(1+y) , novamente tomando mo´dulos e usando que x = y conclu´ımos que s = ζ/|ζ|
portanto ξ = ζ. Agora tomando qualquer posic¸a˜o na coluna da direita temos
h =
ξ2
|ξ|2k
ζ
|ζ| ,
como desejado.
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Observac¸a˜o 3.2. Uma vez demonstrado este fato Gromoll e Meyer no mesmo artigo uti-
lizam uma fo´rmula de O’Neil para verificar que a me´trica em Σ7GM induzida pela me´trica
biinvariante de Sp(2) tem curvatura seccional na˜o negativa.
Iremos notar este modelo neste cap´ıtulo por Σ7 mas ainda esquecendo qualquer estrutura
geome´trica.
3.2 Alguns difeomorfismos sobre S6 e outros
resultados
Em 2001 Carlos Dura´n apresentou a partir da construc¸a˜o de uma me´trica do tipo Kaluza-
Klein em Sp(2) uma func¸a˜o de colagem para Σ7. E´ noto´rio que o primeiro exemplo desta
foi publicado somente 45 anos depois da primeira aparic¸a˜o de tal esfera.
Note por ? a ac¸a˜o de Gromoll-Meyer sobre Sp(2) e considere ainda a ac¸a˜o
q •
(
a c
b d
)
=
(
a cq¯
b dq¯
)
com espac¸o quociente difeomorfo a S7 via projec¸a˜o da primeira coluna. Acabamos com o
seguinte diagrama
S3
?
S3
•
Sp(2) pi //

S7
Σ7
E´ imprescind´ıvel para a demonstrac¸a˜o dos pro´ximos teoremas perceber que as fibras de
ambas fibrac¸o˜es sa˜o ideˆnticas como conjuntos sobre
SO(2)[
{(
α −β
β α
)
∈ Sp(2)
∣∣∣α, β ∈ R} (3.8)
e e´ esta propriedade que torna os me´todos que sera˜o apresentados via´veis.
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3.2.1 Uma me´trica com a propriedade wiedersehen sobre Σ7
Nas mesmas palavras do autor do artigo, e´ surpreendente notar que se induzirmos uma
me´trica em S7 pela me´trica biinvariante de Sp(2) no´s na˜o recuperamos a me´trica redonda.
Motivado por este fato seguimos com um procedimento de Kaluza-Klein a fim de inserir em
Sp(2) uma me´trica que recupera a forma redonda de S7. Em noc¸o˜es mais gerais podemos
repartir o fibrado tangente de um fibrado principal q : P → B em uma parte vertical e outra
horizontal de forma que para TP = V ⊕H temos
1. V = ker q;
2. q∗ : H → TB e´ isomorfismo;
3. para p ∈ P e g um elemento do grupo estrutural temos g ·Hp = Hgp.
Lema 3.3. Seja H = V ⊥ o fibrado formado pelos subespac¸os ortogonais a V ⊂ TSp(2) pela
me´trica biinvariante, enta˜o H e´ invariante por translac¸a˜o a` esquerda.
Demonstrac¸a˜o. Tome w ∈ H e u ∈ TSp(2) enta˜o, para [u,w] = uw − wu, < [u,w], v >=
− < w, [u, v] > para qualquer elemento v ∈ V . Pore´m [u, v] ∈ V pois pode ser considerado
como derivada de uma translac¸a˜o, portanto < [u,w], v >= 0 como desejado.
Seja g a me´trica induzida por Kaluza-Klein usando H como espac¸o horizontal, a me´trica
biinvariante em V e a me´trica padra˜o de curvatura 1 na esfera.
Lema 3.4. g e´ invariante pela esquerda.
Demonstrac¸a˜o. Dada A ∈ Sp(2), note tambe´m por A a multiplicac¸a˜o pela esquerda, enta˜o
temos o seguinte diagrama comutativo:
Sp(2) A //
pi

Sp(2)
pi

S7
A // S7,
como as setas horizontais sa˜o isometrias conclu´ımos que g e´ invariante por translac¸o˜es em
vetores horizontais, pore´m ela tambe´m e´ em verticais ja´ que sua restric¸a˜o a eles e´ a me´trica
biinvariante.
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E´ conhecido que a a´lgebra de Lie de Sp(2) e´ descrita por
sp(2) =
{(
p −q¯
q s
)
| p, s ∈ ImH, q ∈ H
}
.
Trivializamos o fibrado tangente de Sp(2) pela translac¸a˜o a esquerda e temos
V =
{(
0 0
0 s
)}
, H =
{(
p −q¯
q 0
)}
,
pois
pi∗
(
p −q¯
q s
)
=
(
p
q
)
.
Lema 3.5. Seja ξ ∈ sp(2),
ξ =
(
x −y¯
y z
)
enta˜o g(ξ, ξ) = |x|2 + |y|2 + |z|2.
Demonstrac¸a˜o. Tome ξ = ξH + ξV a decomposic¸a˜o de ξ em componentes horizontais e
verticais, enta˜o g(ξ, ξ) = gcan(pi∗ξ, pi∗ξ) + gbiinv(ξV , ξV ), como pi∗(ξ) = (x y) e gbiinv(ξV , ξV ) =
|z|2 segue o resultado.
Pelo outro lado temos
Lema 3.6. A me´trica g e´ invariante pela direita pelo subgrupo S3×S3 ⊂ Sp(2) de matrizes
diagonais.
A demonstrac¸a˜o e´ consequeˆncia direta da expressa˜o em 3.5. O lema anterior junto ao lema
3.4 garante que a me´trica g descende para Σ7 como uma me´trica h que tem a propriedade
wiedersehen em alguns pontos como descreveremos no pro´ximo lema.
Lema 3.7. Seja p ∈ Σ1 ⊂ Σ7 um ponto na imagem do subgrupo SO(2) ⊂ Sp(2) em 3.8.
Enta˜o existe um ponto −p ∈ Σ1 tal que qualquer geode´sica de velocidade unita´ria γΣ7 ⊂ Σ7
saindo de p encontra −p em tempo pi e retorna a p em tempo 2pi.
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Demonstrac¸a˜o. Note que multiplicac¸a˜o pela esquerda por SO(2) ⊂ Sp(2) comuta com a
ac¸a˜o ? e e´ isome´trica em relac¸a˜o a g, portanto induz isometria em Σ7, logo basta provarmos
esta afirmac¸a˜o para o caso p = [Id]. Agora observe que pi : (Sp(2), g) → (S7, gcan) e´ uma
submersa˜o riemmanniana, o levantamento de qualquer geode´sica de S7 e´ uma geode´sica
horizontal em Sp(2). Tambe´m qualquer geode´sica em Sp(2) que seja horizontal em um
ponto e´ horizontal em todos os pontos. Tomamos enta˜o uma geode´sica γΣ7 saindo de [Id] e
um levantamento γ˜Σ7 com velocidade X ∈ sp(2), agora esta e´ uma geode´sica horizontal em
relac¸a˜o a` submersa˜o pi : (Sp(2), g)→ (S7, gcan) no ponto (1, 0), portanto e´ sempre horizontal
e descende via pi a uma geode´sica em S7. Como o levantamento desta geode´sica em S7 e
a de Σ7 coincidem portanto estudando-a em S7 podemos afirmar que em tempo pi o seu
levantamento passara pela fibra de [−Id] e em tempo 2pi retornara a fibra de [Id] e como tais
fibras coincidem para ambas fibrac¸o˜es conclu´ımos o lema.
3.2.2 Geode´sicas a partir da identidade
Seja γ : [0, 2pi]→ Sp(2) uma geode´sica unita´ria horizontal, γ(0) = Id enta˜o
γ′(0) =
(
p −w¯
w 0
)
,
onde p e´ imagina´rio puro e |p|2 + |w|2 = 1. O ponto principal desta sec¸a˜o e´ o seguinte
Teorema 3.8. Seja γ : [0, 2pi]→ Sp(2) como acima enta˜o:
γ(t) =
(
cos(t) + sin(t)p − sin(t)etpw¯
sin(t)w w|w|(cos(t)− sin(t)p)etp w¯|w|
)
,
para w 6= 0 e
γ(t) =
(
cos(t) + sin(t)p 0
0 1
)
,
para w = 0.
Demonstrac¸a˜o. Como sa˜o equivalentes as questo˜es de horizontalidade pela fibra de ? e de •
na identidade enta˜o a priori sabemos que γ(t) tera´ que ser da forma
γ(t) =
(
cos(t) + sin(t)p c(t)
sin(t)w d(t)
)
,
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com c(0) = 0, d(0) = 1, c′(0) = −w¯, d′(0) = 0. Suponha primeiramente que w = R real
enta˜o para a geode´sica com velocidade inicial (p,R) em S7 ter´ıamos por exemplo o seguinte
levantamento
γ0(t) =
(
cos(t) + sin(t)p − sin(t)R
sin(t)R cos(t)− sin(t)p
)
.
Pela trivializac¸a˜o escolhida do fibrado tangente de Sp(2), γ0 sera´ horizontal se e so´ se
γ−10 (t)γ
′
0(t) tem a coluna inferior direita identicamente nula. Considerando que p
2 = −|p|2 e
que R e´ real isto e´ equivalente a
sin(t) cos(t)R− (cos(t) + sin(t)p)(sin(t) + cos(t)p) = −p.
Portanto este levantamento so´ e´ horizontal quando p = 0. Contudo qualquer outro levanta-
mento em relac¸a˜o a` fibrac¸a˜o induzida por • pode ser escrito como γ(t) = γ0(t)Q(t) com
Q(t) =
(
1 0
0 q(t)
)
.
O qual conclu´ımos que e´ horizontal se e so´ se
q¯(t)q′(t)− q¯(t)pq(t) = 0.
Tome enta˜o q(t) = etp, temos a
Proposic¸a˜o 3.9. Seja γ(t) ∈ Sp(2) como acima com
γ′(0) =
(
p −R
R 0
)
,
e R real. Enta˜o
γ(t) =
(
cos(t) + sin(t)p − sin(t)etpR
sin(t)R (cos(t)− sin(t)p)etp
)
.
Considere agora a forma geral
γ′(0) =
(
p −w¯
w 0
)
,
para w qualquer e Tw ∈ Sp(2) dado por
Tw =
(
1 0
0 w¯|w|
)
.
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Pelas observac¸o˜es ja´ feitas podemos concluir que conjugac¸a˜o por Tw e´ uma isometria e
ainda mais
γR(t) = Twγ(t)T
−1
w
e´ uma geode´sica horizontal nas condic¸o˜es de 3.9 com R = |w|, portanto γ(t) = T−1w γR(t)Tw
concluindo a demonstrac¸a˜o do Teorema 3.8.
3.2.3 Difeomorfismos expl´ıcitos na˜o-isoto´picos a` identidade
Considere D([±Id], r) o disco de raio r em T±IdΣ7. Conclu´ı-se pelo lema 3.4 que Σ7 =
expD([Id], pi/2)∪ expD([−Id], pi/2) identificados por um difeomorfismo σ : S6 → S6 tal que
exp pi/2ρ+v = exppi/2ρ−σ(v)
onde ρ± : D → D([±Id], pi/2) sa˜o as incluso˜es do disco de raio pi/2 nos discos acima. Este
difeomorfismo na˜o pode ser isoto´pico a identidade pois se fosse Σ7 seria difeomorfa a esfera
padra˜o ([39]). Seja γ(t) = exp tρ+v enta˜o γ
′(0) = ρ+v e −ρ−1− (γ′(pi)) = σ(v).
Considerando D ⊂ {(p, w) ∈ ImH×H, |p|2 + |w|2 ≤ 1} enta˜o as incluso˜es ρ± sa˜o dadas
por
ρ±(p, w) = (p∗)±Id
(
±Id, p −w¯
w 0
)
,
aqui p : Sp(2)→ Σ7 e´ a projec¸a˜o e estamos trivializando o fibrado tangente de Sp(2) por
translac¸a˜o a esquerda. Notar que os espac¸os horizontais em ±Id coincidem. Denote agora
por γ(t) a geode´sica em Sp(2) partindo de Id com vetor inicial (p, w) ∈ ∂D e w 6= 0. Enta˜o
γ(pi) =
(
−1 0
0 − w|w|epip w¯|w|
)
, γ′(pi) =
(
p epipw¯
w 0
)
.
Relembrando da sec¸a˜o 1.3 podemos notar que ja´ temos explicitamente a aplicac¸a˜o de
bordo pi6(S
6) → pi6(S3) das sequeˆncias exatas relacionadas tanto a` Sp(2) → S7 quanto
Sp(2)→ Σ7. Este elemento foi chamado na literatura como elemento de Blackers-Massey e
prosseguiremos com a mesma nomenclatura.
Teorema 3.10. Seja S6 ⊂ H×H e b : S6 → S3 a seguinte aplicac¸a˜o
b(p, w) =
 w|w|e−pip w¯|w| , w 6= 0,−1, w = 0 .
Enta˜o b e´ um gerador anal´ıtico de pi6(S
3).
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Demonstrac¸a˜o. Como a me´trica que foi induzida em Sp(2) e´ claramente anal´ıtica e a ex-
pressa˜o acima na˜o passa da restric¸a˜o da exponencial em Sp(2) ao bordo do disco de raio
pi do espac¸o horizontal de Id enta˜o esta aplicac¸a˜o e´ a priori anal´ıtica. O fato dela ser um
gerador de pi6(S
3) e´ conhecido na literatura ([4]).
Agora identificando o espac¸o horizontal em γ(pi) com o espac¸o horizontal em −Id via
ac¸a˜o estrela:
(
− w|w|e−pip w¯|w| 0
0 − w|w|e−pip w¯|w|
)(
p epipw¯
w 0
)(
− w|w|epip w¯|w| 0
0 1
)
(3.9)
=
(
w
|w|e
−pip w¯
|w|p
w
|w|e
pip w¯
|w| − w|w|e−pip w¯|w|w¯ w|w|epip w¯|w|
w
|w|e
−pip w¯
|w|w
w
|w|e
pip w¯
|w| 0
)
. (3.10)
E para w = 0 temos
γ(pi) = −Id, γ′(pi) =
(
p 0
0 0
)
.
O que descreve completamente σ.
Teorema 3.11. Seja S6 = {(p, w) ∈ H×H , |p|2 + |w|2 = 1} enta˜o σ : S6 → S6 e´ dado por:
σ(p, w) =

(
we−pip w¯pw
(1+p2)2
epipw,we−pip w
1+p2
epipw
)
, w 6= 0,
(p, 0), w = 0
.
Ou de forma mais concisa:
σ(p, w) = (b(p, w)pb(p, w)−1, b(p, w)wb(p, w)−1).
Em breve discutiremos alguns resultados decorrentes desta expressa˜o que parecem dar
uma melhor ideia de sua estrutura.
3.3 Alguns representantes para o n-e´simo elemento
de θ7
Considere nesta sec¸a˜o ρn : S
7 → S7 dado por potenciac¸a˜o na a´lgebra de Cayley. Em termos
de geode´sicas, isto e´: (
cos t+ p sin t
w sin t
)
7→
(
cosnt+ p sinnt
w sinnt
)
,
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onde (p, w) ∈ S6 ⊂ ImH×H. Considere ainda < u, v >:= u¯tv o produto Hermitiano padra˜o
induzido por H em H2. Enta˜o definimos as (segundo teorema de func¸a˜o impl´ıcita, [41])
subvariedades
E10n = {(u, v) ∈ S7 × S7 | < ρn(u), v >= 0}
equipadas com a ac¸a˜o livre
S3 × E10n → E10n , q ? (u, v) = (quq¯, qv).
Dando origem a uma famı´lia de variedades Σ7n := E
10
n /S
3. Para n = 1 temos E101 = Sp(2) e a
ac¸a˜o de Gromoll-Meyer descrita em [18], portanto Σ71 = Σ
7 com a notac¸a˜o da sec¸a˜o anterior
e Σ70 = S
7. O principal objetivo desta sec¸a˜o e´ demonstrar o seguinte teorema:
Teorema 3.12. A variedade diferencia´vel Σ7n e´ um representante do n-e´simo elemento de
θ7 = Z28 se tomarmos Σ7 como gerador.
Os me´todos usados na demonstrac¸a˜o sa˜o essencialmente geome´tricos e baseados na sec¸a˜o
anterior. Comec¸aremos estudando um pouco mais a estrutura dos espac¸os E10n .
3.3.1 S3-fibrados sobre S7
Seja E10n ⊂ S7 × S7 como definido acima, isto e´:
E10n = {(u, v) ∈ S7 × S7 | < ρn(u), v >= 0}.
E´ noto´rio que E101 e´ ideˆntico a Sp(2) e que os outros tem uma estrutura natural de fibrado
principal sobre S7.
Lema 3.13. A aplicac¸a˜o E10n → S7 definida por (u, v) pn7→ u e´ um S3-fibrado principal
isomorfo ao pull-back de E101 = Sp(2) pela aplicac¸a˜o ρn : S
7 → S7.
Demonstrac¸a˜o. Note que a ac¸a˜o q•(u, v) = (u, vq¯) faz E10n fibrado principal, so´ falta mostrar o
isomorfismo. Pela construc¸a˜o de fibrado pull-back (ver por exemplo [35]) temos ρ∗n(Sp(2)) =
{(u,A) ∈ S7×Sp(2) | ρn(u) = pi(A)}, de forma que a primeira coluna de A e´ completamente
determinada por u, por tanto basta esqueceˆ-la que temos um isomorfismo expl´ıcito para E10n .
Desta forma tambe´m demonstramos que E10n sa˜o de fato variedades diferencia´veis.
Esta construc¸a˜o ainda herda uma aplicac¸a˜o ρ˜n : E
10
n → Sp(2) que recobre ρn : S7 → S7
dada por (u, v) 7→ (ρn(u), v). Considere agora a conexa˜o em E10n induzida pelo pull-back
da conexa˜o em Sp(2) constru´ıda na sec¸a˜o anterior e a me´trica de curvatura constante 1
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nas fibras. E´ claro que tal me´trica e´ a mesma herdada pela construc¸a˜o de Kaluza-Klein
escolhendo o espac¸o horizontal adequadamente e tambe´m que pn : E
10
n → S7 induz a me´trica
de curvatura constante 1 em S7. Agora se considerarmos Z2 × Z2 ⊂ O(2) o subgrupo de
matrizes diagonais temos as seguintes ac¸o˜es por isometrias:
Z2 × Z2 × E10n → E10n : (u, v) 7→ (Bu,Bv);
S3 × S3 × S3 × E10n → E10n : ((qi, u, v)) 7→
(
q1 0
0 q2.
)
(u, v)
(
q¯1 0
0 q¯3
)
.
Tomando q3 = 1 e q1 = q2 temos a ac¸a˜o ? descrita no in´ıcio da sec¸a˜o e portanto estas
me´tricas descendem a Σ7n. A ac¸a˜o • tambe´m e´ isome´trica com respeito a estas me´tricas e
induz uma ac¸a˜o efetiva de SO(3) sobre Σ7n com
Lema 3.14. O conjunto de pontos fixos da ac¸a˜o de SO(3) acima e´ exatamente
Σ1n = {[(u, v)] ∈ Σ7n | u ∈ R× R ⊂ H×H}.
A ac¸a˜o de Z2 × Z2 em Σ1n e´ ideˆntica a ac¸a˜o do mesmo grupo sobre o c´ırculo unita´rio
padra˜o, portanto para qualquer ponto p ∈ Σ1n existe uma ant´ıpoda −p = (−1,−1) · p ∈ Σ1n,
exatamente como no caso de Sp(2)→ Σ7.
Teorema 3.15. Toda geode´sica unita´ria γ partindo de p ∈ Σ1n e´ minimizante em [0, pi[ e
obedece γ(pi) = −p, γ(2pi) = p.
Nos referimos a [13] para demonstrac¸a˜o.
Agora ja´ temos a ferramenta adequada para demonstrar o Teorema 3.12.
Demonstrac¸a˜o do Teorema 3.12: Considere (p, w) ∈ S6 ⊂ ImH×H e sua geode´sica a partir
de (1, 0) em S7:
β(t) =
(
cos t+ p sin t
w sin t
)
.
Um levantamento γ˜n(t) ∈ E10n desta e´ descrito por
γ(t) =
(
cos(t) + sin(t)p − sin(t)entpw¯
sin(t)w w|w|(cos(nt)− sin(nt)p)entp w¯|w|
)
.
Notando que ρ˜n(γ˜n(t)) = γ˜1(nt) temos que este e´ seu u´nico levantamento horizontal
iniciando da identidade portanto γn(t) = pn(γn(t)) e´ uma geode´sica em Σ
7
n. Tambe´m se
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observa que, para (p, w) como acima e t ∈ [0, pi/2], as aplicac¸o˜es geode´sicas γn e −γn · (−id)
induzem mergulhos do disco D7pi
2
sobre [±Id] e que ainda Σ7n e´ obtido pela a colagem destes.
Agora e´ fa´cil notar que
γ˜n(p, w, pi/2) = q ? (−γ˜n(φ(p, w), pi/2)),
se e somente se φ = σn com σ : S6 → S6 descrito na sec¸a˜o anterior. Sabemos no entanto por
(2.10) que Σ7 e´ um gerador de θ7 e que este e´ grupo em relac¸a˜o a soma conexa so´ restando
observar que #kΣ
7 pode ser descrito pela colagem de dois discos via σk ([28]).
3.4 Sobre b : S6 → S3
Na sec¸a˜o anterior constru´ımos um representante anal´ıtico expl´ıcito de pi6(S
3) o qual parece
bastante presente no Teorema 3.11. Nesta daremos uma demonstrac¸a˜o um pouco mais direta
das propriedades de b e no pro´ximo cap´ıtulo usaremos de suas simetrias para construir novas
aplicac¸o˜es.
Definimos S60 = {(p, w) ∈ S6 ⊂ ImH×H| w 6= 0}, α : S60 → S3×S3 por α(p, w)[w/|w|, epip]
e denotamos o comutador de quate´rnions porM : S3× S3 → S3, por ρ : S3× S3 → S3 ∧ S3
a projec¸a˜o com ponto base a identidade em ambos S3 e por m : S3 ∧ S3 → S3 a aplicac¸a˜o
induzida por M. E´ fa´cil ver que S3 ∧ S3 e´ homeomorfo a S6 e vale que m e´ um gerador de
pi6(S
3) [4]. Agora seguiremos [11] para demonstrar que a aplicac¸a˜o b e´ homoto´pica a a m.
Para isso usaremos da aplicac¸a˜o auxiliar (p, w) 7→ [w/|w|, epip] que e´ homoto´pica a b
via H(p, w, t) = w|w|e
pip w¯
|w|e
tpip, com t ∈ [0, 1], agora este u´ltimo e´ exatamente a composic¸a˜o
M◦ α = mρα. Temos o seguinte diagrama
S60
α→ S3 × S3 ρ→ S3 ∧ S3 ∼= S6
M↘ ↙ m
S3 .
(3.11)
Proposic¸a˜o 3.16. A aplicac¸a˜o ρα : S60 → S6 pode ser estendida para uma aplicac¸a˜o φ :
S6 → S6 que induz isomorfismo em pi6(S6).
Demonstrac¸a˜o. Basta definir φ(p, 0) como o ponto distinguido de S3 ∧S3 para todo p. Para
provar que esta induz isomorfismo considere a aplicac¸a˜o F : Sn × Sn → S2n definida por
F (x, y) = (1, 0, 0) + 2
(
1 +
|x1|
(1− x0)2 +
|y1|
(1− y0)2
)−1(
−1, x1
1− x0 ,
y1
1− y0
)
,
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onde x = (x0, x1) ∈ Sn ⊂ R× Rn. Esta em realidade e´ a composic¸a˜o Sn × Sn − Sn ∨ Sn →
Rn ×Rn = R2n → S2n ⊂ R×R2n e com imagem (1, 0, 0) no complementar, onde a primeira
seta na composic¸a˜o e´ produto de aplicac¸o˜es estereogra´ficas. Fica claro que esta induz um
homeomorfismo f : Sn ∧ Sn → S2n. Considere agora F ◦ α:
F ◦ α(p, w) = (1, 0, 0)−
(
1− 2(|w| − w0)
w21 + (|w| − w0)2 sec(pi|p|/2)2
)(
|w| − w0, w1, (|w| − w0) tan(pi|p|/2)p|p|
)
.
(3.12)
Pode-se ver que a primeira entrada tende a 1 e, como |F ◦ α(p, w)| = 1, as outras
componentes teˆm que se anular. Para provar que φ induz isomorfismo basta notar que esta
tem grau ±1, o que e´ facilmente feito usando, por exemplo, a proposic¸a˜o IV, 7.2 de [6].
Copiando-a passo-a-passo este resultado temos uma versa˜o octonioˆnica do Teorema 3.10:
Teorema 3.4’. Seja S6 ⊂ H×H e b : S6 → S3 ou S14 ⊂ O×O e b : S6 → S3 ou
b : S14 → S7 definida pela seguinte fo´rmula:
b(p, w) =
 w|w|e−pip w¯|w| , w 6= 0,−1, w = 0 .
Enta˜o b e´ anal´ıtica e e´ um gerador de pi6(S
3) ∼= Z12 ou pi14(S7) ∼= Z120.
Demonstrac¸a˜o. Sabendo que m : S6 → S3 ou m : S14 → S7 definidos pela fo´rmula acima sa˜o
representantes do gerador dos grupos de homotopia indicados basta enta˜o aplicar os funtores
pi6 respectivamente pi14 ao diagrama (3.11).
Apeˆndice B: Involuc¸o˜es do ponto de vista de simetrias
Na˜o e´ dif´ıcil verificar que se consideramos a aplicac¸a˜o σ : S6 → S6 e a involuc¸a˜o ant´ıpoda
α : S6 → S6 enta˜o ρ = ασ e´ uma involuc¸a˜o, esta ainda apresenta outras propriedades.
Prosseguiremos expondo parte do trabalho apresentado em [1].
Teorema 3.17. A aplicac¸a˜o ρ : S6 → S6 e´ uma involuc¸a˜o livre na˜o equivalente a ant´ıpoda.
Demonstrac¸a˜o. E´ fa´cil verificar que ασ = σ−1α logo ρ ◦ ρ = 1. Uma conta ra´pida tambe´m
permite concluir que e´ uma involuc¸a˜o livre. Para verificar que ela na˜o e´ equivalente a
ant´ıpoda considere a seguinte ac¸a˜o de Z2 em Diff+(Sn),
A(h) = α ◦ h ◦ α−1 = α ◦ h ◦ α,
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ou simplesmente
A(h)(x) = −h(−x).
Note que A, sendo conjugac¸a˜o, e´ um isomorfismo de grupos. Ainda mais, se ht e´ uma curva
que liga h0 a h1 enta˜o A(ht) e´ uma curva que liga A(h0) a A(h1), portanto ela descende a
uma ac¸a˜o em pi0Diff
+(Sn), a qual tambe´m notaremos por A. Via a propriedade ασ = σ−1α
temos explicitamente a ac¸a˜o de A nos grupos θ7 ∼= Z28:
A(n) = −n.
Agora suponha que existe h ∈ Diff(Sn) tal que hρh−1 = α. Pore´m,
hρh−1 = α⇔ σ = αh−1αh⇔ σ = A(h−1)(h).
Tomando classes de isotopia temos
[σ] = [A(h−1)][h] = 2[h].
O que faz concluir que σ tem ordem par em Z28 contradizendo o fato que ele gera o grupo.
E´ interessante observar que ρk = ασ
k tambe´m sa˜o involuc¸o˜es livres e que ainda
σ−lρkσl = σ−lασk+l = ρk+2l.
Portanto a paridade de k define completamente a classe de equivaleˆncia de ρk em particular
ρ2k e´ equivalente a α e ρ2k+1 a ρ. Tambe´m pode-se observar que a classe em pi0Diff(S
6) ∼= θ7
e´ alterada somente pelo sinal pela composic¸a˜o por α portanto todo difeomorfismo de S6 e´
isoto´pico a uma involuc¸a˜o livre.
Considere a esfera S5 ⊂ S6 dada por tomar parte real de w ∈ S6 como zero, enta˜o a
restric¸a˜o de ρ a esta define uma nova involuc¸a˜o em Diff+(S5). Temos
Teorema 3.18. A restric¸a˜o de ρ a esfera S5 definida acima e´ uma involuc¸a˜o na˜o conjugada
a` ant´ıpoda.
A demonstrac¸a˜o e´ exatamente a mesma que a do Teorema 2.14. Tambe´m nos referimos
a [1] para uma outra demonstrac¸a˜o que admite generalizac¸a˜o para o caso de dimensa˜o 13.
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A geometria da involuc¸a˜o de Hirsh-Milnor
Faremos agora uma identificac¸a˜o expl´ıcita das involuc¸o˜es de Hirsh-Milnor com as apresentada
neste apeˆndice. Segundo [1] o pro´prio fato de ρ ser uma involuc¸a˜o e´, no mı´nimo, curioso
e esta identificac¸a˜o pode nos ajudar a entender o que acontece. Considere as involuc¸o˜es
T : M72,−1 →M72,−1, ρ : S6 → S6 e m : Sp(2)→ Sp(2) definida por multiplicac¸a˜o pela matriz
−Id. Temos,
Proposic¸a˜o 3.19. Ambas as involuc¸o˜es, a de Hirsh-Milnor e a de Abresch-Dura´n-Puettmann-
Rigas ρ : S6 → S6, sa˜o explicitamente equivalentes a` induzida pela aplicac¸a˜o m definida
acima. Ainda mais, as esferas invariantes sa˜o a projec¸a˜o dos seguintes subespac¸os
S6 =
{(
a c
b d
)
∈ Sp(2)|<(a) = 0
}
, (3.13)
S5 =
{(
a c
b d
)
∈ Sp(2)|<(a) = <(b) = 0
}
. (3.14)
Demonstrac¸a˜o. Constru´ımos acima um quociente S3 · · ·Sp(2) → Σ7 com sec¸o˜es locais do
tipo (Σ7 − {polo norte}) × S3 → Sp(2), em particular temos trivializac¸o˜es dos fibrados
induzidos em S3 · · · S6 → S6 e S3 · · · S5 → S5 sendo que estes u´ltimos sa˜o dados por t = pi/2
e <(w) = 0, isto e´
ψ : S6 × S3 → S6 ⊂ Sp(2) (3.15)
((p, w), q) 7→ q ? γ(p,w)(pi/2), (3.16)
com inversa
ψ−1
(
a c
b d
)
= ((q¯aq, q¯bq), q) (3.17)
onde
q
(
a c
b d
)
= − b|b|e
−pi
2
a c
|c| .
A involuc¸a˜o m em Sp(2) fica como
ψ−1 ◦m ◦ ψ((p, w), q) = (ασ−1(p, w), qb(p, w)).
Logo claramente temos a involuc¸a˜o ασ−1 que e´ conjugada a ρ por σ−1.
Para a involuc¸a˜o de Hirsh-Milnor basta lembrarmos das aplicac¸o˜es φ± em (3.6) e verificar
diretamente suas composic¸o˜es φ± ◦ T . Enta˜o −Id ? φ± ◦ T e´ exatamente o representante que
procura´vamos na o´rbita.
CAPI´TULO 4
NOVAS APLICAC¸O˜ES A PARTIR
DE ANTIGAS
4.1 Homeomorfismos equivariantes a partir de
aplicac¸o˜es equivariantes
Seja G um grupo de Lie, · uma ac¸a˜o de G em uma variedade M e uma aplicac¸a˜o α : M → G.
Definimos αˆ : M →M a aplicac¸a˜o associada a α como αˆ(m) = α(m) ·m. Temos
Teorema 4.1. Seja αˆ : M →M como acima e seja α : M → G uma aplicac¸a˜o equivariante
com respeito a conjugac¸a˜o em G. Enta˜o αˆ e´ uma bijec¸a˜o com inversa (αˆ)−1 = αˆ−1 e suas
poteˆncias sa˜o dadas por α̂n = αˆn.
Demonstrac¸a˜o. Por hipo´tese α(g ·m) = gα(m)g−1, portanto
α̂−1(αˆ(m)) = α̂−1(α(m) ·m) = α−1(α(m) ·m) · α(m) ·m (4.1)
= (α(m)α−1(m)α(m)−1)α(m) ·m = m. (4.2)
Idem para potenciac¸a˜o.
Suponha agora uma aplicac¸a˜o αt : M → S3 que seja como acima para cada instante t.
Enta˜o αˆt sera´ uma isotopia entre estas aplicac¸o˜es. Notando que se tomarmos α = b : S
6 → S3
e a ac¸a˜o de SO(3) induzida pela conjugac¸a˜o de quate´rnions em cada coordenada temos enta˜o
αˆ = σ e o seguinte resultado:
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Proposic¸a˜o 4.2. Na˜o existe uma homotopia equivariante em relac¸a˜o a ac¸a˜o acima entre as
aplicac¸o˜es b12 : S6 → S3 e S6 → {1} ⊂ S3.
Pois se tal existisse (aplicando teoria de aproximac¸a˜o caso na˜o seja diferencia´vel, [7]) a
aplicac¸a˜o associada induziria uma isotopia entre σ12 e a identidade, o que na˜o e´ poss´ıvel (ver
por exemplo [28]). Seja agora α : M → G como no Teorema 4.1 enta˜o:
Proposic¸a˜o 4.3. Seja δ : M → M uma involuc¸a˜o que satisfaz α(δ(m)) = α−1(m) e que
comuta com a ac¸a˜o de G enta˜o para qualquer par de inteiros m,n αˆnδαˆm : M → M sa˜o
involuc¸o˜es.
Demonstrac¸a˜o. Note que com as hipo´teses apresentadas αˆkδ = δαˆ−k. Calculando direta-
mente:
(αˆnδαˆm)(αˆnδαˆm) = αˆn(δαˆm+nδ)αm = αˆn(αˆ−(m+n))αˆm = Id.
A princ´ıpio todas essas involuc¸o˜es sa˜o distintas. Note que temos uma relac¸a˜o de co-
mutac¸a˜o δαˆ = αˆ−1δ, e ainda mais
αˆmδαˆn = αˆrδαˆs ⇐⇒ αˆm−rδαˆn−s = δ
⇐⇒ αˆm+s−r−nδ = δ, usando a relac¸a˜o de comutac¸a˜o
⇐⇒ αˆm+s−r−n = identidade ,
o que geralmente na˜o acontece para m+s− r−n 6= 0 (de fato para o caso α = b, o elemento
de Blackers-Massey apresentado posteriormente, isso na˜o acontece).
O caso n = 0,m = 1 tem papel importante em algumas fo´rmulas que sera˜o apresentadas
daqui em diante e tambe´m no momento de identificar as bordas dos disco para se obter uma
esfera em dimenso˜es ı´mpares e´ interessante que o difeomorfismo inverta a orientac¸a˜o a fim
de que as incluso˜es dos discos preservem a orientac¸a˜o.
E´ poss´ıvel ainda enfraquecer o crite´rio de igualdade e apenas pedir que elas comutem,
temos por exemplo o resultado
Proposic¸a˜o 4.4. Seja δ e α aplicac¸o˜es como acima. Enta˜o δαˆ comuta com αˆδ se e somente
se αˆ e´ uma raiz quarta da unidade.
Demonstrac¸a˜o. Basta considerar os dois lados do comutador:
αˆ2 = (αˆδ)(δαˆ) = (δαˆ)(αˆδ) = (αˆ−1δ)(δαˆ−1) = αˆ−2
logo δαˆ comuta com αˆδ ⇐⇒ αˆ4 = identidade.
Este e´ o mesmo resultado de [16] considerada a identidade (̂αδ) = αˆ−1.
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4.2 Novas aplicac¸o˜es Ad-equivariantes a partir de
antigas
Daremos agora uma exposic¸a˜o da alguns processos que se mostram naturais candidatos a
gerarem fenoˆmenos exo´ticos.
Considere primeiramente a definic¸a˜o formal do produto join:
Sn ∗ Sm = S
n × Sm × I
Sn × {y0} × {0} ∪ {x0} × Sm × {1} ,
onde I = [0, pi/2]. Considere ainda a aplicac¸a˜o geode´sica que identifica este espac¸o com a
esfera padra˜o Sm+n+1 ⊂ Rn+1 × Rm+1:
Λ : Sn ∗ Sm → Sn+m+1 (4.3)ξw
t
 7→ (cos(t)ξ
sin(t)w
)
. (4.4)
E´ fa´cil notar que esta aplicac¸a˜o e´ um homeomorfismo e portanto induz uma estrutura
diferencia´vel no produto.
Temos que a aplicac¸a˜o B : S2 × S3 × I → S3 dada por:
B(ξ, w, t) =
wecos(t)ξw¯, w 6= 0−1, w = 0.
se identifica com a aplicac¸a˜o b do cap´ıtulo anterior via B = b ◦ Λ.
Produtos Join : Tome uma aplicac¸a˜o qualquer α : Sn → S3. Definimos α∗ como a
seguinte composic¸a˜o:
S2 ∗ Sn → S2 ∗ S3 b→ S3(
ξ
w
)
7→
(
ξ
|w|α
(
w
|w|
)) 7→ Ad
α
(
w
|w|
)epiξ, (4.5)
onde Sk ∗ Sl = Sk+l+1 ⊂ Rk+1 ×Rl+1 pela identificac¸a˜o acima. Esta e´ uma nova aplicac¸a˜o e
ideˆntica ao elemento de Blakers-Massey produzido anteriormente para α = id : S3 → S3. E´
noto´rio que ela preserva a Ad-equivariancia e torna α̂∗ um difeomorfismo.
Produto Smash: Considere a identificac¸a˜o usual S3 ∧ Sn ∼= Sn+3. Tome agora α :
Sn → S3 e defina uma nova aplicac¸a˜o α∧ : Sn+3 → S3 como:
α∧(q, x) = [q, α(x)] = qα(x)q−1α(x)−1.
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A aplicac¸a˜o e´ bem definida se considerarmos os pontos bases como 1 ∈ S3 e um ponto na
pre´-imagem de (1, 0, ..., 0) ∈ Sn. A equivariancia pela adjunta e´ garantida. Note por exemplo
que a aplicac¸a˜o original de Blackers-Massey foi apresentada desta maneira (ver o primeiro
para´grafo e o Teorema 2 de [4]).
Aplicac¸o˜es de Hopf: Consideramos a aplicac¸a˜o de Hopf h : S3 → S2 dada pela fo´rmula
q 7→ qiq¯ e procedemos de duas formas. Dada α : Sn → S3 definimos hα : S3 ∗Sn → S3 como
hα(q, x, t) = α∗(h(q), x, t).
Podemos ainda considerar αh, uma po´s-composic¸a˜o com h(z, w, t) = (cos(2t) + sin(2t)zw¯),
a aplicac¸a˜o de Hopf em coordenadas do join, isto e´
αh(q, x, t) = (cos(2t) + sin(2t)h(α(x)q¯)).
Sobre a diferenciabilidade das aplicac¸o˜es acima temos os seguintes resultados:
Proposic¸a˜o 4.5. Seja α : Sn → S3 uma aplicac¸a˜o com a primeira derivada cont´ınua, enta˜o
α e hα sa˜o de classe C1.
Demonstrac¸a˜o. Como a aplicac¸a˜o (q, x) 7→ (h(q/|q|)|q|, x) e´ de classe C1 sera´ suficiente
mostrar que α∗ e´ anal´ıtica. Consideraremos sempre a estrutura em S2 ∗ Sn induzida por Λ,
ou equivalentemente, consideraremos a fo´rmula expl´ıcita a partir dessa identificac¸a˜o. E´ claro
ainda que o u´nico conjunto cr´ıtico e´ o dos pontos com w = 0. Escrevendo explicitamente a
exponencial, temos:
α∗(ξ, v) = cos(pi|ξ|) + sin(pi|ξ|)α
(
w
|w|
)
ξ
|ξ|α
(
w
|w|
)−1
.
o que tambe´m deixa claro que a parte real e´ bem comportada nesses pontos. Consideramos
ainda a aplicac¸a˜o inversa a` estereogra´fica R3 × Rn → Sn+3 ⊂ R3 × R⊕ Rn dada por:(
u
v
)
7→
(
ξ(u, v)
w(u, v)
)
=
(
2u
1+||x||2
||x||2+2v−1
1+||x||2
)
.
Seja θ a aplicac¸a˜o que normaliza vetores em R3 × Rn − {0}, logo a parte imagina´ria fica:
Im(α∗(ξ, w)) = sin
2pi|u|
1 + ||x||2α(θ(w))θ(u)α(θ(w))
−1.
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Como a derivada do seno tambe´m e´ bem comportada quando |w| 6= 0 e limitada quando
w = 0, enta˜o basta tomarmos a derivada da outra parcela:
∂
∂p
{
α(θ(w))θ(u)α(θ(w))−1
}
= [Dαθ(w)Dθw
(
∂w
∂p
)
α(θ(w))−1, Adα(θ(w))θ(u)]
+Adα(θ(w))
∂θ
∂p
(u),
onde [a, b] = ab − ba¯ e´ R-bilinear. E´ fa´cil notar que o segundo termo no lado direito da
equac¸a˜o e´ bem comportado para w = 0. Para o primeiro termo temos
sin pi|ξ|Dθw = sinpi(1− |ξ|)
1− |ξ|
1
1 + |ξ|
{
δij|w| −
wiwj
|w|
}
ij
.
Como Dα e α teˆm normas limitadas e a expressa˜o acima e a derivada de sin(pi|ξ|) se anulam
quando w → 0 enta˜o a derivada de α∗ tambe´m o faz. Falta apenas mostrar que a derivada
para w = 0 de fato existe. Basta tomarmos |u| = 1 qualquer e β(t) = (βu(t), βv(t)) ∈ R3×Rn,
uma curva suave com β(0) = 0 e provarmos o seguinte:
lim
t→0
1
|β(t)|
∣∣∣∣sin 2pi|u+ βu(t)|1 + |u+ β(t)|2α(θ(w(u+ β(t))))θ(u+ βu(t))α(θ(w(u+ β(t))))−1
∣∣∣∣ = 0.
Como |α(θ(w))θ(u)α(θ(w))−1| = 1 para qualquer u,w enta˜o o limite acima e´ igual a:
lim
t→0
1
|β(t)|
∣∣∣∣sin 2pi|u+ βu(t)|1 + |u+ β(t)|2
∣∣∣∣ = 0.
Sabendo que sin(β) = sin(pi − β) e usando a se´rie de Taylor do seno ao redor do zero
temos:
pi
|β|
(
1− 2|u+ βu|
1 + |u+ β|2
)
=
pi
|β| ·
(|u+ βu| − 1)2 + |βv|2
1 + |u+ β|2 ≤
≤ pi|β| ·
(|u|+ |βu| − 1)2 + |βv|2
1 + |u+ β|2 =
pi
1 + |u+ β|2 ·
|β|2
|β| .
Agora o primeiro termo tende a pi/2 e o segundo para zero, o que demonstra a proposic¸a˜o.
Proposic¸a˜o 4.6. Se a aplicac¸a˜o definida por α(x/|x|)|x| for anal´ıtica enta˜o α∗ tambe´m o e´.
Demonstrac¸a˜o. Basta observar que neste caso todos os termos em 4.5 sa˜o anal´ıticos.
Apenas observamos que, segundo H. Whitney ([42]), que uma estrutura C1 sempre pode
ser substitu´ıda por uma estrutura C∞ e difeomorfismos de classe C1 por difeomorfismos de
classe C∞. Vale ainda um outro resultado sobre as construc¸o˜es acima:
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Proposic¸a˜o 4.7. Dada α : Sn → S3 com as hipo´teses acima enta˜o existe uma aplicac¸a˜o de
grau 1, φ : Sn+3 → Sn+3, equivariante pelas ac¸o˜es especificadas tal que α∧ ◦φ = γ, para uma
aplicac¸a˜o γ Ad-equivariantemente homoto´pica a α∗, em particular [α∗] = [α∧] ∈ piSn+3(S3).
Demonstrac¸a˜o. Podemos supor a menos de uma translac¸a˜o que α(polo norte) = 1. Nesta
condic¸a˜o consideramos o seguinte diagrama
Sn+30
β→ S3 × Sn ρ→ S3 ∧ Sn ∼= Sn+3
M↘ ↙ m
S3
(4.6)
onde ρ e´ a projec¸a˜o, Sn+30 = S
n+3 − {x = 0}, β(ξ, w) = (epiξ, w/|w|), M(ξ, w) =
[ξ, α(w)] e m e´ a aplicac¸a˜o induzida por M no quociente. Notar que m = α∧ e M ◦ β =
epiξα(w/|w|)e−piξα(w/|w|)−1 que e´ homoto´pica a α∗ viaH(t, ξ, w) = etpiξα(w/|w|)e−piξα(w/|w|)−1.
A aplicac¸a˜o φ e´ definida como φ|Sn+30 = ρβ e leva o conjunto {x = 0} no ponto distinguido
do produto smash. Agora para demonstrar a boa definic¸a˜o e o grau desta aplicac¸a˜o basta
copiar a demonstrac¸a˜o da Proposic¸a˜o 3.16 fazendo as adaptac¸o˜es necessa´rias.
4.2.1 Realizac¸o˜es geome´tricas
Considere novamente o espac¸o Sp(2) munido das duas ac¸o˜es apresentadas na sec¸a˜o 3.1:
S3
S3 Sp(2) //

S7
Σ7
A ac¸a˜o vertical no diagrama acima apresentada por Gromoll e Meyer garantiu a esta
esfera a existeˆncia de uma me´trica de curvatura na˜o negativa (ver [18]) e a existeˆncia desta
junto a uma ac¸a˜o padra˜o equivalente a fibrac¸a˜o de Hopf garantiu, com intuic¸a˜o geome´trica,
a descric¸a˜o expl´ıcita de todos os difeomorfismos de S6 a menos de isotopia, descric¸a˜o tal
que, por alguma sorte, se apresentou com muita estrutura alge´brica como visto ate´ enta˜o.
Baseando-se neste modelo e no desejo de uma compreensa˜o mais profunda das estruturas
exo´ticas e´ interessante a apresentac¸a˜o de novos modelos geome´tricos para tais esferas. De
fato, dada uma aplicac¸a˜o α : Sn → S3 novos espac¸os modelos podem ser constru´ıdos.
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Considere o disco Dn+1 = {(x, t) ∈ Rn × R | |x|2 = 1 e t ∈ [0, pi[} e Dn+10 = Dn+1 − {0},
uma ac¸a˜o · de S3 em Sn e uma aplicac¸a˜o α : Sn → S3, Ad-equivariante em relac¸a˜o a essa
ac¸a˜o, munida de uma involuc¸a˜o δ : Sn → Sn tal que α(δx) = α(x)−1 e defina as seguintes
func¸o˜es:
f, g : Dn+10 × S3 → Dn+10 × S3 (4.7)(
x, t, q
)
f7→
(
δαˆ(x), pi − t, qα(x)−1
)
, (4.8)(
x, t, q
)
g7→
(
δ(x), pi − t, qα(x)
)
. (4.9)
Logo temos os espac¸os Σp(α) = Dn+1×S3∪fDn+1×S3 e Sp(α) = Dn+1×S3∪gDn+1×S3.
E´ fa´cil observar que a ac¸a˜o (x, t, q) 7→ (x, t, gq) e´ bem definida em ambos os espac¸os as quais
definem fibrados principais S3 · · ·Σp(α) → Σn+1δαˆ e S3 · · · Sp(α) → Sn+1, onde Σn+1σ e´ esfera
resultante da colagem pelo difeomorfismo σ : Sn → Sn. Enta˜o a base do trabalho citado ate´
enta˜o em relac¸a˜o a difeomorfismos e´ o seguinte teorema:
Teorema 4.8. Os espac¸os Σp(α) e Sp(α) sa˜o difeomorfos entre si.
Demonstrac¸a˜o. Considere a aplicac¸a˜o F : Dn+1 × S3 → Dn+1 × S3 definida por (x, t, q) 7→
(q · x, t, q¯). E´ noto´rio que fF = Fg e gF = Ff , de fato, computando diretamente:
fF (x, t, q) =
= (δαˆ(q · x), pi − t, q¯α(q · x)−1)
= (α(q · x) · δ(q · x), pi − t, q¯α(q · x)−1) pela comutac¸a˜o de δ com ·
= (qα(x)q¯ · δ(q · x), pi − t, α(x)−1q¯) Ad-equivariancia de α
= (qα(x) · δ(x), pi − t, α(x)−1q¯) por δ novamente
= F (δ(x), pi − t, qα(x)) = Fg(x, t, q).
A outra igualdade e´ provada de forma similar. A diferenciabilidade de F e´ clara e sua
bijetividade e´ garantida pelo fato dele ser uma involuc¸a˜o. Fica claro que as aplicac¸o˜es
FΣ : Σp(α) → Sp(α) e FS : S(α)p → Σp(α) definidas por (x, t, q) 7→ F (x, t, q) sa˜o bem
definidas e inversas entre si.
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Corola´rio 4.9. O espac¸o Sp(α) = Σp(α) ou Sp(α) admite o seguinte diagrama:
S3
S3 Sp(α) //

Sn+1
Σδαˆ
As fo´rmulas expl´ıcitas das ac¸o˜es herdadas desta identificac¸a˜o sa˜o:
Sp(α) FS→ Σp(α) g·→ Σp(α) FΣ→ Sp(α)
(x, t, q) 7→ (qxq¯, t, q¯) 7→ (qxq¯, t, gq¯) 7→ (gxg¯, qg¯),
Σp(α)
FΣ→ Sp(α) g·→ Sp(α) FS→ Σp(α)
(x, t, q) 7→ (qxq¯, t, q¯) 7→ (qxq¯, t, gq¯) 7→ (gxg¯, qg¯).
O fato das fo´rmulas serem as mesmas era esperado devido a identificac¸a˜o dos espac¸os
ser dada por uma involuc¸a˜o. O que motiva a introduc¸a˜o desses espac¸os e´ de seu estudo
ser muito bem-sucedido no caso principal deste trabalho, α = b : S6 → S3. De fato as
aplicac¸o˜es geode´sicas e a fibrac¸a˜o S3 · · ·Sp(2) → S7 assumidas na sec¸a˜o 3.2 garantem os
seguinte teorema
Teorema 4.10. Para b : S6 → S3 o elemento de Blackers-Massey supracitado vale Σp(b) ∼=
Sp(b) ∼= Sp(2).
Observac¸a˜o 4.11. O esforc¸o de construir estes espac¸os e estudar estas aplicac¸o˜es e´ real-
mente de valia. E´ conhecido que para um elemento Σ4k−1 do subgrupo bP4k ⊂ θ4k−1 de
esferas que sa˜o bordo de variedades paraleliza´veis sempre vale Σ4k−1×S3 ≡ S4k−1×S3, logo
para qualquer uma dessas esferas existe um fibrado principal S3 · · ·S4k−1× S3 → Σ4k−1 (ver
[8, 24, 39]). Isto va´lido ate´ para Σ4k−1 × S2, pore´m nos e´ interessante a estrutura de grupo
em S3.
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4.3 Apresentac¸o˜es singulares
E´ noto´rio que o caso α = b : S6 → S3 apresentado no in´ıcio deste cap´ıtulo possui ainda mais
um elemento no diagrama em cruz como visto na sec¸a˜o anterior:
S3 S3
S3 Sp(2) //

S7

S3 Σ7 // S4
Basta uma breve leitura do cap´ıtulo 2 para conceber a importaˆncia do mesmo atrave´s
da fibrac¸a˜o S3 · · ·Σ7 → S4 no ca´lculo dos invariantes desejados ou ate´ mesmo em [36] para
resultados geome´tricos. Este fibrado na˜o e´ principal, pore´m e´ realiza´vel como fibrado linear.
Fator tal que permite escrever de forma simples um cobordo para Σ7.
Ao longo dos estudos alguns problemas interessantes foram levantados e este simboliza o
principal deles: dada uma esfera constru´ıda pela unia˜o de dois discos com um difeomorfismo
expl´ıcito, sera´ que existe uma variedade que a tem como bordo tal que algum invariante
ana´logo ao de Eells-Kuiper possa ser calculado. Note que ate´ mesmo os me´todos usados por
Milnor e Eells-Kuiper usam de outro tipo de construc¸a˜o que permite um ca´lculo indireto.
Isso torna este trabalho na˜o-trivial. Apesar de na˜o termos sido bem-sucedidos acreditamos
ainda que existe a possibilidade de algum material dessa sec¸a˜o ser u´til no futuro.
Comec¸aremos com o caso da famı´lia σk : S6 → S6 que produz as esferas da sec¸a˜o 3.3 e em
seguida apresentaremos uma construc¸a˜o associada ao caso de um difeomorfismo resultante
de um dos processos descritos anteriormente. Em toda a sec¸a˜o tomaremos a ac¸a˜o em Sn
como conjugac¸a˜o quaternioˆnica coordenada a coordenada.
4.3.1 Cobordos singulares
Relembrando dos espac¸os E10k apresentados na sec¸a˜o 3.3, considere novamente < u, v >= u¯
tv
e defina uma nova famı´lia de espac¸os
F 111 = {(u, v) ∈ D8 × S7 | < u, v >= 0}.
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Note que ∂F 111 = E
10
1 e que ele pode ser representado como um subespac¸o no conjunto de
matrizes M2(H):
F 111 =
{(
a c
b d
)
∈M2(H)
∣∣∣ |a|2 + |b|2 ≤ 1 e |c|2 + |d|2 = 1} .
E´ claro que as mesmas fo´rmulas das ac¸o˜es •, ? : S3×E101 → E101 ainda sa˜o bem definidas:
g •
(
a c
b d
)
=
(
a cg¯
b dg¯
)
g ?
(
a c
b d
)
=
(
gag¯ gc
gbg¯ gd
)
,
e que suas propriedades principais ainda sa˜o verificadas, isto e´, elas sa˜o livres e comutam
entre si. E´ nota´vel que F 111 e´ o fibrado ’tangente quaternioˆnico’ de S
7, pore´m ainda mais
nota´vel e´ que o espac¸o de o´rbitas da ac¸a˜o • e´ facilmente identificado com o fibrado tautolo´gico
sobre HP 1 = S4. Observe primeiramente que para o fibrado tautolo´gico ξ(HP 1) vale:
ξ(HP 1) = {(u, x) ∈ H2 × S4 | h(u) + λ2x = 0 para algum λ ∈ R, }
onde abusamos da notac¸a˜o e estendemos a fo´rmula da aplicac¸a˜o de Hopf para h : H2 → R×H.
Visto isto e´ claro que F 111 3 (u, v) 7→ (u, h¯(v)) ∈ ξ(HP 1) fatora por um difeomorfismo entre
F 111 /S
3 e ξ(HP 1). Aqui notamos por h¯ a fo´rmula tradicional da aplicac¸a˜o de Hopf invariante
por multiplicac¸a˜o a direita. Pore´m o ponto importante do espac¸o F 111 e´ referente a` outra
ac¸a˜o.
Proposic¸a˜o 4.12. O espac¸o de o´rbitas F 111 /S
3 = B8 referente a ac¸a˜o ? e´ difeomorfo ao
fibrado de discos associado ao fibrado de esferas M72,−1.
Demonstrac¸a˜o. Para existir este difeomorfismo basta apresentarmos trivializac¸o˜es adequadas.
Pore´m estas podem ser dadas pelas aplicac¸o˜es h1, h2 : H×H→ B8:
h1(u, q) =
[
1
(1 + |u|2) 12
(
q u¯
−uq 1
)]
; (4.10)
h2(v, r) =
[
1
(1 + |v|2) 12
(
v¯r 1
−r v
)]
. (4.11)
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As inversas sa˜o dadas por
h−11
([
a c
b d
])
=
1
|d|2
(
b¯d,
d¯ad
|a|
)
,
h−12
([
a c
b d
])
=
1
|c|2
(
c¯d,
c¯bc
|b|
)
.
Uma conta ra´pida prova que h−12 h1 e´ a aplicac¸a˜o desejada (compare com [18]).
Podemos repetir o mesmo processo para toda a famı´lia {E10k }. Considere a nova famı´lia
de espac¸os
F 11k = {(u, v) ∈ D8 × S7 | < ρk(u), v >= 0}.
E´ fa´cil verificar que as ac¸o˜es • e ? sa˜o bem definidas e livres nesses espac¸os. Considere
o espac¸o de o´rbitas da ac¸a˜o ?, B8k = F
11
k /S
3, e note que a aplicac¸a˜o h˜k : F
11
k → S4 definida
pela nossa aplicac¸a˜o de Hopf na segunda coluna e´ invariante pela ac¸a˜o ? bem definida nesse
espac¸o, o mesmo acontece com suas respectivas restric¸o˜es a E10k e Σ
7
k, denotaremos esta´
u´ltima aplicac¸a˜o como h′k. Uma conta ra´pida mostra a identidade
h−1k (S
4 − {(±1, 0)}) ∼= (R4 − {0})×
∨
k
D4.
O que, por ser um espac¸o topolo´gico sem estrutura diferencia´vel contido em B8k como um
aberto, prova que B8k na˜o pode admitir estrutura diferencia´vel. O problema nessa construc¸a˜o
reside no fato de ρk ser singular em (0, 0) para k 6= ±1. De qualquer forma e´ poss´ıvel que este
espac¸o ainda possua alguma informac¸a˜o de interesse. Apresentaremos algumas proposic¸o˜es
que indicam essa possibilidade. O fator principal e´ que todos os invariantes usados para o
ca´lculo do invariante de Eells-Kuiper sa˜o invariantes por homeomorfismo e na˜o somente por
difeomorfismo.
Proposic¸a˜o 4.13. Os espac¸os B8k sa˜o homeomorfos ao cilindro da aplicac¸a˜o h
′
k : Σ
7
k → S4.
Demonstrac¸a˜o. Relembre a definic¸a˜o do cilindro de uma aplicac¸a˜o:
C(f : X → Y ) = X × [0, 1]≈f ,
onde a relac¸a˜o ≈f e´ dada por x ≈f y ⇔ f(x) = f(y). Agora o homeomorfismo e´ o´bvio e
induzido pela aplicac¸a˜o
Σ7k × I → B8k
([(u, v)], t) 7→ [(tu, v)].
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A inversa e´ dada por tomar t a norma de u. A boa definic¸a˜o de ambas acontece pois o
subconjunto {[(0, v)]} ⊂ B8k e´ homeomorfo a S4 via h′k.
Proposic¸a˜o 4.14. Seja M
i→ W f→ M para i um mergulho que tambe´m e´ um retrato por
deformac¸a˜o. Enta˜o TW ∼= f ∗νi⊕ f ∗TM .
Demonstrac¸a˜o. Basta notar que i∗TW = νi ⊕ TM , logo f ∗νi ⊕ f ∗TM = f ∗i∗TW = (i ◦
f)∗TW ∼= (id)∗TW ∼= TW .
Notamos por νi o fibrado normal ao mergulho i. Se consegu´ıssemos um par de variedades
W
i← M tal que W − M ∼= B8k − S4 (no sentido diferencia´vel) e que i ainda fosse uma
equivaleˆncia homoto´pica, enta˜o ja´ saber´ıamos de antema˜o que i∗p(W ) = p(νi)p(M) e que a
forma de intersec¸a˜o seria definida a mesma de M .
Observac¸a˜o 4.15. Por outro lado, o Teorema 4.1 de [39] afirma que no contexto acima W
so´ pode ser um fibrado de ce´lulas sobre M logo a construc¸a˜o se torna um tanto obsoleta.
Observac¸a˜o 4.16. A ideia de considerar o pull-back do fibrado de discos associado a E101 →
S7 via ρk tambe´m e´ va´lida pore´m a fo´rmula da ac¸a˜o de Gromoll-Meyer neste caso na˜o
fica bem definida para k 6= ±1, o que nos tira a possibilidade de conseguir uma variedade
de dimensa˜o 8 com o bordo desejado com os objetos conhecidos. De fato para ρ∗kE
10
1 =
{(u′, u, v) ∈ S7 ×D8 × S7 | (u, v) ∈ F 111 , ρk(u′) = v} temos
g ? (u′, u, v) = (gu′, gug¯, gv),
o que na˜o necessariamente satisfaz ρk(gu) = gv. Contudo os espac¸os Sp(α), para α :
S4n+2 → S3, ainda admitem fibrac¸o˜es S3 · · · Sp(α) → S4n+3 a qual, um estudo mais pro-
fundo pode resultar em uma construc¸a˜o de um fibrado S3 · · ·P → D(η(HP n)), notando
como D(η(HP n)) o fibrado de discos associado ao fibrado tautolo´gico S4n+3 → HP n, e como
a ac¸a˜o ? em Sp(α) e´ equivariante pela projec¸a˜o, e´ muito prova´vel que seja poss´ıvel defini-la
de forma interessante neste novo espac¸o.
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Apeˆndice C: Uma outra construc¸a˜o cla´ssica
De fato o Teorema 4.1 na˜o e´ ine´dito ([7]).
Teorema 4.1’. Fixada uma variedade M e uma ac¸a˜o · : G×M →M , a aplicac¸a˜o α 7→ αˆ
entre o grupo de func¸o˜es de M para G Ad-equivariantes e o grupo de difeomorfismos
equivariantes e´ um anti-homomorfismo, i.e´., α̂ · β = βˆαˆ.
Apresentaremos agora uma construc¸a˜o cla´ssica que usa este ponto de vista. E´ importante
para entender melhor estes fenoˆmenos ter o ma´ximo de exemplos poss´ıveis. Pore´m continua
noto´rio o fato de que um difeomorfismo em S6 tenha sido apresentado de forma expl´ıcita,
ponto que difere das construc¸o˜es cla´ssicas.
Considere uma aplicac¸a˜o θ : A → G equivariante e seu homeomorfismo induzido θˆ :
A → A. Tambe´m induzimos um homeomorfismo em A × A via a diagonal da ac¸a˜o de
G em A via (a, a′) 7→ (θ(a) · a′, θ(a) · a), o qual e´ claramente equivariante. Estaremos
principalmente interessados no caso em que θˆ(a) = a, tal que tenhamos como homeomorfismo
(x, y) 7→ (θ(x) · y, x).
Considere agora a ac¸a˜o diagonal de O(n) em Sn−1 × Sn−1. Para uma aplicac¸a˜o θ :
Sn−1 → O(n) com θ(gx) = gθ(x)g−1 a imagem de x tem que comutar com todo o grupo de
isotropia de x, O(n)x (que e´ conjugado a O(n − 1) no nosso caso), portanto fica claro que
θ(x) so´ pode ser uma das seguintes quatro possibilidades: Id,−Id, a reflexa˜o pelo hiperplano
perpendicular a x e a reflexa˜o pela reta Rx (a u´ltima na˜o passa da negativa da penu´ltima). A
continuidade de θ indica que a aplicac¸a˜o na˜o pode variar entre estes casos. Tambe´m pode-se
concluir que os dois primeiros casos na˜o sa˜o interessantes e que os dois u´ltimos devem dar
o mesmo exemplo. Consideraremos enta˜o somente o u´ltimo caso. Temos para x ∈ Sn−1 e
y ∈ Rn a aplicac¸a˜o:
θ(x) · y = 2 < x, y > x− y,
onde o produto interno e´ o euclidiano. Definimos via esta o homeomorfismo (de fato difeo-
morfismo)
ϕ : Sn−1 × Sn−1 → Sn−1 × Sn−1
(x, y) 7→ (θ(x) · y, x).
Que de fato e´ equivariante como todas as suas poteˆncias. Definimos enta˜o novas variedades
Σ2n−1k = S
n−1 ×Dn ∪ϕk Sn−1 ×Dn.
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Observac¸a˜o 4.17. Respeitosamente pedimos o perda˜o do leitor por usar novamente esta
notac¸a˜o mas nesta sec¸a˜o ela sera´ usada para estes espac¸os e somente eles e futuramente
podemos muda-la para Σ(θk) e ϕ para θˆ so´ insistiremos na mesma por fatores histo´ricos.
E´ noto´rio que a colagem feita para Σ2n−1k na˜o induz uma estrutura diferencia´vel da
forma que estamos acostumados neste trabalho. Contudo para casos assim existem me´todos
simples de ‘estreitamento de aˆngulos’ os quais o leitor pode deduzir atrave´s de estender ϕk
por vizinhanc¸as tubulares de Sn−1 × Sn−1 em seus respectivos domı´nios ou usar [27] como
refereˆncia.
O primeiro passo para estudar estes espac¸os e´ calcular suas homologias. Note que e´
ponto principal conhecer os morfismos ϕk∗ : Hn−1(S
n−1 × Sn−1) → Hn−1(Sn−1 × Sn−1).
Indicamos enta˜o ∗ como ponto base e via Teorema de Kunneth e´ fa´cil notar que as incluso˜es
il : S
n−1 × Sn−1 × Sn−1, l = 1, 2 dependendo do fator, induzem isomorfismo i1 ⊕ i2 :
Hn−1(Sn−1) ⊕ Hn−1(Sn−1) → Hn−1(Sn−1 × Sn−1). Portanto basta calcularmos o graus das
aplicac¸o˜es Sn−1
ij
↪→ Sn−1×Sn−1 ϕk→ Sn−1×Sn−1 pl→ Sn−1 para todas as combinac¸o˜es j, l = 1, 2.
Escolhendo geradores condizentes com as orientac¸o˜es de Sn−1 na˜o e´ dif´ıcil ver que teremos
uma matriz
ϕ∗ =
[
1 + (−1)n (−1)n−1
1 0
]
.
No caso geral
ϕk∗ =
[
1 + k −k
k 1− k
]
, para n par,
ϕk∗ =
[
1 0
0 1
]
, para k par e n ı´mpar e ϕk∗ =
[
0 1
1 0
]
caso contra´rio.
Agora aplicando a sequeˆncia de Mayer-Vietoris (ver [6] para mais detalhes sobre esta)
temos
· · ·Hj+1(Σ2n−1k )→ Hj(Sn−1 × Sn−1)
(i∗,ϕk∗)→ Hj(Sn−1 ×Dn)⊕Hj(Sn−1 ×Dn)→ Hj(Σ2n−1k )→ · · ·
o que mostra que para Hj(Σ
2n−1
k ) = 0 para j 6= 0, 1, n− 1, n, 2n− 1. O caso j = 1 e´ claro
via Van-Kampen e os casos j = 0, 2n−1 sa˜o naturais. Para os casos j = n, n−1 temos para
o homomorfismo (i∗, ϕk∗) as seguintes matrizes
ϕk∗ =
[
1 0
1 + k −k
]
, para n par,
CAP. 4 • Novas Aplicac¸o˜es a partir de Antigas 61
ϕk∗ =
[
1 0
1 0
]
, para k par e n ı´mpar e ϕk∗ =
[
1 0
0 1
]
caso contra´rio.
Logo para n e k ı´mpares temos que Σ2n−1k e´ uma esfera homolo´gica, como a triviali-
dade de seus grupos fundamentais e´ garantida via Van-Kampem conclui-se que sa˜o de fato
homeomorficamente esferas. Vale ainda mais:
Proposic¸a˜o 4.18. Para a famı´lia de variedades definidas acima, as variedades Σ4m+1k sa˜o
homeomorfas a esfera S4m+1 sempre que k e´ ı´mpar. Ainda mais, Σ4m+1k herda uma estrutura
diferencia´vel diferente da padra˜o para pelo menos uma subfamı´lia na˜o vazia de ı´ndices m, k.
Os me´todos para mostrar em qual classe de difeomorfismo cada um desses espac¸os per-
tence e´ essencialmente diferente dos que apresentamos ate´ agora (via invariantes ou difeo-
morfismo expl´ıcitos). A famı´lia de ı´ndices indicada e´ relacionada ao fato de Σ4m−3k ser a
esfera de Kervaire para k = ±3 mod 8, a qual e´ exo´tica quando m na˜o e´ uma poteˆncia de
2, para qualquer uma dessas questo˜es indicamos [7] como refereˆncia.
CAPI´TULO 5
ALGUMAS ESFERAS SOBRE UM
OUTRO PONTO DE VISTA
Apresentaremos neste cap´ıtulo alguns resultados obtidos durante o per´ıodo de estudos rela-
cionados aos difeomorfismos constru´ıdos no cap´ıtulo anterior. Estaremos neste cap´ıtulo
utilizando me´todos primeiramente encontrados em [33, 34] e alguns outros resultados sobre
eles.
5.1 Uma outra construc¸a˜o da esfera padra˜o
Considere a esfera padra˜o nas seguintes coordenadas
Sk+n+1 = {(λ, ξ, w) ∈ R× Rk × Rn+1|λ2 + |ξ|2 + |w|2 = 1}
e defina os seguintes subespac¸os:
Sk+n+1x ={(λ, ξ, w) ∈ Sk+n+1| |w|2 6= 0}, (5.1)
Sk+n+1ξ ={(λ, ξ, w) ∈ Sk+n+1| λ2 + |ξ|2 6= 0} (5.2)
Sk+n+1w,ξ =S
k+n+1
x ∩ Sk+n+1ξ . (5.3)
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Temos enta˜o difeomorfismos:
ψ : Sk+n+1w → Dk+1 × Sn φ : Sk+n+1ξ → Sk ×Dn+1 (5.4)λξ
w
 7→ ( λ
ξ
, w|w|
) λξ
w
 7→
 λ(λ2+|ξ|2) 12
ξ
(λ2+|ξ|2) 12
, w
 (5.5)
Vale enta˜o que Sk+n+1 = Sk×Dn+1∪Dk+1×Sn pelo difeomorfismo em Sk+n+1w,ξ dado pela
composic¸a˜o ψ−1 ◦ φ|Sk+n+1w,ξ . O que faremos de agora em diante e´ generalizar esta construc¸a˜o
para as esferas Σα.
5.2 Caso Σα
Vamos agora fixar algumas notac¸o˜es: α : Sn → S3 Ad-equivariante a uma ac¸a˜o fixa · :
S3×Sn → Sn cujo s´ımbolo tambe´m notara´ g·(ξ, w) = (gξg¯, g·w) em Sn+3 = S2∗Sn. Notamos
por Dn+4 = {(ξ, w, t) ∈ ImH × Rn+1 × [0, pi[}, o disco aberto de raio pi, δ : Dn+4 → Dn+4
definido por δ(ξ, w, t) = (−ξ, w, pi − t) e a aplicac¸a˜o σ : Dn+4 − {0} → Dn+4 − {0} definida
por σ(ξ, w, t) = δ(αˆ∗(ξ, w), t). Notaremos por Σ a esfera resultante da colagem de duas
co´pias de Dn+4 via σ ou Σα quando houver risco de ambiguidade.
Usaremos daqui em diante a esfera padra˜o Sn+4 tambe´m como a colagem de dois discos
via δ e notamos que algumas coisas que faremos se originam da construc¸a˜o acima via o
difeomorfismo
(ξ, w, t) 7→ (cos(t), sin(t)ξ, sin(t)w),
entre Dn+4 e Sn+4 − {(−1, 0, 0)} e composic¸o˜es com δ.
Dada a esfera Σ tambe´m temos subespac¸os parecidos com o caso padra˜o.
Lema 5.1. As func¸o˜es ρ, ρ′ : Σ→ R definidas por
ρ(ξ, w, t) = sin(t)2|w|2, ρ′(ξ, w, t) = cos(t)2 + sin(t)2|ξ|2
sa˜o bem definidas.
Definindo ρ, ρ′ : Dn+4 → Dn+4 pela mesma fo´rmula conseguimos subespac¸os semelhantes:
Σw =Σ− ρ−1(0), Dn+4w =Dn+4w − ρ−1(0) (5.6)
Σξ =Σ− ρ′−1(0), Dn+4ξ =Dn+4ξ − ρ′−1(0) (5.7)
Σw,ξ =Σx ∩ Σξ, Dn+4w,ξ =Dn+4w ∩Dn+4ξ . (5.8)
SEC¸A˜O 5.2 • Caso Σα 64
O ponto principal nesse cap´ıtulo e´ que com a fo´rmula dos difeomorfismos constru´ıdos
no cap´ıtulo anterior podemos definir aplicac¸o˜es com propriedades que possibilitam imitar o
caso da esfera padra˜o. Estas sa˜o as seguintes (compare [11]):
mα : D
n+4
w → S3
(ξ, w, t) 7→ α
( w
|w|
)
e−ξt (5.9)
n+α : D
n+4
ξ → S3
(ξ, w, t) 7→ α
( w
|w|
)
e−ξteτξα
( w
|w|
)−1
. (5.10)
onde
eτξ =
cos t+ sin tξ
| cos t+ sin tξ| .
Temos:
Proposic¸a˜o 5.2. Dada α como acima de classe Cr, 0 < r ≤ ∞ temos que mα e n+α sa˜o
Ad-equivariantes de classe Cr e C1 e ainda mais
δ ◦ mˆα ◦ σ = mˆα, δ ◦ nˆ+α ◦ σ = nˆ−α ,
onde nˆ−α (ξ, w, t) = −n+α (ξ, w, t). Em particular elas definem func¸o˜es
mˆα : Σw → Sn+4w , nˆα : Σξ → Sn+4ξ , (5.11)
onde nˆα e´ definido pelo seguinte diagrama
Dn+4 ←↩ Dn+4ξ n̂
+
α→ Dn+4ξ ↪→ Dn+4
↑ ↑
Dn+4 − {0} Dn+4 − {0}
↓σ ↓δ
Dn+4 ←↩ Dn+4ξ n̂
−
α→ Dn+4ξ ↪→ Dn+4ξ
.
Demonstrac¸a˜o. A u´nica afirmac¸a˜o que na˜o precede de verificac¸a˜o direta e´ a diferenciabilidade
de nα. Sendo o u´nico problema o subespac¸o ρ
−1(0). Seguindo a demonstrac¸a˜o e notac¸a˜o da
Proposic¸a˜o 4.5 basta provar a diferenciabilidade em t = 0 e os seguintes limites:
1) lim|ξ|→1
∣∣∣ |ξ| cos(t|ξ|) sin(t)−cos(t) sin(t|ξ|)1−|ξ| ∣∣∣ < M <∞,
2) lims→0
∣∣∣ |ξ| cos(t|ξ|) sin(t)−cos(t) sin(t|ξ|)β(s) ∣∣∣ = 0.
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E´ fa´cil notar que a expressa˜o conseguida expandindo a fo´rmula de nα e´ anal´ıtica em t com
uma se´rie de poteˆncias pares. Logo por teorema de geometria Riemmanniana vale que nα e´
anal´ıtico na origem pela direc¸a˜o polar. Para o primeiro limite notamos que
cos(t) sin(t|ξ|) = sin(t) cos(t|ξ|)− sin(t(1− |ξ|)).
Temos
|ξ| cos(t|ξ|) sin t− cos t sin(t|ξ|)
1− |ξ| =
(|ξ| − 1) cos(t|ξ|) sin t
(1− |ξ|) +
sin(t(1− |ξ|))
(1− |ξ|) → t− cos t sin t.
O segundo limite e´ relacionado a` diferenciabilidade da parte da expressa˜o de nα que pode dar
problema. Portanto, por teoremas de Calculo, podemos considerar este limite coordenada a
coordenada. Ele e´ claro para a coordenada t. A aplicac¸a˜o e´ a priori diferencia´vel em ξ, pois
a ac¸a˜o e´ transitiva na mesma e a func¸a˜o e´ equivariante. Basta enta˜o calcularmos para w.
Temos
lim
s→0
∣∣∣∣ |ξ| cos(t|ξ|) sin t− cos t sin(t|ξ|)w
∣∣∣∣ =
= lim
s→0
||ξ| cos(t|ξ|) sin t− cos t sin(t|ξ|)|
|w|2 |w|
= lim
s→0
∣∣∣∣ |ξ| cos(t|ξ|) sin t− cos t sin(t|ξ|)1− |ξ|
∣∣∣∣ |w|1 + |ξ| .
Aqui β(s) = w(s) e suprimimos esta notac¸a˜o para maior clareza do que estamos fazendo.
Ja´ vimos que o primeiro termo e´ limitado e o segundo vai para zero pois |w| → 0 obtendo
assim o resultado desejado.
Agora e´ fa´cil deduzir o seguinte:
Teorema 5.3. Seja rα : S
3 × Sn → S3 definido por rα(λ + ξ, w) = (λ + ξ)α(w)−1, enta˜o
Σα = D
4 × Sn ∪ S3 ×Dn+1 onde a colagem e´ feita ao longo do bordo comum por rˆα.
Demonstrac¸a˜o. Basta verificar a seguinte composic¸a˜o:
(D4 − {0})× Sn ψ−1−→ Sn+4w,ξ mˆ
−1
α−→ Σw,ξ nˆα−→ Sn+4w,ξ
φ−→ S3 × (Dn+1 − {0}).
Temos
nˆα ◦ mˆ−1α (ξ, w, t) = m̂−1α · nα(ξ, w, t) = eτξα
(
w
|w|
)−1
.
Ainda mais:
m−1α · nα ◦ ψ−1(λ, ξ, w) =
(
λ+ ξ
|λ+ ξ|
)
α(w)−1.
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Logo
φ ◦ m̂−1α · nα(ψ−1(λ, ξ, w)) =
=φ(m−1α · nα(ψ−1(λ, ξ, w)) · ψ−1(λ, ξ, w))
=φ(rα(λ+ ξ/|λ+ ξ|, w) · ψ−1(λ, ξ, w))
=rα(λ+ ξ/|λ+ ξ|, w) · φ ◦ ψ−1(λ, ξ, w).
Como desejado.
5.3 Observac¸o˜es sobre plumbing
Seguiremos com alguns resultados e construc¸o˜es baseados em [25, 34]. Considere aplicac¸o˜es
β : Sk → SO(n) e γ : Sn → SO(k) e difeomorfismos
F : Sk ×Dn+1 → Sk ×Dn+1, G : Dk+1 × Sn → Dk+1 × Sn
(x, y) 7→ (x, β(x) · y) (x, y) 7→ (γ(y) · x, y),
onde · denota a ac¸a˜o linear padra˜o de SO(n) em Dn+1 (resp. SO(k) em Dk+1) que fixa a
primeira coordenada. Note por f, g as restric¸o˜es de F e G aos seus respectivos bordos.
Proposic¸a˜o 5.4. A variedade obtida por suavizar os aˆngulos de Dk+1×Sn ∪g−1f Sk×Dn+1
e´ homeomorfa a esfera e e´ bordo da variedade E(β, γ) obtida por suavizar os aˆngulos do
seguinte espac¸o
Dk+1 ×Dn+1 Dk+1 ×Dn+1 Dk+1 ×Dn+1
Dk+1 × Sn
kkWWWWWWW
G
33ggggggg
Sk ×Dn+1
FkkVVVVVVV
33hhhhhhh
Sk × Sn
kkWWWWWWWWW
g−1f
33hhhhhhhh
.
(5.12)
Demonstrac¸a˜o. A func¸a˜o (x, y) 7→ x0, a primeira coordenada de x, e´ bem definida e tem
somente dois pontos cr´ıticos, vale enta˜o por [32] que esta variedade e´ homeomorfa a uma
esfera. A outra afirmac¸a˜o e´ facilmente verificada.
Observe que no diagrama acima os triaˆngulos da parte superior direita e superior esquerda
podem ser considerados como fibrados de disco sobre as esferas Sk+1, Sn+1 respectivamente.
Segue por argumentos encontrados em [25] que este espac¸o e´ retrato por deformac¸a˜o de
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Sk+1∨Sn+1. Seja pr : pi4r−1SO(q)→ Z o homomorfismo de Potrjagyn definido por evaluar a
r-e´sima classe do fibrado em S4r correspondente no elemento de volume. Segue de refereˆncias
encontradas em [34] o seguinte resultado
Proposic¸a˜o 5.5. O ı´ndice de E(β, γ) e´ nulo e se k = 4r − 1 e n = 4(l − r) − 1 enta˜o o
u´nico nu´mero de Potrjagyn na˜o nulo e´ ir,r−l dado por pr(β)pr−l(γ). Se k, n na˜o sa˜o dessa
forma enta˜o todos eles sa˜o nulos.
Segue de [17] o ca´lculo do invariante µ de ∂E(β, γ) = Σ(β, γ)
Proposic¸a˜o 5.6. Seja Σ(β, γ) como definido acima enta˜o
µ(Σ(β, γ)) ≡
BrBl−r
{
1 + 2(2
2r−1−1)(22(l−r)−1−1)
22l−1
}
pr(β)pk−r(γ)
4al(2r)!(2l − 2r)! mod 1,
se r 6= 2l ou
µ(Σ(β, γ)) ≡ B
2
r
8((2r)!)2
(
1 +
2(22r−1 − 1)2
24r−1 − 1
)(
pr(β)
2w4r(β)
±2pr(β)pr(γ) + pr(γ)2w4r(γ)
)
+ t2rτ [E(β, γ)] mod 1,
onde w4r e´ a classe de Euler referente ao fibrado.
5.4 Aplicac¸o˜es
Estudaremos o caso r = 1, l = 2 onde conseguimos de fato calcular os invariantes. Fare-
mos algumas observac¸o˜es antes de comec¸ar. Note por Σk (ou Σα,k quando houver risco de
ambiguidade) a esfera constru´ıda pelo difeomorfismo (δ(αˆ∗)k):
Proposic¸a˜o 5.7. As func¸o˜es ρk, ρ
′
k : Σk → R definidas pelas mesmas fo´rmulas de ρ, ρ′ sa˜o
bem definidas e ainda mais, as func¸o˜es definidas pelas fo´rmulas nα,k(ξ, w, t) = nα(ξ, w, kt)
e mα,k(ξ, w, t) = mα(ξ, w, kt) sa˜o bem definidas como func¸o˜es Ad-equivariantes de Σk −
(ρ′k)
−1(0)→ S3 e Σk−ρ−1k (0)→ S3 respectivamente com a mesma classe de diferenciabilidade
de nα e mα. Vale ainda que Σk = D
4×Sn∪rα,kS3×Dn+1 com rα,k(λ, ξ, w) = (λ+ξ)kα(w)−1.
5.4.1 Um cobordo para Σα,k
Considere a construc¸a˜o na Proposic¸a˜o 5.4 com k = 3 e as seguintes alterac¸o˜es
F (λ+ ξ, w) = (λ+ ξ)k · (λ+ ξ, w), G(λ+ ξ, w) = α(w) · (λ+ ξ, w).
Enta˜o fica clara a seguinte
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Proposic¸a˜o 5.8. A variedade E(k, α) definida por suavizar os aˆngulos da variedade definida
pelo diagrama 5.12 tomando F,G como acima tem a propriedade ∂E(k, α) = Σα,k.
Acreditamos que estas variedades tenham nu´meros de Pontrjagyn e ı´ndice calculados da
mesma forma que E(β, γ). O que podemos afirmar e´ que os triaˆngulos superiores ainda
continuam sendo fibrados de discos sobre esferas com a u´nica diferenc¸a que o da direita
projeta sobre a esfera obtida pelo difeomorfismo αˆ. O nosso maior problema e´ a afirmac¸a˜o
de Milnor que no caso estudado por ele os fibrados se intersetam em uma ce´lula.
5.4.2 Caso r = 1,l = 2
E´ fa´cil verificar o seguinte:
Lema 5.9. Considere na construc¸a˜o da sec¸a˜o anterior β e γ func¸o˜es Ad-equivariantes com
as propriedades β(x) · x = x, γ(y) · y = y enta˜o g−1f(x, y) = β(x)γ(y)−1 · (x, y) (agindo na
diagonal).
Considere x = λ + ξ ∈ H, y = w ∈ Rn+1 e β(λ + ξ) = [(λ + ξ)−k] ∈ S3/Z2 = SO(3),
γ(w) = [α(w)−1] ∈ S3/Z2 = SO(3) ↪→ SO(7) com o isomorfismo S3/Z2 = SO(3) dado por
a 7→ Ada e a inclusa˜o em SO(7) por conjugac¸a˜o coordenada a coordenada. Temos de [32]:
Lema 5.10. Para β, γ como acima vale:
p1(β) = ±4k, p1(γ) = ±4k′ (5.13)
w4(β) = w4(γ) = 0, (5.14)
com k′ a imagem de α : S3 → S3 via o isomorfismo pi3(S3) → Z induzido por escolher a
identidade como gerador.
Usando a fo´rmula da proposic¸a˜o 5.6 temos
Teorema 5.11.
µ(Σα,k) ≡ kk
′
28
.
Demonstrac¸a˜o. A u´nica coisa que na˜o segue da substituic¸a˜o dos dados do lema acima na
Proposic¸a˜o 5.6 e´ o sinal que e´ positivo pois o caso k = k′ = 1 e´ a variedade M72,−1 cujo
invariante foi calculado no cap´ıtulo 2.
Segue diretamente o seguinte
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Corola´rio 5.12. Seja piS
3
l (S
n), n = 3, 6 o grupo de aplicac¸o˜es equivariantes a menos de
homotopia equivariante enta˜o vale o seguinte diagrama comutativo
piS
3
3 (S
3)⊗ piS33 (S3) //

piS
3
6 (S
3) //

θ7
pi3(S
3)⊗ pi3(S3)
44hhhhhhhhhhhh
// pi6(S
3) ,
onde a linha de baixo e´ dado pelo produto de Samelson, as flechas verticais sa˜o induzidas por
‘esquecer´ equivariancia, a linha de cima e´ dada pelo produto definido em 3.16 e a aplicac¸a˜o
β 7→ βˆ respectivamente e a seta longa pontilhada e´ dada por qualquer levantamento para
piS
3
3 (S
3).
Isto tambe´m responde, como caso particular, uma pergunta levantada em [11].
Corola´rio 5.13. A construc¸a˜o α 7→ αˆ∗ no caso α : S3 → S3 so´ depende da classe de
homotopia de α, em particular na˜o e´ poss´ıvel conseguir um gerador de θ7 por um elemento
homotopicamente nulo.
Sabendo que pi6(S
3) ∼= Z12 e θ7 ∼= Z28 tambe´m conclu´ımos que a segunda seta vertical
na˜o pode ser isomorfismo.
5.4.3 S3-fibrados sobre S4
Seja h0 : S
7 → S4 a aplicac¸a˜o de Hopf definida por h0(a, b) = (|a|2 − |b|2, 2ab¯) enta˜o temos
as seguintes fo´rmulas:
h0 ◦ ψ−1(λ, ξ, w) = (2(λ2 + |ξ|2)− 1, 2(1− λ2 − |ξ|2) 12 (λ+ ξ)w¯), (5.15)
h0 ◦ φ−1(λ, ξ, w) = (1− 2|w|2, 2(1− |w|2) 12 (λ+ ξ)w¯). (5.16)
Segue
Proposic¸a˜o 5.14. Seja α = Id : S3 → S3, r = rα e Σ(rk) = S3 ×D4 ∪rˆk D4 × S3 enta˜o a
aplicac¸a˜o hk : Σ(r
k)→ S4 definida pelas fo´rmulas acima e´ bem definida, anal´ıtica e define o
fibrado M7k+1,−k de 2.1.
Demonstrac¸a˜o. Para a boa definic¸a˜o precisamos que
h0 ◦ ψ−1(rˆk(λ+ ξ, w)) = h0 ◦ φ−1(λ+ ξ, w),
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pore´m ambas as expresso˜es acima sa˜o invariantes por conjugac¸o˜es por (λ + ξ)w¯. Para a
segunda afirmac¸a˜o considere R × H ⊃ S4± = S4 − {(∓1, 0)} e as trivializac¸o˜es l± : S4± × S3
de h0 dadas por
l−
λw
q
 = ( wq√2−2λ
q
(
1−λ
2
) 1
2
)
, l−1+
(
a
b
)
=
|a|2 − |b|22ab¯
a/|a|
 . (5.17)
Seja S4+,− = S
4
+ ∩ S4− e D4· = D4−{0} enta˜o a func¸a˜o de trivializac¸a˜o do fibrado e´ dada por
S4+,− × S3
l−→ S7ξ,w ψ→ S3 ×D4· r
k→ D4· × S3 φ
−1→ S7ξ,w
l−1+→ S4+,− × S3
onde estamos usando a mesma notac¸a˜o para as func¸o˜es e suas restric¸o˜es. E´ fa´cil ver que
φ−1 ◦ rˆk ◦ ψ(λ+ ξ, w) = rk
(
λ+ ξ
|λ+ ξ| ,
w
|w|
)
· φ−1 ◦ ψ(λ+ ξ, w).
Substituindo no lado direito λ+ ξ por wq√
2−2λ e w por q
√
1−λ
2
temos
φ−1 ◦ rˆk ◦ ψ ◦ l−(λ,w, q) = rk
(
wq
|w| , q
)
· φ−1 ◦ ψ ◦ l−(λ,w, q),
aplicando agora l−1+ ao lado direito
l−1+ (r
k(wq|w|−1, q) · φ−1 ◦ ψ ◦ l−(λ,w, q)) =
=l−1+ (w
k · φ−1 ◦ ψ ◦ l−(λ,w, q))
=(λ,w,wk+1qw¯k),
onde a u´ltima igualdade decorre sem dificuldades te´cnicas.
Como corola´rio temos seu invariante µ calculado.
Corola´rio 5.15.
µ(Σ(rk)) ≡ k(k + 1)
56
mod 1.
Observac¸a˜o 5.16. Conclui-se diretamente que colar ao longo de S3 × S3 na˜o respeita a
composic¸a˜o de func¸o˜es pois temos
µ(Σ(r2)) ≡ 3
28
6= 2
28
≡ µ(Σ(r)#Σ(r)).
CONCLUSA˜O
Foi apresentado nesta dissertac¸a˜o alguns dos trabalhos dedicados a construir candidatos de
variedades, difeomorfismos e involuc¸o˜es na˜o equivalentes a`s padro˜es. Em seguida apresen-
tamos um novo resultado que pode ajudar a classificar algumas destas. Seguimos agora,
como conclusa˜o do trabalho, com uma lista desta e algumas outras questo˜es formuladas de
forma bem abrangentes cujas respostas podem ajudar a entender melhor a exoticidade destes
fenoˆmenos.
Questa˜o 1. Estudar como e quando podemos ‘propagar’ a exoticidade de αˆ∗.
Questa˜o 2. Estudar as esferas Σα em geral e entender quando e como o processo α 7→ αˆ∗
gera uma esfera exo´tica.
Esperamos que seja poss´ıvel usar o Cap´ıtulo 5, em particular a construc¸a˜o em 5.4.1,
para comparar as esferas conseguidas por difeomorfismos Ad-equivariantes do tipo α̂∗ com
os pares bilineares de Milnor e Novikov ([29]).
Questa˜o 3. Entender como ocorre a isotopia (̂αk)∗ ≈ (αˆ∗)k.
Comparando a aplicac¸a˜o de Hopf h0 : S
7 → S3 e a construc¸a˜o no Cap´ıtulo 5 talvez seja
poss´ıvel conseguir uma ideia de como levar a esfera colada por (̂αk)∗ na esfera colada por
(αˆ∗)k.
Questa˜o 4. Fazer as mesmas construc¸o˜es substituindo S3 por O(n)
Esta seria uma outra forma de conseguir novas esferas. E´ poss´ıvel que a construc¸a˜o no
Apeˆndice C ajude bastante nesta generalizac¸a˜o.
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Questa˜o 5. Construir Σp(α∗) via os me´todos do u´ltimo cap´ıtulo e tentar compara´-lo com
algum outro espac¸o conhecido.
Questa˜o 6. Construir um invariante que depende de forma mais direta do difeomorfismo.
Para o caso n = 7 basta encontrar alguma forma de recuperar, para ρ̂∗k′
k
, k, k′ mod 28
de forma invariante por isotopia, onde ρk′ : S
3 → S3 e´ definido por ρk′(q) = qk′ . Ainda
deixamos algumas outras questo˜es que ainda na˜o temos ideia de como atacar.
Questa˜o 7. Entender por que algumas esferas de θ7 na˜o podem ser escritas como S3 fibrados
sobre S4 e comparar 5.14 com [19].
Questa˜o 8. Identificar a esfera Σ7GM com a esfera de Brieskorn em [2].
Questa˜o 9. Trivializar o fibrado tangente de Σ7GM .
Questa˜o 10. Estudar ac¸o˜es livres de Zp sobre as esferas Σα assim como feito em [12].
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