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Abstract
The local positional synthesis problem for the control system x˙ = f (x,u), x ∈ Rn,
u ∈ Rr , under preassigned restrictions ‖u(k)(x)‖  dk on derivatives of control with
respect to the closed system up to given order, 0 k  l, is considered. The controllability
function method is the basis of the investigation. Linear systems are considered and the
family of controllability functions Θα(x) is constructed, for which the corresponding
controls uα(x) solve the cited synthesis problem if α  2l + 1, so that the time of motion
from x0 to 0 equals αΘ
1/α
α (x0). Nonlinear systems are considered with respect to the first
approximation in a partial case l = 1; we give the upper estimate for the time of motion.
In the limiting case Θ∞(x) is the Lyapunov function and u∞(x) solves the stabilization
problem and satisfies the preassigned restrictions.
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1. Introduction
In the present paper we consider the following inertial synthesis problem:
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For the system
x˙ = f (x,u), x ∈Rn, u ∈Rr , (1)
to find the control u= u(x) such that
(i) there exists a neighborhood Q of the origin such that any trajectory of the
closed system
x˙ = f (x,u(x)), (2)
starting at x0 ∈ Q belongs to Q and ends at the origin in the finite time
T (x0) <+∞;
(ii) the control u(x) satisfies the preassigned restrictions:∥∥u(k)(x)∥∥ dk, k = 0,1, . . . , l, x ∈ Q, (3)
where dk are given numbers and u(k)(x) means the kth derivative of u(x)
with respect to the system (2).
Restrictions of the form (3) were considered by Pontryagin and called inertial
[1, p. 292].
Note that the problem of synthesis of bounded control arises when one
considers the optimal synthesis problem [1–4] and rejects to minimize the cost
functional.
In the partial case l = 0 the general approach to the treating of the problem
was proposed in [5]. The main idea is to construct the control with the help of an
additional so-called controllability function.
The alternative way of constructing of the controllability function and control
was given in [6].
In the present work we develop the original method of [5] and show that in the
set of synthesizing controls proposed in [5] one find controls solving the inertial
synthesis problem. The first step in analyzing of the inertial synthesis problem
was made in [7] where we considered systems with one-dimensional control.
First we consider linear controllable systems. We construct the family
{uα(x)}αα0 , of controls each of which solves the inertial synthesis problem; the
limiting control u∞(x) solves the stabilization problem with restriction on the
control. Moreover, the degree of smoothness of the control uα(x) increases when
α increases; on the other hand, the time of motion T (x0) increases as well; the
control u∞(x) is infinitely smooth. We give the explicit formula for the time of
motion T (x0). Further we consider the nonlinear systems with respect to the first
approximation for the case l = 1. The estimate for the time of motion is obtained.
Note finally that one possible way to solve the inertial synthesis control
problem in the partial case l = 1 is as follows: introduce the new control v = u˙
and consider the extended system in the state space Rn×Rr . This allows to avoid
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the restriction on the derivative of control but leads to the restriction on the state
variables. Besides, the synthesizing control v is given in the form v = v(x,u)
while in the initial problem control is found in the form u = u(x). In opposite
to this method our approach suggests the treatment of the problem in the initial
terms.
The paper is organized as follows. In Section 2 we give the short introduction
to the controllability function method. In Section 3 the inertial synthesis problem
for the linear system is solved. The main result is formulated in Theorem 1. One
example is treated carefully in Section 3.6. The nonlinear case is considered in
Section 4; the main result of the section is given in Theorem 2.
2. Background: method of controllability function
The solution of the inertial synthesis problem is based on the controllability
function method [5,8] which was developed to the infinite-dimensional case in [9].
Following the method, we introduce the controllability function Θ(x) (Θ(x) > 0
at x = 0 and Θ(0)= 0) and the control u(x)= u˜(x,Θ(x)) so that the differential
inequality
n∑
i=1
∂Θ(x)
∂xi
fi
(
x,u(x)
)
−ϕ(Θ(x)) (4)
holds, where ϕ(Θ) > 0 at Θ = 0, ϕ(0) = 0 and ∫ a0 dΘϕ(Θ) < ∞ (a > 0). The
inequality (4) means that the control u(x) is chosen so that the trajectory follows
the direction of decrease of the function Θ(x). Due to properties of the function
ϕ(Θ) this inequality ensures that the trajectory hits to the origin in the finite time.
In [5,8] ϕ(Θ)= βΘ1−1/α , hence (4) takes the form
n∑
i=1
∂Θ(x)
∂xi
fi
(
x,u(x)
)
−βΘ1−1/α(x), β > 0, α > 0. (5)
Then the time of motion satisfies the estimate T (x0)  αβΘ1/α(x0). The partial
case is of great interest when one can give the precise value of the time of motion.
This is possible if
n∑
i=1
∂Θ(x)
∂xi
fi
(
x,u(x)
)=−1;
then T (x0)=Θ(x0).
Note that one can complement equality (7) by the following extremal require-
ment,
min
u∈Ω
n∑
i=1
∂Θ(x)
∂xi
fi(x,u)=
n∑
i=1
∂Θ(x)
∂xi
fi
(
x,u(x)
)=−1, (6)
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what leads to the Bellman equation [2] in time optimality
max
u∈Ω
n∑
i=1
∂ω(x)
∂xi
fi(x,u)= 1, (7)
where the Bellman function equals ω(x) = −Θ(x). A great number of works
are devoted to the dynamic programming method based on the works of Bellman,
Leitmann and others [2–4]. The numerical methods based on ideas of the dynamic
programming can be found in the monograph of Moiseev [10].
One can interpret the choice of the optimal control in the Bellman equation (7)
as follows: the control u(t) is chosen so that the angle between the direction of
motion and the direction of the fastest decrease of the function −ω(x)=Θ(x) is
minimal. In the method of the controllability function one does not require this
angle to be minimal.
On the other hand, inequality (5) for α =∞ means
n∑
i=1
∂Θ(x)
∂xi
fi
(
x,u(x)
)
−βΘ(x). (8)
In this case the function Θ(x) can be interpreted as the Lyapunov function for
the closed system. Note that Θ  Θ1−1/α for small Θ and α  1. Thus, the
controllability function method suggests that the angle between the direction of
motion and the direction of the fastest decrease of the function Θ(x) is no less
than in the dynamic programming method and no greater than in the Lyapunov
function method.
The main idea of the controllability function method can be explained by
the following discrete construction, the so-called embedded sets method [11,12].
Consider the family of stabilizing controls uk(x) such that the stability degree
of the closed system x˙ = f (x,uk(x)) tends to infinity as k →∞. Consider the
sequence of embedded sets B1 ⊃ B2 ⊃ · · · ⊃ Bk ⊃ · · · such that Bk → {0} as
k→∞, such that ∂Bk is the level surface of the Lyapunov function Θk(x) for the
system x˙ = f (x,uk(x)). Now choose u(x)= uk(x) for x ∈ Bk\Bk+1. Then any
trajectory of the closed system x˙ = f (x,u(x)) starting in B1 hits to the origin in
a finite time.
In the controllability function method the controllability function is defined
implicitly, as the certain solution of the equation Φ(Θ,x) = 0. For example, for
the canonical linear system the functionΦ(Θ,x) is the polynomial w.r.t. Θ and x .
This is one of the special features which separates the controllability function
method and the Lyapunov function method, since traditionally the explicit form
of representation of the Lyapunov function is used. Note, however, that for the
linear system in the case α =∞ the equation Φ(Θ,x)= 0 turns into the explicit
equation Θ(x) = V (x) where V (x) is the Lyapunov function for the closed
system.
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3. Solution of the synthesis problem of inertial control for linear system
Consider the linear system
x˙ =Ax +Bu, x ∈Rn, u ∈Rr , (9)
rank
(
B,AB, . . . ,An−1B
)= n. (10)
Without loss of the generality we assume that rankB = r and
b1, . . . ,A
n1−1b1, b2, . . . ,An2−1b2, . . . , br, . . . ,Anr−1br, (11)
are linearly independent vectors, where bi is the ith column of the matrix B ,
n1  · · · nr  1, ∑ri=1 ni = n. Denote si =∑ik=1 nk , i = 1, . . . , r .
In this section we construct the family of the controllability functions Θα(x)
and the family of the controls uα(x) satisfying restrictions (3) for which in (5)
the equality is realized. These controls solve the synthesis problem and the time
Tα(x0) of motion from the point x0 to zero equals αΘ1/α(x0).
We introduce the matrices
D(Θ)= diag(D1(Θ), . . . ,Dr(Θ)), Hα = diag(Hα1 , . . . ,Hαr ),
where
Di(Θ)= diag
(
Θ−(2ni−2k+1)/(2α)
)ni
k=1,
Hαi = diag
(
−2ni − 2k + 1
2α
)ni
k=1
, i = 1, . . . , r.
Consider the family of matrices {F−1α (Θ)}α1 of the form
F−1α (Θ)=
αΘ1/α∫
0
(
1− t
αΘ1/α
)α
e−A0tB0B∗0 e−A
∗
0t dt, α  1, (12)
where the matrix A0 = diag(A01, . . . ,A0r ) of dimension n× n, A0i is the matrix
of dimension ni × ni in which the elements of the first off-diagonal equal 1, and
all the other elements equal zero, B0 is the matrix of dimension n× r in which
elements (B0)si i = 1, i = 1, . . . , r , and other elements equal zero.
Proposition 1. The matrix Fα(Θ) can be represented as
Fα(Θ)=D(Θ)FαD(Θ), (13)
where the matrix Fα satisfies the following equality
FαA1 +A∗1Fα =−Fα + FαHα +HαFα ≡−Fα, (14)
where A1 =A0 − 12B0B∗0Fα .
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Proof. We rewrite equality (14) in the form
Fα
(
A0 +Gα
)+ (A∗0 +Gα)Fα = FαB0B∗0Fα,
where Gα = 12E − Hα , E is the unit matrix. Consider the following matrix
equation(
A0 +Gα
)
F−1α + F−1α
(
A∗0 +Gα
)= B0B∗0 (15)
with respect to the matrix F−1α . It is easy to see that −A0 −Gα is the asymptotic
stable matrix. Therefore, the solution of Eq. (15) can be rewritten in the form
F−1α =
∞∫
0
e−(A0+Gα)tB0B∗0 e−(A
∗
0+Gα)t dt. (16)
We assume F−1α (Θ) = D−1(Θ)F−1α D−1(Θ). Let us show that the matrix
F−1α (Θ) can be represented in the form (12), hence, taking into account that
F−1α (1)= F−1α , one get that the solution of Eq. (15) has the form
F−1α =
α∫
0
(
1− t
α
)α
e−A0tB0B∗0 e−A
∗
0t dt. (17)
For, we multiply equality (15) from the left and from the right on the matrix
D−1(Θ) and use the equalities
D−1(Θ)A0D(Θ)=Θ1/αA0, D−1(Θ)B0B∗0D−1(Θ)=Θ1/αB0B∗0 .
We have(
Θ1/αA0 +Gα
)
F−1α (Θ)+F−1α (Θ)
(
Θ1/αA∗0 +Gα
)=Θ1/αB0B∗0 ,
thereof we obtain
F−1α (Θ)=
∞∫
0
e−(Θ1/αA0+Gα)tΘ1/αB0B∗0 e
−(Θ1/αA∗0+Gα)t dt. (18)
Further, let us represent the matrix e−(Θ1/αA0+Gα)t in the following form [13]:
e−(Θ1/αA0+Gα)t = e−Gαt exp
( t∫
0
∞∑
k=0
(−τ )k
k! ad
k
−Gα
(−Θ1/αA0)dτ
)
. (19)
Since
adk(−Gα)
(−Θ1/αA0)= (−1)k+1
αk
Θ1/αA0, k = 0,1, . . . ,
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then equality (19) takes the form
e−(Θ1/αA0+Gα)t = e−Gαt e−αΘ1/αA0(et/α−1).
Denote ψ(τ)= 1− τ
αΘ1/α
. Then from (18) we obtain
F−1α (Θ)
=
αΘ1/α∫
0
ψα−1(τ )e−αHα lnψ(τ)e−A0
τ
ψ(τ ) B0B
∗
0 e
−A∗0 τψ(τ ) e−αHα lnψ(τ) dτ.
From here on the basis of the equality
1
ψ(τ)
e−αHα lnψ(τ)e−A0
τ
ψ(τ ) B0B
∗
0 e
−A∗0 τψ(τ ) e−αHα lnψ(τ) = e−A0τB0B∗0 e−A
∗
0τ
we obtain the integral representation (12) of the matrix F−1α (Θ) for 1 α <∞.
From equality (12) we have
lim
α→∞F
−1
α (Θ)=
∞∫
0
e−t e−A0tB0B∗0 e−A
∗
0t dt ≡ F−1∞ . (20)
The family of the matrices {F−1α (Θ)}α1 is the family of the positive definite
matrices due to the condition (10). In particular, the matrices F−1α , Fα are positive
defined ones. ✷
In the work [14] the analytic inversion of the matrices of the form (12), (20) is
given.
3.1. Definition of the family of controllability functions and the family of controls
Let us choose the vectors c1, . . . , cr , so that for any k (k = 1, . . . , r) the vector
ck is orthogonal to all vectors (11) except Ank−1bk and (ck,Ank−1bk) = 1. We
denote
L= (c1,A∗c1, . . . ,A∗n1−1c1, . . . , cr ,A∗cr, . . . ,A∗nr−1cr)∗.
Fix a positive number a0 and α  1. We define the controllability function Θα(x)
at x = 0 by the equation
2a0Θ =
(
L∗Fα(Θ)Lx,x
)
. (21)
For α  1 the equation has [5] the unique positive solution Θ = Θα(x)
continuously differentiable at x = 0. Completing the definition of Θα(x) by
Θα(0)= 0 we obtain the continuous function Θα(x) for all x .
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Proposition 2. For each α  1 there exists a constant cα > 0 such that the domain
Qα = {x: Θα(x) cα} is bounded.
Proof. Let Θ be an arbitrary positive number. We choose the positive number
Rα = δ1
√
2a0Θ/‖Fα(Θ)‖/‖L‖, δ1 ∈ (0,1), and let Q1α = {x: ‖x‖  Rα}. Since
(L∗Fα(Θ)Lx,x) is the nonincreasing function with respect to Θ , then for 0 <
Θα(x)Θ we have
Θα(x)
1
2a0
(
L∗Fα(Θ)Lx,x
)
 ‖x‖
2
2a0‖F−1α (Θ)‖‖L−1‖2
.
Thus, using the expression for the number Rα , we obtain that for
0< cα 
δ21δ2Θ
‖L−1‖2‖L‖2‖Fα(Θ)‖‖F−1α (Θ)‖
, δ2 ∈ (0,1),
the set Qα is bounded and Qα ⊂ int Q1α . ✷
Define the control uα(x) in the domain Qα \ {0} by the formula
uα(x)=−M−1B∗0
(
1
2
Fα
(
Θα(x)
)
L+LA
)
x, (22)
where M is the upper triangular matrix of dimension r × r in which the elements
mii = 1 and mij = c∗i Ani−1bj , j > i .
The control uα(x) satisfies the Lipschitz condition with a constant L(ρ1, ρ2)
in any domain K(ρ1, ρ2)= {x: 0 < ρ1  ‖x‖ ρ2}.
The boundedness of the control and its derivatives are discussed in Section 3.3.
Proposition 3. The derivative of the function Θα(x) with respect to system (9)
with the control uα(x) of the form (22) satisfies the equality
Θ˙α(x)=−Θ1−1/αα (x). (23)
Proof. Put y(Θ,x)=D(Θ)Lx . Then using relation (13) we rewrite equality (21)
and control (22) in the form
2a0Θα(x)=
(
Fαy
(
Θα(x), x
)
, y
(
Θα(x), x
))
, (24)
uα(x)=M−1(Θ−1/(2α)α (x)P0y(Θα(x), x)−B∗0LAx), (25)
where P0 =− 12B∗0Fα . We calculate the derivative of y(Θα(x), x) with respect to
system (9) with the control uα(x) of the form (25). By virtue of the selection of
c1, . . . , cr and since [5] LB = B0M and (E −B0B∗0 )LAL−1 =A0 we have
Lx˙ = LAx +B0Muα(x)=A0Lx +Θ−1/(2α)α (x)B0P0y
(
Θα(x), x
)
. (26)
Using equality (26) and the following one
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D(Θ)A0D
−1(Θ)+D(Θ)B0P0Θ−1/(2α) =A1Θ−1/(α), (27)
we obtain
y˙
(
Θα(x), x
)= (Θ˙α(x)Θ−1α (x)Hα +A1Θ−1/αα (x))y(Θα(x), x). (28)
Then (24), (28) and (14) yield (23). ✷
3.2. Inclusion of the controllability sets
We find the domain Q in which the problem of positional synthesis is solved by
any inertial control uα(x) (α  α0, where a0 we define further). In this connection
we consider the family of ellipsoids of the form
Qα(c)=
{
x: Θα(x) c
}= {x: 1
2a0
(
L∗Fα
(
Θα(x)
)
Lx,x
)
 c
}
, α  1,
which satisfy the following condition: the control uα(x) steers any x0 ∈ Qα(c) to
the origin in time not greater than αc1/α with respect to system (9).
Lemma 1. Let 1 α1  α2. Then for 0 < c 1 the inclusion Qα1(c)⊂ Qα2(c) is
valid.
Proof. Fix a number α  1. Let δ be a sufficiently small positive number. Let us
prove the inclusion Qα(c)⊂ Qα+δ(c). In this connection we consider the extremal
problem max 12a0 (L
∗Fα+δ(c)Lx, x) if x such that
1
2a0
(
L∗Fα(c)Lx,x
)= c. (29)
Denote by γmax the value of this maximum. Note that the required inclusion holds
if γmax  c. To find γmax we introduce the Lagrange function
Ł(x,λ)= 1
2a0
(
L∗Fα+δ(c)Lx, x
)− λ[ 1
2a0
(
L∗Fα(c)Lx,x
)− c].
The necessary condition of the extremum gives
L∗Fα+δ(c)Lx = λL∗Fα(c)Lx. (30)
Multiplying equality (30) on x/2a0 and using equality (29) we obtain
γmax = λ
α
max
2a0
(
L∗Fα(c)Lx,x
)= λαmaxc, (31)
where λαmax is the largest root of the equation det(Fα+δ(c)−λFα(c))=0. Then we
have
det
(
Fα(c)+ δ ∂
∂α
Fα(c)|α=ξ − λFα(c)
)
= 0, (32)
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where α < ξ < α + δ. Let us find λ in the form λ = 1 − δω. Then equality (32)
can be transformed to the form
det
(
∂
∂α
Fα(c)|α=ξ +ωFα(c)
)
= 0. (33)
The matrix ∂
∂α
F−1α (c) (α  1) is positive definite one for 0 < c  1. The
derivative of the matrix Fα(c) with respect to α has the form
∂
∂α
Fα(c)=−Fα(c)
(
∂
∂α
F−1α (c)
)
Fα(c)
and hence is the negative definite matrix. Consequently the matrix ∂
∂α
Fα(c)|α=ξ
is the negative definite matrix. Therefore, the smallest root ωmin of Eq. (33) is
the positive number. Then there exists δ > 0 such that the inequality λαmax 
1− δωmin < 1 holds. Therefore, from equality (31) it follows that γmax  c. ✷
3.3. Boundedness of the control and its derivatives
Let mk = min{k,n1}, δk = 1 for k < n1, δk = 0 for k  n1. Denote for
k = 0,1, . . .
ξk(α,Θ)=M−1
[
mk∑
j=0
Θ−
2k−2j+1
2α RjPk−j (α)
− δkB∗0LAL−1Ak0D−1(Θ)
]
, (34)
where R0 =E, Rj =−B∗0LAL−1Aj−10 B0, j = 1, . . . , n1,
P0(α)=−12B
∗
0Fα,
Pk(α)= Pk−1(α)
(
2k− 1
2α
E −Hα +A1
)
, k = 1,2, . . . . (35)
Then the derivative of order k with respect to the closed system (9) of the
control uα(x) of the form (25) is given by the formula
(
uα(x)
)(k) = ξk(α,Θα(x))y(Θα(x), x), k = 0,1, . . . , (36)
where y(Θ,x) = D(Θ)Lx . The validity of equalities (36) can be easily proved
by induction arguments using (26), (28), (23).
Since ‖Fα‖ is a monotone decreasing function with respect to α then from (35)
we have for α  α0  1
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∥∥P0(α)∥∥ 12‖Fα0‖ ≡ ω0,∥∥Pk(α)∥∥ ω0 k∏
j=1
(
n1 + j − 1
α0
+ 1+ω0
)
≡ ωk, k = 1,2, . . . . (37)
We establish the boundedness of the control and its derivatives. From (34)
using (37) we have that in the domain Qα(1)= {x: Θα(x) 1} the inequalities∥∥ξk(α,Θα(x))∥∥ ηkΘ− 2k+12αα (x), k = 0,1, . . . , l,
hold, where
ηk =
∥∥M−1∥∥
(
mk∑
j=0
‖Rj‖ωk−j + δk
∥∥B∗0LAL−1Ak0∥∥
)
. (38)
Then from (36) we obtain that in the domain Qα(1) \ {0} the inequalities∥∥(uα(x))(k)∥∥ ηk∥∥y(Θα(x), x)∥∥Θ− 2k+12αα (x), k = 0,1, . . . , l,
hold. Since∥∥y(Θα(x), x)∥∥2  2a0Θα(x)∥∥F−1α ∥∥
then ∥∥(uα(x))(k)∥∥ ηk√2a0∥∥F−1α ∥∥Θ 12− 2k+12αα (x), k = 0,1, . . . , l. (39)
Note that ‖F−1α ‖ is an increasing function with respect to α. Then for all α 
2l + 1 inequality (39) gives
∥∥(uα(x))(k)∥∥ ηk√2a0∥∥F−1∞ ∥∥, x ∈Qα(1) \ {0}, k = 0,1, . . . , l, (40)
where F−1∞ is defined by (20).
Choose a0 according to the condition
0 < a0  a0 = min
0kl
d2k
2‖F−1∞ ‖η2k
, (41)
where ηk are defined by (38). Then from the inequalities (40) we have∥∥(uα(x))(k)∥∥ dk, x ∈Qα(1) \ {0}, k = 0,1, . . . , l.
3.4. Main result
The solution of the inertial synthesis problem for system (9) is given by the
following theorem.
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Theorem 1. Put α0 = 2l + 1. Choose a0 by (41). Let the controllability function
Θα(x) at x = 0 be the solution of Eq. (21), Θα(0)= 0. Denote Q = {x: Θα0(x)
1}. Then each control uα(x) of the form (22) as α  α0 solves the inertial synthesis
problem in the domain Q \ {0} for system (9). In addition, the time of motion
Tα(x0) from an arbitrary point x0 ∈Q to the origin equals αΘ1/αα (x0).
Proof. The proof is based on Theorem 1 from [5]. By use of Eq. (21) we have
constructed the positive function Θα(x) which is continuously differentiable at
x = 0. We have shown that for each α  1 there exists a constant cα > 0 such that
the domain Qα = {x: Θα(x) cα} is bounded and Qα ⊂ int Q1α (Proposition 2).
We proved that all the domains Qα(1) = {x: Θα(x)  1} contain the domain Q
(Lemma 1). The control uα(x) of the form (22) satisfies the Lipschitz condition
with a constant L(ρ1, ρ2) in any domain K(ρ1, ρ2) = {x: 0 < ρ1  ‖x‖  ρ2}.
We established that the control uα(x) and its derivatives (uα(x))(k) with respect
to the closed system up to given order, 0  k  l, satisfy the given restrictions
as α  2l + 1 (Section 3.3). Finally, we proved that the controllability function
Θα(x) and the control uα(x) satisfy inequality (5) with β = 1 (Proposition 3).
Then by Theorem 1 from [5] we obtain that the control uα(x) solves the
synthesis problem for system (9) in the domain Q and, moreover, equality (23)
yields that the time of motion Tα(x0) from an arbitrary point x0 ∈ Q to the origin
equals Tα(x0)= αΘ1/αα (x0). ✷
Remark 1. Note that the control uα(x) of the form (22) for system (9) solves the
inertial synthesis problem in the domain Qα(1).
Corollary 1. The control u∞(x) = −M−1B∗0 ( 12F∞L + LA)x for system (9)
solves the stabilization problem and satisfies restrictions (3) in the domain Q∞ =
{x: (L∗F∞Lx,x) 2a0}, where
0< a0  a˜0 = min
0kl
d2k
η˜2k
, (42)
η˜k =
∥∥M−1∥∥√2∥∥F−1∞ ∥∥
(
1
2
‖F∞‖+
∥∥LAL−1∥∥)(1+ 1
2
‖F∞‖
)k
.
Proof. Note that a0 is not dependent on the parameter α. Define the function
Θ∞(x) by the following explicit formula
Θ∞(x)= 12a0 (L
∗F∞Lx,x), a0 > 0. (43)
Then we have Θ˙∞(x)=−Θ∞(x). Hence, Θ∞(x) is the Lyapunov function for
system (9) with the control u∞(x), hence the closed system is asymptotically
stable.
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Let us prove the boundedness of the control u∞(x) and its derivatives. Since
the derivative (u∞(x))(k) of order k of the control u∞(x) with respect to the
system (9) is given by the formula
(
u∞(x)
)(k) =−M−1B∗0
(
1
2
F∞ +LAL−1
)(
A0 − 12B0B
∗
0F∞
)k
Lx,
k = 0,1, . . . , l, then we have the inequality∥∥(u∞(x))(k)∥∥ η˜k‖Lx‖/√2∥∥F−1∞ ∥∥, k = 0,1, . . . , l.
Then (43) gives ‖Lx‖2  2a0Θ‖F−1∞ ‖, hence ‖(u∞(x))(k)‖  η˜k√a0, k =
0,1, . . . , l, in the domain Q∞. Choosing the number a0 according to condition
(42) we get∥∥(u∞(x))(k)∥∥ dk, k = 0,1, . . . , l, x ∈ Q∞. ✷
3.5. Determination of the trajectory from a given point
Let an initial point x0 ∈ Q be given. Choose the number a0 from condition (41)
and find the positive root Θ0α of Eq. (21) at x = x0, i.e., the positive root of the
equation 2a0Θ − (L∗Fα(Θ)Lx0, x0) = 0. Consider the Cauchy problem of the
form
x˙ =Ax −BM−1B∗0
(
1
2
Fα
(
θα(t)
)
L+LA
)
x, θ˙α(t)=−θ1−1/αα (t),
x(0)= x0, θα(0)=Θ0α.
Integrating the differential equation for the function θα(t) we have θα(t) =
((Tα − t)/α)α where Tα = α(Θ0α)1/α. Then the trajectory xα(t) from the point
x0 to the origin of system (9) with the control uα is the solution of the following
Cauchy problem
x˙ =Ax −BM−1B∗0
(
1
2
Fα
((
(Tα − t)/α
)α)
L+LA
)
x, x(0)= x0.
Let us solve this problem in the analytic form. Assume z = Lx . Then using the
equalities LB = B0M , (E − B0B∗0 )LAL−1 = A0 we rewrite the problem in the
form
z˙=
(
A0 − 12B0B
∗
0Fα
((
(Tα − t)/α
)α))
z, z(0)= Lx0,
or in the component-wise form
z˙si−1+j = zsi−1+j+1, j = 1, . . . , ni − 1,
z˙si =−
1
2
ni∑
k=1
αni−k+1f αsisi−1+kzsi−1+k
(Tα − t)ni−k+1 ,
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zsi−1+j (0)= c∗i Aj−1x0, j = 1, . . . , ni , i = 1, . . . , r,
where
s0 = 0, si =
i∑
k=1
nk, i = 1, . . . , r.
From this we obtain the differential equations
2(Tα − t)ni z(ni)si−1+1 +
ni∑
k=1
αkf αsisi−k+1(Tα − t)ni−kz(ni−k)si−1+1 = 0,
i = 1, . . . , r , with the initial conditions
z
(j)
si−1+1(0)= zsi−1+j+1(0), j = 0, . . . , ni − 1, i = 1, . . . , r.
These differential equations are of Euler type, hence, they can be reduced to the
equations with constant coefficients. Denote ∆k =−d/dτ + k−1, k = 1, . . . , n1,
and put yi(τ )= zsi−1+1(Tα − eτ ), i = 1, . . . , r . Then we get the Cauchy problem
2∆ni . . .∆1yi(τ )+
ni−1∑
k=1
αkf αsisi−k+1∆ni−k . . .∆1yi(τ )
+ αni f αsi si−1+1yi(τ )= 0, i = 1, . . . , r,
with the initial conditions yi(τ0), y ′i (τ0), . . . , y
(ni−1)
i (τ0) (here τ0 = lnTα) which
can be found from the system of linear equations of the form yi(τ0)= c∗i x0,
∆1yi(τ0) = Tαc∗i Ax0, . . . , ∆ni−1 . . .∆1yi(τ0) = T ni−1α c∗i Ani−1x0, i = 1, . . . , r .
Solving the Cauchy problem we get zsi−1+1(t) = yi(ln(Tα − t)), i = 1, . . . , r ,
and the other functions zsi−1+2(t), . . . , zsi (t) can be found by differentiating of
zsi−1+1(t), i.e., zsi−1+j (t) = z(j−1)si−1+1(t), j = 2, . . . , ni , i = 1, . . . , r . Finally, the
trajectory xα(t) can be found by the formula xα(t)= L−1z(t).
Emphasize that one has to solve Eq. (21) only once to find the trajectory of the
system.
3.6. Example
Let us consider the inertial synthesis problem for the three-dimensional system
of the form
x˙1 = x1 + x2 + u1 + u2, x˙2 = x1 − 2x2 + x3 + u1,
x˙3 = x2 + u2, (44)
with the restrictions ‖u‖ d0, ‖u˙‖ d1. According to condition (41) we choose
a0 = min{0.0019d20,0.0001d21}. We define the controllability function Θα(x) at
x = 0 from Eq. (21) which takes the form
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2a0Θ1+3/α − α + 14α Θ
2/α(−x1 + x2 + 3x3)2 − α + 22α Θ
2/α(2x2 − x3)2
− (α + 2)(α+ 3)
2α2
Θ1/α(x1 − x2 − x3)(2x2 − x3)
− (α + 2)
2(α + 3)
4α3
(x1 − x2 − x3)2 = 0. (45)
The family of the controls uα(x) from (22) each of which solves the inertial
synthesis problem for system (44) and satisfies the restrictions ‖uα(x)‖  d0,
‖u˙α(x)‖ d1 at x ∈Q \ {0},
Q = {x: 31x21 − 2x1x2 − 116x1x3 + 31x22 − 4x2x3 + 124x23  36a0},
is given by the formula
uα1 (x)=−
(α + 2)(α+ 3)
4α2Θ2/αα (x)
(x1 − x2 − x3)− α + 2
2αΘ1/αα (x)
(2x2 − x3)
− α + 1
8αΘ1/αα (x)
(−x1 + x2 + 3x3)− x1 + 52x2 −
5
4
x3,
uα2 (x)=−
α + 1
4αΘ1/αα (x)
(−x1 + x2 + 3x3)− 12x3;
the derivatives of controls with respect to the system have the form
u˙α1 (x)=
(
(α + 2)(α+ 3)
4α2Θ3/αα (x)
− 3(α + 2)(α+ 3)
8α2Θ2/α
)
(x1 − x2 − x3)
+
(
(α + 2)(α− 1)
4α2Θ2/α
− 3α + 6
4αΘ1/αα (x)
− 7
4
)
(2x2 − x3)
+
(
3α+ 3
8αΘ1/α(x)
+ α
2 − 1
16α2Θ2/α(x)
)
(−x1 + x2 + 3x3),
u˙α2 (x)=−
1
2
x2 + 14x3 +
(
α2 − 1
8α2Θ2/α(x)
+ α + 1
8αΘ1/α(x)
)
(−x1 + x2 + 3x3).
We find the trajectory of system (44) corresponding to the control u= uα(x)
from the point x0 ∈Q to the origin. Consider the problem
x˙1 = 72x2 −
7
4
x3 − (α + 2)(α+ 3)
4α2θ2/αα (t)
(x1 − x2 − x3)− α + 2
2αθ1/αα (t)
(2x2 − x3)
− 3α+ 3
8αθ1/αα (t)
(−x1 + x2 + 3x3),
x˙2 = 12x2 −
1
4
x3 − (α + 2)(α+ 3)
4α2θ2/αα (t)
(x1 − x2 − x3)− α + 2
2αθ1/αα (t)
(2x2 − x3)
− α + 1
8αθ1/αα (t)
(−x1 + x2 + 3x3),
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x˙3 = x2 − 12x3 −
α + 1
4αθ1/α(t)
(−x1 + x2 + 3x3),
θ˙α(t)=−θ1−1/αα (t),
x1(0)= x01 , x2(0)= x02 , x3(0)= x03 , θα
(
x(0)
)=Θ0α,
where Θ0α is the positive root of Eq. (45) at x = x0. Denote Tα = α(Θ0α)1/α
and θˆα(t) = αθ1/αα (t). Then we have the equation ˙ˆθα(t) = −1 with the initial
condition θˆα(0)= Tα . Then αθ1/αα (t)= Tα − t , hence the desired trajectory is the
solution of the Cauchy problem of the form
x˙1 = 72x2 −
7
4
x3 − (α + 2)(α + 3)4(Tα − t)2 (x1 − x2 − x3)−
α + 2
2(Tα − t) (2x2 − x3)
− 3α+ 3
8(Tα − t) (−x1 + x2 + 3x3),
x˙2 = 12x2 −
1
4
x3 − (α + 2)(α + 3)4(Tα − t)2 (x1 − x2 − x3)−
α + 2
2(Tα − t) (2x2 − x3)
− α + 1
8(Tα − t) (−x1 + x2 + 3x3),
x˙3 = x2 − 12x3 −
α + 1
4(Tα − t) (−x1 + x2 + 3x3),
x1(0)= x01 , x2(0)= x02 , x3(0)= x03 .
We assume
z1 = 12 (x1 − x2 − x3), z2 = x2 −
1
2
x3, z3 = 12 (−x1 + x2 + 3x3).
Then z(t) is the solution of the Cauchy problem of the form
z˙1 = z2, z˙2 =− (α+ 2)(α + 3)2(Tα − t)2 z1 −
α+ 2
Tα − t z2,
z˙3 =− α + 12(Tα − t) z3, z1(0)=
1
2
(
x01 − x02 − x03
)
,
z2(0)= x02 −
1
2
x03 , z3(0)=
1
2
(−x01 + x02 + 3x03),
from which we obtain
(Tα − t)2z¨1 + (Tα − t)(α + 2)z˙1 + (α + 2)(α+ 3)2 z1 = 0,
z1(0)= 12
(
x01 − x02 − x03
)
, z˙1(0)= x02 −
1
2
x03 ,
(Tα − t)z˙3 + α + 12 z3 = 0, z3(0)=
1
2
(−x01 + x02 + 3x03).
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Changing the time t = Tα − eτ one can reduce these differential equations of
Euler type to the differential equations with constant coefficients with respect to
the functions
y1(τ )= z1
(
Tα − eτ
)
, y2(τ )= z3
(
Tα − eτ
)
,
which have the form
y ′′1 − (α + 3)y ′1 +
1
2
(α + 2)(α + 3)y1 = 0, y ′2 −
1
2
(α + 1)y2 = 0.
The solutions of the equations are given by the formulas
y1(τ )= e α+32 τ (k1 cosµτ + k2 sinµτ), y2(τ )= k3e α+22 τ ,
where µ = 12
√
(α + 1)(α+ 3). We find constants k1, k2, k3 from the following
initial conditions y1(τ0)= z01, y ′1(τ0)=−Tαz02, y2(τ0)= z03 (τ0 = lnTα), where
z01 =
1
2
(
x01 − x02 − x03
)
, z02 =
1
2
(
2x02 − x03
)
,
z03 =
1
2
(−x01 + x02 + 3x03).
So, we get
k1 = T −
α+3
2
α
(
z01
(
cosµτ0 + α + 32µ sinµτ0
)
+ 1
µ
z02Tα sinµτ0
)
,
k2 = T −
α+3
2
α
(
z01
(
−α + 3
2µ
cosµτ0 + sinµτ0
)
− 1
µ
z02Tα cosµτ0
)
,
k3 = z03T
− α+22
α .
Hence,
z1(t)= (Tα − t) α+32
(
k1 cosγ (t)+ k2 sinγ (t)
)
, z3(t)= k3(Tα − t) α+22 ,
where γ (t)= µ ln(Tα− t). Differentiating z1(t) we find z2(t) which has the form
z2(t)= (Tα − t) α+12
(
−
(
α + 3
2
k1 +µk2
)
cosγ (t)
+
(
µk1 − α + 32 k2
)
sinγ (t)
)
.
Finally, the trajectory x(t) is obtained from the equalities
x1(t)= 72z1(t)+ z2(t)+
3
2
z3(t), x2(t)= 12z1(t)+ z2(t)+
1
2
z3(t),
x3(t)= z1(t)+ z3(t),
and has the form
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x1(t)= 72 (Tα − t)
α+3
2
(
k1 cosγ (t)+ k2 sinγ (t)
)
+ (Tα − t) α+12
(
−
(
α + 3
2
k1 +µk2
)
cosγ (t)
+
(
µk1 − α + 32 k2
)
sinγ (t)
)
+ 3
2
k3(Tα − t) α+22 ,
x2(t)= 12 (Tα − t)
α+3
2
(
k1 cosγ (t)+ k2 sinγ (t)
)
+ (Tα − t) α+12
(
−
(
α + 3
2
k1 +µk2
)
cosγ (t)
+
(
µk1 − α + 32 k2
)
sinγ (t)
)
+ 1
2
k3(Tα − t) α+22 ,
x3(t)= (Tα − t) α+32
(
k1 cosγ (t)+ k2 sinγ (t)
)+ k3(Tα − t) α+22 .
The control and its derivative on the trajectory have the form
uα1 (t)=
(
− (α+ 2)(α+ 3)
2(Tα − t)2 −
7
2
)
z1(t)+
(
3
2
− α + 2
Tα − t
)
z2(t)
−
(
α + 1
4(Tα − t) +
3
2
)
z3(t),
uα2 (t)=−
1
2
z1(t)−
(
α + 1
2(Tα − t) +
1
2
)
z3(t),
u˙α1 (t)=
(
α(α + 2)(α+ 3)
2(Tα − t)3 −
3(α+ 2)(α+ 3)
4(Tα − t)2
)
z1(t)
+
(
(α + 2)(α − 1)
2(Tα − t)2 −
3α+ 6
2(Tα − t) −
7
2
)
z2(t)
+
(
α2 − 1
8(Tα − t)2 +
3α+ 3
4(Tα − t)
)
z3(t),
u˙α2 (t)=−
1
2
z2(t)+
(
α2 − 1
4(Tα − t)2 +
α + 1
4(Tα − t)
)
z3(t).
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4. Synthesis of inertial controls for nonlinear systems with respect to the
first approximation
Consider the inertial synthesis problem for system (1) with the restrictions on
the control of the form (3) as l = 1, i.e., under restrictions on the control and its
first derivative. We assume that the function f (x,u) is such that f (0,0)= 0 and
has continuous derivatives with respect to x and u up to the second order. Then it
is possible to rewrite the system (1) in a neighborhood of zero in the form
x˙ =Ax +Bu+ g(x,u), x ∈Rn, u ∈Rr , (46)
where A= fx(0,0), B = fu(0,0), and g(x,u) is a continuous function. Without
loss of generality we assume that rankB = r .
In this section we construct the controllability function and define the inertial
control solving the considered problem for system (46) under the supposition that
the function g(x,u) satisfies the estimate∥∥g(x,u)∥∥ c1‖x‖s1 + c2‖x‖s2‖u‖s3 + c3‖u‖s4, (47)
where c1  0, c2  0, c3  0, s1 > 1, s2 + s3 > 1, s4 > 1.
Theorem 2. Consider system (46). Let condition (10) hold, the function g(x,u)
satisfy the estimate (47) and satisfy the Lipschitz condition∥∥g(x ′′, u′′)− g(x ′, u′)∥∥ L(ρ1, ρ2)(‖x ′′ − x ′‖ + ‖u′′ − u′‖)
in each domain{
(x,u): 0 < ρ1  ‖x‖ ρ2, ‖u‖ d0
}
.
Put
α0 = max
{
3,
2n1 − s1 − 3
s1 − 1 ,
2n1 + s3 − s2 − 3
s2 + s3 − 1 ,
2n1 + s4 − 3
s4 − 1 ,
2n1
s1
− 1, 2n1 − s2 + s3
s2 + s3 ,
2n1
s4
+ 1
}
.
Then there exist positive numbers a0, cα < 1 such that for α  α0 the control
uα(x)=−1
2
M−1B∗0Fα
(
Θα(x)
)
Lx, (48)
where the controllability function Θα(x) at x = 0 is defined by Eq. (21),
Θα(0) = 0, solves the inertial synthesis problem for system (46) in the domain
Qα = {x: Θα(x) cα} and satisfies the restriction ‖uα(x)‖ d0, ‖u˙α(x)‖ d1.
The time of motion Tα(x0) from the point x0 ∈ Qα to the origin along the
trajectory of the system (46) with the control uα(x) satisfies the inequality
Tα(x0) αβα Θ
1/α
α (x0), where βα > 0.
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Proof. The proof is based on Theorem 1 from [5]. In Section 3 we have
constructed the positive function Θα(x) which is continuously differentiable at
x = 0 and proved that for each α  1 there exists a constant cα > 0 such that
the domain Qα = {x: Θα(x) cα} is bounded and Qα ⊂ int Q1α (Proposition 2).
Further, the control uα(x) of the form (48) satisfies the Lipschitz condition with a
constant L(ρ1, ρ2) in any domain K(ρ1, ρ2)= {x: 0 < ρ1  ‖x‖ ρ2}.
Let us show that the derivative of Θα(x) with respect to system (46) with
the control uα(x) of the form (48) satisfies the inequality (5) and prove the
boundedness of the control and its first derivative.
Put y(Θ,x)=D(Θ)Lx . We rewrite the control (48) in the form
uα(x)=Θ−1/(2α)α (x)M−1P0y
(
Θα(x), x
)
. (49)
Further for the sake of brevity we denote Θ = Θα(x), y = y(Θα(x), x), D =
D(Θα(x)), g = g(x,uα(x)). Since
Lx˙ = LAx +B0Muα(x)+Lg = LAx +Θ−1/(2α)B0P0y +Lg,
then, using (E −B0B∗0 )LAL−1 =A0 and equality (27), we obtain
y˙ = (Θ˙Θ−1Hα +Θ−1/αA1 +Θ−1/(2α)B0B∗0LAL−1D−1)y +DLg.
Then
Θ˙ =−Θ1−1/α + [Θ1−1/(2α)([FαB0B∗0LAL−1D−1
+D−1(L−1)∗A∗L∗B0B∗0Fα]y, y)
+ 2Θ(Fαy,DLg)
]/(
Fαy, y
)
, (50)
and hence the derivative of the control uα(x) of the form (49) with respect to
system (46) has the form
u˙α(x)=Θ−3/(2α)M−1P1y +Θ−1/αM−1P0B0B∗0LAL−1D−1y
+Θ−1/(2α)M−1P0DLg +M−1P0
(
Hα − 1
2α
E
)
y
× [Θ−1/α([FαB0B∗0LAL−1D−1
+D−1(L−1)∗A∗L∗B0B∗0Fα]y, y)
+ 2Θ−1/α(Fαy,DLg)
]/(
Fαy, y
)
. (51)
Since (
Fαy, y
)
 ‖y‖2/∥∥(Fα)−1∥∥ and ∥∥D(Θ)∥∥Θ− 2n1−12α ,∥∥D−1(Θ)∥∥Θ1/(2α) as Θ  1
then from (50) and (51) we obtain that
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Θ˙  −Θ1−1/α + 2Θ‖Fα‖
∥∥(Fα)−1∥∥∥∥B0B∗0LAL−1∥∥
+ 2Θ1− 2n1−12α ‖Fα‖
∥∥(Fα)−1∥∥‖L‖‖g‖/‖y‖, (52)∥∥uα(x)∥∥ 1√
2
∥∥M−1∥∥‖Fα‖√a0∥∥F−1α ∥∥Θ 12− 12α , (53)
∥∥u˙α(x)∥∥ 1√
2
√
a0
∥∥M−1∥∥‖Fα‖∥∥F−1α ∥∥1/2
(
1+ n1
α
+ 1
2
‖Fα‖
)
Θ
1
2− 32α
+√2a0∥∥M−1∥∥‖Fα‖∥∥F−1α ∥∥1/2∥∥B0B∗0LAL−1∥∥
×
(
1+ n1
α
‖Fα‖
∥∥(Fα)−1∥∥)Θ 12− 12α
+ ∥∥M−1∥∥‖Fα‖
(
1
2
+ n1
α
‖Fα‖
∥∥(Fα)−1∥∥)
×Θ−n1/α‖L‖‖g‖. (54)
Let us obtain the estimate for ‖g‖. Since g = g(L−1D−1y,uα(x)) then using
the inequality (47), the form of the control uα(x), and the inequality ‖y‖ √
2a0‖F−1α ‖Θ we have
‖g‖µ1as1/20 Θ
s1
2α+ s12 +µ2a(s2+s3)/20 Θ
s2+s3
2 +
s2−s3
2α
+µ3as4/20 Θ
s4
2 − s42α , (55)
where
µ1 = µ1(α)= c12s1/2
∥∥L−1∥∥s1∥∥F−1α ∥∥s1/2,
µ2 = µ2(α)= c22(s2−s3)/2
∥∥L−1∥∥s2∥∥M−1∥∥s3‖Fα‖s3∥∥F−1α ∥∥(s2+s3)/2,
µ3 = µ3(α)= c32−s4/2
∥∥M−1∥∥s4‖Fα‖s4∥∥F−1α ∥∥s4/2.
Then (52) gives
Θ˙ −
(
1− 2Θ1/α‖Fα‖
∥∥(Fα)−1∥∥∥∥B0B∗0LAL−1∥∥
−√2‖Fα‖3/2
∥∥(Fα)−1∥∥‖L‖
× (µ1a(s1−1)/20 Θν1(α) +µ2a(s2+s3−1)/20 Θν2(α)
+µ3a(s4−1)/20 Θν3(α)
))
Θ1−1/α, (56)
where
ν1(α)= α(s1 − 1)− 2n1 + s1 + 32α ,
ν2(α)= α(s2 + s3 − 1)− 2n1 + s2 − s3 + 32α ,
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ν3(α)= α(s4 − 1)− 2n1 − s4 + 32α
satisfy the inequalities νi(α)  0 for α  α0, i = 1,2,3. Further, (55) and (54)
yield
∥∥u˙α(x)∥∥ µ0(α)√a0 + ∥∥M−1∥∥‖L‖‖Fα‖
(
1
2
+ n1
α
‖Fα‖
∥∥(Fα)−1∥∥)
× (µ1as1/20 +µ2a(s2+s3)/20 +µ3as4/20 ),
x ∈ {x: Θα(x) 1}∖{0}, (57)
where
µ0(α)= 1√
2
∥∥M−1∥∥‖Fα‖∥∥F−1α ∥∥1/2
×
(
1+ n1
α
+ 1
2
‖Fα‖+
∥∥B0B∗0LAL−1∥∥
+ 2n1
α
‖Fα‖
∥∥B0B∗0LAL−1∥∥∥∥(Fα)−1∥∥
)
.
Let us obtain the uniform estimates by α for uα(x) and u˙α(x). Note that ‖Fα‖
decreases, ‖F−1α ‖, ‖(Fα)−1‖ increase with respect to α, and ‖(Fα)−1‖ ‖F−1∞ ‖.
Then (53) and (57) lead to the following estimates
∥∥uα(x)∥∥ 1√
2
∥∥M−1∥∥‖Fα0‖
√
a0
∥∥F−1∞ ∥∥, (58)
∥∥u˙α(x)∥∥ µˆ0√a0 + ∥∥M−1∥∥‖Fα0‖‖L‖
(
1
2
+ n1
α0
‖Fα0‖
∥∥F−1∞ ∥∥
)
× (µˆ1as1/20 + µˆ2a(s2+s3)/20 + µˆ3as4/20 ), (59)
where
µˆ0 = 1√
2
∥∥M−1∥∥‖Fα0‖∥∥F−1∞ ∥∥1/2
×
(
1+ n1
α0
+ 1
2
‖Fα0‖+
∥∥B0B∗0LAL−1∥∥
+ 2n1
α0
‖Fα0‖
∥∥B0B∗0LAL−1∥∥∥∥F−1∞ ∥∥
)
,
µˆ1 = c12s1/2
∥∥L−1∥∥s1∥∥F−1∞ ∥∥s1/2,
µˆ2 = c22(s2−s3)/2
∥∥M−1∥∥s3∥∥L−1∥∥s2‖Fα0‖s3∥∥F−1∞ ∥∥(s2+s3)/2,
µˆ3 = c32−s4/2
∥∥M−1∥∥s4‖Fα0‖s4∥∥F−1∞ ∥∥s4/2.
Choose the number a0 such that
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0 < a0 
2d20
‖M−1‖2‖Fα0‖2‖F−1∞ ‖
,
µˆ0
√
a0 +
∥∥M−1∥∥‖Fα0‖‖L‖
(
1
2
+ n1
α0
‖Fα0‖
∥∥F−1∞ ∥∥
)
× (µˆ1as1/20 + µˆ2a(s2+s3)/20 + µˆ3as4/20 ) d1.
Choose cα > 0 such that for 0 <Θ  cα the inequality
βα(Θ)≡ 1− 2Θ1/α‖Fα0‖
∥∥F−1∞ ∥∥∥∥B0B∗0LAL−1∥∥
−√2‖Fα0‖3/2
∥∥F−1∞ ∥∥‖L‖
× (µˆ1a(s1−1)/20 Θν1(α) + µˆ2a(s2+s3−1)/20 Θν2(α)
+ µˆ3a(s4−1)/20 Θν3(α)
)
> 0
holds. For these a0 and cα put βα = βα(cα). Then from the inequality (56) we
have
Θ˙α(x)−βαΘ1−1/αα (x), x ∈ Qα.
From (58), (59) it follows that the control uα(x) satisfies the given restrictions
in the domain Qα \ {0}. By Theorem 1 [5] the control uα(x) solves the inertial
synthesis problem for system (46) and the time of motion from the point x0 to the
origin satisfies the estimate Tα(x0) αβα Θ
1/α
α (x0). ✷
Corollary 2. Let 2‖F∞‖‖F−1∞ ‖‖B0B∗0LAL−1‖ < 1, the number a0 satisfies the
conditions
0 < a0 
2d20
‖M−1‖2‖F∞‖2‖F−1∞ ‖
,
µ˜0
√
a0 + 12
∥∥M−1∥∥‖F∞‖‖L‖(µ˜1as1/20 + µ˜2a(s2+s3)/20 + µ˜3as4/20 ) d1,
where µ˜i = limα→∞µi(α), i = 0,3. Then there exists a positive number c∞ < 1
satisfying the inequality
1− 2‖F∞‖
∥∥F−1∞ ∥∥∥∥B0B∗0LAL−1∥∥−√2‖F∞‖ 32 ∥∥F−1∞ ∥∥‖L‖
× (µ˜1a(s1−1)/20 c(s1−1)/2∞ + µ˜2a(s2+s3−1)/20 c(s2+s3−1)/2∞
+ µ˜3a(s4−1)/20 c(s4−1)/2∞
)
> 0
such that the control u∞(x)=− 12M−1B∗0F∞Lx solves the stabilization problemfor system (46) and satisfies the restrictions ‖u∞(x)‖ d0, ‖u˙∞(x)‖ d1 in the
domain Q∞ = {x: (L∗F∞Lx,x) 2a0c∞}.
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