This paper deals with the development of a new model for the cooling process on the runout table of hot strip mills. The suitability of different numerical methods for the solution of the proposed model equation from the point of view of accuracy and computation time are studied. Parallel solutions for the model equation are proposed.
Introduction
In a hot strip mill, the strip is cooled by water sprays from top and bottom on the runout table (ROT). In order to get the desired mechanical and metallurgical properties, the rate of cooling and final temperature of the strip have to be maintained within a predefined band by controlling the flow of water. This paper deals with the development of a mathematical model for the ROT whiclh can be used for real time simulation of the cooling process on the ROT. The chosen model equation takes into account the latent heat of phase transformation and variation of various thermophysical properties of the strip with temperature. For the solution of the proposed model equation the suitability of three numerical methods, namely, the finite difference method, the orthogonal collocation method and the integral profile method are examined from the point of view of accuracy of the solution and computational time. Since the model equation is to be solved in real time, parallel solutions of the model equation are proposed and the performance of the parallel solutions examined.
The Model Equation
In a hot strip mill, the strip is cooled on the runout table (ROT) by spraying water from top and bottom. Figure 1 shows a typical ROT.
Convection to the sprayed water and radiation to the atmosphere are the prime modes of heat transfer on the ROT. Conduction along the thickness of the strip and conduction to the work rolls also affect the temperature of the strip in the runout section. Steel being allotropic in nature can have different crystalline structures (phases) in the solid state, each structure being stable within a particular temperature range. The strip undergoes an exothermic phase transformation as it is cooled and the latent heat of phase transformation has an effect on the final temperature of the strip. The latent heat varies with the rate of cooling and the temperature of the strip at the beginning and end of the cooling process [l] . Since the strip is typically cooled from about 900' C, to about 650' C, the thermal conductivity and specific heat of the strip do not remain constant during the cooling process. [4] has modelled the process as an one dimensional heat conduction equation taking into account the latent heat of phase transformation but has neglected the variation of thermophysical properties of the strip with temperature. Ditzhuijzen G.V. [5] has used a model of the cooling process for the purposes of control, but the model neglects the conduction along the thickness of the strip, the latent heat of phase transformation and the variation of thermophysical properties of the strip with temperature. The model equation used in the work reported by Fillipovic J., Visakanta et al. 161 for offline calculations takes into account most of the factors that affect the temperature of the strip on the ROT but neglects the latent heat of phase transformation. Most of the other models reported in the literature are empirical in nature [7, 8, 9] .
The variation of thermal conductivity (B,) and specific heat (c,) with temperature are known and available in literature [lo] for different steels. In the present work, it is proposed to take the variation of le, and c, into account by fitting polynomials from the available data. For the practical temperature ranges of the strip on the ROT, k, and c, are found to Jary with temperature as per the following equations. The boundary conditions when the strip is under a water zone are:
When the strip is under an air zone the boundary conditions are [12] :
The initial condition is U = u,t at t = 0 over the entire strip. . The boundary element method is well suited to elliptic type PDEs [22] whereas the model equation is a parabolic type of PDE. Further, the model equation is i i one dimensional problem (in space) with a regular geometry and for such problems the finite element method andl the orthogonal collocation method become essentially the same. The orthogonal collocation method has the additional advantage of requiring less number of terms to be computed when compared to the finite element method [20] . Hence in this work, the solution of the model equation hiis been attempted by the finite difference method, the orthogonal collocation method and the integral profile method only and the suitability of these three methods for solving the model equation has been examined from the point of view of accuracy of the solution and computational time.
For the purpose of ascertaining the accuracy of the numerical methods, the heat generation due to phase transformation was ignored as the contribution due to the phase transformation term in the model equation is independent of the numerical method used for the solution. In addition, equation 2 was linearised by taking the average values of k, and cv over the temperature range of the strip on the ROT resulting in equation 4.
with the boundary conditions:
dT/dx = (hl/k)T at x = 0 and dT/& = -(hz/k)T at x = 1 and initial condition T = 1 at t = 0. where 'k' and 'c'
are the average values of thermal conductivity and specific heat respectively. The accuracy of the three numerical methods was tested by comparing the solution of equation 4 obtained by the numerical methods and the analytical method (equation 3). Tests were carried out for strips of thickness ranging from lmm to lcm moving at velocities ranging from 3 meters/sec to 10 meters/sec (depending on strip thickness) on a 150 meters long ROT. 
Parallel Solution by FDM
A parallel solution of the above FDM formulation has been implemented on a linear array of transputers [23] . The task of computation of a l , a2, a3, a4 and a5 in equations 8 to 10 for the various grid points (elements of matrix A in equation ll) at each time step has been evenly distributed among the transputers [24] . Let 'P' be the number of transputers in the network, 'g' the number of grid points and 'R' the remainder when g is divided by P. The tridiagonal system of linear equations which results by using a grid spacing of 0.1 is a 11 x 11 system of linear equations. Parallel methods for solution of the tridiagonal system of equations are generally efficient only when the order of the tridiagonal system is 500 or higher while in the present case the tridiagonal system is of order 11 x 11. However, in order to verify whether any improvement can be achieved by solving the tridiagonal system(equation 11) in parallel, two representative methods for the parallel solution of equation 11, namely the parallel prefix recursive doubling algorithm proposed by Egecioglu [25] and the parallel algorithm based on reducing the matrix A to diagonal form by column sweep techniques proposed by Evans [26] , have been attempted and the performance compared with the sequential solution of the tridiagonal system. While solving the tridiagonal system of equations by each of the three methodls mentioned above, the coefficients of matrix A were computed in parallel. The time taken for the solution of the model equation by FDM with the co-efficients of matrix A in equation 11 computed in parallel and the tridiagonal system being solved by the three methods with different number of transputers in the network are given in table 1.
As was expected parallel methods of solving tridiagonal system of linear equations takes more time when compared with the ordinary sequential method of solving the tridiagonal system. 
Orthogonal Collocation Method
In the orthogonal collocation method the unknown yariable is assumed to be a linear combination of independent orthogonal polynomials [20] . In this work the unknown variable T in equation 2 has been taken as (12) i=l where N is the number of interior collocation points apart from the two boundary points, P j -l ( x ) is a polynomial of degree (i-1) and is orthogonal to all polynomials of degree less than (i-l)a The N interior collo- From the point of view of implementation the computer programs are simpler if they are written in terms of the unknown values at the collocation points rather than in terms of co-efficients [20] . Since the trial function for the unknown in equation 12 is polynomial of degree (N+l) in x, the trial function can be written as = 1,2,3,. . .,N In order to determine the accuracy of the solution equations 21 was solved by the fourth order Runge Kutta method 1141 and equations 22 and 23 were solved explicitly at each time step. The largest time step and the least number of collocation points that would yield an accuracy of lo centigrade has been determined in a manner similar to the one employed for the FDM method. It has been found that a time step of 0.1 second and 6 collocation points yields the desired accuracy. When, the number of collocation points were increased beyond 6, the ODEs became stiff requiring a smaller time step for a stable solution. The model equation solution by the orthogonal collocation method has been compared with solution obtained by the FDM method and it has been found that the difference between the FDM solution and orthogonal collocation solution is of the order of 2' centigrade. The propagation of error with time has also been studied for 6 collocation points as has been explained for the FDM method. The error propagation with time is plotted in figure 4. As can be seen from the figure the error decays with time indicating that the solution is stable. Although the Runge Kutta method yields a stable solution, the method is computationally intensive and is not as amenable to parallelisation as the block predictor corrector methods. Hence, the solution of equations 21 has also been attempted by two other . The modified midpoint method has been tried since the method is computationally less intensive than the Runge Kutta method. The block predictor corrector method is more amenable to parallelisation than the Runge Kutta method because in each predictor step the predictor values for two subsequent time steps can be computed in parallel. Similarly in each corrector step the corrector values for two subsequent time steps can be computed in parallel. However, both these methods turned out to be unstable for the solution of equations 21 and have not been considered further.
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Parallel Solution
The solution of equations 21 to 23 have been implemented in parallel by evenly distributing the solution of the (N+2) equations at each time step among the processors and propogating the solution in time sequentially. Since the Runge Kutta method has heen used for the solution of ODEs, solution of ODEs at each time step requires four substeps. After each Runge Kutta substep, the temperatures at all the collocation. points as calculated by the Runge Kutta method are required for the calculation of the value of temperature at each collocation point in the subsequent substep. Thus each processor 'P' has to communicate the values of the temperatures at the collocation points calculated in 'P' to all the other processors in the network at the end of every Runge Kutta substep.
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The parallel solution has been implemented on a multitransputer system with upto 3 transputers in the network.
Since every transputer requires to communicate with every other transputer in the network, the transputers were connected as a ring so that there is a direct link between any two transputers. The time taken for solution with 1-3 transputers in the network are shown in table 2. Due to the excessive communication requirement, the speed-up saturates with the number of processors equal to 3 itself.
739.1 408.5 3 403.0
A comparison of tables 1 and 2 clearly shows that FDM takes less time when compared to orthogonal collocation method.
Integral Profile Method (ITPF)
In contrast to FDM and orthogonal collocation, the integral profile method satisfies the PDE in an integral sense and not pointwise. The dependent variable is assumed to be a polynomial and the coefficients of the polynomial are determined by the boundary conditions and by satisfying the PDE in an integral sense [20, 21] . Let 
Equation 27 is solved to get the value of T(0,t) which can then be substituted in equation 25 to get the values of T at various points in the domain at each time step.
3.3.1
The integral profile method has been implemented for the symmetric case (hl = h2 = h ) and the ODE has been solved by the fourth order Runge Kutta method. The solution by the integral profile method has been compared with the solution obtained by FDM. Although the solution by the integral profile method has been found to be stable, the errors increased with strip thickness from about 2' centigrade for 2mm thick strip, to 15" for a lcm thick strip on an average. Such large errors in the solution are not acceptable and hence the integral profile method has not been pursued further.
Accuracy of the ITPF method
The cooling process on the runout table of a hot strip has been modelled by taking into account the various factors that affect the temperature of the strip on the ROT such as convection to the sprayed water, radiation to the atmosphere, conduction along the thickness direction, latent heat of phase transformation and the variation of thermal conductivity and specific heat of the strip wtih temperature. The cooling process has been modelled as an one dimensional non linear heat conduction equation with convection and radiation boundary conditions.
The formulation and feasibility of the solution of the model equation by three numerical methods namely the finite difference method, the orthogonal collocation method and the integral profile method have been studied. Of the three methods, the orthogonal collocation method and FDM were found to give accurate solutions and these two methods were implemented on a multiprocessor system with transputers as the processing elements. A parallel solution by the finite difference method on a linear array of four processors provided the best results in terms of accuracy, computation time and speed-up.
Based on the studies and results reported in this paper, a real time simulator has been proposed and developed for the ROT of hot strip mills which is the subject of a companion paper titled, "Real Time Simulator for the Runout 
