Abstract. In this paper general boundary value problems for second-order elliptic differential equations are considered on manifolds with edges. It is assumed that in the neighborhood of an edge point the manifold is diffeomorphic to the interior of a convex dihedral angle. Effective conditions for normal solvability of these boundary value problems are obtained and the parametrix is constructed. The methods make use of the theory of analytic functions of several variables and automorphic functions.
Introduction
In this paper boundary value problems are considered on a compact «-dimensional manifold %. with a piecewise smooth boundary. These problems are of the form Such contrast between the cases η = 2 and η = 3 stems from the fact that to establish the Noetherian property for problem (0.2) when η > 3 it is necessary to construct the inverse operator for a problem of the same type with a parameter and constant coefficients in a quadrant of the plane. Consequently for problem (0.2) with constant coefficients in a plane quadrant it is necessary to be able to find the kernel and cokernel exactly. But from results of [l]-^ [8] only the Noetherian property of such problems follows. Exact computation of their kernel and cokernel involves considerable difficulties. In the special case when Λ is a second-order operator with real coefficients and Β is an operator of first order at most with real coefficients, this problem was solved in [16] .
In this paper, for a second-order operator A we find, in the general case itself, the kernel and cokernel of the problem with a parameter and constant coefficients in a quadrant. To do this we apply a new method based on variables dual to χ in the complex plane and the use of automorphic functions. With the aid of this method we find the kernel and cokernel of the problem with a parameter, and explicit formulas for its solution. This permits us to investigate problems (0.1) and (0.2) for a second-order operator A without assuming that coefficients are real and without restriction on the order of the boundary operator B, We assume that η > 3, since problem (0.2) has been well studied in the case η = 2.
We note that the method of automorphic functions, which we apply to partial differential equations, was first applied to difference equations in a quadrant by V. A. Malysev [12] .
For lack of space we omit proofs of some assertions in the first and seventh sections. Detailed proofs of these assertions will be published elsewhere by the author.
We shall employ the following notation: d is the differentiation vector (d^, We define the norm for elements of a finite-dimensional linear space to be any of the equivalent norms. For example, for polynomials of bounded degree the sum of the moduli of the coefficients can be taken as norm.
If X and Υ are two sets and h: X Q -> Υ is a mapping of X Q C X into Y, X U n Υ denotes the union Χ υ Υ in which the points x Q & X Q and hx Q e Υ are identified. If X = Y, then X U^ Υ is denoted by X/h. By a covering we mean a fibering in Serre's sense with discrete fiber. The author expresses profound gratitude to M. I. Visik for posing the problem and for valuable advice, and also to A. 1. Snirel man for useful discussion. §1. Boundary value problems in a quadrant of the plane
In this section we reduce the general boundary value problem itself in a quadrant to an equivalent system of equations on a Riemann surface. Let Κ be the first quadrant of the plane: Κ = R χ R . In Κ we consider a general boundary value problem of the form We shall assume that A(D) is a strongly elliptic operator, i.e. that for ζ € R |i4(z)|>C(l + |z|r.
( [1] [2] [3] [4] [5] Under this condition u is uniquely determined by (1.4) . Consequently, to find the general solution of (1.1) it sufficies in this case to describe the image of the opera-
tor A(D): Η (Κ) -» S'(R , Κ). We give such a description at once by using the Fourier transform of /' and the complex characteristics of A(D).
We introduce the notation In consequence of Theorem 1.1 and Lemma 1.1, for a strongly elliptic operator A(D) of order m the first equation of (1.1) is equivalent to the system of conditions
where / is of the form (1.9) and the L . are independent linear functionals. In (1.4) we have used the notation 
-m -
A one-to-one correspondence between solutions of the system (1.14) and the first equation of (1.1) is effected by (1.4).
From (1.11) it follows that besides the known function / and the constants / only the Cauchy data for the solution u figure in the first condition of the system (1.14).
But the operator A(D) is elliptic and consequently does not have real characteristics.
Therefore all normal derivatives of u on the boundary of the quadrant can be expressed in terms of the Cauchy data and the derivatives of /. We set u^(x^) = d^uix^ 0) for x l > 0 and u^x^ = d^u(0, * 2 ) for x 2 > 0. Then, as in the Cauchy-Kowalewski theorem, from the first equation of (1.1) for β > m we obtain the recurrence relation ( L 1 6 ) A similar relation also holds for the functions «^(x-).
From what has been said it follows that the boundary conditions for (1.1) can be expressed in terms of the Cauchy data for the solution in the following way: for I = 1, 2 *i>0, (1.17) where P^iD^ = (^/«(£>/)> * * (ii). If / = 0, then φ ι = f l for / = 1, 2.
(iii) The degree of the polynomial PL· does not exceed m^ -β.
Applying the Fourier transformation to (1.17), we obtain for / = 1, 2, where φ^ 6 C l .
Finally, we note that the first condition in the system (1.14) is equivalent to the equality / (z) = 0 on the complex characteristics of A(D) situated in CK , provided the polynomial A(z) is irreducible. Then we arrive at the following equivalent statement of the boundary value problem (1.1). We denote by V (A) the part of the characteristic A(z) = 0 lying in CK . 
Here we have used the notation ,1 (2.14)
Τ
where φ} = φ { + Ρ r Note that «^ Φ 0 for I = 1, 2 in view of (2.4).
As an algebraic equation in the functions ν ,, relation (2.13) is underdetermined. But it can be raised to a well-posed problem if we take into account the fact that ν ! is holomorphic in V^ = \z € V\z. 6 C I and depends only on ζ,. The latter property The monodromy group of p. acts transitively in its fibers; consequently (2.13) is equivalent to the system To simplify the investigation of (2.18) we reduce the consideration of (2.1) to the case / = 0. For this we find a particular solution of the equation 
Eliminating v^ 1 from the first two equations of (2.27), we arrive at the equivalent (via (2.24)) system 
Now we proceed to examine (2.28). Let us write its second equation in the form
We now use (2.35) to reduce (2.36) to an algebraic equation on W 2 with shift h = h^h^.
In §3 we shall show that for the fundamental domain flj of the group generated by h this equation is the Haseman problem [ll] and by passage to the quotient space Π-^/h it can be reduced to the Riemann problem. In §4 we shall solve the latter problem in quadratures. where h = hJo,. In (2.38) we have used the commutativity of (2.32).
Obviously the system of equations (2.38) and (2.35) is equivalent to the last two equations in (2.28). Solving (2.38) and (2.35) simultaneously, we then determine v^ j from the first equation of (2.28), since 5^0 on V.
We shall show that in fact (2.35) "follows" from the structure of (2.38). Proof. In view of (2.3D, (2.33) and (2.37), for w e v\
(2.39) Thus it suffices to find a solution of (2.38) meromorphic in W. Hence the consideration of (2.18) in the case / =0 under the assumption that the v^ are meromorphic in V^ has brought us to the linear algebraic equation (2.38) with shift h on the Riemann surface W 9 . Since in the case /, = 0 we shall seek a solution ν Ί1 of (2.18) under the assumption that ν .,+ ν 2 We first consider the algebraic curve V. The covering V, -» (] + can be extended ρ, L· to a covering V -» C in accordance with formula (2.15). Let V be the projectivization of the affine algebraic curve V. Then the covering can in turn be extended to a covering V -* CP . Obviously the last covering is two-sheeted and has two double branchpoints z, and z { . These points are distinct, since A(z) is irreducible. They are not real (because A(z) is strongly elliptic) and consequently finite. The mono· 
The inverse mapping has the form Thus the birational equivalence of V and CP is established. In addition, from (3.11) and the invertibility of the substitution (3.4) follows (3.2).
From (3.4), by virtue of (3-7) and (3-10), we obtain
The covering p,χ is two-sheeted; therefore the vectors Cj and c 2 have nonzero components and consequently (3-12) can be transformed into the form (3.1).
To prove formula (3· 3) we note that the automorphism h. permutes the roots of the
Consequently by Viete's formulas λ./ι Ζ *λ = -. Since the branch points of p, are finite and not real, Γ, are smooth curves. Each of the curves F^ passes through 0 and °o and has at most two connected components.
But from the strong ellipticity of A(z) it follows that the curves V l and F 2 cannot intersect at any points different from 0 and oo and cannot be tangent at these intersection points. This is possible only if they are connected. In this case the points 0 and oo split Γ, into two nonintersecting curves Γ,, which proves (i). Assertion (ii) has already been proved, and (iii) follows from the connectedness of Γ, and formula (3-1 where the w, are the poles of ι) 12 Let us state the equivalence of problems (2.38) and (3.23) more precisely. can be taken as uniformizing parameter on V. The automorphisms /> 2 and h^ can be extended from W and V,, respectively, to automorphisms of V -C, and by virtue of (3.3) they act according to the formulas
where w, = In Θ, is a fixed point of h,. Obviously w^ £ V, and Consequently IIj is the fundamental domain of the group of translations of the complex plane generated by h. Since V l and hVj lie in V 2 , the regions V l and IT χ lie on one side of F"j". Consequently
Now we can prove Theorem 3· l· Obviously it suffices to demonstrate that if v, 2 has a finite set of poles in IL and the sum in (3.24) is finite, then v, 2 can be extended to a meromorphic function in V, and has a finite set of poles there. In fact G^{w) is holomorphic in V^ by (2.23) and (2.28). Therefore if ν, 2 is meromorphic in Vp then from (3.23), using the principle of analytic continuation by continuity, we obtain that v, 2 can be continued across Γ. to a meromorphic function in IL U hV, = W 2 .
Finiteness of the set of poles of v^2 in W 2 follows from the birational equivalence of V and CP and from (2.24), and (2.38) follows from the uniqueness of analytic continuation.
Finally, we show by induction that v^2 can be extended to a meromorphic func-
with η > 0 and has a finite set of poles there. For η = 0 the assertion follows directly from the hypothesis. Let us assume that it is true for some η > 0. We shall show that
In fact which is rational on V. In view of (2.24) this function is not identically zero on V. For further analysis of problem (2.1) it is necessary to use its nondegeneracy, i.e. the Sapiro-Lopatinskil condition. Obviously (2.9) and (2.10) are equivalent to th'e estimates Γ, *€17, |z|>C.
(4.5)
where C is a constant. By Lemma 3-1 the mapping ψ is a birational equivalence of V and CP , and by virtue of Lemma 3.2 the curves Γ7 join the points 0 and <». Therefore from (4.5) and (3.1) it follows that the rational function Β^(χ(λ)) has poles of the same order m, at 0 and <χ>. But from (2.14), (2.16) 
.15) (iv) A factorization with properties (i)-(iii) is unique up to a nonzero constant factor.
(
v) The function T(w) is invariant with respect to h> 2 up to sign: T Kt (w)= ±f (w), w£V. (4.16)
Proof. We introduce the function %(t)-^an arbitrary branch, meromorphic in CP \Γ"7, of the function inverse to Zukov's function: by virtue of (4.12;.^ -1
Now we "unwind" the symbol i? u (/). We denote by T^ a contour in CP that joins -1 with 1 and lies in a sufficiently small neighborhood of Γ^". In addition, Γ7 goes around the zeros of Rj lying on Γ^" to the left and around the poles to th-e right. Let κ 2 = -Var arg R n (t). Finally, (iv) follows from the principle of analytic continuation by continuity and the theorem on a removable singularity. Assertion (v) is the multiplicative analog of Theorem 2*1 and can be proved using (iv) and the fact that hj is an involution. Theorem 4.1 is proved.
Let us return to equation (3·38 By virtue of (4.5), from the arguments presented above it follows that strong ellipticity of problem (2.1) is necessary in order that it be Noetherian in conjunction with the a priori estimate (2.8) . In this and the following sections we shall show that, conversely, under condition (5.10) the problem (2.1) is Noetherian and its solution satisfies (2.8) for all s (except a locally finite set) with e > 0 depending on s. For this we find the general form of the solution (^2i> ^22^ °^ Then Έί has a pole at ί e Π 2 of order no higher than q ( . Since v 2i and ν * t have a finite set of pole's on W 1 , the integer ^ is positive only for a finite set of points w 6 Π 2 \Γ~. Moreover, analyzing the proof of Theorem 3.1 it is easy to see that § w depends only on the symbols Α, β χ and B 2 We have already proved (i), and 3J? is holomorphic at ±1 because 5f t is square sum· mable in the neighborhood of these points. To prove this we study the functions ν-, , and ^2 1* ^e ^r st prove two important lemmas. Let μ 2 = Re μ 2 and ν = Re ν . and the constants v~* also admit this estimate, pb Proof. We apply the Euler substitution \t + l| -e in the neighborhood of the points ±1 on the contours γ and Γ^. Then the operator (4.40) is transformed into a ρ seu do differential operator on the line. Its symbol, computed in the coordinate r, can be studied by the methods of [15] . Namely, this symbol admits the expansion described in Lemma 4.1 of [15] . Therefore the arguments of §5 of [15] and Theorem A.I of the Let us now complete the proof of Lemma 5.1. Let γ be a short arc in Π 2 \ΓΓ issuing from the point ±1. We assert that ν., and #_, are square summable on γ with weight |/ -1| fX ldt. This is easy to prove for v ll using (5.3) and the description of Recall that in §2 we reduced the investigation of the boundary value problem (2.1) to the system (2.5) of equations equivalent to it. In addition we have shown that it suffices to consider the case / = 0, and under this condition we have exhaustively studied equation (2.13). Since this equation was obtained by eliminating "v . from the system (2.5), it is now possible to compute these functions: taking (ii) of Remark 1.1 into account, we obtain ν ι = . (ii) To each solution of the system (6.5) corresponds in a one-to-one manner a We shall state the results of this section in the form in which they will be needed for studying boundary value problems on a manifold with piecewise smooth boundary (ii) Invertibility of U is equivalent to the following system of conditions:
Lemma 5.2. (i) The function v'~Jt) is meromorphic in CP \Γ"Γ and has a finite set of poles there; in the neighborhood of the contour ΓΓ in CP it admits the estimate
where (T, J) Q denotes the restriction of the operator (T, /) to the kernel of (u, K) in the space H s θ C r *.
Proof. Assertion (i) follows from the fact that U. is Noetherian. The first condition in (6.19 ) is equivalent to the fact that the operator (6.17) is an epimorphism; the second to the invertibility of (6.18). §7. Function spaces and classes of operators on manifolds with piecewise smooth boundary Let Μ be a smooth compact η-dimensional space. We assume that it is stratified, i.e. %'.» y?..!,, where m, is a smooth manifold of dimension η -k and % . Π % . -0 for i 4 /· We shall assume that
In addition we shall assume that η > 3. Definition 7.1. The space % has a piecewise smooth boundary if (i) % has the form (7.1).
(ii) Each point χ e%^ has a neighborhood in ^1Ϊ diffeomorphic to a half-ball B + inR w : B + = \x e R"| |x| < 1, Χχ >0|.
(iii) Each point χ € % 2 has a neighborhood in ^11 diffeomorphic to a quarter-ball
Thus % is the interior of '1 and d% =% l U % 2 . The stratum ffij consists of regular points of the boundary and Μ is the edge of codimension two in M.
The manifold m, is canonically diffeomorphic to the interior of a smooth space %.? determined up to a diffeomorphism. Namely, a boundary point of %. ^j· From this definition it follows that G>(M?) is a space of smooth functions on 7R j having, together with all derivatives, discontinuities of the first kind on M 2 · For convenience we set )1Ϊ^ = )1Ϊ and % 2 =% r Let s(x) be an arbitrary locally constant function on %?. We shall denote by Η / Λ(^Ο the Sobolev space of functions on ΪΗΓ having locally constant "smoothness".
We shall consider differential operators on ^11 with smooth coefficients. In addition we need boundary differential operators acting from &(%) to ©(M.p. Let χ be local coordinates on Μ defined in a neighborhood of a point of dm. where the function P(x, z) has the following properties:
r <\Ρ(χ,ζ)Ια(ζ')άζ', By the Paley-Wiener theorem it follows from 1) and 2) that the integral in (7.4) depends only on u and not on lit. We shall employ the notation Ρ(χ",ζ") = Ρ σ (χ,χ';Ο',ζ") (7.7)
for the operator (7.4).
Theorem 7.1. (i) The set of Fourier operators of codimension two, degree m(x) and class r(x) is invariant with respect to change of variables.
( The function PZ is called the principal homogeneous part of the symbol Ρ .
Let ζ(ζ") be a function in fb(R n ) such that
We denote by W, the bundle of inner normals to %~ in %, and by Τ, the restriction of the bundle of cotangent spaces to %, on % 2 · Recall that η > 3. The operator %, , acts from G> ^(Mj) to G> ^(Hlf), has matrix symbol (S/ 7 >), matrix degree m, , = (ml 1 ,) and matrix class r, . = (r 1 , 1 ,), where 1 < / < ri* and 1 < ι < r,.
For simplicity we restrict ourselves to the case when the edge Hl 2 is connected. We assume that f Q e H ( /or all χ e Hi J, 1 < / < r* β«ύ? 1 < i < r k .
Proof. The assertion follows from (ii) of Theorem 7.1.
In the following we shall assume that the hypotheses of Theorem 8.1 are satisfied. 
