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Abstract—Diffusion tensor imaging (DTI) is widely used to 
examine the human brain white matter structures, including 
their microarchitecture integrity and spatial fiber tract 
trajectories, with clinical applications in several neurological 
disorders and neurosurgical guidance. However, a major factor 
that prevents DTI from being incorporated in clinical routines is 
its long scan time due to the acquisition of a large number 
(typically 30 or more) of diffusion-weighted images (DWIs) 
required for reliable tensor estimation. Here, a deep learning-
based technique is developed to obtain diffusion tensor images 
with only six DWIs, resulting in a significant reduction in 
imaging time. The method uses deep convolutional neural 
networks to learn the highly nonlinear relationship between 
DWIs and several tensor-derived maps, bypassing the 
conventional tensor fitting procedure, which is well known to be 
highly susceptible to noises in DWIs. The performance of the 
method was evaluated using DWI datasets from the Human 
Connectome Project and patients with ischemic stroke. Our 
results demonstrate that the proposed technique is able to 
generate quantitative maps of good quality fractional anisotropy 
(FA) and mean diffusivity (MD), as well as the fiber tractography 
from as few as six DWIs. The proposed method achieves a 
quantification error of less than 5% in all regions of interest of 
the brain, which is the rate of in vivo reproducibility of diffusion 
tensor imaging. Tractography reconstruction is also comparable 
to the ground truth obtained from 90 DWIs. In addition, we also 
demonstrate that the neural network trained on healthy 
volunteers can be directly applied/tested on stroke patients' 
DWIs data without compromising the lesion detectability. Such 
a significant reduction in scan time will allow inclusion of DTI 
into clinical routine for many potential applications. 
Index Term—Diffusion tensor imaging (DTI), diffusion-
weighted images (DWIs), deep convolutional neural networks, 
fractional anisotropy (FA), mean diffusivity (MD), fiber 
tractography. 
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I. INTRODUCTION 
Diffusion-weighted imaging (DWI) uses diffusion sensitizing 
gradients to measure the extent of water molecule diffusion along the 
gradient direction [1-3]. DWI has shown to be very useful for early 
detection of ischemic stroke [4, 5], as well as other brain diseases, 
such as multiple sclerosis [6-8], trauma [9, 10], brain tumors [11, 12], 
and hypertensive encephalopathy [13, 14]. To account for complex 
patterns of water diffusion shaped by tissue microstructural 
organization, e.g., anisotropic diffusion in white matter structures, 
diffusion tensor imaging (DTI) was later developed to characterize 
three-dimensional tissue water diffusion using a second-order 
diffusion tensor model [15]. From diffusion tensor data, several 
markers, such as mean diffusivity (MD) and fractional anisotropy 
(FA), can be derived and are widely used to visualize microstructural 
organizations in the brain as the diffusion tensor itself, a three-by-
three matrix, is difficult to display. For example, in the white matter,  
 
 Page 2 / 13 
Fig. 1. Schematic comparison of the conventional DTI model fitting and deep learning methods for generating various diffusion quantification maps. In the deep 
learning method, CNN uses an input layer, an output layer, and multiple hidden layers of nodes to form a hierarchical structure. The proposed network comprises several 
layers of a skip-connection-based convolution-deconvolution network which learns the residual between its input and output. In each layer, n64k3s1p1 (p’1) indicates 64 
filters of kernel size 3 × 3 with a stride of 1 and padding of 1 (truncation of 1). Except for the last layer, each (de)convolutional layer is followed by a ReLU unit. 
 
the diffusion of water molecules is often restricted in the direction 
perpendicular to the axons by axonal membrane and myelin, leading 
to diffusion anisotropy [16, 17], which is sensitive to axonal and 
myelin injuries [18, 19]. Furthermore, the 3D directional anisotropy 
information encoded in diffusion tensors allows non-invasive 
reconstruction of the trajectories of major white matter tracts in the 
brain [20]. Although more sophisticated diffusion MRI techniques, 
such as diffusion kurtosis imaging [21] and high angular resolution 
diffusion imaging (HARDI)[22], have been developed to provide 
more comprehensive information on tissue microstructure (e.g., non-
Gaussian diffusion and fiber crossing), DTI remains an important 
tool for neuroscience research with a wide array of clinical 
applications.  
Although DTI theoretically requires only six diffusion-weighted 
images and one non-diffusion-weighted image for estimation of the 
diffusion tensors, many more diffusion-weighted images with 
different diffusion encoding directions are acquired in practice due 
to the low SNR and high sensitivity of the tensor model to noise 
contamination. For example, 30 DWIs are typically needed to obtain 
MDs and FAs with diagnostic quality, resulting in a scan time of 10- 
 
 
 
30 minutes. Such a prolonged scan time can increase motion artifacts 
and patient's discomfort and is a major reason why DTI is not in 
standard clinical practice yet. Several techniques have been 
developed to accelerate DTI, such as parallel imaging with phased 
array coils, simultaneous multislice (SMS) acquisition [23], and 
compressed sensing [24-29]. However, the acceleration factor is        
limited to 2-3 with the latter involving extensive computation power.   
Here we report a deep learning approach to dramatically shorten 
the acquisition time of DTI. This approach can be applied on top of 
SMS and requires little online computation once the training is 
completed offline. Similar to [30], we used deep convolutional neural 
networks to model the nonlinear relationship between acquired 
DWIs and desired DTI derived maps, and the speed improvement 
was achieved by reducing the number of required DWIs. Using data 
from the HCP database, we investigated whether highly accelerated 
(up to 15 times faster) DTI can still maintain the quality of the output 
maps, especially the ability to reconstruct major fiber pathways in 
the brain. Furthermore, we used data from patients with acute 
ischemic stroke to test whether networks trained using healthy 
subjects can potentially be applied to patients.   
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II. RESULTS 
A. FA and MD Maps  
Figure 1 shows the basic architecture of the convoluted neural 
networks used in this study. The network consisted of an input layer, 
an output layer, and multiple hidden layers of nodes to form a 
hierarchical structure [31, 32]. Each node of a layer is connected to 
some nodes of the previous layer by a linear convolution, a nonlinear 
activation, or a pooling (reduction from multiple to one) process. 
Such a hierarchical structure with deep layers can represent highly 
complex nonlinear models [33, 34], with different network 
parameters representing different models. The networks were trained 
using diffusion MRI data (n=40) from the HCP dataset.  
Figures 2 shows representative FA maps, respectively, from 6, 18 
and 36 DWIs generated using the conventional tensor model fitting 
(MF) method and proposed deep learning (DL) method from the 
testing dataset (n=10). Figure 3 plots the average mean values/MSE 
for FA at several ROIs in gray matter structures, subcortical and 
major white matter structures for the total 10 testing datasets. Figure 
4 shows representative MD maps from 3, 6, 18 and 36 DWIs using 
MF and DL. Results from model fitting using all 90 DWIs plus 18 
non-weighted images were used as the ground truth. While the model 
fitting results became increasingly noisy as the number of input 
DWIs decreased, as expected, the FA maps generated by our deep 
learning method showed no apparent degradation even with only 6 
DWIs. The reconstruction of MF/DL generated FA/MD maps were 
measured using peak signal-to-noise ratio (PSNR), which shows 
good performance for DL even with only 6 DWIs for FA and 3 DWIs 
for MD maps. It is seen that differences between MF and DL-
generated MD maps were less apparent than FA maps, as MD is less 
sensitive to noise than FA.  
Within regions of interests defined in the cortical gray matters, 
subcortical and major white matter structures, the FA values 
estimated from limited DWIs using deep learning also showed 
significant less deviation from the ground truth than model fitting. 
When only 6 DWIs were available, the conventional model-fitting 
method significantly over-estimates the FA values, whereas the deep 
learning method has MSE below 0.5% for GM structures, below 1% 
for subcortical WM structures, and below 1.5% for major WM 
structures. When 18 and more DWIs were available, the deep 
learning method provides consistently more accurate FA values than 
model fitting.
 
 
 
Fig. 2. FA maps from conventional tensor model fitting (MF) and the proposed deep learning methods (DL). MF generated FA maps (a-c) and DL generated FA 
maps (e-g) from 6, 18, and 36 DWIs. h, difference map by proposed method from 36 DWIs. The PSNRs and NMSE were calculated with the model fitted FA map from 
90 DWIs (d) as the reference. 
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Fig. 3. Comparison of mean FA values and the corresponding MSEs. Values and errors were obtained by DL and MF with 6, 18, and 36 DWIs for different ROIs. 
 
 
 
Fig. 4. MD maps. 3, 6, 18, and 36 DWIs generated MD maps by MF (a-d) and by DL (f-i). j, difference map of 36 DWIs by proposed method. The PSNRs and NMSE 
were calculated with the model fitted MD map from 90 DWIs (e) as the reference. 
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B. Directionally encoded colormap and fiber tracking  
The primary eigen-vectors from a diffusion tensor indicates the 
principle orientation of water molecule diffusion. In combination 
with FA, the primary eigen-vectors can be used to generate 
directionally encoded colormap, which is useful to inspect 3D 
orientation information encoded in diffusion tensors, as well as fiber 
tracking. Our deep learning network can also be trained to estimate 
primary eigen-vectors directly from DWIs without model fitting. 
Figures 5 show the directionally encoded colormap and tracts 
generated from the eigenvectors using both deep learning and the 
conventional model-fitting methods. Visually, the directionally 
encoded colormaps generated using deep learning results tend to 
maintain its quality better than model fitting with small number of 
DWIs. Even with only 6 DWIS, the estimated orientation of the 
corpus callosum remain consistently along the medial-lateral 
orientation (red) in the deep learning results, whereas the model 
fitting results showed more speckles due to erroneous estimates. 
Fiber tracking results based on deep learning generated FA and 
eigen-vectors better preserved the morphology of three major white 
matter tracts in the brain.  
 
 
 
Fig. 5. Color-coded FA maps. Axial, sagittal, and coronal views by MF a-c, i-k, q-s and by proposed DL e-g, m-o, u-w from 6, 18 and 36 DWIs. h, p and x show the 
difference map of 36 DWIs by proposed method. The PSNRs and NMSEs were calculated with the model fitted color-maps from 90 DWIs (d, l, t) as the reference. 
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Fig. 6. Tractography. Corpus callosum a-c by MF, e-g by DL. Internal capsule/corticospinal tract (h-j by MF, l-n by DL). Superior longitudinal fasciculus (o-q by MF, 
s-u by DL) from 6, 18, and 36 DWIs. The model-fitted tractography from 90 DWIs (d, k, r) are also shown as reference. 
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TABLE I. STATISTICAL INFORMATION  
Pearson Correlation Coefficient, Student's T-test and ANOVA of proposed deep learning (DL) and conventional tensor model fitting (MF) methods. 
 
 
 
Fig. 7. ANOVA of proposed DL, MF and Reference for FA and MD. Left to right: results from 6, 18, and 36 DWIs. 
 
III. STATISTICAL ANALYSES 
For the HCP data, 10 sets of test images (a total of 1450 images) 
were used to evaluate the statistical accuracy of the FA and MD 
values estimated using the proposed DL and conventional MF 
methods. The Pearson correlation coefficient, student's t-test, and 
Analysis of Variance (ANOVA) results are summarized in Table I. 
All statistical tests are two-tailed. Figure 7 also compares the 
ANOVA results of DL, MF estimates, and the reference. 
The Pearson correlation test and t-test in Table I demonstrate the FA 
and MD results of the deep learning method using 6, 18, and 36 
DWIs are statistically significant. The ANOVA results in Table I and 
Fig. 7 show the improvement of the deep learning method over the 
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model-fitting method is also statistically significant.  
 
Lesion Detection in Stroke Patients.  
DTI is known to benefit detection of white matter lesions. Our 
results demonstrate that the deep learning accelerated DTI 
acquisition preserve the ability to detect lesions even though the 
network was trained using data from normal subject. Figure 8 
compares the FA maps obtained from six DWIs using the proposed 
DL method and those from 30 DWIs with 2 averages using the 
conventional MF. The relative contrast of the lesion is shown on the 
bottom left corner of each image. It is seen that the FA map from 6 
DWIs with DL can still reveal lesion with high contrast similar to 
that from 60 DWIs, while the MF with 10 DWIs fails to reveal the 
lesion. Although the training was performed on healthy volunteer 
data, the network still works for stroke patient data.
 
 
 
Fig. 8. Comparison of FA maps with lesion. Lesion maps were obtained from 6, 8, 10 DWIs using the conventional tensor model fitting (a-c), using proposed deep 
learning method (e-g). d, reference from 30 DWIs with 2 averages using the conventional tensor model fitting. h, difference map of 10 DWIs by proposed method.
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Fig. 9. FA maps with noisy input. The maps were generated from 18, 36, and 90 DWIs using conventional model-fitting (a-c); from 6 and 18 noisy DWIs using the 
proposed deep learning method (e-h). Noise model denotes noisy input for training and a clean model denotes clean one for training. The model-fitted FA map from 90 
DWIs (d) is shown as reference. 
 
IV. DISCUSSION 
In order to study the noise robustness of our DL method and the 
conventional MF method, we added an additional 30db of white 
Gaussian noise to the diffusion-weighted images. As shown in Figure 
9, the result shows that the conventional MF method fails to generate 
acceptable FA maps, even using 90 DWIs. In contrast, our DL 
method is still capable of generating FA maps close to the reference 
using as few as 6 DWIs. The training of the DL method is by using 
noisy DWIs as input, so it has the capability of de-noising. However, 
training with clean DWIs can also de-noise and recon accurate FA 
maps. The proposed DL method is robust to noise.  
 
V. METHODS 
A. Description of the deep learning algorithm  
Our objective is to obtain the nonlinear mapping between q DWIs 
(input) and the FA, MD or FA color maps (output) using deep 
learning while by-passing the conventional tensor model. If the 
nonlinear mapping between the input 𝑥  and the output 𝑦  is 
represented as 𝑦 ൌ 𝐹ሺ𝑥; 𝛩ሻ, where 𝛩 is the parameter that controls 
the nonlinear relationship, then a deep learning network is designed 
such that the parameter 𝛩  can be learned to represent the true 
relationship through training faithfully.  
A (de)convolutional neural network with 𝐿  layers is used. 
Specifically, each of the 𝑙 ൌ 1, …, 𝐿 hidden layers calculates  
                 𝐻௟ ൌ 𝜎௟ሺ𝑊௟ ∗ 𝐻௟ିଵ ൅ 𝐵௟ሻ              (1)   
for layers without skip connection, and   
               𝐻௟ ൌ 𝜎௟ሺ𝑊௟ ∗ ሺ𝐻௟ିଵ ൅ 𝐻௅ି௟ሻ ൅ 𝐵௟ሻ       (2) 
for layers with skip connection, where 𝐻௟ is the output of layer 𝑙 
(𝐻଴ stands for input), 𝑊௟  and 𝐵௟  represent the filters and biases 
respectively, ‘*’ denotes the (de)convolution operation, and 𝜎௟ the 
nonlinear operator (e.g., ReLU is used here). Here, 𝑊௟ corresponds 
to 𝑛௟  filters of support 𝑛௟ିଵ×c× c, where 𝑛௟ିଵ is the number of 
channels in the previous layer, c is the spatial size of a filter. We 
divide each image into many overlapping patches of size 21 by 21, 
and the filter size is 3 by 3. It is worth noting that although the filters 
have support in 3D, only 2D convolution with a c× c filter is actually 
performed and weighted sum of 𝑛௟ିଵ channels is performed in the 
third dimension. The filter stride is set to one for all layers. Each 
patch instead of the whole image is used as a training sample. Except 
for the last layer, there are a total of 𝑛௟ = 64 filters in each hidden 
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layer. For the first layer, the input of the network is the 2D patches 
of all q DWIs at the same spatial location (i.e., 𝑛଴ ൌ 𝑞). For the last 
layer, the output of the network is the FA, MD ሺ𝑛௅ ൌ1) or FA-
weighted eigenvectors (𝑛௅=3) for that location. There are a total of 
five convolutional layers, followed by five deconvolutional layers in 
our implementation. The skip connection, originally introduced in 
ResNet [33], copies the early feature maps and reuses them as the 
input to a later layer of the same feature-map size in a network. Our 
network has four conveying paths, copying the output of an early 
convolutional layer and reusing it as the input to a later 
deconvolutional layer of the same feature-map size. Except for the 
last layer, each convolutional or deconvolutional layer is followed by 
a rectified linear unit (ReLU). 
During training, both the input (DWIs) and output (ground truth 
FA, MD or colored FA) are given. The information is then used to 
train the filter weights and biases. Specifically, the objective is to 
minimize the loss function defined as the average mean squared error 
between the network prediction and the corresponding ground truth 
result for all training samples 𝑥௧ and y௧:  
           𝐿ሺ𝛩ሻ ൌ ଵ௡ ∑ ‖𝐹ሺ𝑥௧; 𝛩ሻ െ y௧‖ଶ௡௧ୀଵ              (3) 
where 𝐹ሺ∙ሻ  represents the operation performed by the neural 
network. The optimization problem is solved by the backpropagation 
algorithm (implemented in Caffe [35]). 
 
B. Human connectome project data  
DWI data from a total of 50 subjects were randomly selected from 
the Human Connectome Project (HCP)[36]. The diffusion-weighted 
scans were collected using an HCP-specific variant of the multiband 
diffusion sequence. The diffusion MRI data were collected with 3 
different gradient tables, each including 90 diffusion weighting 
directions, plus six b = 0 acquisitions. The diffusion directions were 
uniformly distributed on multiple q-space shells. The directions were 
optimized so that every subset of the first M directions is also 
isotropic. Each dataset includes 18 non-DWIs and 270 DWIs in three 
different b values: 1000, 2000, and 3000 s/mm2 and 90 diffusion 
directions. Data from 40 subjects (145 slices for each subject, a total 
of 5,800 images) were used for training and the data from the rest 10 
subjects were used for testing and statistical analysis.  
 
C. Healthy volunteer and stroke patient data  
The data used in this study were acquired previously in an ongoing 
trial (Identifier: NCT03163758) as described in [37, 38]. The study 
was approved by the ethics committee of the Peking Union Medical 
College Hospital. We selected data from 10 healthy volunteers (5 
males and 5 females, age 54.4+/-7.8 years) and 2 stroke patients (30 
and 76 years old). The data from stroke patients were acquired within 
one year after onset. MRI data including DTI and structural images 
were acquired on a 3.0 T MRI scanner (MAGNETOM Skyra; 
Siemens, Erlangen, Germany) using a 20-channel phased-array head 
coil. DTI images were taken with a diffusion-weighted echo-planar 
imaging sequence (EPI) sequence. The DTI scan consisted of 30 
diffusion-weighted directions with a b-value of 1000 s/mm2 and one 
volume without diffusion weighting (i.e., b0 image). The parameters 
of the DTI sequence were as follows: repetition time (TR) = 7900 ms, 
echo time (TE) = 94 ms, slice thickness = 2.5 mm, field of view (FOV) 
= 240 mm × 240 mm, 60 axial slices with a slice thickness of 2.5 mm, 
slice gap 0.5 mm, matrix size = 122 × 122, and two repetitions. 
Earplugs and earphones were used to reduce scan noises, and the 
head motion was minimized by stabilizing the head with cushions. 
Data from 10 healthy volunteers (a total of 600 images) were used 
for training, and the data from the two stroke patients were used for 
testing and analysis. 
 
D. Data processing 
The model-fitting results from all 90 directions of b=1000 s/mm2 
were used as the reference for the training of the DL network, 
calculation of MSE, and comparison of performance. When choosing 
a subset of the DWIs to generate the FA and MD maps using both 
DL and MF methods, the first M=6, 18, or 36 diffusion directions 
were selected such that they are uniformly distributed on the q-space 
shell with b=1000 s/mm2.  
MATRIX [39] was used to perform the conventional model fitting 
using the diffusion tensor model and to obtain the corresponding FA, 
MD, colored FA maps, and fiber tractography. 
All testing images were segmented into 286 regions of interest 
(ROIs). The mean and MSE values of FA and MD in each ROI were 
calculated. Performance of DL with respect to MF in representative 
gray matter, major white matter, and subcortical white matter 
structures were examined.   
The lesion contrast was calculated as the FA value difference 
between the lesion and the surrounding background normalized by 
the mean FA value of the background. Large values suggest better 
contrasts. 
 
E. Statistical Metrics  
The Pearson correlation coefficient is calculated using 
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              𝑟 ൌ ∑ ሺ௫೔ି௫̅ሻሺ௬೔ି௬ത೙೔సభ ሻ
ට∑ ሺ௫೔ି௫̅ሻమ೙೔సభ ට∑ ሺ௬೔ି௬തሻమ೙೔సభ
              (4) 
where n = 10 is used here as the sample size, 𝑥௜, 𝑦௜ are the FA (or 
MD) values averaged over all the image for the 𝑖௧௛ reconstruction 
and reference, respectively, 𝑖  = 1, 2, ..., 10, and ?̅?, 𝑦ത  are the 
corresponding mean over all samples. For student's t-test, the t-value 
is calculated as 
                      𝑡 ൌ ௫̅ି௬ത
௦೛ටమ೙
                     (5) 
where 𝑠௣ is an estimator of the pooled standard deviation of the two 
samples.    
The ANOVA compares the variation between groups to the 
variation within groups. The test statistic has an F-distribution with 
(k – 1, N – k) degrees of freedom, and the F value is defined as  
                 F ൌ ୗୗୖ/ሺ௞ିଵሻୗୗ୉/ሺேି௞ሻ ~𝐹௞ିଵ,ேି௞             (6) 
where k = 10, N = 3, SSR ൌ ∑ 𝑛௝൫𝑦ത௝ െ 𝑦ത൯ଶଷ௝ୀଵ  is the variation of 
group mean from the overall sample mean, where 𝑦ത௝, 𝑖 = 1, 2, 3 are 
the FA (or MD) values averaged over all the image from DL 
reconstruction, traditional model fitting and reference, respectively, 
and 𝑦ത  is the corresponding mean over all samples. SSE ൌ
∑ ∑ ሺ𝑦ത௜௝ െ 𝑦ത௝ሻଶଵ଴௜ୀଵଷ௝ୀଵ  is the variation of the observations within each 
group 𝑦ത௜௝ from their group mean 𝑦ത௝.  
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