Markov chain Monte Carlo is a method of producing a correlated sample to estimate features of a target distribution through ergodic averages. A fundamental question is when sampling should stop; that is, at what point the ergodic averages are good estimates of the desired quantities. We consider a method that stops the simulation when the width of a confidence interval based on an ergodic average is less than a user-specified value. Hence calculating a Monte Carlo standard error is a critical step in assessing the simulation output. We consider the regenerative simulation and batch means methods of estimating the variance of the asymptotic normal distribution. We give sufficient conditions for the strong consistency of both methods and investigate their finite-sample properties in various examples.
INTRODUCTION
Suppose that our goal is to calculate E π g := X g(x)π(dx), with π a probability distribution having support X and g a realvalued, π -integrable function. Also, suppose that π is such that Markov chain Monte Carlo (MCMC) is the only viable method for estimating E π g.
Let X = {X 0 , X 1 , X 2 , . . .} be a time-homogeneous, aperiodic, π -irreducible, positive Harris recurrent Markov chain with state space (X, B(X)) and invariant distribution π (see Meyn and Tweedie 1993 for definitions) . In this case, we say that X is Harris ergodic, and the ergodic theorem implies that, with probability 1,ḡ
Given an MCMC algorithm that simulates X, it is conceptually easy to generate large amounts of data and useḡ n to obtain an arbitrarily precise estimate of E π g. Several methods can be used to determine when n is sufficiently large (i.e., when to terminate the simulation). The simplest approach is to terminate the computation whenever patience runs out. This approach is unsatisfactory, because the user would not have any idea about the accuracy ofḡ n . Alternatively, with several preliminary (and necessarily short) runs, the user might be able to make an informed guess about the variability inḡ n and hence make an a priori choice of n. Another method would be to monitor the sequence ofḡ n until it appears to have stabilized. None of these methods is automated, however; and hence they all are inefficient uses of user time and Monte Carlo resources. Moreover, they provide only a point estimate of E π g without additional work.
Convergence diagnostics are also sometimes used to terminate the simulation (Cowles and Carlin 1996) . Some convergence diagnostics are available in software (e.g., the R package boa) and hence may be considered automated. However, none of the diagnostics of which we are aware explicitly addresses how wellḡ n estimates E π g; this is discussed again in Section 4.1.1.
An alternative approach is to calculate a Monte Carlo standard error and use it to terminate the simulation when the width of a confidence interval falls below a specified value. Under regularity conditions (see Sec. 2) , the Markov chain X and function g will admit a central limit theorem (CLT),
as n → ∞, where σ 2 g := var π {g(X 0 )} + 2 ∞ i=1 cov π {g(X 0 ), g(X i )}. Given an estimate of σ 2 g (sayσ 2 n ), we can form a confidence interval for E π g. If this interval is too large, then the value of n is increased and simulation continues until the interval is sufficiently small; this is a common way of choosing n (see, e.g., Fishman 1996; Geyer 1992; Jones and Hobert 2001) . Note that the final Monte Carlo sample size is random. Here we study sequential fixed-width methods that formalize this approach. In particular, the simulation terminates the first time that
where t * is an appropriate quantile, p(n) ≥ 0 on Z + , and > 0 is the desired half-width. The role of p is to ensure that the simulation is not terminated prematurely due to a poor estimate of σ 2 g . One possibility is to fix n * > 0 and take p(n) = × I(n ≤ n * ), where I is the usual indicator function.
Sequential statistical procedures have a long history (see Lai 2001 for an overview and commentary). Moreover, classical approaches to sequential fixed-width confidence intervals, such as those given by Chow and Robbins (1965) , Liu (1997) , and Nadas (1969) , are known to work well. However, the classical procedures are not relevant to the current work, because they assume that the observations are random samples.
In a simulation context, procedures based on (3) were studied most notably by Glynn and Whitt (1992) , who established that these procedures are asymptotically valid in that if our goal is to have a 100(1 − δ)% confidence interval with width 2 , then 1538 Journal of the American Statistical Association, December 2006 limit theorem (FCLT) holds, (b)σ 2 n → σ 2 g with probability 1 as n → ∞, and (c) p(n) = o(n −1/2 ). Markov chains frequently enjoy an FCLT under the same conditions that ensure a CLT. However, in the context of MCMC, little work has been done on establishing conditions for (b) to hold. Thus one of our goals is to give conditions under which some common methods provide strongly consistent estimators of σ 2 g . Specifically, our conditions require that the sampler be either uniformly or geometrically ergodic. The MCMC community has expended considerable effort in establishing such mixing conditions for a variety of samplers (see Jones and Hobert 2001; Roberts and Rosenthal 1998, 2004 for some references and discussion).
We consider two methods for estimating the variance of the asymptotic normal distribution: regenerative simulation (RS) and nonoverlapping batch means (BM). Both have strengths and weaknesses; essentially, BM is easier to implement, but RS is on a stronger theoretical footing. For example, when used with a fixed number of batches, BM cannot be even weakly consistent for σ 2 g . We give conditions for the consistency of RS and show that BM can provide a consistent estimation procedure by allowing the batch sizes to increase (in a specific way) as n increases. In this case, we denoted it as CBM to distinguish it from the standard fixed-batch size version, which we denote as BM. This was addressed by Damerdji (1994) ; but, although the approach is similar, our regularity conditions on X are weaker. Also, the regularity conditions required to obtain strong consistency of the batch means estimator are slightly stronger than those required by RS. Finally, it is important to note that RS and CBM do not require that X be stationary; hence burn-in is not required.
The justification of fixed-width methods is entirely asymptotic so it is not clear how the finite-sample properties of BM, CBM, and RS compare in typical MCMC settings. For this reason, we conduct a simulation study in the context of two benchmark examples and two realistic examples, one of which is a complicated frequentist problem and one which involves a high-dimensional posterior. Roughly speaking, we find that BM performs poorly, whereas RS and CBM are comparable.
The rest of the article is organized as follows. Section 2 fixes notation and contains a brief discussion of some relevant Markov chain theory. Section 3 considers RS and CBM, and Section 4 presents examples.
BASIC MARKOV CHAIN THEORY
For n ∈ N := {1, 2, 3, . . .}, let P n (x, dy) be the n-step Markov transition kernel; that is, for x ∈ X and A ∈ B(X), P n (x, A) = Pr(X n ∈ A|X 0 = x). A Harris-ergodic Markov chain X enjoys a strong form of convergence. Specifically, if λ(·) is a probability measure on B(X), then
where P n (λ, A) := X P n (x, A)λ(dx) and · is the total variation norm. Suppose that there exists an extended real-valued function M(x) and a nonnegative decreasing function κ(n) on Z + such that
When κ(n) = t n for some t < 1, we say that X is geometrically ergodic if M is unbounded and uniformly ergodic if M is bounded. Polynomial ergodicity of order m, where m ≥ 0, means that M may be unbounded and κ(n) = n −m . Also, P satisfies detailed balance with respect to π if
Note that Metropolis-Hastings samplers satisfy (7) by construction, but many Gibbs samplers do not. We are now in position to give conditions for the existence of a CLT.
Theorem. Let X be a Harris ergodic Markov chain on X with invariant distribution π and suppose that g : X → R is a Borel function. Assume one of the following conditions:
1. X is polynomially ergodic of order m > 1, E π M < ∞, and there exists B < ∞ such that |g(x)| < B almost surely 2. X is polynomially ergodic of order m, E π M < ∞, and E π |g(x)| 2+δ < ∞ for some δ > 0, where mδ > 2 + δ 3. X is geometrically ergodic and E π [g 2 (x)(log + |g(x)|)] < ∞ 4. X is geometrically ergodic and satisfies (7), and E π g 2 (x) < ∞ 5. X is uniformly ergodic and E π g 2 (x) < ∞.
). Remark 1. The theorem was proved by Ibragimov and Linnik (1971) (condition 5), Roberts and Rosenthal (1997) (condition 4), and Doukhan, Massart, and Rio (1994) (condition 3) . See Jones (2004) for details on conditions 1 and 2.
Remark 2. Conditions 3, 4, and 5 of the Theorem are also sufficient to guarantee the existence of an FCLT (see Doukhan et al. 1994; Roberts and Rosenthal 1997; Billingsley 1968, respectively) .
Remark 3. The mixing conditions on the Markov chain X stated in the Theorem are not necessary for the CLT (see, e.g., Chen 1999; Meyn and Tweedie 1993; Nummelin 2002) . However, checking the weaker conditions is often prohibitively difficult in situations where MCMC is appropriate.
Remark 4. There are constructive techniques for verifying the existence of an appropriate M and κ from (6) (Meyn and Tweedie 1993, chap. 15) . For example, one method of establishing geometric ergodicity requires finding a function V : X → [1, ∞) and a small set C ∈ B(X) such that
where PV(x) := V(y)P(x, dy), 0 < λ < 1, and b < ∞. Substantial effort has been devoted to establishing convergence rates for MCMC algorithms through (8) or related techniques. For example, Geyer (1998), Hobert, Jones, Presnell, and Rosenthal (2002) , Jones and Hobert (2004) , Marchev and Hobert (2004) , Mira and Tierney (2002) , Robert (1995) , Roberts and Polson (1994) , Roberts and Rosenthal (1999) , Rosenthal (1995 Rosenthal ( , 1996 , and Tierney (1994) examined Gibbs samplers, whereas Christensen, Moller, and Waagepetersen (2001) , Douc, Fort, Moulines, and Soulier (2004) , Moulines (2000, 2003) , Geyer (1999) , Jarner and Hansen (2000) , Jarner and Roberts (2002) , Meyn and Tweedie (1994) , and Mengersen and Tweedie (1996) analyzed MetropolisHastings algorithms.
The Split Chain
An object important to the study of both RS and CBM is the split chain, X := {(X 0 , δ 0 ), (X 1 , δ 1 ), (X 2 , δ 2 ), . . .}, which has state space X × {0, 1}. The construction of X requires a minorization condition, that is, a function s : X → [0, 1] for which E π s > 0 and a probability measure Q such that
When X is countable, it is easy to see that (9) holds by fixing x * ∈ X and setting s(x) = I(x = x * ) and Q(·) = P(x * , ·). Mykland, Tierney, and Yu (1995) and Rosenthal (1995) have given prescriptions that are often useful for establishing (9) in general spaces. Note that (9) allows us to write P(x, dy) as a mixture of two distributions,
. This mixture gives us a recipe for simulating X : Given
The two chains X and X are closely related because X will inherit properties such as aperiodicity and positive Harris recurrence, and the sequence {X i : i = 0, 1, . . .} obtained from X has the same transition probabilities as X. In addition, X and X converge to their respective stationary distributions at exactly the same rate.
If δ i = 1, then time i + 1 is a regeneration time at which X probabilistically restarts itself. Specifically, suppose that we start X with X 0 ∼ Q. Then each time that δ i = 1, X i+1 ∼ Q. Let 0 = τ 0 < τ 1 < · · · be the regeneration times; that is, set τ r+1 = min{i > τ r : δ i−1 = 1}. Also assume that X is run for R tours; that is, the simulation is stopped the Rth time that a δ i = 1. Let τ R denote the total length of the simulation and let N r be the length of the rth tour, that is, N r = τ r − τ r−1 . Define
The (N r , S r ) pairs are iid because each is based on a different tour. In the sequel we will make repeated use of the following lemma, which generalizes theorem 2 of Hobert et al. (2002) . Lemma 1. Let X be a Harris ergodic Markov chain with invariant distribution π . Assume that (9) holds and that X is geometrically ergodic. Let p ≥ 1 be an integer. Then the following results hold:
For the proof see Appendix A.
OUTPUT ANALYSIS

Regenerative Simulation
Regenerative simulation is based on directly simulating the split chain. However, using the mixture approach described earlier is problematic because simulation from R(x, dy) is challenging. Mykland et al. (1995) suggested a method to avoid this issue. Suppose that (9) holds and that the measures P(x, ·) and Q(·) admit densities k(·|x) and q(·), respectively. Then the following recipe allows us to simulate X . Assume that X 0 ∼ q(·), which is typically quite easy to do (see Mykland et al. 1995 for some examples). Note that this means that burn-in is irrelevant. Draw X i+1 ∼ k(·|x); that is, draw from the sampler at hand, and obtain δ i by simulating from the distribution of δ i |X i , X i+1 with
Example 1. In a slight abuse of notation, let π also denote the density of the target distribution. Consider an independence Metropolis-Hastings sampler with proposal density ν. This chain works as follows: Let the current state be X i = x. Draw y ∼ ν and independently draw u ∼ uniform(0, 1). If Mykland et al. (1995) derived (10) for this case. Let c > 0 be a user-specified constant. Then, conditional on an acceptance, (i.e., X i = x and X i+1 = y),
Note that we do not need to know the normalizing constants of π or ν to calculate (11).
In discrete state spaces, regenerations can be easy to identify. In particular, regeneration occurs whenever the chain returns to any fixed state; for example, when the Metropolis-Hastings chain accepts a move to the fixed state. This regeneration scheme is most useful when the state space is not too large but is potentially complicated; see Section 4.3. It is not useful when the state space is extremely large, because returns to the fixed state are too infrequent. Further practical advice on implementing and automating RS has been given by Brockwell and Kadane (2005) , Gilks, Roberts, and Sahu (1998) , Geyer and Thompson (1995) , Hobert et al. (2002) , Hobert, Jones, and Robert (2005) , and Jones and Hobert (2001) .
Implementation of RS is simple once we can effectively simulate the split chain. For example, the ergodic theorem implies thatḡ
with probability 1 as R → ∞, and hence estimating E π g is routine.
We now turn our attention to calculating a Monte Carlo standard error forḡ τ R . Let E Q denote the expectation for the split chain starting with X 0 ∼ Q(·), and letN be the average tour length, that is,N = R −1 R r=1 N r . Because the (N r , S r ) pairs are iid, the strong law implies, with probability 1, that N → E Q N 1 which is finite by positive recurrence. If E Q N 2 1 < ∞ and E Q S 2 1 < ∞, then it follows that a CLT holds; that is, as
where, as shown by Hobert et al. (2002) ,
Now consider
Using this representation and repeated application of the strong law gives thatξ 2 RS − ξ 2 g → 0 with probability 1 as R → ∞ (see also Hobert et al. 2002) . It is typically difficult to check that E Q N 2 1 < ∞ and E Q S 2 1 < ∞; however, using Lemma 1 yields the following result. Proposition 1. Let X be a Harris ergodic Markov chain with invariant distribution π . Assume that E π |g| 2+δ < ∞ for some δ > 0, that (9) holds, and that X is geometrically ergodic. Then (12) holds andξ 2 RS → ξ 2 g with probability 1 as R → ∞. Fix > 0 and let z denote an appropriate standard normal quantile. An asymptotically valid fixed-width procedure results by terminating the simulation the first time that
Batch Means
In standard batch means, the output of the sampler is broken into batches of equal size that are assumed to be approximately independent. (This is not strictly necessary; compare the method of overlapping batch means.) Suppose that the algorithm is run for a total of n = ab iterations (and hence a = a n and b = b n are implicit functions of n) and definē
The batch means estimate of σ 2 g iŝ
With a fixed number of batches, (14) is not a consistent estimator of σ 2 g (Glynn and Iglehart 1990; Glynn and Whitt 1991) . On the other hand, if the batch size and the number of batches are allowed to increase as the overall length of the simulation increases, then it may be possible to obtain consistency. The first result in this direction is due to Damerdji (1994). Damerdji's major assumption is the existence of a strong invariance principle. Let B = {B(t), t ≥ 0} denote a standard Brownian motion. A strong invariance principle holds if there exists a nonnegative increasing function γ (n) on the positive integers, a constant 0 < σ g < ∞, and a sufficiently rich probability space such that
with probability 1 as n → ∞, where "with probability 1" means for almost all sample paths. In particular, Damerdji assumed that (15) held with γ (n) = n 1/2−α , where 0 < α ≤ 1/2. However, directly checking this condition in any given application would seem a daunting task. In an attempt to alleviate this difficulty somewhat, we state the following lemma.
Lemma 2. Let g : X → R be a Borel function and let X be a Harris ergodic Markov chain with invariant distribution π . Then the following results hold: a. If X is uniformly ergodic and E π |g| 2+δ < ∞ for some δ > 0, then (15) holds with γ (n) = n 1/2−α , where α < δ/(24 + 12δ).
b. If X is geometrically ergodic, (9) holds, and E π |g| 4+δ < ∞ for some δ > 0, then (15) holds with γ (n) = n α log n, where
Proof. The first part of the lemma is an immediate consequence of theorem 4.1 of Philipp and Stout (1975) and the fact that uniformly ergodic Markov chains enjoy exponentially fast uniform mixing. The second part follows from our Lemma 1 and theorem 2.1 of Csáki and Csörgő (1995) .
Using part a of Lemma 2, we can state Damerdji's result as follows.
Proposition 2 (Damerdji 1994) . Assume that g : X → R such that E π |g| 2+δ < ∞ for some δ > 0, and let X be a Harris ergodic Markov chain with invariant distribution π . Further, suppose that X is uniformly ergodic. If (a) a n → ∞ as n → ∞; (b) b n → ∞ and b n /n → 0 as n → ∞; (c) b −1 n n 1−2α log n → 0 as n → ∞, where α ∈ (0, δ/(24 + 12δ)); and (d) there exists a constant c ≥ 1 such that n (b n /n) c < ∞, then, as n → ∞,σ 2 BM → σ 2 g with probability 1.
In Appendix B we use part b of Lemma 2 to extend Proposition 2 to geometrically ergodic Markov chains.
Proposition 3. Assume that g : X → R such that E π |g| 4+δ < ∞ for some δ > 0, and let X be a Harris ergodic Markov chain with invariant distribution π . Further, suppose that X is geometrically ergodic. If (a) a n → ∞ as n → ∞; (b) b n → ∞ and
Remark 5. There is no assumption of stationarity in Propositions 2 or 3. Hence burn-in is not required to implement CBM.
Remark 6. Consider using b n = n θ and a n = n/b n . Proposition 2 requires that 1 > θ > 1 − 2α > 1 − δ/(12 + 6δ) > 5/6, but Proposition 3 requires only that 1
Under the conditions of Proposition 2 or 3, an asymptotically valid fixed-width procedure for estimating E π g results if we terminate the simulation the first time
where t a n −1 is the appropriate quantile from a Student's t distribution with a n − 1 degrees of freedom.
Practical Implementation Issues
Making practical use of the preceding theory requires (a) having a moment condition, (b) establishing geometric ergodicity of the sampler at hand, (c) choosing p(n), (d) using (9) or at least (10) to use RS, and (e) choosing a n and b n to use CBM. Because a moment condition is required even in the iid case, we do not view (a) as restrictive. Consider (b). It is easy to construct examples in which the convergence rate is so slow that a Markov chain CLT does not hold (Roberts 1999) , so the importance of establishing the rate of convergence in (6) should not be underestimated. On the other hand, the MCMC community has expended considerable effort trying to understand when certain Markov chains are geometrically ergodic; see the references cited in Remark 4. In our view, this is not the obstacle that it once was.
Regarding (c), we know of no work on choosing an optimal p(n). Recall that the theory requires that p(n) = o(n −1/2 ). In our examples we use p(n) = I(n ≤ n * ), where n * > 0 is fixed. Because n * is typically chosen based on empirical experience with the sampler at hand, we might want a penalty for sample sizes greater than n * , so another reasonable choice might be p(n) = I(n ≤ n * ) + Cn −k for some k > 1/2 and C > 0.
The issue in (d) [i.e., calculating (9) or (10)] is commonly viewed as overly burdensome; however, in our experience, this calculation need not be troublesome. For example, Mykland et al. (1995) gave recipes for constructing (9) and (10) for Metropolis-Hastings independence and random-walk samplers; recall (11). There also has been some work on establishing these conditions for very general models (see Hobert et al. 2005) . Finally, Brockwell and Kadane (2005) and Geyer and Thompson (1995) have shown that regenerations can be made to occur naturally through simulated tempering.
Consider (e). As noted in Remark 6, it is common to choose the batch sizes according to b n = n θ for some θ . Song and Schmeiser (1995) and Chien (1988) have addressed the issue of which value of θ to use from different theoretical standpoints. In particular, Chien (1988) showed that under regularity conditions, using θ = 1/2 results in the batch means estimator approaching asymptotic normality at the fastest rate. Song and Schmeiser (1995) showed that under different regularity conditions, using θ = 1/3 minimizes the asymptotic mean squared error (MSE) ofσ 2 BM . Note that Remark 6 shows that θ = 1/3 requires a stronger moment condition than θ = 1/2. We address this issue in more detail in Section 4.
Alternatives to BM and RS
We chose to focus on BM and RS because in MCMC settings these seem to be the most common methods for estimating the variance of the asymptotic normal distribution. However, other methods may enjoy strong consistency (see, e.g., Damerdji 1991; Geyer 1992; Nummelin 2002; Peligrad and Shao 1995) . In particular, Damerdji (1991) used a strong invariance principle to obtain strong consistency of certain spectral variance estimators under conditions similar to those required in Proposition 2. Apparently, this can be extended to geometrically ergodic chains through Lemma 2 to obtain a result with regularity conditions similar to those of Proposition 3. However, we do not pursue this further here.
EXAMPLES
In this section we investigate the finite-sample performance of RS, BM with 30 batches, and CBM with b n = n 1/3 and b n = n 1/2 in four examples. In particular, we examine the coverage probabilities and half-widths of the resulting intervals, as well as the required simulation effort. Although each example concerns a different statistical model and MCMC sampler, there are some commonalities. In each case we performed many independent replications of the given MCMC sampler. The number of replications ranged from 2,000 to 9,000, depending on the complexity of the example. We used all methods on the same output from each replication of the MCMC sampler. When the half-width of a 95% interval with p(n) = I(n ≥ n * ) [or p(R) = I(R ≥ R * ) for RS] was less than for a particular method, that procedure was stopped and the chain length recorded. Our choice of n * was different for each example and was chosen based on our empirical experience with the given Markov chain. Other procedures would continue until all of them were below the targeted half-width, at which time a single replication was complete. To estimate the coverage probabilities, we need true values of the quantities of interest. These are not analytically available in three of our examples. Our solution is to obtain precise estimates of the truth through independent methods that are different for each example. The details are described herein; the results are reported in Table 1 .
Toy Example
Consider estimating the mean of a Pareto(α, β) distribution, [i.e., αβ/(β − 1), β > 1], using a Metropolis-Hastings independence sampler with a Pareto(α, λ) candidate. Let π be the target density and let ν be the proposal density. Assume that β ≥ λ. Then, for x ≥ α,
By theorem 2.1 of Mengersen and Tweedie (1996) , this sampler is uniformly ergodic and (2) .948 (.002) 4.2 CBM n 1/2 2,000 .0194 (7.2× 10 −6 ) 5,549 (13) .930 (.004) 5,000 reps CBM n 1/3 2,000 .0198 (3.3 × 10 −6 ) 5,778 (6) . To ensure the moment conditions required for Proposition 3, we set β = 10 and λ = 9, in which case the right side is 10 −n . Hence this sampler converges rapidly. Implementation of RS was accomplished using (11) with c = 1.5.
Comparing Convergence Diagnostics With CBM.
As noted by a referee, one method for terminating the simulation is through convergence diagnostics. Consider the method of Geweke (1992) , which is a diagnostic that seems close in spirit to the current work. Geweke's diagnostic (GD) is based on a Markov chain CLT and hence does not apply much more generally than CBM; the same can be said for many other diagnostics. GD uses a hypothesis test to ascertain whenḡ n has stabilized.
In the remainder of this section we compare GD and CBM in terms of MSE and chain length. Toward this end, we ran 9,000 independent replications of the independence sampler with α = 1, β = 10, and λ = 9. We used CBM and GD on the output in the following manner. For each replication, we set n * = 45, but the R package boa required a minimum of 120 iterations to calculate GD. After the minimum was achieved and the cutoff for a particular method was attained, we noted the chain length and the current estimate of E π g. The cutoff for CBM was to set the desired half-width to = .005. The result of using GD is a p value. We chose four values (.05, .10, .2, and .4) for the threshold in an attempt to tune the computation; the results are reported in Table 2 . As we noted previously, this sampler mixes extremely well. Thus it is not surprising that using GD results in a small estimated MSE; however, using CBM results in much smaller MSE than GD. The average chain lengths make it clear that GD stops the simulation much too soon. Moreover, changing the p value threshold for GD does not result in any substantial improvement in estimation accuracy.
A Hierarchical Model
Efron and Morris (1975) presented a dataset that gives the raw batting averages (based on 45 official at-bats) and a transformation [ √ 45 arcsin(2x − 1)] for 18 Major League Baseball players during the 1970 season. Rosenthal (1996) considered the following conditionally independent hierarchical model for the transformed data. Suppose that for i = 1, . . . , K,
[Note that we say that W ∼ gamma(α, β) if its density is proportional to w α−1 e −βw I(w > 0), and if X ∼ gamma(b, c), Rosenthal (1996) introduced a Harris ergodic block Gibbs sampler with posterior, π (θ, µ, λ|y) , characterized by the hierarchy in (16) as its invariant distribution. This Gibbs sampler completes a one-step transition (λ , µ , θ ) → (λ, µ, θ) by drawing from the distributions of λ|θ , then µ|θ , λ, and subsequently θ |µ, λ. The full conditionals needed to implement this sampler are given by
Rosenthal proved geometric ergodicity of the associated Markov chain. However, MCMC is not required to sample from the posterior; in Appendix C we develop an accept-reject sampler that produces an iid sample from the posterior. In Appendix C we also derive an expression for the probability of regeneration (10). We focused on estimating the posterior mean of θ 9 , the "true" long-run (transformed) batting average of the Chicago Cubs' Ron Santo. It is straightforward to check that the moment conditions for CBM and RS are met. Finally, we used our accept-reject sampling algorithm to generate 9 × 10 7 independent draws from π(θ 9 |y), which were then used to estimate the posterior mean of θ 9 , which we assumed to be the truth.
Calculating Exact Conditional p Values
Agresti (2002, p. 432) reported data corresponding to pairs of scorings of tumor ratings by two pathologists. A linear-bylinear association model specifies that the log of the Poisson mean in cell i, j satisfies
A parameter-free null distribution for testing goodness of fit is obtained by conditioning on the sufficient statistics for the parameters, that is, the margins of the table and ij n ij ij, where the n ij 's are the observed cell counts. The resulting conditional distribution is a generalization of the hypergeometric distribution. An exact p value for goodness-of-fit versus a saturated alternative can be calculated by summing the conditional probabilities of all tables satisfying the margins and the additional constraint and having deviance statistics larger than the observed.
For the current dataset, there are more than 12 billion tables that satisfy the margin constraints, but an exhaustive search revealed that there are only roughly 34,000 tables that also satisfy the constraint induced by ij n ij ij. We denote this set of permissible tables by . Now the desired p value is given by
where d(·) is the deviance function and π denotes the generalized hypergeometric. Because we have enumerated , we find that the true exact p value is .044, whereas the chi-squared approximation yields a p value of .368. However, a different dataset with different values of the sufficient statistics will have a different reference set that must be enumerated to find the exact p value. In general, implementing this would be too computationally burdensome, and hence it is common to resort to MCMC-based approximations (see, e.g., Caffo and Booth 2001; Diaconis and Sturmfels 1998) .
To estimate (17), we use the Metropolis-Hastings algorithm developed by Caffo and Booth (2001) . This algorithm is also used by the R package exactLoglinTest. The associated Markov chain is Harris ergodic, and its invariant distribution is the appropriate generalized hypergeometric distribution. Moreover, the chain is uniformly ergodic, and because we are estimating the expectation of a bounded function, the regularity conditions for both RS and CBM are easily met. Implementation of RS is straightforward. As mentioned earlier, in finite state spaces regenerations occur whenever the chain returns to any fixed state. To choose the fixed state, we ran the algorithm for 1,000 iterations and chose the state that had the highest probability with respect to the stationary distribution. We used the same fixed state in each replication.
A Model-Based Spatial Statistics Application
Consider the Scottish lip cancer dataset (Clayton and Kaldor 1987) consisting of the number of cases of lip cancer registered in each of the 56 (prereorganization) counties of Scotland, together with the expected number of cases given the age-sex structure of the population. We assume a Poisson likelihood for areal (spatially aggregated) data. Specifically, for i = 1, . . . , N, we assume that given µ i , the disease counts Y i are conditionally independent and
where E i is the known "expected" number of disease events in the ith region assuming constant risk and µ i is the log-relative risk of disease for the ith region.
where n i is the number of neighbors for the ith region. Each θ i captures the ith region's extra-Poisson variability due to areawide heterogeneity, whereas each φ i captures the ith region's excess variability attributable to regional clustering. The priors on the precision parameters are τ h ∼ gamma (1, .01 ) and τ c ∼ gamma (1, .02) . This is a challenging model to consider, because the random-effects parameters (θ i , φ i ) are not identified in the likelihood, and the spatial prior used is improper. Also, no closed-form expressions are available for the marginal distributions of the parameters, and the posterior distribution has 2N + 2 dimensions (114 for the lip cancer data). Haran and Tierney (2004) established uniform ergodicity of a Harris-ergodic Metropolis-Hastings independence sampler with invariant distribution π(θ, φ, τ h , τ c |y), where θ = (θ 1 , . . . , θ N ) T , and a heavy-tailed proposal. In our implementation of RS, we used the formula for the probability of a regeneration given by (11) with log c = −342.72. Using the empirical supremum of the ratio of the invariant density to the proposal density (based on several draws from the proposal) guided the choice of c.
We focused on estimating the posterior expectation of φ 7 , the log-relative risk of disease for County 7 attributable to spatial clustering. Finally, we used an independent run of length 10 7 to obtain an estimate that we treated as the "true value." 4.5 Summary Table 1 reveals that the estimates of the coverage probabilities are all below the desired .95. But examining the standard errors shows that only BM is significantly lower in all of the examples and the estimated coverage probability for RS is not significantly different than .95 in three of four examples. The story for CBM is more complicated, in that the coverage depends on the choice of b n . Using b n = n 1/3 gives the best coverage for the examples given in Sections 4.1 and 4.2, whereas b n = n 1/2 is superior for the examples in Sections 4. 3 and 4.4 . This is because the Markov chains in Sections 4.1 and 4.2 mix exceptionally well, and hence smaller batch sizes can be tolerated. But the examples in Sections 4.3 and 4.4 are realistic problems, and hence the chains do not mix as well, so that larger batch sizes are required. Thus we would generally recommend using b n = n 1/2 .
The example in Section 4.3 deserves to be singled out because of the low estimated coverage probabilities. The goal in this example was to estimate a fairly small probability, a situation in which the Wald interval is known to have poor coverage even in iid settings.
Whereas RS and CBM appear comparable in terms of coverage probability, RS tends to result in slightly longer runs than CBM, which in turn results in longer runs than BM. Moreover, RS and CBM are comparable in their ability to produce intervals that meet the target half-width more closely than BM. Also, the intervals for RS are apparently more stable than those of CBM and BM. Finally, BM underestimates the Monte Carlo standard error and thus suggests stopping the chain too early.
Although RS has a slight theoretical advantage over CBM, the two methods' finite-sample properties appear comparable. Also, like RS, CBM avoids the burn-in issue, which has been a long-standing obstacle to MCMC practitioners. In addition, CBM is slightly easier to implement. Thus CBM clearly has a place in the tool kit of MCMC practitioners.
APPENDIX A: PROOF OF LEMMA 1
A.1 Preliminary Results
Recall the split chain X and that 0 = τ 0 < τ 1 < τ 2 < · · · denotes the regeneration times, that is,
Lemma A.1 (Hobert et al. 2002, lemma 1) . Let X be a Harris ergodic Markov chain and assume that (9) holds. Then, for any function h : X ∞ → R,
Lemma A.2 (Hobert et al. 2002, lemma 2) . Let X be a Harris ergodic Markov chain and assume that (9) holds. If X is geometrically ergodic, then there exists a β > 1 such that E π β τ 1 < ∞.
Corollary A.1. Assume the conditions of Lemma A.2. For any
A.2 Proof of Lemma 1
We prove only part b of the lemma; the proof of part a is similar. Without loss of generality, we assume that 0 < δ < 1. By Lemma A.1, it is sufficient to verify that E π τ
and hence
where the second inequality follows with repeated application of Cauchy-Schwartz. Set a j = 1 + 2 j /δ and b j = 1 + δ/2 j for j = 1, 2, . . . , p, and apply Hölder's inequality to obtain
Note that
Also, if a p+1 = 1 + 2 p and b p+1 = 1 + 1/2 p , then
and set c = max{c 1 , . . . , c p+1 }. Then an appeal to Corollary A.1 yields
APPENDIX B: PROOF OF PROPOSITION 3
B.1 Preliminary Results
Recall that B = {B(t), t ≥ 0} denotes a standard Brownian motion. Defineσ
Lemma B.1 (Damerdji 1994, p. 508) . For all > 0 and for almost all sample paths, there exists n 0 ( ) such that for all n ≥ n 0 ,
Lemma B.2 (Csörgő and Révész 1981) . For all > 0 and for almost all sample paths, there exists n 0 ( ) such that for all n ≥ n 0 ,
B.2 Proof of Proposition 3
Proposition 3 follows from Lemma 2 and the following two lemmas.
Lemma B.3 (Damerdji 1994, prop. 3.1) . Assume that (a) b n → ∞ and n/b n → ∞ as n → ∞ and (b) there exists a constant c ≥ 1 such that n (b n /n) c < ∞; then, as n → ∞,σ 2 * → 1 a.s. 
we have
Now we consider each term in the sum and show that it tends to 0: a. Our assumptions say that there exists a constant C such that for all large n, n i=1 g(X i ) − nE π g − σ g B(n) < Cn α log n a.s.
(B.4)
and hence, by (B.4),
Then b n a n − 1 a n −1
2 < 4C 2 a n a n − 1 b −1 n n 2α (log n) 2 → 0 as n → ∞ by conditions (a) and (c). b. Apply (B.4) to obtain
Then b n a n − 1 a n −1 j=0 (Ȳ(n) − σ gB (n)) 2 < C 2 a n a n − 1 b n n (log n) 2 n 1−2α → 0 as n → ∞ by conditions (a) and (b) and because 1 − 2α > 0. c. By (B.5) and (B.6),
Thus b n a n − 1 a n −1
< 4C 2 a n a n − 1 (log n) 2 n 1−2α → 0 as n → ∞ by condition (a) and because 1 − 2α > 0. d. Because b n ≥ 2, (B.2) and (B.5) together imply that
n n 2α (log n) 2 log(n/b n ) + b −1 n n 2α (log n) 2 log log n 1/2 .
Hence b n a n − 1 a n −1
≤ 8σ g C(1 + ) a n a n − 1 × b −1 n n 2α (log n) 2 log(n/b n ) + b −1 n n 2α (log n) 2 log log n 1/2 → 0 as n → ∞ by conditions (a) and (c).
e. By (B.3) and (B.5), |(Ȳ j (b n ) − σ gBj (b n ))B(n)| < 4C(1 + )b −1 n n −1/2+α (log n)(log log n) 1/2 , so that b n a n − 1 a n −1
a n a n − 1 (log n)(log log n) 1/2 n 1/2−α → 0 as n → ∞ by condition (a) and because 1/2 − α > 0. f. Use (B.2) and (B.6) to get
Hence using conditions (a), (b) , and (c) shows that as n → ∞, b n a n − 1 a n −1
a n a n − 1
n n 2α (log n) 2 log(n/b n ) + (log n) 2 log log n 1/2 → 0.
g. Now (B.3) and (B.6) imply that |(Ȳ(n) − σ gB (n))B(n)| < 2C × (1 + )n −3/2+α (log n) 3/2 . Hence b n a n − 1 a n −1 j=0 2σ g (Ȳ(n) − σ gB (n))B(n) < 4σ g C(1 + ) a n a n − 1 b n n (log n) 3/2 n 1/2−α → 0 as n → ∞ by conditions (a) and (b) and because 1/2 − α > 0.
