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A B S T R A C T
The Sun shapes our immediate surroundings in space and creates the heliosphere,
which is filled with several particle populations. The most abundant one is the
solar wind, which is a continuous stream of charged particles emitted by the Sun.
Additionally, there are other particle species to be found in interplanetary space,
like cosmic rays, energetic neutral atoms and so called pick up ions. Naturally, the
heliosphere and the particles within have been subject of intensive research in the
past decades. Nevertheless, many questions which arose during that time are still
unanswered.
Here we will focus on two aspects of the heliosphere, namely the slow solar wind
and energetic neutral atoms. While the slow solar wind is well characterized in
its parameters, the mechanisms of its origin at the Sun are not well understood.
Regarding the energetic neutral atoms neither their characteristics nor their origin
is well understood, since there are few direct observations of these particles. In this
work on the hand we look at observational data of the slow solar wind and com-
bine this with a model of the coronal magnetic field in order to better understand
its origin. On the other hand we prepare future missions for the measurement of
the source regions of the slow solar wind and the observation of heliospheric neu-
tral particles.
The observational data covered here was taken by the Ulysses and ACE spacecraft
and it is combined with a Potential Field Source Surface (PFSS) model that gives us
the magnetic field line configuration in the corona. From this we draw conclusions
about the mechanism that might release the plasma which makes up the slow solar
wind.
To support the upcoming Solar Orbiter mission we devised a measurement scheme
for the Spectral Imaging of the Coronal Environment (SPICE) instrument which will
enable the remote observation of solar wind plasma at its source location and the
in-situ measurement of the very same plasma package with in-situ particle detec-
tors. This kind of observation will hopefully greatly improve our understanding
of the formation of slow solar wind.
And finally we help prepare the foundation of future missions that measure the
neutral component in the heliosphere by establishing a calibration facility for he-
liospheric particle detectors. Part of this facility are Faraday cups which measure
the particle beams. These Faraday cups have been calibrated for the detection of
neutral particles and serve now as reference detectors for future neutral particle
detectors.
Z U S A M M E N FA S S U N G
Unsere unmittelbare Umgebung im Weltraum, die Heliosphäre, wird von der Son-
ne geschaffen und ist angefüllt mit verschiedenen Teilchenpopulationen. Die größ-
te davon, der Sonnenwind, ist ein kontinuierlicher Strom geladener Teilchen ausge-
hend von der Sonne. Zusätzlich existieren noch andere Teilchenarten im interpla-
netaren Raum, wie zum Beispiel die kosmische Strahlung, energiereiche neutrale
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Atome und die so genannten Pick Up Ionen. Im Verlauf der letzten Jahrzehnte
war die Heliosphäre und die darin enthaltenen Teilchenpopulationen Gegenstand
intensiver Forschung. Dennoch sind viele Fragen diesbezüglich immer noch unge-
klärt.
Wir werden uns hier auf zwei Aspekte der Heliosphäre fokussieren, nämlich auf
den langsamen Sonnenwind und auf energiereiche neutrale Atome. Während der
langsame Sonnenwind in seinen Eigenschaften gut charakterisiert ist, ist sein Ur-
sprung auf der Sonne nicht gut verstanden. Im Falle der energiereichen neutralen
Atome sind weder ihr genauen Eigenschaften noch ihr Ursprung gut verstanden,
insbesondere da es nur wenige direkte Messungen dieser Teilchen gibt. In dieser
Arbeit werden wir uns zum einen Beobachtungsdaten des langsamen Sonnenwin-
des anschauen und diese mit einem Modell des koronalen Magnetfelds kombinie-
ren um seinen Ursprung besser zu verstehen. Zum anderen werden wir Vorberei-
tungen für zukünfitge Missionen treffen um diesen die Beobachtung der Quell-
regionen des langsamen Sonnenwindes und energiereicher neutraler Teilchen zu
ermöglichen.
Die in dieser Arbeit benutzten Beobachtungen wurden von den Sonden Ulysses
und ACE aufgenommen und mit einem so genannten Potential Field Source Sur-
face (PFSS) Modell verknüpft. Dieses Modell simuliert das Magnetfeld in der Ko-
rona. Damit können wir Schlussfolgerungen über die möglichen Mechanismen
ziehen, die für die Freisetzung des Plasmas verantwortlich sind, welches den lang-
samen Sonnenwind ausmacht.
Für die geplante Mission Solar Orbiter haben wir ein Messschema für das Spectral
Imaging of the Coronal Environment (SPICE) Instrument entworfen. Dieses wird es
SPICE ermöglichen das Sonnenwindplasma vom Orbit aus an seiner Quellregion
auf der Sonne zu beobachten. Das selbe Plasmapacket wird dann später ein wei-
teres mal in-situ mit einem Partikeldetektor auf Solar Orbiter detektiert. Diese Art
von Messung hat das Potential unsere Vorstellung von der Entstehung des Sonnen-
windes entscheidend zu erweitern.
Im letzten Teil der Arbeit haben wir geholfen ein Fundament für zukünftige Missio-
nen zu legen, die die neutrale Teilchenkomponente in der Heliosphäre messen wer-
den, indem der Aufbau einer Kalibrationseinrichtung für heliosphärische Teilchen-
detektoren unterstüzt wurde. Teil dieser Einrichtung sind Faraday Cups, die dafür
genutzt werden die erzeugten Teilchenstrahlen zu messen. Die Faraday Cups wur-
den in dieser Arbeit für die Detektion von neutralen Teilchen kalibriert und dienen
nun als Referenzdetektoren für zukünftige Neutralteilchenzähler.
iv
C O N T E N T S
1 introduction 1
2 the solar wind 7
2.1 Phenomenology of the Solar Wind 7
2.1.1 Chemical Composition of the Solar Wind 7
2.1.2 Plasma Parameters of the Solar Wind 8
2.1.3 The Heliospheric Magnetic Field 9
2.1.4 Spatial Structure of the Solar Wind 11
2.2 The Solar Wind Types 12
2.3 Solar Origin of the Solar Wind 17
2.3.1 Heating of the Corona 18
2.3.2 Charge State Composition in the Corona 18
2.3.3 Source Regions for Fast and Slow Solar Wind 21
2.4 Implications for this Work 25
3 back mapping 27
3.1 Coordinate Systems in the Heliosphere 27
3.1.1 The Carrington Coordinate System 27
3.1.2 RTN Coordinates 28
3.2 Ballistic Back Mapping 28
3.3 Magnetic Mapping and the PFSS Model 29
3.4 Analyzing the Field Line Geometry 30
4 spacecraft and instruments 35
4.1 The Ulysses Spacecraft 35
4.1.1 Solar Wind Plasma Experiment 36
4.1.2 The Solar Wind Ion Composition Spectrometer 36
4.2 The Advanced Composition Explorer 37
4.3 SWICS Data Extraction 38
5 investigation of solar wind source regions 45
5.1 Motivation 45
5.2 Brief Summary of the Publication 45
5.3 Supplemental Considerations 51
6 a measurement scheme for spice on solar orbiter 53
6.1 Motivation 53
6.2 Brief Summary of the Publication 54
7 energetic neutral atoms 69
7.1 Neutral Atoms in the Heliosphere 69
7.2 The Solar Wind Calibration Facility 70
7.3 Secondary Electron Emission 72
7.4 Experimental Setup 73
7.5 Measurement Principle 74
7.6 Measurement 78
7.7 Discussion of the Calibration 78
8 conclusion 81
8.1 Combining in-situ Data and a Coronal Magnetic Field model 81
8.2 Devising a Measurement Scheme for New Instruments 82
8.3 Calibration of a Neutral Particle Detector 83
v
vi contents
8.4 Summary and Outlook 83
bibliography 85
i appendix 93
9 unexpected variability in the fast solar wind 95
9.1 Brief Summary of the Publication 95
10 other related publications 107
11 ulysses/swics ion positions 109
L I S T O F F I G U R E S
Figure 1 The x and y component of the solar wind speed, where x
and y form a plane perpendicular to the ecliptic. The left
panel shows the speeds measured during Ulysses first com-
plete orbit, the right panel those measured during the sec-
ond complete orbit. The colors discern between inward and
outward directed magnetic field. Plot based on Figure 1 in
McComas et al. (1998b) 2
Figure 2 A time series of the same solar wind parameters as shown
in table 2. The blue curves show 30 minute data and the red
curves are averaged on 2 hour intervals. The high variability
of the parameters as well as the correlation between them
is noticeable. All data was measured by Advanced Com-
position Explorer (ACE)/Solar Wind Electron Proton Alpha
Monitor (SWEPAM) and Solar Wind Ion Composition Spec-
trometer (SWICS). 9
Figure 3 A schematic top down view on the ecliptic plane with the
Sun in the center in polar coordinates. The radius gives the
distance to the Sun in AU, the angle shows the heliospheric
longitude. The blue and red lines represent the Parker Spi-
ral for fast (blue) and slow solar wind (red). The dashed
line marks the Earth’s orbit at 1AU. 10
Figure 4 The heliospheric magnetic field measured by ACE/Magnetometer
Instrument (MAG) over the year 2007. The radius give the
field strength in nT and the angle is measured between field
line and the radial direction with 0◦ pointing away from the
Sun. The color coding represents the normed number of
occurrences. 11
Figure 5 50 days of solar wind data taken from ACE/SWEPAM. Shown
are the solar wind speed in blue and the density on a loga-
rithmic scale in red. The numbers and shaded areas mark a
reoccurring pattern of fast solar wind streams. 12
Figure 6 The abundance of certain elements relative to their photo-
spheric abundance as a function of the first ionization time,
which is equivalent to the First Ionization Potential (FIP).
The two curves represent interstream solar wind (slow) and
coronal hole wind (fast). Plot taken from Geiss et al. (1995). 13
Figure 7 Sketch of the Sun and the surrounding corona. The black
lines and arrows indicate the magnetic field lines and their
polarity. The source regions for coronal hole plasma (red),
streamer belt plasma (green) and sector reversal plasma (lilac)
are marked. Plot based on figure 1 in Xu and Borovsky
(2015) 16
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Figure 8 Sketch to illustrate how plasma might be released from closed
loops. The Sun is shown as circle, the temporal evolution
goes from top to bottom. On the left side a closed field
line reconnects with an open field line and on the right side
the top of the loop pinches of to form an isolated plasma
bubble. Plot taken from Wang (2012). 16
Figure 9 50 days time series of the solar wind speed observed by
ACE/SWEPAM in 2007. The colors correspond to the catego-
rization schemes from Xu and Borovsky (2015) 17
Figure 10 Here the electron density, temperature and the solar wind
velocity are shown as a function of the radial distance to the
Sun. Plot taken from Bochsler (2000) 19
Figure 11 The evolution of oxygen charge states shown as a func-
tion of the heliocentric distance. The upper panel shows
the expected electron temperature in MK. Here the freeze-
in heights for different elements are marked. The lower
panels show the fractions for different oxygen charge states
with respect to the total amount of oxygen. Plot taken from
Bochsler (2000) 20
Figure 12 A 2d histogram showing the correlation between the O7+/O6+
ratio in logarithmic scale and the solar wind speed. The
color coding shows the counts normalized to the maximum
of each column of bins. The underlying data were obtained
by Ulysses over the year 1995. 21
Figure 13 A false color image of the Sun showing three superimposed
Extreme Ultra Violet (EUV) wavelengths. The brightness
is a measure for the local particle density. Source: Cour-
tesy of NASA/SDO and the AIA, EVE, and HMI science
teams. 22
Figure 14 Solar wind speed distribution modeled by a magneto hy-
drodynamic model. The color coding gives the solar wind
speed. On the left side the speed distribution in the helio-
sphere is shown, the black lines are the magnetic field lines.
On the right side the sources for the different solar wind
speeds are displayed on the surface of a sphere with a ra-
dius of 30R around the Sun with the same color coding.
The plot was taken from Schwadron et al. (2005). 23
Figure 15 A sketch of the magnetic topology which underlies the s-
web idea. The inner yellow area represents the photosphere
while the outer area is supposed to be a radial sphere farther
out in the heliosphere. Two coronal holes are shown on the
photosphere as grey areas, one larger polar coronal hole
and a smaller hole located towards the equator. Both are
connected by a narrow channel of open flux. The plot was
taken from Antiochos et al. (2011). 24
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Figure 16 An Example of the output of the Potential Field Source Sur-
face (PFSS) model. Shown is the computed magnetic con-
figuration in the corona during Carrington rotation 2056.
The red and green lines show open magnetic field lines of
negative and positive polarity. The dashed blue lines show
closed field lines. The black grid depicts the photosphere.
For better visibility only 1/10th of the open field lines and
only 1/100th of the closed field lines are drawn. In total the
model produces 64800 field lines. 31
Figure 17 The magnetic field lines produced by the PFSS model for
Carrington rotation 2056 shown in a longitude-latitude pro-
jection. This shows the same configuration as in figure 16.
The four panels depict four different height levels, begin-
ning on the photosphere in the left panel and ending at the
source surface in the right panel. The stated height for the
middle panels is relative to the photosphere. 32
Figure 18 The same magnetic configuration as shown in figure 16 and
17, but with the closed field lines being omitted. Here the
blue points depict identified source field lines, which are
traced down from the source surface to the photosphere.
The three panels to the right show the field lines in a longitude-
latitude projection. The left panel shows the same configu-
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Figure 20 Sketch to illustrate the determination of the distance to the
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is the region between photosphere and source surface. The
blue lines represent the closed-loop regions which are sur-
rounded by open field lines. The red lines are source field
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the outermost open field line, which then acts as coronal
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Figure 21 A schematic representation of Ulysses’ orbit with respect to
the ecliptic plane and the planets Earth and Jupiter. The
blue part shows the fast latitude scan and the red part the
slow latitude scan. Plot after European Space Agency (2008). 35
Figure 22 An example for a SWICS energy-Time of Flight (ToF) matrix.
The x axis gives the time of flight in channel numbers, the
y axis gives the residual energy in channel numbers. The
counts are shown as color map in a logarithmic scaling. The
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Figure 24 Energy and ToF channel for O6+ as function of E/q. The
solid lines give the values for ACE/SWICS while the dot mark-
ers are the interpolated values for Ulysses/SWICS. Please
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Figure 30 Computer Assisted Drawing (CAD) of the solar wind lab.
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be seen on a high voltage platform. On the right side a big
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(2017). 71
Figure 31 The beamline downstream of the bending magnet. Not
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is positioned at the end of the beam line, roughly 60 cm be-
hind the foil, framed in red. A second FC, framed in green,
can be moved directly behind the foil, closer than 1 cm dis-
tance. CAD from Kolbe (2017). 73
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(besides the influence of the foil). Drawing from Kolbe
(2017). 73
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Figure 35 Scattering, α(Ekin), see equation 44, of the carbon foil for dif-
ferent kinetic energies for primary oxygen and nitrogen, as
derived from equation 44. The solid red and blue curves are
measured, the dashed curves are simulated with TRIM. 77
Figure 36 The measured Secondary Electron Emission (SEE) coefficient
γ for neutral oxygen and nitrogen, shown as a function of
the initial kinetic energy. 78
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1I N T R O D U C T I O N
The interplanetary space around Earth is dominated by the Sun. In addition to
being a source for electromagnetic radiation the Sun is also the source of a continu-
ous particle stream. This particle stream is commonly referred to as the solar wind
(Hundhausen, 1972) and it predominantly consists of ions and electrons forming
a plasma with the embedded solar magnetic field (Borovsky, 2008). Although the
solar wind is rather thin with a density of the order of 10 particles per cm3 at 1AU
distance to the Sun, it nonetheless carves the entire heliosphere out of the interstel-
lar medium. It is therefore the most dominant particle population in interplanetary
space. However, there are also other types of particles inside the heliosphere and
not all of them are of solar origin. The so called cosmic rays (Potgieter, 2012) con-
sist of extremely high energetic charged particles that enter the heliosphere from
the outside. Additionally, there are also neutral atoms of different origin that can
be found inside the heliosphere. Some of them have an extrasolar origin and are
thought to stem from the local interstellar medium while others are former solar
wind that has been neutralized.
Since the first prediction of a solar wind by Parker (1958) and the first measure-
ments in 1959, see for example Gringauz et al. (1960) and for subsequent observa-
tions Snyder and Neugebauer (1963), the solar wind has been a subject of intense
research. From these and the following measurements we know that it consists
mainly of protons (≈ 95%), electrons, a smaller amount of alpha particles and a
small amount of heavier ions with mass up to iron (Aschwanden, 2004). In ad-
dition there is a magnetic field embedded in the plasma which is transported
outwards, see for example Balogh and Erdõs (2013). This magnetic field is directly
connected to the solar magnetic field. By now multiple spacecraft have accumu-
lated large amounts of plasma, magnetic and compositional data which revealed
that the solar wind is highly dynamic and variable, with its parameters changing
on timescales of the order of less than a day or even less than a hour (Gosling et al.,
1995). Already early on it was attempted to discriminate the solar wind into differ-
ent regimes due to the high variability and noticeable correlations between many
plasma parameters. The earliest discrimination divided it into two regimes (Bame
et al., 1977). It was noticed that there are fast and slow solar wind streams, where
the fast streams consist of lowly charged ions and a low proton density but a high
proton temperature while the slow streams consist of highly charged ions and a
high proton density but a low proton temperature. These two types were accord-
ingly labeled fast and slow solar wind. The differences in the solar wind properties
point to different properties of their respective source regions. The general source
for the solar wind is the Sun’s corona, which in itself is highly structured and vari-
able. Certain areas in the corona have been identified as the source regions for the
fast solar wind, see Nolte et al. (1976). These regions are the so called coronal holes
(Altschuler et al., 1972), i.e. areas that appear dark in Extreme Ultra Violet (EUV)
images of the corona, where the local plasma parameters match the in-situ mea-
sured parameters of the solar wind. In contrast to other regions on the Sun the
coronal holes are dominated by open magnetic field lines which extend into the
heliosphere and enable the outflow of the solar wind plasma (Krieger et al., 1973).
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Figure 1: The x and y component of the solar wind speed, where x and y form a plane
perpendicular to the ecliptic. The left panel shows the speeds measured during
Ulysses first complete orbit, the right panel those measured during the second
complete orbit. The colors discern between inward and outward directed mag-
netic field. Plot based on Figure 1 in McComas et al. (1998b)
The famous Ulysses mission (Wenzel et al., 1992) confirmed the coronal holes as
sources for the fast solar wind when it flew over the large polar coronal holes of the
Sun during its first orbit and exclusively observed fast solar wind (McComas et al.,
2000). In figure 1 these measurements of the solar wind speed are shown. The left
panel shows the measurements during Ulysses’ first orbit. It can be seen that over
the equatorial regions of the Sun a mixture of fast and slow solar wind is observed,
while over the poles exclusively fast solar wind is measured. EUV images show
that during that time the poles were completely covered by coronal holes (Nolte
et al., 1978). The right panel, showing the measurements during the second orbit,
displays a completely different behavior. The reason for this is the activity of the
Sun. During the quiet phase of the Sun the coronal holes are situated mainly at the
solar poles. During the active phase these polar coronal holes are heavily distorted
and coronal holes can occur everywhere on the Sun. The second orbit of Ulysses
happened during the active phase.
In contrast to the fast solar wind the exact source regions of the slow solar wind
remain elusive, see Antiochos et al. (2011) and Fisk et al. (2003) for examples for
different hypotheses of the origin of the slow solar wind. The parts of the corona
where the local plasma parameters match the in-situ parameters are regions with
closed magnetic field lines. Inside these regions, due to a hotter and denser elec-
tron population, the ions can reach the high charge states which are later measured
inside the slow solar wind streams. But because the closed magnetic field lines do
not extend into the heliosphere the plasma is essentially trapped close to the Sun
and cannot escape. Additionally, unlike the coronal holes, these regions are highly
structured and inhomogeneous. Hence it is neither known where the precise loca-
tion of the slow solar wind’s origin lies on the Sun nor what physical processes are
responsible for the release of the hot plasma from the closed field line regions.
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In order to lift the veil above the slow solar winds origin many approaches have
been undertaken including in-situ and remote-sensing observations as well as sim-
ulations of the solar corona and the solar wind propagation, see for example
Neugebauer et al. (1998). The in-situ observations include particle observations
as well as magnetic field measurements. These measurements help us to under-
stand the characteristics of different solar wind types. As mentioned above, ve-
locity, density and charge state composition mainly define the different plasma
streams, but they also help us to understand the dynamics of the solar wind. Af-
ter emerging from the Sun the solar wind is far from being constant. Different
plasma streams interact with each other and form the so called Stream Interaction
Regions (SIR) where boundaries between fast and slow streams develop (Wimmer-
Schweingruber et al., 1997). The magnetic field measurements give insight into
another field of dynamics inside the solar wind. Parker (1958) predicted an inter-
planetary magnetic field in form of an Archimedean spiral. While on long term
average this is true, the magnetic field is extremely variable on short terms. In any
case, the field lines found in the solar wind plasma are still connected to their
solar foot points. Alfvénic waves injected at the Sun propagate along the field
lines out into the heliosphere, constantly shifting and distorting the field lines and
potentially exchanging energy with the particles (Marsch, 2003). Due to all these
interactions the solar wind is difficult to grasp and conclusions on its origin are
challenging to make. To better understand the birthplace of the slow solar wind,
i.e. the solar corona, several remote sensing instruments take spectral images of
the Sun and the corona, see for example Giordano et al. (2000). These spectro-
grams contain information about the local plasma density and temperature and
to a minor degree about the magnetic field strength and shape. As mentioned
above the comparison between these local parameters and the in-situ parameters
already contain some important correlations. The spectrograms are always based
upon line-of-sight measurements and therefore are always subject to uncertainties.
Unfortunately no local measurements of the corona and its magnetic field are avail-
able. Hence, the precise structure of the magnetic field lines is unknown to us. For
the release of the slow solar wind plasma from the closed field line regions the
field line structure is believed to play an important role, because the plasma inside
the corona is bound to the magnetic field. In order to fill the lack of local magnetic
measurements, simulations are made which model either the magnetic topology
or the evolution of the solar wind plasma inside the corona.
Regarding the energetic neutral atoms inside the heliosphere there are much less
direct observations available when compared to the solar wind. Examples for in-
struments that did measure the neutral component are the Ulysses interstellar
neutral GAS experiment (GAS) (Witte et al., 1992) or the Interstellar Boundary EX-
plorer (IBEX) mission (McComas et al., 2004). Indirect observations of neutral atoms
have mainly been made by pick-up ions measurements. Pick-up ions are former
neutral atoms that have been ionized by solar ultra violet radiation or charge ex-
change processes with the solar wind (Möbius et al., 1985). They are often observed
by solar wind particle detectors and are distinguished from the latter due to their
charge state and velocity distribution. Usually pick-up ions are singly charged in
contrast to the highly charged solar wind. Regarding their velocities, some pick-
up ions have a velocity distribution that mimics that of the solar wind. These so
called inner-source pick up ions are thought to be neutralized and subsequently
recharged solar wind. Others have a velocity distribution that ranges from 0 to 2
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times the solar wind speed. These are interstellar pick-up ions that originate from
neutral atoms that have entered the heliosphere from outside.
In this work both the slow solar wind and neutral atoms in the heliosphere are
covered, with an emphasis on the former. To really understand the origin of the
solar wind streams a combination of in-situ and remote observations and simu-
lations must be applied. For this purpose the in-situ measurements are mapped
back to the outer border of the corona by a ballistic approach. Here, the solar
wind is mapped further down to the photosphere along the magnetic field lines
which have been modeled by a suitable model. Such a model usually uses the
photospheric magnetic field as input parameter, which can be obtained by remote
line-of-sight measurements. This is what the first part of this work attempts to
do. For this purpose in-situ measurements from the Ulysses spacecraft and the
Advanced Composition Explorer (ACE) (Stone et al., 1990) are used, together with
a so called Potential Field Source Surface (PFSS) model (Altschuler and Newkirk,
1969). The PFSS model uses input magnetograms measured from either ground
based observatories like the Wilcox Solar Observatory (WSO) (Bogart and Scherrer,
1986) or the Kitt Peak Vacuum Telescope (KPVT) (Livingston et al., 1974) or from
the spacecraft based Michelson Doppler Imager (MDI) (Hoeksema et al., 1988) on
the SOlar and Heliospheric Observatory (SOHO) (Domingo et al., 1995). As a novel
attempt, not only the photospheric origin of the back mapped solar wind is inves-
tigated, but also the course of the field lines through the corona is studied. This
includes the bending and twisting of the field lines to the analysis. Especially the
spatial behavior of the open field lines with respect to the adjacent closed field
lines is examined. These closed field lines mark the border of the open field line
regions, i.e. the coronal holes. The coronal hole borders have long been suspected
to be the source for at least some of the slow solar wind streams. This work was
able to confirm this assumption. In addition we were able to add the shape of the
solar winds source field lines as an additional parameter determining the solar
wind type associated to the respective field lines. In the second and third part of
this work the focus lies on supporting future missions that are going to explore the
heliosphere. While the second part is about a very specific mission, namely Solar
Orbiter (Müller et al., 2013), the third part will help several upcoming missions, be-
cause here a calibration facility for spacecraft based instrumentation is established.
In this facility, many constituents of the heliospheric particle populations can be
created, including energetic neutral atoms.
Specifically for the upcoming Solar Orbiter mission and the Spectral Imaging of
the Coronal Environment (SPICE) instrument (Fludra et al., 2013) the tools at hand
are used to devise a special measurement scheme. Solar Orbiter will orbit very
close to the Sun, below 0.3AU and it will combine remote-sensing and in-situ in-
strumentation on one spacecraft. One mission goal will be to find the source of the
slow solar wind. For that purpose it is planned to remotely observe the sources
on the solar surface and later observe the corresponding solar wind in-situ at the
spacecraft. To do that correctly the devised measurement scheme has to be applied
to ensure that time and location of the remote observation align with the in-situ
observation.
Regarding the calibration facility a Faraday cup (FC) is calibrated to be used as a
detector for neutral particles. Since a FC naturally measures impinging current and
a beam of neutral atoms does not carry such it is not suited to be used as a neutral
detector out of the box. Nevertheless, the secondary electron emission that is in-
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duced by primary particles entering the FC can be used to detect neutral atoms. If
the energy dependent secondary electron emission coefficient is determined, a FC
can even be used to measure absolute fluxes of energetic neutral atoms. As such
it can be used as a reference detector for future spacecraft based neutral particle
detectors.

2T H E S O L A R W I N D
The magnetized energetic plasma which fills the interplanetary space is called the
solar wind. The source of this continuous supersonic plasma flow from where it
streams radially outwards is the Sun’s atmosphere. The extent of the solar wind
determines the so called heliosphere, which forms a cavity inside the surrounding
interstellar material. This interstellar medium is also a magnetized plasma of an
extrasolar origin. Because of the different magnetic field in the interstellar medium
and the heliosphere both plasmas cannot permeate each other, leading to a bound-
ary called the heliopause.
All data shown in this chapter, if not taken from external publications, were mea-
sured by the Solar Wind Ion Composition Spectrometer (SWICS), see Gloeckler et al.
(1998), the Solar Wind Electron Proton Alpha Monitor (SWEPAM), see McComas
et al. (1998a) and the Magnetometer Instrument (MAG), see Smith et al. (1998), on
ACE or by SWICS (Gloeckler et al., 1992) and the Solar Wind Observations Over
the Poles of the Sun (SWOOPS) instrument on Ulysses, see Bame et al. (1992). The
instrumentation will be described in more detail in chapter 4.
2.1 phenomenology of the solar wind
In this section the observable values of the solar wind are described. This includes
the chemical and charge-state composition, the plasma parameters and the mag-
netic field. In addition to that the discrimination of the solar wind into different
types is introduced. Historically, the solar wind has been divided into fast and
slow solar wind, as measured by the proton velocity vp, as in Parker (1965) or
Bame et al. (1977). With more spacecraft data available it turned out that the dis-
crimination into two types is not comprehensive enough and the solar wind is
better described having three or more different types. Xu and Borovsky (2015) pro-
pose four kinds of solar wind, namely coronal hole, streamer belt, sector reversal
wind and ejecta, which are defined by their plasma parameters. A different ap-
proach is done by von Steiger et al. (2010), who discriminate the solar wind by its
charge state composition, mainly the count rate ratios of O7+ to O6+ and C6+ to
C5+.
In this work primarily the discrimination by Xu and Borovsky (2015) is used. If not
stated otherwise, streamer belt and sector reversal wind are taken together in slow
solar wind and fast solar wind is synonymous with coronal hole wind.
2.1.1 Chemical Composition of the Solar Wind
The solar wind consists mainly of protons, electrons and alpha particles. In addi-
tion to this, there are also heavier ions with masses up to iron and beyond as well as
a component consisting of neutral atoms. The precise chemical composition of the
solar wind is still researched and not fully understood yet. This is because in-situ
data from spacecraft based mass spectrometers are difficult to analyze regarding
absolute quantities. The main reasons for these difficulties are element depending
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instrument efficiencies which are not well enough known and, for some space-
craft, complicated phase space coverage due to the spin of the spacecraft. For ions
heavier than helium the count rates are often insufficient to reliably extract the
elemental abundance. A more reliable source for the chemical composition of the
solar wind are spectroscopic analyses of the corona or photosphere. In table 1 the
abundance of some typical elements in the corona is shown. The existence of the
Element Abundance Abundance [ppm]
H 12 -
He 10.93 85113
O 8.8 630
C 8.5 316
N 7.9 79
Mg 7.6 40
Fe 7.6 40
Table 1: The relative abundance of the most abundant elements in the solar corona relative
to Hydrogen. The second column gives the abundance on a logarithmic scale,
12+ log10(A/AH), with A/AH being the abundance ratio of a specific element to
Hydrogen. The third column gives the abundance in terms of parts per million
with respect to Hydrogen as a more tangible number. Values taken from Grevesse
and Sauval (2000)
so called First Ionization Potential (FIP) effect (Geiss et al., 1995) prevents one to
simply transfer these numbers to the solar wind. The FIP effect is later described in
section 2.2. It states that ions with a low FIP can be overabundant in the solar wind
with respect to the corona and even more so to the photosphere.
The neutral atoms found in the heliosphere are particularly interesting. They are
not associated directly with the solar wind and they have been seldom directly
measured up to now. Alongside the few direct observations, their existence is con-
firmed by the observation of so called pick-up ions Möbius et al. (1985). Some
neutral atoms inside the heliosphere have an extrasolar origin, namely the inter-
stellar medium. Additionally, there is another population of neutral atoms that
stem from neutralized solar wind. Pick-up ions that emerge from these neutrals
are called inner-source pick up ions Geiss et al. (1996). The existence and observa-
tion of neutral atoms in the heliosphere will be discussed in more detail in chapter
7.
2.1.2 Plasma Parameters of the Solar Wind
The plasma properties of the solar wind have been measured for many years by
multiple spacecraft, see for example Galvin et al. (1993). The main parameters are
summarized in table 2. Here the parameters are already categorized into slow and
fast solar wind. In reality the categorization of the solar wind is not that simple
and the parameters are much more variable than table 2 might indicate, this will
later be discussed in section 2.2. In figure 2 a time series of in-situ measured solar
wind parameters is shown. The data were measured in the ecliptic plane by ACE,
it can be seen that the solar wind is highly structured on time scales larger than ∼
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slow wind fast wind
proton speed vp [kms−1] ∼350 ∼700
proton density np [cm−3] ∼10 ∼4
proton temperature Tp [105K] ∼0.5 ∼5.7
count ratio O7+/O6+ ∼0.16 ∼0.018
count ratio C6+/C5+ ∼1.21 ∼0.315
Table 2: Table listing some important solar wind parameters. The first row gives
the proton speed. Density and temperature also refer to protons. The ratios
O7+/O6+ and C6+/C5+ are count-rate ratios. These data samples are taken from
Ulysses/SWOOPS and SWICS at ∼1.5AU.
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Figure 2: A time series of the same solar wind parameters as shown in table 2. The blue
curves show 30 minute data and the red curves are averaged on 2 hour intervals.
The high variability of the parameters as well as the correlation between them is
noticeable. All data was measured by ACE/SWEPAM and SWICS.
1 day. It is also noticeable that there is a correlation between some and respectively
an anti correlation between other parameters. The proton density and the charge
state ratios are anti correlated with the solar wind speed while temperature and
speed are correlated. As we will later see this is a direct result of the different
origins of the solar wind inside the corona.
Another important parameter of the solar wind is the embedded magnetic field,
which will be discussed in the next subsection.
2.1.3 The Heliospheric Magnetic Field
The plasma which makes up the solar wind is interspersed with a magnetic field
at all times and everywhere inside the heliosphere. It is actually a remnant of the
magnetic field inside the corona (Borovsky, 2008) which is frozen in inside the
solar wind plasma and carried outwards into the heliosphere (Owens and Forsyth,
2013). Meanwhile, the foot points of these field lines are still connected to the
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photosphere. Due to the rotation of the Sun the field lines are coiled up and form a
spiral-like structure called the Parker Spiral, see Parker (1958). This spiral is shown
in figure 3. It can be seen that there is a difference for fast and slow solar wind.
0°
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0.8
1
R/AU
fast solar wind
slow solar wind
Figure 3: A schematic top down view on the ecliptic plane with the Sun in the center
in polar coordinates. The radius gives the distance to the Sun in AU, the angle
shows the heliospheric longitude. The blue and red lines represent the Parker
Spiral for fast (blue) and slow solar wind (red). The dashed line marks the Earth’s
orbit at 1AU.
The magnetic field lines in the fast solar wind are less coiled up when compared
to the slow solar wind, resulting in a smaller angle between the magnetic field
line and a radial line. The expected field line angle at 1AU is often referred to
as the Parker angle and is ≈ 45◦, depending of course on the solar wind speed.
Measurements of the heliospheric magnetic field show that the Parker angle is only
an approximation in reality. For additional information about the interplanetary
magnetic field see for example Smith (1989) for measurements farther out in the
heliosphere or Forsyth (1995) for high latitude measurements. In figure 4 magnetic
field measurements made at 1AU by ACE are shown. Two distinct features can be
seen around 45◦ and accordingly around 225◦. This illustrates that both inward
and outward polarity of the magnetic field can be measured. It also shows that the
Parker angle is only an average. The actual magnetic field angle depends primarily
on the solar wind speed vsw and the distance to the Sun R. It can be calculated
according to
cos(φ) =
1
1− (ωR/vsw])2
, (1)
although this formula is only valid inside the ecliptic plane. Outside of the ecliptic
plane the structure of the magnetic field becomes more complicated. In addition
to equation 1 the actual field is disturbed by Alfvén waves which travel along the
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Figure 4: The heliospheric magnetic field measured by ACE/MAG over the year 2007. The
radius give the field strength in nT and the angle is measured between field line
and the radial direction with 0◦ pointing away from the Sun. The color coding
represents the normed number of occurrences.
field lines. Those are either of solar origin or are induced locally by wave parti-
cle interaction. For more information about heliospheric plasma waves see Gary
(1993).
Regarding the shift in polarity which can be seen in figure 4 this is due to the
global shape of the interplanetary field. The Sun and consequently its magnetic
field can be approximated as a dipole field. Respectively one hemisphere of the
heliosphere is populated by inward directed magnetic flux while the other hemi-
sphere contains outward directed flux. The border between the polarities is called
the heliospheric current sheet. Interestingly, the magnetic polarity of the Sun re-
verses approximately every 11 years.
2.1.4 Spatial Structure of the Solar Wind
Due to the rotation of the Sun there are characteristic structures in the solar wind
which form naturally. Unlike the magnetic field in figure 3 suggests, the solar
wind streams radially away from the Sun as soon as it passes a certain point in
the corona, the so called Alfvénic point (Hundhausen, 1972), where the kinetic
pressure of the plasma surpasses the magnetic pressure. In case of a non rotating
Sun the global picture of the solar wind would probably be a very simple one,
since each source location on the Sun simply emits its specific solar wind type
radially outward. But since the Sun is rotating with a sidereal period of 25.38days
the source regions continue to rotate with the Sun while the solar wind itself is de-
coupled from the Suns rotation. This leads to the case where the source of slower
solar wind lies behind a stream of previously started fast solar wind and vice
versa. The fast solar wind then runs either ahead of the slow solar wind or it runs
into the slow solar wind, leading to so called compression and rarefaction regions
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(Hundhausen, 1972). In figure 5 this effect is shown as observed at 1AU distance
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Figure 5: 50 days of solar wind data taken from ACE/SWEPAM. Shown are the solar wind
speed in blue and the density on a logarithmic scale in red. The numbers and
shaded areas mark a reoccurring pattern of fast solar wind streams.
to the Sun. The compression regions are identifiable by the peaks in the solar wind
density. Here the fast solar wind runs into the slow solar wind. Due to the dif-
ferent magnetic fields both plasma streams cannot permeate each other, therefore
both streams are compressed, leading to a higher density. The rarefaction regions
are not as distinguishable as the compression regions, as they become more pro-
nounced only farther out in the heliosphere. The regions where fast and slow solar
wind meet are called Interaction Regions (IRs). The numbers 1, 2, and 3 in figure 5
mark three consecutive fast solar wind streams and the associated IRs. The marked
patterns repeat themselves after a time of ∼27days. This is commonly observed
in the solar wind and is caused by the longevity of the respective source regions
in the Sun, which can last for several solar rotations, see for example Whang and
Burlaga (1989). Hence these IRs, which are repeatedly observed, are also called Co-
rotating Interaction Regions (CIRs) and they form the most predominant structures
in the heliosphere. The precise boundary layer between the two streams are em-
bedded inside the CIRs. These are the so called Stream Interfaces (SIs), where the
compositional changes between both streams occur, see Wimmer-Schweingruber
et al. (1997) for more information.
2.2 the solar wind types
It has been hinted before in section 2.1.2 that the solar wind can be categorized
into different types. The first discrimination that has been done was to divide the
solar wind into fast and slow solar wind, see for example Bame et al. (1977) or
Hundhausen (1973). Fast solar wind has velocities typically larger than 650 kms−1
while slow solar wind is in the range of 250 to 400 kms−1.
In this section different categorization schemes and their respective underlying pa-
rameters are presented. The velocities given for the fast and the slow solar wind
immediately show that this categorization scheme cannot be the end of the story,
since all the intermediate velocities are measured as well in reality. Nevertheless
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the denotation fast and slow solar wind is widely spread in the community. How-
ever, the categorization of the solar wind is probably more complex and is still
an ongoing topic of research. At the moment the tendency points to four or more
solar wind types.
As already hinted in section 2.1.2 there are certain measures in the solar wind
which are used for its categorization, with the velocity being the most prominent
one. In addition to that, the charge state composition is often used to discern be-
tween solar wind type, see for example Landi et al. (2012). Often there are partic-
ular ion pair ratios utilized, like the O7+/O6+ or the C6+/C5+ ratios. For example
von Steiger et al. (2010) use the product of both ratios measured by ACE/SWICS
as an especially robust criteria. The advantage of using oxygen and carbon charge
slow wind fast wind
O7+
O6+ · C
6+
C5+ < 0.01 ≥ 0.01
states as criterion lies in the fact that these elements are very prominent in the solar
wind, apart from hydrogen and helium, as seen later in section 4.1.2.
Another measurable parameter in the solar wind which is used to discern between
different types is the so called FIP effect. It has been observed that elements with
a lower FIP are overly abundant in the solar wind when compared to their photo-
spheric abundance, see Geiss et al. (1995). Figure 6 shows this effect. Here the FIP
Figure 6: The abundance of certain elements relative to their photospheric abundance as
a function of the first ionization time, which is equivalent to the FIP. The two
curves represent interstream solar wind (slow) and coronal hole wind (fast). Plot
taken from Geiss et al. (1995).
is substituted with the first ionization time which demonstrates the same behavior.
Shown are the abundances relative to oxygen of different elements with respect to
their photospheric abundance relative to oxygen. It can be seen that the FIP effect
can be observed in coronal hole (fast) wind as well as in interstream (slow) solar
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wind. But is is much more pronounced in the slow solar wind than in the fast solar
wind. Typical elements with a low FIP are iron, magnesium or silicon. A common
method to use the FIP effect as a tracer for the solar wind type is to look at certain
element ratios, for example Fe/O. On the one hand, oxygen is an element with a
high FIP and its abundance seems to be the same in fast and in slow solar wind.
On the other hand, the iron abundance has been observed to change with the solar
wind type, therefore a higher Fe/O ratio can be expected in slow solar wind. How-
ever, the FIP effect is not an easy tracer because the in-situ abundances of low FIP
elements are not easy to measure with typical solar wind instruments. Especially
magnesium and silicon are notoriously hard to identify. It has to be noted that the
FIP effect as presented here is not generally accepted in the community (Nittler
et al., 2010). It could very well be that oxygen is less abundant in figure 6, which
would lead to the same result.
The so called collisional age Acol is another variable that divides the solar wind into
different types. It is not a directly measured variable, but calculated from different
observables:
Acol =
r
τvsw
, (2)
with r being the distance to the Sun and τ being a characteristic time scale on
which collisions in a plasma happen. τ depends on the particle species involved in
the collisions. For the solar wind most often the proton-proton collision time scale
τp is used:
τp ∼
T3/2p
np
(3)
⇒ Acol = α
rnp
vswT3/2p
. (4)
The prefactor α norms Ac so that it becomes dimensionless, see for example Maruca
et al. (2013). The collisional age can be interpreted as the ratio of the time between
Coulomb collisions and the travel time to the observer (Kasper et al., 2008). If
Ac  1 the solar wind is collisionally young, otherwise it is collisionally old. Nat-
urally, the fast wind has a lower collisional age when compared to the slow solar
wind.
Another way to categorize the solar wind is employed by Xu and Borovsky (2015).
They introduce a categorization scheme using three parameters:
Sp = Tp/n2/3p , (5)
vA =
B√
4pimpnp
, (6)
Tp
Texp
= Tp
(
258
vsw
)3.113
. (7)
Sp is the proton-specific entropy, vA is the proton Alfvén velocity Tp/Texp is the
ratio of the proton temperature and the expected temperature, which depends on
the solar wind speed, see Hundhausen et al. (1970) and Elliott et al. (2005). Obvi-
ously, four solar wind quantities must be measured to derive the above parame-
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category Q1 Q2 Q3
ejecta true - -
coronal hole plasma False True -
sector reversal plasma False - True
streamer belt plasma False False False
Table 3: Categorization schemata after Xu and Borovsky (2015). True means that the respec-
tive condition must be fulfilled, false means the opposite. A minus (-) means that
the respective condition does not matter for that category.
ters, namely the magnetic field B, the proton density np, vp and Tp. With these four
quantities they set up three conditions:
Q1 ≡ 0.841Bn−0.315p T−0.222p v−0.171sw > 1 (8)
Q2 ≡ 8.77× 10−11TpB1.42v3.44sw n−2.12p > 1 (9)
Q3 ≡ 0.0561TpB0.752v0.445sw n−1.14p < 1 . (10)
Depending on these three conditions the solar wind is then categorized into ejecta,
coronal hole plasma, sector reversal plasma and streamer belt plasma as describe in table
3.
The four categories can be understood as the following:
1.) Coronal hole plasma: This is what is historically referred to as fast solar
wind, which unambiguously originates from a coronal hole.
2.) Sector reversal plasma: This is a part of the slow solar wind. It is observed
very close to the heliospheric current sheet where the solar magnetic field
changes its polarity. In general this type of solar wind is especially slow.
3.) Streamer belt plasma: This is what normally falls into the category slow
solar wind. It is not of coronal hole origin, highly charged and much denser
than coronal hole wind. It can be observed in the equatorial regions above
the so called streamer belt.
4.) Ejecta: This is anomalous plasma which is not a part of the quiescent solar
wind. For example, interplanetary coronal mass ejections fall into this cate-
gory.
In figure 7 a sketch is shown which illustrates how Xu and Borovsky (2015) roughly
picture the source regions for their plasma types. The category ejecta is not shown
here since it has no regular source regions. Instead, ejecta are most often produced
by active regions or large scale impulsive events on the Sun. The origin of the
coronal hole plasma is well determined and to be found at the coronal holes, see
Tu et al. (2005). Streamer belt plasma is thought to originate at the boundaries
of coronal holes where interactions between the open and closed magnetic field
lines can release hot dense plasma, see section 2.3.3.1 for example. Sector reversal
plasma is speculated to originate from the cusps of the streamer belt (Wang, 2012).
Here the plasma is either released by interactions between open and closed field
lines or the top of a loop can pinch of to form a detached plasmoid, see figure 8
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Figure 7: Sketch of the Sun and the surrounding corona. The black lines and arrows in-
dicate the magnetic field lines and their polarity. The source regions for coronal
hole plasma (red), streamer belt plasma (green) and sector reversal plasma (lilac)
are marked. Plot based on figure 1 in Xu and Borovsky (2015)
Figure 8: Sketch to illustrate how plasma might be released from closed loops. The Sun is
shown as circle, the temporal evolution goes from top to bottom. On the left side
a closed field line reconnects with an open field line and on the right side the top
of the loop pinches of to form an isolated plasma bubble. Plot taken from Wang
(2012).
for clarification. In any case, the mechanisms at work are not well understood and
figure 7 is only a basic idea where the different plasma type might originate. The
hypotheses around the origin of the solar wind in general and the slow solar wind
in particular are discussed in the next section.
This categorization scheme applied to a time series of the solar wind yields a pic-
ture as shown in figure 9. It can be seen that ejecta are a relatively rare occurrence
which is expected for transient phenomena. Coronal hole plasma can be found
in the high speed streams with speeds of vsw ≥ 550 kms−1. The solar wind with
lower speeds is classified as streamer belt or sector reversal plasma, with the latter
occurring when the magnetic field switches its polarity.
Of all solar wind categories only the origin of the fast solar wind has been defini-
tively identified, hence the name coronal hole plasma is a more appropriate term.
Streamer-belt and sector-reversal plasma make up the body of the slow solar wind.
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Figure 9: 50 days time series of the solar wind speed observed by ACE/SWEPAM in 2007. The
colors correspond to the categorization schemes from Xu and Borovsky (2015)
If not stated differently, in this work slow solar wind means sector-reversal and
streamer belt plasma combined.
2.3 solar origin of the solar wind
The most basic way to understand the solar wind is as the expansion of the solar
atmosphere. The first one to recognize the possibility of an expanding corona was
Parker (1958). Prior to his considerations the gas in the corona was thought to be
in an equilibrium state, leading to a momentum equation:
−dp
dr
− ρGM
r2
= 0 . (11)
Here r is the distance to the Sun, p is the pressure, G is the gravitational constant,
M is the mass of the Sun and ρ is the mass density. The left term denotes the
pressure driven expansion of the gas and the right term gives the gravitational
force acting on the particles. Since both terms negate each other the corona is static
with an outflow velocity u(r) = 0.
Consequently, Parker searched for non static solutions with u(r) 6= 0, i.e. allowing
the gas to expand. This lead to a modified momentum equation:(
u2 − 2kT
m
)
1
u
u
r
=
4kT
mr
− GM
r2
. (12)
T is the coronal temperature, k is the Bolztmann constant and m is the sum of
proton and electron mass. In this equation the left side describes the change of
u(r) with respect to r. On the right side are two competing terms, 4kTmr describes the
temperature driven expansion of the corona and GMr2 describes the gravitational
bonding of the gases. Considering reasonable temperatures for the corona in the
order of 106 K, 4kTmr <
GM
r2 holds true for small r, meaning that the lower parts of
the corona are bound by gravity. On the other hand, since 1/r2 decreases faster
with increasing r than 1/r, the upper parts of the corona are not bound anymore.
Past a critical distance rc = GMm4kT the constituents of the corona are free to expand
into space. Thereby the equation 12 directly predicts the existence of a solar wind.
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2.3.1 Heating of the Corona
In the previous subsection the existence of the solar wind was shown to be caused
by the thermal expansion of the corona. In order for the first term on the right
side of equation 12 to become larger than the second for reasonable distances r,
the temperature T of the corona must be of the order of T ≈ 106 K. While this
is true in reality, the temperatures in the corona range from ∼ 1 MK to ∼ 3MK,
see Aschwanden (2004), it is not immediately evident why these temperatures are
reached. The energy source of the Sun is the nuclear fusion which takes place
deep inside. The Suns core temperature is about 15MK and decreases towards its
surface. The temperature of the photosphere is only around 5800K. From that it
can be inferred that there must be a different process than thermal conduction
responsible for the temperatures measured in the corona1.
The heating of the corona is equatable with the heating of the solar wind and is
therefore highly important for the understanding of it. Since the photosphere is
so much cooler than the corona, thermal conduction between both regions cannot
be the reason for the high temperatures found in the corona. Accordingly, there
must be another mechanism of heat transfer at work. Actually coronal heating is
not very well understood and is still an ongoing research topic, see for example
De Moortel et al. (2008) and Hollweg (1990).
The heat source of the corona can most likely be found in the random motion
of the photospheric foot points of the magnetic field lines. This random motion
is powered by the convection of plasma packages beneath the photosphere which
itself is ultimately driven by the solar dynamo. The foot point motion is transferred
into the corona along the magnetic field lines in form of waves, more precisely
Alfvén waves. For the corona to be heated by these waves a mechanism is needed
to transfer the energy from the waves onto the particles. A possible mechanism for
that is ion-cyclotron resonance. When the gyro frequency of the particles Ω and
the frequency ω of the wave fulfill the resonance condition
ω(k‖)− k‖v‖ = Ω , (13)
with k‖ being the wave vector and v‖ the velocity of the particle parallel to the
magnetic field line, see for example Stix (1992) for more information.
2.3.2 Charge State Composition in the Corona
The ionic charge state distribution found in the solar wind is practically constant, in
other words the solar wind ions do not alter their charge state in the interplanetary
medium. The in-situ observed charge states must have been defined inside the
corona below a certain distance to the Sun. Above this respective distance they
become frozen in (Bochsler, 2000). Inside the corona electron-ion collisions are the
main driver for the ionization, while photo ionization can be neglected. In figure
10 the temperature and density profile for coronal electrons as function of the
distance to the Sun is shown. Looking at the radial dependence it is evident that
the charge state composition of the solar wind must freeze in at certain point, since
electron temperature and density decrease considerably with heliocentric distance.
Ions traveling through the corona experience an ongoing mixture of ionization and
1 This problem is frequently referred to as: ’How can the pan be hotter than the stove plate?’
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Figure 10: Here the electron density, temperature and the solar wind velocity are shown
as a function of the radial distance to the Sun. Plot taken from Bochsler (2000)
recombination. Since the overall number of particles must be conserved, for each
ionization state i of an element X
∇(niui) = ne [ni−1Ci−1 + ni+1Ri+1 − ni (Ci + Ri)] , (14)
where n and u are the density and bulk velocity and R and C are the recombination
and ionization rates and ne is the electron density. Two adjacent ion species Xi and
Xi+1 are coupled together via Ci and Ri+1. The timescale on which they interact
with each other is given by
τi↔i+1 =
1
ne(Ci + Ri+1)
. (15)
It can be seen that the ionization-recombination time τi↔i+1 increases with decreas-
ing electron density until the ion pair effectively stops interacting (Bochsler, 2000).
In order to provide an idea how this translates to the reality of the expanding
corona figure 11 shows the evolution of oxygen charge states. The upper panel
shows the temperature profile, while each of the other panels shows the fraction
of one oxygen charge state with respect to the total quantity of oxygen. At the
photosphere at 1R neutral oxygen is injected which then rapidly ionizes with
increasing height and quickly reaches O6+ as dominant charge state. With further
increasing height some of the O6+ ionizes to O7+ and even O8+. Although the tem-
perature here is high enough to allow fully ionized oxygen the electron density
has decreased to the point that the ionization-recombination time surpasses the ex-
pansion time of the oxygen ions and the charge states freeze in at roughly 1.65R.
From what has been in shown in section 2.1.2 in-situ observations of fast and slow
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Figure 11: The evolution of oxygen charge states shown as a function of the heliocentric
distance. The upper panel shows the expected electron temperature in MK. Here
the freeze-in heights for different elements are marked. The lower panels show
the fractions for different oxygen charge states with respect to the total amount
of oxygen. Plot taken from Bochsler (2000)
solar wind show different charge state compositions. From that it can be inferred
that both solar wind types must originate from different source regions on the Sun.
The higher charged slow solar wind must come from regions where the electron
temperature and density is considerably higher when compared to the sources of
the fast solar wind.
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2.3.3 Source Regions for Fast and Slow Solar Wind
The precise origin of the slow solar wind is still an ongoing topic of active research.
Nevertheless there are various hypotheses regarding the source regions which are
explored in this section. As already described in chapter 1, the source for the fast
solar wind has been most certainly determined. Figure 1 reveals the coronal holes
as the origin. Here the coronal conditions, especially the charge state composi-
tion, match the in-situ parameters. Inside coronal holes the temperature is ∼ 1 MK.
Looking at figure 11 this is consistent with O6+ being the dominant charge state of
oxygen. This can be seen in figure 12, where the correlation between the O7+/O6+
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Figure 12: A 2d histogram showing the correlation between the O7+/O6+ ratio in log-
arithmic scale and the solar wind speed. The color coding shows the counts
normalized to the maximum of each column of bins. The underlying data were
obtained by Ulysses over the year 1995.
ratio as a proxy for the charge state composition and the solar wind speed is shown
in form of a 2d histogram. For solar wind speeds of 600kms−1 and greater the ma-
jority of oxygen ions is sixfold charged, while for the slow solar wind the ratio
between the charge states can reach 1 and greater. The same behavior can be seen
for other ion pairs.
The origin of the slow solar wind is problematic because its charge-state compo-
sition matches regions of the corona which are dominated by strong magnetic
fields that form large loop-like structures. Figure 13 shows a superimposition of
three EUV wavelengths captured by the Solar Dynamics Observatory (SDO) (Pesnell
et al., 2012). The displayed wavelengths belong to the emission lines of certain iron
ions in the corona, namely Fe8+, Fe11+ and Fe13+. Because of that the brightness in
the image is a measure for the particle density, or to be more precise the density
of the respective iron ions. It is also a measure for the local electron density and
temperature. In this representation the coronal holes are visible as dark regions,
since here the density as well as the temperature is lowest. Since this is an image
from the quiet Sun the coronal holes are situated predominantly at the poles of the
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Figure 13: A false color image of the Sun showing three superimposed EUV wavelengths.
The brightness is a measure for the local particle density. Source: Courtesy of
NASA/SDO and the AIA, EVE, and HMI science teams.
Sun, which is in nice agreement with the solar wind speed observations made by
Ulysses, as seen in the left panel of figure 1. Although the Ulysses measurements
were made in 1995, in contrast to the image in figure 1 which is from 2015, in
both cases the Sun was in its quiet phase. The bright regions on the contrary form
a band around the solar equator. Inside these bright regions the magnetic loops
are apparent. It is inside these loops were the birthplace of the slow solar wind
is presumed (Zurbuchen et al., 2012). But in contrast to the coronal holes, where
open magnetic field lines expand into space, here the loops are closed, meaning
the plasma cannot freely expand into the heliosphere. This can be quantized by
the plasma-β parameter, the ratio between kinetic and magnetic pressure:
β =
pkin
pmag
=
nkBT
B2/2µ0
. (16)
The plasma-beta is a crucial parameter that governs the behavior of a magnetized
plasma. If β < 1, so called cross-field diffusion is prohibited, meaning particles
are less likely to escape their magnetic confinement. Only if β ≥ 1 particles can
overcome magnetic confinement, see Aschwanden (2004). Inside the closed loops
ions typically do not reach regions with β ≥ 1, hence they are trapped. Because
they are measured in the slow solar wind there must be some kind of mechanism
which can distribute these ions onto the open field lines so that they can contribute
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to the solar wind.
2.3.3.1 Coronal Hole Boundary Wind
The slow solar wind’s properties suggest an origin in the closed field line regions,
but here the particles cannot easily escape their magnetic confinement. The regions
where ions can readily flow into the heliosphere are the open field line regions of
the coronal holes. Naturally, there are regions on the Sun where open and closed
magnetic field lines are adjacent to each other. From that it follows to investigate
the border region between coronal holes and closed field lines regions. To get an
idea how the solar wind in the heliosphere would be shaped Schwadron et al.
(2005) developed a model that calculates the distribution of different solar wind
speeds considering a consistent source region distribution on the Sun. Figure 14
Figure 14: Solar wind speed distribution modeled by a magneto hydrodynamic model. The
color coding gives the solar wind speed. On the left side the speed distribution
in the heliosphere is shown, the black lines are the magnetic field lines. On the
right side the sources for the different solar wind speeds are displayed on the
surface of a sphere with a radius of 30R around the Sun with the same color
coding. The plot was taken from Schwadron et al. (2005).
shows the result of their model. The black lines are the magnetic field lines, which
form the Parker spiral. The distribution of the solar wind speeds correspond on
a first approximation with the picture observed in reality, as seen in section 2.1.4.
Fast and slow solar wind interact with each other forming CIRs. In the model the
slow solar wind originates from a band around the solar equator, but the question
how it breaks free from the closed loops is still unanswered. Regarding this point
Schwadron et al. (2005) hypothesize about the random foot point motion of the
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magnetic field lines which can transport open magnetic flux into the closed loop
regions. Zhao et al. (2009) were dealing with the same problem in their study of
the global distribution of the solar wind. They essentially divide it into coronal
hole wind and non coronal hole wind and conclude that non coronal hole wind
originates from a narrow band around the heliospheric current sheet. Similar to
Schwadron et al. (2005) they propose foot point motion which drives the open flux
from the coronal holes to the base of the heliospheric current sheet, which can
be basically equated with the closed loop regions. Once the open flux has been
carried there the plasma from the closed loops must be distributed onto the open
field lines. For this Zhao et al. (2009) propose magnetic reconnection between open
and closed field lines. By that the highly charged material can be released into the
heliosphere.
2.3.3.2 The S-Web
A different approach has been made by Antiochos et al. (2011). They propose that
the sources for the slow solar wind lie in a network of narrow channels which
are filled with open magnetic flux. These channels are thought to connect seem-
ingly separated coronal holes among each other. Indeed they speculate that all
coronal holes are connected with each other, i.e. isolated coronal holes do not ex-
ist. This network of open-flux channels then maps to a web of separatrices in the
heliosphere, consequently called s-web. Figure 15 helps to illustrate the idea. Here
Figure 15: A sketch of the magnetic topology which underlies the s-web idea. The inner
yellow area represents the photosphere while the outer area is supposed to be
a radial sphere farther out in the heliosphere. Two coronal holes are shown on
the photosphere as grey areas, one larger polar coronal hole and a smaller hole
located towards the equator. Both are connected by a narrow channel of open
flux. The plot was taken from Antiochos et al. (2011).
two coronal holes are shown, a large polar coronal hole and a smaller one which
is located closer to the equator. Both holes are connected by a narrow channel
filled with open flux. This narrow channel is speculated to be the source for the
slow solar wind. The open magnetic field lines originating from this channel ex-
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pand outwards into the heliosphere. The grey shaded area encased by dashed lines
highlights the magnetic projection of the channel on a spherical surface farther out
in the heliosphere, basically at a point where spacecraft based observations of the
solar wind take place. This also demonstrates how relatively small regions on the
Sun can project onto much larger areas in the heliosphere.
The pure existence of these open flux corridors alone still leaves the same question
open as discussed in section 2.3.3.1. The plasma from the closed field line region
must be distributed onto the open field lines. According to another study by An-
tiochos et al. (2007) the open flux corridors are robust features of the magnetic
topology. Furthermore their existence is even mandatory as isolated coronal holes
cannot exist in their model. Nevertheless the constant evolution of the photosphere,
i.e. the random motion of the magnetic foot points, leads to an ongoing shifting
and relocation of these corridors. These dynamics dictate permanent opening and
closing of adjacent field lines and magnetic reconnection between the open field
lines of the corridor and the closed field lines of the loop regions, whereby formerly
trapped highly charged plasma can populate the open field lines and escape into
the heliosphere.
2.4 implications for this work
As seen in the previous sections in most scenarios or models the origin of the
slow solar wind revolves around the reconnection of magnetic field lines and the
subsequent release of formerly trapped highly charged plasma. Therefore, in order
to look for the sources of the slow solar wind, one has to probe the borders of open
field line regions, because only here the slow solar wind plasma can be distributed
on open field lines. The main issue for such a study lies in the fact that there
is currently no spacecraft closer than 1AU to the Sun. Especially the magnetic
structure in the corona cannot be directly measured, although it is certainly crucial
for the formation of the slow solar wind. A solution would be to employ a model
of the coronal magnetic field, which can then be combined with actual in-situ
measurements of the solar wind. This is done in the first publication of this work
and described in chapter 5. The magnetic field model is described in section 3.3.
The instruments and spacecraft which measured the in-situ data are presented in
chapter 4.
A spacecraft for a close up investigation of the Sun and the corona is already
planned and scheduled to launch in 2019. This will be the Solar Orbiter mission
which will closely approach the Sun and study the solar wind with in-situ particle
detectors as well as the corona with remote-sensing instruments. Thereby Solar
Orbiter will close the current observational gap between Earth’s orbit and the Sun.
To maximize the prospects of success a measurement scheme for its remote and
in-situ instrumentation is devised in the second publication of this work in chapter
6.
Energetic neutral atoms, which have not been covered so far, are described in
chapter 7, together with a facility for the calibration of, amongst others, neutral
particle detectors.

3B A C K M A P P I N G
The term back mapping describes techniques used to determine the solar source
positions of solar wind particles which have been measured in-situ somewhere in
the heliosphere. To determine these source positions one has to trace the travel path
of the particles back trough interplanetary space and the corona. Because of the
different physical conditions in both mediums, the travel path of a particle cannot
be treated in one step. Instead a case differentiation must be done. The path of
the particle is therefore divided into two parts. The first part is the interplanetary
medium, here the back mapping is done by the so called ballistic back mapping.
The second part of the particles path is inside the corona. Here it has to follow the
magnetic field lines. Hence, a model for the shape of the magnetic field lines must
be applied in order to further trace the particle to its photospheric origin.
The techniques needed for back mapping of the solar wind and the associated
principles are described in the following sections.
3.1 coordinate systems in the heliosphere
In order to orientate oneself in the heliosphere different coordinate systems are
applied.
3.1.1 The Carrington Coordinate System
One of the most commonly used coordinate systems when dealing with the back
mapping of solar wind data is the Carrington coordinate system. It is named after
Richard C. Carrington who invented it for its study of sunspots (Carrington, 1855).
It is essentially a heliocentric spherical coordinate system co-rotating with the Sun,
as such it is tilted with respect to the ecliptic plane by ∼ 7◦, as is the Suns axis of
rotation. The coordinates are (r|λ|φ):
• r: the radial distance to the Sun
• λ: the Carrington or heliographic longitude
• φ: the Carrington or heliographic latitude
Note that the denotations Carrington and heliographic are synonymous in this
work when used in the context of coordinates. λ runs from 0◦ to 360◦ while φ
ranges from 90◦ to -90◦ with φ = 0 being the equator, much like geographic lati-
tude.
Next to being a spatial coordinate system, the name Carrington is also used for a
temporal measure, the so called Carrington rotations. As mentioned, Carrington
studied sunspots on the Sun. Due to the solar rotation the sunspots seemingly wan-
der across the Suns surface until they disappear, only to reappear on the opposite
side of the solar disc after roughly 13.5 days. Carrington began to count the rota-
tions of the Sun, starting on the 9th of November, 1853. Since then solar rotations
are counted as Carrington rotations, each rotation lasting ∼27.27 days, which is
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the synodic rotational period of the Sun.
The point of reference for the Carrington system is always the sub Earth point
on the Sun, meaning that the next rotation begins when the sub Earth point is at
λ = 360◦. In that context a decimal Carrington rotation is always synonymous with
a Carrington longitude, e.g. rotation 2040.5 is equivalent to λ = 180◦ and 2040.25
to λ = 270◦, since the Carrington longitude runs backwards from 360◦ to 0◦.
3.1.2 RTN Coordinates
A useful coordinate system when dealing with spacecraft data is the so called
radial-tangential normal system, or rtn-system. Here the unit vectors are (~re|~te|~ne),
with ~re pointing along the Sun-spacecraft line, ~te is the direction along the cross
product of ~re and ~ω, with ~ω being the Suns angular velocity. ~ne is perpendicular
to~re and~te and completes the right-hand system. Oddly, this coordinate system is
not defined directly above the Suns axis of rotation, since~re× ~ω = 0 for~re ‖ ~ω and
the three unit vectors do not form a perpendicular system.
Nevertheless the rtn-system is used to describe spacecraft data, as most spacecraft
tend to stay in or near the ecliptic plane. In fact, no spacecraft has ever been directly
over the Suns rotational pole. The rtn-systems becomes handy when describing the
solar wind velocity or the magnetic field.
3.2 ballistic back mapping
The travel path of a solar wind particle trough the heliosphere excluding the corona
can be traced back by using ballistic mapping. It is assumed that the particles travel
like a canon ball radially from the Sun to the observer, hence the name ballistic
mapping. The concrete assumptions are the following: The solar wind ions travel
with a constant velocity on a strictly radial path:
vr = vp = const (17)
vt = vn = 0 (18)
The validity of these assumptions will be discussed later on. The parameters needed
are the measured proton velocity vp, the spacecraft orbit data, meaning the radial
distance to the sun dsc, the heliographic longitude λsc and latitude φsc and the Suns
angular velocity ω. As mentioned above, ballistic mapping cannot be used for the
whole travel path of the particle, it can only be used for the part where the particles
do not have to follow the magnetic field lines. As such it is not possible to obtain
the photospheric source coordinates. What is instead determined is the so called
ballistic foot point λb f p and φb f p of the spacecraft on the source surface:
λb f p(vp, dsc) = λsc +ω
(dsc − 2.5R)
vp
(19)
φb f p = φsc. (20)
As can be seen in equation 19, the ions are traced back to a point 1.5R above
the photosphere. This point marks the so called source surface, which will be ex-
plained in section 3.3. For now it is just the boundary between the mentioned
case differentiation. By trying to use ballistic back mapping further down into the
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corona the necessary assumptions of equations 17 and 18 would be heavily vio-
lated.
One has to keep in mind that the assumptions made are not always fulfilled even
in the interplanetary medium. Regarding the strictly radial propagation of the par-
ticles, equation 18 is not true in general. However, vrvp ≈ 1 holds for the majority
of time. Nonetheless, studies by Marsch et al. (1982) have shown that the proton
velocity distribution is not so trivial as equation 18 requires. Additionally, Berger
et al. (2010) have shown that the velocity distributions of heavy ions do not follow
that of the solar wind protons. Also care must be taken with equation 17. Dy-
namic regions in the solar wind as described in section 2.1.4 experience significant
changes of vp on their way to the spacecraft. Most prominent examples are com-
pression regions, where the fast solar wind runs into the slow solar wind and is
thereby decelerated.
Nonetheless, if dynamic regions are excluded from the analysis, equations 17 and
18 are reasonable assumptions in general and ballistic back mapping is a viable
approach for estimating the source regions of the solar wind on the source surface.
3.3 magnetic mapping and the pfss model
Inside the corona ballistic back mapping is no longer a valid approach. Below the
Alfvénic point the solar wind plasma follows the curvature of the magnetic field
lines and is therefore not strictly radially propagating. Also it is still being acceler-
ated, hence equation 17 is not true. In order to trace the path of the solar wind ions
through the corona, the coronal magnetic field has to be known. By now there are
no direct measurements of the coronal magnetic field, therefore its precise struc-
ture is unknown. However, the field can be simulated with suitable models, like
the so called Potential Field Source Surface (PFSS) model.
The PFSS model was developed parallel by Altschuler and Newkirk (1969) and
Schatten et al. (1969). The model starts with the assumption of a current free
corona, which is reasonable below a certain distance above the Sun typically below
2.6R (Altschuler and Newkirk, 1969). The absence of electric currents means
~∇× ~B = 0 (21)
and thus
~B = −~∇ψ. (22)
Following equation 22 the magnetic field can be described as the gradient of a
scalar potential ψ. The divergence of ~B always vanishes, therefore:
~∇~B = −~∇~∇ψ (23)
0 = ∆ψ. (24)
Equation 24 is Laplace’s equation, its solution is given by
ψ(r, θ, φ) = R
∞
∑
n=1
n
∑
m=0
[(
R
r
)n+1
(gmn cos(mφ) + h
m
n sin(mφ)P
m
n (θ))
]
, (25)
with gmn and hmn being constants and Pmn (θ) are the associated Legendre Polynomi-
als. Please note that (r|θ|φ) are classic spherical coordinates and not Carrington
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coordinates. With equation 25 the components of the magnetic field can be written
down as
Br = R
∞
∑
n=1
n
∑
m=0
[
(n + 1)
(
R
r
)n+2
(gmn cos(mφ) + h
m
n sin(mφ)P
m
n (θ))
]
(26)
Bθ = −
∞
∑
n=1
n
∑
m=0
[(
R
r
)n+2
(gmn cos(mφ) + h
m
n sin(mφ)
dPmn (θ)
dθ
)
]
(27)
Bφ =
−1
sin θ
∞
∑
n=1
n
∑
m=0
[(
m
R
r
)n+2
(gmn sin(mφ)− hmn cos(mφ)Pmn (θ))
]
, (28)
with r ≥ R. The problem now are the constants gmn and hmn , these must be some-
how obtained before ~B can be calculated. One parameter that can be measured is
the photospheric line of sight magnetic field Bl . The relation between Bl and the
components Br, Bθ and Bφ is
Bl = Br cos(θ0− θ) cos(φ− φ0) + Bθ sin(θ0− θ) cos(φ− φ0)− Bφ sin(φ− φ0), (29)
with θ0 and φ0 being the coordinates of the observers foot point. With the help of
equations 27 and 28 this can be written as
Bl =
∞
∑
n=1
∞
∑
m=0
(gmn αnm(θ, φ) + h
m
n βnm(θ, φ)) . (30)
Here αnm(θ, φ) and βnm(θ, φ) are just variables to shorten the lengthy term. Equa-
tion 30 can now be used to find gmn and hmn by using them as fit parameters when
fitting equation 30 to the measured line of sight magnetic field.
Hypothetically, solutions for the coronal magnetic field could now be calculated
based on the measured photospheric field. Unfortunately, nature is again more
complicated. The above discussed does not factor in the solar wind, which influ-
ences and distorts the magnetic field from a certain height above the photosphere
on. More precisely, the assumption of equation 21 no longer holds above this point.
This can be circumvented by introducing an outer boundary to the calculation,
which forces the magnetic field into a purely radial configuration. Thus, the influ-
ence of the solar wind is taken into account, as this is what it effectively does when
it reaches the point where the kinetic pressure of the plasma exceeds the magnetic
pressure. For the computation this can be achieved by setting ψ = 0 at this outer
boundary. This zero-potential surface is usually set to be at r = 2.5 R, as this
fits best with observations made by coronal imaging. Here closed field line loops
could be observed for heights up to ∼ 2 R. The introduction of the zero-potential
surface, which is also more commonly called source surface, means that no closed
field lines can occur above it. Only beneath the source surface a mixture of open
and closed field lines can be found.
The above described closely followed the work of Altschuler and Newkirk (1969),
Schatten et al. (1969) utilized a different approach using Green’s functions.
The PFSS data used in this work has been modeled by Kruse (2018). All plots and
methods presented in the next section have been created as part of this work.
3.4 analyzing the field line geometry
The PFSS model as outlined above or in Kruse (2018) creates a map of the field lines
geometry in the corona. Technically, the model provides the magnetic field strength
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and direction at any point between photosphere and corona. Typically, the field
looks like the example depicted in figure 16. It can be seen that the open field lines
closed field lines
positive open field lines
negative open field lines
Figure 16: An Example of the output of the PFSS model. Shown is the computed mag-
netic configuration in the corona during Carrington rotation 2056. The red and
green lines show open magnetic field lines of negative and positive polarity.
The dashed blue lines show closed field lines. The black grid depicts the photo-
sphere. For better visibility only 1/10th of the open field lines and only 1/100th
of the closed field lines are drawn. In total the model produces 64800 field lines.
are divided into two polarities, roughly dividing the Sun into two hemispheres.
This is of course expected, given the fact that the Sun resembles a magnetic dipole
during its quiet times. Between both regimes of inward and outward pointing
open field lines lies a region of closed field lines forming arch like structures. This
overall shape of the magnetic field is consistent with solar observations like the one
shown in figure 13. The way the field lines are shown in figure 16 mainly serves
as a visualization of the magnetic field. A more practical way to work with these
field lines maps is to project the field lines onto longitude-latitude projections for
individual height levels. This is shown in figure 17. In this depiction it can be nicely
seen how the open field line regions transform with increasing height. Starting
from isolated isles surrounded by closed field lines on the photosphere they fan
out while ascending towards the source surface. Once they reached 2.5R the
whole space is filled with open field lines.
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Figure 17: The magnetic field lines produced by the PFSS model for Carrington rotation
2056 shown in a longitude-latitude projection. This shows the same configura-
tion as in figure 16. The four panels depict four different height levels, beginning
on the photosphere in the left panel and ending at the source surface in the right
panel. The stated height for the middle panels is relative to the photosphere.
With the PFSS maps being available in the format as shown in figure 16 and 17 they
can now be combined with in-situ data which has been ballistically back mapped
as described in section 3.2. Each of the ballistic foot points λb f p and φb f p of the in-
situ data on the source surface is related to the nearest respective open field line by
using a KD-Tree algorithm (Bentley, 1975). These open field lines are then referred
to as source field lines, since it is then assumed that the solar wind had to travel
along these lines while traversing the corona. In figure 18 the identified source
field lines and their course through the corona is shown. Here the original ballistic
Figure 18: The same magnetic configuration as shown in figure 16 and 17, but with the
closed field lines being omitted. Here the blue points depict identified source
field lines, which are traced down from the source surface to the photosphere.
The three panels to the right show the field lines in a longitude-latitude pro-
jection. The left panel shows the same configuration, but with the source field
lines drawn over all height levels while the rest of the open field lines are only
plotted for the source surface and the photosphere.
foot points range from -30◦ ≤ φb f p ≤30◦ and 10◦ ≤ λb f p ≤350◦. The blue lines
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in the left panel in figure 18 show the identified source field lines and how these
traverse the corona. Following this procedure one can identify the photospheric
source regions of the solar wind. In addition to that, since the magnetic field lines
are sampled over several different height levels between photosphere and source
surface, even the position inside of the corona can be investigated. Thereby, the
bending of the source field lines can be taken into account.
For the first publication of this work (see chapter 5) the distance of identified
source field lines to the border of open field line regions has been calculated. In
order to do so, the border had to be determined in the first place. Two methods
were applied to achieve that. For the first method the outermost open field lines
are defined as coronal hole border, as shown in figure 19. Here the open field lines
Figure 19: Plot that shows in the left panel the open field lines on the source surface and
on an intermediate height level above the photosphere. The black points mark
the open field lines that have been identified as coronal hole border. In the right
panel the black points are interpolated over all height levels to form a surface
that represents the border of the coronal holes.
that have been identified as coronal hole border are shown as black dots. This
is done for every height level. The black dots are then interpolated between the
different height levels to from a continuous point cloud, as shown in the right
panel of figure 19. The distance to the coronal hole border is then for each source
field line on each height level defined as the distance to the closest point of the
point cloud which defines the coronal hole border. Therefore, if there are N height
levels between source surface and photosphere there are N distances to the border
determined for each source field line. That way it can be determined if a source
field lines bends away from the border of the coronal hole or if it stays close to the
border while ascending from the photosphere to the source surface.
The other way to calculate the distance to the border is to create a point cloud
from the closed field lines which are also modeled by the PFSS model. Hereby no
artificial coronal hole border needs to be defined. A sketch is drawn in figure 20 to
visualize both determinations of the distance to the coronal hole border.
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Figure 20: Sketch to illustrate the determination of the distance to the coronal hole border
for individual source field lines. Shown is the region between photosphere and
source surface. The blue lines represent the closed-loop regions which are sur-
rounded by open field lines. The red lines are source field lines. The black lines
is an open field line that has been identified as coronal hole border, compare
with figure 19. The red points and blue points are the discrete data points pro-
duced by the PFSS model. The dotted lines depict the way the closest distance
to the border has been calculated. For the left source field line the distance is
determined to the outermost open field line, which then acts as coronal hole
border. For the right source field lines the distance is determined directly to the
nearest closed field line.
4S PA C E C R A F T A N D I N S T R U M E N T S
4.1 the ulysses spacecraft
The Ulysses spacecraft (Marsden and Smith, 1996) was launched in the year 1990
and operated for nearly 20 years until its radioisotope thermoelectric generator
shut down in 2009. One of its most remarkable feature was its highly inclined
orbit which let reach a heliographic latitude of 80.22◦, see Marsden et al. (1996),
thus enabling observations of the solar wind over the poles of the Sun. The only
comparable mission in this regard was Helios (Leinert et al., 1974), but with a much
smaller inclination. The orbit of Ulysses is shown in figure 21. Its closest distance
Jupiter
Earth Orbit
Figure 21: A schematic representation of Ulysses’ orbit with respect to the ecliptic plane
and the planets Earth and Jupiter. The blue part shows the fast latitude scan and
the red part the slow latitude scan. Plot after European Space Agency (2008).
to the Sun is 1.33AU on the so called fast latitude scan, shown in blue in figure 21,
which refers to the fact that Ulysses is relatively fast on this part of its orbit. The
furthermost distance is 5.4AU on the slow latitude scan, shown in red in figure 21.
Ulysses carried a wide range of scientific instruments from which three were used
in this work:
• The Solar Wind Plasma Experiment, see Bame et al. (1992): The Solar Wind
Plasma Experiment, also abbreviated SWOOPS (Solar Wind Observations Over
the Poles of the Sun) is used to measure protons and electrons from which
several plasma parameters are derived.
• The Solar Wind Ion Composition Spectrometer (SWICS), see Gloeckler et al.
(1992): SWICS can measure the heavy ions in the solar wind up to and even
beyond iron ions. It thereby complements the SWOOPS measurements and
determines the ionic composition.
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• The Vector Helium Magnetometer (VHM), see Balogh et al. (1992): VHM is
used to measure the components of the magnetic field in three dimensions.
The data from SWOOPS and VHM are not evaluated from scratch in this work. In-
stead, already available data products were used, taken from the Ulysses Final
Archive, (Ulysses Final Archive, 2008). In table 4 the used data products for all in-
struments are listed. In the case of SWICS, the data is extracted from the raw Pulse
Height Analysis (PHA) data. Hence, SWICS will be described in more detail. Since
SWOOPS shares some of the measurement principle with SWICS it will be briefly
described in the next section. For more information about VHM see Balogh et al.
(1992).
At the end of this chapter the SWICS-data analysis will be illustrated.
4.1.1 Solar Wind Plasma Experiment
SWOOPS consist of two particle detectors, one for the detection of electrons and the
other for the detection of ions, see Bame et al. (1992) for the instrument paper. In
this work primarily the ion measurements are used. Both detectors share the same
measurement principle. A curved-plate electrostatic analyzer behind the entrance
permits only particles with a certain kinetic-energy per charge ratio E/q into the
instrument. The voltage applied to the analyzer is then varied in order to obtain
measurements of different E/q ratios. The main information used from SWOOPS
are basic solar wind plasma data, i.e. the solar wind velocity, density and temper-
ature, which can all be inferred from the proton measurements. The fact that the
instrument only measures the E/q ratio means that only protons and alpha par-
ticles can be reliably discriminated from the data set. Heavier ions cannot not be
isolated from the observations. For that a more complex instrument is needed.
4.1.2 The Solar Wind Ion Composition Spectrometer
The Solar Wind Ion Composition Spectrometer (SWICS) is a Time of Flight (ToF)
mass spectrometer, see Gloeckler et al. (1992). It has an entrance system compara-
ble to SWOOPS which measures the E/q ratio of detected ions. But in contrast to
that it additionally measures the ToF tToF of an ion as well as the residual kinetic
energy Eres. With this additional information it is possible to determine mass m,
charge state q and kinetic energy E of an incident ion.
Behind the electrostatic analyzer the ion is post accelerated by a known voltage U
and passes through a thin carbon foil. The secondary electrons from the foil trig-
ger the start signal for the ToF measurement. The accelerated ion then flies along a
known distance d and hits a solid state detector, thereby again emitting secondary
electrons which trigger the stop signal. The front of the solid state detector has a
dead layer which the ion has to traverse before its residual energy Eres is measured.
In such a way the ions attributes can be determined:
m =
2Epa
v2
=
2Epat2ToF
d2
(31)
q =
Epa
U + E/q
(32)
E =
E
q
q (33)
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Here Epa is the kinetic energy of the ion after the post acceleration. Unfortunately
due to unpreventable measurement uncertainties it is not possible to use the equa-
tions 31 to 33 to determine a measured ions characteristics in reality because
Epa 6= Eres. The ion looses an unknown amount of energy while passing through
the foil and when traversing the dead layer of the solid state detector. Nevertheless
for each fixed E/q step each ion of the solar wind occupies a specific coordinate
in an EresxtToF matrix, or et-matrix. Figure 22 gives an example for an et-matrix
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Figure 22: An example for a SWICS energy-ToF matrix. The x axis gives the time of flight in
channel numbers, the y axis gives the residual energy in channel numbers. The
counts are shown as color map in a logarithmic scaling. The energy per charge
for that measurement is 8.1keV. The total number of counts in this plot is 6 · 105
and have been accumulated over 365 days from the 1st of January to the 31st of
December in 1995.
from SWICS for one particular E/q ratio in form of a 2D histogram where the ToF
is given on the x axis and the energy measured in the solid-state detector on the
y axis in units of channels. The number of counts is shown by the color map in a
logarithmic scaling. It contains counts measured over the course of a whole year.
Different ion species occupy specific positions in the 2D matrix which depend on
the E/q ratio. As mentioned above, due to energy losses their position is displaced
and the counts are distributed around their shifted position. The count distribution
for each ion can be approximated by a 2D Gaussian distribution.
4.2 the advanced composition explorer
The Advanced Composition Explorer (ACE) was launched on 25th of August in
1997 and is still in service. It is located at the Lagrangian point 1 (L1). L1 lies on
the radial between Earth and the Sun and is roughly 1.5 · 106 km away from Earth.
Due to the superposition of the Sun’s and Earth’s gravitational field an object at L1
has the same orbital period as Earth, meaning that ACE and Earth are co-rotating
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around the Sun. In comparison to Ulysses the orbit of ACE is much simpler. The
radial distance to the Sun stays constant and the heliographic latitude only varies
between -7◦ ≥ φsc ≤ 7◦, which corresponds to the inclination of the Suns axis of
rotation with regard to the ecliptic plane. This work utilizes three instruments out
of ACEs instrumentation:
• The Solar Wind Ion Composition Spectrometer (SWICS), see Gloeckler et al.
(1998): This instrument is identical in construction to SWICS on Ulysses, in
fact it is the flight spare that was used for the ACE mission which started
some years after Ulysses. The data analysis for ACE/SWICS has been done by
Berger (2008).
• The Solar Wind Electron Proton Alpha Monitor (SWEPAM), see McComas et al.
(1998a): SWEPAM on ACE basically serves the same purpose as SWOOPS on
Ulysses. Again, SWEPAM is regarded as a black box.
• The Magnetometer Instrument (MAG), see Smith et al. (1998): The MAG in-
strument serves the same purpose as VHM on Ulysses. Like VHM, MAG is
regarded as a black box.
So both Ulysses and ACE provide similar data sets for the analysis done in this
work. The SWEPAM and MAG data were taken from The Ace Science Center (2008).
For a summary of the used data products see table 4.
instrument data product
SWICS O7+/O6+, C6+/C5+
SWOOPS/SWEPAM vp, np, Tp
VHM/MAG Br, Bt, Bn
Table 4: The different instruments and the respective data products which were used in
this work.
4.3 swics data extraction
As hinted in section 4.1.2 the data provided by Ulysses/SWICS cannot be directly
used because measured ions are not automatically identified by the instrument. As
shown in figure 22 the measured ions occupy distinct positions in an energy-ToF
matrix. In principle they are determined by that, as each ion has an individual and
unique (E, ToF) coordinate. The problem is that these coordinates are not known
ab initio, they could be calculated by equations 31 and 32, but due to different
energy losses during the measurement process their (E, ToF) positions are shifted.
Even worse, because the energy losses are of a statistical nature, the ions positions
are also smeared out. That leads to a distinct overlapping of different ion signals.
Therefore, in order to extract the ion data from the energy-ToF matrix, first the ion
positions must be determined and second the counts for each ion must be read out
while considering the overlap of the different ion species.
Each measurement cycle consist of 64 nonlinear E/q steps. For each E/q step the
ion positions are different since the ions energies differ. Fortunately, the determi-
nation of the ion positions has already been done for ACE/SWICS, see Koeten (2009)
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for more information. In principle, since Ulysses/SWICS and ACE/SWICS are iden-
tical in construction, the ion positions can be used for Ulysses/SWICS. In reality
there are two adjustments that must be made before the ion positions can be trans-
ferred.
The first adjustment must be made because ACE/SWICS and Ulysses/SWICS have
different post acceleration voltages. As stated in section 4.1.2 the ions are acceler-
ated after they passed trough the electrostatic analyzer in order to have enough
energy to penetrate a thin carbon foil, which inevitably leads to an additional un-
known energy loss. Unfortunately, regarding the post acceleration voltage U, it is
UACE 6= UUlysses, which consequently leads to an offset between the ACE and the
Ulysses data set in ToF and energy. The offsets ∆tToF and ∆Etot can be determined.
For tToF it is:
tToF =
d
vion
= d
√
m
2q(E/q +U)
, (34)
with d being the distance over which ToF is measured and vion being the ion velocity
after the post acceleration. The wanted ∆tToF then is:
∆tToF = d
√
m
2q
(√
1
E/q +UUlysses
−
√
1
E/q +UACE
)
. (35)
Using equation 35 the ToF position for each ion can be transferred from ACE/SWICS
to Ulysses/SWICS. Technically it is not correct to use equation 35 because, like
equations 31 and 32, it is only valid for a non error-prone instrument. However,
under the assumption that both instruments are really identical in construction it
can be assumed that the deviation ∆ToF is most likely correct, as any altering effects
affect both instruments equally. ∆ToF is most likely energy dependent, but the post
acceleration voltages in both instruments are rather similar:
• UACE = 24.868 keV
• UUlysses = 22.9 keV
Based on that it can be assumed that equation 35 is sufficiently valid. The same
shift must be done for the energy position
Etot = q
(
E
q
+U
)
(36)
⇒ ∆Etot = q(UUlysses −UACE). (37)
The second adjustment must be made because ACE/SWICS and Ulysses/SWICS do
not have the same range of E/q steps. In figure 23 the E/q channels for both
instruments are shown, it can be seen that the ranges slightly differ and the one
for ACE has a discontinuity. This poses no problem since the range for Ulysses lies
completely inside the range for ACE. In fact, the last 47 E/q channels (the points
on the right in figure 23) are identical for both instruments. The energy and ToF
positions of each ion for the cases were the E/q steps are not identical can be
determined by interpolation. This is exemplarily shown in figure 24. Here the ToF
and energy channel positions for O6+ are shown for ACE/SWICS (as determined in
Koeten (2009)) as solid line and the interpolated points for Ulysses/SWICS. This is
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Figure 23: E/q values logarithmically plotted as function of the channel number for ACE
(red) and Ulysses/SWICS (blue).
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Figure 24: Energy and ToF channel for O6+ as function of E/q. The solid lines give the
values for ACE/SWICS while the dot markers are the interpolated values for
Ulysses/SWICS. Please note that the values for ACE/SWICS are also discrete, but
for the sake of visibility solid lines were chosen.
done for all ion species which are expected to be measured. The interpolation is
not done with a conventional fit, but with a numerical spline fit. The determined
et-positions for the ions used in this work, O6+, O7+, C5+ and C6+ are listed in
appendix 11.
With the above described adjustments done the ion positions in the Eres × ttoF
matrix can be carried over to Ulysses/SWICS. If applied to the et-matrix shown in
figure 22 the different peaks can now be identified and assigned to the respective
ion species. This is shown in figure 25. It can be seen that the transfer of the
ACE/SWICS ion positions works reasonably well. Now that the ions positions are
identified the count rates must be extracted from the et-matrices. This can be done
by the so called box rate method. Thereby, for each ion species rectangular boxes
are centered around the respective position in the et-matrix and the counts inside
the box are determined. The problem of the overlapping ion peaks remains. The
size of the boxes must be chosen so that two factors are considered:
1 If the box is too small, the number of counts inside is at the risk of becoming
too small.
4.3 swics data extraction 41
250 300 350 400 450 500 550 600 650 700
ToF [ch]
0
20
40
60
80
100
120
en
er
gy
[c
h]
energy-ToF matrix for Swics
E/q=8.1keV
 He2 +
 O6 +
 O7 +
 C4 +
 C5 +
 C6 +
 Fe8 +
 Fe9 +
 Fe10 +
 Fe11 +
 Fe12 +
 Fe13 +
 Fe14 +
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
lo
g(
co
un
ts
)
Figure 25: The same et-matrix as shown in figure 22. Here some of the ion positions are
identified, namely He2+, C4+, C5+, C6+, O6+, O7+ and Fe8+ to Fe14+.
2 If the box is too large, the number of counts that are not related to the respec-
tive ion becomes to large, falsifying the count rate determination.
In this work primarily oxygen and carbon ions are used. Besides hydrogen and
helium, oxygen and carbon belong to the most abundant elements inside the solar
wind , as seen in table 1. Therefore point number one of the above numeration is
not a great concern. Point number two is of greater importance for this analysis,
since the so called spillover of adjacent ions can ruin the count rate determination.
Hence, the boxes are chosen small. A good measure for box sizes are the respective
sigmas. The ion peaks in the et-matrix can be approximated by 2d Gaussian distri-
butions. Accordingly, each ion has a pair σToF and σE. The values for σToF and σE are
taken from Koeten (2009) as well. Now the sizes for the boxes can be given in units
of these sigmas. For this work one-sigma boxes were chosen. Their application can
be seen in figure 26. Here the identified ions are boxed with one-σ boxes. It can be
seen that there is an overlap between some of the iron boxes, meaning that some
counts in this et-matrix are counted twice for two different ion species. Hence the
resulting Fe14+ and Fe13+ count rates are erroneous by default. The last step to do
is to correct the obtained count rates for their respective base rate weighting and
their detection efficiency. The base rates adjust the count statistics for the fact that
not all detected counts contribute to the PHA data, due to telemetry limitations.
The base rates for Ulysses/SWICS are known and the detector efficiency is again
inherited from ACE/SWICS.
It is important to note that the above described method cannot reproduce the ab-
solute count rates for each ion species, because by using one-σ boxes around a
2D Gaussian distribution only approximately 68%× 68% = 46% of all counts are
taken into consideration. But since one-σ boxes are used for every ion species it
is possible to reliably derive relative values like count rate ratios, which are exclu-
sively used in this work.
In order to verify this method the count rate ratios derived can now be compared
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Figure 26: The same et-matrix as shown in figure 22. Here the formerly identified ion
positions He2+, C4+, C5+, C6+, O6+, O7+ and Fe8+ to Fe14+ are boxed with
one-σ boxes.
to the ratios derived elsewhere by Zurbuchen and von Steiger (2000). The compar-
ison is shown in figure 27 together with the data from this work. Here the red
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Figure 27: Comparison of publicly available Ulysses/SWICS data with the box rate derived
data. Shown is the count rate ratio for C6+ to C5+, the blue curve shows the
data from Zurbuchen and von Steiger (2000) and the red curve data derived in
this work. Note that both data sets have different time resolutions with a factor
of 13 between both data sets.
curve is the data derived by the method described above while the blue curve rep-
resents the data taken from Zurbuchen and von Steiger (2000). It can be seen that
both curves follow the same behavior with some minor discrepancies. It should be
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noted that the time resolution for the red curve is higher than for the blue curve.
For the box rate method the highest time resolution possible was used, meaning
that each instrument cycle was analyzed. One instrument cycle lasts 13 minutes.
The external data has a time resolution of 3.5 hours or 13 instrument cycles. A
running average has been applied to the red curve to increase the comparability
between both data sets. Nevertheless, brief mismatches between both curves, espe-
cially short lasting spikes in the C6+/C5+ ratio can be attributed to the different
time resolution.
It has to be noted that there are more sophisticated methods to extract the ion count
rates from the SWICS et-matrices. The method conducted here is sufficient for ion
species with high count rates such as oxygen and carbon. For other ions a more
complex box-rate analysis is described in the appendix of von Steiger et al. (2000),
which was used to derive the C6+/C5+ ratio shown in figure 27. As stated above,
for the abundant carbon and oxygen ions considered in this work the presented
method proves to be equally applicable. Furthermore, the higher time resolution is
advantageous since a smaller volume of the solar wind can be sampled. By using
a lower time resolution the instrument is effectively averaging different structures
in the solar wind like CIRs.
Probably the most sophisticated method to analyze SWICS data is a fit algorithm
where the whole et-matrix is fitted with a sum of many 2D Gaussian, one for each
ion species. This has been done by Berger (2008).

5I N V E S T I G AT I O N O F S O L A R W I N D S O U R C E R E G I O N S
In this chapter the first publication of this work is covered. Here the described
back mapping techniques in combination with the PFSS model are used in order
to relate in-situ measurements of the solar wind with magnetic structures in the
corona.
5.1 motivation
The goal of this publication is to probe the border of coronal holes for the sources
of the slow solar wind. As described in section 2.3 several of the ideas about the
sources and release mechanisms of the slow solar wind revolve around magnetic
reconnection between open and closed magnetic field lines. Naturally, this can only
happen in the vicinity of the closed field line regions. Therefore one should expect
a correlation between the solar wind parameters that define the solar wind type
and the proximity to the closed field line regions.
The in-situ data used for this study are taken from Ulysses during its slow latitude
scan in 1996/97. During that time, Ulysses was far out in the solar system, in the
vicinity of Jupiter’s orbit. Normally this is not an ideal case for a back mapping
study, due to the errors that afflict the ballistic back mapping. This peculiar part
of Ulysses orbit is initially chosen for two reasons. The first reason is that it took
place during the quiet phase of the Sun. The second reason is partially based on
the first one. During this slow latitude scan Ulysses was slowly descending from
high latitudes to the ecliptic plane. Naturally it was also slowly probing the transi-
tion between the fast solar wind coming from the polar coronal hole because it was
gradually traveling over the border of the coronal hole. This was especially possi-
ble during that time period because the shape of the polar coronal holes is much
plainer during the Sun’s quiet time. The probing of the coronal hole border can be
seen in figure 2 of the publication. Here it is evident that Ulysses was crossing the
same CIR over a time period of nearly 300 days.
5.2 brief summary of the publication
The results presented in this publication show that not only the distance of a source
field line to the border of the coronal hole determines the solar wind type, but also
that the shape of the field lines plays an important role. To produce slow solar
wind, a source field line must follow the bending of the coronal hole border. Field
lines which foot points are close to the coronal hole border on the photosphere but
bent away from it while ascending towards the source surface typically produce
fast solar wind.
Additionally, this is the fist publication that we know of that not only determines
the photospheric sources of the solar wind, but also resolves the path of the solar
wind through the corona for several height levels between photosphere and source
surface, thereby creating height profiles of the solar wind’s source field lines.
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Abstract. In this work we study the source regions for different solar wind types. While it is well known that the fast solar wind
originates from inside Coronal Holes, the source regions for the slow solar wind are still under debate. For our study we use
Ulysses compositional and plasma measurements and map them back to the solar corona. Here we use a potential field source
surface model to model the coronal magnetic field. On the source surface we assign individual open field lines to the ballistic foot
points of Ulysses. We do not only consider the photospheric origin of these field lines, but rather attempt to trace them across
several height levels through the corona. We calculate the proximity of the field lines to the coronal hole border for every height
level. The results are height profiles of these field lines. By applying velocity and charge state ratio filters to the height profiles, we
can demonstrate that slow wind is produced close to the coronal hole border. In particular, we find that not only the proximity to the
border matters, but also that the bending of the field lines with respect to the coronal hole border plays a crucial role in determining
the solar wind type.
Introduction
The Solar Wind (SW) is most commonly divided into two types, namely the Fast Solar Wind (FSW) and the Slow
Solar Wind (SSW), with the SSW typically being below vsw = 500 km/s and the FSW being above vsw = 500 km/s.
Despite this denotation, many SW parameters vary within the SW types [1]. Especially interesting are the ionic
charge states, since these are direct coronal signatures which no longer vary when the wind propagates outwards [2].
The FSW is associated with Coronal Holes (CH) [3], regions where the plasma in the corona is less dense with a
lower electron temperature and open magnetic field structures. During the solar minimum, the SSW is observed at
low heliospheric latitudes, the so called streamer belt. Here the coronal plasma is denser and the electron temperature
is higher compared to the CHs. Also these regions are filled with closed magnetic field structures were the plasma
is trapped. The SW parameters we measure inside the SSW indicate that its origin lies within these closed field line
regions. Nevertheless, the plasma has to be released from there before it can contribute to the SW. There are several
candidates for the source regions of the SSW, like the S-web [4] or the general Coronal Hole Border (CHB) [5], most
resolve around reconnection processes between open and closed magnetic field lines where the plasma inside these
closed field line structures is released by the magnetic reconnection. If reconnection processes between open and
closed magnetic field lines are responsible for the release of the SSW, its source location should be in close proximity
to the CH border. To address this possible correlation of the geometry of the field lines and the solar wind type,
we trace in-situ measured SW back to its coronal origin, using Ulysses measurements and a Potential Field Source
Surface (PFSS) model [6]. Similar work has been done where the SW has been traced back to a photospheric origin
[7]. In contrast to that, we trace the wind over several height levels between photosphere and corona and investigate
the curvature and proximity of the field lines to the closed field line region.
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Method and Analysis
For our study we use Ulysses’ Solar Wind Ion Composition Spectrometer (SWICS) [8], Solar Wind Plasma Experi-
ment (SWOOPS) [9] and Vector Helium Magnetometer (VHM) [10] measurements. From SWICS we derive the ratio
of O7+ to O6+ via a box rate analysis similar to [11]. SWOOPS data is used to obtain plasma data like the solar wind
velocity vsw and from the VHM data we derive the in-situ magnetic field polarity. We use SWOOPS data with the
highest possible time resolution of 8 minutes. The SWICS and VHM data are synchronized accordingly. In order to
divide the SW into different types, we apply a vsw and a O7+/O6+ ratio filter [12]. The boundaries for the filters are
given as text in the panels of Figure 3. The first step in our analysis is to map the in-situ data onto the source surface
of the Sun via ballistic back mapping. From there on we use a PFFS model to trace the SW further down into the
corona. The input for the model are synoptic photospheric magnetograms from the Michelson Doppler Imager (MDI)
on the SOHO spacecraft. To run the PFSS model we use a numerical approach with a three dimensional grid. For
each of Ulysses’ ballistic foot points on the source surface we identify the closest open field line. We refer to these
open field lines as Source Field Lines (SFLs) and assume that the SW we measured with Ulysses streamed along
them. As a measure of validity we compare the in-situ measured magnetic field polarity with the one derived from
the PFSS model. A mismatch in polarities is interpreted as erroneous back mapping and the data points are discarded.
Also discarded are the points, where the in-situ polarity could not be unambiguously determined. Beneath the source
surface we trace the SFLs over 10 equidistant height levels down onto the photosphere. The distance between the
height levels is δH = 94.84Mm. In addition to that, we determine the border of the northern and southern CH by
identifying the outermost open field lines of every height level. By interpolating between the height levels we obtain
a three dimensional representation of the border between open and closed magnetic field line region. Figure 1 shows
the CHB and the reconstructed SFLs for Carrington Rotation (CR) 1914, from 18th September 1996 till 15th October
1996. Next we combine the determined CH boundary with the SFLs. For every SFL we calculate the closest distance
FIGURE 1. On the left side the three dimensional point clouds representing the border of the northern (red) and southern (green)
coronal hole for CR 1914. On the right side the reconstructed SFLs for that CR are shown, color coded for the in-situ vsw. The
spherical grid in both pictures represents the photosphere
to the CHB of every height level. Thus, we create a height profile of the SFLs which shows the spatial evolution of
the SFLs with respect to the CHB.
Observations and Discussion
We apply our method for the time period from CR 1913 until CR 1923, from 22nd August 1996 till 18th June 1997.
Figure 2 shows vsw for this period. Table 1 shows the percentages of data points with matching in-situ and PFSS
magnetic polarity, subdivided into four different velocities as stated in table 1. The velocities are chosen so that they
TABLE 1. The percentage of correctly back mapped data point for the respective vsw in
units of km/s.
vsw: vsw < 450 450 < vsw < 550 550 < vsw < 700 700 < vsw
correct: 63.75% 76.21% 71.18% 95.60%
contain roughly the same number of data points to make them comparable, while dividing the SW into different types.
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FIGURE 2. Time series of vsw in the investigated time period. This period is part of Ulysses’ slow latitude scan. The color coding
corresponds to different velocities, the same as in table 1.
With the incorrectly mapped points discarded we can now look at the height profile of the SFLs. Figure 3 shows the
height profile of the SFLs ordered by vsw and the ratio O7+/O6+. Note that the photosphere and the lowest height level
are not included in the analysis because it is difficult to determine the CHB for these heights. We show the spatial
FIGURE 3. Height profile for the SFLs. The upper row of panels shows four different vsw filter, vsw in units of km/s. The lower row
shows four different filter for the O7+/O6+ ratio. The y-axis gives the height over the photosphere. The x-axis gives the calculated
distance to the CHB at the respective height level. Each row of bins is normalized to the maximum of that row, therefore the highest
bins are one. In panel one two SFLs are shown to illustrate the L parameter from equation 1 together with their respective L values.
distributions of the SFLs in form of 2d histograms. The y-axis gives the height above the photosphere, where each row
of bins is equivalent to one PFSS height level. The x-axis gives the calculated distance to the CHB at that respective
height level. Both axes are in units of Mm. Each row of bins is normalized to its respective maximum. The color
coding shows the normalized number of occurrences. The left edge of each panel in Figure 3 can be understood as
the CHB, while the right side of each panel can be conceived as the deeper parts of the CH. For example, the upper
rightmost panel shows the majority of field lines being densely seated close to the CHB, but with increasing height
over the photosphere they bend away from the border to form a broader distribution close to the source surface. It
is obvious that the spatial distribution of the SFLs depends heavily on vsw and accordingly on the O7+/O6+ ratio.
Compared to the FSW, the SFLs of highly charged SSW run closer to the CHB, implying that it is the border of the
CH which produces the SSW. This is in agreement with prevalent ideas [5]. But if only the lower height levels are
taken into account, the distinction between SW types is not very clear. Therefore we introduce the length of the SFL
as an additional parameter which takes the bending of the SFLs into account in order to better discern between the
SW types:
L =
1
(N − 1)δH
N−1∑
i
√
(δH2 + (di+1 − di)2) (1)
N is the number of height levels and di is the distance to the CHB on height level i. It is important to note that L is
not the absolute length of a field line, but the length in the coordinate system displayed in figure 3. In the first panel
of figure 3, two field lines and their corresponding L are shown. Figure 4 shows L in form of 2d histograms, with the
distance to the CHB on the lowest height level as x-axis. Hence the x-axis is basically the lowest bin in figure 3. The
y-axis gives L. L is one for field lines which do not change their distance to the CHB with increasing height, while it
increases for field lines which are bending away from the border. The left panels in figure 4 again show that SSW as
well as FSW cover the same range on the x-axis, meaning that the distance to the border alone does not discriminate
between the SW types. But the L parameter, which contains information from all the height levels shows that the SFL
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FIGURE 4. The normalized field line length plotted against the distance to the CHB shown as a 2d histogram. Each column of
bins is normalized to its respective maximum. The left panel shows the whole data set, the middle panel the SSW and right panel
the FSW filtered by vsw. Both panels to the right show only a fraction of the left panel, indicated by the dashed box in the right
panel.
for the FSW bend away from the border, indicated by a higher L at the same distance to the CHB. The SFL for the
SSW retain their proximity to the border while ascending to the source surface.
Conclusion
Our analysis demonstrates that not only the proximity of a SFL but especially its curvature with respect to the CHB
determines the SW type, as shown by the parameter L. L may bear some resemblance to the expansion factor fs from
the Wang-Sheeley model. But while Wang and Sheeley derive the ratio of the magnetic field at the source surface
and at the photosphere for each field line, our parameter L results from a strictly geometrical analysis of the field
lines. One has to be careful to draw quantitative statements from our analysis. Table 1 shows that especially for the
SSW many data points have to be discarded because of the uncertainties in the back mapping, and the limitations
of the PFSS model. Desite these limitations our findings are in good agreement with prevalent ideas. If magnetic
reconnection is the driving force which releases the SSW, the curvature of the field lines with respect to the CHB
plays an important role. The SFLs must stay in proximity to the CHB while ascending through the corona, so that the
interactions between open and closed field lines can take place even at higher altitudes. As stated above, our analysis
confirms the described behavior.
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5.3 supplemental considerations
Based on this publication additional work is done to improve on the presented
analysis. As mentioned, the great distance between Ulysses and the Sun during
the slow latitude scan is not beneficial for the ballistic back mapping. Therefore, to
remove this shortcoming, the study is done again with ACE data, because ACE is
much closer to the Sun, with the distance between Sun and spacecraft being about
0.99AU. This minimizes the uncertainties that are introduced to the ballistic back
mapping.
The evaluation of the distance to the coronal hole border has also been improved
upon. In the publication the outermost open field lines of the coronal hole are
identified and treated as coronal hole border. This method has two distinctive dis-
advantages. Firstly, this does not produce the actual distance to closed field line
region. Secondly, this method does not work very well for low height levels close
to the photosphere due to the fractal nature of the open field line distribution on
these low height levels, compare with the left panel in figure 17. Instead the closed
field lines are now also extracted from the PFSS model and are taken together in
form of a point cloud in cartesian space. For more information on the analysis of
the field lines geometry see section 3.4
Another improvement is made for the field lines maps generated by the PFSS
model. While in the publication there are ten height levels between photosphere
and source surface available, that number is increased to 100. That means that the
shape of the source field lines can be studied in greater detail. In Figure 28 the
Figure 28: Recreation of figure 3 in the publication, but with ACE measurements. The y axis
gives the height over the photosphere and the x axis the distance to the coronal
hole border. The color coding represents the normed number of occurrences,
each row of bins is normalized to its respective maximum.
source field line profiles of figure 3 of the publication has been replicated. In con-
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trast to the figure from the publication here the x axis is shown in logarithmic scale.
Again, for the upper row of panels different velocity filters have been applied and
O7+/O6+ filters are applied to the lower row. When figure 28 is compared to figure
3 from the publication the same general behavior can be seen.
Another point to consider is that in actuality, the velocity and charge state filters
are to some degree arbitrary. A different division can be achieved by using the
categorization scheme of Xu and Borovsky (2015), see section 2.2. In figure 29 the
source field lines profiles are shown divided into three plasma categories after Xu
and Borovsky (2015). Note that ejecta plasma has been left out, since it is not a part
of the quiescent solar wind. The left panel in figure 29 shows the source field line
Figure 29: The source field lines height profile like in figure 28, but divided into coronal
hole, streamer belt and sector reversal plasma, as defined by Xu and Borovsky
(2015). Again, the y axis gives the height over the photosphere and the x axis
the distance to the coronal hole border. The color coding represents the normed
number of occurrences, each row of bins is normalized to its respective maxi-
mum.
profile for coronal hole plasma. It can be clearly seen that these field lines bend
away from the coronal hole border as they rise from the photosphere towards the
source surface. The opposite is true for the field lines which produced sector re-
versal plasma, which are shown in the right panel. Here it can be seen that the
majority of source field lines do not change their distance to the closed field line
region. In other words, these field lines cling to the coronal hole border. Only close
to the source surface they break from this behavior and diverge from the border.
The middle panel shows the source field lines profile of streamer belt plasma. It
seems to occupy a middle ground between coronal hole and sector reversal plasma.
The derived results are in agreement with the prevailing ideas regarding the sources
and origin of streamer belt and sector reversal plasma. But ultimately it is not pos-
sible to identify the precise source regions of the slow solar wind. To achieve that
the Solar Orbiter mission has been devised. Solar Orbiter is a spacecraft equipped
with remote sensing instruments and in-situ particle detectors which will closely
approach the Sun, thereby being well suited for the search for the slow solar wind’s
source regions. In the next chapter a measurement scheme for Solar Orbiter’s re-
mote sensing instrumentation is devised in order to enable it to do its task.
6A M E A S U R E M E N T S C H E M E F O R S P I C E O N S O L A R O R B I T E R
In this chapter the second publication of this work is covered. Here a measurement
scheme is devised for the Spectral Imaging of the Coronal Environment (SPICE) on
the upcoming Solar Orbiter mission (Müller et al., 2013). As the name already im-
plies SPICE is a coronal spectrograph that images EUV wavelengths with a high res-
olution. From these measurements plasma temperature, composition, flow velocity
and the presence of plasma turbulence can be inferred, see Fludra et al. (2013) for
more information.
Solar Orbiter is a mission carried out by the European Space Agency (ESA), it is
planned to launch in February 2019 and it is intended to investigate the origin of
the solar wind, amongst other things. For that purpose its orbit will bring it particu-
larly close to the Sun, well within the orbit of Mercury down to 0.288AU. Besides
SPICE, which is a remote sensing instrument, Solar Orbiter will carry several in-
situ particle detectors combined in the Solar Wind Analyzer (SWA) suite (Livi et al.,
2012) that measure the solar wind locally. The combination of in-situ and remote
sensing instruments together with the close proximity to the Sun constitute the
novelty of Solar Orbiter. The Helios mission for example reached a similar vicinity
to the Sun but carried no remote sensing instruments, while SOHO carries both re-
mote and in-situ instrument, but is located at 1AU. The idea behind Solar Orbiter
is to combine the in-situ and the remote measurements in a way that remotely
observed features on the Suns surface or in the corona can be directly related to
solar wind observations made at the spacecraft. Due to Solar Orbiters proximity to
the Sun it can be assumed that the observed solar wind has not undergone many
dynamical processes that would otherwise alter its pristine conditions.
6.1 motivation
The optimal modus operandi for Solar Orbiter would be to observe the same solar
wind package twice. The first time remotely with SPICE on the solar surface at the
moment of its formation and then later a second time in-situ with its on board
particle detectors. That way it will be possible to directly link the properties of the
in-situ measured plasma to its source location on the Sun.
Unfortunately, this is not an easy task. Compared to other remote sensing instru-
ments like for example SDO or SOHO, the SPICE field of view does not cover a whole
hemisphere of the Sun. Due to its finite coverage it is possible for SPICE to miss the
source region of a later in-situ measured solar wind stream. In order to maximize
the number of covered source regions a measurement scheme needs to be devised.
Because Solar Orbiter will only have brief remote sensing windows during its orbit
it is especially important to ensure an optimal utilization of these.
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6.2 brief summary of the publication
Two approaches on a measurement scheme are attempted. For the first approach
a direct prediction of the solar winds source regions is made. Here the idea is
that SPICE is orientated at each source region individually. The problem with this
method is that SPICE will probably not be able to be adjusted on the fly for each in-
dividual source region. Therefore, the second approach consists of a method were
six images of SPICE are vertically stacked to form an elongated field of view that
covers the whole Sun latitude wise. This enlarged field of view is then aimed at
the Sun with a certain leading angle. For this purpose the optimal leading angle
is determined that leads to a maximum number of source regions captured at the
moment of the solar winds release.
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ABSTRACT
Context. During the last decades great progress has been achieved in understanding the properties and the origin of the solar wind.
While the sources for the fast solar wind are well understood, the sources for the slow solar wind remain elusive.
Aims. The upcoming Solar Orbiter mission aims to improve our understanding of the sources of the solar wind by establishing the
link between in situ and remote sensing observations. In this paper we aim to address the problem of linking in situ and remote
observations in general and in particular with respect to ESA’s Solar Orbiter mission.
Methods. We have used a combination of ballistic back mapping and a potential field source surface model to identify the solar wind
source regions at the Sun. As an input we use in situ measurements from the Advanced Composition Explorer and magnetograms ob-
tained from the Michelson Doppler Interferometer on board the Solar Heliospheric Observatory. For the first time we have accounted
for the travel time of the solar wind above and also below the source surface.
Results. We find that a prediction scheme for the pointing of any remote sensing instrumentation is required to capture a source region
not only in space but also in time. An ideal remote-sensing instrument would cover up to ≈ 50 % of all source regions at the right
time. In the case of the Spectral Imaging of the Coronal Environment instrument on Solar Orbiter we find that ≈ 25 % of all source
regions would be covered.
Conclusions. To successfully establish a link between in situ and remote observations the effects of the travel time of the solar wind as
well as the magnetic displacement inside the corona cannot be neglected. The predictions needed cannot be based solely on a model,
nor on observations alone, only the combination of both is sufficient.
Key words. solar wind - Sun: magnetic topology - Sun:corona - Space vehicles: instruments
1. Introduction
The solar wind which shapes the heliosphere has been inten-
sively studied for many years. Measurements of the solar wind
are made by in situ particle detectors on board various space-
craft distributed over different orbits around the Sun. Variations
and patterns in the in situ parameters have been used to catego-
rize the solar wind into different types (Geiss et al. 1995). The
earliest categorization scheme discerns the solar wind by its ve-
locity into two types, namely the fast and the slow solar wind
(Schwenn et al. 1981). Similar discriminations can be made by
other parameters such as the density, temperature, charge state
and elemental composition. Although the solar wind’s in situ pa-
rameters have been measured over a long time period, the precise
origin of the solar wind is yet elusive, with the exception of lowly
charged fast solar wind, which originates from structures in the
corona called coronal holes (Krieger et al. 1973). Nevertheless
the in situ parameters do contain information about the solar
wind’s origin. The measured elemental and ionic composition
for example are photospheric and coronal signatures, which are
assumed to stay unchanged beyond a certain distance above the
Sun’s surface. The ionic charge states are directly linked to the
electron density and temperature in the corona (Bochsler 2000).
The upcoming Solar Orbiter mission intends to determine the
source regions of the slow solar wind in the corona. For that
purpose it is planned to combine in situ particle measurements
with a solar spectrograph (Hassler et al. 2011), the Spectral
Imaging of the Coronal Environment (SPICE) instrument (Flu-
dra et al. 2013). The in situ instruments are the Proton Alpha
Sensor (PAS) and the Heavy Ion Sensor (HIS) of the Solar Wind
Analyser (SWA) suite. The idea is to link the in situ observations
to their coronal origin which are going to be remotely measured
by SPICE. A comparable principle has been described by Landi
et al. (2012). In the case of SPICE the remote observation is sup-
posed to happen prior to the in situ observation, in order to ob-
serve the coronal structure ideally at the time of the solar wind’s
departure.
A common technique to locate the heliographic origins of in
situ measurements is to map the solar wind back onto the so-
lar surface, thereby obtaining heliospheric coordinates for the
source region. The back mapping of the solar wind is done in
two parts. The first part is a ballistic mapping of the wind back
to the outer corona and the second part is a magnetic mapping
trough the corona down to the photosphere. For the first part, the
solar wind speed and for the second part, remote magnetograms
and a model of the coronal magnetic field based upon the mag-
netograms are needed.
The basic concept of two-way back mapping has been used
before for various spacecraft and instruments, see for example
Neugebauer et al. (1998). But compared to former attempts, So-
lar Orbiter brings several remarkable advantages. Firstly, like
SOHO before it, Solar Orbiter combines in situ and remote in-
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strumentation on one spacecraft. Usually observations from sev-
eral different spacecraft and observatories were needed for any
back mapping studies of the solar wind. Secondly Solar Or-
biter will be very close to the Sun with radial distances down
to 0.28 AU. On such close distances the ballistic back mapping
will be especially effective since the solar wind has undergone
less dynamic processing on its way to the spacecraft. Normally
this is a major problem when back-mapping from 1 AU.
In this paper we explore different methods for determining the
source regions of the solar wind. SPICE will image the source
regions of a solar wind package prior to its in situ observation.
To ensure that SPICE points at the correct region a predictive
forward mapping of the solar wind is needed. This includes a
prediction of the solar wind source regions, a prediction of the
solar wind speeds prior to its measurement and consequently an
estimation of its travel time. Only then can one predict where
SPICE has to be pointed at and when it has to take a spectro-
gram of the Sun’s surface. Our goal is to find promising mea-
surement patterns and investigate their feasibility. In order to do
so we have looked at the influence of the ballistic as well as
the magnetic mapping by simulating the measurement sequence
of SPICE. For these simulations we combined real solar wind
in situ data measured by the Advanced Composition Explorer
(ACE) and real magnetograms from the Michelson Doppler In-
terferometer (MDI). To validate the different methods, the ability
of SPICE to observe the predicted source regions was calculated
in each simulation.
2. Methods and Analysis
In this section, we describe the general procedure of our analy-
sis. During the course of our analysis we applied modifications
and improvements to the procedure, but the underlying method
is based on the following descriptions.
In Fig. 1 the path of the solar wind from its origin to the space-
Spacecraft
Source Surface
Magnetig Mapping Ballistic Mapping
slow solar wind
fast solar wind
radial distance d 
Sun
tps
tss
tsc
Fig. 1. Displacement between the spacecraft’s coordinates and the
source region’s coordinates. The magnetic connection of a fast (blue)
and slow (red) solar wind package are shown in the reference frame of
the spacecraft. The bending of the field lines below the source surface
causes the magnetic displacement, the rotation of the Sun during the
travel time from the source surface to the spacecraft causes the ballistic
displacement. A solar wind package starts at the time tps at the photo-
sphere, reaches the source surface at tss and is measured at tsc by the
spacecraft. The colored dashed lines indicate the magnetic connection
between spacecraft and the solar wind’s sources.
craft is sketched for two different solar wind speeds. When trav-
eling from its origin to the spacecraft, the solar wind’s path is di-
vided into two distinct regions. First it has to traverse the corona
which is dominated by strong magnetic fields. Here, the plasma
has to stream along the magnetic field lines. Beyond the source
surface in interplanetary space the situation is reversed and the
magnetic field has to follow the plasma flow.
Both regions must be considered individually due to their differ-
ent physics. The second part of the solar wind’s path can be cal-
culated via ballistic back mapping under the assumptions that the
solar wind velocity does not change between corona and space-
craft and a strictly radial expansion of the solar wind plasma
(Krieger et al. 1973). During the solar wind’s travel time the Sun
continues its rotation which leads to a displacement between
spacecraft coordinates and source coordinates. We call this the
ballistic displacement.
Unfortunately, the first part of the solar wind’s path cannot be
simply described by ballistic back mapping. The magnetic pres-
sure inside the corona exceeds the kinetic pressure, therefore the
plasma has to follow the magnetic field lines. In order to trace
the solar wind further through the corona, the coronal magnetic
field line configuration has to be known. Since it is not possible
to measure the complete magnetic topology inside the corona di-
rectly, one has to introduce a model to simulate the course of the
field lines. The Potential Field Source Surface (PFSS) model by
Altschuler & Newkirk (1969) or Schatten et al. (1969) is com-
monly used for this task. It calculates the magnetic field strength
and direction in a region between the photosphere and an ar-
tificial surface called the source surface. It needs photospheric
magnetograms as input parameter. With the assumption that the
solar wind plasma can only flow along the magnetic field lines it
can now be traced through the corona to its photospheric origin
(Neugebauer et al. 1998). The bending and twisting of the field
lines causes an additional displacement between spacecraft and
source coordinates. We call this magnetic displacement.
We note that there are other models beside the PFSS model in
use. The Current Sheet Source Surface (CSSS) model has been
shown to be better than the PFSS model when it comes to solar
wind speed predictions (Poduval & Zhao 2014). At the end of
this paper we compare the results obtained with the PFSS model
with those obtained from a CSSS model
2.1. Ballistic back mapping
For our consideration we assume a spacecraft orbiting the Sun.
Its position is given in a heliospheric coordinate system co-
rotating with the Sun, that is, the Carrington coordinate system,
with λsc heliospheric or Carrington longitude, φsc heliospheric
latitude and its distance to the source surface d. The source sur-
face is a virtual sphere around the Sun with a radius of typical
2.5R. It is the outer boundary for the PFSS model and it marks
the point where the magnetic field lines are supposed to radially
expand. In our consideration it also marks the point where the
plasma no longer has to follow the magnetic field lines. A so-
lar wind package measured by this spacecraft at the time tsc can
be mapped back onto the source surface via ballistic back map-
ping, hereby determining the ballistic footpoint λbfp and φbfp of
the spacecraft. It can be calculated analytically:
λbfp(d, vsw)= λsc + ωdvsw ,
φbfp= φsc,
(1)
where vsw is the speed of the measured solar wind package and
ω is the angular velocity of the Sun. Consequently the time tss
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when the solar wind starts at the source surface calculates to
tss(d, vsw) = tsc − d
vsw
. (2)
Obviously, λbfp is a function depending on vsw and d. The differ-
ence between the spacecraft coordinates and the ballistic foot-
point is the afore mentioned ballistic displacement λbmdis =
ωd
vsw
and
φbmdis = 0. For a spacecraft traveling between 1 AU and 0.2 AU
and observing solar wind with speeds between 250 kms−1 and
900 kms−1, λbmdis can reach rather high values of up to 100
◦.
Here the advantage of the Solar Orbiter mission becomes ap-
parent since it will only do its remote observation in regions
with d ≤ 0.4 AU. Conveniently, λbmdis is always analytically de-
termined. We note that the latitude φbfp is not affected by the
ballistic mapping.
2.2. Magnetic mapping
To map from the source surface deeper into the corona to the
photosphere the PFSS model has to be applied. It needs pho-
tospheric magnetograms as input parameters in order to model
the coronal magnetic field. These magnetograms are typically
taken over the course of one Carrington Rotation (CR). One of
the major problems of the PFSS model lies in the assumption of
a current free state in the corona. This is not essentially correct in
reality, especially not for the active Sun. Therefore the correct-
ness of the PFSS model strongly depends on the solar activity
(Koskela et al. 2015). In general the best feasibility of the model
is given for the quiet times of the solar cycle.
With the PFSS model applied each ballistic footpoint is related
to the closest open field line on the source surface. We call these
field lines source-field lines. They are then traced down to the
photosphere. Under the assumption that the solar wind traveled
along these source-field lines it has now been mapped magneti-
cally to its photospheric origin. The bending of these field lines
introduces an additional displacement λp f ssdis and φ
p f ss
dis between
the ballistic footpoint on the source surface and the photospheric
footpoint of the source-field line. This is the aforementioned
magnetic displacement. The coordinates for the photospheric
source regions evaluate then to
λsr(d, vsw, cr)= λsc + λbmdis (d, vsw) + λ
p f ss
dis (cr)
φsr(cr)= φsc + φ
p f ss
dis (cr).
(3)
Here, cr depicts the CR used to derive λp f ssdiss (cr) and φ
p f ss
diss (cr),
that is, magnetic field data from that CR were used as input
for the PFSS model. Figure 2 shows an example of the mag-
netic mapping. Shown are the source surface, the photosphere,
the ballistic footpoints and the respective source-field lines. The
magnetic displacement induced by the bending of the field lines
in heliographic longitude and latitude is apparent.
The time when the solar wind starts at the photosphere calculates
to
tps(d, vsw) = tsc −
(
d
vsw
+ tpet
)
. (4)
The time tpet is the plasma escape time, that is, the time the solar
wind package needs to travel along the field lines to the source
surface. The time tpet cannot be measured by any means, but
it can be estimated by simulating the passage of a solar wind
plasma packet through the corona. In order to track a plasma
packet through the magnetically dominated lower corona up to
Fig. 2. Magnetic field map to illustrate the PFSS mapping. The intersec-
tion points with the source surface and foot points of the open magnetic
field lines of the PFSS model are shown in red and green, where the
colors depict the inward and outward polarities. The determined source-
field lines and their course through the corona are shown in blue. The
PFSS map corresponds to CR 2050, the underlying magnetogram is
based on MDI observations.
the source surface, we analyzed several open flux tube geome-
tries computed by Cranmer et al. (2007). Terminal velocities
range from 344 km/s for the active region model to 753 km/s
for the coronal hole model. We computed the package travel
time from the transition region at about r = 1.01 R to the
source surface at r = 2.5 R by reading in the velocity profiles
to an equidistant grid and integrating via a Runge-Kutta (RK4)
method. Results are shown in Table 1. Unfortunately, the mag-
Table 1. Terminal velocities and travel times from transition region to
source surface for different flux tube models. Based on Cranmer et al.
(2007).
Model Terminal velocity [kms−1] tpet (h)
active 344 17.9
equator 498 14.8
pole 754 4.45
theta12 738 4.32
theta20 696 3.88
theta24 659 3.57
theta25 574 5.82
theta28 550 9.93
netic mapping cannot be analytically calculated since it depends
on the magnetic configuration at the Sun. The necessary input
magnetograms are taken from the Michelson Doppler Interfer-
ometer (MDI) (Scherrer et al. 1995) on board of the Solar and
Heliospheric Observatory (SOHO) spacecraft.
2.2.1. Spread and magnitude of the magnetic displacement
In this section we investigate the spread and magnitude of
the magnetic displacement. To achieve this we calculated the
magnetic displacements that a spacecraft would encounter
on its orbit around the Sun if it were to attempt to back map
observed solar wind. This was done with the PFSS model for
19 consecutive CRs from 2040 until 2058. These CRs are well
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within one of the quiet times of the Sun’s activity cycle. This
1990 1995 2000 2005 2010 2015
year
0
100
200
300
400
500
Su
ns
po
t N
um
be
r
cr
18
81
-c
r1
89
9
cr
19
64
-c
r1
98
2
cr
20
40
-c
r2
05
8
Fig. 3. Sunspot number as a function of time. The blue curve gives the
actual sunspot number and the red curve the monthly average. The vari-
ation in the Sun’s activity cycle is easily visible. The green shaded area
marks the sequence of CRs we used for this study. The blue and red
shaded areas mark sequences of CRs we investigated for comparison,
the blue one also happens during the quiet time of the Sun while the
red one happens during the active Sun. Data taken from Royal Obser-
vatory of Belgium (2016)
can be seen in Fig. 3. Here a time series of the sunspot number
is shown. A high number of sunspots coincides with the active
periods of the Sun and vice versa. The time period from CR
2040 until CR 2058 is marked in the figure, as is a comparable
time period in the solar minimum while the red shaded area
marks a period during solar maximum.
For each rotation we simulate a full orbit and disregard the
ballistic displacement. Since the magnetic configuration is
unique for each CR it is reasonable to use many rotations in
order to cover the variability of the coronal magnetic field.
Figure 4 shows the result of the calculations. All 19 CRs are
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λ=-0.15 ◦ ±0.35 ◦
δλ=18.33 ◦ ±0.35 ◦
±δλ
90 60 30 0 30 60
latitudinal displacement [ ◦ ]
gaussian fit:
φ1=-11.38 ◦ ±0.25 ◦
δφ1 =-6.54 ◦ ±0.26 ◦
φ2=4.98 ◦ ±0.52 ◦
δφ2 =1.78 ◦ ±0.55 ◦
Fig. 4. Magnetic induced longitudinal (left) and latitudinal (right) dis-
placement between source surface position and photospheric position.
The y axis gives the number of occurrences for both plots normalized
for the maximum. The calculation was made for an equatorial space-
craft path over the course of 19 consecutive CRs, each plot also shows
a fit with a simple Gaussian (left) or a sum of two Gaussian (right). The
fit parameters are given in the respective panels. The arrow marks δλ
combined in two histograms, one showing the longitudinal
displacement between source surface and photospheric position,
the other showing the latitudinal displacement. The longitudinal
displacement shows a distribution which can be approximated
by a Gaussian distribution with the most likely displacement of
λ = −0.15◦ ± 0.35◦ and δλ = 18.33◦ ± 0.35◦. We note that there
is no physical motivation for a Gaussian shape. Interestingly,
the magnetic mapping as produced by the PFSS model does not
seem to have a preferred direction in longitude. The right-hand
histogram in Fig. 4 for the latitudinal displacement shows some
interesting characteristics. First of all it shows a remarkable
north-south asymmetry. Also the distribution itself is more
complex compared to the longitudinal displacement. It cannot
be described as single Gaussian, but as a sum of two or more
Gaussian. In Fig. 4 we fit the histogram with a sum of two
Gaussian with φ1 = −11.38◦ ± 0.25◦, δφ1 = −6.54◦ ± 0.26◦
φ2 = 4.98◦ ± 0.52◦ and δφ2 = 1.78◦ ± 0.55◦. This means
that the majority of the ballistic foot points has been mapped
into the southern hemisphere of the Sun and only few have
been mapped into the northern hemisphere. Most of the lines
originate from a −30◦ to 10◦ band around the equator. This
north-south asymmetry is not a numerical artefact but something
which is indeed observed (Goel & Choudhuri 2009). In this
context it is reassuring that the PFSS model is able to reproduce
this asymmetry. There are two minor features around ±60◦
latitude. These are the infrequent occasions where the equatorial
ballistic foot points have been mapped into the polar coronal
holes. We also note that the longitudinal distribution is rather
broad, which emphasizes how important it is to have knowledge
about the magnetic displacement when back mapping. Although
the most likely displacement is ≈ 0, the majority of solar wind
packages have been displaced by the magnetic field about a
value , 0. Therefore it is highly improbable to estimate the
photospheric origin of a measured solar wind package without
using a PFSS model or a similar tool which can model the
magnetic configuration inside the corona.
We repeated the method for two different time periods marked
by blue and red shaded regions in Fig. 3 for comparison. The
first one from CR 1881 until 1899 was also during solar min-
imum while the second one from 1964 until 1982 was during
solar maximum. The results are shown in Fig. 5. It can be seen
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Fig. 5. Magnetic displacement for the other two time periods in Fig. 3
in the same manner as in Fig. 4. The period from 1881 until 1899 took
place during the quiet phase of the Sun, but the magnetograms are from
the Kitt Peak Observatory. The period from 1964 until 1982 took place
during the active phase of the Sun where the PFSS model is not reliable.
that the longitudinal displacement looks similar to Fig. 4 for
both time periods. In contrast the latitudinal displacement shows
a different behaviour for both time periods. For the time period
from CR 1881 until 1899 the distribution looks more disordered,
with a broader spread and more source regions mapped into
the polar coronal holes. This is most probably the case because
for this time period we used input magnetograms from the Kitt
Peak National Observatory (KPNT), because at that time, the
SOHO mission was not yet launched. In comparison to the MDI
magnetograms the magnetograms from KPNT have a lower
resolution, 360x180 pixel in comparison to 3600x1080 pixel.
Therefore many fine structures in the equatorial regions are not
reproduced. Consequently many field lines are instead mapped
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into the polar region of the Sun. The longitudinal displacement
for CR 1964 until 1982 does show a stronger resemblance to
the one shown in Fig. 4. Here the underlying magnetograms
are also made by MDI, therefore a stronger similarity is to be
expected. Since this period happened during the active Sun,
the assumptions of the PFSS model may no longer be fulfilled.
Especially the assumption of a current free corona can be
violated. In the end these are the reasons why we chose the
period from CR 2040 until 2058, here we have higher resolution
magnetograms and a quiet Sun. Also, Solar Orbiter is expected
to operate mainly over a similar time period during the quiet
time of the Sun.
2.3. Dynamics in the coronal magnetic field
The coronal magnetic field can be a highly dynamic structure
with magnetic reconnection occurring between the field lines.
Moreover reconnection is a potential source of the slow solar
wind, see for example Fisk (2003) and Rappazzo et al. (2012).
Therefore to observe magnetic reconnection would be a relevant
part of SPICE’s investigations.
The reconnection of magnetic field lines alters the footpoint
locations of source-field lines and hence affects the study in
this paper. Unfortunately neither the PFSS model nor the CSSS
model are able to predict or simulate dynamic processes in the
magnetic field. Therefore we are not able to include this in
the following analysis. In general the shift of a footpoint due
to reconnection can be assumed to be confined to the area of
one supergranule. Since the area of a supergranule accounts
only for ∼4 % of SPICE’s field of view, it is unlikely that the
reconnection of two field lines will shift a source region so that
is is no longer covered by the field of view.
2.4. Error estimation and uncertainties
Both the ballistic back mapping technique as well as the PFSS
model are susceptible to errors. For the ballistic back mapping
the errors derive from uncertainties in the solar wind speed
measurements and dynamic processes the solar wind undergoes
on its way from its source to the spacecraft. In case of the
PFSS model the errors stem from uncertainties in the input
magnetograms and from the general limitations of the model.
For example the model is completely unable to reproduce any
dynamic processes inside the corona.
To account for these uncertainties we repeated our analysis
several times, at which for each run we introduce artificial
statistical errors to the data. From the results for the different
runs we then calculated the standard deviation.
For the ballistic back mapping we added noise with a uniform
distribution with a magnitude of ±10◦ to the back mapped
longitude λbmdiss. This leads to errors which are in agreement with
Nolte & Roelof (1973), who proposed an error of ∆λbmdiss = ±10◦.
The error for the PFSS model is more difficult to tackle. As
a first attempt we added noise to the input magnetograms in
order to derive different solutions for the model. To each pixel
of the magnetogram the value ±0.1 ∗ Ip is added, where Ip is
the intensity of each respective pixel. This is done according
to Liu & Norton (2001) who suggest an error of up to 10%
for the magnetic field measurement. In this way we took into
account the error of the measurement but not the error of the
PFSS model itself, which originates from the overly simplified
assumptions. To estimate this intrinsic error of the PFSS model
we compare each CR with its preceding and its succeeding
rotation. For each source-field line we then calculated the differ-
ence ∆λ± = λPFSScr − λPFSScr±1 and the respective ∆φ±. For both,
the mean is calculated and then added as uniform noise to the
respective maps. This does not reflect the actual intrinsic error
of the PFSS model but it serves as maximum error estimation.
3. Solar orbiter forward mapping
Now we begin to focus on the upcoming Solar Orbiter mission.
During the actual mission, remote observations are only planned
during certain parts of Solar Orbiter’s orbit. Those remote
sensing windows occur when Solar Orbiter is particularly close
to the Sun, that is, the distance between Sun and spacecraft
ranges from 0.285 AU to 0.399 AU or at high heliographic
latitudes. In Fig. 6 the planned orbit is shown in the x-y and
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Fig. 6. Investigated orbit of Solar Orbiter shown in orange. The x and
the y axes define the ecliptic plane, the z axis is perpendicular to the
ecliptic. The units for the axes are AU. The full Solar Orbiter orbit is
shown in red, the orbit of Earth is shown in blue, the Sun is shown as
yellow circle. The upper panel also contains the orbits of Mercury and
Venus as additional reference points. We note that the z axis in the lower
panel has a different scale from the y axis. Hence the out-of-ecliptic
extent of the orbit seems exaggerated.
in the y-z plane. It begins on the 11th of January, 2022 and
ends on the 18th of July, 2023. The part of the orbit which
is labeled "remote sensing" does not depict an actual remote
sensing window, but marks a part of the orbit which satisfies the
spacecraft-Sun distance condition for a remote sensing window.
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In Fig. 1 the principle of forward mapping is illustrated. At the
time tps SPICE has to image the source region of the solar wind
package. The solar wind package travels through the corona and
reaches the source surface at the time tss. From there it travels
further through the heliosphere and is now decoupled from the
Sun’s rotation. At tsc Solar Orbiter observes the solar wind
package in situ. To successfully image each solar wind package
with SPICE two parameters are needed, the release time of the
solar wind at the photosphere tps and its source coordinates λsr
and φsr. The release time tps is needed in order to determine
the specific point in Solar Orbiter’s orbit from where SPICE
has to image the source coordinates λsr and φsr to capture the
solar wind package at its origin. Both tps as well as the source
coordinates can be determined by back mapping.
In the following simulations we construct 19 spacecraft orbits
for each run. These orbits are intended to emulate the remote
sensing windows of Solar Orbiter. The actual remote Sensing
windows are planned to last for ten day but we do not have
the precise orbit and time information. Therefore we construct
them as as follows. Each orbit ranges from λ = 360◦ to λ = 0◦,
thereby resembling one CR. The radial distance ranges from
0.285 AU to 0.399 AU, equivalent to the remote sensing
window. For each of these constructed pseudo orbits we use one
magnetogram from CR CR2040 to CR2058 as input parameter
for the PFSS model. Hence we end up with 19 CRs each with
a different magnetic configuration in the corona. For each orbit
the simulation will run according to the following scheme:
1. Simulate the measurement of solar wind by using in situ
solar wind data measured by the Solar Wind Electron Proton
Alpha Monitor (SWEPAM) on ACE during the exact same
CR. See Fig.7.
2. Determine the actual source regions of the observed solar
wind by using Eq. 3. Also determine the release time with
Eq. 4.
3. Predict the source regions and the release time using the
preceding CR.
4. Simulate the orbit of the spacecraft again with SPICE trying
to point at the predicted source regions. Thereby its field of
view is projected onto the Sun’s surface and it is tested if the
actual source region is inside the projection. Figure 8 serves
to clarify this concept.
The field of view of the spectrograph is adjusted to represent
SPICE’s actual rectangular field of view of 11 arcmin width
and 16 arcmin height (Caldwell 2014). The percentage of
observed source regions is calculated, which in return is a
measure for the quality of the prediction method.
In the following sections we try different prediction methods for
Step 3 of the above numeration and compare the percentage of
hit source regions.
3.1. Ballistic mapping only
For the first approach the source regions of the solar wind are
predicted only by ballistic back mapping, therefore completely
ignoring any magnetic displacement inside the corona. This
method would be the easiest way to determine the source regions
since it does not need any knowledge about the coronal magnetic
structure. For the ballistic back mapping the solar wind speed is
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Fig. 7. Solar wind speeds used for this study. The solar wind speeds
have been measured by ACE/SWEPAM during CRs 2040 to 2058.
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Fig. 8. Projection of a field of view on the Sun. The left panel shows
Solar Orbiter (dark red point) in orbit around the Sun (black mesh) with
SPICE’s rectangular field of view (red) projected onto different regions
of the Sun’s surface (not to scale). The right panel shows the projection
on the Sun’s surface in heliographic coordinates. This is the actual pro-
jection of SPICE’s field of view from 0.3 AU, hence the right panel is
to scale.
needed in order to derive λbmdis (d, vsw) and tss(d, vsw) according to
Eqs. 1 and 2. Unfortunately, at the time the spectrograph has to
be pointed at the Sun the in situ solar wind speed has not yet
been measured. A solution would be to use the solar wind ve-
locities measured during the preceding CR. At solar minimum
the solar wind speeds measured during one CR do not differ too
much in comparison to the speeds measured in the preceding CR
(see Fig. 11).
Using the solar wind speeds from the preceding CR cr − 1, λsr
and φsr for CR cr can be calculated. The above described is now
applied for each CR with the exception of 2040, because here no
preceding rotation is available. With the source regions predicted
we check if the spectrograph was actually able to hit them. The
percentage of successful hits calculates to:
H =
N
5490
· 100%. (5)
Here N is the number of observed source regions and 5490 is the
total number of observations simulated over 18 CRs. Consider-
ing only the ballistic mapping we end up with:
H = 16.08% ± 9.42%. (6)
The error of H is the standard deviation calculated from the in-
dividual H(cr) for each CR. Additionally the values for individ-
ual CRs H(cr) are displayed in Fig. 9 as blue x. The errorbars
shown here stem from the procedure described in Sect. 2.4. This
result shows that ballistic back mapping alone is not sufficient
for the prediction of the source regions, since more than 80% are
missed. Obviously the magnetic displacement can be expected
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Fig. 9. Percentage of hits H(cr) plotted against the CR. The different
colors depict the different methods used. The dashed lines represent the
average of H(cr) for each method. The individual error bars stem from
the error estimation described in Sect. 2.4.
to have a large influence on the results. There are different ways
to include the magnetic displacement which we explore in the
next subsections.
3.2. Average magnetic mapping
The simplest way to include the magnetic mapping into the sim-
ulation and therefore the prediction of the source regions of the
solar wind is to assume an overall average magnetic displace-
ment which substitutes the actual magnetic displacement. This
can be done under the assumption that displacement distribu-
tions like those shown in Fig. 4 are of a general validity.
For that approach we calculated displacement distributions in a
similar way as in Sec. 2.2.1. The results are shown in Fig. 10
We now estimate the percentage of captured source regions, cal-
latitudinal displacement [°]
Fig. 10. PFSS induced longitudinal (left) and latitudinal (right) dis-
placement between source surface position and photospheric position
similar to Fig. 4. The y axis gives the normed number of occurrences
for both plots. The calculation was made for Solar Orbiter’s orbit over
the course of 19 consecutive CRs, each plot also shows a fit with a sim-
ple Gaussian (left) or rather a sum of two Gaussian (right). We note
the stronger shift to lower latitudes compared to Fig. 4 due to Solar
Orbiter’s tilted orbit.
culating the expected source locations for the solar wind using
Eq. 3 with λp f ssdis = −1.22◦ and φp f ssdis = −4.3◦ taken from Fig.
10 in addition to the ballistic mapping according to Eq. 3. This
approach yields the following result:
H = 17.76% ± 9.76% (7)
The result is only slightly better than the previous one where
only the ballistic back mapping has been considered. The results
for the individual CRs are shown as red x in Fig. 9. The overall
average displacement calculated over many CRs does not suffi-
ciently reflect the actual displacement for an individual rotation.
Hence, a more sophisticated approach is required.
3.3. Specific magnetic mapping
In this approach we calculate the exact photospheric sources in-
cluding ballistic mapping and magnetic mapping for the orbit of
CR cr − 1 and use them for rotation cr. Of course, they are not
exactly the same but similar enough for SPICE’s field of view to
capture a significant portion of them. The expected source loca-
tions for rotation cr calculate to:
λesr(d, vsw, cr)= λsc + ωdvsw(cr−1) + λ
p f ss
dis (cr − 1)
φesr(cr)= φsc + φ
p f ss
dis (cr − 1)
. (8)
The overall result for this method calculates to:
H = 45.56% ± 15.77%. (9)
The results for the individual CRs are shown in Fig. 9 as green
x. This is a more satisfying result than the two derived before.
But if we look at the individual CRs in Fig. 9 there is a notable
degree of variation, ranging from 75% of the source regions
captured, for example, CR2055, down to only around 30%, for
example, CR2050. To understand this variation we compared
the mentioned examples with their respective preceding CR
which was used to determine λesr(d, vsw, cr) and φesr(cr). This
is done in Fig. 11. It is evident that the differences between CR
Fig. 11. Comparison between consecutive CRs. The left panels show
the solar wind velocity taken from ACE for the respective CRs while the
right panels show the PFSS model data of the photospheric foot points
of the open magnetic field line. The latter rotations 2055 and 2050 are
shown in red, the former rotations 2054 and 2049 are shown in blue.
The upper panels show the case for CR 2055, where the predictions
produced very good results while the lower panel show the case for
rotation 2050, where only very poor results were produced.
2054 and 2055 are rather small, hence the specific deviation
method was able to produce such good results. The opposite
is true for the rotations 2050 and 2049. Here the differences
are considerable. Therefore it is only reasonable that the hit
percentage is very low for CR 2050 and high for rotation 2047.
From Fig. 11 and Fig. 9 it can be inferred that the correct
prediction of the source regions depends critically one the
similarity between consecutive CRs. If the similarities are not
sufficient, the predictions made become unreliable.
In the case of SPICE constantly imagining the source regions
for every step in Solar Orbiter’s orbit the method to specifically
predict the source regions could be considered a satisfactory
method since it leads to many cases where the source regions
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are successfully captured. SPICE will also be used for different
purposes, therefore it will only image the solar wind’s source
regions for certain selected points during its orbit. With only
a small number of images the risk of not capturing even one
source region becomes considerable. This renders the procedure
discussed in this chapter rather unfavorable in the end. A
different and more reliable method is discussed in the next Sect..
3.4. Leading stripe mapping
Instead of predicting each solar wind source region individually
one could point the spectrograph at the sun with or without a cer-
tain leading angle while also trying to maximise the covered area
on the Sun’s surface. Six observations per day can be vertically
stacked in order to increase the instruments field of view. This
increased field of view has a height of 96 arcmin and completely
covers the Sun in terms of latitude. In this section we analyze
the feasibility of such an approach. Solar Orbiter’s orbit and the
observation of solar wind is simulated in the same manner as
before. For each point in its orbit SPICE takes an image of the
Sun’s surface with a fixed leading angle λla, pointing at
λ = λsc + λla. (10)
With this configuration SPICE is able to capture virtually any
source region on the Sun’s surface, but not necessarily at the ac-
tual solar wind release time. For each CR we calculate the coor-
dinates of the solar wind’s source position and for every source
coordinate we also determine the solar wind release time tps. The
orbit is then simulated as described above ten times for different
leading angles λla ranging from −50◦ to 40◦. Due to the rotation
of the Sun, source regions enter the projection of the field of view
coming from lower longitudes. As soon as a source region is lo-
cated in the center of SPICE’s field of view it counts as observed.
For each observed source region the remote observation time tobs
is listed. Due to the rotation of the Sun the source region enters
the field of view on the left side, that is, at lower longitudes. The
field of view then sweeps over the source region until it is no
longer covered. A source region stays roughly between 40 and
90 hours inside the field of view, depending on the leading angle.
In order to analyze this simulation we calculate the time differ-
ence between the release time of the solar wind package tps and
the observation time tobs for every source region:
∆t = tps − tobs. (11)
The results are shown in Fig. 12. Each panel shows the results
for a different leading angle, starting with the upper left panel at
λla = −50◦ and ending with the lower right panel at λla = 40◦.
The histograms are normalized to their respective sum. The y
axis therefore gives the probability per bin. The differently col-
ored histograms show source regions with measured solar wind
speeds below 350 kms−1 , only source regions with speeds above
600 kms−1, and intermediate speeds with 350 kms−1 < vsw <
600 kms −1. On the x axis ∆t is shown. A negative value for
∆t means that a particular source region has been observed by
SPICE after the solar wind package was released, a positive
value means the source region has been observed before the so-
lar wind package departed. The area taking the extent of the field
of view into account is marked. As stated above, a source region
needs 40 to 90 hours to traverse the field of view. With SPICE’s
intention to observe a source region during the release of the so-
lar wind, the area between the dashed lines marks the optimal
observation time. We call the portion of source regions which
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Fig. 12. Results for the leading stripe mapping. The x axis shows the
time difference ∆t = tps − tobs between the time when a source region is
observed by the spectrograph and when it releases its solar wind pack-
age. The y axis shows the probability per bin. The red curves show
only source regions with a measured solar wind speed below 350 kms−1,
the green curves represent intermediate speeds from 350 kms−1 to
600 kms−1 and the blue curves with speeds above 600 kms−1. Each panel
shows the result for a different leading angle. The dashed vertical lines
mark the area where a source regions would be observed at the moment
of the solar wind’s release. The colored numbers show Γoc in percent
with the corresponding errors. The errors are the statistical errors origi-
nating from the variation between individual CRs.
are optimally covered Γoc.
If we now analyze the shown distributions of ∆t it is evident that
it shifts from right to left with increasing leading angle. With a
leading angle of λla = −50◦ the majority of solar wind packages
are observed before the release of the solar wind package. Then
again, a leading angle of λla = 30◦ and greater means the obser-
vation of nearly all source regions happens after the solar wind is
released. We note that the difference between fast and slow solar
wind is small. On the one hand the ballistic displacement leads
to a systematic separation between the distributions of the fast
and slow solar wind, since it depends on the solar wind speed.
The magnetic displacement on the other hand does not depend
on vsw and therefore leads to a broadening of both distributions
and therefore to a distinctive overlap.
Since SPICE’s goal is to find the source regions of the slow solar
wind we will focus on the red histograms in Fig. 12. The opti-
mal solution would be a leading angle which enables SPICE to
observe the solar wind’s source region at the moment when the
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solar wind is released, that is, when Γoc becomes maximal. This
is the case for a leading angle λla ≈ 0◦, as can be seen in the
respective panel in Fig. 12. To examine this in more detail we
repeat the simulation for leading angles ranging from -8◦ to 2◦.
The results are shown in Table 2. It can be seen that the best re-
Table 2. Γoc for solar wind with speeds < 350 kms−1, as function of the
leading angle.
Leading angle[◦] Γoc[%]
-8 23.6±18.1
-7 24.3±17.4
-6 24.8±16.2
-5 24.7±14.8
-4 24.8±12.4
-3 24.4±11.4
-2 24.4±10.8
-1 24.0±10.0
0 23.8±10.4
1 23.1±12.6
sults are achieved for leading angles λla between -6◦ and -4◦. For
the study of fast and intermediate solar wind a leading angle of
λla = 10◦ would be optimal.
The errors shown in Fig. 12 derive from the variation between
the individual CRs. These statistical errors are considerably
larger than the ones derived from the method described in Sect.
2.4, which are of the order of 0.5 % and smaller. From that we
conclude that the uncertainties from the ballistic and magnetic
mapping play only a secondary role in comparison to the statis-
tical error.
4. Comparison with the CSSS model
As stated in Section 2, the CSSS model has been shown to pre-
dict solar wind speed nearly twice better than the PFSS model.
The details of the CSSS model and the method adopted for the
prediction technique can be found in Poduval & Zhao (2014)
and Poduval (2016). In order to test if a different input model
alters the results of our analysis we repeated the analysis of the
former section but using the CSSS model for the calculation of
the magnetic mapping. Additionally we adjust the radius of the
source surface to 15 R, as this is the case for the CSSS model.
Since we have only a smaller subset of CRs computed with the
CSSS model we also used the same smaller subset of rotations
computed with the PFSS model for the comparison. The results
are shown in Fig. 13. The histograms shown here cover the same
solar wind speed window as the red histogram in Fig. 12. The
differences from Fig. 12 are because of the smaller subset of
CRs used. In Fig. 13 we can see that both results show the same
behaviour. Although the absolute numbers differ slightly both
histograms show that the optimal value for Γoc is obtained for
λla = −10◦. This analysis shows that the CSSS results are com-
parable to those of the well-established PFSS model. Therefore,
for the present analysis both the CSSS and PFSS models seem
equally applicable.
5. Summary and conclusion
One of the aims of the upcoming Solar Orbiter mission is to di-
rectly identify the source regions of solar wind by linking remote
and in situ observations. The novelty of Solar Orbiter’s instru-
mentation lies in the capability of measuring solar wind in situ
and remotely at the same time and very close to the Sun. The
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Fig. 13. Comparison of the leading stripe mapping between the PFSS
(red histograms) and the CSSS (blue histograms) model. The axes are
the same as in Fig. 12. Note that the subset of CRs used for this compar-
ison only includes four rotations. The solar wind speed window covers
the range from 0 to 350 km/s. The errors given are the statistical errors
originating from the variation between the CRs.
challenge to establish the link is not only to find the spatial dis-
placement between in situ observed solar wind and its source
region on the Sun but also to take into account the temporal dis-
placement between these two observations. This means that we
need to point the remote-sensing instrument on the right place at
the Sun and at the right time. In order to do so the terminal so-
lar wind speed as well as the magnetic configuration inside the
corona must be known. Both cannot be known in real time, for
example, the terminal solar wind speed cannot be obtained from
remote sensing but only by in situ measurements. Thus, a pre-
diction of the solar wind speed which will be measured in situ in
the future is needed to point the spectrograph at the right place
at present.
In this study we investigated the spatial and temporal displace-
ment between in situ observed solar wind and its source region
on the Sun. In addition we tested different methods to predict the
optimal pointing of SPICE with respect to source region cov-
erage and temporal displacement. The spatial displacement is
found by tracking the solar wind from its source region out to
the spacecraft. Above the source surface we applied classic bal-
listic back mapping, resulting in a ballistic displacement. Inside
the corona we applied a PFSS model which yields a magnetic
displacement, and a model by Cranmer et al. (2007) from which
we derive the coronal escape time.
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We find that it is important to consider the magnetic mapping in
addition to the ballistic mapping for the prediction of the solar
wind’s source regions. For the prediction of the solar wind’s re-
lease time, that is, the time when the instrument has to do its ob-
servation, the plasma escape time has to be added to the ballistic
travel time of the plasma package. For an instrument to track the
source regions in real time, a prediction scheme that uses the so-
lar wind speeds and magnetic configuration of the preceding CR
yields a probability of 45.56 % ± 15.77 % to observe the source
region at the time of the solar wind’s release at the photosphere.
SPICE will only be able to make one raster per day, that is,
SPICE will not be able to track the source regions at all times, but
the in-situ instrument (HIS) will measure at all time. To account
for this a leading stripe forward mapping was devised, where six
snapshots are vertically stacked to form a stripe which covers
the whole Sun in latitude. Virtually any source region will be
detected eventually, but typically not at the time of the plasma
release at the Sun. For each source region covered by the lead-
ing stripe the time difference between remote observation and
solar wind release can be calculated. To optimize the number
of observations done at the right time the leading angle of the
stripe can be varied. We tested this for various angles ranging
from -50◦ to 40◦ and three different solar wind speed regimes.
This results in an optimal leading angle ≈-6◦ for the study of
slow solar wind (250 kms−1<vsw<350 kms−1), ≈20◦ for interme-
diate (350 kms−1<vsw<600 kms−1) and ≈10◦ for fast solar wind
(600 kms−1<vsw<900 kms−1).
Additionally we repeated the leading stripe method while using
CSSS maps for the magnetic mapping in order to compare the
results. The comparison did not lead to different results, hence
we concluded that the PFSS model is sufficient for the presented
analysis. In particular these small leading angles and the corre-
sponding almost optimal line of sights are advantageous for the
quality of the SPICE measurements. Although the focus of our
study was on the upcoming Solar Orbiter mission and the SPec-
tral Imaging of the Coronal Environment instrument, the meth-
ods described are generally applicable.
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7E N E R G E T I C N E U T R A L AT O M S
In the former chapters the topic was the quiescent solar wind and its source re-
gions. As discussed, the solar wind is generally synonymous with highly charged
particles. Despite that being the case, one could say that there is yet another, a
hidden charge state in the heliosphere, namely the uncharged or neutral state, as
already hinted in section 2.1.1. There is more than one population of neutral atoms
in interplanetary space and some of them even have an origin that lies outside
the heliosphere. Others stem from various sources inside the heliosphere like the
Sun itself and some of the planets. Direct observations of energetic neutral atoms
are rare, partly due to the lack of dedicated instruments. But there are numerous
indirect observations where neutral atoms are ionized prior to their measurement
and are then detected by ion detectors.
7.1 neutral atoms in the heliosphere
A rather prominent example for neutral atoms in the heliosphere are the so called
pick-up ions. Although they are ions, these particles are a good indicator for the
existence of neutrals in interplanetary space. Neutral atoms inside the heliosphere
have a certain chance to become ionized, either by photoionization due to solar ul-
tra violet radiation of by charge exchange with solar wind ions. As soon as an atom
becomes ionized it is affected by the magnetic field embedded in the solar wind
and is carried outwards while gyrating around the magnetic field lines. Because of
this process these particles are called pick-up ions. They are frequently measured
by solar wind detectors and are direct evidence for the existence of a neutral atom
population in interplanetary space. Pick-up ions are divided into two groups, inter-
stellar and inner-source pick up ions. Both can be distinguished from solar wind
ions by their charge state, as they tend to be singly charged. Additionally, interstel-
lar pick-up ions have a velocity distribution different from the solar wind, with the
velocities ranging from zero vp to two times vp, see Drews et al. (2015), or Kallen-
bach et al. (2000). These particles originate from the local interstellar medium and
enter the heliosphere through the heliopause, as they are not affected by magnetic
fields. When they reach the inner heliosphere they potentially end up as pick-up
ions, see for example Möbius et al. (1985) for more information.
Inner-source pick up ions differ from interstellar pick-up ions in that they mimic
the velocity distribution of the solar wind, see Geiss et al. (1996). Their origin can-
not be fully explained by now, but the most likeliest scenario is that these particles
are former solar wind which has been neutralized on its way between the Sun and
the observer. After that the particles have been ionized again, but without reaching
their former high charge state.
While pick-up ions are an excellent example for an indirect observation of neu-
tral atoms, there are also direct measurements. The Interstellar Boundary EX-
plorer (IBEX), see McComas et al. (2004), is able to measure these neutral atoms
directly. IBEX measured the famous "ribbon", a signature of neutral atoms which is
believed to be a finger print of the heliopause. The neutral particles measured by
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IBEX are believed to be pick-up ions that have been accelerated, deflected and neu-
tralized at the termination shock. As neutral particles they then travel back again
into the heliosphere were they are then observed. Interestingly, when the Voyager
spacecraft crossed the termination shock the measurements did not match the ex-
pectations which were based on the process described above, see Senanayake et al.
(2015). The scenario for the origin of these neutral particles might still be valid, but
further studies are needed.
Another source for neutral particles in the heliosphere could be the Sun itself. An
indication for that are Lyman-α measurements in the corona. At a first glance it
is unexpected to find uncharged particles here since the corona is too hot to leave
atoms non-ionized. Nevertheless, the first measurements were made by Gabriel
(1971), who attributed the observed Lyman-α lines to photo-excitation of residual
coronal hydrogen. The lines were observed for heights up to ∼1R above the pho-
tosphere. Hence it is in the bounds of possibility that neutral hydrogen can escape
into the heliosphere.
An indirect observation of neutral atoms coming from the Sun was made by
Mewaldt et al. (2009). Although the measured particles were protons, Mewaldt
et al. (2009) concluded that they must have been neutral atoms and have only been
ionized shortly prior to the measurement. In this case, energetic neutral atoms were
produced in a flare event on the Sun, where charge exchange reactions produced
neutral hydrogen from protons accelerated in the flare region. The observation
was made by the Low Energy Telescope (LET), see Mewaldt et al. (2007), and the
High Energy Telescope (HET), see von Rosenvinge et al. (2007), on the Stereo B
spacecraft. The assumption that these particles traveled as neutral atoms through
the heliosphere was based on the fact that the heliospheric magnetic field would
not have allowed charged particles from the flare to arrive at the spacecraft at
all. Another instrument that has measured neutral particles in the heliosphere is
for example the Ulysses interstellar neutral GAS experiment (GAS), see Witte et al.
(1992).
Following the above, it can be seen that there are several sources for neutral atoms
in the heliosphere, but so far direct observation are rare. The energy of these par-
ticles ranges from a few tens of eV for interstellar atoms to some MeV in case
of the energetic neutral atoms reported by Mewaldt et al. (2009). An example for
two planned instruments that will be able to directly measure neutral atoms is the
STart from a ROtating Field mass spectrOmeter (STROFIO) and the Emitted Low
Energy Neutral Atoms (ELENA) instrument on the BepiColombo spacecraft. Both
instruments are part of the Search for Exospheric Refilling and Emitted Natural
Abundances (SERENA) instrument suite, see Orsini et al. (2010) for more informa-
tion. Both instruments together cover the energy range from a fraction of an eV to
several keV. The neutral particles these instruments are supposed to measure come
from the local environment around planet Mercury. Here interactions with the so-
lar wind are believed to release neutral atoms, making Mercury another source for
neutral particles in the heliosphere.
7.2 the solar wind calibration facility
These new instruments, like all particle detectors, need to be calibrated in order
to later understand the detector response. There are many accelerators that pro-
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duce charged particle beams which can be used to calibrate ion and electron de-
tectors, but there are only few possibilities to calibrate a neutral atom detector.
Additionally, many accelerators are not intentionally built for detector calibration,
but for example being used in medical treatment. Specialized calibration facilities
are scarce. To fill this void the University of Kiel is establishing a dedicated solar
wind laboratory in which all constituents of the solar wind can be created, in-
cluding accelerated neutral atoms, and be used for detector calibration. Figure 30
shows a Computer Assisted Drawing (CAD) of the solar wind laboratory.
Figure 30: CAD of the solar wind lab. On the left side of the isometric drawing an ion source
can be seen on a high voltage platform. On the right side a big vacuum cham-
ber is displayed. Detectors can be placed inside this chamber for calibration
purposes. CAD from Kolbe (2017).
Here the key elements of the laboratory are marked. The Electron Cyclotron Res-
onance Ion Source (ECRIS) is the heart of the facility and can create ions with very
high charges states, e.g. Ar12+. Once accelerated, the ion beam is split up by a
bending magnet according to the ions mass per charge ratios. After that selected
the ions pass through a second acceleration range. Finally, the ions can be neutral-
ized by a gas or foil target in order to create a beam of energetic neutral atoms.
Not marked in figure 30 is an electron source which can create a beam of accel-
erated electrons. Thereby this facility is able to recreate a majority of the particle
populations found in the heliosphere. The achievable particle energy ranges from
∼5keV/q up to 470keV/q, with q being the charge of the original ion in case of a
neutral beam.
Such a calibration facility needs detectors of its own to measure the created par-
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ticle fluxes. The problem that arises with neutral atoms is that they are more dif-
ficult to measure than charged particles. There is a wide range of detector sys-
tems available for the measurement of charged particles, such as Multi Channel
Plates (MCPs) (Henkel et al., 1978), Solid State Detector (SSD) or Faraday cups (FCs)
and these can in principle be used for the detection of neutral atoms as well. Most
particle-counting detectors such as MCPs and SSDs have problems with particle
fluxes ≥ 106 s−1. For such intense fluxes these detectors get saturated and there-
fore count rates higher than the above mentioned cannot be measured correctly.
Even worse, such fluxes can potentially damage the detector. Another problem
which applies especially to SSDs, is the necessity of a dead layer in front of the
entrance window of the detector. Particles with insufficient kinetic energy, espe-
cially heavy atoms, are unable to penetrate this dead layer and therefore cannot be
detected. In the solar wind laboratory FCs are used as detectors, which in general
provide many advantages: They combine high reliability with low monetary effort.
Especially compared to SSDs and MCPs they can withstand higher thermal loads
and they do not have a lower limit for the primary particle energy as long as it is
able to produce secondary electrons. This is the case because a FC cannot directly
detect neutral particles since it measures the impinging current which is zero for a
beam of neutral atoms. Nevertheless it can indirectly observe neutrals by measur-
ing the current of secondary electrons which are emitted by the impact of primary
particles.
7.3 secondary electron emission
In order to calibrate the FC for the measurement of uncharged atoms, the Secondary
Electron Emission (SEE) must be known. In general, the SEE for a primary particle
of a given particle species depends on its kinetic energy and on its ionization po-
tential. It also depends on the absorber material, i.e. the material the FC is made of.
Two processes induce the emission of electrons, the so called kinetic emission and
the potential emission, see Wang et al. (2007).
Since neutral particles carry no charge, potential emission does not play a role
for the SEE induced by neutral atoms and only the kinetic emission should matter.
Since all used FCs are made of aluminum we can make the assumption that the
SEE only depends on the kinetic energy and supposedly also on the element of
the primary neutral atoms. Therefore, the correlation between the primary kinetic
energy and the SEE for every element of interest is needed. Once this is obtained
by experiment, we can use the FC as a detector for the determination of absolute
fluxes of neutral atoms.
In general, the SEE γ, is defined as:
γ =
Fse
Fn
(38)
Here Fse is the flux of Secondary Electrons (SEs) leaving the FC and Fn is the flux of
primary neutral atoms. The flux of electrons can be easily obtained by
Fse =
Ise
eA
(39)
where Ise is the measured current of SEs induced by neutral atoms, e is the unit
charge and A is the collecting area.
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7.4 experimental setup
The energetic neutral particles are created from accelerated ions. The ions orig-
inate from an ECRIS, which can produce various ion species of different charge
states. The ECRIS is custom made, for more information about it see Stalder (2008).
These ions can be accelerated with up to 20kV/q. Downstream of the ECRIS the
ion beam is separated by a bending magnet (framed black in figure 31) for its mass
per charge ratio. Thus, behind the bending magnet one can obtain a monoenergetic
beam of ions of one particular charge state with an energy uncertainty of some eV.
The overall setup is shown in figure 31. Here the bending magnet and parts of
the downstream beamline is displayed. To convert the ions into a beam of neutral
Figure 31: The beamline downstream of the bending magnet. Not shown is the ion source.
The bending magnet is framed in black. Framed in blue is the carbon foil, which
is utilized to neutralize the ions. The FC to be calibrated is positioned at the
end of the beam line, roughly 60 cm behind the foil, framed in red. A second
FC, framed in green, can be moved directly behind the foil, closer than 1 cm
distance. CAD from Kolbe (2017).
atoms a very thin carbon foil (framed blue in figure 31) can be inserted into the
beam line. In figure 32 the mounting of the carbon foil is shown. The ions pass
Figure 32: CAD of the carbon foil (blue) with its mounting. The white opening right to the
foil serves as a reference-aperture. As the foil is mounted on a fine nickel grid
with a transmissivity of 81%, this grid is also present (but not illustrated) in
the reference-aperture to ensure identical transmissivity (besides the influence
of the foil). Drawing from Kolbe (2017).
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through the foil and undergo interactions which modify the charge state. Inside
the foil the initial charge state of the ions is lost and set to an equilibrium charge
state. Behind the foil the ions are neutralized by electrons tunneling from the foil
to the ion, as described in Kallenbach et al. (1993). The carbon foil was purchased
from Lebow Company Lebow Company (2013). The foil is mounted on a nickel-
grid with a geometrical transmissivity of 81%. Next to the foil there is an aperture
with a blank nickel grid of the same geometric transmissivity. This serves as a
reference-opening. For more information about the neutralization process and an
alternative gas neutralizer see Peleikis (2011).
At the end of the beam line the FC for the measurement of the neutral atoms is
installed (framed red in figure 31). A sketch of the FC is shown in figure 33. All
particle flux
faraday-cup
repeller
isolator
casing
A
Figure 33: Schematic sketch of the Faraday cup. The current induced by incoming charged
particles is measured by an pico-amperemeter. The voltage of the repeller can
be adjusted from -150V to 150V
current in and out of the FC is measured by a connected pico amperemeter, as
shown in figure 33. That means that incoming ions and escaping SEs are measured,
depending on the status of an electron repeller in front of the entrance of the FC. It
can prevent SEs from escaping from the FC or forces all SEs to leave the FC, depend-
ing on the applied voltage, which can be biased from 150V to -150V.
7.5 measurement principle
As described in section 7.3, the flux of neutral atoms Fn needs to be known for the
calibration of the FC. In our investigation we assume that the flux of neutral atoms
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behind the foil equals the flux of ions that passes through the reference-aperture
in the foil mounting (compare figure 32), assuming a 100% neutralization:
Fn = α(Ekin)FI (40)
FI is the flux of Ions passing through the reference aperture. α(Ekin) is a dimen-
sionless parameter, depending on the kinetic energy Ekin of the particles, which
accounts for scattering caused by the foil. It can be geometrically specified by equa-
tions 41 to 43.
α =
Fluxreduced
Fluxall
(41)
Fluxall =
pi∫
−pi
pi∫
−pi
dϑ dϕ fE(ϑ, ϕ), (42)
Fluxreduced =
ϕFC∫
−ϕFC
ϑFC∫
−ϑFC
dϑ dϕ fE(ϑ, ϕ). (43)
The directions of the scattered velocity vectors are distributed on a hemisphere
given by the coordinates ϕ and ϑ, where fE(ϑ, ϕ) is the distribution function, which
depends on the kinetic energy. Other modifications of the beam by the foil are not
covered by α(Ekin). It will be discussed later in this section. The assumption shown
in equation 40 is justified by two aspects: The carbon foil does not change the in-
tensity of the particle beam and, below a certain kinetic energy, only neutral atoms
emerge from the foil, as discussed by Gonin et al. (1994).
The first aspect is intuitively clear. Above a kinetic energy of some keV all particles
can pass through the foil. This can be simulated with TRIM (Ziegler (2007)).
The second aspect was experimentally verified. For that we measured the ion cur-
rent while relocating the foil into the beam line. In our experiments we observed
that for sufficiently low kinetic energies (but still capable of penetrating the foil)
only neutral atoms emerge from the foil.
As described by Kallenbach et al. (1993), the reason for the neutralization by the
passage through the foil lies in different physical processes. One of theses processes
is the tunneling of electrons from the solid to the projectile. While the initial charge
state of the ion is lost after the first few atomic layers, the ion is neutralized by a
tunnel-current of electrons, which tunnel through the potential barrier between the
solid and the projectile. This process becomes more efficient for lower ion veloci-
ties, since the interaction time between ion and solid then increases. Therefore, for
low kinetic energies, all ions are neutralized.
This was experimentally observed for kinetic energies of the primary particles up
to 60keV. Figure 34 shows two example measurement for a beam of nitrogen ions
with the FC. In the first case the nitrogen ions have a kinetic energy of 54keV and
in the second case of 76keV. The electron repeller is biased to a negative voltage.
Hence, only ions contribute to the current measurement as SEs are suppressed.
During the current measurement, the foil is driven into the beamline. The mea-
surement with nitrogen ions at 54keV does not show any measurable current with
the foil inside the beam line. In case of 76keV nitrogen ions a current could be mea-
sured while the foil was inside the beamline. It should be noted that the current
drops to zero for both cases for a short amount of time because here the mounting
of the foil blocks the beam completely. From this measurement it can be inferred
76 energetic neutral atoms
-2e-009
0
2e-009
4e-009
6e-009
8e-009
1e-008
1.2e-008
22 23 24 25 26 27 28 29
I
/
A
time (arbitrary units)
ion current N with Ekin = 76keV  
ion current N with Ekin = 54keV 
Figure 34: Continuous ion current measurement of nitrogen ions with 54keV (blue) and
76keV (red) with the carbon foil driving through the beam. The two black bars
mark the time when the foil is inside the beam line. The current of the 54keV
N-ions drops to zero because only neutral nitrogen emerges from the foil. In
case of 76keV N-ions a mixed beam of neutrals and ions emerges from the foil
and the FC collects the primary charges.
that for kinetic energies below 60keV no ions but only neutral atoms can emerge
from the carbon foil. At higher energies a fraction of the emerging particles carries
a charge. Therefore, we limit our investigations to energies below 60keV.
In order to determine the scattering-parameter α(Ekin) from equation 40 we use a
second FC (framed green in figure 31), which measures the current directly behind
the foil and compare these measurements with the measurements made by a FC
further downstream of the foil (framed red in figure 31). In principle, if this FC
could be used for the determination of the SEE one would not need to determine
α(Ekin). But as stated above, for the detection of neutral atoms the repeller has to
be on a positive potential. Close behind the carbon foil, a positively biased repeller
would inevitably channel SE from the foil into the FC, thereby falsifying the mea-
surement of the neutral atoms.
The parameter α gives the ratio of flux which reaches the red framed FC (see figure
31) after the beam has been scattered by the carbon foil. The geometrically moti-
vated equation 41 can not be utilized in the present case, since fE(ϕ, ϑ) is unknown.
Instead we determine α(Ekin) from two combined current measurements.
α(Ekin) =
I f ar
Iclose
(44)
Equation 44 shows that α(Ekin) is just the ratio between the ion current measured
far behind the foil (I f ar) and close behind the foil (Iclose). Figure 35 shows the
measured α(Ekin) as a function of the kinetic energy for oxygen and nitrogen and
compares it with simulated values for α(Ekin). As one can see the measured values
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Figure 35: Scattering, α(Ekin), see equation 44, of the carbon foil for different kinetic ener-
gies for primary oxygen and nitrogen, as derived from equation 44. The solid
red and blue curves are measured, the dashed curves are simulated with TRIM.
for α(Ekin) differ from the simulated ones. Unfortunately it is not possible at this
point to figure out the reason fo this discrepancy, since the simulation software
TRIM is basically a black box. Hence, for our following consideration we will rely
upon the measured values. Table 5 shows the fit parameters for the fits for the mea-
element d/(keV)−2 e/(kev)−1 f
oxygen 7.989 · 10−6 3.021 · 10−6 1.48 · 10−3
nitrogen 9.14 · 10−6 1.904 · 10−6 2.75 · 10−3
Table 5: Parameters for the fit-functions of the measured values shown in figure 35
sured values shown in figure 35. The fit functions are second order polynomials of
the form
α f it(Ekin) = dE2kin + eEkin + f . (45)
With these foregoing considerations we can deduce the SEE-coefficient γ from two
current measurements made with the FC far behind the foil. At first we measure the
current of ions II through the reference-aperture with a negatively biased electron-
repeller. Therefore, only the current of the ions contributes to the measurement.
Secondly we measure the current of SEs Ise after the beam passed through the foil
with a positively biased electron-repeller. That way only the SEs induced by the
neutral atoms contribute to the current measurement if the kinetic energy of the
primary particles is low enough. Using equation 38-44 one easily sees that
γ =
Fse
Fn
=
Ise
eFn
=
Ise
eα(Ekin)II
. (46)
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7.6 measurement
Following the above described principle, the measurements for determining the
SEE-coefficient γ were performed for oxygen and nitrogen for initial kinetic ener-
gies ranging from 10keV to 60keV. Figure 36 shows the results. Here γ is shown
as a function of the initial kinetic energy. It should be noted that the initial energy
of the particles is decreased when they pass through the foil since the passage
through the foil is accompanied by an energy-loss. This energy-loss as well as the
error-bars for the energy-axis were derived from TRIM-simulations. Nevertheless
γ is plotted as a function of the initial energy, since it is known to the experimenter,
on the contrary to the decreased residual energy after the passing through the foil.
The blue curve, which is the fit for nitrogen, corresponds to lower values of γ than
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Figure 36: The measured SEE coefficient γ for neutral oxygen and nitrogen, shown as a
function of the initial kinetic energy.
the red curve. That is because nitrogen and oxygen differ in mass, which leads to
a higher SEE for oxygen. This is for example discussed by Beuhler and Friedman
(1977). The SEE-coefficient γ is proportional to dEdx , the energy-loss of the projectile,
which is proportional to its atomic number.
The fitted curves are second order polynomials of the form
γ f it(Ekin) = aE2kin + bEkin + c (47)
There is no physical motivation for choosing these fit-functions, since the goal is
to calibrate a FC for the measurement of neutral atoms. The parameters for oxygen
and nitrogen are shown in table 6.
7.7 discussion of the calibration
With this calibration the FC becomes a reliable and robust measurement device for
high-intensity neutral atom fluxes. It has virtually no upper limit regarding the
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element a/(keV)−2 b/(kev)−1 c
oxygen −1.305 · 10−3 0.1751 −6.685 · 10−2
nitrogen −1.368 · 10−3 0.1779 -0.4613
Table 6: Parameters for the fit-functions shown in figure 36
particle flux while the lower limit is given by the sensitivity of the connected am-
peremeter. This makes it superior to SSDs, MCPs or comparable detectors regarding
the high particle fluxes. Of course the method presented here only lays the foun-
dation for future calibrations, since only oxygen and nitrogen have been calibrated
for now. As soon as the solar wind laboratory has been completed, a wide range of
elements can be ionized, accelerated and subsequently neutralized. The described
calibration must then be repeated for the elements of interest.

8C O N C L U S I O N
The Sun and the heliosphere it creates have been subject to spacecraft based ob-
servations for around 50 years. Despite considerable advancements in this field of
research there are still many particle populations inside interplanetary space with
unknown origin or characteristics. Two of them, the so called slow solar wind and
energetic neutral atoms are topic of this work. Regarding the slow solar wind it
has been observed for a long time and its parameters are well characterized. Based
upon these parameters we already have a very good idea where the plasma that
makes up the slow solar wind most likely forms in the corona, namely in regions
that are filled with magnetic field line loops. The thing that is missing from our un-
derstanding is the physical mechanism that releases the plasma from these closed
field line structures so that it can contribute to the solar wind. Today, combining
in-situ measurements of solar wind parameters with models of the coronal mag-
netic field can help us on the one hand to understand possible release mechanisms
and on the other hand to narrow down the search for where on the Sun these
release mechanisms take place. Future mission like Solar Orbiter will further in-
vestigate the slow solar wind’s origin and hopefully find the missing link between
slow solar wind plasma in the heliosphere and magnetic structures in the corona.
Regarding the energetic neutral atoms in the heliosphere our current knowledge is
far less advanced. While there are some instruments that have directly measured
interplanetary neutral atoms the availability of data is poor compared to the slow
solar wind. Here we rely on future missions to establish a profound comprehen-
sion of these particles.
In this work we started in the heliosphere with the observation of the solar wind
and traveled with the observed particles from the spacecraft back to Sun in search
of their origin. From there on we devised new measurement strategies for new
instruments to better pinpoint the sources of the slow solar wind. And lastly we
took another step back and calibrated a neutral particle detector which serves in
a facility that emulates the solar wind in order to calibrate new spacecraft based
instruments. In a way, this was a backward journey from the calibration of a de-
tector, to the development of a measurement scheme and finally ending with the
actual measurement.
8.1 combining in-situ data and a coronal magnetic field model
For the investigation of the slow solar wind’s source regions we combined obser-
vational data with a model of the coronal magnetic field, the Potential Field Source
Surface (PFSS) model. The PFSS model assumes that at a given distance to the Sun at
the so called source surface, usually at 2.5R, only open radial field lines remain.
With that we were able to determine the photospheric source of in-situ measured
solar wind. The current leading hypotheses regarding the origin of the slow solar
wind predict its source regions either at the border of coronal holes or in a web-
like structure of separatrices, called the S-web, which globally connects all open
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field lines regions in the corona. The mechanism which is speculated to release
the slow solar wind plasma from closed field line regions is magnetic reconnec-
tion between open and closed magnetic field lines. Naturally, this can only occur
at regions where open and closed field lines are in close proximity. Due to the
limitations of the PFSS model we are not able to confirm something like the S-web,
but we did find that the solar wind’s source location in the corona with respect
to the coronal hole border determines the solar wind type. This was expected, as
comparable studies led to similar results. Additionally, we were also able to show
that the shape of the magnetic field lines, which the plasma has to follow, plays
a decisive role. Field lines that bend away from the coronal hole boundary are
correlated with fast solar wind, while only open field lines that follow the curva-
ture of adjacent closed field lines can be correlated with slow solar wind. With
that our work strongly supports the idea that magnetic reconnection releases the
slow solar wind plasma, because only open field lines that follow the shape of the
closed loops can reconnect with them over the whole range between photosphere
and source surface. Our findings are in agreement with studies made by Pinto et al.
(2016), who used magneto-hydrodynamical simulations and likewise reported that
the bending of the field lines determines the solar wind type.
8.2 devising a measurement scheme for new instruments
From an observational point of view a problem that remains is that most measure-
ments have been made by spacecraft far away from the Sun. Additionally not all
spacecraft carry remote sensing instruments together with in-situ detectors. Con-
sequently, a spacecraft which carries both types of instrumentation is needed, that
will also approach the Sun as close as possible. This gap in our current observation
of the solar wind will be filled by Solar Orbiter, which is currently scheduled to
launch in February 2019. On board Solar Orbiter will be a coronal spectrograph,
namely the Spectral Imaging of the Coronal Environment (SPICE), and the Solar
Wind Analyzer (SWA) suite, which consist of in-situ particle detectors. The search
for the origin of the slow solar wind is one of the main scientific goals for Solar
Orbiter, however this is not an easy task even with the advantages it brings. The
best way to operate SPICE and SWA is to have them both observe the same solar
wind package. First remotely with SPICE at the moment of its formation on the Sun
and later in-situ with SWA, so that both measurements can be directly linked. The
problem here is to know in advance where SPICE has to be pointed at on the Sun,
in order to image the solar wind package at the right moment. In order to solve
this problem we devised a measurement scheme to optimize the investigation of
the coronal sources of the solar wind. This scheme was designed and tested by
utilizing a PFSS model and solar wind data from the Advanced Composition Ex-
plorer (ACE). With that we simulated the planned orbit of Solar Orbiter and the
observation of solar wind. In this simulation, using our measurement scheme, we
were able to align SPICE at the Sun in a way that maximizes the portion of source
regions that are remotely observed at the optimal point in time so that the desired
double observation can be achieved.
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8.3 calibration of a neutral particle detector
In the last part of this work we focused on a different particle species in the helio-
sphere. While the solar wind consist in general of highly charged ions, there is yet
another, hidden component, namely uncharged particles. This includes the popu-
lation of energetic neutral atoms in interplanetary space. Although these particles
are known to exist in the heliosphere they rarely have been directly observed. This
will change in the future, as there are instruments like the STart from a ROtating
Field mass spectrOmeter (STROFIO) on the spacecraft BepiColombo in preparation,
with the goal to measure neutral atoms. These neutral particle detectors need to
be calibrated and for that purpose we are preparing a solar wind laboratory with
the capability to produce, amongst others, beams of energetic neutral atoms. Of
course, this facility needs a detector of its own. With this in mind we calibrated a
Faraday cup (FC) in order to function as a neutral particle detector. Out of the box
a FC is not ideal for the measurement of neutral particles. However, it posses other
qualities like being very robust in case of high particle fluxes which is why they
are used in our calibration facility. Naturally, a FC measures impinging current,
which is technically zero for a beam of neutral atoms. Nevertheless, we figured
out how to use the emission of secondary electrons in order to detect the primary
neutral particles. Because we want to be able to measure total fluxes we needed to
determine the energy and element depending secondary electron emission coeffi-
cient γ. Subsequently we devised a measurement principle for the determination
of γ based on the existing laboratory equipment and exemplarily determined γ for
oxygen and nitrogen.
8.4 summary and outlook
With this work we were able to corroborate the current idea that the source regions
for the slow solar wind can be found at the borders of coronal holes. Furthermore,
our findings strongly support the concept of magnetic reconnection being one of
the drivers behind the release of slow solar wind plasma from closed magnetic
field lines. But ultimately it also showed that we are at the moment not well enough
equipped to unambiguously identify the true origin of the slow solar wind. With
the data base now available to us the best course of action would be to enhance
models like the PFSS model. With ever increasing computing power it is possible
to increase the resolution of said models. Even more important is the resolution of
the input magnetograms. With high resolution input it might be possible to con-
clusively confirm features like the S-web. With better models, studies restricted to
spacecraft like ACE can help us to further establish a sophisticated idea of where
and how the slow solar wind is released.
Ultimately, neither the origin of the slow solar wind nor the characteristics of ener-
getic neutral particles can be conclusively explored without new instrumentation.
Solar Orbiter has the potential to uncover the origin of the slow solar wind with
its unique orbit and well rounded instrumentation. With our measurement scheme
we contributed an important tool to this future mission. An improved PFSS model
and a better understanding of the processes that might release the slow solar wind
can greatly help interpreting the measurements Solar Orbiter is going to make. Re-
garding the energetic neutral atoms our new calibration facility will hopefully be
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fully operational in the very near future in order to support all upcoming missions,
thereby greatly supporting the building of our understanding of the many particle
population found in the heliosphere.
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A P P E N D I X

9U N E X P E C T E D VA R I A B I L I T Y I N T H E FA S T S O L A R W I N D
In this chapter a supplementary publication for this work is presented, which is
related to the study covered in chapter 5. Here the focus lies upon the fast solar
wind instead of the slow solar wind. The reason why this study is presented here
is because the same combination of ballistic back mapping and magnetic mapping
is used as in the publication presented in chapter 5.
9.1 brief summary of the publication
This study discusses variations in fast solar wind. In contrast to the high variability
of the slow solar wind, coronal hole wind has been thought to be extremely sta-
ble in all its parameters. This concerns plasma parameters like proton density and
velocity, but also the charge state ratios found in the fast solar wind are supposed
to be unchanging in individual streams. Because of that the fast solar wind has
been considered to be well understood when compared to the slow solar wind.
The following study shows that this is by far not the case and that even the fast
solar wind is still an unexhausted subject of research.
This study reveals that the charge state ratios of iron ions show an entirely unex-
pected behavior, in that the average iron charge state in individual fast solar wind
streams can frequently reach values which are comparable to those found in slow
solar wind streams. Meanwhile, the oxygen and carbon charge states remain as
low as expected for coronal hole plasma. This cast a new light on the origination
processes of the fast solar wind, which therefore might not be as well understood
as it is believed right now.
Own Contribution to Publication : 20%
The following article is reproduced from Heidrich-Meisner et al. (2016), with per-
mission ©ESO.
Despite scientific discussions the second author Thies Peleikis contributed figure 6
and figure 8 and the related handling of the PFSS data and the magnetic mapping
of the solar wind data through the corona.
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ABSTRACT
Context. The solar wind originating from coronal holes is comparatively well-understood and is characterized by lower densities
and average charge states compared to the so-called slow solar wind. Except for wave perturbations, the average properties of the
coronal-hole solar wind are passably constant.
Aims. In this case study, we focus on observations of the Solar Wind Ion Composition Spectrometer (SWICS) on the Advanced
Composition Explorer (ACE) of individual streams of coronal-hole solar wind that illustrate that although the O and C charge states
are low in coronal-hole wind, the Fe charge distribution is more variable. In particular, we illustrate that the Fe charge states in
coronal-hole solar wind are frequently as high as in slow solar wind.
Methods. We selected individual coronal-hole solar wind streams based on their collisional age as well as their respective O and C
charge states and analyzed their Fe charge-state distributions. Additionally, with a combination of simple ballistic back-mapping and
the potential field source surface model, transitions between streams with high and low Fe charge states were mapped back to the
photosphere. The relative frequency of high and low Fe charge-state streams is compared for the years 2004 and 2006.
Results. We found several otherwise typical coronal-hole streams that include Fe charge states either as high as or lower than in slow
solar wind. Eight such transitions in 2006 were mapped back to equatorial coronal holes that were either isolated or connected to the
northern coronal-hole. Attempts to identify coronal structures associated with the transitions were so far inconclusive.
Key words. solar wind – Sun: heliosphere – Sun: magnetic fields
1. Introduction
The steady solar wind is typically divided into two dominant
types, fast and slow solar wind. However, the differences in their
properties are better ordered by elemental and charge-state abun-
dances rather than by solar wind speed. Here, we focus on fast
solar wind. It has been uniquely identified as originating from
coronal holes and the release mechanism is well understood (i.e.
Tu et al. 2005). Therefore, in the following, we use the term
coronal-hole wind instead of fast solar wind. Aside from fluc-
tuations caused by waves (mainly Alfvénic waves), its plasma
and compositional properties are constant (e.g. von Steiger et al.
2000). Both the elemental and charge-state compositions of the
solar wind reflect the conditions in the respective solar source
regions. In particular, the charge-state distribution for each so-
lar wind ion species is (almost completely) determined in the
corona. For each ion pair the recombination and ionization rates
are temperature dependent and the hot corona allows high ion-
ization states to occur. For a pair of adjacent ionization states
i ↔ i + 1, this can be expressed by a temperature dependent
charge modification time scale τmod,i(T ) = 1ne(Ci+Ri+1) , where
T denotes the electron temperature in K, ne the electron den-
sity, Ci the ionization rate of the ith ionization state, and Ri+1 the
recombination rate of the (i + 1)th to the ith ionization state. But
the ionization state is not only temperature dependent. A suffi-
ciently high electron density is required to allow recombination.
Thus, a simple model to explain the observed solar wind speeds
and charge states assumes that the charge state can change along
the solar-wind flux tube until the expansion time scale (which
depends on the electron density profile in the corona) is of the
same order as the charge modification time scale of an ion pair.
Beyond this point the charge-state distribution remains “frozen-
in” as the solar wind propagates further outwards.
The coronal-hole wind is known for comparatively low O
and C charge states and corresponding freeze-in temperatures.
They are particularly low compared to those of the slow solar
wind. The O charge-state distribution can be considered as a
tracer for the solar wind type. The ratio nO7+/nO6+ of the den-
sities of O7+ to O6+ (denoted with nO7+ and nO6+ , respectively)
has been frequently used in solar wind categorization schemes
(e.g. Zurbuchen et al. 2002; Zhao et al. 2009) to differentiate be-
tween fast (coronal hole) and slow solar wind. In accordance
with the cool O and C signatures in coronal-hole wind, the
charge-state distributions of other ions, for example Fe, could
also be expected to be cooler in the coronal-hole wind than
in the slow solar wind. However, that is clearly not necessar-
ily the case.While the Ulysses observations in von Steiger et al.
(2000), Richardson (2014) and Zhao & Landi (2014, as well as
the ACE observations in Zhao & Landi 2014) show on aver-
age higher Fe charge states in the fast solar wind than in the
slow solar wind (see for example Plate 5 in von Steiger et al.
2000), the STEREO results (Galvin et al. 2009) indicate lower
Fe charge states in coronal-hole wind. For example, for the solar-
wind speed bin 650−700 km s−1 the average Fe charge state in
coronal-hole wind observed with PLASTIC on STEREO A from
2007−2009 is given as 9.25, which is lower than for all slow
Open Access article, published by EDP Sciences, under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0),
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solar wind bins considered in that article. For all other high speed
bins, the average Fe charge state is even lower. Zhao & Landi
(2014) compared long-term properties of coronal-hole wind at
different solar minima and identified two subcategories, coronal-
hole wind originating from polar coronal holes and coronal-hole
wind originating from the equatorial region. Lower Fe charge
states were observed in equatorial coronal-hole wind than in po-
lar coronal holes and additionally lower charge states were found
in the second solar minimum. A gradual charge-state decrease
for O, C, and Fe from solar maximum to the following solar min-
imum in solar cycle 23 has been discussed in Lepri et al. (2013)
and Zhao & Fisk (2010) underlines differences in the composi-
tion of the slow solar wind between the two consecutive solar
minima in solar cycles 22 and 23.
Instead of focusing on the statistics of charge-state param-
eters gathered over long time periods, we discuss several case
studies of individual streams within the ACE/SWICS data that
show regions of high and low Fe charge states with a clear tran-
sition between these regions. We then map these streams back to
their coronal sources and assess whether there are any coronal
structures that may be associated with these transitions.
2. Data analysis and event selection
The SWICS instrument on ACE (Gloeckler et al. 1998) com-
bines a time-of-flight mass spectrometer and energy-per-charge
analyzer with an energy measurement. A detailed and extensive
description of the data analysis procedure applied to the pulse
height amplitude (PHA) data is given in the PhD thesis Berger
(2008) and has been applied in, e.g. Berger et al. (2011).
The proton density np (from the Solar Wind Electron, Pro-
ton and Alpha Monitor (SWEPAM) on ACE, McComas et al.
1998), and the densities of O6+, O7+, C5+, and C6+ are used for
the characterization of solar-wind plasma as coronal-hole wind.
We selected coronal-hole-wind streams based on four-hour reso-
lution data from SWICS and SWEPAM and the following three
criteria: (1) Low O and C charge-state ratios (nO7+/nO6+ and
nC6+/nC5+ , respectively) are considered as the decisive property
for identifying coronal-hole wind. Zhao et al. (2009) proposed
an upper limit of nO7+/nO6+ < 0.145 for coronal-hole wind. To
avoid potential contamination with inter-stream solar wind, we
apply nO7+/nO6+ < 0.1 which was also used in Zurbuchen et al.
(2002). For C, we adopted an upper threshold of nC6+/nC5+ < 1.
(2) Based on the observations in Kasper et al. (2008), we addi-
tionally require a low collisional age acol = rvpτcol < 0.1, with r
as the distance from the Sun to ACE, vp the solar-wind proton
speed, and τcol the time scale for α to proton energy exchange
due to small-angle Coulomb scattering, where τcol ∼ npT−3/2p .
The collisional age is defined by the ratio of expansion and col-
lisional time scales. Although the proton-proton collisional age
is not representative for the collisional properties of the entire
solar-wind plasma, we consider the proton-proton collisional age
as a representative marker for the solar-wind stream type. (3)
Only streams that remained within the respective same catego-
rization regimes of the average O and C charge states and colli-
sional age for at least half a day were considered. Fluctuations
in acol, nO7+/nO6+ , nC6+/nC5+ , or the average Fe charge-state on
smaller time scales than the four hours were permitted as long
as the average value (averaged over four hours) remained in the
respective range.
As a comparison baseline we also require pure slow solar
wind. In this context, pure slow solar wind is characterized by
high O charge states nO7+/nO6+ > 0.1, high C charge states
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Fig. 1. Top panel: Fe charge-state distribution at T = 1.2 × 106 K taken
from the CHIANTI database. Bottom panel: Fe charge-state distribution
at T = 1.4 × 106 K from the CHIANTI. The black borders indicate the
Fe charge states considered in this work. In both panels, the mean Fe
charge-state q˜Fe is given as inset on the left.
nC6+/nC5+ > 1, and high collisional age acol > 0.4. This char-
acterization of slow solar wind is not directly complementary to
the criteria for identifying coronal-hole wind as described above
in order to reduce the contamination of each wind type by tran-
sition regions that exhibit a mixture of properties of slow and
coronal-hole wind.
In this study, we are interested in the Fe charge-state distribu-
tion in coronal-hole wind. The densities of the Fe charge states
are provided by ACE/SWICS. In particular, since the most abun-
dant Fe charge states are well isolated from all other ions in the
SWICS m-m/q diagram, we focus on these, namely Fe7+, Fe8+,
Fe9+, Fe10+, Fe11+, Fe12+, and Fe13+. In the following the average
Fe charge-state q˜Fe is defined as q˜Fe =
∑13
c = 7 cnFec+/
∑13
c = 7 nFec+ .
Figure 1 shows the Fe charge-state distribution for two elec-
tron temperatures T = 1.2 × 106 K (top) and T = 1.4 ×
106 K (bottom) as provided by the atomic database CHIANTI
(Dere et al. 1997; Landi et al. 2013). The temperatures are cho-
sen from the typical range of observed electron temperatures in
the corona (see e.g. Ko et al. 1997; Wilhelm 2012). The charge
states considered here (Fe7+, Fe8+, Fe9+, Fe10+, Fe11+, Fe12+, and
Fe13+) are highlighted by hatched bars and black borders around
the respective bars and are at the relevant temperatures the most
prominent charge states.
Based on the CHIANTI data displayed in Fig. 1 and un-
der the assumptions that the freeze-in temperature T f ,Fe for all
Fe ions is the same and that T f ,Fe ∼ 1.2 × 106 K, Fig. 1 also
illustrates that qFe = 9 would be the most likely charge state,
with a mean charge state of 9.35. For T = 1.4 × 106 K a mean
charge state of 10.2 would be expected. However, since the as-
sumption that all Fe ions freeze-in at the same temperature is
not accurate, this provides only a rough guideline. Furthermore
CHIANTI makes the assumption of a Maxwellian distribution
for the electron velocity distribution function which is known
not to be the appropriate choice for the solar corona and the so-
lar wind (see for example, Marsch 2006). Instead our notion of
high or low average Fe charge state is based on a comparison
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of Fe charge states in coronal-hole wind to those observed in
selected samples of slow solar wind.
For 2004 the median of the average Fe charge-state of pure
slow solar wind was q˜Fe,slow = 9.87. The 1σ-level is bounded
below by q˜Fe,slow −σ = 9.54. These values are used to define our
notion of high and low Fe charge states. We consider the average
Fe charge state q˜Fe,CH of a coronal-hole-wind stream as low and
the stream as Fe-cool if q˜Fe,CH < q˜Fe,slow − σ. Analogously, we
consider a coronal-hole-wind stream to be Fe-hot if its average
Fe charge-state is within one σ of the average Fe charge state of
pure slow solar wind for that year or higher: q˜Fe,CH > q˜Fe,slow−σ.
Thus for 2004, the threshold value is q˜Fe,slow − σ = 9.54 and for
2006 q˜Fe,slow − σ = 9.71.
To ensure that the selected coronal-hole-wind streams are
not contaminated with interplanetary coronal mass ejections
(ICMEs), we cross-referenced the Jian et al. (2006, 2011) and
Richardson & Cane (2010) ICME lists and the Large Angle and
Spectrometric Coronagraph (LASCO) CME list and excluded
all time periods with ICMEs from our times of interest. For
four days after each halo CME in the LASCO list (Yashiro et al.
2004; Gopalswamy et al. 2009) that does not have a counterpart
in the ICME lists, we verified that no ICME signatures were
contained in the coronal-hole-wind stream candidates. Also, to
reduce the effect of inter-stream regions, time periods with en-
hanced proton density and magnetic field strength which indicate
stream interaction-regions (Jian et al. 2006, 2011) were excluded
as well. With this method, 4660 12-min observations were se-
lected as coronal-hole wind in 2004, accumulating to 38.8 days
of combined coronal-hole wind, and 8346 observations corre-
sponding to 69.5 days of combined coronal-hole wind in 2006.
For the sake of an unbiased representation, we randomly chose
three transitions from two different years between Fe-cool and
Fe-hot coronal-hole wind from the available data set to be dis-
cussed in detail in the following section: day of year (DoY) 2−14
in 2004 and DoY 158−162 and DoY 212−215 in 2006. Six ad-
ditional transitions in 2006 are mentioned briefly.
3. Fe charge states of individual coronal-hole-wind
streams
We now focus on the Fe charge-state distribution of individual
coronal-hole-wind streams and relate the average Fe charge state
of these to the average Fe charge-state of all slow solar wind
streams of the same year.
Figure 2 summarizes the solar wind properties for 12 days
in 2004. From top to bottom, the panels in Fig. 2 show the
collisional age acol, the ratios nO7+/nO6+ and nC6+/nC5+ , the cor-
responding freeze-in temperatures T f ,O7+/O6+ and T f ,C6+/C5+ , the
magnetic field strength B and angles Bφ, Bθ, and in the bot-
tom panel the proton speed vp (left y-axis) and proton density np
(right y-axis). A coronal-hole stream (DoY 3.5−6.5) is followed
by an interface region with a higher-speed stream and an ICME
beginning on DoY 9. The ICME period is marked with gray
hatching. From DoY 3.5 to DoY 6.5, nO7+/nO6+ and nC6+/nC5+ are
low and, in particular, are below their respective thresholds for
coronal-hole wind. The collisional age acol is below its threshold
value of 0.1 for coronal-hole wind as well. Thus, according to
the criteria described in Sect. 2, this suffices to categorize this
stream as fast, that is, as coronal-hole wind. This is supported by
the additional data products shown in Fig. 2. Although there is
some variability in the solar-wind proton speed vp, the minimal
value is still unlikely to be produced by slow solar wind. The
freeze-in temperatures are derived under the assumption of an
equilibrium state that allows us to relate the observed abundance
ratio of two adjacent ions to the respective ionization and recom-
bination rates: ni/ni+1 = Ri+1(T f )/Ci(T f ). Since they depend on
the density ratios nO7+/nO6+ and nC6+/nC5+ it is not surprising that
the freeze-in temperatures are low during the coronal-hole-wind
stream as well.
Although still below the threshold for coronal-hole wind de-
fined above, the nO7+/nO6+ ratio and the collisional age are higher
from DoY 3.5 to DoY 4.25 than in the following period. To pre-
vent any interference by other processes, we focus on the part
of the coronal-hole-wind stream from DoY 4.5−6.5 where both
density ratios are safely below their respective categorization
thresholds. Based on these considerations, the time period from
DoY 4.5−6.5 (which is indicated with the gray shaded area in
Fig. 2) contains only typical, quiet coronal-hole wind.
The ICME period exhibits a much larger variability in all
data products; in particular, the nO7+/nO6+ and the collisional age
are much higher. The magnetic-field angles show a smooth rota-
tion indicating a magnetic cloud as part of the ICME. Thus, this
ICME can easily be distinguished from the coronal-hole-wind
stream.
Figure 3 focuses on the highlighted part of the coronal-hole-
wind stream (DoY 4.5−6.5) from Fig. 2. For this time period of
interest, Fig. 3 examines how the individual Fe charge states be-
have during DoY 4.5−5.6 and DoY 5.6−6.5. The motivation for
this partition is detailed in Fig. 4. The upper five panels of Fig. 3
show the density ratios of C, O, and Fe ion pairs within these two
parts of the coronal-hole-wind stream of interest, and the bottom
panel provides examples of the charge-state distributions of C,
O, and Fe for two selected observations. The vertical lines in the
upper panels indicate the corresponding times used in the bottom
panel. The horizontal lines in each panel give the mean density
ratio in the left and right interval, respectively. All Fe ion density
ratios shown here are higher in the first part of the stream than
in the second part. Comparing the two charge-state distribution
examples at the bottom, in the example on the left, not only is the
maximum of the Fe charge-state distribution shifted from Fe9+
to Fe10+ as compared to the second example, but the complete
distribution is shifted to higher charge states. Thus, a change in
the mean charge-state cannot be explained by a single enhanced
or depleted charge-state. Instead all considered charge states are
affected.
As a continuous representation of the charge-state distribu-
tions in the bottom panel of Fig. 3, Fig. 4 shows a time series of
the Fe charge-state distribution (considering only Fe7+ to Fe13+)
in the first panel. The three bottom panels provide the solar-wind
proton speed vp, proton density np, and the ratio nO7+/nO6+ as
reference. During DoY 4.5–5.6 the charge-state distribution of
Fe is shifted to higher charge states more similar to those ob-
served in slow solar wind. A transition between Fe-hot and
Fe-cool coronal-hole wind (marked with a vertical black line)
occurs at DoY 5.6. After the transition, at 5.6−6.5, lower Fe
charge states are observed. Both the characterization as Fe-cool
or Fe-hot wind and the resulting transition point are defined on
four-hour resolution data. The same transition divides the left
and right parts of the five top panels in Fig. 3. It is interesting to
note that the Fe-hot part of the stream coincides with an average
solar wind speed below 600 km s−1, whereas the Fe-cool interval
shows an average solar wind speed higher than 600 km s−1. This
hints at a potential stream boundary between two high-speed
streams that coincides with the transition between Fe-hot and
Fe-cool coronal-hole wind as a possible explanation for the ob-
served transition.
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Fig. 2. Solar wind properties for 12 days in 2004. The collisional age acol is displayed in the first panel. The second panel shows the density ratios
nO7+/nO6+ and nC6+/nC5+ . The horizontal lines in the first two panels indicate the respective selection thresholds for acol = 0.1, nC6+/nC5+ = 1, and
nO7+/nO6+ = 0.1. The third panel contains the freeze-in temperatures T f corresponding to the ion density ratios nO7+/nO6+ and nC6+/nC5+ . The fourth
panel gives the magnitude of the magnetic field B and the azimuthal (Bφ) and polar (Bθ) angles of the magnetic field are shown in the fifth panel.
The sixth panel shows the solar-wind proton speed (left y-axis) and proton density (right y-axis) as measured by SWEPAM. All data products are
displayed with 1h time resolution. The gray shaded area marks a pure coronal-hole-wind stream, while the hatched area highlights an ICME.
Figure 5 shows observations for a solar wind stream in 2006
which exhibits a transition from Fe-cool CH wind to Fe-hot
CH wind. In the top panel of Fig. 5, a time series of the charge-
state distribution is shown (in the same way as in Fig. 4). An in-
crease of the average Fe charge state is visible at DoY 160.4 thus
indicating a transition from Fe-cool coronal-hole wind to Fe-hot
coronal-hole wind. The panels below show the solar-wind proton
speed, proton density, and the nO7+/nO6+ ratio measured at ACE.
To allow a direct comparison with the model polarity in Fig. 6,
the bottom panel gives additionally the magnetic-field polarity
observed with ACE/MAG (Smith et al. 1998) for the same time
period. In order to determine the in-situ magnetic-field polar-
ity, we first derive the nominal magnetic-field direction Bnomφ ,
that is, the angle between the field line and the radial direction:
Bnomφ = arccos
(√
1
1+(ωr sin(θ)/vp)2
)
. Here, ω is the solar angular ve-
locity, r is the Sun-spacecraft distance, θ is the heliographic lati-
tude and vp is the in-situ solar-wind proton speed. Next, we sub-
tract the nominal magnetic field angle Bnomφ from the in-situ mea-
sured angle Bφ. If the absolute difference is greater than 90 deg,
the magnetic-field polarity is inwardly (⊗, red) directed; other-
wise it is outwardly (, green) directed. A switch from outwardly
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Fig. 3. Ion density ratios for the highlighted part of the coronal-hole-wind stream from Fig. 2. The five top panels show the density ratios of ion
pairs, namely nO7+/nO6+ , nC6+/nC5+ , nFe11+/nFe10+ , nFe10+/nFe9+ , nFe9+/nFe8+ . Each curve is divided into two parts. This partition is based on the mean
Fe charge-state as illustrated in Fig. 4. The horizontal lines in each panel give the mean density ratio in the left and right interval, respectively.
The vertical lines in the five top panels indicate the points in times for which examples of charge-state distributions normalized to the maximum
density for C, O, and Fe are shown in the bottom panel. The dotted line corresponds to the left bottom panel and the dashed line to the right panel.
(Although C4+ is more abundant than C6+ it is omitted here because it tends to be contaminated with adjacent O ions in ACE/SWICS.) Each data
point represents a one-hour average and the error bars reflect the error from the counting statistics.
pointing (i.e. , green) polarity to inwardly pointing polarity
(i.e. ⊗, red) occurs at DoY 157.3. From DoY 157.3 onwards,
the polarity remains inwardly pointing (⊗, red) with some ex-
ceptions. We verified that the exceptions are caused by kinks in
the magnetic field which can be seen by a reversal of the ion-
proton differential streaming (Berger et al. 2011). In particular,
the polarity does not change on DoY 160 which includes the
transition from Fe-cool coronal-hole wind to Fe-hot coronal-hole
wind.
With a combination of ballistic back-mapping and a
potential field source surface (PFSS, Schatten et al. 1969;
Altschuler & Newkirk 1969) model, the photospheric source
region of the ACE observations from DoY 158−163 can be esti-
mated. Based on the in-situ solar wind speed, the solar rotation,
and the heliographic coordinates of ACE, the position of ACE in
heliographic coordinates is mapped back to the source surface.
Here, a simple PFSS model takes over and allows us to track
the field lines down to the photosphere. A uniform grid with 1◦
resolution is assumed at the source surface. Peleikis et al. (2015)
gives a more detailed description of the method applied here.
The accuracy of this approach is limited by the varying age of
different parts of the underlying magnetograms that are compos-
ites of images from 27 days. In the following, this back-mapping
is used to test whether the observed coronal-hole wind can be
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Fig. 4. Time series of Fe charge-state distributions (first panel) for the
highlighted time period from Fig. 2, that is, DoY 4.5−6.5 in 2004, in
one-hour time resolution. In black, the average charge-state (that is,
q˜Fe =
∑13
c=7 cnFec+/
∑13
c=7 nFec+ ) is shown in units of the elementary elec-
tric charge e. Each charge-state distribution is normalized to the sum.
Below, the solar wind proton speed (second panel) and proton den-
sity (third panel) are given as reference. In the bottom panel the ratio
nO7+/nO6+ is shown as well. The threshold value between Fe-cool and
Fe-hot wind is shown as a horizontal dashed line and the transition be-
tween Fe-hot and Fe-cool coronal-hole wind is marked with a vertical
black line in all panels.
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Fig. 5. Time series of the charge-state distributions of Fe for six days
in 2006 with a one-hour time resolution and in the same format as in
Fig. 4, with an additional panel for the magnetic-field polarity. Here, red
indicates inwards pointing polarity (⊗) and green indicates outwards-
pointing polarity ().
associated with an open field line region in the photosphere and
to investigate what kind of coronal structures are related to the
transitions between Fe-cool and Fe-hot coronal-hole wind. Al-
though only parts of the resulting heliographic maps are shown
here, we examined the complete Carrington map in each case.
In Fig. 6, each cross in the lower panel represents a foot-
point of a magnetic field line mapped back from the source
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Fig. 6. Section of a heliographic map based on MDI magnetograms
for Carrington rotation 2044. The first part of the highlighted part of
the stream in Fig. 5 is omitted because it is part of the previous Car-
rington rotation. The top panel shows the solar-wind proton speed (vp)
plotted against the mapped back heliographic longitude on the source
surface. Below, the dotted line shows the corresponding footpoints of
ACE for DoY 158.4−162 on the source surface in heliographic coor-
dinates. The color of each footpoint on the source surface corresponds
to the magnetic-field polarity observed at ACE. The polarity is plotted
in 12-min time resolution. These footpoints are then traced down to the
photosphere with a PFSS model. The dashed lines connect the posi-
tions of the ACE footpoints on the source surface to the corresponding
footpoints on the photosphere. Footpoints of open field lines in the pho-
tosphere are indicated with + symbols (red). The transition between the
Fe-hot coronal-hole wind and the Fe-cool coronal-hole wind is marked
with a black diamond on the source surface (and in the first panel) and
with a black star on the photosphere.
surface down to the photosphere. Additionally for the corre-
sponding Carrington rotation 2044, the footpoints of ACE are
shown over this Carrington map derived from a PFSS model
based on magnetrograms from the Michelson Doppler Imager
(MDI, Scherrer et al. 1991) on the Solar and Heliospheric Ob-
servatory (SOHO). Figure 6 shows only the area to which the
observations in the stream of interest in Fig. 5 are mapped back
by the PFSS model. This area is an extension of the northern
polar coronal hole to equatorial regions with – according to the
PFSS model – red, inwardly pointing polarity. The dashed lines
connecting the footpoints on the source surface and the pho-
tosphere corresponding to the coronal-hole-wind stream from
DoY 158.12−161.59 are colored gray and the start of the subse-
quent declining phase of the stream (DoY 161.59−162) is col-
ored blue. The border between the Fe-cool coronal-hole wind
and the Fe-hot coronal-hole wind is indicated with a black dia-
mond on the source surface and with a black star on the photo-
sphere. The beginning of the period of interest belongs to the pre-
ceding Carrington rotation. Thus, for mapping the corresponding
footpoints a different Carrington map would need to be consid-
ered. Since the transition itself occurs later in the stream and for
the sake of clarity this first part of the stream is therefore omit-
ted in Fig. 6. The remaining part of the coronal-hole-wind stream
of interest, including the transition between the Fe-cool and the
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Fig. 7. Time series of the charge-state distributions of Fe for two days
in 2006, with a one-hour time resolution (first panel) in the same format
as in Fig. 5.
Fe-hot stream, and the following stream are mapped to a small
scale region with open field lines in the equatorial region which
is, as we verified on the complete Carrington map, connected to
the northern polar coronal hole. For the whole time period and in
particular, around the transition between the Fe-cool and Fe-hot
stream, the in-situ observed polarities match (inwards pointing
with the exception of the aforementioned kinks) the polarities
predicted by the PFSS model. However, due to the limitations
on the accuracy of the back-mapping caused by the requirement
to derive the magnetic field lines from a complete Carrington ro-
tation, the possibility that the transition occurs at an edge of this
open field line region cannot be ruled out.
A second transition, DoY 213−215 in 2006, in this case from
an Fe-hot to an Fe-cool stream, is shown as a charge-state dis-
tribution time series in Fig. 7. The Fe-hot part of this stream in-
cludes the beginning of the trailing edge of the high-speed stream
as defined in Borovsky & Denton (2016). The transition from
Fe-cool to Fe-hot wind, however, occurs 12 h earlier and is thus
unlikely to be affected by the trailing edge. It is interesting to
note that the Fe-hot part of the stream of interest includes faster
solar wind than the Fe-cool part of the stream. However, the
change in solar wind speed occurs >5 h earlier than the transition
from Fe-hot to Fe-cool wind. Since the transition boundary is
defined on four-hour averages, shifting the temporal bins cannot
make the two changes coincide exactly but they might be closer,
as it appears here. As shown in Fig. 8, which provides a part of
the photospheric map for the relevant Carrington rotation 2046,
the transition between the Fe-hot and Fe-cool coronal-hole-wind
streams is situated within a larger region (compared to the case
in Fig. 6) of open field lines. Inspection of the heliographic map
for the complete Carrington rotation (not shown here) indicates
that this region was not connected to a polar coronal-hole. In the
following, we refer to such a region of open field lines which is
not connected to a polar coronal-hole as isolated. Within the ac-
curacy of the back-mapping approach, the transition lies within
a region of open field lines. However, within this region, the field
line density is not uniform; for example west of the transition (to
the right of the star in Fig. 8) the field line density is decreasing at
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Fig. 8. A section of a heliographic map based on an MDI magnetogram
for Carrington rotation 2046. The format is the same as in Fig. 6.
the photosphere. This fine-structure could be related to the tran-
sition. The in-situ magnetic polarity again matches the polarity
predicted by the PFSS model with a few exceptions that can be
explained as kinks in the magnetic field as well. For both tran-
sition examples in Figs. 6 and 8, both streams, in particular also
the Fe-hot stream, originate in the equatorial region.
Table 1 summarizes the properties of eight transitions in
2006. The first column gives the start and end times of the part of
the coronal-hole-wind stream containing the transition in DoY
and the corresponding Carrington rotation is noted in the sec-
ond column. An ∗ in the first column indicates the transitions
shown in Figs. 5−8. The transition time is listed in the third
column. To indicate the latitudinal and longitudinal position of
the back-mapped foot points of each coronal-hole-wind stream,
the highest and lowest back-mapped foot point is given in he-
liographic latitude in the fourth column, and the respective he-
liographic longitude in the fifth column. The last column indi-
cates whether the stream is mapped to an isolated open field
line region or whether the corresponding open field line region is
connected to the northern polar coronal-hole (NPCH). All these
coronal-hole-wind streams have inwardly pointing magnetic po-
larity as indicated by the symbol ⊗ in the last column. All eight
transitions are mapped back to low latitudes and the longitudinal
spread is at most 18◦. As listed in Table 1, four out of eight tran-
sitions between Fe-cool and Fe-hot coronal-hole wind in 2006
were mapped back to isolated coronal holes in the equatorial re-
gion. The remaining three transitions were observed in the equa-
torial region as well, but the respective coronal holes were con-
nected to the northern polar coronal-hole. With respect to the
long-term behavior, Zhao & Landi (2014) observed that wind
from polar coronal holes is predominantly Fe-hot, while equato-
rial coronal-hole wind is predominantly Fe-cool. The case study
shown here illustrates that, independently of their connection to
a polar coronal-hole, Fe-hot coronal-hole-wind streams are hid-
den within the mainly Fe-cool equatorial coronal-hole wind.
A possible explanation for the change in the Fe charge states
at transitions between Fe-cool and Fe-hot coronal-hole wind is
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Table 1. Eight transitions between Fe-cool and Fe-hot coronal-hole-wind streams in 2006.
Stream of interest CR Transition time Latitude Longitude Isolated or connected
[DoY in 2006] [DoY in 2006] [◦] [◦]
51.6−53.2 2040 51.4 −10.8 to −5.7 320.2 to 331.6 ⊗ isolated
104.9−107.0 2042 105.7 −5.0 to −4.0 317.5 to 320.9 ⊗ connected to NPCH
131.5−134.4 2043 133.4 −7.7 to −2.9 326.7 to 343.9 ⊗ connected to NPCH
∗ 158.1 − 161.6 2044 160.4 −5.4 to −2.4 329.8 to 348.5 ⊗ connected to NPCH
186.2−188.1 2045 187.4 −4.9 to −1.4 331.1 to 343.5 ⊗ connected to NPCH
∗ 213.1−214.5 2046 214.1 −1.7 to −2.9 341.0 to 351.7 ⊗ isolated
240.1−241.7 2047 241.0 −0.1 to 3.6 354.4 to 3.3 ⊗ isolated
294.0−296.0 2049 295.0 5.2 to 5.7 4.9 to 5.7 ⊗ isolated
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Fig. 9. Average charge-state (q˜Fe) versus solar wind proton speed for
Fe-cool and Fe-hot coronal-hole type wind for 2004. The color gradient
indicates the frequency of observing each charge-state-solar wind speed
pair in 2004 and is normalized to the maximum in each panel. Each
data point represents a four-hour average. The inset in each panel gives
the number of data points in 12-min resolution that contributed to the
averages in in this figure. The number (Nall) of all 12-min resolution
data points in 2004 is given on the top right and the number (NCH) of all
data points categorized as pure coronal-hole wind, in the top left.
that they coincide with stream interfaces between two distinct
coronal-hole-wind streams. This is supported by the coinciding
increase in solar wind speed and the decrease in proton den-
sity np in the 2004 example in Fig. 4. However, in Figs. 5 and 7,
no clear change in the proton density np is visible at the transi-
tion. Furthermore, although the average solar wind speeds in the
DoY 213–215 example in 2006 differ before and after the tran-
sition, the change in the solar wind speed does not coincide with
the transition but occurs more than five hours earlier. Within the
accuracy of the back-mapping approach, the back-mapped posi-
tions of the transitions in Figs. 6 and 8 might be consistent with
stream interfaces at the transition times but this is not conclusive.
Therefore, this explanation can neither be proved nor ruled out
by the observations here.
To put the case studies presented above into some per-
spective, Figs. 9 and 10 illustrate how frequently Fe-cool and
Fe-hot coronal-hole-wind streams were observed in 2004 and
2006, respectively. Figure 9 shows the frequency of the average
charge-state versus the solar wind proton speed for all Fe-cool
coronal-hole wind in 2004 (left panel) and all Fe-hot coronal-
hole wind in 2004 (right panel). The inset in each panel indi-
cates the number of data points in 12-min resolution of Fe-cool
(NFe-cool−CH) and Fe-hot coronal-hole wind (NFe-hot−CH) included
in each panel. For reference, the number Nall of all 12-min res-
olution data points in 2004 is given on the top right and the
number NCH of all data points categorized as pure coronal-hole
wind in the top left. In the same way, Fig. 10 shows Fe-cool and
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Fig. 10. Average charge-state (q˜Fe) versus solar wind proton speed for
Fe-cool and Fe-hot coronal-hole wind for 2006 in the same format as in
Fig. 9.
Fe-hot coronal-hole wind for the year 2006. With respect to the
solar wind speed, the distributions of both the Fe-cool and Fe-hot
components of the coronal-hole wind overlap to a large extent in
both years. In particular in 2004, the Fe-cool component contains
slower solar wind than the Fe-hot component and the overlap
is smaller than in 2006. The question under which conditions
each type of coronal-hole wind is prevalent in other years is left
for a later study. However, comparing the years 2004 (Fig. 9)
and 2006 (Fig. 10) allows some observations. Firstly, while in
2004, 1709 individual observations can be identified as Fe-cool
coronal-hole wind and 2951 as Fe-hot coronal-hole wind, the
2006 data contains 5920 Fe-cool coronal-hole wind observations
and 2426 Fe-hot coronal-hole wind observations. This illustrates
that in 2004 the Fe-hot wind is more frequent than the Fe-cool
coronal-hole wind. In 2006, however, the opposite is the case:
Fe-cool coronal-hole wind is more frequent than Fe-hot coronal-
hole wind. Secondly, not only does the frequency of each wind
type change but the Fe-hot coronal-hole wind is less variable
in its average Fe charge state and the overall average Fe charge
states are lower in 2006 than in 2004. (Although not shown here,
this effect is not only visible for Fe but also for O.) Both obser-
vations hint at a solar-cycle dependence as observed for O and
C in Kasper et al. (2012), Schwadron et al. (2011). Additionally,
an overall drop of O and C charge states as observed in 2006,
at the transition to the long solar minimum at the end of solar
cycle 23 (e.g. Lepri et al. 2013; Richardson 2014), is probably
superimposed on the Fe charge-state distribution as well. This
aspect requires further investigation.
The 2004 data in Fig. 9 exhibits an interesting feature with
respect to a possible solar-wind proton speed dependence of
the average Fe charge state. The average Fe charge state of the
Fe-cool component (left panel) of the coronal-hole wind shows
a possible dependence on the solar-wind speed. However, this is
A70, page 8 of 9
V. Heidrich-Meisner et al.: Fe charge states in coronal-hole wind
not visible in the Fe-hot component in the right panel which in-
stead manifests a larger variability in the average Fe charge state
for each solar-wind speed. For the 2006 example, this feature is
not visible.
4. Conclusions
Complementing the observations of the long-term behavior of
the Fe charge states in von Steiger et al. (2000), Galvin et al.
(2009), Richardson (2014), Lepri et al. (2013), Kasper et al.
(2012), Schwadron et al. (2011), Zhao & Landi (2014), we
present a case-study of individual solar-wind streams that can
be clearly identified as coronal-hole wind, with either high or
low Fe charge states compared to the charge states in slow so-
lar wind. Streams with either property occur in the same year
and we also observe direct transitions between them. This indi-
cates that the steady coronal-hole wind is less uniform in terms
of Fe charge states than with respect to O and C charge states.
In particular, solar-wind streams with high Fe charge states are
Fe-hot and C/O-cool at the same time. Under the assumption that
the charge-state distribution is frozen-in in the corona, a higher
Fe charge state implies a higher freeze-in temperature for the
same cool O freeze-in temperature and thus, a qualitatively dif-
ferent temperature profile in the corona.
The back-mapping of transitions between Fe-cool and Fe-hot
coronal-hole-wind streams finds the origin of both streams in
equatorial regions and close to each other. Thus, streams with
consistently high or low Fe charge states can originate in the
same region. A more systematic investigation of the origin of
all individual Fe-hot and Fe-cool coronal-hole-wind streams is
beyond the scope of this case-study. In addition, we have seen
that in 2004 Fe-hot coronal-hole wind is more frequent, while
in 2006 Fe-cool coronal-hole wind is predominantly observed.
A possible solar-cycle dependence of the frequency of Fe-hot
and Fe-cool coronal-hole wind – as it has been observed for O
and C in Schwadron et al. (2011) and for Fe as well over solar
cycle 23 in Lepri et al. (2013) – is one possibility to explain
the changes in the frequency of Fe-hot and Fe-cool coronal-hole
wind between 2004 and 2006. The details of a solar-cycle de-
pendence, the evolution of the respective coronal structures over
consecutive Carrington rotations, and the implications of these
observations for the temperature profile in coronal holes require
further investigation.
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In this chapter the positions of O6+, O7+, C5+ and C6+ in the Ulysses/SWICS et-
matrices are listed. As discussed in section 4.3, the ion positions have been trans-
lated from ACE/SWICS to Ulysses/SWICS. The first column of the following tables
gives the E/q step, the second the E/q value, the third tToF, the fourth Eres, the fifth
σ of the Gaussian distribution of tToF and the sixth σ of the Gaussian distribution
of Eres. Except for the second columns all units are channel numbers.
The conversion has been made for all ions in the SWICS et-matrices are group inter-
nally available at data/etph/peleikis/Ulysses/tables or on request at peleikis@phyisk.uni-
kiel.de or wimmer@phyisk.uni-kiel.de.
109
110 ulysses/swics ion positions
E/q step E/q[keV] tToF Eres σToF σE
0 60.5078 214.2624 153.6153 7.7017 3.7279
1 56.3162 219.6552 145.0610 7.7000 3.7400
2 52.4150 225.0839 137.1423 7.6886 3.7532
3 48.7840 230.5411 129.8154 7.6800 3.7600
4 45.4046 236.0160 123.0310 7.6813 3.7583
5 42.2592 241.5006 116.7122 7.6800 3.7600
6 39.3318 246.9841 110.8056 7.6690 3.7711
7 36.6071 252.4578 105.3172 7.6600 3.7800
8 34.0712 257.9105 100.2461 7.6601 3.7796
9 31.7110 263.3332 95.5573 7.6600 3.7800
10 29.5142 268.7148 91.2152 7.6524 3.7885
11 27.4697 274.0463 87.1935 7.6400 3.8000
12 25.5667 279.3172 83.4695 7.6273 3.8101
13 23.7956 284.5186 80.0217 7.6200 3.8200
14 22.1472 289.6405 76.8292 7.6200 3.8308
15 20.6130 294.6748 73.8690 7.6200 3.8400
16 19.1851 299.6126 71.1235 7.6141 3.8475
17 17.8561 304.4468 68.5877 7.6000 3.8600
18 16.6191 309.1700 66.2336 7.5800 3.8800
19 15.4678 313.7759 63.9929 7.5600 3.9000
20 14.3963 318.2583 61.9092 7.5400 3.9200
21 13.3990 322.6126 59.9789 7.5400 3.9400
22 12.4708 326.8342 58.1901 7.5000 3.9800
23 11.6069 330.9202 56.5323 7.4800 4.0000
24 10.8029 334.8674 54.9955 7.4600 4.0400
25 10.0545 338.6741 53.5708 7.4400 4.0600
26 9.3580 342.3391 52.2496 7.4200 4.1000
27 8.7097 345.8607 51.0247 7.3800 4.1400
28 8.1064 349.2395 49.8888 7.3600 4.1800
29 7.5448 352.4772 48.8347 7.3200 4.2200
30 7.0222 355.5742 47.8567 7.3000 4.2600
31 6.5357 358.5333 46.9490 7.2600 4.3200
32 6.0830 361.3556 46.1067 7.2200 4.3800
33 5.6616 364.0443 45.3248 7.1800 4.4200
34 5.2694 366.6019 44.5988 7.1400 4.5000
35 4.9044 369.0315 43.9251 7.1000 4.5600
36 4.5646 371.3379 43.2992 7.0400 4.6400
37 4.2484 373.5244 42.7180 7.0000 4.7200
38 3.9541 375.5946 42.1782 6.9400 4.8000
39 3.6802 377.5531 41.6768 6.9000 4.8800
40 3.4252 379.4037 41.2111 6.8400 4.9800
41 3.1880 381.1517 40.7781 6.7800 5.0800
42 2.9671 382.8002 40.3732 6.7200 5.2000
43 2.7616 384.3546 39.9906 6.6600 5.3200
44 2.5703 385.8184 39.6350 6.5800 5.4600
45 2.3922 387.1958 39.3046 6.5200 5.6000
46 2.2265 388.4916 38.9974 6.4400 5.7600
47 2.0723 389.7099 38.7119 6.3600 5.9200
48 1.9287 390.8533 38.4466 6.2800 6.1000
49 1.7951 391.9272 38.1998 6.2000 6.3000
50 1.6708 392.9352 37.9703 6.1200 6.5001
51 1.5550 393.8795 37.7572 6.0400 6.7200
52 1.4473 394.7653 37.5588 5.9400 6.9600
53 1.3470 395.5947 37.3745 5.7601 7.4798
54 1.2537 396.3719 37.2028 5.5800 8.0999
55 1.1669 397.0997 37.0431 5.3799 8.8203
56 1.0860 397.7797 36.8949 5.1801 9.6596
57 1.0108 398.4166 36.7568 4.9600 10.6400
58 0.9408 399.0122 36.6286 4.7599 11.7804
59 0.8756 399.5683 36.5092 4.5600 13.0798
60 0.8150 400.0880 36.3981 4.3402 14.5986
61 0.7585 400.5742 36.2948 4.1400 16.3801
62 0.7060 401.0284 36.1985 3.9198 18.4621
63 0.6570 401.4514 36.1093 3.7401 20.8773
Table 7: Ion: O6+
E/q step E/q[keV] tToF Eres σToF σE
0 60.5078 199.0116 183.0367 7.1232 4.5196
1 56.3162 203.9741 172.8476 7.1200 4.5200
2 52.4150 208.9698 163.4406 7.1082 4.5276
3 48.7840 213.9918 154.7457 7.1000 4.5400
4 45.4046 219.0300 146.6910 7.1014 4.5530
5 42.2592 224.0771 139.2339 7.1000 4.5600
6 39.3318 229.1228 132.3335 7.0887 4.5592
7 36.6071 234.1590 125.9349 7.0800 4.5600
8 34.0712 239.1751 119.9875 7.0812 4.5685
9 31.7110 244.1630 114.4470 7.0800 4.5800
10 29.5142 249.1129 109.2820 7.0691 4.5903
11 27.4697 254.0162 104.4868 7.0600 4.6000
12 25.5667 258.8632 100.0507 7.0600 4.6099
13 23.7956 263.6458 95.9445 7.0600 4.6200
14 22.1472 268.3549 92.1397 7.0529 4.6302
15 20.6130 272.9831 88.6141 7.0400 4.6400
16 19.1851 277.5222 85.3474 7.0257 4.6494
17 17.8561 281.9662 82.3197 7.0200 4.6600
18 16.6191 286.3082 79.5130 7.0200 4.6800
19 15.4678 290.5417 76.9115 7.0000 4.7200
20 14.3963 294.6619 74.4995 6.9800 4.7400
21 13.3990 298.6645 72.2625 6.9600 4.7600
22 12.4708 302.5451 70.1879 6.9400 4.8000
23 11.6069 306.3003 68.2637 6.9200 4.8400
24 10.8029 309.9284 66.4786 6.9000 4.8600
25 10.0545 313.4273 64.7873 6.8800 4.9000
26 9.3580 316.7960 63.2032 6.8600 4.9600
27 8.7097 320.0332 61.7343 6.8200 5.0000
28 8.1064 323.1393 60.3714 6.8000 5.0400
29 7.5448 326.1158 59.1067 6.7800 5.1000
30 7.0222 328.9624 57.9334 6.7400 5.1600
31 6.5357 331.6823 56.8440 6.7200 5.2200
32 6.0830 334.2762 55.8332 6.6800 5.2800
33 5.6616 336.7479 54.8944 6.6400 5.3400
34 5.2694 339.0991 54.0228 6.6000 5.4200
35 4.9044 341.3329 53.2135 6.5600 5.5000
36 4.5646 343.4537 52.4618 6.5200 5.5800
37 4.2484 345.4636 51.7638 6.4800 5.6800
38 3.9541 347.3666 51.1154 6.4200 5.7800
39 3.6802 349.1671 50.5130 6.3800 5.9000
40 3.4252 350.8681 49.9535 6.3200 6.0200
41 3.1880 352.4752 49.4331 6.2800 6.1400
42 2.9671 353.9906 48.9500 6.2200 6.2800
43 2.7616 355.4195 48.5008 6.1600 6.4200
44 2.5703 356.7654 48.0831 6.1000 6.5800
45 2.3922 358.0316 47.6950 6.0200 6.7400
46 2.2265 359.2230 47.3342 5.9600 6.9200
47 2.0723 360.3430 46.9985 5.9000 7.1200
48 1.9287 361.3945 46.6866 5.8200 7.3200
49 1.7951 362.3820 46.3966 5.7400 7.5400
50 1.6708 363.3088 46.1269 5.6600 7.8001
51 1.5550 364.1771 45.8762 5.6000 8.0600
52 1.4473 364.9915 45.6430 5.5200 8.3400
53 1.3470 365.7540 45.4261 5.3401 8.9598
54 1.2537 366.4683 45.2244 5.1600 9.6999
55 1.1669 367.1373 45.0365 4.9799 10.5404
56 1.0860 367.7623 44.8623 4.8001 11.5395
57 1.0108 368.3480 44.6998 4.6000 12.7000
58 0.9408 368.8954 44.5488 4.4199 14.0204
59 0.8756 369.4065 44.4084 4.2200 15.5798
60 0.8150 369.8842 44.2777 4.0402 17.3783
61 0.7585 370.3312 44.1562 3.8400 19.5001
62 0.7060 370.7488 44.0429 3.6598 21.9024
63 0.6570 371.1376 43.9379 3.4602 24.6769
Table 8: Ion: O7+
ulysses/swics ion positions 111
E/q step E/q[keV] tToF Eres σToF σE
0 60.5078 203.8506 133.8039 7.3378 3.3917
1 56.3162 209.0219 126.5221 7.3400 3.4000
2 52.4150 214.2257 119.7794 7.3431 3.3986
3 48.7840 219.4553 113.5283 7.3400 3.4000
4 45.4046 224.7006 107.7312 7.3286 3.4114
5 42.2592 229.9539 102.3743 7.3200 3.4200
6 39.3318 235.2044 97.4248 7.3202 3.4187
7 36.6071 240.4442 92.7862 7.3200 3.4200
8 34.0712 245.6625 88.3978 7.3124 3.4311
9 31.7110 250.8508 84.2987 7.3000 3.4400
10 29.5142 255.9987 80.5158 7.2872 3.4395
11 27.4697 261.0978 77.0197 7.2800 3.4400
12 25.5667 266.1380 73.7783 7.2804 3.4488
13 23.7956 271.1108 70.7736 7.2800 3.4600
14 22.1472 276.0068 67.9901 7.2728 3.4690
15 20.6130 280.8186 65.4108 7.2600 3.4800
16 19.1851 285.5380 63.0199 7.2457 3.4939
17 17.8561 290.1580 60.8035 7.2400 3.5000
18 16.6191 294.6712 58.7488 7.2400 3.5000
19 15.4678 299.0719 56.8437 7.2200 3.5200
20 14.3963 303.3549 55.0766 7.2000 3.5400
21 13.3990 307.5153 53.4379 7.1800 3.5600
22 12.4708 311.5489 51.9155 7.1600 3.6000
23 11.6069 315.4526 50.4695 7.1400 3.6200
24 10.8029 319.2236 49.1283 7.1200 3.6400
25 10.0545 322.8601 47.8846 7.1000 3.6800
26 9.3580 326.3612 46.7308 7.0800 3.7000
27 8.7097 329.7260 45.6603 7.0400 3.7400
28 8.1064 332.9545 44.6671 7.0200 3.7600
29 7.5448 336.0480 43.7453 6.9800 3.8000
30 7.0222 339.0068 42.8897 6.9600 3.8400
31 6.5357 341.8337 42.0952 6.9200 3.9000
32 6.0830 344.5298 41.3579 6.8800 3.9400
33 5.6616 347.0985 40.6732 6.8400 3.9800
34 5.2694 349.5417 40.0374 6.8000 4.0400
35 4.9044 351.8629 39.4471 6.7600 4.1000
36 4.5646 354.0665 38.8986 6.7200 4.1600
37 4.2484 356.1554 38.3890 6.6800 4.2400
38 3.9541 358.1336 37.9158 6.6200 4.3000
39 3.6802 360.0049 37.4760 6.5800 4.3800
40 3.4252 361.7727 37.0673 6.5200 4.4800
41 3.1880 363.4428 36.6875 6.4600 4.5600
42 2.9671 365.0176 36.3346 6.4000 4.6600
43 2.7616 366.5026 36.0066 6.3400 4.7800
44 2.5703 367.9012 35.7016 6.2800 4.8800
45 2.3922 369.2172 35.4180 6.2000 5.0200
46 2.2265 370.4554 35.1544 6.1400 5.1400
47 2.0723 371.6193 34.9093 6.0600 5.3000
48 1.9287 372.7117 34.6816 6.0000 5.4400
49 1.7951 373.7378 34.4696 5.9200 5.6000
50 1.6708 374.7006 34.2725 5.8400 5.7801
51 1.5550 375.6029 34.0894 5.7600 5.9800
52 1.4473 376.4489 33.9190 5.6800 6.1800
53 1.3470 377.2412 33.7606 5.5001 6.6398
54 1.2537 377.9835 33.6132 5.3200 7.1799
55 1.1669 378.6785 33.4761 5.1199 7.8003
56 1.0860 379.3281 33.3487 4.9401 8.5197
57 1.0108 379.9364 33.2300 4.7400 9.3800
58 0.9408 380.5052 33.1196 4.5399 10.3403
59 0.8756 381.0365 33.0170 4.3400 11.4599
60 0.8150 381.5332 32.9215 4.1402 12.7588
61 0.7585 381.9976 32.8326 3.9400 14.2601
62 0.7060 382.4316 32.7497 3.7398 16.0218
63 0.6570 382.8356 32.6729 3.5402 18.0578
Table 9: Ion: C5+
E/q step E/q[keV] tToF Eres σToF σE
0 60.5078 186.6666 163.7120 6.6894 4.2113
1 56.3162 191.3583 154.9157 6.6800 4.2200
2 52.4150 196.0800 146.6940 6.6775 4.2198
3 48.7840 200.8252 139.0488 6.6800 4.2200
4 45.4046 205.5845 131.9753 6.6833 4.2276
5 42.2592 210.3507 125.4281 6.6800 4.2400
6 39.3318 215.1139 119.3599 6.6683 4.2530
7 36.6071 219.8668 113.7312 6.6600 4.2600
8 34.0712 224.5998 108.5105 6.6613 4.2592
9 31.7110 229.3051 103.6813 6.6600 4.2600
10 29.5142 233.9730 99.2150 6.6491 4.2686
11 27.4697 238.5958 95.0422 6.6400 4.2800
12 25.5667 243.1644 91.1143 6.6400 4.2901
13 23.7956 247.6712 87.4389 6.6400 4.3000
14 22.1472 252.1079 84.0227 6.6329 4.3107
15 20.6130 256.4675 80.8544 6.6200 4.3200
16 19.1851 260.7425 77.9184 6.6057 4.3277
17 17.8561 264.9270 75.1969 6.6000 4.3400
18 16.6191 269.0147 72.6732 6.6000 4.3600
19 15.4678 273.0001 70.3327 6.5800 4.3800
20 14.3963 276.8784 68.1620 6.5600 4.4000
21 13.3990 280.6449 66.1487 6.5400 4.4400
22 12.4708 284.2969 64.2805 6.5200 4.4600
23 11.6069 287.8311 62.5469 6.5000 4.5000
24 10.8029 291.2451 60.9384 6.4800 4.5200
25 10.0545 294.5369 59.4454 6.4600 4.5600
26 9.3580 297.7060 58.0598 6.4400 4.6000
27 8.7097 300.7516 56.7735 6.4200 4.6400
28 8.1064 303.6740 55.5790 6.4000 4.6800
29 7.5448 306.4742 54.4699 6.3600 4.7200
30 7.0222 309.1524 53.4399 6.3400 4.7800
31 6.5357 311.7111 52.4832 6.3000 4.8400
32 6.0830 314.1512 51.5843 6.2800 4.9000
33 5.6616 316.4763 50.7378 6.2400 4.9600
34 5.2694 318.6879 49.9518 6.2000 5.0200
35 4.9044 320.7889 49.2217 6.1600 5.1000
36 4.5646 322.7834 48.5432 6.1200 5.1800
37 4.2484 324.6740 47.9132 6.0800 5.2600
38 3.9541 326.4644 47.3276 6.0400 5.3400
39 3.6802 328.1583 46.7834 6.0000 5.4400
40 3.4252 329.7587 46.2779 5.9400 5.5400
41 3.1880 331.2706 45.8077 5.9000 5.6600
42 2.9671 332.6963 45.3710 5.8400 5.7800
43 2.7616 334.0407 44.9648 5.7800 5.9000
44 2.5703 335.3068 44.5873 5.7200 6.0400
45 2.3922 336.4979 44.2364 5.6600 6.2000
46 2.2265 337.6186 43.9102 5.6000 6.3600
47 2.0723 338.6720 43.6065 5.5400 6.5200
48 1.9287 339.6609 43.3246 5.4600 6.7200
49 1.7951 340.5896 43.0622 5.4000 6.9200
50 1.6708 341.4613 42.8181 5.3200 7.1401
51 1.5550 342.2781 42.5914 5.2600 7.3600
52 1.4473 343.0441 42.3802 5.1800 7.6200
53 1.3470 343.7614 42.1841 5.0201 8.1798
54 1.2537 344.4335 42.0014 4.8600 8.8399
55 1.1669 345.0626 41.8315 4.6799 9.6003
56 1.0860 345.6509 41.6735 4.5001 10.4596
57 1.0108 346.2016 41.5266 4.3200 11.4800
58 0.9408 346.7168 41.3898 4.1399 12.6404
59 0.8756 347.1975 41.2626 3.9600 13.9998
60 0.8150 347.6470 41.1443 3.7802 15.5985
61 0.7585 348.0676 41.0342 3.6000 17.4201
62 0.7060 348.4604 40.9317 3.4198 19.5421
63 0.6570 348.8260 40.8365 3.2601 21.9973
Table 10: Ion: C6+
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