Abstract Diabetic retinopathy (DR) is increasing progressively pushing the demand of automatic extraction and classification of severity of diseases. Blood vessel extraction from the fundus image is a vital and challenging task. Therefore, this paper presents a new, computationally simple, and automatic method to extract the retinal blood vessel. The proposed method comprises several basic image processing techniques, namely edge enhancement by standard template, noise removal, thresholding, morphological operation, and object classification. The proposed method has been tested on a set of retinal images. The retinal images were collected from the DRIVE database and we have employed robust performance analysis to evaluate the accuracy. The results obtained from this study reveal that the proposed method offers an average accuracy of about 97 %, sensitivity of 99 %, specificity of 86 %, and predictive value of 98 %, which is superior to various wellknown techniques.
Introduction
Blood vessel extraction is the key component to detect and diagnosis of several eye diseases for the ophthalmologists [1] . It is provoked by diabetes mellitus complications and approximately 2 % of the patients affected by this disorder are completely blind and about 10 % experience vision degradation after 15 years of diabetes [2] [3] [4] as a result of diabetic retinopathy (DR) complication. Therefore, blood vessel extraction from the fundus images poses a vital step to solve various practical applications, for instance, diagnosis of the retinal vessels and registration of retinal images acquired at different times. The blood vessel extraction algorithms play an important role in automated radiological diagnostic systems. Basically, segmentation and classification process depends on the image quality, application field, automated or semi-automated approach, and other explicit factors. There are several existing segmentation methods but all of them failed to extract the blood vessel from every single medical image. However, some methods make use of pure intensity-based pattern recognition techniques, such as threshold, followed by the connected neighborhood component analysis [5, 6] and some other techniques incorporate explicit vessel models for the extraction of vessel contours [7] [8] [9] . Prior to applying segmentation algorithm, some methods may possibly need image pre-processing depending on the image characteristics and the general image artifacts, for example noise [10, 11] . On the other hand, some methods use post-processing to remove the complications arising from oversegmentation. There are also some other various approaches that have been reported for the detection of vessels and edges, namely mathematical morphology, threshold probing, centerline approach, ridge-based approach, supervised classification, deformable models, and tracking [12] [13] [14] [15] [16] .
In this paper, we have implemented both pre-processing and post-processing approaches to extract the blood vessel, which is found to be very close to the gold standard segmented result (handheld image). The edge enhancement technique and object classification is mainly focused in this paper to remove the small objects from the fundus image. The remaining part of this paper is organized as follows. The blood vessel extraction technique based on the mathematical morphology is described in Proposed Methodology section. The experimental results along with some qualitative and quantitative comparisons are depicted in Results and Performance Analysis section. Finally, Conclusion section provides the concluding remarks.
Proposed Methodology
The retina is a light-sensitive tissue lining the interior surface of the eye and is a layered structure with several layers of neurons interconnected by synapses. The vein and central retinal artery appear close by each other at the nasal side of the center of the optic disk [17] . Information about the structure of blood vessels can facilitate categorizing the severity of diseases and can also assist as a landmark during segmentation operation. Typical features of the fundus image are presented in Fig. 1 . In this study, our main focus is to extract the blood vessels precisely and to replace the existing vessel extraction techniques. Therefore, the proposed method uses the following steps: (1) edge enhancement, (2) average filtering and histogram equalization, (3) binarization, (4) morphological operation, (5) object classification, and (6) optical disk and border subtraction. Figure 2 shows the overall procedure of the proposed vessel extraction algorithm.
In the first step of edge enhancement, the edges are highlighted from the retinal RGB image. Then after grayscale conversion of the retinal image, it needs to be filtered and histogram equalized because of uneven noise and low intensity as well as needs to make the edges of blood vessel clearer. After binarization, there will be so many small unwanted objects created due to edge enhancement. Hence, we develop an object classification technique to remove the small objects. Also, it is necessary here to extract the optic disk, which is subsequently used to remove the optic disk from the blood vessel image. The details of every step are shown below.
Edge Enhancement
The proposed method uses the Kirsch's template [17] for color images. In our proposed algorithm, Kirsch's template is used for detecting the blood vessels from the retinal images. Figure 3 shows the Kirsch's templates, which rotate automatically. The Kirsch's operator is one of the discrete versions of the first order derivatives used for edge enhancement and detection. For detecting the edges, the operator uses eight templates, which are consecutively rotated by 45°. By convolving the image with eight template impulse response arrays in each and every pixel, the gradient is then computed. Therefore, the gradient of different directions is achieved. The final gradient is the summation of the enhanced edges by considering all directions for RGB channel rather than any single channel only. Here, in Fig. 4 , various directional enhanced images are presented.
Grayscale Conversion and Average Filtering
In the next step, we have converted the edge enhanced RGB image to its grayscale image using Eq. (1). To convert the RGB image to its grayscale form, it is needed to calculate the values of its red, green, and blue primaries in linear intensity encoding, by gamma expansion. If the output gray image is I and the red, green, and blue components are R, G, and B, respectively, then,
Here, the intensity gradient between the foregrounds (blood vessels in this case) is relatively low with its background. To choose an accurate threshold value for segregating the objects of interest is a difficult task. Hence, edge enhancement or pre-processing of the image for subsequent analysis turns out to be essential. Therefore, an averaging filter of size 25×35 [18] [19] [20] is chosen heuristically after several trials containing equal weights of "1", is applied to the grayscale image R i (where i∈1 to 25×35). The average filtering process is realized as follows [18] [19] [20] .
Histogram Equalization
The image obtained from the above is in grayscale to the gray levels in the range [0, L−1] and the histogram of the image is a discrete function as below:
where r k is the kth gray level and n k is the number of pixels having a gray level r k [21, 22] . Usually, a normalized histogram is [23] :
where n is the total number of pixels and k=0,1,…,L−1. When the histogram is forced to be uniform, the transformation process is termed as histogram equalization, as shown below [22] :
Here, r takes the values that represent the limits of color value, the transformation function T(r) must be [22] If the transformation function is not monotonically increasing, it is possible to invert gray levels in the resulted image. The inverse transformation from s to r is computed as follows [23] :
Let p r (r) and p s (s) be the probability density function (PDF) for r and s. Now, if p r (r) and p s (s) are known 
The transformation function can be written as [23] :
However, the cumulative distribution function of variable r is in the right side of Eq. 
. . . : L À 1 is the approximation of the probability of occurrence of the gray level r k . Here, Eq. (10) is the adaptive histogram equalization [23] , which is applied to the image obtained from step (ii).
Binarization
We can see from Fig. 5 that the intensity variation of gray image is not bimodal. If we examine the image obtained after histogram equalization as above, there is a dominant peak at the higher intensity level in the histogram bin. Therefore, in the process of binarization, it is quite obvious that a high threshold value, close to 1 might provide an image containing all blood vessels. In our proposed method, binarization process is done by setting a heuristic threshold of 0.77. We have tested 20 different fundus images with the adopted threshold value and found extremely suitable in all cases. This binarization process will result in two groups of pixels, as illustrated in Eq. (11) [18] [19] [20] .
Morphological Closing
Morphological closing is necessary to close the holes or empty area within the blood vessel created through the Kirsch's template matching as demonstrated before. The closing of A by B is obtained (as shown in Fig. 6 ) by the dilation of A by B, followed by erosion of the resulting structure by B [22] .
Removal of Small Objects Using Object Classification
The blood vessel obtained from binarization process is not satisfactory because of noise and many small unwanted objects. At the first step of our procedure, we use Kirsch's Fig. 11 Final resultant image Fig. 12 Obtained TPF, FPF, TNF, PV, and accuracy method to enhance the edges, however, it also enhances the noise as well. As a result, the final binary output contains noise/unwanted small objects as well as some black vein going through the detected blood vessel. To eliminate or reduce these noises, we applied an operation based on calculating the area of each object in an image. This is a simple method to eliminate the unwanted species from the binary image. We first classified the whole image into different objects based on their area. The procedure is shown as follows.
The area of the particular object contained by the image is to count the number of pixels in the object for which (j, k)=1. The perimeter of the enclosed object can be calculated by applying the following equation [24] .
where P E is the perimeter. And,
ΔjðiÞ ð 14Þ
After classification process, we eliminate those objects, which are under a certain threshold value of 30. Figure 7 shows the obtained results after removal of small objects.
Removal of Border and Optic Disk
To remove the border of Fig. 7(b) , the main task is to choose the appropriate marker and mask images. The original image f(x,y) is used as the mask image and the marker image f m is defined by the following equation [16, 25] The reconstructed image R f (f m ) contains only the enclosed objects that touch the border, while the set difference f−R f (f m ) contains only the objects of interest from the original image that do not touch the border.
Optic disk is the most apparent feature (the brightest area that can be observed as a pale, well-defined round or vertically somewhat oval) in a fundus image, which is the entrance region of blood vessels and optic nerve to the retina and serves as the locus of most other features. To remove the optic disk in our study, detection of optic disk is implemented in the red channel of the fundus image in four steps: red channel extraction, grayscale conversion, histogram equalization, and binarization. Initially, the original RGB retinal image is taken. We observe that the optic disk is predominantly clearer in the red channel. Therefore, we choose the red channel only and convert it to grayscale. This shortcoming is astounded by linear histogram adjustment. Now, we use a simple technique to extract the region of the optic disk. We convert the grayscale image to its binary with a heuristically high threshold value of t=0.72. The resultant processed image contains the detected optical disk (not shown in the figure) that is used to remove the optic disk from the fundus image.
Morphological Erosion
One of the drawbacks of Kirsch's filter is that, it thickens the blood vessel more than it appears. Therefore, to minimize this tradeoff, morphological erosion is introduced at the final phase. The erosion operator takes two inputs: one is the image that is to be eroded and another is the structuring element of Fig. 8 that determines the precise effect of erosion. Suppose, X is the set of Euclidean coordinates corresponding to the input binary image and K is the set of coordinates for the structuring element. Let, in the region of x, K x denotes the translation of K. Then, the erosion of X by K is the set of all points x such that Kx is a subset of X [26, 27] .
Let, we consider, there is an image matrix containing "0" and "1" in Fig. 9 . This binary image is to be eroded by the structuring element of Fig. 8 and the resultant eroded image obtained is shown in Fig. 10 .
Finally, using this underlying concept of morphological erosion as stated above and after removal of optic disk and the border, we obtain the extracted blood vessel as shown in Fig. 11 . It can be observed that the proposed technique can somehow identify the thinner edges as well, which is the most challenging task. 
Results and Performance Analysis
In this study, the software selected to perform the experiment is MATLAB and the software module used is Image Processing Toolbox [22] . The proposed method has been verified by the DRIVE database images [28] . The DRIVE database contains 20 color images of the retina with 565×585 pixels and 8 bits per color channel. To measure the performance carefully, the gold standard segmentation result is included in our study. The experimental settings of the vessel segmented image (obtained using the proposed technique) and gold standard image are kept analogous for performance evaluation. The gold standard [16] is a manual segmentation result (by human grader) provided along with each DRIVE database image to compute the performance measures. The performance evaluation and comparisons are accomplished based on the four measured procedures, namely true positive fraction (TPF), false-positive fraction (FPF), specificity (TNF), and predictive (PV) analysis. The accuracy is calculated by the ratio of the number of correctly classified pixels to the total number of pixels in the image [27] . The TPF or sensitivity represents the fraction of pixels correctly classified as vessel pixels, whereas the FPF defines the fraction of pixels erroneously classified as vessel pixels. Conversely, the fraction of pixels correctly identified as not in the vessel pixel, is known as TNF. The PV is the probability, which confirms that a pixel has been really classified as a vessel pixel. For detailed mathematical computations, we may refer to [18] [19] [20] 29] . Figure 12 shows the obtained TPF, FPF, TNF, PV, and accuracy using the proposed method, while Table 1 compares the results obtained using the proposed algorithm with those obtained by other well-known or existing algorithms [13, 16, 25, 30, 31] . In addition, Fig. 13 presents the original images and the segmented blood vessel images using the proposed technique in comparison with gold standard segmentation results.
Conclusion
In this paper, a new technique based on edge enhancement and object classification is presented for automatic extraction of blood vessels in the fundus image. The performance of the proposed approach is evaluated by comparing DRIVE database images. The results obtained from this study show that the proposed algorithm is a powerful technique compared to other well-known methods as listed in Table 1 , which achieves superior performances in terms of TPF of 99 %, TNF of 86 %, and PV of 98 %, respectively. It is clearly noticeable that the proposed technique significantly outperforms other well-known methods and the segmented image obtained using the proposed method is almost close (matching accuracy of about 97 %) to gold standard image, which is a significant contribution in this study.
However, one of the major fundamental problems in the field of biomedical image analysis is the shortage of accurate and efficient computer-aided diagnostic tool to assist the fundus image extraction and evaluation process. From the medical viewpoint, the proposed method can be supportive to assist the ophthalmologists while assessing or analyzing the fundus images. Hence, the proposed method of segmented vessels can be applied in a clinical setting of computer assisted diagnosis. It should be pointed out here that the proposed technique will not replace the physicians or ophthalmologists; however, it will help and improve the working efficiency by reducing time, huge workload, and unavoidable human errors. In the future, the proposed approach can be applied for image registration purposes to track the changes in retinal images for monitoring DR.
