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CHAPTER 1
Introduction
In the introductory Section, one is supposed to set the stage for the coming Chapters. This
stage is the quantum many-body problem. Its importance lies in the fact that it provides the
fundamental description of processes in fields as varied as atomic, molecular, solid state and
nuclear physics. Apart from the thrill of exploring physical phenomena at the quantum level
there is also the realization that predicting and manipulating such microscopic processes has
powered much of the 20th century technology, and is likely to lead to further breakthroughs
in our 21st century.
In fact, the quantum mechanical description of many interacting particles is a problem
that has been around since the dawn of quantum mechanics. Already in 1929 Dirac wrote [1]:
The underlying physical laws necessary for the mathematical theory of a large
part of physics and the whole of chemistry are thus completely known, and the
difficulty is only that the exact application of these laws leads to equations much
too complicated to be soluble.
What Dirac meant by this is that, in principle, the formalism to treat many-electron problems
arising in the study of atoms, molecules and solids is completely known. Assuming that one
can neglect relativity and that electrons interact solely through the Coulomb interaction,
quantum mechanics provides the recipe by which the problem can be tackled. This recipe
consists of solving the Schro¨dinger equation:
HˆΨ = EΨ . (1.1)
Mathematically, this is nothing but an ordinary eigenvalue equation in a linear space endowed
with an inproduct, called Hilbert space in the context of quantum mechanics. The N -particle
wave function Ψ is a vector in Hilbert space. The linear and Hermitian operator Hˆ is called
the Hamiltonian, and contains all the information about the interparticle interactions. The
eigenvalue E denotes the possible energies of the system. When identical particles are con-
sidered, an extra permutation symmetry of the wave function Ψ has to be imposed, better
known as the Pauli-principle for electrons.
The problem is that the direct application of this recipe is necessarily limited to small
systems, because of the exponential scaling of Hilbert space with the number of particles
1
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involved. This makes the solution of the eigenvalue problem in Eq. (1.1) problematic as it
scales as O(n3) where n is the dimension of Hilbert space. A linear spin chain, consisting of
sites with spin-12 degrees of freedom, provides a simple example that illustrates this dramatic
scaling of Hilbert space. A single spin-12 site is described by a wave function consisting of two
components, a spin-up and a spin-down term:
|Ψ〉 = C↑| ↑〉+ C↓| ↓〉 . (1.2)
Only two complex numbers Cσ are needed to completely characterize this state. For describing
two sites one requires:
|Ψ〉 = C↑↑| ↑↑〉+ C↓↑| ↓↑〉+ C↑↓| ↑↓〉+ C↓↓| ↓↓〉 , (1.3)





Cσ1...σL |σ1, . . . , σL〉 , (1.4)
and one requires 2L numbers to completely describe the state. This observation led Dirac to
remark:
It therefore becomes desirable that approximate practical methods of applying
quantum mechanics should be developed, which can lead to an explanation of the
main features of complex atomic systems without too much computation.
Over the last eighty years a great variety of such approximate methods have been developed
[2, 3, 4, 5, 6]: from perturbation theory and cluster expansions over self-consistent field
and variational methods to renormalization group methods and stochastical techniques like
Quantum Monte Carlo. Most of these approximate methods try to somehow capture the
relevant information, present in the wave function, in a reduced object.
If the quantum many-body problem is the stage, the main protagonist in this thesis is
the reduced density matrix. The reduced density matrix method discussed in this thesis is
an approximate method that tries to replace the wave function, with its exponentially scaling
number of variables, with the two-particle density matrix (2DM), for which only a quartically
scaling number of variables are needed. This is a very efficient reduction since these are just
the degrees of freedom needed for the exact evaluation of the energy.
The reduced density matrix makes its first appearance in the work of Dirac, in which the
single-particle density matrix (1DM) is used in the description of Hartree-Fock theory [7].
Husimi [8] was the first to note that, for a system of identical particles interacting only in a
pairwise manner, the energy can be expressed exactly as a function of the 2DM. This becomes
very clear in second-quantized notation (see e.g. [2, 3]), where a system of identical particles
















The expectation value for the energy of any ensemble of N -particle wave functions |ΨNi 〉 with
positive weights wi, can then be expressed as a function of the 2DM alone:∑
i












wi〈ΨNi |a†αa†βaδaγ |ΨNi 〉 , with
∑
i
wi = 1 , (1.7)





N − 1 (δαγtβδ − δαδtβγ − δβγtαδ + δβδtαγ) + Vαβ;γδ . (1.8)
The idea to use the 2DM as a variable in a variational scheme was first published in literature
by Lo¨wdin in his groundbreaking article [9], but even earlier, in 1951, John Coleman tried a
practical variational calculation on Lithium. To his surprise, the energy he obtained was far
too low, after which he realized the variation was performed over too large a class of 2DM’s
[10]. Independently and unaware of the work by Lo¨wdin and Coleman, Joseph Mayer [11]
used the 2DM in a study of the electron gas. In a reply to Mayer’s paper, Tredgold [12]
pointed out the unphysical nature of the results, and suggested that additional conditions on
the density matrix are needed to improve on them.
These results led Coleman, in his seminal review paper [13], to formulate the N -represen-
tability problem. This is the problem of finding the necessary and sufficient conditions which
a reduced density matrix has to fulfil to be derivable from a statistical ensemble of physical
wave functions, i.e. expressible as in Eq. (1.7). In this paper he also derived the necessary and
sufficient conditions for ensemble N -representability of the 1DM (see also Section 2.2.1), and
some bounds on the eigenvalues of the 2DM. A big step forward was the derivation of theQ and
G matrix positivity conditions by Garrod and Percus [14]. These were practical constraints,
which allowed for a computational treatment of the problem. The first numerical calculation
using these conditions on the Beryllium atom [15, 16] was very encouraging, as the results were
highly accurate. It turned out, however, that Beryllium, due to its simple electronic stucture,
is a special case where these conditions perform very well. A subsequent study showed that
these conditions do not work well at all for nuclei [17, 18]. This disappointing result, together
with the computational complexity of the problem, caused activity in the field to diminish
for the next 25 years. The change came with the development of a new numerical technique,
called semidefinite programming, which turned out to be very suited for the determination
of the 2DM under matrix positivity constraints. Maho Nakata et al. [19] were the first to
use a standard semidefinite programming package to calculate the ground-state energies of
some atoms and molecules, and obtained quite accurate results. He was quickly followed by
Mazziotti [20]. These results reinvigorated interest in the method, and sparked of a lot of
developments. New N -representability conditions were introduced, e.g. the three-index T
conditions (see Section 2.2.2.2), set forth by Zhao et al. [21], which led to mHartree accuracy
[22, 23, 24, 25, 26, 27] for molecules near equilibrium geometries.
In recent years interest in the method has been growing, as the variational determination
of the 2DM results in a lower bound, which is highly complementary to the upper bound
obtained in variational approaches based on the wave function. In addition, the method is
essentially non-perturbative in nature, and has a completely different structure unrelated to
other many-body techniques. A lot of activity has been devoted to the search for new N -
representability conditions, which improve the result in a computationally cheap way [28, 29].
There have also been efforts to improve the semidefinite programming algorithms by adapting
them to the specific problem of density matrix optimization [30, 31, 32], allowing the study
larger systems.
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In this thesis we discuss the framework of density matrix optimization, its applications
to physical systems, and the contributions we made to the field. In Chapter 2 the N -
representability problem is introduced. We start by discussing its formal definition, and
how useful necessary constraints can be derived. A non-exhaustive overview of what is known
about N -representability is provided, and some of the non-standard approaches we developed
are discussed. The next Chapter is devoted to the semidefinite formulation of density matrix
optimization. We present a detailed analysis of the three different semidefinite programming
algorithms that were developed during the PhD. A comparison is made of their performance
using the one-dimensional Hubbard model as a benchmark. Chapter 4 is rather technical, and
deals with how the semidefinite programming algorithms can be made more performant by
exploiting symmetries. In Chapter 5 we present the results that are obtained when applying
this method to a variety of physical systems, and how new N -representability constraints are
derived when the results are not satisfactory. In the application of the method to the one-
dimensional Hubbard model a drastic failure of the standard two-index N -representability
constraints in the strong-correlation limit is observed. An analysis is made of why these
constraints fail, and what the relevant correlations are that need to be included in order to
fix the problem. In Chapter 6 an approach is presented which includes these correlations,
without becoming computionally too expensive. We present results which show that the
strong-correlation limit is well described using this approach, and that the quality of the
results is improved for the whole phase diagram. Finally, in Chapter 7 we draw conclu-
sions about the method, discuss what is needed to make it a competitive electronic structure
method, and provide ideas for future research.
CHAPTER 2
N -representability
In the introduction we introduced the N -representability problem, and how it was discov-
ered historically. In this Chapter we try to give an overview of what is known about ex-
act and approximate N -representability of reduced density matrices. In Section 2.1 the N -
representability problem is placed in the broader context of what is known in mathematics
as marginal problems, and different definitions of N -representability are introduced. In Sec-
tion 2.2 we proceed by deriving the necessary and sufficient N -representability conditions for
the one-particle density matrix, and some necessary conditions on the two-particle density
matrix that are well known and frequently used. The last part of this Chapter deals with
non-standard N -representability constraints, such as subsystem constraints or diagonal con-
ditions. For more information on some of the mathematical concepts used in this Chapter we
refer to Appendix A.
2.1 Definitions of N-representability
The N -representability problem, as introduced by Coleman [13], is actually a special case
of a set of problems known in mathematics as marginal problems [33]. Given a probability
distribution with N variables, p(x1, . . . , xN ), a k-marginal distribution is defined as:
k
Np(xi1 , . . . , xik) =
∑
x1,...,xi1−1,xi1+1,...,xik−1,xik+1,...,xN
p(x1, . . . , xN ) . (2.1)
The classical marginal problem can be formulated as the question what the conditions are





k-marginal distributions has to fulfil to be consistently derivable from an
N -variable probability distribution as in Eq. (2.1). The logical quantum extension to this
problem is to replace the probability distribution with a wave function:
p(x1, . . . , xN )→ ψ∗(x1, . . . , xN )ψ(x1, . . . , xN ) . (2.2)
5
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The right-hand side of Eq. (2.2) is just the N -particle density matrix (NDM) expressed in




wi|ΨNi 〉〈ΨNi | with weights wi ≥ 0 and
∑
i
wi = 1 . (2.3)
He considers the NDM to be an object better suited for quantum mechanics, because it
describes a system as a statistical ensemble of pure states, as opposed to the wave function
framework which can only handle pure states. This is an advantage, because in reality a
system is entangled with its environment, and a measurement on the system is described by
a statistical ensemble of states, and not by a pure state. Because of the description of an
NDM as a statistical ensemble of pure-state density matrices, the set of NDM’s is convex (see
Appendix A). From its definition in Eq. (2.3) it is clear that an NDM must be Hermitian,
positive semidefinite and have unit trace. As with classical probability distributions, we can
define marginal or reduced p-density matrices (pDM), where (N − p) particles are traced out:
p








pDM’s must fulfil to be consistently derivable from an NDM as in Eq. (2.4) [35]. For
systems of identical particles, fermions or bosons, every pDM derivable by (2.4) has to be
the same, because they can be mapped onto each other by a simple permutation of the
indices. The N -representability problem is just the quantum marginal problem limited to
systems of identical particles. Rewritten in the language of second quantization, a pDM is





wi 〈ΨNi |a†α1 . . . a†αpaβp . . . aβ1 |ΨNi 〉 . (2.5)
When looking at Eq. (2.5) we see that the pDM is Hermitian and positive semidefinite, the
trace is N !(N−p)! , but it is not at all clear which additional conditions a physical pDM has to
satisfy. In physical terms, the question we are asking is: what are the constraints that are put
on p-particle properties of a quantum system when it is part of a larger system of N identical
particles.
2.1.1 Dual definition of N-representability
Using the variational principle, and the fact that the set of N -representable pDM’s is convex,
we can derive an alternative definition of N -representability, which turns out to be very useful









a†α1 . . . a
†
αpaβp . . . aβ1 . (2.6)
The expectation value of this operator in any statistical ensemble of N -particle states can be
expressed using only the pDM derived from this state:∑
i
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. A lower value therefore implies that the pNΓ used cannot be physical.
As such the first part of our proof can be stated: if a pDM is N -representable, then for all















Suppose that we are given a pDM, pNΓ
∗, which is not N -representable. From the separating
hyperplane theorem for convex sets [36] it follows that a such a pDM can always be separated
from the N -representable set by a hyperplane. A hyperplane C in pDM space (see Appendix
A) is defined by a number x and a matrix O(p) as:
p






= x . (2.9)
The fact that a non N -representable pDM is always separated from the N -representable set







< x , (2.10)



























This implies that for a non N -representable pDM, we can always find a p-Hamiltonian for
which the expectation value of the energy is lower than the ground-state energy of the Hamil-
tonian. The dual definition of N -representability can now be stated as:













for all p-particle Hamiltonians H
(p)
ν .
In Fig. 2.1 an artist impression of this theorem is shown. The image is trying to convey
the idea that the convex N -representable set is created by an infinite number of hyperplanes,
which are defined as in Eq. (2.9) by all possible p-Hamiltonians and their ground-state ener-
gies.
2.2 Standard N-representability conditions
In the previous Section we discussed the origin of the N -representability problem, and pro-
vided two equivalent definitions. In the first, Eq. (2.5), the N -particle wave function is
referenced. It would of course be senseless to replace the wave function by the density ma-
trix in a variational approach, and then reintroduce the wave function in order to impose
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N-representable
Figure 2.1: Schematic representation of Theorem 1, it shows the N -representable region
demarcated by an infinite number of hyperplanes defined by p-Hamiltonians and their ground-state
energies.
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Necessary and Suﬃcient
Necessary
Figure 2.2: The set of pDM’s which satisfies the necessary N -representability conditions is larger
than the exact set, which means that the optimization of a 2DM under these constraints, for a
certain Hamiltonian Hˆ(p), leads to a lower bound in the energy: Enec < Eexact.
N -representability. The second definition, in Eq. (2.13), is no better in a practical sense, as
it requires the knowledge of the ground-state energy of all p-particle Hamiltonians, which is
of course exactly what we are trying to find.
In this Section we derive some useful necessary N -representability constraints which are
used in practical calculations. A necessary constraint is valid for all N -representable pDM’s,
but it could be valid for non N -representable pDM’s too. E.g. all N -representable pDM’s are
antisymmetrical in their single-particle indices, but not all p-particle matrices that are anti-
symmetric in their single-particle indices are N -representable. It follows that if we optimize
a pDM over a limited set of necessary constraints the resulting energy is a lower bound to
the exact energy, because we have varied over a set that is too large, as can be seen in Figure
2.2.
2.2.1 N-representability of the 1DM
The first practical N -representability conditions were derived for the 1DM [13]. This object






wi〈ΨNi |a†αaβ|ΨNi 〉 . (2.14)
At this point it is interesting to note that N -representability is invariant under unitary trans-
formations of the single-particle basis, as is seen from the definition of the reduced pDM
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in Eq. (2.4). This means that when we have an N -representable pDM, we can rotate the
single-particle basis at will, and stay inside the N -representable set. A consequence for the
1DM is that the necessary and sufficient N -representability conditions must be expressible as
a function of its eigenvalues alone!




ραα = N , (2.15)
ραβ = ρβα , (2.16)
ρ  0 . (2.17)
A more systematic way of finding necessary conditions is through the dual definition of N -
representability in Eq. (2.13). The idea is to use a class of Hamiltonians for which a lower
bound to the groundstate energy is known, and use this to obtain necessary constraints on
the pDM. One such class consists of the manifestly positive Hamiltonians, for which we know




Bˆ†i Bˆi , (2.18)
in which Bˆ† is a p-particle operator. For the 1DM there are two independent classes of





α leads to the condition:∑
αβ
pα〈ΨN |a†αaβ|ΨN 〉pβ ≥ 0 , (2.19)
which is equivalent to the already stated positivity condition on the 1DM (2.17).
2. Bˆ† =
∑
α qαaα leads to the condition:∑
αβ
qα〈ΨN |aαa†β|ΨN 〉qβ ≥ 0 . (2.20)
This is a new matrix positivity condition, which can be expressed as a linear map of
the 1DM through the use of anticommutation relations:
q  0 where q(ρ)αβ = δαβ − ραβ . (2.21)
The interpretation of this condition is that the probability of finding a hole in a par-
ticular single-particle state has to be positive. Equivalently, the number of particles
occupying an orbital can’t be larger than one.
These two conditions combined lead to the result that the eigenvalues of a fermionic 1DM
have to lie between 0 and 1, which is just an expression of the Pauli exclusion principle.
We now have derived necessary conditions for the 1DM. Are these sufficient to ensure
N -representability? To prove this it is instructive to look at the structure of a 1DM derived
from a Slater determinant. A Slater determinant has N occupied single-particle orbitals, so
the 1DM has N eigenvalues equal to 1, and the rest is zero. An arbitrary 1DM that satifisies
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(2.17) and (2.21) has eigenvalues between 0 and 1. It has been proved that one can always
find an ensemble of Slater 1DM’s which has the same eigenvalues and eigenvectors [13]. From
this fact it follows that the conditions are also sufficient, because every 1DM that satisfies
them can be derived from an ensemble of Slater 1DM’s.
Finding the ground-state energy of an arbitrary single-particle Hamiltonian H
(1)
ν can now














ρ  0 ,
q(ρ)  0 ,
Tr ρ = N .
(2.23)
In the ground-state 1DM, the particles are distributed over the N lowest eigenstates of the
Hamiltonian Hˆ
(1)
ν , because of the conditions (2.23). The energy expectation value of two-
particle Hamiltonians cannot be expressed using the 1DM alone, one also needs the 2DM. We
can however construct an uncorrelated 2DM out of a 1DM:
2
NΓαβ;γδ = (ρ ∧ ρ)αβ;γδ = ραγρβδ − ραδρβγ . (2.24)
Using this object in a variational optimization under the constraints (2.23) leads to exactly
the same result as with the Hartree-Fock approximation [3].
2.2.2 Necessary conditions for the 2DM
In the previous Section we have seen that is relatively easy to derive the necessary and
sufficient conditions for the 1DM. This should give us hope that it won’t be that hard to derive
conditions for the 2DM. Unfortunately it is almost impossible to derive necessary and sufficient
conditions for the 2DM. In fact, the N -representability problem for the 2DM has been proven
to belong to the Quantum Merlin-Arthur (QMA) complete complexity class [37]. This is not
surprising, as we have seen in Theorem 1 that the N -representability problem is equivalent to
determining the ground-state energy for all possible two-particle Hamiltonians. Finding the
ground-state energy for only one two-particle Hamiltonian already scales exponentially with
system size, which gives an indication of the complexity of the N -representability problem.
In this Section we show how people try to get around this and derive some frequently used







wi〈ΨNi |a†αa†βaδaγ |ΨNi 〉 . (2.25)










Γαβ;γδ = Γγδ;αβ , (2.27)
Γαβ;γδ = −Γβα;γδ = −Γαβ;δγ = Γβα;δγ , (2.28)
Γ  0 . (2.29)
These are, however, not at all sufficient to give a good approximation to the ground-state
energy. For deriving further necessary conditions we use the same method as for the 1DM,
using positive Hamiltonians with the structure of (2.18).
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2.2.2.1 Two-index conditions
Combining two creation and/or annihilation operators yields four different forms of the Bˆ†
operator.
The I condition: the Hamiltonian constructed from Bˆ† = ∑αβ pαβa†αa†β has to have an
expectation value larger than zero:∑
αβγδ
pαβ〈ΨN |a†αa†βaδaγ |ΨN 〉pγδ ≥ 0 . (2.30)
This is just an expression of the fact that Γ has to be positive semidefinite, which we already
knew. Physically speaking, it is the expression of the fact that the probability of finding a
two-particle pair is larger than zero. We refer to this condition as the I condition, for the
identity condition.
The Q condition: in exactly the same way Bˆ† = ∑αβ qαβaαaβ leads to:∑
αβγδ
qαβ〈ΨN |aαaβa†δa†γ |ΨN 〉qγδ ≥ 0 , (2.31)
expressing the positive semidefiniteness of the two-hole matrix, i.e. the probability of finding
a two-hole pair has to be larger than zero:
Q  0 where Qαβ;γδ =
∑
i
wi〈ΨNi |aαaβa†δa†γ |ΨNi 〉 , (2.32)
as first derived by C. Garrod and J. K. Percus in [14]. This matrix can be rewritten as a
function of the 2DM and the 1DM by reordening the creation and annihilation operators
using anticommutation relations, leading to the following linear matrix map:
Q(Γ)αβ;γδ = δαγδβδ − δβγδαδ + Γαβ;γδ − (δαγρβδ − δαδρβγ − δβγραδ + δβδραγ) . (2.33)
One can see that the combination of the I and Q conditions already insures that the Pauli













in which M is the dimension of single-particle space. It is seen that ρ and q are automatically
positive semidefinite if I and Q are. This, however, does not mean that enforcing the I and
Q conditions leads us to a better result than Hartree-Fock. The set over which we are varying
is too large, so we get a lower bound to the ground-state energy. Applying only I and Q
can lead to considerable overestimation of the correlation energy, defined as the difference
between the exact and the Hartree-Fock energy.
Two more constraints can be defined in the same way, using aa† or a†a operators. They
were first derived in [14], but in a different form (see Section 2.2.2.3).
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αaβ leads to the following
positivity expression: ∑
αβγδ
g1αβ〈ΨN |a†αaβa†δaγ |ΨN 〉g1γδ ≥ 0 , (2.36)
which is a mathematical translation of the fact that the probability of finding a particle-hole
pair must be larger than zero. We call this condition the G1 condition:
G1  0 where (G1)αβ;γδ =
∑
i
wi〈ΨNi |a†αaβa†δaγ |ΨNi 〉 , (2.37)
which can again be rewritten as a matrix map of the 2DM using anticommutation relations:
G1 (Γ)αβ;γδ = δβδραγ − Γαδ;γβ . (2.38)
Note that there is no symmetry between the single-particle orbitals here. This condition turns
out to be much more stringent than the I or Q conditions. The combined conditions IQG1
are known as the standard two-index conditions. Applying these can already lead to very
good approximations for some systems, e.g. the Beryllium atom. For other systems, however,
additional constraints are needed to obtain decent results.









g2αβ〈ΨN |aαa†βaδa†γ |ΨN 〉g2γδ ≥ 0 , (2.39)
i.e. the probability of finding a hole-particle pair has to be positive. We call it the G2
condition:
G2  0 where (G2)αβ;γδ =
∑
i
wi〈ΨNi |aαa†βaδa†γ |ΨNi 〉 . (2.40)
Expressed as a function of the 2DM this becomes:
G2 (Γ)αβ;γδ = δαβδγδ − δαβργδ − δγδραβ + δαγρβδ − Γαδ;γβ . (2.41)
As it turns out this is not an independent condition, as is shown in Section 2.2.2.3.
2.2.2.2 Three-index conditions
As mentioned in the previous paragraph, the two-index conditions sometimes give a very good
result, but often stronger conditions are needed describe systems correctly. One example of
stronger conditions are the so-called three-index conditions. They are also derived from pos-
itive Hamiltonians of the type (2.18), but slightly different from those used in the previous
paragraph. For these conditions, use is made of the fact that taking the anticommutator of
fermionic three-particle operators lowers the rank by one, and the expectation value is there-
fore expressible as a function of the 2DM alone. The general form of the positive Hamiltonian
used here is:
Hˆ = Bˆ†Bˆ + BˆBˆ† , (2.42)
in which the Bˆ†’s are combinations of three creation and/or annihilation operators. There
are three independent conditions that can be derived in this way. These conditions were first
alluded to in the work of R.M. Erdahl [38], and explicitly used in [21, 22].
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〈ΨN |a†αa†βa†γaζaaδ|ΨN 〉+ 〈ΨN |aζaaδa†αa†βa†γ |ΨN 〉
)
t1δζ ≥ 0 . (2.43)
This expresses the positivity of the T1 matrix defined as:







〈ΨNi |a†αa†βa†γaζaaδ|ΨNi 〉+ 〈ΨNi |aζaaδa†αa†βa†γ |ΨNi 〉
)
. (2.45)
Due to the anticommutation of the Bˆ† and Bˆ this expression can still be written as a function
of the 2DM when we anticommute the creation and annihilation operators:
T1 (Γ)αβγ;δζ = δγζδβδαδ − δγδαδδβζ + δαζδγδβδ − δγζδαδβδ + δβζδαδγδ − δαζδβδγδ
− (δγζδβ − δβζδγ) ραδ + (δγζδα − δαζδγ) ρβδ − (δβζδα − δαζδβ) ργδ
+ (δγζδβδ − δβζδγδ) ρα − (δγζδαδ − δαζδγδ) ρβ + (δβζδαδ − δαζδβδ) ργ
− (δβδδγ − δβδγδ) ραζ + (δγδαδ − δαδγδ) ρβζ − (δβδαδ − δαδβδ) ργζ
+δγζΓαβ;δ − δβζΓαγ;δ + δαζΓβγ;δ − δγΓαβ;δζ + δβΓαγ;δζ − δαΓβγ;δζ
+δγδΓαβ;ζ − δβδΓαγ;ζ + δαδΓβγ;ζ . (2.46)
Note that this is a matrix on three-particle space, and as such will be computationally much
heavier to use. Using this condition does not make the I or Q condition redundant, since T1
implies positiveness of the sum BB† +B†B and not of the individual terms.















〈ΨN |a†αa†βaγa†ζaaδ|ΨN 〉+ 〈ΨN |a†ζaaδa†αa†βaγ |ΨN 〉
)
t2δζ ≥ 0 . (2.47)







〈ΨNi |a†αa†βaγa†ζaaδ|ΨNi 〉+ 〈ΨNi |a†ζaaδa†αa†βaγ |ΨNi 〉
)
, (2.48)
which, following the standard recipe, becomes an expression of the 2DM alone:
T2(Γ)αβγ;δζ = (δαδδβ − δαδβδ) ργζ + δγζΓαβ;δ
−δαδΓγ;ζβ + δβδΓγ;ζα + δαΓγδ;ζβ − δβΓγδ;ζα . (2.49)
This is a more compact expression than the T1, but it turns out to be a stronger condition,
much like the G condition was more stringent than I and Q.
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〈ΨN |a†αaβa†γaζa†aδ|ΨN 〉+ 〈ΨN |aζa†aδa†αaβa†γ |ΨN 〉
)
t3δζ ≥ 0 . (2.50)







〈ΨNi |a†αaβa†γaζa†aδ|ΨNi 〉+ 〈ΨNi |aζa†aδa†αaβa†γ |ΨNi 〉
)
. (2.51)
Once more, the anticommutation of the creation and annihilation operators enables us to
write this as a function of the 2DM alone:
T3(Γ)αβγ;δζ = δαδδβγδζ − δαδΓγ;βζ − δαζΓγ;δβ − δγδΓα;βζ + δβΓαγ;δζ
−δγζΓα;δβ − δαδδζρβγ − δαδδγβρζ + δαζδγβρδ + δγδδζραβ
+(δαδδγζ − δαζδγδ)ρβ . (2.52)
In the next Section, however, we show that this condition becomes redundant the T2 condition
is generalized.
2.2.2.3 The primed conditions
Up to now, we have derived necessary constraints using positive Hamiltonians, in which
the positive Hamiltonians were built with some combination of creation and annihilation
operators. In some cases it is possible to derive more stringent conditions, called primed
conditions, involving linear combinations of such operators. The first condition of this type
to be derived was by Garrod and Percus [14], in what was also the first derivation of a G-like
condition.
The G′ condition The idea of primed conditions is to generalize the operator Bˆ†. For the






αaβ + C , (2.53)
in which C is a constant operator. The positivity of the Hamiltonian constructed with this
Bˆ† leads to the following expression:∑
i
wi〈ΨNi |Bˆ†Bˆ|ΨNi 〉 =
∑
αβγδ







g′γδ ργδ + C
2 ≥ 0 , (2.54)
which can be rewritten as:
∑
αβγδ








γδ ≥ 0 . (2.55)
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g′αβ ραβ , (2.56)
since this removes a strictly positive contribution to Eq. (2.55). The remaining terms in
Eq. (2.55) then express the positive semidefiniteness of the matrix:
G′ (Γ)αβ;γδ = δβδραγ − Γαδ;γβ − ραβργδ . (2.57)
From the definition (2.53) it should be clear that when the G′ is fulfilled, both G1 and G2 will be
fulfilled too, since these are just special cases of G′ with a specific value for the number C. The






















αaβ + C (2.58)
with




Unfortunately G′ is not linear in Γ which hinders its use in a standard semidefinite program.
However, one can show that the domain in 2DM space for which G′ is positive is exactly the
same as that where G1 is positive, i.e.
Theorem 2. The nullspaces of the G′ and G1 matrix map coincide.
Proof. In the first part of the proof we show that when, for some Γ, G1(Γ) has a zero eigenvalue,











Γαδ;γβ vγδ = 0 . (2.60)




ραγvγα = 0 . (2.61)





G1(Γ)αβ;γδ vγδ − ραβ
∑
γδ
ργδ vγδ = 0 . (2.62)
In the second part we prove the inverse. Suppose G′(Γ) has a zero eigenvalue with eigenvector
v, then G1(Γ) also has a zero eigenvalue, with eigenvector v′:
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First we note that v′ is also an eigenvector of G′ because:∑
γ
G′(Γ)αβ;γγ = 0 . (2.64)


















= 0 . (2.65)
From Theorem 2 we learn that using G′ or G1 during the optimization yields the same
results, since the edges of the convex sets for which G1  0 and G′  0 are the same! The G1
condition is to be preferred, because it is linear in Γ and therefore easier to use in semidefinite
programs. At the same time one sees that G2 is redundant, because it is included by G′,
and following from the above theorem, also by G1. So from now on we refer to G1 as the G
condition and never use G2 again.
The T ′2 condition A primed condition can also be derived for the three-index case, through
a generalization of the Bˆ† for the T2 condition,(see [27, 39]). The positive Hamiltonian has
the form:
Hˆ = ˆ˜B† ˆ˜B + BˆBˆ† , (2.66)














To it is added the regular second part of the T2 Hamiltonian, to cancel out the three-particle
terms appearing in the first part. The expression of positivity then leads to:∑
i
























wi〈ΨNi |a†αa†βaγaν |ΨNi 〉 = Γαβ;νγ . (2.69)






 0 . (2.70)
One can see from Eq. (2.70) that this matrix has a slightly larger dimension than the regular
T2 condition, but this is negligible compared to the size of the T2 matrix. It is also obvious
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that T ′2 includes T2, as diagonal blocks of a positive definite matrix are also positive. What
is more, the T3 can be shown to be a part of the T ′2 class too, since the Bˆ† that creates the










































As reported in [27, 39], slightly better results are obtained when adding the T ′2 condition
compared to only applying the T1 and T2 conditions.
2.3 Non-standard N-representability conditions
Up to now we have focussed on constraints which can be expressed as matrix positivity
constraints of linear maps of the 2DM. These constraints are commonly used in 2DM opti-
mization. In some situations the two-index conditions suffice to obtain a good approximation
of the ground-state properties, but often the results are not good enough. In a standard
approach one would use the three-index conditions to increase accuracy, but this limits the
size of the systems that can be studied as the computational cost increases dramatically. In
this Section we introduce some non-standard N -representability conditions that can be used
to increase accuracy without making the optimization computationally unfeasible.
2.3.1 Subsystem constraints
The first example of non-standard constraints we introduce are the subsystem constraints [29].
These constraints were developed for the special case of diatomic dissociation (See section
5.2), but are more generally applicable. In this Section we derive these constraints without a
specific application in mind. The idea of subsystem constraints is to impose constraints on the
2DM restricted to some subspace of single-particle Hilbert space. To derive them however we
first need to introduce the concept of N -representability for systems with a fractional number
of particles.
2.3.1.1 Fractional N-representability
Until now we have only discussed systems with an integer number of particles. When we talk
about a fractional particle number we don’t mean that the particles are actually split up, but
that the expectation value of the ‘number of particles’-operator is fractional. This means that
the system is open, it can exchange particles with its environment, so the number of particles
in the system fluctuates. The natural way to deal with these kinds of systems is by taking an
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xiN |ΨNi 〉〈ΨNi | where xiN ≥ 0 ,
∑
Ni
xiN = 1 and
∑
Ni
xiNN = N¯ . (2.74)






xiN 〈ΨNi |a†α1 . . . a†αpaβp . . . aβ1 |ΨNi 〉 , (2.75)
in which the xiN ’s satisfy the same relations as for the N¯DM. It is important to note that it
is not possible to derive the 1DM from the 2DM as with integer N density matrices. When
a fractional-N system is described by a Hamiltonian containing both one- and two-body
interaction terms, one needs both the 1DM and the 2DM to express the energy. For these
systems it is therefore more natural to consider the pair (ρ,Γ) as fractional-N representable,
if they can both be derived by an ensemble as in Eq. (2.75) with the same weights xiN .
The set of fractional-N representable (ρ,Γ)’s is obviously convex, and the whole argu-
mentation of Section 2.1.1 is applicable here as well. The dual definition of fractional N -
representability can therefore be immediately stated. The pair (ρ,Γ) is fractional-N repre-
















the energy expressed in terms of (ρ,Γ) is larger than the ground-state energy of this Hamil-
tonian for an ensemble with average number of particles N¯ :





2.3.1.2 Subsystem 2DM’s are fractional-N representable
Let us now take an arbitrary subspace, V, of single-particle Hilbert space. We use Latin
letters (a, b, . . .) for single-particle orbitals that are in the subspace, as opposed to Greek
letters (α, β, . . .) for general single-particle orbitals. In this Section we prove that if NΓ is an
integer N -representable 2DM, then the pair (ρV ,ΓV), defined as







is fractional-N representable on the subspace V, with N¯ = ∑a ρVaa . As NΓ is integer N -




xi〈ΨNi |a†aa†badac|ΨNi 〉 . (2.80)
We can expand each |ΨNi 〉 in Slater determinants, classified according to the number of






iCjsj s¯N−j |sj〉|s¯N−j〉 , (2.81)
20 CHAPTER 2. N -REPRESENTABILITY
in which sj represents a set of j subsystem orbitals, and s¯N−j a set of N − j orbitals not
in the subsystem. Using the fact that the string of subsystem-type creation/annihilation
operators in Eq. (2.80) does not change the number of subsystem orbitals, that it leaves the
non-subsystem part of the Slater determinant unchanged, and using orthonormality of the
s¯N−j states, we see that∑
i













iCjsj s¯N−j |sj〉 , (2.83)
is a state with j particles in the Fock space generated by the subsystem orbitals. These states






|iCjsj s¯N−j |2 = wjis¯N−j . (2.84)
If we replace them by normalized states
|Ψ˜jis¯N−j 〉 = [w
j
is¯N−j ]
















is¯N−j = 1 , (2.87)
because of the normalization of the original N -particle states. In an analogous way one shows










is¯N−j 〉 . (2.88)
This proves that ΓV and ρV can be derived from the same ensemble of wave functions con-
taining only orbitals in the subsystem. This ensemble has a fractional number of particles (in










We can again harness the power of the dual formulation of N -representability (2.77) to
introduce the subsystem constraints:
Theorem 3. If NΓ is integer N -representable, then for an arbitrary subspace of single-particle
Hilbert space V, the pair (ρV ,ΓV) as defined in Eqs. (2.78) and (2.79) must obey the inequality:





with N¯ = TrρV , and for every Hamiltonian HˆV of the form (2.76), defined in the subspace V.
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2.3.1.3 Applicability of subsystem constraints
Having established the explicit form of the subsystem constraints, one could ask the question:
why would these constraints be important? One answer to that question is that Theorem 3
does not hold for approximate N -representability, using the matrix positivity conditions intro-
duced in the previous Sections. In other words, the fact that the global 2DM of the N -particle
system obeys necessary N -representability conditions does not imply that the subsystem pairs
(ρV ,ΓV) obey the same fractional N -representability conditions. In analogy to Eq. (2.75) one
could say that the pair (N¯ρ, N¯Γ) is approximate fractional-N representable under a set of
necessary matrix positivity conditions L, if and only if there exists a set of weights xN in








xN NΓ , (2.92)
where for every NΓ in the expansion holds that
L(NΓ)  0 . (2.93)
If we have an approximate integer-N representable Γ, i.e. for which L(Γ)  0 for a set of
L’s. The constraints imposed by this on a subspace 2DM ΓV are not sufficient to ensure
approximate fractional-N representability. The subspace L(Γ)V ’s are diagonal blocks of the
full system L(Γ)’s, and will therefore be positive semidefinite:
L(Γ)V  0 . (2.94)
This is, however, not sufficient to ensure that there exists an expansion of the form (2.92), in
which, for every NΓ, Eq. (2.93) holds, which is required for it to be approximate fractional-N
representable. This means that 2DM optimization under matrix positivity conditions doesn’t
treat the full system and the subsystem on equal footing. This has the important consequence
that the method is not size consistent (more on that subject in Section 5.2). Imposing addi-
tional constraints on the subsystem can fix this, as was shown in [29] for diatomic molecules.
For more general systems there are a plethora of subspaces and Hamiltonians to impose (2.90),
so it is crucial to choose these carefully. A stochastical method in which these are optimized
was proposed in [40]. Once the subspace and Hamiltonian are chosen one can calculate the
right hand side of Eq. (2.90) using exact diagonalization if the subsystem is small enough, or
a density matrix optimization if it is larger.
2.3.2 The sharp conditions
The sharp conditions are another type of condition that makes use of the dual definition of N -
representability. Here, once again the positive Hamiltonians Bˆ†Bˆ are used, but in a completely
different way: now sharper bounds are imposed on the upper and lower eigenvalues of these
Hamiltonians [28].
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2.3.2.1 Sharp bounds on I(Γ)




















through a canonical transformation of the single-particle basis. Each single-particle state α
has its paired state α¯. For the sake of completeness, a short proof follows.
The 1DM of the two-particle state constructed by Bˆ† has the form:
ρ = 2B∗BT . (2.97)
If we transform to the basis of natural orbitals, ρ is diagonal and real:
ρ = ρ∗ which means that BB∗ = B∗B . (2.98)
In this basis the commutator of ρ and B is:
[ρ,B] = 2[B∗BT , B] = −2[B∗B,B] (2.99)
= −2(B∗BB −BB∗B) (2.100)
= −2[B∗, B]B = 0 . (2.101)
It follows that the matrix B is block diagonal in the natural basis, with (2× 2)-blocks since
the eigenvalues of ρ are at least doubly degenerate [13]:
[ρ,B]αβ = Bαβ(λα − λβ) = 0 . (2.102)






in which B(α) is the B-block corresponding to the eigenvalue λα. D is skew-symmetric,
but also unitary, which means that if we diagonalize it the eigenvalues are purely imaginary









(X +X∗) , (2.105)
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and xα¯ = −xα . (2.108)
Pairing Hamiltonian It turns out that the Hamiltonian Bˆ†Bˆ, with Bˆ† a pairing operator
(2.96), is exactly solvable through a Bethe-ansatz approach [41, 42, 43]. The eigenstates can
be classified according to the presence of unpaired single-particle states. As the Hamiltonian
doesn’t connect states with a different number of unpaired states, we can restrict the discussion
to the fully-paired eigenstates; in other subspaces the unpaired states are blocked, and simply
removed from the available single-particle space. The eigenstates are labeled by n−1 numbers
y, in which n is the number of pairs present in the eigenstate:
|ΨN{y}〉 = φ†(0)φ†(y1) . . . φ†(yn−1)|0〉 , (2.109)











One can show (see e.g. in [3]) that the action of the pairing Hamiltonian on the states (2.109)
is:
































From Eq. (2.111) it is clear that (2.109) will only be an eigenstate if the {y} satisfy the
equations:
Vi ({y}) = 0 , ∀i . (2.114)
The energy of the eigenstate is then given by (2.113) .
In general a system of non-linear equations can be hard to solve, but in this particular
case, Newton’s method can be used to find the largest eigenvalue. The different solutions are
separated by singularities [44, 45], so we have to find an initial point in the right compartment
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of y space. For the highest eigenvalue, a good guess is that all y’s will be negative and close




for α = 1, . . . , n− 1 , (2.115)
was always observed to converge to the highest eigenvalue.
It is now straightforward to introduce the new constraint, using the dual definition of
N -representability for the pairing Hamiltonian:
− Tr ΓB†B ≥ EN0 (−Bˆ†Bˆ) = −λmaxN [B] . (2.116)
Note that the eigenvalue spectrum of the Hamiltonian B†B only depends on the singular
values x as introduced in Eq. (2.96). We can rephrase this condition as follows: for every
two-particle state, its occupation in the 2DM has to be smaller than the maximally allowed
occupation in an N -particle system calculated through the Richardson equation:
Tr ΓB†B ≤ λmaxN [x(B)] . (2.117)











α¯ , with σα = −σα¯ = ±1 , (2.118)
which has the highest maximal eigenvalue of all possible Bˆ†’s, the maximal eigenvalue is






This is the sharpest upper bound that can be put on the eigenvalues Γ without knowledge of
the eigenvectors, which was derived by F. Sasaki [46].
Finding the most stringent condition The constraint put forward in Eq. (2.117) is not
practical yet, because we don’t know how to choose Bˆ†, and we can’t impose the inequality
for all Bˆ†’s. In this Section we propose a method to find the Bˆ† that violates Eq. (2.117) the





λmaxN [x(B)]− Tr ΓB†B
]
, (2.120)
which we minimize as a function of the matrix B. To optimize this function we need the
gradient of F with respect to the pair amplitudes Bµν . The most difficult term is the first
one as we need an analytical formula which tells how the maximal eigenvalue varies with B.














where κ > 0 means we only sum over independent xκ’s, not over the xκ¯. The relationship
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[UκµUκ¯ν − UκνUκ¯µ] . (2.123)
The first term can be derived from Eq. (2.113) by differentiation:
∂λmaxN
∂xµ








which is written in function of the y’s. It is left to determine how the y’s change as a function
of the structure coefficients x. The infinitesimally changed y’s have to remain a solution to




























= 0 , (2.125)
which yields n linear equations, that can easily be solved to obtain the derivatives. In




















λmaxN [x(B)]− Tr ΓB†B
]
. (2.126)
After a 2DM optimization, the most violated condition can now be found using a non-linear
conjugate gradient algorithm [47], and can be added as a constraint in a subsequent opti-
mization. This can be done iteratively, until there are no violated constraints left.
2.3.2.2 Sharp bounds on Q(Γ)
Having established a sharp bound on I(Γ), we can ask ourselves if the same thing can be
done for the other constraint matrices. If an upper bound can be found for the eigenvalues
of Q, the following constraint can be formulated:
Tr Q(Γ)BB† ≤ ENmax(BˆBˆ†) . (2.127)
It turns out that the eigenvalues of Hˆ = BˆBˆ† can also be found using a Richardson-like
approach discussed in the previous paragraph. Suppose we have found an eigenvector of BˆBˆ†
with eigenvalue λ:
BˆBˆ†|ΨN 〉 = λ|ΨN 〉 . (2.128)
If we let another Bˆ† operator act on the left and right side of this equation we have:
Bˆ†Bˆ|ΨN+2〉 = λ|ΨN+2〉 , with |ΨN+2〉 = Bˆ†|ΨN 〉 , (2.129)
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which means that every non-zero eigenvalue of BˆBˆ† on the N -particle system is also an
eigenvalue of Bˆ†Bˆ on the N + 2-particle system. In an analogous way one can show that
the inverse is also true, which means that the maximal eigenvalue of BˆBˆ† on an N -particle
system can be found by solving the Richardson equations (2.114) for N + 2 particles ! Given











for which the gradient can be calculated in the same way as for (2.126).
Using the approach introduced in the previous two paragraphs we constructed additional
constraints to increase the accuracy of the standard two-index conditions. In practice, how-
ever, we found that for molecular and atomic systems, the sharp-I (2.117) and sharp-Q (2.127)
conditions are never violated if the G condition is active. So in general these constraints did
not deliver the increased accuracy hoped for. As would be expected, the constraints did help
















when g is large enough. They insure that for g →∞ the correct limit is found.
2.3.2.3 Sharp bounds on G(Γ)
For the G condition, it is not possible to transform the Hamiltonian to a type solvable by the







the problem seems to be very hard, and no solution has thus far been found. For a restricted










≥ ENmin(Bˆ†Bˆ) . (2.133)
Compared to the solution for sharp-I and sharp-Q, this derivation is relatively easy. Consider







Its eigenvectors on N -particle space are Slater determinants with as eigenvalues the sum of the
energies of the N occupied orbitals. Because Bˆ† is Hermitian, Bˆ†Bˆ is just Bˆ2, which has the
same eigenvectors as Bˆ†, but with the eigenvalues squared. Now that we have diagonalized
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Maximal eigenvalue For the maximal eigenvalue there are only two possibilities, either
the N highest or the N lowest single-particle energies sum up to the highest absolute value.
Minimal eigenvalue Because the different terms in the sum (2.135) can cancel each other,
the lowest eigenvalue is much more difficult to obtain. Basically any combination of single-
particle energies can have the lowest absolute value, which means it is a combinatorial op-
timization problem. This constraint is probably very important, as the G map seems most
closely related to the structure of physical Hamiltonians studied in physics and chemistry. One







where it has been shown that the standard matrix positivity conditions fail drastically [48].
2.3.3 Diagonal constraints
The diagonal conditions are a hierarchic set of linear inequalities that only involve the diagonal
part of the 2DM. The first conditions of this type were derived by Weinhold and Wilson [49],
and later generalized and expanded by Davidson [50, 51]. Davidson derived these constraints














The expression of the energy expectation value of this type of Hamiltonian as a function of
the 2DM only involves diagonal elements of the 2DM. The eigenstates of this Hamiltonian








A 2DM will satisfy the N -representability condition (2.13) for every Hamiltonian of the type
(2.137) if it satisfies (2.13) for the extreme points of the convex set of Hamiltonians (2.137).
These extreme points generate the diagonal inequalities, and in [50, 51] a complicated general
algorithm is used to derive some of these. In [52] however, a much simpler way of deriving




yαβγ...nˆαnˆβnˆγ . . . |ΨN 〉 ≥ 0 , (2.139)
in which nˆα is the number operator a
†
αaα. The so-called (2, 2)-conditions are given by:
〈nˆαnˆβ〉 ≥ 0 , 〈(1− nˆα)nˆβ〉 ≥ 0 ,
〈nˆα(1− nˆβ)〉 ≥ 0 and 〈(1− nˆα)(1− nˆβ)〉 ≥ 0 ,
which are just the diagonal elements of the two-index conditions. In the same way one
can derive (3, 3)-conditions on the 3DM, in which the three-particle term sometimes has
a positive and sometimes a negative prefactor. Adding these constraints together one can
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construct new constraints only containing diagonal elements of the 2DM, which are called the
(3, 2)-conditions, e.g. the sum:
〈nˆαnˆβnˆγ〉+ 〈(1− nˆα)(1− nˆβ)(1− nˆγ)〉 = 〈1− nˆα− nˆβ − nˆγ + nˆαnˆβ + nˆαnˆγ + nˆβnˆγ〉 , (2.140)
which is the diagonal T1. It is possible to continue the construction of higher-order (r, r)-
conditions in this way. By taking the appropriate combination of these (r, r)-conditions one
derives higher-order constraints that can be expressed as a function of the diagonal terms of
the 2DM alone, called (r, 2)-conditions.
What is nice about these constraints is that they are computationally much cheaper
to impose than the full matrix-positivity conditions. Imposing all fourth-order constraints
would scale in the same way as imposing the full G-matrix condition. A disadvantage of this
technique is that the results are dependent on the choice of the single-particle basis used, i.e.
we lose unitary invariance of our approximate N -representability. One can envision two ways
to try to cure this, which have not been examined up to now (but should be in the future).
The first way is by imposing that the optimized energy is stationary to infinitesimal unitary
transformations. A unitary transformation U is defined by its anti-hermitian generator :
U = eλ . (2.141)
An infinitesimal unitary transformation can therefore be expressed as U = 1+λ. The change
in the energy expression under influence of this infinitesimal transformation is, to first order
in λ:




















































From Eq. (2.142) it is clear that the energy will be stable to infinitesimal unitary transfor-
mations if we impose the constraint:
[Γ, H] = 0 . (2.144)
A second way to improve the result obtained by diagonal conditions is by optimizing
the single-particle basis. Suppose we have performed an optimization using only two-index
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conditions, and in the next iteration we want to impose diagonal three-index conditions of
the T2 type:
D32 (Γ)αβγ = ργγ + Γαβ;αβ − Γβγ;βγ − Γαγ;αγ ≥ 0 . (2.145)
How to decide what single-particle basis to use in which to impose these? We could search

























The variational determination of the 2DM of a quantum system, henceforth called the v2DM
technique, can be formulated mathematically as a semidefinite program (SDP). A semidefinite
program is not a program, but a type of constrained optimization, in which a cost function is
optimized under the constraint that a matrix remains positive semidefinite. There is a vast
literature on this subject, and a nice duality theory has been established. In this Chapter
we first give a short introduction to some important results from the literature, and show
how to formulate density matrix optimization as an SDP. After this a number of standard
algorithms, which have been tailored to the specific form of v2DM, are explained in some
detail.
3.1 Hermitian adjoint maps
For the following it is useful to introduce the Hermitian adjoints of matrix maps introduced
in Section 2.2. The Hermitian adjoint maps are defined through:
Tr Li(Γ)A = Tr L†i (A)Γ , (3.1)
in which A is a matrix of the same dimension as the image of the map Li in question (e.g. a
three-particle matrix for a T1 map, etc.), and the trace is a sum over the appropriate indices.
It is important to note that from now on slightly different matrix maps are used com-
pared to the ones introduced in Section 2.2. It is mathematically and computationally more
pleasing to deal with maps that are homogeneous in Γ, so we add a term 2Tr ΓN(N−1) to the
non-homogeneous terms.
The I and Q maps are Hermitian, so they are identical to their Hermitian adjoints. For
the other maps however this is not the case. Using Eq. (3.1) the Hermitian adjoint of the G





δβδAαγ − δαδAβγ − δβγAαδ + δαγAβδ
]
(3.2)
−Aαδ;γβ +Aβδ;γα +Aαγ;δβ −Aβγ;δα ,
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The T1 operator maps a two-particle matrix on a three-particle matrix, so its Hermitian
adjoint has to map a three-particle matrix A on two-particle matrix space. Solving Eq. (3.1)
with L = T1 one finds that:
T †1 (A)αβ;γδ =
2
















In the same way one can derive for L = T2 that










A˜δα;βγ − A˜δβ;αγ − A˜γα;βδ + A˜γβ;αδ
]
,













The Hermitian adjoint of T ′2 is slightly more involved. We construct the adjoint by demanding
that:







= Tr T ′†2 (A)Γ , (3.11)
is fulfilled. This leads to the following expression for the T ′†2 map:





δβδ (Aρ)γα − δαδ (Aρ)γβ − δβγ (Aρ)δα + δαγ (Aρ)δβ
)
. (3.12)
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3.2 Primal and dual semidefinite programs
The general form of a semidefinite program [53], in its primal formulation, is given by:
max
X
−Tr X u0 u.c.t. X  0 and Tr Xui = hi , (3.13)
in which a matrix X is varied to optimize a linear function (−Tr Xu0) under the con-
straint that it remains positive semidefinite (X  0), and under a set of equality constraints
(Tr Xui = hi). This problem is completely defined by the set of matrices uα = {u0, ui},
and a vector h. As with many constrained optimization problems, one can define a dual










i  0 . (3.14)
In this case a matrix function of the dual variable γ has to remain positive definite. An
important feature of this duality is that the primal objective function always bounds the dual
from below (and vice-versa), when both primal and dual variables satisfy all equality and
inequality constraints. This can be inferred from:∑
i
γih




i + TrXu0 = Tr XZ ≥ 0 , (3.15)
because both Z and X are positive semidefinite. When the primal and dual problems are
getting closer to their optimal values, they will move towards each other. We call the difference
between the primal and dual optimal value the primal-dual gap:
η = Tr XZ . (3.16)
It has been shown that (when both primal and dual feasible regions1 aren’t empty) the primal-
dual gap vanishes at the optimal value of X and γ [55]. Because X and Z are also positive
semidefinite at their optimum, it follows that the much stronger complementary slackness
condition holds when both X and Z are optimal:
XZ = 0 . (3.17)
3.3 Formulation of v2DM as a semidefinite program
In v2DM we want to optimize the energy by varying a matrix, the 2DM, under the constraints
that it has the right particle number, and that some linear matrix maps of the 2DM are
positive semidefinite, i.e.









Tr Γ = N(N−1)2 ,
Lj (Γ)  0 . (3.19)
Here the Lj are a collection of constraints as defined in Section 2.2. This is obviously a very
similar problem to the SDP introduced in the previous Section. The explicit connection is
worked out in this Section for both the primal and dual formulation.
1The feasible region consists of the set of variables for which all the equality and inequality constraints are
satisfied.
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3.3.1 Primal formulation
In a primal SDP one varies over a matrix X, which has to be positive semidefinite. It is





XLj  0 . (3.20)
From now on we drop the index j on the constraints Lj when talking about a general constraint
different from I. The matrix X contains free-ranging variables, so we need to put linear
constraints on these variables to make sure that, for all matrix inequalities L:
XL = L (XI) . (3.21)
This can be done using the linear constraints of the primal SDP. If we introduce a complete
and orthonormal basis of the constraint-matrix spaces, {giL}, we can reformulate the linear
equalities that have to be fulfilled as (where the trace is on L-space):
Tr XLgiL = Tr L (XI) giL , (3.22)
or, using the Hermitian adjoint maps defined in the previous Section:





The equalities (3.21) can now be imposed in a standard primal SDP fashion:
Tr XuiL = 0 , (3.24)













As an example, when the active constraints are IQG, the uiG matrices which impose the linear
constraints on the XG matrix are:
uiG =
−G† (giG) 0 00 0 0
0 0 giG
 . (3.27)





where only the I block of uTr is non-zero, and equal to the unit matrix on two-particle space:
[(uTr)I ]αβ;γδ = 1αβ;γδ = δαγδβδ − δαδδβγ . (3.29)
For the energy to be optimized we only have to set the I block of u0 equal to the Hamiltonian
and the rest equal to zero. Now we have everything to express v2DM as a primal SDP, and
use standard SDP algorithms to solve it. This primal formulation was used by M. Nakata
[19] in his pioneering article on variational density matrix optimization.
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3.3.2 Dual formulation
To express v2DM as a dual SDP it is useful to introduce a complete, orthonormal basis of
traceless two-particle matrix space {f i}, which satisfies the following relationships:
Tr f i = 0 , (3.30)
Tr f if j = δij , (3.31)
f iαβ;γδ = −f iβα;γδ = −f iδγ;αβ = f iδγ;βα . (3.32)













f i . (3.33)
If we define:
γi = Tr Γf
i and hi = Tr H(2)f i , (3.34)
the energy expression can be written as:










When the particle number is fixed, one can see that the only freedom one has to optimize the
energy is in the traceless part of the matrix. This means that optimizing over the matrix Γ







Since the matrix maps L are linear and homogeneous in Γ, one can write:
L(Γ) = N(N − 1)
M(M − 1)L(1) +
∑
i















it is clear that the constraint




i  0 , (3.39)
is equivalent to constraining all the matrix maps to be positive definite. One can see that it
is far more natural to write the v2DM problem as a dual than as a primal SDP. There are
considerably less variables to be optimized, and the constraints are much easier to apply. In
the rest of the thesis we therefore use the dual formulation.
3.4 Interior point methods
The first class of algorithms to discuss are interior point methods [55]. These methods try
to optimize the cost function while staying inside of the feasible region. Interior point meth-
ods are generally very stable and have nice convergence properties, but are computationally
demanding because at every iteration a large linear system has to be solved. An important
concept for interior point methods is the central path.
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Figure 3.1: The central path is defined by the minima of the potential barrier φ, in all
Hamiltonian planes with allowed energies. One can see that both the maximal and minimal energy
lie on the central path.
3.4.1 The central path
To define the central path we introduce a barrier function, which has the property of self-
concordance2 [56], defined on the feasible region:
φ(γ) = − ln detZ(γ) . (3.40)
This function is rather flat on the inside of the feasible region, becomes larger and larger when
coming closer to the boundary and is +∞ on the edges of the feasible region. The point that
minimizes this potential is called the analytical center of the feasible region. For the following







i = e , (3.41)
the optima, for all allowed energies Emin ≤ e ≤ Emax, define the central path, as shown in
Figure 3.1. Both the maximal and minimal energy obtainable lie on the central path. This
is important because interior point methods try to follow the central path in their search for
2An R → R function f(x) is self-concordant, if |f ′′′(x)| ≤ 2f ′′(x) 32 . A multi dimensional Rn → R function
g is self-concordant if the restriction of g to any line segment is self-concordant. This property is primarily
important in the convergence analysis of various algorithms.
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the optimum, since the barrier function becomes singular on the edge of the feasible region,
which should be avoided as long a possible.
There are some nice properties associated with the central path of the primal and the dual
problem. To see this, consider the optimality conditions for (3.41), which is that the gradient
of Lagrangian of the problem has to vanish, i.e.:
Tr Z−1ui = λhi , (3.42)
with λ some Lagrange multiplier. The fact that Eq. (3.42) shows a remarkable similarity
to the primal feasibility condition is no coincidence. The matrix Z−1/λ is not only primal
feasible, but can be shown to be the solution to the following optimization problem:
min
X
− ln detX u.c.t. Tr Xui = hi and − Tr Xu0 = η − n
λ
, (3.43)
with n the dimension of the matrix X. This means there is a pairing between points on the
central path of the primal and the dual problem. For every point on the dual central path










c = 0 . (3.45)
3.4.2 Dual-only potential reduction method
This is the most transparent interior point algorithm, and it only considers the dual problem.
It is a conceptually simple algorithm that is very flexible and easy to adapt to the specific
structure of the problem at hand. The idea is to use a potential barrier function to impose





i − t ln detZ(γ) , (3.46)
for a certain value of t, the optimal value lies where the two competing terms in Eq. (3.46)
are in balance. The energy term tries to move γ in the negative direction of h, but as it gets
closer to the edge of the feasible region, the potential gets steeper. The parameter t decides
where this balance occurs, and the smaller it becomes, the closer to the edge the optimum
is. As a function of t, the optimum γ∗(t) lies on the central path. For large t, γ∗(t) lies
around the analytic center, for t→ 0, γ∗(t) lies on the edge, which is exactly the solution to
the dual SDP. The idea of the potential reduction method is to solve Eq. (3.46) for a large
enough value of t, and use the solution as a starting point for a subsequent optimization with
a smaller value of t. This is repeated until t is small enough, and we have converged to a
point close to the edge.
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3.4.2.1 Solution for fixed penalty
To solve the optimization problem Eq. (3.46) we use the Newton-Raphson method. This
method approximates the non-linear potential by its second-order Taylor expansion:





















and then searches for the step δγ that minimizes this expansion. The optimality conditions
for Eq. (3.47) lead to the following system of linear equations to determine δγ:∑
j
Hijδγj = −∇φi . (3.48)
When sufficiently close to the optimum, the Newton method is known to converge quadrati-
cally. The only problem left is the solution of the linear equations (3.48).
The gradient: the gradient of Eq. (3.46) reads:
∇φi = hi − tTr Z−1ui , (3.49)
and can be rewritten as:





















where PˆTr is the projection on traceless 2DM-space:
PˆTr(A) = A− 2Tr A
M(M − 1)1 . (3.52)
The Hessian: the Hessian is the matrix formed by the second derivatives of Eq. (3.46):
Hij = tTr [Z−1uiZ−1uj] = t∑
k
Tr
[Lk(Γ)−1Lk(f i)Lk(Γ)−1Lk(f j)] . (3.53)
The action of the Hessian on any traceless matrix ∆ =
∑
i δif



















(Lk(Γ)−1Lk(∆)Lk(Γ)−1) f i] . (3.54)
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It is important to notice that Eq. (3.55) constitutes a very efficient matrix-vector product
for the linear system Eq. (3.48). If the dimension of single-particle space is M , a Hessian
matrix-vector product would scale normally as M8. The special structure of the Hessian for
physical problems implies that the matrix-vector product in Eq. (3.55) scales as only M6. In
addition, the Hessian is positive definite and symmetric, and this makes the linear conjugate
gradient method an attractive way to solve the linear system iteratively [47]. In this way we
do not need to construct and store the Hessian, but just use it through its action on matrices.
We also have no need to choose an explicit basis {f i} because everything can be expressed in
terms of matrices.
The line search: once we have found the direction ∆ that minimizes the quadratic ap-
proximation of the potential (3.46), we can speed up the convergence of the Newton method




φ(γ + αδγ) = 0 . (3.56)
This function can be calculated analytically:





Lj (Γ + α∆)−1 Lj(∆)
]
, (3.57)
and evaluated for any α (given a 2DM Γ and a direction ∆). Every evaluation of this
function involves inverting a matrix, which means this is quite slow. There is a way to
simplify Eq. (3.57) by solving the generalized eigenvalue problem:
L(∆)w = λLL(Γ)w . (3.58)




v = λLv with v = L(Γ) 12w . (3.59)
The completeness of the eigenvectors v of the above problem, implies that:







L(Γ) 12 , (3.60)







L(Γ) 12 . (3.61)
Using Eqs. (3.60) and (3.61) it follows that:
L (Γ + α∆) = L(Γ) 12
[∑
i




L(Γ) 12 , (3.62)
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and we can express the matrixproduct term in Eq. (3.57) as:



























L(Γ) 12 , (3.63)
in which the orthonormality of the eigenvectors has been used. The trace of Eq. (3.63) can
therefore be expressed purely in terms of the eigenvalues λL:
Tr
[








It is now clear that Eq. (3.57) can be expressed in terms of the eigenvalues of Eq. (3.58):













Once the generalized eigenvalue problem Eq. (3.58) is solved, one can evaluate (3.65) as a
scalar function for any value of α, and the bisection method to solve Eq. (3.56) becomes very
efficient.
Optimal value for fixed t: the optimal value of the optimization problem for fixed t is
located where the gradient is zero:
∇φi = hi − tTr [Z−1ui] = 0 . (3.66)
This point lies on the central path, and we see that the matrix:
X = tZ−1 , (3.67)
is primal feasible. Based on Eq. (3.42), we can estimate that the primal-dual gap, when we
have optimized for a certain value of t, is given by:
η = Tr ZX = nt , (3.68)
and use this number as a convergence criterion in the program.
3.4.2.2 Outline of the algorithm
To summarize the different aspects of the method exposed in the previous paragraphs a
schematic outline of the algorithm is given below:
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Algorithm 1 The dual-only potential reduction algorithm
Choose  > 0 ; new > 0; 0 < β < 1
Γ = N(N−1)M(M−1)1; t = 1
while nt >  do
while δnew > new do . Newton-Raphson loop
∇φ = PˆTr
(
H(2) − t∑j L†j [Lj (Γ)−1])
Solve H∆ = −∇φ for ∆ . Linear Conjugate gradient method
Diagonalize Li(Γ)− 12Li(∆)Li(Γ)− 12 → λLij





= 0 for α





3.4.2.3 Adding linear inequality constraints
Suppose we want to add a number of additional constraints of the form:
Tr ΓCi ≥ ci for i = 1, . . . ,m . (3.69)
How can we fit these constraints into the formalism derived in the previous Sections? For
the dual-only potential reduction algorithm it turns out to be quite straightforward. We can
rewrite Eq. (3.69)









≥ 0 , (3.70)
as a diagonal matrix of dimension m that has to be positive semidefinite. The standard
formulation of the dual SDP can still be used, and we just have to change the matrices













)⊕L(f i) . (3.71)
The changes in the algorithm pertain to the calculation of the gradient, the Hessian map and
the line search function.
The gradient: the gradient is still of the form Eq. (3.49), but is now extended as:
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L(f i)kk , (3.76)














The line search: the terms that are added to the line search function (3.56) are already





the added terms are of exactly the same form as the original ones, and the new line search
function becomes:


















3.4.2.4 Adding linear equality constraints
Adding linear equality constraints of the form:
Tr ΓEn = en , (3.80)
can be necessary when we want to restrict the optimization to a certain spin expectation
value, or if we want to impose some symmetry on the 2DM. It is relatively easy to include
this in the algorithm: we just have change the u0 and ui matrices slightly, and define a new
orthogonal basis {f i} which is not only traceless, but also orthogonal to all the {En}’s. For
this we first introduce a new orthogonal set of matrices {E˜n}, which is a basis for the space
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in which the set of matrices {f i} form an orthonormal basis that spans the orthogonal com-
plement of {E˜n}. This can be represented as a dual SDP, in which the ui matrices are still











The algorithm itself remains basically unaltered. The only things that change are the gradient
and the Hessian map. As {f i} is now not only traceless but also orthogonal to the E˜n’s, we
have to replace the projection PˆTr in Eqs. (3.51) and (3.55) with a new projection operator:








3.4.3 Primal-dual predictor-corrector method
The next algorithm solves both the dual and the primal problem at the same time [32]. It is
a much more complex algorithm than the dual-only method, and conceptually not so simple
to describe. At first sight, it would seem superfluous to solve both the primal and the dual
version of the problem, as the solution to the dual alone gives us everything we need. But as
we will show, knowledge of the primal problem can speed up convergence for the dual, and
vice-versa. By exploiting the specific structure of the linear matrix maps, we are able to solve
the primal and the dual at almost the same cost as solving the dual alone. The method we use
is a path-following method, which means we won’t optimize some potential, but try to follow
the central path which leads us to the optimal value. Starting from a feasible primal-dual
starting point (X,Z), we try to find a new primal-dual point:
(Z + ∆Z)(X + ∆X) = ν
η
n
1 , with 0 ≤ ν ≤ 1 , (3.87)
that has a reduced primal-dual gap and is located on the central path. The problem with
Eq. (3.87) is that the left-hand side is not a symmetric matrix. There are several ways
to symmetrize this equation, which lead to systems of linear equations that determine the
primal-dual direction (∆X ,∆Z). We follow the approach introduced by J. F. Sturm [57].
3.4.3.1 Equations of motion
To derive the equations of motion for (∆X ,∆Z) we first consider how a semidefinite program
transforms under general linear transformations L. If the primal matrix X transforms as
(where L−T = (L−1)T ):
X = LTXL , (3.88)
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obviously the conditions
X  0 and X  0 , (3.89)
are equivalent. If the objective function and the linear constraints are to remain the same,
i.e.
Tr Xu0 = Tr Xu0 , and Tr Xui = Tr Xui = hi , (3.90)
the matrices {uα} = {u0, ui} have to transform as:
uα = L−1uαL−T . (3.91)
This means that the dual matrix transforms in the same way:




i = L−1ZL−T . (3.92)
As a result, the primal-dual gap remains invariant,
Tr XZ = Tr LTXLL−1ZL−T = Tr XZ , (3.93)
and the central path is mapped on itself:









d = V . (3.95)





d = Z , (3.96)































and Ld can be constructed by taking a Cholesky decomposition of D(X,Z). Even more, when
we right-multiply Ld with an arbitrary orthogonal transformation the product still satisfies
(3.98). It follows from Eq. (3.95) that this freedom can be exploited to transform V into a
diagonal matrix. For a feasible primal-dual point (X,Z), we can use an Ld of the form (3.98)
to transform it into (X,Z) = (V, V ). We can now ask what step (DX , DZ) in this transformed
space we have to take in order to satisfy:
(V +DX)(V +DZ) =
νη
n
1 , u.c.t. Tr DXu





Ignoring the quadratic term, this reduces to:
V 2 + V (DX +DZ) =
νη
n
1, or DX +DZ =
νη
n
V −1 − V , (3.100)
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which expresses the primal-dual step in the transformed space as a function of V . If we trans-
form this back to the original space, we obtain two equivalent equations. By left-multiplying
Eq. (3.100) with L−Td and right-multiplying with L
−1






Z−1 −X . (3.101)
Multiplying to the left with Ld and to the right with L
T




X−1 − Z . (3.102)
In both equations the primal and dual step have to satisfy the equalities:
Tr ∆Xu





from which it follows that they are orthogonal to each other:
Tr ∆X∆Z = 0 . (3.104)
These equations can also been derived in a primal-dual potential-reduction approach, as shown
by Nesterov and Todd in [58].
3.4.3.2 The overlap matrix
The non-orthogonal matrices {uα} = {u0, ui} as defined in Eq. (3.38), are linearly independent
and they span a subspace of the total space the matrices X and Z inhabit. If we want to
project a general matrix on the subspace spanned by the uα’s, we need an expression for the
overlap matrix, which is defined as:
Sαβ = Tr uαuβ . (3.105)






L†k (Lk (fα)) fβ
]
, (3.106)
in which {fα} is the orthogonal basis of traceless 2DM space {f i}, expanded with the nor-
malized unity matrix f0. From Eq.(3.106) it follows that the overlap matrix can be seen as




L†k (Lk (Γ)) . (3.107)
It turns out that this map can be written as a generalized Q map, which is defined as:
Q(a, b, c) (Γ)αβ;γδ = aΓαβ;γδ + b (δαγδβδ − δαδδβγ) Γ
−c (δαγΓβδ − δβγΓαδ − δαδΓβγ + δβδΓαγ) . (3.108)
This is like the Q map introduced in (2.33) but with general coefficients (a, b, c). The proof
is somewhat tedious and proceeds by considering every Lk separately.
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(1) L†kLk = I2: it is trivial to see that I2(Γ) = Γ and that this is a generalized Q map with
coefficients
a = 1 b = 0 c = 0 . (3.109)
(2) L†kLk = Q2: to re-express Q2 we first calculate the various pieces,
Q(Γ)αγ =
[















Substitution into Eq. (2.33) leads once again to a generalized Q map with coefficients:
a = 1 b =
4N2 + 2N − 4NM +M2 −M
N2(N − 1)2 c =
2N −M
(N − 1)2 . (3.112)
(3) L†kLk = G†G: using the same strategy one finds on the basis of Eq. (2.38):
G(Γ)αγ = M − 1
N − 1 Γαγ . (3.113)
Substituting this into (3.2) leads to another generalized Q map with coefficients:
a = 4 b = 0 c =
2N −M − 2
(N − 1)2 . (3.114)
(4) L†kLk = T †1 T1: the terms needed by (3.4) are found by tracing (2.46):
T 1 (Γ)αβ;γδ = (M − 4)Γαβ;γδ +
[
M −N − 2
N(N − 1)
]
(δαγδβδ − δαδδβγ)Γ (3.115)
−
[





δαγΓβδ − δβγΓαδ − δαδΓβγ + δβδΓαγ
]
, (3.116)
T 1 (Γ)αγ =
[









T 1 (Γ) =
[




and substitution into Eq. (3.4) leads to the coefficients:
a = M − 4 ,
b =
M3 − 6M2N − 3M2 + 12MN2 + 12MN + 2M − 18N2 − 6N3
3N2(N − 1)2 ,
c = −M
2 + 2N2 − 4MN −M + 8N − 4
2(N − 1)2 .
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(5) L†kLk = T †2 T2: for the contribution of the T2 condition to the overlap matrix we need
the terms derived from Eq. (2.49):
T 2 (Γ)αβ;γδ =
Γ
N − 1(δαγδβδ − δαδδβγ) +M Γ , (3.119)
− [δαγΓβδ − δβγΓαδ − δαδΓβγ + δβδΓαγ] , (3.120)
T˜2 (Γ)αβ;γδ =
M −N
N − 1 Γβδδαγ + δβδΓαγ − (M − 2)Γαδ;γβ , (3.121)
˜˜T2 (Γ)αγ =
[
M(M −N)− (N − 1)(M − 2)
N − 1
]
Γαγ + δαγΓ , (3.122)
which, when substituted into Eq. (3.7) give the following coefficients:
a = 5M − 8 b = 2
N − 1 c =
2N2 + (M − 2)(4N − 3)−M2
2(N − 1)2 . (3.123)
(6) L†kLk = T2′†T ′2 : finally, for the T ′2 condition, the contribution to the overlap matrix is
almost the same as for the regular T2. The extra terms in (3.12) just add some simple terms
to a and c:
a = 5M − 4 b = 2
N − 1 c =
2N2 + (M − 2)(4N − 3)−M2 − 2
2(N − 1)2 . (3.124)
The overlap-matrix map is just the sum of the various terms obtained, and hence itself a
generalized Q map, with rather complex coefficients.
Inverse map of a generalized Q map The inverse of a generalized Q map can be shown
to be another generalized Q map. Consider for brevity the notation:
Q(a, b, c)(Γ) = Q , (3.125)
then applying partial trace operations on Eq. (3.108) leads to:
Γ =
Q
a+M(M − 1)b− 2(M − 1)c , (3.126)
Γαγ =
1
a− c(M − 2)
[
Qαγ −
b(M − 1)− c
a+M(M − 1)b− 2(M − 1)cδαγQ
]
. (3.127)
Upon substitution into Eq. (3.108) and solving for Γ one obtains,







ba+ bcM − 2c2
a [c(M − 2)− a] [a+ bM(M − 1)− 2c(M − 1)] , (3.130)
c′ =
c
a [c(M − 2)− a] . (3.131)
These are important relations since they allow to evaluate the action of the inverse overlap
matrix on a two-particle matrix as fast as a Q map. i.e. at a computational cost which is
negligible compared to the other matrix manipulations.
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3.4.3.3 Solution to the equations of motion
In this Section we show how to solve Eqs. (3.101) and (3.102). This is done by decoupling the
primal from the dual variables, using the fact that the primal and dual step are orthogonal
to each other (3.104). We start by deriving the dual step ∆Z from the dual equation.
Solution to the dual equation If we project the dual equation (3.101) on the space






δγj = Tr Bu
i , (3.132)
in which the right-hand side of Eq. (3.101) is denoted by B, and the linear equalities for the
primal and dual step (3.103) have been used. The form of the equation can be seen to be
identical to the Newton equations obtained in the dual-only program (3.48), which means it
can be solved in exactly the same way, using the linear conjugate gradient method, without
explicit construction of the dual Hessian matrix HD or any reference to the non-orthogonal






















where Bk are the different blocks of B corresponding to the various matrix maps. In
Eq. (3.133) a matrix B, block diagonal in the different constraint spaces, is mapped on a
traceless two-particle matrix, this is called the collapse map from now on. The left-hand
side of Eq. (3.132) has exactly the same structure as the Hessian in the dual only program
(3.53). As a result, one can express the action of the dual Hessian matrix HD on an arbitrary









in which the Dk are again the blocks of the D matrix corresponding to the different constraints





Li (∆sol) . (3.135)
It is interesting to see that the right-hand side of the dual equation (3.132) is exactly the














]− hi , (3.136)
with t = νηn . The Hessian however, is only identical when D = Z, which is the case when
X ≈ Z−1, i.e. when (X,Z) is on the central path. When we deviate from the central path,
this Hessian will use information of the primal SDP to find a better direction toward the
central path and the optimum.
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Solution to the primal equation The solution to the primal equation (3.102) is obtained
in a similar manner, by projecting this equation on C-space spanned by matrices {ci}, which
is the orthogonal complement of U-space. With B again denoting the right-hand side of
Eq. (3.102) and making use of Eq. (3.103) one gets:∑
j
(
Tr D cj D ci
)︸ ︷︷ ︸
HPij
δxj = Tr Bc
i , (3.137)






This is again a symmetrical positive-definite system of linear equations that can be solved
iteratively using the linear conjugate gradient method, without explicit construction of the
Hessian matrix HP , or any reference to the basisset {ci}. Indeed, HP can be seen as a map






the image of  under the primal Hessian map is
HP  = PˆC [DD] , (3.140)
in which PˆC is the projection on C-space. This projection can be executed quickly by using
the inverse of the overlap matrix of the U-space basis vectors. Suppose we have an arbitrary
block matrix A of the same dimension as X and Z. First we project it on the space spanned








where the overlap matrix S appears because of the non-orthogonality of the basis. As shown
in Section 3.4.3.2 the inverse overlap matrix can also be considered as a map from two-particle












To project A on U-space we still have to remove the component along the u0-matrix:






Since C-space is the orthogonal complement of the U-space, the desired projection of A on
the C-space is simply given by
PˆC(A) = A− PˆU (A) . (3.144)
Note that the right-hand side of the primal equation is the negative gradient of the potential:
φP (X) = Tr Xu
0 − t ln detX , (3.145)
with t = νηn , and the Hessian is the same when (X,Z) is on the central path.
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3.4.3.4 Outline of the algorithm
In this Section a short outline of the algorithm is presented. The first step is to initialize
the primal-dual variables, after which they are directed towards the central path. Then the
actual minimization of the primal-dual gap takes place, which is done in a predictor-corrector
loop.
Initialization We need a feasible primal-dual starting point. An initial feasible dual point
Z(0), i.e. a matrix that satisfies the inequality (3.39), is easily found by setting
Z(0) = u0 , (3.146)
which corresponds to setting al the γi’s equal to zero. To construct a feasible primal starting
point we take a completely random matrix X and project it on a matrix X ′ which satisfies
the primal equality constraint:
Tr X ′ui = hi . (3.147)
This is achieved using the inverse overlap matrix of the {uα} basis,
X ′ = X −
∑
αβ
(Tr Xuα − hα)S−1αβ uβ︸ ︷︷ ︸
X⊥
. (3.148)












At this point, X ′ satifies the equality constraint (3.147), and one just has to add u0, with a
positive scaling factor that is large enough to ensure positive semidefiniteness:
X(0) = X ′ + αu0  0 . (3.150)
Centering run Before the actual program can be started, a couple of centering steps have
to be taken, which is done by solving the equations (3.101) and (3.102) with ν = 1. The
purpose is to go sufficiently near the central path, without bothering about the primal-dual
gap. In a first step Eq. (3.132), which has the smallest dimension, is solved using the conjugate
gradient method, and the dual solution ∆Z is obtained. The primal solution ∆X then follows
from the dual equation (3.101) by substitution. For these initial centering steps, both linear
systems are so well conditioned that hardly any iterations are needed for convergence. As a
measure for the distance from the center we use the potential [53]:
Φ(X,Z) = − ln detX − ln detZ , (3.151)
which is obviously minimal (for points with the same primal-dual gap η = Tr XZ) on the
central path. The potential then has the value:
Φ(Xc, Zc) = −n ln η
n
. (3.152)
When the potential difference (which is always positive):
Ψ(X,Z) = Φ(X,Z)− Φ(Xc, Zc)
= n ln Tr XZ − n lnn− ln detX − ln detZ , (3.153)
is sufficiently small, the centering run is stopped.
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Predictor-corrector run In this part of the program the primal-dual gap is minimized
by alternating predictor and corrector steps. A predictor step tries to reduce the primal-dual
gap by solving the equations (3.101) and (3.102) with ν = 0. This is done in exactly the same
way as for the centering run, by first solving (3.132) for ∆Z , then substituting into (3.101)
to obtain an approximate primal step ∆X . The final primal step ∆X is obtained by solving
(3.137) using the conjugate gradient method with the approximate ∆X as a starting point.
Note that when the primal-dual gap decreases, the condition number of the primal and dual
Hessian matrices increases and more iterations are needed before convergence is reached. One
can adjust the convergence criteria of the primal and dual conjugate gradient loops, in order
to minimize the combined number of iterations.
At this point we have a predictor direction (∆X ,∆Z). The logarithmic potential
θ(α) = Ψ(X + α∆X , Z + α∆Z) , (3.154)
in the predictor direction (see Eq. (3.153)) can be simply evaluated (analogously to the line


















Z vZ . (3.155)
Using these eigenvalues one can write:
















= ln detX +
∑
i
ln (1 + αλXi ) , (3.156)
and thus simply rewrite Eq. (3.154) as:




ln(1 + αλXi )−
∑
i





Tr X∆Z and cX =
1
η
Tr Z∆X . (3.158)
With a standard bisection method one can now compute the stepsize α corresponding to the
maximal deviation from the central path we want to allow.
After the predictor step, a corrector step is taken, which is equivalent to the centering
step described previously. The alternation of predictor and corrector steps continues until the
primal-dual gap is smaller than the desired value.
3.4.3.5 Adding linear inequality constraints
Adding linear inequality constraints of the form (3.70) to the primal-dual algorithm is much
more involved than for the dual-only algorithm. As described in Section 3.4.2.3, the only
change in the primal and dual SDP is that an extra term is added to the matrices {uα}, as
in Eq. (3.71). This means, however, that the overlap matrix of the set {uα} is modified, and
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and as a result the action of the overlap matrix on a general two-particle matrix can be
written as an extended generalized Q-like map:
QL(a, b, c) (Γ)αβ;γδ = aΓαβ;γδ + b (δαγδβδ − δαδδβγ) Γ (3.160)








We now show that the inverse map can still be constructed, at the cost of solving a system
of linear equations with dimension 2m+ 1 (with m the number of inequality constraints). As
before we invert the equation:
QL(a, b, c)(Γ) = Q , (3.161)
by calculating the partial traces:

















We cannot solve this system, because we have three equations but m + 3 unknowns, so we
















− 4ΓC0i + 2C0i Γ , (3.164)










If we add m more equations of the form:







































λ = bM(M − 1)− 2c(M − 1)− a , (3.168)
κ = a− c(M − 2) , (3.169)
µ = b(M − 1)− c . (3.170)
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This system can be solved numerically to obtain the relations:










i = Γ , (3.171)






































and finally yield the inverse of the extended generalized Q map:
































βi(Q)C0i = Γαβ;γδ . (3.175)
This inverse overlap-matrix map is needed if we want to project on U-space, defined by the
{ui}’s with added terms for linear inequalities. The form of the projection is exactly the
same as before (3.141), but with the old overlap matrix replaced by the new one (3.175). The
solution to the primal system now changes, in that the projection operator on C space (3.144),
appearing in the definition of the primal Hessian, uses the changed projection operator on
U-space.
For the solution to the dual equation, the changes are exactly the same as those men-

















in which the BLi are numbers on the diagonal corresponding to the i’th linear constraint. The



















3.4.3.6 Adding linear equality constraints
Adding linear equality constraints to the primal-dual algorithm is quite straightforward. For
the solution of the dual problem the changes are exactly the same as with the dual-only
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program, i.e. the PˆTr appearing in Eqs. (3.133) and (3.134) is replaced by a Pˆf as defined in
Eq. (3.86). For the solution to the primal algorithm the only modificiation is the projection
on U-space, more specifically the removal of the component along u0 (3.143). For this we
































3.5 Boundary point method
The interior point methods discussed in the previous Section 3.4 are very stable and always
converge to the desired accuracy. A disadvantage, however, is that at every point a Newton-
like system of equations has to be solved. In the algorithms presented earlier we have avoided
solving this system explicitly by using iterative methods and a fast matrix-vector product.
The number of iterations needed to solve these equations, however, explodes when we get
close to the optimum, because the system becomes ill-conditioned. This occurs because, on
approaching the edge of the feasible region, the matrices involved have near zero eigenvalues,
causing the condition number of the Hessians to diverge. This limits the size of the sys-
tems that can be studied. Another, completely orthogonal, approach is the boundary point
method, developed in [59, 60], where one remains on the hypersurface defined by the com-
plementary slackness condition (3.17), and moves towards the feasible region. This method
was developed for problems where the number of variables is so large that standard SDP
algorithms don’t work anymore. An implementation of this algorithm for variational density
matrix optimization was presented in [31].
3.5.1 The augmented Lagrangian
The boundary point method is actually an instance of the more general class of augmented












introduces the Lagrange multiplier matrix X:











The augmented Lagrangian for Eq (3.181) adds a quadratic penalty for infeasibility:
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where a parameter σ > 0 determines how strong the penalty is. If we introduce the new
matrix variable:







we can rewrite the augmented Lagrangian as:




f(γ, Z) = γTh+
σ
2
‖Z −W (γ)‖2 . (3.186)
The idea of augmented Lagrangian methods for solving SDP’s is to perform the optimization
in two stages: first minimize f(γ, Z) under the constraint Z  0, keeping X constant; then
update X in some way until convergence is reached.
3.5.2 Solution to the inner problem
The inner problem is a quadratic SDP:
min
γ,Z
f(γ, Z) u.c.t. Z  0 , (3.187)
for which the Lagrangian reads as:
L(γ, Z;V ) = f(γ, Z)− Tr V Z , (3.188)




= hi − σTr
ui







 = 0 , (3.189)
∇ZL = σ [Z −W (γ)]− V = 0 , (3.190)
Z  0 , V  0 , ZV = 0 . (3.191)






























so the solution of the linear system (3.192) can be seen as a projection on the feasible plane.
If, on the other hand, one keeps γ constant, the optimization of (3.186) under the condition
that Z  0 is just a projection on the cone of semidefinite matrices. Decomposing W (γ) into
a positive and negative part3 as:
W (γ) = W (γ)+ +W (γ)− , (3.194)




i is obtained by
restraining the sum to positive eigenvalues λi only, and vice-versa for the negative part.
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the optimal Z with constant γ is:
Z = W (γ)+ . (3.195)
For V to satisfy the optimality conditions, it must be equal to:
V = −σW (γ)− , (3.196)
for which it can be seen that the conditions
V = σ [Z −W (γ)] , V Z = 0 and V  0 , (3.197)
are automatically fulfilled. Projecting on the feasible plane, followed by a projection on the
cone of positive definite matrices, brings us closer to the optimum, as shown in Fig. 3.2. We
can repeat this procedure until convergence is reached, i.e. until the linear equations (3.192)
are satisfied after projection on the positive cone, to within the prescribed accuracy . This
convergence criterion:
hi − σTr [ui (Z −W (γ))] ≤  , (3.198)
can be rewritten using Eq. (3.197) as:
hi − σTr [uiV ] ≤  . (3.199)
As a result, the Lagrange multiplier V is approximately primal feasible after the inner loop.
The obvious update for X in the outer loop is:
X ← V , (3.200)
and one can consider the inner loop as a projection on primal feasibility. The program is
finished when both the primal and the dual are feasible; it follows that the convergence
criterion for the outer loop is dual feasibility within the preset accuracy.
3.5.3 Outline of the algorithm
It is important to realize that throughout the program the primal and dual variables are not
feasible, i.e. that γ and Z are independent. The algorithm itself is short and simple, and is
given in pseudocode in Algorithm 2. At first sight the computationally most demanding step
in the algorithm is the solution of the linear system Eq. (3.192). However, it can be seen that











L†i (Zi −W (γ)i)
]
, (3.201)
where S is the overlap matrix defined in Section 3.4.3.2 limited to traceless space. The
generalized Q map transforms traceless matrices into traceless matrices. This implies that
the inverse of the overlap matrix limited to traceless space is exactly the same as the inverse
of the overlap matrix on full space. The system can thus be solved easily by applying the
inverse overlap matrix, as defined in Section 3.4.3.2 to the right-hand side of Eq. (3.201).
The most expensive step in the algorithm is the separation of the matrix W into a positive
and negative part, for which an eigenvalue decomposition is necessary which scales as O(n3)
in the dimension of the matrix. If only two-positivity conditions are applied this leads to a
scaling of M6 per iteration, for the three-index conditions the scaling per iteration is M9.
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Cone of positive matrices
Plane of feasible matrices
Figure 3.2: A schematic representation of how the optimal point is reached by subsequent
projections on the feasible plane and the semidefinite cone.
Algorithm 2 The boundary point algorithm
Choose in > 0 , out > 0 and σ > 0
X0 = 0; Z0 = 0; k = 0
while δout > out do













Z − u0 + 1σX
)]
for γ(k)




W (γ)→W (γ)+ +W (γ)−
Z(k) = W (γ)+ ; V





(Tr [uiV (k)]− hi)2 . primal infeasibility
end while
X(k+1) = V (k)
k ← k + 1
δout = ‖Z(k) − u0 −
∑
i γiu
i‖ . dual infeasibility
end while
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3.5.4 Adding linear equality and inequality constraints
The addition of linear inequality constraints to the boundary point method is quite analogous
to the primal-dual algorithm. The only modification is that the overlap matrix takes on the
form (3.160). For the solution of the linear system (3.201) we now let the inverse (3.175)
act on the right-hand side of Eq. (3.201), in which evidently the constraint matrices C0i are
replaced by their projection on traceless matrix space.
For the equality constraints this trick no longer works, and we will have to solve the
linear system (3.201) using the conjugate gradient method. The overlap-matrix map which
repeatedly acts on the right-hand side of Eq. (3.201) is defined as:
S (Γ)αβ;γδ = Pˆf
[
aΓαβ;γδ + b (δαγδβδ − δαδδβγ) Γ
−c (δαγΓβδ − δβγΓαδ − δαδΓβγ + δβδΓαγ)] , (3.202)
in which the factors (a, b, c) are determined by the applied constraints, and Pˆf is given by
Eq. (3.86).
3.6 Computational performance of the methods
A general comparison between different algorithms is difficult, as the performance of the
algorithms can depend on the specific system being studied. There are also ways in which
an algorithm can be tweaked to converge faster, by making adjustments which are sometimes
logical, and sometimes don’t make sense. A comparison of different algorithms is therefore
inherently biased towards the algorithm one spent most time optimizing. This being said,
this Section contains an honest comparison of the various algorithms developed and tested
during the course of my PhD, and an attempt to explain in some detail what the bottlenecks
are in the different methods.
3.6.1 Interior point methods
As mentioned earlier, for interior point methods the bottleneck is the solution to the Newton-
like Hessian equation that has to be solved at every iteration:
Hijδj = bi . (3.203)
The dimension of the system is the number of free variables in the optimization, which scales
as the number of elements in a 2DM, being M4. General methods to solve linear systems
(e.g. using LU or Cholesky decomposition) scale as O(n3), which means an algorithm based
on a direct solution of Eq. (3.203) scales as M12. An explicit construction of the Hessian
matrix would be even more demanding, as for every element some elementary M6 matrix
calculation has to be done, resulting in a scaling of M14. This huge computational cost
can be avoided by referencing the Hessian matrix only through its action on a 2DM and
resorting to iterative methods, like the linear conjugate gradient method, to solve the system
(3.203). At every iteration of the conjugate gradient method, a matrix-vector product has to
be performed, which scales as M6 for two-index conditions and M9 for three-index conditions.
The drawback to this iterative approach is that the efficiency of the solution, i.e. the number
of iterations needed to converge, depends on the condition number of the Hessian. For interior















Figure 3.3: The number of iterations needed by the linear conjugate gradient method to solve the
inner Newton problem as a function of the primal-dual gap, for both interior point methods, applied
to a 10 site 1D-Hubbard model with 10 particles.
point methods, the condition number diverges near the edge of the feasible region, while a
point near to the edge is reached quite rapidly, gaining those few extra digits in precision
becomes very demanding. In Figure 3.3 we have plotted the number of iterations needed for
the linear conjugate gradient method to converge to the desired accuracy as a function of the
primal-dual gap, for a 10-site one-dimensional Hubbard model with 10 particles. One can see
that, for both the primal-dual and the dual-only method, the number of iterations increases
drastically when the primal-dual gap decreases. For the dual-only method, a free parameter
that can be tweaked to optimize the total number of iterations, is the factor by which the
potential parameter t (see Eq. (3.46)) is scaled down after every Newton loop. If we choose
this factor to be large, many more Newton steps are needed to converge to the optimum of
the next t value, and the number of iterations in Figure 3.3 is much higher. In the primal-dual
method, how much the primal-dual gap is reduced per Newton step is determined by how
far one can step in the predictor direction without exceeding the maximal deviation from the
central path (See Eq. (3.157)). One can see in Figure 3.3 that there are more green points
than red points, which means that there are more Newton steps needed in the dual-only
method than in the primal-dual. In general the primal-dual method will require less Newton
steps to converge than the dual-only approach, due to the fact that information of both the
primal and the dual problem are used to determine the predictor direction.


















Figure 3.4: The evolution of primal and dual infeasibility during the convergence of the boundary
point method.
3.6.2 Boundary point method
The boundary point method is in its approach completely orthogonal to the interior point
methods, and it therefore has very different numerical properties and difficulties. A key
advantage is the absence of a divergence of the condition number of some linear system.
A disadvantage is that the method is much less stable, and its convergence properties are
more dependent on the systems studied than for interior point methods. An important
free parameter in this algorithm is the prefactor σ to the dual infeasibility penalty in the
augmented Lagrangian (See Eq. (3.183)). This parameter has to be chosen carefully and
updated during the algorithm to ensure balance between primal and dual infeasibility. In
theory one lets the inner loop converge to a certain precision in. In practice the algorithm
turns out to work best when only one inner iteration is performed. After every outer iteration
the primal and dual infeasibility are checked. If the dual infeasibility is larger than the primal
infeasibility, σ is multiplied by some factor τ > 1. If the dual infeasibility is smaller then the
primal, σ is divided by τ . In Figure 3.4 the convergence behaviour for the boundary point
method is shown. It is seen that there are two different regimes during convergence. First
the primal and dual infeasibility are not balanced and they do not decrease monotonically,
but rather oscillate in a chaotic manner. Once they have become balanced, the convergence
towards the feasible area proceeds in a more stable, monotonic way.
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3.6.3 Comparison of scaling properties
To conlude the Chapter, some scaling properties of the different methods are compared,
when applied to the one-dimensional Hubbard model. All the methods have the same basic
computational scaling behaviour, being O(M6) required for multiplying or diagonalizing a
matrix. In Figure 3.5 the number of these operations needed to converge to the optimum
is plotted as a function of lattice size. The interior point methods both have to solve a
linear system of size M4, so it is not surprising that the scaling, on top of the basic matrix
computations, of these methods is M4. More surprising is that there seems to be no, or
a very limited, scaling for the boundary point method. The number of iterations required
remains around 3000, irrespective of the size of the system. It must be stressed that this is
a result limited to the one-dimensional hubbard model, and cannot be extrapolated to other
systems, like molecules, where the convergence properties of the boundary point method can
be completely different. One reason for the succes of the boundary point method applied to
the Hubbard model is the amount of symmetry present in the system. The boundary point
method is designed for problems with a huge amount of dual variables or primal constraints.
For most physical systems the dimensions of the matrices involved are already unfeasibly
large before the boundary point method would becomes advantageous. The Hubbard model,
however, contains many symmetries (see Chapter 4), implying that the matrix dimensions are
considerably reduced, and the number of dual variables can get very large before the matrix
computations involved become unfeasible. In this case, the domain where the boundary point
method is advantageous is actually reached.






















Figure 3.5: The number of basic matrix operations needed to converge for different lattice sizes of
the one-dimensional Hubbard model.
CHAPTER 4
Symmetry adaptation of the 2DM
In the previous Chapter we have shown how the variational determination of the density ma-
trix can be formulated as a semidefinite program. The current implementations of semidefinite
programming algorithms, however, are not yet competitive with other many-body methods
of comparable accuracy (like the coupled-cluster framework with single and double excita-
tions). In this Chapter it is shown that including symmetry in the v2DM algorithm is a
straightforward, though sometimes tedious, task, and leads to a considerable speedup of all
computations. A system is said to have a certain symmetry when it is invariant under the
action of some operator Oˆ. In quantum mechanics, this is expressed mathematically by the
fact that the Hamiltonian operator describing the system commutes with the operator Oˆ:
[Hˆ, Oˆ] = 0 . (4.1)
As we will see, this implies a partial (block)-diagonalization of all matrix quantities involved.
In this Chapter an overview is given of the different symmetries occurring in the systems
under study, and how these were exploited. The first Section deals with the inclusion of spin
symmetry, which is present in all the atomic, molecular and lattice systems that have been
considered. Then additional symmetries are discussed that are more specific to the different
systems, for instance the symmetries present in atomic systems (rotational symmetry and
parity). The last Section deals with the symmetries in the one-dimensional Hubbard model,
i.e. translational invariance combined with spin and parity. For a more complete account
of symmetries and group theory in physics we refer to [61, 62]; for a basic overview of the
angular momentum algebra used here, see Appendix B.
4.1 Spin symmetry
Spin symmetry is one instance of the much larger class of symmetries arising from the in-
variance of a system under rotations, either in real space or in some abstract spin space.
As is known from basic group theory [61], the generators of a rotational group are angular
momentum operators (Jx,Jy,Jz) which satisfy the Lie algebra:
[Jx,Jy] = iJz , [Jy,Jz] = iJx , [Jz,Jx] = iJy . (4.2)
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The invariance of a Hamiltonian under a rotation then translates into the conservation of
angular momentum:
[Hˆ,Jz] = 0 , [Hˆ,J 2] = 0 , (4.3)
where
J 2 = J 2x + J 2y + J 2z . (4.4)
From Eq. (4.3) and the fact that [Jz,J 2] = 0 it follows that the eigenstates of the Hamiltonian
can be labeled by the eigenvalues of J 2 and Jz:
Hˆ|ΨNJM〉 = ENJM|ΨNJM〉 , (4.5)
with
J 2|ΨNJM〉 = J (J + 1)|ΨNJM〉 , (4.6)
Jz|ΨNJM〉 = M|ΨNJM〉 . (4.7)
We now expose how this symmetry can be used to speed up the algorithm by transforming
the 2DM and its matrix maps into block-diagonal matrices.
The most frequently encountered symmetry of this kind is the symmetry under rotations
in spin space. Physically this can be interpreted as the absence of a preferred direction for
the axis of spin quantization. All atomic, molecular and lattice systems that were studied in
this thesis have this symmetry. This symmetry would be broken if e.g. an external magnetic
field is added to the Hamiltonian. We rewrite the single-particle basis to explicitly introduce
the electron spin:
|α〉 → |aσa〉 , (4.8)
in which a is a spatial orbital index and σa = ±12 is the spin projection. To exploit this
symmetry we transform the antisymmetric two-fermion basis, in which the 2DM is expressed,










Two spin-12 particles can couple to a spin S = 0 singlet and a S = 1 triplet:
|ab; 00〉 = 1√
2
[|a ↑ b ↓〉 − |a ↓ b ↑〉] , (4.10)
|ab; 1− 1〉 = |a ↑ b ↑〉 , (4.11)
|ab; 10〉 = 1√
2
[|a ↑ b ↓〉+ |a ↓ b ↑〉] , (4.12)
|ab; 1 + 1〉 = |a ↓ b ↓〉 , (4.13)
which are respectively antisymmetric and symmetric in the spin-coordinates. Combining this
with the permutation symmetry of the electrons the norm of Eq. (4.9) is not unity but:
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where (ab) is shorthand for (1 + δab) (see Appendix A). In this spin-coupled basis, the 2DM










cd |ΨNSM,i〉 . (4.16)
For the following it is convenient to rewrite Eq. (4.16) in a form where the direct product




















As the bra and ket wave functions in the ensemble have the same z-component of total spin
M, the matrixelement in the above equations can only be non-zero if MT = 0, which means





















For a further reduction of the 2DM we first consider the case where the total spin of the wave
function is zero.
4.1.1 Singlet ground state
When the ground state is a spin singlet (S =M = 0), the operator in Eq. (4.18) has to be a





































which is independent of MS . As a result there is a decomposition of the global 2DM into four
diagonal blocks, one block with S = 0, and three with S = 1. Those with S = 1 are identical,
so all matrix manipulations can be restriced to one copy. It follows that the basic object that




ab;cd −→ ΓSab;cd , (4.22)
as is illustrated in Figure 4.1.
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4.1.2 Higher-spin ground state
It turns out that such an economical block decomposition is also possible for higher-spin
ground states, provided we consider spin-averaged ensembles:
SΓSMS ;S
′M ′S




















in which an equal weight ensemble is taken over the different members of a multiplet |ΨNSM,i〉.
We are still able to reach the lowest energy by considering such ensembles, because the differ-
ent members of a multiplet are degenerate when the Hamiltonian has spin symmetry. Using


























the sum over M can be used in Eq. (4.23), together with the orthogonality relation:∑
M
( S S 0
M −M 0
)( S S ST
M −M 0
)













]0 ‖ΨNS,i〉 . (4.27)
Eq. (4.27) implies that by taking the spin-averaged ensemble, an expression for the 2DM is
obtained which is diagonal in the two-particle spin S, and independent of the third component
M . It follows that the 2DM has the same block reduction for higher-spin states as for the
singlet, illustrated in Figure 4.1.





































Note that the symmetry under the exchange of single-particle indices in the 2DM is now:
ΓSab;cd = (−1)S ΓSba;cd = (−1)S ΓSab;dc = ΓSba;dc , (4.30)
4.1. SPIN SYMMETRY 67
No symmetry Spin symmetry
Figure 4.1: Illustration of how spin symmetry of the Hamiltonian induces a block decomposition of
the 2DM.
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because of the extra phase (−1)1−S that arises when the spins are exchanged in a Clebsch-
Gordan coefficient. The S = 0 block has dimension M4 (
M
2 + 1) as it is symmetrical in the
spatial single-particle indices. The three identical S = 1 blocks are antisymmetrical in spatial
single-particle indices, and therefore have dimension M4 (
M
2 − 1). This sums up nicely to the





















4.1.3 Decomposition of the two-index constraints
All linear matrix maps defined in Section 2.2 have a similar decomposition in block-diagonal
form. In this Section the spin-coupled form of the matrix maps is introduced. The 1DM for











〈ΨNSM,i|a†aσaabσa |ΨNSM,i〉 , (4.32)
from which it is clear that the 1DM is reduced to two blocks ρσab: one for spin-up and one
for spin-down particles. In the same way as for the 2DM it can be shown that by taking the
spin-averaged ensemble the depence on σ vanishes, which means the up and down spin blocks







By substituting the inverse transformation (4.29) and performing elementary angular mo-











(ab)(cb) ΓSab;cb . (4.34)












in which the tensor operator B† is again given by Eq. (4.15). In exactly the same way as
for the 2DM the Q map decomposes into a singlet block and three identical triplet blocks.




















and carry out straightforward angular momentum recoupling. Following this procedure leads













δacρbd + (−1)Sδadρbc + (−1)Sδbcρad + δbdρac
)
. (4.37)
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The G condition: the spin recoupling of the G condition is a bit more involved. As ex-























which again decomposes into four blocks, one singlet and three identical triplet blocks. The


















− σd|SM〉 G(Γ)(aσa)(bσb);(cσc)(dσd) . (4.40)
The first term of Eq. (2.38), containing the 1DM, is easy to recouple. For the second term,
however, the recoupling formula Eq. (B.14) is needed, which introduces a Wigner-6j symbol
into the coupled form of G map:




















As there is no symmetry related to the spatial single-particle indices of the G matrix the four
blocks all have equal dimension M
2
4 , summing up to the total dimension of the uncoupled G
matrix, i.e. M2.
4.1.4 Decomposition of the three-index constraints
The spin coupling of the three-index conditions is much more complicated than for the two-
index conditions. There are several ways to couple three spin-12 particles to a good total
spin, as explained in Appendix B, depending on which two particles are coupled to good
intermediate spin. We have chosen to first couple aσa and bσb to intermediate spin Sab = 0/1,


















The choice for a complete orthogonal basisset of three-particle space is more subtle than
before, and shown in Table 4.1. That this is a correct choice is seen from the fact that
the sum of the dimensions of the blocks, multiplied by their degeneracy, equals the total
dimension of uncoupled three-particle space M(M−1)(M−2)6 . Once again a norm
√
(ab) has
to be added because of the symmetry of the Clebsch-Gordan coefficients, which means a
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Table 4.1: A complete spin-coupled basis of three-particle space.
S Sab orbitals dimension degeneracy
1
2 0 a = b 6= c M2 (M2 − 1) 2
1




2 − 1)(M2 − 2) 2
1




2 − 1)(M2 − 2) 2
3




2 − 1)(M2 − 2) 4
There is another (technical) complication that arises from the specific choice of the basis as
in Table 4.1. For a 2DM the elements are stored in an ordered basis a ≤ b. If we want to
access a matrix element where the order is reversed, we can use the simple relation:
ΓSab;cd = (−1)SΓSba;cd . (4.44)
For a three-particle basis, however, this is much more complicated. An exchange of the first
two indices is still simple:
|abc; (Sab)SM〉 = (−1)Sab |bac; (Sab)SM〉 , (4.45)
but the symmetry between the first two and the third index is more involved. Suppose access

















|cba; (Scb)SM〉 , (4.46)
to express it as a function of basis states that are stored.




















with B† given by Eq. (4.43). In an analogous way as for the two-index constraints, it can be
shown that this expression is diagonal in SM and independent of M . It follows that the T1
matrix is reduced to two identical S = 12 blocks and four identical S =
3
2 blocks. One can
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This leads to some tedious but straightforward angular momentum recoupling which results


















































































































The T2 condition: for the spin-coupled T2 condition a good spherical tensor operator is















σc|SM〉a†aσaa†bσb a˜cσc . (4.50)
Note the presence of the a˜ operator, similar to Eq. (4.38). A choice for the orbital ordering
which generates a complete basisset for spin-coupled two-particle-one-hole space is shown in
Table 4.2. In contrast to the three-particle case, there is no recoupling needed to access
elements of the form c < b < a since there is no symmetry involving the third index. A
simple addition of the dimensions multiplied with their respective degeneracies shows that
this basis spans the same dimension as the uncoupled particle-hole basis, i.e. M
2(M−1)
2 . Using
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Table 4.2: A complete spin-coupled basis of two-particle-one hole space.
S Sab sp-coords dimension degeneracy
1




2 + 1) 2
1




2 − 1) 2
3




2 − 1) 4





























Notice the extra phases and minus signs arising from the use of a˜. In the same way as for
the T1 matrix, the T2 matrix falls apart in six diagonal blocks, two identical spin-12 and four
identical spin-32 blocks. The first two terms in Eq. (2.49) are of a type that we encountered
in previous calculations. The last four terms (containing a 2DM) are a bit more involved.
First we have to use Eq. (B.14) three times, generating three Wigner-6j symbols which can
be reduced to one Wigner-9j symbol using Eq. (B.16). This leads to the following final











































The T ′2 condition: the spin-coupled T ′2 condition is different from the other constraints, in









+ a†mσm . (4.54)
The extra one-particle term only contributes to the result when the two-particle-one-hole
operator couples to S = 12 ; otherwise the spin-averaged ensemble is zero because of spin
conservation. This means that only the S = 12 part of the T ′2 matrix is different from the
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(nc) ΓSabab;nc . (4.56)










4.2 Symmetry in atomic systems
The atomic Hamiltonian in the Born-Oppenheimer approximation consists of a single-particle
term, including the kinetic energy of the electrons and their attractive interaction with the
















|ri − rj| , (4.58)
in which atomic units have been used. Atomic systems are highly symmetric: the spin sym-
metry explained in the previous Section is present, but also symmetry under spatial rotations
and under a reflection through the origin. The combined symmetries can be exploited to
obtain a very large reduction of the dimensions of the blocks in all the matrices involved in
the SDP, which leads to a huge speedup of the program.
4.2.1 Symmetry under spatial rotations
Symmetry under spatial rotations is of the same type as symmetry under spin rotations,
and leads to the introduction of (orbital) angular momentum. The single-particle basis is
transformed to explicity introduce the extra angular momentum quantum number:
|α〉 → |amaσa〉 → |(nala)maσa〉 . (4.59)
The spatial orbitals a are labeled by a main quantum number n, and an angular momentum
l. In the discussion of spin symmetry for spin-12 electrons, the total two-particle spin was
limited to S = 0 and S = 1. For angular momentum, depending on the basis used, the orbital
angular momentum, l, takes on different integer values, corresponding to the s, p, d, f, g, . . .
orbitals. This implies that the two-particle angular momentum L can have many different













The norm of such a state is not unity:
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implying that the normalized two-particle creation operators, which form the basis for ex-














Note that the symmetry of a two-particle state under the exchange of the two spatial indices a
and b, depends on L, S and the single-particle angular momenta la and lb. This is a problem
because, in a block with two-particle quantum numbers LS, the single-particle indices can
have a different permutation symmetry. This is solved by the introduction of the parity
quantum number in the next Section.
4.2.2 Reflection symmetry and parity




= 0 where Pˆ
changes r in −r) can be chosen as simultaneous eigenstates of the inversion operator. Since
Pˆ 2 = 1, Pˆ can have only two distinct eigenvalues:
Pˆ |Ψpi〉 = pi|Ψpi〉 , (4.63)
where pi = ±1 is called the parity of the state |Ψpi〉.
The single-particle states in a spherical basis can be decomposed in a radial part fnl(r),
and an angular dependend part, described by a spherical harmonic Ylm(θ, φ). Using the parity
property of spherical harmonics, we have that:
Pˆ Ylm(θ, φ) = (−1)lYlm(θ, φ) . (4.64)
It follows that the spin and angular momentum coupled two-particle states introduced in
Eq. (4.61) have good parity:
Pˆ |ab;LMLSMS〉 = (−1)la+lb |ab;LMLSMS〉 . (4.65)
This solves the problem with permutation symmetry mentioned in the previous Section, since
the exchange of the spatial orbitals can now be written in terms of the two-particle block
coordinates L, S and pi:
|ab;LMLSMSpi〉 = pi(−1)L+S |ba;LMLSMSpi〉 . (4.66)
4.2.3 The 2DM for atomic systems
















cd |ΨNΠSMSLML,i〉 , (4.67)
in which the two-particle creation operator B† is given by Eq. (4.62). To a block LpiS, only
those pairs ab contribute for which the angular momenta la and lb satisfy the triangle relation:
|la − lb| ≤ L ≤ la + lb , (4.68)
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and have the correct parity, i.e.
(−1)la+lb = pi . (4.69)
The spin and angular momentum coupled 2DM is related to the uncoupled 2DM through a



























To appreciate what an enormous reduction is obtained in the dimensions of the 2DM blocks,
the dimensions and degeneracies of the different blocks are shown in Table 4.3 for the cc-
pVDZ, cc-pVTZ and cc-pVQZ atomic basis sets [64] for first row atoms (from Li to Ne). A
cc-pVDZ basis consists of 28 spinorbitals,
(1s)2(2s)2(2p)6(3s)2(3p)6(3d)10 ,
implying that the dimension of the two-particle space is 378. In the spin and angular mo-
mentum coupled version of the program we only have to store 14 blocks, the largest of which
has a dimension of 10. The scaling of the heaviest matrix computations in the program goes
as O(n3). If we compare the computational cost a such a computation on an uncoupled 2DM
with the cost on 2DM in the fully coupled program, we see a increase in efficiency with a
factor of 20821. The speedup becomes even more spectacular for the larger cc-pVTZ basis,
which has 60 spinorbitals,
(1s)2(2s)2(2p)6(3s)2(3p)6(3d)10(4s)2(4p)6(4d)10(4f)14 ,
and for which the dimension of two-particle space is 1770. This reduces to storing 22 blocks,
the largest of which has a dimension of 21. The reduction factor in the computational cost of
an elementary matrix computation on a 2DM is 125948. Finally, for the cc-pVQZ basis there
are 110 spinorbitals
(1s)2(2s)2(2p)6(3s)2(3p)6(3d)10(4s)2(4p)6(4d)10(4f)14(5s)2(5p)6(5d)10(5f)14(5g)18,
with a two-particle space dimension of 5995, which reduces to 30 blocks with a maximal
dimension of 46. The reduction factor in the computational cost of an elementary matrix
computation on a 2DM is 456052. This example shows that symmetry can reduce the com-
plexity of the problem enormously and should be exploited to the full.
4.2.4 Two-index constraints for atomic systems
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Table 4.3: Dimensions and degeneracies of the 2DM blocks for first-row atoms (from Li to Ne) in a
cc-pVDZ, cc-pVTZ and cc-pVQZ basis set.
dimension deg dimension deg
(LpiS) DZ TZ QZ (LpiS) DZ TZ QZ
(0+0) 10 20 35 1 (0+1) 4 10 20 3
(1+0) 1 4 10 3 (1+1) 4 10 20 9
(1−0) 10 20 40 3 (1−1) 8 20 40 9
(2+0) 7 21 46 5 (2+1) 4 15 36 15
(2−0) 2 8 20 5 (2−1) 2 8 20 15
(3+0) 0 4 15 7 (3+1) 1 7 21 21
(3−0) 2 12 34 7 (3−1) 2 12 34 21
(4+0) 1 7 26 9 (4+1) 0 4 20 27
(4−0) 0 2 12 9 (4−1) 0 2 12 27
(5+0) 0 0 4 11 (5+1) 0 1 7 33
(5−0) 0 2 12 11 (5−1) 0 2 12 33
(6+0) 0 1 7 13 (6+1) 0 0 4 39
(6−0) 0 0 2 13 (6−1) 0 0 2 39
(7+0) 0 0 0 15 (7+1) 0 0 1 45
(7−0) 0 0 2 15 (7−1) 0 0 2 45
(8−0) 0 0 1 17 (8−1) 0 0 0 51
and is diagonal in σ,m and l. A block labeled by single-particle angular momentum l has a
degeneracy of 2(2l+1) and a dimension equal to the number of spatial orbitals (nl) that have
angular momentum l, e.g. for the cc-pVDZ basis the dimension of the s block equals three,
since the basis has three types of s orbitals, 1s, 2s and 3s. The 1DM can be derived from the


















The matrix constraints in spin and angular momentum coupled form are derived through
procedures that are completely analogous as those discussed for spin symmetry in the pre-
vious Section. Since two types of recoupling have to be carried through (spin and angular
momentum), all expressions become a bit more elaborate. For the sake of completeness we
nevertheless provide them in the remainder of this Section.
The Q condition: the spin and angular momentum coupled Q condition has the same














cd |ΨNΠSMSLML,i〉 , (4.73)
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The G condition: for the G condition it is necessary to define a particle-hole operator using


























cd |ΨNΠSMSLML,i〉 . (4.77)
After some angular momentum recoupling the G condition can be expressed as a function of
the 2DM as:



























In Table 4.4 the dimensions and degeneracies of the G-matrix blocks for first-row atoms in a cc-
pVDZ, cc-pVTZ and cc-pVQZ basis set are shown. The reduction factor in the computational
cost is even more spectacular for the G matrix, i.e. respectively 28595, 144794, and 489488.
4.2.5 The three-index constraints for atomic systems
We choose to couple the first two particles to good intermediate angular momentum Lab and
intermediate spin Sab, with intermediate parity piab = (−1)la+lb . The operator creating three



























Only those triplets abc that can couple to total angular momentum L and that have the right
parity pi are allowed in a block (LpiS), i.e. the triplet lalblc has to satisfy the relations:
|Lab− lc| ≤ L ≤ Lab + lc , |la− lb| ≤ Lab ≤ la + lb , and (−1)la+lb+lc = pi . (4.80)
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Table 4.4: Dimensions and degeneracies of the G-matrix blocks for first-row atoms (from Li to Ne)
in a cc-pVDZ, cc-pVTZ and cc-pVQZ basis set.
dimension deg dimension deg
(LpiS) DZ TZ QZ (LpiS) DZ TZ QZ
(0+0) 14 30 55 1 (0+1) 14 30 55 3
(1+0) 5 14 30 3 (1+1) 5 14 30 9
(1−0) 16 40 80 3 (1−1) 16 40 80 9
(2+0) 11 36 82 5 (2+1) 11 36 82 15
(2−0) 4 16 40 5 (2−1) 4 16 40 15
(3+0) 1 11 36 7 (3+1) 1 11 36 21
(3−0) 4 24 68 7 (3−1) 4 24 68 21
(4+0) 1 11 46 9 (4+1) 1 11 46 27
(4−0) 0 4 24 9 (4−1) 0 4 24 27
(5+0) 0 1 11 11 (5+1) 0 1 11 33
(5−0) 0 4 24 11 (5−1) 0 4 24 33
(6+0) 0 1 11 13 (6+1) 0 1 11 39
(6−0) 0 0 4 13 (6−1) 0 0 4 39
(7+0) 0 0 1 15 (7+1) 0 0 1 45
(7−0) 0 0 4 15 (7−1) 0 0 4 45
(8−0) 0 0 1 17 (8−1) 0 0 1 51
In each LpiS block of three-particle space there are many ways to form a complete basis set.
The choice of a complete basis is more difficult than for three-particle spin coupling because
when l ≥ 1 it is possible to put more than three particles in the same shell nl. Not all
intermediate angular momenta Lab can be reached however, because of the antisymmetry of
the total three-particle state. The symmetry of the state under the exchange of the first two
spatial indices is determined by the intermediate angular momentum, spin and parity:
|abc; (Lpiabab Sab)LMLSMS〉 = piab(−1)Lab+Sab |bac; (Lpiabab Sab)LMLSMS〉 . (4.81)
The part of three-particle space which is antisymmetrical under exchange of the first two
indices (i.e. piab(−1)Sab+Lab = −1) is completely spanned by the the states a < b < c. If we
want to extract information about states with a different ordering, e.g. c < b < a, we have
to recouple, using two times formula (B.11):



















|cba; (Lpicbcb Scb)LMLSMS〉 . (4.82)
The part of three-particle space which is symmetrical under the exchange of the first two
indices is spanned in part by states of the type a < b < c, but other types of states can occur.
A second type is where the first two spatial indices are equal, a = b 6= c. The two equal
indices can couple to all intermediate angular momenta allowed by the triangle rule, provided
(−1)Lab+Sab = 1 . (4.83)
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A new type of state, which didn’t occur when only spin was taken into account, consists of
the three particles in the same shell, a = b = c. There are many states of the form:
|aaa; (L+aaSaa)LMLSMS〉 , (4.84)
which have finite norm but are not linearly independent. A suitable set has to be chosen

























and taking the eigenvectors with nonzero eigenvalues as basis states.
To simplify the equations, we introduce the notation Xab for the collection of intermediate
quantum numbers Lpiabab Sab. The phase under the exchange of the first two indices is written
as:
(−1)Xab = piab(−1)Lab+Sab , (4.86)
and by [Xab] the product [Sab][Lab] is implied.
The T1 condition: the spin and angular momentum coupled T1 condition is defined through





































]LabSab ⊗ a†c]LS . (4.88)
This can be expressed as a function of the 2DM using anticommutation relations and angular








































































nane + (−1)Xdeδbzδecδlaldρ(la)nand + δbzδaeδlcldρ(lc)ncnd









































































































































In Table 4.5 the dimensions and degeneracies of the T1 matrix blocks are displayed. Without
including symmetries the use of three-index conditions would be computationally infeasible.
For the small cc-pVDZ basis the size of the uncoupled matrix is 3276, for the TZ already 34220
and for the QZ basis the dimension becomes 215820. The sizes of the blocks in the matrix
with all symmetries exploited, however, remain manageable even for the largest basisset. The
reduction factor in the computational cost of an elementary T1 matrix operation is 166466
for the DZ, 933490 for the TZ, and 3092934 for the QZ basis.






































]LabSab ⊗ a˜c]LS , (4.91)
where the spherical tensor operator a˜c (see Eq. (4.76)) appears. As there is no symmetry
involving the third index, the ordering of indices is easier than for T1, i.e. the ordering is
a ≤ b, c when (−1)Xab = 1 and a < b, c when (−1)Xab = −1. Through anticommutation and
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Table 4.5: Dimensions and degeneracies of the T1-matrix blocks for first-row atoms (from Li to Ne)
in a cc-pVDZ, cc-pVTZ and cc-pVQZ basis set.
dimension deg dimension deg
(LpiS) DZ TZ QZ (LpiS) DZ TZ QZ
(0+ 12) 27 110 338 2 (0
+ 3
2) 5 32 118 4
(0− 12) 4 27 110 2 (0
− 3
2) 6 26 84 4
(1+ 12) 24 130 477 6 (1
+ 3
2) 17 80 274 12
(1− 12) 44 206 692 6 (1
− 3
2) 16 85 306 12
(2+ 12) 38 226 857 10 (2
+ 3
2) 11 90 374 20
(2− 12) 24 164 668 10 (2
− 3
2) 12 85 346 20
(3+ 12) 12 136 672 14 (3
+ 3
2) 8 76 358 28
(3− 12) 20 182 828 14 (3
− 3
2) 8 79 382 28
(4+ 12) 8 116 671 18 (4
+ 3
2) 1 46 298 36
(4− 12) 4 85 550 18 (4
− 3
2) 2 44 282 36
(5+ 12) 1 42 376 22 (5
+ 3
2) 0 22 195 44
(5− 12) 2 60 462 22 (5
− 3
2) 0 22 208 44
(6+ 12) 0 24 275 26 (6
+ 3
2) 0 8 118 52
(6− 12) 0 15 218 26 (6
− 3
2) 0 8 112 52
(7+ 12) 0 4 109 30 (7
+ 3
2) 0 2 57 60
(7− 12) 0 8 144 30 (7
− 3
2) 0 1 60 60
(8+ 12) 0 2 65 34 (8
+ 3
2) 0 0 22 68
(8− 12) 0 1 46 34 (8
− 3
2) 0 0 22 68
(9+ 12) 0 0 15 38 (9
+ 3
2) 0 0 8 76
(9− 12) 0 0 24 38 (9
− 3
2) 0 0 8 76
(10+ 12) 0 0 8 42 (10
+ 3
2) 0 0 1 84
(10− 12) 0 0 4 42 (10
− 3
2) 0 0 2 84
(11+ 12) 0 0 1 46 (11
+ 3
2) 0 0 0 92
(11− 12) 0 0 2 46 (11
− 3
2) 0 0 0 92
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In Table 4.6 the relevant matrix dimensions for T2 are shown. For comparison, the uncoupled
T2 matrix has a dimension in the three basissets, DZ, TZ and QZ, of respectively 10548,
106200 and 659450. The reduction factor in the computational cost of an elementary T2
matrix operation is 201137 for the DZ, 1015334 for the TZ, and 3235624 for the QZ basis.
The T ′2 condition The spin and angular momentum coupled T ′2 map is identical to the
regular T2 map when the total spin S is 32 or the total angular momentum L is larger than the
maximal single-particle angular momentum in the basis set lmax. When S =
1
2 and L ≤ lmax






















4.3 Symmetry in the one-dimensional Hubbard model
The one-dimensional Hubbard model [65] is the simplest model possessing non-trivial corre-















It pertains to a one-dimensional lattice, with sites labeled by i = 1, . . . , L. Periodic boundary
conditions (PBC) are assumed throughout the thesis.
The complexity of this seemingly simple schematic Hamiltonian lies in the competition
between the first term, called the hopping term, which delocalizes the electrons, and the
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Table 4.6: Dimensions and degeneracies of the T2-matrix blocks for first-row atoms (from Li to Ne)
in a cc-pVDZ, cc-pVTZ and cc-pVQZ basis set.
dimension deg dimension deg
(LpiS) DZ TZ QZ (LpiS) DZ TZ QZ
(0+ 12) 85 336 1023 2 (0
+ 3
2) 32 142 456 4
(0− 12) 14 85 336 2 (0
− 3
2) 10 53 194 4
(1+ 12) 72 390 1431 6 (1
+ 3
2) 41 210 751 12
(1− 12) 132 618 2076 6 (1
− 3
2) 60 291 998 12
(2+ 12) 113 676 2567 10 (2
+ 3
2) 49 316 1231 20
(2− 12) 70 488 1998 10 (2
− 3
2) 36 249 1014 20
(3+ 12) 37 410 2020 14 (3
+ 3
2) 20 212 1030 28
(3− 12) 62 550 2490 14 (3
− 3
2) 28 261 1210 28
(4+ 12) 24 348 2013 18 (4
+ 3
2) 9 162 969 36
(4− 12) 12 255 1650 18 (4
− 3
2) 6 129 832 36
(5+ 12) 2 124 1124 22 (5
+ 3
2) 1 64 571 44
(5− 12) 6 179 1384 22 (5
− 3
2) 2 82 670 44
(6+ 12) 1 74 829 26 (6
+ 3
2) 0 32 393 52
(6− 12) 0 46 656 26 (6
− 3
2) 0 23 330 52
(7+ 12) 0 12 327 30 (7
+ 3
2) 0 6 166 60
(7− 12) 0 24 432 30 (7
− 3
2) 0 9 204 60
(8+ 12) 0 6 194 34 (8
+ 3
2) 0 2 87 68
(8− 12) 0 2 136 34 (8
− 3
2) 0 1 68 68
(9+ 12) 0 0 46 38 (9
+ 3
2) 0 0 23 76
(9− 12) 0 1 74 38 (9
− 3
2) 0 0 32 76
(10+ 12) 0 0 24 42 (10
+ 3
2) 0 0 9 84
(10− 12) 0 0 12 42 (10
− 3
2) 0 0 6 84
(11+ 12) 0 0 2 46 (11
+ 3
2) 0 0 1 92
(11− 12) 0 0 6 46 (11
− 3
2) 0 0 2 92
(12+ 12) 0 0 1 50 (12
+ 3
2) 0 0 0 100
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Nearest neighbour hopping
On-site repulsion
Figure 4.2: Illustration of the two terms present in the Hubbard Hamiltonian, electrons can jump
to nearest-neighbour sites with amplitude tij . When two electrons are on the same site, there is an
energy penalty of U .
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Figure 4.3: A representation of the structure of the ground state when U = 0 for a half-filled
lattice of length L = 6.
second on-site repulsion term which is diagonal in the site basis. In Figure 4.2 a graphic
representation of the two terms in the Hubbard Hamiltonian is shown. As there is no preferred
direction in spin space in Eq. (4.95), spin symmetry can be exploited and all the results from
Section 4.1 are taken over. However, far more symmetries are present in the model, which
allow for a huge reduction of the matrix dimensions involved.
4.3.1 Translational invariance
When periodic boundary conditions are assumed (as in Figure 4.2) the Hamiltonian is in-
variant under translations along the lattice. This is an abelian symmetry for which it is
easy to block diagonalize the 2DM and its matrix maps, as the correct basis transformation
in single-particle space automatically block diagonalizes all matrices on higher-order particle








eikj |jσ〉 , (4.96)
where L is the lattice size, and k takes on the values 2pinL for n = 0, . . . , L− 1. The kinetic or




cos k a†kσakσ , (4.97)
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from which it follows that in the non-interacting (U = 0) ground state, the electrons occupy
the states with momenta lower than the Fermi level, as illustrated in Figure 4.3 for a half-filled
lattice of length L = 6.
4.3.1.1 The 2DM for translationally invariant systems
The eigenstates of the Hubbard Hamiltonian have a good total quasi-momentum K. The























is automatically block diagonal, because the only non-zero matrix elements in Eq. (4.98) are
those which conserve momentum: (ka + kb)%2pi = (kc + kd)%2pi. This means we have L
blocks ΓSK for every S, with two-particle states that satisfy K = (ka + kb)%2pi, and a block
dimension that scales linearly with lattice size L.
4.3.1.2 Two-index constraints for translationally invariant systems
The spin-symmetric matrix constraints simplify considerably by including translational in-


































with B† given by Eq. (4.99). The expression of the Q map as a function of the 2DM becomes
quite simple:











The Q map is also block diagonal in K = (ka + kb)%2pi, and has the same dimensional
reduction as the 2DM.
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The G condition: the G condition is slightly more complicated, because the correct anni-




+σak¯−σ , with k¯ = −k%2pi . (4.104)












ASKkckd |ΨNKSM,i〉 , (4.105)






The G map can be expressed as a function of the 2DM:




















from which one can see that the blocks in the G matrix with K = (ka+kb)%2pi = (kc+kd)%2pi,
correspond to the blocks with K ′ = (ka+ k¯d)%2pi = (kc+ k¯b)%2pi in the 2DM, as can expected
for a particle-hole transformed quantity.
4.3.1.3 Three-index constraints for translationally invariant systems
Three-particle space is built up of the same type of states as in the spin-coupled case (See
Table 4.1), but now divided into L separate Sections with the same three-particle momentum
K = (ka + kb + kc)%2pi. From now on Latin indices a are used to represent momenta ka, in
order to ease notation.







) [( 2Tr Γ
N(N − 1)
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δazδcdδbe + (−1)Sdeδazδceδbd + (−1)Sabδbzδaeδcd
+(−1)Sab+Sdeδbzδceδad
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In the above equation the intermediate momenta appearing in the 2DM part of the equation
are defined as:
Kab = (a+ b)%2pi . (4.109)
It can be seen that if three-particle momentum conservation is fulfilled, i.e. (a+ b+ c)%2pi =
(d + e + z)%2pi, then the terms containing the 2DM conserve two-particle momentum. The
three-particle matrix reduces to a block-diagonal matrix with L quasi-momentum blocks for
every S, each of which scales quadratically with the lattice size L.







]SabKab ⊗ a˜c]SK , (4.110)
where a˜ is used, as defined in Eq. (4.104), and K = (a+b+c)%2pi. The definition of T2 is then
exactly the same as in Eq. (4.51), when performing the usual angular momentum recoupling












































Again one sees that if the two-particle-one-hole momentum is conserved, i.e. (a+b+c)%2pi =
(d + e + z)%2pi, then the two-particle momenta appearing in the rows and columns of the
2DM are the same, e.g. if a = d then (c¯ + e)%2pi = (z¯ + b)%2pi. The T2 map also becomes
block diagonal, with each block scaling quadratically with lattice size.
The T ′2 map The T ′2 condition can be similarly treated. For S = 32 it again reduces to the



























The Hubbard model with periodic boundary conditions (PBC) has more symmetries than
spin and translational invariance, one of them being parity. As we saw in Section 4.2, which
deals with atomic systems, parity follows from the symmetry under the inversion of space,
i.e. r→ −r. One can readily appreciate from Figure 4.2 that a similar discrete symmetry is
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present here, i.e. the Hamiltonian is invariant for the inversion of the site index i → −i%L.
From the Fourier transform in Eq. (4.96) it can be seen that the effect of this operator on
a momentum state is to transform k into k¯ = −k%2pi. However, this operation does not
commute with translation, which means that the eigenstates of the Hamiltonian cannot have
good momentum and parity at the same time. From now on we assume that the number of
lattice sites L is even.
As a consequence, if the ground state has momentum |K〉 6= 0 or pi then it is doubly
degenerate, forming a doublet with |K〉. In what follows we will use this degeneracy to
exploit both translational invariance and parity to reduce the dimensions of the matrices
involved in the program. The following considerations are valid for every K. We start with
the simplest case, the 1DM.
4.3.2.1 Translationally invariant 1DM with parity
Single-particle space is built out of L different momentum states having up or down spin,
|kσ〉, for 0 ≤ k < 2pi and σ = ±12 . If we transform to a basis with good parity, momentum is
no longer a good quantum number:
|k˜piσ〉 = ρNk
(|kσ〉+ pi|k¯σ〉) , with 0 ≤ k˜ ≤ pi . (4.114)
Two states, k = 0 and k = pi 1 are mapped on themselves, and only positive parity states can
be formed with these momenta. They have norms ρNk =
1
2 . For the other states, 0 < k < pi,




take advantage of both symmetries at the same time, we define the 1DM using an ensemble



































in which ρpKk is a regular translationally invariant 1DM as defined in Eq. (4.100). Because of


















(ρk + ρk¯) , (4.119)
which can be seen to be independent of parity. The 1DM is still diagonal in k˜, but less
elements have to be stored, since for 0 < k˜ < pi there is a degeneracy in parity.
1Note that we use pi for both the parity quantum number, pi = ±1 as for the transcendent number; in what
follows it is always clear from the context what interpretation should be given to pi.
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4.3.2.2 Translationally invariant 2DM with parity
In contrast to parity in atomic systems, the parity of a two-particle state for translationally
invariant systems is not the product of the parities of the single-particle states building up
the two-particle state. Instead, the parity is inherently a two-particle property, and the
single-particle states building up the two-particle states have no good parity:
|ab;SK˜pi〉 = ΓNKab
(|ab;SK〉+ pi|a¯b¯;SK¯〉) , (4.120)
with
0 ≤ K˜ ≤ pi and 0 ≤ a, b < 2pi . (4.121)































and with B†SK defined as in Eq. (4.99). Because of this pK-ensemble definition and the fact
that parity symmetry implies that,
KΓSKab;cd =
−KΓSK¯a¯b¯;c¯d¯ , (4.124)
one sees that the 2DM becomes diagonal in two-particle parity. As was the case for the 1DM,
the K˜ = 0 and pi are mapped on themselves, but because the single-particle momenta a, b
change, both positive and negative parity combinations can now be formed. Let us take a
look at the different possibilities:
K˜ = 0: for K˜ = 0 the single-particle indices in Eq. (4.120) have to satisfy:
(a+ b)%2pi = 0 or a = b¯ . (4.125)
This means that K˜ = 0 states can be written as:
|aa¯;S0pi〉 = ΓN0aa¯ (|aa¯;S0〉+ pi|a¯a;S0〉) , (4.126)
in which the second term is equal to the first but with exchanged single-particle indices. From
previous discussions we know that the symmetry of the two-particle state under the exchange
of the single-particle indices depends on the two-particle spin, i.e.
|aa¯;S0〉 = (−1)S |a¯a;S0〉 . (4.127)
One can see from Eq. (4.126) that for S = 0 only the positive parity states, and for S = 1
only negative parity states remain. The norm is given ΓN0aa¯ =
1
2 . In the K˜ = 0 case, the
definition of the parity-symmetric 2DM as a function of the regular translationally invariant
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0 < K˜ < pi: for 0 < K˜ < pi the first and second term in Eq. (4.120) consist of different
single-particle indices a 6= b¯, implying that both positive and negative parity combinations
can be constructed, with norm ΓNKab =
1√
2
. As shown for the 1DM, the pK ensemble makes
the 2DM diagonal in, and independent of, parity. Hence every block is twofold degenerate.













K˜ = pi: Finally, for this block K again equals K¯. In this case there is always one state
that is mapped on itself, and for which only a positive parity combination can be formed,
i.e. |0pi;Spi+〉, with norm ΓNpi0pi = 12 . For all the other states in this block both positive
and negative parity combinations can be formed, with norm ΓNpiab =
1√
2
. Because of the pK
ensemble, the 2DM falls apart in a positive and negative parity block, and since K = K¯, four
















We observe from Eq. (4.130) that the original K = pi block reduces to a positive and negative
parity block, for both the S = 0 and S = 1 part. Also note that there is no degeneracy
between the positive and negative parity block!
4.3.2.3 Parity symmetric form of the two-index constraints
Before deriving the parity-symmetric form of the two-index constraints, the derivation of the
parity-symmetric form of the 1DM out of the 2DM is considered. Expressed as a function of
























































Bear in mind that the single-particle momentum a in the above equations is in the range
0 ≤ a ≤ pi, but the momentum over which is summed, b, runs over the entire range 0 ≤ b < 2pi.
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The Q condition: the Q matrix is analogous to the 2DM Γ, and the expression of the
parity-symmetric Q as a function of the regular translationally invariant Q matrix is exactly
the same as for the 2DM in Eqs. (4.128), (4.129) and (4.130). The expression of the parity-
symmetric Q map as a function of the parity-symmetric 2DM is then easy to derive using










N(N − 1) − ρa˜ − ρb˜
]
. (4.134)
This expression is valid for all values of K˜. The only difficulty is that the indices on the
left-hand side can have the values 0 ≤ a < 2pi, while for the 1DM only terms ≤ pi are stored.
This is solved by using the tilde above the index, by which is implied that:
a˜ =
{
a if a ≤ pi
a¯ if a > pi
. (4.135)








]SK¯) |0〉 , (4.136)
in which the hole operator a˜kσ is defined as in Eq. (4.104). Using this parity-symmetric
particle-hole operator the G map is defined in a pK ensemble, which once again renders the
matrix diagonal in particle-hole parity. The particle-hole states can be divided into two
classes, on the one hand K˜ = 0 or pi, and on the other hand those states which are mapped
on a different momentum. For simplicity we first consider this last class.
0 < K˜ < pi: in this case one can construct both positive and negative parity combinations,
with norm GNKab =
1√
2
. The resulting G matrix contains only two terms, because of momentum






































K˜ = 0 and K˜ = pi: both the K˜ = 0 and K˜ = pi blocks are mapped on themselves. For
K˜ = 0 the action of the parity operator is again to exchange the single-particle momenta,
but in contrast with the two-particle case, there is no symmetry between the particle and the
hole index. As a consequence positive and negative parity combinations for both K˜ = 0 and
K˜ = pi can be constructed, with norms GNKab =
1√
2
. There are a few exceptions however: for
K˜ = 0, the states with a = b = 0 and a = b = pi, and for K˜ = pi the states with a = 0, b = pi
and a = pi, b = 0, are mapped on themselves and only occur in the positive parity block,
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with norm GNKab =
1
2 . The general form of the parity-symmetric G map when K = K¯, as a
function of the regular translationally invariant G is:
G(Γ)SK˜piab;cd = GNKab GNKcd
[





In this case the expression of G as a function of the 2DM is a bit more complicated:













































4.3.2.4 Parity symmetric form of the three-index constraints
The construction of a complete parity-symmetric three-particle basis involves a lot of book-
keeping. The main problem is that the parity transformation acting on the states as defined
in Table 4.1 does not always transform them into states that are either identical or orthogonal
to the original state, as was the case in the two-particle and particle-hole space. We define a
parity-symmetric three-particle state as:
|abc; (Sab)SK˜pi〉 = T1NSKab(Sab)c
(|abc; (Sab)SK〉+ pi|a¯b¯c¯; (Sab)SK¯〉) . (4.141)
A description of the reduction of the three-particle basis in a parity-symmetric form is given
by considering three cases separately.
K˜ = 0: the spin-symmetric basis was built up of states as shown in Table 4.1. The same
ordering holds in every K block when translational invariance is included, but only states for
which (a+ b+ c)%2pi = K are allowed in the block.
If S = 12 , both Sab = 0 and Sab = 1 are possible intermediary spins. For Sab = 0 there are
two possible configurations: a = b 6= c and a < b < c. For Sab = 1 only the latter configuration
remains. For the first type of configuration, i.e. |aab; (0)120〉, the parity operation leads to
a one-to-one mapping of states with a < pi on states with a > pi. These states are linearly








. The state with a = pi, i.e. the state |pipi0; (0)120〉, is mapped on itself, and







For a < b < c, both positive and negative parity states can be formed when a > 0.





















Constructing good parity combinations out of these states, as in Eq. (4.141), mixes up the
intermediary spin quantum number Sab, which can no longer be used to label our basis. This
is best avoided, and it is more convenient to use the configuration:
|ab0; (Sab)S0pi〉 = 1
2
(
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when one of the momenta is zero. These states have good parity while simultaneously keeping
Sab as a good quantum number. When Sab = 0 only the positive parity combination is
possible, when Sab = 1 only the negative combination remains.
For S = 32 , the states are completely antisymmetrical in the momentum indices abc, and
the construction of a parity-symmetric basis becomes much simpler. The configurations a <
b < c span a complete basis. When a > 0, parity maps these states on linearly independend
states, implying that both positive and negative parity states can be formed. When a = 0,
the action of the parity operator is:
Pˆ |0ab; (1)3
2
0〉 = |0ba; (1)3
2
0〉 = −|0ab; (1)3
2
0〉 , (4.144)
so only negative parity combinations can be formed.
0 < K˜ < pi: when the momentum of a three-particle state is between 0 and pi, it is mapped
by the parity operation on an orthogonal state, and both positive and negative parity states
can be constucted using Eq. (4.141).
K˜ = pi: three-particle states with K˜ = pi are mapped on states which are not necessarily
orthogonal, so analogous problems arise as for K˜ = 0.
For S = 12 and Sab = 0, we have the configuration a = b 6= c. There is one state of this type
which is mapped on itself and for which only a positive parity combination can be formed,
i.e. |00pi; (0)12pi〉. For the other states of this type both positive and negative combinations
can be formed. When a < b < c there is no problem if b 6= pi. If b = pi, however, the parity




















which means that a parity-symmetric state will again mix up states with different intermediate














This state has good parity and intermediate spin and only two states remain, i.e. the positive
parity state for Sab = 0 and the negative parity state for Sab = 1.
When S = 32 the complete antisymmetry in the momenta again makes the construction
of a parity-symmetric basis easier. Almost all states are mapped on a orthogonal state, so
positive and negative parity combinations can be formed. Only when one of the indices is
equal to pi, the positive parity state vanishes because of the antisymmetry.













































and with B† defined as in Eq. (4.43). Because of the pK ensemble the T1 condition is diagonal
in both parity and momentum K˜. For 0 < K˜ < pi the parity-symmetric T1 is expressed as a
function of the regular translationally invariant T1 as:





which is independent of parity, and as such doubly degenerate. The blocks with K˜ = 0 or pi
are split up in a positive and negative parity block. Since K = K¯ four terms remain in the
definition of the parity-symmetric T1:










When expressed as a function of the 2DM, the part of the T1 condition that is a function of









) [( 2Tr Γ
N(N − 1)
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δazδcdδbe + (−1)Sdeδazδceδbd + (−1)Sabδbzδaeδcd
+(−1)Sab+Sdeδbzδceδad
) [
ρa˜ + ρb˜ + ρc˜
]
. (4.151)
The remaining part, which is a function of the 2DM, is different when 0 < K˜ < pi or K˜ = 0, pi.
The parity-symmetric expression of this part of the T1 map can be obtained by replacing all
2DM terms appearing in Eq. (4.108) by their parity symmetric counterparts. For 0 < K˜ < pi















For K˜ = 0 or pi, the replacement becomes:
δczΓ
SabKab



















The T2 map: the construction of a parity-symmetric two-particle-one-hole matrix is easier,
as there is no symmetry between the particle and hole indices. A two-particle-one-hole state
with good parity can be constructed through:
|abc; (Sab)SK˜pi〉 = T2NSKab(Sab)c
(|abc; (Sab)SK〉+ pi|a¯b¯c¯; (Sab)SK〉) . (4.154)
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When 0 < K˜ < pi all states are mapped on orthogonal ones by the parity operator, so
positive and negative parity states can be formed. For K˜ = 0 or pi, some states are mapped
on themselves, i.e. for K˜ = 0:
|0pipi; (Sab)S0〉 , |000; (Sab)S0〉 , and |pipi0; (Sab)S0〉 ,
and for K˜ = pi:
|00pi; (Sab)Spi〉 , |0pi0; (Sab)Spi〉 , and |pipipi; (Sab)Spi〉 .
For these states only positive parity combinations can be formed, with norm T2NSKab(Sab)c =
1
2 .
There is another type of state for which not all parity combinations can be formed, because
of the symmetry between the first two indices. For K˜ = 0 this is:
|a¯b¯0; (Sab)S0〉 = |ba0; (Sab)S0〉 = (−1)Sab |ab0; (Sab)S0〉 , (4.155)
and for K˜ = pi:
|a¯b¯pi; (Sab)Spi〉 = |bapi; (Sab)Spi〉 = (−1)Sab |abpi; (Sab)Spi〉 . (4.156)
For these states, if Sab = 0 only positive parity combinations can be formed, and if Sab = 1











































and with B† defined as in Eq. (4.110). There are two different expressions of the T2 map,
depending on the momentum of the block K˜. As before, when 0 < K˜ < pi the blocks become


























Expressed as a function of the 2DM, the parity-symmetric T2 map stays largely unchanged
from Eq. (4.111). The only thing one has to do, is replace the translationally invariant 1DM
by its parity-symmetric counterpart:
ρc → ρc˜ , (4.161)
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if 0 < K˜ < pi or:
δczΓ
SabKab












































































if K˜ = 0 or pi.
The T ′2 map For the parity-symmetric T ′2 map there is only a small change compared to
Eq. (4.112). As derived in the previous paragraph for the T2 constraint, the terms with
0 < K˜ < pi become twofold degenerate in parity and only half of them needs to be stored.
The terms with K˜ = 0 or pi fall apart in a positive and negative parity block. The change
in the parity-symmetric T ′2 compared to the regular translationally invariant T ′2 is that for
K˜ = 0 and pi, only the positive parity part is different from the T2 map. The blocks that are
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for k˜ = pi or 0.
The listing of all the above expressions is quite tedious but must be done for completeness
and future work in this area. The extra bookkeeping connected with including additional
symmetries pays off, however, and leads to considerable speedup factors.
CHAPTER 5
Applications
In this Chapter the N -representability constraints and semidefinite programming algorithms
developed in the previous Chapters are applied to some physical systems. In the first Section,
the spin and angular momentum symmetry decomposition discussed in Section 4.2 is used
to study the isoelectronic series of Beryllium, Neon and Silicon, see also [66]. The next
Section deals with the dissociation of diatomic molecules, and the failure of the standard N -
representability conditions to describe the dissociation limit [67]. An analysis is made as to
why these constraints fail, and new conditions are derived to fix this pathological behaviour
[29, 68]. In the last Section the one-dimensional Hubbard model is studied, exploiting all the
symmetries discussed in Section 4.3. The performance of the different constraints discussed
in Chapter 2 is studied for various fillings of the lattice, and it is found that higher-order
constraints are needed to correctly describe the strong-correlation limit.
5.1 The isoelectronic series of Beryllium, Neon and Silicon
The isoelectronic series of atomic systems consitute a well-known benchmark problem in
electronic structure theory, and a good test for the performance of any many-body method.
The atomic Hamiltonian is given by Eq. (4.58). For a fixed number of electrons N , one can
consider the central charge Z as a variable, and this range of systems is called the N -electron
atomic isoelectronic series, though usually it is named after the neutral atom species, e.g. the
Beryllium series for N = 4. If the interaction between the electrons is neglected, we recover
the hygdrogenic Hamiltonian. An interesting thing about the Hydrogenic Hamiltonian is
that there is an accidental symmetry, which leads to an additional degeneracy in the single-
particle spectrum, corresponding to the main quantum number n. When the interelectronic
interaction is switched on, however, this symmetry is broken and the degeneracy disappears.
Using the electronic series, one can look at the transition between these two regimes. Starting
from the neutral atom, Z = N , the central charge is increased, which is equivalent to scaling
down the electron interactions. In the limit Z →∞ the hydrogenic Hamiltonian is recovered.
For Beryllium, the incipient degeneracy of the 2s and the 2p levels causes the ground state
to be increasingly multireference as Z increases (as is shown in Fig. 5.1), which is hard
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Figure 5.1: Schematic representation of the influence of the increase of Z for the ground state of
Beryllium. When Z = N , the ground state is dominated by a single reference (1s)2(2s)2 singlet. The
admixture of the (1s)2(2p)2 configuration is small, but increases and becomes competitive as Z →∞.
to describe for many methods, including Hartree-Fock and DFT. Neon has ten electrons,
and the ground state therefore has a closed shell (1s)2(2s)2(2p)6 configuration, which means
we don’t expect any near-degeneracy problems. For Silicon which has 14 electrons in a
(1s)2(2s)2(2p)6(3s)2(3p)2 configuration, there is not only a near-degeneracy problem, but the
additional complication that the ground state is not a spin and angular momentum singlet.
In this study the focus lies on three issues: the performance of the standard IQG N -
representability conditions in multireference situations, the quality of the variationally ob-
tained 2DM, which we inspect by looking at different physical properties obtainable from the
2DM. The third issue is the basis set dependence of the results, which we are able to check
because we are not limited to small basis sets through the use of spin and angular momentum
symmetry. The specific SDP algorithm used in this study is the simple dual-only potential
reduction program explained in Section 3.4.2.
5.1.1 Spin and angular momentum constraints
Because we know the ground-state spin and angular momentum of the systems studied, we
can improve results by restricting our search to these symmetry sectors, as discussed in
Chapter 4. This is done by imposing linear equality constraints, as explained in Section
3.4.2.4, the explicit form of which is derived in this Section.
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5.1.1.1 Imposing the spin constraints for S = 0










which is a particle-hole operator as defined in Eq. (4.38). This operator lives in particle-hole













]S Sˆz|ΨNi 〉 = 0 , (5.3)
when the |ΨNi 〉 are spin singlets. In doing this we automatically impose the same constraints
on G(Γ) for Sx and Sy due to the threefold degeneracy of the S = 1 block of the 2DM. It can
be seen that in this case the expectation value of the total spin is zero,
〈ΨN |Sˆ2|ΨN 〉 = 〈ΨN |Sˆ2x + Sˆ2y + Sˆ2z |ΨN 〉 = 0 . (5.4)





















ΓSab;cb = 0 . (5.5)
We will call this necessary condition for Γ to be derivable from a singlet wave-function ensem-
ble the projection of a two-particle density matrix on a spin-singlet state. It can be seen that
there are as many constraint matrices as the dimension of 1DM space. Because of the zero
eigenvalues in the G matrix the projected density matrix is on the edge of the feasible region
during the whole of the minimization process, and as a result, the cost function is infinity.
This is easily circumvented by taking the pseudo-inverse of the G matrix, which excludes the
Sz-state from the inversion process.
The linear constraints for imposing the spin-singlet condition are given by:




= 0 , (5.6)
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5.1.1.2 Imposing the spin constraints for S 6= 0
For higher-spin multiplets we use the spin-averaged ensemble (see Section 4.1.2), in which the
2DM has the same simple structure as for the singlet case. The expectation value of the Sˆ2
spin operator is forced to be exact, using the linear constraint
Tr Γ{Sˆ2} = S(S + 1) , (5.9)














There is only one linear constraint for nonzero spin, in contrast to the numerous constraints
for the projection on a singlet state. It can therefore be expected that the spin constraints
(i.e. the constraints on the 2DM ensuring that it is derivable from a wave function with
good total spin) are less accurate than those for the singlet case. It is, in fact, known how
to cure this situation [69] by considering not the spin-averaged ensemble but rather the 2DM
derived from the highest-weight member (M = S) of the multiplet. Similar to the spin-singlet
projection, one can then impose the condition that, since the spin-raising ladder operator Sˆ+
destroys the wave function, the G(Γ) matrix must have a zero eigenvalue (with an eigenvector
in particle-hole space corresponding to the Sˆ+ operator). In such a highest-weight scheme, the
spin restrictions for the S 6= 0 case are put on the same footing as for the singlet case; in fact,
the highest-weight and the spin-averaged ensemble scheme are equivalent for the singlet case.
However, the highest-weight scheme for S 6= 0 requires one to keep track of more matrices and
is computationally more demanding by about a factor of 10. We therefore used the ensemble
scheme even for the nonsinglets (i.e. the Si atom), though we checked some cases with the
highest-weight method for the spin.
5.1.1.3 Spin and angular momentum projection
Orbital angular momentum is an additional conserved quantum number in atomic systems.
The same principles as in the previous Section can be used, but the implementation is a bit
more complicated. It can be shown that in a spin and angular momentum coupled basis the





















Following the same argument as before, it can be imposed that the density matrix is derivable








ab;cc = 0 . (5.14)
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This can be translated into linear constraints on the 2DM, given by:





= 0 , (5.15)






























































where J can mean either S or L. The parity pi has been introduced in Section 4.2. The






































The projection on nonzero spin and angular momentum is a less strict condition, using the ap-
propriate ensemble averaged over the third-component of L (see Section 4.2). The expectation
values of L and S are projected on the desired values:
Tr Γ{Sˆ2} = S (S + 1) , (5.19)
Tr Γ{Lˆ2} = L (L+ 1) , (5.20)



























5.1.2 Results and discussion
Using the dual-only potential reduction algorithm, the isoelectronic series of Be, Ne and Si
were calculated from the neutral atom up to a central charge Z = 28. Beryllium and Neon
are both elements with a singlet ground state. In the Silicon ground state the total spin
and angular momentum are both one, which allows us to assess the quality of the spin and
angular momentum constraints for S,L 6= 0. In order to study the basis set dependence,
the properties of the ground state of the Be and Ne series were calculated in a cc-pVDZ,
a cc-pVTZ and a cc-pVQZ basis set [64]. The Si series was only calculated in a cc-pVDZ
and a cc-pVTZ basis set [70]. Spherical harmonic (and not Cartesian) basis functions are
used throughout this Section. With the density matrices obtained from the v2DM, several
properties were studied. These are compared to estimates for non-relativistic energies based
on experimental data [71, 72], and to the results of coupled-cluster (CCSD) calculations, and
in some cases, to full-configuration-interaction (full-CI) calculations.
The basis functions used were those of the neutral atom, but with a rescaling r → rZ/N
for the positive ions with Z > N . The CCSD and full-CI results were obtained using the
MOLPRO program [73].
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Table 5.1: Ground-state energies of the Be series in the cc-pVDZ basis set using different methods.
Z v2DM HF CCSD full-CI expt.
4 -14.617473 -14.572338 -14.617369 -14.61741 -14.66736
5 -24.275712 -24.216056 -24.27566 -24.275684 -24.34892
6 -36.387458 -36.316267 -36.387421 -36.387439 -36.53493
7 -50.940925 -50.860695 -50.940896 -50.940909 -51.22284
8 -67.931909 -67.844323 -67.931884 -67.931896 -68.41171
9 -87.358767 -87.265015 -87.358746 -87.358755 -88.10113
10 -109.22078 -109.12175 -109.22076 -109.22077 -110.29089
11 -133.51761 -133.414 -133.51759 -133.5176 -134.98088
12 -160.24908 -160.14145 -160.24906 -160.24907 -162.17102
13 -189.41511 -189.30392 -189.41509 -189.4151 -191.86127
14 -221.01564 -220.90129 -221.01563 -221.01564 -224.0516
15 -255.05067 -254.93347 -255.05066 -255.05066 -258.742
16 -291.52018 -291.4004 -291.52017 -291.52017 -295.93244
17 -330.42417 -330.30206 -330.42416 -330.42416 -335.62293
18 -371.76264 -371.63841 -371.76263 -371.76263 -377.81344
19 -415.5356 -415.40942 -415.53559 -415.53559 -422.50398
20 -461.74304 -461.61508 -461.74303 -461.74304 -469.69455
21 -510.38498 -510.25537 -510.38498 -510.38498 -519.38513
22 -561.46143 -561.3303 -561.46142 -561.46142 -571.57572
23 -614.97237 -614.83983 -614.97237 -614.97237 -626.26633
24 -670.91783 -670.78398 -670.91783 -670.91783 -683.45695
25 -729.29781 -729.16274 -729.2978 -729.2978 -743.14758
26 -790.1123 -789.97609 -790.11229 -790.1123 -805.33822
27 -853.36132 -853.22404 -853.36131 -853.36131 -870.02886
28 -919.04486 -918.90659 -919.04486 -919.04486 -937.21951
5.1.2.1 Ground-state energy
The ground-state energies, calculated with various methods and in the different basis sets,
are shown in Tables 5.1, 5.2 and 5.3 for Beryllium, Tables 5.4, 5.5 and 5.6 for Neon and
Tables 5.7 and 5.8 for the Silicon isoelectronic series. Even in the best case (Be in cc-pVQZ),
the calculated energies are at least 20 mHartree removed from the experimental estimate in
[71, 72]. This is due to the difficulty of describing the interelectronic cusp in the exact wave
function using finite single-particle basis sets.
More relevant is the difference between the v2DM (and CCSD) energies as compared to
full-CI in the same basis set. This is shown in Figure 5.2 for the case of the Be series. Note
that the CCSD energy is always above, the v2DM energy below, the full-CI energy. For
v2DM, this simply reflects the nature of the variational problem. For the smallest cc-pVDZ
basis set, v2DM and CCSD have about the same level of accuracy. The difference with full-CI
grows as the basis set size increases for both CCSD and v2DM, but this effect is worse for
the v2DM.
As far as the Z-dependence is concerned, the trend differs markedly for the cc-pV(D,T)Z
and for the cc-pVQZ basis set. As Z increases there is a growing accuracy for the smaller basis
sets in both CCSD and v2DM, whereas for cc-pVQZ the accuracy decreases for CCSD and
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Table 5.2: The ground-state energies of the Be series in the cc-pVTZ basis set using different
methods.
Z v2DM HF CCSD full-CI expt.
4 -14.625431 -14.572873 -14.623559 -14.62381 -14.66736
5 -24.300695 -24.234557 -24.299207 -24.29943 -24.34892
6 -36.473162 -36.394215 -36.471944 -36.47214 -36.53493
7 -51.137349 -51.045734 -51.136311 -51.136486 -51.22284
8 -68.290965 -68.186797 -68.290046 -68.290206 -68.41171
9 -87.932793 -87.816285 -87.931958 -87.932107 -88.10113
10 -110.06209 -109.93353 -110.06132 -110.06146 -110.29089
11 -134.67837 -134.53811 -134.67764 -134.67778 -134.98088
12 -161.7813 -161.62969 -161.78061 -161.78074 -162.17102
13 -191.37066 -191.20808 -191.37 -191.37011 -191.86127
14 -223.44627 -223.27309 -223.44563 -223.44574 -224.0516
15 -258.00801 -257.82461 -258.0074 -258.00751 -258.742
16 -295.05582 -294.86255 -295.05522 -295.05533 -295.93244
17 -334.58961 -334.38682 -334.58904 -334.58913 -335.62293
18 -376.60935 -376.39737 -376.60879 -376.60888 -377.81344
19 -421.115 -420.89414 -421.11445 -421.11454 -422.50398
20 -468.10654 -467.87712 -468.106 -468.10609 -469.69455
21 -517.58394 -517.34625 -517.58342 -517.5835 -519.38513
22 -569.5472 -569.30152 -569.54669 -569.54677 -571.57572
23 -623.99631 -623.7429 -623.99581 -623.99589 -626.26633
24 -680.93126 -680.67038 -680.93077 -680.93084 -683.45695
25 -740.35204 -740.08394 -740.35156 -740.35163 -743.14758
26 -802.25866 -801.98356 -802.25818 -802.25825 -805.33822
27 -866.65111 -866.36925 -866.65064 -866.65071 -870.02886
28 -933.5294 -933.24098 -933.52894 -933.529 -937.21951
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Table 5.3: Ground-state energies of the Be series in the cc-pVQZ basis set using different methods.
Z v2DM HF CCSD full-CI expt.
4 -14.642807 -14.572968 -14.639589 -14.640124 -14.66736
5 -24.321254 -24.236385 -24.317643 -24.31822 -24.34892
6 -36.500934 -36.40257 -36.497178 -36.497761 -36.53493
7 -51.177145 -51.065945 -51.173335 -51.173918 -51.22284
8 -68.347448 -68.22364 -68.343621 -68.344203 -68.41171
9 -88.010503 -87.87405 -88.00667 -88.007254 -88.10113
10 -110.16555 -110.01625 -110.16171 -110.1623 -110.29089
11 -134.81213 -134.64967 -134.8083 -134.80889 -134.98088
12 -161.95 -161.77398 -161.94616 -161.94677 -162.17102
13 -191.57899 -191.38895 -191.57514 -191.57575 -191.86127
14 -223.699 -223.49443 -223.69514 -223.69577 -224.0516
15 -258.30998 -258.09031 -258.3061 -258.30675 -258.742
16 -295.4119 -295.17653 -295.40801 -295.40867 -295.93244
17 -335.00476 -334.75303 -335.00085 -335.00153 -335.62293
18 -377.08857 -376.81977 -377.08463 -377.08533 -377.81344
19 -421.66334 -421.37673 -421.65938 -421.66011 -422.50398
20 -468.72912 -468.42388 -468.72513 -468.72588 -469.69455
21 -518.28593 -517.96121 -518.28191 -518.28269 -519.38513
22 -570.33383 -569.9887 -570.32977 -570.33058 -571.57572
23 -624.87286 -624.50634 -624.86877 -624.86961 -626.26633
24 -681.90309 -681.51414 -681.89895 -681.89983 -683.45695
25 -741.42459 -741.01206 -741.4204 -741.42132 -743.14758
26 -803.43742 -803.00013 -803.43318 -803.43414 -805.33822
27 -867.94167 -867.47832 -867.93738 -867.93838 -870.02886
28 -934.93744 -934.44663 -934.93309 -934.93413 -937.21951
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Table 5.4: The ground-state energies of the Ne series in the cc-pVDZ basis set using different
methods.
Z v2DM HF CCSD full-CI expt.
10 -128.70843 -128.48878 -128.67964 -128.68088 -128.9376
11 -161.80049 -161.59591 -161.77283 -161.77411 -162.0659
12 -198.88784 -198.70208 -198.86199 -198.86309 -199.2204
13 -239.97194 -239.80393 -239.94802 -239.94883 -240.3914
14 -285.04223 -284.88894 -285.02004 -285.02061 -285.5738
15 -334.08381 -333.94195 -334.06299 -334.06338 -334.7642
16 -387.08194 -386.94882 -387.06219 -387.06246 -387.9608
17 -444.02427 -443.89781 -444.00531 -444.00551 -445.1622
18 -504.90101 -504.77972 -504.88268 -504.88282 -506.3673
19 -569.70474 -569.58754 -569.68689 -569.68701 -571.5754
20 -638.42981 -638.31595 -638.41239 -638.41248 -640.7891
21 -711.07205 -710.96091 -711.05497 -711.05505 -713.9988
22 -787.6282 -787.51937 -787.61143 -787.6115 -791.2132
23 -868.09589 -867.98895 -868.07932 -868.07938 -872.4291
24 -952.47304 -952.36781 -952.45674 -952.45679 -957.6463
25 -1040.7584 -1040.6545 -1040.7422 -1040.7422 -1046.8646
26 -1132.9505 -1132.8479 -1132.9345 -1132.9345 -1140.0838
27 -1229.0485 -1228.9471 -1229.0327 -1229.0328 -1237.3039
28 -1329.0518 -1328.9514 -1329.0361 -1329.0361 -1338.5247
Table 5.5: Ground-state energies of the Ne series in the cc-pVTZ basis set using different methods.
Z v2DM HF CCSD expt.
10 -128.86088 -128.53186 -128.81081 -128.9376
11 -161.97703 -161.65496 -161.92829 -162.0659
12 -199.11372 -198.79861 -199.06598 -199.2204
13 -240.26728 -239.9582 -240.22028 -240.3914
14 -285.43166 -285.12786 -285.38525 -285.5738
15 -334.6021 -334.30313 -334.55624 -334.7642
16 -387.77553 -387.48107 -387.73017 -387.9608
17 -444.95002 -444.6598 -444.9051 -445.1622
18 -506.12426 -505.83808 -506.07977 -506.3673
19 -571.29734 -571.01502 -571.25329 -571.5754
20 -640.46864 -640.18995 -640.42496 -640.7891
21 -713.63756 -713.36231 -713.59424 -713.9988
22 -790.80365 -790.53161 -790.76063 -791.2132
23 -871.96637 -871.69743 -871.9237 -872.4291
24 -957.12544 -956.85936 -957.08305 -957.6463
25 -1046.2804 -1046.0171 -1046.2383 -1046.8646
26 -1139.431 -1139.1702 -1139.3892 -1140.0838
27 -1236.5769 -1236.3184 -1236.5353 -1237.3039
28 -1337.7178 -1337.4616 -1337.6764 -1338.5247
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Table 5.6: The ground-state energies of the Ne series in the cc-pVQZ basis set using different
methods.
Z v2DM HF CCSD expt.
10 -128.92686 -128.54347 -128.87106 -128.9376
11 -162.05038 -161.67155 -161.99595 -162.0659
12 -199.19913 -198.82303 -199.14502 -199.2204
13 -240.36392 -239.98965 -240.30977 -240.3914
14 -285.53886 -285.16605 -285.48453 -285.5738
15 -334.72067 -334.3492 -334.66615 -334.7642
16 -387.90757 -387.53731 -387.85281 -387.9608
17 -445.09826 -444.72921 -445.04331 -445.1622
18 -506.29194 -505.92402 -506.23681 -506.3673
19 -571.48788 -571.12105 -571.43261 -571.5754
20 -640.68561 -640.31973 -640.63013 -640.7891
21 -713.88444 -713.51958 -713.8289 -713.9988
22 -791.08414 -790.72018 -791.02848 -791.2132
23 -872.28418 -871.92117 -872.22853 -872.4291
24 -957.48456 -957.12224 -957.42872 -957.6463
25 -1046.6846 -1046.3231 -1046.6288 -1046.8646
26 -1139.8845 -1139.5236 -1139.8285 -1140.0838
27 -1237.0837 -1236.7235 -1237.0277 -1237.3039
28 -1338.2821 -1337.9226 -1338.2261 -1338.5247
Table 5.7: Ground-state energies of the Si series in the cc-pVDZ basis sets using different methods.
The results under v2DM were calculated using the ensemble avaraged spin projection, those under
v2DM∗ were calculated using the maximal weight method.
v2DM v2DM∗ HF CCSD expt.
14 -288.93962 -288.92921 -288.84644 -288.91895 -289.359
15 -340.36765 -340.27338 -340.34709 -340.872
16 -396.10801 -396.01679 -396.08749 -396.869
17 -456.09635 -456.00926 -456.0759 -457.337
18 -520.29362 -520.27860 -520.21067 -520.27348 -522.269
19 -588.68067 -588.60149 -588.66097 -591.66
20 -661.24791 -661.17202 -661.22871 -665.507
21 -737.99017 -737.91714 -737.97148 -743.808
22 -818.90446 -818.88808 -818.83388 -818.88621 -826.559
23 -903.98889 -903.92042 -903.97105 -913.762
24 -993.24222 -993.1756 -993.22475 –1005.413
25 -1086.6636 -1086.5986 -1086.6465 -1101.513
26 -1184.2525 -1184.2381 -1184.1889 -1184.2357 -1202.061
27 -1286.0084 -1285.9461 -1285.9919 -1307.057
28 -1391.9311 -1391.8699 -1391.9147 -1416.5
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Table 5.8: The ground-state energies of the Si series in the cc-pVTZ basis sets using different
methods. The results under v2DM were calculated using the ensemble avaraged spin projection.
v2DM HF CCSD expt.
14 -289.02515 -288.85215 -288.9835 -289.359
15 -340.50472 -340.33467 -340.46205 -340.872
16 -396.43974 -396.27384 -396.39711 -396.869
17 -456.80372 -456.64236 -456.7617 -457.337
18 -521.58 -521.42294 -521.53858 -522.269
19 -590.75683 -590.60373 -590.7159 -591.66
20 -664.32396 -664.17433 -664.28328 -665.507
21 -742.2714 -742.12467 -742.23072 -743.808
22 -824.58949 -824.44532 -824.54882 -826.559
23 -911.27007 -911.12778 -911.22912 -913.762
24 -1002.3054 -1002.1648 -1002.2643 -1005.413
25 -1097.6895 -1097.5501 -1097.6482 -1101.513
26 -1197.4173 -1197.2789 -1197.3759 -1202.061
27 -1301.4847 -1301.347 -1301.4431 -1307.057







Figure 5.2: Difference between approximate (CCSD or v2DM) and full-CI energies for the Be
series in all three basis sets.
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becomes constant for v2DM. The reason for this difference is not clear, though it is probably
connected to the incipient degeneracy of the 2s and 2p states and the quality of its description
in the various basis sets, as is more fully explained in the next Section. It should be noted
that the v2DM results are overall very accurate, even in the worst case (Z = 28, cc-pVQZ)
differing less than 3 mHartree from full-CI.
For the Ne series, full-CI calculations were only possible in the cc-pVDZ basis. From the
results collected in Tables 5.4, 5.5 and 5.6 it is seen that the v2DM accuracy is significantly
less than for Be, the largest deviation to full-CI (28 mHartree) appearing for the neutral
atom. This is actually comparable to v2DM results for molecules under IQG conditions, so
it is likely that because of the small number of electrons the Be results are an exceptionally
favorable case. This is also borne out by the Si results in Tables 5.7 and 5.8, showing a
maximal deviation between CCSD and v2DM energies of 21 mHartree for the neutral atom.
5.1.2.2 Correlation energy
Correlation energies were calculated by taking the difference of v2DM or CCSD energies with
the Hartree-Fock results in the same basis set. The results labeled “experimental” are the
estimates in [72].
Beryllium series: in Fig. 5.3 the v2DM correlation energy is shown as a function of central
charge Z for the different basis sets. Note that on the plot the difference between the CCSD
and full-CI correlation energies would not be visible. The experimental curve is linear in Z,
as a direct consequence of the near-degeneracy of the ground state [72]. One can calculate
a perturbative series expansion of the exact and Hartree-Fock energy in powers of 1Z ; the
corresponding series for the correlation energy starts with a constant if the hydrogenic ground
state is nondegenerate, or with a linear term in Z in case of degeneracy. The v2DM correlation
energy does not follow this trend: it goes linear in the beginning, but becomes concave in
the cc-pVDZ and cc-pVTZ basis, or convex in the cc-pVQZ basis. This failure, however, is
not related to the v2DM method as the trend is the same in full-CI. It simply reflects the
fact that the incipient degeneracy is not well described in these basis sets. This can also be
seen by calculating the Z = 1 hydrogen spectrum (corresponding to the Z → ∞ situation,
when the electron-electron interaction can be neglected) in the basis sets: the 2s and 2p
energies are not degenerate, but differ by 5.8 mHartree (cc-pVDZ), 2.0 mHartree (cc-pVTZ)
and -2.3 mHartree (cc-pVQZ). Note that for cc-pVQZ the 2p energy actually drops below
the 2s energy, explaining the different (convex/concave) behavior of the curves. To make
sure we also performed calculations in the cc-pVDZ basis after rescaling (r → αr) it in such
a way that the hydrogenic 2s-2p degeneracy is exact. In this basis the v2DM correlation
energy (also shown in Fig. 5.3) indeed has the correct linear behavior. It is clear from the
above discussion that v2DM is indeed capable of providing accurate correlation energies in
the presence of near-degeneracies, when other many-body techniques (like density functional
theory or MP2) can fail.
Neon series: in Fig. 5.4 the correlation energy is shown for all three basis sets as a function
of Z. Because Ne is a closed shell atom, there is no near-degeneracy for large Z values and
the exact correlation should be asymptotically constant in Z, as is indeed visible in the
experimental curve. Due to basis set effects, this constant behavior is imperfectly realized,
but the v2DM follows the same trends as CCSD for all basis sets. Note that the approximation









Figure 5.3: v2DM correlation energy for the Be series in all three basis sets, and in a rescaled basis
set that exhibits hydrogen-like behaviour (degeneracy between the 2s and 2p level). For comparison,
the CCSD and experimental values are also shown. Note that for the cc-pVDZ basis, CCSD and
v2DM results coincide.








Figure 5.4: v2DM correlation energy for the Ne series in all three basis sets. For comparison, the
CCSD and experimental values are also shown.






Figure 5.5: v2DM correlation energy for the Si series in the cc-pVDZ and cc-pVTZ basis set. For
comparison, the CCSD and experimental values are also shown.
to a constant behavior at large Z is best for the largest basis set. The decrease in correlation
energy for increasing Z, in contrast to the slight rise in the experimental correlation energy,
can be attributed to the fact that the basis sets were optimized for the neutral atom. While
the rescaling procedure fixes the nuclear cusp, the resulting basis set is obviously far from
optimal for highly charged ions.
Silicon series: for silicon, only the cc-pVDZ and cc-pVTZ basis have been used [Fig. 5.5].
As was the case for Be, the theoretical linear rise with Z is thwarted by imperfections in
the basis sets. However the v2DM correlation energy closely tracks the CCSD one. The Si
ground state is a spin triplet. The results in Tables 5.7 and 5.8 have been obtained using
the spin-averaged ensemble, as explained in Section 4.1.2. In order to assess the quality of
the spin constraints, we have also performed calculations using the highest-weight method,
for Z=14, 18, 22, and 26 with the cc-pVDZ basis set, the resulting energies are also reported
in Table 5.7. The energy differences between the approaches are sizeable, with differences
as large as 20 mHartree, reflecting the weaker nature of the spin constraints imposed in the
spin-averaged scheme. However, the discrepancy between the two approaches is stable for
increasing Z.
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expt.
Figure 5.6: Ionization energy scaled with 1Z2 , for the Be, Ne and Si series in the different basis sets
compared with experimental results.
























Figure 5.7: Single-particle levels obtained in a correlated Hartree-Fock-like scheme (see text) for
the Be series in a cc-pVDZ basis set.
5.1.2.3 Ionization energies
It is important to gauge the quality of the 2DM by analyzing other properties than just
the energy, e.g. the ionization energies of the different atomic ions, which can be easily
calculated using the extended Koopmans’ theorem (EKT) [74, 75, 76]. The EKT provides
a single-particle picture of the ground state, with single-particle energies and spectroscopic
factors. The ionization energies are shown in Figure 5.6; the agreement between calculated
and experimental values is very good, pointing to the realistic nature of the variationally
obtained 2DM. The good agreement with experiment reflects the fact that the error in the
description of the interelectronic cusp largely cancels since the ionization energy is an energy
difference. For Be and Ne it is clear that the basis set limit is nearly reached at the cc-pVTZ
– cc-pVQZ level. Even for Si the experimental ionization energy is closely reproduced.
5.1.2.4 Correlated Hartree-Fock-like single-particle energies
Another single-particle picture is given by the correlated Hartree-Fock-like single-particle
orbitals and energies. These are constructed by diagonalizing the single-particle Hamiltonian:
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Figure 5.8: Natural occupation of the 2p-orbital and one minus the occupation of 2s-orbital for the
Be series, in all three basis sets.
where the 1DM ρ appearing in Eq. (5.23) is constructed from the variationally determined
2DM. As an example of this method, the single-particle energies for the isoelectronic series
of Be in a cc-pVDZ basis are shown in Figure 5.7. Notice that when Z increases, the energy
levels approach those of the hydrogen atom. Similar behavior is present for the other basis
sets and for the Ne and Si isoelectronic series.
5.1.2.5 Natural occupations
The eigenvalues of the 1DM (i.e. the natural orbital occupation numbers) provide additional
insight into the quality of the electron correlation effects included in v2DM. The occupation
numbers from v2DM are always very close to those from full-CI, differing by at most 0.005. Of
particular interest are the occupations of the quasi-degenerate 2s and 2p orbitals in Be. These
are shown in Fig. 5.8. The sum of the 2s and 2p occupations is nearly 1 and increasingly so
for large Z. This implies that only the 2s and 2p are partially occupied in the large-Z limit.
The shapes of the curves reflect the aforementioned imperfections in the basis sets, with the
2s below the 2p for cc-pVDZ and cc-pVTZ, and above the 2p for cc-pVQZ.


















Figure 5.9: Energy versus electron number for the Nitrogen atom. One can see that the v2DM
method results in a smooth convex curve, while the exact result is piecewise linear.
5.2 Dissociation of diatomic molecules
A diatomic molecule, consisting of N electrons spread out over two atoms, A with charge ZA

















|ri − rj| . (5.24)
One speaks of dissociation, or bond stretching, when the distance between the two bonded
atoms |RA−RB| is increased from its equilibrium value, and the dissociation limit corresponds
to the situation where there is no interaction left between the atoms. Dissociation of molecules
is very important in chemistry, because a good understanding of it is essential to understand
why chemical reactions (which involve the breaking of bonds and the formation of new bonds)
take place. Many electronic structure methods have great difficulty describing the dissociation
limit, however, because when a molecule is pulled out of equilibrium, multireference effects
occur.
5.2.1 v2DM dissociates molecules into fractionally charged atoms
To test how well the IQG conditions describe molecular dissociation the 14-electron NO+
molecule was studied. From the ionization energies one can predict that the dissociation
products should be N and O+. Rather surprisingly the v2DM result was to divide the charge
between the N and the O, assigning 6.53 electrons to N and 7.47 electrons to O. We also
found that the energy was far too low. The same failure occurs in DFT, where the problem






















Figure 5.10: Energy versus electron number for the Oxygen atom (See caption Figure 5.9).
results from the wrong behaviour of the energy as a function of the number of electrons
[77, 78, 79, 80, 81, 82]. It turns out that in v2DM the same error lies at the basis of the faulty
dissociation limit. As can be seen in Fig. 5.9 for N and Fig. 5.10 for O, the E vs. N curve is
convex, while the exact curve is piecewise linear between the integer occupations. This can
be understood from the discussion in Section 2.3.1, where it was shown that the correct 2DM
description of a system with fractional electron number is through an ensemble of integer-N
2DM’s. The results in Figs. 5.9 and 5.10, however, were produced in a naive approach by
considering N as a continuous parameter in the integer N v2DM procedure as discussed in
Chapter 3. This naive approach is relevant, however, because it is exactly what happens when
considering the individual atoms as subsystems of an integer N molecule, using approximate
N -representability conditions, as explained in Section 2.3.1.3. From Fig. 5.11 one can see
how this convex curve results in the fractionally occupied dissociation products. In this figure,
the sum of the energies of N and O are plotted, for fractional occupations which sum to 14
electrons. One can see that the lowest energy is obtained from the fractional occupation
of Oxygen of 7.47, which is exactly the result we get from the molecular calculation in the
dissociation limit! It is worth noting that the same behaviour is present when adding the T
conditions, and as such adding them does not fix the errors in the dissociation limit.
5.2.2 Subsystem constraints cure the dissociation limit
In this Section we show that the result of Section 2.3.1 can be used to fix the dissociation
problem in v2DM. From Theorem 3 we know that if a 2DM describing a molecule is N -
representable, then the 2DM’s of the the atomic parts of the molecules are fractional N -





















Figure 5.11: Energy versus electron number for the sum of the Nitrogen and Oxygen energies. N is
the number of electrons on the Oxygen atom. The v2DM method clearly has a minimum at
fractional N .
representable, and must obey the inequalities:





for every two-particle Hamiltonian HˆV defined on the atomic subspace V. From Figs. 5.9
and 5.10 we can see that these constraints are grossly violated when we choose the atomic
Hamiltonian for the subsystem Hamiltonian HˆV , where the exact fractional-N energy EN¯0 is
the piecewise linear curve. If the inequalities (5.25) for the atomic subsystems in the molecule
are enforced, the E vs. N curve automatically becomes piecewise linear, and the dissociation
of the molecule results in integer occupied fragments.
5.2.2.1 Implementation
In this Section we discuss how to implement the subsystem constraints in the v2DM ap-
proach. The procedure for applying the atom-A subsystem constraint in a diatomic AB can
be summarized as follows:
1. Solve the atomic v2DM problem for a central charge ZA at various electron numbers,
using the single-particle orbitals centered on A. In practice, only electron numbers near
atomic neutrality are important. This generates the atomic energy EN¯A as a function of
fractional electron number N¯ (i.e. a piecewise linear curve as in Figs. 5.9 and 5.10).
2. For each internuclear distance RAB, calculate the transformation matrix between the
(nonorthogonal) atomic basis of the A-centered orbitals |iA〉, and the orthonormal
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molecular basis |α〉 that is used in the SDP program,
XAα,i = 〈iA|α〉 . (5.26)






with C the expansion coefficients of the |α〉molecular basis in terms of all the nonorthog-




Cα;jD |jD〉 , (5.28)
and with SiA;jD = 〈iA|jD〉 the overlap matrix for the atom-centered basis functions.
The orthogonal projector on the subspace spanned by the A-centered orbitals, when




(S−1A )ij |iA〉〈jA| , (5.29)
where SA is the block of the overlap matrix corresponding to the A-centered orbitals,
and S−1A is the inverse of this block.

























〈iAjA|V˜ A|kAlA〉 ,WAiαWAjβWAkγWAlδ , (5.33)











The inequality (5.30) is nothing but the application of Eq. (5.25) in the subspace defined
by the single-particle orbitals centered on A and using the Hamiltonian of atom A.
Obviously, atom B generates a similar inequality.
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Table 5.9: Difference (in mHartree) between full-CI energy and variationally optimized 2DM energy
without (2DM) and with (2DM+) subspace constraints.
R 2DM 2DM+ R 2DM 2DM+
1.25 16.55 16.55 3.50 13.30 13.30
1.50 10.86 10.86 3.75 17.17 17.17
1.75 9.56 9.56 4.00 19.12 19.12
2.00 9.94 9.94 4.50 19.90 18.73
2.10 10.07 10.07 5.00 21.28 14.07
2.20 10.07 10.07 5.50 23.07 9.35
2.30 10.30 10.30 6.00 24.48 5.27
2.40 10.59 10.59 6.50 25.67 2.44
2.50 10.77 10.77 7.00 26.95 1.26
2.60 10.91 10.91 7.50 27.90 0.66
2.75 11.30 11.30 8.00 28.88 0.53
3.00 12.00 12.00 8.50 29.63 0.38
3.25 12.56 12.56 9.00 30.39 0.37
5.2.2.2 Numerical verification
In order to show the value of the subsystem constraints, we present the potential energy
surface of BeB+, computed for a separation ranging from 1 to 9 A˚. The main interest here is
a proof-of-principle of the fact that the new constraints indeed severely restrict the variational
freedom in the v2DM. We therefore opted for the fairly small Dunning-Hay basis [84], making a
comparison to full-CI calculations still feasible. BeB+ is a good example since this 8 electron
system dissociates into Be and B+. Application of the I, Q and G conditions for an 8
electron system is expected to yield energies that are significantly too low compared to full-
CI. However, at the dissociation limit, the energy of the molecule should be equivalent to that
of isolated Be and B+. As shown in [66], for both Be and B+ the IQG energy is very nearly
equal to the full-CI energy, so application of the subspace constraints should result in much
higher IQG energies.
Table 5.9 contains the energy of the molecule at different internuclear distances, computed
at the full-CI level of theory as well as the variationally optimized 2DM energy with and
without subspace constraints (see also Fig. 5.12).
Table 5.9 very clearly shows that, at larger separation, the difference between the full-CI
and 2DM energies is substantial when using only the I, Q and G constraints, growing as large
as 30 mHartree. The subspace constraints succeed in reducing this error by approximately
two orders of magnitude. As expected, the remaining error is very small because IQG yield
energies for the atomic 4-electron isoelectronic series that are very near to full-CI energies.
The present new constraints are clearly very succesful. As Figure 5.12 shows, the constraints
are active most for separations above 4.5 A˚. The nearer to complete dissociation, the more
of the error is recovered by the subspace constraints. As shown by van Aggelen et al. [68],
not only are the energies improved, also chemical observables and chemical concepts are
substantially better for the 2DM obtained when including the subspace constraints. As an
example, the Mulliken population [85] on the Be atom at 9 A˚ is +0.38 when not using the
subspace constraints, whereas inclusion of the subspace constraints yields a charge of 0.00,
consistent with reality. The added constraints result in a much better description of molecular


















Figure 5.12: Singlet dissociation energy curve of BeB+ calculated in full-CI, and determined
variationally without (2DM) and with (2DM+) subspace constraints.
dissociation. Neither atom still suffers from fractional occupancy at the dissociation limit.
Addition of each subsystem constraint does not slow down the v2DM, as it adds a fairly
simple linear inequality constraint.
5.2.2.3 Extension to polyatomic systems
For polyatomic systems, the addition of correct subsystem constraints is much less straightfor-
ward than in the diatomic case. The subsystems are no longer only atomic systems, but can
also be polyatomic systems, for which the constraints become dependent upon the geometry
of the subsystems, i.e. the interatomic distance. The number of possible subspaces, grows
rapidly with the number of atoms present in the molecule. It is unlikely that all of these
constraints are needed and only a few will probably be violated when not included. A de-
tailed study [86] was made by van Aggelen et al. of the performance of subsystem constraints
in the triatomic molecular anion F−3 . It was found that for geometries with either clearly
dissociated or short bonds, the correct dissociation can be obtained using only constraints on
the spatially separated units in the system. E.g. when the three F atoms are so far apart that
they don’t interact anymore, subsystem constraints for the atomic parts are the only ones
useful, or for the case where a diatomic molecule is clearly separated from a single atom, the
correct constraints are the geometry-dependent diatomic one, and an atomic one. However,
in situations which are not so clear-cut, additional constraints may become active.
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5.2.2.4 Generalization of the atomic subspace constraints
The current formulation of the subsystem contraints on diatomic systems has the drawback
that they only become active at large distances, and do not improve the energy closer to
equilibrium. As a consequence there is a non-parallellity of the v2DM potential energy surface
compared to the exact one, which is clearly visible in Fig. 5.12. Ideas to improve on this exist
but haven’t been tried yet. One approach would be to modify the atomic Hamiltonian by
including effects from its environment. This would result in an iterative optimization of the
2DM, where the 2DM from the previous molecular calculation is used to create the subspace
Hamiltonian for the constraint in the next iteration. The environment would appear only
in the single-particle part of the subspace Hamiltonian corresponding to atom A, by adding
to the Hamiltonian of atom A the nuclear attraction to atom B as well as the Hartree-Fock
potential generate by the current iterative approximation for Γ.
5.3 The one-dimensional Hubbard model
















This Hamiltonian is the simplest model describing the non-trivial correlations in a solid state
lattice as a competition between the delocalizing hopping term and the local on-site interac-
tion. In this Section we present and discuss the results of v2DM calculations, taking advantage
of all the symmetries as described in Section 4.3, on a 50-site lattice with the IQG conditions,
and on a 20-site lattice with the IQGT1T2 conditions. The Hubbard model has been stud-
ied before using the v2DM method, see e.g. [87, 40, 23], but up to now only the half-filled
lattice was considered. In this study we consider different filling factors, and extract various
properties like the ground-state energy, two-particle correlation functions and the momentum
distribution in order to assess the quality of the variationally obtained 2DM.
5.3.1 Results
The v2DM results discussed in this Section were all obtained using the primal-dual predictor
corrector semidefinite programming algorithm described in Section 3.4.3. Although the one-
dimensional Hubbard model can be solved exactly using the Bethe ansatz [88, 89, 90, 91],
it is hard to extract information about the solution for finite systems. For the calculations
on a 20-site lattice, we compare the data with the quasi-exact results obtained through a
variational Matrix Product State (MPS) algorithm [5, 6, 92], written by co-worker Sebastian
Wouters [93]. For the 50-site lattice, however, this is no longer computationally feasible. At
half filling a simplification in the Bethe-ansatz equations occurs, which allows to calculate the
ground-state energy of finite systems by solving a set of non-linear equations (Lieb-Wu)[94].
At other fillings no data is available for comparison.
5.3.1.1 Ground-state energy
In Fig. 5.13 the ground-state energy per particle of the one-dimensional Hubbard model is
plotted as a function of the on-site repulsion U (the hopping parameter t will always be

































Figure 5.13: Ground-state energy per particle as a function of on-site repulsion U of the Hubbard
model for a 20-site (top) and 50-site (bottom) lattice at half-, 410 and
3
10 filling. For the 20-site
lattice a comparison is made between v2DM using the IQG and IQGT conditions, and a quasi-exact
result using MPS. For the 50-site lattice only IQG conditions are feasible, and these have been
compared to the exact (Bethe-ansatz) result for half filling.













Figure 5.14: Ground-state energy per particle as a function of the lattice size L, indicating how
fast the finite size results converge to the thermodynamic limit for half filling.
taken equal to unity). In the top figure the v2DM results for the 20-site lattice are shown
for three different fillings, 12 particles ( 310), 16 particles (
4
10) and half filling. These were
calculated using both the IQG and the IQGT conditions, and are compared to the quasi-
exact variational MPS results. In the bottom figure the v2DM results for the 50-site lattice
are shown for the same fillings (i.e. 30 particles ( 310), 40 particles (
4
10) and half filling). For the
50-site lattice it was only possible to perform the calculations using the IQG conditions, and
compare to the exact solution obtained by solving the Lieb-Wu equations for the half-filled
lattice [94].
One interesting thing to notice is that the IQG energy per particle for the 20-site lattice
and the 50-site lattice, at the same filling, are very similar. This is due to the periodic
boundary conditions which make the results converge quite rapidly for increasing lattice size
L, implying that one can already extract relevant results for the thermodynamic limit by
studying relatively small lattices. This fast convergence can be clearly seen in Fig. 5.14,
where we plotted the energy per particle of a Hubbard model with U = 1 at half filling, as a
function of the lattice size L.
Another thing to remark in Fig. 5.13 is that for the 20-site lattice, the difference between
IQG and IQGT is rather small for the half-filled lattice, but larger for the other fillings,
and that the difference gets larger when U increases. For the 50-site lattice we see that the
IQG result agrees nicely with the solution of the Lieb-Wu equations. For the other fillings
no reference data are available. There are, however, two limits of the model that are exactly
solvable. The first limit is the case of no interaction, i.e. U = 0, for which the solution has
already been given in Section 4.3 (see Fig. 4.2). The Hamiltonian reduces to a single-particle
operator, which means this limit is already described correctly by including the I and Q
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Table 5.10: Energy per site of the v2DM calculations away from half filling at large values of U ,
compared to the MPS and the Bethe-ansatz results where available.
L N U IQG IQGT vMPS exact
20
12
50 -1.2259 -1.0804 -1.0488 *
100 -1.2177 -1.0646 -1.03116 *
∞ * * * -1.0008
16
50 -0.7972 -0.5458 -0.5205 *
100 -0.7860 -0.5179 -0.49513 *
∞ * * * -0.4639










conditions alone. The other exactly solvable limit is when U → +∞. In this limit the physics
of the model decouples into two independent parts, one describing the spin of the system,
and the other the movement of the particles (this is called spin-charge separation [95]). This
decoupling shows up in the Bethe-ansatz wave function: the charge degrees of freedom are
described by a Slater determinant of spinless fermions, whereas the spin degrees of freedom
become equivalent to a spin-12 Heisenberg model. The single-particle energy spectrum changes
slightly compared to Eq. (4.97) because the boundary conditions for spinless fermions are
periodic/antiperiodic if N is even/odd [95, 96]:
k = −2t cos k where
{
k = 2pinL if N%2 = 0
k = (2n+1)piL if N%2 = 1
. (5.36)
When the lattice is half-filled all the single-particle states are occupied, and the total energy
sums up to zero, which is correctly described by the IQG results in Fig. 5.13. Away from
half filling, however, the energy has a finite limit which can be calculated using Eq. (5.36).
From the figure we can see that the IQG conditions do not suffice to correctly describe the
large-U limit. Only when the T conditions are added, the results converge to the right limit.
Calculations at very large values of U have been performed that confirm this statement, and
these results are shown in Table 5.10.
5.3.1.2 Momentum distribution
The momentum distribution function is easy to extract from the 2DM, as it is just the
1DM expressed in momentum space (See Eq. (4.101)). The results of the v2DM calculations
for 310 and
4
10 fillings using both IQG and IQGT calculations are presented in Figs. 5.15
and 5.16, for three different values of the on-site repulsion U . In case of IQG, the values
of the momentum distribution for the same filling factor but different lattice sizes L = 20
and L = 50 lie very nearly on the same curve, and are therefore plotted together. Before
the results are discussed we note that the one-dimensional Hubbard model is not a Fermi
liquid, but a Luttinger liquid [97, 98, 99]. The momentum distribution therefore has no
discontinuity at the Fermi level kF in the thermodynamic limit. For finite systems, however,
one has only discrete momentum values so one has to perform finite size scaling to see whether
Luttinger or Fermi liquid behaviour appears. Since we only performed calculations at two
systems sizes, finite size scaling is not possible. Nevertheless, conclusions about the quality
of the variationally obtained 2DM can be extracted by comparing our results to numerical
calculations in the weak-correlation limit using Quantum Monte Carlo (QMC) [100], and
in the strong-correlation limit by solving the simplified Bethe-ansatz [95]. The agreement





































Figure 5.15: Momentum distribution in the ground state for a lattice filling of 310 and on-site
repulsion U = 1, 8 and 100 calculated with the IQG conditions (top) and the IQGT conditions
(bottom).





































Figure 5.16: Momentum distribution in the ground state for a lattice filling of 410 and on-site
repulsion U = 1, 8 and 100 calculated with the IQG conditions (top) and the IQGT conditions
(bottom).
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between the IQG and IQGT results is quite good for the U = 1 curve, both for the 310 and
4
10 filled lattice. These momentum distributions have the form one would expect for small
values of U , i.e. a Fermi-sea type distribution with highly occupied low momentum states and
with a steep drop around the Fermi momentum kF . As U increases the distribution becomes
more spread out, and we note that the agreement between IQG and IQGT deteriorates. The
IQGT results tend to move away more from the Fermi-sea behaviour than the IQG results,
which is in agreement with the earlier observations for the energy.
For large values of U one would expect a discontinuity around 2kF , because of the spinless
fermion description of the charge part of system. This jump is absent, in agreement with exact
results [95], which shows that the behaviour in the strong-correlation limit is more subtle.
For 410 filling we notice that the momentum distribution has a non-monotonous behaviour:
the occupation first drops and then rises for higher momenta in the IQGT description of
the large-U systems. This behaviour is absent in the IQG description. This rise is physical
and theoretically understood from the Bethe-ansatz solution at infinite U [95]; its absence
in the 2DM determined with IQG is another indication of the fact that the two-index IQG
conditions are not sufficient to capture the physics in the strong-correlation limit.
5.3.1.3 Correlation functions
Two-particle correlation functions are important quantities in the analysis of lattice systems,
because they usually display the physics present in the system (for instance the appearance
of magnetism). In this Section we show that in our approach, these correlation functions are
easily extracted from the 2DM, and compare our results to those in [100, 95].
Charge correlation The two-particle charge correlation function is defined as:




in which the notation 〈.〉 denotes the expectation value. The function is independent of the
specific choice of the index j because of the periodic boundary conditions. The expression in





and in fact only the singlet part of the G matrix appears:
C(r) = 2 G(Γ)0jj;(j+r)(j+r) . (5.39)











In Figs. 5.17, 5.18 and 5.19, C(k) has been plotted for 310 ,
4
10 and half filling respectively,
using both IQG and IQGT conditions. Comparing the IQG with the IQGT results the
same trends can be noticed as for the energy and the momentum distributions. For half
filling (Fig. 5.19) the IQG and IQGT results are in nice agreement. Moving away from half-
filling (Figs. 5.17 and 5.18) there is only agreement for small values of U . For larger values































Figure 5.17: Two-particle charge correlation function C(k), as a function of momentum, for a 310
filled lattice and various values of on-site repulsion U , using IQG (top) and IQGT (bottom)
conditions.



































Figure 5.18: Two-particle charge correlation function C(k), as a function of momentum, for a 410
filled lattice and various values of on-site repulsion U , using IQG (top) and IQGT (bottom)
conditions.







































Figure 5.19: Two-particle charge correlation function C(k), as a function of momentum, for a
half-filled lattice and various values of on-site repulsion U , using IQG (top) and IQGT (bottom)
conditions.
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of U strange oscillations appear in the IQG results. So in this limit not only the energy,
but the entire physical content of the IQG-2DM cannot be trusted. This is once again an
indication that the IQG conditions fail to describe the strong-correlation limit away from
half-filling. The IQGT results compare well, both in shape and magnitude, with the results
from Quantum Monte Carlo [100], and the Bethe-ansatz results in the strong-correlation limit
[95].
Spin correlation The two-particle spin-correlation function defined as:


























We have plotted this object in Figs. 5.20, 5.21 and 5.22 for 310 ,
4
10 and half filling respectively,
using both IQG as IQGT conditions. Unsurprisingly, a good agreement is observed between
the IQG and IQGT results for small values of U . At larger values of U , away from half
filling, results are very poor with the IQG conditions, especially in the 410 -filled case, where the
correlation function is wildly oscillating. More surprising, is that the spin-correlation function
for the half-filled lattice in the large-U limit is also incorrect in the IQG approximation. In
the strong-correlation limit, for half-filling, the spin part of the Hubbard model is identical
to the Heisenberg model [95], for which the spin-correlation function has a singularity at two
times the Fermi momentum 2kF = pi, which is exactly what we see in the IQGT results.
Below half-filling the singularity in the large-U limit splits and shifts to smaller values of k, as
obserbed in the IQGT figures 5.20 and 5.21. This is in agreement with the results in [95] and
[100]. In conclusion we can say that the 2DM obtained with the IQGT conditions, correctly
describes the physics that governs the spin-correlation function, whereas the IQG conditions
do not. It is also important to note, that even though the IQG results for the energy are
good for the half-filled lattice, the 2DM is flawed, because the spin-correlation function is not
correctly described.
5.3.2 Failure in the strong-correlation limit
The standard two-index conditions, IQG, have a problem describing the strong-correlation
limit, U → ∞, of the Hubbard model. The three-index conditions, however, describe the
physics of the model correctly. In this Section we analyse why this is the case, and derive
some non-standard constraints that try to fix this behaviour at the two-index level.































Figure 5.20: Two-particle spin correlation function S(k), as a function of momentum, for a 310 filled
lattice and various values of on-site repulsion U , using IQG (top) and IQGT (bottom) conditions.



































Figure 5.21: Two-particle spin correlation function S(k), as a function of momentum, for a 410 filled
lattice and various values of on-site repulsion U , using IQG (top) and IQGT (bottom) conditions.



































Figure 5.22: Two-particle spin correlation function S(k), as a function of momentum, for a
half-filled lattice and various values of on-site repulsion U , using IQG (top) and IQGT (bottom)
conditions.
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The strong-correlation limit of the Hubbard model has a very clear physical structure
[95, 96]. The spin part of the system, described by the Heisenberg model, is decoupled from
the charge part of the system, which is described by spinless particles hopping around in a
lattice. The statistics of these particles is, however, much more complex than the original
spin-12 fermions, because the blocking of double occupation only occurs in site space. There
is no reason why the momentum states couldn’t have an occupation larger than one. The
statistics of these particles, called hard-core fermions, has been studied in some detail and is
called orthostatistics [101, 102, 103].
When analysing the structure of the IQG-2DM, it is found that there is no double occu-
pation of lattice sites, i.e. on has correctly
Γ0ii;jk → 0 . (5.45)
Therefore the error in the energy results from a huge overestimation of the hopping energy
of the spinless particles, due to the faulty IQG description of the hopping of particles in a
singly-occupied lattice. Based on this analysis we next derive two constraints that amend the
pathological behaviour of IQG in the strong-correlation limit.
5.3.2.1 The non-linear hopping constraint
The first constraint imposes a bound on the hopping energy through knowledge of the exact
result T∞min in the U →∞ limit and the doubly-occupied fraction of particles on the lattice.
We can divide the full N -particle Hilbert space into orthogonal subspaces characterized












in which the |Ψ(n)〉 are not necessarily normalized. The expectation value of the number of












=1− 〈Ψ(0)|Ψ(0)〉 . (5.50)
From this we can derive a lower bound for the occupation of singly-occupied space, i.e.
〈Ψ(0)|Ψ(0)〉 ≥ 1− ΓP , (5.51)
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Now take an arbitrary wave function and decompose it into its singly-occupied component
and the remainder:
|Ψ〉 = α|Ψsos〉+ β|Ψ⊥〉 , (5.53)
in which
α|Ψsos〉 = |Ψ(0)〉 . (5.54)
The expectation value of the hopping term Tˆ in an arbitrary wave function can then be
expressed as:
Tr ΓT (2) = |α|2〈Ψsos|Tˆ |Ψsos〉+ |β|2〈Ψ⊥|Tˆ |Ψ⊥〉+ (α∗β + β∗α)〈Ψsos|Tˆ |Ψ⊥〉 . (5.55)
Both the lowest eigenvalue T 0min of the hopping operator on the full space (see Section 4.3 and
in Fig. 4.2), as well as the lowest eigenvalue T∞min on singly-occupied space (see Eq. (5.36))
are known. Being the lowest eigenvalues the following inequalities hold:
T 0min ≤ 〈Ψ⊥|Tˆ |Ψ⊥〉 , and T∞min ≤ 〈Ψsos|Tˆ |Ψsos〉 . (5.56)
Eq. (5.55) can now be rewritten as an inequality:
Tr ΓT ≥|α|2T∞min + |β|2T 0min − 2|α||β||T 0min|
=|α|2T∞min + |β|2T 0min + 2|α||β|T 0min = f(β) . (5.57)
The second line in Eq. (5.57) follows from the fact that the lowest eigenvalue T 0min is always
negative. Eq. (5.49) implies that |β|2 ≤ ΓP , so the inequality (5.57) still holds upon replacing
|β|2 by ΓP , as long as f is a decreasing function. It follows that (5.49) can be formulated as
a non-linear inequality constraint which can be expressed solely in terms of the 2DM:

















≥ T 0min, i.e. when
ΓP ≤ c
1 + c
, with c =
(








for a 6-site lattice with 5
particles, in which case T 0min = −7 and T∞min = −2. Note that when ΓP → 0 the correct
strong-interaction limit is restored. For larger values the curve quickly descends to the point
where it crosses T 0min, after which the constraint becomes redundant.
We have implemented this constraint in the dual-only potential reduction program dis-
cussed in Section 3.4.2, as it is the most straightforward algorithm to which a non-linear
constraint can be added. This potential in Eq. (3.46) (here expressed as a function of the
2DM Γ) simply acquires an extra term:
φ(Γ) = Tr ΓH(2) − t ln detZ(Γ)− t ln [Tr ΓT − f∗(Γ)] , (5.60)
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The algorithm’s workhorse is Newton’s method, for which we need the gradient and Hessian
of the potential in Eq. (5.60). The gradient can be written in matrix form as in Eq. (3.51),









[Tr ΓT − f∗(Γ)] [T − g(Γ)1P ]
 , (5.62)
where the matrix 1P defined in such a way that:
Tr Γ1P = ΓP . (5.63)
The non-linear gradient function g reads:
g(Γ) =







) (1− 2ΓP) for ΓP ≤ c1+c




As in Eq. (3.55), the Hessian can be seen as a map from traceless two-particle matrix space
on itself. Compared to Eq. (3.55) there are two extra terms coming from the non-linear
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L = 6 N = 5 L = 10 N = 9
U IQG IQGT non-lin exact IQG IQGT non-lin exact
50 -3.55 -2.29 -3.06 -2.20 -4.89 -2.54 -4.64 -2.46
100 -3.49 -2.15 -2.51 -2.08 -4.77 -2.27 -3.66 -2.22
1000 -3.44 -2.03 -2.05 -2.01 -4.67 -2.03 -2.15 -2.02
Table 5.11: The ground-state energy of a 6-site lattice with 5 particles (left), and a 10-site lattice
with 9 particles (right), for U = 50, 100 and 1000, exact results compared with v2DM results using
IQG and IQGT results, and IQG results with the non-linear constraint.








































 for ΓP ≤ c1+c




After the Newton step ∆ has been determined, we perform a search in the direction of ∆ to
find the optimal stepsize α. In Section 3.4.2 we showed that this can be done rapidly using
a bisection algorithm to determine the roots of the scalar function in Eq. (3.65). An extra
term is added to this function through the inclusion of the non-linear constraint, leading to
the new line-search function:














Tr T∆− ∂f∗∂α (Γ + α∆)
Tr (Γ + α∆)T − f∗ (Γ + α∆)
)
, (5.67)
where the derivative of f∗ with respect to α is:
∂f∗
∂α
(Γ + α∆) =
(






1− Γ¯P − α∆¯P
) [1− 2(Γ¯P − ∆¯P)] .
(5.68)
The results of such a calculation, on a 6-site lattice with 5 particles and on a 10-site
lattice with 9 particles for large values of U are shown in Table 5.11, the non-linear hopping
constraint results are compared to IQG, IQGT and exact results. For the 6-site lattice
the exact results were calculated using diagonalization, for the 10-site lattice this no longer
possible and an MPS algorithm was used [5, 6, 92, 93]. It can be seen that the non-linear
constraint is succesful as the strong-correlation limit is correctly recovered. It is, however,
also observed that the constraint only becomes active at very large values of U > 30, and
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as such does not improve the quality of the IQG energy curves for the U range displayed in
Fig. 5.13. Calculations performed at larger lattice sizes indicate that the value of U where the
constraint becomes active increases with lattice size, which renders it even less valuable as a
practical tool. In conclusion, we can say that the non-linear hopping constraint guarantees
that the energy converges to the right value in the large-U limit, which is what we set out to
achieve. But it fails to improve the quality of the energy and 2DM at intermediate values of
U .
5.3.2.2 The Gutzwiller projection constraint
In the previous Section we constructed a new constraint by looking at the symptom i.e. the
energy in the strong-correlation limit is far below what it should be. We imposed an exact
lower bound to the energy for a certain double occupation ΓP . In this Section we derive a
constraint that fixes the origin of the problem, being the faulty description of spinless particles
hopping on a lattice. The creation and annihilation of particles on a singly-occupied lattice











where α and α¯ are single-particle indices on the same site with opposite spin. One can see in
Eq. (5.70) that a particle in the state α can only by created if there is no particle present in
the opposite spin state α¯; if there is, the Gutzwiller operators annihilate the state. In analogy
with the necessary and sufficient conditions on the 1DM derived in Section 2.2.1, we now
propose that every Hamiltonian that is expressed as a first-order operator in the Gutzwiller
creation and annihilation operators will be correctly optimized if the following conditions are
fulfilled:
ρG  0 with ρGαβ = 〈ΨN |g†αgβ|ΨN 〉 , (5.71)
qG  0 with qGαβ = 〈ΨN |gαg†β|ΨN 〉 . (5.72)
It is clear from Eqs. (5.69) and (5.70), that these constraints are third-order operators, in
the underlying fermion creation/annihilation operators. This explains why three-index con-
straints are needed to describe the strong-correlation limit, and why the two-index conditions
fail. By imposing the Gutzwiller conditions (5.71) and (5.72) we introduce the relevant corre-
lations present when U increases, without having to resort to the full three-index conditions.
The problem is that the Gutzwiller conditions cannot be expressed as a function of the 2DM,
so if we want to stick to a 2DM framework, we have to manipulate the conditions somehow.
Using the same approach as for the T conditions, we can anticommute the two Gutzwiller
conditions to reduce the rank of the operators by one:




= δαβ(1− a†α¯aα¯) . (5.73)
This is obviously a trivial constraint, in fact it is already included in the IQG conditions. If
we expand the Gutzwiller conditions we can express them as a function of first-, second- and
third-order operators:
ρGαβ = ραβ − Γαβ¯;ββ¯ − Γαα¯;βα¯ + 〈ΨN |a†αa†α¯aα¯a†β¯aβ¯aβ|ΨN 〉 , (5.74)
qGαβ = qαβ − G(Γ)β¯α;β¯β − G(Γ)α¯α;α¯β + 〈ΨN |a†α¯aα¯aαa†βa†β¯aβ¯|ΨN 〉 . (5.75)
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One can reduce the order of these constraints by only anticommutating the third-order part,
which leads to the following two matrix functions:
ρ˜G (Γ)αβ = ραβ − Γαβ¯;ββ¯ − Γαα¯;βα¯ + T2(Γ)αα¯α¯;ββ¯β¯ , (5.76)
q˜G (Γ)αβ = qαβ − G(Γ)β¯α;β¯β − G(Γ)α¯α;α¯β + T2(Γ)αα¯α¯;ββ¯β¯ . (5.77)
These have to be positive-semidefinite, since a positive matrix was added to the original
Gutzwiller conditions. Expressing T2 as a function of the 2DM one can rewrite:
ρ˜G (Γ)αβ = ραβ − Γαβ¯;ββ¯ − Γαα¯;βα¯ + δαβρα¯α¯ , (5.78)
q˜G (Γ)αβ = Γβ¯β;β¯α + Γα¯β;α¯α − ραβ + δαβ
(
2Tr Γ
N(N − 1) − ρα¯α¯
)
. (5.79)
These matrix positivity conditions are easily included in any of the algorithms described in
Chapter 3, and at a very small computational cost as the dimension of the matrices is the same
as that of the 1DM. Taking translational invariance into account, these constraints even reduce
to L linear constraints, which can straightforwardly be included in the SDP algorithms from
Chapter 3. The new constraints were implemented and added to the translationally invariant,
parity-symmetric primal-dual program. Calculations were again performed for lattice sizes
of 20 and 50, with 310 and
4
10 filling, the results of which are shown in Fig. 5.24. It is seen
that the constraints clearly include something that is missing in the IQG conditions, because
they become active at reasonably small values of U > 5. The amount of improvement when
including the Gutzwiller conditions, however, is quite disappointing. Moreover, calculations
at higher values of U indicate that the U →∞ limit is not restored by adding these conditions.
The reason for this is probably the addition of the anticommutator term to the third-order
terms in Eqs. (5.74) and (5.75). In conclusion we can say that we have identified the origin
of the failure of the IQG conditions, and derived constraints on a subspace of three-particle
space that have to be included to fix the limit. If we manipulate these constraints so that
they can be expressed as a function of the 2DM, the resulting conditions improve the results,
but are not strong enough to fix the strong-correlation limit. The only way out is to introduce
an object beyond the 2DM, which is the subject of the next Chapter.


































Figure 5.24: Ground-state energy per particle as a function of on-site repulsion U of the Hubbard
model, for a 20-site (top) and 50-site (bottom) lattice at 410 and
3
10 filling. A comparison is made
between an optimization using only IQG and one using IQG and the Gutzwiller conditions.

CHAPTER 6
Restoring the strong-correlation limit in the Hubbard model
Previously (Section 5.3) we discussed the v2DM study of the one-dimensional Hubbard model.
We found that the two-index conditions fail to describe the strong-correlation limit, (i.e.
strong on-site repulsion or U → ∞), and that three-index conditions T1, T2 are needed to
incorporate the physics in this limit. We identified the origin of the two-index failure and tried
to fix it, cheaply, by applying constraints on a subspace of three-particle space, the so-called
Gutzwiller conditions. This was unsuccesful because we approximated these constraints in
order to express them as a function of the 2DM. In this Chapter we go beyond the 2DM
and identify the minimal object from which both the genuine Gutzwiller conditions (Eqs.
(5.74) and (5.75)), and the two-index conditions can be simultaneously derived. We establish
that the strong-correlation limit is restored, without resorting to the computationally heavy
three-index constraints.
6.1 An intermediary object: the 2.5DM
The most compact object from which both the Gutzwiller conditions and the two-index




wi〈ΨNi |a†αa†βa†λaλaδaγ |ΨNi 〉 . (6.1)
Just as the 2DM, the 2.5DM can be used as the basic variable in a variational scheme.
By permutation of the indices one can derive 6 conditions on this object, called the lifting














i 〉 , (6.2)
where the third index is diagonal in the site index only, and not in the spin index. This
is a more desirable object since it captures more correlations. In addition we found that
the extra flexibility makes a significant difference in the final energy prediction. It is also
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S Sab sp ordering dim deg
1
2 0 a ≤ b L(L+1)2 2
1




2 1 a < b
L(L−1)
2 4
Table 6.1: The dimensions, degeneracies and orbital ordering of the S = 12 and S =
3
2 blocks
appearing in the 2.5DM object defined in Eq. (6.3).




















]Sab ⊗ a†c]S . (6.4)
In the same manner as for the spin discussion in Chapter 4, a spin-averaged ensemble is used
to decompose the 2.5DM into blocks with different three-particle spin S. Because of this, the
spin-coupled 2.5DM can be optimized faster than the spin-uncoupled 2.5DM in Eq. (6.1). The
spin-coupled 2.5DM in Eq. (6.3) can only be written as a function of the 2.5DM in Eq. (6.2),



































In practice we store L blockmatrices, one for each site. Every blockmatrix consist of two
blocks, one with spin-12 and one with spin-
3
2 , with dimensions and degeneracies given in
Table 6.1. There is another complication that arises when using the 2.5DM, which is that
because of the antisymmetry between some single-particle indices in the 2.5DM, relations exist
between elements in different blocks. These relations have to be imposed as extra consistency
conditions.
6.1.1 The consistency conditions
To get insight into the problem, we introduce the consistency constraints for the spin-diagonal
2.5DM in Eq. (6.1). There, 2L blocks are stored, all of dimension (2L− 1)(L− 1), with α < β
and both α and β different from λ. When β = δ in Eq. (6.1) it follows that:
W λαβ;γβ = W
β
αλ;γλ . (6.6)
When β = δ and α = γ there are two equalities to take into account:
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These equalities have to be included in the SDP program using the method of linear equality
constraints explained in Section 3.4.2.4. We have to find an operator that projects on the
right subspace (see Eq. (3.86)). In the present case the projection operator is very simple:






















For the spin-coupled 2.5DM in Eq. (6.3) the consistency conditions become a lot more
complicated, for two reasons. First, the first and/or second lower index can be equal to the
upper index defining the block, which leads to relations between elements in the same block.
Second, exchanging upper and lower indices is not straightforward, but involves recoupling
of the intermediate spin, as was the case for the T1 conditions (See Eq. (4.46)). This merely
leads to a lot of bookkeeping problems. In what follows we list one example for every class of
possible symmetries.
6.1.1.1 Case of one equality
When there is one equality between the indices, two different types of projection appear:
a = l : when one lower index is equal to the block index l; the W matrix must satisfy the
identities:











W l|S(Slb;cd)lb;cd , (6.10)
















a = c : when two lower indices are equal, consistency requires that:

















W a|S(Slb;ld)lb;ld , (6.12)






















6.1.1.2 Case of two equalities
Three different cases appear, where two equalities exist between the indices:
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W l|S(Slb;Sld)lb;ld . (6.16)





W l|S(Sab;Scd)lb;ld + (6.14)r + (6.15)r + (6.16)r
]
, (6.17)
where the notation (6.14)r is short for the right-hand side of Eq. (6.14).






























W l|S(Sal;Scd)al;ad , (6.19)





W l|S(Sab;Scd)al;ad + (6.18)r + (6.19)r
]
. (6.20)



































W a|S(Sal;Scl)al;al , (6.22)





W l|S(Sab;Scd)al;ad + (6.21)r + (6.22)r
]
. (6.23)
6.1.1.3 Case of three equalities
There are two different instances where three equalities hold between the indices.
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a = b, b = c and d = l : For the first type, consistency requires that the following three















































W a|S(Sal;Sld)al;ll , (6.26)





W l|S(Sab;Scd)aa;al + (6.24)r + (6.25)r + (6.26)r
]
. (6.27)




























































W b|S(Sal;Scl)ll;ll . (6.31)





W l|S(Sab;Scd)lb;lb + (6.28)r + (6.29)r + (6.30)r + (6.31)r
]
. (6.32)
Symmetry relations between elements in the same site block l causes some of the elements
to be linear dependent, implying that a W matrix which satisfies the consistency conditions
has zero eigenvalues. This can be circumvented by taking the pseudo-inverse of the W matrix
(see also Section 5.1.1.1), which excludes the eigenvectors with zero eigenvalues from the
inversion process.
6.2 The spin-adapted lifting conditions
There are six independent matrix positivity conditions that can be expressed as a function of




Bˆ†i Bˆi , (6.33)
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that can be written as a function of the 2.5DM using anticommutation relations and spin
recoupling.
The I1 condition The I1 condition trivially expresses the positivity of each individual site
block of the 2.5DM, analogous to the I condition for the 2DM:
I1(W )l  0 with I1(W )l|S(Sab;Scd)ab;cd = W l|S(Sab;Scd)ab;cd . (6.34)
The positivity of this object is clear from its definition in Eq. (6.3). Bear in mind that every
site block is composed out of two spin blocks, both of which have to be positive semidefinite.














with B† given by Eq. (6.4). This is the equivalent of the Q condition for the 2DM, and it
is readily seen that every site block has to be positive semidefinite. Using anticommutation
relations and some straightforward angular momentum recoupling algebra we can express Q2











































































































This is quite similar to the T1 condition with one site-index pair diagonal. The difference lies
in the fact that the third-order term does not disappear (as in T1, due to the anticommutator).
But the third-order term is in fact the 2.5DM matrix, so we have that:
T1(Γ)S(Sab;Scd)abl;cdl = I1(W )l|S(Sab;Scd)ab;cd +Q2(W )l|S(Sab;Scd)ab;cd . (6.37)
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The unit matrix on 2.5DM space used in the Q2 map (first term on the right in Eq. (6.36))
is not a diagonal matrix, as a result of the consistency conditions inside a site block, which




















In the Q2 map of Eq. (6.36), the 2DM appears; it can be derived from the 2.5DM by tracing










W l|S(Sab;Sab)ab;cd . (6.39)
The I2 condition: the I2 condition has no equivalent in the v2DM formalism. It is defined



















]Sab ⊗ a˜l]S . (6.41)
Again, every site block of the matrix has to be positive semidefinite. Using anticommutation
relations and spin recoupling we can express the I2 condition as a function of the 2.5DM:


























with B†, the two-particle-one-hole operator as in Eq. (6.41). In combination with the I2
condition it can form the T2 condition diagonal in the third site-index:
T2(Γ)S(Sab;Scd)abl;cdl = I2(W )l|S(Sab;Scd)ab;cd +Q1(W )l|S(Sab;Scd)ab;cd . (6.43)
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δalδclδbd + (−1)Scdδalδdlδbc + (−1)Sabδblδclδad


























































































The G1 condition: the remaining two conditions are of a type we haven’t encountered




































Notice the difference with the regular three-particle spin coupling. First the second and third
index are coupled to intermediate spin Sbl, after which the first index is coupled with Sbl
to total spin S. Using anticommutation relations and spin-recoupling algebra we obtain the
following expression of the G1 map as a function of the 2.5DM:
G1(W )l|S(Sbl;Sdl)ab;cd = [Sbl][Sdl]δS 12
(



















































W l|S′(Sab;Scd)ad;cb . (6.47)




































Anticommuting the creation and annihilation operators, and spin-recoupling the emergent
terms, leads to the following for the G2 condition as a function of the 2.5DM:



























































W l|S′(Sab;Scd)ad;cb . (6.50)
6.3 Formulation as a semidefinite program
We can reformulate the whole optimization problem using the 2.5DM as the central variable.
For some Hamiltonian Hˆ, we optimize the matrix W under the constraint that is has the
correct particle number, fulfills the consistency conditions, and has positive semidefinite linear
matrix maps, as discussed in the previous Section:








 Tr W =
N(N−1)(N−2)
2 ,
W is consistent ,
Li (W )  0 ∀Li ∈ {I1, I2,Q1,Q2,G1,G2} .
The 2.5-Hamiltonian introduced above is defined by the relation:
Tr WH(2.5) = Tr ΓH(2) . (6.52)
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This optimization problem can again be formulated as a semidefinite program, by expanding
W in a complete orthogonal basis {f iW } of traceless 2.5DM-space:
W =
N(N − 1)(N − 2)





W , with wi = Tr Wf
i
W , (6.53)
in which the f iW ’s satisfy the consistency conditions. We can now define the v2.5DM problem
as a dual-form semidefinite program with the following structure matrices:
u0W =
N(N − 1)(N − 2)
M(M − 1)(M − 2)
⊕
j








The whole formalism developed in Chapter 3 can now be taken over, provided we find correct
Hermitian adjoint maps. These are derived in Section C.2.
6.3.1 The overlap matrix
For the primal-dual interior point method and the boundary point method in Chapter 3 we
introduced the overlap matrix (See Section 3.4.3.2). For the translation of this algorithm to
the v2.5DM formalism, we need to introduce a new overlap matrix:
SijW = Tr uiWujW . (6.55)








in which we sum over all the conditions introduced in the previous Section, and with PˆW a
projection on fully consistent traceless 2.5DM space, as explained in Section 6.1.1. Unfortu-
nately this overlap matrix can not be easily inverted, as was the case for the 2DM overlap
matrix, because the lifting conditions are not invariant under unitary transformations on
single-particle space. Instead of inverting it analytically, we use the linear conjugate gradient
method to compute the action of the inverse overlap matrix on a 2.5DM. This slows down
the program, but not dramatically, as the number of iterations needed for the conjugate gra-
dient loop to converge is small, and remains constant during the program. What is more, the
computational cost of one overlap matrix-vector product scales as M5, whereas the heaviest
computations in the algorithm scale as M7. This should be compared to the M9 scaling of
the full three-index conditions.
6.4 Results
The formalism introduced above has been implemented for the boundary point algorithm
(See Section 3.5). The results of such a v2.5DM calculation are shown in Fig. 6.1, where
the ground-state energy of the one-dimensional Hubbard model is plotted as a function of
the on-site repulsion U , for a 6-site lattice with 5 particles, and for a 10-site lattice with
9 particles. The v2.5DM results are compared to the v2DM results using IQG and IQGT





































Figure 6.1: Ground-state energy as a function of on-site repulsion U of the Hubbard model, for a
6-site with 5 particles (top) and for a 10-site lattice with 9 particles (bottom). A comparison is made
between an optimization using IQG conditions, IQGT conditions, v2.5DM calculations and exact
results.
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L = 6 N = 5 L = 10 N = 9
U IQG IQGT v2.5DM exact IQG IQGT v2.5DM exact
50 -3.55 -2.29 -2.28 -2.20 -4.89 -2.54 -2.53 -2.46
100 -3.49 -2.15 -2.14 -2.08 -4.77 -2.27 -2.26 -2.22
1000 -3.44 -2.03 -2.01 -2.01 -3.44 -2.03 -2.01 -2.01
Table 6.2: The ground-state energy of a 10-site lattice with 9 particles (right) and 6-site lattice
with five particles (left) for U = 50, 100 and 1000, exact results compared with v2DM results using
IQG and IQGT results, and v2.5DM results.
the 10-site lattice this is no longer computationally feasible, but we can again compare to
quasi-exact results calculated with an MPS optimization [5, 6, 92, 93]. In this Figure, one
can see that the v2.5DM results are always of IQGT quality without resorting to the full
IQGT framework. In fact, the v2.5DM results are slightly better than those obtained with
IQGT . This is because the T1 and T2 conditions express the positivity of an anticommutator
of three-particle operators (see Section 2.2.2.2), whereas in v2.5DM positivity is imposed on
all possible individual products of three-particle operators, be it of a restricted class. In
Table 6.2 one can see that for very large values of U , the exact limit is restored, which we
expect from the discussion about the Gutzwiller conditions in the previous Chapter.
Using these spin-adapted lifting conditions in the v2.5DM framework, we were able not
only to fix the strong correlation limit, but also improve the quality of the results at inter-
mediary values of U to IQGT quality. The computational cost, however, is two orders of
magnitude smaller than when enforcing the full IQGT conditions. It must be stressed that
up to now we have only included the spin symmetry of the model in our code. If translational
invariance, parity and pseudospin symmetry are taken into account much larger lattices can
be considered. As an example, our fully symmetric IQG version allows lattice sizes up to 100
sites, and the fully symmetric IQGT program up to 20 sites. We expect a fully symmetric
version of v2.5DM to be applicable to lattice sizes of about 50 sites, thereby enabling us to
study two-dimensional lattices of reasonable size.
The diagonality of the third index in the 2.5DM implies that the result will depend on
the chosen single-particle basis. For the Hubbard model it is clear that the site basis is the
optimal basis to use for the diagonal third index. It would be interesting to study other
systems where it is less clear what the best choice of the single-particle basis would be. An
appealing application, e.g., are molecules, where one can hope to get three-index precision by
applying the v2.5DM method with a carefully chosen basis. A first guess of what the best
basis would be is the basis of natural orbitals, for which it has been shown that the full-CI
expansion has the fastest convergence [9].
CHAPTER 7
Conclusions and outlook
In this work we have provided an overview of a quantum many-body technique in which the
two-particle density matrix (2DM) is determined variationally, and thereby replaces the wave
function as the central object. It is our hope that we have convinced the reader that this is
a promising technique, appealing in the simplicity of its underlying idea, and complementary
to other many-body methods. At the same time we have tried to indicate where the problems
and difficulties lie, and shown that the method has a long way to go before it can be used as
a ‘black box’ electronic structure method.
In Chapter 2 we discussed the N -representability problem, which consists of finding the
necessary and sufficient conditions a 2DM has to fulfil to be derivable from a physical wave
function. Although the general problem is nearly impossible to solve, one can derive necessary
conditions using the dual definition of N -representability. First we showed how the standard
two- and three-index conditions can be derived using manifestly positive Hamiltonians. These
conditions can be formulated as matrix positivity constraints, and are the ones commonly used
in literature. The second part of the Chapter deals with constraints that are non-standard,
i.e. the constraint Hamiltonian is not manifestly positive, but a lower bound can be found
in some different, computationally cheap, way. The formalism introduced in Chapter 2 is
very flexible, which makes it easy to derive new necessary constraints. It is hard, however, to
derive constraints that are active (in the sense that the inequality is violated after applying
the standard conditions), and improve the result for relevant physical systems.
The constrained optimization problem (v2DM) introduced in Chapter 2 can be translated
to a standard numerical optimization technique called semidefinite programming. In Chap-
ter 3 we start by formulating variational density matrix optimization in the two forms (primal
and dual) in which a semidefinite program can be formulated. It is seen that in v2DM the
dual form is the most efficient formulation, and three different algorithms are adapted to the
specific form of v2DM. Two of these are so-called interior point methods, which stay inside the
feasible region during optimization. The third one is a boundary point method, which stays
on the hyperplane where the complementary slackness conditions holds, and moves towards
N -representability. At the end of the Chapter, a comparative study is made between the
different algorithms. The drawbacks and advantages of the different methods are listed, and
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their performance for the specific case of the one-dimensional Hubbard model at half filling
is compared. The boundary point method is seen to be the most suited for this highly sym-
metrical type of problem. Although a lot of progress has been made, the different algorithms
all remain far slower than electronic structure methods with a comparable accuracy (e.g.
coupled-cluster with single and double excitations), and this remains the biggest drawback to
the method at this point.
In Chapter 4 we show how the efficiency of the v2DM method can be increased by including
symmetries specific to the problem under study. We start by explaining how to introduce
the most commonly available symmetry in electronic structure problems, i.e. spin symmetry.
Then we consider symmetries specific to certain types of systems, such as rotational symmetry
in atomic systems and translational invariance in the Hubbard model with periodic boundary
conditions. It is shown that these symmetries can always be included in a straightforward
matter, although the practical implementation can sometimes be a technical and tedious task.
The inclusion of symmetry shows one way to overcome the computational complexity of the
current implementations of semidefinite programming algorithms, up to a point where they
are more competitive to other methods. It must, however, be stressed that the advantage is
limited to the study of highly symmetrical systems.
In Chapter 5, all different aspects of the v2DM method discussed in the preceding Chap-
ters come together. The first Section discusses the application of the standard two-index
constraints to the isoelectronic series of Beryllium, Neon and Silicon. For this study full
use was made of the available symmetry present in atomic systems, which allows the v2DM
method to be used on far larger basissets than previously possible. It was found that the
two-index conditions succesfully describe the static electron correlation arising from the near-
degeneracy of single-particle levels at higher values of the central charge Z. The quality
of the variationally obtained 2DM was verified through the extraction of different physical
properties (e.g. ionization energy) and its physical content was found to be reliable. The
next Section focussed on the potential energy surfaces of diatomic molecules. It was found
that the standard two, and even three-index conditions fail to describe the dissociation limit.
To fix this we derived a new type of N -representability condition which imposes constraints
on the separate atomic subsystems of molecule. The last Section treats the one-dimensional
Hubbard model, for which spin symmetry, translational invariance and inversion symmetry
allow a study for large lattice sizes. In previous v2DM studies only the half-filled model
was studied, and only the ground-state energy was considered. We show that the two-index
conditions fail to describe the strong-correlation limit below half filling, and that three-index
constraints are needed. Not only the ground-state energy, but also the spin and charge cor-
relation functions are seen to deviate substantially from the expected result. The origin of
the failure can be traced to a bad description of correlations in a subspace of three-particle
space, which is responsible for the hopping on singly-occupied lattices. Two new necessary
constraints on the 2DM are derived based on this analysis. It is found that these constraints,
while helpful, are too weak to cure the pathological behaviour, and a larger object is needed.
In Chapter 6 the 2.5DM, which is a 3DM diagonal in one spatial index, is introduced. Six
standard matrix-positivity conditions can be derived for this object, and a proof-of-principle
implementation shows that this approach effectively fixes the strong-correlation limit, while
being two orders of magnitude less computationally complex than the three-index conditions.
159
Outlook
Although the method discussed in this thesis has been around since the 1960’s, it remains an
obscure, even somewhat mysterious, many-body method which still needs more investigation.
Fortunately, activity in this area has picked up in recent years. The single most important
thing for the advancement of the field is the development of an algorithm that scales genuinely,
and not just nominally, as O(M6. If we fail to develop a method that is actually competitive
with other electronic structure methods, progress will be slow and the method will remain
in the margins. Apart from the scaling issue, there are a number of directions where I think
progress is possible in the field, or for which the method could actually contribute information
where other methods fail.
• It is notoriously difficult for many-body methods to obtain decent results for the ground-
state properties of the two-dimensional Hubbard model. This model is highly symmet-
rical, and a v2DM approach could be used to obtain complementary results to those
obtained by other methods. Results on the one-dimensional Hubbard model indicate
that, if one exploits all the symmetries in a v2.5DM approach of the two-dimensional
Hubbard model, decent results for reasonably sized lattices could be obtained.
• The subsystem constraints that were introduced for diatomic systems, only become
active for relatively large internuclear distances. An idea to improve on this is to use
a previous IQG calculation on the diatomic molecule to construct a better subsystem
Hamiltonian.
• One thing that, in my view, has not been exploited enough, is the power of exactly
solvable models as conditions, possibly in combination with the subsystem constraints.
E.g. one could imagine using the Bethe-ansatz energies for the one-dimensional Hubbard
model as subsystem constraints in two-dimensional models.
• The three-index constraints fix a lot of problems, and generally improve the results
by an order of magnitude. They are however computationally very heavy to impose.
Because they are expressible as a function of the 2DM alone, a matrix-vector product
can be performed very efficiently, and one has the feeling this could be exploited to
impose the constraints in a much more efficient way.
• At this point, there is no formulation of reduced density matrix optimization in the
thermodynamic limit. This is because the reduced density matrix becomes ill-defined in
the thermodynamic limit. A better suited object would be the related density cumulant
matrix. It is our ambition to reformulate the density matrix optimization in terms of
the density cumulant, and use it in a study of the electron gas.

APPENDIX A
Mathematical concepts and notation
Throughout the thesis mathematical concepts and symbols are used which might be unfamiliar
to the reader. In this appendix some of these conceps are briefly explained.
Convexity A subset V of a linear vector space is convex if, for every two elements of this
set, all elements on the line segment connecting these two elements are also elements of the
set, i.e.:
∀x, y ∈ V z = αx+ (1− α)y ∈ V for 0 ≤ α ≤ 1 . (A.1)
Convexity shows up in the discussion of ensemble N -representability, where an ensemble





wi 〈ΨNi |a†α1 . . . a†αpaβp . . . aβ1 |ΨNi 〉 , (A.2)
in which
wi ≥ 0 and
∑
i
wi = 1 . (A.3)
The weighed sum of two N -representable pDM’s is also expressable in the form (A.2), and
is by definition also a pDM, which means that the set of ensemble N -representable pDM’s is
convex.
p-particle matrix space p-matrix space is the linear vector space formed by symmetric
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and the norm of a p-matrix is defined as:
‖A‖ =
√
Tr AA . (A.6)
Carrier space Carrier space is the direct sum of the different constraint matrix spaces, e.g.
the matrices Z and X appearing in the primal and dual formulation of semidefinite programs








The scalar product and trace on this space is defined as the sum of the scalar products and




Tr [ALiBLi ] and Tr A =
∑
i
Tr ALi . (A.8)
Wedge product The wedge product or Grassman product of a p and a q particle matrix
is the direct product of these two matrices, antisymmetrized in the single-particle indices, so
it becomes a (p+ q)-particle matrix, e.g. for two 1DM’s we have:
(ρ ∧ ρ)αβ;γδ = ραγρβδ − ραδρβγ . (A.9)
Chemical and physical notation In this thesis physical notation has been used for the
2DM. This means that the single-particle indices on the left of the semicolon form the row
two-particle index of the 2DM, and those on the right the column two-particle index. In




physical notation chemical notation
Notation In this paragraph we define some symbols and abbreviations that are frequently
used throughout the text:
• The I condition on the 2DM, defined in Chapter 2, is also referred to as the P or D
condition in literature.
• M : The dimension of single-particle Hilbert space, or for chemists, the number of spin-
orbitals.
• N : The number of particles in the system.
• L: The size of the lattice in the one-dimensional Hubbard model.
• sp: single-particle
• tp: two-particle
• pDM: p-particle reduced density matrix
• v2DM: the variational determination of the 2DM
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• v2.5DM: the variational determination of the 2.5DM
• [j] = √2j + 1
• jˆ = √j(j + 1)




This appendix contains some of the relations from angular momentum algebra that are used
in Chapters 4 and 6. For more detailed information on this topic we refer to [63].
B.1 Spin coupling










〈j1m1j2m2|JM〉|j1j2; JM〉 . (B.2)
Because this is a unitary transformation the Clebsch-Gordan coefficients satisfy the following
orthogonality relations:∑
m1m2
〈j1m1j2m2|JM〉〈j1m1j2m2|J ′M ′〉 = δJJ ′δMM ′ , (B.3)∑
JM
〈j1m1j2m2|JM〉〈j1m′1j2m′2|JM〉 = δm1m′1δm2m′2 . (B.4)
The Clesch-Gordan coefficients can be written in a more symmetrical form, called Wigner
3j-symbols:





































= δm1m′1δm2m′2 . (B.7)
The Wigner-3j symbol is invariant under even permutations of columns, for odd permutations











When three spins are coupled there are multiple choices we can make for the coupled























|j1j2j3; (J12)JM〉 , (B.11)
in which the Wigner-6j symbol appears, which is symmetric under all permutations of the
columns, as well as invariant under switching the upper and lower row of two columns, leaving
the third column fixed. We introduce it here because there are some very useful recoupling
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When four spins are coupled there are even more coupling schemes available, depending on
which two pairs of spins are coupled first. The unitary transformation relating those coupling








 |j1j2j3j4; (J12)(J34)JM〉 . (B.15)
There are many useful relations relating these symbols to one another and expressing orthog-



















B.2 Spherical tensor operators
Spherical tensor operators Ajm are the generalization of the eigenstates |jm〉 to operators.




(j ±m+ 1)(j ∓m)Ajm±1 , and [Jz, Ajm] = mAjm . (B.17)








A very useful theorem is the Wigner-Eckart theorem, which allows to express the matrix








The Hermitian adjoint of a spherical tensor operator is not a spherical tensor operator, we






Some examples of spherical tensor operators used throughout the thesis are:
a†jm and a˜jm = (−1)j+maj−m , (B.21)
which can be used to construct higher-order spherical tensor operators using Eq. (B.18), e.g.
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The Hermitian adjoint maps, as defined in Chapter 3, are essential in the formalism of the
semidefinite programming algorithms. With every symmetry that is included in the 2DM,
the Hermitian adjoint maps have a different analytical expression and need to be adapted.
The specific form of the adjoint maps does not contribute to a better understanding, but for
one who is interested in implementing the symmetries they are of vital importance, which is
why they are included in this appendix.
C.1 v2DM formalism
For every symmetry the Hermitian adjoint maps are still defined by the relation:
Tr L(Γ)A = Tr L†(A)Γ . (C.1)
The I and Q map are Hermitian, so no adjoint map needs to be calculated. In what follows
the adjoint maps for the G, T1, T2 and T ′2 maps are listed for the different symmetries discussed
in Chapter 4.
C.1.1 Spin symmetry
Since the matrices L(A) are two-particle matrices, the spin-coupled version of the Hermitian



















The G† map: the first non-trivial Hermitian adjoint map is the G†, the spin-coupled form
can be derived by subsituting Eq. (3.2) in Eq. (C.2) and performing the necessary angular
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The T †1 map: the T †1 map is a Q-like map in A, as is seen from Eq. (3.4), and is therefore
easily recoupled to:














δbdAac + (−1)SδadAbc + (−1)SδbcAad + δacAbd
]
. (C.5)
The difficulty lies in the derivation of the spin-coupled two-particle matrix A from a spin-


















































The T †2 map: the spin-coupled T †2 map is derived by subsituting Eq. (3.7) into (C.2). The
T †2 is quite similar to the G† map, and it is therefore quite straightforward to obtain:
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The most difficult part is again to construct the relation between a spin-coupled two-particle-
one-hole matrix and the partially traced matrices in the above equation. Using the same
strategy as before we can derive the spin-coupled version of the bar function, which maps a











For the tilde function, which maps a two-particle-one-hole matrix on a particle-hole matrix,


































































The T ′2 † map: the spin-coupled version of the T ′2 † map is found by substituting Eq. (3.12)
into (C.2). This results into the spin-coupled regular T †2 derived in the last paragraph and
some extra terms, which are easily recoupled leading to:


























δbd (Aρ)ca + (−1)Sδda (Aρ)cb
+(−1)Sδbc (Aρ)da + δac (Aρ)db
)
. (C.15)
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C.1.2 Spin and angular momentum symmetry
The spin and angular momentum coupled form of the Hermitian adjoint maps is derived in a

























The G† map: the spin and angular momentum coupled form of the G† map is derived by




















































The bar function for a spin and angular momentum coupled particle-hole matrix is automat-










The T †1 map: the T †1 map is a Q-like map of the barred three-particle matrix A¯, so in spin
and angular momentum coupled form it becomes:































in which the variable Y is shorthand for the three-particle quantum numbers LpiS. The double
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The T †2 map: the T †2 map in spin and angular momentum coupled form is again similar to
the G† map:







˜˜A(la)nanc + (−1)Xδbcδlald ˜˜A(la)nand










































The regular bar function, which maps a two-particle-one-hole matrix on a two-particle matrix,


























































The T ′2 † map: the spin and angular momentum coupled version of the T ′2 † map is again
almost identical to the T †2 , with some extra terms that need to be recoupled, leading to:




































For the one-dimensional Hubbard model, we first include translational invariance to the spin-
coupled adjoint maps derived in Section C.1.1. The inclusion of this symmetry actually
simplifies the equations.
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The T †1 map: the T †1 map is a Q-like map of the barred three-particle matrix A¯, and reduces
in translationally invariant form to:





) [ 2Tr A









The bar function has exactly the same form as in Eq. (C.7). The double bar is different in










The T †2 map: the T †2 is also simplified in translationally invariant form:




































The bar and tilde function are again identical to those defined in Eq. (C.10) and (C.11), the














The T ′2 † map: the extra terms added to the regular T †2 map to form the T ′†2 map become,
in translationally invariant form:




























[(Aρ)a + (Aρ)b] . (C.33)
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C.1.4 Translational invariance with parity
In this Section the parity-symmetric form of the Hermitian adjoint maps is derived. As all
the adjoint maps are defined on two-particle space, the parity-symmetric form can be found
in the same way as in Eq. (4.129) for 0 < K˜ < pi and Eq. (4.130) for K˜ = 0 or pi.
The G† map: the parity-symmetric version of the G† map has the same form as in Eq. (C.27),
with some minor changes. The whole expression has to be multiplied by the appropriate norms
ΓNKab
ΓNKcd , the single-particle terms change as:

















As was the case for the 1DM, k˜ lies in the range 0 ≤ k˜ ≤ pi, whereas the momentum that is
summed over, k′, runs over all possible momenta 0 ≤ k′ < 2pi. There are two expressions for











































The T †1 map: the T †1 map is a Q-like map of the barred three-particle matrix A, and as
such it changes in the same way as Eq. (4.134) when including parity. The only difficulty lies
in deriving a parity-symmetric two-particle matrix A from a parity-symmetric three-particle
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The T †2 map: the parity-symmetric expression of the T †2 map is also similar to the transla-
tionally invariant form defined in Eq. (C.31). The difference is that we have to multiply the
whole expression by the appropriate norm ΓNKab
ΓNKcd , replace the single-particle term
˜˜Ak by











































when K˜ = 0 or pi. The parity-symmetric two-particle matrix A¯ can be derived from a parity-
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when K˜ = 0 or pi. Finally, the parity-symmetric form of the double tilde function which maps




















The T ′2 † map: the parity-symmetric form of the T ′2 † map is almost identical to the transla-
tionally invariant expression in Eq. (C.33), the only thing that changes is the Aω term, which













































For the v2.5DM formalsm, the Hermitian adjoint maps are defined through the relation:
Tr L(W )A = Tr L†(A)W , (C.49)
in which A is a block matrix of the same dimension as L(W ), and the traces sum over the
appropriate indices. There is an additional complication compared to the Hermitian adjoint
maps of the v2DM formalism, i.e. the matrix A does not necessarily have the right consistency
symmetry (see Section 6.1.1). For this reason the Q2-map, which is the equivalent of the Q-
map for the 2DM, is not identical to its adjoint Q†2. The only maps which are Hermitian are
the I1 and I2 maps.












δbdA¯ac + (−1)SabδadA¯bc + (−1)ScdδbcA¯ad + δacA¯bd + δacA˘bd
+(−1)ScdδadA˘bc + (−1)SabδbcA˘ad + δbdA˘ac + δac(A¯bbd + A¯dbd)




















a|Sabbd + (−1)SabδbcA˜b|Sabad + (−1)SabδadA˜a|Sabbc + δbdA˜b|Sabac
]
, (C.50)
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where we have introduced a lot of different partial traces of the matrix A. The first term of
the right in Eq. (C.50) shows the inproduct of A with the unity matrix 12.5, which is not the























































































































































with ntp = N − 2.
The Q†1-map: this maps a block-diagonal two-hole-one-particle matrix A, on a block-
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where many zero-, single-, and two-particle contractions are introduced. There is only one













There are three types of single-particle contractions of A, similar to those defined for the











































































The G†1-map: this maps a block-diagonal one-hole-two-particle matrixA, on a block-diagonal


















































































































































































The G†2-map: this maps a one-particle-two-hole matrix A on a three-particle matrix. We







ac) + (−1)Sabδad(A¯bc + A˘′bc) + (−1)Sabδbc(A¯ad + A˘′ad)
+δac(A¯bd + A˘
′
bd)− A¯Sabad;cb − (−1)SabA¯Sabac;db − (−1)SabA¯Sabbd;ca − A¯Sabbc;da − δbdA¯b|Sabac
−(−1)SabδadA¯a|Sabbc − (−1)SabδbcA¯b|Sabad − δacA¯a|Sabbd − (−1)SabAˆSabac;db − (−1)SabAˆSabbd;ca







































C.2. V2.5DM FORMALISM 181























There is a prime added to the breve contraction A˘ in Eq. (C.75), because it is slightly dif-
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Nederlandstalige samenvatting
Deze thesis behandelt een methode voor het oplossen van veeldeeltjesproblemen in de kwan-
tummechanica. Dit domein van de fysica omvat een grote verscheidenheid aan systemen,
waar verschillende deeltjes met elkaar interageren en relativiteit verwaarloosd kan worden,
namelijk atomaire en moleculaire systemen, kernen en vaste stoffen. De fysische wetten die
deze systemen beschrijven en het mathematisch formalisme om ze op te lossen zijn al gekend
sinds de jaren ’30. Het is echter niet omdat de interacties tussen de individuele deeltjes ge-
kend zijn, dat veel deeltjes samen zich op een voorspelbare manier gaan gedragen. Er zijn
veel fysische fenomenen die maar te voorschijn komen als men veel deeltjes met elkaar laat
interageren, en als kwantummechanische effecten belangrijk zijn. Denk maar aan fascinerende
fenomenen als supergeleiding en superflu¨ıditeit, Bose-Einsteincondensatie of het fractioneel
Kwantum-Halleffect.
Het mathematisch formalisme om veeldeeltjesproblemen aan te pakken bestaat erin de
Schro¨dingervergelijking op te lossen:
Hˆ|Ψ〉 = E|Ψ〉 .
Deze vergelijking is niets anders dan een standaard eigenwaardeprobleem op een lineaire
vectorruimte met inproduct, die in deze context de Hilbertruimte genoemd wordt. De N -
deeltjes golffunctie |Ψ〉 is een vector in de Hilbertruimte. De Hamiltoniaan Hˆ is een lineaire
en Hermitische operator die alle informatie omtrent de interactie tussen de deeltjes bevat. De
eigenwaarden E zijn de verschillende mogelijke energiee¨n in het systeem. Als de beschouwde
deeltjes niet onderscheidbaar zijn, is er een extra permutatiesymmetrie waaraan de golffunctie
|Ψ〉 moet voldoen. Voor elektronen herleidt deze symmetrie zich tot het beter bekende Pauli-
exclusieprincipe.
Het probleem is dat de exacte toepassing van dit formalisme beperkt is tot zeer kleine
systemen, omdat de dimensie van de, met het probleem geassocieerde, Hilbertruimte expo-
nentie¨el toeneemt met het aantal interagerende deeltjes. Dit kan aanschouwelijk gemaakt
worden aan de hand van een simpel voorbeeld met interagerende spins op een rooster. Ee´n
spin-12 deeltje wordt beschreven door een golffunctie bestaande uit twee componenten, een
spin-up en een spin-down gedeelte:
|Ψ〉 = C↑| ↑〉+ C↓| ↓〉.
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Voor twee interagerende spins hebben we reeds vier termen nodig om deze toestand volledig
te karakteriseren:
|Ψ〉 = C↑↑| ↑↑〉+ C↓↑| ↓↑〉+ C↑↓| ↑↓〉+ C↓↓| ↓↓〉 .




Cσ1...σL |σ1, . . . , σL〉 .
Men ziet dat voor een correcte beschrijving van deze toestand, 2L onafhankelijke termen no-
dig zijn. Deze exponentie¨le toename in het aantal vrijheidsgraden, nodig om een toestand
correct te beschrijven, zorgt er dus voor dat enkel systemen met een beperkt aantal deeltjes
op deze manier kunnen behandeld worden, en dat benaderende methodes moeten ontwik-
keld worden om informatie over grotere systemen te verkrijgen. Al sinds de geboorte van
de kwantummechanica zijn er benaderende methodes ontwikkeld [2, 3, 4, 5, 6]. Deze gaan
van perturbatietheorie en clusterexpansie technieken, over zelfconsistente en variationele me-
thodes, tot renormalizatiegroepmethodes en stochastische technieken zoals Kwantum Monte
Carlo. Wat de meeste van deze methodes gemeenschappelijk hebben is dat ze proberen om de
relevante fysische informatie in een systeem te beschrijven met een beperkt aantal vrijheids-
graden. De methode die behandeld wordt in deze thesis doet dit op een zeer directe manier,
door enkel die vrijheidsgraden in rekening te brengen die nodig zijn voor de energie-evaluatie,
zijnde de gereduceerde tweedeeltjesdichtheidsmatrix (2DM).
De gereduceerde dichtheidsmatrix wordt voor het eerst in de literatuur vermeld bij Dirac,
die de e´e´ndeeltjesdichtheidsmatrix (1DM) gebruikt in zijn elegante formulering van Hartree-
Focktheorie [7]. Het verhaal van de variationele bepaling van de 2DM begint bij Husimi [8],
die in 1940 tot de realisatie kwam dat de energie van een systeem van niet-onderscheidbare
deeltjes, die enkel paarsgewijs interageren, uitgedrukt kan worden in functie van de 2DM. Dit
kan ingezien worden door over te schakelen op tweede kwantisatie [2, 3]. In deze notatie wordt
















De verwachtingswaarde voor de energie van een ensemble van N -deeltjes golffuncties kan dan
geschreven worden in functie van enkel de 2DM:∑
i








In bovenstaande vergelijking hebben we de 2DM ingevoerd van een ensemble van golffuncties




wi〈ΨNi |a†αa†βaδaγ |ΨNi 〉 , waarbij
∑
i






N − 1 (δαγtβδ − δαδtβγ − δβγtαδ + δβδtαγ) + Vαβ;γδ .
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Het idee om de 2DM te gebruiken als een variabele in een variationele aanpak werd voor het
eerst geopperd door P. O. Lo¨wdin, in zijn grensverleggend artikel [9]. Reeds in 1951 werd een
variationele bepaling van de 2DM in de praktijk gebracht voor het lithiumatoom door John
Coleman. Onafhankelijk, en zich onbewust van de resultaten van Lo¨wdin en Coleman, werd
het homogeen elektrongas behandeld met een variationele 2DM aanpak door Joseph Mayer
[11]. Tredgold [12] reageerde hierop en stelde dat de resultaten die Mayer rapporteerde
onfysisch waren. De oorzaak voor dit falen was volgens hem het feit dat de voorwaarden, die
aan de 2DM opgelegd waren door Mayer, te beperkt waren, en dat er sterkere condities nodig
waren om de resultaten te verbeteren.
Deze verschillende resultaten leidden tot het introduceren van het concept N -representa-
biliteit door Coleman in zijn invloedrijk overzichtsartikel [13]. Een 2DM is N -representabel
als hij afgeleid kan worden uit een statistisch ensemble van N -deeltjesgolffuncties. Het N -
representabiliteitsprobleem is gedefinieerd als het vinden van de nodige en voldoende voor-
waarden zodat een 2DM afleidbaar is van een ensemble van golffuncties. In dit artikel werden
ook de nodige en voldoende voorwaarden voor de ensemble N -representabiliteit van de 1DM
afgeleid, en een strikte bovengrens voor de eigenwaarden van de 2DM. Een grote stap voor-
waarts kwam er met het werk van Garrod en Percus [14], waarin de Q en G matrixpositivi-
teitscondities afgeleid werden. Dit waren praktische voorwaarden die een numerieke aanpak
mogelijk maakten. Bij een eerste numerieke toepassing werden deze voorwaarden opgelegd
aan de 2DM in een studie van het beryllium atoom [15, 16]. De resultaten van deze studie
waren zeer bemoedigend, maar algauw bleek dit voorbarig, en dat beryllium, door zijn sim-
pele elektronische structuur, een toevalstreffer was. Een verdere studie toonde aan dat deze
condities helemaal niet goed werkten voor nucleaire systemen [17, 18]. Deze tegenvallende
resultaten, versterkt door de grote computationele complexiteit van het probleem, zorgden er-
voor dat het onderzoek in dit vakgebied stilviel in de komende 25 jaar. De ommekeer kwam er
met de ontwikkeling van semidefiniet programmeren, een nieuwe optimalisatietechniek in de
numerieke analyse die erg geschikt bleek voor de variationele bepaling van de 2DM onder ma-
trixpositiviteitscondities. Maho Nakata [19] was de eerste die een standaard pakket gebruikte
voor de berekening van enkele atomen en moleculen, en tot zijn verbazing vrij goede resultaten
uitkwam. Hij werd al snel gevolgd door David Mazziotti [20]. Deze resultaten zorgden voor
een heropleving van interesse, en bracht de ontwikkeling van het veld in een stroomversnel-
ling. Nieuwe N -representabiliteitscondities werden afgeleid, zoals de T -condities afgeleid door
Zhao et al. Deze condities zorgden voor een veel grotere nauwkeurigheid in de voorspelling van
grondtoestandsenergiee¨n van moleculen nabij de evenwichtsgeometrie [22, 23, 24, 25, 26, 27].
In de laatste jaren is de interesse in het vakgebied enkel toegenomen. De activiteit is voorna-
melijk gericht op het vinden van condities die beter doen dan de twee-index IQG condities,
zonder dat het algoritme vertraagd wordt [28, 29]. Er is ook veel vooruitgang geboekt op het
terrein van het semidefiniet programmeren. Verschillende algoritmes zijn aangepast voor de
specifieke noden van dichtheidsmatrixoptimalisatie [30, 31, 32]. Deze ontwikkelingen hebben
ertoe geleid dat steeds grotere systemen bestudeerd kunnen worden.
In deze thesis proberen we een overzicht te bieden van de stand van zaken in het veld van
dichtheidsmatrixoptimalisatie aan de start van het doctoraat, en wat we ertoe bijgedragen
hebben. Het is onze hoop dat we de lezer ervan kunnen overtuigen dat dit een veelbelovende
veeldeeltjestechniek is, fascinerend omwille van de eenvoud van het concept, en complementair
aan andere beschikbare veeldeeltjesmethoden. Anderzijds proberen we een realistisch beeld
te scheppen door aan te geven wat de problemen zijn en waar de moeilijkheden liggen, en
trachten we duidelijk te maken dat de methode nog een lange weg af te leggen heeft voor het
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bruikbaar is als ‘black box’ methode voor elektronische structuurberekeningen.
In Hoofdstuk 2 wordt het N -representabiliteitsprobleem besproken. Zoals eerder gezegd
bestaat dit erin de nodige en voldoende voorwaarden te vinden waaraan een 2DM moet vol-
doen om afleidbaar te zijn van een ensemble van N -deeltjes golffuncties. Eerst wordt het
probleem formeel ingevoerd, en tonen we aan dat een algemene oplossing zo goed als onmo-
gelijk te vinden is. Hierna voeren we de zogenaamde duale definitie van N -representabiliteit
in, die gebruikt kan worden om nodige voorwaarden af te leiden. In het volgende stuk wordt
de duale definitie toegepast om de standaard twee- en drie-index condities af te leiden, door
middel van manifest positieve Hamiltonianen. Deze condities kunnen geformuleerd worden als
matrixpositiviteitscondities en worden standaard gebruikt in de literatuur. Daarna worden
enkele niet-standaard condities afgeleid d.m.v. een Hamiltoniaan die niet manifest positief is,
maar waarvoor een ondergrens voor de grondtoestandsenergie op een computationeel goed-
kope manier geconstrueerd kan worden. Het formalisme, ingevoerd in Hoofdstuk 2, is erg
flexibel, wat het makkelijk maakt om nodige voorwaarden af te leiden. Het is echter zeer
moeilijk condities af te leiden die actief zijn, en het resultaat verbeteren voor relevante fysi-
sche systemen.
Het gebonden optimalisatieprobleem (v2DM) ge¨ıntroduceerd in Hoofdstuk 2, kan geschre-
ven worden als een semidefiniet programma, wat een standaard optimalisatietechniek is in de
numerieke analyse. In Hoofdstuk 3 vertalen we het probleem eerst naar de twee verschil-
lende vormen waarin een semidefiniet programma kan geschreven worden, zijnde de primale
en de duale vorm. Er wordt besloten dat de duale vorm de meest efficie¨nte vertaling van
het probleem biedt. We stellen vervolgens drie verschillende algoritmes voor, en bespreken
op welke manier ze werden aangepast aan de specifieke structuur van v2DM. Twee van deze
algoritmes zijn zogeheten ‘interior-point’ algoritmes, die gedurende de optimalisatie binnen
het N -representabel gebied blijven. Het derde algoritme is een ‘boundary-point’ algoritme.
In dit algoritme bevindt de dichtheidsmatrix zich tijdens de optimalisatie op het hypervlak
waar de ‘complementary slackness’ conditie geldt. Op het einde van het Hoofdstuk doen
we een vergelijkende studie tussen de algoritmes. De voor- en nadelen van de verschillende
algoritmes worden opgesomd, en de computationele doeltreffendheid van de methodes wordt
vergeleken voor het specifieke geval van het e´e´ndimensionaal Hubbardmodel. De ‘boundary-
point’ methode komt er als winnaar uit, en we besluiten dat dit het meest geschikte algoritme
is voor dit soort van sterk symmetrische problemen. Alhoewel er al veel vooruitgang is ge-
boekt in de afgelopen jaren zijn de algoritmes nog steeds niet competitief met methodes die
een vergelijkbare nauwkeurigheid halen zoals ‘coupled-cluster’ methodes. Dat er nog geen
echt performant algoritme is gevonden, kan gezien worden als het grootste struikelblok voor
de methode.
In Hoofdstuk 4 tonen we hoe de algoritmes die voorgesteld werden in Hoofdstuk 3 ge-
optimaliseerd kunnen worden door rekening te houden met symmetrie¨n die aanwezig zijn in
de specifieke systemen die bestudeerd worden. De eerste symmetrie die we bespreken is de
invariantie van systemen onder rotaties in de abstracte spinruimte. Deze symmetrie komt het
vaakst voor in elektronische stuctuur problemen, en alle systemen die gedurende dit doctoraat
bestudeerd werden hebben deze symmetrie. Hierna bespreken we symmetriee¨n die specifiek
zijn voor een bepaald type van systemen, zoals rotationele invariantie in atomaire systemen,
en translationele invariantie bij het Hubbard model. Het gebruik maken van symmetrie¨n is
e´e´n manier om de computationele complexiteit van het probleem te omzeilen, en resultaten
te bekomen voor systeemgroottes die vergelijkbaar zijn met wat andere methodes aankunnen.
Natuurlijk gaat dit enkel op voor systemen die een grote mate van symmetrie bezitten.
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Hoofstuk 5 brengt alle aspecten van v2DM, die in de vorige Hoofdstukken besproken wer-
den, samen. In het eerste stuk bespreken we de toepassing van de twee-indexcondities op
de iso-elektronische reeks van beryllium, neon en silicium. Hier kan gebruik gemaakt wor-
den van de rotationele symmetrie aanwezig in atomaire systemen, die ons toeliet om deze
systemen te bestuderen in veel grotere basissets dan daarvoor mogelijk was. Als de centrale
lading Z van het atoom groot wordt, onstaat er een statische elektroncorrelatie als gevolg
van de ontaarding van e´e´ndeeltjesenergieniveaus. Onze resultaten wijzen erop dat deze cor-
relatie goed beschreven wordt door de twee-indexcondities. De kwaliteit van de variationeel
bepaalde 2DM is geverifieerd door andere fysische eigenschappen (zoals de ionizatie-energie)
af te leiden. Het volgende stuk behandelt de beschrijving van het potentie¨le-energieoppervlak
van diatomische molecules. In eerdere studies werd enkel het gebied rond de evenwichtsgeo-
metrie bekeken. In onze studie vonden we dat zowel de twee-index als de drie-index condities
falen in de dissociatielimiet. De oorzaak voor dit falen is het feit dat de methode niet size-
consistent is. Om dit probleem op te lossen hebben we nieuwe voorwaarden afgeleid, die
condities opleggen aan de aparte atomaire stukken van de molecule. Deze nieuw afgeleide
condities blijken ook een algemene toepasbaarheid te hebben. Het laatste deel van Hoofd-
stuk 5 is gewijd aan het e´e´ndimensioneel Hubbardmodel, waarvoor we het algoritme ook
sterk konden optimaliseren door de aanwezige symmetriee¨n, en vrij grote roosterlengten kon-
den bestuderen. Vorige v2DM-studies behandelden enkel het half gevulde rooster, en keken
alleen naar de grondtoestandsenergie om de kwaliteit van de 2DM te beoordelen. We tonen
aan dat de twee-indexcondities falen om de sterkecorrelatielimiet - waar de repulsie tussen
elektronen op dezelfde site heel groot wordt - correct te beschrijven voor roosters die niet
half gevuld zijn. Drie-indexcondities zijn nodig om deze limiet correct te beschrijven. Niet
enkel de grondtoestandsenergie, maar ook spin- en ladingscorrelatiefuncties weken sterk af
van het verwachte resultaat voor de twee-index condities. De oorzaak van dit falen zit hem
in het feit dat bepaalde correlaties in een subruimte van de driedeeltjesruimte in rekening
moeten gebracht worden om deze limiet correct te beschrijven. Op basis van deze analyse
leidden we twee nieuwe voorwaarden af, die echter te zwak bleken om de situatie significant
te verbeteren, en concluderen we dat een ander object dan de 2DM nodig is. In Hoofdstuk 6
voeren we de 2.5DM in als het centraal object in een variationele aanpak. De 2.5DM is een
driedeeltjesmatrix waarin e´e´n paar indices diagonaal is. Gebruik makend van manifest posi-
tieve Hamiltonianen kunnen zes onafhankelijke matrixpositiviteitscondities afgeleid worden.
Deze voorwaarden werden ge¨ımplementeerd, en berekeningen tonen aan dat deze effectief de
sterkecorrelatielimiet herstellen. De optimalisatie van deze objecten reduceert de computati-
onele complexiteit van het probleem met twee grootte-ordes vergeleken met het opleggen van
de volledige drie-indexcondities.
In Hoofdstuk 7, tenslotte, overlopen we de verschillende zaken die verwezenlijkt zijn in deze
thesis, en trekken enkele conclusies. We geven ook een vooruitzicht op toekomstig onderzoek
in dit veld.
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Incorrect diatomic dissociation in variational reduced density matrix
theory arises from the ﬂawed description of fractionally charged atoms
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The behaviour of diatomic molecules is examined using the
variational second-order density matrix method under the P,
Q and G conditions. It is found that the method describes the
dissociation limit incorrectly, with fractional charges on the
well-separated atoms. This can be traced back to the behaviour
of the energy versus the number of electrons for the isolated
atoms. It is shown that the energies for fractional charges are
much too low.
Because electrons only interact in a pair-wise fashion, the
second order reduced density matrix (2-RDM) suﬃces to
compute the electronic energy.1 In this sense, electronic
structure methods based on the 2-RDM are the ‘‘simplest’’
ab initio methods that do not rely upon unknown
(and probably unknowable) functionals. Even though the
electronic energy can be computed from the 2-RDM, computing
the 2-RDM is not as simple as minimizing the energy with
respect to the 2-RDM because not all 2-RDM correspond to
N-electron systems. The variational minimization of the
energy must be restricted to 2-RDM that correspond to some
N-electron system.2 These restrictions are known as the
N-representability constraints. Application of allN-representability
constraints would yield the same results as full CI. It is not
practically possible to impose all the N-representability
conditions so usually only a small subset of N-representability
constraints are imposed. Although the ﬁrst results of variationally
determined 2-RDM were published some 30 years ago,3
systematic optimization of the 2-RDM only became tractable
recently.4 The most often used N-representability constraints
are known as the P, Q and G conditions implying positive
semideﬁniteness of three diﬀerent matrices: the 2-RDM, the
two-hole reduced density matrix and the particle-hole matrix.5
Applications have shown that the results are competitive in
quality with advanced quantum chemical descriptions based
on a single (Hartree–Fock) reference and multi-determinant
references.6 Restriction to only a subset of N-representability
conditions results in energies below the full CI energies.
In a recent paper, Cohen, Mori-Sa´nchez and Yang gave a
detailed description of the failures of density functional
approximations (DFA) for binding curves in both the
dihydrogen molecule and molecular ion.7 The dramatic failure
of DFA results from the wrong behaviour of the energy (E) as
a function of the number of electrons (N) for fractional
electronic occupancies. This E vs. N curve should be
piece-wise linear,8 but the DFT curve is convex between the
integers. In Kohn–Sham DFA, there is an (often inaccurate)
derivative discontinuity at the integers. Combined with the
overstabilization of fractional charge, this sometimes results in
wrong dissociative behaviour in potential energy surfaces.9 As
shown by Davidson in a general theoretical context and by
Nakata et al. using the P, Q, and G conditions for model
systems, 2-RDM optimization may lead to regional electron
number quantization.10 The present communication shows
this is also true in real molecular systems.
We have implemented a semi-deﬁnite program for the direct
variational optimization of the 2-RDM under the P, Q and G
conditions and computed potential energy surfaces (PES) for
several diatomic molecules belonging to the 14-electron
isoelectronic series and using the cc-pvdz basis set. As extra
constraints the molecular electronic state was restricted to be a
singlet spin state with respect to both Sˆz and Sˆ
2. The PES for
CO was compared to the one published by Gidofalvi
and Mazziotti,11 conﬁrming that the results are in mutual
qualitative agreement and in agreement with high level wave
function based results. A detailed description of the entire PES
for all molecules will be published elsewhere and emphasis will
now be placed on the characteristics of the PES at large
internuclear distances. The data of Mazziotti et al., however,
are restricted to internuclear distances up to roughly 4 A˚. To
investigate the dissociation limit, we extended our calculations
to 20 A˚.
Even if the energies are similar to full CI, there is no
guarantee that there is also high similarity in chemical
properties. The variational optimization of the 2-RDM under
P, Q and G constraints often fails to give the correct dissociation
products. For example, ionization energies predict that for
NO+ the dissociation products are N and O+. Instead,
variational 2-RDM calculations under the P, Q and G
conditions yield fractionally charged atoms, which is clearly
a chemical ﬂaw. A Mulliken population analysis12 reveals that
at an internuclear distance of 20 A˚ the charges result
N+0.47O+0.53. Mulliken population analysis at such large
interatomic distances is justiﬁed as the overlap matrix between
the basis functions has become block diagonal, meaning that
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Variational determination of the second-order density matrix for the isoelectronic series
of beryllium, neon, and silicon
Brecht Verstichel,1,* Helen van Aggelen,2 Dimitri Van Neck,1 Paul W. Ayers,3 and Patrick Bultinck2
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The isoelectronic series of Be, Ne, and Si are investigated using a variational determination of the second-
order density matrix. A semidefinite program was developed that exploits all rotational and spin symmetries in
the atomic system. We find that the method is capable of describing the strong static electron correlations due
to the incipient degeneracy in the hydrogenic spectrum for increasing central charge. Apart from the ground-
state energy, various other properties are extracted from the variationally determined second-order density
matrix. The ionization energy is constructed using the extended Koopmans’ theorem. The natural occupations
are also studied, as well as the correlated Hartree-Fock-like single-particle energies. The exploitation of sym-
metry allows to study the basis set dependence and results are presented for correlation-consistent polarized
valence double, triple, and quadruple zeta basis sets.
DOI: 10.1103/PhysRevA.80.032508 PACS numbers: 31.15.A, 31.15.xt
I. INTRODUCTION
The idea of a variational determination of the ground-state
energy for a nonrelativistic many-body problem based on the
second-order density matrix 2DM has a long history 1–3
and several highly appealing features. The energy of a sys-
tem is a known linear functional of the 2DM. N-particle
wave functions never need to be manipulated since the en-
ergy is minimized directly in terms of the 2DM. However,
the minimization is constrained because the variational
search should be done exclusively with 2DMs that can be
derived from an N-particle wave function or an ensemble of
N-particle wave functions. Such a 2DM is called N repre-
sentable and the complexity of the many-body problem is in
fact shifted to the characterization of this set of
N-representable 2DMs. The complete necessary and suffi-
cient set of conditions for N representability of a 2DM is not
known in a constructive form, but it is clear that the energy
from a minimization constrained by a set of necessary
N-representability conditions is a strict lower bound to the
exact energy. Therefore this approach is highly complemen-
tary to the usual variational procedure based on a wave-
function ansatz, which produces upper bounds. In addition,
the method is in principle exact, in the sense that as increas-
ingly accurate set of N-representability conditions are im-
posed in the minimization, the resulting energy converges to
the exact one.
These are fascinating ideas for any many-body theorist, as
it comes close to the “ultimate reduction” of an interacting
many-particle problem to solving a sequence of two-particle
problems. In practice, however, implementing the method
turns out to be very difficult and it is only in the last decade
that serious attempts have been undertaken to turn the idea
into a practical calculational scheme. The massive efforts by
Mazziotti et al. 4–6 and Nakata et al. 7,9 are particularly
notable. The main difficulty is of a technical nature: stringent
N-representability conditions require the positive semidefi-
niteness of matrix functionals of the 2DM, which turns the
variational problem into a so-called semidefinite program
SDP. Even applying the simplest “two-index” conditions, a
direct energy minimization using Newton-Raphson methods
requires a matrix operation scaling as M12 where M is the
number of single-particle states in each Newton-Raphson
step. This can be circumvented in various ways, so that only
matrix operations scaling as M6 are needed. While these are
nominally M6 methods, the number of iterations required to
reach convergence is very high and seems to rise with system
size; in practice, present implementations are probably about
100–1000 times slower than comparable methods such as
coupled-cluster calculation with single and double excita-
tions CCSD. Still, one has the feeling that there is potential
to turn it into a genuine M6 method and it is of interest to
investigate the properties of SDP applied to various systems.
Up to now, most applications covered electronic structure
calculations in atoms and molecules. Attention has been
given primarily to the resulting energy. In this paper, we
focus on three issues: i the performance of SDP in multi-
reference situations strong static correlations, ii the qual-
ity of the variationally obtained 2DM, and iii the depen-
dence of the results on M the size of the basis set. We do
this by investigating three well-known examples in elec-
tronic structure theory: the isoelectronic series of Be, Ne, and
Si. It is well known that the correlation energy for N elec-
trons in the field of a positive point charge Z has a Z depen-
dence that strongly depends on N. For an increasing central
charge Z, the Hartree-Fock spectrum tends to the hydrogenic
one, which has an “accidental” degeneracy related to a spe-
cial symmetry in the Coulomb Hamiltonian. For the four-
electron series, the incipient degeneracy of the 2p and 2s
orbitals leads to a vanishing particle-hole gap, inducing
strong correlation effects with a correlation energy propor-
tional to Z. For the ten-electron series, this does not happen
because a major shell is closed and the correlation energy*brecht.verstichel@ugent.be
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Subsystem constraints in variational second order density matrix
optimization: Curing the dissociative behavior
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A previous study of diatomic molecules revealed that variational second-order density matrix theory
has serious problems in the dissociation limit when the N-representability is imposed at the level of
the usual two-index P ,Q ,G or even three-index T1 ,T2 conditions H. Van Aggelen et al., Phys.
Chem. Chem. Phys. 11, 5558 2009. Heteronuclear molecules tend to dissociate into fractionally
charged atoms. In this paper we introduce a general class of N-representability conditions, called
subsystem constraints, and show that they cure the dissociation problem at little additional
computational cost. As a numerical example the singlet potential energy surface of Be B+ is studied.
The extension to polyatomic molecules, where more subsystem choices can be identified, is also
discussed. © 2010 American Institute of Physics. doi:10.1063/1.3354911
I. INTRODUCTION
In recent years much attention has been devoted to the
direct determination of the second-order density matrix
2DM through variational optimization. As first shown by
Husimi,1 the energy of a system interacting with at most
two-particle interactions is fully determined by the 2DM.
Some fifteen years later Löwdin2 independently derived
similar results and suggested determining the 2DM directly
in a variational approach. The first practical calculation was
done by Mayer3 who tried to compute the energy of an elec-
tron gas by a variational optimization of the 2DM. The en-
ergies obtained however, were much too low, and inconsis-
tent with existing results. Tredgold4 realized that the problem
arises because the set of density matrices over which the
optimization is carried out is too large. Although in these first
attempts some obvious constraints were included, better con-
straints are needed in order to make sure that the 2DM can be
derived from a physical wave function. This problem was
termed the N-representability problem by Coleman5 in his
seminal review paper, in which he solved the ensemble
N-representability problem for the first-order density matrix
1DM and derived some bounds for the eigenvalues of the
2DM. Garrod and Percus6 subsequently derived the much
stronger positivity conditions Q and G. Because of the com-
putational complexity and some disappointing results on
nuclei,7 not much progress was made the next 25 years. In-
terest renewed in the direct variational determination of the
2DM after Nakata et al.8 and then Mazziotti9 used a
semidefinite program SDP algorithm to study a number of
small atoms and molecules and got reasonably accurate re-
sults. These results sparked of a lot of developments. New
N-representability conditions where introduced, e.g., the
three-index T conditions, as set forth by Zhao et al.,10 which
led to mhartree accuracy11–16 for molecules near equilibrium
geometries, and generalizations thereof.17–19 Algorithmic
breakthroughs were realized with the implementation of a r6
scaling SDP algorithm20–22 and the development of an active-
space variational 2DM method.23–25 A drastic failure of the
standard N-representability constraints PQGT was shown
to occur in the dissociation limit by Van Aggelen et al.26
using a recently developed semidefinite programming
code.27 In this article we propose new strict constraints,
which we call subsystem constraints, that fix the inaccuracies
in the dissociation limit. Section II contains the theoretical
derivation of the subsystem constraints in a general frame-
work. It is shown that identifying a subspace of the complete
single-particle sp space leads to upper bounds for the en-
ergy of the total system that must be obeyed by any
N-representable 2DM. As a simple illustration, the technique
is applied in Sec. III to the dissociation of Be B+ in a small
Dunning–Hay basis set. Section IV contains a summary
and discussion. A systematic and thorough study of the di-
atomic potential energy surfaces for the 14-electron series is
the subject of a separate publication.28
II. THEORY
A. Integer-N ensemble representability
The 2DM N corresponding to a N-fermion wave func-






Second-quantized notation is used where a
† a creates an-
nihilates a fermion in the sp state . The sp basis is assumed
to be orthonormal throughout the article. Equation 1 is eas-
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Chemical verification of variational second-order density matrix based
potential energy surfaces for the N2 isoelectronic series
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A variational optimization of the second-order density matrix under the P-, Q-, and G-conditions
was carried out for a set of diatomic 14-electron molecules, including N2, O2
2+
, NO+, CO, and CN−.
The dissociation of these molecules is studied by analyzing several chemical properties dipole
moments, population analysis, and bond indices up to the dissociation limit 10 and 20 Å. Serious
chemical flaws are observed for the heteronuclear diatomics in the dissociation limit. A careful
examination of the chemical properties reveals that the origin of the dissociation problem lies in the
flawed description of fractionally occupied species under the P-, Q-, and G-conditions. A novel
constraint is introduced that imposes the correct dissociation and enforces size consistency. The
effect of this constraint is illustrated with calculations on NO+, CO, CN−, N2, and O2
2+
.
© 2010 American Institute of Physics. doi:10.1063/1.3354910
I. INTRODUCTION
As the search for accurate quantum chemical methods
continues, alternative descriptors to the complicated
N-electron wave function have been sought. Since electrons
interact pairwise the second-order density matrix DM2 is
the lowest order reduced density matrix that completely de-
termines the energy of the system without relying on an un-
known functional.1,2 As the DM2 describes all one- and two-
electron interactions, variational methods based on the DM2
seem promising, truly ab initio approaches. The difficulty in
such optimization procedures is constraining the DM2 to cor-
respond to a proper N-electron system during the energy
minimization; this is known as the “N-representability
problem.”3,4 In practice, complete N-representability is usu-
ally not feasible, and only a limited set of necessary—but not
sufficient—N-representability constraints is imposed.5,6 The
resulting DM2 yields a lower bound to the exact energy. The
P-, Q-, and G-conditions3,7 have become a basic set of
N-representability conditions.
An important question remains: Does the DM2 from an
approximate variational calculation, using only the P-, Q-,
and G-conditions for N-representability, give a correct de-
scription of a system’s chemical properties? No decisive an-
swer has been given to this question, although a few chemi-
cal properties have been studied—mainly dipole or multipole
moments.8,9 Serious shortcomings in keystone chemical
properties should be addressed in order to realize the envis-
aged “quantum chemistry without wave functions.”10
In a previous communication,11 it was shown that
the variational DM2 approach under the P-, Q-, and
G-conditions leads to seriously incorrect dissociation limits
with fractional occupation numbers on the constituent atoms.
In the present paper, the 14-electron isoelectronic series, in-
cluding N2, CO, CN−, NO+, and O2
2+
, will be studied in more
detail. It is well known that the subtle differences in elec-
tronegativity and ionization energy between the composing
atoms present a challenge for ab initio methods, especially
when bonds are stretched. The main purpose of this paper is
to examine the performance of the DM2 method applied to
the dissociation of these molecules. The chemical properties
of the molecules, calculated in double-zeta basis sets, are of
special interest. Potential energy surfaces calculated using
the variational DM2 method will be compared to accurate ab
initio methods, such as multireference configuration interac-
tion MRCI and complete active space self-consistent field
CASSCF. For several molecules large energy differences
are observed in the dissociation limit. The chemistry of the
systems, examined through dipole moments as well as bond
indices and atomic populations, reveals the origin of the dis-
sociation problem. Based on these findings, a new constraint
is conceived which imposes a correct dissociation.12 This
constraint is applied to the studied set of molecules, showing
considerable improvement in the energy and other chemical
properties at large bond lengths.
II. COMPUTATIONAL DETAILS
A semidefinite program was developed to suit electronic
structure calculations, based on the logarithmic barrier
method13 to impose N-representability conditions in the
outer iterations, combined with a Newton–Raphson proce-
dure for the inner iterations. The set of imposed
N-representability constraints includes the P-, Q-, andaElectronic mail: patrick.bultinck@ugent.be.
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Half-life of 221Fr in Si and Au at 4 K and at millikelvin temperatures
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The half-life of the α-decaying nucleus 221Fr was determined in different environments, that is, embedded in
Si at 4 K, and embedded in Au at 4 K and about 20 mK. No differences in half-life for these different conditions
were observed within 0.1%. Furthermore, we quote a value for the absolute half-life of 221Fr of t1/2 = 286.1(10) s
that is of comparable precision to the most precise value available in the literature.
DOI: 10.1103/PhysRevC.82.064317 PACS number(s): 21.10.Tg, 23.60.+e, 27.90.+b, 29.30.Lw
I. INTRODUCTION
The half-lives of α- and β-decaying nuclei have always
been considered constant, independent of their surroundings.
Recently, however, it has been claimed that the half-life of a
radioactive isotope would change if embedded in a metallic
host. Using the Debye plasma model applied to quasifree
metallic electrons [1–3], a 1/
√
T dependence for the screening
energy UD was predicted. When cooled down to a few kelvins,
the half-lives of β−(β+)-decaying nuclei would then increase
(decrease) by several tens of percent and the half-lives of
α-decaying nuclei would even be shortened by several orders
of magnitude. This hypothetical mechanism was proposed as
a possible solution for long-lived transuranic waste produced
by fission reactors [1].
A series of subsequent experiments claimed to have
observed changes in the half-lives of both β∓ and α decays,
although the effects were less profound than predicted by
the Debye plasma model. The half-life of α-decaying 210Po
implanted in copper was reported to shorten by 6.3(14)%
when cooled down to 12 K [4], the half-life of β+-decaying
22Na embedded in Pd was observed to be 1.2(2)% shorter
at 12 K [5], the half-life of β−-decaying 198Au embedded
in Au was observed to be 4(2)% longer at 12 K [6], and
for 7Be [electron capture (EC)] decay), an increase of about
1% was reported [7]. Note that electron capture decay rates
may depend on the material hosting the radioactive isotope
via small modifications of the electron density around the
EC-decaying nucleus (see, e.g., [8] and references therein).
In contrast to the above results, several experiments carried
out at a later stage on the β-decaying isotopes 198Au [9–12],
22Na [11,12], 64Cu [13], and 74As [14], and on the EC-decaying
7Be [10], did not observe any changes of the half-lives up to
the permille level when these isotopes were embedded in a
metallic environment and cooled down to 10–20 K.
As to α decay, it was demonstrated theoretically that
taking into account not only the electron screening effect on
the α particle’s tunneling potential, but also on its binding
*Present address: Center for Molecular Modeling, Ghent University,
Technologiepark 903, 9052 Zwijnaarde, Belgium.
energy inside the nucleus, the half-life would not significantly
change [15]. Further, it was argued [16,17] that if the Debye
plasma model would be applicable to α decays, the effect
should have been observed previously in Low Temperature
Nuclear Orientation (LTNO) experiments [18]. In this type
of experiment, radioactive isotopes are implanted in a metallic
foil, typically Fe, and cooled to millikelvin temperatures. It was
claimed [4,6] that no appreciable effect on nuclear half-lives
can be observed in LTNO experiments, as the radioactive ions
implanted at typically 60 keV would end up in the oxidized
surface layer of the sample foil, which acts as an insulator.
This claim is clearly incorrect as the LTNO technique is
precisely based on the fact that the radioactive nuclei end
up at substitutional sites in a pure bcc Fe lattice, where they
experience a unique hyperfine interaction. Nuclei that end up
in an oxide surface layer cannot be oriented and thus also do
not show anisotropic emission. To avoid a surface oxide layer,
the foils used in LTNO measurements are carefully prepared
by polishing and annealing procedures prior to inserting them
in the vacuum of the setup [19,20]. Substitutional fractions
of about 70% to 95% are generally observed for 60-keV
implantations into a cold (i.e., 4 K or lower) Fe foil (e.g.,
Refs. [21–24]). In LTNO experiments on α-decaying isotopes
implanted in Fe, no half-life changes at the percent level were
observed between room temperature and 1 K [17], and between
4 K and 50 mK [16].
Here, we report a dedicated half-life measurement of the
α-decaying nucleus 221Fr implanted in Si at 4 K and in Au at
4 K and at 20 mK. The three different half-life values obtained
agree with each other within 0.1% and also agree with the
literature room temperature value. Previously, it was shown
that the half-life of 221Fr is constant to less than a percent at
room temperature, regardless of its chemical environment [25].
II. THE EXPERIMENT
The 221Fr activity was produced at the ISOLDE/CERN
facility by spallation reactions induced by a 1.4-GeV proton
beam impinging on a UCx target [26]. After diffusing out
of the target, the 221Fr nuclei were ionized in a W surface
0556-2813/2010/82(6)/064317(5) 064317-1 ©2010 The American Physical Society
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Helen van Aggelen,1,a) Brecht Verstichel,2,a) Patrick Bultinck,1,b) Dimitri Van Neck,2,a) Paul
W. Ayers,3 and David L. Cooper4
1Ghent University, Department of Inorganic and Physical Chemistry, Krijgslaan 281 S3, 9000 Ghent, Belgium
2Ghent University, Center for Molecular Modelling, Proeftuinstraat 86, 9000 Ghent, Belgium
3Mc Master University, Department of Chemistry, L8S 4M1 Hamilton, Ontario, Canada
4University of Liverpool, Department of Chemistry, L69 7ZD Liverpool, United Kingdom
(Received 23 September 2010; accepted 7 December 2010; published online 3 February 2011)
Variational second order density matrix theory under “two-positivity” constraints tends to dissociate
molecules into unphysical fractionally charged products with too low energies. We aim to construct
a qualitatively correct potential energy surface for F−3 by applying subspace energy constraints on
mono- and diatomic subspaces of the molecular basis space. Monoatomic subspace constraints do
not guarantee correct dissociation: the constraints are thus geometry dependent. Furthermore, the
number of subspace constraints needed for correct dissociation does not grow linearly with the num-
ber of atoms. The subspace constraints do impose correct chemical properties in the dissociation
limit and size-consistency, but the structure of the resulting second order density matrix method does
not exactly correspond to a system of noninteracting units. © 2011 American Institute of Physics.
[doi:10.1063/1.3532409]
I. INTRODUCTION
Heteronuclear diatomic molecules do not dissociate into
fractionally charged atoms. As simple as this fact is, it is far
less straightforward to establish in reduced density matrix the-
ories. Yet, such fundamental physical properties are needed
to make them applicable to geometries other than the equi-
librium structure. Nonequilibrium structures like molecules
with stretched or partly broken bonds, such as reaction in-
termediates or dissociation products, play an important role
in chemical processes. Despite numerous efforts, they still
cause problems in density functional approximations1–4 and
density matrix functional theory.5–7 The variational P-, Q-,
and G-conditioned second order density matrix method
[v2DM(PQG)] also fails in this respect.8–10 Although this
method cannot be expected to be fully size-consistent be-
cause the 2DM is not a separable quantity under a strict subset
of N-representability conditions,11, 12 its failure in describing
dissociating chemical systems is dramatic. Even with three-
index constraints [v2DM(PQGT)] the dissociation problem
persists.8 But, unlike density functional theory (DFT) and
density matrix functional theory (DMFT), there is a straight-
forward approach to solve the problem because the 2DM fully
determines the energy in a known manner. We exploited this
property and introduced linear constraints on the energy of
subspaces of the one-particle basis space for the molecule,13
defined as the set of basis functions centered on a particular
atom, to solve the dissociation problem. These subspace con-
straints are a physical expression of the notion of separability
in chemistry and can be generalized to subspaces with any
other topology.
a)Member of the Ghent-Brussels QC-MM alliance.
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Our objective is to clarify some practically and concep-
tually important aspects related to the application of these
subspace constraints. First of all, the number of possible sub-
spaces that can be composed of all basis functions centered on
one or more atoms in an M-atomic system, namely 2M − 2,
scales exponentially with the size of the molecule. In practice,
however, some subspace constraints may not be active. Which
of them are active depends on the geometry and nature of the
system. How fast does the number of practically relevant, i.e.,
active, subspace constraints grow with the number of atoms in
the molecule? And can these constraints be identified before-
hand? This paper addresses this issue using a chemically rel-
evant case, the potential energy surface (PES) of the triatomic
F−3 ion. Second, what is the relationship between the subspace
constraints and size-consistency? Is the subspace- and P-, Q-,
G-constrained 2DM consistent with a system of noninteract-
ing units? The last paragraph of Sec. IV explores the connec-
tion between the subspace constraints, size-consistency, and
separability in the variational 2DM method.
II. THEORETICAL BACKGROUND
Variational second order density matrix theory relies
only on the 2DM to describe a physical system and ob-
tains a 2DM by variational optimization. Early experiments
using this method pointed out the need for additional con-
straints on the 2DM during the optimization, the so-called
N-representability constraints.14, 15 These constraints ensure
that the optimization is carried out exclusively over 2DM’s
derivable from a proper N-fermion state. Because no sim-
ple general expression is known for the necessary and suffi-
cient conditions for N-representability, only certain necessary
conditions are imposed in practical optimization schemes,
0021-9606/2011/134(5)/054115/8/$30.00 © 2011 American Institute of Physics134, 054115-1
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The quantum many-body problem can be rephrased as a variational determination of the two-body
reduced density matrix, subject to a set of N-representability constraints. The mathematical problem has
the form of a semideﬁnite program. We adapt a standard primal–dual interior point algorithm in order
to exploit the speciﬁc structure of the physical problem. In particular the matrix-vector product can be
calculated very eﬃciently. We have applied the proposed algorithm to a pairing-type Hamiltonian and
studied the computational aspects of the method. The standard N-representability conditions perform
very well for this problem.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
It was realized in the 1950s [1,2] that the energy of a quan-
tum many-body system can be expressed in terms of the two-body
reduced density matrix (2DM), when only one- and two-body in-
teractions are present. This insight led to the idea of variationally
determining the 2DM by minimizing the energy, henceforth re-
ferred to as the v2DM method. Once the 2DM is known, all other
physical properties that can be expressed as one- or two-body op-
erators can be extracted. In this way the 2DM effectively replaces
the wave function and we have “quantum mechanics without wave
functions” [3]. Early attempts, however, produced unrealistic re-
sults [4] and it was soon realized [5] that non-trivial constraints
are needed to ensure that the 2DM is derivable from a physi-
cal wave function. These constraints were called N-representability
conditions by Coleman [6], and Garrod and Percus [7] derived
two such conditions, the so-called Q and G conditions, which
can be expressed as matrix-positivity constraints. With these con-
straints there were some attempts, some of which quite successful,
to solve this problem numerically in the 1970s [8–11]. However
the method was soon abandoned because of the computational
cost. Interest in the subject was renewed at the beginning of
this century, when Nakata et al. [12] and Mazziotti [13] realized
that the v2DM problem can be formulated as a semideﬁnite pro-
gram (SDP) for which general-purpose primal–dual SDP solvers can
be used [14], and they calculated the ground-state properties of
* Corresponding author.
E-mail address: brecht.verstichel@ugent.be (B. Verstichel).
small atoms and molecules. Primal–dual interior point methods
are the “Rolls Royce” of SDP algorithms, having several appealing
features, but they require a lot of storage and are computation-
ally expensive. These early calculations were therefore limited to
small systems (minimal basis set). Mazziotti [15] then developed
an algorithm that transforms the SDP into a non-linear optimiza-
tion program solved by a gradient-only method. This reduced the
cost of the storage and the basic ﬂoating point operations, but
at the cost of these nice convergence properties of the interior
point methods. In this paper we adapt a standard primal–dual
interior point algorithm [16] to the speciﬁc case of v2DM, in an
attempt to retain the nice convergence properties, while reducing
the storage and computational cost. In Section 2 we present an
introduction to the theory of N-representability, v2DM and some
mathematical properties of the constraints. In Section 3 we discuss
the representation of the problem as a primal–dual semideﬁnite
program, and introduce the method we use to solve it. Then we
apply the algorithm to a BCS (Bardeen–Cooper–Shrieffer) [17] or
pairing-type Hamiltonian in Section 4 and present the physical
results and computational aspects. A summary is provided in Sec-
tion 5.
2. Variational density matrix determination
When only two-body interactions are present, the Hamiltonian









Vαβ;γ δa†αa†βaδaγ , (1)
0010-4655/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cpc.2011.02.005
Computer Physics Communications 182 (2011) 2025–2028
Contents lists available at ScienceDirect
Computer Physics Communications
www.elsevier.com/locate/cpc
Variational density matrix optimization using semideﬁnite programming
Brecht Verstichel a,∗, Helen van Aggelen b, Dimitri Van Neck a, Paul W. Ayers c, Patrick Bultinck b
a Center for Molecular Modeling, Ghent University, Technologiepark 903, 9052 Zwijnaarde, Belgium
b Department of Inorganic and Physical Chemistry, Ghent University, Krijgslaan 281 (S3), 9000 Gent, Belgium
c Department of Chemistry, McMaster University, Hamilton, Ontario, L8S 4M1, Canada
a r t i c l e i n f o a b s t r a c t
Article history:
Received 18 June 2010
Received in revised form 22 December 2010
Accepted 23 December 2010





We discuss how semideﬁnite programming can be used to determine the second-order density matrix
directly through a variational optimization. We show how the problem of characterizing a physical or
N-representable density matrix leads to matrix-positivity constraints on the density matrix. We then
formulate this in a standard semideﬁnite programming form, after which two interior point methods are
discussed to solve the SDP. As an example we show the results of an application of the method on the
isoelectronic series of Beryllium.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The idea of a variational determination of the ground-state
energy for a non-relativistic many-body problem based on the
second-order density matrix (2DM) has a long history [1–3] and
several highly appealing features. The energy of a system is a
known linear functional of the 2DM. N-particle wave functions
never need to be manipulated since the energy is minimized di-
rectly in terms of the 2DM. However, the minimization is con-
strained because the variational search should be done exclusively
with 2DMs that can be derived from an N-particle wave func-
tion (or an ensemble of N-particle wave functions). Such a 2DM
is called N-representable, and the complexity of the many-body
problem is in fact shifted to the characterization of this set of N-
representable 2DMs. The complete (necessary and suﬃcient) set of
conditions for N-representability of a 2DM is not known in a con-
structive form, but it is clear that the energy from a minimization
constrained by a set of necessary N-representability conditions is a
strict lower bound to the exact energy. Therefore this approach is
highly complementary to the usual variational procedure based on
a wave-function ansatz, which produces upper bounds. In addition
the method is in principle exact, in the sense that as increasingly
accurate set of N-representability conditions are imposed in the
minimization, the resulting energy converges to the exact one.
These are fascinating ideas for any true-blooded many-body
theorist, as it comes close to the “ultimate reduction” of an inter-
acting many-particle problem to solving a sequence of two-particle
* Corresponding author.
E-mail address: brecht.verstichel@ugent.be (B. Verstichel).
problems. In practice, however, implementing the method turns
out to be very diﬃcult and it is only in the last decade that serious
attempts have been undertaken to turn the idea into a practi-
cal calculational scheme. The efforts by Mazziotti et al. [4–6] and
Nakata et al. [7,8] are particularly notable. The main diﬃculty is of
a technical nature: stringent N-representability conditions require
the positive semideﬁniteness of matrix functionals of the 2DM,
which turns the variational problem into a so-called semideﬁnite
program (SDP). Even applying the simplest “two-index” conditions,
a direct energy minimization using Newton–Raphson methods re-
quires a matrix operation scaling as M12 (where M is the number
of single-particle states) in each Newton–Raphson step. This can
be circumvented in various ways, so that only matrix operations
scaling as M6 are needed. While these are nominally M6 meth-
ods, the number of iterations required to reach convergence is
very high and seems to rise with system size; in practice present
implementations are probably about 100–1000 times slower than
comparable methods. Still, one has the feeling that there is po-
tential to turn it into a genuine M6 method, and it is of interest
to investigate the properties of SDP applied to various systems. In
this proceeding we will ﬁrst discuss the problem of density matrix
optimization and N-representability, and how it can be formulated
as an SDP. We will describe two different algorithms we used to
solve the problem and as an example we will discuss the results
of application of the method to the isoelectronic series of Be [9].
2. Variational density matrix determination
We use second quantized notation where a†α (aα ) creates (an-
nihilates) a fermion in a single-particle (sp) state α. When there
0010-4655/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
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Despite the importance of non-singlet molecules in chemistry, most variational second order density
matrix calculations have focused on singlet states. Ensuring that a second order density matrix is
derivable from a proper N-electron spin state is a difficult problem because the second order density
matrix only describes one- and two-particle interactions. In pursuit of a consistent description of spin
in second order density matrix theory, we propose and evaluate two main approaches: we consider
constraints derived from a pure spin state and from an ensemble of spin states. This paper makes a
comparative assessment of the different approaches by applying them to potential energy surfaces
for different spin states of the oxygen and carbon dimer. We observe two major shortcomings of the
applied spin constraints: they are not size consistent and they do not reproduce the degeneracy of the
different states in a spin multiplet. First of all, the spin constraints are less strong when applied to
a dissociated molecule than when they are applied to the dissociation products separately. Although
they impose correct spin expectation values on the dissociated molecule, the dissociation products do
not have correct spin expectation values. Secondly, both under “pure spin state conditions” and un-
der “ensemble spin state” conditions is the energy a convex function of the spin projection. Potential
energy surfaces for different spin projections of the same spin state may give a completely different
picture of the molecule’s bonding. The maximal spin projection always gives the most strongly con-
strained energy, but is also significantly more expensive to compute than a spin-averaged ensemble.
In the dissociation limit, both the problem of nondegeneracy of equivalent spin projections, size-
inconsistency and unphysical dissociation can be corrected by means of subspace energy constraints.
© 2012 American Institute of Physics. [doi:10.1063/1.3672087]
I. INTRODUCTION
Electronic spin lies at the heart of chemistry. The surpris-
ingly simple quantum chemical description of spin has helped
us to understand the most fundamental properties of matter.1, 2
However, when we do not wish to work with the full wave-
function, which is an impractical mathematical object, and
work with more compact variables instead, describing spin
is problematic. In density functional approximations (DFA),
one often resorts to symmetry breaking.3 A recent approach
by Yang et al. adjusts DFA functionals to correct the origin
of the problems that arise in describing spin, the concave re-
lationship between the energy and fractional ˆSz expectation
values.4, 5
Although variational second order density matrix
(v2DM) theory is typically a ground state method, it can
be applied to find the lowest-energy state for a given spin
state. Nonetheless, the problem of describing non-singlet
spin states in v2DM theory has received little attention,
although Valdemoro and co-workers have made a thorough
study of spin purification procedures in the context of the
contracted Schrödinger equation.6, 7 Mazziotti has pointed
a)Member of the Ghent-Brussels QC-MM alliance.
b)Electronic mail: helen.vanaggelen@ugent.be.
out the advantages of spin and spatial symmetry adaptation,
providing a framework for singlet and non-singlet state
calculations in a spin adapted basis in v2DM theory, but
illustrates them only with singlet state calculations.8, 9 Very
little about non-singlet state v2DM calculations has appeared
in the literature.10 An approach taken by Hammond and
Mazziotti avoids the problem of dealing with a non-singlet
spin states by coupling them to an overall singlet state.10
However, because of the inherent size-inconsistency of
approximate N-representability constraints (and, more impor-
tantly, of approximate S-representability constraints, as we
will show here) and their tendency to allow fractional charges
in non-interacting systems,11–13 this approach is problematic.
A consistent treatment of non-singlet spin states in v2DM
theory has not emerged yet but is much needed, not only be-
cause many important molecules are non-singlet states in their
ground state but also because many singlet molecules disso-
ciate into products in non-singlet states. Spin may therefore
help us understand and solve size-consistency and dissocia-
tion issues.
For this reason, we propose several strategies to describe
spin in variational 2DM approaches and compare their bene-
fits and drawbacks. We consider two main approaches to de-
rive constraints on the second order density matrix (2DM):
from an N-electron pure spin state with fixed spin quantum
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Variational two-particle density matrix calculation for the
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Abstract
The variational determination of the two-particle density matrix is an interesting but not yet fully
explored technique that allows to obtain ground-state properties of a quantum many-body system
without reference to an N -particle wave function. The one-dimensional fermionic Hubbard model
has been studied before with this method, using the standard two- and three-index conditions on
the density matrix [J. R. Hammond et al., Phys. Rev. A 73, 062505 (2006)], while a more recent
study explored so-called subsystem constraints [N. Shenvi et al., Phys. Rev. Lett. 105, 213003
(2010)]. These studies reported good results, but have always been limited to the half-filled lattice.
In this Letter we show that these approaches fail for other fillings. In this case, a subset of three-
index conditions is absolutely needed to describe the correct physics in the strong correlation limit.
We introduce a method, called the 2.5-index condition framework, which is the most economical
way to achieve this, while still avoiding the computationally much heavier three-index conditions.
At the same time we establish the feasibility of such studies to the more complicated phase diagram
in two-dimensional Hubbard models.
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