Abstract: To speed up gradient estimation in a slope-seeking controller two different modifications are proposed in this study. In a first approach, the gradient estimation is based on a locally identified black-box model. A further improvement is obtained by applying an extended Kalman filter to estimate the local gradient of an input-output map. Moreover, a simple method is outlined to adapt the search radius in the classical extremum-and slopeseeking approach to reduce the perturbations near the optimal state. To show the versatility of the slope-seeking controller for flow control applications two different wind tunnel experiments are considered, namely with a two-dimensional bluff body and a generic threedimensional car model (Ahmed body).
INTRODUCTION
The constantly rising requirements in the operation of turbo-machines, burners, or transport vehicles with respect to energy consumption, pollution, noise emission, and other performance criteria have led to a growing interest in improvements of flow control. On the one hand, various passive means for flow control, such as spoilers, vortex generators or disruptors, etc., are well-investigated and are used in numerous applications, (cf. references [1] to [4] ). On the other hand, active flow control can further improve the performance and stretch the dynamic range of operation by exploiting additional degrees of freedom. The majority of the work done so far in the field of active flow control concentrates on openloop concepts [5, 6] . However, as generally known, open-loop control suffers from the effects of uncertainties. To synthesise closed-loop flow controllers instead, various routes can be taken. The synthesis may be based on the evolution equations of viscous fluid flow, i.e. the Navier-Stokes and the continuity equations (e.g. references [7] and [8] ). As the requirement of a real-time capability has to be kept in mind, this computationally intensive approach will not be found in experiments in the near future. Three other promising approaches remain, as follows.
Potentially good results are obtained by non-
linear controllers exploiting low-dimensional models that describe the non-linear physics, such as Galerkin or vortex models [9] [10] [11] [12] [13] [14] . These models are still restricted to rather simple flow configurations. Experimental validations are rare. 2. Based on an off-line identified family of linear or non-linear black-box models a fast and cheap controller synthesis employing robust methods such as H ' or QFT design is possible (see, for example, references [15] to [18] ). 3. Finally, adaptive methods, either model-based [19] or without explicit models, can be used.
All of the last three approaches have been investigated by the authors and have been tested in numerous experimental studies. This contribution focuses on the most simple approach employing model-free adaptive methods, i.e. extremum-seeking control. The aim of the paper is twofold. namely a two-and a three-dimensional bluff body, the versatility and ease of application of this last approach is demonstrated. Other applications of extremum-seeking control of the authors for noise reduction in turbo-machines, flow separation control in diffusors, and mitigation of thermoacoustic instabilities in burners can be found in references [20] to [22] . 2. Extensions are proposed to tackle the major disadvantage of extremum-seeking controllers, which is the very low closed-loop bandwidth, and to adapt a search radius.
However, it should be noted that the authors believe that all methods proposed above will be needed -in some cases simultaneously -depending on the closed-loop specifications.
This paper has a clear focus on experimental applications of closed-loop flow control as similar studies are still very scarce. Moreover, as stability proofs of classical extremum-seeking controllers are already known [23, 24] and more theoretical studies are hampered due to the very nature of the control algorithms, this contribution is more of an explanatory style. The proposed extensions of the controller are empirical in nature, and detailed closed-loop stability proofs are not presented.
For both configurations considered in the present work, extensive passive and open-loop active flow control studies can be found. Disregarding passive approaches, an active flow control application for a two-dimensional bluff body with spanwise distributed forcing at the trailing edges of the bluff body is described in reference [25] . A beneficial effect of active base bleeding for drag reduction is observed in references [26] and [27] . The closed-loop flow control of two-dimensional bluff bodies mainly concentrates on a well-established benchmark problem: the flow around a circular cylinder. In reference [14] a simple low-dimensional model is used in the controller. In reference [28] the synthesis of various non-linear controllers for this flow is reported. The reduction in drag of another bluff body is achieved in reference [29] by application of a rotating cylinder located at the separation line. An adaptive extremum-seeking controller has been used to find the optimal speed of rotation of the cylinder for maximum drag reduction in this application. In reference [30] the control is considered of the wake behind a so-called D-shaped bluff body with a robust controller based on a QFT design.
In the case of three-dimensional bluff bodies the number of experimental studies on open-and closed-loop control is significantly lower (cf. references [31] and [32] ). The most prominent threedimensional bluff bodies are cars and trucks.
The paper is organized as follows. The extremumand slope-seeking control is reviewed in section 2. To improve the closed-loop bandwidth of these wellknown approaches and to adapt the search radius some new extensions are also proposed in this section. In section 3 experimental results are given for two different applications. Finally, the paper closes with a conclusion and an outlook in section 4.
EXTREMUM-SEEKING CONTROLLER
The extremum-and slope-seeking feedback controllers are adaptive gradient-based, model-independent feedback schemes that search for optimal actuation parameters [21, 29, 33, 34] . Whereas the original idea [35] is rather old, the interest in extremum-seeking control was boosted more than 40 years later with the stability proofs found in references [23] and [24] . An extremum-seeking control can be used to find areas around distinct minima or maxima in the steady state map of a plant. As many flow applications are rather characterized by a plateau-type map, slope-seeking is better suited. Here, the system is driven to a preset reference slope which is representative for a value just below the plateau. Two different configurations are used in this study, a single-input single-output (SISO) and a multiple-input singleoutput (MISO) slope-seeking controller. Extensions to the truly multiple-input case can be found in reference [20] . As the extremum-seeking controller forms the basis for the slope-seeking variant, the former is reviewed first.
SISO extremum-seeking control
The extremum-seeking control is a model-free method for the control of non-linear plants characterized by an output extremum in the steady state [23, 24, 35] and for linear or non-linear plants for which the output is defined as the norm of the difference between a reference value r(t) and the plant output y(t), e.g. [r(t) 2 y(t)] 2 in an SISO setting. As every minimization problem can easily be transformed into a maximization problem, all explanations are given for the latter case. Figure 1 shows the structure of the basic SISO extremumseeking control loop. Here, the process is described by both its steady state map y s 5 f(u s ) and its dynamical model for ease of further discussion.
The idea of this gradient-based method is an on-line optimization of the average value, u s , of the control input u(t) such that the average of the output equals the maximum steady state value, y s~y Ã s . With extremum-seeking control this can be accomplished without knowing the steady state input-output map y s 5 f(u s ). The controller works as follows. Assume that the initial control input u 0 (see Fig. 1 ), which is calculated by some higher level control hierarchy or set to zero, is superimposed with a sinusoidal signal a sin (v sin t), which has a small amplitude a
If the period of this harmonic perturbation is larger than the largest time constant of the process, the output of the process will also be approximately sinusoidal, centred initially around y s,0 5 f(u 0 ). Likewise, the amplitude will be approximately af9. Hence
This output perturbation is analysed in order to detect the slope (gradient) of the input-output map, which is used for gradient-based optimization. To do this, the mean value y s is removed by a first-order high-pass (HP) filter
with the cut-off frequency v HP , or by a first-order band-pass (BP) filter
with the lower cut-off frequency v 1 and the upper cut-off frequency v 2 . By application of an HP filter the output of the filter reads
The product y P (t) of this filtered output and the zeromean sine signal sin(v sin t) indicates the slope of the unknown map y s 5 f(u s )
This product leads to a non-zero mean signal obtained with a low-pass (LP) filter (see Fig. 1 ), as long as the maximum is not obtained. If the plant is initially to the left of the maximum, the input and output perturbations are in-phase; i.e. the product will be positive. An antiphase relation that gives a negative product is an indication that the plant is on the right of the maximum. To see this, approximate the output y LP (t) of the LP filter by an average calculated for one period T 5 2p/v sin , i.e.
With this information an additional term Du(t), added to u 0 + a sin (v sin t) (see equation (1) and Fig. 1 ), is calculated by time integration and multiplication by k. As long as the output of the LP filter is positive, i.e. the system is on the left side of the maximum, a steadily increasing control input u is obtained. For a negative output of the LP filter, the opposite is true. The adaptation of u converges to u 5 u*.
The extremum-seeking scheme is an adaptive closed-loop type of control. It guarantees closedloop stability if designed properly (see references [23] and [24] for details). The choice of certain design parameters determines the speed of convergence. The cut-off frequency of the HP filter needs to be lower than the frequency v sin of the perturbation 
Extensions of adaptive slope-seeking for active flow controlsignal. Thus, ideally, the overall feedback system has fast, medium, and slow time scales corresponding to the plant dynamics, the periodic perturbation, and the filter respectively. For the results given below, however, the HP filter is replaced by a BP filter. With v BP 5 v 1 5 v 2 5 v sin the output perturbation passes the BP filter, high-frequency disturbances can be damped, and a phase shift can be avoided. The LP filter is not necessary, but it is helpful in filtering out the perturbation after the multiplier. Therefore, the cut-off frequency of the LP filter should be chosen for v LP ( v sin . In addition, the adaption gain k needs to be small. If the plant behaviour varies due to uncertainties, the time scale of the perturbation signal has to be slower than the slowest possible plant dynamic. The main advantage of this extremum-seeking control is that no plant model is needed for controller synthesis. However, the control suffers from both the permanent harmonic input and output perturbations and the relative slow dynamic behaviour. Therefore, some extensions will be proposed later.
Slope-seeking as a generalized design
In flow control, situations are encountered in which the static input-output map does not show a distinct maximum. Instead, it is characterized by a plateautype behaviour, as illustrated in Fig. 2 . A detached flow over an aircraft wing, to give an example, can be influenced by active flow control such that it reattaches again. At some point, however, the flow is completely attached. A further increase of the control input will not result in a further increase nor in a decrease of the lift. The extremum-seeking control described above will work correctly in this situation if it starts left of the plateau. However, when the control input is larger than the smallest value necessary to be on top of the plateau, it will not be minimized. Such a waste of control energy can be observed likewise when the system's behaviourdue to a change in operating conditions -will change. In such a case, the plateau-type map might be shifted to the left. The smallest value necessary to be on top of the plateau found for the last operating condition now lies somewhere on the plateau without any gradient information for the controller.
To tackle such systems, slope-seeking is considered next. Slope-seeking is an extension of the extremumseeking scheme (for details see reference [24] ). It drives the plant output to a value that corresponds to a reference slope of the steady state input-output map
Therefore, according to equation (7), a negative reference value
as a function of f 0 ref is added to the actually detected slope (see Fig. 2 ). Thus, the apparent extremum is shifted. Since extremum-seeking is a special case of slope-seeking, when the reference slope is zero, designing the filters, the integrator gain, and the sinusoidal perturbation are the same.
Adaptation of the search radius
A controller operating in the desired optimal point is wasting actuation energy because of the permanent perturbation of the control input. For a maximum with a rapidly growing decline in the vicinity [20] , the performance deteriorates because, due to the harmonic perturbation, the process circles far downhill around the extremum. Therefore, an adaptation of the amplitude would be beneficial. At the optimal point a smaller amplitude is desired, whereas a high amplitude far away from the optimal point speeds up adaptation of u. With aggressive methods, i.e. methods that are too fast, that are used to adjust a it is impossible, however, to avoid interference with the u adaptation.
A proposed extension is shown in Fig. 3 . The block diagram of the controller is extended by a loop in 
À Á
added to the output of the LP filter yields a positive input into the new integrator. Accordingly, the input of the integrator is negative for small local gradients of the steady state map, as also seen in equation (7). Hence, the amplitude adjustment Da(t) is calculated by time integration and multiplication by the gain k a similar to the determination of Du(t).
The adaptation of u(t) and a(t) have to be dynamically decoupled. The adaptation of the perturbation amplitude has to be slower than the adaptation of u(t), which can be achieved by choosing the gain k a smaller than k. Hence, similar arguments follow concerning stability as for the extremum-seeking controller itself.
Least squares estimation
In order to improve the gradient estimation it is proposed to modify the slope-seeking controller. The filters and the sine signal for perturbation are replaced by a system identification approach to determine the local gradient. The basic concept is shown in Fig. 4 . [36] and [37] ) is applied to estimate the parameters a i and b i of the mth-order rational transfer function
with the shift operator q. 
The local gradient can then be approximated bŷ f f 0~ŷ y s,up {ŷ y s,down 2a ð13Þ
Finally, the next control input is calculated by the recursion formula
where the adaption gain k determines the step size of u. The parameter k should not be too large to guarantee the convergence of the control input.
A Kalman filter algorithm for gradient estimation
As in the classical extremum-seeking control it will still be assumed that the harmonic perturbation of the process is slower than the slowest time constant of the process. Hence, the static input-output map is reflected by the behaviour of the output y(t). If the input perturbation a is small enough, the output perturbation should be af 9, as already mentioned in section 2.1. The output itself consists of an approximately constant value plus this perturbation, i.e.
y t ð Þ&y s zaf 0 sin v sin t ð Þ With equation (1) y t ð Þ& y s {f 0 u 0 {f 0 Du t ð Þ |fflfflfflfflfflfflfflfflfflfflfflfflfflffl ffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl ffl}
The idea is to observe these two parameters x 1 and x 2 . A dynamical model for the two parameters reads in discrete time
If equation (15) is used as a measurement equation, an observability analysis shows that x 1 and x 2 are not observable. However, when time-shifted input-output pairs (u(t), y(t)) and (u(t 2 nDt), y(t 2 nDt)) are considered, observability is given. With y 1 (t k ) 5 y(t k ) and y 2 (t k ) 5 y(t k 2 n ) the measurement equation now reads
with u 1 5 u(t k ) and u 2 5 u(t k 2 n ). The vectors w k and z k denote Gaussian white noises. An extended Kalman filter [38] can be used for real-time estimation of the states. The modification of the slopeseeking control by inclusion of this model-based sensor is shown in Fig. 5 . Since the extended Kalman filter estimates the slope f9 5 x 2 , the reference slope f 0 ref is subtracted directly from f9.
APPLICATIONS
In the following sections the utilization of the slopeseeking controller for flows with a D-shaped bluff body and a generic three-dimensional car model is described. In these two examples, extensions to accelerate the controllers and to adapt the search radius a are included. 
Active drag reduction of a D-shaped bluff body
The flow separation behind bluff bodies, such as vehicles, shows complex space-and time-dependent topology that results in an increase in aerodynamic drag. A principle sketch of the investigated twodimensional D-shaped body is shown in Fig. 6 . The flow around the D-shaped body is governed by an absolute wake instability [39] . This mechanism generates a von Kármán vortex street with an alternating sequence of vortices at characteristic frequencies. The natural flow is characterized by a short dead-water region and alternating vortices in the vicinity of the base. Both are responsible for a low base pressure and thus for a high pressureinduced drag. The proposed active control strategy enforces a decoupling of the vortex formation in the shear layers and the wake by synchronizing the roll-up of upper and lower shear layers. This delays the appearance of asymmetries in the wake flow and thus mitigates the wake instability. The dead water region is enlarged and the base pressure increases [34] . A sinusoidal zero-mass actuation is applied by loudspeakers through spanwise slots located at the upper and lower trailing edges. The slot width is s 5 1 mm and spanwise length amounts to 250 mm. With this harmonic actuation the unstable processes of shear layer roll-up are triggered. By this means a maximum response of the flow can be generated with a minimum amount of input of energy. The actuation frequency f a is related to natural instability frequencies of the flow. It should not be mistaken with the perturbation frequency v sin 5 2pf sin of the controller.
The intensity of the actuation, which will be modified in the following, is characterized by the non-dimensional excitation momentum coefficient [6] 
respectively. In the present work, Dp is the instantaneous pressure difference between a rear endmounted pressure gauge and the reference pressure, r denotes the density, and f x is the drag force. Spatially and spatially-temporally averaged base pressures across the stern are marked by c pb (t) and c pb respectively. Due to the relatively high blockage of the wind tunnel test section by the bluff body model (approximately 13 per cent), the blockage correction method proposed in reference [40] is used. The data acquisition and the implementation of the controllers are realized on a rapid prototyping hardware (dSPACE-PPC1005 controller board). The sampling frequency is 1000 Hz. [34] . The Reynolds number is calculated with the body height h and free stream velocity u 0 . Both actuators operate in-phase with an optimal frequency St a 5 f a h/u 0 5 0.15, which was indicated as the most effective actuation parameter for synchronization of the shear layer development and for drag reduction in reference [34] . This steady state map is characterized by a plateau for c m > 6610 23 . In order to achieve maximum base pressure with the minimum control input a slope-seeking controller with reference slope f 0 ref~5 is applied.
In the present study, the momentum coefficient is chosen as the input variable u(t) 5 c m (t), and the output is given by the spatially averaged base pressure coefficient y(t) 5 c pb (t). A detailed list of the controller parameters can be found in Table 1 .
The experimental data for a single operating point are shown in 23 . The sinusoidal modifications of c m are applied to obtain the local slope. According to the gradient, the actuation amplitude is raised until a state in front of the plateau is reached. This leads to a significant increase in the base pressure coefficient, as shown in Fig. 7(c) , corresponding to the steady state map. A reduction of the drag coefficient by 15 per cent can be observed.
To show disturbance rejection of this controller, the Reynolds number is increased continuously from 38 000 up to 70 000 in Fig. 8(d) . Corresponding to the steady state maps for various Reynolds numbers shown in Fig. 8(a) , the optimal actuation amplitude is automatically decreased with increasing Reynolds number. The experimental results in 
Least squares estimation of the slope
The experimental results with the slope-seeking controller extended by the least squares algorithm are shown in Fig. 9 . All controller parameters (u 0 , v sin , a, k, f with stepwise variation of the control input ( Fig. 9(a) ). The estimated gradient f 9 is given in Fig. 9(d) . Corresponding to the steady state map in Fig. 7 , the gradient increases for 0 s ( t ( 4 s. At the optimal operating point the algorithm estimates a small gradient, as can be seen in Fig. 9(d) , which is in good agreement with the identified steady state map. The extended controller achieves the optimum in approximately 4 s, which is 20 per cent faster than the standard slope-seeking controller (see Fig. 7 ).
Gradient estimation with a Kalman filter
The experimental results with the slope-seeking controller extended by the Kalman filter are shown in Fig. 10 . The time delay is set to nDt 5 2p/(3v sin ) s 5 660Dt, with the sampling time Dt 5 0.001 s. The used parameters for the extended Kalman filter are given in the Appendix. A three times faster response is observed compared to the classical approach due to the fast estimation of the local gradient f 9 (see Fig. 7(d) ). A further increase in performance for the extended slope-seeking controller cannot be achieved, since the time constant of the process is limiting the dynamics of the closed-loop.
Active drag reduction for a three-dimensional car model (Ahmed body)
A sketch of the Ahmed body configuration is shown in Fig. 11 . The flow field in the wake is highly threedimensional, unsteady, and it strongly depends on the rear slant angle W s , as shown in references [41] and [42] . Longitudinal vortices occur at slant angles up to 30u, leading to a dramatic increase in pressure drag. The experimental investigations are conducted in a wind tunnel with a closed test section. The shape of the generic car model investigated is based on the original geometry of the Ahmed body in reference [41] with a slant angle of W s 5 25u. In the experiments all dimensions (length l 5 261 mm, height h 5 72 mm, and width w 5 97 mm; see Fig. 11 ) are scaled to a quarter of the original sizes. The Reynolds number based on the free stream velocity u 0 and the model height h is Re h 5 96 000.
The positions of actuators and sensors are shown in the sketch (Fig. 11) . For steady blowing, cavities are integrated into the slant corners of the Ahmed 
with A a 5 36 mm 2 being the active actuator area. The synthetic jet is directed normal to the mean flow direction to avoid thrust generation due to the forcing.
A force balance in the low-speed wind tunnel, which consists of a sensitive strain gauge sensor (HBM KD 45) located below the test section, is used in order to measure the effect of the applied flow control to the total drag of the Ahmed body. The definition in equation (20) is applied for the determination of the dimensionless drag coefficient c d . Three pressure sensors (PascaLine PCLA02X5D1) are used for the measurement of the spatially averaged base pressure c pb . The implementation of the controllers and the data acquisition are realized by a modular hardware for rapid control prototyping (dSPACE PPC1005). The sampling frequency is 1000 Hz. 
Classical slope-seeking control
The numerical and experimental results in reference [32] show that through steady blowing near the slant corners the longitudinal vortices are weakened for the Ahmed body with a slant angle W s 5 25u. A suitable blowing intensity increases the base pressure and a small decrease of the aerodynamic drag is observed. Furthermore, a very good correlation of time-averaged drag and base pressure is observed. Therefore, the base pressure c pb is used as an output variable in this application. 23 the base pressure c pb shows a saturation that gives rise to the plateau-type steady state map.
The focus of the slope-seeking control is the adaptation of c m for maximum base pressure at minimum control input. Hence, the momentum coefficient is chosen as the control input, i.e. u(t) 5 c m (t). A standard slope-seeking controller is implemented in the experiments as described in section 2.2. The selected parameters of the controller are given in Table 1 . (Fig. 12(b) ). The controller increases the input continuously, which yields an increase in base pressure (Fig. 12(c) ). At t 5 30 s, the optimal momentum coefficient c m < 4.5610
23 is achieved and the base pressure is increased by approximately 15 per cent, corresponding to the steady state map in Fig. 12(a) . A drag reduction of approximately 5 per cent can be observed in the time series of c d (t) in Fig. 12(d) . Figure 13 shows the experimental results for the adaptation of the search radius for a slightly increased Reynolds number, Re h 5 106 000. The perturbation of the input signal starts with an amplitude of a 5 3.6610
Adaptation of the search radius
24 (see Fig. 13(c) ). For 0 s ( t ( 90 s, the controller increases the input c m (t) due to a large gradient in the steady state map (see Fig. 12(a) ). Thus, the amplitude increases from a 5 3.6610
24 to a 5 4610 24 . Around t 5 80 s the controller has reached the reference slope. The gradient of the steady state map is small, and thus the controller decreases the perturbation amplitude continuously to approximately 2610 24 . Starting from the basic slope-seeking control scheme, extensions of the slope-seeking algorithm are implemented and tested successfully in experiments. To tackle the waste of energy during the sinusoidal perturbation of the control input while operating in the optimal point, an adaptation of the search radius is proposed. Tests on the Ahmed body show that after reaching the optimal point the extension reduces the perturbation amplitude by one half, thus leading to a more energy-efficient implementation of the slope-seeking controller. The two presented modifications of the slope-seeking controller are introduced in order to obtain a faster estimation of the gradient. Firstly, a least squares algorithm is tested on the D-shaped bluff body. This extension leads to an approximately 20 per cent reduction of the time needed to reach the optimal point. Another approach to estimate the gradient is based on an extended Kalman filter. The time for reaching the optimal point is reduced here by approximately 66 per cent. Despite this acceleration the closed-loop is still slow compared to a more classical control loop. Therefore, other approaches mentioned in section 1 will remain important when a control in the time scale of the process dynamics is necessary. One obvious approach is to use extremum-seeking control for a slow adaptation of a reference value, which is then exploited in an inner and faster control loop. In future investigations, such ideas will be extended to more complex, practical flow configurations, e.g. a complete aircraft model in a large-scale wind-tunnel, a compressor, or a more realistic car model. 
