Abstract-The centralized coded caching scheme is a technique proposed by Maddah-Ali and Niesen as a method to reduce the network burden in peak times in a wireless network system. Yan et al. reformulate the problem as designing a corresponding placement delivery array and propose two new schemes from this perspective. These schemes significantly reduce the rate compared with the uncoded caching schemes. However, to implement these schemes, each file should be cut into F pieces, where F grows exponentially with the number of users K . Such a constraint is obviously infeasible in the practical setting, especially when K is large. Thus, it is desirable to design caching schemes with constant rate R (independent of K ) as well as smaller F. In this paper, we view the centralized coded caching problem in a hypergraph perspective and show that designing a feasible placement delivery array is equivalent to constructing a linear and (6,3)-free 3-uniform 3-partite hypergraph. Several new results and constructions arise from our novel point of view. First, by using the famous (6,3)-theorem in extremal graph theory, we show that constant rate placement delivery arrays with F growing linearly with K do not exist. Second, we present two infinite classes of placement delivery arrays to show that constant rate caching schemes with F growing sub-exponentially with K do exist.
I. INTRODUCTION

V
IDEO delivery has become the main driving factor for the wireless data traffic in our daily life and it is faced with a dramatic increasing demand [1] . Suppose that we have a server with a large library of contents connecting to a group of users. At certain times each user may demand a specific file from the server. Excessive demands at the same time would often jam the wireless traffic, leading to delays and overloads in the system and then poor user experience. Therefore, there have been great interests from both academia and industry to solve this problem. The solution is to take advantages of the memories distributed across the network, especially those close to the end users, to duplicate contents. We call the duplication of the contents as caches. The system allocates some fractions of the contents into the cache of each user when the network load is low, thus in peak times user requests can be served with the help of these caches. In this manner we can reduce the network burden and smooth the network traffic.
In their seminal work [11] , Maddah-Ali and Niesen propose the centralized coded caching scheme (or CCC scheme for simplicity), where the term "centralized" means that we only have one server in the network in charge of coordinating all the broadcasting transmissions. The CCC scheme contains two phases: the content placement phase, where certain packets of each file are placed into the cache of each user using a predetermined strategy; and the content delivery phase, where the server, upon receiving the specific demands of all users, designs a strategy to broadcast the XOR multiplexing of those requested packets through a shared link. The core idea is to design an appropriate content placement strategy such that in the delivery phase various demands of all users can be satisfied with a limited number of broadcasting transmissions. Each user could recover his requested file with the help of the contents broadcasted in the delivery phase and the contents already stored in his local cache. In the recent years coded caching has been an active research area and various models are considered, see for example, [8] - [10] , [12] - [14] .
In the original model of a (K , M, N)-CCC scheme, assume that there are K users, N files of unit size (and thus the size of the whole database is N) and every user has a local cache of size M. The caches are filled without any knowledge of the user requests. The maximal transmission amount in the delivery phase, where the maximum is taken over all possible combinations of user requests, is called the rate of the scheme, denoted as R. R represents the efficiency of a caching scheme and is desired to be as small as possible. CCC schemes are further divided into uncoded placement schemes and coded placement schemes, depending on whether the cache contents are restricted to be uncoded or allowed to be coded. Characterizing the rate-memory tradeoff, i.e., the relation between R and M, is an active line of research. The exact rate-memory tradeoff of coded placement schemes still remains as an open problem. For the uncoded placement schemes, it has been proved that the Maddah-Ali-Niesen scheme [11] achieves the optimal rate [20] , [24] . 0018 -9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. In this paper, we still restrict to uncoded placement schemes and take into consideration another important parameter of a caching scheme. To implement a caching scheme, each file is required to be split into a certain number of packets and we denote this number as F. The parameter F reflects the complexity of the caching scheme and it is natural to expect it to be as small as possible. This direction is first considered in [16] , for a random decentralized model. Since then, this problem plays an important role in the field of coded caching, see for example, [18] , [22] , [23] . Given the ratio M N , we shall analyze the behaviour of R and F as functions of K . Table I summarizes some known uncoded placement schemes.
In the following we briefly explain the table above. Since there are K users and each of them requests a file, so if we do not use any form of caching, R = K transmissions will satisfy the requests of all users. For a trivial uncoded caching scheme, each user stores a fraction One can see that the multicasting gain only makes sense for N < K , since in this case multiple users may request a same file. We will focus on the more relevant case (as stated by [11] ) N ≥ K . For the case N < K , the reader is referred to, for example, [19] and the references therein. So in this case we have min{1, N K } = 1 and R U grows linearly with K . To implement this scheme it is easy to see that splitting each file into F U = N packets is enough. The Maddah-Ali-Niesen scheme could significantly reduce the rate to
, which is optimal for uncoded placement schemes. As K grows, the limit of R AN is N−M M , which is a constant independent of K . However, to implement the Maddah-Ali-Niesen scheme, each file has to be split into F AN = K K M/N packets, where F AN grows exponentially with K and thus the scheme becomes infeasible when K is relatively large. In order to reduce the size of F AN , Yan et al. [22] present a new notion named the placement delivery array design (or PDA design for simplicity) to construct the appropriate CCC schemes. Compared with the Maddah-Ali-Niesen scheme, F PDA in the scheme of Yan et al. is exponentially smaller than F AN , while the rate R PDA only suffers from a slight sacrifice compared with R AN . However, F PDA still grows exponentially with K .
From the table above we can see that, intuitively, there is a tradeoff between the two parameters F and R. The ultimate objective is to characterize this tradeoff and design Paretooptimal CCC schemes with respect to both parameters. As a first step towards this direction, we shall consider caching schemes with constant rate R and F as small as possible, since naturally the efficiency of the scheme should be considered as a more important evaluating indicator. The Maddah-Ali-Niesen scheme and the scheme of Yan et al. show that constant rate schemes exist when F grows exponentially with K . Can we construct constant rate CCC schemes with a smaller magnitude of F as a function of K ? This is the main objective of the paper.
Our contributions in the paper are as follows. We follow the steps of [22] and find that the concept of PDA has a natural correspondence with an important problem in extremal combinatorics. We will show that a PDA exists if and only if a corresponding linear and (6,3)-free 3-uniform 3-partite hypergraph exists. From this point of view, it is very intuitive and convenient to understand the essence on how to construct a CCC scheme using the PDA design. By using the wellknown (6,3)-theorem in extremal combinatorics, we show that constant rate PDAs with F growing linearly with K do not exist. Then we present two infinite classes of PDAs (or hypergraphs satisfying the corresponding constraints), one from the union of the disjoint subsets including the MaddahAli-Niesen scheme [11] as a special case, and the other from the extended q-ary sequences including the scheme of Yan et al. as a special case (with only a slight negligible difference). By analyzing our schemes, we show that constant rate CCC schemes with F growing sub-exponentially with K do exist.
The rest of this paper is organized as follows. In Section II we briefly review the CCC scheme built in [11] and the PDA design introduced in [22] . In Section III we present our hypergraph model for the CCC scheme, and then its equivalence with the PDA design is established. We will apply the famous (6,3)-theorem in extremal graph theory to show constant rate PDA designs with F growing linearly with K do not exist. In Section IV we introduce our first general hypergraph construction which includes the Maddah-AliNiesen scheme as a special case. In Section V we introduce our second general hypergraph construction which includes the scheme of Yan et al. as a special case (with only a slight negligible difference). Our two constructions show that constant rate CCC schemes with F growing sub-exponentially with K do exist. We compare the performances of some existing CCC schemes in Section VI. In Section VII we discuss three other potential approaches to study the coded caching problem, i.e., partial Latin squares with the Blackburn property, strong edge colorings for bipartite graphs and Ruzsa-Szeméredi graphs. We conclude our paper in Section VIII.
II. THE CCC SCHEME AND THE PDA DESIGN We first recall the CCC scheme introduced in [11] . Consider a caching system with one server connected to K users, We now briefly review the PDA design problem proposed in [22] , which characterizes the CCC scheme in a single array. 
We call an array satisfying the constraints above as a (K , F, Z , S)-PDA. If each integer in S appears g times in P, we further call this array g-regular, which is denoted as a g-(K , F, Z , S) PDA. As mentioned earlier, the coded caching scheme has two phases, i.e., the placement phase and the delivery phase. Given a PDA, the corresponding phases for the caching scheme are as follows. 1) Placement phase: Split each file into F packets, that is, W i = {W i, j : j ∈ F }. Each user k ∈ K receives the following packets in his cache:
It can be checked that each user has a cache of size Whatever the request is, the caching scheme represented by the PDA will broadcast S packets, where each packet is of size 1 F . Thus the rate of this scheme is R = S F . In general, if each file is divided into F packets in the placement phase, then such a scheme is termed as an F-division scheme. Yan et al. [22] proved the following fundamental result for the PDA design. [11] is equivalent to a (K , 
Lemma 4 [22]: An F-division caching scheme for a (K , M, N) caching system can be realized by a (K , F, Z , S)-
PDA P = [p j,k ] FK t , K −1 t −1 , K t +1 )-PDA, where t = K M N is an integer.
Remark 6: The first scheme of Yan et al. introduced in
Now it is clear that the problem of designing an F-division CCC scheme can be turned into designing a PDA under given parameters. Throughout the paper we consider caching schemes where the ratio M N is fixed, N ≥ K and K goes into infinity. We analyze a caching scheme by focusing on the behaviour of F and R with respect to K . In the subsequent sections we will discuss how to use hypergraphs to construct PDAs with smaller F than the existing constructions.
III. THE HYPERGRAPH MODEL
Now we turn to a hypergraph perspective towards the CCC scheme or the PDA design problem. We first introduce some necessary definitions.
Definition 7: When speaking about a hypergraph we mean a pair G = (V (G), E(G)), where the edge set E(G) is identified as a collection of subsets of the vertex set V (G). G is said to be linear if for all distinct A, B ∈ E(G) it holds that |A ∩ B| ≤ 1. We say G is r -uniform if |A| = r for all A ∈ E(G). Definition 8: An r -uniform hypergraph G is r -partite if its vertex set V (G) can be colored in r colors in such a way that no edge of G contains two vertices of the same color. In such a coloring, the color classes of V (G), i.e., the sets of all vertices of the same color, are called parts of G.
In this paper we mainly concern 3-uniform 3-partite hypergraphs with three parts F , K, S such that |F | = F, |K| = K and |S| = S. Brown et al. [5] , [6] introduced the function f r (n, v, e) to denote the maximum number of edges in an r -uniform hypergraph on n vertices which does not contain e edges spanned by v vertices. In other words, in such hypergraphs the size of the union of arbitrary e edges is at least v + 1. These hypergraphs are called G(v, e)-free (or simply (v, e)-free). The famous (6,3)-theorem of Ruzsa and Szemerédi [15] points out that Lemma 9:
holds for sufficiently large n. In other words, for arbitrary > 0, there exists some positive integer n 0 such that for every integer n > n 0 , we have n
This lemma indicates that if a 3-uniform hypergraph on n vertices is (6,3)-free, then the magnitude of the number of edges can not be linear with n 2 .
Recall the definition of F , K, S introduced in Section II. The following observation is the starting point of our approach. A PDA is actually an F × K array P whose entry locates in an alphabet of size S+1 (the "plus one" corresponds to the symbol *). Let us pick a linear 3-uniform 3-partite hypergraph H with three parts F , K, S such that |F | = F, |K| = K and |S| = S. We construct an edge { j, k, s} for j ∈ F , k ∈ K, s ∈ S if and only if the entry in the j -th row and the k-th column of P is exactly s ∈ S. Then this hypergraph H is uniquely determined by the array P and vice versa (in the opposite direction, suppose that we are given a linear 3-uniform 3-partite hypergraph H with parts F , K, S, then we can construct a corresponding F × K array P with entries belonging to S ∪ { * }, see Theorem 10 below for the details). Then H is called the hypergraph defined by the PDA P. It is easy to check that the number of edges in the hypergraph equals the number of integer entries in the PDA. One can compute that
An important reason of using the hypergraph perspective is that the three constraints given in Definition 2 can be easily translated into corresponding constraints for hypergraphs. The following theorem establishes the equivalence between PDAs and a class of (6,3)-free hypergraphs. Proof: Let H denote the hypergraph defined by the (K , F, Z , S)-PDA P. On one hand, to prove the "only if" part, it suffices to verify that H satisfies the constraints proposed in the theorem. 
Thus we do not have three edges which are spanned by six vertices. On the other hand, to prove the "if" part, the following observation is crucial. If we are given a linear and (6,3)-free 3-uniform 3-partite hypergraph H with parts F , K, S, then we can construct a corresponding F × K array P whose entry belongs to S ∪ { * }. The value in the j -th row and the k-th column of P is s ∈ S if { j, k, s} forms an edge of H and * otherwise. One can see that we do not have two edges of the form { j, k, s} and { j, k, s } by the linearity constraint, thus p j,k is well-defined. It is routine to verify that P satisfies C1 and C2. And C3 can be verified by contradiction. 
Example 11: To illustrate Theorem 10, let us consider the hypergraph defined by the PDA introduced in Example 3. Let H be a hypergraph with three vertex parts F , K, S such that
One can see that P 4,2 and P * 4,2 are indeed equivalent. To see the power and the clarity of the hypergraph perspective towards the PDA design problem, we first prove the following theorem, which is an immediate consequence of Lemma 9 and Theorem 10. 
On the other hand, by Theorem 10 we know H is (6,3)-free and hence by Lemma 9 we have |E(
As we have mentioned in the introductory section, the motivation of this paper is to consider what the smallest possible F can be such that a scheme with constant rate R does exist. Theorem 12 actually offers a lower threshold, that is, constant rate schemes with F growing linearly with K do not exist. The schemes of Maddah-Ali-Niesen and Yan et al. indicate that the condition F grows exponentially with K suffices. Could we lower the magnitude of F? As a first step, in the next two sections we will provide constructions showing that constant rate schemes with F growing subexponentially with K do exist. These constructions are introduced directly in the hypergraph perspective, that is, we are actually constructing linear and (6,3)-free 3-uniform 3-partite hypergraphs.
IV. CONSTRUCTIONS FROM THE UNION
OF DISJOINT SUBSETS In this section we present our first construction. A, A , B, B , C, C such that A, A ∈ V 1 , B 1 and the entries belong to S = V 3 = [4] 3 .
One can see that if we choose b = 1, n = K and a = K M N , then Construction I obviously includes the Maddah-Ali-Niesen scheme as a special case. Actually, our hypergraph perspective reveals the essential structure of the Maddah-Ali-Niesen scheme.
For the general case, we have R =
In general, it is not easy to measure the performance of this construction since it is hard to express R or F as functions of K . However, R is far better than the uncoded scheme with
1. So the new construction is meaningful in the sense that it significantly reduces the rate compared to the uncoded scheme. Actually, by choosing proper parameters, our construction can induce constant rate CCC schemes with F growing sub-exponentially with K . An example is as follows.
Corollary 16: If we take b = 2, then we obtain an ( 
where
the binary entropy function. It is easy to see that under such parameters, R and M N are both constants independent of K , and F grows sub-exponentially with K .
V. CONSTRUCTIONS FROM THE EXTENDED q -ARY SEQUENCES
In this section we present our second construction. 
A. Construction II Let q ≥ 2, m, t be positive integers with t ≤ m and let
We have the following observation. Compare the first m coordinates of C with A. For i / ∈ {δ 1 , . . . , δ t }, the corresponding entries are identical. As for the other coordinates, since c m+ j ∈ Z q \{q − 1} for 1 ≤ j ≤ t, then c m+ j + 1 = 0, so the corresponding entries are distinct due to the second constraint. Thus a necessary condition for A and C lying in an edge is that  (a 1 , . . . , a m ) and (c 1 , . 0, 1, 0), (1, 0, 0), (1, 1, 0 We further mention another advantage of our hypergraph perspective. Yan et al. [22] actually present two symmetric constructions, i.e., a (q(m+1),
q . In [22] it takes quite a while to present these two constructions separately. However, from our hypergraph perspective, these two constructions are essentially the same: if we are aware of any one of the two, we know the other one immediately. Assume that the first construction is represented by a hypergraph G 1 with vertex parts V 1 = F , V 2 = K and V 3 = S, then the second one can be represented by a symmetric hypergraph G 2 with vertex parts V 1 = S, V 2 = K and V 3 = F . Therefore, if G 1 is linear and (6,3)-free, then so is G 2 . That is, from a given CCC scheme represented by hypergraphs, we may directly obtain a symmetric one by switching the roles of the vertex parts F and S. Thus we have the following corollary. 
Corollary 20: For every three positive integers q, t, m, there exists an (
m t q t , q m (q − 1) t , q m (q − 1) t − q m−t (q − 1) t , q m )-PDA with R = 1 (q−1) t and M N = Z F = 1 − 1 q t .
VI. COMPARISON WITH PREVIOUS CONSTRUCTIONS
In this section, we compare our new constructions with the existing ones. First of all, we summarize all the constructions in Table III , where in Construction 6 the approximation holds when λ is fixed and a is relatively large (that is, the approximation holds when there are sufficiently many users). Table III contains a variety of different PDAs. It may be hard to find out the advantages or the disadvantages of them since the parameters are confusable. Therefore, we also present comparisons of some of the constructions with parameters as unified as possible. We will take the constructions in 
) . Note that when K is much larger than q, the rates of Constructions 1 and 3 are approximately q − 1, which is about 1 4q+1 fraction of the rate of Construction 6, since 4q(q − 1) < (2q − 1) 2 < (4q + 1)(q − 1). In this case we do not use Constructions 1 and 3 directly for comparison, since their rates are very different from that of Construction 6. In order to make the comparisons under a unified rate (and hence more fair), we will use the grouping method introduced in [16] . In other words, we split the K users into 4q + 1 smaller groups and in each group, Construction 1 or 3 is used. In this resultant caching scheme, the new rate will be 4q + 1 times of the original rate, but the new F can be dramatically reduced (for example, if we apply this grouping method for Construction 3, then the new rate R will be (q − 1)(4q + 1) and the new F will be q K q(4q+1) −1 ). The two resultant schemes will be denoted as Construction 1' and 3' in Table IV .
From Table IV one can see that the rates of the three constructions are almost the same, say, around 4q 2 . But the magnitude of F in Construction 6 is significantly smaller than those of Constructions 1' and 3'. One can observe that F is reduced from (q Table V .
For
q t , the advantage of our construction is more remarkable. From Table V one can see that the rates of the three constructions are all around
It is clear that in both cases F is reduced from an exponential function of K to a sub-exponential function of K . We would like to give more detailed numerical comparisons of these constructions. for Constructions 1' and 3' (this means that in Construction 6 each user uses a even smaller local cache than that of Constructions 1' and 3'). By using appropriate grouping techniques (when n = 20, the users are split into five smaller groups with equal size, and when n = 24 and n = 28, the users are split into six smaller groups with equal size) for Constructions 1' and 3' we obtain Table VI .
We can present similar comparisons for Constructions 2', 4' and 8. For example, in Corollary 20, we take t = 2, q = 2 and m = 8, 9. Then M N = 0.75. By using appropriate grouping techniques (in both cases the users are split into four smaller groups with equal size) for Constructions 2' and 4' we obtain Table VII.
VII. OTHER POSSIBLE DIRECTIONS
Besides the hypergraph point of view, we would like to provide three other interesting approaches to study the PDA design problem.
A. Partial Latin Squares With the Blackburn Property
A Latin square is an n × n matrix L filled with n different symbols {1, . . . , n}, each occurring exactly once in each row and exactly once in each column. A partial Latin square is a submatrix formed by several rows and columns of L. We say that a partial Latin square P has the Blackburn property if whenever two distinct cells p a,b and p c,d are occupied by the same symbol, the opposite corners p a,d and p b,c are blank. We further call this partial Latin square regular if each column has the same number of symbols. The problem of filling as many cells without violating this property as possible is posed by Blackburn [4] and studied by Wanless [21] . One can verify that the definition of PDA is indeed equivalent to that of a regular partial Latin square with the Blackburn property, which is shown by the following theorem. Proof: Let us recall the three constraints of PDAs introduced in Definition 2. Let us replace the blank entries of the partial square by the symbol *. We will prove this theorem by showing that the constraints C1, C2 and C3 are equivalent to the regular property, the Latin property and the Blackburn property, respectively. First it is clear that P is an F × K array whose entries are chosen from S ∪{ * }, where S := {1, . . . , n}. By the d-regular property it immediately holds that * appears exactly F − d times in each column, and hence C1 holds and we have Z := F − d. It is also clear that the Latin property implies that in each row or each column of P there does not exist identical integers of S. So C2 also holds. Finally, one can check by definition that C3 follows from the Blackburn property of P. Therefore, we have proved that a partial Latin square P satisfying the proposed property is indeed a PDA.
In what follows, we present a simple example to illustrate the connection between partial Latin squares and the PDAs. 
B. Strong Edge Colorings of Bipartite Graphs
An edge coloring of a graph is a coloring of its edges such that every two connected edges are of different colors. A strong edge coloring of a graph G is an edge coloring in which every color class is an induced matching; that is, any two vertices belonging to distinct edges with the same color are not adjacent. The strong chromatic index S(G) is the minimum number of colors in a strong edgecoloring of G. See [2] for an introduction of the strong edge coloring problem. We find that there are two approaches to use strong edge colorings of bipartite graphs to construct PDAs. If a bipartite graph G with vertex parts X, Y has a strong edge coloring with colors C = {c 1 , . . . , c t }, then we can construct a 3-uniform 3-partite hypergraph H whose edge set is formed by {{x, y, c} : x ∈ X, y ∈ Y, c ∈ C, Proof: It is straightforward to verify that H is 3-uniform and 3-partite with vertex parts X, Y and C. We will prove this lemma by showing that the linearity follows from the definition of the edge coloring and the (6,3)-free property follows from the fact that the edges of every color class form an induced matching. Let {x, y, c} be an edge of H and let x 1 ∈ X − {x}, y 1 ∈ Y − {y} and c 1 ∈ C − {c} be three vertices from each part. One can observe that H must contain no edge of the form {x, y, c 1 } since edge {x, y} of G has already been colored by c. H also contains no edges of forms {x 1 , y, c} or {x, y 1 , c} since any edge connected with {x, y} can not be colored by c. So H is a linear hypergraph. For the (6,3)-free property, by the proof of Theorem 10 we only need to consider the case where six vertices are chosen averagely from three vertex parts. For any six vertices x, x , y, y , c, c chosen from X, Y and C, suppose that they induce three edges of H, then without loss of generality we can assume that the three edges are {x, y, c}, {x , y, c } and {x, y , c }. By the definition of edges of H it is clear that {x, y}, {x , y} and {x, y } are edges of G, and {x , y} and {x, y } have the same color. However, vertices x and y are connected by edge {x, y} which violates that any two vertices belonging to distinct edges with the same color are not adjacent. Thus H is a (6,3)-free hypergraph.
So by Definition 2 and Theorem 10 we can conclude that to fulfill constraints C1, C2, and C3 of Definition 2 it suffices to find a strong edge coloring that satisfies some regular property. In what follows, we will introduce two approaches to constructing PDAs from strong edge colorings of bipartite graphs.
On one hand, assume that G is d-regular in Y , that is, every vertex of Y is adjacent to d vertices of X, then the hypergraph H has regular degree d in Y . It can form a PDA P with F = X, K = Y and S = C such that for x ∈ F and y ∈ K, it holds that 1) p x,y = * , if {x, y} is not an edge of G, 2) p x,y = c ∈ S, if {x, y} is an edge of G and it is colored by color c, i.e., {x, y, c} is an edge of H.
Since H is linear and (6,3)-free with regular degree in Y , then by Theorem 10, one can show that P is a (|Y |, |X|, |X| − d, |C|)-PDA. Conversely, given a PDA, we can also construct a corresponding bipartite graph with an appropriate strong edge coloring. From this point of view, in a subsequent paper Yan et al. [23] propose a larger cluster of PDAs with more parameters than our Construction I. On the other hand, assume that for every c ∈ C, G contains r c different edges colored by the color c. Let r = min c∈C {r c }. We can choose r edges from each color class. Then the hypergraph H can also form a PDA P with F = X, K = C and S = Y , such that for x ∈ F and c ∈ K, it holds that 1) p x,c = * , if there is no edge of H containing {x, c}, 2) p x,c = y ∈ S, if {x, y} is an edge of G and it is colored by color c, i.e., {x, y, c} is an edge of H. Note that for each c ∈ K = C, we only choose r edges which are selected in advance, which means that we can always make the hypergraph H have regular degree r in the vertex part K. Since H is linear and (6,3)-free with regular degree r in K, then by Theorem 10, we have that P is a (|C|, |X|, |X| − r, |Y |)-PDA. If we want to construct a constant rate CCC, we suggest that the second construction may be better than the first one. This is because that we have R = |Y | |X | in this case. So to make the rate to be a constant, we only need to choose a bipartite graph whose two vertex parts have almost the same number of vertices. We will use this observation in the following construction based on the Ruzsa-Szeméredi graph.
We can summarize the discussions above as the following theorem. 
C. Constructions Using the Ruzsa-Szeméredi Graphs
A bipartite graph G is called an (r, t)-Ruzsa-Szeméredi graph if its edge set can be viewed as the edge disjoint union of t induced matchings M 1 , . . . , M t such that |M 1 | = · · · = |M t | = r . Note that there are several different definitions of Ruzsa-Szeméredi graphs in the literature, see for example [3] , [7] , [17] . The definition used in this paper follows that of [7] (see [7, Sec. 5 [7] : There exists a positive integer n 0 such that for all n > n 0 , 3 | n and λ = n 2n , we can always construct a ( So this graph is a bipartite graph such that each of the two vertex parts has λ vertices, and its edge set is an edge joint union of λ which is bounded by a polynomial of K . Note that to construct Ruzsa-Szeméredi graphs with such properties is also an interesting and important problem in graph theory and computer science, see for example [3] .
Before closing this section, we would like to point out that in a very recent paper [17] Shanmugam, Tulino and Dimakis present a construction for caching schemes with F linear in K , which is the first construction for caching schemes using Ruzsa-Szeméredi graphs. Their construction employs the Ruzsa-Szeméredi graphs constructed by Alon et al. in [3] . However, the rate of their caching scheme is not constant but of the form R = K δ for arbitrary small δ > 0 (recall that Theorem 12 states that a constant rate PDA with F linear in K does not exist).
VIII. CONCLUDING REMARKS
In this paper, we view the problem of constructing a uncoded placement CCC scheme or a PDA design in a hypergraph perspective. The problem gets related to the famous (6,3)-problem in extremal graph theory. From this point of view, constructing caching schemes turns into constructing linear and (6,3)-free 3-partite 3-uniform hypergraphs. We offer two constructions, generalizing the Maddah-AliNiesen scheme and the scheme of Yan et al., respectively. The parameters in our constructions are flexible so that they actually contribute two large classes of caching schemes.
What is the smallest possible F such that a constant rate CCC scheme with constant M N exists? Our constructions indicate that the condition F grows sub-exponentially with K suffices. As suggested by Theorem 12, such schemes with F growing linearly with K does not exist. We still do not know whether there exist such schemes with F growing polynomially with K . We leave it as an open problem. 
A. Open Problem
