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Abstract
This paper considers the estimation of the mean vector  of a p-variate normal distribution with
unknown covariance matrix  when it is suspected that for a p × r known matrix B the hypothesis
=B,  ∈ Rr may hold. We consider empirical Bayes estimators which includes (i) the unrestricted
unbiased (UE) estimator, namely, the sample mean vector (ii) the restricted estimator (RE) which
is obtained when the hypothesis  = B holds (iii) the preliminary test estimator (PTE), (iv) the
James–Stein estimator (JSE), and (v) the positive-rule Stein estimator (PRSE). The biases and the
risks under the squared loss function are evaluated for all the ﬁve estimators and compared. The
numerical computations show that PRSE is the best among all the ﬁve estimators even when the
hypothesis = B is true.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let x1, . . . , xN be independent and identically distributed (iid) as Np(,) where the
mean vector  and the positive deﬁnite covariance matrix  are both unknown. When
nothing is known about the mean vector , then the maximum likelihood estimator (MLE)
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of  is given by
x¯ = 1
N
N∑
i=1
xi , (1.1)
which is an unbiased estimator of the mean vector .
It is well-known that James and Stein [6] considered a decision-theoretic approach to the
estimation of  when  is known and  may be equal to 0, while Efron and Morris [3,4]
considered the same problem when  is unknown and  may be equal to 0 using empirical
Bayes approach. In this paper, we consider the estimation of  when  is unknown and 
may belong to a sub-space,  = B, where B is a p × r matrix of known constants with
rank, r and  ∈ Rr .
If we know that for the known p × r matrix B of rank r and  ∈ Rr , the hypothesis
H0 :  = B, (1.2)
holds, then the MLE of  is given by
ˆ = Bˆ = B(B′S−1B)−1B′S−1x¯, (1.3)
where
S =
N∑
i=1
(xi − x¯)(xi − x¯)′ (1.4)
see [14, p. 116], for example, ifB = 1p = (1, . . . , 1)′, a vector of ones, then this hypothesis
is equivalent to that all the components of  are equal (but unknown) and the MLE of 
can be obtained from (1.3) with B = 1p = (1, . . . , 1)′, a p vector of ones. Similarly, if
B = (Ir , 0)′, then the hypothesisH0 in (1.2) implies that the last (p−r) components of  are
all zero and thus the MLE of  can be obtained from (1.3) with the above B. In most cases,
however, it may not be known that the hypothesis H0 in (1.2) is true, but only suspected to
be true. Thus, it would be desirable to take into account of this suspected hypothesis in the
estimation of the mean vector .
A reasonable choice would be some convex combination of the two estimators in (1.1)
and (1.3). In fact we show that such an estimator is an empirical Bayes estimator (similar
to [5]) corresponding to the prior distribution of  given by
 ∼ Np(B, N), N = 1
N
 (1.5)
for some 0. Since given , x¯ ∼ Np(,N), it follows that the marginal distribution of
x¯ is Np(B, (1+ )N) and the conditional distribution of  given x¯ is
Np
(
∗, 
1+  N
)
, (1.6)
where ∗ = B+ (1+ )−1(x¯ − B) = (1+ )−1B+ (1+ )−1x¯.
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Thus, an empirical Bayes estimator (EBE) of  can be obtained by using the estimator of
B given in (1.3) for ﬁxed  which is a convex combination of x¯ and ˆ for any given 0,
namely,
ˆEB() = (1+ )−1ˆ+ (1+ )−1x¯
= x¯ − (1+ )−1(x¯ − ˆ), (1.7)
where  is arbitrary and unknown, although two extreme cases of  = ∞ and  = 1 give the
usual two estimators, namely, x¯ when there is no information and ˆ when it is known for
sure that  = B. Our aim, however, is to obtain an estimator of  when the hypothesis H0
is suspected. Thus, we need to estimate . For this, we consider the marginal distributions
of x¯ and S which are independently distributed as
S ∼ Wp(, n) and x¯ ∼ N
(
B, (1+ )N−1
)
, (1.8)
respectively. Let C be a p × q matrix where q = p − r of rank q such that C′B = 0. Then
C′x¯ ∼ Np
(
0, (1+ )N−1C′C
)
. (1.9)
Hence,
(1+ )−1N x¯′C(C′C)−1C′x¯ D→ 2q
and
(1+ )−1LN = Fq,m, (1.10)
where
LN = m
q
N x¯′C
(
C′SC
)−1 C′x¯ D→ m
q
T 2,
T 2 = N x¯′C(C′SC)−1C′x¯, (1.11)
m = N − q, q = p − r and D→ stands for “equal in distribution ”, and Fk,t denotes the
F-distribution with (k, t) degree of freedom. Thus,
(1+ )E
(
L−1N
)
= q
q − 2 , q > 2, p > r + 2. (1.12)
Hence, (1+)−1 can be estimated by a scalar multiple ofL−1N . More generally, let g(LN), a
real-valued function ofLN , be an estimator of (1+)−1. Then, the estimator (1.7) becomes
ˆEB(ˆ) = x¯ − g(LN)(x¯ − ˆ)
= ˆ+ {1− g(LN)} (x¯ − ˆ). (1.13)
We consider the following ﬁve-choices of g(LN):
(i) g(LN) = 0, ˆ1 = ˆEB(ˆ) = x¯,
(ii) g(LN) = 1, ˆ2 = ˆEB(ˆ) = ˆ,
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(iii)
g(LN) = I (LNFq,m()) = I (T 2 q
m
Fq,m()))
= I (T 2a) = Ia(T 2) where a =
q
m
Fq,m(),
ˆ3 = ˆPT(ˆ) = x¯ − (x¯ − ˆ)Ia(T 2), (1.14)
where LN, is the upper 100% point of the Fq,m distribution. The T 2 statistic, deﬁned
in (1.11) is the test statistic proposed by Rao [9] for testing the hypothesis H0 given in
(1.2) against the alternative that A :  = B. Under the null hypothesis H0, LN has
an F-distribution with (q,m) degrees of freedom. This estimator may be called pre-test
estimator which has a long history begining with the work of Bancroft [1] to many recent
investigations such as those given by Saleh and Sen [11] and Saleh and Han [10].
(iv) g(LN) = (q−2)mq(m+2)L−2N = q−2m+2T −2, gives the James–Stein estimator [6], denoted by
ˆ4 = ˆS(ˆ) = x¯ − q − 2
(m+ 2)T
−2(x¯ − ˆ)
= ˆ+
(
1− q − 2
m+ 2T
−2
)
(x¯ − ˆ). (1.15)
For some more recent results on shrinkage estimators of the multivariate mean vector, see
[2,8,12].
Since 0 1+1, taking only the positive value,
[
1− q−2
m+2T
−2
]
+ in the estimator (1.15),
where [a]+ = a if a > 0 and = 0 if a0, we get the positive-rule Stein estimator (PRSE)
given by
(v) g(LN) = 1−
(
1− q−2
m+2T
−2
)
I
(
T 2 > q−2
m+2
)
,
ˆ5 = ˆS+(ˆ) = ˆ+
(
1− q − 2
m+ 2T
−2
)
I
(
T 2 >
q − 2
m+ 2
)
(x¯ − ˆ). (1.16)
Note that PRSE is a PTE given by
ˆI
(
T 2 <
q − 2
m+ 2
)
+ ˆSI
(
T 2 >
q − 2
m+ 2
)
. (1.17)
We shall compare the above ﬁve estimators using the quadratic loss functions
L(ˆ
∗; ) = N(ˆ∗ − )′−1(ˆ∗ − ) (1.18)
for any estimator ˆ
∗
for estimating . Thus, the biases and risks for the ﬁve empirical Bayes
estimators will be calculated, namely,
B(ˆEB) = −E
[
(x¯ − ˆ)g(LN)
]
(1.19)
and
R(ˆEB) = NE
[
(ˆEB − )′−1(ˆEB − )
]
. (1.20)
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To evaluate these quantities, we develop some preliminary results in Section 2. Using these
results, we evaluate the biases and the risks for the ﬁve estimators in Section 3.
2. Preliminary results
In this section, we give some preliminary results which will be used in calculating the
biases and the risks of the ﬁve estimators.
Lemma 1. Let C be a p × q matrix, q = p − r such that C′B = 0,
Pˆ = B(B′S−1B)−1B′S−1, Hˆ = I− Pˆ = SC(C′SC)−1C′,
P = B(B′−1B)−1B′−1, H = I− P = C(C′C)−1C′. (2.1)
Then for S ∼ Wp(, n), n = N − 1
(a) E(Hˆ) = H,
(b) E(Hˆ′−1Hˆ) = n−q+r−1
n−q−1 C(C
′C)−1C′,
(c) E(trPˆ′−1Pˆ) = r(n− 1)
n− q − 1 . (2.2)
Remark 2. It may be noted that computationally simple methods to obtain a matrix C
satifying C′B = 0 are given in [13]. We should also note that from Corollary (1.9.2) from
[14, p. 19]
C(C′SC)−1C′ = S−1 − S−1B(B′S−1B)−1B′S−1, (2.3)
which has been used to obtain the second expression for Hˆ and H in the above lemma.
Proof. Let B2 =  12C(C′C)− 12 be a p × q matrix such that B′2B2 = Iq , and B′2B1 = 0,
where
B1 = − 12B(B′−1B)− 12 , B′1B1 = Ir . (2.4)
Then
 = (B1,B2) (2.5)
is a p × p orthogonal matrix. Also,W = − 12 S− 12 ∼ Wp(I, n).
Proof of (a):We note that
Hˆ = SC(C′SC)−1C′
=  12WB2(B′2WB2)−1B′2−
1
2
=  12′WB2(B′2WB2)−1B′2−
1
2
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=  12
(
B′1WB2(B′2WB2)−1
I
)
B′2
− 12
=  12
(
U12U−122
I
)
B′2
− 12 , (2.6)
where
U =
(
U11 U12
U′12 U22
)
= ′W ∼ Wp(I, n). (2.7)
Since E(U12|U22) = 0, it follows that
E(Hˆ) =  12B2B′2−
1
2 = C(C′C)−1C′. (2.8)
Proof of (b): From (2.6), we ﬁnd that
Hˆ′−1Hˆ = − 12B2(I+ U−122 U′12U12U−122 )B′2−
1
2 . (2.9)
Since from [14, Theorem 3.3.5, p. 79], E(U′12U12|U22) = rU22,
E(Hˆ′−1Hˆ) = − 12B2
[
I+ rE(U−122 )
]
B′2
− 12 (2.10)
=
(
1+ r
n− q − 1
)
−
1
2B2B′2
− 12
=
(
n− q + r − 1
n− q − 1
)
−
1
2B2B′2
− 12
=
(
n− q + r − 1
n− q − 1
)[
−1 − −1B(B′−1B)−1B′−1
]
=
(
n− q + r − 1
n− q − 1
)
C(C′C)−1C′, (2.11)
from Problem (3.2) (iii) and Corollary 1.9.2 of [14, p. 79, p. 19], where C : p × q, and
C′B = 0.
Proof of (c):We have
tr(Pˆ′−1Pˆ) = tr
(
I− Hˆ− Hˆ′ − Hˆ′−1Hˆ
)
= p − 2trHˆ+ trHˆ′−1Hˆ
= p − 2(p − r)+ trHˆ′−1Hˆ. (2.12)
Hence from (b), we get the stated result.
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3. Biases and risks
For the bias and risk calculations, we ﬁrst note that in distribution q
m
LN = T 2 is given
by
T 2 = N x¯′C(C′SC)−1C′x¯
= N x¯′− 12B2(B′2WB2)−1B′2−
1
2 x¯, W = − 12 S− 12
= Z′2U−122 Z2, Z2 = N
1
2B′2
− 12 x¯, U22 = B′2WB2, (3.1)
where B2 is deﬁned in (2.1), and U22 = B′2WB2 ∼ Wq(I, n) is independently distributed
of Z2 = N 12B′2−
1
2 x¯ ∼ Nq(2, I), where
2 = N 12B′2−
1
2 
= N 12 (C′C)− 12C′. (3.2)
Note that 2 = 0 if  = B. The biases and risks for the estimators are given below, where
we note that for the estimator ˆ1 = x¯, the bias is zero and the risk is p. Thus, we shall
give the biases and the risks for the remaining four estimators. We will be comparing those
estimators with
1 = (x¯) = p. (3.3)
3.1. Bias and risk for the estimator ˆ2 = ˆ
The estimator ˆ is given in (1.3). Hence, the bias from Lemma 2.1(a) is given by
B2 = B(ˆ) = E(ˆ− ) = −E(Hˆ) = −H, (3.4)
which is zero if  = B. Using the Lemma 2.1(b) and (c), the risk is given by
2 = 2(ˆ) = NE[(ˆ− )′−1(ˆ− )]
= NE[(Pˆx¯ − )′−1(Pˆx¯ − )]
= NE[(x¯ − )′Pˆ′−1Pˆ(x¯ − )] +NE[′Hˆ′−1Hˆ]
= r(n− 1)
n− q − 1 +
n− q + r − 1
n− q − 1 
2
= p − q(n− p − 1)
n− q − 1 +
n− q + r − 1
n− q − 1 
2, (3.5)
where 2 = N′C(C′C)−1C′.
Thus 2 will be smaller than 1 if
2 <
q(n− p − 1)
n− q + r − 1 =
q(m− r − 2)
m+ r − 2 . (3.6)
Clearly, if  is close to the hypothesis  = B, 2 will be small. Also, if r is small, the
improvement in risk in using the estimator ˆmay be signiﬁcant. The efﬁciency of ˆ relative
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to ˜ is given by
E(ˆ; ˜) = p−12
=
[
1− q(n− p − 1)
p(n− q − 1) +
n− q + r − 1
p(n− q − 1) 
2
]−1
, (3.7)
which is a decreasing function of 2.
3.2. Bias and risk for the pre-test estimator ˆ3 = ˆPT
Recall that
I (LNLN,) = I (T 2a)) = Ia(T 2),
a = q
m
Fq,m(), m = N − q, q = p − r. (3.8)
Thus, the estimator ˆ
PT
is given by
ˆ3 = x¯ − (x¯ − ˆ)Ia(T 2). (3.9)
We note that Z′2Z2 ∼ 2q(2) is independently distributed of Z
′
2Z2
Z′2U
−1
22 Z2
∼ 2m.
Hence, from (2.8) and Lemma 2 of [7, p. 320]
B3(ˆPT) = −E
[
(x¯ − ˆ)Ia(T 2)
]
= −E
[
Hˆx¯Ia(T
2)
]
= −E
[

1
2B2B′2
− 12 x¯Ia(Z′2U
−1
22 Z2)
]
= − 1√
N

1
2B2E
[
Z2Ia
(
Z′2U
−1
22 Z2
Z′2Z2
Z′2Z2
)]
= − 1√
N

1
2B22E
[
Ia
(
2q+2(
2)
2m
)]
= −C(C′C)−1C′P
[
Fq+2,m(2) <
q
q + 2Fq,m()
]
= −HGq+2,m
(
q
q + 2Fq,m() : 
2
)
, (3.10)
where Gr,s(·;2) denotes the cdf of a non-central F-distribution with (r, s) degrees of
freedom and noncentrality parameter 2.
The risk is given by
3 = 3(ˆ
PT
) = NE
[
(ˆ− )′−1(ˆ− )
]
= NE
[
(x¯ − − (x¯ − ˆIa(T 2)))′−1(x¯ − − (x¯ − ˆIa(T 2)))
]
= NE
[
(x¯ − )′−1(x¯ − )− 2(x¯ − )′−1Hˆx¯Ia(T 2)
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+ x¯′Hˆ′−1Hˆx¯Ia(T 2)
]
= p − 2E
[
(Z2 − 2)′Z2Ia
(Z′2Z2
2m
)]
+ E
[
Z′2Z2(1+ r−2m )Ia
(Z′2Z2
2m
)]
= p − E
[{
(1− r−2m )Z′2Z2 − 2′2Z2
}
Ia
(Z′2Z2
2m
)]
. (3.11)
Using Theorem 1 and 2 from section B.2 of [7, pp. 321–322] and the fact that for any
integrable function h(2r ) of a central chi-square random variable 2r with r degrees of
freedom,
E
[
h(2r )
2r
]
= 1
r − 2E
[
h(2r−2)
]
,
we ﬁnd that the risk 3 is given by
3 = p − q
{
Gq+2,m
(
q
q + 2Fq,m();
2
)
− r
m− 2 Gq+2,m−2
(
q(m− 2)
m(q + 2)Fq,m();
2
)}
+2
{
2Gq+2,m
(
q
q + 2Fq,m();
2
)
−Gq+4,m
(
q
q + 4Fq+4,m();
2
)
+ r
m− 2 Gq+4,m−2
(
q(m− 2)
m(q + 4)Fq,m();
2
)}
. (3.12)
As  → 1, 3 → p and as  → 0 , 3 → p− q(n−p−1)n−q−1 + n−q+r−1n−q−1 2 which are risks for
x¯ and ˆ, respectively.
The PTE is always superior to the unbiased estimator x¯ with respect to squared loss
function whenever
02 
[
q
{
Gq+2,m
(
q
q + 2Fq,m();
2
)
− r
m− 2 Gq+2,m−2
(
q(m− 2)
m(q + 2) Fq,m();
2
)}]
×
[
2Gq+2,m
(
q
q + 2Fq,m();
2
)
−Gq+4,m
(
q
q + 4Fq+4,m();
2
)
+ r
m− 2 Gq+4,m−2
(
q(m− 2)
m(q + 4)Fq,m();
2
)]−1
. (3.13)
Otherwise x¯ is superior. The efﬁciency E(ˆ
PT : x¯) of the PTE relative to x¯ depends on
(,2). Since PTE is not uniformly better than x¯, one may obtain a PTE with a minimum
guranteed efﬁciency by choosing an optimal , the level of signiﬁcance of the test based
on Ln or T 2. This leads us to solve for  the following equation for a given guranteed
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Table 1
Maximum and minimum guaranteed efﬁciencies with n = 9
(q,m)\ .05 .10 .15 .20 .25
(4,6) Emax 1.2433 1.2475 1.2378 1.2221 1.2035
Emin 0.4798 0.6072 0.6905 0.7517 0.7990
0 14.6919 11.1634 9.4644 8.3968 7.6382
(5,5) Emax 1.1608 1.2042 1.2210 1.2236 1.2177
Emin 0.3819 0.5155 0.6097 0.6821 0.7401
0 19.4926 14.2789 11.8682 10.3936 9.3670
(q,m)\ .3 .35 .4 .45 .5
(4,6) Emax 1.1839 1.1641 1.1447 1.1259 1.1081
Emin 0.8368 0.8676 0.8929 0.9139 0.9314
0 7.0584 6.5935 6.2073 5.8776 5.5902
(5,5) Emax 1.2062 1.1914 1.1745 1.1565 1.1380
Emin 0.7875 0.8267 0.8594 0.8868 0.9096
0 8.5952 7.9844 7.4825 7.0579 6.6901
efﬁciency E0
max

min
2
E(,2)E0, where E(,2) = p−13 . (3.14)
Some tabular values of efﬁciencies are given for speciﬁc values of n, q,m and 
(Table 1).
The relative efﬁciency of ˆ
PT
compared to ˆ is given by
E(ˆ
PT : ˆ) =
(
p − q(n− p − 1)
n− q − 1 +
n− q + r − 1
n− q − 1 
2
)
−13 . (3.15)
First note that under H0 :  = B.
E0(ˆ
PT : ˆ) =
[
1− q(n− p − 1)
p(n− q − 1)
]
×
[
1− qp−1
{
Gq+2,m
(
q
q + 2Fq,m(); 0
)
− r
m− 2 Gq+2,m−2
(
q(m− 2)
(q + 2)mFq,m(); 0
)}]−1

[
1− q(n− p − 1)
p(n− q − 1)
]
, (3.16)
while the relative efﬁciency of ˆ
PT
compared to x¯ under H0 is
E0(ˆ
PT : x¯) =
[
1− qp−1
{
Gq+2,m
(
q
q + 2Fq,m(); 0
)
− r
m− 2 Gq+2,m−2
(
q(m− 2)
(q + 2)mFq,m(); 0
)]−1
(1). (3.17)
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Thus, under H0,[
1− q(n− p − 1)
p(n− q − 1)
]
E(ˆPT; ˆ)E(ˆPT; x¯). (3.18)
On the other hand as 2 moves away from 0, E(ˆ
PT; ˆ)1 whenever
2 
[
q
{
Gq+2,m
(
q
q + 2Fq,m();
2
)
− r
m− 2 Gq+2,m−2
(
q(m− 2)
(q + 2)m Fq,m();
2
)}
− q(n− p − 1)
n− q − 1
]
×
[
n− q + r − 1)
n− q − 1 −
{
2Gq+2,m
(
q
q + 2 Fq,m();
2
)
−Gq+4,m
(
q
q + 4Fq,m();
2
)
+ r
m− 2 Gq+4,m−2
(
q(m− 2)
(q + 4)mFq,m();
2
)}]−1
(3.19)
otherwise E(ˆ
PT; ˆ) > 1.
3.3. Bias and risk for the Stein estimator ˆ4 = ˆS
From (1.15), the Stein estimator may be written as
ˆ
S = x¯ − aT −2(x¯ − ˆ) = x¯ − aT −2Hˆ x¯, (3.20)
where
a = q − 2
m+ 2 ,
T 2 = N x¯′C(C′S−1C)−1C′x¯,
Hˆ = I− B(B′S−1B)−1B′S−1. (3.21)
Hence, from (2.3) and (3.1), the bias is given by
B4(ˆS) = −aE[T −2Hˆx¯]
= −a 12E
[(
U12U−122
I
)
B′2
− 12 x¯
(
Z′2U
−1
22 Z2
)−1]
= − a√
N

1
2E
[(
U12U−122
I
)
Z2
Z′2Z2
Z′2Z2
Z′2U
−1
22 Z2
]
, (3.22)
where  is deﬁned in (2.2). We note that
Z′2Z2
Z′2U
−1
22 Z2
∼ 2n−q+1 (3.23)
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and is independently distributed (see [14, Problem 3.6, p. 99]) of Z¯2 ∼ Nq(2, I),
e(U12|U22) = 0 and from Theorem 1 in section B.2 of [7, p. 321],
E
[
Z2
Z′2Z2
]
= 2E[−2q+2(2)], 2 = ′22, (3.24)
where 2q+2(
2) denotes a noncentral chi-square with q + 2 degrees of freedom and non-
centrality parameter
2 = ′22 = N′C(C′C)−1C′ (3.25)
as deﬁned in (3.5). Hence,
B4(ˆS) = − a√
N
(n− q + 1) 12
(
0
I
)
2E[−2q+2(2)]
= − a√
N
(n− q + 1) 12B22E[−2q+2(2)]
= − (q − 2)m
m+ 2 C(C
′C)−1C′E[−2q+2(2)]
= − (q − 2)m
m+ 2 HE[
−2
q+2(
2)]. (3.26)
Thus, the closer the true value is to the hypothesis, the smaller the bias will be. The risk for
the Stein estimator ˆ
S
is given by
4 = 3(ˆ
S
) = NE[(ˆS − )′−1(ˆS − )]
= NE[(x¯ − )′−1(x¯ − )
− 2aT −2(x¯ − )′−1Hˆx¯ + a2T −4x¯′Hˆ−1Hˆx¯]. (3.27)
From (3.3) and (3.1),
E[NT −2(x¯ − )′−1Hˆx¯]
= E
[
N
1
2 (x¯ − )′− 12
(
U12U−122
I
)
B′2
− 12 x¯(Z′2U
−1
22 Z2)
−1
]
= E[N(x¯ − )′− 12B2B′2−
1
2 x¯(Z′2U
−1
22 Z2)
−1
= E
[
(Z2 − 2)′Z2
Z′2Z2
Z′2Z2
Z′2U
−1
22 Z2
]
= (n− q + 1)(q − 2)E(2q(2)). (3.28)
Similarly from (2.4), and the deﬁnition of Z2, we ﬁnd that
E[T −4N x¯′Hˆ′−1Hˆx¯
= E[Z′2(I+ U−122 U12U−122 )Z2(Z′2U−122 Z2)−2]
= E[Z′2(I+ rU−122 )Z2(Z′2U−122 Z2)−2]
= E[Z′2Z2(Z′2U−122 Z2)−2 + r(Z′2U−122 Z2)−1]
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= E

(Z′2Z2)−1
(
Z′2Z2
Z′2U
−1
22 Z2
)2
+ r(Z′2Z2)−1
(
Z′2Z2
Z′2U
−1
22 Z2
)

= [2(n− q + 1)+ (n− q + 1)2]E[(Z′2Z2)−1]
+ r(n− q + 1)E[(Z′2Z2)−1]
= (n− q + 1)(n− q + r + 3)E(−2q (2))
= m(m+ r + 2)E(−2q (2)) where m = n− q + 1. (3.29)
Thus,
4 = p −
[
2(q − 2)2m
m+ 2 −
m(q − 2)2(m+ r + 2)
(m+ 2)2
]
E(−2q (2))
= p − m(q − 2)
2
(m+ 2)2 (2m+ 4−m− r − 2)E(
−2
q (
2))
= p − m(q − 2)
2
(m+ 2)2 (m− r + 2)E(
−2
q (
2)). (3.30)
Thus, ifp > 3 the Stein estimator is always superior to the unbiased estimator x¯with respect
to the squared error loss function. It will be superior to the estimator ˆ iff 2 satisﬁes (3.6)
and
q(m− r − 2)
(m− 2) −
m+ r − 2
m− 2 
2 <
m(q − 2)2
(m+ 2)2 (m− r + 2)E(
−2
q (
2)). (3.31)
Since E(−2q (2))(q + 2)−1, it follows that ˆ
S
will be superior to ˆ if
q(m− r − 2)
(m− 2) 
m(q − 2)2
(m+ 2)2
m− r + 2
q + 2 +
m+ r − 2
m− 2 
2. (3.32)
Theorem 3. Under H0, the dominance picture of the four estimators is as follows:
ˆ  ˆPT  ˆS  x¯ (3.33)
whenever
Gq+2,m
(
q
q + 2Fq,m(); 0
)
− r
m− 2Gq+2,m−2
(
q(m− 2)
(q + 2)mFq,m(); 0
)
m(q − 2)(m− r + 2)
q(m+ 2)2 , (3.34)
where  denotes domination.
Proof. Under H0, clearly,
(i) 1 − 4 > 0, where 1 = p. (3.35)
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Now, consider
(ii) 4 − 3. Then 4 − 3 > 0 whenever for some ,
Gq+2,m
(
q
q + 2Fq,m(); 0
)
− r
m− 2 Gq+2,m−2
(
q(m− 2)
(q + 2)m Fq,m(); 0
)
 m(q − 2)(m− r + 2)
q(m+ 2)2
(iii) 3 − 2 > 0, whenever
Gq+2,m
(
q
q + 2 Fq,m(); 0
)
− r
m− 2 Gq+2,m−2
(
q(m− 2)
(q + 2)m Fq,m(); 0
)

(
1− r
m− 2
)
(iv) 4 − 2 > 0
since
q(n− p − 1)
n− q − 1 −
m(q − 2)(m− r + 2)
(m+ 2)2 > 0.  (3.36)
3.4. Bias and risk of positive-rule estimator
Consider the positive-rule estimator deﬁned by
ˆ
S+ = ˆ+
{
1− aT −2
}
I (T 2 > a)(x¯ − ˆ), a = q − 2
m+ 2 . (3.37)
The bias expression for ˆ
S+
is given by
E
[
(ˆ
S+ − )
]
= E
[
(ˆ
S − )−
{
1− aT −2
}
I (T 2 < a)Hˆx¯
]
= − (q − 2)m
(m+ 2) HE[
−2
q+2(
2)]
−HE
[(
1− a
2
m
2q+2(
2)
)
Ia
(
2q+2(
2)
2m
)]
= −H
{
(q − 2)m
m+ 2 E[
−2
q+2(
2)]
−E
[(
q + 2
am
F−1q+2,m(
2)− 1
)
I am
q+2 (Fq+2,m(
2))
]}
(3.38)
and the risk is given by
5 = E
[
N(ˆ
S+ − )′−1(ˆS+ − )
]
= E
[
N(ˆ
S − )′−1(ˆS − )
]
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+E
[
(N x¯′Hˆ′−1Hˆx¯)(1− aT −2)2Ia(T 2)
]
− 2E
[
N(ˆ
S − )′−1Hˆx¯(1− aT −2)Ia(T 2)
]
. (3.39)
Using results from section 3.3, we have
5 = 4 + E
[
N x¯′Hˆ′−1Hˆx¯(1− aT −2)2Ia(T 2)
]
− 2E
[
N
{
(x¯ − )− Hˆx¯
+ (1− aT −2)Hˆx¯
}′
−1Hˆx¯(1− aT −2)Ia(T 2)
]
= 4 − E
[
N x¯′Hˆ′−1Hˆx¯(1− aT −2)2Ia(T 2)
]
− 2E
[
N(x¯ − )′−1Hˆx¯(1− aT −2)Ia(T 2)
]
+ 2E
[
N x¯′Hˆ′−1Hˆx¯(1− aT −2)Ia(T 2)
]
(3.40)
= 4 −
{
qE
[(
1− am
q + 2F
−1
q+2,m(
2)
)2
Ia
(
q + 2
m
Fq+2,m(2)
)]
+2E
[(
1− am
q + 4F
−1
q+4,m(
2)
)2
Ia
(
q + 4
m
Fq+4,m(2)
)]
+ rq
m− 2E
[(
1− a(m− 2)
q + 2 F
−1
q+2,m−2(
2)
)2
× Ia
(
q + 2
m− 2Fq+2,m−2(
2)
)]
+ r
m− 2
2E
[(
1− a(m− 2)
q + 4 F
−1
q+4,m−2(
2)
)2
× Ia
(
q + 4
m− 2Fq+4,m−2(
2)
)]}
− 2
{
2E
[(
am
q + 2F
−1
q+2,m(
2)− 1
)
Ia
(
q + 2
m
Fq+2,m(2)
)]
+ r
m− 2
2E
[(
a(m− 2)
q + 4 F
−1
q+4,m(
2)− 1
)
Ia
(
q + 4
m− 2Fq+4,m−2(
2)
)]
+ rq
m− 2E
[(
a(m− 2)
q + 2 F
−1
q+2,m−2(
2)− 1
)
Ia
×
(
q + 2
m− 2Fq+2,m−2(
2)
)]}
. (3.41)
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Table 2
Efﬁciency gain with n = 9
2 E(S+ : S) E(S : UE) E(S+ : UE)
0 1.5407 1.1546 1.6248
1 1.2998 1.1178 1.4529
2 1.1780 1.0925 1.2870
3 1.1092 1.0745 1.1918
4 1.0680 1.0615 1.1337
5 1.0425 1.0517 1.0964
6 1.0266 1.0443 1.0721
7 1.0165 1.0385 1.0556
8 1.0101 1.0334 1.0438
9 1.0061 1.0303 1.0397
10 1.0036 1.0273 1.0310
Since Fq+2i,m−2j (2) a(m−2j)q+2i , for j = 0, 1 implies that
1 a(m− 2j)
q + 2i F
−1
q+2i,m−2j (
2)
or 1− a(m− 2j)
q + 2i F
−1
q+2i,m−2j (
2)0 (3.42)
so that the second and third terms deﬁned by the two brackets {· · ·} are positive. Hence
4 − 50 and ˆ
S+
is uniformly superior to ˆ
S
as well as to x¯. As a result, we may write
ordering of the estimators as
ˆ
S+  ˆS  x¯ (3.43)
where  denotes domination.
Some values of gain of ˆ
S+
and ˆ
S
relative to ˆ
S
and x¯ are given in Table 2.
Further, under H0 the dominance picture of the ﬁve estimators may be put as
ˆ
S+  ˆ  ˆPT  ˆS  x¯ (3.44)
by Theorem 1 and numerical computation. As 2 moves away from the origin, the domi-
nance picture of the ﬁve estimators may be put as
ˆ
S+  ˆS  x¯  ˆPT  ˆ (3.45)
Some graphical comparison are given in Figs. 1 and 2 for various  values and some n, q
and m value. It is clear that if q > 2, then it is appropriate to use ˆ
S+
while for q2, PTE
has some edge over the usual estimator x¯ though ˆ dominates under H0.
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Fig. 1. Comparison of efﬁciencies of the ﬁve estimators with  = 0.15, n = 9, q = 4, p = 7,m = 6 and r = 3.
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Fig. 2. Comparison of efﬁciencies of the ﬁve estimators with  = 0.2, n = 9, q = 4, p = 7,m = 6 and r = 3.
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