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ABSTRACT 
Let N be an n × n neighborhood matrix for a tree or forest. We show that 
IdetNI is bounded by the nth Fibonacci number. We obtain a simple, elegant 
algorithm to compute detN that operates directly on the forest and uses O(n) space 
and O(n) arithmetic operations. © Elsevier Science Inc., 1997 
1. INTRODUCTION 
Let G be an (undirected) graph with vertex set {v l , . . . ,  v,}. As is 
customary, edges occur only between a pair of distinct vertices, and between 
any pair of  vertices there is at most one edge. Recall that the adjacency 
matrix A = [aij] of  G is the n x n symmetric matrix of  O's and l 's  in which 
aij = 1 if and only if v i is adjacent to vj, i.e., there is an edge between v i and 
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There have been several investigations involving the matrices obtained 
from graphs. For example, several papers [2, 9, 15] have studied the rank of a 
graph's adjacency matrix. Recently, Grossman, Kulkarni, and Schochetman 
[8] studied the Smith normal form of the incidence matrix. 
The neighborhood matrix of G, which we denote by N, is obtained by 
placing l's along the diagonal of the adjacency matrix (i.e., N = A + 1,,). 
Note that the determinants of these matrices are independent of the vertex 
ordering, since interchanging two rows and then interchanging two columns 
of a matrix leaves the determinant unchanged. From here on, for a graph G, 
we let detG denote the determinant of its neighborhood matrix. Our paper 
studies detG where G is a tree or forest. 
The adjacency matrix of a forest G is quite well behaved: One can show 
that any square (not necessarily principal) submatrix has determinant 0, 1, or 
-1. (Such matrices are called totally unimodular in [11, 13].) But to our 
knowledge, little is known about the corresponding neighborhood matrix 
determinant. We show that ]detGI is bounded by the nth Fibonacci number. 
It is easy to see that a traditional row reduction method to compute the 
determinant of an n x n matrix takes O(n 3) steps. Using methods based on 
fast matrix multiplication algorithms [1], the determinant can be computed in 
O(n 2+ ~) steps, where e > 0. We show that for N the neighborhood matrix of 
a forest, detN can be computed in O(n) steps. 
2. BOUND FOR DETERMINANT 
Our first goal is to achieve an upper bound for Idet N [. Recall Hadamard's 
bound [5] for the determinant of an arbitrary n × n complex matrix M = 
[mij]: 
)1/9 
]detM] ~< f i  ~ [m~2[ 
i=1  j= l  
(1) 
If N is a neighborhood matrix and if we know that every vertex of its graph G 
has at most k - 1 neighbors, then using (1) we see that 
n 
]detNI ~< 1-I k~/2 = kn/2. (2) 
i= l  
The inequality (2) is not very satisfying, since k, in general, can be 
as large as n. 
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I f  G has some distinguished form, it may be possible to obtain a smaller 
bound. Recall that a tree is any connected graph having no cycles (see [12]). A 
graph merely having no cycles is called acyclic or a forest. I_~t us suppose 
from here on that G is acyclic. We make no assumption on the degrees of  the 
vertices. It is well known [12] that a tree on n vertices has n - 1 edges, and 
an acyclic graph has at most n - 1 edges. Thus the neighborhood matrix N 
has at most 2(n - 1) + n = 3n - 2 nonzero entries. Let F 0 = 0, F 1 = 1, 
and let F n be the nth Fibonacci number, defined recursively by 
F n = Fn_ 1 + Fn_ 2 (n  >i 2). 
THEOREM 1. Let N be the neighborhood matrix of  an acyclic graph G, 
and let S be a j × j submatrix of  N. Then Idet S[ ~< Fj. 
Proof. By induction on n, the order of N. When n = 1 or n = 2, all 
submatrices have determinant 0 or 1. Assume the hypothesis for all neighbor- 
hood matrices N of order < n, and let N be the n × n neighborhood matrix 
of G, an acyclic graph. We can assume G has at least one edge, for otherwise, 
N = I n, and all submatrices have determinant 0 or 1. Since G is acyclic, there 
is some vertex v having degree 1. Let w be its only neighbor. We assume the 
vertices have been ordered v 1 . . . . .  v n so that vn_ 1 = w, v n = v. Then N has 
the following form: 
N = i] ° . .  . . .  0 1 
Now let N '  be the submatrix of  N obtained by removing the last row and 
column of N. Note that N '  is the neighborhood matrix of G' ,  the subgraph 
of G formed by removing v. Since G '  must be acyclic, our induction 
hypothesis applies to N' .  We now consider several cases. 
Case 1: S is a submatrix of N' .  By our induction hypothesis we are 
done. 
Case 2: S includes row n, but not column n. Then depending on 
whether S contains column n - 1 or not, its bottom row has either one or 
zero l's. Thus, expanding along the bottom row, either det S = 0 and we are 
done, or 
detS = ( -1)2JdetSj Ij, 
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where Sjl j is the submatrix of S with row j,  column j removed. In this case 
SJ ij is a ( j  - 1) x ( j  - 1) submatrix of N ' ,  and we invoke the induction 
hypothesis. 
Case 3: S includes column n, but not row n. This is similar to the 
previous case. 
Case 4: S includes both row and column n. In this case, if S does not 
include both row n - 1 and column n - 1, then, by expanding at the comer  
entry, we see that detS = (-1)2JdetSji j ,  and we are done. So assume that S 
contains both the last two rows and columns of N. Expanding along the 
bottom row and then along the rightmost column, 
det (S)  = ( -1 )  2;- ldet Sj,j_1 + ( -1)Z"detSj ,j 
= ( -1 )detS j _ l , j l j _ l ,  j + detSjl j. (3) 
Since the last two matrices are submatrices of N '  having order j - 2 and 
j - 1, by our induction assumption 
IdetSI ~ IdetSj_l,jqj_~,jl + IdetSjljl ~ Fj_2 + Fj_l = Fj, 
completing the proof. 
It is well known [3, 6] that F n = (1 /v~[&"  - ( -  ~b)-"], where ~b = (1 + 
vr5)/2. Since F n is an integer and &-n /V~-< 1, it follows that F, ~< 
[~b"/v~-].  Thus we have 
COROLt~I~Y 1. For N the neighborhood matrix of an acyclic graph on n 
vertices, 
IdetNI ~ ~-  . (4) 
Note that the inequality (4) is an improvement over (2) when k >~ 3, since 
~b = 1.62, but 31/2 = 1.73. When N is nonsingular, every entry in N -1, to 
within a sign, is the determinant of an order n - 1 submatrix divided by 
(let N. Thus we have 
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COROLLanY 2. Let N be a nonsingular neighborhood matrix of an acyclic 
graph. Then the entries of N-1 are rational numbers r /s  where 
~b n - 1 [ ( 1.62) n- 1 
Irl < = / ¢g 
Isl < ~-  = v~ 
LEMMA 1. If G is a graph having connected components G1 . . . . .  G k, 
then 
k 
detG = l - I  detGi- 
i=1  
Proof. It is well known (see [10, Exercise 6, p. 293]) that the determi- 
nant of a matrix M consisting of blocks M 1 . . . . .  M k along the diagonal is 
1-I ~= 1 det M i . • 
LEMMA 2. Any graph having a connected component consisting of a 
single edge has determinant zero. 
Proof. This follows from Lemma 1 and the fact that the neighborhood 
matrix of a single edge is the 2 × 2 matrix of  all ones. • 
LEMMA 3. Let T be a tree with leaf v whose neighbor is w. Let T' and 
T" denote the trees formed by removing v and then w. Then detT = detT '  - 
detT". 
Proof. This follows from Equation (3). • 
The operation described in Lemma 3 is fundamental nd used throughout 
this section. We will refer to this operation as expanding the determinant at 
v. Note that if the construction of T" produces ome isolated vertices, we can 
ignore these, since they merely contribute a factor of  1. 
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THEOREM 2. Let T be a tree having a leaf v whose neighbor w has 
degree 2. Let T 1 . . . . .  T k be the connected components formed by removing w 
and both of its neighbors. Then 
k 
detT = - l - I  detTi. 
i=1  
Proof. Let u be the other neighbor of w. Let T' ,  T", and T"  be the 
graphs obtained by successively deleting v, w, and then u. Applying Lemma 
3 we see that detT = detT '  - detT", and detT '  = detT" - detT" .  Thus 
detT = -detT" .  By Lemma 1 this equals l-I~= ldetT i. This is illustrated in 
Figure 1. • 
COROLLARY 3. Any tree of the form shown in Figure 2 has a determi- 
nant zero. 
Proof. Applying Theorem 2 to the leftmost leaf and neighbor produces a
graph containing a disconnected edge. By Lemma 2 this graph has zero 
determinant. • 
Fro. 1. 
" ' "  TIc 
detT = - detT 1 "" detT k. 
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FIG. 2. Tree having zero determinant. 
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We now construct a family of trees whose determinants grow exponen- 
tially. 
THEOREM 3. For  each n >1 1 there  is a tree T,~ on 4n  + 1 vert ices w i th  
]detTI > 2 n. 
Proof .  Le t  H be the tree having a root with three leaves. Its neighbor- 
hood matrix has determinant -2 .  Note that if we let H,  denote n disjoint 
copies of this graph, Lemma 1 implies 
detH.  = ( -2 ) " .  (5) 
Let  T n be the tree on 4n + 1 vertices obtained by attaching a common 
vertex v to the root of each connected component in H n. Figure 3 illustrates 
T 3. For each n >/ 1, let r n = detT n. To compute r 1 choose any leaf of T 1 on 
which to expand. It follows that r 1 = detH - 1 = -3 .  
Computing rn÷ 1 takes more effort. Assume that rn is known. We focus 
on the rightmost H-component  of T.+ 1, and expand four successive times, 
until all four vertices have been eliminated. The first three expansions 
produce - - r ,  while the last expansion yields rn, and - -detH. .  Using (5), we 
arrive at r .+ 1 = - r  n - r .  - r n - t -  r,, - (--2) n, or 
rn+l ---- --2rn -- ( - -2 )  ". (6 )  
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FIG. 3. The treeT 3. 
Replacing n with n - 1 in (6) and multiplying by -2  gives 
-2 r  n = 4r ._  t - ( -2 ) " .  (7) 
Subtracting (6)-(7) gives the homogeneous linear recurrence 
r.+ 1 + 4r .  + 4r . _  1 = 0. (8) 
We may solve (8) using the characteristic equation method [3]. The character- 
istic equation of (8) has one repeated root, -2,  and the general solution is 
r .  = ~ ln( -2 ) "  + or2( -2)" .  
From the initial conditions r~ = -3  and r z = 8 we deduce 
r.  = ½n( -2) "  + ( -2 ) " .  
Finally, 
IdetT.[ = [r.[ = [½n( -2 ) "  + ( -2 ) "  I 
= + 
2 n , 
completing the proof. 
(9 )  
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3. L INEAR-T IME ALGORITHM FOR TREES 
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In this section we present a very simple algorithm for computing detT 
that operates directly on a tree. To understand its correctness we must go 
back and study the neighborhood matrix. 
Let T be a rooted tree having n vertices whose neighborhood matrix is 
N. We assume the vertices v 1 . . . . .  v n have been postordered .  Thus, N has 
the form shown in Figure 4. Here the last row and column correspond to v n, 
the root of the tree. The blocks shown are neighborhood matrices of  the 
subtrees rooted by the children of v n. These submatrices also have this 
format. 
We transform N during a succession of  n stages. We use N i to denote 
the partially transformed matrix at the end of stage i. I f  M is an n X n 
matrix and S C {1 . . . . .  n}, we let M s denote the submatrix containing rows 
and columns whose numbers are in S. I f  v is a vertex of  T, then S~ is the set 
of indices of the vertices in the subtree rooted at v. During the transforma- 
tion we maintain a set of de le ted  row/columns, and we denote by D i its 
contents at the end of stage i. The meaning of j ~ D i is that both  row j and 
column j have been deleted by the end of stage i. Finally, we maintain a 
variable s whose value is always 1 or -1.  During the transformation we 
insure that at the end of stage i we have: 
1. i N~o_ D, is a diagonal matrix for all j ~< i. 
2. det~N = i -- sdetN~,, where D i = {1 . . . . .  n} - D i. 
3. N~, contains no nonzero entry in a location of N containing zero. 
B 
x 
Bx] 
1 1 1 1 
FIG. 4. Format of neighborhood matrix. 
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This second property says that det N is, within a sign, the determinant of the 
submatrix of N i of undeleted row/columns. Thus after stage n, 
detN = sdetN~, = sdetN~°_D°. 
This last matrix is diagonal by property l, and so 
detN = s .  1-I Nn( i i ) ,  
i ~  
where Nn( i i )  denotes the ith diagonal element in N n. Property 3 says that 
the row and column operations we perform during the transformation never 
create new nonzero entries in undeleted locations. 
We describe our transformation i detail. The variable s is initialized to 1, 
N O = N, and D O = O. We process the vertices in order: v 1 . . . . .  v,. I f  v i is a 
leaf, then N i -  1 becomes N i, D i_ 1 becomes D i, and s is unchanged. Note 
that this preserves properties 1-3. Also note that v 1 is a leaf, and after the 
first stage properties 1-3 hold. 
I f  v i has children, there is more to do. Assume properties 1-3 hold up 
through stage i - 1, and assume v i has children c 1 . . . . .  c k. By our assump- 
tion, 
(N ' - l ) sc -o  . . . .  . . . . .  (N ' - l )Sc  
t 1 are diagonal matrices. Now consider the matrix (N - )s  , and assume it is 
t 1 represented in Figure 4. Of course, (N - )s~,  is a block~'in a larger matrix 
when v~ is not the root. The smaller blocks in Figure 4 represent the matrices 
. . . .  
and the ones in the last row and column represent he edges between the 
children and v i. Let us assume that within each block, the lower right comer  
entries (i.e. the diagonal elements of the children, marked x in Figure 4) 
occur in columns t 1 . . . .  , t  k, and have values x 1 . . . . .  x k. There are two 
mutally exclusive cases that arise. 
Case 1: There is some xj = 0 belonging to an undeleted column (i.e. 
tj ~ D i_ 1)- Because of property 1, the small block contains no undeleted 
nonzero entry in row or column tj. And by property 3, column tj has only 
one undeleted nonzero entry outs ide of the small block. Similarly, row tj has 
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only one undeleted nonzero entry outside of the small block. Thus, row and 
column tj each have only one nonzero entry among undeleted row/columns, 
namely the one that occurs in row and column i. We can expand detN~_l 
along column tj, and then along row tj, eliminating both rows and columns i
and tj. Therefore 
det N~ - -1  = - det  NtiS_ 1, D i j -- {i, tj}" 
In this case, we let D i = Di_ 1 t,) {i, tj}, N i = N i-1, and s .'= - s .  Properties 
1-3 have been maintained. 
Case 2: Among undeleted columns, the xj are all nonzero. We do the 
following: with each xj whose column t~ is undeleted annihilate the 1 in the d 
bottom row (i.e. row i) of the same column. Because of property 1 and 
property 3, this row operation does not effect any other entries in undeleted 
columns, except the lower right comer entry. Using a column operation, we 
then use the same entry to annihilate the 1 in the rightmost column. This 
operation effects no other undeleted entries. We define N i to be the matrix 
obtained after performing the above operations. Note that the lower right 
corner entry becomes 
1 
t j~D~_ I X j  
We set D i = D~_p Since (Ni)s -D is now diagonal, property 1 is main- 
tained. Since the row and colum~ ol~erations do not affect the determinant, 
property 2 is maintained. Finally, these operations introduce no new nonzero 
entries into undeleted positions, so property 3 still holds. 
Note that it is r~ossible that in case 2 all x. are in deleted columns, and so t -  j 
no row or column operations will occur. Also note that in case 1, it is possible 
there is more than one undeleted x~ = 0. In this case, any such entry can be 
J 
chosen. But note that any other undeleted zero will survive as a diagonal 
element and ultimately cause the final product o be zero. Thus, one can stop 
prematurely in this situation, since the determinant must be zero. Even if this 
never occurs, it is still possible that detT = 0; this will happen if the root's 
diagonal entry becomes zero during the last stage. 
As explained above, after N n and D n have been computed, one simply 
computes detT by multiplying the undeleted iagonal elements of N n by s. 
Observe that the only critical information used during this transformation is 
the sign s, the deleted rows, and the diagonal values of undeleted rows. 
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With these comments, we obtain a very simple algorithm that operates 
directly on the tree. It is described in Figure 5. Diagonal elements of the 
matrix are stored in the vertices. Row/columns are deleted by deleting 
vertices. We illustrate that algorithm on the tree depicted in Figure 6. Note 
that a child and its parent have become deleted because the child's value was 
0. Since there was only one such occurrence, only one sign change occurred. 
The determinant 2 is obtained by taking the product of the undeleted values 
and the sign. 
It is possible to verify detT n in the proof of Theorem 3 as given in (9): 
Applying our algorithm, we see that leaves will get values of 1, intermediate 
vertices will receive values of -2, and the root will get 1 + n/2. It is also an 
interesting exercise to confirm the statements of Theorem 2 and Corollary 3 
using our algorithm. 
Our algorithm does not need to process vertices in postorder; any 
bottom-up order will suffice as long as all children are processed before a 
parent. Also, the tree may be rooted in an arbitrary way. Note that the 
number of arithmetic operations i linear in the size of the tree. In the case of 
a forest, we may compute the determinant of each connected component and 
then apply Lemma 1. We conclude 
THEOREM 4. The determinant of the neighborhood matrix of an acyclic 
graph can be computed in O(n) space and O(n) arithmetic operations. 
The only troublesome aspect of this algorithm is that the arithmetic 
produces fractions. This problem can be overcome by using a modular 
1- l~lp i >~ 2[detTI, and method. Select primes Pl, P2 . . . . .  Pk for which k 
Initialize s := 1 and assign a(v) := 1 to each vertex v. 
process  the vertices in postorder as follows: 
ff v is a leaf then 
do nothing. 
e lse  ff v has more than one (undeleted) child with value 0, then 
re turn  0 
e lse  i f  v has exactly one (undeleted) child w with value 0 then 
delete v and w 
S :~ - -S  
1 
e lse  a(v):= 1 - ~--  
a(c , )  ' 
where the sum ranges over undeleted children. 
end loop 
return  s. I-la(v), for the undeleted vertices v 
FIG.5. Algorithm to compute detT for tree T. 
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FIG. 6. Computing the determinant. 
perform the determinant computation over the fields Z_. Then using the 
Chinese remainder theorem we can recover the integer va~ue. By Corollary 1, 
IdetT] ~< [&"/ f5-] ,  and so we are required to select at most 21og2n primes. 
This modular version takes O(n logn)  operations. 
4. APPLICATION 
Several problems involve the assignment of rational numbers to the 
vertices of a graph (e.g. [4, 7]). Consider the following simple problem: We 
are given rational numbers b 1 . . . . .  b,. We wish to assign to each vertex v i a 
value x i such that the values in its neighborhood add to b i. That is, we wish 
to solve 
Nx = b (10) 
where b = [b 1 . . . . .  bn] T. Thus, we might want to compute N-  1. 
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Computing the inverse of an integer matrix can be done using modular 
techniques. One such method, described in [5], chooses sufficiently many 
primes Pk and computes the inverse N -1 in the field Z k" For each row i 
and column j, the Chinese remainder theorem is used to lift these entries to 
an integer mij. These integers m i . represent rational numbers which can be 
determined by methods describeff in [14, 16]. 
Another method works by first computing d = detN. Then, for suffi- 
ciently many primes q j, not divisors of d, we compute the image of N-1 in 
the field Zq. We multiply each entry of this inverse by d in Zq, obtaining a
• J . J 
matrix of modular images of cofactors (i.e. the numerators). We then use the 
Chinese remainder theorem to lift these entries to integers. 
In either of these methods the number of primes we must choose 
depends on how large the numerators and denominators in N -1 can be. 
Therefore it is critical to have small upper bounds on the absolute values of 
these numbers. In our case, the denominators (i.e. detN) can be computed 
exactly using our algorithm, while Corollary 2 gives a good upper bound for 
the numerators. 
We end with an interesting research question. The trees produced in 
Theorem 3 have 4n + 1 vertices and determinants 2" (n /2  + 1). However 
the bound given from Corollary 1 for trees on 4n + 1 vertices is 
~4n+l// ~/'~= (~// ~/~)64n = (~// ~/-~X~4)n ~,~ (0.723X6.854)n. This sug- 
gests trying to lower the bound, or find a family of trees that closer 
approximate he current bound. 
REFERENCES 
1 A. V. Aho, J. E. Hopcroft, and j. D. Ulhnan, The Design and Analysis of 
Computer Algorithms, Addison-Wesley, Reading, Mass., 1974. 
2 J. H. Bevis, G. S. Domke, and V. A. Miller, Rank of trees and grid graphs, 
J. Combin. Math. Combin. Comput. 18:109-119 (1995). 
3 G. Brassard and P. Bratley, Algorithms--Theory and Practice, Prentice-Hall, 
Englewood Cliffs, N.J., 1988. 
4 G. Cheston, G. Fricke, S. T. Hedetniemi, and D. P. Jacobs, On the computa- 
tional complexity of upper fractional domination, Discrete Appl. Math. 
27:195-207 (1990). 
5 J. H. Davenport, Y. Siret, and E. Tournier, Computer Algebra--Systems and 
Algorithms for Algebraic Computation, Academic, London, 1988. 
6 R. L. Graham, D. E. Knuth, and O. Patashnik, Concrete Mathematics--A 
Foundation for Computer Science, Addison-Wesley, Reading, Mass., 1989. 
7 D. Grinstead and P. J. Slater, Fractional domination and fractional packings in 
graphs, Congr. Numer. 71:153-172 (1990). 
TREE'S NEIGHBORHOOD MATRIX 249 
8 J .w .  Grossman, D. M. Kulkarni, and I. E. Schochetman, On the minors of an 
incidence matrix and its Smith normal form, Linear Algebra Appl. 219:213-224 
(1995). 
9 S.T. Hedetniemi, D. P. Jacobs, and R. Laskar, Inequalities involving the rank of 
a graph, J. Combin. Math. Combin. Comput. 6:173-176 (1989). 
10 I .N. Herstein, Topics in Algebra, Ginn, Waltham, Mass., 1964. 
11 C. H. Papadimitriou and K. Steiglitz, Combinatorial Optimization: Algorithms 
and Complexity, Prentice-Hall, Englewood Cliffs, N. J., 1982. 
12 F. S. Roberts, Applied Combinatorics, Prentice-Hall, Englewood Cliffs, N. J., 
1984. 
13 T.L. Saaty, Optimization in Integers and Related Extremal Problems, McGraw- 
Hill, New York, 1970. 
14 V. Trevisan and P. Hintenans, Modular representation of rational numbers in 
Proceedings of 18-th Congresso National de Materr~tica Aplicada e Computa- 
cional, Curitiba, Brazil, Aug. 1995. 
15 C. Van Nuffelen, The rank of the adjacency matrix of a graph, Bull. Soc. Math. 
Belg. B 35:219-225 (1983). 
16 P.S. Wang, M. J. T. Guy, and J. H. Davenport, P-adic reconstruction f rational 
numbers, SIGSAM Bull. 16:2-3 (1982). 
Received 26 July 1995; final manuscript accepted 22 December 1995 
