A distributed scheme for secondary frequency control with stability
  guarantees and optimal power allocation by Kasis, Andreas et al.
ar
X
iv
:1
80
6.
11
44
9v
1 
 [m
ath
.O
C]
  2
8 J
un
 20
18
1
A novel distributed secondary frequency regulation
scheme for power networks with high order turbine
governor dynamics
Andreas Kasis, Nima Monshizadeh and Ioannis Lestas
Abstract—We consider the problem of distributed secondary
frequency regulation in power networks such that stability and
an optimal power allocation are attained. This is a problem that
has been widely studied in the literature, and two main control
schemes have been proposed, usually referred to as ’primal-
dual’ and ’distributed averaging proportional-integral (DAPI)’
respectively. However, each has its limitations, with the former
requiring knowledge of uncontrollable demand, which can be
difficult to obtain in real time, and with the existing literature
on the latter being based on static models for generation and
demand. We propose a novel control scheme that overcomes these
issues by making use of generation measurements in the control
policy. In particular, our analysis allows distributed stability and
optimality guarantees to be deduced with practical measurement
requirements and permits a broad range of linear generation
dynamics, that can be of higher order, to be incorporated in
the power network. We show how the controller parameters
can be selected in a computationally efficient way by solving
appropriate linear matrix inequalities (LMIs). Furthermore,
we demonstrate how the proposed analysis applies to several
examples of turbine governor models. The practicality of our
analysis is demonstrated with simulations on the Northeast Power
Coordinating Council (NPCC) 140-bus system that verify that
our proposed controller achieves convergence to the nominal
frequency and an economically optimal power allocation.
I. INTRODUCTION
Motivation: There is currently a growing attention on
renewable sources of generation as a result of environmental
concerns, with their penetration in power networks expected to
grow over the next years [2], [3]. This will greatly increase the
amount of active elements in the power network making its
electromechanical behaviour less predictable and centralized
control approaches increasingly difficult to implement. This
highlights the importance of investigating distributed schemes
that will guarantee power network stability when such devices
are included. Over the past few years, these concerns have
motivated research on distributed schemes with applications
on both primary [4], [5] and secondary frequency control [6],
[7].
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The introduction of highly distributed schemes for fre-
quency control raises an issue of economic optimality in the
power allocation. Attempts to resolve this issue in the literature
resulted in devising appropriately constructed optimization
problems that ensure economic optimality and asking for the
system equilibria to be solutions of these problems. It is
evident in the literature that a synchronising variable is useful
for optimality to be achieved. While in primary control studies
frequency is used as the synchronizing signal [4], [8], [9], in
secondary control studies some other signal, resulting from a
suitably designed controller, has to be employed (e.g. [6], [10],
[11]). Therefore, the study of how distributed controllers that
achieve optimality for secondary frequency regulation should
be designed is an interesting problem of practical relevance.
Literature survey: There are many recent studies asso-
ciated with stability and optimality in distributed secondary
frequency control. Many of those, involve control schemes
with dynamics that follow from a primal/dual algorithm as-
sociated with some optimal power allocation optimisation
problem [7], [10], [12], [13], [14]. This approach allows to
take into account economic considerations along with the
objectives of secondary frequency control. Furthermore, it
allows for stability guarantees when high order and non linear
generation dynamics are considered. However, such schemes
require knowledge of demand, which can in some cases limit
their practicality.
A different approach for optimal distributed secondary
frequency regulation involves the use of distributed averag-
ing proportional integral (DAPI) controllers [6], [11], [15],
[16], [17]. DAPI controllers are simpler than primal/dual
inspired ones, requiring only knowledge of local frequency
and exchange a synchronization signal without requiring any
generation or load measurements. On the other hand, existing
results in the literature incorporating DAPI controllers do not
accommodate higher-order generation dynamics and restrict
the anlysis to static generation. For a thorough survey of
distributed approaches for stability and optimality in power
systems, see [18].
Main contributions: In this paper, we propose a control
scheme, that will be referred to as distributed averaging
dynamic output control (DADOC). A distinctive feature of
this scheme is that it overcomes the limitations of DAPI and
Primal-Dual controllers allowing for stability and optimality
guarantees when high order generation dynamics are consid-
ered, without imposing load measurement requirements.
In particular, the proposed scheme dynamics achieve the
2synchronization of an exchange variable, which is neces-
sary for optimality, and contain frequency dependent terms
that ensure that the frequency attains its nominal value at
equilibrium. Furthermore, DADOC schemes include feedback
from generation output, which is a key part in their design,
enhancing their stability properties, and allowing the inclusion
of a broad range of linear generation dynamics.
DADOC schemes have the advantage over DAPI schemes
that they allow the inclusion of higher order generation dynam-
ics, by imposing only an additional condition for knowledge
of generation output. Although primal dual inspired schemes
are also able to provide stability guarantees when high order
generation schemes are considered, those impose a require-
ment for knowledge of demand, which can be restrictive.
DADOC controllers share benefits from both schemes, with
mild measurement requirements (generation and frequency)
and allow the inclusion of highly relevant generation dynamics
that are not included in any of the aforementioned control
schemes.
Our analysis provides also conditions for the design of the
controller gains such that stability and optimality are guaran-
teed. An important feature of the proposed conditions, is that
those can be efficiently verified by means of a linear matrix
inequality (LMI). Various examples of relevant generation
dynamics are provided to demonstrate the importance of our
contribution.
Paper structure: The remainder of the paper is structured
as follows: Section II provides some basic notation and in
Section III we present the power network model and the
generation dynamics. In Section IV we present our proposed
controller and provide conditions such that an optimal power
allocation is achieved at steady state. In Section V we present
the main stability result of this paper, and the relevant con-
ditions imposed to guarantee it. In Section VI we discuss
various applications of the proposed results and clarify the
contribution of our analysis by comparing it with existing
literature. Our results are numerically validated in Section VII,
where convergence to nominal frequency and an economically
optimal allocation are demonstrated at the presence of high
order turbine governor dynamics. Finally, conclusions are
drawn in Section VIII.
II. NOTATION
Real numbers are denoted by R, and the set of n-
dimensional vectors with real entries is denoted by Rn. For a
function f(q), f : R → R, we denote its first derivative by
f ′(q) = d
dq
f(q), its inverse by f−1(.). A function f : Rn → R
is said to be positive definite if f(0) = 0 and f(x) > 0 for
every x 6= 0. We write 0n and 1n to denote n×1 vectors with
all elements equal to 0 and 1 respectively. We denote by Ik
for some k > 0 the identity matrix of rank k. For a discrete set
S, the term |S| denotes its cardinality. A matrix A is said to
be Hurwitz if all its eigenvalues lie on the open left half plane
[19]. A matrix A is said to be positive definite (semi-definite)
when xTAx > 0 for all x 6= 0 (when xTAx ≥ 0 for all x).
Finally, Im(A) denotes the range of a matrix A ∈ Rm×n.
III. POWER NETWORK DYNAMICS
In this section, we present a mathematical description of
the power network and a general class of linear generation
dynamics that is considered within the rest of the manuscript.
Furthermore, we discuss how stability considerations within
the primary frequency control timeframe can affect the choice
of generation droop coefficients, following existing results
in the literature. The latter will be associated with the sec-
ondary frequency regulation analysis presented later in this
manuscript.
A. Network model
We use a connected graph (N,E) to describe the power
network, where N = {1, 2, . . . , |N |} is the set of buses
and E ⊆ N × N the set of transmission lines connecting
the buses. There are two types of buses in the network,
buses with inertia and buses without inertia. Since generators
have inertia, it is reasonable to assume that only buses
with inertia have non-trivial generation dynamics. We define
G = {1, 2, . . . , |G|} and L = {|G| + 1, . . . , |N |} as the
sets of buses with and without inertia respectively such that
|G| + |L| = |N |. Moreover, the term (i, j) denotes the link
connecting buses i and j. The graph (N,E) is assumed to be
directed with an arbitrary direction, so that if (i, j) ∈ E then
(j, i) /∈ E. Additionally, for each j ∈ N , we use i : i → j
and k : j → k to denote the sets of buses that precede and
succeed bus j respectively. It should be noted that the form
of the dynamics in (1)–(2) below is not affected by changes
in graph ordering, and our results are independent of the
choice of direction. We make the following assumptions for
the network:
1) Bus voltage magnitudes are |Vj | = 1 p.u. for all j ∈ N .
2) Lines (i, j) ∈ E are lossless and characterized by their
susceptances Bij = Bji > 0.
3) Reactive power flows do not affect bus voltage phase
angles and frequencies.
Following the above, we can make use of swing equations
to describe the rate of change of frequency at generation buses.
Moreover, power must be conserved at each of the load buses.
This motivates the following system dynamics (e.g. [20]),
η˙ij = ωi − ωj , (i, j) ∈ E, (1a)
Mjω˙j = −p
L
j + p
M
j − Λjωj −
∑
k:j→k
pjk +
∑
i:i→j
pij , j ∈ G,
(1b)
0 = −pLj − Λjωj −
∑
k:j→k
pjk +
∑
i:i→j
pij , j ∈ L, (1c)
pij = Bij sin ηij , (i, j) ∈ E. (1d)
In system (1), the time-dependent variable ωj represents the
deviation of the frequency at bus j from its nominal value,
namely 50Hz (or 60Hz). The time dependent variables pMj
represent the mechanical power injection to the generation
bus j. The constant Λj represents the frequency damping
coefficient at bus j. The time-dependent variables ηij and pij
3represent, respectively, the power angle difference1 and the
power transferred from bus i to bus j. The constant Mj > 0
denotes the generator inertia. The response of the system (1)
will be studied, when a step change pLj , j ∈ N occurs in the
uncontrollable demand.
B. Generation Dynamics
To investigate broad classes of dynamics and control poli-
cies for generation systems, we consider dynamical systems
of the form
x˙Mj = Ajx
M
j +Bjuj,
pMj = Cjx
M
j +Djuj,
, j ∈ G (2)
with input uj(t) ∈ R, state x
M
j (t) ∈ R
nj , output pMj (t) ∈ R
and corresponding matrices Aj ∈ R
nj×nj , Bj ∈ R
nj
j , Cj ∈
R
1×nj and Dj ∈ R. We assume in (2) that Aj is Hurwitz
which implies that given any constant input uj(t) = u¯j , there
exists an asymptotically stable equilibrium point x¯Mj ∈ R
nj ,
such that Aj x¯
M
j +Bj u¯j = 0. Correspondingly, there exists a
constant Kj ∈ R, satisfying Kj = −CjA
−1
j Bj + Dj , such
that for any constant input u¯j and corresponding state x¯j , the
output p¯Mj is given by
p¯Mj = Cj x¯
M
j +Dju¯j = Kju¯j . (3)
Our aim in this paper is to provide conditions on the
dynamics described in (2) and the choice of input uj that
allow for stability and optimality guarantees and ensure the
satisfaction of secondary frequency control objectives.
C. Stability in primary frequency control
The main objective of primary frequency regulation is to
balance generation and demand. Within this subsection, we
will consider conditions imposed in the literature to provide
decentralized stability guarantees for primary frequency regu-
lation. These conditions will later be extended when dynamics
associated with secondary frequency control are taken into
account.
We let the generation input uj be described by
uj = −kd,jωj, j ∈ G (4)
where kd,j are positive constants related to the droop gains. To
obtain decentralized conditions on the design parameters kd,j
and generation dynamics (2) such that stability is guaranteed,
we will make use of the results presented in [4]. From the
analysis in [4], the following input strict passivity assumption
should hold for the system (2),(4) when some frequency
damping term Λjωj is present
2.
Assumption 1: Consider the systems with input −ωj and
output pMj − Λjωj described by (1),(2),(4). Then, for each
of these systems, there exists a symmetric positive definite
1The quantities ηij represent the phase differences between buses i and
j, given by θi − θj , i.e. ηij = θi − θj . The angles themselves must also
satisfy θ˙j = ωj at all j ∈ N . This equation is omitted in (1) since the power
transfers are functions of the phase differences only.
2Note that the condition in [4] also applies to non linear systems and is
defined locally. However, here it is simplified to fit the purpose of this study.
matrix Pj = P
T
j ∈ R
nj×nj such that the functions Vj(x
M
j ) =
1
2 (x
M
j )
TPjx
M
j satisfy
V˙j ≤ −ωjp
M
j − µj(−ωj)
2, (5)
for some µj > 0, for all j ∈ G.
Assumption 1 follows directly from the conditions imposed
in [4]. It has the important property that it can be efficiently
verified with appropriate LMI conditions that follow from
the KYP lemma [21]. In particular, it can be verified that
Assumption 1 holds for given gain kd,j when there exists a
positive definite symmetric matrix Pj , such that
Qˆj =
[
PjAj+A
T
j Pj
2
kd,jPjBj−C
T
j
2
kd,jB
T
j Pj−Cj
2 −Λˆj −Djkd,j
]
≤ 0 (6)
holds for some Λˆj < Λj .
We will see in the following sections how the condition in
(6) extends when dynamics related with secondary frequency
regulation are also included. This will demonstrate that some
of the imposed decentralized conditions on stability for sec-
ondary frequency regulation can be seen as existing stability
requirements for primary frequency control.
IV. DISTRIBUTED AVERAGING DYNAMIC OUTPUT
CONTROLLER
In this section we propose a novel secondary control
scheme, called distributed averaging dynamic output con-
troller (DADOC) which, as discussed in Section VI-B, offers
advantages over existing distributed schemes for secondary
frequency regulation.
We consider a communication network described by a
connected graph (G, E˜). We propose the following DADOC
scheme
γj p˙
c
j = p
M
j −Kjuj − kf,jωj +
∑
i:(i,j)∈E˜
αij(p
c
i − p
c
j), j ∈ G (7)
where αij = αji, γj and kf,j are positive constant gains of the
controller, and pcj is a power command signal. The generation
input in (4) is also extended to
uj = kc,jp
c
j − kd,jωj , j ∈ G (8)
where kc,j, kd,j are positive design constants.
The controller dynamics in (7) ensure that power command
variables synchronize at steady state, a necessary feature for
optimality interpretation. Furthermore, the frequency depen-
dent term in (7) ensures that when generation and power
command variables reach steady state and power command
variables synchronize, then the steady state frequency must
attain its nominal value. The term pMj − Kjuj in (7) does
not affect the steady state of the power command variables.
However, as shall be seen in the subsequent analysis, it has a
pivotal role in providing stability guarantees when high order
generation dynamics of the form (2) are considered.
We choose the generation input uj to be a weighted sum
of frequency and power command, allowing the weight coef-
ficients to be design parameters. In what follows, we provide
conditions on how these parameters should be chosen such
that convergence to nominal frequency is achieved while also
taking economic considerations into account.
4A. Equilibrium analysis
We now describe what is meant by an equilibrium of the
interconnected system (1), (2), (7), (8).
Definition 1: The point β∗ = (η∗, ω∗, xM,∗, pc,∗) defines an
equilibrium of the system (1), (2), (7), (8) if all time derivatives
of (1), (2), (7), (8) are equal to zero at this point.
In our analysis, we shall consider conditions on controller
design variables such that the generation equilibrium values
solve an economic optimisation problem, as will be described
in Section IV-B.
Throughout the paper, it is assumed that there exists
some equilibrium of (1), (2), (7), (8), denoted by β∗ =
(η∗, ω∗, xM,∗, pc,∗), as defined in Definition 1. Note that the
study on the existence of equilibria is beyond the scope of this
paper and the interested reader is referred to [22]. Furthermore,
we use (p∗, pM,∗, u∗) to represent the equilibrium values of
respective quantities in (1), (2), (7), (8).
The following lemma, proven in the appendix, characterizes
the equilibria of the system (1), (2), (7), (8). It demonstrates
that the frequency attains its nominal value at steady state
and that the power command variables synchronize, a useful
property when an optimality interpretation of the equilibria is
desired.
Lemma 1: Any equilibrium point β∗ given by Definition 1
satisfies ω∗ = 0|N | and p
c,∗ ∈ Im(1|G|).
Furthermore, the power angle differences at the considered
equilibrium are assumed to satisfy the following security
constraint. It will be seen that Assumption 2 is required for
the convergence results presented in Section V.
Assumption 2: |η∗ij | <
pi
2 for all (i, j) ∈ E.
The stability and optimality properties of such equilibria
will be studied in the following sections.
B. Optimality analysis
We aim to study how generation should be adjusted in
order to meet the step change in frequency independent
demand and simultaneously minimize the cost that comes from
the deviation in the power generated. We now introduce an
optimization problem, which we call the optimal generation
regulation problem (OGR), that can be used to achieve this
goal.
A quadratic cost is supposed to be incurred when the gener-
ation output at bus j is pMj . Note that quadratic cost functions
are frequently used in the literature, [23], [24], motivated by
the fact that a convex function can be locally approximated
by a quadratic one. The problem is to find the vector pM that
minimizes this total cost and simultaneously achieves power
balance. More precisely, the following optimization problem
is considered
OGR:
min
pM
∑
j∈G
1
2
qj(p
M
j )
2,
subject to
∑
j∈G
pMj =
∑
j∈N
pLj ,
(9)
where qj are positive cost coefficients associated with the
generation cost at bus j. Note that more general quadratic cost
functions can be considered, following similar approaches as
in relevant literature (e.g. [25]). However, we opt for the cost
functions in (9) for simplicity. The equality constraint in (9)
requires all the frequency-independent loads to be matched
by the total generation. This ensures that when system (1) is
at equilibrium, then frequency will be at its nominal value, as
follows from summing (1b)–(1c) at equilibrium over all buses.
Within the paper, we aim to specify properties on the
control dynamics of pM , described in (2), that ensure that
those quantities converge to values at which optimality can be
guaranteed for (9). Below, we demonstrate how the controller
gains in (7)–(8) can be chosen to ensure that the equilibrium
points of the system are solutions3 to the OGR problem (9).
We will then demonstrate in the subsequent section, how
convergence to optimality can be achieved.
Proposition 1: Consider equilibria of (1), (2), (7), (8),
characterized by Lemma 1. Then, if the control dynamics in
(8) are chosen such that
kc,j =
1
qjKj
, j ∈ G, (10)
holds, then the equilibrium values pM,∗ are optimal for the
OGR problem (9).
Remark 1: Proposition 1 provides conditions on the choice
of the design variable kc,j such that the equilibria of system
(1), (2), (7), (8), described by Lemma 1 are solutions to the
OGR problem (9). Note that the design variables kf,j and
kd,j do not appear in the optimisation problem, since those
are gains on frequency deviation, which becomes zero at
equilibrium. However, it will be seen in the following section
that their values have a significant impact on the stability
properties of the system.
V. STABILITY ANALYSIS
This section contains our main convergence results. We pro-
vide appropriate conditions on the choice of gains in (7)–(8),
applicable to highly relevant generation schemes, and show
that when those are satisfied, then convergence is guaranteed.
A. Controller design conditions
In this section, we impose a condition involving design
constants kc,j, kd,j and kf,j , which is used in the convergence
theorem presented in Section V-B below. We then explain how
this condition can be numerically tested in a computationally
efficient way. The considered condition is presented below.
Design condition 1: For each generation bus j, with dynam-
ics described by (1), (2), (7), (8), the controller parameters
kc,j, kd,j and kf,j are such that[
−Kjkc,j +Djkc,j r
T
j
rj Qˆj
]
≤ 0, (11)
where rj =
[
kc,jB
T
j Pj+Cj
2
kf,j−kd,jKj+Djkd,j−Djkc,j
2
]T
,
holds for some Pj = P
T
j > 0 and some Λˆj < Λj .
3Note that an equilibrium point is a solution to the OGR problem when at
that point the value of pM is optimal for (9).
5Design condition 1 is the main stability condition imposed
on this paper, and is feasible for a broad class of linear
systems, as discussed in Section VI.
Design condition 1 can be interpreted as an extension of
Assumption 1 to secondary frequency control. This is since
Assumption 1 is a necessary condition for Design condition
1 to hold, as follows from noting that the matrix Qˆj in (6)
is a principal submatrix of the one considered in (11). There-
fore, part of the stability conditions imposed for secondary
frequency regulation can be seen as conditions for stability in
primary frequency control.
Remark 2: The inequality condition in (11) is an LMI
with respect to the matrix Pj and design variables kf,j and
can therefore be verified in a computationally efficient way.
Furthermore, the condition in (11) can be used to formulate
various optimization problems that may make use of the
flexibility in choosing the matrix Pj and the design variable
kf,j . An example of such problem would be to obtain the
minimum frequency damping Λj that is required for (11) to
hold for particular generation dynamics. Hence, (11) can be
also useful in system design.
B. Main result
We are now in a position to state our main result, demon-
strating convergence to an optimal point of (9) where fre-
quency attains its nominal value.
Theorem 1: Consider an equilibrium of (1), (2), (7), (8) such
that Assumption 2 holds and let Design condition 1 and (10)
be satisfied. Then, there exists an open neighborhood of initial
conditions about this equilibrium such that the solutions of (1),
(2), (7), (8) asymptotically converge to a set of equilibria that
solve the OGR problem (9) with ω∗ = 0|N |.
Theorem 1 demonstrates local convergence to an optimal
solution of the OGR problem (9) that, following Lemma 1,
satisfies ω∗ = 0|N |. The main conditions for stability are
Assumption 2, which is abundant in power literature, and
Design condition 1. In the following section, we demonstrate
the relevance of Design condition 1, explaining how it applies
to various generator models.
VI. DISCUSSION
In this section we demonstrate the applicability of our main
results with examples of highly relevant generation schemes
that fit within the considered analysis. Moreover, we explain
the contribution of our results relative to the existing literature.
A. Applications of main results
To demonstrate the relevance of our analysis, we provide
examples of first and second order turbine governor dynamics
and explain how our proposed conditions apply to them.
Consider first order generation dynamics described by
τj p˙
M
j = −p
M
j +Kj(kc,jp
c
j − kd,jωj), (12)
for some constant τj > 0, coupled with the controller (7)–(8)
and some frequency damping Λj . For this system, it can be
shown that for any positive values for τj , qj ,Kj, kd,j and Λj
there always exist positive constants kf,j , kc,j and some Pj =
PTj > 0 such that both Design condition 1 and optimality
condition (10) are satisfied.
An important aspect of the proposed framework is that it
allows the inclusion of high order generation dynamics. A
significant example of such, is the following second order
model describing turbine governor dynamics (e.g. [20]),
α˙j = −
1
τa,j
(αj −Kj(kc,jp
c
j − kd,jωj)), (13a)
p˙Mj = −
1
τp,j
(pMj − αj), (13b)
where αj is the internal state of the model and τa,j , τb,j > 0
are time constants associated with the generation dynamics.
We considered the case where (13) is coupled with the power
command dynamics described by (7) and some frequency
damping Λj . The following lemma, proven in the appendix,
provides a sufficient condition for the frequency damping Λj
such that Design condition 1 holds for the considered system.
Lemma 2: Consider a bus j with generation dynamics
described by (13) coupled with the power command dynamics
(7) and some frequency damping Λj . Then, Design condition
1 holds for any positive values of τa,j , τp,j if
Λj >
Kj
3kc,j
(k2c,j − kc,jkd,j + k
2
d,j))
holds.
Lemma 2 provides a sufficient condition for the value of
frequency damping Λj such that Design condition 1 holds at
a bus with generation and power command dynamics described
by (13) and (7) respectively. Note that this condition can be
made less conservative when particular values for τa,j , τp,j are
considered.
Note that numerical analysis demonstrates that our proposed
results also apply to higher than second order generation
schemes. However, these results are omitted due to space
constraints.
B. Comparison with existing literature
The problem of addressing issues of stability and optimality
for secondary frequency regulation in a distributed way has
been widely studied over the last years. Most studies focused
on two particular schemes which are briefly discussed below.
A trend in secondary frequency control literature is to
consider a distributed averaging proportional integral (DAPI)
controller [6], [11], [15], [16], [17]. The benefits of this
scheme lie in its simplicity, since further than exchanging a
synchronizing variable, it only requires knowledge of the local
frequency which is easily obtainable. However, existing sta-
bility results along this setting are limited to static generation
models and quadratic cost functions.
Another approach in literature is to consider power com-
mand dynamics that follow from a primal/dual algorithm
associated with some optimization problem [7], [10], [12],
[13], [14], which ensures secondary frequency control ob-
jectives are met. For convenience, we shall refer to those
schemes as ’Primal-Dual’. Primal-Dual schemes have the
significant advantage that they allow for stability guarantees
6DAPI DADOC Primal-Dual
Allowable cost Quadratic Quadratic Convex
function models
Allowable generation Static High Order High Order
dynamics and Non linear
Required Frequency Frequency Generation
measurements Generation Demand
TABLE I: Comparison between our proposed (DADOC) con-
troller and the two dominant schemes in literature on allowable
cost function models and generation dynamics and required
measurements for their implementation.
when high order and non linear generation dynamics are
included. Furthermore, they allow for economic optimality
when general convex cost functions are considered. However,
these controllers are more complicated than DAPI schemes,
requiring knowledge of demand, which can be difficult to
obtain in many cases, and generation.
DADOC schemes share benefits of both mentioned control
schemes, allowing for stability guarantees when high order
generation dynamics are considered and requiring measure-
ments of frequency and generation output, which are not
restrictive to obtain. In particular, DADOC schemes have the
advantage over DAPI schemes that they allow the inclusion of
high order generation dynamics. This comes in the expense of
an additional requirement for generation output measurements.
Both Primal-Dual and DADOC schemes allow for stability and
optimality guarantees when high order generation dynamics
and quadratic cost functions are considered. However, Primal-
Dual schemes additionally allow to incorporate non linear gen-
eration dynamics and general convex cost functions. The main
disadvantage of Primal-Dual schemes is their requirement for
measurements of local demand, which can be difficult to
obtain. On the other hand, DADOC schemes allow for stability
guarantees for high order generation dynamics without requir-
ing knowledge of demand. It is important to also note that
DADOC schemes allow the inclusion of classes of generation
dynamics that cannot be incorporated when a Primal-Dual
controller is implemented. One such example is described by
(13) where, unlike when Primal-Dual schemes are considered,
no static dependence on power command is required. Table
I summarizes the comparison between DADOC, DAPI and
Primal-Dual schemes.
A further feature of DADOC schemes is that the required
equilibrium condition for frequency, i.e. that ω∗j = 0, j ∈ N ,
follows from the dynamics at each controller. This is important
when a controller is withdrawn from the network due to a
failure, since the equilibrium condition ω∗ = 0 will still
hold. By contrast, the equilibrium condition for frequency
when Primal-Dual schemes are considered follows from the
aggregate controller dynamics, and is not in general valid when
a single controller fails. Hence, DADOC schemes have better
robustness to controller failure over Primal-Dual schemes.
A further attempt to address distributed secondary frequency
regulation issues has been made in [25], where the authors
propose a controller which allows for stability guarantees when
first or second order generation dynamics are considered, by
making use of measurements of generators internal states.
The main differences of DADOC schemes compared to those
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Fig. 1: Frequency at bus 101 of the NPCC network.
in [25], are the different measurement requirements for their
implementation (generation output instead of internal states)
and that the former provides design conditions for power
networks with higher than second order generation dynamics.
VII. SIMULATION ON THE NPCC 140-BUS SYSTEM
In this section we verify our analytic results with numerical
simulations on the Northeast Power Coordinating Council
(NPCC) 140-bus interconnection system, performed using the
Power System Toolbox [26]. This model is more detailed and
realistic than our analytical one, including line resistances, a
DC12 exciter model, a subtransient reactance generator model,
and higher order turbine governor models4.
The test system consists of 93 load buses serving different
types of loads including constant active loads and 47 gen-
eration buses. The overall system has a total real power of
28.55GW. For our simulation, we added three loads on units
2, 9, and 17, each having a step increase of magnitude 1 p.u.
(base 100MVA) at t = 1 second.
To demonstrate the applicability of the proposed controller,
the dynamics in (7)–(8) where implemented on 16 generators
with third, fourth and fifth order turbine governor dynamics.
Furthermore, in order to verify our optimality analysis, we
considered quadratic cost functions with cost coefficients equal
to K−1j that penalised deviations on generation outputs. The
choice of cost coefficients relates high cost coefficients with
small droop gains, and is consistent with current results in
literature on optimal frequency regulation [4]. However, it
has been numerically verified that the stability and optimality
properties of the system, demonstrated below, are retained for
a broad range of cost coefficient values. Controller parameters
were selected such that Design condition 1 and optimality
codition (10) were satisfied.
The frequency response of a randomly selected bus is de-
picted on Figure 1. There, it is demonstrated that the frequency
returns to its nominal value, hence numerically validating the
analytic convergence results of Theorem 1.
Furthermore, from Fig. 2, it is observed that the marginal
costs at all 16 generators that contribute to secondary fre-
quency control converge to the same value. This illustrates
4The details of the simulation models can be found in the Power System
Toolbox [26] manual and data file datanp48.
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Fig. 2: Marginal cost of generation buses contributing to
secondary frequency control.
the optimality in the power allocation among generators, since
equality in the marginal cost is necessary to solve (9).
VIII. CONCLUSION
We have considered the problem of designing distributed
control schemes such that stability and an optimal power
allocation can be guaranteed for secondary frequency control.
We proposed a distributed averaging dynamic output controller
(DADOC) which ensures stability and optimality when high
order linear generation dynamics and quadratic cost functions
are considered and also that frequency attains its nominal
value at steady state. DADOC controllers are advantageous
compared to existing schemes since they allow for stability and
optimality guarantees for a broad class of generation dynamics
and are also easy to implement, in terms of measurement
requirements. Moreover, we demonstrated the applicability of
our results with examples of high order generation dynamics
and explained how the design parameters can be selected in a
computationally efficient way by appropriate LMI conditions.
Our results have been numerically verified with simulations
on the NPCC 140-bus system. Interesting potential extensions
in the analysis include considering controllable loads in the
proposed framework, incorporating non linear generation dy-
namics and general convex cost functions, and extending the
analysis to include voltage dynamics.
APPENDIX
This appendix contains the proofs of all the results presented
in this paper.
Throughout the proofs we will make use of the following
equilibrium equations for the dynamics in (1), (2), (7), (8),
0 = ω∗i − ω
∗
j , (i, j) ∈ E, (14a)
0 = −pLj +p
M,∗
j −Λjω
∗
j−
∑
k:j→k
p∗jk+
∑
i:i→j
p∗ij , j ∈ G, (14b)
0 = −pLj − Λjω
∗
j −
∑
k:j→k
p∗jk +
∑
i:i→j
p∗ij , j ∈ L, (14c)
p∗ij = Bij sin η
∗
ij , (i, j) ∈ E, (14d)
pM,∗j = Kju
∗
j , j ∈ G, (14e)
0 = pM,∗j −Kju
∗
j−kf,jω
∗
j+
∑
i:(i,j)∈E˜
αij(p
c,∗
i −p
c,∗
j ), j ∈ G (14f)
u∗j = kc,jp
c,∗
j − kd,jω
∗
j , j ∈ G (14g)
Proof of Lemma 1: From (14a) it follows that ω∗i = ω
∗
j
for all (i, j) ∈ E, which results to ω∗ ∈ Im(1|N |). Then,
summing (14f) over all j ∈ G results to
∑
j∈G p
M,∗
j −(Kju
∗
j+
kf,jω
∗
j ) = 0, which by (14e) and kf,j > 0 implies that ω
∗ =
0|N |. Since ω
∗
j = 0, j ∈ N , it follows by (14e), (14f) and the
fact that the communication graph is connected that pc,∗ ∈
Im(1|G|). 
Proof of Proposition 1: The OGR optimization problem (9)
is convex and has a continuously differentiable cost function.
Thus, a point p¯M is a global minimum for (9) if and only if
it satisfies the KKT conditions [27]
qj p¯
M
j = ν, j ∈ G, (15a)∑
j∈G
p¯Mj =
∑
j∈N
pLj , (15b)
for some constant ν ∈ R. It will be shown below that these
conditions are satisfied by the equilibrium values p¯M = pM,∗
defined by equations (14e) and (14g) when (10) holds.
From Lemma 1, it follows that ω∗ = 0|N | and p
c,∗ ∈
Im(1|G|). Then, let ν = p
c,∗
j and note that is common at every
bus since power command variables synchronize at steady
state. Therefore, it follows that (qj)
−1ν = (qj)
−1pc,∗j =
(qjKjkc,j)
−1pM,∗j = p
M,∗
j , by ω
∗ = 0|N | and equations (14e),
(14g) and (10). Thus, the optimality condition (15a) holds.
Summing equations (14b) and (14c) over all j ∈ G and
j ∈ L respectively and using that ω∗ = 0|N | shows that (15b)
also holds.
Hence, the values p¯M = pM,∗ satisfy the KKT condi-
tions (15). Therefore, the equilibrium values pM,∗ define a
global minimum for (9). 
Proof of Theorem 1: We will use the dynamics in (1), (2),
(7), (8) and the matrices Pj in Design condition 1 to define a
Lyapunov function for the system (1), (2), (7), (8).
Firstly, let VF (ω
G) = 12
∑
j∈GMj(ωj − ω
∗
j )
2. The time-
derivative of VF along the trajectories of (1)–(2) is given by
V˙F =
∑
j∈N
(ωj − ω
∗
j )
(
− pLj + p
M
j − Λjωj −
∑
k:j→k
pjk +
∑
i:i→j
pij
)
,
by substituting (1b) for ω˙j for j ∈ G and adding extra terms
for j ∈ L, which are equal to zero by (1c). Subtracting the
product of (ωj − ω
∗
j ) with each term in (14b) and (14c), this
becomes
V˙F =
∑
j∈G
(ωj − ω
∗
j )(p
M
j − p
M,∗
j )−
∑
j∈N
Λj(ωj − ω
∗
j )
2
+
∑
(i,j)∈E
(pij − p
∗
ij)(ωj − ωi), (16)
using the equilibrium condition (14a) for the final term.
Furthermore, let VC(p
c) = 12
∑
j∈N γj(p
c
j − p
c,∗
j )
2. Using
(7) the time derivative of VC can be written as
V˙C =
∑
j∈N
(pcj − p
c,∗
j )
(
(pMj − p
M,∗
j )−Kj(uj − u
∗
j )
8− kf,j(ωj − ω
∗
j ) +
∑
i:(i,j)∈E˜
αij [(p
c
i − p
c,∗
i )− (p
c
j − p
c,∗
j )]
)
.
(17)
Additionally, define VP (η) =
∑
(i,j)∈E Bij
∫ ηij
η∗ij
(sin θ −
sin η∗ij) dθ. Using (1a) and (1d), the time-derivative is given by
V˙P =
∑
(i,j)∈E
Bij(sin ηij − sin η
∗
ij)(ωi − ωj)
=
∑
(i,j)∈E
(pij − p
∗
ij)(ωi − ωj). (18)
Furthermore, from Design condition 1, it follows that there
exist gains kf,j , kc,j, kd,j and a positive definite matrix Pj =
PTj such that (11) holds. Then, let V
M
j (x
M
j ) =
1
2 (x
M
j −
xM,∗j )
TPj(x
M
j − x
M,∗
j ) and note that it is positive definite.
Following (2), the time derivative of VMj is given by
V˙Mj =
1
2
(xMj − x
M,∗
j )
T (PjAj +A
T
j Pj)(x
M
j − x
M,∗
j )
+ (xMj − x
M,∗
j )
TBj(uj − u
∗
j ), (19)
where uj and u
∗
j are given by (8) and (14g) respectively.
Based on the above, we consider the Lyapunov candidate
V (η, ωG, xM , pc) = VF + VP +
∑
j∈G
VMj + VC . (20)
Using (16) - (19), the time derivative of V is given by
V˙ =
∑
j∈G
[
(ωj − ω
∗
j )(p
M
j − p
M,∗
j ) + V˙
M
j
+ (pcj − p
c,∗
j )
(
(pMj − p
M,∗
j )−Kj(uj − u
∗
j )− kf,j(ωj − ω
∗
j )
)
]
−
∑
j∈N
Λj(ωj − ω
∗
j )
2 −
∑
(i,j)∈E˜
αij((p
c
i − p
c,∗
i )− (p
c
j − p
c,∗
j ))
2.
(21)
Using (19), it therefore holds that
V˙ = −
∑
(i,j)∈E˜
αij((p
c
i−p
c,∗
i )−(p
c
j−p
c,∗
j ))
2+
∑
j∈G
zTj Qjzj, (22)
where zj =
[
(pcj − p
c,∗
j ) (x
M
j − x
M,∗
j )
T −(ωj − ω
∗
j )
]T
and Qj is given by
Qj =


−Kjkc,j +Djkc,j r
T
j
rj
PjAj+A
T
j Pj
2
kd,jPjBj−C
T
j
2
kd,jB
T
j Pj−Cj
2
−Λj−Djkd,j

 .
(23)
Note that Qj in (23) is identical to the matrix in (11) when
Λj is replaced by some Λˆj < Λj and using Design condition
1 on (22), it therefore holds that
V˙ ≤ −
∑
j∈N
Λ¯j(ωj − ω
∗
j )
2 −
∑
(i,j)∈E˜
αij((p
c
i − p
c,∗
i )− (p
c
j − p
c,∗
j ))
2
≤ 0 (24)
for Λ¯j = Λj − Λˆj > 0, j ∈ N . Clearly VF and has a
strict global minimum at ωG,∗ and VMj have strict global
minima at xM,∗j for all j ∈ G respectively. Moreover, VC has
a strict global minimum at pc,∗. Furthermore, Assumption 2
guarantees the existence of some neighborhood of each η∗ij in
which VP is increasing. Since the integrand is zero at the lower
limit of the integration, η∗ij , this immediately implies that VP
has a strict local minimum at η∗. Thus, V has a strict local
minimum at the point Γ∗ := (η∗, ωG,∗, xM,∗, pc,∗). Therefore
there exists a connected set Ξ := {(η, ωG, xM , pc) : V ≤ ǫ}
containing Γ∗ where, for sufficiently small ǫ > 0, V is a
nonincreasing function of all the system states, as follows
from (24), and has a strict local minimum at Γ∗. Therefore,
Ξ contains Γ∗ and is compact and positively invariant for (1),
(2), (7), (8).
Lasalle’s Invariance Principle can now be applied with the
function V on the compact positively invariant set Ξ. This
guarantees that all solutions of (1), (2), (7), (8) with initial
conditions (η(0), ωG(0), xM (0), pc(0)) ∈ Ξ converge to the
largest invariant set within Ξ ∩ {(η, ωG, xM , pc) : V˙ = 0}.
We now consider this invariant set. If V˙ = 0 holds within Ξ,
then (24) holds with equality, hence we must have ω = ω∗
for all j ∈ N and (pc − pc,∗) ∈ Im(1|G|).
Then, summing (14b)–(14c) over all j ∈ G and j ∈ L
respectively, it follows that
∑
j∈G p
M
j =
∑
j∈N (p
L
j +Λjω
∗
j ) =
c1, where c1 is constant. Furthermore, summing (7) over all
j ∈ G, it follows that
∑
j∈G p˙
c
j =
∑
j∈G(p
M
j − Kjuj −
kf,jω
∗
j ) =
∑
j∈G(p
M
j − Kjkc,jp
c
j + (Kjkd,j − kf,j)ω
∗
j ) =
c2 −
∑
j∈G(Kjkc,jp
c
j), for some constant c2. Letting pˆ
c =∑
j∈G p
c
j , from (p
c − pc,∗) ∈ Im(1|G|) it holds that ˙ˆp
c =
c2 − c3pˆ
c, where c3 =
∑
j∈G(Kjkc,j). Therefore, it is trivial
to show that pˆc converges to some constant value, and since
(pc − pc,∗) ∈ Im(1|G|), it follows that also p
c converges to
some constant value p¯c. The convergence of (ω, pc) to (ω∗, p¯c)
results to uj = u¯j and by the conditions imposed on (2)
to xMj = x¯
M
j for all j ∈ G, where (u¯j , x¯
M
j ) are constants.
Finally, the constancy of (ω, pM ) guarantees from (14b)–(14d)
that η and p are also constant. Furthermore, by summing
(14b)–(14c) and using (14g) and the synchronisation of pcj
variables, it follows that p¯c is unique and therefore equal to
pc,∗, which also implies that (u¯j , x¯
M
j ) are equal to (u
∗
j , x
M∗
j ).
Therefore, we conclude by Lasalle’s Invariance Principle
that all solutions of (1), (2), (7), (8) with initial conditions
(η(0), ωG(0), xM (0), pc(0)) ∈ Ξ converge to the set of equi-
librium points defined in Definition 1, characterized by Lemma
1. Finally, choosing for S any open neighborhood of Γ∗ within
Ξ completes the convergence proof. Finally, as follows from
Proposition 1, when (10) holds, then the described equilibria
are solutions to (9). 
Proof of Lemma 2: The proof follows by analytically
evaluating the eigenvalues of the matrix in (11) with the
matricesAj , Bj , Cj andDj following from (13) and
5 selecting
Pj =
1
Kjkc,j
[
τa,j 0
0 τp,j
]
and kf,j =
Kj
2 (kc,j + kd,j). In
particular three of the eigenvalues of the resulting matrix are
5Note that these choices for Pj and kf,j where numerically seen to
minimize the required amount of frequency damping Λj such that Design
condition 1 was satisfied when generation dynamics described by (13) were
considered. Also, note that Design condition 1 is also feasible for other choices
of Pj and kf,j .
9non-positive and the fourth is negative for all positive values
of τa,j , τp,j if Λj >
Kj
3kc,j
(k2c,j − kc,jkd,j + k
2
d,j)) holds. 
REFERENCES
[1] A. Kasis, N. Monshizadeh, and I. Lestas, “A novel distributed secondary
frequency control scheme for power networks with high order turbine
governor dynamics,” in European Control Conference (ECC), 2018.
[2] H. Lund, “Large-scale integration of optimal combinations of pv, wind
and wave power into the electricity supply,” Renewable energy, vol. 31,
no. 4, pp. 503–515, 2006.
[3] A. Ipakchi and F. Albuyeh, “Grid of the future,” IEEE power and energy
magazine, vol. 7, no. 2, pp. 52–62, 2009.
[4] A. Kasis, E. Devane, C. Spanias, and I. Lestas, “Primary frequency
regulation with load-side participation—part i: Stability and optimality,”
IEEE Transactions on Power Systems, vol. 32, no. 5, pp. 3505–3518,
2017.
[5] A. Molina-Garcia, F. Bouffard, and D. S. Kirschen, “Decentralized
demand-side contribution to primary frequency control,” IEEE Trans-
actions on Power Systems, vol. 26, no. 1, pp. 411–419, 2011.
[6] S. Trip, M. Bu¨rger, and C. De Persis, “An internal model approach
to (optimal) frequency regulation in power grids with time-varying
voltages,” Automatica, vol. 64, pp. 240–253, 2016.
[7] E. Mallada, C. Zhao, and S. Low, “Optimal load-side control for
frequency regulation in smart grids,” in Proceedings of the 52nd An-
nual Allerton Conference on Communication, Control, and Computing
(Allerton), Monticello, IL, US, 2014, pp. 731–738.
[8] C. Zhao, U. Topcu, N. Li, and S. H. Low, “Design and stability of load-
side primary frequency control in power systems,” IEEE Transactions
on Automatic Control, vol. 59, no. 5, pp. 1177–1189, 2014.
[9] E. Devane, A. Kasis, M. Antoniou, and I. Lestas, “Primary frequency
regulation with load-side participation—part ii: Beyond passivity ap-
proaches,” IEEE Transactions on Power Systems, vol. 32, no. 5, pp.
3519–3528, 2017.
[10] A. Kasis, N. Monshizadeh, and I. Lestas, “Secondary frequency control
with on-off load side participation in power networks,” arXiv preprint
arXiv:1708.09351, 2017.
[11] F. Do¨rfler, J. Simpson-Porco, and F. Bullo, “Breaking the hierarchy:
distributed control & economic optimality in microgrids,” IEEE Trans-
actions on Control of Network Systems, vol. 2, no. 4, 2015.
[12] E. M. S. H. Low, “Distributed frequency-preserving optimal load con-
trol,” IFAC Proceedings Volumes, vol. 47, no. 3, pp. 5411–5418, 2014.
[13] C. Zhao, E. Mallada, and S. H. Low, “Distributed generator and load-
side secondary frequency control in power networks,” in Information
Sciences and Systems (CISS), 49th Annual Conference on. IEEE, 2015,
pp. 1–6.
[14] N. Li, C. Zhao, and L. Chen, “Connecting automatic generation control
and economic dispatch from an optimization view,” IEEE Transactions
on Control of Network Systems, vol. 3, no. 3, pp. 254–264, 2016.
[15] F. Do¨rfler, J. W. Simpson-Porco, and F. Bullo, “Plug-and-play control
and optimization in microgrids,” in Decision and Control (CDC), IEEE
53rd Annual Conference on. IEEE, 2014, pp. 211–216.
[16] J. W. Simpson-Porco, F. Do¨rfler, and F. Bullo, “Synchronization and
power sharing for droop-controlled inverters in islanded microgrids,”
Automatica, vol. 49, no. 9, pp. 2603–2611, 2013.
[17] M. Andreasson, D. V. Dimarogonas, H. Sandberg, and K. H. Johansson,
“Distributed pi-control with applications to power systems frequency
control,” in American Control Conference (ACC), 2014. IEEE, 2014,
pp. 3183–3188.
[18] D. K. Molzahn, F. Do¨rfler, H. Sandberg, S. H. Low, S. Chakrabarti,
R. Baldick, and J. Lavaei, “A survey of distributed optimization and
control algorithms for electric power systems,” IEEE Transactions on
Smart Grid, vol. 8, no. 6, pp. 2941–2962, 2017.
[19] K. Zhou and J. C. Doyle, Essentials of robust control. Prentice hall
Upper Saddle River, NJ, 1998, vol. 104.
[20] A. R. Bergen and V. Vittal, Power Systems Analysis. Prentice Hall,
1999.
[21] H. K. Khalil, Nonlinear systems. Prentice Hall New Jersey, 1996, vol. 3.
[22] F. Do¨rfler, M. Chertkov, and F. Bullo, “Synchronization in complex
oscillator networks and smart grids,” Proceedings of the National
Academy of Sciences, vol. 110, no. 6, pp. 2005–2010, 2013.
[23] C. Zhao, E. Mallada, and S. H. Low, “Distributed generator and load-
side secondary frequency control in power networks,” in Proceedings
of the 49th Annual Conference on Information Sciences and Systems
(CISS), Baltimore, MD, US, 2015, pp. 1–6.
[24] J. Lavaei and S. H. Low, “Zero duality gap in optimal power flow
problem,” IEEE Transactions on Power Systems, vol. 27, no. 1, pp.
92–107, 2012.
[25] S. Trip and C. De Persis, “Distributed optimal load frequency control
with non-passive dynamics,” IEEE Transactions on Control of Network
Systems, 2017.
[26] K. Cheung, J. Chow, and G. Rogers, “Power system toolbox, v 3.0,”
Rensselaer Polytechnic Institute and Cherry Tree Scientific Software,
2009.
[27] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge
university press, 2004.
