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I. INTRODUCTION
In the last several years time-dependent density functional theory (TDDFT) [1] has replaced Hartree-Fock based single-excitation theories as the method of choice for the calculation of vertical excitation energies of medium to large sized molecules [2, 3] . Many efficient implementations [4] [5] [6] [7] [8] [9] using localized orbital basis sets have been reported. The methods have been tested [10] [11] [12] [13] [14] [15] on a wide range of systems and detailed knowledge of the performance of TDDFT for different type of excitations was acquired.
Only recently, Van Caillie and Amos [16, 17] have reported the first implementation of property calculations for excited states derived from TDDFT. Their work was followed and extended by Furche and Ahlrichs [18] and Amos [19] . These works state an important starting point for the direct calculation of many experimental quantities. The possibility to efficiently explore excited state surfaces is of key importance for fluorescence spectra and the understanding of photochemical pathways and allows the calculation of vibrational spectra in the harmonic approximation.
Together with the Car-Parrinello [20] method plane waves were recognized as an alternative basis set not only in solid state calculations but also for problems in chemistry [21] .
Being an orthogonal, atomic position independent basis plane waves allow for an efficient calculation of nuclear gradients, are not plagued by basis set superposition errors and allow for an unbiased description of the electronic density. This is an especially interesting feature for excited states where often diffuse functions have to be added to localized basis sets. However, all of these advantages come at the cost of a largely increased number of basis functions. Even with the use of pseudo potentials that eliminate the highly localized core functions one to two orders of magnitude larger basis sets are encountered. The shear size of the plane wave basis set makes it necessary to develop specially adapted algorithms.
Only then, additional approximations [22] can be avoided and a reasonable computational efficiency achieved. Another advantage of plane wave basis sets is that they naturally include periodic boundary conditions and therefore lead to algorithms for condensed systems.
The application of TDDFT to periodic systems is by no means trivial [23] . Nevertheless, having efficient general algorithms available will be very useful for testing new theoretical developments.
In the present paper methods for the calculation of excited states from time-dependent 2 linear response density functional theory are developed. Previous work [24] [25] [26] [27] on density functional perturbation theory in the pseudo potential/plane wave basis set framework is adapted for this use. Derivatives of the excited state energy are derived from a Lagrangian formulation [28] and applied to nuclear gradients within the Tamm-Dancoff approximation [29, 30] .
II. THEORY
Time-dependent density functional theory has been reviewed by Gross et al. [31] and Casida [2, 3] . The reader is referred to these articles for the foundations and further details of the theory. In the following the basic equations are given as starting point for the derivation of the algebraic formulas needed for the implementation of the methods within the present framework, i.e. finite set of orthonormal basis functions independent of atomic positions.
A. Time-dependent Kohn-Sham (TDKS) method
Like in the Kohn-Sham (KS) formulation of ground state density functional theory, the density n(r, t) of N interacting electrons in a time-dependent external potential V ext (r, t) is written in terms of single-particle wave functions {Φ i (r, t)}. For the case of spin-dependent KS theory we have
where σ = {α, β} labels spin and N = N α + N β . The KS orbitals {Φ(r, t)} have to fulfill an orthonormality constraint
The KS orbitals satisfy the time-dependent KS equations
where V σ eff is the local, single-particle potential usually written as
The exchange-correlation potential V xc is defined as the functional derivative of the exchange-correlation action A xc , which will be used in the adiabatic approximation [32] and 3 further approximated by the exchange-correlation functional E xc from time-independent KS theory.
B. Linear response and excitation energies in TDKS Consider a system described in the ground state by the KS orbitals {Φ
{0}
i } and the KS potential V eff (r). The corresponding KS equations are
where F is the KS Hamiltonian
and the matrix of Lagrange multipliers
The ground state density is defined by
The effect of a harmonic perturbation of frequency ω δV (r, t) = δV
on this system is described to first order by
where δV SCF is the linear response of the self-consistent field to the change in the charge density δn σ (in the frequency domain)
The functions {Φ {±} i } are the linear response orbitals and can be chosen orthogonal to the subspace of the ground state orbitals
This choice corresponds to the parallel transport gauge in time-independent density functional perturbation theory. The self-consistent field response is calculated from the definition of the KS potential
Using results from time-dependent perturbation theory one arrives at the coupled perturbed
KS equations
Nσ i,j=1
where Q σ is the projector on the subspace of unperturbed unoccupied states
The evaluation of Eq. (15) . The unoccupied space is only referenced through the projectors Q σ . In addition, the KS orbitals don't have to be in canonical form. This form of the coupled perturbed KS equations has long been recognized as essential in the applications of plane wave based algorithms in density functional perturbation theory [24] .
Excitation energies are determined as poles of the response functions [2] leading to a singular Eq. (15) . Therefore, the excitation energies are the solutions to the equations
Note that the Eqs. (15) and (17) for Φ {±} iσ are each coupled through the definition of δV SCF .
C. Basis set expansion
Expanding the ground state KS orbitals and the linear response orbitals in an orthogonal finite basis set {ϕ p (r)}
5 defines the expansion coefficients {c {0} piσ } and {c
For the remainder of this paper sums over orbital indices i, j, k, . . . run over the range Using the basis set expansion the operators in Eqs. (17) are cast into matrix form
It is convenient to introduce the new coefficients x and y
In the absence of magnetic fields the orbitals can be chosen to be real, therefore n 
Eqs. (28, 29) can be cast into the form of a non-Hermitian eigenvalue equation with eigenvalues ω 2 and left and right eigenvectors y and x, respectively
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The (super-) operators A and B in Eqs. (30, 31) are defined as
where K is the response kernel in the basis set representation
Note that both operators A and B are also projectors on the virtual states and therefore the orthogonality constraint for the solution vectors is fulfilled by construction.
D. Tamm-Dancoff approximation
The Tamm-Dancoff approximation (TDA) [29] leads to the CIS method [33] within time- The TDA is recovered most easily by setting c {+} uiσ = 0 and therefore x = −y in Eq. (28) qj
or in super-operator form
Eq. (36) is a Hermitian eigenvalue equation that is related to the extended energy functional
L TDA is variational in x and ω and Eq. (36) is obtained from the variation w.r.t. x † .
E. Nuclear forces
The calculation of nuclear forces has a long tradition in quantum chemistry [35] . Special techniques have been developed for the cases of non-variational energy expressions. The
Lagrangian method [28] allows for the most compact derivation and will be applied in the following section. The derivative of the total energy of an excited state w.r.t. an external
where E KS is the Kohn-Sham energy and E TDA the TDA excitation energy, has to be calculated taking into account all constraints of the wavefunction parameters. The Lagrangian function that is variational in all wavefunction parameters is
where L KS is the Lagrange function of the time-independent Kohn-Sham equations,
L TDA was defined in Eq. It is now assumed that the ground state orbitals are optimized KS orbitals and that x are a solution to Eq. (36) . Then the derivative of L total w.r.t. η is
In Eq. (41) it was assumed that the orthogonality and normalization constraints for the KS and response orbitals is independent from the parameter η. This is true for plane wave basis sets for all of the most important types of perturbations, especially for nuclear displacements.
Using the properties of the target basis set and assuming that η represents a nuclear displacement, Eq. (41) can be further specialized
8 where B (η) = 0 has been used. This holds again due to the special properties of plane waves.
However, if an exchange-correlation functional with non-linear core corrections is used, there will be a contribution from B (η) that is easily added to Eq. (42) . The derivative of the TDA energy can be further simplified
Introducing the density matrices P (x) and P (z)
and the corresponding densities n (x) σ and n (z) σ the total force can be written in compact form as
What still needs to be done is the calculation of the Lagrange multipliers Z. They can be determined from the stationarity condition of the total Lagrange function [Eq. (39)] w.r.t.
variations of the KS orbitals, ∂L total ∂c {0} = 0 .
Making again use of the fact that the derivatives are taken at the point of optimized KS orbitals one arrives at a system of linear equations for
Eq. (48) has the same form as the coupled perturbed KS equations from static density functional perturbation theory. It only differs from these equations by its right hand side u to be derived below. From Eq. (48) it also becomes clear that Z fulfills the same orthogonality constraint as a linear response orbital
9 and therefore has the correct number of degrees of freedom. Eq. (48) is know as the HandySchaefer Z vector equation [36] . The vector u is calculated from
Special care has to be taken to include the projections on the virtual states correctly. The final result is
where W (2) is the matrix representation of the potential from the third functional derivative of the exchange-correlation energy
III. EXAMPLE CALCULATIONS
Calculations of excited state geometries and harmonic vibrational spectra of formaldehyde have been performed. This molecule was chosen as it has been extensively used as a benchmark in excited state calculations at various levels of theory.
The methods described in the previous section have been implemented into the CarParrinello molecular dynamics code CPMD [37] However, the optimized geometry in this state doesn't show this pathology. Deviations from the MR-CI values are slightly larger than for the other states but still within acceptable range. That the asymptotic behavior of the functional only affects the excitation energy, not the optimized geometries was already found in Ref. [50] . The only noticeable differences in the optimized TDA and TDDFT structures are for the out-of-plane dihedral angles of the It was verified by an independent calculation that this is a feature of the PBE functional and not due to the pseudo potentials or plane wave basis set. However, for the Rydberg 1 B 2 state the same vibrations are too large by about 100 cm −1 . If this is due to the TDA can not be concluded from the present calculation. There is one other vibration where the TDA calculation results in a substantially higher frequency than the corresponding TDDFT calculations. The CH 2 rocking mode (ν 2 ) of the n − π * state is overestimated by 250 cm −1 .
However, the experimental value for this vibration, including anharmonicity effects, is lying in between the calculated TDDFT and TDA values.
Compared to other theoretical methods and experimental values an overall good agreement for the structural features of three excited states of formaldehyde was achieved with the TDA within the pseudo potential/ plane wave framework. However, calculations on more systems and a wider set of excited states have to be performed to verify this.
The methods presented in this paper will serve as a starting point for many different applications. The use of a plane wave basis set allows for an easy extension to the condensed phase. The application of TDDFT within solid state theory is by no means trivial [23] and a lot of work needs to be done. However, for special applications like localized excitations of molecules in solution the current theoretical status should be sufficient and allow for interesting applications. In addition, the use of TDDFT methods in QM/MM frameworks [52, 53] is straightforward, at least for the calculation of vertical excitation energies.
APPENDIX A: FORCES IN THE PLANE WAVE/PSEUDOPOTENTIAL FRAMEWORK
Plane waves are defined with respect to a periodic computational box with volume Ω
where G p denotes a reciprocal lattice vector. A basis set comprises all plane waves with a kinetic energy smaller than a given energy cutoff
In order to keep the basis set at a manageable size, pseudo potentials have to be used to remove highly localized core orbitals. For computational reasons the pseudo potentials are used in a fully separable form. Within this framework the Kohn-Sham matrix reads
where the local potential is
with V pp loc the local pseudopotential functions, S I (G) = exp[−iG · R I ] the structure factor and n tot the sum of the electron density and the nuclear compensation charges,
The Kohn-Sham matrix depends on the nuclear positions only through the structure factors S I . The derivative of S I w.r.t. to R I is easily calculated in reciprocal space
Therefore the derivatives of the Kohn-Sham matrix can be written as (using
All densities (n, n {1} , n (x) , n (z) ) can be calculated efficiently using standard Fourier transform techniques. The potentials are calculated either on the corresponding real space grid or in Fourier space.
APPENDIX B: DERIVATIVES OF THE EXCHANGE-CORRELATION FUNC-TIONAL
The algorithms presented need higher derivatives of the exchange-correlation energy to be calculated. This leads to complicated but manageable expressions in the case of gradient corrected functionals. In plane wave calculations it is common usage to evaluate the exchange-correlation energy and potentials on the same real space grid as used in Fourier transforms. Even for the standard potential care has to be taken as not to introduce high Fourier components in intermediate quantities. This problem is even worse for the higher derivatives needed in TDKS. However, as mentioned in Ref. [49] the necessary potentials can also be calculated using finite difference techniques. This can be done efficiently as the potentials are only needed along the linear response density.
The potentials needed in the force calculation of the Tamm-Dancoff energy surface are
and W
σ (r) = τ,κ dr dr δ 3 E xc δn σ (r)δn τ (r )δn κ (r ) n {0} n {1} τ (r )n {1} κ (r ) .
Finite difference approximations to W (1) and W (2) can be calculated using central difference
Numerical tests have shown that stable results can be achieved with = 5 · 10 −4 with a three point formula for W (1) (a k = 1, 0, 1 for k = −1, 0, 1) and a five point formula for W 
