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BETTI NUMBERS OF TORIC IDEALS OF GRAPHS: A CASE STUDY
FEDERICO GALETTO, JOHANNES HOFSCHEIER, GRAHAM KEIPER, CRAIG KOHNE,
MIGUEL EDUARDO URIBE PACZKA, AND ADAM VAN TUYL
Abstract. We compute the graded Betti numbers for the toric ideal of a family of
graphs constructed by adjoining a cycle to a complete bipartite graph. The key observa-
tion is that this family admits an initial ideal which has linear quotients. As a corollary,
we compute the Hilbert series and h-vector for all the toric ideals of graphs in this family.
1. Introduction
Let G be any finite simple graph with edge set E(G) = {e1, . . . , eq} and vertex set
V (G) = {x1, . . . , xn}. We define the polynomial rings k[V (G)] = k[x1, . . . , xn] and
k[E(G)] = k[e1, . . . , eq] for any field k, and the ring homomorphism
φG : k[E(G)]→ k[V (G)] by ei 7→ xjxk if ei = {xj, xk}.
The kernel of the map φG, denoted by IG = ker(φG), is called the toric ideal associated
with the graph G. It is well-known that IG is a homogeneous ideal generated by binomials
(see [9, Prop. 5.19]), and in particular, the generators of IG correspond to closed even
walks in G (see [24], and [20, 23] for a detailed analysis of the minimal generators).
Associated with IG ⊆ R = k[E(G)] is aminimal graded free resolution of the form:
0→
⊕
j
R(−j)βl,j(IG) →
⊕
j
R(−j)βl−1,j(IG) → · · · →
⊕
j
R(−j)β0,j(IG) → IG → 0
where l ≤ q and R(−j) is the free R-module obtained by shifting the degrees of R by j
(i.e., so that R(−j)a = Ra−j). The number βi,j(IG) is called the i, j-th graded Betti
number of IG and equals the number of minimal generators of degree j in the i-th syzygy
module of IG. Ideally, we would like to determine βi,j(IG) directly from a description of
G. A non-exhaustive list of papers that have worked towards a dictionary between the
invariants of the minimal resolution and G includes [1, 2, 7, 8, 10, 13, 14, 16, 18, 20, 24].
However, given that it can be difficult to enumerate the minimal generators of IG, i.e.,
the numbers β0,j(IG), a general solution to this problem is currently unknown.
Given the difficulty of finding βi,j(IG) for arbitrary graphs, one is led to study restricted
families. In this paper we carry out a case study of a special family of graphs, and we show
that for this family, we can determine all of the graded Betti numbers of the corresponding
toric ideal. In particular, we focus on a family of graphs, denoted Gr,d, that is constructed
from the complete bipartite graph K2,d with d ≥ 2, and joining the two vertices of degree
2000 Mathematics Subject Classification. 13D02, 13P10, 14M25, 05E40.
Key words and phrases. Toric ideals, graphs, graded Betti numbers, Hilbert series, Gro¨bner bases.
Version: November 7, 2018.
1
2 F. GALETTO, J. HOFSCHEIER, G. KEIPER, C. KOHNE, M. PACZKA, AND A. VAN TUYL
x1 x2
y1 y2 y3 y4 y5
z1
z2
z3
a1 a2 a3 a4
a5
b1 b2 b3
b4 b5
e1
e2
e4
e3
Figure 1. Illustration of G3,5
d with an even path of length 2r− 2 with r ≥ 3 (see Figure 1 for the graph G3,5). These
graphs are especially interesting with regard to Stanley’s conjecture which asks whether
any graded Cohen-Macaulay domain has a unimodal h-vector. We refer to Remark 4.4
for further details and references. From this point of view the graphs Gr,d are appealing
because the associated Cohen-Macaulay domains k[E(G)]/IG have h-vector (1, d, . . . , d)
(see Theorem 4.3). The question now is whether one can modify the very tractable graphs
Gr,d in such a way that the associated Cohen-Macaulay domain is still normal, but its
h-vector is no longer unimodal. The quest for such examples is an active area of research
in Ehrhart theory and similar approaches have been already made (see [4]).
To compute the graded Betti numbers, we find a monomial order such that the corre-
sponding initial ideal J = in(IGr,d) is a square-free monomial ideal. We exploit the fact
that βi,j(IGr,d) ≤ βi,j(J), and that for all Gr,d, the ideal J has linear quotients whose
graded Betti numbers can be computed using [21].
The approach of using the initial ideal was also employed in [2]; we hope this case study
further illustrates the usefulness of this technique to compute (or bound) graded Betti
numbers of toric ideals, especially since we know of very few families of graphs where we
know all the values βi,j(IG). Our work is in the spirit of Conca and Varbaro’s paper [6]
which shows that many of the homological invariants of an ideal are related to its initial
ideal if the initial ideal is square-free. Note that our special family can give us some partial
insight into the graded Betti numbers of IG for more general graphs. In particular, if Gr,d
is an induced subgraph of G, we can apply work of Beyarslan, Ha`, and O’Keefe [1] to
show βi,j(IGr,d) ≤ βi,j(IG); Theorem 4.1 uses this inequality to give lower bounds on the
Castelnuovo-Mumford regularity and projective dimension for any toric ideal IG.
We have organized the paper as follows. In Section 2, we recall the necessary prelimi-
naries. In Section 3, we provide an explicit formula for the graded Betti numbers of the
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toric ideal of the graphs Gr,d (see Theorem 3.9). Finally, in Section 4, among other things,
we compute the Hilbert series for the ring k[E(Gr,d)]/IGr,d (see Theorem 4.3).
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2. Background
We recall the relevant graph theory and commutative algebra background.
2.1. Simple graphs, walks, and binomials. Let G be a graph with vertex set V (G) =
{x1, ..., xn} and edge set E(G) = {e1, ..., eq}. For each edge ei there is an associated pair
of distinct vertices {xi1 , xi2}; we will use ei and {xi1 , xi2} interchangeably. All graphs are
assumed to be finite simple graphs, i.e., |V (G)| < ∞ and there is at most one edge
between any pair of vertices.
A walk W of length r is a sequence of edges W = ({v0, v1}, {v1, v2}, . . . , {vr−1, vr}),
where the vj are vertices in V (G) and the {vj , vj+1} are the edges connecting vj and vj+1.
A walk is a closed walk if v0 = vr, and it is an even walk if r is even. We say a closed
walk W = (e0, e1, . . . , er−1) is a minimal closed walk if no two consecutive (modulo r)
edges are equal.
The generators of the toric ideal of IG are binomials that can be described in terms of
closed even walks in G. Specifically, if W = ({v0, v1}, {v1, v2}, . . . , {v2s−1, v2s = v0}) is a
closed even walk, we associate with W the binomial
fW =
s∏
j=1
e2j−1 −
s∏
j=1
e2j ∈ k[e1, . . . , eq]
where ej = {vj−1, vj} for 1 ≤ j ≤ 2s. A binomial f = u − v ∈ IG is called a primitive
binomial if there is no other binomial g = u′ − v′ ∈ IG such that u
′|u and v′|v. A
closed even walk W of G is a primitive walk if its associated binomial fW is a primitive
binomial. The following observation will be useful in the sequel.
Theorem 2.1. [9, Proposition 5.19] Let G be a finite simple graph. Then the set of
primitive walks in G is a Gro¨bner basis of IG with respect to any monomial ordering.
The next lemma follows directly from the definitions.
Lemma 2.2. Let G be a finite simple graph.
(i) All primitive walks of G are minimal walks.
(ii) A closed even walk W of G which can be expressed as two consecutive closed even
walks, i.e.,
W = ({x1,1, x1,2}, {x1,2, x1,3}, . . . , {x1,n, x1,1}, {x2,1, x2,2}, {x2,2, x2,3}, . . . , {x2,m, x2,1})
with x1,1 = x2,1, is not primitive.
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2.2. Linear quotients, initial ideals, and Hilbert series. We recall some general
results about homogeneous ideals I in a polynomial ring S = k[z1, . . . , zn]. Ideals with
linear quotients, which play a key role in our main theorem, were introduced by Herzog
and Takayama [12]; a more general definition can be found in Sharifan and Varbaro [21].
Definition 2.3. Let I ⊆ S be a homogeneous ideal with an ordered minimal set of
homogeneous generators {f1, . . . , fm}. Then I has linear quotients with respect to
{f1, . . . , fm} if each ideal quotient 〈f1, . . . , fj−1〉 : 〈fj〉 for j = 2, ..., m is generated by
linear forms.
When I has linear quotients, the graded Betti numbers are a function of the number
of generators of the ideal quotients.
Theorem 2.4 ([21, Corollary 2.7]). Let I ⊆ S be a homogeneous ideal with linear quotients
with respect to f1, . . . , fm where {f1, . . . , fm} is a minimal system of homogeneous genera-
tors for I. Let np be the minimal number of homogeneous generators of 〈f1, . . . , fp−1〉 : 〈fp〉
for p = 1, . . . , m. Then
βi,i+j(I) =
∑
1≤p≤m, deg(fp)=j
(
np
i
)
.
Fix a monomial order < on the ring S. If I is any homogeneous ideal, then the initial
ideal of I, denoted in<(I) (or in(I) if < is clear), is the monomial ideal generated by the
initial terms of the elements of I. We shall need the following result:
Theorem 2.5 ([19, Theorem 22.9]). Fix any monomial order < on S. If I ⊆ S is a
homogeneous ideal, then βi,j(I) ≤ βi,j(in<(I)) for all i, j ≥ 0.
For a homogeneous ideal I ⊆ S, the Hilbert series of S/I is the generating function
HSS/I(t) =
∞∑
i=0
dimk(S/I)it
i =
Q(t)
(1− t)d
where Q(t) ∈ Z[t], d = dimS/I, and dimk(S/I)i is the dimension of the i-th graded piece
of S/I. If Q(t) = h0+h1t+ · · ·+hrt
r, then the h-vector is of S/I is h = (h0, . . . , hr). The
next lemma allows to deduce when I and in<(I) have the same graded Betti numbers.
Lemma 2.6. Fix any monomial order < on S. Let I ⊆ S be a homogeneous ideal, and
let J = in<(I). Suppose that there exists an integer k such that βi,i+j(I) = βi,i+j(J) for
all i and all j 6= k. Then we also have βi,i+k(I) = βi,i+k(J) for all i ≥ 0.
Proof. Let bi,i+j = βi,i+j(I) and ci,i+j = βi,i+j(J). The ideals I and J have the same
Hilbert series (see [9, Proposition 4.29]), which can be expressed in terms of their graded
Betti numbers via the formulas (see [9, Proposition 4.27]):
HSS/I(t) =
∑
i(−1)
i
(∑
j bi,i+jt
i+j
)
(1− t)n
, and HSS/J(t) =
∑
i(−1)
i
(∑
j ci,i+jt
i+j
)
(1− t)n
.
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Our hypotheses imply that bi,i+j = ci,i+j for all i and j if j 6= k. Since HSR/I(t) =
HSR/J(t), after this substitution and simplifying, we arrive at∑
i
(−1)ibi,i+kt
i+k =
∑
i
(−1)ici,i+kt
i+k.
Comparing the coefficients on both sides gives the desired identity. 
3. The family of graphs Gr,d and their toric ideals
We now define the family of graphs Gr,d which will be the focus of our case study. Given
positive integers r ≥ 3 and d ≥ 2, the graph Gr,d has vertex set
V (Gr,d) = {x1, x2, y1, . . . , yd, z1, . . . , z2r−3}
and edge set
E(Gr,d) = {{xi, yj} | 1 ≤ i ≤ 2, 1 ≤ j ≤ d} ∪ {{x1, z1}, {x2, z2r−3}}
∪ {{zi, zi+1} | 1 ≤ i ≤ 2r − 4}.
We label the edges of Gr,d as follows. Let e1 = {x1, z1}, e2r−2 = {z2r−3, x2} and for
i ∈ {2, . . . , 2r − 3} let ei = {zi−1, zi}. For i ∈ {1, . . . , d} let ai = {x1, yi} and bi =
{x2, yi}. Informally, the graph Gr,d is the complete bipartite graph K2,d (the graph with
V (K2,d) = {x1, x2, y1, . . . , yd} and E(K2,d) = {{xi, yj} | 1 ≤ i ≤ 2, 1 ≤ j ≤ d})) where
we have added a path of length 2r − 2 between the two vertices of degree d in K2,d. See
Figure 1 in the introduction for the graph G3,5 equipped with our labelling.
Remark 3.1. It is prudent to discuss the boundary cases. Note that if r = 1, 2 or if
d = 1, then we can still define Gr,d. If r = 1, then we are adding a path of length zero to
K2,d, and thus G1,d = K2,d. If r = 2, then G2,d = K2,d+1. Since the graded Betti numbers
of IK2,d are known (and we will give a new proof) we can assume throughout that r ≥ 3.
Furthermore, if d = 1, then Gr,1 is a cycle of length of 2r if r ≥ 2, or G1,1 = K2,1. In the
first case, IGr,1 is a principal ideal whose Betti numbers are again known. In the second
case, IG1,1 = 〈0〉. We can thus restrict our discussion to r ≥ 3 and d ≥ 2.
We can give an explicit description of the primitive walks of Gr,d. Note that we say
two closed even walks W = (e0, . . . , e2s−1) and W
′ = (e′0, . . . , e
′
2s−1) are equivalent up to
a circular permutation if there exists an i such that ej = e
′
j+i (or ej = e
′
(2s−j)+i if the
cycle is in the reverse order) for all j where j + i (or (2s− j) + i) is taken modulo 2s.
Lemma 3.2. Fix integers r ≥ 3, d ≥ 2. Let W be a primitive walk of Gr,d. Then, up to
a circular permutation, W is of one of the following:
(i) W = (ai, bi, bj , aj) where 1 ≤ i < j ≤ d, or
(ii) W = (ai, e1, e2, . . . , e2r−2, bi) where 1 ≤ i ≤ d.
Proof. Observe that if we delete x1 or x2 from Gr,d, then we are left with a tree. Any
closed even walk on a tree is not minimal and cannot be primitive by Lemma 2.2. This
means W must pass through x1 and x2. Further, W must pass through x1 and x2 exactly
once, otherwise W can be expressed as two consecutive closed even walks, and so it is
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not primitive by Lemma 2.2. We can determine W by selecting two edges adjacent to x1.
Since W is minimal, the selected edges must be distinct. There are two cases.
In the first case, we select edges {ai, aj} adjacent to x1 where i 6= j. Then a primitive
walk passing through x1 and x2 exactly once is of the form (ai, bi, bj , aj). In the second
case, we select edges {ai, e1} adjacent to x1. Then a primitive walk passing through x1
and x2 exactly once is of the form (ai, e1, e2, . . . , e2r−2, bi).
This describes the primitive walks of Gr,d up to a circular permutation. 
Corollary 3.3. Fix integers r ≥ 3 and d ≥ 2. A Gro¨bner basis for IGr,d with respect to
any monomial ordering is given by
{aibj − biaj | 1 ≤ i < j ≤ d} ∪ {aie2e4 · · · e2r−2 − bie1e3e5 · · · e2r−3 | 1 ≤ i ≤ d}.
Proof. This corollary follows from Theorem 2.1 and Lemma 3.2. Note that while The-
orem 2.1 specifies all primitive walks, if W and W ′ are two primitive walks that are
equivalent up to circular permutation, then fW ∈ IG if and only if fW ′ ∈ IG. 
Remark 3.4. Note that the set {(ai, bi, bj , aj) | 1 ≤ i < j ≤ d} is the set of all primitive
walks, up to circular permutation, of the complete bipartite graph K2,d. By Theorem 2.1
the set {aibj − biaj | 1 ≤ i < j ≤ d} is a Gro¨bner basis of the toric ideal IK2,d with respect
to any monomial order.
Let > denote the graded reverse lex order on the polynomial ring k[a1, . . . , ad, b1, . . . , bd,
e1, . . . , e2r−2] where the variables are ordered in the following way:
a1 > · · · > ad > e1 > · · · > e2r−2 > b1 > · · · > bd.
Going forward, we let in(IGr,d) denote the initial ideal of IGr,d with respect to >. Let Gr,d
denote the unique minimal generating set of in(IGr,d). It follows from Corollary 3.3 that
Gr,d = Fd ∪Hr,d where
Fd = {aibj | 1 ≤ j < i ≤ d} and Hr,d = {aie2e4 · · · e2r−2 | 1 ≤ i ≤ d}.
Each monomial of Fd has degree two and each monomial of Hr,d has degree r. Also
|Gr,d| = |Fd|+ |Hr,d| =
(
d
2
)
+ d =
(
d+ 1
2
)
=
d(d+ 1)
2
.
Our immediate goal is to show that in(IGr,d) has linear quotients. We order the gen-
erators in Gr,d from least to greatest using the graded reverse lex order, and write these
elements as m1, . . . , m d(d+1)
2
. That is,
Fd = {m1, . . . , m d(d−1)
2
}
= { adbd−1︸ ︷︷ ︸
bd−1 as factor
, adbd−2, ad−1bd−2,︸ ︷︷ ︸
bd−2 as factor
adbd−3, ad−1bd−3, ad−2bd−3︸ ︷︷ ︸
bd−3 as factor
, . . . , adb1, ad−1b1, . . . , a2b1︸ ︷︷ ︸
b1 as factor
},
and
Hr,d = {m d(d−1)
2
+1
, . . . , m d(d+1)
2
} = {ade2 · · · e2r−2, ad−1e2 · · · e2r−2, . . . , a1e2 · · · e2r−2}.
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Example 3.5. We illustrate some of the above ideas using the graph G3,5 (see Figure 1).
A Gro¨bner basis for IG3,5 is given by
{a5b4 − b5a4, a5b3 − b5a3, a4b3 − b4a3, a5b2 − b5a2, a4b2 − b4a2,
a3b2 − b3a2, a5b1 − b5a1, a4b1 − b4a1, a3b1 − b3a1, a2b1 − b2a1,
a5e2e4 − b5e1e3, a4e2e4 − b4e1e3, a3e2e4 − b3e1e3, a2e2e4 − b2e1e3, a1e2e4 − b1e1e3}.
Using the graded reverse lex order, in(IG3,5) is generated by the elements of G3,5:
{a5b4, a5b3, a4b3, a5b2, a4b2, a3b2, a5b1, a4b1, a3b1, a2b1, a5e2e4, a4e2e4, a3e2e4, a2e2e4, a1e2e4},
which we have ordered from smallest to largest.
Theorem 3.6. Fix integers r ≥ 3 and d ≥ 2. Then in(IGr,d) has linear quotients with
respect to {m1, . . . , m d(d+1)
2
}. Furthermore
(n1, . . . , n d(d+1)
2
) = (0, 1, 1︸︷︷︸
2
, 2, 2, 2︸ ︷︷ ︸
3
, . . . , d− 2, d− 2, . . . , d− 2︸ ︷︷ ︸
d−1
, d− 1, d− 1, . . . , d− 1︸ ︷︷ ︸
d
)
where np is the number of minimal number of generators of 〈m1, . . . , mp−1〉 : 〈mp〉.
Proof. Let I(p) = 〈m1, . . . , mp−1〉 : 〈mp〉, for p ∈ {2, . . . ,
d(d+1)
2
}. A generating set of I(p)
is given by:
I(p) =
〈
LCM(m1, mp)
mp
,
LCM(m2, mp)
mp
, . . . ,
LCM(mp−1, mp)
mp
〉
.
We show that this generating set consists of linear forms. We consider four cases depending
on the form of mp.
Case 1: If mp = adbj , then
I(p) = 〈adbd−1, . . . , adbj+1, . . . , ajbj+1〉 : 〈adbj〉 = 〈bd−1, . . . , bj+1〉.
Case 2: If mp = aj+1bj with j + 1 < d, then
I(p) = 〈adbd−1, adbd−2, ad−1bd−2, . . . , adbj , . . . , aj+2bj〉 : 〈aj+1bj〉 = 〈aj+2, . . . , ad〉.
Case 3: If mp = aibj with i− j ≥ 2 and i < d, then
I(p) =〈adbd−1, adbd−2, . . . , adbj , . . . , ai+1bj〉 : 〈aibj〉 = 〈ad, . . . , ai+1, bi−1, . . . , bj+1〉.
Case 4: If mp = aie2e4 · · · e2r−2 for 1 ≤ i ≤ d, then
I(p) =〈adbd−1, adbd−2, ad−1bd−2, . . . adb1, ad−1b1, . . . , a2b1,
ade2e4 · · · en−2, . . . , ai+1e2e4 · · · e2r−2〉 : 〈aie2e4 · · · e2r−2〉
=


〈ad, . . . , a2〉 for i = 1
〈ad, . . . , ai+1, bi−1, . . . , b1〉 for 1 < i < d
〈bd−1, bd−2, . . . , b1〉 for i = d
From the four cases, we see that in(IGr,d) has linear quotients.
Let np be the number of minimal generators for I(p) as computed above. In Cases 1-3,
we have np = d− j − 1 where j is the subscript of the b-variable, and in Case 4, we have
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np = d− 1. From our order of m1, . . . , m d(d−1)
2
, the first d(d−1)
2
generators, the subscript j
of the b-variable follows the order
d− 1, d− 2, d− 2︸ ︷︷ ︸
2
, d− 3, d− 3, d− 3︸ ︷︷ ︸
3
, . . . , 1, 1, 1, . . . , 1︸ ︷︷ ︸
d−1
.
The statement now follows. 
Theorem 3.7. Fix integers r ≥ 3 and d ≥ 2. The graded Betti numbers of in(IGr,d) are:
βi,i+2(in(IGr,d)) = (i+ 1)
(
d
i+ 2
)
for 0 ≤ i ≤ d− 2,
βi,i+r(in(IGr,d)) = d
(
d− 1
i
)
for 0 ≤ i ≤ d− 1,
and βi,i+j(in(IGr,d)) = 0 everywhere else.
Proof. Theorem 3.6 shows in(IGr,d) has linear quotients with respect to the ordered set
{m1, . . . , m d(d+1)
2
}. By Theorem 2.4, βi,i+j(in(IGr,d)) 6= 0 only if j ∈ {2, r}.
We now consider the case j = 2. By Theorem 3.6 the first d(d−1)
2
degree two generators
satisfy (n1, . . . , n d(d−1)
2
) = (0, 1, 1, 2, 2, 2, . . . , d− 2, d− 2, . . . , d− 2︸ ︷︷ ︸
d−1
). By Theorem 2.4 it
follows that:
βi,i+2(in(IGr,d)) =
d(d−1)
2∑
p=1
(
np
i
)
=
(
0
i
)
+ 2
(
1
i
)
+ 3
(
2
i
)
+ . . .+ (d− 1)
(
d− 2
i
)
=
d−1∑
q=1
q
(
q − 1
i
)
= (i+ 1)
d−1∑
q=1
(
q
i+ 1
)
= (i+ 1)
(
d
i+ 2
)
.
The second-to-last equality follows from the identity k
(
a
k
)
= a
(
a−1
k−1
)
, and the last equality
follows from the identity
∑a
j=1
(
j
b
)
=
(
a+1
b+1
)
for b > 0.
When j = r, there are d degree r generators each with np = d− 1, so we obtain:
βi,i+r(in(IGr,d)) =
d(d+1)
2∑
p=
d(d−1)
2
+1
(
np
i
)
= d
(
d− 1
i
)
.
This now completes the proof. 
We can now give a new proof of [2, Theorem 5.1].
Corollary 3.8. Let K2,d be the complete bipartite graph with d ≥ 2. Then in(IK2,d) has
linear quotients, and the graded Betti numbers of IK2,d are given by:
βi,i+2(IK2,d) = βi,i+2(in(IK2,d)) = (i+ 1)
(
d
i+ 2
)
for 0 ≤ i ≤ d− 2,
and βi,i+j(IK2,d) = 0 everywhere else.
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Proof. By Remark 3.4, {aibj − biaj | 1 ≤ i < j ≤ d} is a Gro¨bner basis of the toric ideal
IK2,d for any monomial order, so that in(IK2,d) = 〈Fd〉. By repeating the arguments of
Theorems 3.6 and 3.7, using only the members of Fd, in(IK2,d) has linear quotients and
graded Betti numbers:
βi,i+2(in(IK2,d)) = (i+ 1)
(
d
i+ 2
)
for 0 ≤ i ≤ d− 2,
and βi,i+k(in(IK2,d)) = 0 for all k 6= 2. By Theorem 2.5, βi,i+k(IK2,d) = βi,i+k(in(IK2,d)) = 0
for all k 6= 2. If we apply Lemma 2.6, we get βi,j(IK2,d) = βi,j(in(IK2,d)) for all i, j ≥ 0. 
We now come to our main theorem.
Theorem 3.9. Fix integers r ≥ 3 and d ≥ 2. Then
βi,i+j(IGr,d) = βi,i+j(in(IGr,d)) for all i, j ≥ 0.
In particular, βi,i+j(IGr,d) can be computed using Theorem 3.7.
Proof. By Theorems 2.5 and 3.7, we have βi,i+j(IGr,d) = βi,i+j(in(IGr,d)) = 0 for all j 6= 2, r.
By Remark 3.4, IK2,d = 〈aibj − biaj | 1 ≤ i < j ≤ d〉. By Corollary 3.3, the generators
of IK2,d are the same as the degree two generators of IGr,d. Because both IK2,d and IGr,d
have no linear generators, we have βi,i+2(IGr,d) = βi,i+2(IK2,d) for all i ≥ 0, i.e., they have
the same linear strand. By Theorems 3.7 and 3.8, βi,i+2(in(IGr,d)) = βi,i+2(IK2,d), which
gives βi,i+2(IGr,d) = βi,i+2(in(IGr,d)) for all i ≥ 0. The conclusion now follows by applying
Lemma 2.6 since we have shown that βi,i+j(IGr,d) = βi,i+j(in(IGr,d) for all j 6= r. 
4. Consequences
In this section we record some consequences of Theorem 3.9.
We first deduce some bounds on the regularity and projective dimension for the toric
ideal of any graph G using Theorem 3.9. The (Castelnuovo-Mumford) regularity
of any ideal I is defined to be reg(I) = max{j − i | βi,j(I) 6= 0}, while the projective
dimension is pdim(I) = max{i | βi,j(I) 6= 0}. Recall that H is an induced subgraph
of G if there exits a subset W ⊆ V (G) such that H = (W,E(W )) where E(W ) = {e ∈
E(G) | e ⊆ W}.
Theorem 4.1. Let G be a graph, and suppose that G has an induced subgraph of the form
H = Gr1,d1 ⊔Gr2,d2 ⊔ · · ·⊔Grs,ds, i.e., s disjoint subgraphs of the form Gr,d with r ≥ 3 and
d ≥ 2. Then
(i) reg(IG) ≥ r1 + · · ·+ rs − s+ 1, and
(ii) pdim(IG) ≥ d1 + · · ·+ ds − 1.
Proof. By Theorem 3.9, reg(IGr,d) = r and pdim(IGr,d) = d − 1. Now apply [1, Theorem
3.7]. 
Next, we show that R/IGr,d is Cohen-Macaulay.
Theorem 4.2. Fix integers r ≥ 3 and d ≥ 2, and let R = k[E(Gr,d)]. Then R/IGr,d is a
Cohen-Macaulay ring with Krull dimension dim(R/IGr,d) = d+ 2r − 2.
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Proof. By Corollary 3.3 the initial ideal of IGr,d with respect to any monomial order is
a square-free monomial ideal. A result of Sturmfels [23, Proposition 13.15] implies that
R/IGr,d is normal, so thus by a result of Hochster (see [15, 10] or [9, Theorem 5.17]),
R/IGr,d is a Cohen-Macaulay ring.
Since R/IGr,d is Cohen-Macaulay, the Auslander-Buchsbaum formula [5, Section 1.3]
implies dim(R/IGr,d) = dim(R) − pdim(R/IGr,d). Here the Krull dimension of R equals
the number of edges in Gr,d, i.e., dim(R) = 2d + 2r − 2. Since pdim(R/IGr,d) = d by
Theorem 4.1, the conclusion now holds. 
We can also use Theorem 3.9 to compute the Hilbert series of k[E(Gr,d)]/IGr,d.
Theorem 4.3. Fix integers r ≥ 3 and d ≥ 2, and let R = k[E(Gr,d)]. Then the Hilbert
series of R/IGr,d is
HSR/IGr,d (t) =
1 + dt+ dt2 + · · ·+ dtr−1
(1− t)d+2r−2
.
In particular, the h-vector of R/IGr,d is (1, d, . . . , d).
Proof. Recall that βi+1,j(R/IGr,d) = βi,j(IGr,d) for all i, j ≥ 0. In particular, Theorem 3.9,
also gives the graded Betti numbers of the quotient R/IGr,d, where β0,0(R/IGr,d) = 1.
By [9, Proposition 4.27] the Hilbert series satisfies
HSR/IGr,d (t) =
∑
i(−1)
i
(∑
j βi,jt
j
)
(1− t)2d+2r−2
where βi,j = βi,j(R/IGr,d). Because dim(R/IGr,d) = d + 2r − 2 by Theorem 4.2, we
must divide out (1 − t)d from the numerator to write the Hilbert series in lowest terms.
Expanding the expression in the numerator yields:
∑
i
(−1)i
(∑
j
βi,jt
j
)
= 1 +
d−1∑
i=1
(−1)i · i ·
(
d
i+ 1
)
ti+1 +
d∑
i=1
(−1)i · d ·
(
d− 1
i− 1
)
ti+r−1
= 1 +
d∑
i=1
(−1)i+1(i− 1)
(
d
i
)
ti − dtr(1− t)d−1
where we applied an index shift in the first sum. If we now apply the identity (i−1)
(
d
i
)
=
(d− 1)
(
d−1
i−1
)
−
(
d−1
i
)
we get
1 + (d− 1)
d∑
i=1
(
(−1)i+1
(
d− 1
i− 1
)
ti
)
−
d∑
i=1
(
(−1)i+1
(
d− 1
i
)
ti
)
− dtr(1− t)d−1
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= 1 + (d− 1)(1− t)d−1t+ (1− t)d−1 − 1− dtr(1− t)d−1
= (1− t)d−1[1 + (d− 1)t− dtr]
= (1− t)d−1[(1− tr) + t(d− 1)(1− tr−1)]
= (1− t)d−1[(1− t)(1 + · · ·+ tr−1) + t(d− 1)(1− t)(1 + · · ·+ tr−2)]
= (1− t)d[1 + dt+ dt2 + · · ·+ dtr−1].
The conclusion follows. 
Remark 4.4. Stanley [22, Conjecture 4] conjectured that if S is a graded Cohen-Macaulay
domain, then the h-vector of S was unimodal, i.e., there exists an index j such that
hi ≤ hi+1 for all 0 ≤ i < j and hi ≥ hi+1 for i ≥ j. Since toric ideals are always
prime, Theorem 4.2 implies that K[E(Gr,d)]/IGr,d is a graded Cohen-Macaulay domain,
and Theorem 4.3 shows that these domains satisfy Stanley’s conjecture. Note that there
is some ambiguity in the literature regarding the precise statement and status of Stanley’s
conjecture; in particular, see [17] and [3], but also refer to the appendix in the corrected
version of [3] on the arXiv (arXiv:1505.07377v3 [math.CO]).
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