Abstract. We prove the asymptotic formulas for the transition densities of isotropic unimodal convolution semigroups of probability measures on R d under the assumption that its Lévy-Khintchine exponent is regularly varying of index between 0 and 2.
Introduction
Studying the asymptotic behavior of the transition densities of Markov processes has attracted much attention for many years. One of the well-known results of such an interest originates from the twenties of the last century and provides the asymptotic behavior of the transition density p α (t, x) of the isotropic α-stable process
where
Applying the remarkable scaling property of the process X α , i.e. This statement was first proved by Pólya [17, formula (6) ] in the case d = 1 and later generalized to the multidimensional setting by Blumenthal and Getoor [5, Theorem 2.1] . Both proofs are based on Fourier analytic techniques. In [1] Bendikov used a different approach utilizing the method of subordination. With the aid of subelliptic estimates developed by G lowacki (see [10] ), analogous asymptotic formulas were obtained by Dziubański for strictly stable semigroups of measures in the case of homogeneous Lie groups, in particular R d , see [8] .
From the other side, the uniform asymptotic behavior of the heat kernel for small time and the space variable in a compact subset of R d \ {0} was established for a large class of Lévy processes in [16, 14] . Moreover, in [20] , for the real line a series expansions of the transition density as well as of the transition distribution function of Lévy processes in terms of the density and the spectral function of the Lévy measure for small time and large space argument was obtained (see also [9] ). Aforementioned results improve on the fact that the Lévy measure is a vaguely limit of transition probabilities on R d \ {0}. For the real-valued Lévy processes with a finite exponential moment the exact asymptotic behavior of distribution densities at infinity were established in [15] .
In this article we study the asymptotic properties of the isotropic unimodal Lévy processes X = (X t : t ≥ 0). Such a process has the characteristic function of the form where the Lévy-Khintchine exponent ψ is a radial function. Additionally, we assume that ψ varies regularly of index α ∈ (0, 2) at zero. Our result provides a description of the asymptotic behavior of the density function p(t, x). Namely, we show that
where the constant A d,α is given by the formula (2) (see Theorem 3). The main step in getting the asymptotic (3) is to find the asymptotic behavior of tails P |X t | ≥ r . We prove that for some positive constant
This asymptotic expression may be viewed as an uniform in time variant of the Tauberian theorem. In the proof, we interpret the asymptotic of the Laplace transform of P |X t | ≥ √ r as a prescribed distributional limit for a dense class of test functions. Then using equicontinouity of the distributions we conclude the convergence. The above technique was previously used in [2] where subordinated random walks on Z d were considered. Beside the density function we also investigate the Lévy measure of the process X. It is rather usual that ν bears an asymptotic resemblance to p t since in a vague sense ν(x) = lim t→0 + t −1 p(t, x). Therefore, from (3) we may deduce the following asymptotic behavior of ν (see Theorem 6) 
The fact that the function ψ appears both in asymptotic formulas for ν and p(t, · ) is natural from the point of view of the pseudo-differential calculus and the spectral theory. Moreover, as ψ being connected with the Fourier transform of p(t, · ), the asymptotic behavior of ψ at infinity translates into the asymptotic formulas for p(t, · ) and ν at zero. A natural question arises:
Assume that the density ν of the Lévy measure of the process X with the Lévy-Khintchine exponent ψ has the asymptotic behavior of the form (4) at infinity. Is it true that ψ has a certain prescribed behavior at zero? Surprisingly, the answer is affirmative. It turns out that ψ is necessarily regularly varying (see Theorem 6) . This interesting observation is a consequence of an application of the famous Drasin-Shea theorem [7, Theorem 6.2] .
In Subsection 4.2 we investigate the asymptotic of the potential measure provided d ≥ 3 (see Theorem 7) which allows us to prove that for some positive constantÃ d,α
where G(x) is a part of the density of the potential measure absolutely continuous with respect to Lebesgue measure (see Corollary 3). Such limit was proved in [19, Theorem 3.1 and Theorem 3.3] for a class subordinate Brownian motions governed by complete Bernstein functions using the Tauberian theorem for the potential measure of subordinator. We also prove the corresponding theorems with zero replaced by infinity and vice versa (see Theorem 2, Theorem 4, Theorem 5 and Theorem 8).
We notice that our results are expressed in the same spirit as in the paper [6] where the lower and upper bounds for the densities associated with an isotropic unimodal Lévy process were obtained. In that article the exponent ψ was assumed to satisfy the so-called weak lower/upper scaling condition. The main result therein is the equivalence between weak scaling and the common bounds for p(t, x).
A vast class of examples of isotropic unimodal Lévy processes constitute subordinate Brownian motions. For such processes we have ψ(x) = φ |x| 2 where φ is the Laplace exponent of the corresponding subordinator. In particular, φ is a Bernstein function. For instance the monograph [21] gives many cases and classes of Bernstein functions in its closing list of examples. Moreover, [3, Theorem 2.5] shows that for a given function f such that f (x) and xf ′ (x) are regularly varying of index β ∈ [0, 1) at zero, one can find a complete Bernstein function φ such that
Our results in turn imply the asymptotic formulas for the Lévy measure and the transition density of the corresponding subordinate Brownian motion. Let us observe that the symmetric α-stable processes are subordinate Brownian motions since we may take φ(λ) = λ α , α ∈ (0, 1). Thus our theorems may be regarded as significant extensions of the classical result (1) .
In the present article we covered the case when the Lévy-Khintchine exponent ψ is α-regular for α ∈ (0, 2). The corresponding results for the case α = 0 is the subject of the forthcoming paper [12] . The case α = 2 is the ongoing project.
Preliminaries
Let X = (X t : t ≥ 0) be an isotropic Lévy process in R d , i.e. X is a cádlág stochastic process with a distribution denoted by P such that X 0 = 0 almost surely, the increments of X are independent with a radial distribution p(t, · ) on R d \ {0}. This is equivalent with radiality of the Lévy measure and the Lévy-Khintchine exponent. In particular, the characteristic function of X has a form
for some η ≥ 0. We are going to abuse the notation by setting ψ(r) for r > 0 to be equal to ψ(ξ) for any ξ ∈ R d with |ξ| = r. Since the function ψ is not necessary monotonic, it is conveniently to work with ψ * defined by ψ * (u) = sup
for u ≥ 0. Let us recall that for r, u ≥ 0 (see [13, Theorem 2.7 ])
Recall that a Borel measure µ is isotropic unimodal if it is absolutely continuous on R d \ {0} with a radial and radially nonincreasing density. A Lévy process X is isotropic unimodal if p(t, ·) is isotropic unimodal for each t > 0. In Section 4 we consider a subclass of isotropic processes consisting of isotropic unimodal Lévy processes. They were characterized by Watanabe in [24] as those having the isotropic unimodal Lévy measure. A remarkable property of these processes is (see [ 
for all u ≥ 0.
We say that f :
is slowly varying at infinity. The set of regularly varying functions of index α at infinity is denoted by
A function f is regularly varying of index α ∈ R at zero if x → f x −1 −1 belongs to R ∞ α . The set of regularly varying functions of index α at zero is denoted by R 0 α . The following property of a slowly varying function at zero appears to be very useful (see [18] , see also [4, Theorem 1.5.6]). For every C > 1 and ǫ > 0 there is 0 < δ ≤ x 0 such that for all 0 < x, y ≤ δ (9) ℓ(x) ≤ Cℓ(y) max{x/y, y/x} ǫ .
Asymptotic behavior of the tails
In this Section we prove a Tauberian-like theorem for tails of X. For t > 0, we set
For a function f : [0, +∞) → C its Laplace transform Lf is defined by
Proof. Let us observe that
by the Fubini-Tonelli's theorem and (5) we get
Therefore, using polar coordinates we obtain
We claim that for every ǫ > 0 there are δ > 0 and C = C(δ) > 0 such that for all r > 0 and
For α > 0, we recall that (see [4, Theorem 1.
Hence, by (7), there is C > 0,
For α = 0, by (9) , there is δ > 0 such that if ru, u ≤ δ then
Otherwise, ru ≥ δ and (7) implies that
Again, by (9) , for every ǫ > 0 there is C > 0 such that
proving the claim (12) . Next, by (12) , there is C > 0 such that for all r ≥ 0 and λ ≤ δ
Hence, by the dominated convergence theorem
The following theorem provides the asymptotic behavior of F t at infinity. Here, we have to exclude α = 2 what is natural since for the Brownian motion ψ(x) = |x| 2 and the tail decay exponentially.
Proof. Let us define
Hence, by (11)
Recall that the space S [0, +∞) consists of Schwartz functions on R restricted to [0, +∞) and S ′ [0, +∞) consists of tempered distributions supported by [0, +∞), see [22] for details. We claim that the family Λ t,r : t > 0, r ∈ (0, δ) is equicontinuous. Indeed, by (14) and (12), for each ǫ > 0 there is δ > 0 such that
for all t > 0 and r ∈ (0, δ). Hence,
Next, for any τ > 0 we set f τ (x) = e −τ x . Then
In particular, by Lemma 1 we obtain
Since B, the linear span of the set f τ : τ > 0 , is dense in S [0, +∞) and the family Λ t,r : t > 0, r ∈ (0, δ) is equicontinuous on S [0, +∞) , we conclude that for any f ∈ S [0, +∞) ,
For a completeness of the argument we provide a sketch of the proof that B is dense in S [0, +∞) , for details we refer to [22] and [23] . 
we obtain that Λ = 0. Hence Λ is the zero functional as desired. Now, we claim that
For a given ǫ > 0 choose φ + ∈ S [0, +∞) such that
We have
Hence, lim sup
Similarly, taking φ − ∈ S [0, +∞) such that
we may show that lim inf
This proves (15) . To show (13) we adapt the proof of the monotone density theorem (see e.g. [4, Theorem 1.7.2]). Let ǫ > 0. The function F t (s) is nonincreasing therefore
and
By (15),
Hence, (16) implies lim sup
Similarly, by (17) we get lim inf
Finally, by taking ǫ tending to zero we obtain (13) .
By the same line of reasoning as in proofs of Lemma 1 and Theorem 1 we may show the corresponding results if the Lévy-Khintchine exponent ψ varies regularly at infinity.
Asymptotic behavior of the densities
Suppose that X = (X t : t ≥ 0) is an isotropic unimodal Lévy process in R d , i.e. a process having a rotationally invariant and radially nonincreasing density function p(t, · ) on R d \ {0}.
Transition density asymptotic.
In the following theorem we give the asymptotic behavior of the transition density p(t, x).
Proof. In the proof we adapt the argument from [4, Theorem 1.7.2]. For any 0 < a < b, we have
.
Since the function u → p(t, u) is nonincreasing, we get
By Theorem 1, we have
Hence, the first inequality in (18) gives lim sup
Taking b = 1, a = 1 − ǫ and letting ǫ to zero we obtain
Similarly, using the second inequality in (18) , one can show that lim inf
Finally, by the Euler's reflection formula we conclude the proof.
Using Lemma 2 and Theorem 2 we obtain the following asymptotic.
Next, let us denote by ν(x) the density function of the Lévy measure ν associated to the process X. The following theorem gives the asymptotic of ν(x) as well as the equivalence of asymptotics of p(t, x) and ν(x) with regular variation of the Lévy-Khintchine exponent. 
Proof. We observe that Theorem 4 yields the implication (i) ⇒ (ii). Also the implication (ii) ⇒ (iii) follows because (19) lim
vaguely on R d \ {0}. Indeed, let ǫ > 0, then there exists δ > 0 such that for |x| ≤ δ and
Hence, by taking t approaching zero we get
To prove that (iii) implies (i), we use Drasin-Shea Theorem (see [7, 
where σ denotes the spherical measure on the unite sphere S d−1 in R d , and
Let us recall the definition of the Mellin convolution, see e.g. [4, Section 4.1], defined for two functions f, g : [0, ∞) → C by the formula
Then, by setting f (r) = r −d ν r −1 , we may write
the Mellin transformǩ whereǩ
is absolutely convergent on the strip {z ∈ C : 0 < Re z < 2}. Moreover, x → ν(x) is nonincreasing and integrable on x ∈ R d : |x| ≥ 1 , thus
By (iii), there is δ > 0 such that for all |x| ≤ δ
Hence, [6, Theorem 26] implies that ψ satisfies weak upper and lower scaling, i.e. there are C > 0, and β, β ∈ (0, 2), and r 0 ≥ 0 such that for all r ≥ r 0 ,
Therefore, if r ≥ max δ −1 , r 0 we obtain
Thus,
and f has bounded decrease (see [4, Section 2.1]). Moreover,
Therefore, we may apply the Drasin-Shea theorem to conclude that f ∈ R ∞ ρ what translates to
To prove an analogue of the above theorem in the case when ψ ∈ R 0 α we shall need the following lemma. 
whenever |x| ≥ M . Then there are C > 1, and β, β ∈ (0, 2) such that for all 0 < λ, r ≤ 1
Proof. We adapt the proof of [6, Theorem 26 ] to the current settings. First, let us notice that
Indeed, by [11, Corollary 1], for 0 < r < M −1 ,
Moreover, by (7) and (8), for u ≥ 1,
In view of (23), we may assume that X is pure-jump, i.e. n (6), η = 0. Let us consider a function φ : [0, +∞) → R defined by 
Therefore, for |x| > M we get for some c > 0
Hence, there is β > 0 such that for all λ ∈ 0, M −2 ,
In particular, the function λ → λ −β φ(λ) is nondecreasing on 0, M −2 , thus, for all u ∈ (0, 1) and λ ∈ 0, M −2
what implies the upper bound of (22) due to (24) and continuity of ψ. From (23) we may deduce that β < 2. Next, we show the lower scaling at zero. As φ is a complete Bernstein function, we have that
is a special Bernstein function. Since X is pure-jump Lévy process,
Thus, by (24) we conclude lim
Moreover, φ(0) = 0. Hence, the potential measure of the subordinator with the Laplace exponent φ 1 (see [21, (10.9) and Theorem 10.3] ) is absolutely continuous with the density function
We observe that, by (25), for s > M 2 ,
Since Lf = 1/φ 1 , by [6, Lemma 5] , there is D > 0 such that for s > 0,
Hence, by (26), there is β > 0 such that for λ ∈ 0, M −2
. Therefore, for all u ∈ (0, 1) and λ ∈ 0, M −2 (uλ)
what implies the left inequality in (22) . Let us observe that since φ 1 is concave, we have
, thus, (27) forces β < 1.
Theorem 6. Let X = (X t : t ≥ 0) be an isotropic unimodal Lévy process on R d with the characteristic exponent ψ and the Lévy density ν. Then the following are equivalent:
Proof. The proof is similar to Theorem 5. First, in view of Theorem 3 and (19) , it is enough to show that (iii) implies (i).
Here, again we use the Drasin-Shea theorem. In light of Lemma 3 we may assume that the process X is pure-jump. Let
where F (r) = r d ν(r) and
Notice that the function F does not vanish at zero. Therefore, instead of F we consider
by (23), we have
Hence, by Lemma 3, there are C > 1, and β, β ∈ (0, 2), such that for all |x| ≥ M 0 ,
In particular, ρ = lim sup r→+∞ logF (r) log r ∈ (−2, 0), andF has bounded decrease. Again, by (iii), we get
Now, we may apply the Drasin-Shea theorem to obtainF ∈ R ∞ ρ . Therefore,
4.2. Green function asymptotic. In this subsection we assume d ≥ 3. Therefore, the isotropic unimodal Lévy process X = (X t : t ≥ 0) is transient and the associated potential measure G is well-defined,
where P x is the standard measure P( · |X 0 = x) and A ⊂ R d is a Borel set. We set G(A) = G(0, A). We also use the same notation G for the density of the part of the potential measure absolutely continuous with respect to the Lebesgue measure. Thus, we have G(x, y) = G(0, y − x). We set G(x) = G(0, x).
Hence, by the Fubini-Tonelli's theorem
By (10), the second application of the Fubini-Tonelli's theorem gives
where in the last equality we have used (5) . Finally, after integration with respect to t with a help of polar coordinates we may write
Since the process X is unimodal, ψ and ψ * are comparable, by (8) . Therefore, by (7) ψ(
Because d ≥ 3, by the dominated convergence we obtain
Hence, by a Tauberian theorem (see e.g. [4, Theorem 1.7.1]) we conclude the proof.
Proof. For the proof we use Theorem 7 and the line of reasoning from the proof of Theorem 3.
4.3.
Examples. We begin with a result which is helpful in verifying whether the Lévy-Khintchine exponent is regularly varying. Assume that g ∈ R 0 α . Let 0 < ε < 2 − α then, by (9) , there is 0 < δ ≤ 1 such that for r, rρ −1 ≤ δ g rρ −1 ≤ 2g(r)ρ −α−ε .
Moreover, by (21)
Hence, the first claim of the proposition is a consequence of the dominated convergence theorem and a fact that
In the similar way one can prove the second claim. Example 5. Let X be the gamma variance process, i.e. ψ(ξ) = log(1 + |ξ| 2 ). Then lim r→0 + t|log r|→0 P(|X t | > r) t|log r| = 2.
