Introduction
In order to understand the Chapman-Enskog asymptotics of the Boltzmann equation (Cf. [Ch, Co] , [Ce] , [Ba] , [Ka, Ma, Ni] ), one has to study the solutions h i and g ij of the following equations (when v ∈ IR 3 ): where A i and B ij are the Sonine polynomials defined for i, j ∈ {1, 2, 3} by {f (
The cross section B occuring in (1.7) can be written under the form B(x, y) = x α β α (y), (1.8)
with α ∈ [−3, 1[ when the interactions between particles satisfy the inverse power law of order α with or without angular cut-off (Cf. [Gr] ). The theory of the linearized Boltzmann equation yields the following theorem (Cf. [Ba] , [Ce] ) (at least when α > 0 in (1.8) and with the hypothesis of angular cut-off): 
Note that this theorem holds because the vector A with components A i (for i ∈ {1, 2, 3}) and the tensor B with components B ij (for i, j ∈ {1, 2, 3}) satisfy the orthogonality relations
We shall denote from now on
(1.13) the vector whose components are the solutions of (1.1)-(1.2) and
(1.14)
the tensor whose components are solutions of (1.3)-(1.4).
In the second section of this work, we prove rigorously that h et g are of the form given in [Ch, Co] . Then, in a third section, we introduce a unique equation replacing the three equations (1.1), and another unique equation replacing (1.3).
Isometric Invariance of the Solutions of the Linearized Boltzmann Equation
We want to prove in this section the following property of the solutions of (1.1)-(1.2) and (1.3)-(1.4):
Theorem 2.1: The solutions of (1.1)-(1.2) can be written under the form 
where a, b :
This theorem is given without any proof in [Ni] and [Ba] , with the reference [Ch, Co] . In this book, it is physically justified. We prove in this work that it is a consequence of the following lemmas (some of which are well-known).
Lemma 1: We introduce for each isometry R ∈ O(IR 3 ) and for each function f : IR 3 −→ IR the operator T R defined by
We introduce now the change of variables ω = Rσ, (2.8)
and we get
(2.10)
The function h defined by (1.13) satisfies:
Moreover, the function g defined by (1.14) satisfies the following properties:
in the sense of the products of matrices.
Proof: We note that, according to lemma 1,
and that
Moreover,
Using now the uniqueness of the solutions p of the system
we get (2.11).
We now turn to the tensor g. In order to get i), we note that
and we get T rg = 0, (2.22)
by a uniqueness argument. Finally, we prove ii). We note that 24) and that
Therefore, the uniqueness of the solutions q of the system 
Then, there exists t :
Preuve: We begin with the case when N = 2. Note that |s| :
Therefore, |s| depends only on |x|. We write |s(x)| = w(|x|), (2.32) and
where u :
Identifying IR 2 to I C and S 1 to the set of complex numbers of modulus 1, we get a function φ :
Using now (2.34) when R is the symetry with real axis, we get
Finally, φ(r) = 0 or π, (2.37) and therefore u(x) = v(|x|)x, (2.38)
we get (2.30).
We are now interested by the case when N = 3 (the proof is the same when N > 3). We write once again (2.33) and (2.34) with u : IR 3 −→ S 2 . Let x ∈ IR 3 , and P be the plane containing 0, x, and u(x). The intersection of P and of the sphere of center 0 and of radius |x| is a cercle C. The intersection of P with the sphere of center 0 and radius 1 is also a cercle C ′ . We denote by R the set of all rotations whose axis is orthogonal to P and of planar symetries whose symetry plane is orthogonal to P. According to (2.34), used in the case when R ∈ R, we see that u maps C into C ′ . Therefore, we can apply the result obtained in dimension 2, and get (2.30) (because R restricted to P contains all the isometries of P). 
We suppose moreover that for all x in IR N , m(x) is a symetric matrix with zero trace.
Then, there exists n :
Proof: We only look to the case when N = 3, since the proof is the same for N > 3.
We compute m(r 
We define now n(r) by
For all isometry R of O(IR 3 ), we get:
But every vectors y of IR N can be put under the form 56) and therefore lemma 4 holds.
The proof of theorem 2.1 is then a straightforward consequence of lemmas 2 et 3 on one hand, and 2 and 4 on the other hand.
The Equation Giving a and b
In this section, we give a unique equation allowing us to get the functions a and b of theorem 2. Such an equation is necessary to study the asymptotic properties of a and b when |v| tends to infinity. Note that such a study is useful for the rigourous analysis of the incompressible fluid dynamics limit of the Boltzmann equation (Cf [Ba, Go, Le] ).
We prove here the Proof: Equation (3.2) comes clearly out of (1.2).
In order to get (3.1) and (3.3), we write (1.1) for i = 1 and we introduce the following notations:
(3.5)
we get
In order to get (3.1) and (3.3), it is enough to note that for all functions γ,
(3.10)
We now give the 11) where
+(r 2 + y 2 − 2ry cos θ)( 3 2 cos 2 k − 1 2 ) + 2yr cos θ + 2y r 2 + y 2 − 2ry cos θ cos θ +2r r 2 + y 2 − 2ry cos θ(cos k cos θ − 1 2 sin k sin θ cos φ)) − b(r)r 2 ( 3 2 cos 2 θ − 1 2 ) −b(y)y 2 }B( r 2 + y 2 − 2ry cos θ, y cos k−rU ) sin θ sin k r 2 e − |r| 2 2 dφdkdθdr. (3.12)
Proof: In order to get (3.11) et (3.12), we write (1.3) for i = 1, j = 1 and we use the notations (3.5). We get
In order to get (3.11) and (3.12), it is enough to note that for all functions γ, (3.19)
