To match the NBER business cycle features it is necessary to employ Generalised dynamic categorical (GDC) models that impose certain phase restrictions and permit multiple indexes. Theory suggests additional shape restrictions in the form of monotonicity and boundedness of certain transition probabilities. Maximum likelihood and constraint weighted bootstrap estimators are developed to impose these restrictions. In the application these estimators generate improved estimates of how the probability of recession varies with the yield spread.
Introduction
The business cycle is one of many cases in macroeconomics and …nance where single index dynamic discrete choice (DDC) models are invalid and multiple index DDC models are required. Harding and Pagan (2009) provide a detailed discussion of this issue. They introduce a second order generalized dynamic categorical (GDC) model as a parsimonious framework to approximate the DGP of NBER business cycle states. The GDC model is set out in section 2 and the form of the transition probabilities derived in section 2.1 where it is shown that boundedness and monotonicity, in the forcing variables, is exhibited by this class of models.
The non parametric estimation method developed by Harding and Pagan (2009) imposes phase restrictions necessary to approximate the NBER business cycles, respects boundedness of transition probabilities but does not impose monotonicity.
1 This paper makes four contributions that develop and extend the framework they develop.
The …rst contribution is to develop parametric models that simultaneously impose phase restrictions and shape features. Two particular parametric versions are developed using the Normal and Logistic distributions. These are named GDC Probit and GDC Logit respectively. Maximum likelihood estimation (MLE) of these models is discussed in section 3.
The second contribution of this paper, in section 4, is to develop non parametric methods that simultaneously impose the GDC phase and shape restrictions. The particular method applied is the constraint weighted boot-1 Henceforth I refer to monotonicity in the forcing variables and boundedness of the transition probabilities as shape features of GDC models. strap of Hall and Huang (2001) . The intuition of this method is that it "involves tilting the empirical distribution to the least possible amount, subject to the constraint being enforced".
The non-parametric method requires choice of the window width in the kernel estimator and a parameter in the distance function. Procedures are developed to determine both of these parameters as functions of the data.
The third contribution is made in section 5 where I evaluate the parametric and non parametric procedures in an application that uses the yield spread to predict the state of the business cycle. Here it is shown that the GDC Probit produces a large improvement in …t over the static Probit developed by Estrella and Mishkin (1998) . It is also shown that the non parametric estimator with phase and shape restrictions delivers further improvement in …t over the GDC Probit. The shape restricted non parametric estimator also reveals an important feature of United States business cycles that is relevant for the conduct of monetary policy.
The fourth contribution of the paper, made in section 6, is to show that one needs to be very careful in translating statements about improvements in …t to statements about policy relevant improvements in prediction about peaks and troughs of the business cycle.
Conclusions are in section 7.
A second order Generalized Dynamic Choice model
The variable of interest is S t ; a binary variable constructed using NBER procedures, it has the properties that, S t = 1 when the economy is in expansion; S t = 0 when the economy is in recession.
completed phases have a minimum duration of at least two periods.
The GDC model of order 2, introduced in Harding and Pagan (2009) , to model such a variable is 2 P r (S t = 1jS t 1 ; S t 1 ; x t ) = 00 (x t ) S 00
(1) where x t is a vector of conditioning variables. As discussed in Harding and Pagan (2009) the NBER method of constructing the S t imposes the restrictions that 10 (x t ) = 1 and
The ij (x t ) also have the property of boundedness, ie 0
For later use it is convenient to write the static Probit model as
where (:) is the standard normal cumulative distribution function.
Obtaining the form of the transition probabilities from …rst principles
It is useful to obtain the 2nd order GDC model from …rst principles so as to establish where the properties of that model come from.
The data generating process for S t is assumed to be such that the economy stays in an expansion that has lasted at least two quarters provided the latent variable 11t is positive ( 11t > 0) : The economy shifts from a recession that has lasted at least two periods to an expansion if the latent variable 00t is positive ( 00t > 0). Re ‡ecting the NBER method of constructing S t , the economy stays in recession if the recession has lasted only one period and stays in expansion if the expansion has lasted only one period. Thus the binary variable S t representing the state of the business cycle evolves according to:
The two latent variables ( 1t ; 1t ) have the following data generating processes (DGPs)
The shocks " 11t and " 00t are mutually independent, and also are independent of x t , have unit variance and densities f (" 1t ) and g (" 2t ) respectively. Moreover, the e¤ects of the forcing variables on the latent variables are monotonic since
So if, for example, the forcing variable is the yield spread then an increase in the yield spread does not make it less likely that the economy will be in expansion next period.
Then, the probability of remaining in an expansion that has lasted at least two periods is Pr (S t = 1jS t 1 = 1; S t 2 = 1; x t ) = E (S t jS t 1 = 1; S t 2 = 1; x t ) (7)
Similarly the probability of exiting a contraction that has lasted at least two periods is Pr (S t = 1jS t 1 = 0; S t 2 = 0; x t ) = E (S t jS t 1 = 0; S t 2 = 0; x t ) (8)
where F (:) and G (:) are cumulative distribution functions corresponding to the densities f (:) and g (:) respectively.
The transition probabilities are monotonic in the elements of x 0 t : This can be seen by noting that since 11 (x t ) = 1 F ( x t ) and 00 (x t ) = 1 G ( x t ) it follows that
and
Now since f (.) and g (:) are densities they are non negative and thus 11 (x t ) and 00 (x t ) are weakly monotonic. Moreover, the direction(s) of the monotonicity are determined by the signs of the coe¢ cients j and j respectively. The issue of whether the monotonicity is weak or strict depends …rstly, on whether the densities f (.) and g (:) are strictly positive on their support and, secondly, on whether j 6 = 0 and j 6 = 0.
GDC Probit and Logit
The double index GDC-Probit model, used in the application, is the special case of (7) and (8) where " 11t and " 00t have independent standard normal distributions so that,
dv the cumulative distribution function of the standard normal distribution. The GDC Probit model is written as
The single index GDC Probit model involves the restriction that = in (11). Importantly, the single index GDC Probit di¤ers from the static Probit because the former does not include the term S 10 t 1 which is required if the model is to be consistent with the NBER method for constructing the S t . As discussed, in Harding and Pagan (2009) Other distribution functions such a the logit might be considered so that
yielding a model that might be designated as GDC-Logit.
Maximum likelihood estimation
The conditional likelihood functions are
To implement the maximum likelihood procedures one selects parametric densities f (:) and g (:) : Estimation proceeds by choosing and to maximize the log of the likelihoods. In the case of the GDC Probit (11) the ML estimators of and are:
Non parametric estimation
Non parametric methods do not automatically impose the monotonicity that was shown above to be central to the GDC class of models.
Henderson and Parmenter (2009) survey a range of methods for imposing constraints on non parametric estimators of conditional means. Some of these methods introduce unattractive features such as reduced smoothness of the estimator. For example, isotonic regression (Friedman and Tibshirani (1984) ) is unattractive because they introduce jump discontinuities in the estimator.
Hall and Huang's (2001) 
Hall and Huang' s method
To implement Hall and Huang's (2001) method for the problem at hand observe that (1) implies that
and 3 Here x t is assumed to be a scalar. The approach readily generalizes to the case where there is a vector of forcing variables.
For a wide range of non parametric methods, estimators of 11 (x) and 00 (x) can be written as
where the A 
Hall and Huang ( The window width used to compute E(S t jx t ; S t 1 = j; S t 2 = j) is c j x n 1 5 jj where n jj is the number of cases where (S t 1 = j; S t 2 = j); x is the standard deviation of the x 0 s and c j is a constant:
The idea in the Hall and Huang (2001) method, as applied to the problem here, is to chose the weights so as to minimize the distances between p respectively. The distance metric D (p) introduced by Cressie and Read (1984) proves to be useful for imposing the monotonicity
If we sought to minimize D (p 00 ) and D (p 11 ) with respect to p 00 and p 11 without imposing any constraints then the solution would be p 00 i = 1 n 00
and p
respectively. The relevant constraints when estimating f jj (x t )
are:
Weights sum to one X i2I jj
The constrained estimator is obtained by choosing p jj to minimize (24) subject to constraints (25) to (28). This constrained minimization is easily achieved using a procedure such as fmincon in Matlab.
Using the same arguments as in Harding and Pagan (2009) the following central limit holds
Where jj (x) is the density of x on the relevant sub sample.
Choosing h and
There are two data driven techniques available to choose the smoothing parameter h and the parameter in the distance function.
The …rst of these is least squares cross validation. It involves choosing h and to minimise the objective function
Where b m i (h; ) is the leave one out non parametric estimate of E (S i jS i 1 ; S i 2 ; sp i 2 ) :
Least squares cross validation is expensive in terms of computer time because the leave one out estimator must be computed n times. This approach is even more expensive here because the optimal observation speci…c weights must also be calculated at each iteration.
An attractive alternative discussed in Li and Racine (2009, p72 ) is provided by the improved Aiaike information criterion AIC c criterion developed by Hurvich, Simono¤ and Tsai (1998) . Here the objective functions are de…ned as
Where H r is an n n weighting matrix and
Li and Racine (2009) report studies that show that choosing h that minimizes AIC c yields a window width that performs well compared to plug-in methods, and generalized cross validation methods. Li and Racine (2004) show using 7 Letting H r i;j denote the (i; j) th element of H r , the weighting matrices H r are related to those used in estimation as follows:
simulation methods that AIC c outperforms least squares cross validation in small samples and that in large samples the two methods yield similar window widths.
An alternative version of the AIC criterion that is suitable for working with discrete choice models involves replacing ln b 2 in (31) with minus the log probability score so that the criterion to be minimized is
Where
and b m t (h; ) is the non parametric estimator of E (S t jS t 1 ; S t 2 ; sp t 2 ) :
Application
This application explores the value of the parametric and non parametric methods discussed above in studying the value of the yield spread (sp t ) in predicting the state of the business cycle. To achieve comparability with the literature, these questions are addressed using the same sample of data as in Estrella and Mishkin (1998) and Harding and Pagan (2009) . 8 To maintain comparability with these earlier papers I maintain Estrella and Mishkin's (1998) speci…cation that x t = sp t 2 : Summary statistics for the NBER business cycle date are presented in Table 1 . The unconditional mean of S t in the second column and the two conditional means in the third and fourth columns will be used later in the paper as a reference point against which the various models are evaluated.
The …fth and sixth columns of Table 1 Inspection of the means in Table 1 makes it apparent that the static Probit model (3) cannot be a good …t to this data since that model implies that all of the means in Table 1 should be equal.
Maximum likelihood
The static Probit (3) estimated by Estrella and Mishkin (1998) The GDC single index Probit conditions on the economy being in the same state in periods t 1 and t 2 (S t 1 = S t 2 ). This is informative because the NBER method of constructing S t imposes the restrictions that E (S t jS t 1 = 1; S t 2 = 0) = 1 and E (S t jS t 1 = 0; S t 2 = 1) = 0: Panel A of In table 2 the various loglikehods on the subsample and full sample are de…ned as l 00 = log L 00 l 11 = log L 11 and l = l 00 + l 11 : 10 The standard errors used in constructing the con…dence intervals are obtained using the delta method. Panel B of Figure 1 shows the probability of being in an expansion conditional on the yield spread lagged two periods. The static Probit conditions only on this variable. The GDC Probits also condition on the state of the business cycle at t 1 and t 2. The dashed lines are con…dence bands with 95% coverage probability. The clear point made by …gure 1 is that conditioning on whether the economy is in recession or expansion at t 1 and t 1 matters a great deal for the probability that the economy will be in expansion at period t.
Non parametric
The non parametric procedure described in section 4 above was implemented using a Nadaraya-Watson kernel estimator with Gaussian kernel. Four procedures were considered to obtain h and viz 'plug-in', least squares cross validation 11 , AIC c and AIC c :
The plug-in window width, involves choosing the constants c 0 = c 1 = 1:
When using plug-in values the coe¢ cient in the distance function (24) was set equal to
The results for the non parametric estimator with phase restrictions, plug-in h but no shape restrictions are reported in table 3. The AIC c and AIC c criteria proved to be computationally simple to im- The AIC c criterion selects c 0 = 4:57 for recessions which has the e¤ect 11 The least squares cross validation method was tried but proved to have two main disadvantages …rst it consumed a large amount of computer time. Second, it produced estimates of c 0 and c 1 that were implausibly low being one …fth of the plug in values cited above. Thus, least squares cross validation was not used in any of the empirical results reported below. of smoothing the yield spread out of the probability of expansion. However, the log probability score is -27.58 which is substantially worse than the -23.58
achieved when plug-in values of the smoothing parameters are used. 12 The AIC c criterion also selects c 1 = 1 (it also selects c 1 =1.11) which gives the yield spread a role in predicting the onset of recessions. The AIC c criterion selects c 0 = 0:88 and c 1 = 0:5 which gives the yield spread a role in determining the probability of being in expansion. Overall the the log probability score is -22.60 which is slightly better than the model without monotonicity imposed but with plug-in values of the smoothing parameters. This result suggests that the additional smoothness achieved via imposition of monotonicity allows an improved …t to be achieved through a smaller window width.
Probability exit a recession that has lasted at least two quarters
Both panels of Figure 2 plot, against the yield spread lagged two quarters, non parametric estimates of the probability of exiting a recession that has lasted at least two quarters. The heavy line in both panels are estimated with phase and shape restrictions imposed. The dashed line in panel A is the probability obtained using the method in Harding and Pagan (2009) which does not impose monotonicity. Clearly, imposing monotonicity matters for the estimate of the probability of exiting a recession. spot'that occurs when the slope of the yield curve is between 0 and 2.5 per cent. A consequence of this is that the GDC dual index Probit is a poor approximation to the non parametric estimate of the probability of exiting a recession. The " ‡at spot" cited above is of considerable policy relevance because it says that unless they can get the slope of the yield curve above 2.5 per cent, policy makers in the United States have little chance of raising the probability that the economy exits a recession above 50 per cent.
Probability of continuing in an expansion that has lasted at least two quarters
Figure 3 plots the probability of continuing in an expansion that has lasted at least two quarters conditional on the yield spread lagged two quarters.
Panel A compares the estimated constrained to be monotonic with the unconstrained estimate. There are relatively minor di¤erences between these two methods. The most notable di¤erence is that the unconstrained method overestimates the probability of remaining in an expansion when the slope of the yield curve is below 1 per cent.
Panel B of Figure 3 compares the constrained non parametric estimate with that from the GDC dual index Probit model it is clear that the latter model is too restrictive. Over the range of yield spreads experienced in the United States the GDC Probit
Over predicts the probability of remaining in an expansion for yield spreads of less than -1 per cent;
Under predicts the probability of remaining in an expansion for yield spreads of between -1 and 0.5 per cent; . 6 Predicted probability of recession
Analysts use dynamic categorical models to predict the probability that the economy will go into recession. The reason for the quali…cation "away from turning points" above is shown in table 6 which shows Pr(S t = 0jsp t 2 ) for the static Probit model and Pr(S t = 0jS t 1 = 1; S t 2 = 1; sp t 2 ) for various GDC models in the …rst quarter of each recession . Except for the two recessions of the 1980s all models fail to achieve a probability of recession greater than one-half in the …rst quarter of the recession. The average predicted probability of recession varies from 0:22 for the GDC Probits to 0:28 for the GDC estimated non parametrically with phase and shape restrictions. Although these probabilities are low they are substantially higher than Pr(S t = 0jS t 1 = 1; S t 2 = 1) of 0:05 in Table 1 demonstrating that the yield spread plays a useful role in predicting recessions.
The predicted probability of S t = 0 in the second quarter of recession is shown in Table 7 . On average, the static Probit yields a probability of recession of 0.37 per cent even though the economy is known to be in the second quarter of a recession. All of the GDC models yield a predicted probability of being in recession of 1 -this is because they are designed to have this feature. The four recessions with durations of three quarters or more provide useful information on the various models studied here. As is shown in Table 8 the static Probit yields an average predicted probability of recession of 0.21 for these cases which is a little better than the single index GDC Probit.
The double index GDC Probit and non parametric estimate yield predicted probabilities of recession of 0.62 and 0.66 respectively. These should be compared with the P r (S t = 0jS t 1 = 0; S t 2 = 0) = 0:6 in Table 1 . This needs to be interpreted with some caution and sophistication as it does not mean that the GDC model is useless at predicting or understanding how the yield spread in ‡uences the probability of exit from recession. Inspection of Figure 2 shows that there is a " ‡at spot"in the exit probability curve which coincides with the range of yield spreads observed during recessions. It is only when policy makers push the yield spread is above this range that the economy has a high probability of exiting from recession. In summary, once a recession is underway the GDC models do very well at getting the second quarter of the recession but this is because the models have been constructed to capture that feature of the data. The double index GDC models do well in the third and subsequent quarters of the recession and this is where much of the improvement in …t comes from. The lesson that I take away from this is an old one that improved …t of a model does not necessarily produce improvement in economically relevant or valuable forecasts.
The economically relevant events are the turning points rather than the states S t and thus a lesson from the analysis above is that to achieve improved forecasts of these events it may be worth focusing attention on predicting quantities such as S t 1 (1 S t ) and (1 S t 1 ) S t which take the values 1 if there is a turning point at t and zero otherwise.
It is also instructive to compare the predictions of the various models in the …rst quarter of an expansion as is done in Table 9 . The static probit model and the single index GDC probit yield predictions of the probability of expansion that average 0.88 and 0.90 respectively. This does not mean that such models are useful as they also yielded these predictions in the earlier stages of the recession -indeed these predictions are not far away from the unconditional probability of expansion of 0.85 shown in Table 1 . The parametric and non parametric GDC models yield average probabilities that the economy is in expansion of 0.49 and 0.53 which should be compared with the 0.40 in Table 1 . These results suggest that the yield spread makes only a modest contribution to the predicting the on set of an expansion. 
Conclusion
Allowing for the phase restrictions imposed by the method in which the data is constructed can improve the …t of DDC models of the business cycle. Tak-ing into account the fact that double index models are required to match NBER data also improves …t. Shape restrictions implied by theory are automatically imposed in parametric models because they are inherited from the properties of probability distributions. Non parametric methods do not automatically impose these shape restrictions. Procedures were developed to impose these shape restrictions on non parametric estimators. In the application it was shown that imposing these shape restrictions did not materially worsen the …t of the model. The double index non parametric GDC model was shown to have the best …t to the business cycle states and was superior to the various Probit models. However, it was shown that this improved …t was achieved, primarily, through better …t away from turning points and did not bring as large an improvement in the prediction of turning points.
