Abstract. This paper is concerned with multidimensional nonisentropic Euler-Poisson equations for plasmas or semiconductors. By using the method of formal asymptotic expansions, we analyse the quasineutral limit for Cauchy problems with prepared initial data. It is shown that the small parameter problems have unique solutions existing in the finite time interval where the corresponding limit problems have smooth solutions. Moreover, the formal limit is justified.
Introduction
In mathematical modeling of plasmas and semiconductor devices, the Euler-Poisson system is an active player [1, 3, 6] . For large-scale structures relative to the Debye length, the modeling is usually based on a simplified system. The latter can be simply derived from the Euler-Poisson system by setting the Debye length to zero. Namely, the plasmas are assumed to be electrically neutral.
In recent years, the zero-Debye-length (or called quasineutral) limit of various plasma models has attracted considerable attention. For one-dimensional steady Euler-Poisson system, the limit was performed by Slemrod and Sternberg in [11] for prepared boundary data. In several space variables the steady problem for a potential flow without the formation of boundary-layers was studied by Peng in [7] . The case with boundary-layers was investigated recently by the first two authors in [8] . In [2] , Cordier and Grenier studied, by using pseudo-differential techniques, the same limit for local smooth solutions of a one-dimensional and isothermal model for plasmas in which the electron density is described by the Maxwell-Boltzmann relation with the electrostatic potential. The quasineutral limit for local smooth solutions to the isentropic Euler-Poisson equations in several space variables was studied by Wang in [10] with the asymptotic expansions being developed only for the leading profiles, and by the first two authors independently in [9] with complete asymptotic expansions.
The purpose of this paper is to investigate the quasineutral limit for Cauchy problems of multidimensional nonisentropic Euler-Poisson equations with the ion density being given. By an asymptotic expansion, we formally derive an incompressible type nonisentropic Euler system for the electron velocity, entropy and the electrostatic potential. When the ion density is a constant, the limits of the electron velocity, entropy and the electrostatic potential satisfy the classical incompressible nonisentropic Euler equations. Furthermore, under the assumption that the ion density and velocity satisfy certain compatibility conditions, which prevents the formation of initial-layers, we prove the existence of the asymptotic expansion and rigorously justify the formal limit for periodic initial data by adapting the approach developed in [12, 13] . This approach is different from those used in [9, 10] . In the proof of the existence of the asymptotic expansion new variables are introduced (which are not necessary in the isentropic Euler-Poisson equations) to separate the hyperbolic part and elliptic part of the problem. Furthermore, we conclude that the Cauchy problem of the nonisentropic Euler-Poisson equations has a unique classical solution in the time interval when the limit problem for the incompressible type nonisentropic Euler system admits a classical solution.
The paper is arranged as follows. In §2, by formal asymptotic analysis we derive an incompressible type nonisentropic Euler system for the leading terms of the expansion, and corresponding linearized equations for the other terms. The expansion is determined in §3 by solving the incompressible Euler system and linearized equations. In §4, we rigorously justify the formal asymptotic expansion and obtain the existence of solutions to the multidimensional nonisentropic Euler-Poisson system in the time interval where the leading terms exist and are smooth.
Asymptotic Analysis
Denote by n, u, e and φ the respective density, velocity (vector), specific internal energy, and electric potential of the electrons in a plasma. The Euler-Poisson system consists of the following conservation (or balance) laws (2.1)
Here p = p(n, e) and E = n(e + |u| 2 /2) are the pressure and total energy, respectively; τ p , τ w and e L are positive constants and their physical meanings can be found in [3] ; b(t, x) is the given ion density; and λ > 0 denotes the Debye length. Throughout this paper, we assume that there is a constant b 0 > 0 such that
, the system of equations in [3] is easily recovered from (2.1).
We introduce an entropy variable S according to the Gibbs relation
For the above specific model from [3] , S can be taken as
In the variables (n, u, S), the system (2.1) can be rewritten as, for smooth solutions with n > 0,
Moreover, it is easy to see that with (p, u, S) as unknowns, (2.2) is equivalent to
It is remarkable that the first three equations in (2.3) constitute a symmetrizable hyperbolic system with A 0 = diag( n p n , nI d , 1) as its symmetrizer, provided that ∇φ is given. About the entropy variable S, we remark as follows. Remark 2.1. As usual, nS plays the role of an entropy density function for the physical system under consideration. From the first and third equations in (2.2) we can easily obtain
Here the right-hand side is the corresponding entropy production density and should be non-negative by the second law of thermodynamics. Thus, we have identified a possibly new constraint on the parameters:
under which the mathematical description (2.1) of the physical system is valid. This inequality can be easily guaranteed by requiring that it holds for the initial data in our problem because we shall only study the smooth solutions locally in time. For simplicity, we shall not emphasize this fact in the following discussion.
Specify initial data for (2.1) at t = 0 as
These data are assumed to have the following expansions (2.5)
where (n j ) 0≤j≤m will be determined by (u j , S j ) 0≤j≤m and b(t, x). For example, n 0 and u 0 are assumed to satisfy the zero-order compatibility conditions in (3.1) below, which guarantee that no initial-layer appears when λ → 0. Denote by (n λ , u λ , S λ , φ λ ) a solution to the Euler-Poisson system (2.2) with (2.4). We are going to study its formal expansions with respect to λ ∈ (0, λ 0 ] for a certain λ 0 small. Plugging the following ansatz (2.6)
into the system (2.2), we find that
(1) The leading terms (n 0 , u 0 , S 0 , φ 0 ) satisfy the following equations
where
. Remark that, if the ion density b(t, x) is a constant, say b(t, x) = 1 for simplicity, then from (2.8) we see that (u 0 , S 0 ) satisfies the nonisentropic incompressible Euler equations.
(2) For any j ≥ 1, we find that
and (u j , S j , φ j ) satisfy the following linear system (2.10)
Here p n and p S denote the partial derivatives of p = p(n, S) with respect to n and S, f j−1 , g j−1 are smooth with respect to their arguments, and g j−1 linearly depends on (n j , u j , S j ), and we do not need their explicit formulae.
Determination of Formal Expansions
In this section, we determine the formal expansion (2.6) by solving equations in (2.8)-(2.10). To this end, we suppose that (H1) the Cauchy problem (2.1) with (2.4) is defined for x on the torus
) and the following zero-order compatibility conditions hold
can be easily determined by solving the linear problem (2.9) and (2.10) successively. Thus, the key is to solve the nonlinear problem (2.8).
Dropping the superscript 0, the equations in (2.7) and (2.8) can be rewritten as
where p = p(b, S), T = T (b, S) and E = E(b, u, S), with initial conditions
At this point, we recall the following elementary fact.
Then the first equation in (3.3) is equivalent to divv=0, and the second one becomes
where P = p/b − φ and B = A t + A/τ p . Moreover, since
we act the divergence operator on (3.6) and use divv = 0 to obtain
To see that the equations in (3.3) and (3.4) are equivalent to (3.4) together with (3.6) and (3.8), we prove Lemma 3.2. Let (v, S, P ) be a smooth solution to (3.4) together with (3.6) and (3.8) and its initial values satisfy the compatibility condition div v 0 = 0. Then (u, S, φ) with
is a smooth solution to (3.3) and (3.4).
Proof. It suffices to show that div v = 0. To this end, we act div on (3.6) and use (3.7), (3.8) to deduce that
Since div v 0 = 0, we have div v = 0. This completes the proof.
Now the new variables v, S and P can be obtained through the following iteration
with u l = (v l − A)/b and initial conditions
Here P l+1 is determined by the elliptic equation on
Note that divv l =0 is not guaranteed in the above iteration. However, if the sequence (v l , S l , P l ) converges in a certain strong topology, then Lemma 3.2 shows that the limit v of (v l ) l≥1 should satisfy divv=0. In the sequel, we denote by · s the norm of H s (T d ). For (3.12), we have
) with s > d/2 + 1, the problem (3.12) has a unique solution P l+1 ∈ C([0, T ]; H s+1 (T d )) with m(P l+1 ) = 0 and there is a constant C 1 > 0, depending only on b and s, such that
s + 1 . This lemma indicates that ∇P l+1 in (3.11), although non-local, can be viewed as a zeroorder term like (u l · ∇b)u l . Thus, for given smooth (v l , S l ) the linear problem (3.11) and (3.12) has a unique smooth solution (v l+1 , S l+1 , P l+1 ) in a certain time interval possibly depending on l. Moreover, with the proof in [5] , we see the convergence of iteration in (3.11). Consequently, we have Theorem 3.1. Under the assumptions (H1)-(H4), there is a positive number T * depending only on s, b, u 0 and S 0 such that the problem (3.3)-(3.5) admits a unique solution
in the class m(φ) = m(p(n, S)/b).
Remark 3.1. In the isentropic problem, the solution for the electric potential φ has the regularity φ ∈ C [0, T * ]; H s+1 (T d ) , see [9] . In the nonisentropic case, this regularity is replaced by p(b, S) − bφ ∈ C [0, T * ]; H s+1 (T d ) and we don't know how to recover this regularity for φ.
From the equations (3.6), (3.8), Lemmas 3.2-3.3 and Theorem 3.1, it is easy to deduce the following regularity of solutions. 
Then the solution (u, S, φ) to the problem (3.3)-(3.5) satisfies
Now let us consider the solvability of (n j , u j , S j , φ j ) j≥1 . By induction, suppose that (n k , u k , S k , φ k ) 0≤k≤j−1 are already known. Then n j is given by (2.9) and (u j , S j , φ j ) satisfies (2.10) for a linearized Euler system. Let
Then from (2.9) and the relation
we see that the problem (2.10) can be written as
where P j satisfies the following elliptic equation on
with m(P j ) = 0. Here u j should satisfy the following j-th order compatibility condition
Similar to Lemma 3.2, we can prove that the problems (2.10) and (3.16)-(3.17) are equivalent under the condition (3.18). Indeed, if (u j , S j , P j ) is a smooth solution of the problem (3.16)-(3.17) , by taking the divergence operator on (3.16) and using (2.9), (3.17), we obtain
This implies, together with the compatibility condition (3.18), that
Therefore, (u j , S j , P j ) is a smooth solution of the problem (2.10). Similar to Lemma 3.3, for given (
which satisfies the estimate :
for all 0 ≤ k ≤ j − 1. Using (3.19) we deduce that under the conditions (u j , S j ) ∈ (H s (T d )) 2 and (3.20)-(3.21) the linear problem (3.16) has a unique solution (u j , S j , φ j ) satisfying :
Thus, by employing Corollary 3.1 and by induction, we have proved Theorem 3.2. Let T * be determined in Theorem 3.1, and the assumptions of Corollary 3.1 hold. For any fixed j ≥ 1, given (u l , S l ) ∈ (H s+3(j−l) (T d )) 2 and the compatibility conditions (3.18) with j being replaced by l hold for any 1 ≤ l ≤ j. Then for all 1 ≤ l ≤ j, the linear problem (2.10) with j being replaced by l has a unique solution (u l , S l , φ l ) which satisfies:
Justification
For a fixed positive integer m, we set
where (n j , u j , S j ) are those constructed in the previous sections. Then we have, for λ small,
under the assumptions of Theorem 3.2 being held with (j, s) being replaced by (m, s + 1).
Here the third result of (4.1) uses n 0 = b ≥ b 0 > 0 and λ << 1. Furthermore, U λ def = U λ,m solves (2.2) with a remainder R λ = R λ (t, x):
Here A j (U ) is such that A 0 (U )A j (U ) is a symmetric matrix,
) for any 0 < λ ≤ λ 0 , and there exists a constant K > 0, independent of λ but dependent on T * < ∞, such that
for all t ∈ [0, T * ], where T * > 0 is given in Theorem 3.1.
Remark 4.1. The solution of the Euler-Poisson system has another component φ λ , which cannot be prescribed initially and is unique merely up to a constant. For this component, one can easily deduce from (4.4) the following estimate
Now we turn to the proof of Theorem 4.1.
Proof. Thanks to Lemma 3.1, the local-in-time existence theory (see Theorem 2.1 in [5] ) for periodic initial-value problems of first-order symmetrizable hyperbolic systems applies to (2.3). Because of the third result in (4.1), Ū (·, λ) − U λ,m (0, ·) s = O(λ 2m ) and the embedding theorem,Ū takes values in a compact subset of the state space for 0 < λ ≤ λ 0 . Thus, there is a convex and open subset G of the state space such that
, by the local-in-time existence theory there is a time interval [0, T ] so that (2.3) has a unique classical solution
Namely, [0, T λ ) is the maximal time interval for the existence of H s -solution U λ with values in the precompact set G. Note that T λ depends on G and may tend to zero as λ goes to 0. Thus, we only need to show T λ > T * and the error estimate (4.4). Moreover, it suffices to prove (4.4) for t ∈ [0, min{T * , T λ }), thanks to the convergence-stability principle (Lemma 9.1 in [13] ) which takes G 0 ⊂⊂ G in (4.5) as a condition.
Now we turn to derive the error estimate (4.4) for t ∈ [0, min{T * , T λ }). Note that, in this time interval, both U λ and U λ take values in the convex compact setḠ (see (4.1) and the definition of T λ ). We compute from (2.3) and (4.2) that E = U λ − U λ satisfies
Differentiating this equation with ∂ α (in x) for a multi-index α satisfying |α| ≤ s leads to (4.6)
Note that (4.6) is a symmetrizable hyperbolic system with
as its symmetrizer. Applying the standard argument (e.g. [5] ) to (4.6) yields
with div A(U λ ) = ∂ t A 0 (U λ ) + j ∂ x j (A 0 A j )(U λ ) and · = · L 2 (T d ) .
Since U λ and U λ take values in the convex compact setḠ, we have
From the equations satisfied by n λ and S λ we deduce that
Thus, we have As in the isentropic case [9] , we define the following weighted norm
Recall (4.3) and the assumption of the theorem that sup 0≤t≤T * R λ (t) s,λ = O(λ 2m ) = E(0) s,λ . It follows from (4.12) that E(t) Since E(t) s ≤ λ −2s E(t) s,λ ≤ Φ(t) for λ < 1, it follows that Φ (t) = C(1 + E(t) s s )Φ(t) ≤ CΦ(t) + CΦ 1+s/2 (t).
Applying the nonlinear Gronwall-type inequality in [12] to the last inequality yields
