Introduction
In this study we are concerned with the problem of approximating a locally unique solution x ⋆ of the equation
where F is a Fréchet-differentiable operator defined on a closed and convex subset D of a Banach space X with values in a Banach space Y . Computational sciences have received substantial and significant interest of researchers in recent years in several areas such as engineering sciences, economic equilibrium theory and mathematics. These sciences can solve various problems by passing first through mathematical modelling and then later looking for the solution iteratively [9] , [12] , [15] . For example, finding a local minimum of a function is connected to solving a set of nonlinear equations. So, numerical methods are crucial and necessary for solving these nonlinear equations. Dynamic systems are also mathematically modeled by nonlinear differential or difference equations and their solutions usually represent the states of the systems. For the sake of simplicity, assume that a time-invariant system is driven by the equationẋ = Λ(x), for some suitable operator Λ, where x is the state. Then the equilibrium states are determined by solving the equation (1.1) . Note that similar equations are used in the case of discrete systems. The unknowns of engineering equations can be functions (difference, differential and integral equations), vectors (systems of linear or nonlinear algebraic equations), or real or complex numbers (single algebraic equations with single unknowns).
In computer graphics, the intersection of two surfaces is also modeled by nonlinear equation and can be complicated in general, because of some closed loops and singularities. This requires finding efficient algorithms for solving this intersection. We often need to compute and display the intersection C = A ∩ B of two surfaces A and B in R 3 [28] . If the two surfaces are explicitly given by of F at x. There is an extensive literature on local as well as semilocal convergence results of (NM) under various Lipschitz-type conditions. Recent results can be found in [9] , [12] , [15] and the references there (see also [11] , [14] , [47] , [48] ). Let x 0 ∈ D be such that F ′ (x 0 ) −1 ∈ L (Y , X ), the space of bounded linear operators from Y into X . We say that F ′ (x 0 ) −1 F ′ (.) satisfies the Lipschitz-condition on D with constant L (L > 0), if
Then, a sufficient convergence condition for the semilocal convergence of (NM) is the Kantorovich hypothesis (KH), famous for its simplicity and clarity, given by (see [9] , [12] , [26] ) (1.5)
In the scalar case (1.5) coincides with the condition given earlier by Ostrowski [30] - [32] . If strict inequality holds in (1.5), the convergence is quadratic. Otherwise it is only linear. Later Ostrowski [32] obtained sharp a priori estimates. Simpler sharp a priori estimates were provided (using different method and proofs) by Gragg and Tapia [24] and some papers of Pták in [53] , [54] , [56] , [58] . The celebrated method of nondiscrete induction is first used by Pták [55] , [57] . Subsequently, Potra and Pták developed in a series of papers and an excellent book [35] , [42] , [43] , [46] the nondiscrete induction and provided a posteriori estimates which are in general better than those given by Gragg and Tapia [24] . Other works on iterative methods and nondiscrete induction can be found in [39] , [41] , [42] , [44] , [59] . The hypothesis (1.5) is not a sufficient condition for the convergence of (NM). In Section 5 we provide an example where the hypothesis (1.5) is violated but (NM) (1.2) converges to the solution x ⋆ . Therefore, any hypothesis using the same information (F, x 0 , L) weaker than (1.5) will expand applicability of (NM). Let us report on what has been done in this direction. First of all note that in view of (
Note that in general
holds, and L/L 0 can be arbitrarily large [5] - [15] (see Section 5 for Examples). Condition (1.6) is not an additional (to (1.3)) hypothesis, since in practice the computation of the Lipschitz constant L requires that of the center-Lipschitz constant L 0 . We can then use (1.6) instead of (1.3) to compute upper bounds on the norms
. This observation has lead to the following set of advantages (A )
in the discrete case when L 0 < L (see [5] - [15] ): ⊲ a weaker hypothesis than (KH) (1.5); ⊲ tighter error bounds on the distances involved; and ⊲ at least as precise information on the location of the solution x ⋆ .
These advantages (A ) are obtained under the same information (x 0 , F, L).
We have provided the following hypothesis instead of (1.5) (see, e.g. [5] , [6] , [8] , [9] , [12] , [14] , [15] , [20] )
where,
Note that in particular (1.12)
but not necessarily vice versa unless if L 0 = L. We also have
which provide a maximum measure on the expandability of (NM) under the hypotheses (1.8) or (1.9) or (1.10). By comparing (1.5) to (1.8) we get
Clearly, the first case (1.16) expands the applicability of (NM) when
The hypothesis (1.8) requires the computation of the constant L 0 only, whereas (1.9) and (1.10) require both constants L 0 and L. In [8] , Argyros further weakened (1.8) in some sense using
which is a sufficient convergence condition for the modified Newton's method (MNM)
But this time a certain number of iterates y n in (1.20) must be computed until y N = x 0 (N is a finite naturel number), for more details, see [8] . We also note that if (1.8) or (1.19) hold, then the convergence of (NM) is shown only to be linear. Note also that (1.19) is the weakest of the H hypotheses given by (1.5) and (1.8)-(1.10).
In this study we are motivated by optimization considerations and the method of nondiscrete mathematical induction as developed by Potra and Pták [42] . We show that the advantages (A ) carry over from the discrete to the nondiscrete case using (1.8) or (1.9) or (1.10) instead of (1.5) and smaller rate of convergence ω and corresponding estimate functions s (to be precised in Section 2). Note that ω and s are used to measure the error distances involved. Potra and Pták [42] defined functions ω (see Figure 1 ) and s (see Figure 2 ) by
where a 0. Under hypothesis (1.5), Potra and Pták [42] showed that the optimum value for a is given by The error bounds are related with functions w and s by
where ω (n) is the n-iterate of the function ω so that
It follows from (1.21)-(1.25) that the larger the parameter "a" is the tighter the estimates (1.24) and (1.25) will be. If (1.9) holds, set:
Other values for the parameter "a" have been given in Sections 3-5.
Our introduction of the center-Lipschitz condition in the discrete case has produced the advantages (A ) for other iterative processes such as the Secant method, the directional Newton method, Stirling's method, Steffensen's method and Newtonlike methods [5] , [9] , [11] , [12] - [15] .
In this study we show that the advantages (A ) can carry from discrete to nondiscrete case. In particular we provide using the same information (F, x 0 , L) a finer convergence analysis than in [34] - [37] for (NM).
The paper in organized as follows: In order to make the study as self contained as possible we have summarized some necessary concepts related to the method of nondiscrete mathematical induction in Section 2. The results on the enlargement of the parameter "a" are given in Section 3. The semilocal convergence of (NM) is given in Section 4. In the concluding Section 5 we provide numerical examples to support the claims made in the advantages (A ).
Nondiscrete mathematical induction and (NM)
Pták inaugurated in his Gatlinburg lecture [55] the method of Nondiscrete Mathematical Induction (NMI). We refer the reader to the excellent monograph by Potra and Pták [46] for more details about the motivation and general principles for (NMI). For z ∈ X and r > 0, we denote by U(z, r) the closed ball centered at z and of radius r. Let T be either the positive real axis or an interval of the form T = {r ∈ R : 0 < r < α} = (0, α).
We need the definition of the rate of convergence. 
is convergent for each r ∈ T . The sum (2.1) is denoted by s(r) and is called the corresponding estimate function. Then we write
Functions ω and s satisfy the functional equation
It then follows from (2.3) that (with the exception of pathological cases) we have:
That is, given s, the function ω can be recovered using the functional equation (2.4). The computation of the function s is very difficult or impossible in general.
We have the following result characterizing rates of convergence.
Proposition 2.2 [46] . Let ω : T → T and ν : T → T be such that
Then the following items hold: (a) ω is a rate of convergence on T and
It can easily be seen by verifying (2.5) , that the function ω given by (1.16) is a rate of convergence on T with the corresponding estimate function s given by (1.17) .
Another example is given for δ ∈ [0, 1) by
We need the following result relating the (MNI), (2.9) and (NM).
Lemma 2.3 [42] , [46] .
(1) Assume that for a given pair (G, x 0 ) there exists a rate of convergence ω on an interval T and a family of sets Z (r) ⊆ X such that the inclusion conditions x 0 ∈ Z (r 0 ) for a certain r 0 ∈ T and
are satisfied. Then, sequence {x n } generated by (NM) is well defined and converges to a point x ⋆ . Moreover, (1.24), (1.25) and the following estimate
(2) If, in addition, for a certain n 1, we have
then for this n, the following estimate holds
Lemma 2.3 is essentially a corollary of the induction theorem (see Proposition 1.7 in [46, p. 5] ). This theorem is related to the graph theorem of functional analysis. The closed graph theorem can be seen as a limit case of the induction theorem for an infinitely fast rate of convergence (see, e.g. [46, Theorem 1.15] ).
We use the following measure of invertibility
If B is invertible and
We also need the following Banach-type result on invertible operators [4] , [9] .
Lemma 2.4. If B and C belong in L (X , Y ) such that B is boundedly invertible and
then C is also boundedly invertible and
Enlarging the parameter "a"
Nondiscrete induction for iterative processes requires verification of inclusion hypotheses in (1) of Lemma 2.3. We shall illustrate how this method works in the case of (NM).
The differences between our approach and the one given by Potra and Pták [42] , [46] will also be given in our description that follows.
First, we need to define a suitable nonempty approximate set Z for some rate of convergence ω. If x is an initial guess, we hope (3.1)
to be closer to the solution x ⋆ . Let r be the distance between x and x + . We must have for x ∈ Z (r) that x + ∈ Z (ω(r)). Potra and Pták [46, p. 23] used the following approximate set Z (r) (r > 0) for a rate of convergence ω (first in non-affine invariant form):
where g and h are functions to be determined later. This way they produced a plethora of results on (NM) that have improved the error bounds on the distances d(x n , x n−1 ) and d(x n , x ⋆ ) of the discrete case but not the sufficient convergence condition (1.5). Let x ∈ Z (r), then for x + ∈ Z (ω(r)), the following must hold:
But we can write (3.6)
We also have
As long as h(r) − L 0 (r + 2g(r)) is positive, the Banach lemma on invertible operators [4] , [9] , [26] and Lemma 2.4 guarantee the existence of F ′ (x) −1 and the estimate (3.8)
Using the approximation
and (1.3), we get
Then, we have by (3.8) and (3.9) (3.10)
In view of (3.6), (3.8) and (3.10), the conditions (3.3)-(3.5) hold if there exist functions h, g and parameter b satisfying the system of inequations S AH :
and (3.15) 0 < h(r) 1.
The system S P P in [46, p. 25] uses inequation
instead of (3.12). The rest of the inequations are the same.
We shall see later that replacing (3.16) by (3.12) is a major modification leading to the advantages (A ) already stated in the Introduction of this study.
Next, we shall show that the system S AH is satisfied in two cases when the rate of convergence ω is given by (1.16) or (2.7) and
where s is the estimate function corresponding to rate of convergence ω and a 0 is to be determined later.
In the first case the functions ω, s are given by (1.21) and (1.22), respectively. 
hold. Then, the system S AH has a solution (h, g, b 1 ), where
and a 1 is given by (1.26). Moreover, we have
If L 0 = L, then again we deduce a 1 0, since 2Lr 0 1. Moreover it can easily be seen by simple substitution that the triplet (h, g, b 1 ) satisfies the system S AH . Note in particular that (3.21) implies (3.15). Finally, the inclusion (3.23) follows from (3.1) and (3.15) . That completes the proof of Proposition 3.1.
If L 0 = L, the hypothesis (1.9) reduces to (1.5). In this case we have a = a 1 = a P . If L 0 < L, Proposition 3.1 improves the results in [46] and a 1 > a P (see also Example 5.1).
In the second case the functions ω, s are given by (2.7) and (2.8), respectively. Remark 3.4. It turns out that if the approximate set Z is defined in a way other than (3.2), then the system S AH can be simplified and weaker hypotheses than before are needed (in some cases).
This time, we define
The motivation for the introduction of the new approximate set Z 0 is due to the estimate
Then, in view of the implications
the inequation (3.12) can be dropped from the system S AH . Denote the resulting system by S ⋆ AH defined by Moreover, we have
P r o o f. It can easily be seen that the pair (g, b 1 ) satisfies the system S ⋆ AH . In particular for the verification of (3.13), we must show
We have
by the choice of a 1 and r ∈ [0, r 0 ]. Hence the estimate (3.31) holds. We also have
That completes the proof of Proposition 3.5.
Proposition 3.6. Let r 0 0 and L L 0 > 0. Let also ω, s be given by (2.6) and (2.8), respectively, with
Suppose that (1.10) and
hold.
Then the system S ⋆ AH has a solution (g, b 3 ), where,
Moreover, we have x 0 ∈ Z 0 (r 0 ). Furthemore, δ ∈ [1/2, 1).
P r o o f. We shall show how do we arrive at the hypothesis (1.10) and the choice of δ. The rest shall follow by substituting (g, b 3 ) in S ⋆ AH . Indeed, we have Lr
which is true as equality by (3.34) . We must also show
which is exactly the hypothesis (1.10). That completes the proof of Proposition 3.6.
If L = L 0 , then (1.10) reduces to (1.5) and δ = 1/2. If L 0 < L, then (1.10) is weaker than (1.9) and (1.5).
Semilocal convergence of (NM)
The only difference in the proofs of [46, Sections 1 and 5], [42] and ours is that we use different value of "a" and (1.9) or (1.10) instead of (1.5). Therefore the proofs of semilocal convergence results (corresponding to Propositions 3.1, 3.3 and 3.6) for (NM) are omitted.
For brevity, we only provide estimates of the form (1.24), (1.25) and (2.11). Estimates of the form (2.13) can also follow immediately as in [46] , [42] but using different "a" as in Propositions 3.1, 3.3 and 3.6. 
(iv) the hypotheses of Proposition 3.1 hold; and
Then the sequence {x n } (n 0) generated by (NM) is well defined, remains in U(x 0 , b 1 ) for all n 0 and converges to a unique solution x ⋆ of the equation
. Moreover, the following error estimates hold for all n 1:
where a 1 is given by (1.26). Then the sequence {x n } (n 0) generated by (NM) is well defined, remains in U (x 0 , b 2 ) for all n 0 and converges to a unique solution x ⋆ of the equation (1.1) in
Moreover, the following error estimates hold for all n 1: Remark 4.4. If L 0 = L, the results reduce to the corresponding ones in [42] , [46] . Otherwise they constitute an improvement since (1.9) or (1.10) are weaker than (1.5), error estimates are tighter and the information on the location of the solution x ⋆ is more precise, since our a 1 is larger than a P . Indeed, under the hypotheseis (1.5), the error bounds in [42] , [46] are:
where a P is given by (1.23), and 
Then the sequence {x n } (n 0) generated by (MNM) given by (1.20) is well defined, remains in U (x 0 , b M ) for all n 0 and converges to a unique solution
Moreover, the estimates (1.24), (1.25) and
hold, with
where a M is given by (1.27).
Remark 4.6. If L 0 = L, Theorem 4.5 reduces to the corresponding one in [42] , [46] . Otherwise they constitute an improvement, since a P < a M , b M < b 0 and our functions ω, s are smaller than the ones in [42] , [46] .
Numerical examples
We provide examples where our results apply but earlier ones do not. When all results apply we show that ours provide tighter error bounds and better information on the location of the solution.
Example 5.1. Let X = Y = R, equipped with the max-norm, 
Using (1.3), (1.4) and (1.6) we get:
Then, we obtain the conditions (1.5) and (1.8), respectively, as follow
and
Hence, there is no guarantee that (NM) converges to
However, if we consider our conditions (1.19), (1.8) and (1.10), respectively, we get
Next we pick three values of ̺ such that all hypotheses are satisfied, so we can compare the "a" values and the corresponding error bounds. Case ̺ = .49999 By Maple 13, we have the following results
We can not compare (4.1) and (4.7) in the case ̺ ∈ (.5, 1) since (1.5) does not hold and a P is a complex number in this interval. Note that we have
Case ̺ = .5 By Maple 13, we have the following results
Then the convergence is only linear in [42] , [46] (see also the estimates (4.7)-(4.9) in Remark 4.4) since a P = 0, but our Theorems 4.1 and 4.2 apply and we can produce the following tables (Tables 1 and 2) Comparison Tables 3 and 4 show that our error bounds (4.1) and (4.2) are finer than (4.7) and (4.8) given in [42] , [46] . Comparison Table 4 .
Finally, we provide examples where the inequality between the Lipschitz and the center-Lipschitz constants is strict (i.e., L 0 < L). It is well known that this problem can be formulated as the integral equation Q(s, t) = t(1 − s), t s, s(1 − t), s < t.
We observe that Note that L 0 < L.
Other applications and examples including the solution of nonlinear Chandrasekhar-type integral equations appearing in radiative transfer are also found in [9] , [15] .
Conclusion
For approximating a solution of a nonlinear operator equation in a Banach space setting, we provided new results for (NM) and (MNM) using the concept of (NMI) introduced by Potra and Pták [42] , [46] . We obtained new sufficient convergence conditions for (NM) and (MNM) using Lipschitz and center-Lipschitz conditions on the Fréchet-derivative of the operator involved instead of only the Lipschitz condition used in [42] , [46] . Our results extend the applicability of these methods studied in [42] , [46] . Numerical examples are also provided in this study.
