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Abstract
We study the existence, nonexistence and multiplicity of positive solutions for a family of problems
−pu = fλ(x,u), u ∈ W1,p0 (Ω), where Ω is a bounded domain in RN , N > p, and λ > 0 is a parame-
ter. The family we consider includes the well-known nonlinearities of Ambrosetti–Brezis–Cerami type in
a more general form, namely λa(x)uq + b(x)ur , where 0 q < p − 1 < r  p∗ − 1. Here the coefficient
a(x) is assumed to be nonnegative but b(x) is allowed to change sign, even in the critical case. Preliminary
results of independent interest include the extension to the p-Laplacian context of the Brezis–Nirenberg
result on local minimization in W1,p0 and C
1
0 , a C
1,α estimate for equations of the form −pu = h(x,u)
with h of critical growth, a strong comparison result for the p-Laplacian, and a variational approach to the
method of upper–lower solutions for the p-Laplacian.
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This paper is concerned with the existence, nonexistence and multiplicity of solutions for the
family of problems
⎧⎨
⎩
−pu = fλ(x,u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
(1.1)
where pu := div(|∇u|p−2∇u) is the usual p-Laplacian, Ω is a bounded domain in RN , and
λ > 0 is a real parameter. A basic feature of the family considered here is its monotone depen-
dence on λ, i.e. fλ(x, s)  fλ′(x, s) if λ < λ′. In the context of (1.1) the conditions of local
“sublinearity” at 0 and of local “superlinearity” at ∞ mean, roughly speaking, that for x in a
subdomain Ω1 of Ω , one has
lim
s→0
s>0
fλ(x, s)/s
p−1 = +∞,
while for x in another subdomain Ω2 of Ω , one has
lim
s→+∞fλ(x, s)/s
p−1 = +∞
(see (HΩ1) and (HΩ2) in Section 2 for the precise statements).
There are several motivations to our study of (1.1). The main one comes from the following
example:
⎧⎨
⎩
−pu = λa(x)uq + b(x)ur in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
(1.2)
where 0 < q < p − 1 < r . Problem (1.2) was originally considered in [2] when p = 2 and
a(x) ≡ 1, b(x) ≡ 1. It was in particular shown there that if r  2∗ − 1, then there exists
0 < Λ < ∞ such that (1.2) has at least two solutions for λ < Λ, at least one solution for λ = Λ,
and no solution for λ > Λ. This result of “global multiplicity” was extended in [15] to the case
p = 2 and variable coefficients a(x), b(x). It was also extended in [19] to the case p 	= 2 and
a(x) ≡ 1, b(x) ≡ 1, although here under some restrictions on the exponents p, q in the critical
case r = p∗ −1. In this paper we consider the general case: p 	= 2 and variable coefficients a(x),
b(x). As in [15] a(x) is restricted to be  0 and b(x) is allowed to change sign, even in the criti-
cal case r = p∗ − 1. For the existence of a second solution, we will however need here a stronger
restriction on a(x), namely a(x) > 0. This difference with respect to the semilinear case is con-
nected with the use of a strong comparison principle for the p-Laplacian (see the comments after
hypothesis (M) in Section 2). In the critical case r = p∗ − 1 we will meet similar restrictions as
in [19] on the exponents p, q (see Remark 2.7).
As observed on p. 454 of [7], critical problems become more delicate in the presence of
variable coefficients. In this respect our basic assumption on b(x) in (1.2) for r = p∗ −1 is of the
same nature as that introduced in [15] when p = 2: b(x) should be sufficiently close to ‖b‖L∞(Ω)
on a small ball (cf. condition (b) in Theorems 2.5 and 2.6).
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from (1.2). For instance the p version of example (1.3) from [15] can be handled, as we shall
see in Section 6.
There are several preliminary results in our study which have an independent interest. We
mention in particular the extension to the p-Laplacian context of the well-known result of Brezis
and Nirenberg [8] on local minimization in C10 and W
1,p
0 (cf. Proposition 3.9). Several works
have been devoted to this problem, e.g. [19,23,21,16]. Our approach differs from that in these
papers and is more in the line of that introduced recently in [9] in the subcritical case. It avoids
in particular the consideration of equations involving two p-Laplacians. An important step in
the proof of this minimization result is Proposition 3.7 which provides a C1,α estimate in the
critical case. Another result of independent interest concerns the strong comparison principle for
the p-Laplacian. This is known to be a delicate question, which has not received yet a complete
answer (see [29] for a recent survey). The version we present here (cf. Proposition 3.4) is based
on ideas from [4] and [17]. There is finally a variational approach to the method of upper–lower
solutions for the p-Laplacian (cf. Proposition 3.1). It is adapted from [30] and could also prove
useful in other situations.
Our method to obtain multiple solutions to (1.1) follows the classical way of obtaining a first
solution via upper–lower solutions and a second solution via the mountain pass theorem. To
handle the (PS) condition in the critical case we use some of the techniques initially developed
for p = 2 in [7,2] and later extended for p 	= 2 in [18].
Our results relative to (1.1) are stated in detail in Section 2 and their proofs given in Sections 4
and 5. Section 3 is devoted to various preliminaries, including those mentioned above. Section 6
is devoted to some applications of the results of Section 2, in particular to (1.2).
2. Statement of results
In this section we state our results relative to (1.1). We successively consider fλ(x,u) of
arbitrary growth, of subcritical growth, and finally of critical growth.
Let Ω be a smooth bounded domain in RN . We assume 1 <p <N . Our results, however, can
be easily adapted to the case p N , by replacing the subcritical or critical growth by an arbitrary
power growth.
Our general assumptions on the family fλ(x, s) are the following:
(H ) For each λ > 0, fλ : Ω ×[0,∞[ →R is a Carathéodory function with the property that for
any s0 > 0, there exists a constant A (depending on λ and s0), such that |fλ(x, s)|A for
a.e. x ∈ Ω and all s ∈ [0, s0]. Moreover if λ < λ′, then
fλ(x, s) fλ′(x, s)
for a.e. x ∈R and all s  0.
(H0) For each λ > 0 and any s0 > 0, there exists B  0 (depending on λ and s0), such that
fλ(x, s)−Bsp−1
for a.e. x ∈ Ω and all s ∈ [0, s0].
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principle; it implies fλ(x,0) 0. From now on we will always understand that fλ(x, s) has been
extended for s < 0 by putting fλ(x, s) = fλ(x,0).
At this stage, if u ∈ W 1,p0 (Ω) ∩ L∞(Ω) satisfies −pu = fλ(x,u) in the weak sense, then
(H) and the regularity theory for the p-Laplacian (cf. e.g. [26]) imply u ∈ C1,α(Ω) for some
α = α(N,p) ∈ ]0,1[. Moreover u  0 (take −u− as testing function and use fλ(x,0)  0). In
addition, by the strong maximum principle of [31], if u 	≡ 0, then u > 0 in Ω and ∂u/∂ν < 0
on ∂Ω , where ν denotes the exterior normal. We thus have a solution of (1.1). Observe also that
the associated functional
Iλ(u) := 1
p
∫
Ω
|∇u|p −
∫
Ω
Fλ(x,u) (2.1)
where Fλ(x, s) :=
∫ s
0 fλ(x, t) dt , is well defined for u ∈ W 1,p0 (Ω)∩L∞(Ω).
The following two assumptions will also be used throughout the paper:
(He) There exist λ > 0 and a nondecreasing function g with inf{g(s)/sp−1: s > 0} <
1/‖e‖p−1∞ such that
fλ(x, s) g(s)
for a.e. x ∈ Ω and all s  0; here e ∈ W 1,p0 (Ω) ∩ C1,α(Ω) is the solution of −pe = 1
and ‖ ‖∞ denotes the L∞(Ω) norm.
(HΩ1) For any λ > 0 there exists a smooth subdomain Ω1, s1 > 0 and θ1 > λ1(Ω1) such that
fλ(x, s) θ1sp−1
for a.e. x ∈ Ω1 and all s ∈ [0, s1]; here λ1(Ω) denotes the principal eigenvalue of −p
on W
1,p
0 (Ω).
Assumption (He) is used to guarantee the existence of an upper solution for that specific value
of λ. More comments about (He) can be found for instance in [14]. Assumption (HΩ1) is a local
(i.e. on Ω1) “sublinearity” condition at 0, which is satisfied for instance if
lim
s→0
s>0
fλ(x, s)/s
p−1 = +∞
uniformly for x ∈ Ω1. (HΩ1) is used to construct a lower solution.
Theorem 2.1 (Existence of one solution without growth condition). Under the assumptions
(H), (H0), (He) and (HΩ1), there exists 0 < Λ+∞ such that problem (1.1) has at least one
solution u ∈ W 1,p0 (Ω)∩L∞(Ω) (with Iλ(u) < 0) for 0 < λ<Λ and no solution for λ >Λ.
As observed in [15, p. 272], in the present generality, Λ can be +∞.
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(HΩ˜ ) There exist λ > 0, a smooth subdomain Ω˜, m˜ ∈ L∞(Ω˜) with m˜ 0, 	≡ 0, μ > λ1(Ω˜, m˜)
such that
fλ(x, s) μm˜(x)sp−1
for a.e. x ∈ Ω˜ and all s  0; here λ1(Ω˜, m˜) denotes the principal eigenvalue of −p
on W
1,p
0 (Ω˜) for the weight m˜.
Then problem (1.1) for the value of λ provided by (HΩ˜) has no solution (and consequently
Λ< +∞).
Assumption (HΩ˜) can be seen as a localized version of the trivial sufficient condition of
nonexistence for the semilinear problem −u = l(u) in Ω,u > 0 in Ω and u = 0 on ∂Ω , namely
inf{l(s)/s: s > 0} > λ1(Ω), where λ1(Ω) denotes here the first eigenvalue of − on H 10 (Ω).
Assumption (HΩ˜ ) is satisfied in particular if fλ(x, s) h(λ)m˜(x)sp−1 for some function h with
h(λ) → +∞ as λ → ∞.
Due to the absence of growth condition, we have up to now included in the definition of a
solution u the requirement that u belongs to L∞(Ω). We will now assume the following growth
condition on fλ(x,u), where p∗ := Np/(N − p):
(G) For any λ > 0, there exist d1, d2 and σ  p∗ − 1 such that
∣∣fλ(x, s)∣∣ d1 + d2sσ
for a.e. x ∈ Ω and all s  0.
Condition (G) implies that any u ∈ W 1,p0 (Ω) which solves −pu = fλ(x,u) in the weak sense
belongs to L∞(Ω) (cf. e.g. [3] in the subcritical case, [22] in the critical case), and consequently,
as before, belongs to C1,α(Ω) for some α = α(p,N). Moreover, when σ < p∗ −1, the norm of u
in C1,α(Ω) can be estimated in terms of the constants from (G) and the norm of u in W 1,p0 (Ω)
(by using successively [3] and [26]). Such an estimate does not hold anymore when σ = p∗ − 1,
as can be seen by considering for p = 2 the family of instantons
uε(x) =
(
ε
ε2 + |x|2
)N−2
2 −
(
ε
ε2 + 1
)N−2
2
on Ω = B(0,1). Note that Proposition 3.7 from Section 3 will provide a substitute to this estimate
in the critical case. Condition (G) also implies that the functional Iλ(u) is now well defined for
all u in W 1,p0 (Ω).
The following Ambrosetti–Rabinowitz type condition, introduced in [14] to handle indefinite
nonlinearities, will play a role in our subsequent results:
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θFλ(x, s) sfλ(x, s)+ dsρ
for a.e. x ∈ Ω and all s  s0.
Theorem 2.3 (Existence of one solution for λ = Λ in the subcritical case). In addition to the
hypotheses of Theorem 2.2 assume the continuity of fλ(x, s) with respect to λ ( for a.e. x and
uniformly for s bounded ). Assume also that (G) with σ < p∗ − 1 and (AR)d hold uniformly
on each interval [r,R] ⊂ {λ > 0} (i.e. the various constants appearing in (G) and (AR)d ) can
be chosen independently of λ for λ ∈ [r,R]). Then problem (1.1) has at least one solution u ∈
W
1,p
0 (Ω)∩L∞(Ω) (with Iλ(u) 0) for λ = Λ.
Next we state our results on the existence of at least two solutions for 0 < λ < Λ. We will
first deal with the subcritical case σ < p∗ − 1. Some of the hypothesis of Theorem 2.1 have to
be strengthened. Condition (H0) is replaced by:
(H0)′ For any λ > 0 and any s0 > 0, there exists B  0 such that for a.e. x ∈ Ω , the function
s → fλ(x, s)+Bsp−1
is nondecreasing on [0, s0]; moreover fλ(x,0) 0 for all λ 0 and a.e. x ∈ Ω.
The monotonicity of the family fλ is also strengthened in the following way, where we write
h(x) ≺ l(x) to mean that for any compact K ⊂ Ω there exists ε > 0 such that h(x) + ε  l(x)
for a.e. x ∈ K :
(M) For any λ < λ′ and any u ∈ C10(Ω) with u > 0 in Ω , one has
fλ
(
x,u(x)
)≺ fλ′(x,u(x)).
Note that (M) is significantly stronger than the corresponding requirement in the semilinear
case: fλ(z,u(x))  	≡ fλ′(x,u(x)) (cf. [15, p. 273]). This difference is related to the use of a
strong comparison principle for the p-Laplacian (cf. Proposition 3.4 below). Our last additional
assumption is:
(HΩ2) For any λ > 0, these exist a subdomain Ω2, s2 > 0 and θ2 > 0 such that
Fλ(x, s) θ2sp
for a.e. x ∈ Ω2 and all s  s2.
Assumption (HΩ2) is a local (i.e. on Ω2) “superlinearity” condition at ∞, which is satisfied for
instance if
lim fλ(x, s)/sp−1 = +∞
s→+∞
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Theorem 2.4 (Second solution in the subcritical case). In addition to the hypotheses of The-
orem 2.1, assume (G) with σ < p∗ − 1 as well as (AR)d , (H0)′, (M) and (HΩ2). Then prob-
lem (1.1) has at least two solutions u,v for 0 < λ<Λ, with u 	≡ v in Ω and Iλ(u) < 0.
We finally consider multiplicity in the case where fλ has critical growth. Here we write fλ as
fλ(x, s) = hλ(x, s)+ b(x)sp∗−1, (2.2)
where hλ : Ω × [0,∞[ → R is a Carathéodory function and b ∈ L∞(Ω). We will distinguish
two cases depending on the growth of the subcritical part hλ(x, s) : either (i) hλ satisfies (G)
with σ < p − 1, b(x) may change sign, or (ii) hλ satisfies (G) with σ < p∗ − 1, b(x) 0 in Ω.
In each case b(x) will be assumed to satisfy the following condition:
(b) For some x0 ∈ Ω , some ball B1 ⊂ Ω around x0, some constant M and some γb with γb >
N(N − p)/(p2 +N − p), one has
0 ‖b‖∞ − b(x)M|x − x0|γb
for a.e. x ∈ B1. (Recall that ‖ ‖∞ denotes the L∞(Ω) norm.)
Moreover, when p  3, the following condition on hλ will also be assumed:
(Hh) For any λ > 0 and any s0 > 0, there exist c0 > 0, δ > 0, and q with p∗ − 2p−1 < q + 1 <p
such that
Hλ(x, s + u)−Hλ(x, s) hλ(x, s)u+ c0uq+1
for all u 0, s ∈ [0, s0] and a.e. x ∈ B(x0, δ), where Hλ(x, s) :=
∫ s
0 hλ(x, t) dt, and x0 is
the point involved in assumption (b) above.
Assumption (b) implies some control on the negative part of b: ‖b−‖∞  ‖b+‖∞, with in
addition some limitation on the way b(x) approaches ‖b‖∞. It trivially holds if b(x) = ‖b‖∞
on a small ball. Assumption (Hh) provides some control on the way Hλ(x, s) is increasing. It is
used to handle the case p  3 in Lemma 5.3. A simple calculation based on Lemma A4, part (4),
from [18] shows that (Hh) holds for instance if hλ(x, s) = λa(x)(sq + g(s)) with g nondecreas-
ing and a(x) ε > 0 near x0. Note that the condition p∗ − 2p−1 < q + 1 < p in (Hh) imposes a
rather strong restriction on the dimension: N > p(1 + p(p−1)2 ). See in this respect Remarks 2.7
and 6.4.
We first deal with the critical case (i).
Theorem 2.5 (Second solution in the critical case with σ < p − 1 for hλ). In addition to the
assumptions of Theorem 2.1, assume fλ(x, s) satisfies (H0)′ and (M). Suppose also that fλ(x, s)
can be written as in (2.2) with hλ(x, s) nondecreasing with respect to s and satisfying (G) with
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Theorem 2.4 holds provided that in addition either (i) 2N/(N + 1) < p < 3, or (ii) p  3 and
(Hh) is satisfied.
We now deal with the critical case (ii).
Theorem 2.6 (Second solution in the critical case with σ < p∗ − 1 for hλ). In addition to
the assumptions of Theorem 2.1, assume fλ(x, s) satisfies (H0)′ and (M). Suppose also that
fλ(x, s) can be written as in (2.2) with hλ(x, s) nondecreasing with respect to s and satisfy-
ing (G) with σ < p∗ − 1, and hλ(x, s) satisfying (AR)d . Suppose that b in (2.2) is 	≡ 0,  0
in Ω and satisfies (b). Then the conclusion of Theorem 2.4 holds provided that in addition either
(i) 2N/(N + 1) p < 3, or (ii) p  3 and (Hh) is satisfied.
In Theorem 2.6, hλ(x, s) is allowed any subcritical growth, at the expense of assuming (AR)d
for hλ(x, s) and b(x) 0.
Remark 2.7. The condition p > 2N
N+1 in Theorems 2.5 and 2.6 is slightly more restrictive than
the condition p > 2N
N+2 considered in [18,19]. The condition p∗ − 2p−1 < q + 1 < p from (Hh)
already appears in [18,19].
3. Some preliminaries
3.1. Upper–lower solutions
We start by recalling the version of the method of upper–lower solutions which we will use
repeatedly. Let g(x, s) be a Carathéodory function on Ω × R with the property that for any
s0 > 0, there exists a constant A such that |g(x, s)|  A for a.e. x ∈ Ω and all s ∈ [−s0, s0].
A function u ∈ W 1,p(Ω)∩L∞(Ω) is called a (weak) lower solution of the problem
{−pu = g(x,u) in Ω,
u = 0 on ∂Ω, (3.1)
if u 0 on ∂Ω and
∫
Ω
|∇u|p−2∇u∇ϕ 
∫
Ω
g(x,u)ϕ
for all ϕ ∈ C∞c (Ω),ϕ  0. An upper solution is defined by reversing the inequality signs.
Proposition 3.1. Assume that u and u are respectively lower and upper solutions for (3.1), with
u u a.e. in Ω . Consider the associated functional
Φ(u) := 1
p
∫
|∇u|p −
∫
G(x,u)Ω Ω
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M := {u ∈ W 1,p0 (Ω): u u u a.e. in Ω}.
Then the infimum of Φ on M is achieved at some u, and such a u is a solution of (3.1).
Proof. It is adapted from [30] which deals with the semilinear case. By coercivity and weak
lower semicontinuity, one easily sees that the infimum of Φ on M is achieved at some u. Let
ϕ ∈ C∞c (Ω), ε > 0, and define
vε := min
{
u,max{u,u+ εϕ}}= u+ εϕ − ϕε + ϕε
where ϕε := max{0, u + εϕ − u} and ϕε := −min{0, u + εϕ − u}. Since u minimizes Φ on M ,
one has 〈Φ ′(u), vε − u〉 0, which gives
〈
Φ ′(u),ϕ
〉

(〈
Φ ′(u),ϕε
〉− 〈Φ ′(u),ϕε〉)/ε. (3.2)
Since u is an upper solution and −p is monotone, one also has
〈
Φ ′(u),ϕε
〉

〈
Φ ′(u)−Φ ′(u),ϕε〉
 ε
∫
Ωε
(|∇u|p−2∇u− |∇u|p−2∇u)∇ϕ − ε
∫
Ωε
∣∣g(x,u)− g(x,u)∣∣|ϕ|
where Ωε := {x ∈ Ω: u(x) + εϕ(x)  u(x) > u(x)}. As |Ωε| → 0 as ε → 0, this latter re-
lation implies 〈Φ ′(u),ϕε〉  o(ε) as ε → 0. Similarly 〈Φ ′(u),ϕε〉  o(ε), and so by (3.2),
〈Φ ′(u),ϕ〉 0. Replacing ϕ by −ϕ, one concludes that u solves (3.1). 
Other results asserting the existence of a solution between a lower solution and an upper
solution for a p-Laplacian equation can be found e.g. in [12,19]. These results however do not
have the level of generality we need (our local “sublinearity” assumption will lead us to deal
with weak lower solutions) or do not give enough information on the solution (the minimization
property will be crucial for our multiplicity results).
3.2. Integration by parts formula
We now turn to an integration by parts formula which will play a role in the use of our local
“sublinearity” condition (HΩ1).
Proposition 3.2. Let u ∈ C1(Ω) with pu ∈ L1(Ω) in the distribution sense. Let ϕ ∈ C∞(Ω).
Then
∫
Ω
|∇u|p−2∇u∇ϕ =
∫
∂Ω
|∇u|p−2∇uνϕ −
∫
Ω
(pu)ϕ (3.3)
where ν denotes the exterior normal vector.
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following
Lemma 3.3. (Cf. [11].) Let a ∈ C(Ω)N be a vector field such that diva ∈ L1(Ω) in the distribu-
tion sense. Then
∫
Ω
diva = ∫
∂Ω
aν.
Proof of Proposition 3.2. Take a := |∇u|p−2∇uϕ. By the well-known formula for the deriva-
tion of the product of a distribution by a C∞ function, one has
diva = (pu)ϕ + |∇u|p−2∇u∇ϕ.
Lemma 3.3 thus applies and yields (3.3). 
3.3. Strong comparison principle
The following strong comparison principle, which is obtained by combining arguments
from [4] and [17], will be of importance in our study of multiplicity. We recall that the nota-
tion f ≺ g was introduced before the statement of assumption (M) in Section 2; moreover, for
C10(Ω) functions u and v, we will write u  v to mean u(x) < v(x) in Ω and ∂u∂ν (x) > ∂v∂ν (x)
on ∂Ω .
Proposition 3.4. Let f,g ∈ L∞(Ω), and let u,v be solutions of
−pu = μ|u|p−2u+ f in Ω, u = 0 on ∂Ω, (3.4)
−pv = μ|v|p−2v + g in Ω, v = 0 on ∂Ω (3.5)
where μ 0. If 0 f ≺ g, then u  v.
Several works have been devoted in the last years to the strong comparison principle for the p-
Laplacian. In particular the strict inequality u < v in Proposition 3.4 was derived recently in [4].
Note that this conclusion u < v does not hold if the hypothesis 0  f ≺ g in Proposition 3.4
is weakened into 0  f  g, f 	≡ g (cf. [11]). The stronger conclusion u  v however holds
under this weakened hypothesis on f,g if 0 μ < λ1(Ω) and ∂Ω is connected (cf. [10]). This
conclusion u  v also holds if μ = 0 and 0  f  g with f 	≡ g on any open subset of Ω
(cf. [22]). Note that the assumption 0 f ≺ g was also considered recently in a slightly different
setting in [21].
Proof of Proposition 3.4. The assumptions imply g  0, 	≡ 0, and so, by standard arguments,
v  0 (take −v− as testing function in (3.5) to get v  0 and apply the strong maximum principle
of [31]). Once this is observed, the proof of Proposition 2.6 in [4] can be followed without any
change to reach u(x) < v(x) in Ω . Now to derive the strict inequality of the normal derivatives
on ∂Ω , it suffices to apply near any point of ∂Ω a local strong comparison result from [17],
which we recall below. 
Lemma 3.5. (Cf. [17].) Let f,g ∈ L∞(Ω) and let u,v be solutions of (3.4), (3.5) where μ <
λ1(Ω). Assume 0  f  g and call Ωδ := {x ∈ Ω: dist(x, ∂Ω) < δ}. Then for every δ > 0
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in Σ and ∂u/∂ν > ∂v/∂ν on ∂Ω ∩Σ .
3.4. Brezis–Lieb lemma
The following version of the Brezis–Lieb lemma (cf. [6]) for vector-valued functions will also
be needed.
Lemma 3.6. Let fk be a bounded sequence in Lp(Ω,Rn), where 1 p < ∞. Assume fk → f
a.e. in Ω . Then ‖fk‖pLp − ‖f − fk‖pLp → ‖f ‖pLp , where ‖g‖Lp denotes (
∫
Ω
|g(x)|p)1/p with
|g(x)| the Euclidean norm of g(x) ∈Rn.
Proof. It is easily adapted from the proof given for instance in [24] in the scalar case. The only
difference is the verification of
∣∣|a + b|p − |a|p − |b|p∣∣ ε|a|p +Cε|b|p
for a, b ∈ RN . This latter relation follows from the observation that for a, b ∈ RN , (|a + b|p −
|a|p − |b|p)/|a|p → 0 as |a| → +∞, uniformly for |b| 1. 
3.5. C1,α0 estimates of weak solutions in the critical case
For the proof in the next subsection on the local minimization in C10 and W
1,p
0 , we will need
the following estimate.
Proposition 3.7. Let a sequence uk ∈ W 1,p0 (Ω) satisfy
−puk = hk(x,uk) (3.6)
where the Carathéodory functions hk verify the uniform growth condition
∣∣hk(x, s)∣∣ C1 +C2|s|p∗−1. (3.7)
Assume that uk remains bounded in W 1,p0 (Ω). Moreover assume
∫
E
|uk|p∗ → 0 as |E| → 0,
uniformly in k. Then uk remains bounded in C1,α0 (Ω¯) for some 0 < α < 1.
As observed in the comments after hypothesis (G) in Section 2, the fact that each uk above
belongs to C1,α0 (Ω¯) follows from [22]. We are proving here that uk remains bounded in C1,α0 (Ω¯)
provided, in addition to being bounded in W 1,p0 (Ω), uk is uniformly equi-integrable in L
p∗(Ω).
The necessity of such an additional requirement is clear from the comments after hypothesis (G).
Our proof below combines arguments and results from [18,25,26].
Proof of Proposition 3.7. We break the proof in three steps. (i) There exists q > p∗ such that
the sequence uk remains bounded in Lq(Ω). (ii) The sequence uk remains bounded in L∞(Ω).
(iii) There exists 0 < α < 1 such that the sequence uk remains bounded in C1,α(Ω¯).0
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from [18]. Indeed a careful reading of [18], using our assumption of uniform equi-integrability,
shows the existence of R > 0 such that for any nonnegative η ∈ C∞c (RN) with support of diam-
eter R, on has
(∫
Ω
ηp
∗(
u+k
)βp∗)p/p∗  C(η)
∫
Ω
(
u+k
)βp +C|Ω| (3.8)
with constants independent of k. Here β is fixed with 1 < β < p∗/p. This clearly implies that
u+k remains bounded in Lβp
∗
(Ω). And a similar argument applied to u−k yields the conclusion of
step (i).
Proof of step (ii). Theorem 7.1 from [25] can be applied to (3.6) to derive that uk remains
bounded in L∞(Ω). In fact a particular case of this result from [25] suffices here, which is
recalled below as Lemma 3.8. Here are some details on the application of this Lemma 3.8 to (3.6):
(3.10) clearly holds with ϕ1 ≡ 0; taking q > p∗ as given by step (i), one can verify (3.11) with
α2 = p∗ − 1 and ϕ2 a suitable constant by picking r2 sufficiently large.
Proof of step (iii). Once the L∞ estimate of step (ii) is obtained, the global regularity re-
sult of [26] can be applied to (3.6) and gives that for some 0 < α < 1, uk remains bounded
in C1,α0 (Ω¯). This concludes the proof of Proposition 3.7. 
Lemma 3.8. (Cf. [25].) Let u ∈ W 1,p0 (Ω)∩Lq(Ω) with q  p∗ satisfy
∫
Ω
a(x,u,∇u)∇v =
∫
Ω
b(x,u)v (3.9)
for v of the form (u− c)+ or (u+ c)−, c any positive constant. Here the functions a(x, s, η) and
b(x, s) are assumed to verify for x ∈ Ω , s ∈R and η ∈RN ,
〈
a(x, s, η), η
〉
 ν|η|p − (1 + |s|α1)ϕ1(x), (3.10)
(sign s)b(x, s)
(
1 + |s|α2)ϕ2(x), (3.11)
with ν a positive constant, 0  ϕi ∈ Lri (Ω), ri > N/p, 0  α1 < pN+qN − qr1 and 0  α2 <
p
N+q
N
− 1 − q
r2
. Then u ∈ L∞(Ω) and ‖u‖L∞ can be estimated in terms of ‖u‖Lq , ν,αi,‖ϕi‖Lri
and Ω .
3.6. Local minimization in C10 and W
1,p
0
In our study of multiplicity we will use the following extension to Lp of a well-known result
of Brezis and Nirenberg [8].
Proposition 3.9. Let Φ(u) be a functional of the form Φ(u) := 1
p
∫
Ω
|∇u|p − ∫
Ω
G(x,u), where
G(x, s) := ∫ s0 g(x, t) dt and g satisfies the growth condition
∣∣g(x, s)∣∣ d1 + d2|s|σ (3.12)
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for the C10(Ω) topology, i.e. Φ(u0)  Φ(u0 + w) for some ε0 > 0 and all w ∈ C10(Ω¯) with
‖w‖C10  ε0. Then u0 ∈ C
1,α
0 (Ω¯) for some 0 < α < 1 and u0 is a local minimizer of Φ for
the W 1,p0 (Ω) topology, i.e. Φ(u0)  Φ(u0 + w) for some ε1 > 0 and all w ∈ W 1,p0 (Ω) with‖w‖
W
1,p
0
 ε1.
Proposition 3.9 was proved in [8] when p = 2 and later extended to the case p 	= 2 with σ <
p∗ −1 in [19,23] (see also [21,16,9] for recent related works). Its validity in the critical case σ =
p∗ −1 is also suggested in [19], although not explicitly. For that matter, we feel necessary to give
here a complete proof. Our proof below borrows some ideas from [8,19] but follows a different
approach, which turns out to be simpler and to yield a slightly stronger result (cf. Remark 3.10).
In fact, as in [9], we avoid the consideration of equations involving two p-Laplacians, equations
to which the global C1,α estimates from [26] do not seem to apply.
Proof of Proposition 3.9. Since (3.12) with σ < p∗ − 1 implies a similar condition with σ =
p∗ − 1, it suffices to consider the latter case. Moreover since u0 ∈ W 1,p0 (Ω) satisfies
−pu0 = g(x,u0) in Ω, (3.13)
it follows from Corollary 1.1 in [22] that u0 belongs to some C1,α0 (Ω¯). Assume by contradiction
that u0 is not a local minimizer of Φ for the W 1,p0 (Ω) topology. This means that for any ε > 0
there exists vε ∈ W 1,p0 (Ω) with ‖vε −u0‖W 1,p0  ε and Φ(vε) < Φ(u0). For later use of Lagrange
multiplier rule, it will be convenient to use only, as in [9], a consequence of that, namely ‖vε −
u0‖Lp  ε and Φ(vε) < Φ(u0).
We now consider as in [8] the truncated functional
Φj(u) := 1
p
∫
Ω
|∇u|p −
∫
Ω
Gj(x,u)
for j = 1,2, . . . , where gj (x, s) := g(x,Tj (s)),Gj (x, s) :=
∫ s
0 gj (x, t) dt and Tj (s) = −j if
s −j , s if −j  s  j and +j if s  j . Note that (3.12) still holds for each gj , with constants
and exponent independent of j . This easily implies, by dominated convergence, that for each
v ∈ W 1,p0 (Ω),Φj (v) → Φ(v) as j → ∞. It follows that for each ε > 0, there is some jε such
that Φjε (vε) < Φ(u0). On the other hand, since gjε has subcritical growth and since for some
constants D1, D2 independent of ε,
Φjε (v)
1
p
∫
Ω
|∇v|p −
∫
Ω
(
D1 +D2|v|p∗
) (3.14)
for v ∈ W 1,p0 (Ω), one deduces that Φjε achieves its infimum on {v ∈ W 1,p0 (Ω): ‖v−u0‖Lp∗  ε}
at some uε; this easily follows by taking a minimizing sequence and using (3.14). One thus has
Φjε (uε)Φjε (vε) < Φ(u0). (3.15)
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bounded in W 1,p0 (Ω).
Claim. There exists 0 < α < 1 such that uε remains bounded in C1,α0 (Ω) as ε → 0.
Accepting this claim, one deduces from Ascoli–Arzela theorem that uε → u0 in C10(Ω). It
follows that for ε > 0 sufficiently small,
Φ(uε) = Φjε (uε) < Φ(u0),
which contradicts the fact that u0 is a local minimizer of Φ for the C10(Ω¯) topology, and the
proof of Proposition 3.9 will be complete.
It remains to prove the claim. For this purpose we write the Euler equation satisfied by uε:
−puε = gjε (x,uε)+με|uε − u0|p
∗−2(uε − u0) (3.16)
where με is a Lagrange multiplier associated to the constraint ‖uε −u0‖Lp∗  ε. Taking u0 −uε
as testing function in (3.16) and using the minimizing property of uε , one gets με  0.
We now distinguish two cases according to the behavior of με as ε → 0: either (i) με remains
bounded, or (ii) for a subsequence με → −∞. In case (ii) below, for simplicity of notation, we
will keep writing ε → 0 instead of considering a subsequence.
Case (i). In this case the conclusion of the claim is a direct consequence of Proposition 3.7.
Case (ii). In this case there exists ε0 > 0 and a constant M such that for 0 < ε < ε0,
gjε (x, s)+με
∣∣s − u0(x)∣∣p∗−2(s − u0(x))
{
< 0 for s >M,
> 0 for s < −M. (3.17)
Indeed, by (3.12) and the fact that u0 is bounded, |gjε (x, s)| d˜1 + d˜2|s − u0(x)|p∗−1 for some
constant d˜1, d˜2; one then picks ε0 such that με −d˜2 − 1 for 0 < ε < ε0, and observe that the
left-hand side of (3.17) for s > ‖u0‖∞ (resp. s < −‖u0‖∞) and 0 < ε < ε0 is d˜1 −|s−u0|p∗−1
(resp. d˜1 +|s−u0|p∗−1); consequently (3.17) follows. Taking now (uε −M)+ and (uε −M)−
as testing functions in (3.16), one concludes that |uε(x)| M for x ∈ Ω and 0 < ε < ε0. So
uε remains bounded in L∞(Ω) as ε → 0.
We now take |uε − u0|β−1(uε − u0) with β  1 as testing function in (3.13), (3.16), and use
the monotonicity of −p to get
0
∫
Ω
(|∇uε|p−2∇uε − |∇u0|p−2∇u0)∇[|uε − u0|β−1(uε − u0)]
=
∫
Ω
(
gjε (x,uε)− g(x,u0)
)|uε − u0|β−1(uε − u0)+με
∫
Ω
|uε − u0|p∗+β−1.
Since uε remains bounded in L∞(Ω), using Hölder inequality in the integral involving g, we
obtain
−με‖uε − u0‖p
∗−1
p∗+β−1  cL
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−με‖uε − u0‖p
∗−1
L∞  c.
So the right-hand side of (3.16) remains bounded in L∞(Ω), and it follows from [26] that for
some 0 < α = α(N,p) < 1, uε remains bounded in C1,α0 (Ω). This concludes the proof of the
claim in case (ii). 
Remark 3.10. The above proof of Proposition 3.9 in the critical case σ = p∗ − 1 shows that
u0 is a local minimizer of Φ on W 1,p0 (Ω) for the L
p∗(Ω) topology, i.e. Φ(u0)Φ(u0 +w) for
some ε1 > 0 and all w ∈ W 1,p0 (Ω) with ‖w‖Lp∗  ε1. And in the subcritical case σ < p∗ − 1,
one would conclude that u0 is a local minimizer of Φ on W 1,p0 (Ω) for the L
σ+1(Ω) topology.
Remark 3.11. The above proof of Proposition 3.9 greatly simplifies in the subcritical case σ <
p∗ − 1 (cf. [9]): the fact that u0 belongs to some C1,α0 (Ω¯) now follows by using successively
[3] and [26], no truncation of Φ is needed, and Proposition 3.7 can be replaced by another direct
application of [3] and [26].
4. Proofs of Theorems 2.1, 2.2 and 2.3
This section is devoted to the proof of the first theorems stated in Section 2. The general
strategy in this section as well as in the following one is rather similar to that in the semilinear
case [15] and we will mainly concentrate on the differences with respect to [15]. It will be
convenient from now on to denote (1.1) by (1.1)λ.
Proof of Theorem 2.1. One starts by proving the existence of an upper solution of (1.1)λ for
the value λ provided by (He). With g and e as in (He), there exists M > 0 such that
1/‖e‖p−1∞  g
(
M‖e‖∞
)
/
(
M‖e‖∞
)p−1
and so one has, for any ϕ ∈ C∞c (Ω) with ϕ  0,
∫
Ω
∣∣∇(Me)∣∣p−2∇(Me)∇ϕ =
∫
Ω
Mp−1ϕ 
∫
Ω
g
(
M‖e‖∞
)
ϕ

∫
Ω
g(Me)ϕ 
∫
Ω
fλ(x,Me)ϕ.
This shows that Me is an upper solution.
We now construct a lower solution of (1.1)λ by using the local “sublinearity” assumption
(HΩ1) at λ. Denote by ϕ1 a positive principal eigenfunction of −p on W 1,p0 (Ω1); one has
ϕ1 ∈ C1,α(Ω1) and ∂ϕ1/∂ν < 0 on ∂Ω1, where ν denotes here the exterior normal on ∂Ω1.
Extending ϕ1 by 0 on Ω \Ω1, the extended function, still denoted by ϕ1, belongs to W 1,p0 (Ω)∩
L∞(Ω). Call uε := εϕ1 for ε > 0, and let ϕ ∈ C∞c (Ω),ϕ  0. One has, for ε sufficiently small
so that ‖uε‖∞  s1 (where s1 comes from (HΩ )),1
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∫
Ω
|∇uε|p−2∇uε∇ϕ =
∫
∂Ω1
|∇uε|p−2∇uενϕ −
∫
Ω1
(puε)ϕ
 λ1(Ω1)
∫
Ω1
|uε|p−2uεϕ 
∫
Ω1
fλ(x,uε)ϕ 
∫
Ω
fλ(x,uε)
where we have used successively Proposition 3.2, (HΩ1) and fλ(x,0) 0. This shows that uε is
a (weak) lower solution. Moreover, taking ε > 0 smaller if necessary, one has uε Me in Ω.
Proposition 3.1 can thus be applied and yields a solution u ∈ W 1,p0 (Ω) ∩ L∞(Ω) of (1.1)λ
for the value of λ provided by (He). So at this stage, we have proved that
Λ := sup{λ > 0: (1.1)λ has a solution}> 0.
It remains to show that for each 0 < λ < Λ, (1.1)λ has a solution u with Iλ(u) < 0. Let 0 <
λ<Λ and take λ with λ < λ <Λ such that (1.1)λ has a solution u. One has, by the monotonicity
of the family fλ (cf. (H)),
∫
Ω
|∇u|p−2∇u∇ϕ =
∫
Ω
fλ(x,u)ϕ 
∫
Ω
fλ(x,u)ϕ
for all ϕ ∈ C∞c (Ω) with ϕ  0. This shows that u is an upper solution for (1.1)λ. The rest of
the argument is then easily adapted from p. 275 in [15]: one first constructs a (weak) lower
solution as above in the form εϕ1 by using (HΩ1) at λ, and Proposition 3.1 applies again to yield
a solution u0 to (1.1)λ; moreover the minimization property provided by Proposition 3.1 leads to
Iλ(u0) Iλ(εϕ1), and by (HΩ1), Iλ(εϕ1) < 0 for ε sufficiently small. 
Proof of Theorem 2.2. Let λ be given by (HΩ˜) and suppose by contradiction that (1.1)λ admits
a solution u ∈ W 1,p0 (Ω)∩L∞(Ω). Consider the eigenvalue problem with weight
{−pv = μm˜(x)|v|p−2v in Ω˜,
v = 0 on ∂Ω˜.
(4.1)
Since by (HΩ˜),
∫
Ω˜
|∇u|p−2∇u∇ϕ =
∫
Ω˜
fλ(x,u)ϕ  μ
∫
Ω˜
m˜(x)up−1ϕ
for ϕ ∈ C∞c (Ω),ϕ  0, we see that u (restricted to Ω˜) is an upper solution for (4.1). On the other
hand let ϕ1 be a positive eigenfunction associated to λ1(Ω˜, m˜) and call uε := εϕ1. Since
∫
Ω˜
|∇uε|p−2∇uε∇ϕ = λ1(Ω˜, m˜)
∫
Ω˜
m˜(x)up−1ε ϕ < μ
∫
Ω˜
m˜(x)up−1ε ϕ
for ϕ ∈ C∞c (Ω),ϕ  0, we see that uε is a lower solution for (4.1). Clearly, for ε > 0 sufficiently
small, uε  u on Ω˜ (since for x0 ∈ ∂Ω˜ , either u(x0) > 0 or u(x0) = 0 and ∂u/∂ν(x0) < 0, where
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of (4.1) with uε  v  u in Ω˜ . In particular v  0, v 	≡ 0, which shows that μ is a principal
eigenvalue of −p on Ω˜ for the weight m˜. This is a contradiction since μ> λ1(Ω˜, m˜). 
Remark 4.1. Here is another proof of Theorem 2.2 based on Picone’s identity (cf. [1]). Suppose
again that (1.1)λ admits a solution u and let ϕ ∈ C∞c (Ω˜) with ϕ  0 and
∫
Ω˜
m˜ϕp > 0. By
Picone’s identity,
∫
Ω
|∇ϕ|p −
∫
Ω
∇(ϕp/up−1)|∇u|p−2∇u 0
and consequently, from the equation satisfied by u and (HΩ˜),
∫
Ω
|∇ϕ|p 
∫
Ω
fλ(x,u)ϕ
p/up−1  μ
∫
Ω˜
m˜(x)ϕp.
Taking the infimum with respect to ϕ yields λ1(Ω˜, m˜) μ, a contradiction.
Proof of Theorem 2.3. Let μk → Λ with 0 < μk < Λ, μk increasing, and let uk be a solution
of (1.1)μk with Iμk (uk) < 0.
We first show that uk remains bounded in W 1,p0 (Ω). This is carried out as on [15, p. 276]:
using Iμk (uk) < 0 and (AR)d , and denoting by ‖v‖ the W 1,p0 (Ω) norm (
∫
Ω
|∇v|p) 1p , one obtains
θ
p
‖uk‖p 
∫
Ω
fμk (x,uk)uk + d
∫
Ω
u
p
k + c1
for some constant c1. One then deduces, using (1.1)μk ,
(
θ
p
− 1
)
‖uk‖p  c2‖μk‖p + c1
for some constant c2, which gives the required bound.
Since σ < p∗ − 1, we have, for a subsequence, uk → u in C1(Ω). Clearly u solves −pu =
fΛ(x,u) in Ω , u 0 in Ω , u = 0 on ∂Ω , and one has IΛ(u) 0. It remains to see that u 	≡ 0.
Assume by contradiction u ≡ 0. We will use (HΩ1) for λ = μ1. Let as before Ω1 be the
corresponding subdomain and ϕ1 a positive eigenfunction associated to the principal eigenvalue
λ1(Ω1) of −p on W 1,p0 (Ω1). We have, for ϕ ∈ C∞c (Ω),ϕ  0, using the monotonicity of the
family fλ,
∫
Ω1
|∇uk|p−2∇uk∇ϕ 
∫
Ω1
fμ1(x,uk)ϕ  θ1
∫
Ω1
u
p−1
k ϕ
for k sufficiently large (so that 0 uk(x) s1 on Ω1, which is possible since uk → 0 uniformly).
The above relation shows that uk (restricted to Ω1) is an upper solution for the problem
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v = 0 on ∂Ω1.
(4.2)
Since λ1(Ω1) < θ1, one also has that for ε > 0 sufficiently small, εϕ1 is a lower solution of (4.2)
which satisfies εϕ1  uk on Ω1. Proposition 3.1 then implies the existence of a solution v of (4.2)
with εϕ1  v  uk . This is a contradiction since θ1 > λ1(Ω1). 
Remark 4.2. Here is another proof of Theorem 2.3 based on Picone’s identity. One starts by
constructing u as above. Assume again by contradiction u ≡ 0. With Ω1, λ1(Ω1), ϕ1 and k suf-
ficiently large as above, one has
λ1(Ω1)
∫
Ω1
ϕ
p
1 =
∫
Ω1
|∇ϕ1|p 
∫
Ω1
∇(ϕp1 /up−1k )|∇uk|p−2∇uk
=
∫
Ω
fμk (x,uk)ϕ
p
1 /u
p−1
k 
∫
Ω1
fμk (x,uk)ϕ
p
1 /u
p−1
k  θ1
∫
Ω1
ϕ
p
1 ,
which is a contradiction since θ1 > λ1(Ω1). Here one has used successively the definition
of λ1(Ω1), Picone’s identity, the equation satisfied by uk , the monotonicity of the family fλ,
and (HΩ1).
5. Proofs of Theorems 2.4, 2.5 and 2.6
We now turn to the proof of the multiplicity theorems from Section 2. We start with the
following result which concerns the first solution.
Theorem 5.1. In addition to the assumptions of Theorem 2.1, assume that fλ(x, s) satisfies (H ′0),
(M) and the growth condition (G) with σ  p∗ − 1. Let 0 < λ<Λ. Then there exists a solution
u0 ∈ C1,α(Ω¯) of problem (1.1)λ which is a local minimum of Iλ in the W 1,p0 topology.
Proof. Pick λ1, λ2 with 0 < λ1 < λ < λ2 < Λ. We first observe that (1.1)λ1 and (1.1)λ2 have
solutions u1 and u2, respectively, which satisfy u1  u2. This can be seen as follows. One starts
with a solution u2 of (1.1)λ2 and considers (1.1)λ1 . By the monotonicity of the family fλ, u2 is
an upper solution of (1.1)λ1 ; moreover, using (HΩ1) at λ1 as in the proof of Theorem 2.1, one
constructs a lower solution of (1.1)λ1 which is smaller than u2. Proposition 3.1 thus applies and
yields a solution u1 of (1.1)λ1 with u1  u2 in Ω and Iλ1(u1) < 0.
We now use u1 and u2 as lower and upper solutions for (1.1)λ and apply as before Proposi-
tion 3.1 to obtain a solution u0 of (1.1)λ which minimizes Iλ on {u ∈ W 1,p(Ω): u1  u  u2}
and satisfies Iλ(u0) < 0 (the latter inequality follows from the minimization property, using
Iλ(u1) Iλ1(u1) < 0). We claim that
{
u1 < u0 < u2 in Ω,
∂u1/∂ν > ∂u0/∂ν > ∂u2/∂ν on ∂Ω.
(5.1)
Let us prove the relations involving u1 and u0 (same argument for u0 and u2). We first use (M)
and (H0)′ at λ to derive that for a suitable B  0,
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 fλ(x,u0)+Bup−10 −Bup−11 = −pu0 +Bup−10 −Bup−11 .
So
−pu1 +Bup−11 ≺ −pu0 +Bup−10 .
Moreover, taking B larger if necessary and applying (H0)′ at λ1, one also has
−pu1 +Bup−11 = fλ1(x,u1)+Bup−11  fλ1(x,0) 0.
We are thus in a position to apply the strong comparison principle of Proposition 3.4, which
yields u1  u0, i.e. the assertion (5.1) relative to u1 and u0.
It follows from (5.1) that {u ∈ W 1,p0 (Ω): u1  u u2} contains a C10(Ω) neighborhood of u0
and consequently, u0 is a local minimizer of Iλ on C10(Ω). We now apply Proposition 3.9 to get
that u0 is a local minimizer of Iλ on W 1,p0 (Ω). 
The proofs of Theorems 2.4, 2.5 and 2.6 have a common part, that we will first consider. We
keep assuming here the hypothesis of Theorem 5.1. In each theorem the second solution of (1.1)λ
will be constructed in the form u0 + w where u0 is the first solution provided by Theorem 5.1
and w is a nonzero solution of
{−p(u0 +w) = fλ(x,u0 +w+) in Ω,
w = 0 on ∂Ω. (5.2)
And the construction of a nonzero solution of (5.2) will be carried out using the mountain pass
theorem.
Observe that if w ∈ W 1,p0 (Ω) solves (5.2), then w  0. Indeed, by (G) and the regularity
theory, w ∈ L∞(Ω); moreover, using (H0)′, one has, for a suitable B  0,
−pu0 = fλ(x,u0)+Bup−10 −Bup−10
 fλ
(
x,u0 +w+
)+B(u0 +w+)p−1 −Bup−10
= −p(u0 +w)+B
(
u0 +w+
)p−1 −Bup−10
and consequently, since (B(u0 +w+)p−1 −Bup−10 )w− ≡ 0, we have
∫
Ω
[|∇u0|p−2∇u0 − ∣∣∇(u0 +w)∣∣p−2∇(u0 +w)]∇w−  0.
Splitting the preceding integral as an integral on {w > 0} and an integral on {w  0}, one obtains,
by strict monotonicity, w− ≡ 0, i.e. w  0.
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of (1.1)λ satisfying all the requirements in Theorem 2.4. To derive the existence of a nonzero
solution of (5.2), we write the associated functional
Jλ(w) := 1
p
∫
Ω
∣∣∇(u0 +w)∣∣p −
∫
Ω
Gλ(x,w) (5.3)
where Gλ(x,w) := Fλ(x,u0 +w+)−Fλ(x, , u0)− fλ(x,u0)w−. We are thus lead to look for a
nonzero critical point of Jλ on W 1,p0 (Ω).
We now prove that 0 is a local minimizer of Jλ on W 1,p0 (Ω). Indeed, using the fact that u0 is
a local minimizer of Iλ on W 1,p0 (Ω), one obtains
Jλ(w)
1
p
∫
Ω
∣∣∇(u0 +w)∣∣p − 1
p
∫
Ω
∣∣∇(u0 +w+)∣∣p + 1
p
∫
Ω
|∇u0|p +
∫
Ω
fλ(x,u0)w
− (5.4)
for ‖w+‖ sufficiently small. Recall that when p  2,
|ξ2|p  |ξ1|p + p|ξ1|p−2〈ξ1, ξ2 − ξ1〉 + c(p)|ξ2 − ξ1|p/
(
2p − 1) (5.5)
for some positive constant c(p) and all ξ1, ξ2 ∈ RN , and that a similar relation holds when p < 2,
with the last term of (5.5) replaced by c(p)|ξ1 − ξ2|2/(|ξ2| + |ξ1|)2−p (cf. [27,28]). Using (5.5)
and the fact that u0 solves (1.1)λ, one derives from (5.4) that when p  2,
Jλ(w)
1
p
∫
Ω
|∇u0|p + c(p)
∫
Ω
∣∣∇w−∣∣p/(2p − 1) Jλ(0),
i.e. the conclusion that 0 is a local minimizer of Jλ. A similar inequality can be obtained when
p < 2.
We will now distinguish between the subcritical situation of Theorem 2.4 and the critical
situation of Theorems 2.5 and 2.6.
Proof of Theorem 2.4. Assumption (G) with σ < p∗ − 1 and (AR)d imply that Jλ satisfies the
(PS) condition on W 1,p0 (Ω). Indeed, if wk is a (PS) sequence, then, for θ as in (AR)d and for
some εk → 0 and some constant c, we have
θJλ(wk)− J ′λ(wk)(u0 +wk) c + εk‖u0 +wk‖.
Next, after some computations, using (AR)d , one deduces, for another constant c′,
(
θ
p
− 1
)
‖u0 +wk‖p + (θ − 1)
∫
Ω
fλ(x,u0)w
−
k  c
′ + d
∫
Ω
(
u0 +w+k
)ρ + εk‖u0 +wk‖.
Since ρ < p, this implies that the sequence (wk) remains bounded in W 1,p0 (Ω). Passing to a
subsequence, let w0 be the weak limit of (wk). So it follows that J ′ (wk)(wk − w0) → 0. Usingλ
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that for a further subsequence, wk converges in W 1,p0 (Ω).
From the above discussion, we know that 0 is a local minimizer of Jλ on W 1,p0 (Ω). One now
faces the following alternative, as in [15, p. 278]: either Jλ admits near 0 another local minimizer
(and we are finished), or for any r > 0 sufficiently small,
Jλ(0) < inf
{
Jλ(w): w ∈ W 1,p0 (Ω) and ‖w‖ = r
} (5.6)
(by using Theorem 5.10 from [13]). We aim in the latter case at applying the mountain pass
theorem. This will be possible if for some ϕ ∈ W 1,p0 (Ω), Jλ(tϕ) → −∞ as t → +∞. Assump-
tion (HΩ2) will be used to construct such a ϕ. One first adapts the calculation from p. 462 in [14]
to derive from (HΩ2) and (AR)d that for some s3 and some c > 0,
Fλ(x, s) csθ (5.7)
for a.e. x ∈ Ω2 and all s  s3, where θ comes from (AR)d . Take ϕ ∈ C∞c (Ω2) with ϕ  0, ϕ 	≡ 0.
Since
Jλ(tϕ) = 1
p
∫
Ω
∣∣∇(u0 + tϕ)∣∣p −
∫
Ω
Fλ(x,u0 + tϕ)+
∫
Ω
Fλ(x,u0),
one easily derives from (5.7) that Jλ(tϕ) → −∞ as t → ∞. This concludes the proof of Theo-
rem 2.4. 
Now we study the (PS) condition for the functional Jλ under the hypotheses of either Theo-
rem 2.5 or 2.6.
Lemma 5.2. Assume that 0 is the only critical point of Jλ. Then Jλ satisfies the (PS)c condition
for all levels c with
c < c0 := ‖u0‖
p
p
+ S
N/p
N‖b‖(N−p)/p∞
(5.8)
where S := inf{∫
Ω
|∇u|p/(∫
Ω
|u|p∗)p/p∗ : u ∈ W 1,p0 (Ω), u 	≡ 0} is the best Sobolev constant.
Proof. Let wk be a (PS)c sequence with c < c0, i.e.
1
p
‖u0 +wk‖p −
∫
Ω
Gλ(x,wk) → c, (5.9)
∣∣∣∣
∫ ∣∣∇(u0 +wk)∣∣p−2∇(u0 +wk)∇ϕ −
∫
gλ(x,wk)ϕ
∣∣∣∣ εk‖ϕ‖, ∀ϕ ∈ W 1,p0 (Ω) (5.10)
Ω Ω
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s+)p∗−1 and Gλ(x, s) := Hλ(x,u0 + s+) + b(x)(u0 + s+)p∗/p∗ − Hλ(x,u0) − b(x)up
∗
0 /p
∗ −
hλ(x,u0)s− − b(x)up
∗−1
0 s
−, with Hλ(x, s) :=
∫ s
0 hλ(x, t) dt.
We first observe that wk remains bounded in W 1,p0 (Ω). This follows by multiplying (5.10)
with ϕ = u0 + wk by 1/p∗ and subtracting from (5.9): the terms of power p∗ cancel, and the
remaining dominating term is ‖wk‖p , which easily yields the desired bound. In this argument we
have used condition (G) with σ < p−1 in the case of Theorem 2.5, and condition (AR)d as well
as b(x) 0 in the case of Theorem 2.6 (the argument in this latter case is a little more involved
but can be easily adapted from that on p. 283 in [15]). So, for a subsequence, wk → w0 weakly
in W 1,p0 (Ω), strongly in L
r(Ω) for any r < p∗, and a.e. in Ω . Writing (5.10) as
−p(u0 +wk) = gλ(x,wk)+ fk (5.11)
where fk ∈ W−1,p′(Ω) with ‖fk‖−1,p′  εk , one can apply Theorem 2.1 from [5] to go to the
limit in the weak form of (5.11), and so w0 solves (5.2). By the assumption of Lemma 5.2, one
then concludes w0 = 0.
We now claim that
‖u0 +wk‖p/N + ‖u0‖p/p∗ → c. (5.12)
Indeed, multiplying again (5.10) with ϕ = u0 + wk by 1/p∗ and subtracting from (5.9), one
obtains
1
N
‖u0 +wk‖p + 1
p∗
∫
Ω
(
hλ(x,u0)u0 + b(x)up
∗
0
)→ c,
and (5.12) follows by using the equation for u0.
Relation (5.12) and the weak lower semi-continuity of the norm imply c  ‖u0‖p/p. We
distinguish two cases: either (i) c = ‖u0‖p/p or (ii) c > ‖u0‖p/p.
In case (i), one deduces from (5.12) that ‖u0 + wk‖ → ‖u0‖, and consequently wk → 0 in
W
1,p
0 (Ω), which shows that (PS)c holds.
We will now prove that case (ii) leads to c c0, which contradicts assumption (5.8). For that
purpose we start from (5.10) with ϕ = u0 +wk and use Eq. (1.1) for u0 to obtain
lim‖u0 +wk‖p = ‖u0‖p + lim
∫
Ω
b(x)
[(
u0 +w+k
)p∗ − up∗0 ].
Applying (5.12) to the left-hand side and the mean-value theorem to (u0 +w+k )p
 −w+pk in the
right-hand side, one obtains
N
(
c − ‖u0‖p/p
)= lim
∫
b(x)
(
w+k
)p∗
,Ω
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(
c − ‖u0‖p/p
)p/p∗  (‖b‖∞/N)p/p∗S−1 lim‖wk‖p. (5.13)
On the other hand, by Lemma 3.6, ‖u0 +wk‖p −‖wk‖p → ‖u0‖p . Replacing in (5.13) and using
again (5.12) together with the fact that we are in case (ii), we come to the inequality c c0, which
is a contradiction. This completes the proof of Lemma 5.2. 
Proof of Theorems 2.5 and 2.6. Proceeding exactly as before, we know that 0 is a local mini-
mizer of Jλ on W 1,p0 (Ω), and we look for a nonzero critical point of Jλ.
Assume by contradiction that 0 is the only critical point of Jλ. Then, for some ball B(0, r) in
W
1,p
0 (Ω), we have
Jλ(0) < Jλ(w) (5.14)
for all w ∈ B(0, r) with w 	= 0. Using Lemma 5.2 above and Theorem 5.10 from [13] (which
only requires the (PS)c condition to hold at the level of the strict local minimum, here the level
Jλ(0) = 0 < c0), one deduces from (5.14) that (5.6) holds for all r > 0 sufficiently small, i.e. one
has mountain ranges surrounding 0. We aim again at applying the mountain pass theorem. For
this purpose it remains to show the existence of u¯ ∈ W 1,p0 (Ω) such that Jλ(u¯) < 0 and the inf
max value of Jλ over the family of all continuous paths from 0 to u¯ is < c0. Once this is done,
the mountain pass theorem yields the existence of a nonzero critical point of Jλ, and we reach
a contradiction with the fact that 0 was supposed to be the only critical point of Jλ.
The construction of the desired u¯ is made as follows. One considers as in [2,18] functions of
the form uε(x) := ρ(x)Uε(x), where
Uε(x) := ε
(N−p)/p(p−1)
(εp/(p−1) + |x − x0|p/(p−1))(N−p)/p
and ρ(x) is a cutoff function near x0 (from assumption (b)). More precisely ρ is smooth, non-
negative, with ρ ≡ 1 near x0 and support in a ball B2 around x0, where B2 is chosen such that
B2 ⊂ B1 ∩ B(x0, δ) (from assumptions (b) and (Hh)) and b(x) some η > 0 a.e. on B2. Using
Lemma 5.3 below, one easily sees that the function u¯ = tuε satisfies the desired properties if one
first selects ε > 0 sufficiently small and then t sufficiently large. 
Lemma 5.3.
(i) For any ε > 0, Jλ(tuε) → −∞ as t → +∞.
(ii) One has
sup
t0
Jλ(tuε) < c0
for ε > 0 sufficiently small.
Proof. Part (i) easily follows from the “superlinearity” of the problem near x0. The proof of
part (ii) is separated in three cases. We use similar arguments as in [18], in particular their Lem-
mas A4 and A5.
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J

λ(tuε) := Jλ(tuε)−
1
p
‖u0‖p
where u0 is the first solution from Theorem 5.1. We thus have
J

λ(tuε) =
1
p
‖u0 + tuε‖p − 1
p
‖u0‖p − 1
p∗
∫
Ω
b(x)(u0 + tuε)p∗ + 1
p∗
∫
Ω
b(x)u
p∗
0
−
∫
Ω
Hλ(x,u0 + tuε)+
∫
Ω
Hλ(x,u0).
Since hλ(x, ·) is nondecreasing, using Lemma A4, parts (1) and (4), with r = p∗, as well as the
gradient estimate on p. 946 in [18], we obtain
J

λ(tuε)
tp
p
∫
Ω
|∇uε|p + t
∫
Ω
|∇u0|p−2∇u0∇uε +Ctγ0εβ
− t
p∗
p∗
∫
Ω
b(x)up
∗
ε − t
∫
Ω
b(x)u
p∗−1
0 uε − tp
∗−1
∫
Ω
b(x)up
∗−1
ε u0
−Ctγ
∫
Ω
u
p∗−γ
0 u
γ
ε − t
∫
Ω
hλ(x,u0)uε
for some β > (N −p)/p and all γ, γ0 with 1 < γ < p∗ − 1, p − 1 < γ0 < N(p−1)N−1 , where C de-
notes, here and below, various positive constants possibly depending on γ and γ0 but independent
on t and ε. Moreover, as on p. 947 in [18],
∫
Ω
|∇uε|p dx =
∫
RN
|∇U1|p dx +O
(
ε
N−p
p−1
)
,
∫
Ω
|uε|p∗ dx =
∫
RN
|U1|p∗ dx +O
(
ε
N
p−1
)
when ε → 0. It follows, using Lemma A5, part (1), with α = p∗ − 1, and the fact that u0
solves (5.2), that
J

λ(tuε)
tp
p
( ∫
RN
|∇U1|p +O
(
ε
N−p
p−1
))− tp
∗
p∗
‖b‖∞
(∫
Ω
|U1|p∗ +O
(
ε
N
p−1
))
+Ctγ0εβ −Ctp∗−1ε N−pp − t
p∗
p∗
∫ (
b(x)− ‖b‖∞
)
up
∗
ε .Ω
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∫
Ω
(
b(x)− ‖b‖∞
)
up
∗
ε =
∫
B
εδ
(
b(x)− ‖b‖∞
)
up
∗
ε +
∫
Ω\B
εδ
(
b(x)− ‖b‖∞
)
up
∗
ε
where Bεδ is the ball centered in x0 and radius εδ . Using assumption (b), we have that
∫
B
εδ
(b(x)−
‖b‖∞)up
∗
ε is of order εδγb ; we also have, for M large enough,
∫
Ω\B
εδ
(
b(x)− ‖b‖∞
)
up
∗
ε 
M∫
εδ
ε
N
p−1
(ε
p
p−1 + r pp−1 )N
rN−1 dr
= O(ε N(1−δ)p−1 ).
Now from the assumption on γb , one can choose δ > 0 such that
N − p
p
<
N(1 − δ)
p − 1 ,
and
N − p
p
< δγb,
and so we have
∫
Ω
(‖b‖∞ − b(x))up∗ε  o(ε N−pp ).
Therefore
J

λ(tuε)
tp
p
( ∫
RN
|∇U1|p +O
(
ε
N−p
p−1
))− tp
∗
p∗
(
‖b‖∞
∫
RN
|U1|p∗ + o
(
ε
N−p
p
))
+Ctγ0εβ −Ctp∗−1ε N−pp .
Denoting
Aε =
∫
Rn
|∇U1|p +O
(
ε
N−p
p−1
)
, (5.15)
Bε = ‖b‖∞
∫
n
|U1|p∗ + o
(
ε
N−p
p
)
,R
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f (t) := t
p
p
Aε − t
p∗
p∗
Bε +Ctγ0εβ −Ctp∗−1ε
N−p
p .
It is clear that this function f is bounded from above and reach its maximum at some tε > 0.
Note that f ′(tε) = 0 if and only if
Cγ0t
γ0−p
ε ε
β +Aε − tp∗−pε Bε = C
(
p∗ − 1)tp∗−(p+1)ε ε N−pp . (5.16)
Since p∗ >p, −1 γ0 − p < −N+pN−1  0,
lim
ε→0Aε =
∫
RN
|∇U1|p
and
lim
ε→0Bε = ‖b‖∞
∫
RN
|U1|p∗ ,
we deduce from (5.16) that tε remains bounded as ε → 0. If lim infε→0 tε = 0, then part (ii) of
Lemma 5.3 is proved. Otherwise, (5.16) implies limε→0 tε > 0. And so
f (tε) = tε
p
p
∫
RN
‖∇U1‖p − t
p∗
ε
p∗
‖b‖∞
∫
RN
|U1|p∗ + o
(
ε
N−p
p
)+Cεβ −CεN−pp . (5.17)
But
sup
t0
{
tp
p
∫
RN
|∇U1|p − t
p∗
p∗
‖b‖∞
∫
Rn
|U1|p∗
}
= 1
N
1
‖b‖
N−p
p∞
S
N
p .
Thus, taking ε > 0 small enough, we have
I (tuε) <
1
N
1
‖b‖
N−p
p∞
S
N
p
for t  0. Part (ii) of Lemma 5.3 is thus proved in Case 1.
Case 2: 2N
N+1 < p < 2. Using Lemma A4, parts (3) and (4), with r = p∗ (note that p > 2NN+1
implies p > 2N , i.e. p∗ > 2), we obtainN+2
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
λ(tuε)
tp
p
∫
Ω
|∇uε|p + t
∫
Ω
|∇u0|p−2∇u0∇uε + tγ0
∫
Ω
|∇uε|γ0
− t
p∗
p∗
∫
Ω
b(x)up
∗
ε − t
∫
Ω
b(x)u
p∗−1
0 uε − tp
∗−1
∫
Ω
b(x)up
∗−1
ε
−Ctγ
∫
Ω
u
p∗−γ
0 u
γ
ε − t
∫
Ω
hλ(x,u0)uε (5.18)
for all 1 < γ < p∗ − 1 and 1 < γ0 <p. Since p > 2NN+1 , one can select γ0 such that N(p−1)N−1 < γ0
and
β := N − N
p
γ0 >
N − p
p
.
Then, by Lemma A5, part (2), we have
∫
Ω
|∇uε|γ0  Cεβ.
We can now proceed as in Case 1 above to conclude the proof of part (ii) of Lemma 5.3 in Case 2.
Case 3: p  3. Since p  3, Lemma A4, part (2), gives
1
p
|∇u0 + t∇uε|p − 1
p
|∇u0|p
 t
p
p
|∇uε|p + t |∇u0|p−2〈∇u0,∇uε〉 +Ct2|∇uε|2 +Ctp−1|∇uε|p−1.
Thus, using (Hh) and proceeding as in Case 1 above, using Lemma A4, part (4), we obtain
J

λ(tuε)
tp
p
∫
Ω
|∇uε|p + t
∫
Ω
|∇u0|p−2∇u0∇uε +Ct2
∫
Ω
|∇uε|2
+Ctp−1
∫
Ω
|∇uε|p−1 − t
p∗
p∗
∫
Ω
b(x)up
∗
ε − t
∫
Ω
b(x)u
p∗−1
0 uε
− tp∗−1
∫
Ω
b(x)up
∗−1
ε −Ctγ
∫
Ω
u
p∗−γ
0 u
γ
ε − t
∫
Ω
hλ(x,u0)uε − c0tq+1
∫
Ω
uq+1ε
for all 1 < γ < p∗ − 1. And so
J

λ(tuε)
tp
p
∫
Ω
|∇uε|p +Ct2
∫
Ω
|∇uε|2 +Ctp−1
∫
Ω
|∇uε|p−1
− t
∗
p∗
∫
b(x)up
∗
ε − c0tq+1
∫
uq+1εΩ Ω
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p
p
∫
Ω
|∇uε|p − t
p∗
p∗
‖b‖∞
∫
Ω
up
∗
ε +Ct2
∫
Ω
|∇uε|2
+Ctp−1
∫
Ω
|∇uε|p−1 + t
p∗
p∗
∫
Ω
(‖b‖∞ − b(x))up∗ε − c0tq+1
∫
Ω
uq+1ε .
Since p  3, we have 2 < N(p−1)
N−1 . Thus Lemma A5, part (2), implies
∫
Ω
|∇uε|2  Cε
2(N−p)
p(p−1)
and since (p − 1) < N(p−1)
N−1 , we have
∫
Ω
|∇uε|p−1  Cε
N−p
p .
In addition Lemma A5, part (1), implies
∫
Ω
uq+1ε  Cε
N− (N−p)
p
(q+1)
for ε small enough (note that by (Hh), q + 1 >p∗ − 2p−1 > N(p−1)N−p ). Hence
J

λ(tuε)
tq
p
Aε − t
p∗
p∗
Bε +C
(
t2 + tp−1)ε 2(N−p)p(p−1) −Ctq+1εN− (N−p)p (q+1) =: f (t).
Using again the hypothesis q + 1 >p∗ − 2
p−1 , we have
N − (N − p)
p
(q + 1) < 2(N − p)
p(p − 1) .
And by the same argument as in Case 1 above, we can finish the proof of Lemma 5.3. 
6. Applications
In this section we will first show how the previous theorems apply to problem (1.2). The
verification of the corresponding hypotheses are either easy or can be easily adapted from the
arguments in [15]; in Theorem 6.3, the verification of (Hh) uses Lemma A4, part (4), from [18].
The functional Iλ(u) here reads
Iλ(u) := 1
p
∫
Ω
|∇u|p − λ
q + 1
∫
Ω
a(x)
(
u+
)q+1 − 1
r + 1
∫
Ω
b(x)
(
u+
)r+1
.
As an application of Theorems 2.1, 2.2 and 2.3, we have
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(i) a(x) 0 a.e. in Ω ,
(ii) a(x) ε > 0 on some ball B1.
Then there exists 0 <Λ∞ such that problem (1.2) has at least one solution u (with Iλ(u) < 0)
for 0 < λ<Λ and no solution for λ >Λ. If in addition
(iii) b(x) 0 on some ball B2, with a(x)b(x) 	≡ 0 on B2,
then Λ < ∞. Moreover, if r < p∗ − 1, then problem (1.2) has at least one solution u (with
Iλ(u) 0) for λ = Λ.
As an application of Theorem 2.4, we have
Theorem 6.2. Let 0 q < p − 1 < r < p∗ − 1. Assume that a, b ∈ L∞(Ω) satisfy
(iv) a  0, i.e. a(x) εK > 0 on any compact K ⊂ Ω ,
(v) b(x) ε > 0 on some ball B2.
Then problem (1.2) has at least two solutions u,v for 0 < λ<Λ, with u 	≡ v and Iλ(u) < 0.
Note that (iv), (v) imply assumptions (i), (ii) and (iii) of Theorem 6.1.
As an application of Theorem 2.5, we finally have
Theorem 6.3. Let 0  q < p − 1 and r = p∗ − 1. Assume that a, b ∈ L∞(Ω) satisfy respec-
tively condition (iv) of Theorem 6.2 and condition (b) of Theorem 2.5. Assume further that either
2N/(N + 1) < p < 3, or p  3 and p∗ − 2
p−1 < q + 1. Then the conclusion of Theorem 6.2
holds.
Note that condition (b) implies assumption (v) of Theorem 6.2.
Remark 6.4. Here are some questions which remain unsolved in the context of problem (1.2).
(i) In Theorem 6.1, the question of existence of at least one solution for λ = Λ when r = p∗ − 1.
(ii) In Theorems 6.2 and 6.3, the question whether the two solutions u and v satisfy u < v in Ω
and ∂u/∂ν > ∂v/∂ν on ∂Ω . (iii) In Theorem 6.3, the question of the necessity of the restrictions
on the exponents p,q . Note that these questions are also unsolved in the constant coefficients
case.
The second application concerns the problem
⎧⎨
⎩
−pu = λc(x)(u+ 1)r in Ω,
u > 0 in Ω, (6.1)
u = 0 on ∂Ω
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in [15] when p = 2 and c(x) is variable. The functional Iλ(u) here reads
Iλ(u) := 1
p
∫
Ω
|∇u|p − λ
r + 1
∫
Ω
c(x)
(
u+ + 1)r+1.
As a consequence of Theorems 2.1, 2.2 and 2.3, we have
Theorem 6.5. Assume that c ∈ L∞(Ω) satisfies
(i) c(x) 0 a.e. in Ω ,
(ii) c(x) ε > 0 on some ball B .
Then there exists 0 < Λ < +∞ such that problem (6.1) has at least one solution u (with
Iλ(u) < 0) for 0 < λ<Λ and no solution for λ >Λ. Moreover, if r < p∗ −1, then problem (6.1)
has at least one solution u (with Iλ(u) 0) for λ = Λ.
As an application of Theorem 2.4, we have
Theorem 6.6. Assume r < p∗ − 1, and that c ∈ L∞(Ω) satisfies
(iii) c  0.
Then problem (6.1) has at least two solutions u,v for 0 < λ<Λ, with u 	≡ v and Iλ(u) < 0.
Finally, as an application of Theorem 2.6, we have
Theorem 6.7. Assume r = p∗ − 1 and that c(x) satisfies (iii) above as well as condition (b) of
Theorem 2.6. Assume further that 2N/(N + 1) < p < 3. Then problem (6.1) has at least two
solutions u,v for 0 < λ<Λ, with u 	≡ v and Iλ(u) < 0.
The critical case r = p∗ − 1 in Theorem 6.7 requires more care because the right-hand side
of (6.1) is not written in the form (2.2). However, u solves (6.1) if and only if v = λgu solves
⎧⎨
⎩
−pv = c(x)(v +μ)p∗−1 in Ω,
v > 0 in Ω,
v = 0 on ∂Ω
(6.2)
for μ = λg with g = 1
p∗−p . This implies in particular that (6.2) has at least one solution for
μ < Λg and no solutions for μ > Λg . In order to apply Theorem 2.6 to (6.2), we write the
nonlinearity in the following way
c(x)(v +μ)r = hμ(x,u)+ c(x)ur
where hμ(x, s) = c(x)((s + μ)p∗−1 − sp∗−1). And now is not difficult to verify the hypotheses
of Theorem 2.6. Note that the critical case with p  3 in (6.2) remains unsolved; the difficulty
lies in the verification of (Hh).
D.G. de Figueiredo et al. / Journal of Functional Analysis 257 (2009) 721–752 751Acknowledgments
Most of this work was done with the support of CNPq, FNRS, PRONEX, FAPESP and
FONDECYT 1080430 at Unicamp, ULB and USACH. We wish to thank H. Brezis for sev-
eral comments relative to Proposition 3.7 and the referee for some remarks on condition (Hh) in
Theorems 2.5 and 2.6.
References
[1] W. Allegretto, Yin Xi Huang, A Picone’s identity for the p-Laplacian and applications, Nonlinear Anal. 32 (7)
(1998) 819–830.
[2] A. Ambrosetti, H. Brezis, G. Cerami, Combined effects of concave and convex nonlinearities in some elliptic prob-
lems, J. Funct. Anal. 122 (2) (1994) 519–543.
[3] A. Anane, Etudes des valeurs propres et de la résonance pour l’opérateur p-Laplacien, Thèse de doctorat, Université
Libre de Bruxelles, 1988.
[4] D. Arcoya, D. Ruiz, The Ambrosetti–Prodi problem for the p-Laplacian operator, Comm. Partial Differential Equa-
tions 31 (4–6) (2006) 849–865.
[5] L. Boccardo, F. Murat, Almost everywhere convergence of the gradients of solutions to elliptic and parabolic equa-
tions, Nonlinear Anal. 19 (6) (1992) 581–597.
[6] H. Brezis, E. Lieb, A relation between pointwise convergence of functions and convergence of functionals, Proc.
Amer. Math. Soc. 88 (3) (1983) 486–490.
[7] H. Brezis, L. Nirenberg, Positive solutions of nonlinear elliptic equations involving critical Sobolev exponents,
Comm. Pure Appl. Math. 36 (4) (1983) 437–477.
[8] H. Brezis, L. Nirenberg, H 1 versus C1 local minimizers, C. R. Acad. Sci. Paris Sér. I Math. 317 (5) (1993) 465–472.
[9] F. Brock, L. Iturriaga, P. Ubilla, A multiplicity result for the p-Laplacian involving a parameter, Ann. Henri
Poincaré 9 (7) (2008) 1371–1386.
[10] M. Cuesta, P. Takácˇ, A strong comparison principle for the Dirichlet p-Laplacian, in: Reaction Diffusion Systems,
Trieste, 1995, in: Lect. Notes Pure Appl. Math., vol. 194, Dekker, New York, 1998, pp. 79–87.
[11] M. Cuesta, P. Takácˇ, A strong comparison principle for positive solutions of degenerate elliptic equations, Differen-
tial Integral Equations 13 (4–6) (2000) 721–746.
[12] C. De Coster, M. Henrard, Existence and localization of solution for second order elliptic BVP in presence of lower
and upper solutions without any order, J. Differential Equations 145 (2) (1998) 420–452.
[13] D.G. de Figueiredo, Lectures on the Ekeland Variational Principle with Applications and Detours, Tata Inst. Fund.
Res. Lect. Math. Phys., vol. 81, Springer-Verlag, 1989.
[14] D.G. de Figueiredo, J.-P. Gossez, P. Ubilla, Local superlinearity and sublinearity for indefinite semilinear elliptic
problems, J. Funct. Anal. 199 (2) (2003) 452–467.
[15] D.G. de Figueiredo, J.-P. Gossez, P. Ubilla, Multiplicity results for a family of semilinear elliptic problems under
local superlinearity and sublinearity, J. Eur. Math. Soc. 8 (2) (2006) 269–286.
[16] X. Fan, On the sub–supersolution method for p(x)-Laplacian equations, J. Math. Anal. Appl. 330 (1) (2007) 665–
682.
[17] J. Fleckinger-Pellé, P. Takácˇ, Uniqueness of positive solutions for nonlinear cooperative systems with the p-
Laplacian, Indiana Univ. Math. J. 43 (4) (1994) 1227–1253.
[18] J. García, I. Peral, Some results about the existence of a second positive solution in a quasilinear critical problem,
Indiana Univ. Math. J. 43 (3) (1994) 941–957.
[19] J. García, I. Peral, J. Manfredi, Sobolev versus Hölder local minimizers and global multiplicity for some quasilinear
elliptic equations, Commun. Contemp. Math. 2 (3) (2000) 385–404.
[20] F. Gazzola, A. Malchiodi, Some remarks on the equation −u = (u + 1)p for varying domains, Comm. Partial
Differential Equations 27 (2002) 809–845.
[21] J. Giacomoni, I. Schindler, P. Takácˇ, Sobolev versus Hölder local minimizers and existence of multiple solutions
for a singular quasilinear equation, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 6 (1) (2007) 117–158.
[22] M. Guedda, L. Véron, Quasilinear elliptic equations involving critical Sobolev exponents, Nonlinear Anal. 13 (8)
(1989) 879–902.
[23] Zongming Guo, Zhitao Zhang, W1,p versus C1 local minimizers and multiplicity results for quasilinear elliptic
equations, J. Math. Anal. Appl. 286 (1) (2003) 32–50.
752 D.G. de Figueiredo et al. / Journal of Functional Analysis 257 (2009) 721–752[24] O. Kavian, Introduction à la théorie des points critiques et applications aux problèmes elliptiques, Math. Appl.,
vol. 13, Springer-Verlag, 1993.
[25] O.A. Ladyženskaja, N.N. Ural’ceva, Équations aux dérivées partielles de type elliptique, Monographies Universi-
taires de Mathématiques, No. 31, Dunod, 1968.
[26] G.M. Lieberman, Boundary regularity for solutions of degenerate elliptic equations, Nonlinear Anal. 12 (11) (1988)
1203–1219.
[27] P. Lindqvist, On the equation div(|∇u|p−2∇u)+ λ|u|p−2u = 0, Proc. Amer. Math. Soc. 109 (1) (1990) 157–164.
[28] I. Peral, Some results on quasilinear elliptic equations: Growth versus shape, in: Nonlinear Functional Analysis and
Applications to Differential Equations, Trieste, 1997, World Sci. Publ., 1998, pp. 153–202.
[29] P. Pucci, J. Serrin, The Maximum Principle, Progr. Nonlinear Differential Equations Appl., vol. 73, Birkhäuser,
2007.
[30] M. Struwe, Variational Methods. Applications to Nonlinear Partial Differential Equations and Hamiltonian Systems,
third ed., Ergeb. Math. Grenzgeb., vol. 34, Springer-Verlag, 2000.
[31] J.L. Vázquez, A strong maximum principle for some quasilinear elliptic equations, Appl. Math. Optim. 12 (3)
(1984) 191–202.
