We study synchronous phenomena in neural network models with neurons described by Hindmarsh-Rose (HR) equation. Those neurons generate periodic spikes, quasiperiodic spikes and chaotic spikes in some range of bifurcation parameters. We propose two models: a model with synaptic connections described by a gap junction (model 1) and a model with synaptic connections described by a first-order kinetics (model 2). We calculate numerically Lyapunov exponents and quadratic deviations of membrane potentials among the neurons. By increasing the strength of excitatory synapses, we find that a chaotic synchronization occurs for model 1, but does not for model 2 when the values of the bifurcation parameters for each neuron are set to those for the chaotic spikes. On the other hand, by increasing the strength of inhibitory synapses, it turns out that the periodic spikes are generated in antiphase for model 1, and the chaotic spikes and the periodic spikes are alternately generated in antiphase for model 2 for those values of the bifurcation parameters.
Introduction
It is considered that synchronous phenomena among neurons are related to various higher functions of the brain including attention and consciousness [1] . It has been known that real neurons generate not only periodic spikes but also chaotic spikes [2] . The Hindmarsh-Rose (HR) equation [3] describes a time evolution for a membrane potential of a neuron in terms of three variables. The neuron described by the HR equation is able to generate the chaotic spikes as well as the periodic spikes [4] . Abarbanel et al. [5] investigated a model in which two neurons described by the HR equation are connected with each other by excitatory synapses described by a gap junction [6] . They clarified that a chaotic synchronization between two neurons occurs by increasing the strength of excitatory synapses. We are interested in the following problems for models with neurons described by the HR equation. (1) Does the chaotic synchronization occur for a model in which more than three neurons are connected with each other by excitatory synapses described by the gap junction? (2) Does the chaotic synchronization occur for a model in which neurons are connected with each other by excitatory synapses described by the first-order kinetics? [7] (3) What is an effect on inhibitory synapses for both models by the gap junction and by the first-order kinetics? It is important to clarify these problems because there is a possibility for existence of excitatory or inhibitory synapses described by the gap junction and those described by the first-order kinetics in the brain; the synapses described by the gap junction are possible between cortical neurons [6] , and those described by the first-order kinetics between hippocampal neurons [7] . In this situation, we investigate the synchronous phenomena for two models with the neurons described by the HR equation; one of them has the synaptic connections described by the gap junction, and the other has the synaptic connections described by the first-order kinetics. We calculate the Lyapunov exponent and the quadratic deviation of the membrane potentials among the neurons numerically in order to clarify whether the chaotic synchronization occurs or not.
In Section 2, we formulate models using the HR equation. In Section 3, we investigate the models by numerical calculations, and discuss the synchronous phenomena among the neurons from the obtained results. Concluding remarks are given in Section 4.
Formulation
We propose two models with spiking neurons described by the HR equations. We assume in these models that there exist N neurons, and each neuron is connected with all other neurons. In the HR equation, the state of neuron i is described by three variables as denoted by X i ¼ ðx i ; y i ; z i Þ, where x i represents a membrane potential, and y i and z i are auxiliary variables. Our two models in the present paper are as follows: a model with connections described by the gap function (model 1) and a model with connections described by the first-order kinetics (model 2). In model 1, a set of equations for the time evolution of the neuronal states, X i (i ¼ 1; . . . ; N), is given as follows:
where r is a parameter, and I ext and J 1 denote an external input and a synaptic strength, respectively. In model 2, a set of equations for the time evolution of the neuronal states, X i (i ¼ 1; . . . ; N), is given as follows:
The differential equation of y i and that of z i are also given by Eqs. (2) and (3), respectively. In Eq. (4), J 2 and x syn denote a synaptic strength and an equilibrium membrane potential, respectively. In Eqs. (5) and (6), , and T are constants. Hereafter we fix in the numerical calculations ¼ 12, ¼ 0:1 and T ¼ 0:01 which represent a GABA synapse. We define an averaged quadratic deviation of membrane potentials as follows:
where we have used x i ðtÞ in order to denote time dependence of x i explicitly. t 0 and t f represent an initial time and a final time, respectively, when we calculate the averaged quadratic deviation. We think that each model is in a synchronous state if is zero and in an asynchronous state otherwise. Hereafter we fix t 0 ¼ 1000 and t f ¼ 5000 in our numerical calculations.
Results by Numerical Calculations
We investigate two models given in Section 2 by solving Eqs. (1)- (6) numerically and discuss the synchronous phenomena appearing in these models. Numerical calculations have been done after substituting random values of x i in the range ½À1:5; 1:5, random values of y i in the range ½À12; 0, random values of z i in the range ½1:5; 2:0 and random values of s i in the range ½0; 1 as initial values, respectively, for i ¼ 1; . . . ; N.
We first investigate behavior of a neuron described by the HR equation by putting J 1 ¼ 0 and J 2 ¼ 0. We show a bifurcation diagram on I ext -r plane for a neuron described by the HR equation in Fig. 1. From Fig. 1 , there exist a nonfiring region, a period 1 region, a period 2 region, and so on. The yellow dots indicate a chaotic region. From the bifurcation diagram, we find that the neuron described by the HR equation generates periodic spikes, quasiperiodic spikes and chaotic spikes by changing the values of parameters r and I ext ; these parameters play a role of bifurcation parameters. We show a time evolution for the membrane potential of a neuron in the case of r ¼ 0:008 and I ext ¼ 3:25 in Fig. 2 . We find that the chaotic spikes are generated. We have confirmed that a value of the largest Lyapunov exponent becomes positive; we have used a method proposed by Wolf et al. [8] as for the numerical calculations for the Lyapunov exponents. Hereafter we fix the values of r and I ext to 0:008 and 3:25, respectively, for which each neuron generates the chaotic spikes.
We now investigate behavior of the membrane potentials of the neurons by changing the value of J 1 for model 1 in the case of N ¼ 2; . . . ; 100. We find that the membrane potentials of the neurons synchronize in phase with each other for J 1 > 0, but they synchronize in anti-phase with each other for J 1 < 0. Hence we think that the excitatory synapses correspond to J 1 > 0 and the inhibitory synapses to J 1 < 0, respectively, for model 1. As for model 2, we calculate as a function of the parameter x syn in the case of N ¼ 2; . . . ; 100 by fixing the value of J 2 to 0:90, say. We find that the value of is non-zero for x syn < À0:2, but becomes zero for x syn ! À0:2. Hence we think that the excitatory synapses correspond to J 2 > 0 and x syn ! À0:2 and the inhibitory synapses to J 2 > 0 and x syn < À0:2, respectively, for model 2.
We explain the obtained results for model 1 in the case of the excitatory synapses. We show behavior of the largest eight Lyapunov exponents and that of parameter as a function of J 1 for model 1 with N ¼ 4 in Fig. 3 as an example. We find that the chaotic synchronization occurs for model 1 with N ¼ 4 for J 1 ! J C 1 , because the value of the largest Lyapunov exponent is positive and that of becomes zero. We show behavior of J C 1 as a function of N in Fig. 4 ; we note that the result for N ¼ 2 corresponds to that obtained by Abarbanel et al. [5] We find that the value of J C 1 approaches to about 0.91 for N ! 1. Hence we consider that the chaotic synchronization occurs for model 1 by increasing the strength of the excitatory synapses, when the values of the bifurcation parameters for each neuron are set to those for the chaotic spikes.
We explain the obtained results for model 2 in the case of the excitatory synapses. We show behavior of the largest 12 Lyapunov exponents and that of parameter as a function of J 2 for model 2 with N ¼ 4 in Fig. 5 as an example. We find that the periodic synchronization occurs for model 2 with N ¼ 4 for J 2 ! J C 2 , because the value of the largest Lyapunov exponent and that of become zero. We show behavior of J C 2 as a function of N in Fig. 4 . We find that the value of J C 2 approaches to about 0.53 for N ! 1. Hence we consider that the periodic synchronization occurs for model 2 by increasing the strength of the excitatory synapses, although the values of the bifurcation parameters for each neuron are set to those for the chaotic spikes.
We explain the obtained results for both models in the case of the inhibitory synapses by restricting ourselves to the case of two neurons. We show behavior of the largest four Lyapunov exponents as a function of ÀJ 1 for model 1 and that of the largest five Lyapunov exponents as a function of J 2 for model 2 with x syn ¼ À2:5 in Fig. 6 . We find by calculating that the membrane potentials for both models synchronize in anti-phase with each other. We find furthermore that the periodic spikes are generated in antiphase for model 1 by increasing the strength of the inhibitory synapses, when the values of the bifurcation parameters for each neuron are set to those for the chaotic spikes. On the other hand, it turns out that the chaotic spikes and the periodic spikes are generated in antiphase alternately for model 2, when the values of the bifurcation parameters for each neuron are set to those for the chaotic spikes.
Concluding Remarks
We have investigated the synchronous phenomena for neural network models with the neurons described by the HR equation; a neuron described by the HR equation generates the periodic spikes, the quasiperiodic spikes and the chaotic spikes by changing the bifurcation parameters. We have proposed two models in the present paper: one of them is the model with the synaptic connections described by the gap junction (model 1) and the other is the model with the synaptic connections described by the first-order kinetics (model 2). We have calculated numerically the Lyapunov exponent and the quadratic deviation of the membrane potentials among the neurons. We have interested in the three problems described in Section 1. The obtained results for these three problems are as follows. As for the problem (1), we have found that the chaotic synchronization occurs for model 1 by increasing the strength of the excitatory synapses, when the values of the bifurcation parameters for each neuron are set to those for the chaotic spikes. As for the problem (2), we have found that the periodic synchronization occurs for model 2 by increasing the strength of the excitatory synapses, although the values of the bifurcation parameters for each neuron are set to those for the chaotic spikes. As for the problem (3), by increasing the strength of the inhibitory synapses in the case of two neurons, it has turned out that the periodic spikes are generated in antiphase for model 1, and the chaotic spikes and the periodic spikes are generated in antiphase alternately for model 2, when the values of the bifurcation parameters for each neuron are set to generate the chaotic spikes. 
