An efficient approach to object recognition was developed. It eliminates by a model-based subsampling of images the differences of the sizes of object images that are caused by varying distances. The distance-invariant images both simplify and -due to their reduced number of pixels -help to accelerate object recognition.
Introduction
Object recognition is a key problem in the design and operation of autonomous vehicles and robots. The objects to be recognized include objects that might constitute a collision hazard, objects that should be manipulated in some way, or, generally speaking, all static or moving objects that could be relevant for the behavior of the robot. Considering the enormous multitude of possible objects and the variability of environmental conditions, occlusions, and illumination, object recognition is a vast and mostly uncharted area. To reach tangible results in reasonable time it is necessary to begin by studying object recognition in specific domains.
In previous papers, e.g. [Efenberger et al. 19921 , [Graefe, Jacobs 199 11, [Regensburger, Graefe 19941 , [Solder, Graefe 19931 and [Tsinas, Graefe 19931 we have discussed object recognition mostly in the context of autonomous road vehicles where recognition meant detection of an object and a coarse classification (shadow, vehicle, obstacle, road, etc.) . In this paper natural terrain is the domain of interest, and we discuss a somewhat different form of object recognition. Here the goal is to determine whether a physical object that is being seen by a mobile robot is one of the objects that the robot knows and of which a representation exists in the robot's object database. This form of recognition comprises two phases: a preparatory, or learning, phase in which representations of objects that may be relevant for the later operation of the robot are generated and entered into a database; the actual recognition phase in which the robot classifies an object it is seeing at that moment by comparing its visual appearance with the object representations stored in the database.
Key questions that must be answered if such a recognition system is to be realized are: F How should objects be represented in the database?
. How should the feature extraction be performed in the . How can the database be maintained efficiently?
Our attempts to find answers to these questions and some results that we have obtained will be discussed in the sequel.
recognition phase?
Object Representation

Requirements
A key component of our object recognition method is a database containing representations of the visual appearances of the objects that are to be recognized by the robot.
Proc. IROS 96 0-7803-3213-X/96/ $5.00 0 1996 IEEEFor each one of these objects the following data are included in the data base: aname, t a representation of the object's visual appearance. Several ways exist for representing an object's appearance, and it depends on the requirements of the recognition phase which characteristics of an object should be represented and in whch way. Since we have experimented with dserent recognition methods we have also used deerent forms of object representation. Details will be given later together with the discussion of the recognition methods.
A priori it is unknown in which distance, in which environment, and under which illumination an object will be seen at the time when it should be recognized. Ideally, the object representation should, therefore, be invariant relative to such conditions. Moreover, the actual recognition of objects must occur fast, and the introduction of new objects into the data base should be simple. To meet these requirements we decided to base the recognition upon 2-D images of objects, rather than upon a 3-D representation of their shapes.
information about the real size of the object,
Distance-invariant Representation
The size of an object's image depends on the distance between the object and the camera. To overcome this distance dependency [Efenberger 19961 has proposed a very efficient method based on a distance-dependent subsampling of images and used it initially for the detection of vehicles on highways. The essence of the method is that a rectangular image section containing the image of an object is subsampled in such a way that the subsampling interval is a fixed fiaction of the width of the object's image. Conse-
Figure 1
Forest track with a tractor that was found and recognized. The rectangular image section containing the object and the trapezoidal search area are indicated.
quently, an object is represented by a fixed number of pixels, regardless of its position in the image and regardless of its distance. Such normalized, distance-independent object images are the basis for the object representations in the data base.
In order to create a distance-invariant representation of an object fiom its image the system must know which distance on the surface of the object corresponds to the distance between adjacent pixels in the image. There are a number of possible ways for the system to acquire such knowledge. If the operator knows the true width or height of an object he may input this information directly. If the camera parameters are known the size of an object may be computed from the size of its image, provided the distance to the object is known. Numerous ways for determining the distance are available, based, for instance, on the location of the object in the image, on data fiom a separate range finder, or on motion stereo.
In the realized implementation it is assumed that the ground on which the robot is moving, or at least a section of it directly in fiont of the robot, may be approximated by a plane, and that the visible part of the object may be approximated by a plane parallel to the image plane of the camera. Figure 1 shows an example of such a scene. The distance to the object may in such a case be computed fiom the vertical image coordinate of the object's lower edge if the camera parameters are known.
The User Interface
It might be cumbersome for a person to generate representations of numerous objects and to insert them into a database himself. Therefore, we have studied approaches for supervised and unsupervised machine learning to make a robot assist the operator in generating the object descriptions necessary for a later object recognition.
A system capable of completely unsupervised learning would be ideal. Since it has not been clear whether such a system could actually be realized a form of supervised learning was implemented first. It assists the operator in the acquisition and processing of object-related data and thus greatly simplifies the introduction of objects into the database.
To support the operator in inputting new objects into the database a trapezoid corresponding to a rectangulas area of the ground plane is superimposed on the image of the scene (Figure 1 ). Typically the trapezoid indicates that part of the image in which objects are searched during the operation of the robot. When the robot is moving on a road or track the trapezoid will usually correspond to a section of the road or track; when moving in natural terrain it will correspond to a section of the robot's anticipated path.
Object Recognition
Initially two methods for object recognition were tested, one based on gray-levels, and the other one based on edge elements.
For the gray-level-based method the objects to be recognized were represented in the database directly by their subsampled images. To recognize an object the pixels of its subsampled image are compared to the corresponding pixels of the reference image in the database. The comparison is performed by computing a similarity function
where (i, k) is the coordinate of the upper left corner of the image section to be compared, sb, x) is the gray-value at location (y, x), and m is the reference image of the object as stored in the database, with me, 1) being the gray-value at position (i, 1) within the reference image. A large negative value of Y indicates a low degree of similarity.
The method works well if both images were obtained under similar conditions. However, if an object is seen &om a large distance the contrast in its image is diminished, and the gray-levels of all pixels tend towards a medium gray. If the images to be compared were taken from greatly different distances the results are much poorer.
Therefore, a second method based on edge elements was investigated. It represents the image of an object by the locations and directions of prominent edge elements. The number of edge elements that are present both in the stored model and in the actual image indicates the similarity between the stored and the actual object, Both methods were implemented and their performance in natural scenes was evaluated. Figure 1 shows an example; the tractor was recognized in parts of this rather diE"cult image sequence. In most scenes the edge-element-based method proved clearly superior, especially regarding variations of brightness and contrast. Apparently this is due to its independence of illumination conditions. Moreover, the edge-based method is even faster than the gray-value comparison since it evaluates only relatively few edge elements.
On the other hand, it tends to produce false alarms in some images with many edges. On a transputer-based fiame grabber (TFG Ultra) cycle times were between 80 ms and 300 ms, depending on the object, the search area, and the method.
As a next step we developed two additional methods that are also largely independent of illumination conditions, a correlation-based method and an edge-based method where the user may select the relevant edges.
The correlation-based method uses the discrete 2-D correlation function for comparing the stored object with the actual image:
Figure 2 Outdoor-scenes with objects to be recognized (barrel, 2 cars, rock, tree, tree trunks); single images &om the analyzed video sequences instead of (1). A comparison based on cross correlation has the advantage of being independent of transformations of the type a*s + b, where a and b are real numbers, a ;e 0. Consequently a change in illumination level has no effect.
The second new comparison method requires objects to be represented by some signficant edges within their images.
In order to create such B representation the operator selects interactively (any number of) edges within the size-nomalized image of an object. The edges may have any length and any inclination relative to the pixel grid. For each selected edge its length, inclination, and relative location are stored.
When a specific object is searched at a certain location in the image first the expected size of the object's image is determined, based on the size information in the database and on the distance that corresponds to the selected image location. 
Evaluation
The recognition methods were systematically evaluated by applying them to six video sequences showing various objects in a near, intermediate, and distant range each (with the exception of the rock for which no near range images were available). After each object had been ,,learned" using one of its 3 images it was attempted to recognize it in all three images. An object was considered recognized if two conditions were met:
. the computed similarity between the stored object and a section of the image was greatest if the image section corresponded to the true location of the object; the computed similarity measure was greater than an empirically determined threshold.
If no object was found it was determined whether the similarity measure had its maximum at the correct location which meant that the object would have been found if a lower threshold would have been used. Moreover, it was determined whether the correct object was found at a slightly wrong location as this could be a consequence of the subsampling. Table 1 shows the results of these investigations. The method with user-defined edges was tested with different edges. It turned out that the results depended more on the number of edges used than on which edges were selected. Selecting only one edge resulted in many false alarms while selecting three or more edges tended to reduce the probability of finding the object.
Altogether user-defined edges and cross correlation yielded the best results. Both methods were able to recognize the objects in nearly all scenes. Edge elements were somewhat less reliable, and gray-levels performed worst, although better results might have been obtained by choosing a slightly smaller threshold.
Figures 4 and 5 show the similarity functions (equations (1) and (2)) that were obtained by applying the gray-value and the user-defined-edge methods to an image as shown in Figure 3 . Both functions have a global maximum at the correct location, but the gray-value method yields additional relative maxima of nearly the same magnitude at far away locations. The edge-based method also yields additional relative maxima, but they are very close to the true Maximum at the correct location
Figure 4
The similarity function obtained by applying the method based on gray-values to the image shown in Figure 3 
Figure 3
One of the test objects, a rock object location, and their magnitudes are clearly smaller.
The cycle times required for executing the four methods depend on the size of the object and the size of the search area; on a (relatively slow) transputer fiame grabber they are between 320 ms and 700 ms, with the method based on user-defined edges being the fastest (usually below 400 ms) and the gray-value method being the slowest one (380 ms to 700 ms). The figures given for the user-defined edges relate to the case when all edges that are listed in the database are searched; they would be smaller if the search
Z
Maximum at the correct location
The similarity function obtained by applying the method based on user-defined edges to the image shown in Figure 3 would be discontinued once an edge could not be found
The results indicate that the method based on user-defined edges where during the training phase the user marks some characteristic edges and, in addition, the line where the object touches the ground is the most suitable one. It was, therefore, taken as the basis for a further development of the object recognition system.
Simultaneous Search of Multiple Objects
The next step was to avoid searching each object that is recorded in the database separately, but rather search and recognize multiple recorded objects simultaneously in one image. Two approaches were developed and tested.
The First Approach
The edges that may be detected in the image are classified into 8 direction classes (Figure 6 ). In order to detect an edge in the vicinity of a selected point in the image and with a direction of 0" to 90' a number of gray-values to the right of and above the selected point are added up, and the sums are subtracted. If the result indicates the presence of a significant edge in the first quadrant its direction is determined; otherwise an edge in the second quadrant is searched. If an edge has been found the gray-values along a 45" (or 135") line are summed up and compared to the previously computed vertical and horizontal sums. This permits a decision in which 45" sector the edge lies. The last step is repeated once to classlfl the edge direction into a 22.5" sector.
In order to detect and class* all edges the search area is scanned from left to right and from bottom to top, and all subsampling points in the search area are processed in the described way. A problem is that a nearly vertical edge may be detected at more than one location, each time with a different direction, Figure 7 shows an example where the same edge is detected at four adjacent locations. The edge detector does, however, yield the strongest response at the correct location and direction. An edge in one of the four Edge to be detected / P sampled points at half the normal step size
Figure 6
Direction classes and edge classification by stepwise refinement nearly vertical direction classes is, therefore, accepted only if no stronger edge is found at the three subsequent points.
In the database each object is represented by a list of si&-icant edges. For object recognition the edges extracted from the image are compared with each edge list in the database. An object is considered recognized if all its edges that were recorded in the database have been found in the image.
The method was implemented on a transputer frame grabber and tested with objects as shown in Figure 2 . If conditions were favorable the objects were successfidly detected and classified. However, the execution times (2 s to 3 s)
were too long for typical real-time applications.
In order to improve the execution speed a simple contrast operator was applied at each point where edges were to be searched; the more time-consuming direction classifier was then applied only where the local contrast was above a threshold. This reduced the execution time to 1.2 s to 2.2 s which still is too long. Therefore, a second approach was developed.
The Second Approach
In a first step edges whose directions are approximately O", 45", 90°, or 135" are detected within the search area. In a second step objects that contain such edges are searched in the database.
The edge detector is applied to a subsampled section of the image where the object is suspected. According to the concept of distance-invariant imaging the intervals between the sampling points depend on the distance of the object. Thts has the following advantages:
b Differences in the sharpness of edges that are caused by differences in the distance from the object are automatically taken into account; differences in edge strength may be taken into account by using a distance-depending threshold.
b The edge detection is very fast because of the small number of points where the operator is applied.
In order to detect an edge an edge element has to be found first. An edge element consists of two adjacent subsampling points with a si&icant gray-level difference. Once an Edge to be detected first, strongest, additional detection
Figure 7
Multiple detection of one edge edge element has been found it is attempted to detect additional edge elements that together with the first one would form a straight edge.
The correspondence between edges found in the image and edges represented as part of an object in the database is determined in a similar way as with the first approach. In order to v e a suspected object all edges that have been recorded in the data base as being s i m c a n t for that particular object are tested.
With this approach objects could be recogmzed similarly well as with the first one. The execution times were between 220 ms and 900 ms on a transputer fkame grabber. This is sufficiently fast for driving at low-speeds as appropriate for natural terrain. The execution times would be significantly shorter on a more powerful vision system, such as the B W 4 [Graefe, Meier 19931 or some commercially available systems utilizing a microprocessor like the TMS320C40.
Summary
A concept for the recogmtion of objects in natural scenes has been introduced. It employs a database with distanceinvariant representations of the appearances of the objects to be recognized, and performs the actual recognition by comparing an image of the object to be recognized with the representations of known objects in the database. The following results have been achieved:
A variety of objects including trees, cars, a rock and a barrel were recognized in natural scenes after suitable object representations had been entered into an object database.
The recognition could be demonstrated with some degree of reliability in a variety of distances if methods based on user-defined edges or on cross correlation were used. Other methods that were also tested yielded inferior results.
The more efficient implementations ran in less than 750 ms when using the relatively slow transputer frame grabber. This should be suBiciently fast for low-speed locomotion as it is appropriate for natural terrain. (More modern vision systems would probably allow execution times that are shorter by about one order of magnitude.)
A user interface utilizing the concept of supervised learning to facilitate entering objects into the database was developed and tested. It allows an operator to introduce new objects into the database within a few seconds.
Further work should concentrate on an improvement of the robustness of the recognition process, on using databases with a larger number of objects, and on tests in an even greater variety of environments.
