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Abstract
We prove several interpolation theorems for many valued infinitary logic
with quantifiers, by studying expansions of MV algebras in the spirit
of polyadic and cylindric algebras.
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MV algebras were introduced by Chang in 1958 [10] to provide an alge-
braic reflection of the completeness theorem of the Lukasiewicz infinite valued
propositional logic. In recent years the range of applications of MV algebras
has been enormously extended with profound interaction with other topics,
ranging from lattice ordered abelian groups, C∗ algebras, to fuzzy logic. In
this paper we study MV algebras in connection to fuzzy (many valued) logic.
We prove five interpolation theorems for many valued logic using the machin-
ery of algebraic logic, four interpoltation theorems for fuzzy logic in the narrow
sense and one for rational Pavelka logic where truth values are incorporated
in the syntax. One of the earliest papers (if not the first) that deals with an
application of polyadic algebras to MV algebras is [35]. Another application
of polyadic algebras to MV algebras and Pavelka Rational logic is [13]. Here
our proven interpolation theorems substantially generalize the representability
results proved in the formentioned papers.
An MV algebra, has a dual behaviour; it can be viewed, in one of its
facets, as a ‘non-idempotent’ generalization of a Boolean algebra possesing a
strong lattice structure. The lack of idempotency enables MV algebras to be
1Mathematics subject classification: 03B50, 03B52, 03G15.
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compared to monodial structures like monoids and abelian groups. Indeed,
the category of MV algebras has been shown to be equivalent to the category
of l groups. At the same time the lattice structure of Boolean algebras can be
recovered insideMV algebras, by an appropriate term definability of primitive
connectives. In this respect, they have a strong lattice structure (distributive
and bounded), which make the techniques of lattice theory readily applicable
to their study. As shown in this paper, in certain contexts when we replace the
notion of a Boolean algebra with an MV algebra, the results survive such a
replacement with some non-trivial modifications, and this can be accomplished
in a somewhat unexpected manner.
Boolean algebras work as the equivalent semantics of classical propositional
logic. To sudy classical first order logic, Tarski [22], [23] introduced cylindric
algebras, while Halmos [20] introduced polyadic algebras. Both of those can
be viewed as Boolean algebras with extra operations that reflect algebraically
existential quantifiers.
Boolean algebras also have a neat and intuitive depiction, modulo isomor-
phisms; any Boolean algebra is an algebra of subsets of some set endowed with
the concrete set theoretic operations of union, intersection and complements.
Such a connection, a typical duality theorem, is today well understood. These
nice properties mentioned above is formalized through the topology of Stone
spaces that allows to select the right objects in the full power set of some
set, the underlying set of the associated topological space. The representation
theory of cylindric algebras, on the other hand, proves much more involved,
and lacks such a strong well understood duality theorem like that of Boolean
algebras. However, there is an extension of Stone duality to cylindric algebras,
due to Comer [3], where he establishes a dual equivalence between cylindric al-
gebras and certain categories of sheaves; but such a duality does not go deeper
into the analysis of representability. There is a version of concrete (repre-
sentable) algebras for cylindric algebras, with extra operations interpreted as
projections, but this does not coincide with the abstract class of cylindric al-
gebras. This is in sharp contrast to Boolean algebras. It is not the case that
every cylindric algebra is representable in a concrete manner with the oper-
ations being set theoretic operations on relations. Not only that, but in fact
the class of representable algebras need an infinite axiomatization in first order
logic, and for any such axiomatization, there is an inevitable degree of com-
plexity [1]. On the other hand, polyadic algebras enjoy a strong representation
theorem; every polyadic algebra is representable [12]. Here we apply the the-
ory of polyadic algebras to MV algebras. The idea is to study transformation
systems based on such algebras.
A polyadic algebra is typically an instance of a transformation system. A
transformation system can be defined to be a quadruple of the form (A, I, G, S)
where A is an algebra (in case of polyadic algebras it is a Boolean algebra),
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I is a non empty set (we will only be concerned with infinite sets) G is a
subsemigroup of (II, ◦) and S is a homomorphism from G to the semigroup
of endomorphisms of A, denoted by End(A). Elements of G are called trans-
formations. For a transformation τ , S(τ) ∈ End(A) is called a substitution.
Polyadic algebras arise when A is a Boolean algebra endowed with quantifiers
and G = II. There is an extensive literature for polyadic algebras dating back
to the fifties and sixties of the last century, [20], [24], [11], [12], [4], [33]. In-
troduced by Halmos in the fifties of the last century, the theory of polyadic
algebras is now picking up again; indeed it’s regaining momentum with pleas-
ing progress and a plathora of results, to mention a few references in this
connection, the reader is referred to [29], [8], [14], [15], [16], [31], [2], [17]. In
recent times reducts of polyadic algebras were studied [33], [4]; these reducts
are obtained by restricting quantifiers to involve only quantification on finitely
many variables and to study (proper) subsemigroups of II (endowed with the
binary operation of composition of maps.) The two extremes are the semi-
group of finite transformations (a finite transformation is one that moves only
finitely many points) and all of II but there are infinitely many semigroups in
between.
In this paper we study reducts of polyadic algebras by allowing (proper)
subsemigroups of II, but we also weaken the Boolean structure to be an MV
algebra. Thus we are in the realm of many valued quantifier infinitary logics.
Many-valued logics are non-classical logics. The most two basic (semantical)
assumptions of classical logic propositional as well as first order are the prin-
ciples of bivalence and of compositionality. The principle of bivalence is the
assumption that each sentence is either true or false, i.e has exactly one truth
value. Many valued logics differ from classical ones by the fundamental fact
that it does not restrict the number of truth values to only two: they allow
for a larger set (possibly infinite) of truth degrees. However, like classical logic
they accept the principle of compostionality (or truth-functionality), namely,
that the truth of a compound sentence is determined by the truth values of its
component sentences (and so remains unaffected when one of its component
sentences is replaced by another sentence with the same truth value).
The formalized languages for systems of many-valued logic follow the two
standard patterns for propositional and predicate logic, respectively: there are
propositional variables together with connectives and (possibly also) truth de-
gree constants in the case of propositional languages, there are object variables
together with predicate symbols, possibly also object constants and function
symbols, as well as quantifiers, connectives, and (possibly also) truth degree
constants in the case of first-order languages. We shall deal with both cases,
infinitary extensions of Lukasiewicz predicate logic and the Pavelka Rational
logics, using polyadic algebras where transformations are restricted to a semi-
group G.
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We shall study the cases when G consists of all finite transformations on
a set I, when G is a proper subsemigroup of II satisfying certain properties
but essentially containing infinitary substitutions (this involves infinitely many
cases), and when G is the semigroup of all transformations. In all these three
cases the scope of quantifiers are finite, so in this respect our algebras also
resemble cylindric algebras. However, the fourth case we study is that when
G = II and the scope of quantifiers is infinite. So in the latter case we are in
the polyadic paradigm.
It is folklore in algebraic logic that cylindric algebras and polyadic algebras
belong to different paradigms. For example the class of representable cylindric
algebras admits a recursive axiomatization, but all axiomatizations of polyadic
algebras are extremely complex from the recursive point of view; they are not
recursively enumerable. The interaction between the theories of cylindric al-
gebras and polyadic algebras is extensively studied in algebraic logic, see e.g
[2], with differences and similarities illuminating both theories. In fact the
study of G Boolean polyadic algebras by Sain in her pioneering paper [33]
is an outcome of such research; it’s a typical situation in which the positive
properties of both theories amalgamate. Boolean polyadic algebras, when G
is the set of finite transformations of I or G = II are old, in this respect the
reader is referred to [20], [11], [12]. In the former case such algebras are known
as quasipolyadic algebras, which are substantially different than polyadic alge-
bras (in the infinite dimensional case), as is well known, quasipolyadic algebras
belong to the cylindric paradigm. However, studying reducts of polyadic alge-
bras by allowing only those substitutions coming from a subsemigroup of II is
relatively recent starting at the turn of the last century [33].
Such algebras, with Boolean reducts (of which we study theirMV reducts),
also provide a possible solution to a central problem in algebraic logic, bet-
ter known as the finitizability problem, which asks for a simple (hopefully)
finite axiomatization for the class of representable algebras. The class of rep-
resentable algebras is given by specifying the universes of the algebras in the
class, as sets of certain sets endowed with set theoretic concrete operations;
thus representable algebras are completely determined once one specifies their
universes. The finitizability problem - the attempt to capture the essence of
such set-theoretic constructions in a thoroughly finitary matter - proved to be
a difficult task, and has been discussed at length in the literature [5]. We shall
show that theMV polyadic reducts of such algebras, still form a finitely axiom-
atizable variety, consisting solely of representable algebras, that further enjoys
a strong form of amalgamation (known as the superamalgamation property),
a result that could be of interest to abstract algebraic logic, as well.
Being rather a family of problems, the finitizability problem has several
scattered reincarnations and in some sense is still open [34]. The finitizability
problem has philosophical implications concerning reasoning about reasoning,
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and can be likened to Hilbert’s programe of proving mathematics consistent
by concrete finitistic methods.
Heyting polyadic algebras, as transformations systems, were studied by
Monk [30], Georgescu [19] and the present author [9]. We continue this trend
by studing expansions of MV polyadic algebras as transformation systems.
We prove algebraically, using the techniques of Halmos and Tarski in alge-
braic logic, four interpolation theorem which show that predicate Lukasiewicz
calculas together with some of its infinitary extensions, have the Craig inter-
polation property. For many valued predicate logics, the main types of logical
calculi are Hilbert style calculi, Genzen type sequent calculi and Tableau cal-
culi. From our result, it readily follows that the extensions we study are also
complete, relative to a Hilbert style calculas. Interpolation property for vari-
ous logics both classical and non-classical have been studied extensively in the
literature of algebraic logic, [27], [6], [8], [9], [11], [24], [32], [28].
A historic comment is in order. Formalized many valued logic can be
traced back to the work of Lukasiewicz in 1920 and the independent work
of Post in 1921, when three valued is studied. Heyting, a few years later,
introduced a three valued propositional calculus related to intuitionistic logic.
Go´del proposed an infinite hierarchy of finitely-valued systems; his goal was
to show that intuitionistic logic is not a many valued logic. In the last few
decades many valued logics have acquired tremendous interest; in 1965 Zadeh
had published his landmark paper on fuzzy sets and the trend of fuzzy Logic
started. Today the various approaches to many valued logics are aspiring to
provide fuzzy logic the theoretical rigorous foundations that were lacking for
a long time.
Throughout the paper, we follow more or less standard notation. We dis-
tinguish notationally between an algebra A and its universe A. When we write
Gothic letters for algebras A,B, . . ., it is to be tacitly assumed that the corre-
sponding Roman letters A,B, . . . denote their universes. Otherwise, unfamiliar
notation will be introduced at their first occurrance in the text.
1 Prelimenaries and the main results in logical
form
Definition 1.1. An MV algebra is an algebra
A = (A,⊕,⊙,¬, 0, 1)
where ⊕, ⊙ are binary operations, ¬ is a unary operation and 0, 1 ∈ A, such
that the following identities hold:
1. a⊕ b = b⊕ a, a⊙ b = b⊙ a.
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2. a⊕ (b⊕ c) = (a⊕ b)⊕ c, a⊙ (b⊙ c) = (a⊙ b)⊙ c.
3. a⊕ 0 = a , a⊙ 1 = a.
4. a⊕ 1 = 1, a⊙ 0 = a.
5. a⊕ ¬a = 1, a⊙ ¬a = 0.
6. ¬(a⊕ b) = ¬a⊙ ¬b, ¬(a⊙ b) = ¬a⊕ ¬b.
7. a = ¬¬a ¬0 = 1.
8. ¬(¬a⊕ b)⊕ b = ¬(¬b ⊕ a)⊕ a.
MV algebras form a variety that is a subvariety of the variety of BL alge-
bras intoduced by Hajek, in factMV algebras coincide with those BL algebras
satisfying double negation law, namely that ¬¬x = x, and contains all Boolean
algebras.
Example 1.2. A simple numerical example is A = [0, 1] with operations
x ⊕ y = min(x + y, 1), x ⊙ y = max(x + y − 1, 0), and ¬x = 1 − x. In
mathematical fuzzy logic, thisMV -algebra is called the standardMV algebra,
as it forms the standard real-valued semantics of Lukasiewicz logic.
MV algebras aso arise from the study of continous t norms.
Definition 1.3. A t norm is a binary operation ∗ on [0, 1], i.e (t : [0, 1]2 →
[0, 1]) such that
(i) ∗ is commutative and associative, that is for all x, y, z ∈ [0, 1],
x ∗ y = y ∗ x,
(x ∗ y) ∗ z = x ∗ (y ∗ z).
(ii) ∗ is non decreasing in both arguments, that is
x1 ≤ x2 =⇒ x1 ∗ y ≤ x2 ∗ y,
y1 ≤ y2 =⇒ x ∗ y1 ≤ x ∗ y2.
(iii) 1 ∗ x = x and 0 ∗ x = 0 for all x ∈ [0, 1].
The following are the most important (known) examples of continuous t
norms.
(i) Lukasiewicz t norm: x ∗ y = max(0, x+ y − 1),
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(ii) Godel t norm x ∗ y = min(x, y),
(iii) Product t norm x ∗ y = x.y.
We have the following known result [25] lemma 2.1.6
Theorem 1.4. Let ∗ be a continuous t norm. Then there is a unique binary
operation x → y satisfying for all x, y, z ∈ [0, 1], the condition (x ∗ z) ≤ y iff
z ≤ (x→ y), namely x→ y = max{z : x ∗ z ≤ y}.
The operation x → y is called the residuam of the t norm. The residuam
→ defines its corresponding unary operation of precomplement ¬x = (x→ 0).
Abstracting away from t norms, we get
Definition 1.5. A residuated lattice is an algebra
(L,∪,∩, ∗,→ 0, 1)
with four binary operations and two constants such that
(i) (L,∪,∩, 0, 1) is a lattice with largest element 1 and the least element
0 (with respect to the lattice ordering defined the usual way: a ≤ b iff
a ∩ b = a).
(ii) (L, ∗, 1) is a commutative semigroup with largest element 1, that is ∗
is commutative, associative, 1 ∗ x = x for all x.
(iii) Letting ≤ denote the usual lattice ordering, we have ∗ and → form
an adjoint pair, i.e for all x, y, z
z ≤ (x→ y)⇐⇒ x ∗ z ≤ y.
A result of Hajek, is that an MV algebra is a prelinear commutative
bounded integral residuated lattice satisfying the additional identity x ∪ y =
(x→ y)→ y. In case of an MV algebra, ∗ is the so-called strong conjunction
which we denote here following standard notation in the literature by ⊙. ∩
is called weak conjunction. The other operations are defined by ¬a = a → 0
and a⊕ b = ¬(¬a⊙ ¬b). The operation ∪ is called weak disjunction, while ⊕
is called strong disjunction. The presence of weak and strong conjunction is
a common feature of substructural logics without the rule of contraction, to
which Lukasiewicz logic belongs.
We now turn to describing some metalogical notions, culminating in for-
mulating our main results in logical form. However, throughout the paper, our
investigations will be purely algebraic, using the well develped machinery of
algebraic logic. There are two kinds of semantics for systems of many-valued
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logic. Standard logical matrices and algebraic semantics. We shall only en-
counter algebraic semantics. From a philosophical, especially epistemological
point of view the semantic aspect of logic is more basic than the syntactic one,
because it is mainly the semantic core which determines the choice of suitable
syntactic versions of the corresponding system of logic.
Informally, a language is a triple Λ = (V, P,G) where V is a set providing
an infinite supply of variables, P is a another set of predicates disjoint from
V, and G is a semigroup of transformations on V . There is no restriction on
the arity of p ∈ P , that is the arity may be infinite. Formulas are defined
recursively the usual way. Atomic formulas are of the form pv¯, the length of v¯
is equal to the arity of p. If φ, ψ are formulas, W ⊆ V and τ ∈ G, then φ⊕ψ,
φ ⊙ ψ, ¬φ, ∃Wφ, ∀Wφ, and S(τ)φ are formulas. Since we allow infinitary
predicates, the scope of quantification can be infinite.
A structure for a predicate language is M = (M, pM)p∈P where M 6= ∅, for
each predicate p of arity n, n an ordinal (could be infinite), pM is an n-ary [0, 1]
fuzzy relation on M, that is pM :
nM → [0, 1]. For each formula φ the truth
value ||φ||M,s of φ in M is determined by the evaluation s of free variables the
usual Tarskian way.
In more detail, anM evaluation is a map from V toM . For two evaluations
s and s′ and Γ ⊆ V , we write s ≡Γ s
′ iff s(v) = s′(v) for all v /∈ Γ. The value
of a variable given by M, s is defined by ||v||M,s = s(v). For a formula φ and
a transformation τ ∈ V V , we write S(τ)φ for the formula obtained by the
simultaneous substitution of the variable vτ(i) for vi such that the substitution
is free. In presence of infinitary quantification, there could be a risk of collision
of variables, but we will indicate below how such a possibly infinitary operation
can be always executed.
Now we define the truth value ||φ||M,s:
||pM(v1 . . . vi . . .)||M,s = pM(s(v1) . . . s(vi) . . .),
||φ⊕ ψ||M,s = ||φ||M,s ⊕ ||ψ||M,s,
||φ⊙ ψ||M,s = ||φ||M,s ⊙ ||ψ||M,s,
||¬φ||M,s = ¬||φ||M,s,
||S(τ)φ)||M,s = ||φ||M,s◦τ ,
||(∃W )φ||M,s =
∨
{||φ||M,s′ : s
′ ≡W s}.
||(∀W )φ||M,s =
∧
{||φ||M,s : s
′ ≡W s}.
A structure is safe if the suprema and infima in the last two clauses always
exist. Thus all structures considered are safe (since [0, 1] with the usual order
is a complete lattice). Let M = (M, pM)p∈P be a structure and s : V → M .
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A formula φ is satisfiable under s if ||φ||M,s = 1. φ is valid in M and M is a
model of φ if ||φ||M,s = 1 for all s ∈
VM . We write M |= φ if φ is valid in
M. For a set of formulas Γ, we write Γ |= φ if for every structure M whenever
every formula in Γ is valid in M, then φ itself is valid in M. We write |= φ for
∅ |= φ.
Since we dealing with infinitary language we need to formalize such lan-
guages rigorously in set theory. We now define a calculus (in a usual underlying
set theory ZFC, say) that we prove to be complete with respect to usual se-
mantics; this will follow from our stronger proven result that such logics enjoy
the interpolation property. Let V and P be disjoint sets of symbols, such that
V is infinite, ρ a function with domain P and whose range is a set of ordinals.
Let m be a cardinal, such that m ≤ |V |+. (For a cardinal n, n+ denotes its
successor). Assume in addition that for each p ∈ P, |ρ(p)| ≤ |V |. For a set I,
let SmI = {X : X ⊆ I : |X| < m}. Fix G ⊆
V V and T ⊆ Sm(V ). We define
(formally) a logic LV,ρ,m,G,T , based on G, or simply LG,T
2 in the following way.
The symbols of L consist of:
(1) the (strong) disjunction ⊕, (strong) conjunction ⊙, implication symbol
→, and negation symbol ¬,
(2) two symbols ⊥, ⊤ standing for falsity and truth,
(3) universal quantification symbol ∀,
(4) existential quantification symbol ∃,
(5) the individual variables v ∈ V and predicates p ∈ P,
We note that ∀ and → are redundant, but their introduction from the start,
makes life easior. We assume that ⊕,⊙,→,¬, ∀, ∃ are not members of V nor
P . An atomic formula is an ordered pair (p, x) where p ∈ P and x ∈ ρ(p)V.
Formulas are defined the usual way by recursion: φ is a formula in LG,T if there
exists a finite sequence φ0, φ1, . . . , φn called a formation of φ in LG,T , such that
φn = φ and for each m ≤ n, at least one of the following conditions hold:
(1) φm is an atomic formula in LG,T ,
(2) φm is either ⊤ or ⊥,
(3) for some k, l < m, φm is one of the ordered triplet (φk,⊕, φl), (φk,⊙, φl)
or (φk,→, φl),
(4) for some k < m, φm is the ordered pair (¬, φl),
2 We could omit some of the subscripts and keep others that are relevant to the context,
for example, we may write Lµ,G,T , when the other superscripts are immaterial in the given
context.
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(5) for some k < m, and W ∈ T , φm is the ordered triplet (∀,W, φk),
(6) for some k < m, and W ∈ T , φm is the ordered triplet (∃,W, φk).
We often omit commas in ordered pairs or triplets or quadruples, so we may
write (∃Wφ)3 for (∃,W, φ). The set Vf(φ) of free variables and the set Vb(φ)
of bound variables in a formula φ are defined recursively the usual way. That
is
(1) If φ is an atomic formula (px), then Vf(φ) is the range of x.
(2) If φ is (ψ ⊕ θ) or (ψ ⊙ θ) or (ψ → θ), then Vf (φ) = Vf (ψ) ∪ Vf (θ).
(3) If φ is (¬ψ) then Vf(φ) = Vf(ψ).
(4) If φ = (∀Wψ) or (∃Wψ), then Vf(ψ) = Vf(φ) ∼W . Now for the bound
variables Vb(φ):
(5) If φ is an atomic formula (px), then Vb(φ) = 0.
(6) If φ is (ψ ⊕ θ) or (ψ ⊙ θ) or (ψ → θ), then Vb(φ) = Vb(ψ) ∪ Vb(θ).
(7) if φ is ¬ψ, then Vb(φ) = Vb(ψ).
(8) If φ = (∀Wψ), then Vb(ψ) = Vb(φ) ∪W.
(9) If φ = (∃Wψ), then Vb(ψ) = Vb(φ) ∪W.
In the two cases of φ = ⊤ or ⊥, then Vf (φ) = Vb(φ) = 0. Note that the
variables occuring in a formula φ, denoted by V (φ), is equal to Vf(φ) ∪ Vb(φ)
which could well be infinite. For τ ∈ G and φ a formula, S(τ)φ (the result
of substituting each variable v in φ by τ(v)) is defined recursively and so is
Sf(τ)φ (the result of substituting each free variable v by τ(v)).
4
(1) If φ is atomic formula (px) then S(τ)φ = (p, τ ◦ x).
(2) If φ is (ψ⊕ θ) then S(τ)φ = (S(τ)ψ⊕ S(τ)θ). The same for other propo-
sitional connectives.
(3) If φ = (∀Wφ) then S(τ)φ = (∀τ(W )S(τ)φ).
(4) If φ = (∃Wφ) then S(τ)φ = (∃τ(W )S(τ)φ).
3This is a notation, it should not be mistaken for brackets, which do not exist in our
vocabularly.
4Notice that S(τ) and for that matter Sf (τ) is not part of the vocabularly of our lan-
guages. We do not have transformations in G as symbols.
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To deal with free substitutions, we introduce a piece of notation that proves
helpful. For any function f ∈ XY and any set Z, we let
f |Z = {(x, f(x)) : x ∈ X ∩ Z} ∪ {(z, z)|z ∈ Z ∼ X}.
Then f |Z always has domain Z and 0|Z is the identity function on Z.
Now for free subtitutions the first two clauses are the same, but if φ =
(∀Wψ), then Sf(τ)φ = (∀WSf(σ)ψ) and if φ = (∃Wψ) then Sf(τ)φ =
(∃vSf(σ)ψ) where σ = τ |(V ∼W )|V .
If τ ∈
⋃
{WV : W ⊆ V }, and φ is a formula, let S(τ)φ = S(τ |V )φ and
Sf(τ)φ = Sf(τ |V )φ. Now we specify the axioms and the rules of inference.
The axioms are:
(1) Axioms for propositional MV logic using ⊙, ⊕ and ¬.
(2) (((φ→ ψ)→ (¬φ⊕ ψ))⊙ ((¬φ⊕ ψ)→ (φ→ ψ))). (Informally (φ→ ψ)
is equivalent to (¬φ ⊕ ψ)).
(3) ((∀W (φ→ ψ)→ (φ→ ∀Wψ))) where W ∈ Sm(V ∼ Vfφ).
(4) ((∀W (φ→ ψ)→ (∃Wφ→ ψ))) where W ∈ Sm(V ∼ Vfφ).
(5) (∀Wφ→ Sf (τ)φ), when τ ∈
W (V ∼ Vbφ).
(6) (Sf(τ)φ→ (∃Wφ)), when τ ∈
W (V ∼ Vbφ).
The rules are:
(1) From φ, (φ→ ψ) infer ψ. (Modus ponens.)
(2) From φ infer (∀Wφ). (Rule of generalization.)
(3) From Sf(τ)φ infer φ whenever τ ∈
Vf (φ)(V ∼ Vb(φ)) and τ is one to one.
(Free substitution.)
(4) From φ infer S(τ)φ whenever τ ∈ V (φ)V is one to one (Substitution.)
Proofs are defined the usual way, we write Γ ⊢ φ, if there is a proof of φ from
Γ, that is there is a finite sequence φ0, φ1 . . . φn such that φn = φ and for every
l < n, either φl ∈ Γ, or φl is an axiom, or φl follows from preceding formulas
in the sequence by application of one of the rules of inference.
Definition 1.6. (1) A logic LG,T is complete iff Γ |= φ implies Γ ⊢ φ.
(2) A logic LG,T has the interpolation property if whenever |= φ → ψ,
then there is a formula θ in the common vocabularly of φ and ψ such
that |= φ→ θ and |= θ → ψ.
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We consider four logics, one of which is countable.
Theorem 1.7. Let V, ρ,G, T,m be as specified above. Let LV,ρ,G,T,m be the
corresponding logic. Then if
(1) V and P are disjoint countable sets, m = ω, G is a rich semigroup
(to be defined below) of V V , T = SωV , or
(2) V and P are disjoint infinite sets , m = |V |+, G is the semigroup of
finite transformations, T = SωV and |V ∼ ρ(p)| ≥ ω, or
(3) V and P are disjoint infinite sets, m = |V |+, G is the semigroup of
all transformations and T = SωV , or
(4) V and P are disjoint infinte sets, m = |V |+, G is the semigroup of
all transformations and T = SmV .
Then LV,ρ,G,T,m is strongly complete and has the Craig interpolation prop-
erty.
From (2) when ρ(p) is finite for every p ∈ P , then this gives an interpolation
theorem for usual predicate Lukasiewicz logic.
2 Algebraic Preliminaries
For an algebra A, End(A) denotes the set of endomorphisms of A, i.e homo-
morphisms from A into itself.
Definition 2.1. A transformation system is a quadruple (A, I, G, S) where A
is an algebra, I is a set, G is a subsemigroup of II and S is a homomorphism
from G into End(A)
We shall deal with three cases of G. When G is the semigroup of finite
transformations, G is a countable subset of II satisfying certain conditions
but containing infinitary substitutions and G = II. A will always be an MV
algebra. If we want to study predicate MV logic, then we are naturally led to
expansions of MV algebras allowing quantification.
Definition 2.2. Let A be an MV algebra. An existential quantifier on A is a
function ∃ : A→ A that satisfies the following conditions for all a, b ∈ A:
1. ∃0 = 0.
2. a ≤ ∃a.
3. ∃(a⊙ ∃b) = ∃a⊙ ∃b.
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4. ∃(a⊕ ∃b) = ∃a⊕ ∃b.
5. ∃(a⊙ a) = ∃a⊙ ∃a.
6. ∃(a⊕ a) = ∃a⊕ ∃a.
Let A be an MV algebra, with existential quantifier ∃. For a ∈ A, set
∀a = ¬∃¬a. Then ∀ is a unary operation on A called a universal quantifier
and it satisfies all properties of the existential quantifier, except for (2) which
takes the form: ∀a ≤ a. This follows directly from the axioms. Now we define
our algebras. Their similarity type depends on a fixed in advance semigroup.
We write X ⊆ω Y to denote that X is a finite subset of Y , and we write ℘ω(Y )
for {X : X ⊆ω Y }.
5
Definition 2.3. Let α be an infinite set. Let G ⊆ αα be a semigroup under the
operation of composition of maps. Let T ⊆ ℘(α). An α dimensional polyadic
MV algebra of type (G, T ), an MVG,T for short, is an algebra of the following
type
(A,⊕,⊙,¬, 0, 1, sτ , c(J))τ∈G,J∈T
where (A,⊕,⊙,¬, 0, 1) is an MV algebra, sτ : A → A is an endomorphism of
MV algebras, c(J) is an existential quantifier, such that the following hold for
all p ∈ A, σ, τ ∈ G and J, J ′ ∈ T :
(1) sIdp = p,
(2) sσ◦τp = sσsτp (so that S : τ 7→ sτ defines a homomorphism from G to
End(A); that is (A,⊕,⊙,¬, 0, 1, G, S) is a transformation system),
(3) c(J∪J ′)p = c(J)c(J ′)p,
(4) If σ ↾ α ∼ J = τ ↾ α ∼ J , then sσc(J)p = sτc(J)p,
(5) If σ ↾ σ−1(J) is injective, then c(J)sσp = sσcσ−1(J)p.
Theorem 2.4. Let A = (A,⊕,⊙,¬, 0, 1, sτ , c(J))τ∈G,J∈T be an MVG,T . For
each J ∈ T and x ∈ A, set q(J)x = ¬c(J)¬x. Then the following hold for each
p ∈ A, σ, τ ∈ G and J, J ′ ∈ T .
(1) q(J) is a universal quantifier,
(2) q(J∪J ′)p = q(J)c(J ′)p,
(3) c(J)q(J)p = q(J)p, q(J)c(J)p = c(J)p,
(4) If σ ↾ α ∼ J = τ ↾ α ∼ J , then sσq(J)p = sτq(J)p,
5There should be no conflict with the notation SmV introduced earlier.
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(5) If σ ↾ σ−1(J) is injective, then q(J)sσp = sσqσ−1(J)p.
Proof. Routine
Here we depart from [23] by defining polyadic algebras on sets rather than
on ordinals. In this way we follow the tradition of Halmos. We refer to α
as the dimension of A and we write α = dimA. Borrowing terminology from
cylindric algebras, we refer to c({i}) by ci and q({i}) by qi
Example 2.5. (1) Let G be a semigroup of finite transformations on a
set V of variables, and let T = ℘ω(V ). Let Lρ,G,T be the corresponding
logic. Assume that V ∼ ρ(p) is infinite for every p ∈ P . Let Fm denote
the set of formulas and Σ ⊆ Fm. Define on the set formulas the relation
≡Σ by φ ≡Σ ψ if and only if Σ ⊢ φ ←→ ψ where ←→ is defined from
→ and ⊙ the usual way. Then the Tarski-Lindenbaum algeba Fm/ ≡Σ,
defined the obvious way, is a G algebra. The proof of this is tedious but
straightforward. It says that the axioms and rules of inference of the
logic LG,T and the polyadic axioms say the same thing under the proper
interpretation. When ρ(p) is finite for every p ∈ P this is usual predicate
Lukasiewicz logic.
(2) Let G = V V and T ∈ {℘(V ), ℘ω(V )}. We need a modification to
define the corresponding algebras. In case there are formulas φ such
that Vf(φ) = V there is a problem to define the substitution operator
sτ . We did not encounter this difficulty in the previous example since
we had an infinite supply of variables outside formulas, and those can
be used to define the operation of simultaneous substitution. We need
extra variables in order to avoid collisions of free and bound variables.
So let V1 be a set of symbols which is disjoint from P and V and such
that |V1| = |V |. Let V
∗ = V ∪ V1, and let τ0 be a bijection between
V ∗ and V1. Let Fm be the set of formulas φ in the expanded language
such that V (φ) ⊆ V for all φ ∈ Fm. Now Fm/ ≡Σ is in an MVG,T with
substitutions defined as follows:
sτ (φ/Σ) = (Sf(τ)Sf (τ
−1
0 )S(τ0))φ/Σ.
(The other operations are defined the usual way).
(3) Let L be a fixed linearly ordered complete MV algebra. Let X and I
be any sets. For x, y ∈ IX and J ⊆ I, write x ≡J y if x(l) = y(l) for all
l /∈ J . For p : IX → L, we let
c(J)p(x) =
∨
{p(y) : x ≡J y},
and
sτp(x) = p(x ◦ τ).
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The typical example is when L = [0, 1]. Such special algebras will be
denoted by F(IX, [0, 1]). If V ⊆ XI , we let F(V, [0, 1]) denote the algebra
with universe all function from V to [0, 1] with operations as above. Not
all such algebras are MV polyadic algebras, but for some choices of V,
the resulting algebra is an MV polyadic algebra, see theorem 2.7.
(4) Let G = V V and T ⊆ ℘(V ). Let M = (M, pM)p∈P be a model. For a
formula φ, let φM = {s : VM → [0, 1] : ||φ||M,s = 1}. Let Fm denote the
set of formulas. Then {φM : φ ∈ Fm} is the universe of a polyadic MV
algebra, which we denote by CM to emphasize the role played by M and
call it the set algebra based on M. The operations are read off from the
semantics of connectives. For example
φM ⊕ ψM = (φ⊕ ψ)M,
and
c(J)φ
M = (∃Jφ)M.
It is easy to observe that such algebras are special cases from the algebras
in the preceding item, when L = [0, 1].
Definition 2.6. AnMV algebra is representable, if for all a 6= 0, there exist a
set X , V ⊆ IX and a homomorphism from A to F[V, [0, 1]) such that f(a) 6= 0.
MV algebras of the form F(V, [0, 1]) are called set algebras. We define V
that gives rise to such “concrete set algebras”:
Theorem 2.7. For two given sets I and X and p : I → X, let IX(p) be the
following set {s ∈ IX : |{i ∈ I : si 6= pi}| < ω}. Such a set is called a weak
space. For a union of weak spaces W , F (W, [0, 1]) is the universe of an MV
polyadic algebra with operations defined as above.
Proof. Direct.
For the case G = αα and T = ℘ω(α), we have a natural correspondence
between equations in algebras and equivalences in LG,T . We formulate this
correspondence for α = ω, and special languages where predicates are count-
able, and atomic formulas are of of the form p(v0, v1 . . . vi . . .)i<ω, that is, we
have countably many predicates each of arity ω and in atomic formulas vari-
ables occur only in their natural order. This is not really any different from
usual languages when arity of atomic formulas is ω, since other atomic formu-
las can be recovered by applying substitutions to the restricted ones. A similar
correspondence can be obtained when T = ℘(α). The same can be done for
strongly rich semigroups on ω (to be defined shortly), but for G consisting of
finite transformations it is more involved, cf. [23] theorems 4.3.58, 4.3.59.
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Definition 2.8. Let α be an infinite set. Lα is the standard language of the
classMVG,T ; it has ω variables x0, x1 . . . and operation symbols ⊕,⊙,¬, 0, 1, ck, sτ ,
with k ∈ α and τ ∈ αα. Let Λ = (V, P,G) be a language with G = V V ,
|P | = ω; we assume that P = {p0, p1 . . . pi . . . : i ∈ ω}. With each term σ of
Lα, we associate a formula ησ of Λ, with i, k ∈ ω, as follows:
ηxi = Pi(v0, . . . vi . . .)i<ω,
η(σ ⊕ τ) = (ησ ⊕ ητ),
η(σ ⊙ τ) = (ησ ⊙ ητ),
η(0) = ⊥,
η(1) = ⊤,
η(¬σ) = (¬σ),
η(ckσ) = (∃vkησ),
η(sτσ) = S(τ)(ησ).
The following is a typical translation that abounds in algebraic logic, cf.
[23] theorem 4.3.57.
Theorem 2.9. (1) Let M be a a structure and A = CM. Then for any
term σ
(η(σ))M = (σAP ).
Here P is looked at as an assignment P : ω → A, such that
Pi = p
M
i = {s : V → [0, 1] : ||pi||s,M = 1}.
(2) For any σ, τ of Lα the following conditions are equivalent
(i) |= ησ ↔ ητ
(ii) MVG,T |= σ = τ.
Sketch of Proof. We prove only (ii) → (i). Let A be a set algebra with
universe A = F (IX, [0, 1]). Let a ∈ ωA. Let D be the subalgebra generated by
the range of a. Define a model M, by stipulating that for s ∈ IX , |||Ri[s]|| =
ai(s). Then C
M = D. Now (ησ)M = (ητ)M, so σa = τa, and we are done.
We shall deal with the case when G is a countable special proper subsemi-
group of αα. Here α is a countable set (sometimes it will be an ordinal) and
algebras considered are also countable. We need some preparations to define
such semigroups.
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Notation . For a set X , recall that |X| stands for the cardinality of X .
IdX , or simply Id when X is clear from context, denotes the identity function
on X . For functions f and g and a set H , f [H|g] is the function that agrees
with g on H , and is otherwise equal to f . Rgf denotes the range of f . For a
transformation τ on ω, the support of τ , or sup(τ) for short, is the set:
sup(τ) = {i ∈ ω : τ(i) 6= i}.
Let i, j ∈ ω, then τ [i|j] is the transformation on ω defined as follows:
τ [i|j](x) = τ(x) if x 6= i and τ [i|j](i) = j.
For a function f , fn denotes the composition f ◦ f . . . ◦ f n times.
Definition 2.10. Let α be a countable set. Let T ⊆ 〈αα, ◦〉 be a semigroup.
We say that T is rich if T satisfies the following conditions:
1. (∀i, j ∈ α)(∀τ ∈ T )τ [i|j] ∈ T.
2. There exists σ, pi ∈ T such that (pi ◦ σ = Id, Rgσ 6= α).
3. (∀τ ∈ T )(σ ◦ τ ◦ pi)[(α ∼ Rgσ)|Id] ∈ T.
4. Let T ⊆ 〈αα, ◦〉 be a rich semigroup. Let σ and pi be as in the previous
item. If σ and pi satisfy (i), (ii) below:
(i) (∀n ∈ α)|supp(σn ◦ pin)| < α.
(ii) (∀n ∈ α)[supp(σn ◦ pin) ⊆ αr Rg(σn)];
then we say that T is a strongly rich semigroup.
Example 2.11. The semigroup (ωω, ◦) is rich (but not countable) and so is
its subsemigroup generated by {[i|j], [i, j], suc, pred}. Here suc abbreviates the
successor function on ω and pred is the function defined by pred(0) = 0 and
for other n ∈ ω, pred(n) = n− 1. In fact, both semigroups are strongly rich;
in the second case suc plays the role of σ while pred plays the role of pi.
Next, we collect some properties of MVG,T algebras that are more handy
to use in our subsequent work.
Theorem 2.12. Let α be an infinite set, G ⊆ αα a semigroup, T = ℘ω(α),
and A ∈MVG,T . Then A satisfies the following for τ, σ ∈ G and all i, j, k ∈ α.
1. x ≤ cix = cicix, ci(x⊕ ciy) = cix⊕ ciy, ci(−cix) = −cix, cicjx = cjcix.
2. sτ is an MV algebra endomorphism.
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3. sτ sσx = sτ◦σx and sIdx = x.
4. sτcix = sτ [i|j]cix.
Recall that τ [i|j] is the transformation that agrees with τ on αr {i} and
τ [i|j](i) = j.
5. sτcix = cjsτx if τ
−1(j) = {i}, sτqix = qjsτx if τ
−1(j) = {i}.
6. cis[i|j]x = s[i|j]x, qis[i|j]x = s[i|j]x.
7. s[i|j]cix = cix, s[i|j]qix = qix.
8. s[i|j]ckx = cks[i|j]x, s[i|j]qkx = qks[i|j]x whenever k /∈ {i, j}.
9. cis[j|i]x = cjs[i|j]x, qis[j|i]x = qjs[i|j]x.
Proof. The proof is tedious but fairly straighforward.
Following cylindric algebra terminology, we will be often writing sij for s[i|j].
We now define an important concept in algebraic logic. This concept occurs
under the rubric of neat reducts in cylindric algebras [22], [7] and compressions
in polyadic algebras [12].
Definition 2.13. (1) Let α ⊆ β be infinite sets, and let Gβ be a semi-
group of transformations on β and Gα be a semigroup of transformations
on α. For τ in Gα we write τ¯ for τ ∪ Idβ∼α.
(2) Let α ⊆ β be infinite sets. Let Gβ be a semigroup of transforma-
tions on β, and let Gα be a semigroup of transformations on α such
that for all τ ∈ Gα, one has τ¯ ∈ Gβ. Let T ⊆ ℘(β). Let A =
(A,⊕,⊙,¬, 0, 1, c(J), sτ )J∈T,τ∈Gβ be an algebra in MVGβ ,T . Then RdαA
is the Gα algebra obtained by discarding operations indexed by elements
in β ∼ α. That is RdαA = (A,⊕,⊙,¬, 0, 1, c(J), sτ¯ )J∈T∩℘(α),τ∈Gα .
(3) Let T = ℘ω(β). For A ∈MVGβ ,T and x ∈ A, then ∆x, the dimension
set of x, is defined by ∆x = {i ∈ β : cix 6= x}. Let B = {x ∈ A : ∆x ⊆
α}. If B happens to be a subuniverse of RdαA, then B is a subreduct
of A, it is called the α neat reduct of A and is denoted by NrαA.
(4) For T = ℘(β) and A ∈ MVGβ ,T , let B = {x ∈ A : c(β∼α)x = x}. If B
happens to be a subuniverse of RdαA, then it is called the α neat reduct
of A and is denoted by NrαA.
(5) Let K be a class of algebras having dimension β and α ⊆ β. Assume
that the operator Nrα makes sense, that is, it is applicable to K. Then
NrαK = {NrαA : A ∈ K}.
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For an algebra A, and X ⊆ A, SgAX or simply SgX , when A is clear from
context, denotes the subalgebra of A generated by X
Theorem 2.14. Let α ⊆ β be countably infinite sets. If G is a strongly
rich semigroup on α and A ∈ MVG,T , where T = ℘ω(α), then there exists a
strongly rich semigroup H on β and B ∈ MVH,T¯ , where T¯ = ℘ω(β) such that
A ⊆ NrαB and for all X ⊆ A, one has Sg
AX = NrαSg
BX.
Proof. cf. [4]. We assume that α is an ordinal; in fact without loss of gen-
erality we can assume that it is the least infinite ordinal ω. We also assume
a particular strongly rich semigroup, namely that generated by finite trans-
formations together with suc, pred. The general case is the same [4] Remark
2.8 p.327. We follow [4] p.323-336, referring to op.cit for detailed arguments.
Let n ≤ ω. Then αn = ω + n and Mn = αn ∼ ω. Note that when n ∈ ω,
then Mn = {ω, . . . , ω + n − 1}. Let τ ∈ G, then τn = τ ∪ IdMn. Tn denotes
the subsemigroup of 〈αnαn, ◦〉 generated by {τn : τ ∈ G} ∪ ∪i,j∈αn{[i|j], [i, j]}.
For n ∈ ω, let ρn : αn → ω be the bijection defined by ρn ↾ ω = suc
n and
ρn(ω + i) = i for all i < n. Let n ∈ ω. For v ∈ Tn, let v
′ = ρn ◦ v ◦ ρ
−1
n . Then
v′ ∈ G. For τ ∈ Tω, let Dτ = {m ∈ Mω : τ
−1(m) = {m} = {τ(m)}}. Then
|Mω ∼ Dτ | < ω. Let A is an arbitrary countable G algebra. Let An be the alge-
bra defined as follows: An = 〈A,⊕,⊙,¬, 0, 1, c
An
i , s
An
v 〉i∈αn,v∈Tn where for each
i ∈ αn and v ∈ Tn, c
An
i := c
A
ρn(i)
and sAnv := s
A
v′ . Let RdωAn be the following
reduct of An obtained by restricting the type of An to the first ω dimensions:
RdωAn = 〈An,⊕,⊙,¬, 0, 1, c
An
i , s
An
τn
〉i∈ω,τ∈G. For x ∈ A, let en(x) = s
A
sucn(x).
Then en : A → An and en is an isomorphism from A into RdωAn such that
en(Sg
AY ) = Nrω(Sg
Anen(Y )) for all Y ⊆ A, cf. [4] claim 2.7.
6 For the sake
of brevity, let α = αω = ω + ω. Let Tω is the semigroup generated by the set
{τω : τ ∈ G} ∪i,j∈α {[i|j], [i, j]}. For σ ∈ Tω, and n ∈ ω, let [σ]n = σ ↾ ω + n.
For each n ∈ ω, let A+n = 〈A,⊕,⊙,¬, 0, 1, c
A+n
i , s
A+n
σ 〉i∈α,σ∈Tω be an expansion
of An such that there MV reducts coincide and for each σ ∈ Tω and i ∈ α,
sA
+
n
σ := s
An
[σ]n
iff [σ]n ∈ Tn, and c
A+n
i := c
An
i iff i < ω + n. Let F be any non-
principal ultrafilter on ω. Now forming the ultraproduct of the A+n ’s relative
to F , let A+ =
∏
n∈ω A
+
n /F. For x ∈ A, let e(x) = 〈en(x) : n ∈ ω〉/F. Let
RdωA
+ = 〈A+,⊕,⊙,¬, 0, 1, cA
+
i , s
A+
τω
〉i<ω,τ∈T . Then e is an isomorphism from
A into RdωA
+ such that e(SgAY ) = NrωSg
A+e(Y ) for all Y ⊆ A. We have
shown that A neatly embeds in algebras in finite extra dimensions and in ω
extra dimension. An iteration of this embedding yields the required result.
Theorem 2.15. Let α ⊆ β be infinite sets. Then the following hold:
6 In [4] the algebras have a Boolean reduct. But such maps preserve the MV opera-
tions, in our present context, because the substitutions are endomorphisms of the algebra
in question.
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(1) Let GI be the semigroup of finite transformations on I. Let A ∈
MVGα,T where T = ℘ω(α) and α ∼ ∆x is infinite for every x ∈ A. Then
there exists B ∈ MVGβ ,T¯ , where T¯ = ℘ω(β) such that A ⊆ NrαB and
for all X ⊆ A, one has SgAX = NrαSg
BX.
(2) Let GI be the semigroup of all transformations on I. Let T = ℘(α).
Let A ∈ MVGα,T . Then for all β ⊇ α, there exists B ∈ MVGβ ,T¯ , where
T¯ = ℘(β), such that A ⊆ NrαB and for all X ⊆ A one has Sg
AX =
NrαSg
BX. A completely analagous result holds by replacing T and T¯ by
℘ω(α) and ℘ω(β), respectively.
Proof.
(1) Let α ⊆ β. We assume that α and β are ordinals with α < β. The
proof is an adaptation of the proof of Theorem 2.6.49 (i) in [22]. First
we show that there exists B ∈MVGα+1,T¯ , where T¯ = ℘ω(α+1) such that
A embeds into NrαB. Let
R = Id ↾ (α×A)∪{((k, x), (λ, y)) : k, λ < α, x, y ∈ A, λ /∈ ∆x, y = s[k|λ]x}.
It is easy to see that R is an equivalence relation on α × A. Define
the following operations on (α × A)/R with µ, i, k ∈ α and x, y ∈ A:
(Abusing notation we denote the new operations like the old ones. No
confusion should ensue).
(µ, x)/R⊕ (µ, y)/R = (µ, x⊕ y)/R,
(µ, x)/R⊙ (µ, y)/R = (µ, x⊙ y)/R,
¬(µ, x)/R = (¬µ, x)/R,
ci((µ, x)/R) = (µ, cix)/R, µ ∈ αr {i},
s[j|i]((µ, x)/R) = (µ, s[j|i]x)/R, µ ∈ αr {i, j}.
The constants 0 and 1 are defined in the obvious way. It can be checked
that these operations are well defined. Let
C = ((α×A)/R,⊕,⊙,¬, 0, 1, ci, si|j])i,j∈α,
be the quotient algebra and let
h = {(x, (µ, x)/R) : x ∈ A, µ ∈ α ∼ ∆x}.
Then h is well defined, indeed h is an isomorphism from A into C. Now
to show that A neatly embeds into α+1 extra dimensions we define the
operations cα, s[i|α] and s[α|i] on C as follows:
cα = {((µ, x)/R, (µ, cµx)/R) : µ ∈ α, x ∈ B},
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s[i|α] = {((µ, x)/R, (µ, s[i|µ]x)/R) : µ ∈ αr {i}, x ∈ B},
s[α|i] = {((µ, x)/R, (µ, s[µ|i]x)/R) : µ ∈ αr {i}, x ∈ B}.
Let
B = ((α×A)/R,⊕,⊙,¬, 0, 1, ci, s[i|j])i,j≤α.
Then B ∈ MVGα+1,T¯ where T¯ = ℘ω(α + 1) and h(A) ⊆ NrαB. It is not
hard to check that the defined operations are as desired. We have our
result when G consists only of replacements. But since α ∼ ∆x is infinite
one can show that substitutions corresponding to all finite transforma-
tions are term definable as follows. For a given finite transformation
τ ∈ αα, we write [u0|v0, u1|v1, . . . , uk−1|vk−1] if sup(τ) = {u0, . . . , uk−1},
u0 < u1 . . . < uk−1 and τ(ui) = vi for i < k. Let A ∈MVG,T be such that
α ∼ ∆x is infinite for every x ∈ A. If τ = [u0|v0, u1|v1, . . . , uk−1|vk−1] is
a finite transformation, if x ∈ A and if pi0, . . . , pik−1 are in this order the
first k ordinals in α ∼ (∆x ∪Rg(u) ∪ Rg(v)), then
sτx = s
pi0
v0
. . . spik−1vk−1 s
u0
pi0
. . . suk−1pik−1x.
The sτ ’s so defined satisfy the polyadic axioms, cf. [22] Theorem 1.11.11.
Then one proceeds by a simple induction to show that for all n ∈ ω
there exists B ∈ MVGα+n,T¯ where T¯ = ℘ω(α + n) such that A ⊆ NrαB.
For the transfinite, one uses ultraproducts, cf. [22] theorem 2.6.34. For
the second part, let A ⊆ NrαB and A generates B, then B consists of
all elements sBσ x such that x ∈ A and σ is a finite transformation on
β such that σ ↾ α is one to one, cf. [22] lemma 2.6.66. Now suppose
x ∈ NrαSg
BX and ∆x ⊆ α. There exist y ∈ SgAX and a finite
transformation σ of β such that σ ↾ α is one to one and x = sBσ y. Let τ
be a finite transformation of β such that τ ↾ α = Id and (τ ◦ σ)α ⊆ α.
Then x = sBτ x = s
B
τ sσy = s
B
τ◦σy = s
A
τ◦σ↾αy.
(2) Let (A, α, S) be a transformation system. That is A is an MV algebra
and S : (αα, ◦) → End(A) is a homomorphism of semigroups. For any
set X , let F (αX,A) be the set of all functions from αX to A endowed
withMV operations defined pointwise and for τ ∈ αα and f ∈ F (αX,A),
sτf(x) = f(x ◦ τ). (These are cylindrification free reducts of set alge-
bras). This turns F (αX,A) to a transformation system as well. The
map H : A→ F (αα,A) defined by H(p)(x) = sxp is easily checked to be
an isomorphism. Assume that β ⊇ α. Then K : F (αα,A) → F (βα,A)
defined by K(f)x = f(x ↾ α) is an isomorphism. These facts are straigh-
forward to establish, cf. theorem 3.1, 3.2 in [12]. F (βα,A) is called a
minimal dilation of F (αα,A) of dimension β. Elements of the big alge-
bra, or the β - dilation, are of form sσp, p ∈ F (
βα,A) where σ is one
to one on α, cf. [12] theorem 4.3-4.4. We say that J ⊆ I supports an
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element p ∈ A if whenever σ1 and σ2 are transformations that agree on
J, then sσ1p = sσ2p. NrJA, consisting of the elements that J supports,
is called a compression of A; with the operations defined the obvious
way. (Note that this is the cylindrifier free definition of neat reducts).
If A is a B valued I transformaton system wih domain X , then the
J compression of A is isomorphic to a B valued J transformation sys-
tem via H : NrJA → F (
JX,A) by setting for f ∈ NrJA and x ∈
JX ,
H(f)x = f(y) where y ∈ XI and y ↾ J = x, cf. [12] theorem 3.10.
Now let α ⊆ β. If |α| = |β| then the the required algebra is defined as
follows. Let µ be a bijection from β onto α. For τ ∈ ββ, let sτ = sµτµ−1
and for each i ∈ β, let ci = cµ(i). Then this defines B ∈ MVG,T , where
T = ℘(β), in which A neatly embeds via sµ↾α, cf. [12] p.138. Now assume
that |α| < |β| . Let A be a given polyadic algebra of dimension α; dis-
card its cylindrifiers and then take its minimal dilation B of dimension
β, which exists by the above. We need to define cylindrifiers on the big
algebra, so that they agree with their values in A and to have A ∼= NrαB.
For T = ℘(α), we set, see [12] p. 165,
c(Γ)s
B
σ p = s
B
ρ−1c(ρ(Γ)∩σα)s
A
(ρσ↾α)p,
and for T = ℘ω(α), we set (*):
cks
B
σ p = s
B
ρ−1c(ρ{k}∩σα)s
A
(ρσ↾α)p.
In the last two equations ρ is a any permutation on β. It can be checked
that this definition is sound; it is independent of the choice of ρ. Fur-
thermore, it defines the required algebra B. Let us check this. Since
our definition is different from that in [12], by restricting cylindrifiers to
be only finite, and the algebras considered are expansions of MV alge-
bras rather than Boolean algebras, we need to check the polyadic axioms
which is tedious but basically routine. We check only the axiom
ck(q1 ⊙ ckq2) = ckq1 ⊙ ckq2.
All the same, we follow closely [12] p. 166. Assume that q1 = s
B
σ p1 and
q2 = s
B
σ p2. Let ρ be a permutation of I such that ρ(σ1I ∪ σ2I) ⊆ I and
let
p = sBρ [q1 ⊙ ckq2].
Then
p = sBρ q1 ⊙ s
B
ρ ckq2 = s
B
ρ s
B
σ1
p1 ⊙ s
B
ρ cks
B
σ2
p2.
Now we calculate cks
B
σ2
p2. We have by (*)
cks
B
σ2
p2 = s
B
σ−12
cρ({k}∩σ2I)s
A
(ρσ2↾I)p2.
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Hence
p = sBρ s
B
σ1
p1 ⊙ s
B
ρ s
B
σ−1cρ({k}∩σ2I)s
A
(ρσ2↾I)
p2.
= sAρσ1↾Ip1 ⊙ s
B
ρ s
A
σ−1cρ({k}∩σ2I)s
A
(ρσ2↾I)
p2,
= sAρσ1↾Ip1 ⊙ s
A
ρσ−1cρ({k}∩σ2I)s
A
(ρσ2↾I)
p2,
= sAρσ1↾Ip1 ⊙ cρ({k}∩σ2I)s
A
(ρσ2↾I)
p2.
Now
cks
B
ρ−1p = cks
B
ρ−1s
B
ρ (q1 ⊙ ckq2) = ck(q1 ⊙ ckq2)
We next calculate cksρ−1p. Let µ be a permutation of I such that µρ
−1I ⊆
I. Let j = µ({k} ∩ ρ−1I). Then applying (*), we have:
cksρ−1p = s
B
µ−1cjs
A
(µρ−1|I)p,
= sBµ−1cjs
A
(µρ−1|I)s
A
ρσ1↾I
p1 ⊙ c(ρ{k}∩σ2I)s
B
(ρσ2↾I)
p2,
= sBµ−1cj [sµσ1↾Ip1 ⊙ r].
where
r = sBµρ−1cjs
A
ρσ2↾I
p2.
Now ckr = r. Hence, applying the axiom in the small algebra, we get:
sBµ−1cj [s
A
µσ1↾I
p1]⊙ ckq2 = s
B
µ−1cj [s
A
µσ1↾I
p1 ⊙ r].
But
cµ({k}∩ρ−1I)s
A
(µσ1 |I)p1 = cµ({k}∩σ1I)s
A
(µσ1|I)p1.
So
sBµ−1ck[s
A
µσ1↾I
p1] = ckq1,
and we are done. To show that neat reducts commute with forming
subalgebras, we proceed as in the previous proof replacing finite trans-
formation by transformation.
We write an MV algebra if the subscripts are clear from context or imma-
terial.
Definition 2.16. Let α ⊆ β be infinite sets, Gβ a semigroup of transfor-
mations on α, T ⊆ ℘(α) and A an MVG,T . An MV algebra B such that
A ⊆ NrαB is called a β dilation of A. If A generates B then B is called a
minimal β dilation of A.
The above theorem says that for the classes we investigate, algebras have a
minimal dilation. This is an algebraic reflection of adding constants that will
act as witnesses to the existential quantifiers. In what follows, until further
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notice, we deal with the case when G is the semigroup of all finite transfor-
mations on α. In this case we have T = ℘ω(α) and we stipulate that α ∼ ∆x
is infinite for all x in algebras considered. To deal with such a case, we need
to define certain free algebras, called dimension restricted. The free algebras
defined the usual way, will have the dimensions sets of their elements equal to
their dimension, but we do not want that. This concept of dimension restricted
free algebras conquers this difficulty. It is a deep concept due to Tarski that
we borrow from cylindric algebras. For a class K, S stands for the operation
of forming subalgebras of K, and PK that of forming direct products.
Definition 2.17. Let δ be a cardinal. Let α be an ordinal. Let T = ℘ω(α) and
G be the semigroup of finite transformations on α. LetαFrδ be the absolutely
free algebra on δ generators and of type MVG,T . For an algebra A, we write
R ∈ ConA if R is a congruence relation on A. Let ρ ∈ δ℘(α). Let L be a class
having the same similarity type as MVG,T . Let
Cr
(ρ)
δ L =
⋂
{R : R ∈ ConαFrδ, αFrδ/R ∈ SPL, c
αFrδ
k η/R = η/R for each
η < δ and each k ∈ αr ρ(η)}
and
Fr
ρ
δL = αFrβ/Cr
(ρ)
δ L.
The ordinal α does not figure out in Cr
(ρ)
δ L and Fr
(ρ)
δ L though it is involved
in their definition. However, α will be clear from context so that no confusion
is likely to ensue.
In what follows Hom(A,B) is the set of all homomorphisms from A to B.
Definition 2.18. Assume that δ is a cardinal, L ⊆ MVG,T , A ∈ L, x = 〈xη :
η < β〉 ∈ δA and ρ ∈ δ℘(α). We say that the sequence x L-freely generates
A under the dimension restricting function ρ, or simply x freely generates A
under ρ, if the following two conditions hold:
(i) A = SgARg(x) and ∆Axη ⊆ ρ(η) for all η < δ.
(ii) Whenever B ∈ L, y = 〈yη, η < δ〉 ∈
δB and ∆Byη ⊆ ρ(η) for every
η < δ, then there is a unique h ∈ Hom(A,B) such that h ◦ x = y.
The following theorem can be easily distilled from the literature.
Theorem 2.19. Assume that δ is a cardinal, L ⊆ MVG,T , A ∈ L, x = 〈xη :
η < δ〉 ∈ δA and ρ ∈ δ℘(α). Then the following hold:
(i) FrρδL ∈MVG,T and x = 〈η/Cr
ρ
δL : η < δ〉 SPL- freely generates A under
ρ.
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(ii) In order that A ∼= Fr
ρ
δL it is necessary and sufficient that there exists a
sequence x ∈ δA which L freely generates A under ρ.
Proof. [22] theorems 2.5.35, 2.5.36, 2.5.37.
We give a metalogical interpretation of such dimension restricted free algebras:
Theorem 2.20. Let Λ = (α, P, ρ) with P and ρ having common domain β,
be a language. Assume that α ∼ ρ(p) is infinite for all p ∈ P. Then Fm/ ≡ is
isomorphic to FrρβMVG,T . Furthermore the isomorphism can be chosen to take
atomic formulas to the generators of FrρβMVG,T .
Proof. We have Fm/ ≡ is in MVG,T . We have to show that for any algebra
A, a ∈ βA such that ∆ai ⊆ ρ(i), then there exists k ∈ Hom(Fm/ ≡,A)
such that h(Rk(v0, . . . vj , . . .)j<ρ(k)/ ≡) = ai for all i < β. Looking at Fm
as the universe of the absolutely free algebra Fm of MVG,T type, there exists
h ∈ Hom(Fm,A) such that h(Rk(v0, . . . vj . . .)j<ρ(k)) = ai for each i < β. It
suffices to show that φ ≡ ψ implies that h(φ) = h(ψ), or that ⊢ φ implies
h(φ) = 1. Let ∆ = {φ ∈ Fm : h(φ) = 1}. Then it is tedious but routine to
check that ∆ contains all the axioms and is closed under the rules of inference.
The following lemma is known:
Lemma 2.21. 1. Up to isomorphism, every MV algebra A is an algebra of
[0, 1]∗ functions over SpecA, where [0, 1]∗ is an ultrapower of [0, 1] and
SpecA is the dual space of A which is a compact Hausdorff space whose
underlying set consists of prime ideals of A. The ultrapower depends on
the cardinality of A.
2. AnMV algebra is simple if and only if it is isomorphic to a subalgebra of
[0, 1]. An MV algebra is semisimple iff it is isomorphic to a separating
MV algebras of [0, 1] valued functions on some compact Hausdorff space,
with pointwise operations.
Definition 2.22. Let A be an MV algebra. A filter in A is a subset of F of
A such that
(i) if a, b ∈ F , then a⊙ b ∈ F,
(ii) if a ∈ F and b ≥ a, then b ∈ F .
The filter F generated by X , is the set of elements {x ∈ A : ∃a0, a1 . . . an ∈
X : x ≥ a0 ⊙ a1 . . . an}. We write
∏
i<n ai for a0 ⊙ . . . an−1.
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3 Interpolation Theorems
In this section, we prove algebraically our interpolation theorems. The follow-
ing definition is the algebraic counterpart of the interpolation property:
Definition 3.1. An algebra A has the interpolation property if for allX1, X2 ⊆
A if a ∈ SgAX1 and b ∈ Sg
AX2 are such that a ≤ b, then there exists
c ∈ SgA(X1 ∩X2) such that a ≤ c ≤ b.
Now we are ready for:
Theorem 3.2. Let α be an infinite set. Let µ be a cardinal. Let ρ : µ →
℘(α) such that α ∼ ρ(i) is infinite for all i ∈ µ. Let G be the semigroup
of finite transformations on α, and let T = ℘ω(α). Then Fr
ρ
βMVG,T has the
interpolation property.
1. We assume that α is an ordinal. We first show that for any ordinal
β > α, the sequence 〈η/CrρµMVG,T : η < µ〉 MVG,T - freely generates
NrαFr
ρ
µ(MVG,T¯ ) where T¯ = ℘ω(β). Let B ∈ MVG,T and a = 〈aη : η <
µ〉 ∈ µB be such that ∆aη ⊆ ρ(η) for all η < µ. In Fr
ρ
µ(MVG,T¯ ) we
have α ∼ ρx is infinite. Assuming that Rga generates B, we have for
all x ∈ B, ∆x ∼ ρ(x) is infinite. Therefore, by theorem 2.15, B neatly
embeds in an algebra in MVβ,T¯ . Let D = Fr
ρ
µ(MVG,T¯ ). Then, we claim
that x = 〈η/CrρµMVG,T¯ : η < µ〉 ∈
µD, SNrαMVG T¯ freely generates
SgNrαDRgx. Indeed, consider C ∈ NrαMVG,T¯ and y ∈
µC such that
∆yη ⊆ ρη for all η < µ. Let C
′ ∈ MVG,T¯ be such that C = NrαC
′.
Then clearly y ∈ µC ′ and ∆yη ⊆ α for all η < µ. Then there exists
h ∈ Hom(D,C′) such that h ◦ x = y. Hence h ∈ Hom(RdαD,RdαC
′),
thus h ∈ Hom(SgRdαDRgx,SgRdαC
′
h(Rgx)). Since Rgx ⊆ NrαD, we
have h ∈ Hom(SgNrαDRgx,C). The conclusion now follows. Therefore
there exists h : SgNrαDRgx→ B such that h(η/CrρµMVG,Tβ) = aη. But
by theorem 2.15, we have
NrαFr
ρ
µ(MVG,T¯ ) = Nrα(Sg
DRgx) = SgNrαDRgx.
Therefore, as claimed, 〈η/Crρµ(MVG,T¯ ) : η < µ〉 MVG,T freely generates
NrαFr
ρ
µ(MVG,T¯ ), so that
NrαFr
ρ
µ(MVGβ ,T¯ )
∼= Frρµ(MVGα,T ).
2. The idea we implement here is basically the one used in [6], but the details
are far from being identical. We have to check that the proof goes through
in the absence of distributivity and idempotency enjoyed by Boolean
algebras. Surprisingly it does, but with non-trivial modifications. Let
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B = Frρβ(MVG,T ). Let a ∈ Sg
BX1 and b ∈ Sg
BX2 be such that a ≤ b.
Notice that this is the lattice order, and that a ≤ b iff a ⊙ ¬b = 0.
We want to find an interpolant in SgB(X1 ∩ X2). Assume that κ is a
regular cardinal > max(|A|, |α|). Let C = FrρβMVG,T¯ , where T¯ = ℘ω(κ).
Then by what is proven in the previous item, we have B = NrαC, and
B generates C. If an interpolant exists in the big algebra C, then an
interpolant exists in the smaller one B. For assume there exists c ∈
SgC(X1 ∩ X2) such that that a ≤ c ≤ b. Then there exists a finite
Γ ⊆ κ ∼ α such that a ≤ c(Γ)c ≤ b. Now by theorem 2.15 we have
c(Γ)c ∈ NrαSg
C(X1 ∩X2) = Sg
NrαC(X1 ∩X2) = Sg
B(X1 ∩X2).
So assume that no interpolant exists in B, then no interpolant exists in
C. We will reach a contradiction. Recall that κ > max(|A|, α). Arrange
κ×SgC(X1) and κ×Sg
C(X2) into κ-termed sequences
〈(ki, xi) : i ∈ κ〉 and 〈(li, yi) : i ∈ κ〉 respectively.
Since κ is regular, we can define by recursion κ-termed sequences
〈ui : i ∈ κ〉 and 〈vi : i ∈ κ〉,
such that for all i ∈ κ we have:
ui ∈ κ ∼ (∆a ∪∆b) ∪ ∪j≤i(∆xj ∪∆yj) ∪ {uj : j < i} ∪ {vj : j < i}
and
vi ∈ κ ∼ ∆a ∪∆b) ∪ ∪j≤i(∆xj ∪∆yj) ∪ {uj : j ≤ i} ∪ {vj : j < i}.
For an MV algebra D and Y ⊆ D, we write flDY to denote the MV
filter generated by Y in C. For an MVG,T D, we write RdMVD for its
MV reduct obtained by discarding the operations of cylindrifiers and
substitutions. Now let
Y1 = {a} ∪ {−ckixi ⊕ s
ki
ui
xi : i ∈ κ},
Y2 = {−b} ∪ {−cliyi ⊕ s
li
vi
yi : i ∈ κ},
H1 = fl
RdMV Sg
C(X1)Y1, H2 = fl
RdMV Sg
C(X2)Y2,
and
H = flRdMV Sg
C(X1∩X2)[(H1 ∩Sg
C(X1 ∩X2) ∪ (H2 ∩Sg
C(X1 ∩X2)].
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We claim that H is a proper filter of SgC(X1 ∩X2). To prove this it is
sufficient to consider any pair of finite, strictly increasing sequences of
natural numbers
η(0) < η(1) · · · < η(n− 1) < ω and ξ(0) < ξ(1) < · · · < ξ(m− 1) < ω,
and to prove that the following condition holds:
(1) For any b0, b1 ∈ Sg
C(X1 ∩X2) such that
a⊙
∏
i<n
[al−1 ⊙ (−ckη(i)xη(i) ⊕ s
kη(i)
uη(i)xη(i))
li] ≤ b0
and
(−b)⊙
∏
i<m
[(−b)k−1 ⊙ (−clξ(i)yξ(i) ⊕ s
lξ(i)
vξ(i)yξ(i))
ki] ≤ b1,
where for i < n and j < m, li, kj as well as l and k are finite ordinals
> 0, we have
b0 ⊙ b1 6= 0.
We prove this by induction on l− 1+n+m+ k− 1 = l+n+m+ k− 2,
which we can assume is ≥ 0; for else there would be nothing to prove.
If this number is equal to 0, then (1) simply expresses the fact that
no interpolant of a and b exists in SgC(X1 ∩ X2). In more detail: if
l+n+m+ k− 2 = 0, then a ≤ b0 and −b ≤ b1. So if b0⊙ b1 = 0, we get
a ≤ b0 ≤ −b1 ≤ b and b0 would be the desired interpolant.
Now assume that l + n+m+ k − 2 > 0 and for the time being suppose
that η(n − 1) > ξ(m − 1). Apply cuη(n−1) to both sides of the first
inclusion of (1). By uη(n−1) /∈ ∆a, i.e. cuη(n−1)a = a, and by noting that
ci(cix⊙ y) = cix⊙ ciy, we get (2)
a⊙ cuη(n−1)
∏
i<n
[al−1 ⊙ (−ckη(i)xη(i) ⊕ s
kη(i)
uη(i)xη(i))
li] ≤ cuη(n−1)b0.
Now apply quη(n−1) to the second inclusion of (1). By observing that
uη(n−1) /∈ ∆b = ∆(−b) we get (3)
(−b)⊙
∏
j<m
[(−b)k−1 ⊙ (quη(n−1)(−clξ(j)yξ(j) ⊕ s
lξ(j)
vξ(j)yξ(j))
ki] ≤ quη(n−1)b1.
Before going on, we formulate (and prove) a claim that will enable us to
eliminate the quantifier cuη(n−1) (and its dual) from (2) (and (3)) above.
Claim 1 . Let tj = −clξ(j)yξ(j) ⊕ s
lξ(j)
vξ(j)yξ(j). Then
quη(n−1)tj = tj for all j < m.
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Proof of Claim 1. Let j < m . Then we have
quη(n−1)(−clξ(j)yξ(j)) = −clξ(j)yξ(j)
c∂uη(n−1)(s
lξ(j)
vξ(j)yξ(j)) = s
lξ(j)
vξ(j)yξ(j).
Indeed, computing we get
quη(n−1)(−clξ(j)yξ(j)) = −cuηn−1 − (−clξ(j)yξ(j))
= −cuη(n−1)clξ(j)yξ(j)
= −clξ(j)yξ(j).
Similarly, we have
quη(n−1)(s
lξ(j)
vξ(j)yξ(j)) = −cuη(n−1) − (s
lξ(j)
vξ(j)yξ(j))
= −cuη(n−1)(s
lξ(j)
vξ(j) − yξ(j))
= −s
lξ(j)
vξ(j) − yξ(j)
= s
lξ(i)
vξ(j)yξ(j).
By qi(qix⊕ y) = qix⊕ qiy we get from the above that
quη(n−1)(tj) = quη(n−1)(−clξ(j)yξ(j) ⊕ s
lξ(j)
vξ(j)yξ(j))
= quη(n−1) − clξ(j)yξ(j) ⊕ quη(n−1)s
lξ(j)
vξ(j)yξ(j)
= −clξ(j)yξ(j) ⊕ s
lξ(j)
vξ(j)yξ(j) = tj.
Claim 2 . For each i < n and each j < m, let
zi = −ckη(i)xη(i) ⊕ s
kη(i)
uη(i)xη(i).
Then
cuη(n−1)zi = zi for i < n− 1 and cuη(n−1)zn−1 = 1.
Proof of Claim 2. Let i < n − 1. Then by the choice of witnesses we
have
uη(n−1) 6= uη(i).
Also it is easy to see that for all i, j ∈ α we have
∆cjx ⊆ ∆x and that ∆s
i
jx ⊆ ∆xr {i} ∪ {j},
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In particular,
uη(n−1) /∈ ∆ckη(i)xη(i) and uη(n−1) /∈ ∆(s
kη(i)
uη(i)xη(i)).
It thus follows that
cuη(n−1)(−ckη(i)xη(i)) = −ckη(i)xη(i) and cuη(n−1)(s
kη(i)
uη(i)xη(i)) = s
kη(i)
uη(i)xη(i).
Finally, by properties of cuη(n−1) , we get
cuη(n−1)zi = zi for i < n− 1.
Proof of cuη(n−1)zn−1 = 1.
Computing we get, by uη(n−1) /∈ ∆xξ(n−1), and by familiar axioms of
substitutions, namely items 7,8,9 in theorem 2.12, the following:
cuη(n−1)(−ckη(n−1)xη(n−1) ⊕ s
kη(n−1)
uη(n−1)xη(n−1))
= cuη(n−1) − ckη(n−1)xη(n−1) ⊕ cuη(n−1)s
kη(n−1)
uη(n−1)xη(n−1)
= −ckη(n−1)xη(n−1) ⊕ cuη(n−1)s
kη(n−1)
uη(n−1)xη(n−1)
= −ckη(n−1)xη(n−1) ⊕ cuη(n−1)s
kη(n−1)
uη(n−1)cuη(n−1)xη(n−1)
= −ckη(n−1)xη(n−1) ⊕ ckη(n−1)s
uη(n−1)
kη(n−1)
cuη(n−1)xη(n−1)
= −ckη(n−1)xη(n−1) ⊕ ckη(n−1)cuη(n−1)xη(n−1)
= −ckη(n−1)xη(n−1) ⊕ ckη(n−1)xη(n−1) = 1.
By the above proven claims, and using the notation introduced in claim
2, we have
cuη(n−1)(a
l−1 ⊙
∏
i<n
zlii )
= al−1 ⊙ cuη(n−1)
∏
i<n−1
(zlii ⊙ z
ln−1
n−1 )
= al−1 ⊙ cuη(n−1)
∏
i<n−1
zlii ⊙ (cuη(n−1)z
ln−1
n−1 )
= al−1 ⊙ cuη(n−1)
∏
i<n−1
zlii ⊙ (cuη(n−1)zn−1)
ln−1
= al−1 ⊙
∏
i<n−1
zlii .
Combined with (2) we obtain
a⊙
∏
i<n−1
[al−1 ⊙ (−ckη(i)xη(i) ⊕ s
kη(i)
uη(i)xη(i))
li] ≤ cuη(n−1)b0.
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On the other hand, from our proven claims and (3), it follows that
(−b)⊙
∏
j<m
[(−b)k−1 ⊙ (−clξ(j)yξ(j) ⊕ s
lξ(j)
vξ(j)yξ(j))
ki] ≤ quη(n−1)b1.
Now making use of the induction hypothesis, we get
cuη(n−1)b0 ⊙ quη(n−1)b1 6= 0;
and hence that
b0 ⊙ quη(n−1)b1 6= 0.
From
b0 ⊙ quη(n−1)b1 ≤ b0 ⊙ b1,
we reach the desired conclusion, i.e. that
b0 ⊙ b1 6= 0.
The other case, when η(n−1) ≤ ξ(m−1) can be treated analgously and
is therefore left to the reader. We have proved that H is a proper filter.
3. Proving that H is a proper filter of SgC(X1 ∩X2), let H
∗ be a maximal
filter of SgC(X1 ∩ X2) containing H. We obtain maximal F1 and F2 of
SgC(X1) and Sg
C(X2), respectively, such that
H∗ ⊆ F1, H
∗ ⊆ F2
and (**)
F1 ∩Sg
C(X1 ∩X2) = H
∗ = F2 ∩Sg
C(X1 ∩X2).
Now for all x ∈ SgC(X1 ∩X2) we have
x ∈ F1 ⇐⇒ x ∈ F2.
Also from how we defined our maximal filters, Fi for i ∈ {1, 2} satisfy
the following condition:
(*) For all k < κ, for all x ∈ SgCXi if ckx ∈ Fi then s
k
l x is in Fi for some
l /∈ ∆x.
Let V be the set of all finite transformations on κ, i.e
V = {σ ∈ κκ : |{σ(i) 6= i}| < ω}.
Every τ ∈ V defines a unary operation sτ on C as follows (see the proof
of theorem 2.15). If τ = [u0|v0, u1|v1, . . . , uk−1|vk−1] is a finite transfor-
mation, if x ∈ C and if pi0, . . . , pik−1 are in this order the first k ordinals
in κ ∼ (∆x ∪ Rg(u) ∪Rg(v)), then
sτx = s
pi0
v0
. . . spik−1vk−1 s
u0
pi0
. . . suk−1pik−1x.
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Let Di = Sg
CXi, i = 1, 2. Then let ψi be the map defined as follows:
ψi : Di → F(V,Di/Fi)
ψi(a)(x) = s
C
xa/Fi.
For brevity, we omit the superscript i, so that
ψ : D→ F(V,D/F ).
We have D/F is a simple algebra, hence it is isomorphic to a subalgebra
of [0, 1]. So we consider ψ as a mapping from D into F(V, [0, 1]). We
check that it is a homomorphism. We only check cylindrifiers (the other
operations are straightforward to check.) Now, we have
ψ(cka)(x) = sxcka/F.
Let
l ∈ {µ ∈ κ : x−1{µ} = {µ}} ∼ ∆a.
Such an l clearly exists. Let
τ = x ◦ [k, l].
Then by familiar substitution rules we have
clsτa = sτcka = sxcka,
and by the choice of F, we have
clsτa ∈ F ⇐⇒ s
l
usτa ∈ F.
We use the following helpful notation. For a function f , the function
g = f(a→ u) is defined by g(x) = f(x) for x 6= a and g(a) = u. Now we
have
ψ(cka)(x) = sxcka/F
= clsτa/F
= slusτa/F
= sx(k→u)a/F
= ψa(x(k → u))/F
≤ ckψ(a)(x)
Conversely if y ≡k x, then
ψ(a)(y) = sya/F ≤ sxcka/F = ψ(cka)(x).
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We have proved that ψ is a homomorphism. Then putting back super-
scripts, we show that ψ1 and ψ2 agree on their common part Sg
C(X1 ∩
X2).
Le a ∈ SgC(X1 ∩X2). Then
ψ1(a)(x) = sxa/F1
= sxa/F1 ∩Sg
C(X1 ∩X2)
= sxa/H
∗
= sxa/F2 ∩Sg
C(X1 ∩X2)
= sxa/H
∗
= ψ2(a)(x).
Assuming that X1 ∪X2 generates C, we have ψ1 ∪ ψ2 defines a function
on C into F(V, [0, 1]), since they agree on the common part; by freeness
they can be pasted to give ψ : C→ F(V, [0, 1]) such that ψ(a⊙−b) 6= 0,
because the identity substitution is in ψ(a⊙ −b) by definition, but this
contradicts that a ≤ b and the proof is complete.
Reformulating definition 2.6, we have:
Definition 3.3. An MVG,T algebra is representable if it is isomorphic to a
subdirect product of algebras of the form F(V, [0, 1]) where V ⊆ IX , for some
sets I and X .
Corollary 3.4. Let α be infinite, G be the semigroup of finite transforma-
tions on α and T = ℘ω(α). Then any A in MVG,T , such that α ∼ ∆x, is
representable.
Proof. Let A be given and a 6= 0 be in A. Let κ be a regular cardinal
> max(|α|, |A|). Let B ∈ MVGκ,T such that A = NrαB. Let 〈(ki, xi) : i ∈ κ〉
be an enumeration of κ × B. Since κ is regular, we can define by recursion
a κ-termed sequence 〈ui : i ∈ κ〉 such that for all i ∈ κ we have: ui ∈ κ ∼
(∆a ∪
⋃
j≤i∆xj ∪ {uj : j < i}). Let Y = {a} ∪ {−ckixi ⊕ s
ki
ui
xi : i ∈ κ}.
Let H be the filter generated by Y ; then H is proper, take the maximal filter
containing H and a, and define ψ(b)x = sxb/F where b ∈ B and x ∈ V , and
V is as defined in the previous proof. Then ψ(a) 6= 0, and ψ establishes the
representability of B, hence of A.
Theorem 3.5. Let α be an infinite set.
(1) If α is countable, G is a rich semigroup on α and T = ℘ω(α) then
FrβMVG,T has the interpolation property.
33
(2) If α is arbitrary, G = αα and T = ℘ω(α), then FrβMVG,T has the
interpolation property.
Proof.
(1) The proof is similar to the proof of theorem 3.2. We can assume that
α = ω. Let A = FrβMVG,T . By theorem 2.14 let B ∈ MVG¯,T¯ such that
A = NrωB. Though irrelevant to the present proof it can be proved using
the above reasoning that B = FrβMVG¯,T¯ . Let X1, X2 ⊆ A, assume that
a ∈ SgAX1 and b ∈ Sg
AX2 such that a ≤ b. Assume that no interpolant
exists in A. Then, as in the proof of theorem 3.2, no interpolant exists
in B. Let α = ω+ω. We can define by recursion ω-termed sequences of
witnesses:
〈ui : i ∈ ω〉 and 〈vi : i ∈ ω〉
such that for all i ∈ ω we have:
ui ∈ αr (∆a ∪∆b) ∪ ∪j≤i(∆xj ∪∆yj) ∪ {uj : j < i} ∪ {vj : j < i}
and
vi ∈ αr (∆a ∪∆b) ∪ ∪j≤i(∆xj ∪∆yj) ∪ {uj : j ≤ i} ∪ {vj : j < i}.
Y1 = {a} ∪ {−ckixi ⊕ s
ki
ui
xi : i ∈ ω},
Y2 = {−b} ∪ {−cliyi ⊕ s
li
vi
yi : i ∈ ω},
H1 = fl
RdMVB(X1)Y1, H2 = fl
RdMV B(X2)Y2,
and
H = flRdMV B(X1∩X2)[(H1 ∩RdMVB(X1 ∩X2) ∪ (H2 ∩A
+(X1 ∩X2)].
Then H is a proper filter ofSgB(X1∩X2); same reasoning as in the proof
of theorem 3.2. Let V =
⋃
τ∈G
ωατ . Then for s ∈ V , let s¯ = s ∪ Id ∈ G¯.
Then define for x ∈ V , ψ1(a)x = s
B
x¯ /F1 and ψ2 = s
B
x¯ /F2. Then these are
homomorphisms that can be pasted together to give a homomorphism ψ
with domain A such that ψ(a⊙−b) 6= 0. This contradicts a ≤ b.
(2) When G = ℘(α), then the first part of the proof is identical to that of
theorem 3.2 but resorting to 2.15 (2) instead. Let A = FrβMVG,T . Let
κ be a regular cardinal > max(|A|, α), B be an algebra of dimension κ
such that A = NrαB and then proceed as above constructing the proper
filter H . In defining the representability functions, instead of V one takes
κκ because all substitutions are at hand, and then the proof is exactly
the same.
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Corollary 3.6. Let α be an infinite set. If α is countable, G is a rich semi-
group on α and T = ℘ω(α), or α is arbitrary, G =
αα and T = ℘ω(α), and in
both cases A ∈MVG,T , then A is representable.
Proof. From the above arguments.
To prove our result for full polyadic algebras (where cylindrifiers are taken
on all subsets and all substitutions are available), we closely follow [8].
Definition 3.7. Let A ∈MVG,T where G =
αα and T = ℘(α).
(i) If J ⊆ α, an element a ∈ A is independent of J if c(J)p = p. J supports
a if a is independent of α ∼ J . AJ = {a ∈ A : J supports a }.
(ii) The effective degree of A is the smallest cardinal e such that each
element of A admits a support whose cardinality does not exceed e.
(iii) The local degree of A is the smallest cardinal m such that each ele-
ment of A has cardinality < m.
(iv) The effective cardinality of A is c = |AJ | where |J | = e. (This is
independent of J).
Theorem 3.8. Let α be infinite, G = αα and T = ℘(α). Then FrβMVG,T has
the interpolation property.
Proof.
(1) The first part of the proof is identical to that in [8], but we include it for
the sake of completeness referring to op cit for detailed arguments. Let
m be the local degree of A = FrβMVG,T , c its effective cardinality and
n be any cardinal such that n ≥ c and
∑
s<m n
s = n. Let X1, X2 ⊆ A
a ∈ SgAX1 and b ∈ Sg
AX2 such that a ≤ b. We want to find an
interpolant. By theorem 2.15, there exists B ∈MVGn,T¯ where T¯ = ℘(κ)
such that A ⊆ NrαB and A generates B. (It can be proved that B =
FrβMVGn,T¯ ). Being a minimal dilation of A, the local degree of B is
the same as that of A, in particular each x ∈ B admits a support of
cardinality < m. By theorem 2.15, for all X ⊆ A, SgAX = NrαSg
BX .
Seeking a contradiction, we assume that such an interpolant does not
exist. Then there exists no interpolant in SgB(X1 ∩X2). Indeed, let c
be an interpolant in SgB(X1∩X2). Let Γ = (β ∼ α)∩∆c. Let c
′ = c(Γ)c.
Then a ≤ c′. Also b = c(Γ)b, so that c
′ ≤ b. hence a ≤ c′ ≤ b. But
c′ ∈ NrαSg
B(X1 ∩X2) = Sg
NrαB(X1 ∩X2) = Sg
A(X1 ∩X2).
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Let A1 = Sg
BX1 and A2 = Sg
BX2. Let Z1 = {(J, p) : J ⊆ n, |J | <
m, p ∈ A1} and define Z2 similarly with A2 replacing A1. Then |Z1| =
|Z2| ≤ n. To show that |Z1| ≤ n, let K be a subset of n of cardinality
e, the effective degree of A1. Then every element p of A1 is of the form
sσq with q ∈ A1K and σ ∈
nn. The number of subsets J of n such
that |J | < m is at most
∑
s<m n
s = n. Let q ∈ A1K have a support of
cardinality s < m. Then the number of distinct elements sσq with σ ∈
nn
is at most ns ≤ n. Hence there is at most n · c elements sσq with σ ∈
nn
and q ∈ A1K . Hence |Z1| ≤ n · n · c = n. Let
〈(ki, xi) : i ∈ n〉 and 〈(li, yi) : i ∈ n〉
be enumerations of Z1 and Z2 respectively, possibly with repititions.
Now there are two functions u and v such that for each i < n ui, vi are
elements of nn with
ui ↾ n ∼ ki = Id
ui ↾ ki is one to one
xj and yj and a and c are independent of ui(ki) for all j ≤ i
sujxj is independent of ui(ki) for all j < i
vi ↾ n ∼ li = Id
vi ↾ li is one to one
xj and yj and a and c are independent of vi(li) for all j ≤ i
svjyj is independent of vi(li) for all j < i
and
vi(li) ∩ uj(kj) = ∅ for all j ≤ i.
The existence of such u and v can be proved by by transfinite recursion
[8]. Let
Y1 = {a} ∪ {−c(ki)xi ⊕ suixi : i ∈ n},
Y2 = {−b} ∪ {−c(li)yi ⊕ sviyi : i ∈ n},
H1 = fl
RdMV Sg
B(X1)Y1, H2 = fl
RdMV Sg
B(X2)Y2,
and
H = flRdMV Sg
B(X1∩X2)[(H1 ∩Sg
B(X1 ∩X2) ∪ (H2 ∩Sg
B(X1 ∩X2)].
Then H is a proper filter of SgB(X1 ∩X2). To prove this it is sufficient
to consider any pair of finite, strictly increasing sequences of ordinals
η(0) < η(1) · · · < η(n− 1) < n and ξ(0) < ξ(1) < · · · < ξ(m− 1) < n,
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and to prove that the following condition holds:
For any b0, b1 ∈ Sg
B(X1 ∩X2) such that
a⊙
∏
i<n
[al−1 ⊙ (−c(kη(i))xη(i) ⊕ suη(i)xη(i))
li] ≤ b0
and
(−b)⊙
∏
i<m
[(−b)k−1 ⊙ (−c(lξ(i))yξ(i)) ⊕ svξ(i)yξ(i))
ki] ≤ b1
we have
b0 ⊙ b1 6= 0.
(1)
By induction on n+m+ l− 1+ k− 1 = n+m+ l+ k− 2 ≥ 0. This can
be done by the above argument together with those in [8].
(2) We proceed exactly as above. Proving that H is a proper filter of
SgB(X1∩X2), let H
∗ be a (properMV ) maximal filter of SgB(X1∩X2)
containing H. We obtain maximal filters F1 and F2 of Sg
B(X1) and
SgB(X2), respectively, such that
H∗ ⊆ F1, H
∗ ⊆ F2
and (*)
F1 ∩Sg
B(X1 ∩X2) = H
∗ = F2 ∩Sg
B(X1 ∩X2).
Now for all x ∈ SgB(X1 ∩X2) we have
x ∈ F1 if and only if x ∈ F2.
Let i ∈ {1, 2}. Then Fi by construction satisfies the following: for each
p ∈ B and each subset J ⊆ n with |J | < m, there exists ρ ∈ nn such that
ρ ↾ n ∼ J = Idn−J
and
−c(J)p⊕ sρp ∈ Fi.
Since
sρp ≤ c(J)p,
we have (**)
c(J)p ∈ Fi ⇐⇒ sρp ∈ Fi.
Let Di = Sg
AiXi, i = 1, 2. Let
ψi : Di → F(
αn,Di/Fi)
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be defined as follows:
ψi(a)(x) = s
B
x¯ a/F
Note that τ¯ = τ ∪ Idβ∼α is in
nn, so that substitutions are evaluated in
the big algebra B. Then, we claim that ψi is a homomorphism. Then
using freeness we paste the two maps ψ1 ψ2, obtaining that ψ = ψ1∪ψ2 is
homomorphism from the free algebra to F(αn, [0, 1]) such that ψ(a−b) 6=
0 which is a contradiction. As usual, we check cylindrifiers, and abusing
notation for a while, we omit superscripts, in particular, we write ψ
instead of ψ1. Let x ∈
αn, M ⊆ α, p ∈ D. Then
ψ(c(M)p)(x) = sxc(M)p/F.
Let K be a support of p such that |K| < m and let J =M ∩K. Then
c(J)p = c(M)p.
Let
σ ∈ nn, σ ↾ n ∼ J = τ¯ ↾ n ∼ J,
σJ ∩ τ(K ∼ J) = ∅
and
σ ↾ J is one to one .
Then
sxc(J)p = c(σJ)sσp.
By (**), let ρ be such that
ρ ↾ σJ = Idn∼σJ
and
c(σJ)sσp ∈ F ⇐⇒ sρsσp ∈ F ⇐⇒ sρ◦σp ∈ F.
It follows that
c(σJ)sσp/F = sρsσp/F = sρ◦σ/F.
Let y ∈ nn such that
y ↾ M = ρ ◦ σ ↾ M
and (***)
y ↾ n ∼M = τ¯ ↾ n ∼ M.
If k ∈ K ∼M , ρ ◦ σ(k) = ρ ◦ τ(k) and since τk /∈ σJ we have
ρτ(k) = τ(k) = y(k).
So
y ↾ K = ρ ◦ σ ↾ K.
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Now we have using (**) and (***):
ψ(cMp)x
= sxc(M)p/F
= sxc(J)p/F
= c(σJ)sσp/F
= sρsσp/F
= sρ◦σp/F
= syp/F
≤ cM (ψ(p)x
The other inlusion is left to the reader. The proof is complete.
Corollary 3.9. Let α be infinite, G = αα and T = ℘(α). Then every A ∈
MG,T is representable.
Proof. [12]. Let A ∈MVG,T . Let a be non-zero in A. Let n and B an algebra
in n dimensions such that A = NrαB. Let Z be as in Z1 with p restricted to A.
Let ((ki, xi) : i < n) be an enumeration of Z. Define by transfinite recursion u
such that:
ui ↾ n ∼ ki = Id
ui ↾ ki is one to one
xj a is independent of ui(ki) for all j ≤ i
sujxj is independent of ui(ki) for all j < i
Then form Y as Y1, take the maximal filter containing Y and a, and then
define the representation function like ψi in the previous proof.
3.1 Interpolation for Pavleka Predicate calculus
In this section we follow closely [13], however our proof, on the one hand, is
much simpler, and on the other, it is much more general in at least two re-
spects. We do not resort to the complex constructions of compressions and
dilations resorting to the notions of constants, adressed in the forementioned
paper, though we use dilations in a disguised form of neat embeddings. Fur-
thermore we prove the stronger result of interpolation from which we infer the
completeness (representability result). Finally we admit predicate of infinite
arity in the corresponding logics.
The Pavelka propositional calculas was introduced to incorporate in the
syntax truth constants r¯ for any r ∈ [0, 1]. The language then becomes un-
countable, but Hajek simplifed this by eliminating from the syntax the irra-
tional truth values. The predicate calculas for Pavelka logic was studied by
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Novak, and algebraically by Dragulici and Georgescu. We pursue the latter
approach, but in a more general setting. Let us denote heMV algebra [0, 1]∩Q
by L. The following two definitions and lemma are taken from [13].
Definition 3.10. A Pavelka algebra is a structure (A, {r¯ : r ∈ L}) where A is
an MV algebra and {r¯ : r ∈ L} is a subset of A such that 0¯ = 0, r¯⊕ s¯ = ¯r ⊕ s
and ¬r¯ = ¬¯r, for all r, s ∈ L.
Lemma 3.11. Let B = (A, {r¯ : r ∈ L}) be a Pavelka algebra. Assume that P
is a proper filter of B and that r, s ∈ L. Then r¯ ∈ P iff r = 1 and r¯/P ≤ s¯/P
iff r ≤ s.
Definition 3.12. An existential quantifier on a Pavleka algebra (A, {r¯ : r ∈
L}) is an existential quantifier on A such that ∃r = r for every r ∈ L.
We consider only substitutions indexed by replacements
Definition 3.13. Let α be an ordinal. AnMV substitution algebra of dimen-
sion α, an SAα for short, is an algebra of the form
B = (A, {r¯ : r ∈ L}, ci, s
j
i )i,j<α
where (A, {r¯ : r ∈ L}) is a Pavelka algebra and ci, s
j
i are unary operations on
A (i, j < α) such that the ci’s are quantifiers and the s
j
i ’s are substitutions.
The substitutions satisfy the same equations as in theorem 2.12 above.
For the time being, we restrict our attention to MV substitution algebras
which are dimension complemented. That is any such algebra A satisfies α ∼
∆x is infinite for all x ∈ A. In this case MV algebras can be viewed as MG,T ’s
with G the semigroup of finite transformations and T = ℘ω(α) enriched with
constant symbols. The algebra FrρβSAα is defined as before, but we take into
consideration the constants when forming subalgebras, and we study rather
the pair (FrρβSAα, {r¯ : r ∈ L}). For H ⊆ A and a ∈ A, set
[a]H =
∨
{r ∈ L : r¯ → a ∈ H}.
To prove that this algebra has the interpolation property, we proceed as in the
proof of theorem 3.2.
Let A be the given algebra and a ∈ SgAX1, b ∈ Sg
AX2 such that a ≤ b.
By resorting to theorem 2.15(1), neatly embed A into NrαB where B is of
dimension κ, κ a regular cardinal > max(|α|, |A|), so that A = NrαB and for
X ⊆ A, one has SgAX = NrαSg
BX. If an interpolant exists in B, then an
interpolant exists in A, this can be used as the base of the induction to con-
struct the proper filter H and from it maximal filters F1 and F2 in Sg
BX1 and
SgBX2, respectively. However, the homomorphisms are defined differently.
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We set ψ1(b)(x) = [sxp]F1 for b ∈ Sg
BX1 and ψ2 is defined analogously. (Here
x is a finite transformation, and sx is the substitution operator which is term
definable because our algebras are dimension complemented). Call a maximal
filter Henkin, if whenever ckx ∈ F , then s
k
jx ∈ F for some j /∈ ∆x. Both F1
and F2 are Henkin. We need to verify two things. First:
Theorem 3.14. (1) Let B ∈ SAα. Let P be a Henkin maximal filter.
Then the map ψ : B→ F(V, [0, 1]) defined by ψ(p)x = [sxp]P is a homo-
morphism.
(2) Let A, B, F1, F2 be as in the above (sketch of) proof. If a ∈ Sg
B(X1∩
X2), then [a]F1 = [a]F2.
Proof. We closely follow [13].
(1) For every a, b ∈ A the following equalities hold:
1. [a]P =
∧
{r ∈ L : a→ r¯ ∈ P}
2. [a⊕ b]P = [a]P ⊕ [b]P , [a⊙ b]P = [a]P ⊙ [b]P and [¬a]P = ¬[a]P
Then it can be easily checked that
ψ(p⊕ q)(x) = ψ(p)⊕ ψ(a)(x),
ψ(p)⊙ q)(x) = ψ(p)⊙ ψ(a)(x)
ψ(¬p)(x) = ¬ψ(p)(x).
Also
ψ(r¯)(x) = r.
We only check cylindrifiers. We have:
ψ(cip)(x) = [sxcip]P
ciψ(p)(x) =
∨
{ψ(p)(y) : y ≡i x}.
We need to show that
[sxcip] =
∨
{sy(p) : y ≡i x}
We have p ≤ cip so syp ≤ sxcip, so for every r ∈ L, we have r → syp ≤
r → sxcip so for every r ∈ L, r → syp ∈ P implies r → sxcip and so
[syp]P ≤ [sxcip]P , so
∨
syp ≤ sxcip.
Asume that for all y, y ≡i x, we have syp < r < sxcip. Then ∃s > r such
that s→ sxcip. But r → sxcip ≥ s→ sxcip, it follows that
r → sxcip ∈ P.
This implies that r → sx(i→u) ∈ P. This is a contradiction.
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(2) We proceed as follows. Let a ∈ SgB(X1 ∩X2). Then
a→ r¯ ∈ F1
⇐⇒ a→ r¯ ∈ F1 ∩Sg
B(X1 ∩X2)
⇐⇒ a→ r¯ ∈ F2 ∩Sg
B(X1 ∩X2)
⇐⇒ a→ r¯ ∈ F2
Then we can deduce that [a]F1 = [a]F2 and we are done.
Instead of taking G = {[i|j] : i ∈ α}, consisting only of replacements as
we did, one can take G to be a strongly rich semigroup (with the algebras in
question countable) or G = II (with the algebras in question of any cardinality)
and in both cases one takes T = ℘ω(α), then the above proof works verbatim
for both cases. From this we get a substantial generalization of the result in
[13], namely
Corollary 3.15. If A is a Pavelka polyadic algebra in the above similarity
type, then it is representable, hence the corresponding logic is complete.
Concluding remarks
(1) When the algebras considered are Boolean algebras, then we get the
results in [26], [12], [11], [4], [8], [24], [6].
(2) Interpolation theorems proved herein, is a typical instance of a Henkin
construction [21] formulated algebraically. It also has affinity with the
works of Rasiowa and Sikorski, as far as representability results are con-
cerned.
(3) The corollary on representability ofMV polyadic algebra is a substantial
generalization of the result of Schwartz [35], since we omit the condition
of local finitenes.
(4) The logic used is a generalization of Kieslers logic [26], it is its many
valued version.
(5) The result of Pavelka logic is an extension of the results in [13]. It is
strictly stronger since predicates are allowed to be infinite.
(6) When G = ℘(α) and T ∈ {℘ω(α), ℘(α)}, then every MVG,T is repre-
sentable, hence the class of representable algebras form a finitely axiom-
atizable variety. This variety also has the superamalgamation property.
This follows from a well known result of Maksimova [28], that inter-
polation in free algebras of a variety implies that the variety has the
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superamalgmation property. The same applies to the case when α is
countable and G is a strongly rich semigroup.
(7) When G is semigroup of finite transformations on α, T = ℘ω(α), then
the class of MVG,T algebras satisfying α ∼ ∆x in not a variety. It is not
hard to see that this class is not closed under products and ultraproducts.
The fact that dimension restricted free algebras have the interpolation
property can be used in a fairly straightforward manner to show that, for
G the semigroup of finite transformations on α+ ω and T = ℘ω(α+ ω),
the class {A ∈ MVG,T : A = Sg
ANrαA} has the superamalgamation
property. If the condition α ∼ ∆x is removed then the resulting class is a
variety, and it can be shown that it is the same as the class SNrαMVG¯,T¯
where G¯ is the semigroup of finite transformation on α + ω and T =
℘(α+1). We do not know whether this variety is finitely axiomatizable,
but it seems unlikely that it is.
(8) Transformation systems can be applied to other algebraisations of fuzzy
logic, like BL algebras which are an abstraction of algebras arising from
t norms.
(9) There are two approaches to fuzzy logic. The first one is very closely
linked with multi-valued logic tradition (Hajek school [25]). So a set
of designed values is fixed and this enables us to define an entailement
relation. The deduction apparatus is defined by a suitable set of logical
axioms and suitable inference rules. Another approach due to Pavelka
and others is devoted to defining a deduction apparatus in which ap-
proximate reasonings are admitted. Such an apparatus is defined by a
suitable fuzzy subset of logical axioms and by a suitable set of fuzzy in-
ference rules. In the first case the logical consequence operator gives the
set of logical consequence of a given set of axioms. In the latter the log-
ical consequence operator gives the fuzzy subset of logical consequence
of a given fuzzy subset of hypotheses. We saw that both approaches can
benefit by applying the methodology of algebraic logic.
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