In his deep and prolific investigations of heat diffusion, Lamé was led to the investigation of the eigenvalues and eigenfunctions of the Laplace operator in an equilateral triangle. In particular, he derived explicit results for the Dirichlet and Neumann cases using an ingenious change of variables. The relevant eigenfunctions are a complicated infinite series in terms of his variables.
Introduction
Solutions of certain linear elliptic boundary-value problems can be expanded in complete sets of eigenfunctions. Unfortunately, the actual form of these eigenfunctions is only known for simple geometries. In fact, only geometries that allow the separation of variables yield well-known expressions for the associated eigenfunctions. But what happens when the separation of variables does not apply? Is it possible to construct the spectral characteristics of a fundamental domain that does not fit any separable coordinate system? Some examples where this construction is possible are presented in the present work. The approach used here has its roots in the unified transform method for analysing both lineal and integrable nonlinear partial differential equations (PDEs) introduced in Fokas (1997) .
A crucial role in this analysis is played by a certain equation coupling all boundary values, which was called the global relation in Fokas (1997) . The concrete form of this equation for the equilateral triangle was given in the important work of Shanin (1997) , where it was called a functional equation.
A general overview of the problems solved in this paper is presented in the sequel, where notations and some elementary formulae are included in order to facilitate understanding the new results. We study boundary-value problems for the Laplace, the Helmholtz and the modified Helmholtz equations in the interior of an equilateral triangle. These equations are three of the basic equations of classical mathematical physics. In particular, they arise as the reduction of several fundamental parabolic and hyperbolic linear equations. Furthermore, the specific boundary conditions discussed here cover most cases of physical significance.
(a ) Notation and useful identities (i) z will denote the usual complex variable and a will denote one of the complex roots of unity:
z Z x C iy; a Z e 2ip=3 Z K 1 2 C i ffiffi ffi 3 p 2 : (1.1) An overbar will denote complex conjugation, in particular z Z x K iy; a Z e K2ip=3 : Fð kÞ will denote the Schwarz conjugate of the function F(k). (ii) The complex numbers z 1 Z l ffiffi ffi 3 p e ip=3 ; z 2 Z z 1 ; z 3 Z K l ffiffi ffi 3 p (1.2)
will denote the vertices of the equilateral triangle, and D 3C will denote the interior of the triangle. The length of each side is l. The sides (z 2 , z 1 ), (z 3 , z 2 ), (z 1 , z 3 ) will be referred to as sides (1), (2) will denote the function q(x, y), as well as the derivative of q(x, y), along the outward normalN respectively for side (j ). (iv) E(k) and e(k) will denote the following exponential functions:
(1.4aÞ 4bÞ (v) Given that the numbers a and a satisfy the obvious relations a 2 Z a Z a K1 ; 1 C a C a Z 0; i a K ia Z ffiffi ffi 3 p ; ia K i Z ffiffi ffi 3 p a; (1.5) it is straightforward to obtain analogous relations for E(k) and e(k). For example, the last three equations in (1.5) imply EðkÞEðakÞEð akÞ Z 1; Eði akÞEðKiakÞ Z eðkÞ; EðiakÞEðKikÞ Z eð akÞ:
(1.6) (b ) Formulation of the problem We will investigate the basic elliptic equations in the interior of the equilateral triangle D, namely, we will study the equation q xx C q yy K 4lq Z 0; ðx; yÞ 2D; (1.7) where q(x, y) is a real valued function and l is a real constant. The case of lZ0, l being negative and l being positive correspond to the Laplace, the Helmholtz and the modified Helmholtz equations, respectively. We will analyse the following problems. (1.9) where b and g are real constants and sin bs0. The sum of the first two terms of the left-hand side of this equation equals the derivative of q (j) (s) in the direction making an angle b with the positive direction of the side (j). The Neumann and the Robin problems correspond to the following particular choices of b and g:
(1.10) where b 1 is a real constant so that sin b 1 s0. b 2 and b 3 satisfy sin b 2 s0 and sin b 3 s0 and are given in terms of b 1 by the expressions We assume that the functions f j have sufficient smoothness and that they are compatible at the corners of the triangle. The case of boundary conditions which are discontinuous at the corners will be considered elsewhere.
(c ) The global relation
As mentioned earlier, the approach used here is based on the analysis of the global relation, which is the fundamental algebraic relation that couples the Dirichlet and the Neumann values around the perimeter of the triangle. This equation, first derived for the case of an equilateral triangle in Shanin (1997; see also Fokas 2001) is EðKikÞJ 1 ðkÞ C EðKi akÞJ 2 ð akÞ C EðKiakÞJ 3 ðakÞ Z 2ifEðKikÞF 1 ðkÞ C EðKi akÞF 2 ð akÞ C EðKiakÞF 3 ðakÞg; k 2C K f0g; ð1:13Þ
where the exponential function E(k) is defined in equation (1.4a), and J j and F j are the following transforms of the Neumann and Dirichlet boundary values
N ðsÞds; (1.14aÞ for each jZ1, 2, 3, and every complex ks0.
From the general methodology introduced in Fokas (1997 Fokas ( , 2001 implies that the global relation must be supplemented by its Schwarz conjugate, as well as by the four equations obtained from these two equations, by replacing k with ak, in equation (1.14a) and ak in equation (1.14b). We will refer to these six equations as the basic algebraic relations. In this paper we present two different techniques for solving these equations.
(i) Solutions via infinite series
For simple problems it is possible to compute the unknown boundary values by evaluating the basic algebraic relations at particular discrete values of k. This yields the unknown boundary values in terms of infinite series. The Dirichlet and the Neumann problems are examples of problems which can be solved using this technique.
We use the Dirichlet problem to illustrate this approach. In this case the functions F j appearing in the right-hand side of the global relation (1.13) can be immediately computed in terms of the given boundary conditions f j ; thus, the global relation becomes a single equation for the three unknown functions fJ j g 3 1 .
Multiplying this equation by E(iak), and multiplying the Schwarz conjugate of the global relation by E(Kiak), we find the following two equations (where we have used the last two of the identities in equation (1.6)):
eð akÞJ 1 ðkÞ C eðKkÞJ 2 ð akÞ C J 3 ðakÞ Z 2iAðkÞ;
(1.15)
eðK akÞJ 1 ðkÞ C J 2 ðakÞ C eðkÞJ 3 ð akÞ Z K2iBðkÞ:
In these equations A(k) and B(k) are known functions and k 2CK f0g.
For the general Dirichlet problem, we will supplement these two equations with the four equations obtained from these equations by replacing the k in equations (1.14a,b) with ak and ak, respectively. However, there exists a particular case for which it is sufficient to analyse only the above two equations. This is the symmetric Dirichlet problem, namely, the problem where the functions f j are all the same, f j Zf, jZ1, 2, 3. Then the Neumann values q ðjÞ N ðsÞ are also the same, q ðjÞ N Z q N and, hence, J j (k)ZJ(k), jZ1, 2, 3. Thus, equations (1.15) and (1.16) become two equations for the three unknown functions J(k), Jð akÞ and J(ak). Hence, any two of them can be expressed in terms of the remaining one, for example, Jð akÞ and J(ak) can be expressed in terms of J(k). In particular, by subtracting equations (1.15) and (1.16) we find ðeðkÞ K eðKkÞÞJð akÞ Z ðeð akÞ K eðK akÞÞJðkÞ K 2iGðkÞ;
(1.17)
where (ii) Solutions via generalized Fourier integrals
For more complicated problems, such as equation (1.11), the basic algebraic relations can be solved in terms of a generalized Fourier integral. This technique is generic in the sense that it can also be used for the solution of simple problems.
We use such a simple problem, namely the symmetric Dirichlet problem, to illustrate this approach. It is shown in §4 that the integral defining Jð akÞ can be solved for q N (s). For lR0, q N (s) is given by akÞ, it follows that q N (s) involves a known integral, as well as an integral containing the unknown function J(k). However, using the analytic properties of the integrant of the latter integral, it can be shown that this integral can be computed in terms of residues. Furthermore, these residues can be explicitly calculated in terms of the known function G(k). The situation for more complicated problems is similar: the unknown boundary values can be expressed in terms of known integrals, as well as integrals containing the three unknown functions fJ j ðkÞg 3 1 . By exploiting the analytic properties of the integrants of the latter integrals, it can be shown that these integrals can be explicitly computed.
(d ) Integral representations for q(x, y)
When both the Dirichlet and the Neumann boundary values are known, the solution q(x, y) can be determined either using the classical integral representation in terms of Green's functions (Dassios & Kleinman 2000) , or using the novel integral representations constructed in Fokas (2001) and Fokas & Zyskin (2002) . For completeness, both representations are presented in §5.
(e ) Organization of the paper In §2 we derive the global relation (1.13). In §3 we solve the symmetric Dirichlet problem (proposition 3.1), the general Dirichlet problem (proposition 3.2) and the general Neumann problem (proposition 3.3) and discuss the oblique Robin problem. In §4 we discuss the basic algebraic relations associated with the Poincaré boundary condition in equation (1.11) and derive the relations (1.12b) and (1.12c). In §5 we obtain an alternative representation for the symmetric Dirichlet problem and analyse the problem defined by equations (1.11) and (1.12a,b,c). A particular case of this problem, which is solved in detail in proposition 5.1, is a mixed boundary-value problem for the modified Helmholtz equation. In §6 we discuss the associated integral representations for q(x, y). Further discussion of these results is presented in §7.
The global relation
Writing the basic elliptic equation (1.7) with the complex variables ðz; zÞ we find q z z K lq Z 0: (2.1) It is straightforward to verify that this equation can be rewritten in the form
where for the rest of this section k 2CK f0g (Fokas 2001) . Suppose that equation (2.1) is valid in a simply connected bounded domain U 3C with a piecewise smooth boundary vU. Then, equation (2.2) and the complex form of Green's theorem imply ð
In the particular case where U is the triangular domain D, equation (2.3) becomes
where the functionr j ðkÞ is given by the following line integral along the side (j) of the equilateral trianglẽ
In what follows we will show that r 1 ðkÞ Z r 1 ðkÞ;r 2 ðkÞ Z r 2 ð akÞ;r 3 ðkÞ Z r 3 ðakÞ; (2.6) where the functions r j (k) are defined in terms of the functions F j (k) and J j (k) by the equation
For this purpose we will use the following local parametrizations. Side 1. On side (1) the variable z can be parametrized as
Then z(Kl/2)Zz 2 and z(l/2)Zz 1 . Since the normal and the tangential derivatives are parallel to the x and to the y axes, respectively, it follows that
Side 2. If z varies along side (2) and z varies along side (1), then z Z z expfKi 2p 3 g. Thus,
9aÞ
G. Dassios and A. S. Fokas Note again that z(Kl/2)Zz 3 and z(l/2)Zz 2 . The equation
Side 3. In analogy with equations (2.9a) and (2.9b), if z varies along side (3) we find the equations
and
Finally, z(Kl/2)Zz 1 and z(l/2)Zz 3 . Using equations (2.8a,b)-(2.10a,b) in the expressions in equation (2.5) we find equations (2.6) and (2.7).
3. The analysis of the global relation for simple boundary-value problems where the function J(k) is defined in terms of the unknown function q N (s) by equation (1.14a) (without the superscript (j)), and the function F(k) is defined in terms of the given boundary condition f(s) by equation (1.14b), that is, by the equation
Using equations (3.1), the global relation (1.13) and its Schwarz conjugate yields equations (1.15) and (1.16), with
AðkÞ Z eð akÞFðkÞ C eðKkÞFð akÞ C FðakÞ;
BðkÞ Z eðK akÞFðkÞ C FðakÞ C eðkÞFð akÞ:
Hence, since GZACB,
In summary, we have derived the following result: and the function f (s) is sufficiently smooth and satisfies the continuity condition f (Kl/2)Zf (l/2). Therefore, the Neumann boundary values are the same, q ðjÞ N ðsÞZ q N ðsÞ (jZ1, 2 and 3), and are given by the Fourier series
where s n is defined by equation (1.18) and G(s n ) is given in terms of f (s) by equations (3.2) and (3.3).
(b ) The general Dirichlet problem
The global relation and its Schwarz conjugate yield equations (1.15) and (1.16), where the known functions A(k) and B(k) are now given by the equations AðkÞ Z eð akÞF 1 ðkÞ C eðKkÞF 2 ð akÞ C F 3 ðakÞ;
BðkÞ Z eðK akÞF 1 ðkÞ C F 2 ðakÞ C eðkÞF 3 ð akÞ;
where
(3.7) By replacing k in equations (1.15) ð3.10aÞ
G. Dassios and A. S. Fokas Letting kZk n , we find
Solving the algebraic equations (1.23) we find the following result. Substituting this expression into the definition of r j (k), that is, into equation (2.7), we obtain r j ðkÞ Z EðKikÞ Integrating by parts we find the following expression for r j (k):
r j ðkÞ Z iEðKikÞ½H j ðkÞY j ðkÞ C F j ðkÞ C C j ðkÞ; j Z 1; 2; 3; (3.15) where the function H j (k) is defined by
(3.16) the function F j (k) is defined in terms of the given boundary conditions f j (s) by the equation 
In equations (3.15)-(3.19), k is complex and ks0.
In the particular case of the oblique Robin problem (1.9), b j Zb and g j Zg (jZ1, 2 and 3). Thus, H j (k)ZH(k), where H(k) is defined by equation (3.16) without the subscript (j ). By substituting r j (k) with H j ZH in the global relation (2.4) we find The contributions from the corner terms, C j , cancel. Indeed, this contribution is proportional to the following expression:
EðKikÞ eðKkÞq Hence, the terms q
(Kl/2) and q
(l/2) in the expression (3.21) cancel iff EðKikÞeðKkÞ Z EðKi akÞeð akÞ:
This equation is indeed valid and is the consequence of the identity
Given that the corner terms cancel, the global relation and its Schwarz conjugate yield the following equations:
eð where
Even if one is able to invert equation (3.28) for the bracket appearing in the integrant of the left-hand side of equation (3.28), one will find an expression which will involve an infinite series over the transcendental values of k m . Thus, instead of analysing the relevant inversion, we will analyse the general Robin problem using the generalized Fourier transform approach (see §5). In the case of the Neumann problem, equations (3.28) and (3.29) simplify and yield the following result. where the functions f j (s) have sufficient smoothness and are continuous at the vertices of the triangle. Then, the Dirichlet data q (j) (s) (jZ1, 2 and 3) can be expressed in terms of the given Neumann data by the Fourier series q ðjÞ ðsÞ Z 1 3l In order to be able to solve this problem using a generalized Fourier integral we require that when D(k) vanishes G 2 (k) and G 3 (k) are proportional to G 1 (k). Actually, G 3 (k) is proportional to G 1 (k) for all complex k, provided that P 1 ðkÞP 1 ðakÞP 1 ð akÞ Z P 3 ðkÞP 3 ðakÞP 3 ð akÞ: (4.5aÞ
By equating the brackets appearing in the definitions of G 1 (k) and G 2 (k) and replacing the resulting expression e 6 (k) with P 1 ð akÞP 2 ð akÞP 3 ð akÞ P 1 ðakÞP 2 ðakÞP 3 ðakÞ ; it follows that G 2 (k) is proportional to G 1 (k) provided that P 1 ðkÞP 1 ðakÞP 1 ð akÞ Z P 2 ðkÞP 2 ðakÞP 2 ð akÞ: (4.5bÞ Equation (4.5b) is valid if the following two equations are valid:
Indeed, in order to simplify equation (4.5b) we first compute the product H 1 ðkÞH 1 ðakÞH 1 ð akÞ:
The function H 1 ð kÞ can be obtained from H 1 (k) by replacing b 1 with Kb 1 ; thus, H 1 ð kÞH 1 ð a kÞH 1 ða kÞ is given by an expression similar to equation (4.7) with b 1 replaced by Kb 1 . Hence equation (4.5b) yields
This equation simplifies to the equation 
(4.9)
In this case,
Example 4.2.
1=2 ; lO 0: (4.11)
(4.12)
In particular, if bZ p 2 ; then
Thus,
; P 2 ðkÞ Z P 3 ðkÞ Z K1: (4.14)
Hence, In the particular case of the Laplace equation with g j Z0, it follows that P j Z e 2ib j , that is, P j is independent of k.
Analysis of the global relation via Fourier integrals
In this section we restrict l to be non-negative. Slightly more complicated formulae can be derived for l!0.
We first derive equation (1.25). Letting k Z jkje ip=6 , the definition of Jð akÞ yields
Suppose that lO0. Letting tðjkjÞZ jkjK l=jkj, it follows that if jkj2(0,CN), then t2 (KN,N) . Thus, by inverting equation (5.1) we find
where jkj (in the argument of J) is a function of t. Rewriting t in terms of jkj we find
Letting jkjZ k e Kip=6 we obtain
The right-hand side of this equation equals 1 2p
Indeed, for the derivation of equation (5.3) we first observe that the function Jð akÞ remains invariant under the transformation k / al=k. Thus, making the change of variables k Z al=x in the right-hand side of equation (5.2) and using
we obtain expression (5.3). By combining equations (5.2) The line ðNe 7ip=6 ;Ne ip=6 Þ splits the complex k -plane into the two half planes
We observe that
eðK akÞ is bounded for k 2D
Indeed, the exponential of (5.8a) involves akðl=2K sÞ which, since l/2KsR0, the exponential in (5.8a) is bound for Reð akÞ% 0, that is, D K . Similarly, the exponential of (5.8b) involves K akðl=2C sÞ which, since l/2CsR0, is bound for Reð akÞR 0, that is, D C . We also note that J(k)/D(k) is bound for all k 2C, kss n . Indeed, D(k) is dominated by e(k) for Re kO0, while D(k) is dominated by e(Kk) for Re k!0, hence JðkÞ DðkÞ w JðkÞeðKkÞ; Re k O 0;
KJðkÞeðkÞ; Re k ! 0:
Furthermore, J(k)e(Kk) involves k(sKl/2), which is bounded for Re kR0, while J(k)e(k) involves k(sCl/2), which is bounded for Re k%0 (recall that Kl/2%s%l/2). The above considerations imply that the parts of the integral (5.7) containing eð akÞJðkÞ and eðK akÞJðkÞ can be computed using Cauchy's theorem in D K and D C , respectively. The associated residues can be computed as follows: let s C n and s K n denote the subsets of s n in D C and D K , respectively. Evaluating equation
Evaluating equation (4.1) at kZk m , where k m is a zero of D(k), it follows that the unknown terms Y j (k) appear in the form
The crucial difference of this general case, as compared with the oblique Robin case (1.9), is the following: using the definition of Y j (k m ) we find that the coefficients of q
(s) and of q (3) (s) involve, in general, k m -dependent expressions, thus it is not clear how the associated integral can be inverted. In contrast, equation (4.1) can be solved using the approach of §5a. The definition of Y 2 ð akÞ, i.e. equation (3.19), and equation (1.25), imply 
In what follows, we give the details for a mixed Neumann-Robin problem. We will consider example 4.2, as it is described by (4.11) with bZ Then H j (k), P j (k), D(k) and G j (k), are given by (4.13), (4.14), (4.15a-d ), respectively. Furthermore, G 3 (k) is proportional to G 1 (k) (see equation (4.16a)), while G 2 (k) becomes proportional to G 1 (k) only on those k m for which D(k) vanishes. These are roots of the transcendental equation
For kZk m , equation (4.1), in view of (4.16), implies
(5.20)
By virtue of (4.15b) and the identity 
, respectively, and T, H 2 , P 1 are defined by equations (3.27), (3.16), (4.4), respectively.
There exist similar formulae for the Dirichlet values on sides (1) and (3).
The integral representations
If lR0, the classical Green's representation is given by Dassios & Kleinman (2000) ,
where the integration is over the boundary vD of the triangle in the positive direction, v n 0 denotes the outward normal derivative on vD, dl(r 0 ) is the line element along vD, and K(x) is the modified Bessel function of the zeroth order and of the second kind for the modified Helmholtz equation. For the case of the Helmholtz equation K(x) is proportional to the Hankel function of the zeroth order and of the first kind, while for the Laplace's equation K(x) is proportional to the logarithm of x.
For the Laplace equation, the integral representation constructed in Fokas (2001) is defined as follows:
where the contours l j are the rays from 0 to N specified by the arguments K ; respectively, and the functionsr j ðkÞ are defined by equations (2.6) in terms of r j (k), where the latter functions are defined by equations (2.7), (1.14a,b) with lZ0 (figure 2).
For the modified Helmholtz equation, the analogue of equation (6.2) is (Fokas 2001) qðz; zÞ Z 1 2pi 
In the above calculations, the value of J 1 ðs G n Þ is obtained from (1.18). We observe that for each n 2Z
Thus, this expression shows that the equilateral triangle admits separable solutions. It is clear that each eigensolution in (6.10) solves equation (1.7).
Conclusion
Eigenvalues and eigenfunctions for equation (1.7) with homogeneous Dirichlet, Neumann, and Robin boundary conditions were constructed in the classical works of Lamé (1833 Lamé ( , 1852 Lamé ( , 1861 . Some of these results have been rederived by several authors, in particular the Dirichlet problem is discussed in a recent review (McCartin 2003) . The Robin problem is analysed in Shanin (1997) . It is remarkable that Lamé argued, using physical considerations, that it is impossible to solve certain problems using infinite series as opposed to integrals. Indeed Lamé writes:
The series should therefore express the fact that the temperature remains zero on strips of constant width separated by other strips of double width, in which the temperature may vary. The analytic interpretation of this sort of discontinuity demands the introduction of terms where the variables appear inside integrals. These terms, of a nature that we will not consider here, cannot disappear from the total series unless the discontinuity disappears. (Lamé 1861, p. 191; emphasis added) In this paper we have solved several boundary-value problems by introducing a novel analysis of the global relation, i.e. of equation (1.13). Although this equation was first derived in the important work of Shanin (1997) , where it was also used to solve the Robin problem, our treatment of equation (1.13) is different from that of Shanin (1997) . As a consequence of our novel analysis of equation (1.13) we are able to first present a straightforward treatment of simple boundary-value problems. This treatment, which is based on the evaluation of the basic algebraic relations (see §1) at particular values of k, expresses the unknown boundary values in terms of infinite series. The Dirichlet, Neumann and Robin problems can be solved using this approach. We then show that, in agreement with the above remarks of Lamé, more complicated boundary-value problems apparently require the use of generalized Fourier integrals as opposed to infinite series. Proposition 5.1 presents the solution of such a problem.
In this paper, as opposed to the works of ben-Avraham and Fokas (1999 Fokas ( , 2001 ), Fokas (2001) , Fokas & Kapaev (2003) , Antipov & Fokas (2004) and Crowdy & Fokas (2004) , we have introduced a method for determining the generalized Dirichlet to Neumann map, i.e. determining the unknown boundary values as opposed to determing q(x, y) itself. In this respect we note that (i) in some applications one requires precisely these unknown boundary values, and (ii) when both the Dirichlet and the Neumann boundary values are known, it is straightforward to compute q(x, y).
We emphasize, however, that the approach of §5 can be used to construct directly q(x, y). Indeed, if one uses the novel integral representations for q(x, y) obtained in Fokas (2001) , instead for the representation (1.25) for q N , and if one follows the approach of §5, one can again compute explicitly the contribution of the unknown functions. This latter approach is illustrated in §6a for the symmetric Dirichlet problem. More complicated problems using this approach are solved in ben- Fokas (1999, 2001 ), Fokas & Kapaev (2003) and Crowdy & Fokas (2004) .
In order to compute q(x, y) from the knowledge of both the Dirichlet and the Neumann boundary values one can use either the classical Green's formulae or the representations of Fokas (2001) . Regarding the latter representations, we note that they provide a tailor-made transform for the particular problem at hand. In fact, the exponential expfikz C ðl=ikÞ zg reflects the structure of the PDE, the contours l j in the complex k-plane reflect the geometry of the domain, and the functions r j (k) describe the boundary conditions.
Both the Dirichlet and the Neumann problems involve elementary trigonometric functions. It is interesting that the analysis of the global condition yields these separable solutions without the direct use of separation of variables.
For arbitrary values of the constants b j and g j , the Poincaré problem (1.11) gives rise to a matrix Riemann-Hilbert problem. For the particular case that equations (1.12a,b,c) are valid, it is possible to avoid this Riemann-Hilbert problem and to solve the problem in closed form. Although equations (1.12a-c) impose severe restrictions on b j and g j , some of the resulting cases appear interesting. These cases include the following. In this case all derivatives are computed along a direction making an angle b with the positive vertical axis.
The results presented here can be made rigorous, following a formalism similar to the one used in Fulton et al. (2004) .
Several problems remain open which include the following.
(i) The investigation of singularities associated with discontinuous boundary conditions. (ii) If the b j differ, then the global relation (3.20) contains a contribution from q at the three corners. Several approaches for determining these terms are presented in Fokas & Kapaev (2003) and Antipov & Fokas (2004) ; however, the optimal treatment of these terms remains open.
The approach introduced in Fokas (1997 Fokas ( , 2001 ) constructs the solutions of a given boundary-value problem without using eigenfunction expansions. Similar considerations apply to the approach introduced here for constructing the generalized Dirichlet to Neumann map. However, it turns out that the above approaches can also be used to investigate the existence of eigenfunction expansions and to construct these expansions when they exist. This will be presented elsewhere.
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