Abstract. We introduce di¤erential arc spaces in analogy to the algebraic arc spaces and show that a di¤erential variety in characteristic zero is determined by its arcs at a point. Using di¤erential arcs, we show that if ðK; þ; Â; d 1 ; . . . ; d n Þ is a di¤erentially closed field of characteristic zero with n commuting derivations and p A SðKÞ is a regular type over K, then either p is locally modular or there is a definable subgroup G e ðK; þÞ of the additive group having a regular generic type that is nonorthogonal to p.
Introduction
In many contexts, one may reduce the study of general partial di¤erential equations to the study of linear PDEs. For example, when working with germs of meromorphic functions as coe‰cients and potential solutions, it is possible to construct from a general system of PDEs a corresponding system of linear PDEs whose solvability is equivalent to the solvability of the original system. However, this transformation requires an analytic reparametrization and does not make sense in the category of algebraic di¤erential equations. Nevertheless, there is a technical sense in which the complexity of general algebraic partial di¤erential equations is reducible to that of linear equations.
Recall that a (partial) di¤erential field (with n derivations) is a field K given together with n commuting derivations q i : K ! K. (One could relax the commutation condition by requiring merely that the Lie algebra spanned by q 1 ; . . . ; q n is finite dimensional. Provided that one can solve enough di¤erential equations on K, by a change of variables one may regard a di¤erential field with initially noncommuting derivations as a di¤erential field with commuting derivations.) By a system of (algebraic) partial di¤erential equations over K we mean a system of equations of the form where F 1 ; . . . ; F l A K½fX j; a g 1ejek; a A N n are polynomials over K in variables appropriate for coordinates x 1 ; . . . ; x k and their derivatives. A solution to a system of di¤erential equations is given by a di¤erential field extension L f K and a point a A L k for which all of these di¤erential polynomials vanish when evaluated at a.
As with fields and ordinary algebraic equations, one can find di¤erential fields in which every system of di¤erential equations which could have a solution does: Speaking in the language of mathematical logic, in which we shall converse almost exclusively for the statement and proof of our main theorem, and specializing to characteristic zero, the theory of di¤erential fields of characteristic zero with n commuting derivations, DF 0; n , has a model completion, DCF 0; n , the theory of di¤erentially closed fields of characteristic zero with n commuting derivations. We regard the study of DCF 0; n as being synonomous with the study of algebraic di¤erential equations.
Even for ordinary algebraic di¤erential equations, it is not the case that every such di¤erential equation is analyzable in terms of linear di¤erential equations. For example, there are many di¤erential equations whose solution sets are orthogonal to the solution sets of linear equations in the sense that if X L K is the set of solutions to the equation in some di¤erentially closed field K and V L K n is a (finite dimensional over the constants) vector space of solutions to a system of linear di¤erential equations, then for any G L X Â V defined itself by di¤erential equations, if both projections are (generically) surjective, then G ¼ X Â V . Nevertheless, at least in the case of ordinary di¤erential equations, such a situation is always explained by the geometric simplicity of X . What exactly we mean by this will be explained in a moment.
While it is not the case that every ordinary di¤erential equation may be analyzed in terms of linear di¤erential equations, they may be analyzed in terms of minimal equations (to be honest, it may be necessary to include infinitely many inequations as well). Here, we say that the subset X L K of a di¤erentially closed field defined by di¤erential equations and inequations is minimal if it is infinite but for any polynomial Pðx 0 ; . . . ; x n Þ A K½x 0 ; . . . ; x n either every element a of X satisfies P À a; qðaÞ; . . . ; q n ðaÞ Á ¼ 0 or only finitely many do. Note that if K is a di¤erential field, then every di¤erential equation on the constant field, C K :¼ fa A K : qðaÞ ¼ 0g, is simply a polynomial equation. Hence, C K is minimal.
If X and Y are two minimal sets, then it is not hard to see that X and Y are nonorthogonal just in case there is a generically finite-to-finite correspondence G L X Â Y defined by di¤erential equations. It follows from this observation and the quantifier elimination theorem that nonorthogonality defines an equivalence relation on the class of minimal sets.
In theories of ''finite rank'' minimal sets play a fundamental role. We need a bit more notation to explain this: if X and Y are two definable sets we say that X is internal to Y if there is a definable map from some cartesian power of Y onto X (maybe definable with more parameters than those used to define X and Y ). For example the solution set X to a linear ODE is a finite dimensional vector space over the constants C K of the ambient di¤erentially closed field K, and hence X is internal to C K : in fact it is in definable bijection with C n K after fixing a basis. Simplifying matters somewhat, if the ambient theory is stable, then for every definable set X of finite rank there is a sequence of definable surjective maps and sets X ¼ X m ! X mÀ1 ! Á Á Á ! X 0 , where X 0 is finite, such that each fibre of each map is internal to some minimal set. Thus the classification and structure of minimal sets in a given theory has great impact on the classification and structure of finite rank definable sets in that theory. Now although there are definable sets of infinite rank (dimension) in DCF 0; 1 , such as a‰ne 1-space over the ambient di¤erentially closed field K, and there do exist nontrivial questions about infinite rank definable sets, the structure of finite rank definable sets is where most of the model-theoretic complexity lies in the case of DCF 0; 1 .
A fundamental conjecture or conjectural dichotomy due to Boris Zilber says that any minimal set X (or type) in a stable theory either has essentially a definable algebraically closed field structure or is geometrically very simple; we say locally modular. Local modularity of X says more or less that there is no ''rich'' family of definable subsets of X Â X . The local modularity of all minimal sets in a theory has strong global consequences, for example that any finite rank definable group must be abelian-by-finite. Although this Zilber conjecture was shown to be false, it turns out to be true in many ''natural'' theories. In particular the dichotomy holds in DCF 0; 1 where it specialises to the statement that every non-locally modular minimal set is nonorthogonal to the constants C K . This was proved by Hrushovski and Sokolović [5] , and lies at the heart of the model-theoretic proof of the characteristic zero function field version of the Mordell-Lang conjecture [4] . The HrushovskiSokolović proof made crucial use of the central theorem on Zariski geometries of Hrushovski and Zilber [6] . Recently, Pillay and Ziegler [12] found a direct proof of this result (the Zilber conjecture for minimal types in DCF 0; 1 ) using ''di¤erential jet spaces'' (higher dimension versions of di¤erential tangent spaces). We should say that these methods and results also apply to minimal types of finite transcendence degree in DCF 0; n for n > 1.
Everything we have said above applies only to finite rank definable sets (and types). However there are also infinite rank versions of minimal types. We call these regular types. In a superstable theory, arbitrary (possibly infinite rank) definable sets can be analysed as above but with minimal types replaced by regular types. So in an arbitrary superstable theory, the classification of regular types is fundamental. One can formulate the Zilber conjecture for regular types too (local modularity makes sense, see [11] for example). It is in general even more false than for minimal types, but in specific natural theories one may expect it to be true. In the case of DCF 0; 1 there is only one infinite rank regular type (up to nonorthogonality), namely the generic type of the ambient di¤erentially closed field, for which Zilber's conjecture clearly holds. However in the case of PDE's , that is in the case of DCF 0; n for n > 1 (which is superstable [9] , [16] ), there will be many infinite rank regular types. It is worth saying at this point what regularity amounts to in DCF 0; n : The generic type of an irreducible di¤erential variety X will be regular if whenever ðY a : a A ZÞ is a differential algebraic family of irreducible proper di¤erential subvarieties of X , whose union is Kolchin dense in X , then any generic member Y a of the family is orthogonal to X .
The ''natural'' regular types in DCF 0; n come from the definable fields of constants: Suppose q 1 ; . . . ; q n are the distinguished commuting derivations, and V is a d-dimensional subspace of the Lie algebra L n i¼1 Kq i spanned by these derivations, then the common constant field of V , C V :¼ fx A K j qðxÞ ¼ 0 for all q A V g, is a definable subfield of K whose generic type is regular (of U-rank o nÀd ). Zilber's conjecture for regular types in DCF 0; n has the concrete form: ''any non-locally modular regular type is nonorthogonal to the generic type of such a definable field of constants''. We have not succeeded in proving this conjecture. But what we have proved is that every non-locally modular regular type is nonorthogonal to a regular type which is the generic type of a definable subgroup of the additive group. As all such groups are defined by linear homogeneous di¤erential equations, this gives some rigorous sense to the assertion that the geometric complexity of general algebraic di¤erential equations is reducible to that of linear di¤erential equations.
Our methods are heavily influenced by those of Pillay and Ziegler [12] . However when passing to our infinite-dimensional situation technical di‰culties obstructed a smooth application of higher di¤erential jet spaces. However, ''di¤erential arc spaces'' work beautifully and we employ them to prove the above version of the dichotomy. In particular, we define the di¤erential arc bundle A D m ðX Þ of a di¤erential algebraic variety X . The fibre A D m ðX Þ a at a su‰ciently general point a A X , while not itself a definable group, will be fibred by definable groups, in fact by di¤erential tangent spaces. Using these di¤erential arc spaces we prove that a regular non-locally modular type p in DCF 0; n is nonorthogonal to a type realized in a suitable di¤erential tangent space G. In the case of DCF 0; 1 with p minimal, we recover the Hrushovski-Sokolović and Pillay-Ziegler results: G will be finite dimensional over the constants, and so p will be nonorthogonal to the constants.
Simplifying matters somewhat the proof of our main result on regular types in DCF 0; n essentially goes through the following steps: (III) Show that in (II) e can be chosen to be the regular generic of a definable subgroup of T D ðX Þ b .
Step (III) is somewhat involved, and depends on some additional data related to D-types in the sense of Kolchin, as well as the structure of definable subgroups of powers of the additive group.
The authors would like to thank Eric Rosen as well as the referees for pointing out several inaccuracies in an earlier version of this paper.
Di¤erential arcs
In this section we recall the construction of algebraic arc spaces and some of their properties, introduce di¤erential arc spaces, and then demonstrate that di¤erential varieties are determined by their arcs. Arc spaces were introduced by Nash to study resolution of singularities [10] . Kontsevich revived interest in arc spaces by using them as the basis for his theory of motivic integration and Denef and Loeser have systematically used these ideas [2] . The reader may wish to consult [8] for a discussion of the current state of research on arcs and their applications.
We recall the Weil trace construction, following [1] . If p : T ! S is a map of schemes, then for any scheme Y over T we obtain a set-valued functor on the category of schemes over S via S 0 7 ! Y ðS 0 Â S TÞ. By Y ðS 0 Â S TÞ we mean the set of ðS 0 Â S TÞ-valued points of Y over T; that is, the set of morphisms from S 0 Â S T to Y over T. If this functor is representable, then the Weil restriction of Y from T to S, denoted R T=S ðY Þ, is the representing object. That is, R T=S ðY Þ is a scheme over S such that for any scheme S 0 over S, the S 0 -valued points of R T=S ðY Þ over S can be identified with the ðS 0 Â S TÞ-valued points of Y over T. The Weil restriction exists under various hypotheses, the relevant ones for us are T being finite over S and Y having the property that every finite set of points is contained in an a‰ne open subset.
Note that the hypothesis on a scheme that each finite set of points lies in an a‰ne open subset follows from being a quasi-projective variety. As we will only need to consider a‰ne varieties in our applications, we will implicitly assume this hypothesis whenever necessary.
We specialise to the case when S is the spectrum of a field k, T ¼ Specðk ðmÞ Þ where k ðmÞ :¼ k½e=ðe mþ1 Þ for a natural number m, and Y ¼ X n k k ðmÞ for X an algebraic variety over k. We view k ðmÞ as a k-algebra under the natural map a 7 ! a þ 0e þ Á Á Á þ 0e m . The m th arc bundle of X over k is R k ðmÞ =k ðX n k k ðmÞ Þ, the Weil restriction of X n k k ðmÞ from Specðk ðmÞ Þ to SpecðkÞ. We denote it by A m ðX =kÞ, or just A m X when there is no confusion. Note that A m X is a scheme over k (not necessarily reduced or irreducible).
For any k-algebra R, A m X ðRÞ can be identified with X À R½e=ðe mþ1 Þ Á . Indeed, by definition the R-points of A m X correspond to the ðR n k k ðmÞ Þ-points of X n k k ðmÞ over k ðmÞ , and the latter are canonically the R½e=ðe mþ1 Þ-points of X over k.
In particular, A m X ðkÞ is identified with X ðk ðmÞ Þ. So in the case that X L A l is an a‰ne variety we can write down the equations for A m X L A lðmþ1Þ as follows: If
where f j; t A k½fx i; s g 1eiel; 0esem is defined by the identity
in the ring k½fx i; s g 1eiel; 0esem ; e=ðe mþ1 Þ.
If f : X ! Y is a regular map of algebraic varieties over k, then
. . . ; f r ðbÞ Á where the f i ðbÞ are computed in the ring k½e=ðe mþ1 Þ.
For l f m, the quotient map k ðlÞ ! k ðmÞ corresponds to a natural transformation r l; m : A l ! A m . Identifying A 0 with the identity we write r l; 0 as r l . For a A X ðkÞ, the l th arc space A l X a of X at a is the fibre of r l; X : A l X ! X over a.
We recall some basic properties of algebraic arc spaces.
Lemma 2.1. Let X be an algebraic variety over a field k and a A X ðkÞ a smooth point, then for any pair of natural numbers l > m f 0 the restriction of the map r l; m : A l X ! A m X to A l X a ðkÞ is surjective onto A m X a ðkÞ.
Proof. This is essentially Hensel's Lemma. The problem is local, so we may and do assume that X is a‰ne. As a is a smooth point, we may further assume that
To findâ a one only needs to solve dg a ðyÞ ¼ Àb in k dþr (which is possible since dg a has rank r), and setâ a ¼ a 0 þ ye mþ1 . Indeed,
The proof of Lemma 2.1 reveals the structure of the relative arc spaces as is made explicit in the following lemma. In particular, Lemma 2.2 will show that for a A X ðkÞ smooth, A m X a is reduced and irreducible. In particular, if X is a smooth irreducible variety then A m X is an irreducible variety. 
Proof. Working locally, we may write
That is, y A T a X . Conversely, this equation shows that any such point in T a X gives rise to an element ofX X . Likewise, we identifyỸ Y with T f ðaÞ Y . Writing an element ofX X ðkÞ as b ¼ a 0 þ ye mþ1 , we see that
which proves the claimed commutivity of the diagram. r
As a consequence of Lemma 2.2, we see that arcs of dominant maps are themselves dominant. More precisely, we have the following lemma. mþ1; m fr mþ1; m ðyÞg with T f ðaÞ Y , and the restriction of A mþ1 ð f Þ to this fibre with df a . As such, the map is surjective between these fibres so that y is in the range of A mþ1 ð f Þ as claimed. r Note that when the characteristic of k is zero, the hypotheses of Lemma 2.3 hold for su‰ciently general a whenever f is dominant.
With the next lemma we note that subvarieties are determined by their arc spaces, at least in characteristic zero. We expect that this result has a straightforward characteristicfree algebraic proof and that it may even be well-known, but we could find no such proof in the literature. Our proof will make use of some model theory of algebraically closed valued fields, due essentially to Robinson [14] . Consider the following 3-sorted language L val for valued fields: the field sort with the language of rings, the value group sort with the language of ordered groups, the residue field sort with the language of rings, and also the value map jÀj from the field sort to the value group sort, and a 2-ary map Res from the field sort to the residue field sort, which takes ðx; yÞ to the residue of xy À1 (and taking value 0 if jxj > jyj. Then in the language L val , (i) the complete theory of an algebraically closed nontrivially valued field ðK; G; kÞ is determined by the pair À charðKÞ; charðkÞ Á , and (ii) the theory of any algebraically closed nontrivially valued field has quantifier-elimination. We refer the reader to [3] , Theorem 2.1.1. By a D-ring we will always mean a ring of characteristic zero equipped with n commuting derivations D ¼ fq 1 ; . . . ; q n g.
The arc space construction is very closely related to that of the prolongation spaces in di¤erential algebraic geometry. Suppose R is a D-ring. Then the ring R m :¼ R½h 1 ; . . . ; h n =ðh 1 ; . . . ; h n Þ mþ1 may be regarded as an R-algebra via the ''exponential'' map E : R ! R m given by
For X an algebraic variety over a D-field k (or indeed any scheme over k), the m th prolongation t m X of X is the Weil restriction of X n E k m from Specðk m Þ to SpecðkÞ. That is, t m X ¼ R k m =k ðX n E k m Þ. Note that we are taking the base change X n E k m with respect to the exponential map while we are taking the Weil restriction with respect to the standard k-algebra structure on k m given by the inclusion k ! k m . So when n ¼ 1 and q 1 ¼ 0, t m and A m agree.
From the reduction (or quotient) maps k l ! k m (for l f m) we see that the prolongations form a projective system p l; m : t l ! t m . Identifying t 0 with the identity, we write p l; 0 as p l and have a map p l : t l X ! X . The map on k-points given by
n gives a section to p m , which we denote by ' m : X ðkÞ ! t m X ðkÞ.
The connections between the arc and prolongation spaces run deeper than merely the fact that the arc spaces may be regarded as prolongation spaces relative to a trivial derivation. Indeed, an analogue of Lemma 2.2 holds for prolongation spaces. That is, the fibres of the ðm þ 1Þ st prolongation space over the m th prolongation space are biregularly isomorphic with torsors of cartesian powers of the tangent space of the base. For the sake of completeness, we state this result precisely. Before doing so, let us fix some notation. 
over t m X . Moreover, for any point a A t m X ðkÞ if the fibre of t mþ1 X ! t m X over a is nonempty, then this action makes that fibre into a principal homogeneous space for ðT p m ðaÞ X Þ p mþ1; n . In particular, if X is a smooth, irreducible variety then t mþ1 X is a smooth, irreducible (reduced ) variety.
Proof. We describe the action of ðTX Þ Â X p mþ1; n on points of t mþ1 X in terms of the functor represented by the Weil trace construction which identifies t mþ1 X ðRÞ with ðX n E k mþ1 ÞðR mþ1 Þ. It su‰ces to consider the case that X is a‰ne. Suppose that
The same computations establish functoriality and show that the di¤erence of two points in ðX n E k mþ1 ÞðR mþ1 Þ with the same image in ðX n E k m ÞðR m Þ has the form P v a h a where each v a belongs to T c X ðRÞ. r Remark 2.6. We have already pointed out that in general the arc bundles and prolongation bundles need not be reduced. This will not pose a problem for us for the following two reasons: (1) we will mostly be considering arc and prolongation spaces at smooth points where they are reduced and irreducible, and (2) we will be working with the k-rational points of these spaces, where k is a field, and such points depend only on the underlying reduced variety. 
Now, given any scheme U over k,
where the second equality is by the fact that Weil restrictions are compatible with base change, and the final equality uses the first commuting square above. On the other hand
where again the second equality is by the fact that Weil restrictions are compatible with base change and the last equality uses the second commuting square above. The lemma now follows once we observe that K E and K s are canonically isomorphic over k m (they differ only as k-algebras). r
It is sometimes convenient to view the higher prolongations as canonically embedded in the iterated prolongations. That is, instead of t m X , one might consider : t l X ! t m X , which we will also denote by p l; m .
Di¤erentially (or D-) closed fields (of characteristic zero) may be characterized as algebraically closed D-fields K for which given a projective system of dominant maps of irreducible algebraic varieties over K, hm l; m : X l ! X m i, for which X l is a closed subvariety of t lÀm X m and m l; m is the restriction of p lÀm to X l , there is a point a A X 0 ðKÞ such that ' l ðaÞ A X l ðKÞ for all l.
Let us fix a su‰ciently saturated di¤erentially closed field k, which we treat as a universal domain for di¤erential algebraic geometry. We will treat D-varieties X as D-closed subsets of X ðkÞ, where X is the Zariski closure of X . That is, we do not take a schemetheoretic approach to D-varieties.
Given an irreducible D-variety X , and a natural number l, consider the irreducible algebraic variety
Then X is determined, as a D-closed subset of X , by its prolongation sequence hp l; m : X l ! X m j l f mi. Indeed X ¼ fa A X ðkÞ j ' l ðaÞ A X l ðkÞ, for all l f 0g. Conversely, suppose hX l L t l Y j l f 0i is a sequence of irreducible algebraic subvarieties of an algebraic variety Y such that:
(a) p lþ1; l restricts to a dominant map from X lþ1 to X l , and (b) after embedding t l Y in t l Y and t lþ1 Y in t lþ1 Y , X lþ1 is a closed subvariety of tX l , then there exists a (unique) D-subvariety X of Y such that t l X ¼ X l .
In the remainder of this section, we work towards a di¤erential analogue of arc spaces for which Lemma 2.4 will hold true. Given a D-variety X over k, one could mimic the Weil trace construction in the category of D-schemes over k, and define the m th (D-)arc bundle of X to be the object which represents the functor T 7 ! X n k k ðmÞ ðT n k k ðmÞ Þ, where k ðmÞ is made into a D-ring by taking e to be D-constant. To really make this work one would need to use a good theory of D-schemes. We proceed di¤erently however. Our approach is to assume that X is given to us as a D-closed subset of an algebraic variety X , and then to define Proof. Viewing the higher prolongations of X as embedded in its iterated prolongations, we have that X sþ1 L tðX s Þ for every s. As A m preserves inclusions we The D-tangent bundle T D X of a D-variety X was introduced by Kolchin. Explicit equations for this space can be found in [7] , section VIII.2. The following lemma shows that we recover the D-tangent spaces as the first D-arc spaces. Finally in this section, let us recall Kolchin's notions of D-type and typical Ddimension. This material is from [7] , section 0.3. If a is some finite tuple from k, and F is a D-subfield of k, then there is a polynomial K a=F ðyÞ such that for su‰ciently large natural numbers r, K a=F ðrÞ is the transcendence degree of F À ' r ðaÞ Á over F . (Note that if a is an m-tuple then ' r ðaÞ is a k-rational point of t r A m and hence is itself a finite tuple from k-so the transcendence degree of F À ' r ðaÞ Á over F makes sense.) It bears noting that the coe‰-cients of the Kolchin polynomial are merely rational numbers and not necessarily integers. However, the leading coe‰cient must be positive and ÈÀ degðPÞ; leading coe‰cientðPÞ Á j P a Kolchin polynomial É is well-ordered as a subset of N Â Q. The latter follows from the fact that the set of Kolchin polynomials is well-ordered under eventually domination (see [15] ).
The degree of K a=F is called the D-type of a over F and the leading coe‰cient of K a=F is called the typical D-dimension of a over F , which we write here as dim D ða=F Þ. Note that D-type zero corresponds to the D-subfield generated by a over F having finite transcendence degree over F . These two quantities are D-birational invariants of a over F , namely if b generates over F the same D-field as a, then a and b have the same D-type and typical D-dimension over F .
If X is an F -irreducible D-variety, then define the D-type and typical D-dimension of X to be those of a over F where a is a generic point of X over F . Likewise we define the Kolchin polynomial K X of X to be K a=F . Note that the transcendence degree of 
This fact is an old theorem of Kolchin [7] .
Dichotomy theorem
Here we complete the promised proof that if p is a non-locally modular regular type in a D-closed field, then p is nonorthogonal to a regular generic type of a definable subgroup of the additive group.
In what follows, we work inside a fixed universal D-closed field U. Both the statement of our main results as well as the methods depend heavily on the machinery of stability theory and its meaning in di¤erential fields. The reader is referred to [13] and [11] , but we recall some of the key notions.
We consider U as a structure in the language of rings together with q 1 ; . . . ; q n . The first order theory of U (namely DCF 0; n ) is o-stable, so stable, and has quantifier-elimination and elimination of imaginaries. Also U is a saturated model. Stability provides a notion of independence: a # A b (read as tpða=AbÞ does not fork over A) where a, b are tuples and A is a set. In our context the meaning is: the di¤erential fields generated by Aa and Ab are algebraically disjoint over the di¤erential field generated by A. A complete type pðxÞ A SðAÞ is stationary if it has a unique nonforking extension over any B containing A. In our context, any type over an algebraically closed di¤erential field is stationary. We say that stationary types p, q (over possibly di¤erent sets of parameters) are orthogonal, written p ? q if for any set C of parameters containing domðpÞ and domðqÞ, if a and b realize the nonforking extensions of p, q respectively, to C, then a # C b. The (stationary) type p is said to be regular if it is orthogonal to all its forking extensions. If pðxÞ A SðAÞ is a regular type, its set of realizations forms a pregeometry with respect to forking over A. So for a a tuple of realizations of p, dimðaÞ makes sense. The regular type pðxÞ A SðAÞ is said to be locally modular if (after possibly replacing pðxÞ by a nonforking extension p 0 ðxÞ A SðBÞ), the corresponding pregeometry is modular, meaning that for finite-dimensional closed sets of realizations of p,
If pðxÞ is the generic type of a definable field then p is non locally modular. The optimal result in our context ðDCF 0; n ) would be that any non locally modular regular type is nonorthogonal to the (regular) generic type of a definable field (which would have to be a field of constants, possibly the whole field). This is the case for types of D-type zero.
In addition to the afore-mentioned notions, we make use below of various other notions such as domination equivalence, p-weight, and semiregular types. Chapter 7 of [11] deals with this material.
If p ¼ tpða=AÞ, by mðpÞ we mean the D-type of a over the D-field generated by the set A (as defined at the end of the last section). Note that mðpÞ ¼ mðp 0 Þ for p 0 a nonforking extension of p. If X is an irreducible D-variety, mðX Þ denotes the D-type of X . So mðX Þ ¼ mðpÞ where p is the generic type of X . For a type p, locðpÞ denotes the Kolchin closure of the set of realization of p. We often use mða=AÞ or locða=AÞ to mean m À tpða=AÞ Á and loc À tpða=AÞ Á , respectively. Proof. As the dimension functions are additive in fibrations,
The lemma follows by computing the degree and leading coe‰cient of the sum of two polynomials. r
We begin by investigating some relations between D-type and regularity. We also consider a related, though distinct, minimality property for D-varieties. Proof. Our hypothesis implies already that r is stationary as if r were not stationary, then X would have more than one component of D-type mðX Þ.
Let a realize a forking extension (to some algebraically closed D-field k) of r and b realize the nonforking extension of r to k. As locðab=kÞ maps dominantly to X via the projection to the second coordinate, we see that mðab=kÞ f mðX Þ. However, if a # 6 k b, then we would have mðb=k; aÞ < mðX Þ and mða=kÞ < mðX Þ so that mðab=kÞ < mðX Þ. r
In the next lemma, we simply observe that the analysis behind the decomposition (up to domination equivalence) of a type as a product of regular types may be accomplished in such a way that the resulting regular types have D-type no more than that of the original type.
Lemma 3.6. Let q be any stationary type. Then there is a finite sequence of regular types r 1 ; . . . ; r l such that mðr i Þ e mðqÞ for all i and q is domination equivalent to r 1 n Á Á Á n r l .
Proof. It is enough to show that any regular type r which is nonorthogonal to q is nonorthogonal to some regular r 0 with mðr 0 Þ e mðqÞ. Suppose r is such. So (after passing to nonforking extensions over some k) there are realizations a of q and b of r such that a # 6 k b. Let c be the canonical base of tpða=k; bÞ. Then c B aclðkÞ and c A aclðk; bÞ. Thus r 0 ¼ tpðc=kÞ is regular (as regularity is preserved by algebraicity) and nonorthogonal to r (as c # 6 k b). On the other hand c is contained in the definable closure of k together with a finite sequence of realizations of q. Hence by Lemma 3.1, mðr 0 Þ e mðqÞ. r Corollary 3.7. If p is a D-type minimal regular type, then for any (not necessarily regular) stationary type r, r 6 ? p ) mðrÞ f mðpÞ.
Proof. Suppose for a contradiction that mðrÞ < mðpÞ. Using Lemma 3.6 find regular types r 1 ; . . . ; r l with mðr i Þ e mðrÞ < mðpÞ for i e l and r vw r 1 n Á Á Á n r l . As p 6 ? r, p 6 ? r i for some i; but this contradicts the D-type minimality of p. r Definition 3.8. A D-vector group is a group H definable in which is definably isomorphic to a subgroup of some Cartesian power of the additive group.
We note that the class of D-vector groups is closed under taking definable subgroups and quotients. We also note that because every D-vector group is a vector space over the field of D-constants, every D-vector group is divisible and therefore connected. As an algebraic subgroup of t r ðG g a Þ, the defining ideal of G r :¼ ' r G is generated by (homogeneous) linear polynomials, and hence its tangent space at the origin is given by the same polynomials. That is, each f r restricts to an isomorphism from G r to T 0 ðG r Þ. Recall that under the natural identifications Proof. Let X L G be a D-type minimal D-subvariety of G with mðX Þ ¼ mðGÞ. After translating X we may assume that 0 A X is smooth. By Corollary 2.12 (which in this case is a theorem of Kolchin [7] ), mðT We now analyze the relation between arc spaces and non local modularity. First we point out that the arcs give us information about canonical bases. Proof. Suppose p is not locally modular. We will make use of Corollary 5.2 from [11] , Chapter 8. This says that, working over some algebraically closed set of parameters containing k, we can find a A p eq and c A p eq with w p ðc=aÞ ¼ 1, w p ða=cÞ ¼ 1, w p ðaÞ ¼ 2, c ¼ Cbða=cÞ, and such that r :¼ tpðc=aÞ is p-semiregular.
Note first that mðaÞ ¼ m. This is because a is in the definable closure of some finite tuple of realizations of p, and thus by Lemma 3.1, mðaÞ e m. But tpðaÞ is nonorthogonal to p (as w p ðaÞ ¼ 2), hence by the choice of p, mðaÞ ¼ m. Now let X ¼ locðaÞ, and let G ¼ T D a X . By Corollary 2.12, mðGÞ ¼ m. We aim to show that r is nonorthogonal to a type realized in G.
Claim I. r is nonorthogonal to tpðe=AÞ for some set A containing a and some e A A D s X a for some s f 0.
Proof of Claim I. By Lemma 3.11 there are some integer s f 0 and elements e 1 ; . . . ; e l of A D s X a so that c A dclða; e 1 ; . . . ; e l Þ. Since c B aclðaÞ, there is i e l such that c # a ðe 1 ; . . . ; e iÀ1 Þ, but c # 6 ða; e 1 ;...; e iÀ1 Þ e i . Put A ¼ fa; e 1 ; . . . ; e iÀ1 g and e ¼ e i , to yield the claim.
Claim II. r is nonorthogonal to tpðb=BÞ for some B M A and b A T D a X ¼ G.
Proof of Claim II. Let b 1 ; . . . ; b t ¼ e be given by Lemma 3.12 applied to the e A A m X a in Claim I. So for some j, r is nonorthogonal to tpðb j =A W fb 1 ; . . . ; b jÀ1 gÞ. By Lemma 3.12, b j is a member of an fa; b jÀ1 g-definable set which is in definable bijection with G. Hence clearly r is nonorthogonal to a type realized in G, yielding Claim II.
As w p ðc=aÞ ¼ 1 and r is p-semiregular, we actually have that r is regular and nonorthogonal to p. So p is nonorthogonal to a type q realized in G. As mðpÞ ¼ mðGÞ ¼ m, and p is D-type minimal, this type q must also be of D-type m. As we know G to be a D-vector group, the proof of the lemma is complete. r Lemma 3.14. Let p be a D-type minimal regular type. Suppose that there are a Dvector group G and a type q such that p 6 ? q, qðxÞ ' x A G, and mðqÞ ¼ mðGÞ ¼ mðpÞ. Then there is a D-vector group whose generic type is regular and nonorthogonal to p.
Proof. We work by induction on ordðGÞ :¼ hmðGÞ; dim D ðGÞ; UðGÞi.
Claim. We may assume that if H < G is a proper definable subgroup of G, then mðHÞ < mðGÞ.
Proof of Claim. Suppose that H < G and mðHÞ ¼ mðGÞ. Let p : G ! G=H be the natural quotient map.
Let us first note that ordðG=HÞ < ordðGÞ: Assume G, H defined over j. Let g be generic in G over j. Then g=H is generic of G=H over j. By elimination of imaginaries we may assume g=H is a finite tuple from our universal domain, hence mðg=HÞ and dim D ðg=HÞ-which note are birational invariants-make sense. Note also that mðgÞ ¼ mðg; g=HÞ and likewise for dim D . Finally, dim D À g=ðg=HÞ Á ¼ dim D ðHÞ 3 0 (as H 3 0). Hence, if mðgÞ ¼ mðg=HÞ then by Lemma 3.1(ii), dim D ðg=HÞ < dim D ðgÞ, showing that ordðG=HÞ < ordðGÞ.
Also ordðHÞ < ordðGÞ since dim D ðHÞ e dim D ðGÞ and UðHÞ < UðGÞ.
Replacing q with a nonforking extension, we may assume that H is definable over domðqÞ. Write q ¼ tpða=AÞ. Set q :¼ tp À pðaÞ=A Á and q 0 :¼ tp À a=A; pðaÞ Á . Let b A a þ H be independent from a over fA; pðaÞg. Set q 00 :¼ tpða À b=A; bÞ. Note that q 00 is a translation of the nonforking extension of q 0 to A W fbg. Using transitivity, one sees that either p 6 ? q or p 6 ? q 00 . In either case, we conclude by induction. That is, if p 6 ? q then by Corollary 3.7, mðqÞ f mðpÞ. As qðxÞ ' x A G=H we have mðqÞ e mðG=HÞ e mðGÞ ¼ mðpÞ. Thus, mðqÞ ¼ mðpÞ so that the hypotheses of this lemma apply with q in place of q and G=H in place of G. Likewise, in the case of p 6 ? q 00 we may replace q with q 00 and G with H. 4
Let r be the generic type of G. By Corollary 3.10 and the above reduction, r is regular. It remains to show that p 6 ? r. Taking nonforking extensions we may assume that p 6 ? a q.
