The Transitional Markov Chain Monte Carlo (TMCMC) method is a widely used method for Bayesian updating and Bayesian model class selection. The method is based on successively sampling from a sequence of distributions that gradually approach the posterior target distribution. The samples of the intermediate distributions are used to obtain an estimate of the evidence, which is needed in the context of Bayesian model class selection. We discuss the properties of the TMCMC method and propose the following three modifications to the TMCMC method: (1) The sample weights should be adjusted after each MCMC step. (2) A burn-in period in the MCMC sampling step can improve the posterior approximation.
Introduction
Bayesian analysis provides a consistent framework to reduce uncertainties in existing models through new information. The uncertainties in the model are expressed by means of input parameters that are treated as random. New information from observations or measurements is then used to update our prior belief about the parameters of the model to a posterior belief. If the posterior model cannot be derived analytically, samples from the posterior have to be generated numerically.
Sampling from the posterior distribution is not a straightforward task because the posterior is typically only know pointwise in terms of the outcome of a numerical model. Usually, sampling from the posterior is performed through methods that are based on Markov Chain Monte Carlo (MCMC) sampling [12, 11] . Application of MCMC approaches requires awareness of the following issues: First, all methods that employ MCMC sampling produce dependent samples. Thus, the efficiency of statistical estimators is reduced, compared to crude Monte Carlo methods that produce independent samples. Second, a Markov chain needs to be initialized with a seed. If this seed is not already a sample from the posterior distribution, the chain needs a certain number of steps until the produced samples approximately follow the posterior distribution. The initial phase until the Markov chain produces samples from the posterior is called burn-in period. In practice, the length of the burnin period is difficult to assess. Third, many MCMC techniques become inefficient when the number of uncertain parameters in the Bayesian analysis becomes large, because it is difficult to set-up a transition density that works well in high dimensions.
The Transitional Markov Chain Monte Carlo (TMCMC) method, proposed by Ching and Chen (2007) , belongs to the class of sequential particle filter methods [9] and is based on MCMC sampling. The method tries to overcome the aforementioned issues of MCMC by gradually pushing the samples from the prior to the posterior distribution. The method has become popular in both research and practice: recent contributions include [25] , [15] , [17] , [13] , [2] . In addition to the posterior samples generated by TMCMC, the method returns an estimate of the evidence of the Bayesian model class, which is needed for Bayesian model class selection and Bayesian model averaging [16, 24] .
In this contribution, we discuss properties of the TMCMC method, and on this basis we identify possible improvements. In particular, we observe that the TMCMC method tends to produce estimates of the evidence that contain a considerable bias. Three potential modifications to the TMCMC method are proposed: (1) Adjusting the sample weights after each MCMC step tends to improve the performance of the method and reduces the bias in the estimated evidence. (2) A burn-in period in the MCMC sampling step can improve the posterior approximation. ( 3) The scale of the proposal distribution can be adjusted adaptively such that the MCMC algorithm maintains a specified near-optimal acceptance rate.
The outline of the paper is as follows: First, we introduce Bayesian model updating in general and the TMCMC method in particular. Thereafter, we make a number of observations on the performance of the TMCMC method and propose modifications to improve it. Finally, the effects of the proposed modifications are showcased through a comparison with the original TMCMC method by means of three numerical examples.
Bayesian model updating
In Bayesian inference, the learning process is formalized through Bayes' theorem:
where θ is the vector of M model parameters that are considered uncertain in the analysis, and d denotes the new information that becomes available in form of measurements or observations. The probability density function (PDF) p(θ) represents our prior belief about the distribution of θ, the likelihood L(θ|d) expresses the plausibility of observing d given a certain θ, p(θ|d) is the resulting posterior distribution, and c E is a scaling constant defined as:
The constant c E is a measure for the plausibility of the investigated model class. In the Bayesian community c E is usually referred to as the evidence of the model class [4] . In case of multiple model classes, the evidence allows evaluating the posterior plausibilities of the individual model classes. The plausibilities are required for Bayesian model class selection and Bayesian model averaging [16, 24] . Therefore, it is advantageous if an estimate of c E is obtained as a by-product of the method that performs the Bayesian inference.
TMCMC method
The principle behind TMCMC The TMCMC method [8] belongs to the class of sequential particle filter methods [9] . The method starts with independent samples from the prior distribution. In subsequent steps, the sampling distribution is gradually transformed such that it approaches the posterior distribution. For this purpose, (Eq. 1) is modified to:
where j = 0, . . . , m denotes the level, and the q j ∈ [0, 1] are chosen such that q 0 = 0 < q 1 < · · · < q m = 1. Consequently, for j = 0, p 0 (θ) is equal to the prior distribution p(θ); and for j = m, p m (x) matches the posterior distribution p(θ|d). The principle behind the TMCMC method is to gradually push the samples from the prior distribution to the posterior distribution. The speed of this gradual transition is controlled by the coefficients q j . Ching and Chen (2007) proposed to select q j+1 based on q j such that the coefficient of variation of L(θ|d) q j+1 −q j approximately equals v t , where v t = 100% was suggested. The value of q j+1 can then be determined based on the samples of the previous level as:
where CV j (q) with q ∈ (q j , 1] is the sample coefficient of vari-
, N s is the number of samples generated at each level, θ ( j,k) denotes the kth sample at level j, and L(θ ( j,k) |d) is the likelihood value that is associated with θ ( j,k) .
The evidence of the stochastic model class c E (Eq. 2) can be rewritten as follows:
where E p j−1 (θ) [·] denotes the expectation with respect to distribution p j−1 , which can be estimated based on the generated samples:
The original TMCMC method proposed by Ching and Chen (2007) The TMCMC algorithm can be summarized as follows: For the initial j = 0, all N s samples θ (0,1) , . . . , θ (0,N s ) are drawn from the prior distribution, and j is set to one thereafter. For all j > 0, Ching and Chen (2007) propose the following scheme:
1. Find q j through solving (Eq. 4). If q j > 1, then set q j = 1. 2. For all samples k = 1, . . . , N s compute a weighting coefficient w ( j,k) :
3. Compute the mean of the weighting coefficients:
4. Compute the covariance matrix of the Gaussian proposal distribution:
The coefficient β scales the proposal distribution. Ching and Chen (2007) suggest to set β = 0.2. 5. For each l in {1, . . . , N s } set: θ c ( j,l) = θ ( j−1,l) . Thereafter, for k = 1, . . . , N s do:
• Select index l from the set {1, . . . , N s } at random, where each l is assigned probability
.
• Propose a new sample: draw θ c from a Normal distribution that is centered at θ c ( j,l) and has covariance matrix Σ j .
• Generate a sample r from a uniform distribution on [0, 1].
• Set θ ( j,k) = θ c ( j,l) . 6. If q j = 1 then stop the iteration, otherwise set j = j + 1 and continue with 1.
An estimate for the evidence of the assumed model class that is based on (Eq. 7) is:ĉ
with S j defined according to (Eq. 10).
Observation 1: sample weights
At each level j in the TMCMC method, samples {θ ( j,1) , . . . , θ ( j,N s ) } are generated that (approximately) follow distribution p j based on samples {θ ( j−1,1) , . . . , θ ( j−1,N s ) } that follow distribution p j−1 . To each sample a weight is attached according to (Eq. 9). Instead of performing only a simple resampling step based on the weights, the weighted sampling is combined with a MCMC step: In an iterative process, one randomly picks a sample according to its weight, uses the selected sample as seed to perform a MCMC step with stationary distribution p j , and replaces the randomly picked sample with the sample that the MCMC step produced. The principle is that the samples that the MCMC step produced already follow (asymptotically) the target distribution p j , because the seeds of the MCMC step are picked according to their importance weights.
If the proposed sample is accepted, the chain moves on. Therefore, the absolute weight of the current chain should change. This is not taken into account by the original TMCMC method. Asymptotically, the samples of the individual Markov chains that initially follow distribution p j−1 approach the target distribution p j , and the weights of all chains should asymptotically equalize. However, in practice the intermediate distributions of the transition are difficult to obtain. Therefore, the original TMCMC method assumes that for the finite number of samples that are drawn from a single chain, no transition takes place. Consequently, the absolute weight of a Markov chain can be updated after each accepted sample by means of (Eq. 9). To consider the transition to the target distribution when updating the weights remains an area of future research.
Proposed modification (1):. In the original TMCMC method, the weights w ( j,k) attached to each Markov chain are computed at the beginning of each TMCMC level (see (Eq. 9)) and then kept constant. We propose to adapt the weight of a Markov chain each time the chain moves on. In order to do so, step (5) in the TMCMC algorithm given above needs to be modified as follows:
5. For each l in {1, . . . , N s } set: θ c ( j,l) = θ ( j−1,l) . Thereafter, for k = 1, . . . , N s do:
Note that S j and Σ j are computed only once at the beginning of each level. As we will demonstrate by means of numerical examples, this modification considerably reduces the average bias in the estimate of the evidence. The statistics of the posterior samples is improved marginally by the modification.
Observation 2: burn-in
In the TMCMC method one uses samples from distribution p j−1 to generate samples that asymptotically follow distribution p j . The sampling is based on MCMC, where weighted samples of distribution p j−1 are taken as seeds. The weighted samples follow distribution p j only asymptotically. Therefore, the MCMC sampling performed in the TMCMC method does not possess the property of perfect sampling [7] , where perfect sampling implies that the initial distribution of the seeds equals the stationary distribution of the Markov chains [19] .
For practical applications, this is usually not an issue, as we will demonstrate in numerical examples. Consequently, the TMCMC method does not usually require a burn-in period. However, one should be cautious if TMCMC is used with only a small number of samples per level: In this case a burn-in period might actually be required for the Markov chains to converge.
Proposed modification (2):. It is straight-forward to introduce a burn-in period of length N b to the MCMC sampling of each TMCMC level. Again, only step (5) in the TMCMC algorithm has to be modified:
However, our numerical investigations demonstrate that N b can usually be set to zero.
Observation 3: scaling of the proposal
The optimal value of the constant β that is used to scale the proposal distribution depends considerably on the problem at hand. On the one hand, a β that is selected too small leads to a proposal distribution that accepts many samples; however, subsequent samples in a Markov chain are close to each other. Thus, the correlation in the chain is large and the produced samples will not properly propagate into the relevant domain for reasonable N s . On the other hand, a β that is selected too large leads to many rejected samples and, thus, also results in a large chain correlation. The larger the correlation in a Markov chain, the less efficient is the sampling procedure, because the effective number of independent samples in the chain is reduced and, thus, the variance of applied estimators is bound to increase.
Setting β = 0.2 as proposed in Ching and Chen (2007) works well for some problems, but is, in our experience, far from optimal for other problems.
Proposed modification (3):. In the original TMCMC algorithm, the proposal distribution is set-up in the space spanned by θ: The proposal is a multivariate Normal distribution that is centered at the current state of the Markov chain and whose variance is defined according to (Eq. 11).
Without loss of generality, we propose to represent the joint prior PDF of the uncertain parameter vector θ in terms of an underlying vector u ∈ R M of independent standard Normal random variables. If the components of θ are a-priori independent, then the transformation u i → θ i of the ith component of the uncertain parameter vector is given as:
denotes the inverse CDF of the prior distribution of the ith component of θ, and Φ(·) denotes the CDF of the standard Normal distribution. If the components of θ are dependent, the marginal transformation based on the Nataf model [10] or the Rosenblatt transformation [14] can be used.
The updating problem is then solved in terms of u. Performing the Bayesian inference in an underlying standard Normal space has numerical advantages: (1) The uncertainty in u i is normalized, whereas the uncertainty in θ i is usually not. (2) The support of θ may be bounded, whereas the support of u is not bounded.
Based on this, the proposal is then set-up in the space spanned by u: it is a multivariate Normal distribution that is centered at the current state of the Markov chain and whose covariance matrix is defined as the sample covariance in terms of u (and not in terms of θ). We propose to select the initial scaling factor β of the thus obtained proposal distribution as: [11, 1] . Additionally, the performance of the MCMC algorithm can be enhanced, by adjusting the scaling factor β adaptively during the simulation. Often the scaling factor β is tuned such that the average acceptance probability of the MCMC algorithm approaches a specified target acceptance-rate t acr [1, 18] . We suggest to adaptively modify β such that the monitored average acceptance-rate approaches the following target acceptancerate t acr = 0.21/M + 0.23, i.e., t acr = 0.44 for M = 1, t acr = 0.27 for M = 5 and t acr = 0.23 for large M. This rule is based on the findings published in [20, 21] .
The algorithm to adaptively update β is as follows: At the initial sampling level set β (old) = 2.4/ √ M; in all other levels use the last value of β (old) from the previous sampling level. At the beginning of each sampling level, set N adapt = 1. Perform N a MCMC steps. Thereafter, evaluate the coefficient c a = (p acr − t acr ) / N adapt , where p acr is the mean acceptance-rate of the last N a MCMC steps (i.e., the number of accepted samples divided by N a ), and t acr denotes the target acceptance-rate. Modify β based on the value of c a : set β (new) = β (old) · exp(c a ). Increase the value of N adapt by one, set β (old) = β (new) , perform another N a MCMC steps and evaluate c a again. Repeat this until the required number of samples is generated. We suggest to set N a = 100.
Note: In principle, the algorithm to choose the scaling factor β adaptively works also if the problem is solved directly in the space spanned by θ. However, for the following reasons, we expect a reduced efficiency in this case: On the one hand, working in the underlying u-space facilitates the choice of an initial scaling factor that leads to a robust behavior of the algorithm for a large variety of problems. Moreover, if the support of θ is bounded and a Normal proposal distribution is used, some proposed samples have to be rejected simply because the proposed sample is not within the support of θ. On the other hand, solving the updating problem in terms of u adds an additional layer of complexity.
Numerical Investigations
In the following we compare the proposed modifications of the TMCMC method with the original TMCMC method. We term the method that takes the first two proposed modifications into account weight-adjusted TMCMC (wTMCMC), and the method that takes the first and the third proposed modification into account improved TMCMC (iTMCMC). The burn-in length N b is set to zero in iTMCMC.
The comparison is performed by means of three example problems for Bayesian updating: a dynamic system with two degrees of freedom, an analytical example with a bimodal likelihood function, and an example where the likelihood is expressed in terms of the sum of Normal random variables. Within a single updating run we generate 10 3 posterior samples, i.e. N s = 10 3 . By repeatedly solving the updating problem several times, we evaluate the mean and standard deviation of the estimated evidence (denoted a c E and s c E ), and the posterior mean and standard deviation of estimate g (denoted a g and s g ), where g is defined as:
The scalar quantity g(θ) acts as a placeholder for the quantity of interest in a particular example; its meaning will be specified for each example separately. The estimated posterior mean and standard deviation of quantity g is denoted a g and s g , respectively. If the generated posterior samples were independent, one could write Var g = s 2 g = 1 N s · σ 2 g , where σ g is the true posterior standard deviation of scalar quantity g(θ). However, the posterior samples are dependent, since they are generated by means of MCMC sampling. More specifically, the samples exhibit a positive dependence structure, which means Var g =
g . An effective number of independent samples N eff can be introduced such that s 2 g = 1 N eff · σ 2 g ; i.e., on average, we could obtain the same Var g (that we estimated using the N s dependent posterior samples) if we have N eff truly independent posterior samples at hand, with N eff = σ 2 g /s 2 g and N eff ≤ N s . The total number of model calls required to generate N s posterior samples is denoted as N M , where N M = (m + 1) · N s + m · N b , with m being the number of intermediate levels, and N b is the length of the burn-in period.
In order to investigate the bias in the estimate of the evidence, we compute
where a c E is the average of the evidence estimated by TMCMC, and c E denotes the true evidence of the problem at hand. The overall quality of the estimate of the evidence is assessed by means of:
where s c E is the standard deviation of the estimated evidence. The measure κ c E considers the variability in the estimated evidence additional to the bias. κ c E can only be zero if the estimated evidence is always the true evidence. The bias in the estimated posterior mean and standard deviation is defined as bias a g = a g /E[g] − 1 and bias s g = s g / Var[g] − 1, respectively.
Example problem 1: 2DOF dynamic problem
As a first example problem, we investigate the 2DOF system presented in the original TMCMC paper [8, Example 1, Case I]: The response of the two-story linear structure shown in Fig. 1 to a narrow banded ground acceleration is investigated. The ground acceleration and the acceleration of the roof are measured every 0.02 seconds for a period of one second. We assume that perfect measurements of the ground acceleration are available, however, the measurements of the roof acceleration are contaminated with white Gaussian noise. The variance of the noise σ 2 noise , the stiffness parameters k 1 , k 2 , and the damping ratio ξ of the two modes (we assume that the two modes have the same damping ratio) are assumed uncertain, i.e., θ = [σ 2 noise , k 1 , k 2 , ξ]. The aim of the analysis is to update the belief about the uncertain parameters conditioned on the measurements. The prior distribution is: k 1 , k 2 are uniformly distributed on the interval [0, 3000], ξ is uniform on [0.01, 0.05], and σ 2 noise is equally likely between [0, 1]. The true parameter values used to generate the measured roof acceleration are: k 1 = k 2 = 1000, ξ = 0.03, σ 2 noise = 0.2. The masses are assumed known: m 1 = m 2 = 1. For this example problem, we focus on the posterior statistics of k 1 , i.e. g(θ) = k 1 .
A reference solution for the problem at hand was obtained by means of rejection sampling [22, 11, 5, 23] . In order to obtain a fairly accurate reference solution, we repeat the procedure of generating 1000 (truly independent) posterior samples more than 7·10 4 times (after that the statistical uncertainty in the estimates is negligible for our purpose). The so-obtained reference values are: the evidence is c E,ref ≈ 2.817 · 10 −16 , the posterior mean of k 1 is µ k 1 ,ref ≈ 1367, the posterior standard deviation of
Example problem 2: bimodal likelihood
As second example problem, we investigate case VII of the second example discussed in [8] : It is a problem with six random variables, where the prior PDF of each random variable is uniform over the interval [−2, 2]. The likelihood is a mixture of two multivariate Gaussian distributions centered at [0.5, . . . , 0.5] and [−0.5, . . . , −0.5] with a diagonal covariance matrix and standard deviation 0.1; i.e., the likelihood function of this problem is bimodal. Due to the small standard deviation, the two modes are effectively disconnected [8] . θ 1 , . . . , θ 6 denote the six stochastic variables of the problem. In this example problem we focus on the posterior statistics of θ max = max(θ 1 , . . . , θ 6 ), i.e., g(θ) = θ max .
The probability that a sample from the likelihood is outside of the bounds of the prior distribution is approximately 2.2 · 10 −50 . As such an event is negligible, the problem at hand can be solved analytically: c E = 1 4 6 = 2.44 · 10 −4 , the posterior mean of θ max is µ θ max = 0.127 and the posterior standard deviation of θ max is σ θ max = 0.504. The posterior mean and standard deviation of the parameters θ i are 0.0 and 0.510. 
Example problem 3: sum of Normal random variables

Study 1: Optimal spread of the proposal
In the original TMCMC method, the spread of the proposal distribution is fixed to β = 0.2. Depending on the problem at hand, this spread can be far from optimal. For this reason, we define an optimal spread β opt of the proposal distribution as the β for which the effective number of independent samples N eff becomes maximal. Thereby, the spread is kept constant in all TMCMC levels. An expensive parameter study is performed to determine the optimal spread β opt associated with each of the example problems. The optimal spread is approximately 0.3 in Example problem 1, 0.4 in Example problem 2, and 1.3 − 0.18 · ln (M) in Example problem 3 for M ∈ {6, . . . , 100}. Note that β opt is with respect to a proposal distribution formulated in the underlying standard Normal space (see proposed modification (3)), whereas the proposal distribution of the original TMCMC method is expressed in the space spanned by the parameter vector θ, hence they are not directly comparable (except in case of Example problem 3).
The performances of the original TMCMC method and the TMCMC variant with the optimal spread β opt are listed in the first two columns of Table 1 . For each example problem, the quantities bias c E , κ c E , N eff , bias a g and bias s g are listed for 10 3 generated posterior samples and 10 3 samples per level. Remember that the optimal spread β opt was selected such that N eff is maximized. Consequently, TMCMC(β opt ) clearly outperforms the original TMCMC method with respect to N eff . TMCMC(β opt ) performs also better than the original TMCMC method in terms of κ c E . For the average bias of the estimated evidence bias c E , the original TMCMC(β opt ) method gives a smaller bias. The bias in the estimated posterior mean and standard deviation is very small for both methods and the first two example problems. For the third example problem and different M, the bias in the estimated posterior mean and standard deviation is considerable in both methods. The performance in terms of this example will be investigated in more detail in study 4.
Note that for real problems an optimal spread β opt cannot be determined, since the involved computational burden is much larger than potential advantages.
Study 2: comparison of TMCMC and wTMCMC
In this study, the TMCMC variant that modifies the sample weights (wTMCMC) is compared to the variant that does not change the weights during the MCMC sampling. We fix the spread of the proposal distribution to β opt , defined in the previous study. Note that β opt is determined for TMCMC (i) without a burn-in phase, (ii) for fixed sample weights, and (iii) with a proposal distribution formulated in the underlying standard Normal space.
The comparison of wTMCMC and TMCMC(β opt ) is done for different N s (the number of posterior samples generated) and N b (the length of the burn-in period). The number of samples in the intermediate TMCMC-levels is set equal to N s . In this and all following studies, the results are averaged over 10 4 runs of the updating problem. This number is chosen because it is still computationally feasible and reduces the noise in the presented plots to a tolerable level. In the plots presented as part of this study, the total number N M of model calls needed to solve the updating problem for given N s and N b is indicated. We discuss the performance of both methods with respect to a fixed number of model calls N M : first we look at the quality of the evidence, and thereafter we assess the quality of the posterior samples. Fig. 2 illustrates the average bias in the estimated evidence, defined according to (Eq. 15). The proposed changes (wTM-CMC) reduce the average bias in the estimated evidence considerably for all investigated example problems. For wTMCMC, the bias is mainly controlled by the generated number of posterior samples N s , and only slightly by the length of the burn-in period N b . For both wTMCMC and TMCMC(β opt ), the smallest bias for a given total number of model calls N M is obtained using no burn-in, i.e., setting N b = 0. In Example problem 2, TMCMC(β opt ) method gives zero bias for N s ≈ 100 and N b = 0. However, this is only conditional, because the evidence is estimated too large for N s < 100 and too small for N s > 100. Looking at the results of the third example problem for M = 6 and M = 100 indicates that the bias increases with the dimension of the problem. The average variability of the estimated evidence, see (Eq. 16), is presented in Fig. 3 . This measure assesses the overall quality of the estimated evidence, as κ c E becomes zero only if both the average bias and the variability of the estimated evidence become zero. κ c E depends on both N s and N b for the investigated examples. In this case, a burn-in period can marginally improve κ c E (for a fixed number of total model calls N M ) -in particular for Example problem 3 and M = 6. However, in practice it is not clear which burn-in period is best for the problem at hand: Therefore, a zero burn-in period can be considered a near-optimal solution. Again, wTMCMC performs better than TMCMC(β opt ) for the investigated examples. The third example problem demonstrates that an increase of the dimension M leads to larger κ c E , for both TMCMC(β opt ) and wTMCMC.
A study assessing the quality of the estimated posterior mean and standard deviation was performed. The corresponding plots, however, are not shown because they add little to this contribution: With the exception of Example problem 3 and M = 100, we observe the average bias in the estimated mean and standard deviation of the posterior samples to be small for both methods. (as Table 1 already indicates). For reasonable sample sizes (i.e. N s > 200), the bias of both quantities was observed to be smaller than 5%, where wTMCMC performed slightly better than TMCMC(β opt ). A notable exception is Example problem 3 with M = 100: In this case a significant bias is observed for both TMCMC(β opt ) and wTMCMC. The performance of TMCMC for increasing M in Example problem 3 is investigated separately in study 4. Fig. 4 depicts the average effective number of independent posterior samples N eff . For the same N s and N b , wTMCMC produces a larger effective number of independent samples than TMCMC(β opt ). In terms of N eff , a zero burn-in period is no longer optimal for all example problems (if the number of total model calls N M is fixed): For the first example problem and the third example problem with M = 100, a zero burn-in period is optimal. For the second example problem and the third example problem with M = 6, a burn-in period that is approximately as long as N s produces the largest N eff for a fixed number of total model calls N M .
To summarize the findings of this study: wTMCMC is observed to outperform TMCMC(β opt ), and shows a more consistent convergence behavior in terms of N s and N b than TMCMC(β opt ). A zero burn-in period is found to be optimal for bias c E and near-optimal for κ c E , with respect to a fixed number of total model calls N M . However, a zero burn-in period is not optimal in all cases with respect to N eff . As there is no efficient technique to detect an optimal or near-optimal burn-in length for real problems, using a zero burn-in period is considered justifiable.
Study 3: Performance of iTMCMC
The performance of iTMCMC is compared to the original TMCMC method and to TMCMC(β opt ). The results are listed in Table 1 . Looking at the bias of the estimated evidence bias c E , iTMCMC outperforms TMCMC(β opt ); iTMCMC performs better than the original TMCMC method except for Example prob-lem 2. For Example problem 3 with M = 100 all three methods perform similarly bad. Regarding the performance of the investigated methods with respect to κ c E , a clear tendency cannot be seen. The performance regarding the effective number of independent samples clearly depends on the problem at hand. For Example problem 1, iTMCMC is the least efficient among the three investigated TMCMC variants; whereas for Example problem 3 with M = 6, iTMCMC clearly excels. With respect to the bias in the estimated posterior mean and standard deviation, iTMCMC and TMCMC(β opt ) perform similarly, and for Example problem 3 both methods perform better than the original TMCMC method.
In summary: Compared to the original TMCMC method, iTMCMC produces evidence estimates that have on average a smaller bias. By comparing κ c E with bias c E , we conclude that variability of the evidence estimator increased, while its bias decreased. On average, iTMCMC tends to generate a larger effective number of independent posterior samples and posterior samples with a smaller bias in the mean and standard deviation than the original TMCMC variant. The variant with the optimal spread, TMCMC(β opt ), is not an option for practical application, because an optimal spread cannot be found with reasonable computational effort.
Study 4: performance in high dimensions
The performance of iTMCMC and the original TMCMC method for an increasing number of uncertain variables M is investigated by means of Example problem 3. The results are depicted in Fig. 5 : the average bias in the evidence bias c E , the effective number of independent samples N eff , the bias in the estimate of the posterior mean bias a g and standard deviation bias s g is shown in sub-plots (a), (b), (c) and (d), respectively. In a nutshell, the performance of the two methods in terms of the monitored quantities decreases considerably with increasing number of uncertain variables M of the problem. For the investigated Example problem 3, the analytical solution of the inference problem does not depend on the dimension M. Therefore, the loss of efficiency with increasing dimension is attributed to the nature of the TMCMC methods. Consequently, care should be taken if a TMCMC method is applied to problems with a large number of uncertain variables. For the example problem at hand, iTMCMC outperforms the original TMCMC method in terms of the bias in the mean and standard deviation and in terms of the effective number of samples. With respect to the bias in the evidence, no clear difference can be observed; for small M iTMCMC is better, and for larger M the original variant is slightly better.
The loss of efficiency in high dimensions has to be attributed mainly to the particular proposal distribution used in TMCMC: it is a multivariate Gaussian distribution with covariance matrix based on the estimated sample covariance. For the multivariate Gaussian proposal distribution, the acceptance/rejection ratio of the Metropolis-Hastings algorithm approaches zero [3] as the dimensionality of the problem increases, rendering the MCMC sampling inefficient. Hybrid proposal distributions can improve the performance of TMCMC in high dimensions, see e.g. [6, 2] . 
Summary and Conclusion
The paper proposes three modifications to the algorithm of the original TMCMC method: (1) the TMCMC weights should be adjusted after each MCMC step, (2) a burn-in period may be included for some problems, as the MCMC sampling in TM-CMC is only asymptotically perfect, (3) the scaling of the proposal distribution can be adjusted adaptively such that a specified target acceptance rate is maintained in the MCMC sampling procedure.
We demonstrated by means of three example problems that: (1) The first proposed modification leads to a better and more consistent convergence behavior (study 2). Especially for Bayesian model class selection, the bias of the estimate of the model evidence is reduced by adjusting the TMCMC weights.
(2) In most cases, using additional samples is more effective than using a burn-in phase (study 2); especially as a optimal burn-in length depends on the problem at hand and is difficult to find. (3) For the third proposed modification, adjusting the spread of the proposal distribution adaptively simplifies the practical application of the method; on average the performance of the method was observed to increase compared to the original TMCMC method (study 3). (4) TMCMC works well for problems with few uncertain parameters. However, if the number of uncertain parameters is large, the results can be considerably biased and N eff is very small (study 4).
