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Al inicio de esta tesis, no imaginaba que tuviera que dedicar tanto esfuerzo y empeño en 
su realización, no obstante, ahora que por fin he finalizado, siento una gran satisfacción 
y espero sinceramente que pueda servir para mejorar un poco la sociedad en la que 
vivimos, y más concretamente por el ámbito de investigación, la formación y la práctica 
de nuestros profesionales médicos, que sin duda resulta de vital importancia para todos. 
En primer lugar, me gustaría agradecer a mi esposa la paciencia infinita que ha tenido 
para poder entender mis ausencias como consecuencia de mis estudios y dedicación a esta 
tesis. Espero poder compensar el tiempo que durante estos años no he podido dedicarle a 
ella y a mis hijos. Por tanto, este agradecimiento es sin duda también para ellos. 
Por supuesto a mis padres y a mis hermanos, con los que me hubiera gustado poder pasar 
más momentos juntos durante este periodo. Un agradecimiento especial a mis padres, 
cuya educación y cariño me llevado a ser la persona que soy. 
La implementación de estos sistemas ha supuesto un trabajo muy importante, así como 
las tareas llevadas a cabo para la evaluación de estos. En ambos casos, no se podría haber 
llevado a cabo sin la colaboración de diferentes miembros de la empresa Arsoft, así como 
del Grupo de Investigación Visual Med Systems liderado por el profesor Dr. Juan Antonio 
Juanes Méndez, que ha puesto todos los medios que tiene a su disposición para facilitar 
la colaboración con diferentes profesionales médicos, muy necesaria para esta 
investigación y concretamente para la implementación de los proyectos. 
Igualmente importante ha sido el apoyo de los diferentes miembros de todo el programa 
de doctorado Formación en la Sociedad del Conocimiento de la Universidad de 
Salamanca, destacando la colaboración del Dr. Francisco José García-Peñalvo. 







En esta tesis se ha investigado la aplicación de las tecnologías de Realidad Aumentada y 
Realidad Virtual en medicina, tanto a nivel formativo como para la práctica médica. Esta 
investigación se ha centrado en la implementación de diferentes sistemas software, 
además de incluir estudios de sistemas existentes, análisis de los resultados obtenidos y 
evaluación de estos. 
La Realidad Aumentada es una tecnología que permite añadir objetos virtuales a la 
realidad, de tal forma que al mirar alrededor con unas gafas de Realidad Aumentada o 
con un dispositivo móvil, podemos ver todo lo que nos rodea pero con contenido virtual 
que “aumenta” la propia realidad. Por ejemplo, podemos ver un cuerpo humano junto a 
nosotros como si realmente estuviera ahí, y explorar toda su anatomía como 
tradicionalmente se ha venido haciendo con las réplicas del esqueleto humano en clases 
de anatomía humana. 
La Realidad Virtual por otro lado permite al usuario tener una inmersión completa en un 
mundo virtual. Por tanto, con la Realidad Aumentada seguimos viendo los objetos que 
nos rodean, mientras que con la Realidad Virtual dejamos de percibir nuestra realidad 
para adentrarnos completamente en un mundo virtual. 
Ambas tecnologías, tienen una gran capacidad de aplicación en muchos ámbitos, pero 
esta tesis se centra en el campo de la medicina. Se analizará cómo la grabación y 
visualización de forma interactiva de contenidos 360 o esféricos puede mejorar 
considerablemente el aprendizaje de los alumnos gracias a contenidos que consiguen 
transmitir mejor la información. Se verán diferentes simuladores de Realidad Virtual con 
el objetivo de analizar cómo pueden mejorar la formación práctica de los estudiantes de 
medicina. También se estudia un sistema para realizar una formación a distancia 
empleando la Realidad Virtual, lo cual hoy en día resulta de gran interés, teniendo en 
cuenta cómo la pandemia causada por la enfermedad COVID-19 está cambiando los 
procedimientos formativos. También se estudia la aplicación de la Realidad Aumentada 
en la formación a través de la implementación y prueba de un sistema para la 
visualización de las diferentes estructuras anatómicas del cuerpo humano. Finalmente, se 
analiza el proyecto que más tiempo ha ocupado en la elaboración de esta tesis: Nextmed. 
Se trata de un proyecto cuyo objetivo principal es cambiar el modo en que los 
profesionales médicos trabajan con las imágenes médicas, aprovechando el potencial de 
la Realidad Aumentada, la Realidad Virtual, la Visión Artificial y la Inteligencia 
Artificial. 
Es importante recalcar que, gran parte del trabajo de esta tesis es la implementación de 
los proyectos software indicados anteriormente y que se detallarán en esta tesis y, 
especialmente, en los diferentes artículos científicos publicados.  
En la sección HIPÓTESIS DE TRABAJO, se justifica la elaboración de esta tesis realizando una 
breve retrospección en la que se analizan diferentes necesidades identificadas por 
diferentes actores clave respecto a técnicas avanzadas de visualización de conceptos. Se 
indican además los objetivos principales de esta tesis y se explica cómo está organizado 
el documento. 
A continuación, se ha redactado una INTRODUCCIÓN que incluye un análisis de los 
conceptos principales que son necesarios asimilar para comprender el contenido de esta 
tesis, así como un estudio del estado del arte y una breve introducción histórica necesaria 
para poner en contexto todo el trabajo desarrollado. 
Se ha decidido mantener la estructura habitual de un artículo científico para esta tesis, 
facilitando así su lectura de forma paralela a los artículos científicos que la acompañan y 
que amplían o complementan la información presentada. Teniendo esto en cuenta, el 
siguiente capítulo es el de MATERIALES EMPLEADOS Y METODOLOGÍA. Cabe recordar que gran 
parte del trabajo realizado para esta tesis es la implementación de diferentes sistemas de 
Realidad Aumentada y Realidad Virtual, incluso con Visión Artificial e Inteligencia 
Artificial, que se han creado durante los últimos cuatro años. En este capítulo se analizan 
las diferentes librerías de software y aplicaciones empleadas, así como el hardware 
utilizado, para la implementación de los proyectos. También se incluye información sobre 
la metodología, indicando cómo se ha llevado a cabo esa fase de implementación de los 
proyectos, muy similar en todos ellos, incorporando el diagrama de clases de cada 
proyecto, que muestra la complejidad del código fuente con los diferentes scripts 
diseñados. 
El capítulo de RESULTADOS OBTENIDOS se focaliza en mostrar los sistemas diseñados. Se 
incluyen además los resultados de las evaluaciones llevadas a cabo, aunque cabe recordar 
que, al igual que ocurre con el resto de los capítulos, el contenido principal se encuentra 
en los propios artículos, a pesar de que los diferentes capítulos de la tesis amplían o 
complementan dicho contenido. 
En los capítulos finales, realizamos un análisis de los resultados de la investigación 
realizada en esta tesis, incluyendo el estado actual de las tecnologías en medicina y los 
resultados obtenidos, en la DISCUSIÓN. En el capítulo LÍNEAS DE TRABAJO FUTURAS se realiza 
una observación detallada de cómo se pueden mejorar los proyectos implementados y 
cómo estas tecnologías podrían avanzar en el futuro. Finalmente, se presentan las 




Al haber presentado esta tesis en la modalidad de tesis por compendio, el contenido 
principal de la misma se encuentra reflejada en los propios artículos científicos publicados 
que encontramos en el Anexo I, así como en el capítulo de libro publicado que 
encontramos en el Anexo II. 
En el Anexo III se incluye un premio obtenido en una de las comunicaciones realizadas, 
mientras que en el Anexo IV se pueden consultar algunas de las publicaciones principales 
que la prensa ha realizado en relación al trabajo realizado para esta tesis. Debido al 
carácter innovador de los proyectos implementados y de los resultados obtenidos, así 
como al éxito en la evaluación de estos y la buena aceptación de la sociedad, han sido 
numerosas las apariciones en periódicos, o incluso radio y televisión. 
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Capítulo 1. Introducción 
1.1. Antecedentes y estado actual 
Ya en 1856 Sir David Brewster, reconocido científico escocés que realizó diferentes 
investigaciones en el campo de la óptica, publicó un interesante libro que hoy en día 
podemos encontrar de forma gratuita en Internet  (Brewster, 2018).  En este libro hacía 
un repaso de la estereoscopía, su historia, la teoría y sus aplicaciones en la educación, 
entre otras cuestiones. 
En este libro (capítulo XIII), Sir David Brewster relata con suma brillantez cómo los 
maestros no están dotados por los gobiernos de las herramientas de enseñanza adecuadas, 
no estando en muchos casos mucho más aventajados que los propios alumnos. 
"The teacher, however wisely chosen and well qualified, has not at his command the 
means of imparting knowledge. He may pour it in by the ear, or extract it from the printed 
page, or exhibit it in caricature in the miserable embellishments of the school-book, but 
unless he teaches through the eye, the great instrument of know ledge, by means of 
truthful pictures, or instruments, or models, or by the direct exhibition of the products of 
nature and of art, which can be submitted to the scrutiny of the senses, no satisfactory 
instruction can be conveyed." 
"El maestro, aunque sabiamente elegido y bien cualificado, no tiene a su disposición los 
medios para impartir conocimientos. Lo puede impartir a través del oído, o extraerlo de 
una página impresa, o exhibirlo en caricatura en los miserables embellecimientos del 
libro escolar, pero a menos que enseñe a través del ojo, el gran instrumento del 
conocimiento, por medio de imágenes verídicas o instrumentos, o modelos, o por la 
exposición directa de los productos de la naturaleza y del arte, que pueden someterse al 
escrutinio de los sentidos, no se puede transmitir una instrucción satisfactoria." 
En este admirable texto (Brewster, 2018) pone en relieve la importancia de poder enseñar 
a través de la visualización de conceptos, ya que el ser humano está acostumbrado a 
estudiar el mundo que le rodea utilizando de forma más relevante que el resto el sentido 
de la vista.  
Sin duda alguna este texto es un preludio a la importancia de las imágenes y del uso de 
técnicas estereoscópicas como herramientas para la educación (Cabero Almenara, 2017). 
No obstante, Sir David Brewster estaba preocupado por la persistencia de las fotografías 
a lo largo de la historia, ya que si estas se desintegraban o sufrían daños por el paso de 
los tiempos los conocimientos que albergaban se perderían. La solución que propuso a 
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este problema fue la galvanografía o grabados electrolíticos, que permiten realizar 
grabados en metal por medio de la electrólisis. 
No obstante, hoy en día no debemos mostrar tanta consideración por la pérdida del 
conocimiento por el paso del tiempo, ya que realmente, y aunque nos produzca cierta 
nostalgia a aquellos que disfrutamos con el tacto de un libro o una imagen impresa, 
actualmente la mayoría de información se almacena de forma digital. Esto, 
supuestamente, permitirá que la información perdure con el paso del tiempo. No 
entraremos en detalles sobre esta afirmación, ya que se podrían dar determinados sucesos, 
extremos e improbables pero posibles, al fin y al cabo, que podrían acabar con gran parte 
(o toda) la información que tenemos almacenada digitalmente. Sería interesante analizar 
los posibles resultados de una catástrofe de tal magnitud.  
Por tanto, a mediados del siglo XIX ya se planteaba la estereoscopía y la visualización de 
objetos como algo fundamental en la enseñanza, y curiosamente en la actualidad, dos 
siglos después, los maestros y profesores siguen utilizando las mismas técnicas de 
enseñanza en sus aulas. Puede que se hayan introducido el uso de recursos audiovisuales, 
como vídeos, en algunos temas concretos, pero lo cierto es que lo más utilizado en el día 
a día de los profesionales de la enseñanza sigue siendo el libro y la oratoria. 
Tal y como el propio Sir David Brewster indica, las representaciones estereoscópicas de 
determinados elementos de la naturaleza pueden resultar muy instructivas, pudiendo 
llegar de forma mucho más directa e impactante a nuestros sentidos que una simple 
descripción textual o imagen tradicional.  
Sin embargo, en esa época no se podía imaginar cómo la estereoscopía iba a avanzar 
durante los próximos 160 años hasta convertirse en lo que hoy conocemos como mundo 
virtual. Esta virtualización del mundo que nos rodea nos ha permitido generar mucho más 
que imágenes estereoscópicas, ya que actualmente hablamos de modelos 3D. Estos no 
son más que representaciones tridimensionales de determinados objetos o conceptos que, 
gracias a la tecnología, pueden ser visualizados como elementos del mundo real, 
utilizando técnicas de Realidad Aumentada o Realidad Virtual, como veremos en 
próximos capítulos.  
Esto sin duda trasciende las palabras del propio científico escocés, lo cual nos debería 
hacer pensar que, si a mediados del siglo XIX se consideraba la visión estereoscópica, a 
día de hoy elemento sin valor sepultado por las tecnologías actuales, deberíamos 
plantearnos seriamente el uso de las tecnologías 3D como herramientas formativas en 
todas las aulas, dotando a los profesores de las técnicas más eficientes para ilustrar 
debidamente a sus estudiantes, considerados el futuro en sus respectivos campos y por 
tanto nuestra esperanza para acercarnos más rápidamente a nuevos avances científicos. 
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Sin ir más lejos, en la Figura 1 podemos ver 
unas gafas de estereoscopía que ya se usaban 
para la formación hace décadas. Estas 
concretamente se encuentran en un Museo 
sobre Anatomía humana disponible en la 
Universidad de Valladolid. Con estas gafas se 
podría obtener una recreación tridimensional 
del cráneo humano, lo cual resultaba 
interesante para los alumnos de medicina de 
aquel momento. Esto nos demuestra el interés 
que ya existe desde hace décadas en el campo 
de la formación médica por las técnicas de 
visualización 3D. 
Como es evidente, estas técnicas han avanzado 
considerablemente en los últimos años, y en 
estos momentos disponemos de una tecnología 
de Realidad Virtual que nos ofrece 
recreaciones 3D mucho más avanzadas que las 
de entonces. De hecho, uno de los proyectos 
implementados en esta tesis, descrito en el 
paper ANEXO I - VIRTUAL REALITY EDUCATIONAL 
TOOL FOR HUMAN ANATOMY, permite la 
visualización de un cráneo humano desde su 
interior, viajando por sus diferentes estructuras anatómicas al tiempo que se escucha una 
explicación de cada una de ellas. El cráneo además ha sido generado a partir del TAC de 
un paciente, para incrementar el nivel de realismo. 
Se presenta por tanto una necesidad en el mundo académico y formativo en general, cuyo 
núcleo principal es el de aprovechar las nuevas tecnologías de visualización, como son la 
Realidad Aumentada y la Realidad Virtual, para mejorar los procesos de enseñanza-
aprendizaje. 
1.2. Justificación de nuestro estudio 
Los nuevos avances tecnológicos hacen que sea más fácil conseguir otros nuevos, lo cual 
hace que la ciencia avance a un ritmo exponencial, explicando por qué en los últimos 50 
años hemos avanzado a nivel tecnológico más que en los 2000 anteriores. Esta misma 
teoría debería aplicarse a la educación: si aprovechamos la tecnología actual para mejorar 
los procesos de enseñanza, conseguiremos que las personas aprendan a un ritmo mayor, 
lo cual revertirá en nuevos avances, tejiendo así un bucle que no tiene otro fin más que el 
Figura 1 Gafas de estereoscopía en el Museo de 
Anatomía de la Universidad de Valladolid. 
Elaboración propia. 
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avance científico y de la sociedad, siempre y cuando consigamos controlar dichos avances 
y aplicarlos correctamente. 
Existe un campo concreto en el que, teniendo en cuenta el estado actual de la tecnología 
de Realidad Virtual y Realidad Aumentada, su aplicación puede ser de gran utilidad: la 
medicina.  
No cabe la menor duda de que el estudio de la medicina se trata de una prioridad a nivel 
mundial, ya que revierte directamente en cada uno de los individuos. [James C. Riley, 
Rising Life Expectancy, a global history] Hace relativamente muy poco, en el año 1900, 
la media de esperanza de vida en España no llegaba a los 35 años, y en China y la India 
ni siquiera llegaba a los 25. Actualmente la media en España supera los 83 años. Sin duda 
el avance de la medicina ha contribuido a este hecho de forma excepcional, y desde luego 
es del gusto de todos que nos atienda un médico bien formado cuando ponemos nuestras 
vidas en sus manos.  
Estas son las bases para la investigación que se llevará a cabo en esta tesis. Se analizará 
cómo el mundo 3D, a través de la Realidad Aumentada y la Realidad Virtual, puede 
utilizarse como herramienta formativa en el ámbito educativo, y más específicamente 
dentro de la disciplina médica. 
Por otro lado, fuera del ámbito formativo, una parte importante de esta tesis está asociado 
al proyecto Nextmed, que permite la visualización de imágenes radiológicas, 
concretamente de tomografías computarizadas, mediante Realidad Aumentada y 
Realidad Virtual. En este sentido, se identificó una necesidad relacionada con hacer más 
sencillo a los especialistas el proceso de segmentación, que de forma general debe llevarse 
a cabo manualmente o de forma semiautomática. Esto implica que en la mayoría de los 
casos los facultativos no realizan la segmentación de la zona anatómica de interés, ya que 
supondría la dedicación de un tiempo del que realmente no disponen. Por tanto, tan sólo 
se lleva a cabo en determinados casos, a pesar de que sería interesante disponer de esa 
segmentación en muchas ocasiones. 
Por tanto, la solución que se ha dado a dicho problema ha sido la automatización del 
proceso de segmentación, de forma que no sea necesaria la intervención de los 
especialistas para esta tarea, permitiendo así que se pueda llevar a cabo de forma 
generalizada.  
Dentro de este mismo proyecto, también abarcamos la visualización de las imágenes 
médicas, no sólo la segmentación. Actualmente se están visualizando los resultados 
radiológicos en 2D, y en 3D a través de workstations con pantallas 2D, que son 
básicamente ordenadores con software específico para permitir la visualización y 
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manipulación de las imágenes, obteniendo una representación 3D a partir de las mismas 
y permitiendo llevar a cabo mediciones, así como segmentaciones y otras tareas.  
No obstante, la visualización con estas técnicas de modelos 3D supone perder las ventajas 
que obtenemos con las tres dimensiones. Al fin y al cabo, cuando tenemos un objeto real, 
podemos movernos a su alrededor y estudiarlo desde diferentes perspectivas, teniendo en 
cuenta la profundidad del objeto desde diferentes perspectivas. Esto no es posible si 
visualizamos el modelo 3D en una pantalla de ordenador, sin embargo, sí lo es si 
aplicamos las tecnologías de Realidad Aumentada y Realidad Virtual. Este es 
precisamente otro de los objetivos de este proyecto. 
1.3. Objetivos 
1.3.1. Objetivos generales 
Dotar de herramientas tecnológicas adecuadas para la formación práctica de los 
futuros médicos y profesionales en ejercicio basadas en Realidad Aumentada y 
Realidad Virtual con independencia de una especialidad concreta, así como 
desarrollar una nueva herramienta para el estudio de imágenes médicas con estas 
tecnologías.  
Publicar los resultados obtenidos en los desarrollos tecnológicos implementados 
para difundir el empleo de estos en el ámbito médico tanto desde el punto de vista 
educativo como práctico. 
1.3.2. Objetivos específicos 
Para ello con una metodología de casos se van a desarrollar prototipos funcionales de 
sistemas, que se encuadran en proyectos reales. 
Cada uno de los prototipos sigue una metodología ágil de desarrollo basada en SCRUM 
(Schwaber & Beedle, 2001), según el cual se ha dividido el desarrollo del proyecto en 
etapas o sprints de 3 semanas. En cada uno de estos sprints, se ha creado una versión 
incremental del sistema que ha sido revisada por los usuarios finales, que en el caso de 
los proyectos implementados para esta tesis se trata de profesionales médicos. De esta 
forma, se garantiza en cierta medida que el software diseñado se ajusta a los requisitos 
del cliente, que en este caso son los propios usuarios. Al mismo tiempo, los resultados 
progresivos obtenidos en la fase de implementación han sido evaluados por los directores 
de esta tesis. 
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En la siguiente tabla se resumen los objetivos específicos de esta tesis, indicando el 
proyecto asociado a cada uno de estos objetivos, el software resultante del cumplimiento 
de cada objetivo y finalmente el o los resultados académicos obtenidos como 
publicaciones científicas. 















aprendizaje de la 
anatomía humana. 
Desarrollo de un sistema de 
Realidad Virtual para la 
visualización del interior del 
cráneo humano mediante 
inmersión virtual a través del 
estudio de los diferentes huesos y 
forámenes que lo componen. 
Aplicación de Realidad 
Virtual para el estudio del 
cráneo humano 
Anexo I: Virtual Reality 
medical training system 
(González Izard & Juanes 
Méndez, Virtual Reality 
Medical Training System, 
2016) 
Anexo V: Virtual Reality 
Educational Tool for 
Human Anatomy 
(González Izard, Juanes 
Méndez, & Ruisoto, 
Virtual Reality 
Educational Tool for 
Human Anatomy, 2017) 
Anexo X: Virtual Reality 
In Higher Education An 
Experience With Medical 
Students (González Izard, 
Vivo Vicent, Juanes 
Méndez, & Palau, 2020) 
Diseño de una aplicación que 
permite la visualización de las 
diferentes estructuras corporales 
generales del cuerpo humano 
agrupadas en los diferentes 
sistemas a través de la Realidad 
Aumentada con dispositivos 
móviles y las gafas Magic Leap. 
Aplicación de Realidad 
Aumentada Human 
Layers 
Aplicación de Realidad 
Virtual Human Layers 
Anexo XI: App Design 
and Implementation For 
Learning Human 
Anatomy Through Virtual 
and Augmented Reality 
(González Izard, Juanes 
Méndez, García-Peñalvo, 




Anatomy Through Virtual 









Cardiología: Simulación virtual 
para el aprendizaje práctico en 
auscultación cardiaca. 
Aplicación de Realidad 
Virtual para la práctica de 
Auscultación Cardíaca 
No se realizado ninguna 
publicación enfocada en 
la presentación de este 
proyecto, al haber 




(González Izard S. , y 
otros, 2017) (González 
Izard, Virtual Reality as 
an Educational and 
Training Tool for 
Medicine, 2018). 
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Conocimiento de entornos 
hospitalarios: Se introduce al 
usuario en el interior de un 
quirófano y se le explican 
virtualmente los diferentes 
equipamientos que se encuentran 
habitualmente en su interior. Se 
utiliza una cámara con tecnología 
360 para la grabación del 
quirófano y se implementa un 
software de Realidad Virtual para 
visualizar el entorno de forma 
interactiva. 
Aplicación de Realidad 
Virtual para inmersión 
360 en entornos médicos 
reales 
Anexo III: 360º vision 
applications for medical 
training (González Izard, 
y otros, 360 Vision 
Applications for Medical 
Training, 2017) 
Anexo X: Virtual Reality 
In Higher Education An 
Experience With Medical 
Students (González Izard, 
Vivo Vicent, Juanes 
Méndez, & Palau, 2020) 
Neurocirugía: Teniendo en cuenta 
el interés de la comunidad médica 
por los simuladores virtuales, de 
forma que les permita entrenar los 
pasos de una cirugía, se ha 
implementado un sistema para 
simular un procedimiento de 
fijación transpedicular lumbar. En 
este sistema el usuario interactúa 
con su entorno, realizando los 
pasos de la cirugía de forma 
completamente virtual. 
Aplicación de Realidad 
Virtual para la práctica 
interactiva del protocolo 
de fijación transpedicular 
lumbar 
Anexo II: Virtual 
Simulation for Scoliosis 
Surgery (González Izard 
S. , y otros, 2017) 
Anexo IV: Virtual Reality 
as an Educational and 
Training Tool for 
Medicine (González 
Izard, Virtual Reality as 
an Educational and 
Training Tool for 
Medicine, 2018) 
Formación en implantología 
dental: Visualización y 
simulación virtual interactiva de 
un procedimiento de 
implantología dental. 
Aplicación de Realidad 
Virtual para el estudio de 
proceso de implantología 
dental 
No se realizado ninguna 
publicación enfocada en 
la presentación de este 
proyecto, al haber 




(González Izard S. , y 
otros, 2017) (González 
Izard, Virtual Reality as 
an Educational and 






Sistema de visualización y 
manipulación avanzada en 3D de 
resultados radiológicos a través 
de la Realidad Aumentada y la 
Realidad Virtual. El objetivo es 
permitir a los radiólogos y 
facultativos de otras 
especialidades médicas la 
visualización en 3D de imágenes 
radiológicas, aprovechando las 
ventajas de la digitalización y de 
estas dos tecnologías. Además, un 
objetivo importante es que este 
proceso sea rápido y no suponga 
un coste elevado, para permitir su 
uso de forma generalizada a la 
hora de estudiar las imágenes 
médicas. Para ello se deben 
implementar algoritmos de visión 
artificial para la segmentación 
automática de diferentes 
estructuras anatómicas. Para ello 
será necesario aplicar técnicas de 
• Nextmed RA: 
Aplicación móvil con 
tecnología de 
Realidad Aumentada 
para la visualización 
y el estudio de 
imágenes médicas en 
3D 
• Nextmed RV: 
Aplicación de 
Realidad Aumentada 
para la visualización 
y el estudio de 
imágenes médicas en 
3D 
Anexo VI: NextMed, 
How to enhance 3D 
radiological images with 
Augmented and Virtual 
Reality (González Izard 
S. , Juanes Méndez, 
Ruisoto, & García-
Peñalvo, NextMed: How 
to enhance 3D 
radiological images with 
Augmented and Virtual 
Reality, 2018) 
Anexo VII: Applications 
of Virtual and Augmented 
Reality in Biomedical 
Imaging (González Izard 
S. , Juanes Méndez, 
Ruisoto, & García-
Peñalvo, 2019) 
Anexo VIII: NextMed, 
Augmented and Virtual 
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visión artificial para crear nuevos 
algoritmos de segmentación 
médica. También se analizará la 
posible aplicación de este sistema 
para planificación de cirugías, 
donde se ha comprobado que el 
estudio de los resultados no 
invasivos mediante modelos 3D 
aporta un entendimiento más 
rápido y sencillo de las lesiones. 
El desarrollo tecnológico de esta 
solución y la difusión de los 
resultados obtenidos es uno de los 
objetivos específicos más 
importantes de esta tesis. 




Augmented and Virtual 
Reality platform for 3D 
medical imaging 
visualization, 2019) 
Anexo IX: Nextmed: 
Automatic Imaging 
Segmentation, 3D 
Reconstruction, and 3D 
Model Visualization 
Platform Using 
Augmented and Virtual 
Reality (González Izard, 
Sánchez Torres, Alonso 
Plaza, Juanes Méndez, & 
García-Peñalvo, 2020) 
 
1.4. Contexto de la tesis 
Esta investigación se ha llevado a cabo en el marco del Programa de Doctorado en 
Formación en la Sociedad del Conocimiento de la Universidad de Salamanca (García-
Peñalvo, Presentación del Programa de Doctorado “Formación en la Sociedad del 
Conocimiento, 2015) (García-Peñalvo, Engineering Contributions to a Multicultural 
Perspective of the Knowledge Society, 2015). 
1.5. Justificación de tesis por compendio 
Se presenta esta tesis en la modalidad de tesis por compendio, ya que entre todos los 
artículos aportados cuatro de ellos son en revistas JCR: dos con calificación Q1 y dos con 
calificación Q2.  
1.6. Organización de la tesis 
Cabe destacar que en esta tesis no se presenta un proyecto concreto, sino un conjunto de 
proyectos diferentes entre sí, que se han implementado como resultado de la investigación 
y los desarrollos realizados para la consecución de esta tesis, y que han finalizado en 
algunos casos con diferentes publicaciones de ámbito internacional, y en el caso de uno 
de ellos se han conseguido más de 600.000€ de financiación europea para su 
implementación en el ámbito de la colaboración público-privada con la Universidad de 
Salamanca. Estos proyectos tienen un objetivo común: investigar y presentar las 
consecuencias del uso de las tecnologías de Realidad Aumentada y Virtual en el ámbito 
médico, a través del desarrollo de diferentes herramientas software y la prueba de estos 
en entornos relevantes. 
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En primer lugar, se realiza una introducción para describir el marco teórico de esta tesis 
y explicar conceptos fundamentales para su entendimiento. 
Para la implementación de los diferentes proyectos se han empleado una serie de 
tecnologías comunes, mientras que determinados módulos son específicos para cada 
proyecto. Por tanto, al compartir gran parte de material y método, la sección 
correspondiente (CAPÍTULO III - MATERIALES EMPLEADOS Y METODOLOGÍA) se ha redactado de 
forma común para todos los proyectos, haciendo referencia siempre a las publicaciones 
en cada caso. También se incluye un diagrama de clases de los principales proyectos 
desarrollados para esta tesis, con el objetivo de mostrar de forma esquemática el código 
fuente de cada uno de los sistemas. 
En la sección CAPÍTULO IV - RESULTADOS OBTENIDOS de esta tesis, se presentan los resultados 
organizados en diferentes proyectos. Con el objetivo de no repetir contenido, en esta 
sección se hará referencia a cada una de las publicaciones incluidas como anexos de este 
documento. En dichas publicaciones, se explicará el o los sistemas que se han 
desarrollado en el transcurso de las diferentes investigaciones y trabajos, asociados a un 
área concreta entre las tres siguientes: 
(1) Realidad Virtual como herramienta docente 
(2) Realidad Aumentada como herramienta docente 
(3) Proyecto Nextmed: Realidad Aumentada, Realidad Virtual y visión artificial 
para el estudio de imágenes médicas y planificación quirúrgica 
Por tanto, los resultados de cada uno de los proyectos que se han implementado durante 
esta tesis se detallan en cada uno de los tres apartados mencionados, con mención en cada 
caso a la publicación asociada, donde se amplían los detalles no sólo de los resultados 
obtenidos para el proyecto sino también del resto de secciones (introducción, material y 
método, resultados, discusión y conclusiones).  
Finalmente, se incluye un apartado de discusión, líneas de trabajo futuras y conclusiones 
en relación a la investigación y desarrollos llevados a cabo. 
Se incluyen, y referencian a lo largo de los diferentes capítulos de esta tesis, los anexos 
con las publicaciones realizadas. 
Los últimos anexos se corresponden con los premios obtenidos y la presencia en medios 
de los resultados de esta tesis.  
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Capítulo 2. Marco teórico 
2.1. Inicio con los dispositivos móviles 
Fue en el año 1957 cuando se patentó el diseño del primer teléfono móvil, que sirvió de 
base para una investigación que culminó con el Altai, el primer teléfono móvil que se 
distribuyó comercialmente en 1963 y que se extendió por toda la Unión Soviética y 
algunos países de Europa del Este (Telefonía móvil, s.f.).  
No obstante, para que personas de diferentes 
localizaciones pudieran comunicarse como lo 
hacemos hoy en día, fue necesario dar un paso 
más en cuanto a arquitectura de comunicación. 
De esta necesidad surgió la telefonía celular, 
que divide el espacio en diferentes células, 
donde cada una de estas celdas está cubierta por 
una antena de comunicación. De esta forma, 
podemos encontrarnos en una zona alejada del 
interlocutor y comunicarnos igualmente, 
aunque se encuentre en una zona cubierta por 
otra célula, ya que la comunicación se lleva a 
cabo a través de las células. El padre de esta 
tecnología fue Martin Cooper, que introdujo el 
primer radioteléfono en 1973 (EEUU Patente nº 
US3906166A, 1973). Sin embargo, la idea 
original es bastante anterior y pertenece a otro 
conocido científico. D.H. Ring concibió en 
1947 la idea de la telefonía celular, sin embargo, 
la tecnología de la época todavía no estaba lo 
suficientemente avanzada, por lo que esta idea 
permaneció casi dos décadas cogiendo polvo 
(Agar, 2003). 
No hace falta recalcar la importancia que tuvo el desarrollo de esta tecnología para la 
evolución de la sociedad y de las comunicaciones en las décadas siguientes. Podemos 
decir que esta invención supuso un cambio disruptivo en lo que a las comunicaciones se 
refiere, y esto a su vez cambió la sociedad.  
De aquí pasamos al concepto de smartphone, que ya fue explorado en 1983 pero que no 
aparecería hasta el año 1997, de la mano de Ericsson (Pastor, s.f.). No obstante, nada tiene 
que ver el smartphone que conocemos hoy en día con el de aquella época. Lo cierto es 
Figura 2 Anuncio de la época de los 80. Fuente: 
BT Archives 
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que la comunidad científica debe sentirse muy orgullosa de los logros cosechados en los 
últimos 20 años, y especialmente en el campo de la informática. La capacidad de cálculo 
de los dispositivos de procesamiento, ya sean ordenadores o smartphones, ha crecido a 
un ritmo sorprendente, dando lugar a nuevas máquinas, dispositivos y avances que sin 
duda han cambiado a la sociedad y al propio individuo. 
Pensemos que hace 20 años los teléfonos móviles nacieron como consecuencia de la 
necesidad de la sociedad de comunicarse a largas distancias, sin necesidad de encontrarse 
cerca de un teléfono fijo o una cabina telefónica. Hoy en día la evolución de estos 
dispositivos nada tiene que ver con nuestra necesidad de comunicarnos. De hecho, los 
nuevos avances tienen más que ver con el aumento de la capacidad de cálculo, la mejora 
de la calidad de imagen ofrecida por las pantallas, la mejora del diseño...  
2.2. Implantación de la Realidad Aumentada y Virtual 
La evolución de los smartphones hasta el día de hoy es lo que ha permitido que 
tecnologías como la Realidad Aumentada y la Realidad Virtual puedan asentarse de una 
manera fehaciente en nuestra sociedad. Hagamos un ejercicio de retrospectiva viajando 
hasta el año 1962, momento en el que el visionario Morton Heilig (1926-1997) construyó 
un prototipo de visión conocido como Sensorama (EEUU Patente nº US3050870A, 
1961). Resulta que Morton Heilig era un pionero de la Realidad Virtual, y ya por entonces 
fabricó el primer sistema del mundo con esta tecnología (Jones & Dawikins, 2017). Esta 
máquina ofrecía además una experiencia multisensorial, combinando películas 
trdimensionales, gracias a una visión binocular, con sonido estéreo, viento e incluso 
aromas (S. Hale & M. Stanney, 2015).  
Sin embargo, su invento no tuvo éxito, principalmente por falta de financiación, pero 
podemos suponer que la sociedad no estaba preparada para visionar películas utilizando 
esta tecnología. Al fin y al cabo, era necesaria una gran máquina e inversión para poder 
disfrutar de esta experiencia de Realidad Virtual. 
Si hablamos de la historia de la Realidad Virtual debemos mencionar a Ivan Sutherland, 
quien diseñó su propio modelo de HMD (Head Mounted Display), el cual podemos ver 
en la Figura 3. Un HMD, concepto muy utilizado actualmente, consiste en unas gafas que 
incorporan diferentes sensores, entre ellos sensores de movimiento (al menos en la 
actualidad), y una pantalla donde se proyectan imágenes que, en este caso, se fusionan 
con el mundo real. Según esta definición, estas gafas encajan por tanto más dentro del 
ámbito de la Realidad Aumentada. 
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Figura 3 HMD de Ivan Shuterland (obtenido de Developing 
Virtual Reality Applications: Foundations of Effective Design) 
¿Qué ha pasado en los últimos 55 años para que la Realidad Virtual y la Realidad 
Aumentada se hayan convertido en dos tecnologías claramente emergentes? Pues bien, 
aquí es donde entra en juego el avance de los smartphones y de todo lo que rodea a estos 
dispositivos. Actualmente tenemos en nuestros bolsillos dispositivos con una increíble 
capacidad de procesamiento y unas pantallas con una calidad realmente impresionante 
(debemos medir con cuidado las palabras que utilizamos, ya que gracias al avance de la 
tecnología los lectores que analicen esta tesis en un futuro cercano pueden pensar que se 
ha exagerado en estas descripciones). Estas características son principalmente las que 
hacían falta para que la Realidad Virtual y Aumentada se puedan instalar en los hogares 
de todas las personas del mundo occidental durante los próximos 5 años. En el siguiente 
gráfico, obtenido del estudio publicado en 2017 por GVG (Research, 2017), queda en 
evidencia el claro crecimiento que han tenido estas tecnologías y que sin duda tendrán en 
los próximos años. 
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Figura 4 Evolución del mercado de la Realidad Virtual en EEUU en millones de dólares (Fuente: Virtual Reality 
Market Size, Share & Trends Analysis Report By Device (HMD, GTD), By Technology (Semi & Fully Immersive, 
Non-immersive), By Component, By Application, By Region, And Segment Forecasts, 2020 - 2027) 
Las tecnologías no deben existir porque podamos desarrollarlas, sino porque realmente 
aportan algo a la sociedad. En este sentido, ¿qué aportan la Realidad Aumentada y la 
Realidad Virtual? En los diferentes anexos se da respuesta a estas cuestiones, pero cabe 
anticipar que tienen un gran potencial como herramientas para la formación, y más 
específicamente para la formación médica. Precisamente uno de los principales objetivos 
que se pretenden alcanzar con esta tesis es el estudio exhaustivo de estas tecnologías como 
recursos a utilizar en el ámbito de enseñanza-aprendizaje de la medicina. Para ello, no 
sólo analizaremos sus ventajas e inconvenientes, sino que implementaremos sistemas 
propios que nos permitan estudiar los resultados de su aplicación en estudiantes y 
profesionales de la medicina. 
Sin embargo, estas tecnologías no son útiles exclusivamente para la formación médica, 
dentro de este campo tiene mucho que aportar fuera del mundo académico. Uno de los 
proyectos principales de esta tesis, sino el más importante, es el proyecto Nextmed, cuyo 
objetivo no está orientado a la formación, sino a la implantación en el día a día de un 
hospital. Este proyecto ha supuesto más de cinco años de investigación y trabajo al autor 
de esta tesis, consiguiendo un hito importante en 2018 con la recepción de una 
financiación de origen europeo por un total de aproximadamente 600.000€, orientados a 
apoyar la investigación y creación de un equipo de trabajo para acelerar el desarrollo del 
proyecto y orientarlo a su implantación en hospitales en 2021. 
Por tanto, esta tesis doctoral no solo condensa años de investigación en el campo de la 
Realidad Aumentada y la Realidad Virtual aplicadas a la medicina, sino que describe 
además el proceso de implementación de sistemas reales como parte necesaria en el 
proceso de investigación, y que utilizan estas tecnologías para crear simuladores 
interactivos virtuales, sistemas inmersivos para el estudio de la anatomía humana y otros 
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sistemas que se describirán a lo largo de la tesis. Cada uno de estos sistemas se han testado 
en entornos reales para comprobar y medir su eficacia, teniendo en cuenta la importancia 
que los resultados de este estudio pueden arrojar al campo de la formación y la práctica 
médica, donde laboratorios farmacéuticos, universidades y otras entidades públicas y 
privadas tienen un gran interés, sin olvidarnos del interés que los propios seres humanos 
debemos mostrar por la mejora de las herramientas para la práctica médica y la formación 
de nuestros profesionales médicos, en cuyas manos ponemos nuestra supervivencia en 
multitud de ocasiones a lo largo de nuestras vidas. 
2.3. Sistemas de simulación en el ámbito médico  
La simulación para la mejora de la formación de los profesionales no es ni mucho menos 
un concepto nuevo, y como ocurre en muchas ocasiones cuando hablamos de nuevos 
sistemas tecnológicos, los primeros en emplearlos fueron los ejércitos. En 1930 Edwin 
Link patentó el Link Trainer, que podríamos considerar el primer simulador moderno, y 
que acabó siendo utilizado para formar a pilotos de diferentes ejércitos (Page).  
En el caso de los simuladores orientados a la medicina, en 1999 el Instituto de Medicina 
de Estados Unidos publicaba el informe “Err is human: Building a safer health system”, 
donde reflejaba que hasta 100.000 personas morían al año sólo en EEUU por errores 
médicos, dejando en evidencia la necesidad de una mejora en la formación de los 
profesionales para evitar errores médicos (Koh, Corrigan, & Donaldson, 2000). 
Por otro lado, esta mejora de la formación médica debe cumplir con las exigencias éticas 
por las cuales se debe garantizar la seguridad e intimidad de los pacientes durante el 
aprendizaje de los profesionales médicos. 
En este sentido, los simuladores en todas sus posibilidades tecnológicas, suponen una 
gran solución a ambos problemas, al mejorar la formación de los profesionales sin la 
necesidad de emplear pacientes reales (Mariscal, 2020).  
Hasta el momento, los simuladores más utilizados han sido dispositivos específicamente 
diseñados para reproducir las reacciones del cuerpo humano para diferentes procesos, ya 
sea una cirugía o una ecografía. Estos dispositivos, que llamamos muñecos de simulación, 
a día de hoy se encuentran muy avanzados, no obstante, están muy especializados para la 
simulación de determinadas enfermedades y suponen una gran inversión, por lo que cada 
alumno de medicina no puede adquirirlos para su formación.  
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Figura 5 Maniquí de prácticas médicas. Elaboración propia. 
Por otro lado, la evolución de la tecnología de Realidad Virtual ha permitido diseñar 
simuladores para protocolos concretos, de forma que con dispositivos de bajo coste los 
alumnos de medicina y residentes pueden realizar un protocolo con este simulador 
inmersivo tantas veces como deseen y desde cualquier lugar con una mínima inversión 
(González Izard, Virtual Reality as an Educational and Training Tool for Medicine, 2018) 
(González Izard, Juanes Méndez, & Ruisoto, Virtual Reality Educational Tool for Human 
Anatomy, 2017). 
Uno de los proyectos expuestos en esta tesis es precisamente un simulador inmersivo 
interactivo que se ha desarrollado y que ha sido utilizado por diferentes facultativos, e 
instalado en diferentes puestos de Realidad Virtual de la Facultad de Medicina de la 
Universidad de Salamanca (González Izard S. , y otros, 2017). 
2.4. Estereoscopía como base de la Realidad Virtual 
2.4.1. Introducción 
Los seres humanos siempre nos hemos empeñado en buscar el realismo en los sistemas 
de visualización que empleamos, ya sea un teléfono móvil, la televisión o el cine. Esto 
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requiere que los sistemas de visión se acerquen lo máximo posible a las imágenes que 
captamos con nuestros ojos. 
Al igual que muchos otros vertebrados, tenemos la suerte de contar con una visión 
binocular, lo cual nos permite percibir las distancias y los volúmenes de los objetos que 
nos rodean. En la visión binocular, que es aquella en la que se utilizan los dos ojos a la 
vez, cada ojo percibe una imagen ligeramente diferente, sin embargo, el cerebro se 
encarga de fusionar ambas imágenes para darnos la información en tres dimensiones. En 
la prehistoria, esta capacidad permitió a los cazadores medir distancias para capturar a 
sus presas, por tanto, podemos decir que se trata de una característica innata al ser humano 
y, por supuesto, de gran importancia desde la época prehistórica (Kinofilms Magazine, 
2012) (E. Cutting, 1997) (Guerrero, 2011) . 
De hecho, nuestros antepasados ya intentaban plasmar la visión tridimensional en sus 
pinturas, partiendo de las pinturas rupestres hasta la pintura egipcia. Las diferentes 
técnicas para representar a través de la pintura una visión realista del mundo que nos 
rodea se fueron depurando con los años, hasta que durante el Renacimiento aparecieron 
nuevas técnicas revolucionarias, como la perspectiva aérea. Sin embargo, todo esto no 
tiene mucho que ver con la estereoscopía, aunque sí nos permite entender la necesidad de 
su aparición como consecuencia de la voluntad del ser humano de crear imágenes que se 
asemejen lo máximo posible a la realidad que somos capaces de percibir.  
Fue el físico Charles Wheatstones el primero en definir los principios de la estereoscopía, 
en una publicación que realizó en el año 1838, tan sólo 7 años después de la aparición de 
fotografía (Wheatstone, 1838). En esta publicación C. Wheatstones explica cómo, al crear 
dos imágenes sensiblemente diferentes una de la otra, tomadas desde dos perspectivas 
diferentes, podemos crear un efecto de profundidad. Sin embargo, para conseguirlo es 
necesario que se visualice cada una de estas imágenes con un ojo, de forma que la imagen 
de la izquierda sea captada únicamente por un ojo y la de la derecha por el otro. Para ello 
inventó el estereoscopio, un artilugio con cuatro espejos que permitía reflejar cada una de 
las imágenes a un ojo diferente. Como resultado, se consigue que nuestro cerebro cree 
una imagen con profundidad, creando así las primeras imágenes tridimensionales. Nace 
aquí la estereoscopía. 
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Figura 6 Estereoscopio Zeiss (Fuente: Wikipedia. Estereoscopio) 
2.4.2. ¿Qué es la estereoscopía? 
Para entender la estereoscopía, primero debemos entender cómo vemos los seres 
humanos. Como acabamos de ver, la visión binocular o visión estereoscópica es lo que 
nos permite percibir el mundo que nos rodea en tres dimensiones. Cuando realizamos una 
fotografía estamos captando igualmente el entorno, sin embargo, únicamente 
conseguimos una visión en dos dimensiones del mismo (Guerrero, 2011). Nuestro ojo 
actúa de forma similar a una cámara fotográfica, captando la luz que emiten o reflejan los 
objetos de nuestro alrededor. Entonces, ¿por qué somos capaces de ver en tres 
dimensiones? La respuesta a esta pregunta radica en que nosotros, a diferencia de las 
cámaras fotográficas tradicionales (actualmente existen cámara con dos lentes), 
percibimos el mundo a través de dos ojos, donde cada uno de ellos tiene una imagen 
diferente del mismo. La diferencia entre ambas imágenes se debe a los pocos centímetros 
(aproximadamente 6 cm) que separan un ojo del otro, suficiente para que la imagen que 
capta cada uno de ellos sea diferente. Lo que hace nuestro cerebro es mezclar ambas 
imágenes para crear una imagen tridimensional, donde somos capaces de percibir la 
profundidad. 
Podemos definir la estereoscopía como cualquier técnica capaz de crear una ilusión de 
profundidad en una imagen. Como ya se ha mencionado anteriormente, Sir Charles 
Wheatstones ideó la primera técnica para crear esta ilusión, no obstante, a día de hoy 
existen otros métodos para conseguirlo.  
Gracias al cine, en las últimas décadas se han lanzado diferentes tecnologías que buscan 
crear imágenes tridimensionales, buscando normalmente un abaratamiento de las 
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instalaciones y una mayor calidad de imagen. Veamos brevemente algunos de los 
principales métodos de estereoscopía o visión 3D que utilizamos en la actualidad (Olm 
& Gaffney, 2010) (Esnoz, 2012) : 
● Anaglifos: Los anaglifos son la opción más sencilla y económica para la 
visualización 3D, ampliamente conocidos desde finales del siglo XIX. La técnica 
consiste en que un ojo ve las imágenes a través de un filtro rojo, percibiendo las 
partes de la imagen de color rojo como claras, y los colores azules como partes 
oscuras. El otro ojo, con un filtro azul, tendrá el efecto contrario, y verá una 
imagen levemente diferente. El cerebro se encargará de juntar ambas imágenes y 
crear el efecto tridimensional. Uno de los principales problemas de esta técnica es 
la baja calidad de imagen que se consigue. 
● Gafas activas: Con esta técnica la pantalla muestra una imagen para el ojo 
izquierdo y otra para el derecho de forma alternada y muy rápidamente, y las gafas 
se encargan de que cuando la pantalla muestra la imagen para el ojo derecho el 
izquierdo no pueda verlo, y viceversa. Estas gafas disponen de un sensor infrarrojo 
que sincroniza las imágenes, que se van alternando en la pantalla de forma tan 
rápida que el cerebro no es capaz de darse cuenta. El problema de estas gafas es 
que tienen un coste más alto. 
● Gafas pasivas: Las gafas pasivas no necesitan de ningún sensor para sincronizar 
las imágenes, y tienen un coste menor. Se utiliza la técnica de polarización, que 
se explicará más adelante, para que cada ojo vea una imagen diferente que, como 
estamos viendo, es el aspecto clave en todos los casos. Vamos a ver dos de las 
técnicas más conocidas para el uso de gafas pasivas: 
o RealD 3D: Esta técnica consiste en mostrar a cada ojo una imagen y 
rápidamente mostrar otra para el otro ojo, realizando esta operación de 
forma alternada y continuada. Así, gracias a las gafas que lleva el usuario, 
cada imagen es percibida únicamente por un ojo, de forma que el cerebro 
se encarga de construir la imagen tridimensional. La clave está en cómo 
hace para mostrar una imagen diferente a cada ojo, cuya respuesta está en 
las bases de la polarización circular (ver a continuación). Debido a esto 
último, hacen falta unas pantallas especiales al utilizar este método, ya que 
deben conservar perfectamente la polarización. 
o Dolby 3D: En este caso no se utiliza la polarización para mostrar una 
imagen diferente a cada ojo, esta tarea se lleva a cabo utilizando en el 
proyecto un filtro que divide el color visible en seis bandas estrechas, dos 
en la región del rojo, dos en la del verde y dos en la del azul, de forma que, 
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gracias a las gafas, cada ojo ve un trío de colores. Aunque en este caso se 
produce un ahorro respecto a la pantalla, las gafas tienen un coste mayor. 
2.4.3. Polarización circular y polarización lineal 
Como hemos visto, todas las técnicas de estereoscopía utilizan dos imágenes ligeramente 
diferentes, y hacen que cada ojo vea una imagen diferente, sin embargo, según la técnica 
que se utilice esto último se consigue de una forma diferente. Actualmente, son muy 
comunes las gafas polarizadas para la visualización de imágenes en 3D, con las que en la 
pantalla se proyectan a la vez las dos imágenes superpuestas, y son las gafas las 
encargadas de mostrar a cada ojo la imagen que le corresponde. En el caso de las gafas 
polarizadas, se utiliza la polarización lineal o polarización circular para conseguirlo. 
Veamos en qué consiste cada una (Esnoz, 2012): 
● Polarización lineal: En este caso, cada ojo dispone de un filtro que sólo deja pasar 
las imágenes en determinada longitud de onda. En la siguiente imagen 
esquemática podemos ver un ejemplo de un filtro, donde en la izquierda podemos 
ver cómo se generan diferentes longitudes de onda y el filtro situado en la parte 
centra sólo deja pasar aquellas que son verticales. 
 
Figura 7 Efecto de polarización lineal representando la actuación del filtro sobre diferentes longitudes de 
onda. Fuente: Monográfico Sistemas de cine en 3D – Sistemas de polarización; escrito por Nacho Esnoz. 
● Polarización circular: En este caso podemos decir que cada imagen rota en un 
sentido, y cada cristal no deja ver la imagen que rota en uno de los sentidos. 
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Figura 8 Efecto de polarización circular representando la actuación del filtro sobre diferentes longitudes de 
onda. Fuente: Monográfico Sistemas de cine en 3D – Sistemas de polarización; escrito por Nacho Esnoz. 
2.5.  Evolución de las tecnologías de Realidad Aumentada y Realidad 
Virtual 
Los conceptos de Realidad Aumentada y Realidad Virtual están íntimamente ligados a 
los modelos 3D, si bien no necesariamente implican la aparición de estos es habitual que 
el contenido mostrado con estas tecnologías los incluya. 
Podemos ubicar la aparición de los primeros modelos 3D, tal y como los conocemos hoy 
en día, en la década de 1960. Una de las primeras animaciones en 3D que se conocen se 
le atribuye a William Ferrer, que trabajó durante esta década para Boeing empleando, 
como no podía ser de otra manera, ordenadores para diseñar y animar ciertos modelos (V. 
Kerlow, 2004).  
Gracias a la digitalización del mundo que nos rodea y la aparición de los modelos 3D, 
hemos podido avanzar a un ritmo frenético en muchos ámbitos y sectores diferentes de 
nuestra sociedad. Pensemos por ejemplo en el modo en que se diseñan los coches que 
conducimos todos los días, los aviones y trenes o los edificios y rascacielos en los que 
vivimos. Hace pocas décadas todos estos elementos se diseñaban utilizando métodos 
tradicionales como son el papel y el bolígrafo. La visualización antes de la producción se 
llevaba a cabo por medio de la imaginación. 
Hoy todo esto ha cambiado. De hecho, uno de los primeros sectores en aprovechar el 
potencial de los modelos 3D fue la industria. Actualmente, todos los coches, aviones, 
barcos o trenes que se producen tienen todos sus componentes diseñados en 3D. Y esto 
es así porque realmente esto aporta un gran número de ventajas, como pueden ser una 
visualización más cercana a la realidad sin necesidad de fabricar el producto, un mejor 
entendimiento de complejos circuitos o elementos mecánicos, mayor agilidad en el 
diseño, mejor gestión de la información, etc. 
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Otro sector que ha avanzado mucho tanto en su uso como en la calidad de los resultados 
obtenidos es el del entretenimiento, englobando aquí tanto a la industria del videojuego 
como a la del cine. En la actualidad, existen videojuegos que consiguen unos efectos 3D 
tremendamente realistas, y lo mismo podríamos decir de ciertas representaciones 
tridimensionales que podemos encontrar en muchas películas modernas. 
Hoy en día, sin embargo, el uso de los modelos 3D se ha extendido a prácticamente 
cualquier ámbito, y por supuesto, también al ámbito médico (Saeed Alqahtani, Foaud 
Daghestani, & Fattouh Ibrahim, 2017). Si hacemos una búsqueda rápida en Internet 
podremos encontrar modelos 3D de una calidad muy alta de prácticamente cualquier parte 
del cuerpo humano. Es más, podremos descargar una representación tridimensional del 
ser humano con un nivel de detalle desde el punto de vista anatómico sorprendente. Esto 
no hace otra cosa más que favorecer el avance del conocimiento médico y la instrucción 
no sólo de los estudiantes, sino también de profesionales experimentados y cualificados, 
que encontrarán en los modelos 3D una forma fascinante de estudiar el cuerpo humano.  
2.5.1. ¿Qué es un modelo 3D? 
En esta tesis se van a estudiar las tecnologías de Realidad Aumentada y Realidad Virtual. 
Estas tecnologías se basan en el manejo y la visualización de modelos 3D, con lo cual 
resulta de vital importancia introducir, al menos brevemente, los conceptos básicos de los 
mismos. 
Un modelo 3D no es más que una sucesión de vértices localizados en un espacio 
tridimensional. Visto así, puede parecer algo complicado pero lo cierto es que no lo es. 
Imaginemos un simple cubo, formado por 6 caras y 8 vértices.  
Un modelo 3D de este cubo no es más que un fichero en el que se representa la posición 
en el espacio tridimensional de cada uno de estos vértices, así como de las caras. Las 
caras, como podemos imaginar, están definidas por una sucesión de vértices. 
En la siguiente imagen, podemos ver una representación 2D de un cubo 3D. 
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Figura 9 Representación del modelo 3D de un cubo. Fuente: 
All about OpenGL ES 2x (part 1/3); http://blog.db-in.com/all-
about-opengl-es-2-x-part-1/. 
Actualmente existen multitud de formatos de modelos 3D, al igual que existen multitud 
de formatos para documentos de texto: doc, docx, pages, pdf, txt, rtf... Un ejemplo de 
formato de modelo 3D es OBJ. Este formato, basado en texto, es un formato abierto, lo 
cual ha facilitado e impulsado que sea ampliamente utilizado. Vamos a ver un ejemplo 
simple, en este caso un triángulo (McHenry & Bajcsy, 2008). 
v 0.0 0.0 0.0 
v 0.0 1.0 0.0 
v 1.0 0.0 0.0 
f 1 2 3 
Las tres primeras líneas definen los tres vértices y la última línea indica cómo formar una 
“cara” o polígono, en este caso uniendo los vértices 1, 2 y 3. 
Obviamente aquí se ha tratado de simplificar al máximo la complejidad de los modelos 
3D, ya que existen muchas otras variables y cuestiones que no se han contemplado. Por 
ejemplo, un elemento fundamental de los modelos 3D son las texturas, que dan la 
apariencia final al modelo. 
Si nos fijamos en la imagen anterior del cubo, vemos que las caras del mismo no tienen 
ningún color, ni ninguna forma, más allá de la representación gris que nos aporta el motor 
gráfico del cual se ha obtenido dicha imagen, Si por ejemplo queremos representar en 3D 
una caja de cereales, necesitaremos incorporar las imágenes que tienen las caras de la caja 
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original en cada una de las caras de nuestro prisma rectangular. Estas imágenes es lo que 
denominamos texturas. 
Los formatos de los modelos 3D definen cómo se deben aplicar las texturas a cada uno 
de los polígonos que componen un modelo 3D. También se pueden definir muchas otras 
características, como por ejemplo cómo debe reflejar la luz para representar, por ejemplo, 
brillos. 
Los modelos 3D que se utilizarán para la implementación de los sistemas presentados en 
esta tesis doctoral tendrán normalmente un alto número de polígonos, lo cual incide 
directamente en la forma en que se desarrollarán los sistemas y el hardware que será 
necesario utilizar, como se explicará más adelante. 
En la siguiente imagen podemos ver parte de un modelo 3D de un ser humano, donde se 
pueden apreciar los diferentes polígonos que lo componen: 
 
Figura 10 Mallado de un modelo 3D. Fuente: Turbosquid, Realistic 
Male Bodyby Andor Kollar. 
Y en la imagen siguiente podemos ver ese mismo modelo con las texturas aplicadas: 
Santiago González Izard 
[25] 
 
Figura 11 Modelo 3D texturizado. Fuente: Turbosquid, Realistic Male 
Bodyby Andor Kollar. 
Como podemos apreciar, las texturas son un elemento fundamental en los modelos 3D. 
Desgraciadamente, el uso de texturas de alta calidad es otro de los elementos que influyen 
en el rendimiento de los sistemas que manejan modelos 3D, por ello será necesario tener 
un equilibrio entre el número de polígonos y la calidad de las texturas utilizadas para 
conseguir un sistema informático que funcione correctamente. 
Afortunadamente, los fabricantes de dispositivos móviles son conscientes del potencial 
de la Realidad Aumentada y la Realidad Virtual, y por ese motivo están desarrollando 
dispositivos optimizados que mejoran la velocidad y calidad de renderizado de gráficos, 
desarrollando chips con altas capacidades de renderizado y sensores para mejorar las 
experiencias, como medición de luz ambiental. Esto supone una gran noticia para estas 
tecnologías, que verán cómo se incrementa rápidamente su presencia en el mercado 
durante los próximos años, ya que cada vez un número mayor de dispositivos estarán 
preparados para ejecutar aplicaciones que trabajen con entornos 3D. 
Una vez entendidos los modelos 3D, tenemos que comprender cómo los visualizamos. 
Hasta hace muy poco prácticamente todo el mundo visualizaba los modelos 3D en 
pantallas tradicionales, sin embargo, la aparición de la Realidad Aumentada y la Realidad 
Virtual están cambiando para siempre la forma en que visualizamos el mundo virtual. 
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2.5.2. ¿Qué es la Realidad Virtual? 
Debido a una falta de consenso en cuanto a qué sistemas se pueden enmarcar dentro de 
la Realidad Virtual y cuáles no, a lo largo de la historia se han dado diferentes definiciones 
de este concepto (Biocca & R. Levy, 1995): 
La Realidad Virtual consiste en simulaciones electrónicas de entornos experimentados 
por medio de gafas (head mounted displays) y ropa cableada que permite al usuario final 
interactuar de una forma realista en situaciones tridimensionales. (Coates, 1992). 
La definición anterior es bastante correcta, eliminando la referencia al uso de ropa 
cableada, puesto que en la actualidad el avance de la tecnología nos ha permitido disponer 
de dispositivos de Realidad Virtual realmente livianos y cómodos que nada que ver tienen 
con los dispositivos de Realidad Virtual de hace 25 años. 
Podemos encontrar una definición similar dada por Eric Greenbaum, pionero de la 
Realidad Virtual desde 1992: 
     La Realidad Virtual es un mundo alternativo compuesto por imágenes generadas por 
ordenador que responden a los movimientos humanos. Estos entornos simulados son 
normalmente visitados con la ayuda de un costoso traje que incluye características como 
gafas de video estereoscópico y guantes con datos transmitidos por fibra óptica. 
(Greenbaum, 1992, p.58).  
En esta definición Greenbaum matiza que no es necesario disponer de costosos trajes para 
obtener una experiencia que podamos considerar Realidad Virtual. Actualmente, gracias 
a los avances en los algoritmos de visión artificial, unido por supuesto a los avances en 
hardware que permiten ejecutar dichos algoritmos en un tiempo aceptable, se pueden 
detectar y realizar un seguimiento de las manos del usuario, no siendo por tanto necesario 
disponer de guantes. Seguramente si le preguntaran hoy a Greenbaum qué es la Realidad 
Virtual daría una respuesta diferente a la que ofreció hace 25 años. 
En base a mi experiencia, podemos definir la Realidad Virtual de la siguiente forma:  
Tecnología que proporciona una sensación de inmersión en un mundo virtual con el cual 
el usuario podría interactuar. Esta interacción se puede llevar a cabo mediante guantes 
que incluyen sensores para reconocer el movimiento de las manos, con reconocimiento 
gestual o con cualquier otra técnica que permita captar los movimientos del usuario y 
trasladarlos al mundo virtual.  
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2.5.3. ¿Qué es la Realidad Aumentada? 
La Realidad Aumentada consiste en fusionar el mundo virtual con el mundo real, de 
forma que por medio de un dispositivo electrónico podremos visualizar elementos 
virtuales superpuestos al mundo físico que nos rodea. 
Los dispositivos que nos permiten obtener una visión de Realidad Aumentada son desde 
smartphones y tabletas hasta gafas de Realidad Aumentada, o incluso lentillas (esta última 
opción aún no disponible).  
Aunque la Realidad Aumentada tiene muchos usos, es cierto que a día de hoy todavía no 
ha llegado al día a día de la sociedad, habiéndose implantando en mayor medida en 
entornos industriales y, más recientemente, en la medicina, además de para usos 
específicos como aplicaciones orientadas al ocio o al guiado (Joo-Nagata, 2017) (Joo-
Nagata J. M.-B.-P., 2017) (Monterrey, 2017) (Sanchez-Sepulveda M. V.-K.-S., 2019).  
Gracias a la Realidad Aumentada podemos visualizar elementos tridimensionales como 
si fueran objetos reales, ya que estarán emplazados en el mundo real, podremos movernos 
a su alrededor y estudiarlos aprovechando el verdadero potencial de las tres dimensiones. 
Por ejemplo, los estudiantes de medicina pueden emplear la Realidad Aumentada para 
visualizar el sistema nervioso del cuerpo humano como si tuvieran un cadáver real, pero 
con la capacidad de ir eliminando capas para visualizar únicamente lo que les interesa.  
Con esta tecnología las ilustraciones y esquemas que aparecen en los libros de medicina 
podrían convertirse en elementos tridimensionales y cobrar vida, suponiendo un recurso 
educativo con un potencial mucho mayor para impactar en los estudiantes y acercarles un 
poco más al mundo real. 
2.5.4. ¿Qué es la Realidad Mixta? 
La Realidad Mixta, una tecnología que se ha empezado a desarrollar con posterioridad a 
las anteriores, es una combinación de la Realidad Aumentada y la Realidad Virtual, 
permitiendo tanto una inmersión virtual completa como una visión de la realidad con 
información virtual sobre la misma. Las gafas de Realidad Mixta, como las Microsoft 
HoloLens, disponen tanto de grandes pantallas como de cámaras y sensores para el 
reconocimiento objetos y planos, de forma que tienen una comprensión del entorno del 
usuario y son capaces de emplazar elementos virtuales en el mismo. Para ello, el software 
de las gafas crea lo que se conoce como una nube de puntos, que consiste en la detección 
de características o features. Estas features son puntos con una componente 
tridimensional que fija la posición de cada una en el espacio. Para reconocer una feature, 
el sistema se base en cambios de color, mientras que algunos sistemas más avanzados 
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pueden tener sensores de reconocimiento de profundidad, en cuyo caso esta información 
sería utilizada para la creación de las features. Este último es el caso de la tecnología 
LIDAR, que está siendo incorporada en algunos dispositivos móviles de última 
generación, mejorando así las experiencias de Realidad Aumentada y Mixta gracias a una 
mejor detección de planos y comprensión del espacio en tres dimensiones. 
 
Figura 12 Visualización de la anatomía de un pulmón con las gafas de Realidad Mixta Microsoft HoloLens. 
Fuente: Medium, artículo “YVR Mixed Reality & Vancouver Medical Community to Unite for Bi-monthly 
Meetups”. 
Una de las ventajas de la Realidad Mixta es que permite a varias personas visualizar el 
mismo objeto virtual en el mismo sitio, permitiendo incluso su manipulación de forma 
colaborativa. Por ejemplo, podríamos ver un modelo 3D a escala real del cuerpo humano 
en un aula, y manipularlo añadiendo o quitando capas (piel, músculos, huesos, arterias, 
venas, nervios, etc.) para estudiar su anatomía. 
2.5.5. Diferenciación entre Realidad Aumentada, Realidad Virtual y 
Realidad Mixta 
Por tanto la Realidad Aumentada es una tecnología que nos permite superponer a la 
realidad información virtual, la Realidad Virtual por el contrario implica la inmersión 
completa en un mundo virtual, dejando por tanto de percibir el entorno, y finalmente la 
Realidad Mixta, aunque es común encontrarse con definiciones que indican que son una 
mezcla de RA y RV, lo cierto es que más bien se trata del mismo concepto de Realidad 
Aumentada pero implicando un reconocimiento del entorno y la colocación de los 
elementos virtuales en el mismo. Este reconocimiento del entorno se lleva a cabo 
mediante la creación de lo que llamamos nubes de puntos. Estas nubes de puntos son 
matrices multidimensionales que representan puntos en un espacio tridimensional donde 
cada uno de esos puntos a su vez almacena diferente información. Básicamente permiten 
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almacenar la información de un espacio para ser capaz de reconocer dicho espacio con 
posterioridad. 
2.6. Dispositivos complementarios para Realidad Virtual  
La Realidad Virtual es una tecnología que implica el uso de ciertos dispositivos. El más 
evidente es por supuesto las gafas de Realidad Virtual, sin las cuales en principio 
resultaría imposible poder disfrutar de ella, aunque bien es cierto que existen otras 
posibilidades, como pueden ser las cave, que se explicarán más adelante. 
2.6.1. Sensores de movimiento 
Además de las gafas, hay ciertos elementos que hoy resultan imprescindibles para 
conseguir una experiencia de Realidad Virtual, tal y como la entendemos en la actualidad. 
Uno de los elementos más importante es el giroscopio. 
El giroscopio es un sensor que permite a las aplicaciones de Realidad Virtual conocer la 
posición del usuario y detectar el movimiento de la cabeza, algo imprescindible para que 
cuando giremos la cabeza hacia un lado la perspectiva de visualización del mundo virtual 
se modifique para que podamos ver lo que tenemos hacia ese lado. Es decir, que permite 
que al mirar hacia la derecha veamos lo que tenemos hacia la derecha. 
Puesto que algunos smartphones no cuentan con este sensor, algunos sistemas utilizan el 
magnetómetro y el acelerómetro para conseguir sustituir la funcionalidad del giroscopio. 
El magnetómetro, que hace la función de una brújula, permite al sistema conocer hacia 
qué dirección está mirando el usuario, mientras que el acelerómetro le indica si está 
mirando hacia arriba o hacia abajo (y los grados correspondientes). No obstante, conviene 
destacar que el uso del giroscopio es lo más habitual y la mayoría de smartphones actuales 
cuentan con este sensor. 
2.6.2. HMD (Head Mounted Display) 
Por supuesto, un elemento hardware esencial es la pantalla, que puede estar incluida en 
las propias gafas o en caso contrario formará parte del smartphone que incorporamos a 
las mismas. En este sentido, hay que diferenciar entre las gafas en las que introducimos 
un smartphone y aquellas que ya disponen de todos los elementos necesarios y no 
necesitan un smartphone para funcionar. Según estas características, podemos diferenciar 
tres tipos de gafas de Realidad Virtual, basándonos en los diferentes modelos que 
podemos encontrar en estos momentos en el mercado: 
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● Gafas para smartphones: Dentro de esta clasificación podemos encontrar gafas 
que no incluyen ningún tipo de hardware, como pueden ser las Cardboard, y otras 
que incluyen un panel táctil o botones como elementos de interacción. Son 
normalmente la opción más económica y también suponen una gran parte del 
mercado actual de gafas de Realidad Virtual (Brown & Green, 2016).  
● Gafas para PC: Este tipo de gafas, donde destacan claramente en la fecha actual 
los modelos Oculus Rift y HTC Vive, disponen de los sensores necesarios para 
detectar el movimiento de cabeza de los usuarios para saber hacia dónde están 
mirando, sin embargo, el procesamiento y el renderizado se lleva a cabo en un PC 
al cual están conectados por medio de un cable. En un futuro seguramente no sea 
necesario la conexión por medio de cable, y según avance la capacidad de 
miniaturización del hardware y se puedan instalar procesadores de gran potencia 
en las propias gafas, este tipo de dispositivos seguramente desaparezcan para dar 
paso a aquellos que se enmarcan en la siguiente clasificación. El precio de estos 
dispositivos ronda los 700€ pero hay que tener en cuenta que resulta necesario 
contar con un ordenador de gran potencia para su funcionamiento.  
 
Figura 13 Gafas standalone Pimax (izquierda) y HTC Vive Pro (derecha). Estas últimas son actualmente 
muy utilizadas. 
● Gafas autónomas o standalone: Este tipo de gafas disponen de todos los elementos 
necesarios para disfrutar de una experiencia de Realidad Virtual, incluyendo 
procesador, sensores de movimiento y pantalla. No necesitan por tanto conectarse 
a un ordenador, introducir un smartphone ni ningún elemento adicional: son 
completamente autónomas. En la actualidad, uno de los modelos más populares 
son las Oculus Quest, que por un precio ligeramente superior a los 500€ 
incorporan sensores de reconocimiento espacial y un hardware suficiente para 
obtener calidades de renderizado suficientes para muchos sistemas (Hillmann, 
2019). Recientemente este fabricante ha anunciado el lanzamiento de una segunda 
versión de este modelo de gafas, indicando además que dejará de fabricar 
cualquier otro dispositivo de Realidad Virtual que no sea standalone, demostrando 
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el potencial que tienen estos dispositivos. Esta estrategia es acertada desde el 
punto de vista que estos nuevos modelos son dispositivos standalone, pero 
también permiten conectarse al ordenador, por lo que realmente son muy 
versátiles. 
 
Figura 14 Oculus Quest. Fuente: Elaboración propia. 
2.6.3. Interacción con el mundo virtual 
Aunque es cierto que con las gafas anteriores y los elementos necesarios que se han 
indicado (smartphone o PC en los dos primeros casos), se puede obtener una experiencia 
de Realidad Virtual, cada vez es más habitual contar con sensores que nos permitan 
interactuar con el mundo virtual de la forma más realista posible (United States Patente 
nº US10073516B2, 2015). Para cubrir esta necesidad, disponemos de cinco opciones 
diferentes que veremos a continuación: 
2.6.3.1. Interacción mediante botón 
En esta opción no existen ningún dispositivo adicional para interactuar con el sistema, 
simplemente se utiliza un botón en las propias gafas para que el usuario pueda seleccionar 
una opción u otra, disparar, coger una herramienta, etc. El usuario dispone de un puntero 
(un haz láser que puede ver en las gafas) con el que puede apuntar a un elemento virtual 
y presionando el botón interactuará con el mismo. Incluso se puede implementar esta 
interacción sin necesidad de botones, por ejemplo, manteniendo el puntero apuntando al 
mismo elemento durante un tiempo determinado (si mira a un elemento de la interfaz 
gráfica durante X segundos ese elemento habría sido pulsado).  
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2.6.3.2. Mandos o controllers 
Los mandos incorporan sensores de movimiento que permiten desarrollar sistemas donde 
el usuario puede apuntar hacia elementos del mundo virtual para interactuar con ellos. En 
esta tesis, se describirán diferentes sistemas que se han desarrollado donde muchos de 
ellos emplean un mando para poder reconocer los movimientos de las manos del usuario 
y permitirle interactuar con el mundo virtual de una forma más realista que en el caso de 
los punteros. Esto implica que podemos hacer 
que el usuario apunte a cualquier elemento de su 
alrededor, pero no acercarse al mismo, ya que 
con no somos capaces de reconocer el 
movimiento que el usuario realiza al acercarse a 
ese objeto. Este es el caso, por ejemplo, del 
mando de las Oculus Go. Sin embargo, con un 
mando con los sensores adecuados esto sí puede 
hacerse, como sería el caso de los mandos de 
HTC Vive u Oculus Quest. 
 
2.6.3.3. Detección de movimiento con visión artificial 
Para esta opción resulta necesario contar con una cámara que permita reconocer los 
movimientos del usuario, al menos de sus manos. La cámara puede estar integrada en las 
propias gafas o ser un elemento externo. El sistema reconocerá las manos del usuario (y 
puede que más partes del cuerpo) y realizará un seguimiento o tracking de las mismas, 
trasladando su posición y movimiento al mundo virtual. Aunque es muy posible que esta 
opción sea muy utilizada en un futuro cercano, lo cierto es que actualmente no es muy 
utilizada. Un ejemplo de esta tecnología es el sensor Kinect de Microsoft (Zhang, 2012), 
muy utilizado en videojuegos y con el que se han creado muchos proyectos en otros 
ámbitos, pero cuya tecnología aún no se ha incorporado en gafas de Realidad Virtual. 
2.6.3.4. Detección de movimiento con infrarrojos 
También existe la opción de detectar el 
movimiento de las manos del usuario 
mediante sensores infrarrojos, con 
dispositivos como el Leap Motion, no 
obstante, este tipo de dispositivos es cada 
vez menos utilizado, ya que cada vez es 
más habitual encontrar en las propias gafas 
Figura 15 Controlador de Oculus Go. Fuente: 
Oculus. 
Figura 16 Dispositivo Leap Motion. Fuente: Ultraleap 
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sensores de este tipo o basados en visión artificial para reconocer las manos y sus 
movimientos.  
2.6.3.5. Guantes  
Los guantes son la gran promesa para la interacción con 
el mundo virtual, ya que no sólo permitirán transmitir los 
movimientos de las manos al mundo virtual, sino que 
además nos permitirán sentirlo, que es lo que conocemos 
como dispositivo háptico. Para las investigaciones 
llevadas a cabo, se han adquirido los guantes Senso 
Glove, que podemos ver en la Figura 17. 
 
2.6.4. Posicionamiento 
Existe sistemas que posicionan al usuario en un punto concreto y estático del mundo 
virtual, mientras que otras soluciones de Realidad Virtual incluyen sensores para detectar 
la posición del usuario, de forma que pueda moverse en el mundo real y transmitir ese 
movimiento al mundo virtual. 
Esto es un gran avance, ya que hasta hace muy poco el usuario se encontraba fijo en el 
entorno virtual y era el propio sistema el que le movía por su interior o él mismo tenía 
que señalar hacia dónde quería moverse.  
Entre los dispositivos que incorporan sensores de posicionamiento podemos destacar las 
Oculus Rift o HTC Vive, con las que se pueden crear experiencias donde gracias a esta 
capacidad la sensación de inmersión es aún mayor. No obstante, la necesidad de conectar 
las gafas a un ordenador mediante un cable limita por el momento la experiencia y 
capacidad para moverse libremente, impedimento que sin duda se solucionará durante los 
próximos años. De hecho, las HTC Vive en su versión Pro ya permiten instalar un sistema 
de comunicación de las gafas con el ordenador con tecnología WiFi de alta frecuencia, 
solucionando así el problema del cable para la libertad de movimiento. 
Es por ello por lo que están proliferando los dispositivos llamados standalone, que son 
aquellos que incorporar un procesador y otros elementos necesarios para evitar la 
conexión con un ordenador. Un ejemplo de estos dispositivos son las Oculus Quest o las 
HTC Vive Focus Plus. Estos modelos incorporan sensores 6DoF (Six Degrees Of 
Freedom), lo cual implica que reconocen el movimiento del usuario en todas las posibles 
direcciones, detectando cuándo se agacha, anda en cualquier dirección, etc. Gracias a 
Figura 17 Guantes de Realidad Virtual 
Senso Glove. Fuente: Elaboración 
propia. 
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estos sensores las experiencias de Realidad Virtual son mucho más realistas, causadas por 
una mejor interacción del usuario con el entorno virtual. 
2.6.5. Procesamiento 
Ya se ha comentado anteriormente que algunas gafas incorporan sus propios procesadores 
(standalone), y que otras utilizan aquellos que incluyen los smartphones o los ordenadores 
para poder realizar el proceso de renderizado y procesamiento, uno de los factores clave 
para obtener una experiencia de calidad. Otras gafas tan sólo incorporan la pantalla, y 
opcionalmente otros sensores, pero el procesado y renderizado lo realiza un ordenador al 
cual deben estar conectadas. 
Cuanto mejor sea la calidad del renderizado, más reales nos parecerán las imágenes que 
visualicemos. Del mismo modo, cuanto más rápido se realicen los cálculos, mejor 
experiencia obtendremos, ya que un renderizado lento podría ocasionar que cuando 
miremos hacia un lado tardemos en ver lo que tenemos en esa dirección, causando 
sensación de mareo. Esto se debe a que el sistema ha tardado en crear esos frames. Tal y 
como se ha descrito en 2.5.1¿Qué es un modelo 3D? la cantidad de polígonos de los 
modelos 3D que tratamos de visualizar en el entorno virtual será un factor clave en cuanto 
a la capacidad de renderizado que necesitaremos. Por ejemplo, si queremos visualizar 
modelos 3D obtenidos de imágenes DICOM, hay que tener en cuenta que estos modelos 
3D normalmente tienen una gran cantidad de polígonos, incluso si han sufrido algún tipo 
de suavizado para disminuir la carga poligonal. Por tanto, necesitaremos unas gafas de 
Realidad Virtual con esta capacidad. 
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Capítulo 3.  Materiales empleados y metodología 
Esta tesis se apoya en una serie de publicaciones científicas, todas ellas desarrolladas en 
torno a la misma investigación, pero con diferentes resultados. En todos los casos, se han 
utilizado una serie de herramientas y metodologías comunes, por ello se presentan de 
forma conjunta los materiales y métodos empleados, mientras que en las publicaciones 
anexas se pueden estudiar aquellos específicos para cada resultado de la investigación. 
3.1. Equipamiento y hardware utilizado 
Se han empleado diferentes gafas de Realidad Virtual, Aumentada y Mixta, para el 
desarrollo de los sistemas que se detallan en esta tesis. Además, hemos empleado 
diferentes dispositivos alternativos como guantes sensorizados importados de Rusia (no 
sin dificultad), cámaras 360, sensores de detección de manos basados en tecnología 
infrarroja o estaciones de tracking espacial.  
Por supuesto han sido necesarios equipos informáticos de gran potencia, destacando la 
necesidad de montaje de un equipo con una alta capacidad de procesamiento y 
renderizado, montando procesadores i7 de última generación y la tarjeta gráfica NVIDIA 
RTX 2080 Ti. 
3.1.1. Gafas Realidad Virtual Standalone 
3.1.1.1. Cardboard 
En primer lugar, las gafas Cardboard, las más sencillas y económicas de todas, permiten 
al usuario introducir su propio smartphone en su interior para poder disfrutar de una visión 
estereoscópica en experiencias inmersivas. Para ello, las gafas disponen de lentes 
estereoscópicas y un soporte para colocar el móvil a tan sólo unos pocos centímetros de 
nuestros ojos. No obstante, gracias a estas lentes obtenemos una visión clara de la imagen 
proyectada en la pantalla del smartphone. Esta pantalla está dividida en dos zonas, una 
que veremos con el ojo izquierdo y otra con el ojo derecho. Aplicando los principios de 
estereoscopía explicados en 2.4 ESTEREOSCOPÍA COMO BASE DE LA REALIDAD VIRTUAL, estas 
dos imágenes son ligeramente diferentes. 
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Figura 18 Gafas para inserción de smartphone. De izquierda a derecha: gafas tipo cardboard de cartón, gafa de 
cartón de calidad superior, gafas de plástico con auriculares y botón y finalmente gafas Samsung Gear VR. 
Fuente: Elaboración propia 
3.1.1.2. Samsung Gear VR (diferentes modelos) 
Otra de las gafas de Realidad Virtual utilizadas han sido las Samsung Gear VR, cuyo 
funcionamiento es igual que el de las Cardboard, con la diferencia de que tan sólo 
determinados smartphones del fabricante Samsung podían ser introducidos en su interior. 
Estas gafas además incorporan un mando que nos permiten apuntar a objetos del mundo 
virtual, pero si acercamos el mando a los mismos el sistema no es capaz de reconocer 
dicho movimiento, ya que no existe tracking del mismo: el sistema no monitoriza la 
posición del mando y su movimiento en el mundo real, tan sólo su rotación en los tres 
ejes. 
3.1.1.3. Oculus Go 
Las siguientes gafas utilizadas han sido las 
Oculus Go, que supusieron un gran salto de 
calidad en el momento de su lanzamiento en 
2018. Estas gafas ya incorporan su propia 
pantalla y procesador, por lo que el usuario 
no tiene que añadir ningún elemento 
adicional como las anteriores. La calidad de 
visualización y la experiencia de usuario en 
general es bastante aceptable para tratarse de 
un dispositivo standalone de bajo coste.  
 
Figura 19 Oculus Go. Fuente: Elaboración propia. 
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3.1.1.4. Oculus Quest 
Otra de las gafas standalone que hemos utilizado para nuestros desarrollos informáticos 
han sido las Oculus Quest, que pueden verse como la evolución de las Oculus Go y que 
incorporan grandes novedades. Una de las más importantes es su capacidad para detectar 
el movimiento de los usuarios, tanto 
del headset como de los mandos. Las 
gafas incorporan sensores capaces 
de reconocer el espacio que rodea al 
usuario, y detectar la posición del 
usuario dentro de este espacio. Estos 
sensores permiten seis grados de 
movimiento (comúnmente llamado 
6DoF o 6 Degrees of Freedom): 1) 
rotación de la cabeza a izquierda y 
derecha, 2) rotación de la cabeza 
hacia arriba y hacia abajo, 3) 
inclinación de la cabeza hacia un lado y hacia el otro, 4) traslación hacia adelante y hacia 
atrás, 5) traslación hacia izquierda y derecha y 6) traslación hacia arriba y hacia abajo. 
Además, siempre que los mandos se encuentren en el campo de visión de las gafas, 
también será posible detectar estos seis grados de movimiento para cada uno de los 
mandos. Esta opción mejora considerablemente el grado de realismo de las experiencias 
virtuales inmersivas. 
3.1.2. Gafas de Realidad Virtual Tethered 
Las gafas de Realidad Virtual o Head-Mounted Displays (HMD) anteriores eran 
dispositivos standalone: dispositivos que no necesitan conectarse a un ordenador porque 
incorporan todos los elementos necesarios (haciendo uso de smartphones en el caso de 
las primeras).  
A continuación, veremos las gafas de Realidad Virtual con conexión a ordenador que 
hemos utilizado.  
Figura 20 Oculus Quest. Fuente: Elaboración propia. 
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3.1.2.1. Lenovo Explorer 
En primer lugar, tenemos las Lenovo Explorer, un 
dispositivo compatible con Windows Mixed 
Reality que ofrece una buena calidad de 
visualización e interacción virtual a bajo coste. 
Windows Mixed Reality es una función 
incorporada en el sistema operativo Windows 10 
y que ofrece acceso a diferentes aplicaciones 
desde el mundo virtual gracias a gafas como 
estas. También permiten seis grados de libertad, 
permitiendo la simulación de protocolo médicos 
como es el caso del simulador que se ha 
implementado para esta tesis para cirugía de 
fijación transpedicular lumbar. Este simulador 
inicialmente fue desarrollado para las Samsung Gear VR y Oculus Go, y posteriomente 
ha sido adaptado para ser utilizado en las Lenovo Explorer, que al permitir 6DoF ofrece 
un nivel de realismo mayor que las anteriores. 
3.1.2.2. HTC Vive Pro 
Las siguientes gafas empleadas han 
sido las HTC Vive Pro, un dispositivo 
de gran potencia y con elementos de 
gran calidad, con la diferencia 
respecto a la anterior de que su coste 
es cuantitativamente mayor. En lugar 
de utilizar sensores incorporados en 
las gafas para permitir seis grados de 
movimiento, emplea sensores 
externos que deben colocarse 
alrededor del usuario y que permiten 
triangular su posición dentro del 
espacio delimitado por estos 
sensores. Aunque puede utilizarse tan 
sólo un sensor, el tracking del HMD 
y los mandos tiene una mejor eficacia 
si se utilizan dos sensores.  
El posicionamiento del usuario en el 
mundo virtual, o lo que es lo mismo, la detección del movimiento del usuario y su 
Figura 21 Lenovo Explorer. Fuente: 
Elaboración propia. 
Figura 22 HTC Vive Pro con conexión wireless de alta 
frecuencia en zona de tracking. Fuente: Elaboración propia. 
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traslación al mundo virtual, es más preciso con esta tecnología que con los sensores 
incorporados en las gafas que utilizan las Oculus Quest o las Lenovo Explorer, al menos 
en este momento, no obstante, estos últimos obtienen grandes resultados.  
Se ha utilizado para estas gafas el kit de conexión HTC Vive Wireless, consiguiendo que 
no sea necesario conectar un cable desde las gafas al ordenador, y mejorando así la 
capacidad de movimiento del usuario. Para ello se ha instalado sobre la placa base o 
motherboard de uno de los PCs utilizados una tarjeta Wifi de alta frecuencia que se 
comunica con un sensor específico que hemos colocado en las gafas. Además, se ha 
configurado una zona de tracking fijando unos sensores de tracking en el techo, 
definiendo un espacio de más de 9 metros cuadrados por los que el usuario se puede 
mover.  
3.1.3. Dispositivos de Realidad Aumentada 
En cuanto a dispositivos de Realidad Aumentada, hemos empleado diferentes 
smartphones y tabletas tanto Android como iOS, incluyendo los siguientes: Samsung 
Galaxy S6, Samsung Galaxy S7, Samsung Galaxy Tab S, Samsung Galaxy Tab S2, 
Samsung Galaxy Tab S3 y iPhone XR. 
También hemos investigado y probado algunos nuestros desarrollos en las siguientes 
gafas de Realidad Aumentada: Epson Moverio BT200, Epson Moverio BT300 y Vuzix 
M300. 
Las dos primeras son muy similares y muestran dos pantallas, una para cada ojo, 
consiguiendo una visualización aceptable del contenido de Realidad Aumentada. Las 
Vuzix sin embargo optan por una sola pantalla que puede ser colocada en ambos lados, y 
concentran todo el hardware de procesamiento en una "patilla" que va unida a la pantalla. 
En el caso de las Epson incorporan una unidad externa que puede ser introducida en el 
bolsillo y que están conectadas a las gafas por medio de un cable. 
Las tres gafas no obstante no han sido finalmente utilizadas para ningún desarrollo de 
visualización 3D, ya que no tienen la capacidad de renderizado suficiente, lo cual 
implicaba que el contenido virtual se visualizaba con una tasa de frames por segundo muy 
baja (fps o frames per second). 
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Figura 23 Gafas de Realidad Aumentada Epson Moverio BT300 (izquierda) y Vuzix M300 (derecha), utilizadas 
para probar la visualización de modelos anatómicos 3D con Realidad Aumentada. Fuente: Elaboración propia. 
Finalmente hemos utilizado las gafas Magic Leap como dispositivo de Realidad Mixta. 
Estas gafas tienen un alto coste económico, pero ofrecen experiencias de visualización de 
gran calidad y disponen de un núcleo de procesamiento de gran potencia, permitiendo la 
renderización de modelos 3D con mayor carga poligonal y texturas de mayor calidad. 
Además, disponen de sensores para reconocer el entorno del usuario, permitiendo la 
colocación y fijación de objetos a su alrededor. No obstante, el éxito comercial de estas 
gafas ha sido muy reducido, quizás por su competencia con las Microsoft HoloLens, 
unido a una baja aceptación por parte del mercado. 
 
Figura 24 Visualizando modelo anatómico 3D del cuerpo humano en las gafas de Realidad Mixta Magic Leap. 
Fuente: Elaboración propia. 
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3.1.4. Otros dispositivos empleados 
3.1.4.1. Cámaras 360 
Hemos utilizado la cámara Samsung Gear 360, tanto en su versión de 2016 como la 
versión de 2017, ligeramente más avanzada. Estas cámaras hacen que sea muy sencillo 
grabar entornos para su posterior visualización de forma inmersiva con Realidad Virtual. 
La versión de 2017 es capaz de grabar video a 4K (4096x2048) a 24 fps, y realizar fotos 
de 15 megapíxeles. Estas características son suficientes para imágenes 360 para entornos 
inmersivos, no obstante, las grabaciones de video realizadas en quirófanos para cirugías 
no alcanzan la calidad de imagen suficiente como para discernir detalles importantes de 
la anatomía del paciente. Para ello sería necesario utilizar equipos profesionales, con 
cámaras cuyo precio pueden superar fácilmente los 20.000€. Teniendo esto en cuenta 
estas cámaras de bajo coste representan una gran alternativa económica, a pesar de no 
lograr la misma calidad de imagen. 
 
Figura 25 Cámara Samsung Gear 360 (versión 2017, izquierda, y 2016, derecha). Fuente: Samsung. 
3.1.4.2. Leap Motion 
En los primeros desarrollos de nuestro proyecto Nextmed para PC utilizamos el 
dispositivo Leap Motion para interactuar con el modelo 3D del paciente  (González Izard 
S. , Juanes Méndez, Ruisoto, & García-Peñalvo, NextMed: How to enhance 3D 
radiological images with Augmented and Virtual Reality, 2018).  
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En el caso de Leap Motion, se ilumina 
una zona con luz infrarroja, de forma 
que cuando un objeto, como nuestras 
manos, se encuentran en dicha zona, se 
refleja parte de la luz y esta luza 
reflejada es recogida por los sensores 
del dispositivo. La información 
obtenida se traslada al driver instalado 
en el ordenador en forma de matriz de 
píxeles, donde cada posición de la 
matriz no representa un color, sino un 
valor de intensidad luminosa. Estos 
datos son interpretados y, se utiliza un modelo matemático capaz de interpretar los valores 
para realizar una recreación de las manos. Por último, se utilizan técnicas de visión 
estereoscópica para determinar la posición de las manos en el espacio: gracias a la 
separación de las dos cámaras del dispositivo obtenemos dos imágenes con una pequeña 
disparidad, lo cual permite obtener las coordenadas en el espacio de cada punto de la 
matriz obtenida.  
3.1.4.3. Mandos 
Las gafas de Realidad Virtual incluyen en su mayoría mandos para poder interactuar con 
el entorno virtual. Estos mandos pueden ser más o menos avanzados. Por ejemplo, los 
que hemos utilizado con las Samsung Gear VR o las Oculus Go detectan movimientos de 
rotación, como si fueran una brújula capaces de entender hacia dónde está apuntando el 
usuario, pero estas gafsa no son capaces de entender dónde se encuentra exactamente el 
mando respecto a la posición de las gafas. Sin embargo, los mandos de las gafas Lenovo 
Explorer, Oculus Quest y HTC Vive Pro (entre otras) sí son capaces de reconocer esta 
posición, lo cual nos ha permitido desarrollar sistemas más avanzados que aportan un 
mayor nivel de realismo al usuario. Con el objetivo de poder probar esta capacidad, hemos 
adaptado el simulador de Realidad Virtual para fijación transpedicular lumbar para las 
gafas Lenovo Explorer, ya que este proyecto originalmente se creó para las gafas Oculus 
Go, véase  (González Izard S. , y otros, 2017) y (González Izard, Virtual Reality as an 
Educational and Training Tool for Medicine, 2018). 
Figura 26 Dispositivo Leap Motion para detección de 
movimientos y gestos de las manos. 
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3.1.4.4. Guantes 
Aunque actualmente las gafas de Realidad 
Virtual incorporan sensores que permiten 
reconocer el movimiento de las manos, esto 
no era posible con los primeros modelos de 
estos dispositivos. Por ello, adquirimos unos 
guantes de Realidad Virtual y los empleamos 
en sustitución de los mandos para diseñar 
simulaciones más realistas. Además, estos 
guantes incorporan unos dispositivos de 
vibración que nos permitían ofrecer una 
respuesta al usuario frente a la interacción 
con elementos virtuales. De esta forma el 
usuario puede sentir que está tocando un 
objeto virtual. 
3.2. Componentes software empleados 
3.2.1. UNITY3D 
Unity3D (comúnmente llamado Unity) es un potente motor de videojuegos 
multiplataforma utilizado en una gran cantidad de videojuegos creados alrededor del 
mundo. Ofrece también una potente plataforma para creación de aplicaciones orientadas 
a la industria o la educación (Creighton, 2010). 
Se ha elegido Unity3D para el diseño de nuestra aplicación debido a su potente motor de 
renderizado 3D, su soporte para tecnologías AR y VR (S. Wang, 2010) y su sistema 
multiplataforma integrado (Unity3D, s.f.). 
3.2.2. Visual Paradigm 
Se ha empleado Visual Paradigm para la creación de diagramas para la fase de Ingeniería 
de Software de los proyectos. Esta herramienta es de gran utilidad para gestionar 
proyectos y crear diagramas de secuencia, diagramas de clases, de paquetes… 
3.2.3. Vuforia 
Se ha utilizado el SDK de Vuforia para llevar a cabo las proyecciones del modelo 3D en 
el espacio real obtenido por la cámara del dispositivo, facilitando la programación para 
Figura 27 Guantes de Realidad Virtual SENSO. Fuente: 
web senso.me. 
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mostrar el modelo 3D sobre una imagen, e incluso mostrarlo sobre, por ejemplo, una 
mesa, sin necesidad de ningún código o imagen utilizada como marcador (imagen de 
referencia que permite obtener información espacial utilizada para proyectar con la 
perspectiva correcta el modelo 3D). Para conseguir esta característica Vuforia hace uso 
de las librerías nativas Arcore y Arkit. 
3.2.4. ARCORE 
Arcore es una librería para la implementación de plataformas de Realidad Aumentada 
tanto para dispositivos Android como para dispositivos iOS. Esta librería es capaz de 
crear una nube de puntos del espacio que rodea al dispostivo basándose exclusivamente 
en las imágenes obtenidas de la cámara, sin necesidad de incluir sensores de profundidad.  
La librería, compatible con el entorno de programación Unity3D, permite desarrollar 
aplicaciones compatibles tanto con dispositivos Android como iOS, lo cual hace que sea 
una opción muy interesante para desarrollar sistemas de Realidad Aumentada, ya que, a 
diferencia de Vuforia, se trata además de una librería de uso gratuito. 
3.2.5. ARKIT 
En la fecha de redacción de esta tesis doctoral, Arkit es la librería de Realidad Aumentada 
más potente que existe. Esto puede deberse a que tan sólo permite implementar 
aplicaciones para dispositivos iOS, lo cual supone una ventaja respecto a Arcore, que 
debe funcionar con dispositivos y sensores muy diferentes entre sí. Es decir, Arkit puede 
recoger información más precisa sobre el movimiento del usuario al saber exactamente 
cómo serán los valores que recibirá de los sensores de acelerómetro y giroscopio, sin 
embargo, Arcore recibe estos valores de sensores muy variados, ya que tiene que lidiar 
con hardware de muchos fabricantes diferentes. 
3.2.6. AR FOUNDATION 
AR Foundation es un framework de alto nivel implementado por Unity para permitir una 
abstracción en el uso de las librerías Arcore y Arkit, permitiendo desarrollar aplicaciones 
multiplataforma que internamente utilicen estas dos librerías nativas de forma 
transparente para el programador.  
Gracias a AR Foundation podemos implementar aplicaciones de Realidad Aumentada 
que utilicen las capacidades avanzadas de Arcore y Arkit, empleando Arcore en caso de 
ejecutar en dispositivos Android compatibles y Arkit para dispositivos iOS compatibles. 
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3.2.7. Oculus SDK 
Oculus proporciona un SDK (Software Development Kit) para implementar aplicaciones 
de Realidad Virtual para sus dispositivos. Este SDK es compatible con Unity3D, y ofrece 
un conjunto de scripts y Game Objects reutilizables para abstraer al programador de tareas 
tan importantes como detectar el movimiento del usuario a través de los sensores 
incorporados en sus dispositivos. En este caso el SDK ofrece un Game Object "Camera" 
que sustituimos por la cámara por defecto de Unity y que renderizará en la pantalla de las 
gafas todo lo que se encuentra dentro del campo de visión en la escena de Unity. El Game 
Object tiene asociados scripts que se encargan de mover esta cámara por el mundo de 
Unity atendiendo al movimiento del usuario en el mundo real. 
3.2.8. Google VR 
Al igual que el SDK de Oculus, Google proporciona su propio SDK compatible con 
Unity3D para dispositivos Cardboard.  
3.2.9. OpenVR 
Valve, empresa desarrolladora de videojuegos, ha desarrollado esta API para facilitar el 
desarrollo de sistemas de Realidad Virtual para diferentes plataformas hardware. 
Además, Valve ha publicado también un plugin para Unity (SteamVR Unity Plugin) que 
permite acceder a las funcionalidades de OpenVR y desarrollar así sistemas RV para una 
gran multitud de dispositivos diferentes compatibles. 
3.2.10. Windows Mixed Reality 
Es una plataforma de Realidad Mixta para dispositivos ejecutando sistema operativo 
Windows. En nuestro caso, hemos utilizado esta plataforma para trabajar desde Unity con 
las gafas Lenovo Explorer, realizando una adaptación del simulador original de Realidad 
Virtual para fijación transpedicular lumbar para este dispositivo (González Izard, Virtual 
Reality as an Educational and Training Tool for Medicine, 2018) (González Izard S. , y 
otros, 2017). 
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3.2.11. Librerías utilizadas para la implementación de los algoritmos de 
visión artificial 
Tanto para el tratamiento de imágenes médicas como para su visualización se han 
utilizado las bibliotecas Insight Segmentation and Registration Toolkit (ITK) y 
Visualization Toolkit (VTK). 
ITK es un framework de código abierto especializado en el tratamiento de imágenes 
médicas (Schroeder, 2000).  Por otro lado, VTK es una biblioteca de código abierto 
especializada en la visualización científica, en este caso de imágenes médicas (Geveci, 
2015).   Ambas librerías han sido desarrolladas por Kitware y son la base utilizada por 
muchos programas de tratamiento de imágenes médicas, como pueden ser 3DSlicer u 
Osirix. 
Estas librerías se explican en mayor detalle en ANEXO I - NEXTMED: AUTOMATIC IMAGING 
SEGMENTATION, 3D RECONSTRUCTION, AND 3D MODEL VISUALIZATION PLATFORM USING 
AUGMENTED AND VIRTUAL REALITY. 
3.2.12. JupyterLab  
Para la visualización de los resultados de los diferentes pasos y del progreso de los 
algoritmos de visión artificial implementados para el proyecto Nextmed, se ha creado una 
interfaz utilizando JupyterLab. Esta aplicación web permite gestionar fácilmente los 
diferentes algoritmos en lo que se conoce como cuadernos de implementación, y es muy 
utilizada por la comunidad de investigadores. Esta interfaz que hemos implementado es 
muy útil para comprobar el resultado de las diferentes fases del proceso de segmentación.  
Esta interfaz, junto a la habilidad de JupyterLab para fijar diferentes interfaces en pantalla 
al tiempo que se continúa viendo el código fuente, ofrece una estación de trabajo para la 
visualización y experimentación de una forma ágil, rápida y siendo multiplataforma, ya 
que es accesible mediante un navegador web.  
3.3. Imágenes médicas 
Para poder probar que los algoritmos de visión artificial diseñados para el proyecto 
NextMed son fiables independientemente del resultado radiológico que tomen como 
entrada, hemos utilizado un gran número de estudios de Tomografía Computarizada (TC) 
durante la implementación de nuestros algoritmos. Concretamente hemos empleado el 
dataset LIDC-IDRI, de forma que los algoritmos han segmentado automáticamente, y 
creado un modelo 3D, de cada uno de estos resultados.  Siete centros y ocho compañías 
de imagen médica han colaborado para crear los datos de LIDC-IDRI, que contiene 1018 
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casos (escáneres torácicos helicoidales de Tomografía Computarizada) de 1010 pacientes 
(Armato III, 2015). 
3.4. Metodología para la implementación de los proyectos 
En esta sección se indicarán cuáles han sido los principales patrones de implementación 
utilizados en los diferentes proyectos.  
También se muestra un diagrama de clases de cada uno de los proyectos implementados 
para esta tesis. Debe tenerse en cuenta que estos diagramas deben mostrar información 
de un gran número de scripts o clases, por lo que resulta inviable su visualización en un 
tamaño tan reducido como es un dina-4. Por ese motivo se insta al lector a leer este 
documento en su versión digital, donde podrá navegar por los diagramas y consultar su 
información haciendo uso de la herramienta zoom. 
3.4.1. Patrón MVC 
En programación, los ingenieros de software normalmente categorizamos todo el código 
fuente separándolo en tres módulos principales: modelo, vista y controlador. Esta división 
sigue la filosofía del patrón de desarrollo comúnmente conocido como MVC (Model View 
Controller), que define la arquitectura del software, y tiene muchas variantes en la 
actualidad para ajustarlo a las características concretas de la tecnología que utilice el 
programador para cada sistema. 
 
Figura 28 Diagrama del patrón MVC. Fuente: https://stips.wordpress.com/2019/04/15/model-view-
controller-mvc-en-ios-un-enfoque-moderno/ 
El funcionamiento de este patrón es muy sencillo: separa el código asociado al 
almacenamiento y recuperación de los datos (Modelo), del código encargado de mostrar 
los datos al usuario y de recibir los eventos de interacción con el mismo (Vista) y, por 
último, del código que almacena la lógica de negocio de la aplicación (Controlador). 
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3.4.1.1. Implementando la interacción con el usuario 
Mientras que el Modelo y el Controlador de un sistema de Realidad Aumentada y Virtual 
no difieren en principio demasiado de estos mismos módulos en sistemas tradicionales, 
la Vista sin embargo sí se ve muy afectada. Y es que la forma en que mostramos la 
información al usuario es muy diferente a los sistemas que emplean una pantalla o 
monitor.  
Cuando desarrollamos un sistema de Realidad Virtual, tendremos en cuenta que el usuario 
puede mirar hacia cualquier dirección, e incluso caminar y moverse para visualizar nueva 
información. En este sentido, diferenciamos en la vista aquella información que queremos 
que esté siempre presente al usuario, que es lo que llamamos interfaz principal, de aquella 
información que varía en función de la situación del usuario, que es lo que llamamos su 
entorno. El ejemplo más parecido lo encontramos en los videojuegos, donde tenemos, por 
un lado, una interfaz que está siempre visible y que nos muestra la puntuación del usuario, 
su estado de salud o cualquier otra información (que dependerá de cada juego en 
particular). Esto es lo que en Unity llamamos Canvas, y en los sistemas de Realidad 
Virtual podríamos tener un Canvas anclado a la cámara, de forma que siempre está 
visible, independientemente de hacia dónde mire el usuario. Por otro lado, podremos tener 
Canvas en Worldspace, es decir, Canvas situados en el entorno del usuario y en una 
posición fija de ese entorno, que normalmente son Canvas que representan interfaces 
interactivas. Los sistemas que hemos desarrollado utilizan en su mayoría Canvas 
Worldspace, ya que, a diferencia de los videojuegos, donde el usuario normalmente se 
mueve continuamente por su entorno, y donde los entornos pueden llegar a tener un 
tamaño realmente grande, en nuestros simuladores y sistemas el usuario no puede 
moverse o tiene un movimiento limitado, por lo que las interfaces siempre están 
accesibles.  
Respecto al módulo Controlador, por supuesto existen ciertas diferencias, ya que hay que 
tener en cuenta todo el hardware que se utiliza para interactuar con el usuario y mostrarle 
la información, lo cual no existe en sistemas tradicionales orientados a PC (sensores 
incluidos en las gafas de Realidad Virtual, mandos controlador, etc.). No obstante, los 
SDK de Realidad Virtual, como el de OCULUS u OPENVR, abstraen al programador de gran 
parte de la problemática asociada a trabajar con este hardware. Aun así, es necesario 
implementar scripts en el módulo Controlador para ajustar la experiencia de usuario que 
queremos ofrecer. 
En el caso de la Realidad Aumentada, la diferencia es la misma que en los sistemas de 
Realidad Virtual respecto a los tradicionales: la información que mostramos al usuario, y 
que por lo tanto forma parte de la Vista, se divide entre aquella información que 
posicionamos en el entorno del usuario (Realidad Aumentada), y la información que 
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permanece fija en la pantalla del dispositivo. Esta última suele ser la interfaz de usuario, 
es decir, botones para interactuar, pantallas informativas...  
Además, como diseñadores de plataformas de Realidad Virtual, se debe tener en cuenta 
que el usuario puede llegar a tener una sensación de mareo si no implementamos 
correctamente nuestros sistemas. Por ejemplo, si movemos al usuario por su entorno sin 
que él mismo tenga que andar en el mundo real, su cerebro estará recibiendo una 
información visual que le indica que se está moviendo, ya que se encuentra inmerso 
dentro del mundo virtual. Sin embargo, sus oídos no estarán reconociendo ningún cambio 
de posición, y esa diferencia entre la información que el usuario recibe por sus ojos 
respecto a la que recibe de sus oídos y el resto de los sentidos es fácil que produzca en el 
usuario sensación de mareo. Por este motivo hay que evitar que el sistema mueva la 
cámara automáticamente, dejando el control al SDK de Realidad Virtual que estemos 
utilizando en cada caso, y que la moverá exclusivamente siguiendo la información que 
recibe de los sensores de movimiento. 
3.4.2. Patrón DAO 
El patrón DAO (Data Access Object) consiste en encapsular en determinadas clases toda 
la lógica asociada al acceso y modificación de los datos, que son las clases DAO. Por otro 
lado, se encapsulan todos los datos en clases llamadas VO (Value Object).  
Mientras que las clases VO tan sólo incluyen atributos y métodos de acceso a los datos 
que guardan (Getters y Setters), los DAO pueden llegar a ser más complejos si se dispone 
de una arquitectura Cliente-Servidor, como es el caso del proyecto Nextmed. En este caso 
se ha implementado un módulo de comunicación con el servidor para la gestión de los 
datos, que incluye el intercambio de archivos multimedia.  
3.4.3. Patrón Observer 
El patrón Observer es muy útil en Unity y se ha utilizado mucho en la implementación 
de los proyectos. Permite definir un objeto Sujeto y un conjunto de objetos Observadores. 
El sujeto mantiene un listado de observadores, de forma que cuando ocurre un evento 
determinado puede notificar a todos sus observadores que ha ocurrido dicho evento para 
que cada uno de ellos actúe en consecuencia.  
Por ejemplo, en la implementación de los simuladores de Realidad Virtual, nuestra mano 
o la herramienta que movemos dispone de lo que llamamos un Collider, que es un Game 
Object que permite detectar colisiones con otros colliders. Así, cuando el collider de 
nuestra herramienta colisiona con el collider de, por ejemplo, un tornillo (en el caso del 
simulador de fijación transpedicular lumbar), el controlador que detecta dicha colisión 
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puede notificar a distintos scripts que esto ha ocurrido para que se actúe en consecuencia: 
reproducir un sonido, activar los siguientes colliders, mostrar un panel informativo al 
usuario, hacer que la herramienta desaparezca, mostrar un video, etc. 
3.4.4. Patrón Singleton 
El patrón Singleton permite acceder a los métodos de una clase sin necesidad de 
instanciarla, y garantiza que en un momento dado tan sólo puede existir como máximo 
una instancia de dicha clase.  
Se ha empleado mucho este patrón en Unity, ya que los scripts encapsulan un 
comportamiento o conjunto de comportamientos relacionados, no obstante, cada uno de 
estos scripts necesita acceder al comportamiento de otros. Puesto que existe un gran 
número de scripts, y pueden existir muchas instancias de cada uno de ellos por la creación 
o existencia de muchos GameObjects que tengan un mismo comportamiento, resulta de 
interés que, en lugar de que cada uno de ellos mantenga una instancia, todos ellos accedan 
al método de la clase que implementa el patrón singleton a través de una misma instancia.  
Una implementación sencilla de este patrón puede ser la siguiente: 
 
Figura 29 Implementación sencilla de patrón Singleton en Unity3D 
3.4.5. Organización del código fuente 
C# ha sido el lenguaje de programación utilizado principalmente para la implementación 
de los sistemas de Realidad Aumentada y Realidad Virtual, con UNITY3D como plataforma 
de desarrollo. Se han utilizado las diferentes librerías mencionadas anteriormente en este 
mismo apartado, escogiendo una u otra en función del tipo de sistema en cada caso. 
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Para abordar la implementación de cualquiera de los proyectos, en primer lugar, se ha 
realizado un estudio del proyecto a implementar, creando un diagrama de navegación del 
sistema y un diseño preliminar de las diferentes interfaces con Photoshop. 
A continuación, se ha programado la vista del proyecto, es decir, el diseño gráfico en 
Unity y los scripts asociados a la vista. 
Una vez diseñada la vista, se procede a programar el modelo según se haya diseñado en 
la fase de ingeniería y diseño arquitectónico. En la mayoría de los proyectos los datos 
están almacenados localmente, no obstante, en el caso de Nextmed, que es un proyecto 
de gran envergadura, existe una arquitectura Cliente-Servidor, y los datos están 
almacenados tanto localmente como en el servidor. En este proyecto concreto el modelo 
es complejo, y se definirá más adelante en esta misma sección. 
Respecto al controlador, en la mayoría de los proyectos es un script donde se programa 
toda la lógica de la aplicación. De nuevo, en el proyecto Nextmed resulta complejo debido 
al alto número de funcionalidades que ofrece. 
En cuanto a la estructura de los proyectos, en todos los casos encontramos una estructura 
común: 
• Scripts: En esta carpeta se organizan todos los scripts C# del proyecto. Para 
organizar los scripts habitualmente se crea una carpeta para el controlador, otra 
para la vista y otra para el modelo. Además, se ha creado en la mayoría de los 
proyectos una carpeta Utils donde incluir scripts generales de utilidad para 
diferentes proyectos, así como un scripts Parameters para incluir valores estáticos 
del proyecto que pueden ser modificados para cambiar el comportamiento. 
• Scenes: Aquí se incluyen todas las escenas del proyecto. Recordemos que las 
escenas en Unity organizan los diferentes módulos, apartados o funcionalidades 
del software. Aunque inicialmente las escenas se pensaron para dividir un 
videojuego en niveles, puesto que actualmente Unity3D se utiliza para la 
implementación de muchos sistemas que se alejan del mundo de los videojuegos, 
las escenas sirven para otros propósitos de separación del código del proyecto.  
• Resources: En esta carpeta organizamos todos los recursos del proyecto, 
incluyendo audios, imágenes, videos, modelos 3D… 
• StreamingAssets: En esta carpeta se copian recursos que pueden ser 
posteriormente accesibles por la aplicación. A diferencia de los Assets o recursos 
incluidos en la carpeta Resources, los recursos de Streaming Assets no son 
incluidos en la build durante el proceso de compilación, sino que se copian a un 
directorio concreto del dispositivo. 
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•  Carpetas para los SDKs incluidos en el proyecto. 
3.4.6. Diagramas de clases 
A continuación, se presentan los diagramas de clases de los diferentes proyectos. Estos 
diagramas muestran la mayor parte de los scripts que se han generado como resultado de 
la fase de implementación de cada proyecto. En la mayoría de los casos, los diagramas 
adquieren un gran tamaño, por lo que tan sólo se podrán analizar correctamente en la 
versión digital de este documento, empleando una herramienta de Zoom. Con el objetivo 
de facilitar la lectura de los diagramas, teniendo en cuenta la complejidad de estos y su 
tamaño, se facilita el siguiente link desde el que se pueden descargar las imágenes 
originales: HTTPS://IBB.CO/ALBUM/MDRRX7 
Los diagramas de clases se han creado utilizando la herramienta VISUAL PARADIGM. 
Debido a las cláusulas de confidencialidad del proyecto Nextmed, en el diagrama de 
clases no se muestran los métodos de cada clase, tan sólo los atributos con visibilidad 
pública. 
Algunos proyectos comparten conjuntos de clases o scripts. Por ejemplo, tal y como se 
explica en ANEXO I - VIRTUAL REALITY EDUCATIONAL TOOL FOR HUMAN ANATOMY, el módulo 
RemoteVR se desarrolló para permitir utilizar un móvil como controlador para 
dispositivos Cardboard. Para ello, se implementó una aplicación para dispositivos 
móviles Android que recogía los datos de los sensores que se encargan de reconocer los 
movimientos del dispositivo: el acelerómetro y giroscopio. Esta aplicación se instala en 
un smartphone Android que se utilizará como mando o controlador. Para la aplicación de 
Realidad Virtual, instalada en el dispositivo que se inserta en las gafas, se desarrolló otro 
módulo que establecía una conexión con la aplicación anterior a través de un socket, de 
forma que recibe constantemente información de los sensores comentados. De esta forma, 
se puede convertir cualquier teléfono móvil Android en un mando para dispositivos 
Cardboard. Además, se permite la interacción con el entorno virtual, ya que la aplicación 
Android permite al usuario pulsar sobre la pantalla, traduciéndose este evento en una 
interacción. Gracias a este desarrollo el usuario puede por ejemplo coger con su mano 
estructuras anatómicas del cráneo para poder moverlas libremente.  
Esto resultaba de gran interés en el momento en que se implementó la solución, no 
obstante, como consecuencia del lanzamiento de nuevos dispositivos de Realidad Virtual 
de bajo coste que incorporan controladores, se actualizaron los proyectos para su uso en 
este nuevo hardware, como es el caso de las gafas OCULUS GO. No obstante, el módulo de 
software no se ha eliminado del proyecto, de hecho, está presente en diferentes proyectos 
a pesar de que no se utilice, aumentando así el número de dispositivos compatibles.   
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3.4.6.1. Proyecto para el estudio anatómico del cráneo humano con 
Realidad Virtual 
Las publicaciones relacionadas con este proyecto son las siguientes: 
• ANEXO I – VIRTUAL REALITY MEDICAL TRAINING SYSTEM 
• ANEXO I – VIRTUAL REALITY EDUCATIONAL TOOL FOR HUMAN ANATOMY 
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3.4.6.2. Proyecto para la disposición de una plataforma de Realidad Virtual 
para la Universidad de Salamanca para la formación en diferentes 
áreas empleando diferentes tecnologías 
Las publicaciones relacionadas con este proyecto son las siguientes: 
• ANEXO I - VIRTUAL REALITY IN HIGHER EDUCATION AN EXPERIENCE WITH MEDICAL 
STUDENTS 
• ANEXO II – APP DESIGN AND IMPLEMENTATION FOR LEARNING HUMAN ANATOMY 
THROUGH VIRTUAL AND AUGMENTED REALITY 
 
 
Figura 31 Diagrama de clases proyecto Plataforma RV Formativa USAL Medical Studium. Fuente: elaboración 
propia 
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3.4.6.3. Simulador de Realidad Virtual interactivo para protocolo de 
implantología dental 
No se ha realizado ninguna publicación sobre este proyecto concreto, al considerarse 
similar a otros proyectos, como el PROYECTO PARA LA SIMULACIÓN DE UN PROTOCOLO DE 
FIJACIÓN TRANSPEDICULAR LUMBAR, en el sentido en que ambos sistemas están orientados a 
simular un protocolo concreto por medio de la interacción e inmersión virtual. 
 
Figura 32 Diagrama de clases proyecto Simulador de Implantología Dental. Fuente: elaboración propia. 
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3.4.6.4. Simulador de Realidad Virtual interactivo para protocolo de fijación 
transpedicular lumbar 
Publicación relacionada: ANEXO I – VIRTUAL SIMULATION FOR SCOLIOSIS SURGERY. 
 
Figura 33 Diagrama de clases proyecto Simulador de protocolo de fijación transpedicular lumbar. Fuente: 
elaboración propia. 
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3.4.6.5. Simulador de Realidad Virtual para formación en protocolo de 
auscultación cardíaca 
No se ha realizado ninguna publicación de este proyecto puesto que ya se han realizado 
diferentes publicaciones relacionadas con los simuladores de Realidad Virtual. No 
obstante, se sigue trabajando en el mismo con la colaboración de cardiólogos de 
Valladolid para dotar al proyecto de un mayor número de sonidos de auscultación para 
nuevas cardiopatías. Se realizará una publicación más adelante tras la prueba del sistema. 
 
Figura 34 Diagrama de clases proyecto Simulador de Auscultación Cardíaca. Fuente: elaboración propia. 
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3.4.6.6. Proyecto de Realidad Aumentada para la visualización de las 
diferentes estructuras anatómicas del cuerpo humano 
Publicación relacionada: ANEXO II – APP DESIGN AND IMPLEMENTATION FOR LEARNING HUMAN 
ANATOMY THROUGH VIRTUAL AND AUGMENTED REALITY 
 
 
Figura 35 Diagrama de clases proyecto HumanLayers. Fuente: elaboración propia. 
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3.4.6.7. Proyecto Nextmed Versión Android 
Publicaciones relacionadas: 
• ANEXO I - NEXTMED: HOW TO ENHANCE 3D RADIOLOGICAL IMAGES WITH AUGMENTED AND 
VIRTUAL REALITY 
• ANEXO I - APPLICATIONS OF VIRTUAL AND AUGMENTED REALITY IN BIOMEDICAL IMAGING 
• ANEXO I - NEXTMED, AUGMENTED AND VIRTUAL REALITY PLATFORM FOR 3D MEDICAL 
IMAGING VISUALIZATION 
• ANEXO I - NEXTMED: AUTOMATIC IMAGING SEGMENTATION, 3D RECONSTRUCTION, AND 3D 
MODEL VISUALIZATION PLATFORM USING AUGMENTED AND VIRTUAL REALITY 
 
Figura 36 Diagrama de clases proyecto Nextmed Versión Android. Fuente: elaboración propia. 
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3.4.6.8. Proyecto Nextmed Versión Virtual Reality 
Publicaciones relacionadas: 
• ANEXO I - NEXTMED: HOW TO ENHANCE 3D RADIOLOGICAL IMAGES WITH AUGMENTED AND 
VIRTUAL REALITY 
• ANEXO I - APPLICATIONS OF VIRTUAL AND AUGMENTED REALITY IN BIOMEDICAL IMAGING 
• ANEXO I - NEXTMED, AUGMENTED AND VIRTUAL REALITY PLATFORM FOR 3D MEDICAL 
IMAGING VISUALIZATION 
• ANEXO I - NEXTMED: AUTOMATIC IMAGING SEGMENTATION, 3D RECONSTRUCTION, AND 3D 
MODEL VISUALIZATION PLATFORM USING AUGMENTED AND VIRTUAL REALITY 
 
 
Figura 37 Diagrama de clases proyecto Nextmed Versión Virtual Reality. Fuente: elaboración propia. 
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3.4.6.9. Proyecto Nextmed Versión Escritorio 
Publicaciones relacionadas: 
• ANEXO I - NEXTMED: HOW TO ENHANCE 3D RADIOLOGICAL IMAGES WITH AUGMENTED AND 
VIRTUAL REALITY 
• ANEXO I - APPLICATIONS OF VIRTUAL AND AUGMENTED REALITY IN BIOMEDICAL IMAGING 
• ANEXO I - NEXTMED, AUGMENTED AND VIRTUAL REALITY PLATFORM FOR 3D MEDICAL 
IMAGING VISUALIZATION 
• ANEXO I - NEXTMED: AUTOMATIC IMAGING SEGMENTATION, 3D RECONSTRUCTION, AND 3D 
MODEL VISUALIZATION PLATFORM USING AUGMENTED AND VIRTUAL REALITY 
 
 




PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    
VIRTUAL PARA LA FORMACIÓN Y LA PRÁCTICA MÉDICA 
[62] 
 
Santiago González Izard 
[63] 
Capítulo 4. Resultados obtenidos 
4.1. Realidad Virtual como herramienta docente 
4.1.1. Estudio de la anatomía del cráneo humano con Realidad Virtual 
Tras la generación de nuestro modelo craneal en 3D partiendo de imágenes médicas de 
una paciente real y su implementación de un sistema de visualización e interacción con 
el entorno virtual, mediante gafas de visión estereoscópica, hemos obtenido una 
herramienta formativa para las titulaciones en ciencias de la salud, que permite al usuario 
navegar por el interior del cráneo con un alto grado de realismo, pudiendo, además, 
interaccionar con el sistema para guiar la navegación por las diferentes partes de esta 
estructura anatómica. 
Con este procedimiento tecnológico desarrollado, el usuario podrá estudiar el cráneo no 
sólo desde el exterior, valorando la disposición y relaciones de las distintas piezas óseas 
que conforman el cráneo, sino también desde su interior, analizando las diferentes fosas 
craneales que configuran la base del cráneo, así como los distintos orificios que cada una 
de ellas contiene. La incorporación en nuestro desarrollo de diferentes animaciones y 
efectos especiales para que el usuario obtenga la experiencia virtual y esta sea lo más 
dinámica posible, ayuda al usuario a entender de forma más precisa lo que está viendo en 
cada momento. Para crear estos efectos especiales, hemos asignado una serie de modelos 
3D animados, a cada hueso o foramen del cráneo que queremos señalar, y en el momento 
en que las explicaciones auditivas hacen referencia a estas partes, renderizamos dichos 
modelos para crear los diferentes efectos que nos permitirán destacarlas. Además, para 
que la escena sea más dinámica, la posición de la cámara cambia, ya que será la posición 
desde la que el usuario visualizará el entorno virtual. De esta forma el usuario verá el 
interior del cráneo desde diferentes perspectivas, puesto que desde algunas se ven huesos 
y forámenes que no son visibles desde otras. 
El sistema comienza con una explicación general de la constitución y organización del 
cráneo, para posteriormente indicarnos los distintos huesos que lo conforman. Una vez 
analizado de forma global la estructura externa, nos adentramos a su interior, a través del 
foramen magno o agujero occipital, para poder visualizar, desde el interior, la base craneal 
con las diferentes fosas craneales, mostrando las delimitaciones que las separan cada una 
de ellas.  
Cuando nos introducimos en el interior del cráneo por el gran agujero del hueso occipital 
(el foramen magno), podemos observar que su base, está escalonada en tres pisos o 
niveles denominados fosas craneales: la fosa craneal posterior, la fosa cerebral media, y 
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la fosa cerebral anterior. El usuario viajará por cada una de estas fosas en los 5 temarios 
en los que está dividido este proyecto, disponiendo de un menú de navegación que le 
permitirá acceder a un temario o a otro. 
Se incluye además un módulo de evaluación donde el usuario se encontrará dentro del 
cráneo y deberá señalar las seccionas anatómicas que el sistema le indique, de forma que 
si falla se considerará respuesta errónea. Al contestar a la última pregunta, obtendrá la 
evaluación final obtenida. 
Finalmente, como herramienta práctica e interactiva, se ha diseñado un módulo en el que 
el usuario debe montar el cráneo humano como si de un puzle se tratara, partiendo de los 
diferentes huesos aislados y separados. Para ello, el usuario deberá elegir si montar la 
parte superior o la parte inferior del cráneo humano, y coger los diferentes huesos según 
se va indicando y colocarlos en su posición correcta, tal y como podemos ver en la 
siguiente imagen. 
 
Figura 39 Módulo interactivo para el montaje de los diferentes huesos que conforman la bóveda del cráneo 
humano. Elaboración propia. 
La interacción para poder coger un hueso y arrastrarlo a su posición se lleva a cabo 
utilizando el módulo RemoteVR desarrollado, que permite convertir cualquier 
smartphone Android en un controlador de Realidad Virtual. 
Este sistema se detalla en ANEXO I – VIRTUAL REALITY MEDICAL TRAINING SYSTEM y en ANEXO 
I – VIRTUAL REALITY EDUCATIONAL TOOL FOR HUMAN ANATOMY. 
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4.1.2. Sistema de inmersión 360 
Una herramienta hardware que puede mejorar mucho los recursos formativos en el ámbito 
médico son las cámaras 360. Una grabación 360 es aquella en la que se han grabado 
imágenes en todas las posibles direcciones tomando como origen el mismo punto del 
espacio. Es decir, una cámara 360 graba todo lo que ocurre a su alrededor, en cualquier 
dirección y al mismo tiempo. Exploramos esta tecnología a través de la creación de un 
proyecto de visualización de espacios en modo inmersivo, de forma que el usuario puede 
sentir que se encuentra en dichos espacios. Tal y como se puede ver en la siguiente 
imagen, se incluyen paneles interactivos en el espacio para que el usuario pueda 
interactuar con los mismos para acceder a información sobre cada uno de los aparatos que 
le rodean. 
 
Figura 40 Paneles interactivos situados en una imagen 360 de un quirófano para explicar diferentes aparatos 
electrónicos. Elaboración propia. 
Además, utilizamos esta tecnología en el simulador inmersivo mencionado 
anteriormente, de forma que gracias a grabaciones de cirugías reales los estudiantes y 
residentes de medicina pueden recrear la experiencia de encontrarse en el quirófano tantas 
veces como deseen. Esto resulta de gran utilidad, ya que a pesar de que los estudiantes 
pueden acudir a determinadas cirugías como parte de su proceso de aprendizaje, el 
número de estudiantes que pueden acudir es muy reducido, por lo que a pesar de ser una 
experiencia realmente interesante para ellos, tan sólo pueden llevarla a cabo en muy 
contadas ocasiones. Gracias a la Realidad Virtual esto cambia. Además, las grabaciones 
360º y y el software necesario para su visualización resultan muy económicos, al no 
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precisar de complejos desarrollos informáticos; incluso un video grabado con esta 
tecnología puede ser publicado en Youtube para su visualización tanto con gafas de 
Realidad Virtual como sin ellas. 
Para poder desarrollar sistemas que muestren grabaciones 360 primero ha sido necesario 
acudir a diferentes cirugías y grabar todo el proceso con cámaras especiales de grabación 
360, como la Samsung Gear 360 (se han adquirido y empleado los dos modelos 
existentes). Estas grabaciones se han llevado a cabo con sumo cuidado para no interferir 
en la actividad de los diferentes profesionales médicos presentes en la cirugía, y evitando 
al mismo tiempo contaminar las herramientas y espacio de trabajo. 
 
Figura 41 Ejemplo de imagen 360 sin procesar grabada en un cirugía de Fijación Traspedicular Lumbar. 
Elaboración propia. 
Este sistema se detalla en ANEXO I – 360º VISION APPLICATIONS FOR MEDICAL TRAINING. 
4.1.3. Simuladores de Realidad Virtual interactivos para protocolos 
médicos 
La Realidad Virtual aporta una posibilidad única para la formación de estudiantes y 
residentes de medicina, pues permite practicas una cirugía y determinados protocolos 
médicos tantas veces como se desee sin la necesidad de manipular material médico o 
pacientes reales. En las siguientes publicaciones ANEXO I – VIRTUAL SIMULATION FOR 
SCOLIOSIS SURGERY, ANEXO I - VIRTUAL REALITY AS AN EDUCATIONAL AND TRAINING TOOL FOR 
MEDICINE y ANEXO I - VIRTUAL REALITY IN HIGHER EDUCATION AN EXPERIENCE WITH MEDICAL 
STUDENTS investigamos esta capacidad a través del desarrollo de un simulador interactivo 
de Realidad Virtual implementado para la formación en un protocolo de fijación 
transpedicular lumbar para patología de escoliosis.  
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En la imagen siguiente vemos una captura de la pantalla de las gafas. Se pueden ver dos 
perspectivas diferentes de lo mismo, cuyo objetivo es crear, con la ayuda de las lentes de 
las gafas, un efecto de estereoscopía. Al ser la imagen de la izquierda ligeramente 
diferente de la imagen de la derecha, el cerebro crea una imagen tridimensional, lo cual 
aporta al usuario un efecto de profundidad en la imagen. 
 
Figura 42 Imagen con estereoscopía del simulador de fijación transpedicular lumbar, donde el usuario utiliza el 
punzón para perforar la tercera vértebra. Fuente: Elaboración propia. 
También hemos realizado un simulador para la revisión de los pasos principales de un 
protocolo de implantología dental. Al igual que en simulador comentado anteriormente, 
se permite al usuario seleccionar tres opciones de ejecución: 
• Instrucciones: El usuario no realiza 
ningún tipo de interacción, tan sólo se 
limita a ver los pasos que se deben ir dando, 
que se reproducen automáticamente. 
• Modo Guiado: Se muestran 
indicaciones visuales al usuario para que 
sepa cuál es el siguiente elemento con el 
que debe interactuar. En el caso de este 
simulador de implantología dental, se le señala cuál es la siguiente pieza que debe 
colocar. Por ejemplo, en la siguiente imagen, se indica con una indicación visual 
verde la pieza que debe colocar y la zona en la que debe introducir dicha pieza, al 
tiempo que se muestra un vídeo real sobre este paso. 
Figura 43 Selección de modo de ejecución del 
simulador 
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• Modo Experto: En este modo el usuario no obtiene ningún tipo de ayuda visual 
para llevar a cabo el protocolo. 
 
Figura 44 Imagen del simulador de Realidad Virtual para la realización de un protocolo de implantología dental 
Se trata de un simulador sencillo en el que el usuario debe realizar los pasos principales 
para la fijación de un implante dental. Durante la simulación interactiva, el usuario puede 
además ver, junto a los modelos 3D, vídeos de los diferentes pasos en cirugías reales. 
Otro sistema de simulación que se ha implementado es el simulador de auscultación 
cardíaca, donde los estudiantes, residentes médicos e incluso especialistas en cardiología, 
pueden practicar el protocolo de auscultación, debiendo escuchar los diferentes focos de 
auscultación de un paciente e identificar qué cardiopatía tiene. El sistema le presentará al 
usuario un paciente con una cardiopatía aleatoria, y el profesional deberá identificarla, de 
forma que al final obtendrá una evaluación automática.  
 
Figura 45 Simulador de auscultación cardíaca. En esta imagen, el usuario tiene activada la opción para ver los 
puntos de los diferentes focos de auscultación, y la opción de Esconder la piel desactivada. Elaboración propia. 
Santiago González Izard 
[69] 
Esto resulta de gran utilidad ya que los profesionales médicos no pueden practicar la 
auscultación de forma ilimitada, y con este sistema aprenden por un lado a encontrar los 
focos de auscultación y por otro a reconocer los sonidos asociados a diferentes 
cardiopatías para cada posible foco de auscultación, pudiendo practicar en cualquier sitio 
y en cualquier momento. 
Desde la interfaz de ajustes, que 
podemos ver en la imagen, el usuario 
puede modificar el idioma de la 
aplicación, elegir si se deben mostrar 
o no los focos de auscultación para 
facilitar el proceso, esconder la piel 
para poder ver la posición del corazón 
y sus estructuras, ver la puntuación 
acumulada, centrar el fonendoscopio 
en el centro de la pantalla o cambiar el 
modo de ejecución a modo de 
entrenamiento o modo de evaluación. 
En el modo de evaluación el sistema 
pregunta al usuario qué cardiopatía 
cree que tiene el paciente en base a los 
sonidos de los distintos focos de 
auscultación escuchados. Por otro lado, en el modo entrenamiento el sistema le indica a 
qué cardiopatía se corresponde los sonidos que está escuchando el paciente. 
 
Figura 47 Imágenes del sistema de Auscultación Cardíaca. Izq.: Evaluación tipo test. Der.: Escuchando el sonido 
del fonendo y visualizando la onda de sonido. Elaboración propia. 
Figura 46 Interfaz de Ajustes del simulador de Auscultación. 
Elaboración propia. 
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4.1.4. Herramienta virtual inmersiva para formación en la Facultad de 
Medicina de la Universidad de Salamanca 
Una de las grandes ventajas de la Realidad Virtual es la capacidad para crear nuevos 
recursos formativos que aprovechen las ventajas de la inmersión. Con este objetivo hemos 
desarrollado una completa plataforma para la Facultad de Medicina de la Universidad de 
Salamanca. La plataforma consiste en un sistema de Realidad Virtual donde los usuarios 
pueden acceder a diferentes píldoras formativas. Estas píldoras formativas incluyen (1) 
temario sobre anatomía del cráneo humano, (2) inmersión en quirófano, (3) inmersión en 
sala de tomógrafo computarizado, (4) grabación 360 de diferentes cirugías, (5) 
visualización de las diferentes estructuras anatómicas del cuerpo humano divididas en 
capas y otras píldoras. Además, el sistema permite la incorporación de nuevas 
experiencias.  
 
Figura 48 Menú principal de la plataforma de Realidad Virtual implementada para la Facultad de Medicina de 
la Universidad de Salamanca 
En el caso de píldora formativa (1), el usuario puede estudiar la anatomía del cráneo 
humano desde su propio interior, como se ha descrito anteriormente (se ha incluido el 
proyecto de estudio del cráneo humano dentro de este proyecto). Al igual que en la 
película El chip prodigioso (1987, título original InnerSpace), donde el protagonista viaja 
por el interior del cuerpo humano al haber sido miniaturizado, gracias al sistema que 
hemos desarrollado el usuario puede "viajar" por el interior del cráneo humano al tiempo 
que recibe indicaciones de cada una de las estructuras anatómicas que está visualizando.  
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Otro punto muy interesante que también hemos desarrollado en esta plataforma es la 
opción de poder entrar en diferentes espacios de forma inmersiva (puntos 2 y 3), como 
por ejemplo en un quirófano o una sala de tomografía computarizada. El objetivo no es 
sólo poder visualizar estos entornos, sino poder obtener información detallada sobre los 
mismos. Por ello, cuando el usuario se encuentra en uno de estos espacios, se le muestra 
de forma interactiva información sobre diferentes sistemas que, como profesional, deberá 
aprender a utilizar.  
Otra píldora muy interesante (5) es la de capas del cuerpo humano. En este módulo el 
usuario puede añadir o quitar capas del cuerpo humano para visualizar todas sus 
estructuras anatómicas. Para ello utilizamos un modelo 3D muy preciso del cuerpo 
humano, donde está representada una gran parte de su anatomía. El usuario puede 
visualizar de forma aislada los músculos, los huesos, nervios, arterias y venas, órganos..., 
así como fusionar diferentes capas. 
 
Figura 49 Captura de una visualización 360 con el cuerpo humano y las diferentes capas que el usuario puede 
añadir o quitar. Elaboración propia. 
Este sistema se detalla en las publicaciones ANEXO I - VIRTUAL REALITY IN HIGHER 
EDUCATION AN EXPERIENCE WITH MEDICAL STUDENTS y en ANEXO II - APP DESIGN AND 
IMPLEMENTATION FOR LEARNING HUMAN ANATOMY THROUGH VIRTUAL AND AUGMENTED REALITY. 
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4.1.5. Resultados encuesta realizada a alumnos de la Facultad de Medicina 
de la Universidad de Salamanca 
Para poder demostrar la utilidad de la Realidad Virtual en el ámbito formativo, se ha 
llevado a cabo una sesión de prueba con 38 alumnos de la Facultad de Medicina de la 
Universidad de Salamanca. Puesto que para la elaboración de esta tesis se han 
desarrollado una gran variedad de sistemas, hemos elegido uno para esta sesión de 
evaluación, concretamente la píldora formativa sobre la anatomía del cráneo humano. En 
la publicación ANEXO I - VIRTUAL REALITY IN HIGHER EDUCATION AN EXPERIENCE WITH 
MEDICAL STUDENTS se resumen los principales resultados mostrados en esta sección. 
Para la evaluación, se ha dividido la muestra en dos grupos, uno de control que ha 
estudiado la anatomía del cráneo humano con las herramientas disponibles en ese 
momento en la Universidad, y otro grupo que ha utilizado nuestro sistema de Realidad 
Virtual. Los conocimientos necesarios para responder a las preguntas del cuestionario 
estaban disponibles en los dos materiales de enseñanza. 
En primer lugar, en cuanto al cuestionario para valorar los contenidos que han adquirido 
los estudiantes, es decir, el cuestionario de evaluación de conocimientos anatómicos, 
podemos ver la gran diferencia entre el primer y el segundo grupo, tras tener la 
experiencia virtual. 
4.1.5.1. Grupo de control 
 
Tabla 1 Resultados cuestionario grupo de control 















e a la frente y 
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parte posterior, 







1 Clivus Esfenoides Frontal Occipital no contesta 4 / 10 
2 Etmoides Etmoides Frontal Occipital Cóclea 6 / 10 
3 Esfenoides Etmoides Frontal Occipital no contesta 8 / 10 
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4 Esfenoides Etmoides Frontal no contesta no contesta 6 / 10 
5 Esfenoides Etmoides Frontal no contesta no contesta 6 / 10 
6 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
7 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
8 Etmoides no contesta Frontal Occipital Parietal 4 / 10 
9 Etmoides no contesta Frontal Occipital Parietal 4 / 10 
10 Etmoides Cresta de Galli no contesta Esfenoides no contesta 0 / 10 
11 Base craneal Lamina cribosa no contesta Occipital Temporal 4 / 10 
12 Esfenoides Etmoides Frontal Temporal No contesta 6 / 10 
13 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
14 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
15 Esfenoides Etmoides Frontal no contesta Temporal 8 / 10 
16 Etmoides no contesta No contesta no contesta no contesta 0 / 10 
17 Esfenoides Lamina cribosa no contesta no contesta no contesta 2 / 10 
18 no contesta no contesta Frontal Temporal Parietal 2 / 10 
19 Esfenoides Etmoides Frontal Occipital no contesta 8 / 10 
A continuación, se presentan gráficos de los resultados del cuestionario para el grupo de 
control, aquel que ha utilizado técnicas tradicionales. 
PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    









Una vez hemos obtenido los resultados de cada pregunta, podemos ver en el siguiente 
gráfico las puntuaciones totales de los alumnos.  
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Así pues, podemos observar que cuatro estudiantes han obtenido un 10 (21.1%), tres un 
8 (15.8%), cuatro un 6 (21.1%), cuatro un 4 (21.1%), dos un 2 (10.5%), y dos un 0 
(10.5%).  
4.1.5.2. Grupo experimental 
En segundo lugar, en cuanto al cuestionario para valorar los contenidos que han adquirido 
los estudiantes pertenecientes al segundo grupo, que ha empleado el sistema que se ha 
desarrollado, podemos ver la gran diferencia entre uno y otro.  
Tabla 2 Resultados cuestionario grupo experimental 
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1 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
2 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
3 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
4 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
5 Esfenoides Etmoides Frontal Temporal Temporal 8 / 10 
6 no contesta no contesta Frontal Occipital Parietal 4 / 10 
7 Esfenoides Etmoides Frontal Temporal no contesta 6 / 10 
8 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
9 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
10 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
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11 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
12 Esfenoides Etmoides Frontal Occipital Esfenoides 8 / 10 
13 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
14 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
15 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
16 Esfenoides Etmoides Frontal Occipital Esfenoides 8 / 10 
17 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
18 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
19 Esfenoides Etmoides Frontal Occipital Temporal 10 / 10 
 
A continuación, se presentan gráficos de las preguntas que se les hizo al grupo que ha 
utilizado la experiencia virtual inmersiva.  
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Los resultados obtenidos en el segundo grupo son claramente mejores al haber empleado 
la experiencia virtual inmersiva como herramienta didáctica. El siguiente gráfico las 
puntuaciones totales de los alumnos. 
 
4.1.5.3. Cuestionario satisfacción herramienta de Realidad Virtual 
Por otro lado, hemos entregado a los 19 alumnos del segundo grupo un cuestionario para 
que valorasen de forma subjetiva la herramienta de Realidad Virtual como recurso 
didáctico, para comprobar si estarían dispuestos a utilizarlo y si les resulta una 
herramienta interesante. 
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Tabla 3 Valoración subjetiva con cuestionario de escala dicotómica sobre la valoración de la experiencia 
general de aprendizaje con Realidad Virtual 
1- ¿Ha tenido en alguna ocasión una 
experiencia virtual de aprendizaje, con 
entornos tecnológicos con gafas de 
Realidad Virtual? 
2- ¿Ha tenido alguna experiencia 
virtual de aprendizaje destinada a 
su ámbito de estudio? (sin contar 
con esta) 
3- ¿Se ha mareado 
usando la 
plataforma? 
4- ¿Recomendaría a sus 
otros compañeros dicha 
experiencia? 
No No No Sí 
No No No Sí 
No No No Sí 
Sí Sí No Sí 
No No A veces Sí 
Sí No No Sí 
Sí No A veces Sí 
No No No Sí 
Sí Sí A veces Sí 
No Sí A veces Sí 
No No No Sí 
No No No Sí 
No No No Sí 
No No No Sí 
No No A veces Sí 
Sí No No Sí 
No No No Sí 
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Sí No No Sí 
Sí No No Sí 
 
Tabla 4 Resultados cuestionario de escala continua (valores de 1 a 4 siendo 1 la respuesta más negativa y 4 la 
más positiva) respecto a la valoración general de la plataforma 
¿Conside
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4 4 4 4 3 3 4 4 4  
3 4 4 4 3 3 4 4 4  
4 4 4 4 4 4 4 4 4 
Es una buena 
forma de motivar 
al aprendizaje 
4 4 4 3 4 4 3 3 4  
3 4 4 4 3 4 3 4 4  
4 4 4 4 4 4 4 4 4  
4 4 4 4 3 3 3 4 4  
4 4 4 4 2 3 4 3 3  
4 4 4 4 3 4 4 4 4  
4 4 4 3 3 3 4 3 3  
4 4 4 4 3 4 4 4 4  
4 4 4 3 3 3 3 3 4  
4 4 4 4 3 3 4 4 4  
3 4 3 3 3 2 3 3 4  
4 4 4 4 4 3 3 4 4  
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4 4 4 4 4 4 3 4 4  
4 4 4 3 3 3 3 3 4  
4 4 4 4 3 3 4 4 4  
4 4 4 4 3 4 4 4 3  
En los siguientes gráficos se ve de forma más detallada: 
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Les las siguientes gráficas se muestran los ítems con las valoraciones de les estudiantes, 
teniendo en cuenta que nada (1), poco (2), bastante (3) y mucho (4). 
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De este cuestionario de satisfacción podemos deducir que la plataforma de Realidad 
Virtual implementada resulta innovadora, atractiva, de fácil uso y facilita la adquisición 
de conocimientos, en este caso, sobre anatomía humana. 
Además, los resultados de los cuestionarios de evaluación de conocimientos reflejan que 
la plataforma de Realidad Virtual implementada consigue transmitir de una forma mucho 
más eficiente los conocimientos a los alumnos, en comparación con las herramientas 
didácticas tradicionales como son los libros con imágenes ilustradas. 
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4.2. Realidad Aumentada como herramienta docente 
El mismo sistema para el análisis de la anatomía del cuerpo humano que se ha 
implementado con Realidad Virtual para la plataforma explicada en la SECCIÓN 4.2 lo 
hemos desarrollado con Realidad Aumentada, aprovechando la ventaja que aporta esta 
tecnología para situar objetos virtuales en el entorno del usuario. Al igual que en las salas 
de anatomía de las facultades es habitual encontrar una representación de un cuerpo 
humano a modo maniquí o modelo anatómico 3D, nuestro sistema, que hemos llamado 
Human Layers, ofrece exactamente lo mismo. Los usuarios pueden visualizar el cuerpo 
humano, y añadir o quitar capas, utilizando tan sólo su móvil o unas gafas de Realidad 
Aumentada. Este sistema está explicado en detalle en el capítulo del libro Radical 
Solutions & eLearning de la trilogía Radical Solutions in Higher Education. El capítulo 
que hemos publicado recibe el título de APP DESIGN AND IMPLEMENTATION FOR LEARNING 
HUMAN ANATOMY THROUGH VIRTUAL AND AUGMENTED REALITY. 
 
Figura 50 Visualizando las diferentes capas del cuerpo humano con Realidad Aumentada con el sistema Human 
Layers RA. Elaboración propia. 
Además, posteriormente hemos adaptado este sistema para que pueda ser utilizado en un 
dispositivo más moderno: LAS GAFAS DE REALIDAD AUMENTADA O MIXTA MAGIC LEAP. El 
usuario puede ver a través de las gafas una representación 3D de un cuerpo humano 
colocado en su entorno, moverse a su alrededor y añadir u ocultar capas (músculos, 
huesos, arterias, nervios…) para visualizar las zonas anatómicas que le interese. La 
ventaja de utilizar unas gafas de este tipo, como las Magic Leap, es que aporta mayor 
nivel de realismo respecto a un móvil o una tableta; no obstante el contenido visualizado 
es en cualquier caso el mismo. 
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4.3. Proyecto Nextmed: Realidad Aumentada, Realidad Virtual y Visión 
Artificial para el estudio de imágenes médicas y planificación 
quirúrgica 
La investigación y los resultados asociados a este proyecto, el más importante de esta 
tesis, se detallan en las siguientes publicaciones: 
• ANEXO I - NEXTMED: HOW TO ENHANCE 3D RADIOLOGICAL IMAGES WITH AUGMENTED AND 
VIRTUAL REALITY 
• ANEXO I - APPLICATIONS OF VIRTUAL AND AUGMENTED REALITY IN BIOMEDICAL IMAGING 
• ANEXO I - NEXTMED, AUGMENTED AND VIRTUAL REALITY PLATFORM FOR 3D MEDICAL 
IMAGING VISUALIZATION 
• ANEXO I - NEXTMED: AUTOMATIC IMAGING SEGMENTATION, 3D RECONSTRUCTION, AND 3D 
MODEL VISUALIZATION PLATFORM USING AUGMENTED AND VIRTUAL REALITY 
El trabajo realizado en el proyecto Nextmed supone un salto cualitativo en cuanto al 
estudio de resultados radiológicos se refiere, principalmente por dos puntos importantes. 
En primer lugar, introducimos la posibilidad de la utilización de la segmentación 
automática en el trabajo diario de los profesionales médicos y, en segundo lugar, 
permitimos la visualización y manipulación de los modelos 3D de forma industrializada 
(no de forma específica para casos concretos) mediante tecnologías de Realidad 
Aumentada y Realidad Virtual. Hasta el momento, han sido numerosos los casos en los 
que se diseñan sistemas para visualizar un modelo 3D concreto con estas técnicas, sin 
embargo el futuro de estas tecnologías en el sector médico no se debe limitar a su 
utilización para casos concretos, sino en ser utilizables para todas las imágenes médicas 
obtenidas con independencia de la gravedad o estado del paciente (Nikou, Digioia, 
Blackwell, Jaramaz, & Kanade, 2000). Ese es precisamente el objetivo de Nextmed: 
llevar el potencial de la Realidad Aumentada y Virtual a todos los hospitales, y en estos 
momentos ya disponemos de todas las herramientas para conseguirlo, con capacidad para 
segmentar y generar un modelo 3D de forma automática de diferentes regiones 
anatómicas, en cuestión de segundos y sin la intervención de ningún profesional médico. 
Por tanto, la diferencia fundamental de este trabajo respecto a otros similares es que 
Nextmed se ha desarrollado pensando en su implantación en un hospital real para su uso 
diario: mientras que otros trabajos (Ruskó, Bekes, & Fidrich, 2009) (Ecabert, y otros, 
2008) (Chen, Dou, Chen, Qin, & Heng, 2019) (Sargent & Park, 2016) se han centrado de 
forma más exclusiva en los algoritmos de segmentación, este trabajo incluye estos 
algoritmos como parte de una plataforma completa que aborda otras cuestiones, como el 
almacenamiento y la gestión segura de los datos recibidos y generados y lo que quizás 
supone la mayor innovación: el estudio de los resultados de la segmentación mediante 
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plataformas de Realidad Aumentada y Virtual y el módulo software de segmentación 
completamente automática para diferentes regiones anatómicas mediante el desarrollo de 
algoritmos de visión artificial. Este módulo es una pieza fundamental del sistema, clave 
para que pueda ser empleado de forma completamente automatizada. 
Gracias a Nextmed, en estos momentos ya es posible incorporar estas técnicas en el 
trabajo diario de los médicos, lo cual actualmente supone una gran inversión económica 
y de tiempo, debido al tiempo necesario para la segmentación, creación del modelo 3D e 
importación en una plataforma de visualización 3D avanzada. Además, aunque ya se 
empiezan a ver avances con las nuevas versiones, las plataformas de visualización como 
Osirix o 3DSlicer normalmente emplean tecnologías tradicionales que no aprovechan 
realmente las ventajas de las tres dimensiones, como sí lo hacen la Realidad Aumentada 
y Virtual. 
Podemos sintetizar los aspectos fundamentales de este trabajo en los siguientes puntos: 
• Se ha conseguido segmentar de forma automática y en tiempos reducidos 
diferentes estructuras anatómicas. 
• Se crea un mallado 3D de cada región segmentada. 
• Se ofrece al facultativo una herramienta de visualización de imágenes médicas en 
3D con tres versiones diferentes: realidad aumentada, realidad virtual y 
ordenador. 
• Todos los algoritmos han sido testados con más de 1.000 estudios radiológicos de 
tomografía computarizada. 
• El trabajo realizado da lugar al proyecto Nextmed, que está preparado para su 
implantación en el trabajo diario de radiólogos y especialistas, al estar todo el 
proceso automatizado. 
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Capítulo 5. Discusión 
Aunque las tecnologías de Realidad Aumentada y Realidad Virtual tienen mucho 
recorrido aún por delante, actualmente ya ofrecen grandes oportunidades para la 
formación médica, como se ha podido ver en esta tesis.  
En esta tesis se han estudiado dos formas diferentes de aplicar estas tecnologías en el 
campo médico: desde el punto de vista de la formación y desde el punto de vista de la 
práctica médica. 
5.1. Realidad Aumentada y Realidad Virtual en el campo de la formación 
médica 
En primer lugar, se han desarrollado y evaluado proyectos orientados a la formación 
médica (González Izard, Virtual Reality as an Educational and Training Tool for 
Medicine, 2018) (González Izard, y otros, 360 Vision Applications for Medical Training, 
2017) (González Izard, Juanes Méndez, García-Peñalvo, & Moreno Belloso, App Design 
and Implementation for Learning Human Anatomy Through Virtual and Augmented 
Reality, 2020) (González Izard, Vivo Vicent, Juanes Méndez, & Palau, 2020) (González 
Izard, Juanes Méndez, & Ruisoto, Virtual Reality Educational Tool for Human Anatomy, 
2017) (González Izard S. , y otros, 2017) (González Izard & Juanes Méndez, Virtual 
Reality Medical Training System, 2016).  
Existen otros estudios orientados a la aplicación de las tecnologías de Realidad 
Aumentada y Virtual en estudios superiores, y más concretamente en medicina (Pensieri 
C., 2016) (Ruthenbeck, 2013) (Sanchez-Sepulveda, 2019) (Stadie, 2008) (Briz Ponce L. 
, 2016a) (Briz Ponce L. G.-P., 2015) (Briz-Ponce, 2016b) (Briz-Ponce L. P.-M.-P., 2017). 
Algunos de ellos se limitan a realizar un análisis de estas tecnologías y estudiar cómo 
pueden emplearse para tal fin, mientras que otros, al igual que se ha realizado en esta 
tesis, han desarrollado sistemas software propios para llevar a cabo dicha investigación 
(Henn, 2002) (Quintero, 2008) (Kuntze, 2001) (Hughes, 2018) (Lim, Suresh, & Schulze, 
2017) (Leo L. Wang, B.A., B.A., & Rebecca Tenney-Soeiro, 2016). A diferencia de la 
mayoría del resto de estudios, el objetivo de los proyectos implementados en esta tesis no 
se centraba exclusivamente en investigar y evaluar los sistemas, sino en que pudieran ser 
utilizados como una herramienta más en el proceso de enseñanza-aprendizaje una vez 
finalizada la investigación. En este sentido, la mayoría de los diferentes proyectos 
presentados en esta tesis están disponibles bajo una misma plataforma denominada 
Medical Studium para los alumnos de la facultad de medicina de la Universidad de 
Salamanca, que pueden hacer uso del sistema por medio de una sala habilitada para este 
tipo de formación, con un total de 10 dispositivos de Realidad Virtual a su disposición 
(González Izard, Vivo Vicent, Juanes Méndez, & Palau, 2020). 
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No obstante, las Universidades aún no están realizando una apuesta clara por estas 
tecnologías. Esto por supuesto puede deberse en gran medida a la inversión que es 
necesario llevar a cabo para adoptarlas, sin embargo, los precios se han reducido 
drásticamente en los últimos dos años, por lo que esta barrera de entrada podría 
desaparecer muy pronto. En la siguiente imagen tenemos los precios de las principales 
gafas de Realidad Virtual del mercado. No obstante, en este año 2020 ya se ha anunciado 
el lanzamiento de un nuevo dispositivo, Oculus Quest 2 (Octubre, 2020) con unas 
especificaciones de alta calidad por un precio inferior a 350€, lo cual demuestra que estos 
dispositivos son cada vez más asequibles. 
 
Figura 51 Comparativa de precios de los principales dispositivos de Realidad Virtual disponibles en 2019. 
Fuente: Statista 
Sin embargo, la llegada de la pandemia causada por la enfermedad COVID-19, podría 
cambiar la falta de inversión de los centros de estudios superiores en tecnologías 
disruptivas. Y es que tanto las Universidades como otros centros de formación, ya sea en 
educación primaria, media o superior, se han dado cuenta de que es necesario contar con 
nuevas herramientas para formar a sus estudiantes. Esto incluye plataformas tradicionales 
de eLearning, como plataformas Moodle, pero también debe mirarse más hacia el futuro 
y aprovechar todas las ventajas que las nuevas tecnologías, como la Realidad Aumentada 
y Virtual, nos ofrecen.  
En esta tesis, se ha demostrado que se pueden implementar sistemas tanto de Realidad 
Aumentada como Virtual que realmente aportan ventajas en la formación médica respecto 
a otros recursos más tradicionales. Además, aunque no se ha hablado del coste de 
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implementación de estos sistemas, suponen una inversión perfectamente asumible por las 
diferentes entidades de formación, inferiores en muchos casos a los 10.000€, coste que 
podrían compartir entre diferentes centros. Un apoyo para esta inversión podría venir 
precisamente del histórico acuerdo al que se ha llegado a nivel europeo como 
consecuencia de la pésima situación económica que la COVID-19 ha dejado en 
prácticamente todo el mundo, y gracias al cual España recibirá una cantidad total de 
140.000 millones de euros. No sería descabellado pensar que parte de este montante se 
derivará para que las entidades de formación, lideradas por las Universidades, puedan 
adoptar nuevas metodologías formativas innovadoras para una nueva época en la que la 
formación deberá realizarse en muchos casos a distancia. 
Por tanto, se ha demostrado por las pruebas de evaluación presentadas que estas 
tecnologías y los sistemas implementados haciendo uso de estas, suponen una clara 
mejora respecto a otras herramientas tradicionales, que no necesariamente deben ser 
sustituidas sino más bien complementadas. Además, debe destacarse que los estudiantes 
acogen estos contenidos inmersivos con gran interés, lo cual puede provocar en muchos 
casos que algunos estudiantes mejoren sus calificaciones no sólo porque la tecnología 
permita asimilar más fácilmente los contenidos, sino porque se sienten más motivados 
para el estudio. 
En relación con estos sistemas, cabe destacar la implementación de la ya citada 
plataforma de Realidad Virtual, que está siendo utilizada por la Facultad de Medicina de 
la Universidad de Salamanca: Medical Studium (González Izard, Vivo Vicent, Juanes 
Méndez, & Palau, 2020). Se trata por tanto de la una de las primeras plataformas a nivel 
mundial para el acceso a diferentes contenidos inmersivos, a través de lo que se ha 
denominado píldoras formativas. Estas píldoras formativas además pueden incluir 
contenido muy diferente, desde imágenes o videos 360, hasta una inmersión virtual en 
estructuras anatómicas, a modo viaje por el cuerpo humano, o incluso simuladores de 
Realidad Virtual interactivos para practicar protocolos quirúrgicos. 
5.2. Realidad Aumentada y Realidad Virtual en la práctica médica 
En cuanto a la práctica médica, sí es cierto que, desde que empezó la expansión de la 
Realidad Aumentada, marcada en gran medida por el fracasado lanzamiento de las 
Google Glass en 2012, la medicina ha sido uno de los sectores donde más se ha aplicado 
(Van Dam, 2002) (Andries van Dam, 2000) (Ruthenbeck, 2013) (Stadie, 2008). No 
obstante, en la mayoría de los casos, se trata de aplicaciones piloto o pruebas de concepto, 
que en ocasiones han tenido mucha repercusión mediática, pero que en la realidad en muy 
pocos casos (no se ha encontrado ninguno) se han acabado implantando realmente en el 
día a día de la actividad médica profesional (Reddy, 1996) (Maurício Sousa, 2017) (Paula 
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Escalada-Hernández, 2019) (Matthew G. Hanna, Ishtiaque Ahmed, Jeffrey Nine, Shyam 
Prajapati, & Liron Pantanowitz, 2018). 
Esta es precisamente la diferencia fundamental del proyecto desarrollado y presentado en 
esta tesis: Nextmed (González Izard, Sánchez Torres, Alonso Plaza, Juanes Méndez, & 
García-Peñalvo, 2020) (González Izard S. , Juanes Méndez, Ruisoto, & García-Peñalvo, 
2019) (González Izard, NextMed, Augmented and Virtual Reality platform for 3D 
medical imaging visualization, 2019) (González Izard S. , Juanes Méndez, Ruisoto, & 
García-Peñalvo, NextMed: How to enhance 3D radiological images with Augmented and 
Virtual Reality, 2018). Se ha conseguido desarrollar una primera versión del sistema, 
completamente funcional e integrable en el día a día de un hospital. Este sistema, 
explicado en esta tesis y en los diferentes artículos científicos de prestigio disponibles en 
los anexos, supera considerablemente los objetivos iniciales planteados y se puede decir 
que es el proyecto principal de esta tesis. Se trata pues de la primera plataforma completa 
que permite automatizar, de una forma industrializada y escalable, la segmentación de 
estructuras anatómicas partiendo de imágenes DICOM, así como la creación, 
visualización, estudio y manipulación de los modelos 3D obtenidos de las estructuras 
segmentadas con tecnologías de Realidad Aumentada y Realidad Virtual.  
Como autor de este estudio, realmente considero que el futuro de la visualización de las 
imágenes médicas no es el análisis de imágenes 2D con transparencia, ni tampoco el 
estudio en workstations de los modelos 3D generados. El futuro y la tecnología ofrecen 
mucho más, y debe ser aprovechado, especialmente si tenemos en cuenta que se pueden 
salvar vidas. Esto es en cualquier caso una herramienta más para los profesionales 
médicos, en los cuales reside realmente el valor y el activo fundamental: la tecnología no 
debe ser más que una herramienta para hacernos las tareas más sencillas. 
El proyecto Nextmed continúa en desarrollo, y como autor e investigador principal y 
responsable de este proyecto, el objetivo será la implantación en hospitales tanto en 
territorio nacional como internacional. 
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Capítulo 6. Conclusiones 
Como conclusión general, y como se detalla a continuación, se puede decir que se han 
conseguido todos los objetivos propuestos durante la fase de planteamiento de la tesis 
doctoral.  
Se han implementado tres sistemas para el estudio de la anatomía humana: 
• Clase de Realidad Virtual inmersiva sobre la anatomía del cráneo humano. El 
estudiante puede disfrutar de un viaje por el interior del cráneo humano, 
moviéndose hasta las diferentes estructuras anatómicas mientras una voz en off, 
la del profesor de anatomía de la Facultad de Medicina de la Universidad de 
Salamanca, le explica cada de las estructuras que se muestran. Esta aplicación se 
incluyó finalmente en la plataforma Human Layers. 
• Human Layers RA: Aplicación de Realidad Aumentada disponible para 
dispositivos Android e iOS compatibles con las librerías Arcore y Arkit 
respectivamente, que permite colocar sobre el suelo un modelo 3D avanzado y 
activar o desactivar diferentes capas anatómicas: arterias, venas, nervios, huesos, 
músculos, órganos… 
• Human Layers RV: Igual que la aplicación explicada anteriormente, pero con 
tecnología de visualización inmersiva con Realidad Virtual. Esta aplicación se 
incluyó finalmente en la plataforma Human Layers. 
También se ha implementado un simulador de auscultación cardíaca para permitir a los 
estudiantes de medicina practicar tantas veces como consideren necesario la auscultación, 
pudiendo además practicar la diferenciación de los diferentes sonidos cardíacos en 
función de la cardiopatía del paciente.  
Otro de los objetivos específicos, el de formar a los estudiantes de forma práctica en 
protocolos quirúrgicos, ha sido alcanzado a través de la implementación de dos 
simuladores interactivos: 
• Simulador interactivo para la navegación en espacios 360, permitiendo a los 
estudiantes familiarizarse con un entorno tan importante como puede ser un 
quirófano. 
• Simulador interactivo para la realización de un protocolo de fijación 
transpedicular lumbar. Con sistemas como este, se consigue que los estudiantes 
puedan practicar un protocolo quirúrgico y asimilar así perfectamente cuál es la 
secuencia de pasos que deben llevar a cabo. 
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• Simulador en protocolo de implantología dental. Este sencillo simulador permite 
al estudiante entender de forma práctica los conceptos básicos de un 
procedimiento de implantología dental. 
La mayor parte de los sistemas formativos anteriores se han incluido en una plataforma 
denominada Medical Studium que ha sido implantada en la Universidad de Salamanca.  
Finalmente, el proyecto Nextmed ha cubierto el objetivo de desarrollar un sistema para 
el análisis de las imágenes médicas con tecnologías de Realidad Aumentada y Virtual, 
destacando el sistema de segmentación completamente automática que se ha 
implementado con tecnologías de visión artificial e inteligencia artificial. 
6.1. Enumeración de conclusiones principales obtenidas de la 
investigación 
1) La Realidad Aumentada y Virtual pueden implementarse satisfactoriamente 
como herramientas de enseñanza-aprendizaje en la formación médica 
2) La Realidad Aumentada y Virtual aportan una mejora respecto a las técnicas 
formativas tradicionales para los estudiantes de medicina, permitiendo un 
mejor estudio por las capacidades de visualización 3D y facilitando el 
entrenamiento práctico 
3) La Realidad Aumentada y Virtual consiguen aumentar la motivación de los 
estudiantes por el estudio 
4) Se pueden conseguir una segmentación de imágenes médicas completamente 
automática con resultados satisfactorios 
5) Es técnicamente posible y de interés para el sector la implantación de un 
sistema para la segmentación y visualización de imágenes médicas 
segmentadas de forma completamente automatizada 
6) La Realidad Aumentada y Realidad Virtual aportan ventajas en la visualización 
de imágenes médicas a los profesionales del sector 
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Capítulo 7. Líneas de trabajo futuras 
Actualmente ya se están implementando lentillas de Realidad Aumentada. Se ha 
conseguido colocar un reducido número de píxeles en las mismas, cuya energía se 
consigue por medio de baterías orgánicas. Ya todo el mundo es conocedor de la gran 
capacidad que tenemos la humanidad de crecer a nivel tecnológico, siempre a un ritmo 
mayor del que se podía pensar. Por eso es factible pensar que, en unos años, 
personalmente diría que, en unos 15 años, la sociedad en general podrá disponer de 
lentillas de Realidad Aumentada, que integrarán el contenido virtual completamente en 
nuestras vidas. 
Una vez dicho esto, está claro que tanto la Realidad Aumentada como la Realidad Virtual 
tienen aún mucho recorrido en nuestras vidas, y por supuesto en la medicina. Todavía 
estamos empezando a darnos cuenta de cómo estas tecnologías pueden ayudarnos en 
nuestras vidas, y cómo pueden ayudar y mejorar considerablemente el trabajo diario de 
nuestros tan necesarios profesionales médicos. 
Respecto a los proyectos implementados, destacando la plataforma formativa de Realidad 
Virtual Medical Studium, sería muy interesante poder desarrollar una aplicación 
independiente para la creación de contenido, que puede incluir la importación y 
configuración de contenidos 360 interactivos, clases virtuales inmersivas o incluso la 
creación de simuladores de RV interactivos. Todo esto por supuesto de una forma 
sencilla, usable y sin ningún tipo de conocimiento requerido de diseño 3D o 
programación. Esto supondría una democratización de esta tecnología, ya que pondría en 
manos de los centros formativos la capacidad de creación de contenido, no siendo 
necesario contar con empresas especializadas para este objetivo, con la reducción de 
costes que esto supondría. Aunque, como se ha comentado en el capítulo anterior, existen 
diferentes plataformas con esta orientación, lo cierto es que no existe aún ninguna 
plataforma lo suficientemente avanzada como para permitir la implantación a medio y 
largo plazo en los centros formativos. 
En cuanto a los sistemas de Realidad Aumentada, cuentan con la ventaja de que 
actualmente prácticamente la totalidad de los estudiantes cuentan con un smartphone con 
la potencia de procesamiento y renderizado suficiente como para permitir la visualización 
de contenidos de Realidad Aumentada. Al igual que en el caso de la RV, contar con una 
plataforma que permita la creación y gestión de contenidos es un elemento necesario para 
la implantación real de esta tecnología. No obstante, sí es cierto que en este caso ya 
existen algunas plataformas interesantes para conseguirlo. 
En relación con la visualización 3D avanzada de imágenes médicas, como se menciona 
en los artículos publicados, el avance tanto de la Visión Artificial como, especialmente, 
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de la Inteligencia Artificial, permitirán en unos años disponer de algoritmos de 
segmentación automática de todas las estructuras anatómicas del cuerpo humano con 
buenos resultados. Esto, unido a un gran avance de las tecnologías de visualización 3D, 
supondrá que todos tengamos totalmente normalizado el ver a los profesionales médicos 
con gafas, o incluso lentillas de Realidad Aumentada. Podrán mirar a un paciente y, como 
si pudieran hacer un escáner radiológico en tiempo real, podrán ver nuestro interior, 
centrarse en una estructura anatómica concreta, como un órgano, y estudiar su anatomía 
y funcionamiento.  
Como líneas de trabajo futuras en el proyecto Nextmed, se incluye la incorporación de 
un módulo de visualización de nubes de puntos para trabajar en tiempo real con las 
imágenes DICOM, fusionando esta nube de puntos con los resultados de la segmentación 
automática e implementando funcionalidades de corte, filtrado por Threshold u otras más 
avanzadas como son la aplicación de Inteligencia Artificial para la detección de anomalías 
anatómicas que puedan facilitar un diagnóstico o incluso automatizarlo. 
Todo esto sin duda llegará, y lo que ahora puede parecer para algunos un sueño, se 
convertirá, como ha ocurrido siempre con la ciencia ficción en cuanto a tecnología se 
refiere, en una realidad. Aquellos que sean capaces de soñar serán los que más se acerquen 
al futuro. Por eso es necesario soñar para innovar. 
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Capítulo 8. Resultados académicos 
8.1. Productos Software 
En esta tesis, se han generado diferentes productos software. Algunos de ellos están 
siendo utilizados por diferentes organizaciones, como por ejemplo la Universidad de 
Salamanca o entidades privadas para el caso de las herramientas formativas, o por el 
Hospital Clínico Universitario de Salamanca, en el caso del proyecto Nextmed.  
Estos productos software son los siguientes: 
• Simulador inmersivo de Realidad Virtual para el estudio de la anatomía del cráneo 
humano. 
• Plataforma de Realidad Virtual para la formación de estudiantes de medicina con 
diferentes píldoras formativas, incluyendo simulador inmersivo de entornos 360 
y Human Layers VR. 
• Human Layers AR, disponible para su descarga gratuita en el Play Store, así como 
para dispositivos Magic Leap. 
• Nextmed: Para la investigación y el desarrollo de este proyecto se han conseguido 
más de 600.000€ de fondos de CDTI. Las publicaciones realizadas incluyen 
mención a dicha financiación. 
• Simulador para la realización de protocolo de fijación transpedicular lumbar. 
• Simulador auscultación. 
• Simulador implantología dental. 
8.2. Revistas científicas 
A continuación, se listan los diferentes artículos publicados hasta el momento de la 
redacción de esta tesis ordenados por orden cronológico de publicación (más reciente 
primero). Estos artículos se incluirán en las páginas siguientes de este anexo en su formato 
original, incluyendo para cada uno de ellos un resumen en español, ya que todos ellos 
están escritos en inglés. 
● Virtual reality medical training system  
○ Proceedings of the Fourth International Conference on Technological 
Ecosystems for Enhancing Multiculturality - TEEM '16 
○ Noviembre 2016 | journal-article 
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○ DOI: https://doi.org/10.1145/3012430.3012560 
○ ISBN: 9781450347471 
● Virtual Simulation for Scoliosis Surgery 
○ Proceedings of the 5th International Conference on Technological 
Ecosystems for Enhancing Multiculturality - TEEM 2017 
○ Octubre 2017 | conference-article 
○ DOI: https://doi.org/10.1145/3144826.3145405 
○ ISBN: 9781450353861 
● 360° vision applications for medical training 
○ Proceedings of the 5th International Conference on Technological 
Ecosystems for Enhancing Multiculturality - TEEM 2017 
○ Octubre 2017 | conference-article 
○ DOI: https://doi.org/10.1145/3144826.3145405 
○ ISBN: 9781450353861 
● Virtual Reality as an Educational and Training Tool for Medicine 
○ Journal of Medical Systems 
○ JCR: Q2 
○ Febrero 2018 | journal-article 
○ DOI: https://doi.org/10.1007/s10916-018-0900-2 
○ Part of ISSN: 0148-5598 (Print) 
○ Part of ISSN: 1573-689X (Online) 
● Virtual Reality Educational Tool for Human Anatomy 
○ Journal of Medical Systems 
○ JCR: Q2 
○ Mayo 2017 | journal-article 
○ DOI: https://doi.org/10.1007/s10916-017-0723-6 
○ Part of ISSN: 0148-5598 (Print) 
○ Part of ISSN: 1573-689X (Online) 
● NextMed: How to enhance 3D radiological images with Augmented and Virtual 
Reality 
○ Proceedings of the Sixth International Conference on Technological 
Ecosystems for Enhancing Multiculturality - TEEM'18 
○ Octubre 2018 | conference-article 
○ DOI: https://doi.org/10.1145/3284179.3284247 
○ ISBN: 9781450365185 
● NextMed, Augmented and Virtual Reality platform for 3D medical imaging 
visualization 
○ Proceedings of the Seventh International Conference on Technological 
Ecosystems for Enhancing Multiculturality - TEEM'19 
○ Octubre 2019 | conference-article 
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○ DOI: https://doi.org/10.1145/3362789.3362936 
○ ISBN: 9781450371919 
● Applications of Virtual and Augmented Reality in Biomedical Imaging 
○ Journal of Medical Systems 
○ JCR: Q1 
○ 2019-04 | journal-article 
○ DOI: https://doi.org/10.1007/s10916-019-1239-z 
○ Part of ISSN: 0148-5598 (Print) 
○ Part of ISSN: 1573-689X (Online) 
● Nextmed: Automatic Imaging Segmentation, 3D Reconstruction, and 3D Model 
Visualization Platform Using Augmented and Virtual Reality 
○ MDPI 
○ Sensors 2020, 20, 2962. 
○ JCR: Q1 
○ Mayo 2020 
○ DOI: https://doi.org/10.3390/s20102962 
○ ISSN: 1424-8220 
● Virtual Reality In Higher Education: An Experience With Medical Students 
○ Proceedings of the Eighth International Conference on Technological 
Ecosystems for Enhancing Multiculturality - TEEM'20 
○ Noviembre 2020 | conference-article 
○ Aceptado, pendiente de publicación 
 
8.3. Capítulos de libro 
Se ha publicado el capítulo de libro titulado App Design and Implementation for Learning 
Human Anatomy Through Virtual and Augmented Reality en el libro Radical Solutions 
and eLearning. 
Título capítulo:  App Design and Implementation for Learning Human 
Anatomy Through Virtual and Augmented Reality 
Libro:    Radical Solutions and eLearning. 
Fecha publicación:  Mayo 2020 
DOI:    https://doi.org/10.1007/978-981-15-4952-6_13 
Editorial:   Springer, Singapore 
ISBN (impreso):  978-981-15-4951-9 
ISBN (online):  978-981-15-4952-6 
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8.4. Congresos 
• Presentación en congreso y autor principal paper Virtual Reality Medical Training 
System en TEEM’16. Noviembre 2016. 
• Presentación en congreso y autor principal “Sistema de inmersión virtual aplicado 
a la anatomía humana” en 2º Congresso Nacional de Investigaçāo em Educaçaō 
Médica. Covilhã, Portugal. Noviembre 2016. 
• Presentación en congreso y autor principal Stereoscopic vision with Virtual 
Reality headsets to study cranial bones en IATED INTED 2017. Marzo 2017. 
• Presentación en congreso y autor principal Educational Virtual Reality tool to 
teach students to respect environment en Edu Learn 2017. Julio 2017. 
• Presentación en congreso y autor principal Interactive Virtual Reality system for 
auscultation training en Edu Learn 2017. Julio 2017. 
• Presentación en congreso y autor principal Virtual Simulation for Scoliosis 
Surgery en TEEM’17. Octubre 2017. 
• Presentación en congreso y autor principal 360 Vision Application for medical 
training en TEEM’17. Octubre 2017. 
• Presentación en congreso Simulación virtual en fijación transpedicular lumbar. 
Mayo 2018. 
• Presentación en congreso y autor principal NextMed: How to enhance 3D 
radiological images with Augmented and Virtual Reality en TEEM’18. Octubre 
2018. 
• Presentación en congreso y autor principal NextMed,Augmented andVirtual 
Reality platform for 3D medical imaging visualization. Octubre 2019. 
• Ponente en congreso “Segunda Jornada de Rehabilitación Intervencionista”. 
Burgos. Ponencia: “Tendencias tecnológicas en rehabilitación intervencionista: 
procedimientos interactivos de simulación y visión 3D, y sistemas de Realidad 
Virtual y Aumentada”. Septiembre, 2019. 
8.5. Premios 
Premio a la mejor publicación en TEEM 2018 (ver Anexo III). 
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8.6. Divulgación en medios 
Debido al alto nivel de innovación de los trabajos desarrollados en esta tesis, algunos 
medios han realizado publicaciones sobre los mismos. Se pueden consultar estas 
publicaciones en el Anexo IV. 
También se han concedido entrevistas tanto en la radio, en diferentes ocasiones, como en 
la televisión local y autonómica. 
El mérito de estas publicaciones, como se indica en otras ocasiones, es compartido con 
otros grandes profesionales con los que se ha colaborado para la elaboración de esta tesis. 
8.7. Financiación 
El proyecto Nextmed y la investigación llevada a cabo respecto al mismo ha sido 
financiado por el programa Retos-Colaboración de la Unión Europea (FEDER), en 
colaboración con la agencia nacional de investigación española, con número de registro 
RTC-2017-6682-1. 
  
PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    
VIRTUAL PARA LA FORMACIÓN Y LA PRÁCTICA MÉDICA 
[104] 
 
Santiago González Izard 
[105] 
Capítulo 9. Bibliografía  
 
Agar, J. (2003). Constant Touch, a global history of the mobile phone. UK: Iconbooks. 
al., J. S. (2018). Applying Multi-User Virtual Reality to Collaborative Medical Training. 
IEEE Conference on Virtual Reality and 3D User Interfaces, 775-776. 
doi:10.1109/VR.2018.8446160 
Andries van Dam, A. S. (2000). Immersive VR for scientific visualization: a progress 
report. IEEE Computer Graphics and Applications, 20(6), 26-52. 
Armato III, S. G.-G. (2015). Data from lidc-idri. the cancer imaging archive. Cancer 
Imaging Archive, 9. 
Biocca, F., & R. Levy, M. (1995). Communication in the Age of Virtual Reality. Lawrence 
Erlbaum Associates, Publishers. 
Brewster, S. D. (2018). The Stereoscope: Its History, Theory, and Construction, With Its 
Application to the Fine and Useful Arts and to Education. Forgotten Books. 
Briz Ponce, L. (2016a). Análisis de la efectividad en las Aplicaciones m-health en 
dispositivos móviles dentro del ámbito de la formación médica. (U. d. Salamanca, 
Ed.) Obtenido de https://goo.gl/4UMpEY  
Briz Ponce, L. G.-P. (2015). An empirical assessment of a technology acceptance model 
for apps in medical education. Journal of Medical Systems, 39(11). 
doi:10.1007/s10916-015-0352-x 
Briz-Ponce, L. J.-M.-P. (2016b). Effects of Mobile Learning in Medical Education: A 
Counterfactual Evaluation. Journal of Medical Systems, 40(6). 
doi:10.1007/s10916-016-0487-4 
Briz-Ponce, L. P.-M.-P. (2017). Learning with mobile technologies – Students’ behavior. 
Computers in Human Behavior, 72, 612-620. doi:10.1016/j.chb.2016.05.027 
Brown, A., & Green, T. (2016). Low-Cost Tools and Resources for the Classroom. 
TechTrends, 60, 517-519. doi:https://doi.org/10.1007/s11528-016-0102-z 
Cabero Almenara, J. F. (2017). Dispositivos móviles y realidad aumentada en el 
aprendizaje del alumnado universitario. RIED. Revista Iberoamericana de 
Educación a Distancia, 20(2), 167-185. 
PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    
VIRTUAL PARA LA FORMACIÓN Y LA PRÁCTICA MÉDICA 
[106] 
Chen, C., Dou, Q., Chen, H., Qin, J., & Heng, P.-A. (2019). Synergistic Image and 
Feature Adaptation: Towards Cross-Modality Domain Adaptation for Medical 
Image Segmentation. Proceedings of the AAAI Conference on Artificial 
Intelligence, 33(1). doi:https://doi.org/10.1609/aaai.v33i01.3301865 
Cooper, M., W Dronsuth, R., J Leitich, A., N Lynk, C., J Mikulski, J., F Michell, J., . . . 
H Sangster, J. (1973). EEUU Patente nº US3906166A.  
Creighton, R. H. (2010). Unity 3D Game Development by Example: A Seat-of-Your-Pants 
Manual for Building Fun, Groovy Little Games. Packt Publishing Ltd. 
E. Cutting, J. (1997). How the eye measures reality and virtual reality. Behaviour 
Research Methods, Instruments & Computers, 27-36. 
Ecabert, O., Peters, J., Schramm, H., Lorenz, C., Berg, .. v., Walker, M. J., . . . Weese, J. 
(2008). Automatic Model-Based Segmentation of the Heart in CT Images. IEEE 
Transactions on Medical Imaging, 27(9), 1189-1201. 
doi:10.1109/TMI.2008.918330 
Esnoz, N. (2012). MONOGRÁFICO: Sistemas de cine en 3D - Primeras tecnologías de 
visionado 3D. Observatorio Tecnológico, Ministerio de Educación, Cultura y 
Deporte. 
García-Peñalvo, F. J. (2015). Engineering Contributions to a Multicultural Perspective of 
the Knowledge Society. IEEE Revista Iberoamericana de Tecnologias del 
Aprendizaje, 10(1), 17-18. doi:10.1109/RITA.2015.2391371 
García-Peñalvo, F. J. (2015). Presentación del Programa de Doctorado “Formación en 
la Sociedad del Conocimiento. doi:10.13140/RG.2.1.1648.0729 
Geveci, B. S. (2015). Vtk. The Architecture of Open Source Applications. Obtenido de 
https://www.aosabook.org/en/vtk.html 
González Izard, S. (2018). Virtual Reality as an Educational and Training Tool for 
Medicine. Journal Of Medical Systems, 43(3). 
González Izard, S. (Octubre de 2019). NextMed, Augmented and Virtual Reality platform 
for 3D medical imaging visualization. TEEM, 459-467. 
González Izard, S., & Juanes Méndez, J. A. (2016). Virtual Reality Medical Training 
System. TEEM '16: Proceedings of the Fourth International Conference on 
Technological Ecosystems for Enhancing Multiculturality, 479-485. 
doi:10.1145/3012430.3012560 
Santiago González Izard 
[107] 
González Izard, S., Juanes Méndez, J. A., García-Peñalvo, F. J., & Moreno Belloso, C. 
(2020). App Design and Implementation for Learning Human Anatomy Through 
Virtual and Augmented Reality. En D. Burgos, Radical Solutions and eLearning, 
Practical Innovations and Online Educational Technology (págs. 199-213). 
Springer. doi:https://doi.org/10.1007/978-981-15-4952-6 
González Izard, S., Juanes Méndez, J. A., García-Peñalvo, F. J., Jiménez López, M., 
Pastor Vázquez, F., & Ruisoto, P. (Octubre de 2017). 360 Vision Applications for 
Medical Training. TEEM 2017: Proceedings of the 5th International Conference 
on Technological Ecosystems for Enhancing Multiculturality. 
doi:https://doi.org/10.1145/3144826.3145405 
González Izard, S., Juanes Méndez, J., & Ruisoto, P. (2017). Virtual Reality Educational 
Tool for Human Anatomy. Journal Of Medical Systems. 
González Izard, S., Juanes Méndez, J., Gonçalvez Estella, J., Sánchez Ledesma, M., 
García Peñalvo, F., & Ruisoto, P. (2017). Virtual Simulation for Scoliosis 
Surgery. TEEM. 
González Izard, S., Juanes Méndez, J., Ruisoto, P., & García-Peñalvo, F. (2018). 
NextMed: How to enhance 3D radiological images with Augmented and Virtual 
Reality. TEEM, 397-404. 
González Izard, S., Juanes Méndez, J., Ruisoto, P., & García-Peñalvo, F. (2019). 
Applications of Virtual and Augmented Reality in Biomedical Imaging. Journal 
Of Medical Systems, 43. 
González Izard, S., Sánchez Torres, R., Alonso Plaza, Ó., Juanes Méndez, J. A., & 
García-Peñalvo, F. J. (Mayo de 2020). Nextmed: Automatic Imaging 
Segmentation, 3D Reconstruction, and 3D Model Visualization Platform Using 
Augmented and Virtual Reality. Sensors, 20. doi:10.3390/s20102962 
González Izard, S., Vivo Vicent, C., Juanes Méndez, J. A., & Palau, R. (2020). Virtual 
Reality In Higher Education: An Experience With Medical Students. TEEM '20. 
Guerrero, J. M. (2011). Técnicas de procesamiento de imágenes estereoscópicas. 
Heiling, M. L. (1961). EEUU Patente nº US3050870A.  
Henn, J. S. (2002). Interactive stereoscopic virtual reality: a new tool for neurosurgical 
education. Journal of neurosurgery, 96, 144.149. doi:10.3171/jns.2002.96.1.0144 
Hillmann, C. (2019). Comparing the Gear VR, Oculus Go, and Oculus Quest. En C. 
Hillmann, Unreal for Mobile and Standalone VR (págs. 141-167). 
PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    
VIRTUAL PARA LA FORMACIÓN Y LA PRÁCTICA MÉDICA 
[108] 
Hughes, F. G.-L. (2018). A Distributed Augmented Reality System for Medical Training 
and Simulation. Energy, Simulation-Training, Ocean Engineering and 
Instrumentation: Research Papers of the Link Foundation Fellows, 4, 213-235. 
Jones, S., & Dawikins, S. (2017). The Sensorama Revisited: Evaluating the Application 
of Multi-sensory Input on the Sense of Presence in 360-Degree Immersive Film in 
Virtual Reality. Progress in IS. Springer. doi:https://doi.org/10.1007/978-3-319-
64027-3_13 
Joo-Nagata, J. G.-B. (2017). Augmented reality in pedestrian navigation applied in a 
context of mobile learning: Resources for enhanced comprehension of Science, 
Technology, Engineering and Mathematics. International Journal of Engineering 
Education, 33(2B), 768-780. 
Joo-Nagata, J. M.-B.-P. (2017). Augmented reality and pedestrian navigation through its 
implementation in m-learning and e-learning: Evaluation of an educational 
program in Chile. Computers & Education, 111, 1-17. 
doi:10.1016/j.compedu.2017.04.003 
Kinofilms Magazine. (2012). Obtenido de 
https://kinofilmsmagazine.wordpress.com/2012/09/25/historia-de-la-
estereoscopia-parte-1-prehistoria/ 
Koh, L. T., Corrigan, J. M., & Donaldson, M. S. (2000). To Err is Human: Building a 
Safer Health System. Institute of Medicine (US) Committee on Quality of Health 
Care in America. doi:https://doi.org/10.17226/9728 
Kuntze, M. F. (2001). Immersive virtual environments in cues exposure. 
Cyberpsychology and Behaviour, 4, 497-501. 
Larsen, E., Umminger, F., Ye, X., Rimon, N., Stafford, J. R., & Lou, X. (2015). United 
States Patente nº US10073516B2.  
Leo L. Wang, M., B.A., H.-H. W., B.A., N. B., & Rebecca Tenney-Soeiro, M. (2016). 
Gunner Googles: Implementing Augmented Reality into Medical Education.  
Lim, K. y., Suresh, P., & Schulze, J. P. (2017). Oculus Rift with Stereo Camera for 
Augmented Reality Medical Intubation Training. Electronic Imaging, The 
Engineering Reality of Virtual Reality, 5-10. 
doi:https://doi.org/10.2352/ISSN.2470-1173.2017.3.ERVR-089 
Mariscal, G. J.-U.-D.-P. (2020). Virtual Reality Simulation-Based Learning. Education 
in the Knowledge Society, 21(11). 
Santiago González Izard 
[109] 
Matthew G. Hanna, M., Ishtiaque Ahmed, B., Jeffrey Nine, M., Shyam Prajapati, D., & 
Liron Pantanowitz, M. (2018). Augmented Reality Technology Using Microsoft 
HoloLens in Anatomic Pathology. Archives of Pathology & Laboratory Medicine, 
638-644. doi:https://doi.org/10.5858/arpa.2017-0189-OA 
Maurício Sousa, D. M. (2017). VRRRRoom: Virtual Reality for Radiologists in the 
Reading Room. Proceedings of the 2017 CHI Conference on Human Factors in 
Computing Systems. doi:10.1145/3025453.3025566 
McHenry, K., & Bajcsy, P. (December de 2008). An Overview of 3D Data Content, File 
Formats and Viewers. 
Monterrey, O. d. (2017). Realidad Aumentada y Realidad Virtual. 
Nikou, C., Digioia, A. M., Blackwell, M., Jaramaz, B., & Kanade, T. (2000). Augmented 
reality imaging technology for orthopaedic surgery. 10(1). 
doi:https://doi.org/10.1016/S1048-6666(00)80047-6 
Olm, J., & Gaffney, B. (2010). 3D STEREO DIGITAL INTERMEDIATE 
WORKFLOW. Stereoscopic 3D. 
Page, R. L. (s.f.). Brief History of Flight Simulation . R.L. Page and Associates. 
Pastor, J. (s.f.). Primer smartphone de la historia. Obtenido de Xataka Movil: 
https://www.xatakamovil.com/movil-y-sociedad/y-el-primer-smartphone-de-la-
historia-fue 
Paula Escalada-Hernández, N. S.-R. (2019). Design and evaluation of a prototype of 
augmented reality applied to medical devices. International Journal of Medical 
Informatics, 128, 87-92. doi:https://doi.org/10.1016/j.ijmedinf.2019.05.004 
Pensieri C., P. (2016). Virtual Reality in Medicine. Springer, Cham. 
doi:https://doi.org/10.1007/978-3-319-22041-3_14 
Quintero, C. S.-B. (2008). Diseño de un prototipo de Sistema de Realidad Virtual 
Inmersivo Simpllificado. Ciencia e Ingeniería Neogranadina, 18(1), 35-50. 
Reddy, R. (1996). The challenge of artificial intelligence. IEEE Computer, 29(10), 86-
88. 
Research, G. V. (2017). Virtual Reality Market Size, Share & Trends Analysis Report By 
Device, By Technology, By Component, By Application (Aerospace & Defense, 
Commercial, Consumer Electronics, Industrial & Medical), By Region, And 
Segment Forecasts, 2018 - 2025. GVG. 
PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    
VIRTUAL PARA LA FORMACIÓN Y LA PRÁCTICA MÉDICA 
[110] 
Ruskó, L., Bekes, G., & Fidrich, M. (2009). Automatic segmentation of the liver from 
multi- and single-phase contrast-enhanced CT images. Medical Image Analysis, 
13(6), 871-882. doi:https://doi.org/10.1016/j.media.2009.07.009 
Ruthenbeck, G. S. (2013). Virtual reality surgical simulator software development tools. 
Journal of Simulation, 7(2), 101-108. doi:10.1057/jos.2012.22 
S. Hale, K., & M. Stanney, K. (2015). Handbook of Virtual Environments. Design, 
Implementation and Applications. Taylor and Francis Group. 
S. Wang, Z. M. (2010). A new method of virtual reality based on Unity3D. A new method 
of virtual reality based on Unity3D (págs. 1-5). Beijing: 18th International 
Conference on Geoinformatics. 
Saeed Alqahtani, A., Foaud Daghestani, L., & Fattouh Ibrahim, L. (2017). Environments 
and System Types of Virtual Reality. International Journal of Advanced 
Computer Science and Applications, 8. 
Sanchez-Sepulveda, M. V., Fonseca, D., García-Holgado, A., García-Peñalvo, F. J., 
Frabquesa, J., Redondo, E., & Moreira, F. (2020). Evaluation of an interactive 
educational system in urban knowledge acquisition and representation based on 
students’ profiles. Expert Systems, In Press. doi:10.1111/exsy.12570 
Sanchez-Sepulveda, M. V.-K.-S. (2019). Methodologies of Learning Served by Virtual 
Reality: A Case Study in Urban Interventions. Applied Sciences, 9(3), 51-61. 
doi:10.3390/app9235161 
Sargent, D., & Park, S. Y. (2016). Automatic segmentation of mammogram and 
tomosynthesis images. Medical Imaging, 9784. 
doi:https://doi.org/10.1117/12.2217123 
Schroeder, W. A. (2000). Visualizing with vtk: a tutorial. 20, 20-27. 
Schwaber, K., & Beedle, B. (2001). Agile Software Development with Scrum. Prentice 
Hall PTR. 
Stadie, A. T. (2008). Virtual reality system for planning minimally invasive neurosurgery. 
Journal of Neurosurgery, 108(2), 382-394. doi:10.3171/JNS/2008/108/2/0382 
Telefonía móvil. (s.f.). Obtenido de Wikipedia: 
https://es.wikipedia.org/wiki/Telefon%C3%ADa_m%C3%B3vil 
Unity3D. (s.f.). Obtenido de Unity: https://unity3d.com/unity/features/multiplatform 
Santiago González Izard 
[111] 
V. Kerlow, I. (2004). The art of 3D computer animation and effects. John Wiley & Sons, 
Inc. 
Van Dam, A. L. (2002). Experiments in immersive virtual reality for scientific 
visualization. Computers and Graphics, 26(4), 535-555. 
Wheatstone, C. (21 de June de 1838). MR. WHEATSTONE ON THE PHYSIOLOGY 
OF VISION. Contributions to the Physiology of Vision.- Part the first. On some 
remarkable, and hitherto unobserved, Phenomena of Binocular Vision, 128, 371-
394. 
Zhang, Z. (Febrero de 2012). Microsoft Kinect Sensor and Its Effect. IEEE MultiMedia, 
19(2), 4-10. doi:10.1109/MMUL.2012.24 
 
 
PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    
VIRTUAL PARA LA FORMACIÓN Y LA PRÁCTICA MÉDICA 
[112] 
  















ARTÍCULOS CIENTÍFICOS PUBLICADOS 
  
PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    
VIRTUAL PARA LA FORMACIÓN Y LA PRÁCTICA MÉDICA 
[114] 
 
Santiago González Izard 
[115] 
Capítulo 10. Anexo I: Virtual Reality medical training 
system 
La tecnología de Realidad Virtual nos permite adentrarnos en las estructuras anatómicas 
facilitando el aprendizaje médico. Mediante la inmersión en estructuras corporales como 
por ejemplo el interior del cráneo humano, las gafas de visión estereoscópica convierten 
a esta innovadora tecnología en una potente herramienta para la formación y el 
entrenamiento en todas las áreas de conocimiento de la salud, y particularmente en la 
medicina. Este trabajo muestra el potencial formativo de la aplicación de la Realidad 
Virtual en el estudio de la anatomía humana, donde puede ser utilizada como herramienta 
médica educacional. 
El sistema software que se presenta, desarrollado con la colaboración de la empresa 
ARSOFT y el grupo de investigación Visual Med Systems, nos permite introducirnos en 
el cráneo humano mediante inmersión virtual, y analizar anatómicamente desde su 
interior cada una de sus estructuras anatómicas.  
El estudio morfológico de fosas craneales resulta de gran importancia, dado el creciente 
número de técnicas de microcirugía que requieren un conocimiento detallado de la 
morfología de estas estructuras.  
El modelo 3D del cráneo no es un modelo 3D teórico, sino un modelo 3D obtenido a 
partir de imágenes médicas reales en formato DICOM que posteriormente ha sido 
suavizado para permitir su renderización en un dispositivo móvil. 
Nuestro procedimiento tecnológico consiste en un software que se ejecuta en gafas de 
visión estereoscópica para proporcionar un entorno de visualización virtual inmersiva e 
interactiva donde los usuarios puedan conseguir la sensación de encontrarse dentro de un 
entorno virtual, donde en este caso mostramos los diferentes huesos y forámenes que 
componen el cráneo humano, incluyendo explicaciones auditivas que describen cada una 
de las estructuras que el usuario puede ver en este viaje virtual por el interior del cráneo. 
Además, el software permite al usuario realizar una autoevaluación, por lo que puede 
considerarse también como una excelente herramienta de capacitación. 
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the different explanations and finally apply this knowledge to 
clinical practice, using the benefits offered by Virtual Reality. 
The difference between our development and other procedures is 
that we provide the possibility of interaction in order to take 
decisions on which explanations we wish to display within the 
virtual environment. This ability to interact also allows us to 
develop a learning system in which the user must find the exact 
location of a specific bone. In the future, this ability to interact will 
make it possible to simulate surgical interventions, allowing the 
student or doctor to train in a virtual environment and carry out a 
simulated procedure without using a real body. 
 
2. MATERIAL AND METHOD 
2.1 Hardware 
 
Our technological procedure used hardware to develop an 
immersive Virtual Reality system with the following elements: 
 
• Gyroscope and accelerometer: the Virtual Reality system 
uses these sensors to detect where the user is looking and show the 
correct image of the virtual environment he or she is immersed in.  
• Screen: this is supported by the mobile device which is 
attached to the goggles. If we look at the screen without lenses, we 
will see that it is divided into two sections, with each section 
showing the same image. This is due to the fact that each of these 
sections will be visible through one of the lenses, and our brain will 
join these images in order to obtain a three-dimensional image. It is 
a similar principle to the one used in 3-D cinemas and TV sets.  
• Biconvex or aspherical lenses: It should be remembered 
that we are going to use a screen which is a very short distance from 
the eyes.  In consequence, lenses which will provide a correct image 
with 3-D effect need to be placed between our eyes and the screen 
in order to obtain a good vision (Figure 1). 
 
Apart from these stereographic vision goggles, Virtual Reality 
systems also need devices with high processing power and a 
powerful graphics card in order to manage high quality 3-D models. 
Our application is developed for Samsung Gear VR goggles 
(Figure 1), which are now available for different Samsung devices:  
S7, S7 edge, Note5, S6, S6 edge; Note5 and S6 edge+ devices are 
also compatible, although they may require additional software.  
These goggles achieve an angle of vision of 96º and an interpupillar 
distance of between 55 and 71 mm. Unlike other headsets, they 
have a small touchscreen which provides the hardware to interact 
with the user. These goggles also have high screen resolution and 
are very comfortable to wear. 
2.2 Anatomic 3-D Model Generation 
Our 3-D model of the cranium was developed using an Asteion 
computed tomography, by Toshiba Medical Systems, (Figure 2) of 
Complejo Hospitalario Universitario de Salamanca, following the 
protocol for study of the cranium: one in anteroposterior projection 
and one in lateral position. 
 
A thickness and cutting interval of 1.5 mm was then selected, 
acquiring serial sections of the cranium (Figure 3). 
 
Figure 3 Serial sections of the brain 
 
Figure 1 Samsung Gear VR Goggles used in this study 
Figure 2 Computed tomography Toshiba M edical System used 
for the image collection 
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The DICOM raw data files provided by the equipment were used 
to reconstruct, for each orientation, a volume which was saved in 
format ANALYZE 7.5. Superficial 3-D models were then obtained, 
consisting of geometrical models delimited by polygonal meshes 
(Figure 4). 
 
Figure 4 Brain mesh generated from brain sections 
 
An algorithm known as marching cubes was then applied, obtaining 
a triangular mesh model of the surface of each of these cranial 
structures (Figure 5). Given the high resolution of the images, the 
mesh was simplified and smoothed, obtaining polygonal models 
which could then be edited more easily. 
 
The whole 3-D model of the cranium was generated by the 
composition of the images of each of the cuts made by way of 
computed tomography (Figure 6). 
 
2.3 Navigation Virtual Tool 
Figure 7 shows an example of the duplicated image which is shown 
on the screen of the Virtual Reality goggles, an image which we 
have always seen through the lenses, obtaining a sensation of 
tridimensionality. This image shows the final result of the 3-D 
modelling of the cranium with a certain degree of transparency, 
allowing us to visualise the brain contained in its interior. 
 
In order to assign a colour to the cranium and the different 
constituent bones, we assign a material to each 3-D model, which 
is assigned a colour along with this material. This is what we call 
shader, i.e. algorithms which continuously calculate the colour each 
rendered pixel should have, based on the light they receive and the 
material assigned to the mesh It is therefore important to choose 
both the material (which provides texture and colour) and the 





In order to implement the system in ARSOFT, we have used the 
Unity 3-D video games engine (Figure 9) along with the 
development tools package or SDK supplied by Oculus (we also 
work with other SDKs such as Cardboard). We have therefore 
developed a system to create immersive Virtual Reality 
experiences, importing new 3-D models and creating, thanks to the 
structure we have developed, explanations which enhance parts of 
the 3-D model and even allow users to interact with the system. 
One of the most basic, although no less important, aspects of this 
system is that it is capable of enhancing the parts of the cranium 
being explained, meaning the user can see and accurately assess its 
delimitations. 
Figure 5 Detail of the brain mesh 
Figure 6 Textured brain created from sections 
Figure 7 Stereoscopic vision of the 3-D model generated 
Figure 8 Visualization of the textured material with shader 
  




One of the problems we came across is that some explanations talk 
of both external and internal parts of the cranium. Since we want 
users to see exactly where each of the zones are located, it is 
important that they can be viewed regardless of whether they are 
inside or outside the cranium; in consequence, whenever an internal 
(i.e. non-visible) part is to be focused on, our system makes the 
other osseous parts semi-transparent, thus allowing us to see the 
internal zone we are interested in, as shown in Figure 10. 
 
 
A further benefit of our technological development is that it allows 
users to interact with the system and direct the explanations, rather 
than simply displaying a video.  This means we can have immersive 
expositions of the whole cranium, whilst students can move all 
around it and direct the virtual experience to the area of interest. 
Users can also carry out self-assessment tests of their knowledge. 
In this case, the system will ask for a specific bone to be found 
inside the cranium (Figure 11). The student must look for and select 
this bone with the fewest number of faults possible. This self-
assessment is much more efficient than those which can be carried 
out with 2-D systems, since it is much closer to reality.  
In order for a user to select a specific bone, the 3-D model must be 
broken down into different meshes, where each mesh constitutes an 
identifiable bone of the cranium. Furthermore, it is necessary to 
implement a user-interaction system, which requires equipment 
similar to a traditional PC mouse. In this case, unlike with a mouse, 
the pointer moves based on movements made with the head. Once 
the pointer is indicating the bone to be selected, the user simply has 





After generating our 3-D cranial model and implementing a system 
for visualisation and interaction with the virtual environment using 
stereoscopic goggles, we have obtained a training tool for students 
of health sciences, allowing users to navigate around the inside of 
the cranium with a high degree of realism and also interact with the 
system in order to guide this navigation around the different parts 
of the anatomical structure. 
This technological procedure will allow users to study the cranium 
not only from the outside, assessing the layout and relations of the 
different osseous pieces which make up the cranium, but also from 
the inside, analysing the different cranial fossae which make up the 
base of the cranium as well as their different orifices. The 
incorporation of different animations and special effects means 
users obtain the most dynamic virtual experience possible, helping 
them to better and more accurately understand what they are seeing 
at each moment. These special effects are created by assigning a 
series of animated 3-D models to each bone or foramen of the 
cranium to be indicated and then, at the moment the audio 
explanations refer to these parts, rendering the models to create 
different effects which will allow us to focus on them. Furthermore, 
camera position changes in order to ensure the scene is as dynamic 
as possible, as this will be the position from which the user will 
view the virtual environment. Users will therefore see the interior 
of the cranium from different perspectives, allowing them to see 
bones and foramen which are not visible from other positions. 
The system starts with a general explanation of the constitution and 
organisation of the cranium, in order to then indicate the different 
constituent bones. Having analysed the external structure overall, 
we focus on the interior, through the foramen magnum or occipital 
hole, in order to view, from the inside, the cranial base with the 
different cranial fossae, showing the boundaries which separate 
each of them.  
When entering the cranium through the large hole of the occipital 
bone (foramen magnum), it can be seen that its base is staggered 
over three levels called cranial fossae: the posterior cranial fossa, 
the middle cranial fossa, and the anterior cranial fossa (Figure 12). 
These three fossae are delimited by two boundary lines, an anterior 
one and a posterior one. The first, the anterior, is the prolongation 
of the anterior clinoid apophysis of the lesser wings of the sphenoid 
through to the side of the cranium, starting in the prechiasmatic 
sulcus. The second line, the posterior limiter, extends from the 
Figure 9 Development tool used to create the virtual 
experience, Unity 3D 
Figure 10 Material alterations changing its transparence to 
visualize interior parts 
Figure  11 Virtual evaluation test 
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upper edge of the petrous part of the temporal bone to the back of 
the sphenoid sella. 
 
 
The bones which form part of each of the cranial fossae are 
indicated, along with the orifices in each of the fossae and the 
vascular-nervous elements which cross them. The user can select 
the explanation to hear and visualise at all times. 
The Anterior Cranial Fossa: made up of the Frontal, Ethmoid and 
Sphenoid bones, specifically the lesser wings and body part of this 
unpaired medial bone of the base of the cranium (Figure 13). It 
contains the frontal lobes and is the smallest fossa.  
 
 
The surface of this fossa presents sinuous impressions which mark 
the orbital gyri of the frontal lobes; this fossa has the cribriform 
plate of the ethmoid, which the small nerve fibres of the olfactory 
nerve, or first cranial nerve, cross. In this anterior cranial fossa there 
are other small orifices such as the blind foramen, the anterior and 
posterior ethmoid foramina. 
The Middle Cranial Fossa: goes from the lesser wings of the 
sphenoid to the upper edge of the petrous part of the temporal bone, 
contains the sella turcica (where the hypophysis is found). The 
following orifices are particularly visible in this fossa: 
The optic foramen, located anterior and lateral to the sella turcica, 
and through which the optic nerve (second cranial nerve) passes, 
along with the ophthalmic artery. 
Between the greater and lesser wings of the sphenoid is another 
orifice, known as superior orbital fissure or sphenoid indentation 
(Figure 14), crossed by: the oculomotor nerve (cranial nerve III), 
the trochlear n. (or cranial nerve IV) and the abducens n. (or cranial 
nerve VI), in addition to the first branch of the trigeminal nerve or 
ophthalmic n. and the ophthalmic vein. 
 
 
Another important orifice in the middle cranial fossa is the greater 
foramen rotundum, located posterior to the superior orbital fissure, 
where the superior maxillary nerve (second branch of the trigeminal 
nerve) crosses; we also observe the foramen ovale, located 
posterior and lateral to the greater round hole, where the mandibular 
nerve or inferior maxillary nerve pass (the third branch of the 
trigeminal nerve, along with lesser meningeal artery). The foramen 
spinosum (or minor round hole), located posterior to the foramen 
ovale, where the artery and the middle meningeal vein cross, along 
with a meningeal branch of the inferior mandibular nerve. 
Finally, we can also consider the anterior foramen lacerum, of 
medial situation, in the limit between the temporal bone and 
sphenoids, to form part of this medium cranial fossa.  With regards 
to this orifice, we find the internal carotid artery, the venous and 
nerve plexuses corresponding to this artery, and the superficial and 
deep petrosal nerves. 




The Posterior Cranial Fossa: starts posterior to the superior edge 
of the petrous part of the temporal bone, the posterior clinoid 
apophysis and the quadrilateral plate of the sphenoid. It is formed 
Figure 12 Global vision of the different Cranial Fossas 
Figure 13 Anterior Cranial Fossa Visualization 
Figure 14 Middle Cranial Fossa detail with optical foramen 
and superior orbital fissure 
Figure 15 Foramen magnum vision with transition between 
spinal cord and brain trunk  
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in a large proportion by the basilar, lateral and flaky parts of the 
occipital bone. 
It is the largest and deepest of the three cranial fossa and houses the 
cerebellum, at the trunk of the brain. 
This fossa presents the most voluminous orifice of the base of the 
cranium, the foramen magnum or occipital orifice, through which 
the medulla of the brain will continue, with the spinal cord (Figure 
15). The vertebral arteries and their meningeal branches also cross 
this foramen magnum. This fossa also contains other orifices, most 
notably, the jugular foramen, located in the petrous part of the 
temporal bone, through which cranial nerves IX, X and XI pass, in 
addition to the sigmoid sinus and inferior petrosal sinus. 
Other orifices of this posterior fossa are the internal auditory canal, 
located above the jugular foramen, where the cranial pair VII and 
VIII cross, on the bottom of this canal. Here we also find the 
labyrinthine artery. 
This fossa also presents the hypoglossal canal, a small orifice on 
the sides of the foramen magnum, in relation to the occipital 
condyles, where the hypoglossal nerve or cranial nerve XII crosses. 
This system counts on a simple interface which offers the user two 
possibilities (Figure 16): obtain different explanations through the 
virtual journey, where the explanation can be selected at any time 
(Figure 17), or carry out an assessment test in order to check 
knowledge in a unique manner, searching inside the cranium for 
bones or orifices indicated by the system with the fewest number 









4. FINAL CONSIDERATIONS AND 
CONCLUSION 
Our technological system shows that these Virtual Reality 
techniques provide excellent benefits compared to other traditional 
training tools, such as educational videos or different software 
programmes for teaching presentations (PowerPoint, Prezi, 
Keynote, etc.). These technologies represent a huge step forward in 
terms of training tools, since being immersed in a virtual scenario 
gives us a much greater sense of realism which, in addition to the 
3-D effect provided by the stereoscopic goggles, allows us to better 
appreciate aspects such as depth. This is fundamental in order to 
understand the bone structures which make up the human cranium, 
where there is a large number of niches and zones which are not 
immediately appreciable in a simple video or in a static, 
bidimensional image. 
One of the most interesting aspects of the Virtual Reality technique 
is that it can be manipulated and the generated virtual environment 
can be interacted with [1, 9, 12-15]. In consequence, we can not 
only visualise a virtual world –in our case a cranium and its 
constituent parts– but can also manipulate it and handle it in order 
to simulate a specific surgical intervention. The virtual cranium will 
behave like an actual cranium throughout the operation, whilst the 
user will manipulate it in a highly realistic manner through the 
movement of his or her hands. The aim is to simulate an operation 
in the most realistic way possible. 
To achieve this we use remote control devices which transmit 
information on the movements made by the user to the goggles, 
which in turn interpret these data and display them so the user can 
see his or her own hands moving and carrying out the operation in 
the virtual environment. 
Although several technical aspects are still outstanding in order to 
ensure complete presence for our brain (such as eliminating certain 
physical discomforts related to the use of these VR goggles), we 
firmly believe that this type of technological spatial vision resource 
will undoubtedly contribute to improving medical training 
processes. More recently, new hardware elements such as gloves 
have started to appear, which can be used to interpret the 
movements not only of the hand but also of each of the individual 
fingers. This aspect will undoubtedly improve the user experience 
and make the simulation even more authentic and realistic. 
We believe that a carefully designed visual experience such as the 
one we have developed can help users (students) to have a sense of 
control over the environment –however fictitious– and facilitate 
learning and training processes in the medical sphere. 
This undoubtedly represents the future for training in medicine. 
However, this system will not be limited to just training, since it 
will be used by surgeons to carry out pre-surgery studies and even 
go through a complete simulation of the intervention, making it 
possible to accurately and safely predict possible problems which 
may appear during surgery. We therefore conclude this work by 
indicating that the use of these stereoscopic vision technologies in 
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Figure 16 Initial menu 
Figure 17 Selection menu for different explanations  
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Capítulo 11. Anexo II: Virtual Simulation for Scoliosis 
Surgery 
La Realidad Virtual es actualmente una de las tecnologías innovadores más emergentes 
que existen, y en el último año hemos podido ver cómo diferentes sectores han 
conseguido aplicarla con éxito, desde el sector industrial hasta el sector de la educación 
o el sector médico.  
El sistema presentado en este artículo consiste en una simulación virtual e interactiva de 
una cirugía de fijación transpedicular lumbar, para conseguir la fijación de tres vértebras 
funcionales. El usuario se encuentra dentro de un quirófano real, frente al paciente, que 
en este caso consiste en un modelo 3D completo que incluye musculatura, esqueleto, 
ligamentos, venas, arterias, nervios… Las acciones que el usuario debe llevar a cabo 
incluyen la selección de la herramienta correcta y a continuación su uso, interactuando 
con el movimiento de sus manos, haciendo uso de un controlador. 
El objetivo de este estudio es que el usuario pueda conocer cuáles son las herramientas 
que deben ser utilizadas en cada pase del protocolo y cuál es la secuencia exacta de pasos 
que deben darse. Además, la simulación virtual se fusiona con videos reales que han sido 
grabados en una cirugía llevada a cabo en el Hospital Santísima Trinidad de Salamanca. 
Esto hace que el sistema sea una gran herramienta formativa para esta técnica en concreto, 
demostrando el potencial de la Realidad Virtual en la educación médica. 
Este sistema incluye una parte teórica que muestra al usuario todos los pasos y 
proporciona información de interés de cada uno de ellos, y por otro lado dispone de una 
parte práctica en la cual el usuario debe interactuar con el sistema para llevar a cabo por 
sí mismo cada uno de los pasos explicados. 
La simulación virtual interactiva ha sido desarrollada con la ayuda de la empresa 
ARSOFT, especializada en sistemas de Realidad Aumentada y Realidad Virtual, y en 
colaboración con diferentes profesionales médicos del grupo de investigación Visual Med 
Systems de la Universidad de Salamanca. 
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created his now well-known Sensorama machine. This 
machine (Fig. 1) was able to show stereoscopic images in 
three dimensions with a high quality stereo sound, even 
reproducing the wind sensation and certain aromas, with the 
aim of creating a dive as realistic as possible in the virtual 
world that showed. This revolutionary machine was used to 
reproduce films in three dimensions. Today we have taken 
the concept of Virtual Reality much further, including real 
applications, that a few years ago would have been 
considered futuristic and distant. 
 
 
Figure 1: Advertisement for Heilig's Sensorama, 
courtesy of Scott Fisher's Telepresence 
The truth is that since 1957 technology has advanced by 
giant steps, and what a couple of decades ago occupied an 
entire room and was prohibitively expensive. Nowadays, we 
carry it all in our pockets. We talk about computers, which is 
what we really have in today's smartphones [5-9]. 
This miniaturization and improvement of the processing 
capacity of computers is precisely what has caused Virtual 
Reality to become a feasible technology in our society [10-
13]. And it is that the Virtual Reality needs a great capacity of 
calculation by the devices, in addition to high quality screens 
that allow us to visualize the images correctly even though 
the devices are only a few centimeters from our eyes. 
Currently, we understand by Virtual Reality system that, 
in an immersive way, introduces us into a completely virtual 
world, where users have the sensation of being inside, since 
when looking at one side or another we will see what we 
have around us. This is achieved thanks to sensors such as 
the accelerometer and the gyroscope, included in most 
current smartphones. In the most basic systems, these 
smartphones are the ones that execute the software of 
Virtual Reality, and are introduced inside glasses that 
include stereoscopic lenses that contribute the three-
dimensional effect. [14-18] The smartphone screen displays 
two pictures, one on each side of the screen. Although at first 
glance these images can be identical, the truth is that they 
have a slightly different perspective, and thanks to the 
glasses we will see an image with one eye and another with 
the other eye. It is therefore the same principle as that which 
applies the human vision to see in three dimensions, since 
each eye perceives the environment from a slightly different 
perspective [18]. 
Possibilities offered by this new technology are 
practically unlimited, and address a large number of areas. 
In this article, we will focus on its application in the 
educational field, and more specifically in the medical 
training. To this end, we have developed a system capable of 
showing the user a three-dimensional environment 
corresponding to an operating room, and explain the 
different steps that must be performed in a lumbar or 
scoliosis. This surgery involves the fixation of different 
vertebrae in order to correct a deviation of the spine. In this 
specific case, we will fix six screws in total, three on each 
side, in order to carry out the fixation of three vertebrae. 
To date, technological limitations still do not allow the 
development of simulations that make the virtual 
environment of the real environment indistinguishable [2]. 
However, this system shows the potential of this technology 
in the medical field. An example is the ability to see through 
the skin, organs and muscles, making the same 
semitransparent to be able to visualize the complexity of the 
area to be operated. [3] Another example is the ability to 
repeat the process as many times as desired. These 
characteristics would be impossible to obtain in a real 
environment, so we see that virtual simulations also have 
their advantages over training and training with real 
patients. 
According to some studies involving 16 surgical residents, 
those who have been trained using Virtual Reality 
techniques perform operations 29% faster than those who 
used traditional techniques, which shows us another 
example of the potential of Virtual Reality in this field [4]. 
The simulation does not capture the different 
complications that may arise during surgery and the 
solutions for each of them, however this may be one of the 
future lines of work for the system. This is not, however, the 
goal of this tool, since it focuses on showing the basic steps 
of surgery and allow the user to reproduce these steps 
interacting with the virtual world around him, so that he 
himself select and manipulate the Tools with the movement 
of their own hands, becoming familiar with each one of 
them. 
2 MATERIALS AND METHOD 
2.1 Hardware and tools 
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We used a regular computer, with a great computing power, 
and different models of smartphones and glasses of Virtual 
Reality (Fig. 2). 
However, more important than the hardware used are 
the tools that allowed us to design and implement this 
system. In this regard, it is worth noting the use of the 
Unity3D video game engine. Although this software was 
initially designed for video game design, the truth is that its 
great versatility has been used for many other purposes, one 
of them is the development of Virtual Reality systems. 
 
 
Figure 2: Virtual reality glasses used in the study 
 
If we pay attention to a Virtual Reality system and a video 
game, we will see that there really are not so many 
differences between the two. The truth is that when 
designing one or the other tasks to carry out are practically 
the same: design and programming of the virtual 
environment and its behavior and programming of 
interaction with the user. It is true that the Virtual Reality 
has certain peculiarities that must be taken into account, 
since the user interacts in a completely different way with 
the environment, since it is completely immersed in it. 
Unity also offers integration with tools for developers of 
Virtual Reality that facilitate the implementation of the 
system. The Software Development Kits (SDKs) we have 
used for Virtual Reality development are provided by Google 
and Oculus: Cardboard SDK and Oculus Mobile SDK 
respectively. Notice that a SDK consist on a set of scripts and 
other resources (principally source code) that facilitate the 
task of programming certain behaviors, in this case those 
related with Virtual Reality development. 
So, we have actually developed two different systems, 
one for Cardboard platforms, and another for Oculus or 
Samsung Gear VR devices. 
Cardboard is a Google standard that allows you to use 
virtually any smartphone, be it Android or iOS, with a large 
number of glasses from different manufacturers that can be 
purchased from just 3 euros. 
Oculus for its part has a model of glasses, Oculus Rift, 
which include screen and that must be connected to a 
computer with high graphics capacity, and costs around 700 
€ at the date of writing this article, in addition to the 
investments necessary to perform in a compatible computer. 
They are therefore less affordable glasses for society in 
general, although it is true that they obtain a high-quality 
user experience. 
Halfway between the Oculus Rift and the Cardboard 
goggles, we find Samsung Gear VR glasses, compatible with 
certain mobile models of this brand. 
Our system, as we mentioned before, works across 
platforms. However, we must take into account the 
interaction of the user with the virtual environment. In the 
case of Cardboard, we have designed an application that 
turns any Android smartphone with gyroscope, 
accelerometer and bluetooth into a remote controller. 
Thanks to this application we are able to recognize the 
movements of the user's hands, so that he will see a virtual 
hand that he can control with the movement of his own 
hands. 
The Samsung Gear VR glasses, like Oculus Rift, include its 
own controller, so in this case the user will move this 
controller instead of the smartphone become command. It 
should be noted that Google is already marketing a new 
standard of Virtual Reality, which includes its own model of 
stereoscopic glasses: Google Daydream. In this case, this 
technology does include its own driver, although today it is 
only compatible with certain models of smartphones, so it 
has chosen to use the SDK Cardboard, with the goal of 
reaching a wider audience (Fig. 3). 
In relation to the resources used, we have used 3D 
models of the tools provided by their manufacturers, 
modifying the organization of the meshes of each model to 
be able to manipulate them correctly according to our 
interests. For example, the screw fastener includes a special 
internal structure to be able to correctly insert the screw 
and to grind it once it has been fixed to the vertebra. 
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Figure 3: Daydream and Gear VR controllers 
 
We have used the 3D model of a complete human body 
(Fig. 4), including musculature, skeleton, ligaments, arteries, 
veins, etc. This supposes a more complete view of the patient 
and its interior, although also requires a greater amount of 
memory in the Device on which the software is to be run. 
 
 
Figure 4: 3D model of human body used for simulation, 
based on P1 3D Anatomy V6/2015 anatomical models 
 
We have also included a spherical image of an operating 
room at the University Clinic Hospital of Salamanca (Fig. 4). 
The aim is to provide users with the most realistic 
experience possible, giving the sensation of being in a real 
operating room. 
The programming language used for the implementation of 
the system has been C #. The code has been organized 
following the design pattern MVC (Model View Controller) 
[19], by which we have organized the different scripts in 
which the source code is divided into three large groups (see 
Fig. 5). The first one, the Model, contains all the scripts that 
store information and give access to it. In this case, it has not 
been necessary to use database, since all data are static and 
not too heavy. Text, audio, images and videos have been 
used, so these scripts also provide access to this multimedia 
content, necessary to contribute or complement the medical 
explanations offered by the system.  
 
Figure 5: MVC diagram that shows how the different 
modules of this pattern interact in Unity3D 
 
On the other hand, we have the Vista, which contains the 
scripts in charge of displaying the graphical elements on 
screen to the user.  
2.2 Medical Procedure 
All the steps of a fluoroscopic guided lumbar transpedicular 
fixationare described below [20]: 
1) Under general anesthesia, with the patient in prone 
position on radiolucent sled, a cutaneous incision 
was made with a scalpel in the posterior midline 
lumbar centered on the area to be intervened. 
2) Hemostasia with bipolar coagulation in case a vessel 
bleeds. 
3) Placement and opening of autostatic separator. 
4) Incision with electro-systolic in the midline by 
inserting the posterior paraespinal musculature on 
one side first, and then, the other side after step 5), 
exposing spinal processes, laminae and articular 
processes to its junction area with the beginning of 
the Transverse processes, assisted by a periostotom 
for muscle separation. With the left hand is held in 
muscle disinserted with the periostotom and 
continues to gradually deepen the muscle with the 
electro-systolic. It may be necessary to repeat step 2 
at some point in time. It is interesting to leave the 
exposed bone without any muscle and without 
removing the supraspinatus and interspinous 
ligaments. 
5) Separating the muscle laterally with the 
periostotome subject with the left hand, with the aid 
of a dissecting clamp, gauze or a compress is 
introduced, and with another periostotom the gauze 
or compress is progressed in the new cavity 
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generated between muscle and bone. They make 
hemostasia and help muscle to detachment. 
6) Steps 4 and 5 on the other side. 
7) Remove with a clamp the gauze or compresses 
checking that they are outside all that have been 
introduced previously. 
8) Insert of McCullock or similar type automatic 
separator and opening of the same. 
9) At a hypothetical point between the joint and the 
transverse, a punch is introduced. 
10) In pure Rx AP projection, with a single line without 
unfolding in the upper plate of the vertebra to be 
instrumented, and with the line of spines centered in 
the middle line, we must verify that the tip of the 
punch is, if it is on the side Left, in a position adjacent 
to the pedicular contour in a hypothetical time zone 
between 9 and 11 and if it is on the right side 
between 1 and 3. If it is not in the right place corrects 
until it is achieved. 
11) After removing the punch, at the point of withdrawal 
of the punch, with a curved countersink, the pedicle 
is channeled by making the appropriate wrist twists 
to advance through the spongy pedicle until, without 
exceeding the pedicle contour with the tip of the 
countersink, in the pure AP projection we believe to 
have reached the vertebral body. It may be necessary 
at some point to draw blood from the surgical bed 
with a vacuum cleaner, for example when removing 
the punch, before inserting the countersink. 
12) The bow Rx is turned under the table and a pure 
lateral projection is obtained, if we have arrived with 
the countersink to the vertebral body the trajectory 
is safe and we have not violated the cortical of the 
pedicle. If we are not in vertebral body, we must 
return to the previous step until we get it. 
13) The hob is removed and the hollow generated in the 
sponge is palpated in its entire length and in all its 
walls, with the tactful sensation that our instrument 
is all surrounded by bone and that the trajectory of 
the probe is the same as that of the countersink in 
the lateral projection. If that is the case, we carry on, 
if not, we should start over again. 
14) The user mounts the screwdriver (or screw fastener) 
the requested screw (depending on the size of the 
pedicle and the vertebra, which can be measured 
previously by image studies, the most used are 6.5 
mm Diameter by 40 or 45mm in length). 
15) With the left hand, we remove the probe while at the 
same time with the right we introduce the screw. 
Inhale previously to have the pedicle access hole 
bleed, especially if there have been several attempts 
to channel. If the pedicle is worked properly, try only 
turning the screw without pushing it to follow the 
carved path and self-guiding without resistance. 
Periodic monitoring of radioscopy is necessary to 
verify that the trajectory is maintained and does not 
change during its advance. 
16) When all the necessary screws are inserted, the 
tulips are oriented with the tulip guide and a bar is 
placed with the clip, taking into account that their 
ends must exceed at least 5mm the ends of the tulips. 
If the bar is pre-curved (generally lumbar bars are 
used), they have a longitudinal centerline in the 
concavity and must be kept in the sagittal plane 
without letting it rotate. 
17) With the bar placed and held the left hand, the user 
gives us the closing cap mounted on its holder that 
screwed on the tulip until it closes and holds the bar. 
18) Repeat step with each tulip. 
19) Steps 16 to 18 are performed on the other side. 
20) With the anti-torque device "in L" shape and the 
torque screwdriver in "T" shape, the final tightening 
is carried out in each stopper Then the separator is 
removed and closed by planes. 
Although there are other steps that must follow 
depending on the evolution of surgery, the previous steps 
summarize the actions that must be performed in this 
procedure. However, in the virtual simulation developed we 
have selected only the main steps, with the aim of creating a 
more general-oriented experience, which does not have to 
have any kind of medical knowledge. The steps selected 
were as follows: 
1) Use the punch or estefi´s ball to work the way for the 
screw through the pedicle. 
2) Attach the screw to the screw locker (Fig. 6). 
3) Fastening the screw through the path previously 
worked. 
4) Release the screw, leaving the screw in the polyaxial 
position. 
5) Repeat steps 1 to 4 for the different screws to be 
placed. 
6) Capturing of the bar with the clip holder. 
7) Fastening the bar onto the screws. 
8) Attach the closure cap to the holder. 
9) Fixing the plug on the screw to fix the rod. 
10) Release the cap. 
11) Use of the antitorque device to close the cap, making a 
pressure of 90 pounds to avoid the movement of the bar on 
the screw. 
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Figure 6: User using self-holding screw 
After completing these steps, we will have the screws 
correctly inserted in the vertebrae, the bar on these three 
screws and the caps sealing the screws and fixing the bar to 
prevent their displacement (Fig. 7). 
3 RESULTS 
The obtained results with the development of this virtual 
interactive simulation system have been very satisfactory. 
On the one hand, it has been achieved that anyone is able to 
understand the operation of the system and use it perfectly 
after only a few minutes of execution. This is what in 
software engineering is known as usability (UNE-EN ISO 
9241-9:2001), and basically measures how easy is to use the 
system. In this case, it was of great importance, since the 
system was not only oriented to doctors, who can devote a 
greater time to familiarize themselves with the environment, 
being a tool of work for them; the system is addressed for 
both medical professionals and for those who have no 
medical knowledge and, of course, no previous experience of 
using Virtual Reality systems. 
On the other hand, the tool is capable of transmitting to 
the user what are the steps that must be taken in a lumbar 
transpedicular fixation procedure, which of course is the 
main objective. This has been achieved in three different 
ways: 
1) Visualization by 3D animations of the tasks that must 
be carried out. 
2) Videos of a real surgery for each step of the 
procedure. 
3) Interactive simulation in which the user must test 
what he has learned by performing each step 
himself. 
 
Figure 7: Virtual and real image of screws and bar in its 
final position 
 
Figure 8: Visualizing video of real surgery in the monitor 
In the first case, the system teaches the user what to 
remove the retrosomatic musculature, which includes the 
emigrated musculature and own musculature, each formed 
by its own muscles. Then these muscles are hidden and a 
video of a real surgery is shown for the user to see how the 
first step should be carried out: the use of the punch. The 
videos are projected on a television set inside the operating 
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room, making the experience more realistic and attractive 
for the user (Fig. 8). 
Once the video is visualized (there is an option to omit its 
reproduction), the user must carry out the action he has just 
seen, in this case perforating a vertebra using the punch. 
This drilling will be the one that will later be used to 
introduce the screw. 
To perform each of the actions, you must move the knob 
by turning the wrist from side to side. This interaction of the 
user with the system through the movements of his own 
hands makes the experience more realistic, and therefore is 
more immersed in the simulation experience. 
Once the slit is made, the user has a panel with the set of 
tools at his disposal, and should select the screw holder. At 
that time, you will be shown a video of how the screw should 
be mounted on the screw holder and how it should be used 
to attach the screw to the vertebra. Next, we will see a 3D 
animation of the assembly of the screw in the screw holder, 
and the user must then place it using the control again. 
Once the screw is fixed, the system will emit a sound, which 
will be played each time a step is performed correctly. At 
that time, a video of how to remove the screw holder 
correctly, as well as a 3D animation of this same action will 
be shown. 
When the user correctly positions the three screws, user 
must take the bar using the holder and place it on top of the 
screws. As always, before performing the action you will be 
able to see a video of that same step in a real operation. 
Once the bar is placed, you must place each of the plugs to fix 
the bar correctly. 
To conclude, a video of the device antitorque is shown. 
Interestingly, it exerts the appropriate pressure of the plugs 
on the bar to avoid its displacement. 
4 DISCUSSIONS AND CONCLUSIONS 
This system is a first step towards developing more complex 
and detailed simulations of surgeries. Nevertheless, it is a 
great example of how interactive simulations with Virtual 
Reality may help medical professionals to better understand 
the surgical processes, and serve as a tool to practice in a 
virtual environment and become familiar with the different 
tools used [4,14,15]. 
In addition, the system can be used for teaching purposes 
in academic settings, being a great learning tool for medical 
students. 
One of the possible future lines of work for this system 
would be the improvement of each of the steps previously 
described, where for example the angle of entry of the punch 
or the screw holder is taken into account, so that if it is not 
inserted with the appropriate angle, the surgery can not be 
successfully performed. For this, the user could be helped 
from the radiological images, which would show the angle of 
incidence of the punch/pedicle/screw. 
It is concluded that the system is of great help to know 
the tools used in a surgery, as well as the most important 
steps of the procedure. It is also worth noting that medical 
professionals or students can perform the simulation as 
many times as they wish, unlike practices with real patients, 
which, for obvious reasons, can only be done a few times. 
Thanks to this unlimited repetition, it is much easier to 
automate all the steps that must be performed in a surgical 
procedure, as well as to remember the points of importance 
to take into account in each of them. 
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Capítulo 12. Anexo III: 360º vision applications for 
medical training 
En los últimos años, los videos esféricos o videos 360, combinados con técnicas de 
Realidad Virtual, han dado lugar a sistemas software que permiten a los usuarios 
experimentar la inmersión en entornos virtuales realistas e interactuar con ellos, más allá 
de limitarse a su visualización. 
Estos recursos tecnológicos ofrecen una visión inmersiva donde el usuario puede mirar 
libremente a un lugar o a otro de forma natural. Esto supone un cambio respecto a las 
técnicas tradicionales tanto de grabación como de consumo de contenido multimedia, ya 
que cada vez se graban y se reproducen más videos con tecnología 360, ya que permiten 
un conocimiento y estudio mucho mayor del contenido grabado, gracias a una visión 
estereoscópica, que ofrece vistas mucho más que panorámicas, ya que la grabación se 
lleva a cabo en todas las direcciones posibles (de ahí el nombre de 360 grados). Esto 
permite obtener una perspectiva completa de un entorno, consiguiendo además una gran 
calidad de imagen gracias al avance de esta tecnología en los últimos años, disponiendo 
en estos momentos de cámaras de bajo coste para usuarios no profesionales que permiten 
grabar con esta tecnología. 
En este trabajo se ha implementado un sistema de visualización inmersiva de contenido 
360 para estudiar un quirófano y los diferentes elementos que lo componen, así como una 
sala de disección. El objetivo es la creación de un entorno de aprendizaje para estudiantes 
de medicina que les permite conocer estos entornos y el equipo que en ellos se encuentra. 
  
PLATAFORMAS DE REALIDAD AUMENTADA Y REALIDAD    
VIRTUAL PARA LA FORMACIÓN Y LA PRÁCTICA MÉDICA 
[134] 
  
Santiago González Izard 
[135] 
TEEM 2017, October 2017, Cádiz, Spain 
S. González Izard, J.A. Juanes Méndez, F.J. García Peñalvo, M. 




There are two large groups of Virtual Reality systems: first, 
those based on spherical recordings and images, and second, 
those that introduce the user to a completely virtual world. In 
the first case the user will be immersed in a real world, since it 
has been recorded with real images, spherical, but taken from 
reality at the end of the day. In the second case, the immersion 
takes place in a completely computer-created world, which 
normally brings a greater 3D feel but a logically inferior level 
of realism [9-11]. 
We can say that there is a third kind of classification, that 
mixes the two previous ones: we introduce virtual elements, 
created by computer, in within a real environment, in turn 
created from images or recorded videos. This is very 
interesting, as we cannot yet expect a digital patient to be 
indistinguishable from reality [12]. The fact is that it is 
necessary to sacrifice the 3D models quality to be able to 
render it in real time [13], and to allow the user to interact 
with the virtual world. That is the reason why it is interesting 
to mix a virtual environment with 360 degree images and 
videos, where the user will find realistic visualizations. This 
will be the type of systems that we will analyze in this article 
with the aim of studying its potential as a didactic tool in the 
field of medicine. 
The spherical virtual environments and 360 degree 
recordings constitute a new audiovisual dimension that allows 
the immersion in the recording and the possibility of 
observing the recorded as if it were physically in that place 
[14]. If until now the video was a linear material, whose 
movement and possibility of observation depended 
exclusively on the angle of capture of the recording, the 
management of the 360º cameras has been taken one step 
further, where the viewer can interact directly with the 
recording and choose at whim to see as if you were physically 
present at the recording location [15]. 
This article will analyze how recording actual surgeries 
with 360 degrees technology can improve students' ability to 
understand surgical procedures. 
At the moment the medical students come as spectators to 
the surgeries with the objective to familiarize themselves with 
the environment, to know the mechanics of work, the medical 
procedure of action. The problem is that the number of 
students that can enter the operating room is limited, so that 
students can have this experience a few times [16-18]. 
Thanks to the 360º recordings, we have been able to relive 
the experience of being spectators in a surgery as many times 
as they wish. 
 
Figure  1 Part of one of the spherical images taken in the 
dissection room 
In addition, on these spherical or 360º recordings, 
interactive systems can be implemented in which the user can 
interact with the environment, thus opening up to new 
possibilities, ranging from being able to perform a simulation 
of surgery to obtaining information about the elements that 
surround to user. 
A spherical recording of an operating room and anatomical 
dissection room has been performed, in addition to different 
surgeries and the implementation of a system in which the 
user can perform a small interaction with the environment 
(Fig. 1). These systems are intended to demonstrate the 
potential that spherical recordings offer to medical training. 
The image illustrated in Fig. 1 is no more than a part 
obtained from a spherical image, which allows the student not 
only to see this portion visualized here, but the whole 
environment that surrounds it. In addition, a small 360º video 
has been made so that the student can check how other 
students perform anatomical dissection of a human being (Fig. 
2). 
With 360º video streaming technology, surgeons will also 
be able to operate remotely using virtual reality technologies 
[15]. In combination with haptic devices, that allow the 
surgeons to manipulate medical equipment remotely, this will 
be the future, not only for possibility of remote surgeries, but 
also for the precision that devices can get in comparison with 
human hands. This technology will be soon available, and will 
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Figure  2 Part of one of the spherical images taken in the 
dissection room 
2 MATERIALS AND METHOD 
We recorded a dissection room in 360 degrees with the aim of 
allow the user (student), to observe in a virtual way the most 
relevant elements available in an anatomical dissection room. 
We also recorded different operating rooms to create virtual 
environments, with immersive characteristics, to analyze the 
most representative elements of an operating room. 
For the development of our technological procedure we 
used multiple hardware devices, which allowed us to generate 
different immersive Virtual Reality environments. A 360 
degrees camera was used to record different clinical 
environments both in an operating room and an anatomical 
dissection room. To this end, we use the camera Samsung Gear 
360 (Fig. 3), which has a spherical design, 6 cm in diameter, 
and 152 grams in weight. It has two sensors on opposite sides, 
each comprising 180º of visual field and 180º apertures f/2.0; 
With a maximum processed video resolution of 4K 30fps. 
Among other technical features of this device, the following 
should be highlighted: 
- Dual 15 Megapixels sensor 
- Dual fisheye lens with f / 2.0 aperture 
- Video resolution of 3840 x 1920 pixels at 30 fps 
- Image resolution of 7776 x 3888 pixels (equivalent 
to 30 MP) 
- Modes: Video, photo, time-lapse, video looping 
- Size: 66.7 x 56.3 x 60.1 mm 
- microSD slot 
We can find many different 360-degree cameras in the 
market, however we used Samsung Gear 360 because it offers 
good quality images and videos if we have in mind that 
performance is a very important requirement in the 
development of the system described in this article. Although 
it is true that there are many other cameras that offer better 
quality, the problem is that if we use high resolution images 
and videos our application will have two problems. First of all, 
its size will be too high, and on the other hand the 
performance will be lower, and the users will need better 
devices to run the system and get a quality experience.  
However, these devices will greatly improve over the next 
five years, getting better spherical images and videos that will 
be perfectly visualized in smartphones, as mobile devices are 
also improving really fast every year.  
 
Figure  3 Samsung Gear 360 Camera 
 
Figure 4 Gear 360 Action Director program 
Once the images were recorded, they were assembled 
using Gear 360 Action Director software (Fig. 4). It is an 
editing program to create videos in 360 degrees that can be 
viewed with both traditional devices, such as a computer, and 
with Reality glasses (stereoscopic glasses). Even videos can be 
viewed by taking advantage of the 360º recording on 
smartphones and tablets, where the user can look at any 
direction of the video by moving the mobile around. 
One of the tasks carried out by this program is the stitching 
of the images, which consists of joining the image captured by 
a lens with that of the opposite lens, avoiding imperfections of 
the resulting image. 
For optimitizing the visualization of results, the ideal is to 
have a stereoscopic glasses, since this device offers us a 
complete immersion in the 360 degrees images and generated 
videos. The sense of realism is much greater than with other 
techniques previously mencioned [19]. 
So far we have recorded a video with 360º technology, 
assembled and edited, stitching the images to create a 
spherical video. This video could already be visualized in 
glasses using distribution platforms such as YouTube. 
However, we wanted to take a step further by adding 
Virtual Reality and user interaction to our system. In this 
sense, we created a spherical image of the operating room and 
we added virtual 3D elements that provide information about 
different devices that the user can find in the operating room. 
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To this end, we used the Unity3D video game engine. This 
program allows creating three-dimensional environments and 
programming interfaces and different behaviors for each of 
the 3D elements. 
First, we created a three-dimensional sphere, and we 
inserted our spherical image of the operating room into the 
sphere, stretching it to occupy the entire inner surface. Next, 
we placed the camera, in other words, the key element that 
will allow the user to see the virtual world, right in the center 
of our sphere. This camera carries scripts (portions of source 
code) that makes the camera move in the specific direction the 
user moves his head, allowing the user to discover the 
surrounding environment. 
Secondly, we correctly illuminated the scene and added the 
3D elements that provide information about each device. 
These elements are placed carefully to match the position of 
the devices that appear in the image. They also associated 
scripts to appear only when the user was looking at the 
machine with which they are related. 
Of course, in addition to all of the above it is necessary to 
configure other elements for the system to function correctly. 
For example, empty elements or Game Objects were defined 
following the terminology of Unity3D, and were totally 






























the view (the pointer) towards them, which allowed us to 
program a certain action when this happened. In this case, the 
action to be performed showed the virtual elements that were 
associated with that Game Object, or in other words, displayed 
the virtual panel associated with that medical device. In the 
following image (Fig. 5), we can see a snapshot of the 
programming environment used. 
 
3 RESULTS 
In this system, we highlight the most typical elements that can 
be found in every operating room. So when the user looks at a 
specific device, the system will show him/her information 
about that device. It will also be able to show a video that 
allows him/her to see how the device must be used or even a 
spherical video to immerse the user in a real surgery. It is very 
important to create a virtual experience as realistic as 
possible, so we took this into consideration while 
programming the different functionalities. For example, 
videos will be visualized in the monitors. 
In addition, an anatomical dissection room was recorded. 
The study of anatomy is one of the most basic and important 
within medical education and in all degrees of health sciences. 
Its importance can not be overestimated since its knowledge 
lays the foundation for both medical research and for the 
improvement of treatments that may depend on a more solid 
training of doctors for every specialties. In most of those cases, 
Figure 5 Image of the development environment used for the implementation of the system 
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learning is fundamentally based on the meticulous study of 
the human corpse.  
Therefore, we have generated virtual visualization spaces 
in 360 degrees, so that the user (student) can evaluate each of 
the components that make up the operating rooms (Fig. 6), as 
well as the anatomical dissection rooms, within a virtual 
immersed environment, but still with real appearance. 
In Fig. 6 a stereoscopic image is shown, which was 
projected on the screen of the device that executes the system. 
Thanks to the glasses of Virtual Reality, we got each eye to see 
an image and thus form in our brain a three-dimensional 
image. In this particular image, we see how the user is looking 
at a specific device, and just at that moment the system shows 
a virtual panel with information about that device. Similarly, 
in Fig. 5, we saw how, when the user looks at a device, in that 
case a monitor, besides seeing a panel with information we 
got two buttons. The first one allows to project a video on this 
monitor, while the second takes the user to a different scene 
or level, where you can see a video recorded with 360 degrees 
technology of a real surgical operation carried out in that 
same operating room. In this way, the student will have the 
sensation of being inside the operating room while carrying 
out a real operation, discovering how the different devices are 
used by observing how the surgeon and the other medical 
professionals who are in the living room. 
 
Figure  6 Estereoscopical vision of the operating room 
including virtual information of electrosurgical platform 
 
Figure 7 View of part of the 360º image 
As it is difficult to describe these systems only with images, 
we created a video for our readers about a virtual immersive 
system developed by us as an example. Please follow this link 
to see the video: https://youtu.be/IQCSzc7oACA 
Currently, students attend real operations to learn through 
the experience of visualizing a disection in real life. Thanks to 
this system, they will be able to experience this same 
experience as many times as necessary. This is different from 
what is happening today, where it is not possible for students 
to go to as many surgeries as they want. 
Our technological system supports the idea that Virtual 
Reality techniques provide excellent advantages over other 
traditional training tools, such as educational videos, or 
different computer programs that allow teaching 
presentations. They allow user to get immersed in the virtual 
scene, obtaining a much greater sense of realism, added to the 
3D effect provided by the stereoscopic glasses, allowing a 
better understanding of aspects such as depth, fundamental to 
understand the bone structures that constitute human skull, 
where there are a lot of nooks and crannies which would not 
be appreciable through a simple video, or a two-dimensional 
and static images. 
The use of mobile devices in teaching, together with the 
combination of virtual reality glasses, is already a positive 
element in the construction of knowledge, since with the use 
of these technologies increases the possibilities of interact 
with complex content. 
Finally, Fig. 7 is part of the image we can see in Fig. 4. This 
is what the user can see when looking at this part of the 360º 
image using estereoscopic glasses, or just using a PC, 
smartphone or tablet with a web brower. 
4 DISCUSSIONS AND CONCLUSIONS 
Visual and interactive learning aids provide an incentive for 
the student in health sciences education, in addition to 
improve long-term retention. The visualization of real images 
in virtual environments of learning, constitute a very efficient 
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form of representation of the corporal anatomy, which 
facilitates a better understanding of its content for its study 
and analysis. This study provide a tool for developing a more 
natural interaction with anatomical structures as well as with 
objects that participate in a surgical intervention room or in 
other clinical environments. Nowadays, emerging 
technologies facilitate the generation of computerized medical 
training procedures of great interest in various fields of 
Medicine and Surgery. In addition, these technologies allow us 
to create artificial scenes close to the real ones, which 
increases the motivation and engagement of the users who 
use them. 
The management of technological devices such as the ones 
we have used will allow students to manage their knowledge 
and practical skills, developing new forms of teacher 
innovation and raising the quality of the academic process. We 
believe that these technological applications will encourage 
student learning, promoting a more active approach in the 
learning process. 
We must take into account that, in many cases, the first 
contact that medical students have with some practices that 
are carried out in this discipline, are too shocking for some, 
creating feelings of dizziness or anxiety in some of them. 
Virtual Reality allows them to have a first contact in a secure 
setting, in order to reduce the impression they will get when 
they first face the real task, for example, the anatomical 
dissection of a human body. 
It is clear that the generation and development of these 
technological resources, such as the one we have developed 
for this project, will enrich and facilitate the transmission of 
didactic contents, favoring the training in health related 
sciences for both undergraduate and graduate students. 
However, to demonstrate this fact we will perform a study 
comparing the results of students who have used this 
resources to others who have used only traditional resources, 
such as 2D videos or similar. 
In the future, we will not only be able to visualize images, 
videos and virtual environments to form ourselves in different 
medical environments, but we will also be able to see a live 
operation directly, and use this technology for remote 
operations, so that a surgeon can be found on one continent 
and remotely operate on a patient found in another. The 
surgeon can guide the devices through haptic devices with the 
sensation of being in the same operating room thanks to 
Virtual Reality and high quality spherical recordings. 
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Capítulo 13. Anexo IV: Virtual Reality as an Educational 
and Training Tool for Medicine 
Hasta hace muy poco, la Realidad Virtual estaba considerada como una tecnología que 
estaba muy cerca, pero que todavía era ciencia ficción. Sin embargo, a día de hoy está 
completamente integrada en muchas áreas de nuestras vidas, desde los videojuegos a 
diversos casos de uso industriales y, por supuesto, también se está empezando a utilizar 
en la medicina. 
Podemos clasificar los sistemas de Realidad Virtual en dos grandes grupos. Por un lado, 
nos encontramos con sistemas en los que la visualización del entorno está completamente 
generada por ordenador, siendo por tanto tridimensional y en los que se puede apreciar 
que los objetos no son reales, al menos por el momento ya que gracias al continuo avance 
en cuanto a potencia de renderizado de los ordenadores podremos alcanzar el punto en el 
que no seamos capaces de distinguir un objeto real de uno creado por ordenador. En 
segundo lugar, tenemos a sistemas de Realidad Virtual que son capaces de reflejar nuestra 
realidad con un alto nivel de realismo. Estos sistemas utilizan imágenes o videos esféricos 
o 360, perdiendo por tanto la capacidad de visualización tridimensional, aunque es cierto 
que ya empiezan a existir cámaras 360 capaces de grabar imágenes con profundidad, 
creando por tanto un modelo 3D hiperrealista. Sin embargo, a pesar de perder la sensación 
de profundidad, se gana en nivel de realismo de las imágenes. Podríamos incluso crear 
una tercera clasificación, donde fusionamos las dos primeras, empleando tanto modelos 
3D virtuales como contenido 360.  
En este artículo investigamos estas tres posibilidades mediante el diseño y descripción de 
dos sistemas, uno de ellos para la visualización interactiva de contenido 360 y otra que 
permite visualizar contenido 3D fusionado con imágenes 360 y videos reales. Se 
describen las tecnologías utilizadas para la implementación y las ventajas de cada una. Se 
analiza cómo estos sistemas pueden mejorar las metodologías utilizadas para la formación 
médica. Finalmente se discuten las implicaciones de estos desarrollos como herramientas 
de enseñanza-aprendizaje. 
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Capítulo 14. Anexo V: Virtual Reality Educational Tool 
for Human Anatomy 
La Realidad Virtual se está convirtiendo en una tecnología de amplio uso en muchas áreas 
diferentes de nuestra sociedad, desde el entretenimiento hasta la industria o la medicina. 
Del mismo modo, esta tecnología aporta muchas ventajas a la educación, ya que permite 
visualizar cualquier objeto o lugar en cualquier momento y de una forma única. Este 
artículo se centrará en su aplicación para la educación en el campo de la medicina, y más 
concretamente de la anatomía, donde su uso es especialmente interesante, ya que permite 
estudiar cualquier estructura anatómica del cuerpo humano situando al usuario en su 
interior. Por ejemplo, al ofrecer una inmersión virtual en el interior del cráneo humano, 
las gafas estereoscópicas y el software de visualización inmersiva se convierten en una 
herramienta muy potente para la educación en las diferentes áreas de las ciencias de la 
salud.  
El objetivo de este estudio es comprobar el potencial de la aplicación de la Realidad 
Virtual en el campo de la formación, concretamente sobre la anatomía humana. Para ello, 
se ha implementado una herramienta software inmersiva que se ejecuta en gafas 
estereoscópicas de bajo coste para ofrecer al usuario una inmersión virtual completa en 
el interior del cráneo humano, mostrando y explicando las diferentes estructuras 
anatómicas que lo componen. 
En los resultados, se describen las diferentes fosas craneales, que marcan a su vez los 
diferentes temarios en los que se han dividido las explicaciones del software. Finalmente, 
se realiza una discusión sobre el uso de la Realidad Virtual como herramienta formativa 
en anatomía.   
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Capítulo 15. Anexo VI: NextMed, How to enhance 3D 
radiological images with Augmented and Virtual Reality 
Las Tomografías Computarizadas (TC) y las Resonancias Magnéticas (RM) son 
utilizadas para entender las enfermedades, por lo que toda nueva tecnología que permita 
facilitar el estudio de estas imágenes pueden ayudar a los profesionales médicos a 
alcanzar un diagnóstico.  
Actualmente, existen diferentes sistemas que permiten crear y visualizar los resultados de 
uno de estos escáneres como un modelo 3D, sin embargo no se utilizan las últimas 
tecnologías de visualización 3D. 
Como resultado de esta investigación, se ha desarrollado un software para visualizar 
modelos 3D creados partiendo de imágenes DICOM obtenidas de TC y RM. Este sistema 
de visualización con Realidad Aumentada y Realidad Virtual no sólo permite a los 
doctores visualizar los modelos 3D, sino también manipularlos para, por ejemplo, crear 
una sección y estudiar su interior para realizar una planificación prequirúrgica. 
El sistema está completamente preparado para su integración en actividad diaria de 
doctores, radiólogos y otros profesionales médicos, ya que incluye la implementación de 
una plataforma cloud y un sistema de visualización 3D para manipular fácilmente los 
modelos 3D generados. 
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3D model sect ions 
The source code used to cut the 3D model and thus allow studying 
its inside, performs complex mathematical operations by 
modifying the voxel matrix of the 3D model to create two sub-
models, each with its corresponding matrices. A voxel is the 
minimum unit that makes up a three-dimensional object, just as a 
pixel is to a two-dimensional image. It is therefore a concept 
generally used in the virtual world and in 3D. 
To make the cut, the user draws a line marking the area on 
which to act. The system then creates a 2D plane perpendicular to 
that line and including the position of the camera at that moment 
in the 3D space (the camera identifies the point from the 
perspective of the user), so that a 3D model mesh plane 
intersection with different dots is created. 
 
Execut ion of  intensive calculat ions 
This task, like all those that involve a high number of calculations, 
is performed in a coroutine, so that the execution of the system is 
not paralyzed. In Unity, each script has a method that runs in each 
frame. If the intensive calculation tasks are executed using this 
method, the next frame will not be displayed until this calculation 
finishes. However, if these calculations are executed in a 
coroutine, new frames can be displayed without being completed, 
thus preventing the user from having the feeling that the system 
has been paralyzed. 
 
Architecture 
All the scripts (more than 100) have been programmed in C# 
language, organizing the source code according to the MVC 
(Model View Controller) pattern, represented in figure 2, key to 
having control of the code since it is a project of great importance. 
 
Figure 2. Features of one image selected as marker 
The image or images that want to be used as markers in the 
Target Manager Vuforia Platform are then uploaded. This 
platform extracts the features from the image based on the color 
differences. This is the reason why the images used as markers 
must include objects or shapes in different colors. We can see 
these features in figure 3. 
During the program execution, Vuforia SDK detects and tracks 
the features that are found in each frame obtained from the 
camera and compares them with those stored in our generated 
target resource database. 
Once the system knows where the marker is and the 
perspective of the camera, the SDK calculates how the 3D model 
must be visualized. Therefore, if we change the perspective of the 
camera we see a different image of the 3D model. This is done in 
every frame, so the hardware requirements are restrictive if we 
want to get a good Augmented Reality experience. 
 
 
Figure 3. Features of one image selected as marker 
 
Vir tual Real ity system 
The Virtual Reality system is executed using devices and Oculus 
Virtual Reality glasses, including Samsung Gear VR, Oculus Rift 
and Oculus GO. The advantage of Virtual Reality is the ability to 
visualize the inside of anatomical structures, as demonstrated in 
the “Virtual Reality Medical Training System” study in 2016 [5]. 
 
Interact ion with the immersive virtual environment  
For the user interaction with the system, we used Samsung’s Gear 
VR Controller remote, compatible with the previous glasses. It 
includes an accelerometer, gyroscope and magnetic sensor to 
recognize the user’s hand movement, understanding sensor data.   
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To program user interaction with the virtual environment, we 
used the sensors included in the glasses themselves on the one 
hand, and on the other the Gear VR Controller remote. To interact 
with the system’s graphical interface, the data from the user’s 
head movement is gathered. The user just has to look towards the 
button or option that they want to select. The remote, however, is 
used to interact with the 3D model, especially to make cuts. In 
both cases, the Oculus SDK we used provides a source code to 
program these interactions at a higher level.  
Initially, we used a smartphone with an accelerometer and 
gyroscope as controllers in cases where there was no specific 
controller. We hence developed an Android native application to 
get the orientation data from the device sensors and know where 
the hand was pointing, sending this information regularly to the 
main application, with a plugin to gather and interpret it.   
It was necessary to implement a native Android application to 
gather the data from the different sensors and provide 
information on the device’s orientation: accelerometer, gyroscope 
and magnetometer. Through the Android API we accessed a 
variable that merged the information from every sensor to have a 
stable measurement of the orientation with a short response time. 
This measurement was sent to the Virtual Reality glasses (or 
smartphone included in them) by Bluetooth, where another 
application we developed collected the data.  
This other native application, which we integrated as a plugin 
within the Virtual Reality system, included a Bluetooth 
communication module to communicate with the issuing 
application, responsible for collecting and sending the sensor data 
from the Smartphone, which we converted into a Virtual Reality 
command. Once the information was received, it was sent to a 
Script C# of the VR application responsible for interpreting the 
data to move the virtual hand according to this interpretation. 
 
Desktop system 
The desktop system is used for cases where there is no mobile 
device or Virtual Reality glasses. The distinctive feature of this 
system is the way it interacts with the user using Leap Motion (fig. 
4). This device uses infrared light to recognize the user’s hand 
movement in the air. The aim is to use new technologies to 
interact with the 3D model in an innovative way and allow the 
practitioner to handle it more realistically.  
Leap Motion provides an SDK for Unity3D that facilitates 
gesture recognition, so it is not necessary to interpret the intensity 
value matrix. On the other hand, the SDK informs of certain 
gestures made by the user: making a circle in the air with the hand 
(CircleGesture), linear hand movement in an axis (SwipeGesture), 
linear finger movement in the YZ axes (KeyTapGesture) and a 
linear finger movement in the X axis (ScreenTapGesture). With 
this information, we programmed a script so the user, with 
gestures, can select the option that is going to be carried out on 
the 3D model: rotate, scale, cut… 
 
Figure 4. Using Leap Motion to manipulate the 3D model 
Cloud services 
NextMed needs a server to save all data, allowing the doctors to 
access their patients’ information from everywhere and using any 
device. We have deployed our own server, and implemented Web 
Services using both SOAP and REST standards. These Web 
Services are the connection point between the doctor’s devices 
and the data saved to the cloud. 
 
3 RESULTS 
The three systems implemented offer the user the same features 
with different options to manipulate the 3D model, taking 
advantage of the Augmented Reality benefits on the one hand, and 
the Virtual Reality or the PC with gesture recognition on the 
other. 
In this first NextMed version, the main objective is to offer the 
doctor the possibility of visualizing the model taking advantage of 
the 3D. In this version, the 3D models are generated using 
commercial and open source programs to import DICOM images, 
segment the areas that are going to be included in the 3D model 
and finally export the mesh in a 3D model format supported by 
the systems FBX, 3ds and OBJ. 
The first thing that the user must do, usually a doctor, is to sign 
in with their credentials to access the system. The doctor will then 
be able to consult the entire patient list of which there is at least 
one generated 3D model. Since all the data is stored in a cloud 
platform, it can be accessed from devices anywhere in the world. 
When a patient is selected, the models are displayed and the 
doctor can consult all the 3D models generated for that patient, 
being able to see them with Augmented Reality (not available in 
the version for glasses) or Virtual Reality. As in the previous case, 
a search field is available to easily find the desired 3D model. In 
addition, you can see the images created from that 3D model and 
the comments made (fig. 5). 
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Figure 5. Images taken f rom a 3D model wi th doctor's 
comments 
" e doctor will be able to study the 3D recreation using the 
following technologies: 
• Augmented Reality: visualize the 3D model on a real scale 
table as if it had been printed in 3D (fig. 6). 
• Virtual Reality with and without glasses: Virtual Reality 
provides a complete immersion to study the 3D model 
without distractions, with the possibility of going inside. 
• On a PC with manipulation through gesture recognition: the 
doctor can see the 3D model on the computer by 
manipulating it with the Leap Motion gesture recognition 
device. " is device offers, once the learning curve is 
overcome, a fast and efficient interaction ability to rotate, 
scale or cut the 3D model. 
 
Among the different features included, the doctor is allowed to 
scale and rotate the 3D model to look for the best perspective and 
be able to properly visualize all the details of the anatomical 
structure studied. In addition, its color can be modified, which is 
useful to better observe the morphology of a bone for example, 
since it has been proven that if you only have the white color in 
the case of bones for instance, in some perspectives the depth and 
therefore the shape of certain areas is not clearly appreciated. 
 
 
Figure 6. Visual ization of  a 3D representat ion of  a cranium 
f rom DICOM images with Augmented Reality 
Another very interesting option is the possibility of being able 
to study the inside of 3D models making cuts in a simple way for 
the desired area (fig. 7). Once the cut is made, two different 3D 
models are obtained, one is assigned the green color and the other 
the red color. A user level has been achieved that is perfect for 
those who are not experts in computer system management, since 
it is very easy to visualize and manipulate 3D models. 
 
 
Figure 7. Cutt ing a 3D cranium to study the inside 
4 DISCUSSION 
The vertiginous development of technology over the last decade 
that we will undoubtedly continue to see in the coming ones, has 
allowed us to count on 3D models that accurately reproduce the 
human body of a patient, as well as having the devices and 
computer systems with which we can not only visualize these 
models, but also interact with them in a completely different way 
from the one so far. 
In this article we have presented a system that can become a 
window to a future in which 3D models will be very present in 
our everyday lives, certainly in the medical field. 3D elements will 
become part of our life, from commercial ads to the very 
interaction with our acquaintances, recognizing the concept of 
Augmented and Virtual Reality that we are now only beginning 
to know, but that will develop at an explosive rate during the next 
15 years. 
Most tools currently available in medical imaging are focused 
on the 2D world. Nowadays, for example, there are different 
techniques for segmenting bone tissue in CT images 
automatically, based on the Hounsfield Scale (X-ray linear 
attenuation coefficient scale) [17]. However, in CT images the 
bones of patients with osteoporosis for example, appear with a 
very low number of Hounsfield in the spongy bone, also known 
as trabecular bone. Defining their Hounsfield number range is 
difficult and depends a lot on the CT modality used. In any case, 
it is common for muscles, fat or other tissues to have higher 
Hounsfield number values than these areas of the bone, which 
makes it impossible to make a segmentation based on the grey 
level. 
In the evolution of the NextMed project, related to the 
development of the 3D model by studying the 2D images, the 
creation of an advanced artificial vision algorithm that is able to 
interpret the sequence of DICOM images obtained from a CT or 
MR scan was proposed to generate the 3D model automatically. 
Therefore, the task of segmentation and generation of the 3D 
model would no longer be necessary since the system would do it 
automatically, notifying the doctor who commissioned the study 
in a matter of minutes when the 3D model was available for 
viewing in the NextMed system of Augmented or Virtual Reality. 
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Capítulo 16. Anexo VII: Applications of Virtual and 
Augmented Reality in Biomedical Imaging 
La Realidad Aumentada y Virtual ha experimentado un crecimiento constante en 
medicina en los últimos años. Al mismo tiempo, las imágenes médicas juegan un papel 
fundamental en el diagnóstico y la planificación de procedimientos quirúrgicos.  
El objetivo de este estudio es presentar la primera versión de un sistema para la 
visualización de imágenes médicas empleando Realidad Aumentada y Virtual para 
facilitar y mejorar la planificación de cirugías. Esto permite ir más allá de las imágenes 
bidimensionales tradicionales y dirigirse hacia la visualización de modelos 3D con estas 
técnicas. 
Proponemos diferentes técnicas para la automatización y segmentación de imágenes 
médicas, empleando técnicas de visión artificial e inteligencia artificial. Este módulo de 
segmentación automática propuesto es uno de los grandes avances, junto con la 
implementación de nuevas funcionalidades, que este proyecto tiene respecto al mostrado 
en publicaciones anteriores.  
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Capítulo 17. Anexo VIII: NextMed, Augmented and 
Virtual Reality platform for 3D medical imaging 
visualization 
La visualización de resultados radiológicos con técnicas más avanzadas que las actuales, 
como son las tecnologías Realidad Aumentada (RA) y Realidad Virtual (RV), representan 
un gran avance para los profesionales médicos, ya que se elimina la necesidad de disponer 
de una capacidad importante de imaginación como requisito indispensable para el 
entendimiento de las imágenes médicas, ya que es necesario crear una representación 3D 
a partir de imágenes bidimensionales. 
El problema es que para la aplicación de estas tecnologías es necesario segmentar la zona 
anatómica de interés, lo cual implica la intervención de un profesional.  
El proyecto Nextmed se presenta como una solución integral que incluye: 
1. Importación de imágenes médicas en formato DICOM 
2. Segmentación automática de diferentes estructuras anatómicas con algoritmos 
propios implementados con Visión Artificial 
3. Generación de una malla 3D del área segmentada 
4. Motor de visualización con Realidad Aumentada y Realidad Virtual del modelo 
3D generado del área segmentada 
5. Herramientas de estudio y manipulación del modelo 3D para crear recursos para 
la planificación quirúrgica 
En este artículo se explica cómo se han implementado las funcionalidades anteriores, y 
se incluyen los resultados obtenidos con pacientes reales.  
Se pone el foco en la plataforma de visualización con las tecnologías de RA y RV para 
permitir a los profesionales médicos trabajar con modelos 3D de imágenes médicas de 
una forma diferente, aprovechando las ventajas que ofrecen. 
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instead of two-dimensional (2D) images, which is now expensive 
as it does not exist any system to automatically make the 
segmentation of anatomical structures [8]. 
The use of Augmented Reality (AR) and Virtual Reality (VR) 
technologies as more sophisticated visualization and interaction 
techniques facilitates manipulation and possible diagnosis from 
the 3D image [9,10]. These technologies are widely used for 
training purposes in medicine and other fields, but not for helping 
medical professionals in their daily work [11-15]. 
But before being able to visualize medical images taken from a 
CT, it is first necessary to segment the anatomical structure we 
would like to convert into a 3D model. We have created Computer 
Vision (CV) algorithms and Artificial Intelligence (AI) systems 
capable of automatic segmentation. This is one of the keys of this 
project, while the other would be the 3D visualization system, that 
allows not only to visualize the results of segmentation and 3D 
model creation modules, taking advantage of the three 
dimensions, but also to manipulate the 3D model and save images 
and notes for a possible future surgery. 
First of all, we need to understand DICOM format and the data 
this kind of files stores, highlighting those parameters that allow 
us to estimate Hounsfield Units (HU) [16,17]. 
In artificial vision there are various techniques that allow 
medical images segmentation. The problem is the variability 
between some patients and others and the variability between 
different scans. Hounsfield Units are used to partially reduce the 
difference between different CT scanning machines. 
We can define the Hounsfield scale as a quantitative scale used in 
computed tomography studies to describe the different levels of 
radiodensity of human tissues. 
The Hounsfield scale is  the result of the transformation of the 
linear X-Ray attenuation coefficients scale into a new scale in 
which the attenuation value of distilled water in Normal Pressure 
and Temperature Conditions (CNPT) is defined as 0 Hounsfield 
Units, while the radiodensity of the air under Normal Pressure and 
Temperature Conditions (CNPT) is defined as -1000 HU. The 
compact bone exceeds 1000 HU values, and metal implants can 
exceed 2000 HU. 
Therefore, the Hounsfield scale can facilitate a first phase in 
the segmentation, where we select voxels whose value on the 
Hounsfield scale coincides with the window of values associated 
with the anatomical structure to be segmented. However, a 
segmentation cannot be based just on this technique, since poorly 
defined anatomical structures are obtained and different organs or 
muscles may have overlapping values on the scale, resulting in 
segmentation errors. This is why it is necessary to implement 
specific Computer Vision algorithms or follow Artificial 
Intelligence techniques to achieve satisfactory automatic 
segmentation results. 
Using VTK and ITK libraries [18-22], we have created 
computer vision algorithms for automatic segmentation of lungs, 
hearts, arteries and veins inside lung, tracheas and spines. This is a 
great advance respecting previous versions of this project [23,24]. 
New algorithms for automatic segmentation of more anatomical 
structures are being designed, so in the future we will be able to 
automatically separate the main anatomical structures available in 
a CT scan. We are working with different specialists of the 
University Hospital of Salamanca to choose the most important 
anatomical structures. Images obtained with Magnetic Resonance 
(MR) scans will be also compatible in the future. 
Once we get automatic segmentation, hospitals can start using 
our system to be able to work with medical imaging using new 
technologies, being able to print the lung of a patient or visualize 
it with Augmented or Virtual Reality. But with previous steps we 
still don’t have the 3D model, we just have a series of images 
where only the lung appears, but we need to convert this into a 3D 
model. We have to continue with the process. 
Applying different algorithms, we get a 3D mesh that can be 
imported into our visualization platform, created using the 
Unity3D game engine [25-29], that takes advantage of AR and 
VR to work with the 3D model. 
In this article we will focus on the Augmented and Virtual 
Reality Visualization Platform. However, one of the keys of this 
system is the automatic segmentation module, so we will begin by 
describing the DICOM format for medical imaging, the input 
point for this module. Then software used to create computer 
vision algorithms will be described, but not the algorithms itself, 
as this is really extensive and other articles will be published 
about this subject. We continue explaining how we have 
implemented the visualization platform, from the Augmented and 
Virtual Reality system to the cloud platform needed to store and 
manage all data. After this, the results are described showing 
some images of the 3D models automatically obtained from 
DICOM data, visualized using both the Augmented Reality and 
the Virtual Reality platform. We finish with a discussion and 
conclusion section about how current and future technology will 
change the way medical professionals work with medical 
imaging. 
This article is a continuation of the work of this team on this 
project, described in previous articles [23,24]. The project, 
entitled Nextmed, has more advanced source code regarding 
previous versions, with a computer vision module able to 
automatically generate 3D models of different anatomical areas of 
the human body, tested with more than 1000 CT scans. Also, the 
Augmented and Virtual Reality platform is now connected with 
the computer vision module and an upload module has been 
designed to be able to upload DICOM to the cloud platform. The 
VR system has also been adapted to work with new headset 
models. So Nextmed can now be used in a real medical 
environment to upload DICOM, automatically segment some 
anatomical structures, generate the 3D mesh and download those 
3D meshes to the AR and VR visualization platform to be able to 
study and manipulate them. So, this is the first version that can be 
installed in a hospital to start with the first tests on real 
environments.  
2. Material and Method 
2.1 Understanding DICOM 
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The first input our system receives is DICOM dataset obtained 
from a CT scan. We have used CT scans obtained by the 
University Hospital of Salamanca and public online datasets such 
us LIDC-IDRI [30], with 1018 CT scans of 1010 patients. 
The information is stored in each DICOM file in a series of data 
elements, each of which has a label to recognize it (TAG), a data 
type (Value Representation), a value length (Value Length) and 
the stored information (Value Field), as can be seen in Figure 1. 
 
Figure 1: Value Types stored in DICOM file 
The generic fields required by the standard used to develop the 
project have been: Pixel spacing, slice Thickness, Image Position, 
Image Orientation, Image Pixel, Photometric Interpretation, Rows, 
Columns, Bits Allocated, Bits Stored, Pixel Aspect Ratio, Pixel 
Data. 
The DICOM format presents several specific fields for CT. We 
use: Rescale Type, Rescale Intercept and Rescale Slope. With 
these three fields, we can calculate Hounsfield Units (HU): 
 
HU is very important as it is used for the first filters applied by 
our computer vision algorithms.   
2.2 Computer Vision Algorithms 
The ITK and VTK libraries have been used to implement 
automatic segmentation algorithms. 
ITK is an open source library specializing in the treatment of 
medical images, with support for DICOM images. 
VTK is an open source library specialized in medical image 
visualization. It has been developed by Kitware, just like ITK. It 
presents visualization algorithms with special techniques for the 
treatment of voxels such as the use of color maps depending on 
the intensities, transparency or automatic adjustment of the image 
quality to maintain constant FPS (Frames Per Second). 
Both ITK and VTK have been used to create custom 
algorithms for each anatomical structure we are now able to 
segment automatically. For the implementation of these 
algorithms we have used not only HU, but also complex 
morphological studies based on Computer Vision, taking into 
account that each patient can present the same parts of the body in 
different ways. We got more than 90% of success in the 
segmentation of lungs, spines and other anatomical structures, and 
we continue working on these algorithms to improve the percent 
and to be able to automatically segment new anatomical areas 
based on the interest of the medical community.  
2.3 AR and VR Platform 
Unity3D (commonly called Unity) is a powerful multiplatform 
video game engine used in a large number of video games created 
around the world. It also offers a powerful platform for creating 
applications oriented to industry, education and, of course, 
medicine. 
Unity3D has been chosen for the design of our application due 
to its powerful 3D rendering engine, its support for AR and VR 
technologies and its integrated cross-platform system. 
On the other hand, Vuforia is currently one of the most used 
Augmented Reality SDKs, due to its artificial vision technology, 
marker tracking and its support for various platforms [31,32]. 
Due to all these features, Vuforia is presented as the most 
complete solution at the moment when implementing our 
augmented reality display functions. However, the use of Vuforia 
corresponds only to the first phase of development, since the 
entire Augmented Reality module will be adapted to use Arcore, 
Google native Augmented Reality SDK. The option of using the 
Magic Leap SDK is also being considered, in order to take 
advantage of the potential offered by the hardware recently 
launched by this company, and that promises a breakthrough in 
terms of the concept of Mixed Reality, facilitating placement in 
the operating room of previously generated virtual elements: from 
the radiological images to the 3D models generated or the results 
obtained from the preoperative study. 
For the development of the application in Virtual Reality we 
have chosen the development kits provided by Oculus VR and 
HTC Vive. In both cases, these are powerful solutions in the VR 
industry with highly tested systems in the market.  
Oculus GO has been chosen for its lightness, versatility and 
immediacy when accessing the contents, which allows the doctor 
to visualize the models using this technology without requiring a 
pre-established or restrictive space [33]. 
However, HTC Vive offers a deeper interaction and greater 
image resolution, which enables its use in the scientific field 
allowing greater fidelity when making a diagnosis [34]. In 
addition, the fact that HTC Vive glasses are connected to a 
computer increases the processing and rendering power, so you 
can work with 3D models with a higher number of polygons and 
with volumes with a greater number of voxels, increasing the 
quality of 3D medical images. 
Having checked the advantages and disadvantages of these two 
technologies it has been decided to take both solutions into 
account, since on the one hand HTC Vive has the advantage of 
being able to render very heavy models, while Oculus Go has the 
advantage of being an economic standalone device and easily 
transportable. On the other hand, Oculus recently launched a new 
standalone device, named Oculus Quest. In this version of the 
system we have included compatibility for both HTC Vive and 
Oculus Quest, as it is necessary to adapt the software to the new 
hardware. 
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Among the different features offered by the two viewing 
platforms (AR and VR) we find a shader-based cutting system 
that provides the possibility of making several sections on the 
model while it is not necessary to modify it, what allows the user 
to undo the last cuts, using for this a reduced processing time 
compared to previous versions of the system. This is achieved by 
generating cutting planes that the shader takes into account when 
choosing which points of the model to render and which not. For 
each point of the model the shader checks if it is located in the 
space defined by the cutting planes. The program code of a shader 
is executed once per pixel of our image, which is why 
optimization is critical to achieve proper operation. In previous 
versions the implementation of the model cut was carried out by 
generating two new models, crossing the vertex matrices that 
make up the model and generating two different matrices. This 
meant a very high processing time and incorrect results for certain 
3D models. 
To improve efficiency, the only part that runs continuously 
during execution are the pixel rendering functions (thus ignoring 
the reloading of properties and variables).  
Shaders are algorithms that define the final appearance of each 
pixel based on their material and the lighting they receive. They 
are therefore an important part of the Unity rendering process, 
along with the materials and textures. 
2.4 Software Architecture 
Nextmed is composed of three subsystems that share much of the 
source code: An Augmented Reality system, another Virtual 
Reality system and finally another for PC. The use of Model View 
Controller (MVC) pattern (figure 2) allows to perfectly 
differentiate the code associated with the data, the one related to 
all the main logic and finally another module for the view. In 
figure 2 we can see how the different scripts are organized in the 
project and how they interact. In the case of the data module, it 
practically does not change between the three subsystems. The 
view generates the same interfaces in all three cases, however, the 
interaction is different in each of them, so both the view and the 
controller are affected by this variability of interaction and 
presentation of the data. To facilitate the understanding of the 
diagram, not all the variants of the scripts have been shown in 
figure 2. 
As a result of the model management, the Factory Method 
design pattern has been used to define two types of data access. 
SQLDaoFactory creates the data access interfaces (DAO) with 
access to the relational database. PersistentDAOFactory does the 
same for local storage. Saving data locally and on the cloud 
allows the users to access data from any device: if data is present 
locally then it will not be necessary to download them, if not then 
the system will try to download all data from the cloud platform. 
Both the architecture and the functionality are very similar for 
all implementations in different technologies, since all versions 
share the same modules except the one oriented to the rendering 
of the 3D model, which of course is different depending on 
whether it is the PC version, Augmented Reality or Virtual 
Reality. 
All scripts have been implemented using C# language. This is 
the most used language in Unity3D for programming. On the 
other hand, Java language has been used for programming the 
Cloud Platform, configuring a Linux server to install all the 
programs. 
 
Figure 2: Scripts Architecture organized using MVC pattern 
2.5 Cloud Platform 
All data accessible by our application are currently stored on a 
Cloud server through a file structure that sorts the generated 
models, the DICOMs received by the system and the captures 
made and notes taken. The routes related to these files, with the 
data of patients and doctors are referenced by a relational database. 
Java has been used for REST Web Services implementation, 
which allow the application to interact with the database. These 
are included in the Tomcat servlet container and perform the 
functions of managing queries, insertions and modifications in the 
MySQL database. 
The diagram represented in the Figure 3 shows the data 
distribution in the database and the file hierarchy used for files 
storage. 
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Figure 3: Database tables and files hierarchy in cloud server 
3. Results 
Taking as reference the results obtained when applying the 
artificial vision algorithms for automatic segmentation, 98% of 
success stories for lung segmentation, 95% for vertebral columns, 
98% for arteries and veins in lung and 65% have been achieved 
for the segmentation of hearts (improved in future phases). 
In the images presented in Figures 4-7, we can see the result of 
the 3D visualization of the different segmented anatomical 
structures. 
 
Figure 4: 3D model representation for automatically 
segmented lung  
 
Figure 5: Automatically segmented spine 
 
Figure 6: Automatically segmented veins and arteries in lung 
 
Figure 7: Automatically segmented heart 
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3.1 AR Platform 
For the visualization and manipulation with Augmented Reality of 
the 3D model produced from medical images, the multiplatform 
application NextMed AR has been designed. Built on Unity and 
using Vuforia technology, it provides an easily usable 
environment for the medical world in which the consultation and 
diagnosis on the 3D model generated from the radiological results 
can be carried out easily. 
The NextMed AR application has been implemented for 
Android and iOS devices in this iteration of the project, improving 
many functionalities respecting previous versions, such as the 
cutting module. The next step is to implement our system for 
Augmented Reality glasses like the Magic Leap One or Microsoft 
Holo Lens. With this technology we can place the virtual elements 
of the system in the real world and achieve a lighter interaction 
using our own hands. This implies that the surgeon may be 
working in the operating room with glasses and place, simply with 
manual gestures, different contents around the patient: the 3D 
model of the anatomical area undergoing surgery, medical images, 
results of the pre-surgical study carried out... This interaction 
capacity is very important to avoid any kind of contamination, as 
it is not necessary to manipulate any computer or tablet. In 
addition, to visualize the different virtual elements you simply 
have to move your head and look to the area where you have 
previously placed them. 
In Nextmed, the models are classified in the system by patient 
and by radiological test to provide an orderly and intuitive 
consultation. The authorized doctor will be able to access the 
models of his patients through a personal account. This will make 
the registration through a web application that is responsible for 
all user management and data loading. 
In Figure 8 we can see that the medical professional, who has 
previously logged in, has accessed the results of the patient “Juan 
de la Hoz” (we do not use real names), who has a single 
radiological test (Test 1) and which in turn contains a single 
generated 3D model For those medical images. This 3D model 
(Lung) can be visualized both with Augmented Reality, and with 
Virtual Reality, as well as being able to access the gallery of 
images that have been taken for that model. Each of these images 
may be accompanied by an explanation that the medical 
professional can take as a result of a pre-surgical study. As 
explained above, the objective is that all this information can later 
be easily accessible during surgery. Finally, we appreciate in the 
image a visualization with Augmented Reality of the 3D model. 
 
Figure 8: Different interfaces of AR visualization system 
In order to carry out an extensive analysis of the model 
obtained automatically from the medical images; it is necessary to 
implement the cutting tool (Figure 9). In this way we can study its 
interior and isolate areas of interest. 
 
Figure 9: Screenshots showing cutting functionality for lung 
and veins and arteries 
The cutting process is based on a versatile cutting system that 
allows multiple cutting of 3D models in different planes, making 
it possible to undo the changes of the different cuts made 
efficiently thanks to a new implementation of this module. 
 
Figure 10: Surgery planification module for taking 
screenshots and notes 
3.2 VR Platform 
The NextMed VR version harnesses the power of user interaction 
and immersion provided by Virtual Reality technology (figure 11). 
In this way the manipulation of the model becomes easier and 
intuitive. This can be very important to facilitate a diagnosis, as 
the professional can move around the model and visualize it with 
more detail. In addition, in future versions the medical 
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professional may even be introduced into the 3D model to study it 
as if "walking inside".  
In the first iterations of the project we have been using Oculus 
Go headsets, with the aim of being able to perform tests in 
hospitals with a minor investment from them. In this version, it 
has been implemented for more powerful VR technologies, 
getting better image quality and interaction, and facilitating a 
correct and more accurate diagnosis. Specifically, we are now 
able to use Oculus Quest glasses, which as explained before 
providing greater processing and rendering potential. 
The cutting process (Figure 11) uses the same algorithm as the 
AR version, although by taking advantage of VR technology we 
can make more thorough analyzes of the cut areas. With this we 
can approach everything we want to the model and carefully study 
areas that are considered of greatest interest for diagnosis. Keep in 
mind that the following images show what we can see with 
stereoscopic glasses, taking into account that thanks to the motion 
sensors present in glasses such as the Oculus Quest, we can walk 
around it. All these options provide a capacity to study medical 
images that so far is not achieved with any other system, thanks to 
AR and VR. 
 
Figure 11: Medical Image 3D visualization with VR system  
4. Discussion 
The power of the 3D viewer of tools such as OsiriX or 3D Slicer, 
as well as similar ones, is unquestionable, and they are two 
important tools in the medical industry. On the other hand, the 
tool presented in this article aims to take advantage of this quality 
of visualization offered by the VTK and ITK libraries, the same 
ones that OsiriX and 3DSlicer use internally, and also complete it 
with the advantages that Virtual and Augmented Reality 
technologies provide, such as interaction in a 3D space and 
realistic visualization of the results. 
Augmented Reality is a technology that is currently being 
widely implemented in some sectors, highlighting the industrial 
sector. In the next 5 years its expansion will be directed to other 
sectors, and one of them will undoubtedly be the medical one. In 
addition, the advance in the hardware used by the AR will cause 
more and more people to start using Augmented Reality glasses, 
or even contact lenses (the latter presumably by the end of the 
next decade). The democratization of technology will mean the 
complete expansion of Augmented Reality in all sectors of our 
society, and the health sector will be one of the most benefited 
from it, due to the large number of advantages it brings to medical 
professionals. 
Visualizing medical results as 3D models will not only be 
attractive, it will be necessary from the point of view of 
professionals, who will have powerful physical tools to visualize 
and work with them in a three-dimensional space, such us mixed 
reality glasses. This will greatly eliminate the current need to have 
an imagination capacity to mentally build the anatomical 
structures of the 3D patient based on the visualization of two-
dimensional medical images. In fact, this is currently a problem 
for many specialists and even radiologists. 
Results obtained in this work demonstrate AR and VR can be 
very useful for medical professionals when analyzing medical 
imaging, as they don’t need to build a mental reconstruction of the 
images. Also, being able to access the 3D model reconstruction, 
notes, images and more during the surgery can be a very 
interesting tool. In future developments, the 3D model can be 
created on the fly, which means being able to create a CT during 
surgery to have at the moment the segmented 3D model of the 
patient including, for example, visualization of the medical 
surgical instrumentation. By now, we allow radiologists and 
specialists to view the radiological results with the lasts 
technologies and get a pre-surgical study that can be easily 
accessed during surgery. All this can be done at low cost, as 
human action is not necessary thanks to an automated process 
based on computer vision algorithms specifically designed to 
segment certain parts of the human body, including bones, 
muscles, organs, arteries and veins.  
In relation with previous versions of this system [23,24], 
automatic segmentation module can now generate the 3D mesh as 
an OBJ format file. Also, computer vision algorithms are now 
more accurate and new anatomical structures can be automatically 
segmented. The continuation of the work on this project will 
allow to segment new areas, new functionalities will be included 
in the visualization platforms and compatibility with new 
innovative devices such us Magic Leap mixed reality glasses will 
be possible. This device will be very useful while visualizing and 
analyzing the 3D model, as their tracking system and the 
rendering powerful will allow the development of very interesting 
new functionalities.  
On the oher hand, Artificial Intelligence will change the 
diagnostic methodology in the next few years, making it easier for 
medical professionals to analyze the radiological results and 
improving the visualization techniques so far. In the next phase of 
this project, Artificial Intelligence will be used to support artificial 
vision algorithms during automatic segmentation, and later, in 
more advanced phases, the potential of AI could be exploited to 
begin working with techniques of automatic diagnosis of diseases, 
the results of which must be monitored, at least with the first 
systems of this type. AI community is currently working on this, 
so we have news about this very soon with successfully results. 
5. Conclusions 
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The work done so far in the Nextmed project, represents a 
qualitative leap in terms of the study of medical imaging, mainly 
due to two important points. First, we introduce the possibility of 
the use of automatic segmentation in the daily work of medical 
professionals. This is being done by some workstations, but they 
do not allow to export the 3D model as a mesh to be able to print 
it or visualize it out of the workstation, and manual work must 
usually be done. Secondly, we allow the visualization and 
manipulation of 3D models in an industrialized way by means of 
Augmented Reality and Virtual Reality technologies. So far, there 
have been numerous cases in which systems are designed to 
visualize a specific 3D model with these techniques, however the 
future of these technologies in the medical sector is not just for 
specific cases, but in being usable for all radiological results 
performed on patients, so when the specialist get the medical 
images it also receives a segmented 3D model. That is precisely 
the objective of Nextmed: to bring the potential of Augmented 
and Virtual Reality to all hospitals, and at this time we already 
have all the tools to do so, increasing the amount of anatomical 
structures generated automatically with each new advance in the 
project, and also with new functionalities. 
In the future, doctors and radiologists will no longer have to 
study medical images using light beams: Augmented Reality and 
Virtual Reality will be used instead. The truth is that in the last 
decades there has not been much progress in the visualization of 
medical imaging. There have been many advances in the power of 
radiodiagnostic machines, image analysis software and available 
workstations, but there has been no disruptive change that takes 
advantage of the latest technologies that emerged during the 21st 
century. The Nextmed project aims to be that disruptive change, 
which allows professionals to work with medical images taking 
advantage of the technologies of Artificial Vision, Artificial 
Intelligence, Augmented Reality and Virtual Reality without the 
need for heavy periods of training and transition or large 
economic investments. 
Next steps for this project will include the installation of this 
version in a real hospital to be used with current patients. In the 
following publications we will be able to publish the results of 
these tests. Although we have been testing the automatic 
segmentation algorithms with real CT scans, feedback obtained 
from medical professionals using Nextmed system will be very 
useful for next versions. 
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Capítulo 18. Anexo IX: Nextmed: Automatic Imaging 
Segmentation, 3D Reconstruction, and 3D Model 
Visualization Platform Using Augmented and Virtual 
Reality 
La visualización de imágenes médicas con técnicas avanzadas, como son la Realidad 
Aumentada (RA) y la Realidad Virtual (RV), representan un salto importante para los 
profesionales médicos. A diferencia de herramientas de visualización más tradicionales, 
estas tecnologías hacen un uso real de las tres dimensiones. Sin embargo, para visualizar 
las imágenes médicas en tres dimensiones, primero es necesario realizar una 
segmentación de las áreas anatómicas de interés. Actualmente, la segmentación manual 
y la segmentación semiautomática, que son las técnicas más utilizadas, pueden llegar a 
consumir mucho tiempo, haciendo que la segmentación de los resultados para cada 
paciente sea inviable. Empleando nuevas tecnologías, como la visión artificial y la 
inteligencia artificial, para el diseño de algoritmos de segmentación automática, y 
Realidad Aumentada y Realidad Virtual para la implementación de técnicas de 
visualización, hemos diseñado una plataforma completa para solucionar este problema y 
permitir a los profesionales médicos trabajar de forma mucho más frecuente con modelos 
3D anatómicos obtenidos directamente de las imágenes médicas. Como resultado, el 
proyecto Nextmed, gracias a la implementación de diferentes aplicaciones software, 
permite la importación de imágenes dicom en una plataforma cloud segura y la 
segmentación de forma completamente automática de determinadas estructuras 
anatómicas a través de nuevos algoritmos que hemos implementado y que mejoran el 
estado del arte actual. Una malla 3D de la estructura segmentada es posteriormente 
generada, la cual puede ser impresa en 3D o visualizada tanto con Realidad Aumentada 
como con Realidad Virtual, gracias a plataformas de visualización que hemos diseñado 
para tal efecto. El proyecto Nextmed es único, ya que cubre el proceso completo, desde 
la subida de archivos dicom, a la segmentación automática, reconstrucción 3D y 
suavizado, visualización 3D y manipulación empleando técnicas de RA y RV. Aunque 
existen diversas investigaciones en relación a la aplicación de RA y RV para la 
visualización 3D de imágenes médicas, lo cierto es que todas ellas son meros estudios y 
no se han transformado en plataformas automatizadas que puedan hacer uso de los 
algoritmos de segmentación automática. A pesar de que el proyecto abarca el estudio de 
diferentes estructuras anatómicas, para la elaboración de este artículo nos hemos centrado 
en un caso concreto: el estudio de los pulmones. Analizando los resultados obtenidos tras 
el uso de nuestra plataforma para más de 1000 imágenes dicom, y estudiando los 
resultados obtenidos con especialistas médicos, hemos concluido que la instalación de 
este sistema en hospitales proporcionará una mejora considerable como herramienta de 
visualización avanzada de imágenes médicas.  
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Capítulo 19. Anexo X: Virtual Reality In Higher 
Education An Experience With Medical Students 
La COVID-19 ha cambiado la forma en que los estudiantes acceden a la información. El 
contenido virtual disponible en la educación superior tiene que crecer, y la Realidad 
Virtual es la forma perfecta de conseguirlo, ya que permite acceder virtualmente a las 
aulas, interactuar con el contenido didáctico y una visualización inmersiva, incluso la 
opción de evaluar automáticamente a los estudiantes. 
Esta investigación se basa en el estudio de las posibilidades que las Realidad Virtual 
ofrece en la educación superior. Por tanto, el objetivo principal es la validación del uso 
de una plataforma de Realidad Virtual denominada “Medical Studium” como herramienta 
de enseñanza-aprendizaje. Se ha implementado una metodología de caso de estudio con 
un diseño descriptivo contando con 19 estudiantes de la Facultad de Medicina de la 
Universidad de Salamanca (España), empleando tanto datos cuantitativos como 
cualitativos. Se han utilizado pruebas objetivas y un cuestionario como instrumentos de 
recopilación de datos.  
Los resultados muestran que esta tecnología, y esta herramienta en particular, ayuda a los 
estudiantes en el estudio de determinados conceptos que pueden resultar complicados de 
entender, al tiempo que soluciona los problemas que tienen en relación a la formación en 
protocolos quirúrgicos. Además, los estudiantes se encuentran más motivados para el 
estudio gracias a la interacción con contenido virtual e inmersivo, y gracias a que pueden 
reproducir una lección tantas veces como deseen. Estos hallazgos pueden significar un 
cambio tanto en las técnicas de enseñanza como en las técnicas de aprendizaje, ya que 
supone una mejora para los estudiantes, especialmente en cuanto a la formación práctica. 
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CAPÍTULOS DE LIBRO 
Santiago González Izard 
[211] 
Capítulo 20. Anexo XI: App Design and Implementation 
For Learning Human Anatomy Through Virtual and 
Augmented Reality 
En este capítulo de libro se analiza el impacto tanto de la Realidad Aumentada (RA) como 
de la Realidad Virtual (RV) en la educación, sin centrarse en un grado concreto.  
En este capítulo se analiza la influencia en la educación de la Realidad Aumentada (RA) 
y Realidad Virtual (RV) en el proceso de enseñanza-aprendizaje, concretamente 
centrándonos en el estudio de la anatomía humana para estudiantes de ciencias de la salud. 
Con este propósito, se han diseñado dos aplicaciones, una de ellas para dispositivos 
móviles que permite explorar la anatomía humana con Realidad Aumentada, y otra para 
dispositivos de Realidad Virtual con el mismo objetivo que la anterior.  
De esta forma, se consigue transmitir de forma más eficiente el conocimiento a los 
estudiantes, ya que los contenidos formativos resultan más visuales, interactivos y 
cercanos que los contenidos de formación tradicionales, como pueden ser PDFs, 
imágenes y videos. Además, al tratarse de contenidos relacionados con la anatomía 
humana, el estudio en tres dimensiones para mejorar el análisis de la morfología supone 
una gran ventaja a tener en cuenta. 
Se considera que estas tecnologías constituyen un complemento excelente a los atlas 
tradicionales, facilitando el aprendizaje de las diferentes estructuras anatómicas. 
Como resultado de los trabajos de implementación de estos dos sistemas software se han 
generado dos aplicaciones diferentes, ambas con el objetivo de permitir el estudio de la 
anatomía del cuerpo humano, pero empleando diferentes tecnologías: una utiliza Realidad 
Aumentada mientras que la otra emplea Realidad Virtual. En ambos casos se ha 
denominado a la aplicación Human Layers. Esta aplicación ha sido posteriormente 
probada con alumnos reales, tanto de instituto como de educación superior, obteniendo 
resultados evidentes de satisfacción por parte de los alumnos.  
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Capítulo 21. ANEXO XII: PREMIOS OBTENIDOS 
En el congreso TEEM’18 celebrado en Salamanca en el año 2018 obtuve el premio a la 
mejor comunicación. 
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Capítulo 22. ANEXO XIII: PRESENCIA EN MEDIOS 
En este anexo se incluyen algunas de las publicaciones que los medios han realizado en 
relación al trabajo que se ha realizado para la elaboración de esta tesis doctoral y la 
implementación de los diferentes proyectos que ha sido necesario diseñar e implementar 
para poder llevar a cabo la investigación y finalizarla con éxito. 
Además de las publicaciones siguientes se han realizado intervenciones en la televisión 
local de Salamanca así como en la televisión autonómica de Castilla y León.  
También he acudido a diferentes entrevistas en la radio para explicar los proyectos 
llevados a cabo como resultado de la investigación y todo el trabajo dedicado para la 
consecución de esta tesis. 
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