In this article we establish an oscillation theorem for second order Sturm-Liouville difference equations with general nonlinear dependence on the spectral parameter λ. This nonlinear dependence on λ is allowed both in the leading coefficient and in the potential. We extend the traditional notions of eigenvalues and eigenfunctions to this more general setting. Our main result generalizes the recently obtained oscillation theorem for second order Sturm-Liouville difference equations, in which the leading coefficient is constant in λ. Problems with Dirichlet boundary conditions as well as with variable endpoints are considered. Mathematics Subject Classification 2010: 39A21; 39A12.
Introduction
In this article we consider the second order Sturm-Liouville difference equation We recall first the classical setting of Sturm-Liouville difference equations, see e.g. [1] [2] [3] [4] , in which the function r k (·) is constant (nonzero) in λ and the function q k (·) is linear and increasing in λ. That is, the traditional assumptions for the oscillation and spectral theory of (SL λ ) are the following: (1:2)
In some publications, such as in [2, 4] , the authors also impose the sign condition r k > 0 for all k [0, N] ℤ , but it is well known nowadays that r k ≠ 0 is sufficient to develop the oscillation and spectral theory of these equations, see e.g. [ [5] , p. 5] or [6] . The explanation of this phenomenon also follows from the analysis of the general equation (SL λ ) discussed below. Assume for a moment that (1.2) holds. Following [4, Chapter 7] or [2, Chapter 4 ], a number λ 0 ℂ is an eigenvalue of (E 0 ) if there exists a nontrivial solution x = x(λ 0 ) of equation (SL λ 0 ) satisfying the Dirichlet endpoints x 0 (λ 0 ) = 0 = x N+1 (λ 0 ). By the uniqueness of solutions of equation (SL λ 0 ), it follows that the eigenvalues of (E 0 ) are characterized by the conditionx N+1 (λ 0 ) = 0 , wherex(λ) is the principal solution of equation (SL λ ), i.e., it is the solution starting with the initial valuesx 0 (λ) = 0 and x 1 (λ) = 1/r 0 . If x(λ) is a solution of (SL λ ) with (1.2), then the functions x k (λ) are polynomials in λ for every k [0, N + 1] ℤ . Therefore, the zeros of x k (λ) are isolated, showing that the eigenvalues of (E 0 ) are simple (with the multiplicity equal to one) and isolated. Furthermore, by a standard argument from linear algebra it follows that the eigenvalues of (E 0 ) with λ ℂ are indeed real and that the eigenfunctions corresponding to different eigenvalues are orthogonal with respect to the inner product x, y w := N k=0 w k x k+1 y k+1 . The oscillation theorem for (E 0 ) then says that the j-th eigenfunction has exactly j generalized zeros in the interval (0, N + 1]. The generalized zeros are defined as follows, see [7, 8] . A sequence x = {x k }
N+1 k=0
has a generalized zero in (k, k + 1], if x k = 0 and r k x k x k+1 ≤ 0.
(1:3)
If the sequence x has a generalized zero in (k, k+1], then this generalized zero is said to be at k + 1 when x k+1 = 0, while it is said to be in (k, k + 1) when r k x k x k+1 < 0. This terminology corresponds, roughly speaking, to the idea of hitting the axis in the first case or crossing the axis in the latter case. Finally, the Rayleigh principle for (E 0 ) says that the (j + 1)-th eigenvalue can be computed by minimizing the associated quadratic form over nontrivial sequences η = {η k }
which satisfy the endpoints conditions h 0 = 0 = h N+1 and which are orthogonal to the first j eigenfunctions.
In this article we show that some of the above properties can be extended to the eigenvalue problem (E 0 ) in which the coefficients depend on the spectral parameter λ in general nonlinearly and they satisfy the monotonicity assumption (1.1). In particular, we discuss the notions of finite eigenvalues and finite eigenfunctions for such problems which are appropriate generalizations of the corresponding notions for the case of (1.2). Then we prove as our main result the corresponding oscillation theorem. Note that such an oscillation theorem for problem (E 0 ) was recently proven in [9, Section 6.1 and Example 7.6] under the assumption (1.1) with the first condition in (1.2) , that is, under r k (λ) ≡ r k constant in λ. That result follows by writing equation (SL λ ) as a special discrete symplectic system, see the next section. The oscillation theorem in the present article does not impose this restriction, so that it directly generalizes the oscillation theorem in [9, Example 7.6 ] to the case of variable r k (λ). As an application of our new oscillation theorem we prove that the j-th finite eigenfunction has exactly j generalized zeros in the interval (0, N + 1], which is a discrete analogue of a traditional statement in the continuous time theory. In addition, we further consider the eigenvalue problems with more general boundary conditions, which include the Neumann-Dirichlet or NeumannNeumann boundary conditions as a special case. This additional result is obtained by a known transformation to problem (E 0 ), see [10] . Our new oscillation theorem and the new notions of finite eigenvalues and finite eigenfunctions for problem (E 0 ) can also be regarded as the discrete analogues to the corresponding continuous time theory in [11] .
Main results
Equation (SL λ ) is a special scalar discrete symplectic system 1) in which the 2 × 2 transition matrix is symplectic, i.e., with
2)
Note that S k (λ) being symplectic is equivalent to the fact that the determinant of S k (λ) is equal to one, that is, to the condition [12] . Oscillation theorems for discrete symplectic systems (2.1) in which a k (λ) ≡ a k and b k (λ) ≡ b k are constant in λ, and c k (λ) and d k (λ) are linear in λ were derived in [10, [13] [14] [15] . First we show how certain solutions of (SL λ ) behave with respect to λ. Assumption (1.1) implies that the solutions of (SL λ ) are differentiable, hence continuous, in λ on ℝ. We will consider the solutions whose initial values
This condition is satisfied for example by the principal solutionx(λ), for whicĥ
The following result shows that under the monotonicity assumption (1.1) the oscillation behavior in λ is not allowed for the above type of solutions near any finite value of λ, compare with [9, Theorem 4.3].
Lemma 2.2 Assume that (1.1) holds and let
be a nontrivial solution of (SL λ ) satisfying (2. 
for all j [0, N + 1] ℤ and λ ℝ. This means that the solutions y(λ) and x(λ) form a normalized pair of solutions of (SL λ ). The solution y(λ) can be constructed from the initial conditions
where 
compare with [9, Lemma 4.1]. Therefore, under the assumption (1.1) the function
is nondecreasing in λ on (λ 0 -ε, λ 0 +ε). This means that once z k (λ 0 ) = 0, then z k (λ) is either identically zero on (λ 0 , λ 0 + δ) for some δ (0, ε), or z k (λ) is positive on (λ 0 , λ 0 + ε). Similar argument applies also on the left side of λ 0 . And since the zeros of z k (λ) in (λ 0 -ε, λ 0 + ε) are exactly those of x k (λ), the result follows. Remark 2.3 The statement of Lemma 2.2 says that for a nontrivial solution
of (SL λ ) satisfying (2.3) the quantity
is piecewise constant in λ on ℝ for every given
Moreover, as in the proof of Lemma 2.2 we can derive for all λ (λ 0 -δ, λ 0 + δ) the formulȧ 
Identity (2.6) shows that the function p k (λ) is nondecreasing in λ whenever it is defined, i.e., whenever x k+1 (λ) ≠ 0. This monotonicity of p k (λ) in λ is essential for deriving the oscillation theorem below. Note also that according to (1.3) we have p k (λ) < 0 if and only if the solution x(λ) has a generalized zero in (k, k + 1). Remark 2.5 The uniqueness of solutions of (SL λ ) implies that a nontrivial solution x(λ) of (SL λ ) cannot vanish at any two consecutive points k and k + 1. Therefore, if
be a nontrivial solution of (SL λ ) and denote by m k (λ) the number of its generalized zeros in (k, k + 1]. Then m k (λ) {0,1}. Our aim is to prove the following local oscillation theorem. exist and for all l ℝ
where h k (λ) and h k+1 (λ) are given in (2.5).
In the above formula the value of the function h j (λ) is 1 if x j (λ) ≠ 0 and it is 0 if x j (λ) = 0, for j {k, k + 1}. Moreover, the notation h j (λ -) means the left-hand limit of the function h j (λ) at the given point λ. Similarly, the notation m k (λ -) and m k (λ + ) stands respectively for the left-hand and right-hand limits of the function m k (λ) at the point λ.
Proof of Theorem 2.6 Let k [0, N] ℤ and λ 0 ℝ be given. By Remark 2.3, the lim-
exist. We will show that the left-hand and right-hand limits of the function m k (λ) at λ 0 also exist and Equations (2.8) and (2.9) are satisfied. We split the proof into two parts depending on the rank of x k+1 (λ 0 ).
Part I. Assume first that x k+1 (λ 0 ) ≠ 0. Then there exists ε > 0 such that x k+1 (λ) ≠ 0 for all λ (λ 0 -ε,λ 0 + ε). This means that for these values of λ the point k + 1 is not a generalized zero of the solution x(λ). According to Remark 2.4, the function p k (λ) in (2.7) is nondecreasing on (λ 0 -ε, λ 0 +ε), and we have on this interval either
We further distinguish the following three subcases:
In subcase (I-a), in which p k (λ 0 ) < 0 we have p k (λ) < 0 and x k (λ) ≠ 0 for all λ (λ 0 -δ,
Therefore, the equations in (2.8) and (2.9) hold as the identities 1 = 1 and 0 = 0, respectively. Similarly in subcase (
Therefore, both Equations (2.8) and (2.9) now hold as the identity 0 = 0. In subcase (I-c), in which p k (λ 0 ) = 0, we have x k (λ 0 ) = 0. By Lemma 2.2, there is δ (0, ε) such that one of the additional four subcases applies for the behavior of x k (λ) near the point λ 0 :
, and (I-c-iv) x k (λ) ≡ 0 both on (λ 0 -δ, λ 0 ) and on (λ 0 , λ 0 + δ).
In subcase (I-c-i), the function p k (λ) must be nondecreasing on (λ 0 -δ, λ 0 + δ), which implies that p k (λ) < 0 on (λ 0 -δ, λ 0 ) and p k (λ) > 0 on (λ 0 , λ 0 + δ). Therefore,
This means that the equations in (2.8) and (2.9) now hold as the identities 0 = 0 and -1 = -1, respectively. In subcase (I-c-ii), the function p k (λ) is nondecreasing on (λ 0 -δ, λ 0 ], which implies that p k (λ) < 0 on (λ 0 -δ, λ 0 ) and p k (λ) ≡ 0 on (λ 0 , λ 0 + δ). Thus, as in subcase (I-c-i) we now have
, so that the equations in (2.8) and (2.9) hold as the identities 0 = 0 and -1 = -1, respectively. In subcase (I-c-iii), the situation is similar with the result that p k (λ) is nondecreasing on [λ 0 , .8) and (2.9) hold as the identity 0 = 0.
Part II. Assume that x k+1 (λ 0 ) = 0. Then by Remark 2.5 we have x k (λ 0 ) ≠ 0, and there exists ε > 0 such that x k (λ) = 0 for all λ (λ 0 -ε, λ 0 + ε). By Lemma 2.2, there is δ (0, ε) such that one of the following four subcases applies for the behavior of x k+1 (λ) near the point λ 0 :
) and x k+1 (λ) ≠ 0 on (λ 0 , λ 0 + δ), and (II-d) x k+1 (λ) ≡ 0 both on (λ 0 -δ, λ 0 ) and on (λ 0 , λ 0 + δ).
In subcase (II-a), the function p k (λ) is well defined on (λ 0 -δ, λ 0 ) and (λ 0 , λ 0 + δ), so that it is nondecreasing on each of these two intervals, by Remark 2.4. Since x k (λ 0 ) ≠ 0, it follows that p k (λ be a non-trivial solution of (SL λ ) such that (2.3) holds. Then n 1 (λ -) and n 1 (λ + ) exist and
11)
Hence, the function n 1 (λ) is nondecreasing in λ on ℝ, the limit
exists with m [0, N + 1] ℤ , so that for a suitable l 0 < 0 we have
Proof. The number of generalized zeros of x(λ) in (0, N + 1] is by definition
where, as in Theorem 2.6, m k (λ) is the number of generalized zeros of x(λ) in (k,k + 1]. The statement in (2.11) follows directly from (2.8). The expression in (2.12) is calculated by the telescope sum of the expression in (2.9). This yields that
But since by (2.3) the initial conditions of x(λ) do not depend on λ, we have h 0 (λ -) = h 0 (λ) for all λ ℝ, which shows (2.12). From the two conditions (2.11) and (2.12) we then have that the function n 1 (λ) is nondecreasing in λ on ℝ.
Since the values of n 1 (λ) are nonnegative integers, the limit in (2.13) exists with m N ∪ {0}. Consequently, n 1 (λ) ≡ m for λ sufficiently negative, say for all λ ≤ λ 0 for some λ 0 < 0. Hence, n 1 (λ + ) -n 1 (λ -) ≡ 0 for λ ≤ λ 0 . Applying (2.12) once more then yields the second equation in (2.14). This completes the proof. Now we relate the above oscillation results with the eigenvalue problem (E 0 ). We say that λ 0 ℝ is a finite eigenvalue of (E 0 ), provided there exists a nontrivial solution
of (E 0 ) such that x N+1 (λ 0 ) = 0 and x N+1 (λ) = 0 for λ in some left neighborhood of λ 0 .
(2:15)
Note that such a requirement is justified by Lemma 2.2. We observe that every finite eigenvalue of (E 0 ) is also a traditional eigenvalue, for which the "nondegeneracy condition" (2.15) is dropped. From the uniqueness of solutions of equation (SL λ ) it then follows that λ 0 is a finite eigenvalue of (E 0 ) if and only if the principal solutionx(λ), From Lemma 2.2 we obtain that under the assumption (1.1) the finite eigenvalues of (E 0 ) are isolated. This property was also proven for the classical eigenvalues of (SL λ ) in [17] under the strict monotonicity of r k (λ) and q k (λ). Such a strict monotonicity assumption is not required in this article.
Thus, we finally arrive at the following global oscillation theorem. Set Then from this definition we have
i.e., positivity of the difference n 2 (λ) -n 2 (λ -) indicates finite eigenvalue at λ. Theorem 2.8 (Global oscillation theorem) Assume (1.1). Then for all l ℝ
18) Proof. The result follows directly from Theorem 2.7. Corollary 2.9 Under the assumption (1.1), the finite eigenvalues of (E 0 ) are isolated and bounded from below.
Proof. From Lemma 2.2 we know that the finite eigenvalues of (E 0 ) are isolated. The second statement follows from condition (2.21) of Theorem 2.8, since n 2 (λ) ≡ 0 for all λ ≤ λ 0 means that there are no finite eigenvalues of (E 0 ) in the interval (-∞, λ 0 ]. It remains to connect the above global oscillation theorem with the traditional statement saying that the j-th eigenfunction has exactly j generalized zeros in the interval (0, N + 1]. We will see that under some additional assumption the statement of this result remains exactly the same when we replace the eigenfunctions of (E 0 ) by its finite eigenfunctions. This additional assumption is formulated in terms of the associated discrete quadratic functional
is a sequence such that h 0 = 0 = h N+1 . The functional This complies with the traditional continuous time statement.
Proof of Theorem 2.11 If n 1 (λ) = n 2 (λ) for all λ ℝ, then the number m in Equation (2.20) of Theorem 2.8 is zero. This implies through condition (2.21) that n 1 (λ) ≡ 0 for all λ ≤ λ 0 with some λ 0 < 0. By Proposition 2.10, the latter condition is equivalent to the positivity of the functional F 0 (·, λ) for every λ ≤ λ 0 , in particular for λ = λ 0 . Conversely, assume that F 0 (·, λ 0 ) > 0 for some λ 0 < 0. Then n 1 (λ 0 ) = 0, by Proposition 2.10, and since the function n 1 (·) is nondecreasing in λ on ℝ (see Theorem 2.7), it follows that n 1 (λ) ≡ 0 for all λ ≤ λ 0 . From this we see that m = 0 in (2.21), and hence also in (2.20) . Equality (2.22) is therefore established. Finally, assume that (2.22) holds and let λ j (where j {1,..., r}) be the j-th finite eigenvalue of (E 0 ) with the corresponding finite eigenfunction x (j) . Then n 2 (λ j ) = j and from (2.22) we get n 1 (λ j ) = j, i.e., x
has exactly j generalized zeros in (0, N + 1]. The proof is complete. In the last part of this section we present certain results on the existence of finite eigenvalues of (E 0 ). These results are proven in [9, Section 7] under the restriction that r k (λ) ≡ r k is constant in λ for every k [0, N] ℤ , since the corresponding oscillation theorem in [9, Theorem 7.2] required that assumption. In the present article we allow r k (λ) in Theorem 2.11 to be dependent on λ, so that the results in [9, Theorems 7.3-7.5] can be directly transferred to the equation (SL λ ). The proofs of the three results below are identical to the proofs of [9, Theorems 7.3-7.5] and they are therefore omitted.
Theorem 2.12 (Existence of finite eigenvalues: necessary condition) Assume (1.1). If (E 0 ) has a finite eigenvalue, then there exist l 0 , λ 1 ℝ with l 0 < λ 1 and m N∪{0} such that n 1 (λ) ≡ m for all l ≤ λ 0 and F 0 (., λ 1 ) > 0 . Theorem 2.13 (Existence of finite eigenvalues: sufficient condition) Assume (1.1).
If there exist l 0 , λ 1 ℝ with l 0 < λ 1 such that F 0 (·, λ 0 ) > 0 and F 0 (., λ 1 ) > 0 , then (E 0 ) has at least one finite eigenvalue. Theorem 2.14 (Characterization of the smallest finite eigenvalue) Assume (1.1).
Let there exist l 0 , λ 1 ℝ with l 0 < λ 1 such that F 0 (·, λ 0 ) > 0 and F 0 (., λ 1 ) > 0 . Then the eigenvalue problem (E 0 ) possesses a smallest finite eigenvalue l min , which is characterized by any of the conditions:
Remark 2.15
The differentiability assumption on the coefficients r k (λ) and q k (λ) can be weakened without changing the statements in Theorems 2.6, 2.7 and 2.8 as follows. The functions r k (λ) and q k (λ) are continuous in λ on ℝ and differentiable in λ except possibly at isolated values at which the left-hand and right-hand derivatives of r k (λ) and q k (λ) exist finite (i.e., there may be a corner at such points). In this case we replace the quantitiesṙ k (λ) andq k (λ) by the corresponding one sided limitsṙ k (λ − ),ṙk(λ + )
andq k (λ − ),qk(λ + ) .
Remark 2.16
The methods of this article allow to study the eigenvalue problem (E 0 ) when the spectral parameter λ is restricted to some compact interval [a, b] only. In this case, using Remark 2.15, we may extend the coefficient r k (λ) by the constant r k (a) for λ (-∞, a) , and by the constant r k (b) for λ (b, ∞), and similarly the coefficient q k (λ). After such an extension of r k (λ) and q k (λ), the finite eigenvalues of (E 0 ) belong to the interval (a, b] (if there is a finite eigenvalue at all).
Remark 2.17 One of the referees pointed out the article [19] , in which the authors study spectral properties of the Jacobi matrices associated with the eigenvalue problem (E 0 ) for two Jacobi equations of the form
with s k ≠ 0 in terms of the generalized zeros of a weighted Wronskian of their specific solutions. As the results in [19] are proven under the linear dependence on λ as in (1.2), it is an interesting topic to extend such results to general nonlinear dependence on λ, i.e., to Jacobi equations
with s k (λ) ≠ 0, compare also with [6] and [9, Example 7.8].
Eigenvalue problem with variable endpoints
In this section we consider more general boundary conditions than the Dirichlet endpoints in problem (E 0 ). Our aim is to establish the oscillation theorems for the variable initial endpoint, i.e., for the boundary conditions 
is to transform (3.2) into a problem with the Dirichlet endpoints and apply to this transformed problem the results from Section 2. This technique has been successfully used in the literature in this context, see e.g. [10, 20, 21] , and it will be utilized also in the present article. Define the natural solutionx
associated with boundary conditions (3.1) as the solution starting with the initial values
(3:3)
Since a and b cannot be simultaneously zero, it follows thatx(λ) is a nontrivial solution of (SL λ ) and satisfies the initial boundary condition in (3.1). And similarly to the Dirichlet endpoints case in Section 2, in which the natural solutionx(λ) reduces to the principal solutionx(λ), the finite eigenvalues of (3.2) will be determined by the behavior ofx N+1 (λ) in λ. We say that λ 0 ℝ is a finite eigenvalue of (3.2), if The following result is an extension of Theorem 2.8 to problem (3.2). 
( S L is the same as the number of generalized zeros ofx(λ) in (0, N + 1]. This shows that the definitions of n 1 (λ) in (2.10) and (3.4) coincide, and the definitions of n 2 (λ) in (2.16) and (3.5) coincide as well. The result then follows from Theorem 2.8 applied to eigenvalue problem (3.6).
Remark 3.2 Note that the transformation in the proof of Theorem 3.1 is different from the transformation in [10] . The transition matrices S -1 (λ) in the above proof and in [10] have respectively the form
We can see that the second one does not in general correspond to a Sturm-Liouville difference equation, while the first one always does, compare with (2.2). The methods of this article in combination with the result in [9, Theorem 6.1] allow to study the eigenvalue problems with more general separated boundary conditions
where a, b, g, δ ℝ satisfy, without loss of generality,
Boundary conditions (3.7) contain as a special case for example the Neumann-Neumann boundary conditions Δx 0 = 0 = Δx N (upon taking a = g = 0 and b = δ = 1). The proof is based on the transformation of the final endpoint condition in (3.7) to the Dirichlet endpoint x N+2 = 0, which was suggested in [10] . This transformation, however, leads to a symplectic eigenvalue problem as in [9, Section 6] , and not to a Sturm-Liouville eigenvalue problem as in Sections 1 and 2 in this article. Therefore, the statement of Theorem 3.1 extends-indirectly via [9, Theorem 6.1]-to boundary conditions (3.7) as follows. Consider the eigenvalue problem
and define the quantity
wherex(λ) is the natural solution of (SL λ ), i.e., (3.3) holds. We say that λ 0 ℝ is a finite eigenvalue of the eigenvalue problem (3.9), if Λ(λ 0 ) = 0 and Λ(λ) ≠ 0 in some left neighborhood of λ 0 . Note that for boundary conditions (3.1) we have (λ) =x N+1 (λ), and for Dirichlet endpoints we have (λ) =x N+1 (λ), so that the above definition of finite eigenvalues of (3.9) agrees with the corresponding definitions for problems (3.2) and (E 0 ). Note that similarly to (2.17) the difference The following result is an extension of Theorem 3.1 to problem (3.9). Theorem 3.3 (Global oscillation theorem) Assume (1.1) and (3.8) are satisfied. Then with n 1 (λ), n 2 (λ), s(λ) defined in (3.4), (3.11), (3.12) conditions (2.18) and
hold for all l ℝ, and there exist m [0, N + 2] ℤ and l 0 < 0 such that Proof. We define for all λ ℝ
Then the matrix S N+1 (λ) is symplectic and independent of λ. We extend the natural solutionx(λ) to k = N + 2 by settinḡ 
Upon analyzing [15, Definition 1] , it is not difficult to see that m N+1 (λ) {0, 1} and that it is nonzero only when the three conditions δ ≠ 0 andx N+1 (λ) = 0 and δx N+1 (λ) (λ) ≤ 0 are simultaneously satisfied. That is, we have m N + 1 (λ) = s(λ). By telescope summation for k [0, N + 1] ℤ , we then obtain as in the proof of Theorem 2.7 the formulas
18)
Combining (3.19) with (3.10) now yields the statement in (3.13). Since by (3.18) and (3.13) the function n 1 (λ) + s(λ) is right continuous and nondecreasing in λ on ℝ with values in [0,N + 2] ℤ , it follows that its limit m at -∞ exists with m [0, N + 2] ℤ and n 1 (λ) + s(λ) ≡ m for all λ ≤ λ 0 for a suitable λ 0 < 0. Moreover, from (3.13) we know that the jumps in n 2 (λ) and n 1 (λ) + s(λ) are always the same, which yields that identity (3.14) holds. This in turn implies that n 2 (λ) ≡ 0 for all λ ≤ λ 0 . The proof is complete. 
