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COMPRESSIONS OF kth–ORDER SLANT TOEPLITZ OPERATORS TO
MODEL SPACES
BARTOSZ  LANUCHA, MA LGORZATA MICHALSKA
Abstract. In this paper we consider compressions of kth–order slant Toeplitz operators
to the backward shift invariant subspaces of the classical Hardy space H2. In particular,
we characterize these operators using compressed shifts and finite rank operators of
special kind.
1. Introduction
Let T = {z : |z| = 1} and denote by L2 = L2(T) the space of all Lebesgue measurable
functions on T with square integrable modulus, and by L∞ = L∞(T) – the space of
all Lebesgue measurable and essentially bounded functions. Moreover, let H2 be the
classical Hardy space in the disk D = {z : |z| < 1}. As usual, we will view H2 as a space
of functions analytic in D or (via radial limits) as a closed subspace of L2 (see [6, 8] for
details). The orthogonal projection from L2 onto H2 will be denoted by P .
For ϕ ∈ L∞ the classical Toeplitz operator Tϕ is defined on H
2 by
Tϕf = PMϕf, f ∈ H
2,
where Mϕ : L
2 → L2 is the multiplication operator f 7→ ϕf . For ϕ ∈ L2 the operators Tϕ
andMϕ can be defined on a dense subset of H
2 and L2, respectively (namely, on bounded
functions).
Classical Toeplitz operators, as compressions of multiplication operators to H2, are
among the most studied linear operators on the Hardy space. Their study goes back to the
beginning of the 20th century (for details and references see, e.g., [23]). In recent years,
compressions of multiplication operators to model spaces were widely studied. Model
spaces are the non–trivial subspaces of H2 which are invariant for the backward shift
operator S∗ = Tz¯. Each of these subspaces is of the form Kα = H
2 ⊖ αH2, where α is an
inner function: a function analytic and bounded in D (α ∈ H∞) such that its boundary
values are of modulus one a.e. on T.
For an inner function α and for ϕ ∈ L2 let
Aαϕf = Pα(ϕf), f ∈ K
∞
α = Kα ∩H
∞,
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where Pα is the orthogonal projection from L
2 onto Kα. Note that A
α
ϕ is densely defined
since K∞α is a dense subset of Kα. These operators, called truncated Toeplitz operators,
gained attention in 2007 with D. Sarason’s paper [24]. Ever since, truncated Toeplitz
operators have been under constant intensive study, which led to many interesting results
and applications (see [10] and references therein). More recently, authors in [4, 5] and [3]
introduced the so–called asymmetric truncated Toeplitz operators: for two inner functions
α, β and for ϕ ∈ L2 an asymmetric truncated Toeplitz operator Aα,βϕ is defined by
Aα,βϕ f = Pβ(ϕf), f ∈ K
∞
α .
As above, Aα,βϕ is densely defined. Moreover, A
α,α
ϕ = A
α
ϕ. These operators were then
studied in [12, 17, 18, 21, 22].
Recall that if ϕ(z) =
∞∑
j=−∞
ajz
j ∈ L∞, then for each n ∈ Z, Mϕ(z
n) =
∞∑
j=−∞
aj−nz
j and
the matrix of Mϕ with respect to the standard basis {z
n : n ∈ Z} is given by
. . .
...
...
...
...
. . . a0 a−1 a−2 a−3 . . .
. . . a1 a0 a−1 a−2 . . .
. . . a2 a1 a0 a−1 . . .
. . . a3 a2 a1 a0 . . .
...
...
...
...
. . .

.
Similarly, for each n ∈ N0, Tϕ(z
n) =
∞∑
j=0
aj−nz
j and Tϕ is the operator on H
2 represented
by the matrix (with respect to {zn : n ∈ N0})
a0 a−1 a−2 a−3 . . .
a1 a0 a−1 a−2 . . .
a2 a1 a0 a−1 . . .
a3 a2 a1 a0 . . .
...
...
...
...
. . .
 .
In [1,2], for k ∈ N, k ≥ 2, and ϕ(z) =
∞∑
j=−∞
ajz
j ∈ L∞, the authors define the kth–order
slant Toeplitz operator Uϕ on L
2 by Uϕ(z
n) =
∞∑
j=−∞
akj−nz
j for n ∈ Z, that is, as the
operator on L2 represented by the matrix
. . .
...
...
...
...
. . . a0 a−1 a−2 a−3 . . .
. . . ak ak−1 ak−2 ak−3 . . .
. . . a2k a2k−1 a2k−2 a2k−3 . . .
. . . a3k a3k−1 a3k−2 a3k−3 . . .
...
...
...
...
. . .

.
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Equivalently, Uϕ : L
2 → L2, ϕ ∈ L∞, is given by
Uϕf =WkMϕf, f ∈ L
2,
where
Wk(z
n) =
{
zm if n
k
= m ∈ Z,
0 if n
k
6∈ Z.
The authors also consider Vϕ, the compression of Uϕ to H
2, defined by
Vϕf = PUϕf, f ∈ H
2,
and represented by the matrix
a0 a−1 a−2 a−3 . . .
ak ak−1 ak−2 ak−3 . . .
a2k a2k−1 a2k−2 a2k−3 . . .
a3k a3k−1 a3k−2 a3k−3 . . .
...
...
...
...
. . .
 .
Note that if ϕ ∈ L2, then Uϕ and Vϕ are densely defined. For k = 2, operators Uϕ
(called slant Toeplitz operators) and their compressions to H2 were first studied in [13,26]
(see also [14–16]). These operators have connections with wavelet theory and dynamical
systems (see, e.g., [11, 14, 25]). In [19, 20] the authors investigate commutativity of kth–
order slant Toeplitz operators. Observe that if we consider k = 1 in the above definitions,
then Uϕ =Mϕ and Vϕ = Tϕ.
Here we study compressions of kth–order slant Toeplitz operators to model spaces. For
a fixed k ∈ N, two inner functions α, β and for ϕ ∈ L2 define
Uα,βϕ f = PβUϕf = PβWk(ϕf), f ∈ K
∞
α ,
and denote by Sk(α, β) the set of all the compressions U
α,β
ϕ , ϕ ∈ L
2, which can be
boundedly extended to Kα.
In Section 2 we investigate conditions on ϕ which imply that Uα,βϕ = 0. We show that,
in contrast with the case of Uϕ and Vϕ [1,2], U
α,β
ϕ can be equal to the zero operator for ϕ
not equal to zero.
In Section 3 we characterize operators from Sk(α, β) using the compressed shifts Sα =
Aαz and Sβ = A
β
z . It is well known that a bounded linear operator T : H
2 → H2 is a
Toeplitz operator if and only if T − S∗TS = 0, where S is the shift operator S = Tz.
A similar characterization was given in [1, 2] for Vϕ. Namely, T is a compression of a
kth–order slant Toeplitz operator to H2 if and only if T − S∗TSk = 0. We show, for
example, that a bounded linear operator U from Kα into Kβ belongs to Sk(α, β) if and
only if U − SβU(S
∗
α)
k is a special kind of operator of rank at most k + 1. This is done in
the spirit of D. Sarason’s characterization of truncated Toeplitz operators given in [24],
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where, among other results, he shows that U is a truncated Toeplitz operator if and only
if U −SαUS
∗
α is of rank two and special kind (see also [3,12,21] for the asymmetric case).
2. Operators from Sk(α, β) equal to the zero operator
In this section we investigate for which ϕ ∈ L2, Uα,βϕ = 0.
We start with some basic properties of the operator Wk and its adjoint W
∗
k . Some of
these properties can be found for example in [13] (for k = 2) and in [1, 2].
Lemma 2.1. Let k ∈ N. Then
(a) W ∗k f(z) = f(z
k), |z| = 1, f ∈ L2,
(b) W ∗k (f · g) = W
∗
k f ·W
∗
k g for all f, g ∈ L
2 such that f · g ∈ L2,
(c) WkW
∗
k = IL2 andW
∗
kWk is the orthogonal projection from L
2 onto the closed linear
span of {zkm : m ∈ Z},
(d) Wkf =Wkf and W
∗
k f = W
∗
k f , f ∈ L
2,
(e) P reduces Wk, that is, PWk = WkP and PW
∗
k = W
∗
kP ,
(f) MϕWk = WkMW ∗
k
ϕ for every ϕ ∈ L
∞,
(g) for every inner function α the function W ∗kα is also inner and PαWk =WkPW ∗kα.
Proof. The proofs of (a)–(e) are straightforward. We only prove (f) and (g).
To show (f) fix ϕ ∈ L∞ and take any f, g ∈ L2. Then by (b) and (d),
〈MϕWkf, g〉 = 〈f,W
∗
k (ϕg)〉 =
〈
f,W ∗kϕ ·W
∗
k g
〉
=
〈
WkMW ∗
k
ϕf, g
〉
.
If α is an inner function, then W ∗kα is also an inner function by (a). Since Pα =
IL2 −MαPMα, using (e) and (f) we obtain
PαWk =Wk −MαPWkMW ∗
k
α =Wk −MαWkPMW ∗
k
α
=Wk(IL2 −MW ∗kαPMW ∗kα
) = WkPW ∗
k
α.
That is, (g) holds. 
For the reminder of this section fix k ∈ N.
Proposition 2.2. Let α and β be two inner functions and let ϕ ∈ L2. If ϕ ∈ αH2 +
(W ∗kβ)H
2, then Uα,βϕ = 0.
Proof. Assume that ϕ = αh1 +W
∗
kβ · h2 for some h1, h2 ∈ H
2. Then for all f ∈ K∞α and
g ∈ K∞β we have (by Lemma 2.1(g)),〈
Uα,βϕ f, g
〉
= 〈ϕf,W ∗k g〉 =
〈
αh1f,W
∗
k g
〉
+ 〈W ∗kβ · h2f,W
∗
k g〉
= 〈f, αh1 ·W
∗
k g〉+ 〈PβWk(W
∗
kβ · h2f), g〉 =
〈
WkPW ∗
k
β(W
∗
kβ · h2f), g
〉
= 0.
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Corollary 2.3. If U = Uα,βϕ , then ϕ can be chosen from Kα +KW ∗k β.
Hence Uα,βϕ is not uniquely determined by its symbol. Moreover, boundedness of the
symbol is not necessary for the boundedness of Uα,βϕ .
In general, the implication in Proposition 2.2 cannot be reversed as the following ex-
ample shows.
Example 2.4. Let k = 2, α(z) = z4 and β(z) = z3. In that case, for ϕ =
∑∞
n=−∞ anz
n ∈
L2, the operator Uα,βϕ is represented by the matrix a0 a−1 a−2 a−3a2 a1 a0 a−1
a4 a3 a2 a1
 .
Hence, if for example ϕ(z) = z5, then Uα,βϕ = 0. But here
z5 /∈ αH2 + (W ∗kβ)H
2 = z4H2 + z6H2.
Observe that Uα,βϕ can be seen as a composition of Wk and an asymmetric truncated
Toeplitz operator. Indeed, using Lemma 2.1(g), for f ∈ K∞α we get
Uα,βϕ f = PβWk(ϕf) =WkPW ∗k β(ϕf) =WkA
α,W ∗
k
β
ϕ f.
Now Proposition 2.2 follows from the fact that Aα,βϕ = 0 if and only if ϕ ∈ αH
2 + βH2
(see [3, 17]).
Let α be an inner function. Then the operator Cα : L
2 → L2, defined by the formula
Cαf(z) = α(z)zf(z), |z| = 1,
is a conjugation on L2 (an antilinear, isometric involution). Moreover, Cα(Kα) = Kα
(see [9] and [8, Chapter 8]). It is known that all truncated Toeplitz operators are Cα–
symmetric, that is, CαA
α
ϕCα = (A
α
ϕ)
∗ = Aαϕ [24]. It was observed in [21] that CβA
α,β
ϕ Cα =
Aα,βαϕβ (see also [12]). Here we have
Proposition 2.5. Let α, β be two inner functions and let ϕ ∈ L2. Then
CβU
α,β
ϕ Cα = U
α,β
ψ
with ψ = zk−1αϕW ∗kβ.
Proof. Let ϕ ∈ L2. Then for f ∈ K∞α , g ∈ K
∞
β we have, by Lemma 2.1,〈
CβU
α,β
ϕ Cαf, g
〉
= 〈CβPβWkMϕCαf, g〉 = 〈Cβg, PβWk(ϕCαf)〉 = 〈Cβg,Wk(ϕCαf)〉
=
〈
zβg,Wk(ϕzαf)
〉
=
〈
W ∗k (zβg), ϕzαf
〉
=
〈
zk−1αϕW ∗kβ · f,W
∗
k g
〉
=
〈
PβWkMzk−1αϕW ∗
k
β
f, g
〉
=
〈
Uα,β
zk−1αϕW ∗
k
β
f, g
〉
.
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As a corollary to Lemma 2.5 we get the following.
Corollary 2.6. Let α, β be two inner functions and let U be a bounded linear operator
from Kα into Kβ. Then U ∈ Sk(α, β) if and only if CβUCα ∈ Sk(α, β).
Proposition 2.7. Let α, β be two inner functions and let ϕ ∈ L2. If ϕ ∈ αH2 +
zk−1(W ∗k β)H
2, then Uα,βϕ = 0.
Proof. Let ϕ = αh1+z
k−1W ∗kβ ·h2 with h1, h2 ∈ H
2. By Proposition 2.2 we have Uα,β
αh1
= 0
and, consequently,
Uα,βϕ = U
α,β
zk−1W ∗
k
β·h2
.
Now, using Lemma 2.5, we obtain
CβU
α,β
ϕ Cα = CβU
α,β
zk−1W ∗
k
β·h2
Cα = U
α,β
zk−1αzk−1W ∗
k
β·h2·W ∗k β
= Uα,β
αh2
= 0
and it follows that Uα,βϕ = 0. 
Corollary 2.8. If U = Uα,βϕ , then ϕ can be chosen from Kα + z
k−1KW ∗
k
β.
Let us note that if an inner function β is such that β(0) = 0, then zk divides W ∗kβ =
β(zk) and zk−1W ∗kβ is also an inner function. Moreover,
αH2 + (W ∗kβ)H
2 = αH2 + zk−1(W ∗kβ)z
k−1H2 ⊂ αH2 + zk−1(W ∗kβ)H
2.
3. Characterizations of operators from Sk(α, β)
Let α and β be two inner functions. In this section we will characterize operators from
Sk(α, β), k ∈ N, using compressed shifts and finite rank operators of special kind. Recall
that the compressed shift Sα is defined as Sα = A
α
z = PαS|Kα. As Kα is S
∗–invariant, we
have S∗α = A
α
z = S
∗
|Kα
.
For each n ∈ N0 and w ∈ D the functional f 7→ f
(n)(w) is bounded on H2 and so
there exists kw,n ∈ H
2 such that f (n)(w) = 〈f, kw,n〉. It is not difficult to verify that
kw,n(z) =
n!zn
(1−wz)n+1
and, in particular, k0,n(z) = n!z
n. Denote kw = kw,0.
Lemma 3.1. Let k ∈ N. For f ∈ H2 we have
(a) (S∗)kf(z) = zkf(z)−
k−1∑
j=0
〈f, k0,j〉
j!
zk−j, |z| = 1,
(b) W ∗k f − z
kW ∗kS
∗f = 〈f, k0〉 = f(0).
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Proof. Let k ∈ N and f ∈ H2. Then (S∗)kf = (Tz)
kf = P (zkf). Since f(z) =∑∞
j=0
〈f,k0,j〉
j!
zj , we have, for |z| = 1,
(S∗)kf(z) = P
(
∞∑
j=0
〈f, k0,j〉
j!
zj−k
)
=
∞∑
j=k
〈f, k0,j〉
j!
zj−k = zkf(z)−
k−1∑
j=0
〈f, k0,j〉
j!
zk−j.
Now, observe that
W ∗k f(z)− z
kW ∗kS
∗f(z) = f(zk)− zkW ∗k (zf(z)− zf(0)) = f(z
k)−
(
f(zk)− f(0)
)
= f(0),
which proves (b). 
As Kα is a closed subspace of H
2, f 7→ f (n)(w) is also bounded on Kα for each n ∈ N0
and w ∈ D. Then f (n)(w) = 〈f, kαw,n〉 for all f ∈ Kα and k
α
w,n = Pαkw,n (see, e.g., [7, p.
204]). Denote k˜αw,n = Cαk
α
w,n. In particular,
kαw(z) = Pαkw(z) =
1− α(w)α(z)
1− wz
and k˜αw(z) =
α(z)− α(w)
z − w
.
Lemma 3.2. Let k ∈ N and ϕ ∈ L2. Then
Uα,βϕ − SβU
α,β
ϕ (S
∗
α)
k = kβ0 ⊗ χ+
k−1∑
j=0
ψj ⊗ k
α
0,j,
where the equality holds on K∞α with
χ = Pα(ϕ) and ψj =
1
j!
SβPβWk(ϕz
k−j), 0 ≤ j ≤ k − 1.
Proof. Let f ∈ K∞α and g ∈ K
∞
β . By Lemma 3.1(a) we have〈(
Uα,βϕ − SβU
α,β
ϕ (S
∗
α)
k
)
f, g
〉
= 〈ϕf,W ∗k g〉 −
〈
ϕ(S∗α)
kf,W ∗kS
∗
βg
〉
= 〈ϕf,W ∗k g〉 −
〈
ϕ(S∗)kf,W ∗kS
∗g
〉
= 〈ϕf,W ∗k g〉 −
〈
ϕzkf,W ∗kS
∗g
〉
+
k−1∑
j=0
〈f, k0,j〉
j!
〈
ϕzk−j,W ∗kS
∗g
〉
=
〈
ϕf,W ∗k g − z
kW ∗kS
∗g
〉
+
k−1∑
j=0
1
j!
〈
f, kα0,j
〉 〈
SβPβWk(ϕz
k−j), g
〉
.
By Lemma 3.1(b),〈
ϕf,W ∗k g − z
kW ∗kS
∗g
〉
= 〈ϕf, 〈g, kβ0 〉〉 = 〈〈f, Pα(ϕ)〉k
β
0 , g〉.

For k = 2 the following was partly noted in [13].
Lemma 3.3. Let k ∈ N and m ∈ N0, |m| < k. Then
WkMzmW
∗
k =
{
IL2 if m = 0,
0 if 0 < |m| < k.
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Proof. Let f ∈ L2, f =
∞∑
j=−∞
ajz
j . Then
W ∗k f(z) =
∞∑
j=−∞
ajz
kj and MzmW
∗
k f(z) =
∞∑
j=−∞
ajz
kj+m.
If 0 < |m| < k, then kj +m is not divisible by k and so WkMzmW
∗
k f = 0. On the other
hand, if m = 0, then WkW
∗
k f = f (Lemma 2.1(c)). 
Lemma 3.4. Let k ∈ N, χ ∈ Kα and ψ0, . . . , ψk−1 ∈ Kβ be such that
ψ0(0) = . . . = ψk−1(0) = 0.
Then for
ϕ = χ+
k∑
j=1
(k − j)!
(
W ∗kS
∗
βψk−j
)
· zj ∈ L2
we have
(3.1) Uα,βϕ − SβU
α,β
ϕ (S
∗
α)
k = kβ0 ⊗ χ+
k−1∑
j=0
ψj ⊗ k
α
0,j.
Proof. Note that for each j ∈ {1, . . . , k} we have
(
W ∗kS
∗
βψk−j
)
· zj =
ψk−j(z
k)
zk
zj ∈ H20 since
ψk−j(0) = 0. This and the fact that Pα = PαP give
Pα(ϕ) = PαP (ϕ) = Pαχ = χ.
Moreover, since Pβ = PβP and PWk =WkP , for 1 ≤ l ≤ k we have
PβWk(ϕz
l) = PβWkP (ϕz
l) = PβWk
(
k∑
j=1
(k − j)!
(
W ∗kS
∗
βψk−j
)
· zj−l
)
= Pβ
(
k∑
j=1
(k − j)!WkMzj−lW
∗
kS
∗
βψk−j
)
= (k − l)!S∗βψk−l,
where the last equality follows from Lemma 3.3 and the fact that 0 < |j − l| < k − 1 for
each j ∈ {1, . . . , k} \ {l}. Hence, for 0 ≤ j ≤ k − 1,
1
j!
SβPβWk(ϕz
k−j) =
1
j!
Sβ(j!S
∗
βψj) = SβS
∗
βψj = ψj (ψj(0) = 0),
and (3.1) follows from Lemma 3.2. 
Theorem 3.5. Let U be a bounded linear operator from Kα into Kβ. Then U ∈ Sk(α, β),
k ∈ N, if and only if there exist functions χ ∈ Kα and ψ0, . . . , ψk−1 ∈ Kβ such that
U − SβU(S
∗
α)
k = kβ0 ⊗ χ+
k−1∑
j=0
ψj ⊗ k
α
0,j.(3.2)
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Proof. If U ∈ Sk(α, β), then U = U
α,β
ϕ for some ϕ ∈ L
2 and it satisfies (3.2) by Lemma
3.2.
Assume that U satisfies (3.2) for some χ ∈ Kα and ψ0, . . . , ψk−1 ∈ Kβ. Without any
loss of generality we can additionally assume that ψ0(0) = . . . = ψk−1(0) = 0 (otherwise
we would replace ψj and χ with ψj −
ψj(0)
‖kβ0‖
2
kβ0 and χ +
k−1∑
j=0
ψj(0)
‖kβ0‖
2
kα0,j , respectively). By
(3.2), for every l ∈ N0,
SlβU(S
∗
α)
kl − Sl+1β U(S
∗
α)
(l+1)k = Slβk
β
0 ⊗ S
kl
α χ+
k−1∑
j=0
Slβψj ⊗ S
kl
α k
α
0,j.
It follows that for any n ∈ N,
U =
n∑
l=0
(
Slβk
β
0 ⊗ S
kl
α χ+
k−1∑
j=0
Slβψj ⊗ S
kl
α k
α
0,j
)
+ Sn+1β U(S
∗
α)
(n+1)k.(3.3)
Since for every f ∈ Kα,
Sn+1β U(S
∗
α)
(n+1)kf → 0 as n→∞,
we have
Uf =
∞∑
l=0
(
Slβk
β
0 ⊗ S
kl
α χ +
k−1∑
j=0
Slβψj ⊗ S
kl
α k
α
0,j
)
f.(3.4)
Let now
ϕ = χ+ ψ
with
ψ =
k∑
j=1
(k − j)!(W ∗kS
∗
βψk−j) · z
j ∈ H2.
By Lemma 3.4,
Uα,βϕ − SβU
α,β
ϕ (S
∗
α)
k = kβ0 ⊗ χ+
k−1∑
j=0
ψj ⊗ k
α
0,j on K
∞
α ,
and as above (3.3) holds with Uα,βϕ in place of U (on K
∞
α ). For f ∈ K
∞
α and g ∈ K
∞
β we
have 〈
Sn+1β U
α,β
ϕ (S
∗
α)
(n+1)kf, g
〉
=
〈
ϕ(S∗α)
k(n+1)f,W ∗k (S
∗
β)
n+1g
〉
→ 0 as n→∞.(3.5)
Indeed, since〈
ϕ(S∗α)
k(n+1)f,W ∗k (S
∗
β)
n+1g
〉
=
〈
χTzk(n+1)f,W
∗
k (S
∗)n+1g
〉
+
〈
(S∗)k(n+1)f, ψW ∗kTzn+1g
〉
=
〈
P
(
χzk(n+1)f
)
,W ∗k (S
∗)n+1g
〉
+
〈
(S∗)k(n+1)f, ψW ∗kP (z
n+1g)
〉
=
〈
P
(
χzk(n+1)f
)
,W ∗k (S
∗)n+1g
〉
+
〈
(S∗)k(n+1)f, P
(
zk(n+1)ψW ∗k g
)〉
,
9
(3.5) follows from the fact that∣∣∣〈P (χzk(n+1)f) ,W ∗k (S∗)n+1g〉∣∣∣ ≤ ‖χf‖ · ‖(S∗)n+1g‖ → 0 as n→∞,
and ∣∣〈(S∗)k(n+1)f, P (zk(n+1)ψW ∗k g)〉∣∣ ≤ ‖(S∗)k(n+1)f‖ · ‖ψ ·W ∗k g‖ → 0 as n→∞.
This means that for f ∈ K∞α and g ∈ K
∞
β ,〈
Uα,βϕ f, g
〉
=
〈
∞∑
l=0
(
Slβk
β
0 ⊗ S
kl
α χ +
k−1∑
j=0
Slβψj ⊗ S
kl
α k
α
0,j
)
f, g
〉
,
and by (3.4), 〈
Uα,βϕ f, g
〉
= 〈Uf, g〉 .
It follows that U = Uα,βϕ ∈ Sk(α, β). 
Corollary 3.6. If a bounded linear operator U : Kα → Kβ satisfies (3.2), then U = U
α,β
ϕ
with
ϕ = χ+
k−1∑
j=0
ψj(z
k)j!zj.
Proof. Assume that U satisfies (3.2). If ψ0(0) = . . . = ψk−1(0) = 0, then following the
proof of Theorem 3.5 we get that U = Uα,βϕ with
ϕ = χ+
k−1∑
j=0
j!(W ∗kS
∗
βψj) · z
k−j = χ+
k−1∑
j=0
zkψj(z
k)j!zk−j = χ+
k−1∑
j=0
ψj(z
k)j!zj.
Otherwise, as explained at the beginning of the proof of Theorem 3.5, replace ψj and χ
with ψj −
ψj(0)
‖kβ0‖
2
kβ0 and χ +
k−1∑
j=0
ψj(0)
‖kβ0 ‖
2
kα0,j, respectively. Then, by the first part of the
proof, U = Uα,βϕ1 with
ϕ1 =
(
χ+
k−1∑
j=0
ψj(0)
‖kβ0‖
2
kα0,j
)
+
k−1∑
j=0
(
ψj(z
k)−
ψj(0)
‖kβ0‖
2
kβ0 (z
k)
)
j!zj .
However, in that case
ϕ1 − ϕ =
k−1∑
j=0
ψj(0)
‖kβ0‖
2
kα0,j −
k−1∑
j=0
ψj(0)
‖kβ0‖
2
(1− β(0)β(zk))j!zj
=
k−1∑
j=0
ψj(0)
‖kβ0‖
2
Pα(j!zj)−
k−1∑
j=0
ψj(0)
‖kβ0‖
2
j!zj + β(0)β(zk)
k−1∑
j=0
ψj(0)
‖kβ0‖
2
j!zj
=
(
Pα
(
k−1∑
j=0
ψj(0)
‖kβ0‖
2
j!zj
)
−
k−1∑
j=0
ψj(0)
‖kβ0‖
2
j!zj
)
+ zk−1W ∗kβ · β(0)
k−1∑
j=0
ψj(0)
‖kβ0‖
2
j!zk−1−j
∈ αH2 + zk−1(W ∗kβ)H
2
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and so, by Proposition 2.7, U = Uα,βϕ1 = U
α,β
ϕ . 
Note that if ψ0(0) = . . . = ψk−1(0) = 0, then the pairwise orthogonal functions
ψj(z
k)j!zj, 0 ≤ j ≤ k − 1, all belong to H20 .
Corollary 3.7. If U ∈ Sk(α, β), k ∈ N, then there exist functions χ ∈ Kα and ψ0, . . . , ψk−1 ∈
Kβ such that U = U
α,β
ϕ with
ϕ = χ + ψ0
(
zk
)
+
1
z
ψ1
(
zk
)
+
1
z2
ψ2
(
zk
)
+ . . .+
1
zk−1
ψk−1
(
zk
)
and ψ0(0) = . . . = ψk−1(0) = 0. Moreover, the above decomposition is orthogonal.
Corollary 3.8. Let U be a bounded linear operator from Kα into Kβ. Then U ∈ Sk(α, β),
k ∈ N, if and only if there exist functions χ ∈ Kα and ψ0, . . . , ψk−1 ∈ Kβ such that
U − S∗βUS
k
α = k˜
β
0 ⊗ χ +
k−1∑
j=0
ψj ⊗ k˜
α
0,j.(3.6)
Proof. By Corollary 2.6, U ∈ Sk(α, β) if and only if CβUCα ∈ Sk(α, β). By Theorem 3.5,
the latter happens if and only if
(3.7) CβUCα − Sβ(CβUCα)(S
∗
α)
k = kβ0 ⊗ µ+
k−1∑
j=0
νj ⊗ k
α
0,j
for some functions µ ∈ Kα and ν0, . . . , νk−1 ∈ Kβ. Since Cα is an involution, (3.7) is
equivalent to
C2βUC
2
α − CβSβCβUCα(S
∗
α)
kCα = Cβ(k
β
0 ⊗ µ)Cα +
k−1∑
j=0
Cβ(νj ⊗ k
α
0,j)Cα.
By Cα-symmetry of the compressed shift, the above can be written as
U − S∗βUS
k
α = k˜
β
0 ⊗ χ +
k−1∑
j=0
ψj ⊗ k˜
α
0,j,
with χ = Cαµ ∈ Kα and ψj = Cβνj ∈ Kβ for j = 0, 1, . . . , k − 1. 
Corollary 3.9. If U satisfies (3.6), then U = Uα,βϕ with
ϕ = β(zk)zkχ+ α
k−1∑
j=0
ψj(z
k)j!zj+1.
Proof. Assume that U satisfies (3.6). A reasoning similar to the one given in the proof
of Corollary 3.8 shows that CβUCα satisfies (3.7) with µ = Cαχ and νj = Cβψj . By
Corollary 3.6, CβUCα = U
α,β
ψ with
ψ = µ+
k−1∑
j=0
νj(z
k)j!zj
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and by Proposition 2.5, U = CβU
α,β
ψ Cα = U
α,β
ϕ with
ϕ = zk−1αψW ∗k β =W
∗
kβ
(
zk−1αµ+ zk−1α
k−1∑
j=0
νj(zk)j!z
j
)
= β(zk)
(
zk−1ααzχ +
k−1∑
j=0
zk−1αβ(zk)zkψj(z
k)j!zj
)
= β(zk)zkχ+
k−1∑
j=0
αψj(z
k)j!zj+1.

Using Theorem 3.5 and Corollary 3.8 one can prove the following.
Corollary 3.10. Let U be a bounded linear operator from Kα into Kβ. Then U ∈
Sk(α, β), k ∈ N, if and only if there exist functions χ ∈ Kα and ψ0, . . . , ψk−1 ∈ Kβ
(possibly different for different conditions) such that one (and all) of the following condi-
tions holds:
(a) S∗βU − U(S
∗
α)
k = k˜β0 ⊗ χ+
k−1∑
j=0
ψj ⊗ k
α
0,j,
(b) SβU − US
k
α = k
β
0 ⊗ χ +
k−1∑
j=0
ψj ⊗ k˜
α
0,j.
Proof. Use reasoning analogous to the one presented in the proof of [12, Cor. 2.4].

Note that if dimKβ = 1, then by Theorem 3.5 all bounded linear operators from Kα
into Kβ belong to Sk(α, β) for each k ∈ N.
Corollary 3.11. Let α and β be two inner functions and assume that dimKα = m < +∞.
If k ≥ m, then every bounded linear operator from Kα into Kβ belongs to Sk(α, β).
Proof. Let U be a bounded linear operator from Kα into Kβ. If dimKα = m < +∞, then
U − SβU(S
∗
α)
k has rank at most m, which by assumption is less or equal to k. Hence,
there exist functions g0, . . . , gk−1 ∈ Kα and f0, . . . , fk−1 ∈ Kβ (some of these functions
possibly equal to zero), such that
U − SβU(S
∗
α)
k =
k−1∑
j=0
fj ⊗ gj.
Since here the kernels kα0,0, k
α
0,1, . . . , k
α
0,m−1 are linearly independent and span Kα, each gj
can be written as a linear combination of these kernels and so U satisfies (3.2). 
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Example 3.12. As in Example 2.4 consider α(z) = z4 and β(z) = z3. Then, for k = 5
and ϕ =
∑∞
n=−∞ anz
n ∈ L2, the operator Uα,βϕ is represented by the matrix a0 a−1 a−2 a−3a5 a4 a3 a2
a10 a9 a8 a7
 .
It follows easily that every bounded linear operator from Kα into Kβ belongs to S5(α, β).
Note that here Uα,βz = 0, but
z /∈ αH2 + zk−1(W ∗kβ)H
2 = z4H2 + z11H2.
Finally, we describe some rank–one operators from Sk(α, β).
Proposition 3.13. Let α, β be two inner functions and let k ∈ N. Then for each
l ∈ {0, 1, . . . , k − 1} the rank–one operators k˜β0 ⊗ k
α
0,l and k
β
0 ⊗ k˜
α
0,l belong to Sk(α, β).
Proof. Let l ∈ {0, 1, . . . , k − 1}. Since Sβk˜
β
0 = −β(0)k
β
0 , we have
k˜β0 ⊗ k
α
0,l − Sβ(k˜
β
0 ⊗ k
α
0,l)(S
∗
α)
k = k˜β0 ⊗ k
α
0,l − (Sβk˜
β
0 )⊗ (S
k
αk
α
0,l)
= k˜β0 ⊗ k
α
0,l + (β(0)k
β
0 )⊗ (S
k
αk
α
0,l)
= kβ0 ⊗ (β(0)S
k
αk
α
0,l) + k˜
β
0 ⊗ k
α
0,l
and by Theorem 3.5, k˜β0 ⊗ k
α
0,l ∈ Sk(α, β) since it satisfies (3.2) with χ = β(0)(S
k
αk
α
0,l),
ψl = k˜
β
0 and ψj = 0 for j 6= l. It follows that, by Proposition 2.5,
kβ0 ⊗ k˜
α
0,l = Cβ(k˜
β
0 ⊗ k
α
0,l)Cα ∈ Sk(α, β).

Corollary 3.14. For each l ∈ {0, 1, . . . , k − 1},
(a) k˜β0 ⊗ k
α
0,l = U
α,β
ϕ with ϕ = W
∗
kβ · l!z
l+k,
(b) kβ0 ⊗ k˜
α
0,l = U
α,β
ψ with ψ = α · l!z
l+1.
Proof. By Corollary 3.6 and the proof of Proposition 3.13, k˜β0 ⊗ k
α
0,l = U
α,β
ϕ1
with
ϕ1 = β(0)
(
Skαk
α
0,l
)
+ k˜β0 (z
k)l!zl.
Since for each g ∈ Kα,
〈Skαk
α
0,l, g〉 = 〈Pα(l!z
l), (S∗α)
kg〉 = 〈l!zl, Tzkg〉 = 〈l!z
l+k, g〉,
we have Skαk
α
0,l = Pα(l!z
l+k) and
ϕ1 = β(0)Pα(l!zl+k) + (β(z
k)− β(0))l!zl+k = W ∗kβ · l!z
l+k − β(0)(l!zl+k − Pα(l!zl+k)).
Since ϕ1 − ϕ ∈ αH2 we get k˜
β
0 ⊗ k
α
0,l = U
α,β
ϕ1
= Uα,βϕ , that is, (a) holds.
Now (b) follows from Proposition 2.5. 
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