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Abstract
The aim of the present paper is to study the properties of the hypercube related to the concept
of domination. We derive upper and lower bounds and prove an interpolation theorem for related
invariants.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The n-dimensional hypercube Qn (n¿1) is the graph whose vertex set consists
of all binary vectors of size n, with an edge joining two vectors i8 they di8er in
exactly one coordinate. There is a large literature on the graph-theoretic properties
of hypercubes (see [5] for a comprehensive survey). In this paper, we investigate
properties of hypercubes related to the concept of domination.
In what follows G always means a simple graph and V (G) denotes its vertex set.
All paths and cycles we consider are simple, i.e. without repeated vertices.
A dominating set of a graph G is a set D ⊆ V (G) such that every vertex v∈V (G)\D
has a neighbor in D. The minimum size of a dominating set of G is called the dom-
ination number of G and is denoted by (G). A survey of results on domination in
graphs can be found e.g. in [8,9].
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Not much is known about (Qn), the domination number of the hypercube; the exact
values have been determined only for small values of n (n67, cf. [11]) and for the
special values n=2k−1 and n=2k where the equality (Qn)=2n−k follows from coding
theory [2].
A connected dominating set of G is a dominating set of G whose vertices induce
a connected subgraph. A dominating path (cycle) of G is a path (cycle) in G whose
vertices form a dominating set of G. We deIne
the connected domination number c(G) of a graph G as the minimum size of a
connected dominating set D of G,
the path domination number p(G) of a graph G as the minimum number of
vertices of a dominating path of G,
the cycle domination number cyc(G) of a graph G as the minimum number of
vertices of a dominating cycle of G.
Harary and Lewinter in [6] investigated p(Qn) in a slightly di8erent context of
caterpillars spanning hypercubes. They asked what are the values of p(Qn) and con-
jectured
p(Qn)=2n−2 + 2 for n¿5:
Working on this problem, in [3] we obtained the following bounds, thus disproving
the conjecture:
2n
n
6p(Qn)64
2n
n
for n¿2:
A further result in this context is a sophisticated construction of Caha and Koubek [1]
showing that for k¿1 and n¿2k + 2k − 2, cyc(Qn)62n−k .
In this paper we present further results on the above-deIned domination numbers of
Qn: closer bounds, monotonicity, and the so-called interpolation property.
2. Notation and auxiliary results
For D⊆V (G), NG(D) denotes the set of vertices of G having a neighbor (i.e. an
adjacent vertex) in D. For u; v∈V (G), dG(u; v) denotes the distance of u and v in
G. We omit the subscript G if it cannot cause any ambiguity. It will be useful to
simplify the previously introduced notation in the following way: For n¿2, n=(Qn),
cn=c(Qn), pn=p(Qn), cycn=cyc(Qn).
In our reasoning we shall often employ the following fundamental properties of
hypercubes:
(i) Qn (n¿1) is a balanced bipartite graph, meaning that its vertex set can be parti-
tioned into two independent sets of equal size.
(ii) Qn can be deIned recursively in terms of Cartesian product: Q1=K2, Qn=Qn−1
K2 for n¿2. It follows that Qm+k=Qm Qk for m; k¿1.
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(iii) The property (ii) easily implies that Qn contains a Hamiltonian path for n¿1 and
a Hamiltonian cycle for n¿2.
(iv) The (0,2)-property: Any two distinct vertices of Qn (n¿1) have exactly two
neighbors in common or none at all. This property has been used to characterize
hypercubes [10,12].
We also need certain results of coding theory (cf. [13] for further details): For any
k¿1 and n=2k − 1 there exists the Hamming code Hn of length n, which is a subset
of V (Qn) with the following properties:
(i) |Hn|=2n−k .
(ii) Hn is a linear subspace of dimension n−k of the n-dimensional vector space over
GF(2). There is a basis of Hn consisting only of vectors of weight 3 (i.e. with
exactly 3 coordinates equal to 1).
(iii) Hn forms a dominating set in Qn; moreover, {N ({x})∪{x} | x∈Hn} partitions
V (Qn).
Note that the last property can be used to show that for n=2k − 1, n=2n=(n+ 1).
3. Bounds and monotonicity
Theorem 1. (i) For p¿2, m=2p − 1, 16k62p and n=m+ k,
cycn62
m−p(2k + 2):
(ii) For n¿3,
cn ¿ 2
⌈
2n−1 − 2
n− 2
⌉
:
(iii) For n¿4,
cycn¿2
⌈
2n−1
n− 2
⌉
:
Proof. (i) Let p¿2 and m=2p − 1, put s=m − p and r=2s. Let {e1; : : : ; es} be a
basis of the Hamming code Hm consisting only of vectors of weight 3. Let  be a
mapping of V (Qs) to V (Qm) deIned by
(x1; : : : ; xs)=x1e1 ⊕ · · · ⊕ xses;
where ⊕ denotes coordinatewise addition mod 2. Observe that if x and y are adjacent
vertices of Qs, then dQm((x); (y))=3. Consider now a Hamiltonian cycle of Qs.
Applying  we obtain a cyclic ordering of the r vertices of Hm such that any two
consecutive vertices are at distance 3 and thus, since the sets {NQm({x})∪{x} | x∈Hm}
partition V (Qm), Qm contains a cycle
v1; v2; : : : ; v3r ; v3r+1=v1
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such that Hm={vi; i≡2 (mod 3)}. Let 16k62p and n=m + k, let w1; : : : ; w2k be a
Hamiltonian path in Qk . Observe that Qn=Qm Qk and consider the following cycle
C in Qn having 2kr + 2r vertices:
(v1; w1);
(v2; w1); (v2; w2); : : : ; (v2; w2k );
(v3; w2k );
(v4; w2k );
(v5; w2k ); (v5; w2k−1); : : : ; (v5; w1);
(v6; w1);
...
(v3r−2; w2k );
(v3r−1; w2k ); (v3r−1; w2k−1); : : : ; (v3r−1; w1);
(v3r ; w1);
(v1; w1):
Note that as r is even, C is a correctly deIned cycle. Moreover, property (iii) of the
Hamming code quoted in the previous section implies that C indeed forms a dominating
cycle of Qn.
(ii) Let D⊆V (Qn) be a connected dominating set of Qn. Property (i) of the hy-
percube quoted in the previous section implies that the vertices of Qn can be colored
black and white in such a way that adjacent vertices have di8erent colors. Let A be
the set of white vertices of D, put k= |A|. We may assume that k6|D|=2. Observe
that k¿2 and arrange the elements of A into a sequence
v1; : : : ; vk
in such a way that
1¡i6k ⇒ ∃j such that 16j¡i and dQn(vi; vj)=2:
The connectivity of D implies that this can be done e.g. by arranging elements of A
by their distance from a Ixed vertex of D. Using the (0,2)-property and the fact that
Qn is regular of degree n, we have for any i¿2∣∣∣∣∣∣N ({vi})
∖
i−1⋃
j=1
N ({vj})
∣∣∣∣∣∣6n− 2 :
It follows that
|N (A)|6n+ (k − 1)(n− 2):
Now observe that every black vertex u of Qn has a neighbor in A: Indeed, if u =∈D,
then u has a white neighbor in D, since D is dominating. If u∈D, that u has a white
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neighbor in D, since D induces a connected graph. Consequently, |N (A)|=2n−1 and
hence
k¿
⌈
2n−1 − 2
n− 2
⌉
:
(iii) Let C=u0; v0; u1; v1; : : : ; ul−1; vl−1; ul=u0 be a dominating cycle of length k=2l
in Qn, n¿4. Set A={u0; : : : ; ul−1}. We claim that
|N (A)|6l(n− 2):
If this is true, then we can argue as above that |N (A)|=2n−1 and hence
k=2l¿2
⌈
2n−1
n− 2
⌉
:
To prove the claim, observe that
N (A)=
l−1⋃
i=0
N (ui)=
l−1⋃
i=0
(N (ui)\N (ui+1)) ∪
l−1⋂
i=0
N (ui):
It follows from the (0; 2)-property that |N (ui)\N (ui+1)|=n − 2, i=0; 1; : : : ; l − 1.
Hence if
⋂l−1
i=0 N (ui)=∅, we are done. If, however, there exists a vertex u∈
⋂l−1
i=0 N (ui),
then every vertex of C must be at distance at most 2 from u. Since Qn contains a
vertex v such that d(u; v)=n¿4, this leads to a contradiction with our assumption that
C was a dominating cycle.
Corollary. (i) For n¿2,
2n
n
6cn6pn6cycn6
2n+1
n
:
(ii) The sequences {cn}∞n=2, {pn}∞n=2 and {cycn}∞n=2 are non-decreasing.
Proof. (i) The deInitions imply that cn6pn6cycn. The lower bound is an imme-
diate consequence of part (ii) of Theorem 1 and the fact that c2=2. To derive the
upper bound, use part (i) of Theorem 1, the fact that cyc2=4 and that for p¿2 and
16k62p,
(2k + 2) · 22p−p−1 − 26 2
2p+k
2p − 1 + k ;
which can be veriIed by elementary but rather tedious transformations.
(ii) Compare the upper bound of (i) and the lower bound of Theorem 1.
Now we are able to determine certain exact values that are shown in Table 1.
The value of p7 was obtained by Fri%s [4] by a computer search, upper bounds on
cn; pn (n=4; 5; 6) and cyc6 follow from explicit constructions given in [3] (cf. Figs. 2,
3 and 6 in [3]), the other bounds are either trivial or follow from Theorem 1.
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Table 1
n 2 3 4 5 6 7
cn 2 4 6 10 16
pn 2 4 6 10 16 28
cycn 4 4 8 12 16
4. Interpolation property
Inspired by the concept of interpolation introduced by Harary et al. (cf. [7]), we focus
on the question of whether our domination numbers admit interpolation theorems in the
following sense: It is an immediate consequence of the corresponding deInitions that
if a (connected) graph G contains (connected) dominating sets of sizes k and l, k¡l,
then for an arbitrary integer i, k¡i¡l, G also contains a (connected) dominating set
of size i. But does a similar statement hold for dominating paths and cycles? In case
of hypercubes, the answer is provided by the following theorem.
Theorem 2. Let n¿2. Then for any integer i satisfying
pn6i62n
there is a dominating path and for any even integer i satisfying
cycn6i62
n
there is a dominating cycle in Qn on i vertices.
Lemma. Let n¿2, k¡3 · 2n=n+ 1. If Qn contains a dominating cycle (path) on k
vertices, then it also contains a dominating cycle (path) on k + 2 (k + 1) vertices.
Proof. Let C=v0; v1; : : : ; vk=v0 be a dominating cycle in Qn. Denote by E the set of
all edges with exactly one endpoint in C. Since every vertex of C has at most n− 2
neighbors in V (Qn)\V (C), we have
|E|6k(n− 2): (∗)
On the other hand, let u be an arbitrary vertex of V (Qn)\V (C). Since C is a
dominating cycle, u must have a neighbor, say vi, in C. By the (0,2)-property, u and
vi−1 must have a common neighbor u′, u′ =vi, and u and vi+1 must have a common
neighbor u′′, u′′ =vi, u′′ =u′. If u′ does not belong to C then v0; : : : ; vi−1; u′; u; vi; : : : ; vk
is a dominating cycle of length k + 2 in Qn and the same is true in case of u′′.
So assume, by way of contradiction, that for each u∈V (Qn)\V (C) the corresponding
neighbors u′ and u′′ belong to C. Then every vertex of V (Qn)\V (C) has at least three
distinct neighbors in C, which means
|E|¿3(2n − k): (∗∗)
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Putting (∗) and (∗∗) together, we have
3(2n − k)6k(n− 2)
and consequently,
k¿
⌈
3 · 2n
n+ 1
⌉
;
contrary to our assumption.
Let P=v1; : : : ; vk be a dominating path in Qn. If one of the endpoints has a neighbor
in V (Qn)\V (P), add it to P to obtain a dominating path on k+1 vertices. If this is not
the case, then every vertex of V (Qn)\V (P) has a neighbor in V (P)\{v1; vk} and we
can argue as above to extend P to a path P′ on k +2 vertices. Removing an endpoint
of P′, we obtain the dominating path of the desired length.
Proof of Theorem 2. We argue by induction on n. Leaving the case n=2 to the kind
reader, assume that n¿3 and that the statement of Theorem 2 holds for n− 1.
(a) We Irst prove the interpolation property for cycles. Let i be an even integer
satisfying cycn6i62
n. To show that Qn contains a dominating cycle on i vertices,
consider 2 cases:
(i) cycn6i¡3 · 2n=n+ 1. Argue by induction on i, using the Lemma.
(ii) 3 · 2n=n + 16i62n. Let Q0n be the (n − 1)-dimensional subcube of Qn induced
by {(x1; : : : ; xn)∈V (Qn) | x1=0}. Observe that
i
2
¿
⌈
3 · 2n−1
n+ 1
⌉
¿pn−1;
to obtain the last inequality, use the Corollary for n¿5 and the exact values of pn
from Table 1 in case n=3; 4. Now we can apply the induction hypothesis to con-
clude that Q0n contains a dominating path v1; v2; : : : ; vi=2. DeIne #(x1; x2; : : : ; xn)=
(1− x1; x2; : : : ; xn). Then
v1; v2; : : : ; vi=2−1; vi=2; #(vi=2); #(vi=2−1); : : : ; #(v2); #(v1); v1
is a dominating cycle in Qn of length i.
(b) Now we can resolve the case of paths. Let i be an integer satisfying pn6i62n.
(i) pn6i¡cycn. First apply the Corollary to observe that
i¡cycn6
2n+1
n
¡
3 · 2n
n+ 1
and then argue by induction on i, using the Lemma.
(ii) cycn6i62
n. If i is even then part (a) guarantees the existence of a dominating
cycle on i vertices which yields also a dominating path. If i is odd, consider
a dominating cycle C of length i − 1. Since i − 1¡2n, there must be a vertex
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v of V (Qn)\V (C), adjacent to some vertex of C. Adding v to C, we obtain a
dominating path of i vertices.
It remains to note that Theorem 2 does not hold for general graphs. The simplest
example we know is a graph consisting of a triangle and three 4-cycles, each of them
using one edge of the triangle. There are obviously dominating cycles of length both
3 and 5, but none of the 4-cycles is dominating.
To get a similar example for paths, we need a slightly more sophisticated construc-
tion: For n¿3, consider a graph G consisting of two disjoint paths a; x; a1; b1; b2; : : : ; bn;
c1; c2; : : : ; cn; d1; y; b and a′1; c
′
1; d
′
1; b
′
1, joined by additional edges {a1; a′1}, {b1; b′1},
{c1; c′1}, {d1; d′1}. Observe that:
(i) any dominating path of G must contain a path from x to y (in order to dominate
a and b),
(ii) set d=2n+ 3; then the paths from x to y of length at least d have either length
d (the original path) or d+ 4 (taking a detour using the edges {a1; a′1}, {a′1; c′1},
{c′1; d′1}, {d′1; b′1}, {b′1; b1} rather than {a1; b1}).
There are dominating paths in G of length d + 2 (the path from a to b) and d + 4
(the path from x to y taking the detour). There are also paths of length d+3, but we
claim that none of them is dominating: Indeed, by part (i) such a path must contain a
subpath from x to y of length d+ 3, d+ 2 or d+ 1, which contradicts (ii).
5. Open problems
(i) It follows from the deInitions that cn6pn. All exact values we know satisfy
cn=pn. Does the equality hold for arbitrary n¿2? Observe that cn¡pn holds i8
Qn contains a spanning tree with more leaves than any caterpillar spanning Qn.
(ii) All exact values of pn we know are even. Is it true for arbitrary n¿2?
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