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Abstract
This contribution deals with the sequence {U
(a)
n (x; q, j)}n≥0 of monic polynomials, ortho-
gonal with respect to a Sobolev-type inner product related to the Al-Salam–Carlitz I ortho-
gonal polynomials, and involving an arbitrary number of q-derivatives on the two boundaries
of the corresponding orthogonality interval. We provide several versions of the corresponding
connection formulas, ladder operators, and several versions of the second order q-difference
equations satisfied by polynomials in this sequence. As a novel contribution to the litera-
ture, we provide certain three term recurrence formula with rational coefficients satisfied by
U
(a)
n (x; q, j), which paves the way to establish an appealing generalization of the so-called
J-fractions to the framework of Sobolev-type orthogonality.
AMS Subject Classification: 33D45; 05A30; 39A13
Key Words and Phrases: Al-Salam-Carlitz I polynomials; Al-Salam-Carlitz I-Sobolev
type polynomials; second order linear q-difference equations; structure relations; recurrence
relations; basic hypergeometric series; J-fractions.
1 Introduction
The Al-Salam–Carlitz I and II orthogonal polynomials, usually denoted in the literature as
U
(a)
n (x; q) and V
(a)
n (x; q) respectively, are two systems of one parameter q-hypergeometric poly-
nomials introduced in 1965 by W. A. Al-Salam and L. Carlitz, in their seminal work [1]. There
is a straightforward relationship between U
(a)
n (x; q) and V
(a)
n (x; q) (see [9, Ch. VI, §10, pp.
195–198])
U (a)n (x; q
−1) = V (a)n (x; q),
and they are known to be positive definite orthogonal polynomial sequences for a < 0, and
a > 0 respectively. Here, and throughout the paper, we assume 0 < q < 1, which implies that
1
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this two families belong to the class of orthogonal polynomial solutions of certain second order
q-difference equations, known in the literature as the Hahn class (see [16], [20]). In fact, as we
show later on, they can be explicity given in terms of basic hypergeometric series. Given the
close relation between these two families, and for the sake of clarity, in this paper we will focus
only on the Al-Salam–Carlitz I orthogonal polynomials {U
(a)
n (x; q)}n≥0. They are orthogonal
on the interval [a, 1], with a quite simple q-lattice, which makes them suitable for the study to
be carried out hereafter, and also they are of interest in their own right. For example, they
are known to be proportional to the eigenfunctions of certain quantum mechanical q-harmonic
oscillators. In [4], it is clearly shown that many properties of this q-oscillators can be obtained
from the properties of the Al-Salam–Carlitz I orthogonal polynomials. They are also known to
be birth and death process polynomials ([18, Sec. 18.2]), with birth rate aqn and death rate
1−qn, and for a = 0 they become the well known Rogers-Szego˝ polynomials, of deep implications
in the study of the celebrated Askey-Wilson integral (see, for example [3], [19]).
On the other hand, in the last decades, the so called Sobolev orthogonal polynomials have
attracted the attention of many researchers. Firstly, this name was given to those families
of polynomials orthogonal with respect to inner products involving positive Borel measures
supported on infinite subsets of the real line, and also involving regular derivatives. When
these derivatives appear only on function evaluations on a finite discrete set, the corresponding
families are called Sobolev-type or discrete Sobolev orthogonal polynomial sequences. For a
recent and comprehensive survey on the subject, see [22] and the references therein. In the
last decade of the past century, H. Bavinck introduced the study of inner products involving
differences (instead of regular derivatives) in uniform lattices on the real line (see [5], [6], [7],
and also [17] for recent results on this topic). By analogy with the continuous case, these are
also called Sobolev-type or discrete Sobolev inner products. In contrast, they are defined on
uniform lattices. As a generalization of this last matter, here we focus on a particular Sobolev-
type inner product defined on a q-lattice, instead of on a uniform lattice. This has already been
considered in other works (see, for example in [10] for only one q-derivative). In the present
study, we consider an arbitrary number j ∈ N , j ≥ 1 of q-derivatives in the discrete part of the
inner product. For an interesting related work to this paper, see for example the preprint [13],
which appeared just a few days ago while we were giving the finishing touches to the present
manuscript. There, the authors generalize the action of an arbitrary number of q-derivatives for
general orthogonality measures, using the same techniques as for example in [14], and also in the
present paper. It worths mentioning as well the nice variation considering special non-uniform
lattices (snul), instead of uniform or q-lattices, studied in the recent work [24].
Having said all that, and to the best of our knowledge, an arbitrary number of q-derivatives
acting at the same time on the two boundaries of a bounded orthogonality interval, has never
been previously considered in the literature, and the present work is intended to be a first step
in this direction. This this seems to arise some differences of the corresponding polynomial
sequences, for example related with the parity of the polynomials, with respect to what happens
considering only one mass point (as in [13]), and that we have right now under study. This
last interesting work appeared just a few days ago, while we were giving the finishing touches
to the present manuscript. There, the authors generalize the action of an arbitrary number of
q-derivatives for general orthogonality measures, using the same techniques as for example in
[14], and also in the present paper.
To be more precise, this paper deals with the sequence of monic q-polynomials {U
(a)
n (x; q, j)}n≥0,
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orthogonal with respect to the Sobolev-type inner product
〈f, g〉λ,µ =
∫ 1
a
f(x; q)g(x; q)(qx, a−1qx; q)∞dqx (1)
+λ(D jq f) (a; q) (D
j
q g) (a; q) + µ(D
j
q f) (1; q) (D
j
q g) (1; q) ,
where (qx, a−1qx; q)∞dqx is the orthogonality measure associated to the Al-Salam–Carlitz I
orthogonal polynomials, a < 0, λ, µ ∈ R+ and (Dqf) denotes the q-derivative operator, as defined
below in (2). It is worth noting that the above inner product involves an arbitrary number of
q-derivatives on function evaluations on the discrete points x = a and x = 1, exclusively. We
observe such points conform the boundary of the orthogonality interval of the Al-Salam-Carlitz I
orthogonal polynomials. Thus, as an extension of the language used in literature, throughout this
manuscript we will refer to U
(a)
n (x; q, j) as Al-Salam-Carlitz I-Sobolev type orthogonal polynomials
of higher order, and for the sake of brevity, in what follows we just write U
(a)
n (x; q, j) = U
(a)
n (x; q).
We provide here two explicit representations for U
(a)
n (x; q), one as a linear combination of two
consecutive Al-Salam–Carlitz I orthogonal polynomials U
(a)
n (x; q) and U
(a)
n−1(x; q), and the other
one as a 3φ2 q-hypergeometric series, which was unknown so far. This basic hypergeometric
character is always 3φ2, with independence of the number j of q-derivatives considered in (1).
Next, we obtain two different versions of the structure relation satisfied by the Sobolev-type
q-orthogonal polynomials in U
(a)
n (x; q), and next we use them to obtain closed expressions for
the corresponding ladder (creation and annihilation) q-difference operators. As an application
of these ladder q-difference operators, we obtain a three-term recurrence formula with rational
coefficients, which allows us to find every polynomial U
(a)
n+1(x; q) of precise degree n+1, in terms
of the previous two consecutive polynomials of the same sequence U
(a)
n (x; q) and U
(a)
n−1(x; q),
and up to four different versions of the linear second order q-difference equation satisfied by
U
(a)
n (x; q).
The manuscript is organized as follows. In Section 2, we recall some basic definitions and
notations of the q-calculus theory, as well as the basic properties of the Al-Salam-Carlitz I
polynomials. In Section 3, we obtain some connection formulas and the basic hypergeometric
representation of the Al-Salam-Carlitz I-Sobolev type orthogonal polynomials of higher order.
Section 4 is focused on two structure relations for the sequence {U
(a)
n (x; q)}n≥0 , as well as the two
different versions of the aforementioned three term recurrence formula with rational coefficients
that U
(a)
n (x; q) satisfies. In Section 5, combining the connection formula for U
(a)
n (x; q), and
the structure relations obtained in the preceeding Sections, we provide the q-difference ladder
operators and four versions of the second linear q-difference equation that the Al-Salam–Carlitz
I-Sobolev type polynomials of higher order satisfy. The work ends with two brief sections
on further results. The first one describes results relating Al-Salam-Carlitz I-Sobolev type
polynomials with Jacobi fractions, and the second illustrates the form of such polynomials
together with some important remarks. A final section on conclusions and future research
problems is also included.
2 Definitions and notations
This first part of the section is twofold. A first subsection provides the main tools used in
the framework of q-calculus, in order to make our exposition be self-contained. Afterwards, we
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describe known facts on Al-Salam-Carlitz I polynomials.
2.1 q-calculus review
For every q 6= 0 and q 6= 1, the q-number, q-bracket, or simply the basic number [n]q, is defined
by [20], [23]
[0]q = 0, [n]q =
1− qn
1− q
=
n−1∑
k=0
qk, n = 1, 2, 3, . . . ,
which comes from the equality
lim
q→1
1− qn
1− q
= n.
In this framework, a q-analogue of the factorial of n is given by
[0]q! = 1, [n]q! = [n]q[n− 1]q · · · [2]q[1]q, n = 1, 2, 3, . . . ,
and we can also give a q-analogue of the well known Pochhammer symbol, or shifted factorial
(see [20]). For n = 1, 2, 3, . . ., we have
(a; q)0 = 1, (a; q)n = (1− a)(1− aq) · · · (1− aq
n−1) =
n∏
i=1
(1− aqi−1).
Moreover, we use the following notation
(a1, . . . , ar; q)n =
r∏
k=1
(ak; q)n.
The following definitions, also in the framework of the q-calculus, can be found in [20]. The
basic hypergeometric, or q-hypergeometric series rφs, is defined as follows. Let {ai}
r
i=1 and
{bj}
s
i=1 be complex numbers such that bj 6= q
−n for n ∈ N. For every j = 1, 2, . . . , s one writes
rφs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
; q, z
)
=
∞∑
k=0
(a1, . . . , ar; q)k
(b1, . . . , bs; q)k
(
(−1)kq(
k
2)
)1+s−r zk
(q; q)k
.
The q-binomial coefficient is given by[
k
n
]
q
=
(q; q)n
(q; q)k(q; q)n−k
=
[n]q!
[k]q![n − k]q!
=
[
k
n− k
]
q
, k = 0, 1, . . . , n,
where n denotes a nonnegative integer.
Concerning the q-analog of the derivative operator, we have the q-derivative, or the Euler–
Jackson q-difference operator
(Dqf)(z) =


f(qz)− f(z)
(q − 1)z
, if z 6= 0, q 6= 1,
f ′(z), otherwise,
(2)
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where D0q f = f , D
n
q f = Dq(D
n−1
q f), for n ≥ 1, and
lim
q→1
Dqf(z) = f
′(z).
Moreover, one has the following properties
Dq[f(γz)] = γ(Dqf)(γz), ∀ γ ∈ C, (3)
Dqf(z) = Dq−1f(qz)⇔ Dq−1f(z) = Dqf(q
−1z), (4)
Dq[f(z)g(z)] = f(qz)Dqg(z) + g(z)Dqf(z) (5)
= f(z)Dqg(z) + g(qz)Dqf(z),
and the following interesting property which can be found in [21, p. 104]
Dq−1(Dqf)(z) = qDq(Dq−1f)(z), (6)
This q-derivative operator leads to define a q-analogue of Leibniz’ rule
D
n
q [f(z)g(z)] =
n∑
k=0
[
k
n
]
q
(Dkq f)(z)(D
n−k
q g)(q
kz), n = 0, 1, 2, . . . . (7)
Of special interest is the way in which the integral form of the inner product (1) is defined,
corresponding to the so called Jackson q-integral, given by
∫ z
0
f(x)dqx = (1− q)z
∞∑
k=0
qkf(qkz),
which in a generic interval [a, b] is given by
∫ b
a
f(x)dqx =
∫ b
0
f(x)dqx−
∫ a
0
f(x)dqx.
The following definition will also be needed throughout the paper. The Jackson–Hahn–Cigler
q-subtraction is given by (see, for example [12, Def. 6], and the references given there)
(x⊟q y)
n =
n−1∏
j=0
(
x− yqj
)
= xn(y/x; q)n =
n∑
k=0
[
k
n
]
q
q(
k
2)(−y)kxn−k.
Finally, we recall here the q-Taylor formula (see [25, Th. 6.3]), with the Cauchy remainder
term, which is defined by
f(x) =
n∑
k=0
(Dkq f)(a)
[k]q!
(x⊟q a)
k +
1
[n]q!
∫ x
a
(Dn+1q f)(t)(x⊟q qt)
ndqt.
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2.2 Al-Salam-Carlitz I orthogonal polynomials
After the above q-calculus introduction, we continue by giving several aspects and properties of
the Al-Salam–Carlitz I polynomials {U
(a)
n (x; q)}n≥0 . All the elements presented in the remaining
of this section can be found in [9, Ch. VI, §10], [18, Sec. 18.2], [20, Sec. 14.24], and [15], among
other references. Such polynomials are orthogonal with respect to the inner product on P, the
linear space of polynomials with real coefficients
〈f, g〉 =
∫ 1
a
f(x; q)g(x; q)dα(a) , a < 0,
where dα(a) = (qx, a−1qx; q)∞ dqx, which implies that α
(a) is a step function on [a, 1] with jumps
qk
(aq; q)∞(q, q/a; q)k
at the points x = qk, k = 0, 1, 2, . . . ,
and jumps
−aqk
(q/a; q)∞(q, aq; q)k
at the points x = aqk, k = 0, 1, 2, . . . .
It can be easily checked that, when a = −1 the above inner product becomes the inner product
associated to the discrete q-Hermite orthogonal polynomials.
The Al-Salam–Carlitz I polynomials can be explicitly given by
U (a)n (x; q) = (−a)
nq(
n
2) 2φ1
(
q−n, x−1
0
; q, a−1qx
)
, a < 0, (8)
satisfying the orthogonality relation∫ 1
a
U (a)m (x; q)U
(a)
n (x; q)dα
(a) = (1− a)(−a)n(q; q)nq
(n2)δm,n
proposition 1 Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-Salam-Carlitz I polynomials of degree
n. The following statements hold:
1. The recurrence relation [20]
xU (a)n (x; q) = U
(a)
n+1 (x; q) + βnU
(a)
n (x; q) + γnU
(a)
n−1 (x; q) , (9)
with initial conditions U
(a)
−1 (x; q) = 0 and U
(a)
0 (x; q) = 1. Here, βn = (a+ 1) q
n and
γn = −aq
n−1 (1− qn).
2. Structure relation [21]. For every n ∈ N,
σ(x)Dq−1U
(a)
n (x; q) = αnU
(a)
n+1 (x; q) + βnU
(a)
n (x; q) + γnU
(a)
n−1 (x; q) , (10)
where σ(x) = (x− 1)(x − a), αn = q
1−n [n]q, βn = (a+ 1) q [n]q and γn = aq
n [n]q.
3. Squared norm [20]. For every n ∈ N,
||U (a)n ||
2 = (−a)n (1− q) (q; q)n
(
q, a, a−1q; q
)
∞
q(
n
2).
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4. Forward shift operator [20]
D
k
q U
(a)
n (x; q) = [n]
(k)
q U
(a)
n−k (x; q) , (11)
where
[n](k)q =
(q−n; q)k
(q − 1)k
qkn−(
k
2),
denote the q-falling factorial [2].
5. Second-order q-difference equation [11]
σ(x)DqDq−1U
(a)
n (x; q) + τ(x)DqU
(a)
n (x; q) + λn,qU
(a)
n (x; q) = 0,
where τ(x) = (x− a− 1)/(1 − q) and λn,q = [n]q([1− n]qσ
′′/2 − τ ′).
proposition 2 (Christoffel-Darboux formula) Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-
Salam-Carlitz I polynomials. If we denote the n-th reproducing kernel by
Kn,q(x, y) =
n∑
k=0
U
(a)
k (x; q)U
(a)
k (y; q)
||U
(a)
k ||
2
.
Then, for all n ∈ N, it holds that
Kn,q(x, y) =
U
(a)
n+1 (x; q)U
(a)
n (y; q)− U
(a)
n+1 (y; q)U
(a)
n (x; q)
(x− y) ||U
(a)
n ||2
. (12)
Concerning the partial q-derivatives of Kn,q(x, y), we use the following notation
K(i,j)n,q (x, y) = D
i
q,y(D
j
q,xKn,q(x, y))
=
n∑
k=0
D iqU
(a)
k (x; q)D
j
qU
(a)
k (y; q)
||U
(a)
k ||
2
.
Next, we provide a technical result that will be useful later on.
lemma 1 Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-Salam-Carlitz I polynomials of degree n.
Then following statements hold, for all n ∈ N,
K
(0,j)
n−1,q(x, y) = An(x, y)U
(a)
n (x; q) + Bn(x, y)U
(a)
n−1(x; q), (13)
where
An(x, y) =
[j]q!
||U
(a)
n−1||
2 (x⊟q y)
j+1
j∑
k=0
Dkq U
(a)
n−1(y; q)
[k]q!
(x⊟q y)
k,
and
Bn(x, y) = −
[j]q!
||U
(a)
n−1||
2 (x⊟q y)
j+1
j∑
k=0
Dkq U
(a)
n (y; q)
[k]q!
(x⊟q y)
k.
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Proof. Applying the j-th q-derivative to (12) with respect to y yields
K
(0,j)
q,n−1 (x, y) =
1
||U
(a)
n−1||
2
×
(
U (a)n (x; q)D
j
q,y
(
U
(a)
n−1(y; q)
x− y
)
− U
(a)
n−1(x; q)D
j
q,y
(
U
(a)
n (y; q)
x− y
))
. (14)
Then, using the q-analogue of Leibniz’ rule (7) and
D
n
q,y
(
1
x− y
)
=
[n]q!
(x⊟q y)
n+1 ,
we deduce
D
j
q,y
(
U
(a)
n−1(y; q)
x− y
)
=
j∑
k=0
[
j
k
]
q
D
k
q U
(a)
n−1(y; q)D
j−k
q,y
(
1
x− qky
)
=
j∑
k=0
[j]q!
[k]q!
Dkq U
(a)
n−1(y; q)
(x⊟q qky)
j−k+1
.
Next, it is easy to check that
(x⊟q q
ky)j−k+1 =
(x⊟q y)
j+1
(x⊟q y)k
,
and therefore we have
D
j
q,y
(
U
(a)
n−1(y; q)
x− y
)
=
[j]q!
(x⊟q y)
j+1
j∑
k=0
Dkq U
(a)
n−1(y; q)
[k]q!
(x⊟q y)
k .
Finally, combining all the above with (14) we obtain (13). This completes the proof.
remark 1 We observe that
K
(0,j)
q,n−1 (x, α) =
[j]q!
||U
(a)
n−1||
2 (x⊟q y)
j+1
(
U (a)n (x; q)Qq,j(x, α, U
(a)
n−1)− U
(a)
n−1(x; q)Qq,j(x, α, U
(a)
n )
)
,
where Qq,j(x, α, U
(a)
n−1) and Qq,j(x, α, U
(a)
n ) denote the q-Taylor polynomials of degree j of the
polynomials U
(a)
n−1(x; q) y U
(a)
n (x; q) at x = α, respectively.
3 Connection formulas and hypergeometric representation
In this section we define the Al-Salam-Carlitz I-Sobolev type polynomials of higher order {U
(a)
n (x; q)}n≥0,
and describe different relations which relate them to the Al-Salam-Carlitz I polynomials. These
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links will be useful in the sequel. Al-Salam-Carlitz I-Sobolev type polynomials are defined to be
orthogonal with respect to Sobolev-type inner product
〈f, g〉λ,µ =
∫ 1
a
f(x; q)g(x; q)(qx, a−1qx; q)∞dqx
+ λ(D jq f) (a; q) (D
j
q g) (a; q) + µ(D
j
q f) (1; q) (D
j
q g) (1; q) , (15)
where a < 0, λ, µ ∈ R+, and j ∈ N , j ≥ 1.
In a first approach, we express {U
(a)
n (x; q)}n≥0 in terms of the Al-Salam-Carlitz I polynomials
{U
(a)
n (x; q)}n≥0, the kernel polynomials and their corresponding derivatives. Moreover, we obtain
a representation of the proposed polynomials as hypergeometric functions.
Let us depart from the Fourier expansion
U
(a)
n (x; q) = U
(a)
n (x; q) +
n−1∑
k=0
an,kU
(a)
k (x; q).
In view of (15), and considering the orthogonality properties for U
(a)
n (x; q), for 0 ≤ k ≤ n − 1,
the coefficients in the previous expansion are given by
an,k = −
λD jqU
(a)
n (a; q)D
j
qU
(a)
n (a; q) + µD
j
qU
(a)
n (1; q)D
j
qU
(a)
n (1; q)
||U
(a)
k ||
2
.
Thus
U
(a)
n (x; q) = U
(a)
n (x; q)− λD
j
qU
(a)
n (a; q)K
(0,j)
n−1,q(x, a)− µD
j
qU
(a)
n (1; q)K
(0,j)
n−1,q(x, 1).
After some manipulations, we obtain the following linear system AX = b with two unknowns,
namely D jqU
(a)
n (a; q) and D
j
qU
(a)
n (1; q), where
A =
(
1 + λK
(j,j)
n−1,q(a, a) µK
(j,j)
n−1,q(a, 1)
λK
(j,j)
n−1,q(1, a) 1 + µK
(j,j)
n−1,q(1, 1)
)
,
and
X = (D jqU
(a)
n (a; q), D
j
qU
(a)
n (1; q))
T , b = (D jqU
(a)
n (a; q), D
j
qU
(a)
n (1; q))
T .
Cramer’s rule yields
U
(a)
n (x; q) = U
(a)
n (x; q)− λK
(0,j)
n−1,q(x, a)∆
(1)
j,n(a)− µK
(0,j)
n−1,q(x, 1)∆
(2)
j,n(a), (16)
where
∆
(i)
j,n(a) =


det(A)−1 det
(
D
j
qU
(a)
n (a; q) µK
(j,j)
n−1,q(a, 1)
D
j
qU
(a)
n (1; q) 1 + µK
(j,j)
n−1,q(1, 1)
)
, if i = 1,
det(A)−1 det
(
1 + λK
(j,j)
n−1,q(a, a) D
j
qU
(a)
n (a; q)
λK
(j,j)
n−1,q(1, a) D
j
qU
(a)
n (1; q)
)
, if i = 2,
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Finally, from proposition 1, we obtain a first connexion formula, namely
U
(a)
n (x; q) = C1,n(x)U
(a)
n (x; q) +D1,n(x)U
(a)
n−1(x; q), (17)
where
C1,n(x) = 1− λ∆
(1)
j,n(a)An(x, a)− µ∆
(2)
j,n(a)An(x, 1),
and
D1,n(x) = −λ∆
(1)
j,n(a)Bn(x, a)− µ∆
(2)
j,n(a)Bn(x, 1).
At this point, we provide another relation between the two families of polynomials, which will
be applied in theorem 1. More precisely, from (17) and the recurrence relation (9) we have that
U
(a)
n−1(x; q) = C2,n(x)U
(a)
n (x; q) +D2,n(x)U
(a)
n−1(x; q), (18)
where
C2,n(x) = −
D1,n−1(x)
γn−1
,
and
D2,n(x) = C1,n−1(x) + C2,n(x) (βn−1 − x) .
From (17)–(18) we deduce
U (a)n (x; q) = det(Bn(x))
−1 det
(
U
(a)
n (x; q) U
(a)
n−1(x; q)
D1,n(x) D2,n(x)
)
(19)
and
U
(a)
n−1(x; q) = − det(Bn(x))
−1 det
(
U
(a)
n (x; q) U
(a)
n−1(x; q)
C1,n(x) C2,n(x)
)
(20)
where
Bn(x) =
(
C1,n(x) C2,n(x)
D1,n(x) D2,n(x)
)
.
Finally, we focus our attention on the representation of U
(a)
n (x; q) as hypergeometric functions.
A similar analysis to that carried out in [10, Th. 2] yields the following result
proposition 3 (Hypergeometric character) For a < 0, the Al-Salam-Carlitz I-Sobolev type
polynomials of higher order {U
(a)
n (x; q)}n≥0 , have the following hypergeometric representation:
U
(a)
n (x; q) = (−a)
nD1,n(x)(1 − ψn(x)q
−1)q(
n
2)−n+2
a[n]qψn(x)(1− q)
3φ2
(
q−n, x−1, ψn(x)
0, ψn(x)q
−1 ; q, a
−1qx
)
(21)
where ψn(x) = ((1− q)ϑn(x) + 1)
−1 and
ϑn(x) =
aqn−2[n]qC1,n(x)
D1,n(x)
− [n− 1]q.
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Proof. Combining (8) with (17) and the relations
(q1−n; q)k = −
q
[n]q
([k − 1]q − [n− 1]q)(q
−n; q)k,
and
(q−n; q)k = 0, n < k,
yields
U
(a)
n (x; q) = −(−a)
n−1q(
n
2)−n+2
D1,n(x)
[n]q
n∑
k=0
([k − 1]q + ϑn(x))(q
−n; q)k(x
−1; q)k
(a−1qx)k
(q; q)k
.
On the other hand, after some straightforward calculations we get
[k − 1]q + ϑn(x) =
1− ψn(x)q
−1
ψn(x)(1− q)
(ψn(x); q)k
(ψn(x)q−1; q)k
.
Therefore
U
(a)
n (x; q) = −(−a)
n−1D1,n(x)(1− ψn(x)q
−1)q(
n
2)−n+2
[n]qψn(x)(1 − q)
n∑
k=0
(q−n; q)k(x
−1; q)k(ψn(x); q)k
(ψn(x)q−1; q)k
(a−1qx)k
(q; q)k
which coincides with (21). This completes the proof.
remark 2 Notice that one recovers (8) from (21) after λ → 0 and µ → 0. One also recovers
[10, (23), p. 13] for j = 1, and λ, µ > 0 in (21).
4 Ladder operators and a three term recurrence formula
In this section we find several structure relations associated to {U
(a)
n (x; q)}n≥0. It is worth
mentioning that such relations can be grouped in two depending on nature of the action of the
q−derivative involved in the relation (see theorem 1). In two of them, such q−derivative is con-
structed by means of a q−dilation operator (ℓ = −1) whether in the other two, a q−contraction
operator determines the q−derivative (ℓ = 1). The ladder (creation and annihilation) operators
are obtained in proposition 4, as well as the three-term recurrence relations of theorem 2, sat-
isfied by {U
(a)
n (x; q)}n≥0. These two results are also stated in terms of the duality provided by
the choice of a q−dilating or q−contracting derivation.
The structure relation stated in theorem 1 leans on the following result.
lemma 2 Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-Salam-Carlitz I-Sobolev type polynomials of
degree n. Then, following statements hold, for ℓ = −1, 1,
σℓ(x)DqℓU
(a)
n (x; q) = E1+2δℓ,1,n(x)U
(a)
n (x; q) + F1+2δℓ,1,n(x)U
(a)
n−1(x; q), (22)
and
σℓ(x)DqℓU
(a)
n−1(x; q) = E2+2δℓ,1,n(x)U
(a)
n (x; q) + F2+2δℓ,1,n(x)U
(a)
n−1(x; q), (23)
where σℓ(x) = σ(x) for ℓ = −1 and σℓ(x) = 1 otherwise.
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Moreover,
E1,n(x) = (αn(x− βn) + βn)C1,n(q
−1x) + σ(x)Dq−1C1,n(x) + (αn−1 − γn−1γ
−1
n−1)D1,n(q
−1x),
F1,n(x) = (γn−αnγn)C1,n(q
−1x) + σ(x)Dq−1D1,n(x) + (βn−1+ γn−1γ
−1
n−1(x− βn−1))D1,n(q
−1x),
E3,n(x) = DqC1,n(x)− [n− 1]qγ
−1
n−1D1,n(qx),
F3,n(x) = [n]qC1,n(qx) + [n− 1]qγ
−1
n−1(x− βn−1)D1,n(qx) + DqD1,n(x),
E2+2δℓ,1,n(x) = −
F1+2δℓ,1,n−1(x)
γn−1
,
and
F2+2δℓ,1,n(x) = E1+2δℓ,1,n−1(x) + E2+2δℓ,1,n(x)(βn−1 − x).
Here, δm,n denote the Kronecker delta function.
Proof. It is a direct consequence of the connection formulas (17)–(20), the three-term recurrence
relation (9) satisfied by {U
(a)
n (x; q)}n≥0, and the structure relation (10). To be more precise,
applying the q-derivative operator Dqℓ to (17) for ℓ = −1, 1, together with the property (5)
yields
DqℓU
(a)
n (x; q) = C1,n(q
ℓx)DqℓU
(a)
n (x; q) + U
(a)
n (x; q)DqℓC1,n(x)
+D1,n(q
ℓx)DqℓU
(a)
n−1(x; q) + U
(a)
n−1(x; q)DqℓD1,n(x).
Thus, multiplying the above expression by σℓ(x) for ℓ = −1, 1, and next combining (10) with
(11) and (9), we deduce (22). Finally, shifting the index in (22) as n → n − 1 and using the
recurrence relation (9) we get (23). This completes the proof.
As a direct consequence of the previous result, we next obtain the following structure relations
for the Al-Salam-Carlitz I-Sobolev type polynomials of higher order.
theorem 1 The Al-Salam-Carlitz I-Sobolev type polynomials of high order {U
(a)
n (x; q)}n≥0 sa-
tisfy the following structure relations for ℓ = −1, 1,
Θℓ,n(x)DqℓU
(a)
n (x; q) = Ξ2,1+2δℓ,1,n(x)U
(a)
n (x; q) + Ξ1,1+2δℓ,1,n(x)U
(a)
n−1(x; q), (24)
and
Θℓ,n(x)DqℓU
(a)
n−1(x; q) = Ξ2,2+2δℓ,1,n(x)U
(a)
n (x; q) + Ξ1,2+2δℓ,1,n(x)U
(a)
n−1(x; q), (25)
where Θℓ,n(x) = σℓ(x) det(Bn(x)) and
Ξi,k,n(x) = (−1)
i det
(
Ek,n(x) Ci,n(x)
Fk,n(x) Di,n(x)
)
, i = 1, 2, k = 1, 2, 3, 4.
Proof. The result follows in a straightforward way from (19)–(20), together with the application
of the previous lemma 2.
In the next result, we provide ladder operators associated to the Al-Salam-Carlitz I-Sobolev
type polynomials. Its proof is quite involved, leaning on the use of theorem 1, and following the
same technique as in [14].
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proposition 4 Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-Salam-Carlitz I-Sobolev type polyno-
mials defined by (21), and let I be the identity operator. Then, the ladder (destruction and
creation) operators aℓ and a
†
ℓ, respectively, are defined by
aℓ = Θℓ,n(x)Dqℓ − Ξ2,1+2δℓ,1,n(x)I, (26)
a
†
ℓ = Θℓ,n(x)Dqℓ − Ξ1,2+2δℓ,1,n(x)I, (27)
which verify
aℓ
(
U
(a)
n (x; q)
)
= Ξ1,1+2δℓ,1,n(x)U
(a)
n−1(x; q), (28)
a
†
ℓ
(
U
(a)
n−1(x; q)
)
= Ξ2,2+2δℓ,1,n(x)U
(a)
n (x; q), (29)
where ℓ = −1, 1.
We complete this Section with a straightforward application of the above ladder operators
aℓ and a
†
ℓ. We use these operators to obtain two versions (one for ℓ = −1 and other for ℓ = 1)
of certain three term recurrence formula with rational coefficients which provides U
(a)
n+1(x; q) in
terms of the former two consecutive polynomials U
(a)
n (x; q) and U
(a)
n−1(x; q). The proof of the next
result can be followed from the aforementioned technique, which has been recently generalized
in [14, p. 8]. However, we have decided to include it below for the sake of completeness.
theorem 2 The Al-Salam-Carlitz I-Sobolev type polynomials of high order {U
(a)
n (x; q)}n≥0 sa-
tisfy the following three-term recurrence relations for ℓ = −1, 1,
αℓ,n(x)U
(a)
n+1(x; q) = βℓ,n(x)U
(a)
n (x; q) + γℓ,n(x)U
(a)
n−1(x; q), (30)
where
αℓ,n(x) = Θℓ,n(x)Ξ2,2+2δℓ,1,n+1(x),
βℓ,n(x) = Θℓ,n+1(x)Ξ2,1+2δℓ,1,n(x)−Θℓ,n(x)Ξ1,2+2δℓ,1,n+1(x),
and
γℓ,n(x) = Θℓ,n+1(x)Ξ1,1+2δℓ,1,n(x).
Proof. Shifting the index in (25) as n→ n+ 1, yields
Θℓ,n+1(x)DqℓU
(a)
n (x; q) = Ξ2,2+2δℓ,1,n+1(x)U
(a)
n+1(x; q) + Ξ1,2+2δℓ,1,n+1(x)U
(a)
n (x; q).
Next, multiplying the above expression by −Θℓ,n(x), and multiplying (24) by Θℓ,n+1(x), adding
and simplifying the resulting equations, we obtain (30). This completes the proof.
remark 3 Notice that 30 becomes 9 when λ = µ = 0.
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5 Holonomic second order q-difference equations
In this section, we find up to four different q-difference equations of second order that U
(a)
n (x; q)
satisfies. It is worth noting that these q-difference equations are no longer classical, in the sense
that all their polynomial coefficients depend on n, so we have different coefficients for every
different degree n that we consider. When dealing with differential equations, these kind of
equations are known in the literature as Holonomic second order differential equations (see,
for example [14]), so by natural extension we refer to them as Second order linear q-difference
equations.
It is also worth remarking the different nature of these four equations. The four of them are
linear second order difference equations. However, in two of them (see proposition 5), a unique
difference operator appears. We also point out the appearance of four regular singular points in
one of these two equations, more precisely for the choice ℓ = −1. Such points are 1, a, q and aq,
which appear to be intimately related to the problem. The two second difference equations (see
proposition 6) an analogous disquisition can be made concerning the singular points, which are
now the points 1, a, q−1 and aq−1. Moreover, the two last equations involve the two q−difference
operators previously mentioned, in contrast to the two first ones.
proposition 5 (2nd order holonomic eq. I) Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-Salam-
Carlitz I-Sobolev type polynomials defined by (21). Then, the following statement holds, for
ℓ = −1, 1,
Rℓ,n(x)D
2
qℓ
U
(a)
n (x; q) + Sℓ,n(x)DqℓU
(a)
n (x; q) + Tℓ,n(x)U
(a)
n (x; q) = 0, n ≥ 0, (31)
where
Rℓ,n(x) = Θℓ,n(x)Θℓ,n(q
ℓx),
Sℓ,n(x) = Θℓ,n(x)
[
DqℓΘℓ,n(x)− Ξ2,1+2δℓ,1,n(q
ℓx)− Ξ1,2+2δℓ,1,n(x)
]
−
Θℓ,n(x)
[
Θℓ,n(x) + (q
ℓ − 1)xΞ1,2+2δℓ,1,n(x)
]
DqℓΞ1,1+2δℓ,1,n(x)
Ξ1,1+2δℓ,1,n(x)
,
and
Tℓ,n(x) = Ξ1,2+2δℓ,1,n(x)Ξ2,1+2δℓ,1,n(x)−Θℓ,n(x)DqℓΞ2,1+2δℓ,1,n(x)
+
Ξ2,1+2δℓ,1,n(x)
[
Θℓ,n(x) + (q
ℓ − 1)xΞ1,2+2δℓ,1,n(x)
]
DqℓΞ1,1+2δℓ,1,n(x)
Ξ1,1+2δℓ,1,n(x)
−Ξ1,1+2δℓ,1,n(q
ℓx)Ξ2,2+2δℓ,1,n(x).
Proof. In fact, from (28) we have
a
†
ℓ
[
aℓ
(
U
(a)
n (x; q)
)]
= a†ℓ
[
Ξ1,1+2δℓ,1,n(x)U
(a)
n−1(x; q)
]
. (32)
Then, applying (26) and (27) to left hand member of (32) we have
a
†
ℓ
[
aℓ
(
U
(a)
n (x; q)
)]
= a†ℓ
[
Θℓ,n(x)DqℓU
(a)
n (x; q)− Ξ2,1+2δℓ,1,n(x)U
(a)
n (x; q)
]
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= Θℓ,n(x)Dqℓ
[
Θℓ,n(x)DqℓU
(a)
n (x; q)− Ξ2,1+2δℓ,1,n(x)U
(a)
n (x; q)
]
−Ξ1,2+2δℓ,1,n(x)Θℓ,n(x)DqℓU
(a)
n (x; q) + Ξ1,2+2δℓ,1,n(x)Ξ2,1+2δℓ,1,n(x)U
(a)
n (x; q).
Next, using (5) we arrive
a
†
ℓ
[
aℓ
(
U
(a)
n (x; q)
)]
= Θℓ,n(x)Θℓ,n(q
ℓx)D2qℓU
(a)
n (x; q)
+ Θℓ,n(x)
[
DqℓΘℓ,n(x)− Ξ2,1+2δℓ,1,n(q
ℓx)− Ξ1,2+2δℓ,1,n(x)
]
DqℓU
(a)
n (x; q) (33)
+
[
Ξ1,2+2δℓ,1,n(x)Ξ2,1+2δℓ,1,n(x)−Θℓ,n(x)DqℓΞ2,1+2δℓ,1,n(x)
]
U
(a)
n (x; q).
On the other hand, applying (27) to right hand member of previous equation and using (5),
after some manipulations, we deduce the following
a
†
ℓ
[
Ξ1,1+2δℓ,1,n(x)U
(a)
n−1(x; q)
]
=
Θℓ,n(x)
[
Θℓ,n(x) + (q − 1)xΞ1,2+2δℓ,1,n(x)
]
DqℓΞ1,1+2δℓ,1,n(x)
Ξ1,1+2δℓ,1,n(x)
DqℓU
(a)
n (x; q) (34)
+
[
Ξ1,1+2δℓ,1,n(q
ℓx)Ξ2,2+2δℓ,1,n(x)
−
Ξ2,1+2δℓ,1,n(x)
[
Θℓ,n(x) + (q − 1)xΞ1,2+2δℓ,1,n(x)
]
DqℓΞ1,1+2δℓ,1,n(x)
Ξ1,1+2δℓ,1,n(x)
]
U
(a)
n (x; q).
Finally, equaling (33) and (34) we arrived to the desired result.
proposition 6 (2nd order holonomic eq. II) Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-Salam-
Carlitz I-Sobolev type polynomials defined by (21). Then, the following statement holds, for
ℓ = −1, 1,
Rℓ,n(x)D
2
qℓ
U
(a)
n (x; q) + Sℓ,n(x)Dq−ℓU
(a)
n (x; q) + T ℓ,n(x)U
(a)
n (x; q) = 0, n ≥ 0, (35)
where
D
2
qℓ
=


DqDq−1 , ℓ = −1,
Dq−1Dq, ℓ = 1,
and
Rℓ,n(x) = Rℓ,n(q
−ℓx), Sℓ,n(x) = Sℓ,n(q
−ℓx) + (q−ℓ − 1)xTℓ,n(q
−ℓx), T ℓ,n(x) = Tℓ,n(q
−ℓx).
Proof. Combining (4) with (31), and then using (3) we get
qℓRℓ,n(x)D
2
q−ℓ
(U(a)n )(q
ℓx; q) + Sℓ,n(x)Dq−ℓU
(a)
n (q
ℓx; q) + Tℓ,n(x)U
(a)
n (x; q) = 0.
Next, replacing x by q−ℓx and using (6), yields
Rℓ,n(q
−ℓx)D2qℓU
(a)
n (x; q) + Sℓ,n(q
−ℓx)Dq−ℓU
(a)
n (x; q) + Tℓ,n(q
−ℓx)U(a)n (q
−ℓx; q) = 0,
which is (35). This completes the proof.
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6 Jacobi Fractions and Al-Salam-Carlitz I-Sobolev type poly-
nomials
In this section, we state some fresh results relating the elements in the family of orthogonal
polynomials {U
(a)
n (x; q)}n≥0 and Jacobi fractions. Basic concepts and the main properties related
to continued fractions, in particular with Jacobi fractions, and orthogonal polynomials can be
found in [9], Chapter 3, for instance. In this section, we use our original result (30) to
consider J−fractions in a more general sense than in the previous text.
Given two sequences of polynomials with complex coefficients {an(x)}n≥1 and {bn(x)}n≥0,
the J−fraction associated to the previous sequences is the formal expression
b0(x) +
a1(x)
b1(x) +
a2(x)
b2(x)+
a3(x)
b3(x)+···
. (36)
For all n ≥ 0, the n-th convergent associated to the previous J−fraction is given by
b0(x) +
a1(x) |
| b1(x)
+ · · ·+
an(x) |
| bn(x)
:= b0(x) +
a1(x)
b1(x) +
a2(x)
b2(x)+···+
an(x)
bn(x)
.
The formal continued fraction (36) is usually denoted by
b0(x) +
a1(x) |
| b1(x)
+ · · · +
an(x) |
| bn(x)
+ · · ·
proposition 7 Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-Salam-Carlitz I-Sobolev type polyno-
mials defined by (21). Then, {U
(a)
n (x; q)}n≥0 is the sequence of denominators of the sequence of
n-th convergents of the J-fraction
βˆℓ,0(x) +
γˆℓ,1(x) |
| βˆℓ,1(x)
+
γˆℓ,2(x) |
| βˆℓ,2(x)
+ · · ·+
γˆℓ,n(x) |
| βˆℓ,n(x)
+ · · · , (37)
where βˆℓ,n(x) = βℓ,n−1/αℓ,n−1 and γˆℓ,n(x) = γℓ,n−1/αℓ,n−1 for all n ≥ 1, and any fixed βˆ0,n(x) ∈
C[x].
Proof. We recall from (30) that the sequence of Al-Salam-Carlitz I-Sobolev type polynomials
defined by (21) satisfy the following recurrence formula:
U
(a)
n (x; q) = βˆℓ,n(x)U
(a)
n−1(x; q) + γˆℓ,n(x)U
(a)
n−2(x; q), U
(a)
−1(x; q) = 0, U
(a)
0 (x; q) = 1, n ≥ 1,
where βˆℓ,n(x) and γˆℓ,n(x) are defined as in the statements of the result. We define the sequence
of polynomials {N
(a)
n (x)}n≥−2 by the shifted recursion
N (a)n (x; q) = βˆℓ,n(x)N
(a)
n−1(x; q) + γˆℓ,n(x)N
(a)
n−2(x; q), N
(a)
−2 (x; q) = 0, N
(a)
−1 (x; q) = 1, n ≥ 0.
Consequently, one has that
N
(a)
0 (x; q) = βˆℓ,0(x), U
(a)
0 (x; q) = 1,
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Also, for n = 1 we have
N
(a)
1 (x; q) = βˆℓ,0(x)βˆℓ,1(x) + γˆℓ,1(x), U
(a)
1 (x; q) = βˆℓ,1(x),
which entail that
N
(a)
1 (x; q)
U
(a)
1 (x; q)
= βˆℓ,0(x) +
γˆℓ,1(x)
βˆℓ,1(x)
.
Let n = 2. Then, it holds that
N
(a)
2 (x; q) = βˆℓ,2(x)N
(a)
1 (x; q)+γˆℓ,2(x)βˆℓ,2(x)N
(a)
0 (x; q) = βˆℓ,0(x)[βˆℓ,1(x)βˆℓ,2(x)+γˆℓ,2(x)]+βˆℓ,2(x)γˆℓ,1(x),
and
U
(a)
2 (x; q) = βˆℓ,2(x)U
(a)
1 (x; q) + γˆℓ,2(x)U
(a)
0 (x; q) = βˆℓ,1(x)βˆℓ,2(x) + γˆℓ,2(x).
Therefore, we derive
N
(a)
2 (x; q)
U
(a)
2 (x; q)
= βˆℓ,0(x) +
γˆℓ,1(x)
βˆℓ,1(x) +
γˆℓ,2(x)
βˆℓ,2(x)
.
A recursion argument determines the n-th convergent of the J-fraction in (37), which coincides
with N
(a)
n (x;q)
U
(a)
n (x;q)
, and the proof can conclude.
An analogous result can be stated relating the denominators of the convergents of a J-fraction
and the sequence of Al-Salam-Carlitz I-Sobolev type polynomials.
proposition 8 Let {U
(a)
n (x; q)}n≥0 be the sequence of Al-Salam-Carlitz I-Sobolev type polyno-
mials defined by (21). Then, the polynomial U
(a)
n+1(x; q) is the numerator of the n-th convergent
of the J-fraction
β˜ℓ,0(x) +
γ˜ℓ,1(x) |
| β˜ℓ,1(x)
+
γ˜ℓ,2(x) |
| β˜ℓ,2(x)
+ · · ·+
γ˜ℓ,n(x) |
| β˜ℓ,n(x)
+ · · · ,
for all n ≥ 0. Here, β˜ℓ,n(x) = βˆℓ,n+1(x) =
βℓ,n(x)
αℓ,n(x)
and γ˜ℓ,n(x) = γˆℓ,n+1(x) =
γℓ,n(x)
αℓ,n(x)
, for all
n ≥ 0.
Proof. The recursion (30) can be written in the form
U
(a)
n+1(x; q) = β˜ℓ,n(x)U
(a)
n (x; q) + γ˜ℓ,n(x)U
(a)
n−1(x; q), U
(a)
−1(x; q) = 0, U
(a)
0 (x; q) = 1, n ≥ 0.
We define the sequence {M
(a)
n }n≥−1 by
M(a)n (x; q) = β˜ℓ,n(x)M
(a)
n−1(x; q)+γ˜ℓ,n(x)M
(a)
n−2(x; q), M
(a)
−1(x; q) = 0, M
(a)
0 (x; q) = 1, n ≥ 1.
Consequently, for n = 0 we have
U
(a)
1 (x; q) = β˜ℓ,0(x) M
(a)
0 (x; q) = 1,
whereas for n = 1 we have
U
(a)
2 (x; q) = β˜ℓ,0(x)β˜ℓ,1(x) + γ˜ℓ,1(x), M
(a)
1 (x; q) = β˜ℓ,1(x).
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Therefore, one can write the quotient
U
(a)
2 (x; q)
M
(a)
1 (x; q)
= β˜ℓ,0(x) +
γ˜ℓ,1(x)
β˜ℓ,1(x)
.
For n = 2 we have
U
(a)
3 (x; q) = β˜ℓ,0(x)[β˜ℓ,1(x)β˜ℓ,2(x)+γ˜ℓ,2(x)]+β˜ℓ,2(x)γ˜ℓ,1(x), M
(a)
2 (x; q) = β˜ℓ,1(x)β˜ℓ,2(x)+γ˜ℓ,2(x).
Thus,
U
(a)
3 (x; q)
M
(a)
2 (x; q)
= β˜ℓ,0(x) +
γ˜ℓ,1(x)
β˜ℓ,1(x) +
γ˜ℓ,2(x)
β˜ℓ,2(x)
.
A recursion argument allows to conclude the result.
Following a similar argument, the next result holds.
corollary 1 Let n ≥ 1. Then, for ℓ = −1, 1 one has
U
(a)
n+1(x; q)
U
(a)
n (x; q)
=
n∑
i=1
γ˜ℓ,i(x)
n∏
h=i+1
β˜ℓ,h(x),
with the last term in the previous sum being reduced to γ˜ℓ,n.
Proof. It can be derived from the fact that ωn =
U
(a)
n+1(x;q)
U
(a)
n (x;q)
satisfies that ωn+1 = β˜ℓ,n+1(x) +
γ˜ℓ,n+1(x)/ωn, for all n ≥ 0, and a recursion argument.
7 Examples and further comments
In this section, we illustrate the theory with some explicit first elements in {U
(a)
n (x; q, j)}n≥0.
Let j = 2. We have
U
(a)
0 (x; q, 2) = 1, U
(a)
1 (x; q, 2) = x− a− 1,
U
(a)
2 (x; q, 2) = x
2 + (−aq − a− q − 1)x+ a2q + aq + a+ q,
U
(a)
3 (x; q, 2) = x
3 + a2x
2 + a1x+ a0,
where
a2 = −
Zqa
3q4 (q; q)2 + Zqa
2q4 (q; q)2 − Zqa
3q (q; q)2 − aλ q
4
Zqa2q2 (q; q)2 − Zqa
2q (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
−
−Zqa
2q (q; q)2 − 3 aλ q
3 − µ q4 − 4 aλ q2 − 3µ q3 − 3 aλ q − 4µ q2 − aλ− 3µ q − µ
Zqa2q2 (q; q)2 − Zqa
2q (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
,
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a1 =
Zqa
4q5 (q; q)2 + Zqa
3q5 (q; q)2 + Zq a
3q4 (q; q)2 + Zqa
2q5 (q; q)2 − Zqa
4q2 (q; q)2 − a
2λ q5
Zqa2q2 (q; q)2 − Zqa
2 (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
−Zqa
3q2 (q; q)2 − 3 a
2λ q4 + a2µ q4 − Zqa
3q (q; q)2 − Zqa
2q2 (q; q)2 − 4 a
2λ q3 + 3 a2µ q3 − µ q5
Zqa2q2 (q; q)2 − Zqa
2 (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
−3 a2λ q2 + 4 a2µ q2 + λ q4 − 3µ q4 − a2λ q + 3 a2µ q + 3λ q3 − 4µ q3 + a2µ+ 4λ q2
Zqa2q2 (q; q)2 − Zqa
2 (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
−3µ q2 + 3λ q − µ q + λ
Zqa2q2 (q; q)2 − Zqa
2 (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
,
and
a0 = −
Zqa
5q5 (q; q)2 − Zqa
5q4 (q; q)2 + Zqa
4q5 (q; q)2 + Zqa
3q5 (q; q)2 + Zqa
2q5 (q; q)2 − a
3λ q5
Za2q2 (q; q)2 − Zqa
2q (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
−
−Zqa
4q2 (q; q)2 − Zqa
2q4 (q; q)2 − 2 a
3λ q4 + a3µ q4 − Zqa
3q2 (q; q)2 − a
3λ q3 + 3 a3µ q3
Zqa2q2 (q; q)2 − Zqa
2q (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
−
+a2µ q4 + 3 a3µ q2 + 3 a2µ q3 + aλ q4 − µ q5 + a3µ q + 4 a2µ q2 + 3 aλ q3 + λ q4
Zqa2q2 (q; q)2 − Zqa
2q (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
−
−2µ q4 + 3 a2µ q + 4 aλ q2 + 3λ q3 − µ q3 + a2µ+ 3 aλ q + 3λ q2 + aλ+ λ q
Zqa2q2 (q; q)2 − Zqa
2q (q; q)2 − λ q
2 − µ q2 − 2λ q − 2µ q − λ− µ
,
with Zq =
(
q, a, a−1q; q
)
∞
.
Let j = 3. We have
U
(a)
0 (x; q, 3) = 1, U
(a)
1 (x; q, 2) = x− a− 1,
U
(a)
2 (x; q, 3) = x
2 + (−aq − a− q − 1)x+ a2q + aq + a+ q,
U
(a)
3 (x; q, 3) = x
3 + (−aq2 − aq − q2 − a− q − 1)x2 + (a2q3 + a2q2 + aq3 + a2q + 2aq2
q3 + 2aq + q2 + a+ q)x− a3q3 − a2q3 − a2q2 − aq3 − a2q − aq2 − q3 − aq,
We observe that in the case of j = 2, 3, it holds that the nature of the polynomials is much
simpler for j > n. This is due to the definition of the polynomials. Indeed, observe that
Djqx
n(x; q) ≡ 0, for j > n.
This can be proved directly from the definition of the differential operator Dq applied on any
monomial. Therefore, given j ≥ 1, one has that U
(a)
n (x; q, j) coincides with U
(a)
n (x; q) for all
0 ≤ n < j. The values of λ, µ are irrelevant for these first polynomials in the sequence. This
phenomenon can also be observed in different points through the work. More precisely, the
representation (16) of U
(a)
n (x; q) in terms of U
(a)
n (x; q) is made in terms of the quantities ∆
(i)
j,n(a),
for i = 1, 2. The definition of these two elements is made in terms of the determinant of a matrix
with a null column for j > n. Therefore, formula (16) states the coincidence of Al-Salam-Carlitz
I polynomials and the Sobolev type polynomials. This property is also directly observed at the
Fourier coefficients an,k.
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We also remark that the choice of λ = µ = 0 provides U
(a)
n (x; q, j) = U
(a)
n (x; q) for every n.
We observe this is the case for the polynomial U
(a)
3 (x; q, 2), which is given by
U
(a)
3 (x; q, 2) = x
3 + (−aq2 − aq − q2 − a− q − 1)x2 + (a2q3 + a2q2 + aq3
+ a2q + 2 aq2 + q3 + 2 aq + q2 + a+ q)x− a3q3 − a2q3 − a2q2 − aq3 − a2q − aq2 − q3 − aq,
after evaluation at λ = µ = 0.
Figure 1: U
(−1)
n (x;
1
2 , j) for j = 2 (left) and j = 3 (right) for n = 0, 1, . . . , 5
8 Conclusions and open problems
Using well known techniques, we provide up to four different versions of the second order q-
difference equations satisfied by the monic polynomials {U
(a)
n (x; q, j)}n≥0, orthogonal with re-
spect to a Sobolev-type inner product associated to the Al-Salam–Carlitz I orthogonal polyno-
mials. The studied inner product involves an arbitrary number of q-derivatives, evaluated on the
two boundaries of the orthogonality interval of the Al-Salam–Carlitz I orthogonal polynomials.
We gave two representations for U
(a)
n (x; q, j), one as a linear combination of two consecutive Al-
Salam–Carlitz I orthogonal polynomials, and other as a 3φ2 series. We state not only as usual,
but two different versions of structure relations, which lead to the corresponding ladder opera-
tors, which help us to find up to four different versions of the second order linear q-difference
equation satisfied by U
(a)
n (x; q, j). Finally, as a truly original contribution to the literature,
we obtained a three term recurrence formula with rational coefficients satisfied by U
(a)
n (x; q, j),
which is the key point to establish an appealing generalization of the so-called J-fractions to the
framework of Sobolev-type orthogonality. As problems to be addressed in a future contribution,
we consider to analyze the effect of having two mass points, each one on a different side of
the bounded orthogonality interval, in the parity of the corresponding Sobolev-type orthogo-
nal sequence. We also whish to carry out an in-depth analysis on the zero behavior of these
polynomials, as well as to study several of their asymptotic properties.
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