Using Arakelov geometry, we compute the partition function of the noncompact free boson at genus two. We begin by compiling a list of modular invariants which appear in the Arakelov theory of Riemann surfaces. Using these quantities, we express the genus two partition function as a product of modular forms, as in the well-known genus one case. We check that our result has the expected obstruction to holomorphic factorization and behavior under degeneration.
Introduction
The free boson is one of the simplest and most well-studied examples of a conformal field theory. It involves a scalar field ϕ(z,z) with action 2
The partition function turns out to be given by a simple geometric quantity on X g -the determinant of the Laplacian. The path integral is evaluated by analogy to the finite-dimensional case:
Of course we must specify a regularization scheme to make sense of this expression, and the result will depend on that choice as well as the choice of metric on the surface. At genus zero (C or CP 1 ) there are no nontrivial parameters for this quantity to depend on, so (1.2) can be normalized to 1. When we move to higher genus Riemann surfaces, however, the determinant of the Laplacian begins to depend on the moduli describing the surface.
For the torus C (Z + τ Z) with a flat metric this quantity is both simple and familiar -it is readily given in terms of a modular invariant constructed from the Dedekind eta function
Moving to genus two and beyond, we encounter additional complication. We must face the fact that our conformal symmetry has developed an anomaly. In particular, this means that Z g can no longer be expressed as the norm squared of something holomorphic. The obstruction to this factorization is given by the Liouville-type action, written in terms of the surface metric g zz as [1] X d 2 z log g zz ∂ z ∂z log g zz .
(
1.4)
We see immediately why this was not a problem at genus one -the torus admits a globally flat metric, rendering (1.4) trivial. Despite these wrinkles, the structure of (1.2) is well-understood for general g. In fact, one can write down an expression for Z g (up to normalization) in terms of theta functions, the one-forms on X and Green's functions [2] :
(1.5)
Here the z i and w are points on X, and this expression assumes an Arakelov metric and zeta function regularization. We define the requisite notions of theta functions, divisors, one forms ω i , the Abel map A and the Riemann vector K in the Appendix A. The Arakelov metric and Green's function G are defined in Section 2. We have written the potentially intimidating expression (1.5) before defining most of its constituent quantities primarily to give the reader a point of comparison between the well-known (1.3) and the more general case. In order to make (1.5) more approachable, let us verify that it at least produces the expected result for g = 1. In that case, we have
(1.6)
Up to constants, we have for the torus G(z, w) = θ(z − w) ⋅ (Imτ ) −1 4 η −1 and ω = (Imτ ) −1 2 η −2 [3] . Noting these relations, we have agreement between (1.3) and (1.5).
One might wonder about Z 2 . After all, on a genus two surface we still have good control over the algebraic geometry -all genus two surfaces are hyperelliptic, and the moduli are in one-to-one correspondence with the period matrix. One might rightfully expect Z 2 to have a description, analogous to (1.3), in terms of modular invariants of X 2 . We should expect to see the Liouville action (1.4) appear in such an expression. The purpose of this paper is to provide such expressions of Z 2 . Recently there has been an increased interest in higher genus surfaces following the resurgence of the modular bootstrap program [4] [5] [6] , and an explicit form of Z 2 might be of interest for such investigations. Additionally, the modular invariants we collect here from the mathematical literature (a number of which have already begun to see physical application) may be of use to other physicists.
In Section 2 we introduce the requisite computational tools from Arakelov geometry. This is followed by a listing of invariants which will be useful to us. Section 3 then uses this machinery to compute the quantity Z 2 . We find multiple equivalent expressions in terms of different invariants. In Section 4 we examine some critical properties of Z 2 based on our results. Section 5 concludes with a summary and brief look at the prospects for higher genera. The Appendix A provides an overview of the requisite algebraic geometry. Those less familiar with the subject may wish to begin the paper there, otherwise it is intended as a reference.
Arakelov Geometry and Invariants
In its broadest form, Arakelov geometry provides an intersection theory for arithmetic surfaces. This has facilitated the generalization of certain results, notably the Riemann-Roch theorem, to arithmetic varieties [7] . The Arakelov theory involves a particular choice of metric, leading to a Green's function which in turn provides the intersection number. These objects form the foundation of our calculational framework, though we are more concerned with the convenient structure they give to our Riemann surfaces than any questions of intersection theory per se.
Our basic conventions and the required notions of algebraic geometry are laid out in the Appendix A. We can define a canonical (1,1)-form on X g as follows [8] :
Noting that i ∫ X ω i ∧ω j = 2Imτ ij , it follows that µ is normalized over our surface:
On the Jacobian we can define a similar form
The Abel map A ∶ X → J(X) gives us, under the usual pullback of forms, the relation gµ = A * ν. The Haar measure on the Jacobian (regarded as the topological group C g (Z g + τ Z g )) is given by ν g g!.
From µ we can define the Arakelov Green's function as the unique function G(z, w) satisfying [9] • G(z, w) = G(w, z).
(2.3)
• G has a zero of order one for z = w.
• For z ≠ w, ∂ z∂z G(z, w) = πiµ zz .
Further, we can define the Arakelov metric 2g zz dzdz by requiring its curvature to be proportional to µ:
The Arakelov metric, Arakelov Green's function and (the norm of) the prime form on X are related by
With these basic ingredients we can now define a number of invariants of Xthese are quantities which depend on the surface itself, so in particular (and most relevant from the CFT point of view) are modular invariants. In the mathematical literature such invariants are most often defined in terms of bundles over X. Here instead we will present them either in terms of explicit formulas or by their relationships to other invariants. We also suppress dependence on τ in writing these expressions; it will return later when we want to emphasize their role as modular objects. 3 • We begin with the delta invariant δ(X) of Faltings [3] , which will be of great use to us. For our purposes a sufficient definition is [8] exp
Here the norm det ω i (z j ) is defined by
This expression should look familiar -comparing the above with (1.5), we see that δ is related to Z g , a fact that we will later utilize.
• We have, due to Bost, a formula for the Arakelov Green's function [10] ,
where A is an invariant. Noting (2.3) and (2.4), one readily calculates A as
where Θ is the theta divisor. Translation invariance of ν guarantees that A does not depend on the choice of q.
At genus two, we can usefully rewrite A by noting the parameterization of Θ given by (A.14). This allows us to pull back the inner integral into one over X. Choosing q such that A(q) − K gives a half period ∆, we arrive at
where the result does not depend on the specific choice of ∆.
• Let h ∆ be a spinor corresponding to the odd, nonsingular spin structure ∆.
C is independent of ∆ (see [11] , Appendix A).
• Another invariant, due to De Jong [12] , is
Translation invariance on J(X) ends up guaranteeing that the result is windependent.
• There is then an invariant T (X) which relates S(X) to δ(X):
For hyperelliptic surfaces T is proportional to the discriminant modular form, which in turn can be expressed as a product of theta functions. Relationships like (2.14) will be extremely important, as they ultimately allow us to express partition functions in terms of more tractable quantities.
• We have a quantity similar to S, but defined by integration over the Jacobian of X [13] :
(2.15)
• We can get an invariant from derivatives of θ as follows [14] : take g points z i ∈ X g . Let D j be the divisor of degree g − 1 given by D j = ∑ i≠j z i . We can define a function (not to be confused with the Jacobian J(X)) independent of the basepoint of the Abel map
The derivative is with respect to the jth component of the theta argument. The norm of J is given as
We can form an invariant by integrating this over X g :
• Though we will not use it in this paper, we mention as well the KawazumiZhang invariant ϕ, which satisfies [13] ϕ
It has recently played a pivotal role in the explicit calculation of superstring amplitudes at genus two [11] , from which this paper draws inspiration.
Partition Functions from Invariants
At genus one we were able to get Z 1 from (1.5) by plugging in explicit expressions for the constituent quantities as modular forms. At genus two we no longer have such expressions readily available. Instead, we must exploit the relationships presented in the previous section. We've seen from (1.5) and (2.7) that Faltings' delta invariant must be linked to the determinant of the Laplacian, hence the free boson partition function. The precise relation is [12] 
where the determinant is understood to be zeta-function regularized, everything is calculated in the Arakelov metric, and c(g) is some constant 4 depending only on genus. We can now utilize the connection of δ(X) to other invariants, many of which can be calculated explicitly, to express partition functions.
Z 1
Let us quickly verify that this method produces the expected results for genus one. There we see, from (2.14) and (3.1), that our partition function is simply proportional to a power of T :
T (X 1 ) is given, up to constants, by (Imτ ) −3 2 η(τ ) −6 [12] , so we find the expected result
At genus two we can again start from (2.14), but now we have a nontrivial factor of S appearing. It will be more convenient for us to work with H than S for the non-factorizing terms. Luckily, it turns out that S(X 2 ) and H(X 2 ) satisfy a relation of the form S(X 2 ) = χ 10
with χ 10 as given in (A.13). T (X 2 ) is proportional to χ 10 −5 16 [12] , so after combining everything the exact relation is δ(X 2 ) = −16 log 2π + 12 log 2 − log χ 10 − 4 log H(X 2 ) (3.5)
which gives, up to normalization,
We can simplify this expression a little further. Using a technique from [11] , whose notation we borrow, we extract the det Imτ term from the norm (A.10) of the theta function in H, and the remaining factor of exp [−πImA(z) ⋅ τ −1 ⋅ ImA(z)] is recast as a real-valued characteristic with (A.15). This leads to
where the integration is taken over a square, unit 4-torus.
In total, then, our expression for Z 2 as a modular form becomes
We note that det Imτ is a modular form of weight (−1, −1), χ 10 is of weight (5, 5) and Φ(τ ) is of weight (1 2, 1 2), so one can quickly check that we indeed have a modular invariant Z 2 (τ ). This is the 'nice' form of Z 2 that we have been seeking, in that it is given in terms of simple modular objects (as a reminder, χ 10 is nothing more than the product of 10 theta functions). (3.9) is our main result, and the remaining section will be dedicated to understanding some critical properties of it.
Alternative forms of Z 2
Due to the many relations between invariants of X, we can express Z 2 in a number of ways. While (3.9) seems the most straightforward, different expressions may offer different insights. The expressions below are, once again, not necessarily normalized.
As we began with above, Z 2 can be expressed in terms of S(X 2 ) instead of H(X 2 ). We find
From this we could obtain an expression similar to (3.9), with integration over X instead of J(X).
We can also opt to include θ derivatives through the invariant B(X) defined in (2.18). δ(X 2 ) can expressed purely in terms of A(X 2 ) and B(X 2 ) [10], leading to
Noting the relation (4.7) below, this is alternatively expressed as
4 Properties of Z 2
Holomorphic Obstruction
Our main expression (3.9) for Z 2 does not factorize holomorphically, as expected. Specifically, it is the term Φ, coming from the invariant H(X), that does not admit factorization. We would like to relate this term to the known form of the obstruction in the physics literature, the Liouville action. We begin by restating the expression (1.4), and will be setting g = 2: 5
By the definition (2.5) of the Arakelov metric this is (we have passed to integration over the (1,1)-form µ by replacing dz 2 with idz ∧ dz)
Now consider (2.6). If we apply ∫ X 2 2 µ(z)µ(w) to each side, the left-hand side vanishes by the property (2.4) of G(z, w). We are left with
from which S L takes the form
We use the explicit expression (A.21) for the prime form to write log E(z, w)
(4.5) We recognize that (4.4) can be written in terms of invariants as
which lets us combine everything to express (3.6) in terms of the Liouville action and terms that factorize holomorphically as
Degeneration
In order to relate the genus two partition function to its genus one counterpart, we can consider a situation where our surface X 2 degenerates to the tori X 1 and X ′ 1
connected by a long, thin tube. This is referred to as a separating degeneration, and it is at a boundary of moduli space. We will find that the genus two partition function diverges here, but does so in a prescribed way. Specifically, we have due to Wentworth the result that δ(X) has the asymptotic behavior [8] lim
where the requisite form of the degeneration parameter t ′ is described below. Since δ directly relates to the partition function, we can read from (4.9) the expected form of Z 2 's degeneration. We would like to check that our result (3.9) respects this behavior, and furthermore use it as a nontrivial check of normalization.
As our surface X 2 degenerates with a naïve real degeneration parameter t → 0, we will take the period matrix to have the form
where τ 1 and τ 2 will be the complex structure parameters of the resulting tori. Under this degeneration, we have the following leading order behavior of the quantities in (3.9) [11] [15] :
As mentioned, t is not quite the correct degeneration parameter. We do not want our expressions to depend on the choice of local coordinates on the degenerating surfaces. As explained in [8] , the reparameterization-invariant (to first order) combination we should take is
Since our genus two surface carries the Arakelov metric, the resulting two tori should have respective Arakelov metrics, which at genus one is given by g zz = 4π 2 η(τ ) 4 . Our degeneration parameter is then
Combining the degenerations (4.11)-(4.13), we find the leading order t → 0 behavior of Z 2 to be
matching exactly with (4.9). We have, up to the expected divergence, exactly the product of two genus one partition functions, with no extraneous multiplicative constants. 6 Thus we claim that our expression (3.9) for Z 2 is properly normalized.
Conclusion
By making use of the Arakelov theory of Riemann surfaces, notably the many related modular invariant quantities therein, we have found a simple expression for the noncompact genus two free boson partition function in terms of modular objects:
To the best of our knowledge, such an expression does not yet exist in the literature. In equation (4.8), we related its failure to factorize holomorphically to the expected form of the Liouville action. By understanding the expected form of its separating degeneration we formulated a criterion for Z 2 to be normalized, and checked that our expression satisfied this. Certainly, questions remain. It is not immediately clear why the Liouville action appears with a coefficient of 1 36π in (4.8), or moreover why the entire expression seems naturally to take the form of a ninth root. One might wonder if similar expressions would manifest at higher genus. In fact, it's natural to wonder how much of this analysis extends to genus three and above. While we can make use of some of the same relations ((2.14), for instance, holds at arbitrary genus), many invariants only assume simplified forms for hyperelliptic surfaces. An analysis for arbitrary genus may yet lead to expressions more insightful than (1.5), but seems unlikely to produce results as explicit as (5.1). We leave detailed investigation of these matters to future work.
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A Algebraic Geometry
Taking our surface X g to have genus g ≥ 1, we pick a canonical basis of 2g homology cycles a i and b i , normalized under the intersection product ○ as
Similarly, we have a canonical basis for cohomology given by the collection of one-forms ω i , i = 1, ..., g with periods along the a and b cycles of X given by
where the period matrix τ ij is symmetric with positive definite imaginary part. 7 It generalizes the complex structure constant τ from genus one, relating the periods of the one-forms to the moduli of the surface. Above genus three, however, the number of free parameters in the period matrix exceeds the number of moduli, so the map ceases to be one-to-one [16] .
A choice of canonical homology basis is not unique. From (A.1), we see that the intersection products are of the form
Any change of basis leaving the right-hand side of (A.3) invariant produces a new canonical basis. Such a transformation is given by an element of Sp(2g; Z) -these are the modular transformations of our surface, and can be written as
Under such a transformation, the one-forms and period matrix change as
General modular functions are classified by their weights: an object of weight (n, m) acquires a factor of
At genus one we're familiar with the torus C (Z + τ Z). At higher genus we can consider the an analogous construction, yielding a torus of complex dimension g:
). This 2g-torus, known as the Jacobian (or Jacobi variety) J(X) of X, turns out (despite the mismatch in dimensions) to be essential to formulating the algebraic geometry of X. In particular, given a point z ∈ X and a fixed reference point z 0 ∈ X, we have an embedding X → J(X) known as the Abel map
The Abel map extends from single points to divisors, which are formal weighted sums of points on the surface. The general form of a divisor D consisting of d points
with n i ∈ Z. The quantity ∑ i n i is called the degree of the divisor. The Abel map of a divisor is then given by
A.1 Theta Functions
We define Siegel theta functions for arbitrary genus in terms of a complex g-vector y and complex g by g matrix τ by
These functions are quasi-periodic with respect to the Jacobian lattice Z g + τ Z g . We can define a function which is truly periodic and modular invariant by the norm
which has the property θ(y
It will also be useful to write theta functions with characteristics as
One usually takes half-integer characteristics (δ, ǫ) ∈ (
, although sometimes we will consider extending this definition to real characteristics, in which case we allow (δ, ǫ) ∈ (R g ) 2 .
The functions θ δ ǫ (0 τ ) are known as theta constants. Defining the parity of a half-integer characteristic as 4(δ ⋅ ǫ) mod 2, one can show that theta constants of odd parity vanish, the familiar example being θ 1 2 1 2 (0 τ ) = 0 at genus one. At genus two it will be useful to consider [17] 
where the product is taken over the ten even parity theta constants. χ 10 is the unique cusp form of genus two and weight (10, 10) , meaning that the coefficient of the constant term in its Fourier series vanishes. Furthermore, we define its modular invariant norm as
In order to associate a theta function with a Riemann surface, we take τ to be the period matrix and y to be the g-vector A(D) for some divisor D. Of interest is the so-called theta divisor Θ, the set of points y ∈ J(X) such that θ(y τ ) = 0. Θ is given in terms of g − 1 points on X and a quantity known as the Riemann vector K. Specifically, we have
for all z i ∈ X, and this parameterizes the entirety of Θ [18] . We will not need the precise form of K. We do note that, while the quantities A(∑ g−1 i=1 z i ) and K individually depend on the choice of basepoint for the Abel map, the combination appearing in (A.14) is independent of this choice. It is common practice to write theta functions as directly depending on points on X, leaving the Abel map implicit. For clarity, we opt where possible to leave it explicit.
Note that theta functions with characteristics can be written as θ δ ǫ (y τ ) = exp 2πi 1 2 δ ⋅ τ ⋅ δ + δ ⋅ z + δ ⋅ ǫ θ (y + ǫ + τ δ τ ) . In this way, odd characteristics define points of the Jacobian where the theta function vanishes, which are half-periods of the Jacobian lattice. Note that this characterization of the zeroes of θ has no dependence on the Abel map, so in particular does not rely on a basepoint.
A.2 The Prime Form
In this section we suppress the τ -dependence of our expressions to better match the literature. We establish a condensed notation for theta functions evaluated at half-periods, combining ǫ and δ into one object ∆:
θ ∆ (y) ≡ θ(y + ∆) = θ(y + ǫ + τ δ).
(A.17)
Let ∆ correspond to an odd, nonsingular 8 characteristic. Define the holomorphic differential
where z is some local coordinate on X. It is straightforward to show that ω ∆ (z) vanishes where θ ∆ (A(z)) does; in fact, ω ∆ has double zeroes at those points. It is sensible to define a square root of ω ∆ ,
which is a half-differential or spinor, having now single zeroes commensurate with θ ∆ . 9 We are now prepared to write down the prime form,
where the notation indicates the nonobvious fact that E does not depend on the choice of ∆ (provided it's odd and nonsingular). The prime form is the generalization of the function z − w to arbitrary Riemann surfaces, and is useful for constructing meromorphic functions on those surfaces [8] .
As with theta functions, we can define a norm of E that is single-valued on the Jacobian: E(z, w) ≡ exp −πIm 
