Abstract-Support Vector Machines (SVM) is originally designed for binary classification. To extend it to multi-class scenario, a typical conventional way is to decompose an Mclass problem into a series of two-class problems, for which one-against-all is the earliest and one of the most widely used implementations. However, certain theoretical analysis reveals a drawback, i.e., the competence of each classifier is totally neglected when the results of classification from the multiple classifiers are combined for the final decision. To overcome this limitation, this paper introduces reliability measures into the multi-class framework. Two measures are designed: static reliability measure (SRM) and dynamic reliability measure (DRM). SRM works on a collective basis and yields a constant value regardless of the location of the test sample. DRM, on the other hand, accounts for the spatial variation of the classifier's performance. Based on these two reliability measures, a new decision strategy for the one-against-all method is proposed, which is tested on benchmark data sets and demonstrates its effectiveness.
I. INTRODUCTION Support Vector Machines (SVM) is a state-of-the-art learning machine based on the structural risk minimization induction principle [1] , which has achieved superior performance in a wide range of applications [2] - [5] . However, SVM is originally designed for binary classification and the extension of SVM to the multi-class scenario is still an ongoing research topic [6] . The conventional way for the purpose is to decompose an M-class problem into a series of two-class problems and construct several binary classifiers. The earliest and one of the most widely used implementations is the oneagainst-all method, which constructs M SVM classifiers with the ith one separating class i from all the remaining classes. One problem with this method, however, is that when the M classifiers are combined to make the final decision, the classifier that generates the highest value from its decision function is selected as the winner and the corresponding class label is assigned without considering the competence of the classifiers. In other words, the outputs of the decision function are employed as the only index to indicate how strong a sample belongs to the class. The underlying assumption for doing so is that the classifiers are totally trustable and equally reliable, which does not always hold in multi-class cases. Evidently, the obtained boundary in Fig. 1 (b) fits exactly the true boundary and therefore the corresponding classifier is more accurate and reliable than that in Fig. I (c). However, they are equally trusted at the classification stage by the oneagainst-all method, which may hurt the overall classification accuracy. From this point of view, we speculate that it be advantageous to introduce the discrimination among the SVM classifiers. As will be revealed in Section III, this conjecture finds the theoretical support when we revisit the one-against method in the framework of Dempster-Shafer (D-S) theory [7] . Another contribution of this paper is the introduction of the reliability measure for the binary SVM based on the estimated classification accuracy. Two measures are designed: static reliability measure (SRM) and dynamic reliability measure (DRM). As the name suggests, SRM works in an off-line manner and the result is a constant value regardless of the location of the test sample. DRM, on the other hand, measures the classifier's reliability in a local region surrounding the test sample. As a result, DRM accounts for the spatial variation of the classifier's performance but is not as computationally simple as SRM. Based on these two reliability measures, we further propose a new decision strategy for the one-against-all approach to take the classifier's competence into account. The proposed method has been tested on four UCI data sets and better classification performance has been obtained.
The rest of the paper is organized as follows. First, Section II gives a brief introduction of SVM. The traditional one-againstall approach is also reviewed in Section II and it is restudied using D-S theory in Section III. Then Section IV proposes two (2) where ei are called slack variables that are related to the soft margin, and C is the tuning parameter used to balance the importance of the margin and the training error. Both optimization problems (1) and (2) can be solved by introducing the Lagrange multipliers ai to transform them to quadratic programming problems.
For the applications where linear SVM dose not produce satisfactory performance, nonlinear SVM is suggested. The basic idea is to map x by nonlinearly mapping ¢(x) to a much higher dimensional space in which the optimal hyperplane is found. The nonlinear mapping can be implicitly defined by introducing the so-called kernel function K(xi,xj) which computes the inner product of vectors 4(xi) and 4(xj). The typical kernel functions include the radial basis function 
The major difference between the traditional one-against-all method and the proposed one is the way they fuse the outputs from the M SVM classifiers. Apparently, the fusion rule expressed in Eq. (5) is pretty heuristic. However, as we will show in this section, it can be reasoned in the framework of D-S theory. By doing so, the motivation of our new approach can be better understood and deeper insights into its superiority can be obtained.
A. Dempster-Shafer Theory
Dempster-Shafer theory is a theory of evidence that provides a formalism for beliefs (in hypotheses) representation and aggregation. For convenience, this section only recalls the key concepts and leave the details [7] to the interested readers.
Given a set of hypotheses Q = {HI,H2,...7Hk}, let 2Q be the power set, which consists of the possible 2k subsets of Q.
An element r E 20 is a group of hypotheses and is referred as a proposition, whose basic possibility of occurrence is represented by a so-called basic probability assignment (BPA). A belief function, Bel(P) of a proposition P is defined by Bel(P) = , m(p). pEP
Dempster's rule of combination states that BPA's which correspond to two independent sources of evidence, say, ml and m2, can be fused to yield a new BPA m via
PinPj=P where K-I = I -XPfnpj=, ml(Pi)m2(Pj SVMi is applied to x, the resulted classification produces a piece of evidence supporting certain hypothesis. First of all, let us define a BPA function mi on Q based on the result of the ith classification SVM,(x) = sign(fi(x)) = yi.
When yf, = 1, it is reasonable to increase our belief in the hypothesis "x belongs to class i', and the larger fi(x) the stronger the belief. However, this piece of evidence does not provide 100% certainty and therefore only part of it is committed to the hypothesis Hi. The rest of the belief should be given to the proposition Q as a whole because the statement "x does not belong to class i' does not imply any other hypothesis in particular. The BPA mi is therefore defined as 1 -exp(-Ifi(x)I) = 3i, if Xr = {Hi}; mi(7) = exp(-1f1(x)I)=l-1-i, ifr=Q; Using the training error Remp to estimate R is a straightforward method which has been adopted in many applications.
However, as pointed out in [8] - [ 10] , when the number of the training samples is relative small with respect to the dimensionality of the feature vector X, a small Remp does not guarantee a small generalization error R. An upper bound of R is given in [8] - [10] , and one advantage of SVM is that minimizing the objective function will also minimize this upper bound [8] - [10] . In 
VI. EXPERIMENTAL RESULTS
The proposed approach has been applied to the multi-class data sets obtained from the UCI repository of machine learning [13] , and demonstrates its advantage over the conventional counterpart. This section reports the experimental results on four data sets that exhibit certain varieties, i.e., the number of classes to be differentiated and the kernel function to be used. The first data set is the image segmentation data. Each sample has 19 continuous attributes, which are collected from a 3 x 3 region of an outdoor image. There are seven classes to classify: brickface, sky, foliage, cement, window, path, and grass. The training set consists of 210 samples with 30 per class while the size of the test set is 2100 with 300 samples per class. The polynomial kernel with d = 1, which has been reported as a good choice for the image segmentation data [14] , is adopted as the kernel function. Fig. 2(a) shows the classification errors yielded by using the decision functions f(x) (the conventional one-against-all method), SRM and DRM, respectively. The errors are plotted by including the classes one by one (in alphabet order). As one can see, SRM and DRM always lower the error percentage and DRM performs the best. 
B. Wine Recognition Data Set
The second experiment is conducted on wine recognition data set. The data contains the results of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. It provides 178 samples in total, which is distributed into 3 classes. Each sample has 13 continuous attributes. Linear SVM is trained using 128 samples that are randomly chosen from the set and its performance is tested on the rest 50 instances. The process is repeated for 100 times, and the averaged errors is plotted in Fig. 2(b) .
C. Iris Plant Data Set
The iris plant data set is a small set yet one of the best-known data sets to be found in the pattern recognition literature. It contains 3 classes of 50 instances each, where each class refers to a type of iris plant. The class iris setosa is linearly separable from iris Versicolour and iris Virginica while the latter two are linearly nonseparable. Similar to the previous data set, linear SVM is adopted. The classification errors, as shown in Fig. 2(c) , is obtained by leave-one-out cross validation.
D. Letter Recognition Data Set
The last data set is the letter recognition data. This data set contains 20000 samples, each of which corresponds to one of the 26 capital letters in the English alphabet. 16 integervalued features such as statistical moments and edge counts are provided to represent each letters. Typically the first 16000 samples are used as the training data and the remaining 4000 as the test data. After experimenting with different kernel functions, the RBF is found to be the best choice for this 26-class problem. Yielding a total of 3.98% misclassifications, all the 26 classifiers perform well, and therefore SRM and DRM are only able to reduce the errors to 3.97% and 3.77% respectively as shown in Fig. 2(d) and Table I .
VII. CONCLUSIONS
One-against-all, which constructs M binary classifiers to differentiate each class from all the rest, is a conventional yet widely used method to extend SVM from the binary to M-class classification. Its decision strategy, which treats all the SVM classifiers equally, has been under study in this paper. We (13) Recalling that the combination is commutative, we assume SVMi(x) = 1 for 1 < i < 1, and SVMi(x) =-1 for 1 < i < M, which yields m = m+ m-, One can check that in this case Bel({H1}) > Bel({H;}) if i < 1 and j > 1. In other words, the winning class will comes from those that generate positive results. Furthermore, for 1 < i,j < I it also satisfies that Bel({H,}) > Bel({Hj}) iff p3i > 3j, or equivalently the wining class i* should be i* = argmax Bel({H}) = argmax 3i = argmax fi(x). (33) i=l,...,M i=l,.,l i=l,...li
Since f5(x) < 0 for l < i < M, Eq. (33) can be rewritten as i*= argmax fi(x) = arg max fi(x), f,(x).O i=1,...,M which yields Eq. (13) .
