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Abstract
An application of the “generalized Zernike or disc polynomials”, recently introduced in the literature, is shown, resorting to
the Lie algebra based investigation of the dynamics of quantum systems driven by two-mode interaction Hamiltonians. Further
properties of the associated “disc functions” are deduced. Also, a generalization of the disc polynomials towards the Hahn
polynomials is suggested.
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1. Introduction
In a recent paper [18], Wu¨nsche has introduced the “generalized Zernike or disc polynomials” Pαm,n(z, z
∗),
generalizing to pairs of complex conjugate variables (z, z∗), the real-domain relation of the Zernike polynomials
to the Jacobi polynomials.
The ordinary 1D Zernike polynomials R|m−n|m+n (r) are related to the Jacobi polynomials P
(α,β)
l (u) in the form
rn−m P(0,n−m)m (2r2 − 1). Accordingly, the generalized Zernike polynomials Pαm,n(z, z∗) are understood in [18] as
2D polynomials of the independent variables z and z∗, involving as well the Jacobi polynomials in the form
z∗ n−m P(α,n−m)m (2zz∗ − 1).
In this connection, it is worth noting that the use of complex variables (z, z∗) instead of cartesian ones to achieve
results connected with Zernike polynomials was already suggested in [8]. In that article, within the general context of
the problem of determining the vector or tensor field from the integral information, an inversion formula is derived on
the basis of singular value decomposition for the fan-beam transform of tensor fields, the formulation of the Zernike
polynomials in the complex plane being aimed at constructing the orthonormal polynomial basis of solenoidal tensor
fields.
In [18] it was hoped that the generalized Zernike polynomials could find applications “in quantum optics after
the properties of these polynomials became better known than before and are available in a form applicable for
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direct use.” In the same vein, we show in this note that the generalized Zernike polynomials, or more precisely the
associated functions, naturally arise in relation with the dynamics of two-mode interaction processes. For illustrative
purposes we consider the frequency conversion and the parametric amplification, which are examples of second-order
non-linear optical processes, occurring when an intense beam of light (the pump wave) passes through a non-linear
optical material, such as Potassium Dihydrogen Phosphate (KDP) or Beta Barium Borate (BBO). Both processes,
which should more properly be referred to as sum and difference frequency generation, respectively, essentially
involve a powerful pump laser, a seed beam, the “signal”, which is considerably weaker than the pump beam and
of different frequency, and a concurrent beam, the “idler”, ensuring the conservation of energy. According to whether
the signal frequency is greater or less than the pump frequency, the interaction process results in the transfer of photons
from the pump and the idler to the signal (frequency conversion) or from the pump to both the signal and the idler
(parametric amplification).
Under the basic assumptions of an intense pump wave, which hence can classically be treated, and looking at the
photon dynamics of the signal and the idler mode, one sees that the frequency conversion can be regarded as a one-
photon process, the signal and the idler mode being respectively populated and depopulated by one single photon,
or vice versa. Correspondingly, the parametric amplifier is seen as a two-photon process, implying the simultaneous
creation or annihilation of both a signal and an idler photon.
Accordingly, from a formal viewpoint, it turns out that the two processes respectively lead to su(2) and
su(1, 1) algebraic structures, the respective Hamiltonian operators belonging to the su(2) and the su(1, 1) algebra,
whose generators, in fact, can appropriately be realized in terms of the boson creation and annihilation operators
aˆ and aˆĎ, relative to the two modes, through raising–lowering (and lowering–raising) and raising–raising (and
lowering–lowering) couplings, respectively.
Then, resorting to the results of Refs. [4,5,16], it is straightforward to show that the evolution of the two-mode wave
function, in both the Fock state and the su(2)/su(1, 1) discrete representation, is determined by functions having as a
substantial part the “disc functions”, introduced in [18].
The outline of the paper is as follows. In Section 2 we will briefly review the definition of the generalized Zernike
polynomials and the associated orthonormal functions as introduced in [18]. In Section 3 we will show that the
disc functions naturally arise in connection with the dynamics of idealized two-mode interaction processes, like the
frequency conversion and the parametric amplification. The analysis is based on the Lie algebra based time-ordering
technique, as proposed in [17] and further developed in [4,5,16], a brief account of which is given in the Appendix. In
Section 4, just following the correspondence between the disc functions and the described two-mode dynamics, with
the consequent interpretation of the function parameters m, n and α, we will deduce interesting contiguous relations
for the disc functions involving the pairs (n, α), (m, α), or only α. Such relations will enrich the wide collection of
recurrence relations with respect to m and n, deduced and discussed in [18], where an SU (1, 1) ⊗ SU (1, 1) group
structure has been associated with the disc polynomials and functions. Finally, in the conclusion (Section 5) the limit
relations with the 2D Laguerre polynomials and functions, and then with the Bessel functions of the first kind are
recalled. Correspondingly, further generalization towards the discrete Hahn polynomials is suggested by virtue of the
limit relation between Jacobi polynomials and discrete Hahn polynomials.
2. Generalized Zernike or disc polynomials: The definition from [18]
The generalized Zernike or disc polynomials Pαm,n(z, z
∗) have been introduced in [18] (see Eq. (2.1) there) through
the following definition
Pαm,n(z, z
∗) = n!α!
(n + α)! z
m−n P(α,m−n)n (2zz∗ − 1) =
m!α!
(m + α)! z
∗n−m P(α,n−m)m (2zz∗ − 1)
= zm z∗n 2 F1
(
−m,−n;α + 1; 1− 1
zz∗
)
(2.1)
for non-negative values of the integers m and n: m, n = 0, 1, 2, . . . , and real values of the parameter α: α > −1.
Here, z and z∗ are complex conjugate variables: z = x + iy = reiϕ and z∗ = x − iy = re−iϕ , with r2 = x2 + y2 and
e2iϕ = zz∗ . Furthermore, P(α,β)l (u) represents the Jacobi polynomials and 2 F1(a, b; c; u) the hypergeometric function.
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The representation of the Jacobi polynomials we are concerned with is as follows [13,18]:
P(α,β)l (u) =
1
2l
l∑
j=0
(
l + α
j
)(
l + β
l − j
)
(u + 1) j (u − 1)l− j , (2.2)
and, as is well known, satisfies the orthogonality relation∫ 1
−1
(1− u)α(1+ u)β P(α,β)l ′ (u)P(α,β)l (u)du = δl ′,l
2α+β+1
2l + α + β + 1
(l + α)!(l + β)!
l!(l + α + β)! , (2.3)
for R(α) > −1 and R(β) > −1.
The two representations in (2.1) of the disc polynomials Pαm,n(z, z
∗), involving the Jacobi polynomials with
exchanged roles of the integers m and n, directly follow from the well-known inversion and sign-change relations
of the Jacobi polynomials with respect to the parameters α and β, i.e.
P(α,β)m (x) = (−)m P(β,α)m (−x)
P(h,β)m (x) =
(
m + h
h
)/(
m + h + β
h
)(
x − 1
2
)−h
P(−h,β)m+h (x), h ∈ N.
(2.4)
Finally, the third representation in terms of the hypergeometric function is a consequence of one of the several
expressions of the Jacobi polynomials in terms of the hypergeometric series 2 F1.
In the case α = 0 the resulting disc polynomials P0m,n(z, z∗) turn out to be related to the usual Zernike polynomials,
being indeed (Eq. (2.15) in [18])
P0m,n(z, z
∗) = ei(m−n)ϕR|m−n|m+n (
√
zz∗), (2.5)
where, of course,
√
zz∗ = r and R|m−n|m+n (r) denote the 1D radial Zernike polynomials [3,23]. In this regard, we refer
the reader to Section 4 of [8] for a primary derivation of the properties of the Zernike polynomials formulated in the
complex plane. As is well known, Zernike polynomials enter the wavefront aberration theory and so find applications
in connection with optical imaging and metrology-related issues.
An accurate analysis of the basic properties of the disc polynomials (2.1), like the recurrence relations with respect
to the indices m and n, the differential equations they obey, the generating functions and so on, has been developed
in [18], where also the explicit expressions of the polynomials up to m+ n = 7 for the values α = ± 12 , 0, 1 have been
reported.
In particular, as a straightforward consequence of the orthogonality property (2.3) of the Jacobi polynomials, the
orthogonality relation obeyed by the Pαm,n(z, z
∗)’s over the unit disc in the complex plane (zz∗ ≤ 1) with respect to
the weight function (1− zz∗)α has been deduced. Explicitly (Eq. (3.4) in [18])
i
2
∫
zz∗≤1
dz × dz∗(1− zz∗)α
[
Pαm′,n′(z, z
∗)
]∗
Pαm,n(z, z
∗) = [N αm,n]−1 δm,m′δn,n′ (2.6)
with the constant N αm,n being
N αm,n ≡
m + n + α + 1
pi
(
m + α
α
)(
n + α
α
)
, (2.7)
and the convergence holding in general for R(α) > −1.
Accordingly, the orthonormal disc functions pαm,n(z, z
∗) associated with (2.1) have been introduced in [18] as
(Eq. (3.5) there)
pαm,n(z, z
∗) = (N αm,n)
1
2 (1− zz∗) α2 Pαm,n(z, z∗), (2.8)
and the relative properties accurately investigated as well.
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Furthermore, in accordance with the well-known limit relation
lim
α→∞ P
(α,β)
l
(
2u
α
− 1
)
= (−)l L(β)l (u), (2.9)
where L(β)l (u) denotes the Laguerre polynomial, in [18] the link of the disc polynomials (2.1) and functions (2.8)
respectively with the “special 2D Laguerre polynomials Lm,n(z, z∗) and functions lm,n(z, z∗)” has been shown. This
was introduced and studied by Wu¨nsche [19–22] through the definitions:
lm,n(z, z
∗) = 1√
m!n!pi e
− zz∗2 Lm,n(z, z∗),
Lm,n(z, z
∗) = (−1)nn!zm−n L(m−n)n (zz∗) = (−1)mm!z∗ n−m L(n−m)m (zz∗)
=
min(m,n)∑
j=0
(−1) j m!n!
j !(m − j)!(n − j)! z
m− j z∗ n− j .
(2.10)
We will see in the next section that the disc functions (2.8) naturally relate to the dynamics of quantum systems
driven by two-mode interaction Hamiltonians, turning into the special 2D Laguerre functions lm,n(v, v∗) when the
photon number of one of the two modes becomes increasingly large.
3. Disc functions and two-mode interaction processes
As examples of quantum processes that can be modelled by two-mode interaction Hamiltonians, we may consider
quadratic parametric processes, such as frequency conversion and parametric amplification, under the approximation
of negligible losses and intense pump field, which can be classically treated.
One is therefore faced with the solution of the Schro¨dinger equation
ih¯
∂
∂t
ψ(t) = Ĥψ(t), (3.1)
for the wave function ψ(t) of the two modes of the generally multiresonant system which are coupled by the intense
pump field at frequency ω, and commonly denoted as signal mode with frequency ω1 and idler mode at ω2.
The quantum Hamiltonian
Ĥ = Ĥ0 + ĤI, (3.2)
comprises the Hamiltonian of the free modes Ĥ0 and the interaction term ĤI, both being bilinear in the ω1 and ω2
boson field operators (̂a1, â
Ď
1) and (̂a2, â
Ď
2), for which indeed[̂
a1, â
Ď
1
]
= 1,
[̂
a2, â
Ď
2
]
= 1, (3.3)
the other commutation relations vanishing. Specifically, whereas
Ĥ0 = h¯ω1âĎ1 â1 + h¯ω2âĎ2 â2, (3.4)
the structure of ĤI is determined by the nature of the coupling mechanism between the two modes. Explicitly, one
may write [12]
Ĥ(c)I = h¯κc(̂aĎ1 â2e−i[(ω1−ω2)t+ϕc] + h.c.)
Ĥ(a)I = h¯κa(̂aĎ1 âĎ2e−i[(ω1+ω2)t+ϕa] + h.c.)
(3.5)
for the frequency converter and the parametric amplifier, respectively.
Apart from the specific meaning of the various quantities entering the above expressions, which is indeed of
little relevance in the present context, it is worth noting that the coupling mechanisms inherent in the scattering
processes, described by (3.5), basically resort to the su(2) and su(1, 1) algebras. It is in fact evident that the dynamical
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symmetry group underlying the frequency converter interaction Hamiltonian Ĥ(c)I is the SU (2) group. The appearance
of the boson operators aˆ and aˆĎ in Ĥ(c)I conforms to the well-known two-mode bosonic representation of the angular
momentum operators Ĵ+, Ĵ− and Ĵ3, i.e.
Ĵ+ = â1âĎ2, Ĵ− = âĎ1 â2, Ĵ3 =
1
2
(̂aĎ2 â2 − âĎ1 â1). (3.6)
the relevant commutation brackets being[
Ĵ+, Ĵ−
] = 2 Ĵ3, [ Ĵ3, Ĵ±] = ± Ĵ±. (3.7)
In other words, the interaction Hamiltonian Ĥ(c)I describes the transfer of energy from the idler to the signal (with
the associated annihilation of a pump photon at frequency ω) and from the signal to the idler (with the associated
creation of a ω-photon). Hence, the total number of photons of the two modes, and so the number operator
N̂ = âĎ1 â1 + âĎ2 â2, (3.8)
which commutes with the Ĵ ’s:
[N̂ , Ĵ3,±] = 0, is a constant of motion.
On the other hand, the parametric amplification amounts to the simultaneous generation of one ω1- and one
ω2-photon at the expense of the pump photon and to the simultaneous annihilation of one ω1- and one ω2-photon
with the consequent creation of one ω-photon. Accordingly, the appearance of the boson operators aˆ and aˆĎ in the
corresponding interaction Hamiltonian Ĥ(a)I is consistent with the two-mode bosonic realization of the su(1, 1) Lie
algebra, whose generators K̂+, K̂− and K̂3 can in fact be written as
K̂+ = âĎ1 âĎ2, K̂− = â1â2, K̂3 =
1
2
(̂aĎ1 â1 + â2âĎ2), (3.9)
with the commutation rules[
K̂+, K̂−
] = −2 K̂3, [K̂3, K̂±] = ±K̂±. (3.10)
Evidently, the difference between the photon numbers of the idler and signal modes is conserved, an equal number
of signal and idler photons being created (or annihilated) simultaneously with the consequent annihilation (or creation)
of an equal number of pump photons. In fact, the operator
N̂ = âĎ2 â2 − âĎ1 â1, (3.11)
which commutes with the K̂ ’s:
[
N̂, K̂3,±
] = 0, is a constant of motion.
Now let us turn to the question of the time evolution of the system wave functions ψc(t) and ψa(t) relative
to the frequency conversion and the parametric amplification process, respectively. It is evident that, in the Fock
representation, ψc(t) can be written as
ψc(t) =
n2∑
l=−n1
C (c)l (t) |n1 + l, n2 − l〉 , C (c)l (0) = δl,0 (3.12)
in accordance with the preservation at any time of the boson numberN = n1 + n2. In the above, it has been assumed
that at the initial time the system is in a pure state: ψc(0) = |n1, n2〉 = |n1〉|n2〉, and that n1 < n2.
According to the Lie algebraic time-ordering technique, proposed in [4,5,16], which resorts to the Wei–Norman
procedure [17], a brief account of which is given in the Appendix, the expressions of the coefficients Cl(t) in the
superposition (3.12) naturally lead to the disc functions (2.8), or more precisely their unnormalized versions. In fact,
suitably recasting the results in [4,5,16], we end up with
ψc(t) = (−)n1Dc(t)N
n2∑
l=−n1
c(c)l (t) |n1 + l, n2 − l〉 , (3.13)
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where
c(c)l (t) = (−)lei(n2−n1−l)ϕH(t) Φn2−n1−ln1,n1+l (G(t),G∗(t)), (3.14)
and
Dc(t) = e− i2 (ω1+ω2)t , ϕH(t) ≡ arg(H(t)). (3.15)
The functions Φαm,n(z, z
∗) introduced in (3.14) signify the unnormalized versions of the pαm,n(z, z∗)’s; specifically, we
have
Φαm,n(z, z
∗) =
√
m + n + α + 1
pi
pαm,n(z, z
∗). (3.16)
Furthermore, the ordering functions H(t) and G(t) entering (3.14) result in solutions of a set of two coupled non-
linear first-order differential equations [4,5,16], whose explicit expressions are of minor relevance here. In contrast, it
is worth recalling that H and G obey the relation
|H|2 + |G|2 = 1, (3.17)
at any time.
It is also worth evidencing the formal similarity between the frequency converter Hamiltonian and that describing
the dynamics of two-level atoms responding to an intense near-resonant e.m. field.
We finally note that similar expressions can be obtained in the usual discrete representation of the su(2) Lie algebra,
given by the set of orthonormal states1
Ssu(2) = {|p, j〉 , j = const; p ∈ [− j, j]} , (3.18)
with j being any integer or half-integer number. In that case, indeed, the wave function writes as
ψc(t) =
j+p∑
l=− j−p
C˜ (c)l (t) |p + l, j〉 , C˜ (c)l (0) = δl,0. (3.19)
The explicit expression of the coefficients C˜ (c)l (t) can straightforwardly be inferred from (3.13) and (3.14), once we
recognize the relation of the quantum number j to the conserved number of bosons: j = N2 , and of p to the difference
of the photon numbers between the idler and the signal at the initial time: p = n2−n12 (evidently, p is the eigenvalue
of Ĵ3 in the initial state ψc(0)).
On the other hand, as to the parametric amplifier, the system wave function ψa(t) in the Fock state representation
can be written as
ψa(t) =
∞∑
l=−n1
C (a)l (t) |n1 + l, n2 + l〉 , C (a)l (0) = δl,0 (3.20)
in accordance with the preservation at any time of the difference of photons N = n2 − n1. As before, it has been
assumed, that at the initial time the system is in a pure state: ψa(0) = |n1, n2〉 = |n1〉|n2〉, and that n1 < n2.
According to the results in [4,5,16], we obtain
ψa(t) = ei2n2ϕL(t)Da(t)NL(t)
∞∑
l=−n1
c(a)l (t) |n1 + l, n2 + l〉 , (3.21)
where
c(a)l (t) = eilϕF (t) Φln1,n2(L(t),L∗(t)), (3.22)
1 We use here the symbol p instead of the generally used m in order to avoid confusion with the parameters of the functions (2.8) or (3.16).
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and
Da(t) = e− i2 (ω2−ω1)t , ϕL(t) ≡ arg(L(t)), ϕF (t) ≡ arg(F(t)). (3.23)
Also, the ordering functions L(t) and F(t) are solutions of a set of two coupled non-linear first-order differential
equations [4,5,16], and obey at any time the relation
|L|2 − |F |2 = 1. (3.24)
Similarly, in terms of the complete orthonormal basis in the discrete representation of the su(1, 1) Lie algebra,
given by the set
Ssu(1,1) = {|h, k〉 , k = const; h = 0, 1, 2 . . .} , (3.25)
where k is the Bargmann index, the wave function can be written as
ψa(t) =
∞∑
l=−h
C˜ (a)l (t) |h + l, k〉 , C˜ (a)l (0) = δl,0, (3.26)
the relative coefficients C˜ (a)l (t) being deducible from (3.21) and (3.22) due to the relation of the Bargmann index k
and the integer h respectively to the constant of motion N: k = 12 (N + 1), and to the signal photon number at the
initial time: h = n1.
Inspecting Eqs. (3.14) and (3.22), we see that in the case of both the frequency converter and the parametric
amplifier the disc functions, entering the expressions of the coefficients in the pertinent Fock state superpositions,
involve Jacobi polynomials having integer values of the parameter α, which also may become negative, because
negative may also become the parameter β. This trouble can easily be overcome by exploiting the inversion and
sign-change relations of the Jacobi polynomials with respect to the parameters α and β, as reported in (2.4).
4. SU(2)- and SU(1, 1)-like contiguous relations for the disc functions Φαm,n
Evidently, according to whether the functions Φαm,n , defined in (3.16), emerge in connection with the su(2)- or
su(1, 1)-like dynamics, and hence in the form as in (3.14) or as in (3.22), the corresponding parameters m, n and
α turn out to have definite interpretations and roles. Indeed, just following the correspondence between the Φαm,n’s
and the above described two-mode dynamics, we will be able to deduce interesting contiguous relations for the
Φαm,n’s involving n and α, m and α, or only α. Such contiguous relations will give in turn further meaning to the
applications of the Φαm,n’s in physical as well as mathematical context. Also, they add to the wide collection of
recurrence relations with respect to the integers m and n, deduced and discussed in [18] for the disc polynomials (2.1)
and relative orthonormal functions (2.8), which accordingly have been associated with an SU (1, 1)⊗ SU (1, 1) group
structure.
Before continuing, let us write down the explicit expressions of the functions Φαm,n(z, z
∗) which we will deal with
in the following, i.e.
Φαm,n(z, z
∗) =
√
n!
m!
(m + α)!
(n + α)! z
m−n(1− zz∗) α2 P(α,m−n)n (2zz∗ − 1)
=
√
m!
n!
(n + α)!
(m + α)! z
∗ n−m(1− zz∗) α2 P(α,n−m)m (2zz∗ − 1), (4.1)
and note that they satisfy the orthogonality relation
i
2
∫
zz∗≤1
dz × dz∗
[
Φαm′,n′(z, z
∗)
]∗
Φαm,n(z, z
∗) = δm,m′δn,n′ pi
α + m + n + 1 . (4.2)
For the sake of convenience we will use the same terminology as in [18], and so we will refer to the Φαm,n’s as disc
functions, notifying however that in [18] the disc functions are intended to be the orthonormal pαm,n’s. Here we prefer
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to work with the Φαm,n’s, since as seen in Section 3 they naturally arise in connection with the physical models that in
a sense motivated the paper.
Evidently, the Φαm,n’s can be separated into a phase-dependent (or, angular) part, having the simple complex
exponential form, and a modulus-dependent (or, radial) part. In fact, setting z = reiϕ , one obtains
Φαm,n(z, z
∗) = e−i(n−m)ϕRαm,n(r), (4.3)
with
r = √zz∗, eiϕ =
√
z
z∗
, (4.4)
and the radial function Rαm,n(r) being
Rαm,n(r) =
√(
m + α
α
)/(
n + α
α
)
rm−n(1− r2)α/2 P(α,m−n)n (2r2 − 1)
=
√(
n + α
α
)/(
m + α
α
)
rn−m(1− r2)α/2 P(α,n−m)m (2r2 − 1). (4.5)
Functions of the type (4.5) have been considered in [6], where the possibility of giving closed form expressions to
sums of products of special functions, and so in particular to sums of products of functions like (4.5), was investigated.
According to the discussion in Section 3, it becomes evident that such sums are of some relevance, for instance, in
connection with the photon statistics of two-level systems. We will comment further on this issue later.
Let us firstly consider the frequency converter. We see from (3.14) that the parameters m and n of the involved disc
functions represent the photon numbers of the signal mode respectively at the initial time t = 0: m = n1, and at a
subsequent time t (6= 0): n = n1 + l, at which l photons are transferred from the idler to the signal (0 < l ≤ n2) or
vice versa, from the signal to the idler (−n1 ≤ l < 0). As to the parameter α, different interpretations are workable;
one can, for instance, consider α as the difference between the photon number n2 − l of the idler mode at time
t (corresponding to the signal photon number n1 + l) and the photon number n1 of the signal at the initial time.
Alternatively, α can also be understood as giving the difference between the photon number n2 of the idler mode at
the initial time and that of the signal at time t , i.e. n1+l. In any case, both n and α are related to the number of photons
l exchanged between the two modes. Hence, a variation of l of unity amounts to a simultaneous variation of n and α of
opposite signs, as it should be in conformity to the SU (2)-like dynamics, which (3.14) pertains to. This suggests the
possibility of deducing “SU (2)-type” contiguous relations for the Φαm,n’s involving the parameters n and α, the latter
being in general real, for fixed m. In fact, due to the fact that for the first of the two representations of Φαm,n in (4.1), for
fixed m, n determines the β-parameter of the Jacobi polynomials, we can exploit the contiguous relations specifically
linking P(α,β)l (u) and the derivative
d
du P
(α,β)
l (u) to P
(α+1,β−1)
l (u) and P
(α−1,β+1)
l (u). Thus, after changing from u to
2zz∗ − 1, which implies that ddu → 14 ( 1z∗ ∂∂z + 1z ∂∂z∗ ), we find that over the unit disc in the complex plane the function
Φαm,n is linked to the contiguous functions Φ
α+1
m,n−1 and Φ
α−1
m,n+1 through
(1− zz∗)−1/2 [αzz∗ + (n − m)(1− zz∗)]Φαm,n(z, z∗)
= √n(α + m + 1)z∗Φα+1m,n−1(z, z∗)+√(n + 1)(α + m)zΦα−1m,n+1(z, z∗),
(1− zz∗)1/2
(
z
∂
∂z
+ z∗ ∂
∂z∗
)
Φαm,n(z, z
∗)
= √n(α + m + 1)z∗Φα+1m,n−1(z, z∗)−√(n + 1)(α + m)zΦα−1m,n+1(z, z∗).
(4.6)
The above are paralleled by similar relations involving the parameters m and α for fixed n, which can be deduced,
for instance, because
Φαm,n(z, z
∗) = [Φαn,m(z, z∗)]∗ = Φαn,m(z∗, z).
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In fact, one has
(1− zz∗)−1/2 [αzz∗ + (m − n)(1− zz∗)]Φαm,n(z, z∗)
= √m(α + n + 1)zΦα+1m−1,n(z, z∗)+√(m + 1)(α + n)z∗Φα−1m+1,n(z, z∗),
(1− zz∗)1/2
(
z
∂
∂z
+ z∗ ∂
∂z∗
)
Φαm,n(z, z
∗)
= √m(α + n + 1)zΦα+1m−1,n(z, z∗)−√(m + 1)(α + n)z∗Φα−1m+1,n(z, z∗).
(4.7)
Evidently, taking into account (4.4) according to which r ∂
∂r = z ∂∂z + z∗ ∂∂z∗ , relations (4.6) and (4.7) can easily be
turned into contiguous relations for the radial functions Rαm,n(r), as defined in (4.5).
It is worth noting that the SU (2)-like structure of the above relations, suggested indeed by the complementary
interplay of the raising and lowering-type appearance of the pairs (α, n) and (α,m), respectively, is confirmed by the
commutation brackets of the relative parameter-dependent raising and lowering operators. In fact, in accordance with
(4.6), we can define raising and lowering-like operators, acting simultaneously and in a complementary way on α and
n. Explicitly, we write
Ĵ (α,n)+ (z, z∗) =
αz
2
√
1− zz∗ +
√
1− zz∗ ∂
∂z∗
,
Ĵ (α,n)− (z, z∗) =
αz∗
2
√
1− zz∗ −
√
1− zz∗ ∂
∂z
,
(4.8)
the superscript (α, n) signifying the pair of parameters on which they act.
On deriving the above expressions, use has been made of the fact that the Hermitian operator z ∂
∂z − z∗ ∂∂z∗ acts on
the set of disc functions Φαm,n according to(
z
∂
∂z
− z∗ ∂
∂z∗
)
Φαm,n = (m − n)Φαm,n, (4.9)
and that it commutes with the product zz∗. It is evident that
Ĵ (α,n)+ (z, z∗)Φαm,n(z, z∗) =
√
n(α + m + 1)Φα+1m,n−1(z, z∗),
Ĵ (α,n)− (z, z∗)Φαm,n(z, z∗) =
√
(n + 1)(α + m)Φα−1m,n+1(z, z∗),
(4.10)
the raising and lowering action of the operators being referred to the parameter α, which is in turn accompanied by a
reverse action on the integer n.
The commutator
[
Ĵ (α,n)+ , Ĵ (α,n)−
]
defines the Hermitian operator Ĵ (α,n)3 , i.e.
Ĵ (α,n)3 (z, z∗) ≡
1
2
[
Ĵ (α,n)+ , Ĵ (α,n)−
]
= 1
2
α + 1
2
(
z
∂
∂z
− z∗ ∂
∂z∗
)
, (4.11)
for which
Ĵ (α,n)3 (z, z∗)Φαm,n(z, z∗) =
1
2
(α + m − n)Φαm,n(z, z∗), (4.12)
showing that the Φαm,n’s are eigenfunctions of Ĵ (α,n)3 (z, z∗) with eigenvalues 12 (α + m − n). As expected, in the light
of the interpretation of the parameters α,m, n, as illustrated before in relation to the SU (2)-like two-mode dynamics,
we see that the eigenvalues 12 (α + m − n) just signify the difference of photon numbers between the two modes (the
idler and the signal). Hence, (4.12) mirrors the action of the operator Ĵ3 on the Fock state |n1 + l, n2 − l〉.
It is easy to verify that the operators Ĵ (α,n)+ , Ĵ (α,n)− and Ĵ (α,n)3 obey the SU (2) commutation relations:[
Ĵ (α,n)+ , Ĵ (α,n)−
]
= 2Ĵ (α,n)3 ,
[
Ĵ (α,n)3 , Ĵ (α,n)±
]
= ±Ĵ (α,n)± . (4.13)
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The relative Casimir operator
Ĵ (α,n)0 ≡
(
Ĵ (α,n)3
)2 + 1
2
(
Ĵ (α−1,n+1)+ Ĵ (α,n)− + Ĵ (α+1,n−1)− Ĵ (α,n)+
)
(4.14)
acts on the Φαm,n’s to give
Ĵ (α,n)0 Φαm,n(z, z∗) = j ( j + 1)Φαm,n(z, z∗), j =
1
2
(α + m + n), (4.15)
thus reproducing the usual action of the Casimir operator on the unitary irreducible representation of the group
SU (2). The disc functions can therefore be pictured as “angular momentum”-like kets Φαm,n → | j, p〉 ≡∣∣∣ 12 (α + m + n), 12 (α + m − n)〉, the label j being interpretable, in the light of the photon dynamics of the two-mode
interaction, as one half of the (conserved) total number of photons.
Similarly, taking into account (4.7), raising and lowering operators with respect to α and m can be defined according
to
Ĵ (α,m)+ (z, z∗) =
αz∗
2
√
1− zz∗ +
√
1− zz∗ ∂
∂z
= Ĵ (α,n)+ (z∗, z),
Ĵ (α,m)− (z, z∗) =
αz
2
√
1− zz∗ −
√
1− zz∗ ∂
∂z∗
= Ĵ (α,n)− (z∗, z),
(4.16)
for which then
Ĵ (α,m)+ (z, z∗)Φαm,n(z, z∗) =
√
m(α + n + 1)Φα+1m−1,n(z, z∗),
Ĵ (α,m)− (z, z∗)Φαm,n(z, z∗) =
√
(m + 1)(α + n)Φα−1m+1,n(z, z∗).
(4.17)
As before, the commutator
[
Ĵ (α,m)+ , Ĵ (α,m)−
]
is used to define the Hermitian operator Ĵ (α,m)3 as
Ĵ (α,m)3 (z, z∗) ≡
1
2
[
Ĵ (α,m)+ , Ĵ (α,m)−
]
= 1
2
α − 1
2
(
z
∂
∂z
− z∗ ∂
∂z∗
)
= Ĵ (α,n)3 (z∗, z) (4.18)
the disc functions being the relative eigenfunctions:
Ĵ (α,m)3 (z, z∗)Φαm,n(z, z∗) =
1
2
(α + n − m)Φαm,n(z, z∗), (4.19)
with eigenvalues 12 (α + n − m).
Needless to say, the operators Ĵ (α,m)+ , Ĵ (α,m)− and Ĵ (α,m)3 obey as well the SU (2) commutation relations:[
Ĵ (α,m)+ , Ĵ (α,m)−
]
= 2Ĵ (α,m)3 ,
[
Ĵ (α,m)3 , Ĵ (α,m)±
]
= ±Ĵ (α,m)± . (4.20)
Also, it is interesting to note that the operators in the two sets
{
Ĵ (α,n)+ , Ĵ (α,n)− , Ĵ (α,n)3
}
and
{
Ĵ (α,m)+ , Ĵ (α,m)− , Ĵ (α,m)3
}
commute with each other, namely[
Ĵ (α,n)γ , Ĵ (α,m)γ ′
]
= 0, γ, γ ′ = +,−, 3. (4.21)
Now let us turn to discuss briefly the parametric amplifier. In that case, the parameters m, n and α of the disc
functions Φαm,n , ruling the wave function evolution according to (3.21), turn out to be just the initial photon number
of the signal: m = n1, of the idler: n = n2, and the photon number taken from the pump to the modes or vice
versa: α = l. Accordingly, any increment (or decrement) of l implies a corresponding increment (or decrement) of
the α-parameter of the disc functions. This suggests the identification of contiguous relations for the Φαm,n’s and the
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derivatives, involving only the parameter α, which relations are indeed found over the unit disc zz∗ ≤ 1 in the form
(1− zz∗)−1/2 [α + (α + n + m + 1)(1− zz∗)]Φαm,n(z, z∗)
= √(α + m + 1)(α + n + 1)Φα+1m,n (z, z∗)+√(α + m)(α + n)Φα−1m,n (z, z∗),
(1− zz∗)1/2
(
z
∂
∂z
+ ∂
∂z∗
z∗
)
Φαm,n(z, z
∗)
= √(α + m + 1)(α + n + 1)Φα+1m,n (z, z∗)−√(α + m)(α + n)Φα−1m,n (z, z∗),
(4.22)
which, as it should be, are invariant with respect to an exchange of the integers m and n.
As in the case of (4.6) and (4.7), relations (4.22) can equally be turned into a contiguous relation for the radial
functions Rαm,n(r).
The above can be referred to as SU (1, 1)-like contiguous relations because a raising or lowering action occurs
simultaneously on the quantities m + α and n + α (which in the light of the physical interpretation we are dealing
with means the photon numbers of the signal and the idler at time t 6= 0), and of the appearance of the derivative
operator in the form z ∂
∂z + ∂∂z∗ z∗, which reproduces the structure of the operator K̂3 = 12 (̂aĎ1 â1 + â2âĎ2) in view of the
correspondences z→ âĎ and ∂
∂z → â. Such a qualitative suggestion is supported by the algebraic structure, that (4.22)
naturally introduces. In fact, we may define parameter-dependent raising and lowering-like operators with respect to
α according to
K̂(α)+ (z, z∗) =
α
2
√
1− zz∗ +
α + 2n + 2
2
√
1− zz∗ +√1− zz∗z ∂
∂z
K̂(α)− (z, z∗) =
α
2
√
1− zz∗ +
α + 2n
2
√
1− zz∗ −√1− zz∗z∗ ∂
∂z∗
,
(4.23)
acting on Φαm,n as
K̂(α)+ (z, z∗)Φαm,n(z, z∗) =
√
(α + m + 1)(α + n + 1)Φα+1m,n (z, z∗),
K̂(α)− (z, z∗)Φαm,n(z, z∗) =
√
(α + m)(α + n)Φα−1m,n (z, z∗).
(4.24)
The commutator
[
K̂(α)+ , K̂(α)−
]
defines the Hermitian operator K̂(α)3 :
K̂(α)3 (z, z∗) ≡
1
2
[
K̂(α)+ , K̂(α)−
]
= 1
2
(2α + 2n + 1)+ 1
2
(
z
∂
∂z
− z∗ ∂
∂z∗
)
, (4.25)
whose commutation relations with K̂(α)+ and K̂(α)− enable us to identify an SU (1, 1)-like algebraic structure. We find
indeed[
K̂(α)+ , K̂(α)−
]
= −2K̂(α)3 ,
[
K̂(α)3 , K̂(α)±
]
= ±K̂(α)± . (4.26)
The Φαm,n’s are eigenfunctions of K̂(α)3 , being
K̂(α)3 (z, z∗)Φαm,n(z, z∗) =
1
2
(2α + m + n + 1)Φαm,n(z, z∗), (4.27)
whose eigenvalues, in the light of the interpretation of the parameters α,m, n, pertaining to the SU (1, 1)-like two-
mode dynamics, relate to the sum of the photon numbers of the two modes (the idler and the signal), and so (4.27)
mirrors the action of the operator K̂3 on the Fock state |n1 + l, n2 + l〉.
In addition, the relative Casimir operator
K̂(α)0 ≡
(
K̂(α)3
)2 − 1
2
(
K̂(α−1)+ K̂(α,n)− + K̂(α+1)− K̂(α)+
)
(4.28)
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acts on Φαm,n as
K̂(α)0 Φαm,n(z, z∗) = k(k − 1)Φαm,n(z, z∗), k =
1
2
(n − m + 1), (4.29)
which reproduces the usual action of the Casimir operator on the unitary irreducible representation of the
group SU (1, 1). The disc functions can therefore be put in correspondence with the kets Φαm,n → |p, k〉 ≡∣∣∣α + m, 12 (n − m + 1)〉, the Bargmann index k relating, in the light of the photon dynamics of the two-mode
interaction, to the (conserved) difference of photon numbers.
For the sake of completeness we also write down the three-term recurrences involving the parameters m and n. We
have, in fact, with respect to n the following relations[
n − m + (α + n + m + 1)zz∗]Φαm,n(z, z∗)
= √n(α + n)z∗Φαm,n−1(z, z∗)+√(n + 1)(α + n + 1)zΦαm,n+1(z, z∗),[
(1− zz∗)
(
z
∂
∂z
+ z∗ ∂
∂z∗
)
− zz∗
]
Φαm,n(z, z
∗)
= √n(α + n)z∗Φαm,n−1(z, z∗)−√(m + 1)(α + n + 1)zΦαm,n+1(z, z∗),
(4.30)
which amount to an SU (1, 1) algebra, the generators being
K̂(n)+ (z, z∗) =
α + 2n + 2
2
z∗ − (1− zz∗) ∂
∂z
,
K̂(n)− (z, z∗) =
α + 2n
2
z + (1− zz∗) ∂
∂z∗
,
K̂(n)3 (z, z∗) =
1
2
(α + 2m + 1)−
(
z
∂
∂z
− z∗ ∂
∂z∗
)
.
(4.31)
Their action on the disc functions is
K̂(n)+ (z, z∗)Φαm,n(z, z∗) =
√
(n + 1)(α + n + 1)Φαm+1,n(z, z∗),
K̂(n)− (z, z∗)Φαm,n(z, z∗) =
√
n(α + n)zΦαm−1,n(z, z∗),
K̂(n)3 (z, z∗)Φαm,n(z, z∗) =
[
n + α + 1
2
]
Φαm,n(z, z
∗).
(4.32)
Similarly, with respect to m we have[
m − n + (α + n + m + 1)zz∗]Φαm,n(z, z∗)
= √m(α + m)zΦαm−1,n(z, z∗)+√(m + 1)(α + m + 1)z∗Φαm+1,n(z, z∗),[
(1− zz∗)
(
z
∂
∂z
+ z∗ ∂
∂z∗
)
− zz∗
]
Φαm,n(z, z
∗)
= √m(α + m)zΦαm−1,n(z, z∗)−√(m + 1)(α + m + 1)z∗Φαm+1,n(z, z∗),
(4.33)
the associated SU (1, 1) algebra being identified by the operators
K̂(m)+ (z, z∗) =
α + 2m + 2
2
z − (1− zz∗) ∂
∂z∗
,
K̂(m)− (z, z∗) =
α + 2m
2
z∗ + (1− zz∗) ∂
∂z
,
K̂(m)3 (z, z∗) =
1
2
(α + 2n + 1)+
(
z
∂
∂z
− z∗ ∂
∂z∗
)
,
(4.34)
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for which
K̂(m)+ (z, z∗)Φαm,n(z, z∗) =
√
(m + 1)(α + m + 1)Φαm+1,n(z, z∗),
K̂(m)− (z, z∗)Φαm,n(z, z∗) =
√
m(α + m)zΦαm−1,n(z, z∗),
K̂(m)3 (z, z∗)Φαm,n(z, z∗) =
[
m + α + 1
2
]
Φαm,n(z, z
∗).
(4.35)
The second equation of (4.30) and (4.33) have been deduced and exhaustively discussed in [18], of course, in
connection with the normalized functions pαm,n .
The various sets of contiguous relations, displayed above, can usefully be exploited to deduce the differential
equations obeyed by the Φαm,n’s. Thus, for instance, the eigenvalue relation
Ĵ (α−1,n+1)+ Ĵ (α,n)− Φαm,n(z, z∗) = (n + 1)(α + m)Φαm,n(z, z∗) (4.36)
(note that the operator Ĵ (α−1,n+1)+ Ĵ (α,n)− is Hermitian) leads to the second-order differential equation[
α2
4
zz∗
1− zz∗ −
α
2
(
z
∂
∂z
− ∂
∂z∗
z∗
)
+ z ∂
∂z
− (1− zz∗) ∂
2
∂z∂z∗
]
Φαm,n(z, z
∗)
= (n + 1)(α + m)Φαm,n(z, z∗), (4.37)
which by use of (4.9) can be recast in the form of Eq. (4.15) in [18], i.e.[
−4 ∂
2
∂z∂z∗
+ 2
(
z
∂2
∂z2
z + z∗ ∂
2
∂z∗2
z∗
)
+ α
2
1− zz∗ + 1
]
Φαm,n(z, z
∗)
= 1
2
[(2m + α + 1)2 + (2n + α + 1)2]Φαm,n(z, z∗). (4.38)
Further mathematical implications of the various contiguous relations, displayed here, will be discussed in a
forthcoming paper.
As a conclusion, we wish to comment on a certain sum of products of the Φαm,n’s, with the relative parameters m,
n and α being related to each other according to the scheme conforming to the SU (2) dynamics. Indeed, as earlier
mentioned, in [6] sums of the type
Sm,h(r, r
′; t) =
h∑
l=−m
t lRh−m−lm,m+l (r)Rh−m−lm,m+l (r ′), (4.39)
with t being a complex parameter, h ≥ m and r , r ′ ≤ 1, have been proved to be amenable to the closed form
expression:
Sm,h(r, r
′; t) = [A(r, r ′; t)]h−m P(0,h−m)m
(
2A(r, r ′; t)A
(
r, r ′; 1
t
)
− 1
)
, (4.40)
where
A(r, r ′; t) =
√
(1− r2)(1− r ′ 2)+ rr ′t. (4.41)
Interestingly, if t = eiχ , −pi ≤ χ ≤ pi , i.e. |t | = 1, then
A
(
r, r ′; 1
t
)
= A∗(r, r ′; t),
and hence the argument of the Jacobi polynomial above turns out to have the form required by the disc functions.
Accordingly, we can write:
Sm,h(r, r
′; eiχ ) = Φ0m,h(Z(r, r ′;χ), Z∗(r, r ′;χ)), (4.42)
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with
Z(r, r ′;χ) =
√
(1− r2)(1− r ′ 2)+ rr ′e−iχ . (4.43)
Taking into account (2.5), since Φ0m,n = P0m,n , Eq. (4.42) amounts to an interesting relation of the Zernike
polynomials R|m−n|m+n to the radial functions Rαm,n(r), i.e.,
h∑
l=−m
eilχRh−m−lm,m+l (r)Rh−m−lm,m+l (r ′) =
(
Z(r, r ′;χ)
Z∗(r, r ′;χ)
)m−h
2
R|m−h|m+h (|Z(r, r ′;χ)|), (4.44)
which relation can be further extended to the “total” functions Φαm,n .
In fact, let us consider the sum
Sm,h(z, z′; τ) =
h∑
l=−m
τ l
[
Φh−m−lm,m+l (z, z
∗)
]∗
Φh−m−lm,m+l (z
′, z′ ∗). (4.45)
Evidently, it can be related to (4.39), being indeed
Sm,h(z, z′; τ) = Sm,h(r, r ′; τei(ϕz−ϕz′ )), (4.46)
where, of course, (r, ϕz) and (r ′, ϕz′) are determined by z and z′ through (4.4). Hence, one can write:
Sm,h(z, z′; τ) = [A(r, r ′; t)]h−m P(0,h−m)m
(
2A(r, r ′; t)A
(
r, r ′; 1
t
)
− 1
)
, (4.47)
where
t = τei(ϕz−ϕz′ )
In particular, if τ = eiη, −pi ≤ η ≤ pi , we end up with
Sm,h(z, z′; eiη) = Φ0m,h(Z(z, z′; η),Z∗(z, z′; η)), (4.48)
where
Z(z, z′; η) = √(1− zz∗)(1− z′z′∗)+ z∗z′e−iη. (4.49)
Finally, further exploiting the relation of Φ0m,h to the Zernike polynomials, we write
h∑
l=−m
eilη
[
Φh−m−lm,m+l (z, z
∗)
]∗
Φh−m−lm,m+l (z
′, z′ ∗) =
( Z(z, z′; η)
Z∗(z, z′; η)
)m−h
2
R|m−h|m+h (|Z(z, z′; η)|). (4.50)
The above establishes an interesting link between the Zernike polynomials and the disc functions, the former
pertaining to classical optics and the latter, in the light of the considerations in Section 3, to quantum optics. Actually,
such a link is not surprising if one considers that the SU (1, 1)-like dynamics rules the paraxial propagation of the
optical wave function through parabolic graded index media, the relative wave equation being formally similar to the
Schro¨dinger equation of a harmonic oscillator with “time”-dependent mass and frequency.
It happens frequently that different physical processes may be described by formally similar mathematical models.
So, the Schro¨dinger equation describing the dynamics of the two-mode interaction processes discussed in Section 3,
may more in general be understood as an evolutionary equation ruled by Hamiltonian-like operators displaying an
su(2) or su(1, 1) symmetry in terms of an algebra realization involving the coordinates inherent in the problem under
consideration instead of the boson operators as in (3.6) or in (3.9). Accordingly, we may say that the disc functions,
considered above, emerge as essential parts of the coefficients of the expansion in terms of Hermite functions of the
solution to evolutionary-type equations with an underlying su(2) or su(1, 1) symmetry.
Finally, we wish to note that the expression in (4.40) seems to suggest a generalization of the disc polynomials
Pαm,n , and so of the associated functions p
α
m,n or Φ
α
m,n to any pair of complex variables (z, z
′) not necessarily complex
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conjugates of each other. Of course, here this is only a speculation; its mathematical legitimacy and applicative
relevance remains to be rigorously investigated.
5. Conclusions
The above considerations along with the accurate analysis developed in [18] show the richness of properties, and
so of the potential applications, of the disc polynomials and the associated functions.
We will comment now on the limiting relations of the disc polynomials towards both “lower level” and “higher
level” components of the Askey scheme of orthogonal hypergeometric polynomials [2].
It has been mentioned in Section 2 that in the limit α → ∞ the disc functions pαm,n , properly scaled, become the
2D Laguerre functions lm,n , as introduced by Wu¨nsche. In fact, according to the limit relation (2.9) and the expression
of the 2D Laguerre functions lm,n , given in (2.10) [19–22], we see that
lim
α→∞Φ
α
m,n
(
z√
α
,
z∗√
α
)
= √pilm,n(z, z∗). (5.1)
It is worth noting that the lm,n’s can be separated into a radial and an angular part in the same fashion as the Φαm,n’s,
being indeed
lm,n(z, z
∗) = e−i(n−m)ϕRm,n(r), (5.2)
with
Rm,n(r) = (−1)
n
√
pi
√
n!
m!e
− r22 rm−n Lm−nn (r2) =
(−1)m√
pi
√
m!
n! e
− r22 rn−m L(n−m)m (r2). (5.3)
As to the contiguous relations obeyed by the disc functions, discussed in Section 4, we see that in the limit
α → ∞, Eq. (4.22) with the expressions (4.23) and (4.25) of the operators of the corresponding algebra, becomes
meaningless. In contrast, the other sets of contiguous or recurrence relations for the Φαm,n’s turn into two sets of
three-term recurrences for the lm,n’s. Explicitly, one finds[
zz∗ + n − m] lm,n(z, z∗) = √nz∗lm,n−1(z, z∗)+√n + 1zlm,n+1(z, z∗),[
z
∂
∂z
+ z∗ ∂
∂z∗
]
lm,n(z, z
∗) = √nz∗lm,n−1(z, z∗)−
√
n + 1zlm,n+1(z, z∗),
(5.4)
and a similar set of relations in which the roles of the integers m and n are exchanged.
Correspondingly, the various sets of parameter-dependent raising and lowering operators for the Φαm,n’s turn into
two sets of boson-like parameter-independent creation and annihilation for the lm,n’s:{
Ĵ (α,n)+ , Ĵ (α,n)− , Ĵ (α,n)3
}
{
K̂(n)+ , K̂(n)− , K̂(n)3
} −→
α→∞
{
Â(n), ÂĎ(n), Î
}
, (5.5)
and {
Ĵ (α,m)+ , Ĵ (α,m)− , Ĵ (α,m)3
}
{
K̂(m)+ , K̂(m)− , K̂(m)3
} −→
α→∞
{
Â(m), ÂĎ(m), Î
}
. (5.6)
Above, Î denotes the identity operator whereas
Â(n)(z, z∗) = z
2
+ ∂
∂z∗
= Â(m)(z∗, z),
ÂĎ(n)(z, z∗) = z
∗
2
− ∂
∂z
= ÂĎ(m)(z∗, z).
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The dagger symbol used in the notation relative to the Â-operators is justified by the evident relation[
Â(h)
]Ď = ÂĎ(h), (5.7)
for both the m and n related operators.
Needless to say,
Â(n)(z, z∗)lm,n(v, v∗) =
√
nlm,n−1(z, z∗),
ÂĎ(n)(z, z∗)lm,n(z, z∗) =
√
n + 1lm,n+1(z, z∗),
(5.8)
and correspondingly
Â(m)(z, z∗)lm,n(z, z∗) =
√
mlm−1,n(z, z∗),
ÂĎ(m)(z, z∗)lm,n(z, z∗) =
√
m + 1lm+1,n(z, z∗).
(5.9)
Finally, we see that the two eigenvalue relations
ÂĎ(n)(z, z∗)Â(n)(z, z∗)lm,n(z, z∗) = nlm,n(z, z∗),
ÂĎ(m)(z, z∗)Â(m)(z, z∗)lm,n(z, z∗) = mlm,n(z, z∗),
(5.10)
give the same explicit differential equation for the 2D Laguerre functions, namely,[
zz∗
4
− ∂
2
∂z∂z∗
]
lm,n(z, z
∗) = 1
2
(m + n + 1)lm,n(z, z∗). (5.11)
The above can as well be understood as resulting from the α→∞ limit of the differential equation (4.37) obeyed by
the disc functions.
Mathematically, the limit α → ∞ has the implications we have just illustrated. Physically, it corresponds, within
the context of the two-mode scattering processes discussed in Section 3, to the situation in which the photon number of
one of the two interacting modes is huge. As a consequence, the dynamics turns into that of a single mode interacting
with a reservoir. The Ĵ and K̂ operators turn in fact into the boson operator of that mode, the signal, for instance, and
so: {
Ĵ±, Ĵ3
}{
K̂±, K̂3
} −→
n2→∞
{√
n2â1,
√
n2â
Ď
1,
√
n2 Î
}
. (5.12)
Correspondingly, the wave function can be expressed as a superposition of single-mode Fock states:
ψ(t) =
∞∑
l=−n1
Cl(t) |n1 + l, 〉 , Cl(0) = δl,0 (5.13)
whereas the coefficients turn out to be expressible in terms of the Laguerre functions ln1,n1+l [5].
In addition, we note that, apart from the factors (−1)
m√
pi
or (−1)
n√
pi
, functions of the typeRm,n(r) have been considered
in [6], where what we may consider the h →∞ limit of the sum (4.39), namely
sm(r, r
′; t) =
∞∑
l=−m
t lRm,m+l(r)Rm,m+l(r ′), (5.14)
was proved to have the closed form expression
sm(r, r
′; t) = 1
pi
e−
1
2 (r
2+r ′2−2trr ′)Lm
(
r2 + r ′2 − t
2 + 1
t
rr ′
)
. (5.15)
As in the case of the disc functions, sums like (4.40) have relevance, for instance, in connection with the statistics
of the photon exchanged between the mode and the pump. Also, note that Rm,n(r) can be seen as the radial wave
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function of a Coulomb system with a suitable interpretation of the argument and of the integers m and n in terms of
the principal and orbital quantum numbers.
It is conveniently recast in the form
sm(r, r
′; t) = 1
pi
err
′( t2−1t )e−
1
2 B(r,r
′,t)B(r,r ′, 1t )Lm
[
B(r, r ′, t)B
(
r, r ′, 1
t
)]
, (5.16)
where B(r, r ′, t) is defined as
B(r, r ′, t) ≡ r − r ′t. (5.17)
So, it becomes evident that if t = eiχ , −pi ≤ χ ≤ pi , thus implying that
B
(
r, r ′; 1
t
)
= B∗(r, r ′; t), (5.18)
the right-hand side of (5.16) resembles the form of lm,m . Accordingly, we can write
sm(r, r
′; eiχ ) = (−1)
m
√
pi
err
′ sinχ lm,m(V (r, r
′;χ), V ∗(r, r ′;χ)), (5.19)
with
V (r, r ′;χ) = r − r ′e−iχ . (5.20)
In general, we see that
σm(z, z
′; τ) =
∞∑
l=−m
t l [lm,m+l(z, z∗)]∗lm,m+l(z′, z′∗) = sm(r, r ′; τei(ϕz−ϕz′ )), (5.21)
In particular, if τ = eiη, −pi ≤ η ≤ pi , we end up with the sum rule for the lm,n’s
σm(z, z
′; eiη) = (−1)
m
√
pi
e−
1
2 (z
∗z′e−iη−zz′∗eiη)lm,m(V(z, z′; η),V∗(z, z′; η)), (5.22)
where
V(z, z′; η) = z − z′e−iη. (5.23)
Just to complete the discussion concerning the limiting relations, let us recall that
lim
l→∞
1
lα
Lαl
(u
l
)
= u−α Jα(2
√
u), (5.24)
Jα denoting the Bessel function of the first kind. According to (5.24), one immediately proves that
lim
m→∞(−1)
mlm,m+l
(
z√
m
,
z∗√
m
)
= 1√
pi
(
z∗
z
)l/2
Jl(2
√
zz∗) ≡ Jl(z, z∗). (5.25)
Under the above limit, it happens that the three-term recurrences (5.4) for the lm,n’s turn into those for the Jl ’s, which,
once read for the corresponding radial functions, just reproduce the well-known recurrence relations for the Bessel
functions. Likewise, the Weyl algebras {Â, ÂĎ, Î} pertaining to the lm,n’s turn into the algebra of commuting operators
{Ê, ÊĎ} with
Ê = ∂
∂z∗
, ÊĎ = − ∂
∂z
, (5.26)
which simply take Jl to Jl−1 and Jl+1, respectively. Evidently, the Jl ’s are eigensolutions of the 2D laplacian ∂
2
∂z∂z∗ ,
being, in fact,
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− ∂
2
∂z∂z∗
Jl(z, z
∗) = Jl(z, z∗),
whose radial part, of course, is the very equation obeyed by the Bessel functions.
Needless to say, from the physical viewpoint the limit (5.25) depicts a situation where the mode has such a large
number of photons that its variations during the interaction with the pump can be neglected.
Also, as an obvious consequence of (5.25) we see that, taking the limit of Eq. (5.15) concerning the sum (5.14),
one obtains a particular case of the Graf sum rule for the Bessel functions, namely [13],
+∞∑
l=−∞
t l Jl(2r)Jl(2r ′) = J0
2
√
r2 + r ′2 − rr ′ t
2 + 1
t
 . (5.27)
Indeed, we can state a sort of limit chain for properly scaled versions of Φαm,n and lm,n as
2
Φαm,n −→α→∞ lm,n −→m,n→∞ Jn−m, (5.28)
the variables being scaled at each step by the square root of the parameter going to infinity.
Actually the chain regards the radial parts of the involved functions, i.e.
Rαm,n −→α→∞Rm,n −→m,n→∞ Jn−m, (5.29)
since the phase dependence is unaffected by the limiting processes. Evidently, this is a consequence of the eigenvalue
relation (4.9), which in terms of ϕ means(
z
∂
∂z
− z∗ ∂
∂z∗
)
ξ(z, z∗) = i ∂
∂ϕ
ξ(z, z∗) = (m − n)ξ(z, z∗), (5.30)
ξ(z, z∗) signifying any one of the functions entering (5.28), and which remains unaffected under the limits α → ∞
and m, n→∞.
This suggests that we should extend the generalization recipe involving pairs of complex conjugate variables,
implied by (2.1), to “higher level” components of the Askey scheme of hypergeometric orthogonal polynomials, to
which indeed the Jacobi and Laguerre polynomials belong [2,9]. It is in fact well known the limit relation, linking the
Hahn polynomials to the Jacobi polynomials, which writes
lim
N→∞ Ql(Nu, α, β, N ) =
α!l!
(l + α)! P
(α,β)
l (1− 2u). (5.31)
In (5.31) Ql(u, α, β, N ) denotes the Hahn polynomials, which as defined in [9] (see also [7]) are represented by the
generalized hypergeometric sums
Ql(u, α, β, N ) = 3 F2(−l,−u, l + α + β + 1;α + 1,−N ; 1)
=
l∑
k=0
(−l)k(−u)k(l + α + β + 1)k
(α + 1)k(−N )kk! , (5.32)
where u is the discrete variable, l is the degree of the polynomial, and both vary in the range 0 ≤ u, l ≤ N , N being
a positive integer. Moreover, the parameters α and β are greater than −1. Of course, (a)k = Γ (a + k)/Γ (a) is the
Pochhammer symbol. The Ql ’s constitute an orthogonal set of polynomials according to the dual relations [9]
N∑
u=0
w(u, α, β, N )Ql(u, α, β, N )Ql ′(u, α, β, N ) = δl,l ′2l + α + β + 1
1
Nl(α, β, N ) , (5.33)
2 We also recall the limit relation directly linking Jacobi polynomials to Bessel functions [13]:
lim
l→∞
1
lα
P(α,β)l
(
1− 2u
2
l2
)
= u−α Jα(2u).
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and
N∑
l=0
Nl(α, β, N )(2l + α + β + 1)Ql(u, α, β, N )Ql(u′, α, β, N ) = δ(u − u′) 1
w(u, α, β, N )
, (5.34)
where the weight function w(u, α, β, N ) is
w(u, α, β, N ) =
(
α + u
u
)(
β + N − u
N − u
)
, (5.35)
whilst the norm factor Nl(α, β, N ) writes
Nl(α, β, N ) = 1N + 1
(
N
l
)(
l + α
α
)[(
l + β
β
)(
l + α + β + N + 1
l + α + β
)]−1
. (5.36)
According to (5.33) and (5.34) it becomes convenient to define the Hahn functions (in [1] orthonormal versions of
Hahn polynomials have been introduced as Hahn coefficients)
Ql(u, α, β, N ) =
√
w(u, α, β, N )Nl(α, β, N )Ql(u, α, β, N ), (5.37)
for which, due to (5.31), we obtain
lim
N→∞
√
NQl(Nu, α, β, N ) =
√
l!(l + α + β)!
(l + α)!(l + β)!u
α/2(1− u)β/2 P(α,β)l (1− 2u). (5.38)
Accordingly, for the disc functions we find
lim
N→∞(−)
m
√
NQm(N zz∗, n − m, α, N ) = Rαm,n(
√
zz∗), (5.39)
with Rαm,n given in (4.5).
Under the above limit, relations (5.33) and (5.34) respectively give the orthogonality relation (4.2) for the disc
functions Φαm,n(z, z
∗), the factor pi arising from the integration over the angle ϕ, and the completeness relation for the
orthonormal disc functions pαm,m(z, z
∗), deduced in [18] (see Eq. (3.7) there).
It might be interesting to investigate the meaning of the limit relation (5.39) in the light, for instance, of a possible
relation with the su(2)/su(1, 1) dynamics at discrete times. Relation (5.39) establishes in fact a link between the radial
part of the generalized disc polynomials, introduced in [18] and related to the su(2)/su(1, 1) dynamics at continuous
times, and the Hahn polynomials. Hence, it suggests a link between continuous polynomials, whose primal domain
along the real line is extended to the unit circle over the complex plane by a simple angle dependence and a modulus
squared form rewriting of the variable, and discrete polynomials.
Orthogonal polynomials of a discrete variable [14] appear naturally, among others, in many areas of applied
mathematics and physics; they are of great relevance, for instance, within the numerical context, being basic to the
representation of functions over grids (uniform or not). In particular, Hahn polynomials, which as shown in (5.37)
are terminating 3 F2 functions of unit argument are closely related to the generalized 3 j-symbols [15], whose usual
form, as is well known, appears in the quantum mechanical theory of angular momentum. Then, the above discussed
relation of the disc functions Φαm,n to the su(2) and su(1, 1) dynamics naturally forms within this context. We note in
fact that with zz∗ = sin2(ϑ2 ) in the limit relation (5.39) the radial function on the right-hand side turns basically into
the Wigner-d function.
At a first glance, it seems rather natural to extend the complex conjugate variable scheme, implied by (2.1), to Hahn
polynomials. Indeed, just following the suggestion put forward by (5.39) for the radial part and adding the simple eiϕ
angle dependence, one may give the tentative definition
Qα,Nm,n (z, z∗) ≡ (−)m
(
z∗
z
) n−m
2
Qm(N zz∗, n − m, α, N ), 0 ≤ m, zz∗ ≤ N . (5.40)
The mathematical legitimacy – with the possible identification of an n-to-m symmetric form – and the applicative
relevance of (5.40) will be the object of future work.
A. Torre / Journal of Computational and Applied Mathematics 222 (2008) 622–644 641
Finally, it may be interesting to mention an operatorial relation between Jacobi polynomials and continuous Hahn
polynomials, which writes
pl
(
− i
2
r(1− r2) d
dr
; γ, β − δ + 1, α − γ + 1, δ
)
r2δ(1− r2)γ
= il(γ + δ)lr2δ(1− r2)γ P(α,β)l (2r2 − 1). (5.41)
It has been proved in a slight different form in [10] in connection with a discussion of a Fourier integral based mapping
of Jacobi polynomials onto continuous Hahn polynomials, which is indeed paralleled by a Mellin transform based
mapping of Laguerre polynomials onto Meixner–Pollaczek polynomials [11], and accordingly of Bessel functions
onto confluent hypergeometric functions.
We recall that the continuous Hahn polynomials are defined by the hypergeometric sums [9]
pl(u; a, b, c, d) = il (a + c)l(a + d)ll! 3 F2(−l, l + a + b + c + d − 1, a + iu; a + c, a + d; 1). (5.42)
Relation (5.41) can be generalized to the complex-variable case pertaining to the disc polynomials we are dealing
with. We obtain in fact
pl
(
− i
2
(1− zz∗)
(
z
∂
∂z
− z∗ ∂
∂z∗
)
; γ, β − δ + 1, α − γ + 1, δ
)
z∗2δ(1− zz∗)γ
= il(γ + δ)l z∗ 2δ(1− zz∗)γ P(α,β)l (2zz∗ − 1), (5.43)
which in the case of our interest gives
pm
(
− i
2
(1− zz∗)
(
z
∂
∂z
− z∗ ∂
∂z∗
)
; α
2
,
n − m
2
+ 1, α
2
+ 1, n − m
2
)
z∗n−m(1− zz∗) α2
= im
(
α + n − m
2
)
m
z∗ n−m(1− zz∗) α2 P(α,n−m)m (2zz∗ − 1). (5.44)
Evidently, it yields an interesting operatorial relation for the disc functions Φαm,n , whose consequences will be
illustrated in a future work.
Acknowledgments
The author wishes to express her gratitude to Professor W.A.B Evans for his invaluable comments and to Dr. A.
De Angelis and Dr. L. Mezi for their helpful suggestions.
Appendix
The algebraic formulation of optical processes is an effective tool for investigating the basic features of specific
processes and providing a global view of the relative dynamics within the context of a unified treatment of apparently
unrelated phenomena. In this connection, Lie algebra based time-ordering techniques play an essential role when
dealing with the solution of the Schro¨dinger equation
ih¯
∂
∂t
ψ(t) = Ĥ(t)ψ(t), ψ(t0) = ψ0, (A.1)
for the wave function ψ(t) relevant to the process under study, or equivalently with the solution of the Schro¨dinger
equation for the associated evolution operator Û(t, t0),
ih¯
∂
∂t
Û(t, t0) = Ĥ(t)Û(t, t0), Û(t0, t0) = Î (A.2)
which is defined by the displacement relation
ψ(t) = Û(t, t0)ψ(t0). (A.3)
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Formally, one can express Û(t, t0) in terms of exponentials of the time-evolution generator Ĥ(t), namely
Û(t, t0) =
{
e
− ih¯
∫ t
t0
Ĥ(t)dt
}
+
(A.4)
which is understood as the product of infinite group operations for infinitesimal time intervals dt , i.e. e−
i
h¯ Ĥ(t)dt ,
sequentially ordered according to the time variable t .
As is well known, the arithmetic for operators is not the same as that for scalars. Operators are objects that may not
obey the commutative law under multiplication, and hence it is not generally true that ÂB̂ = B̂Â for operators, whilst
it is always true that ab = ba for scalars. Accordingly, exponential operators may not obey the semigroup property;
thus, it is not generally true that eÂ · eB̂ = eÂ+B̂ for operators, whilst it is always true that ea · eb = ea+b for scalars.
Therefore, if Ĥ(t) is such that [Ĥ(t), Ĥ(t+dt)] = 0 at any t , the infinite sequential displacements in (A.4) multiply
into the single-exponential form
Û(t, t0) = e−
i
h¯
∫ t
t0
Ĥ(t)dt
. (A.5)
In contrast, the possibility that Ĥ(t) is an operator for which [Ĥ(t), Ĥ(t+dt)] 6= 0 poses the problem of time-ordering.
Several methods have been proposed to deal with the time-ordered infinite product (A.4) of group elements in order
to produce a finite expression, be it exact or approximate [5].
In particular, the Wei–Norman method [17] applies in the case when the Hamiltonian operator Ĥ(t) turns out to be
a time-dependent linear combination of the generators L̂ j of an n-dimensional Lie algebra, i.e.
Ĥ(t) =
n∑
j=1
a j (t )̂L j (A.6)
with the a j ’s being in general linearly independent complex functions of t . This is evidently the case of the processes
considered in Section 3. It is understood that the L̂ j ’s constitute a basis for the algebra at hand. The relevance of a
suitable choice of the basis operators L̂i in the representation (A.6) will become evident later.
According to the Wei–Norman suggestion [17], one assumes that Û(t, t0) is representable in a neighborhood of the
identity, and hence in a neighborhood of the initial time t0, as the product of the group basis elements, each belonging
to the one-parameter subgroups generated by the algebra basis elements L̂i ,
Û(t, t0) =
n∏
j=1
eg j (t )̂L j , (A.7)
through coefficients g j (t), j = 1, . . . , n, which are to be determined, and for which, of course,
g j (t0) = 0. (A.8)
Inserting (A.7) into (A.2) and multiplying both sides to the right by Û−1 =∏1j=n e−g j (t )̂L j , we end up with
n∑
j=1
a j (t )̂L j = ih¯
n∑
h=1
g˙h(t)
h−1∏
l=1
egl (t)ad L̂l L̂h, (A.9)
where the dot signifies derivative with respect to t and the meaning of the product term is clarified by that
ead ÂB̂ = eÂB̂e−Â =
∞∑
j=0
1
j ! (ad Â)
j B̂, (ad Â) j B̂ = [Â, [Â, . . . [Â︸ ︷︷ ︸
j-times
, B̂] . . .]]. (A.10)
The algebra closure property ensures that in general the product in (A.9) belongs to the algebra concerned, so that
we can set
h−1∏
l=1
egl (t)ad L̂l L̂h =
n∑
j=1
ξhj L̂ j , (A.11)
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where the ξhj ’s are analytic functions of the g j ’s whose explicit functional form however depends on the structure
constants of the algebra, and so on the choice of the specific basis {̂L j } j=1,...,n .
Finally, with (A.11) in (A.9) and due to the linear independence of the operators L̂ j , one obtains
a j (t) = ih¯
n∑
h=1
ξhj g˙h(t), j = 1, . . . , n, (A.12)
or, in matrix form
a(t) = ih¯ξ>g˙(t), (A.13)
denoting by a and g˙ the column vectors formed by the a j ’s and the g˙ j ’s, respectively, and by ξ> the transpose of the
matrix ξ = {ξ jh} j,h .
The analyticity of the ξ jh’s implies that the determinant of the matrix ξ , and so of its transpose ξ>, is also an
analytic function of the g j ’s. Since at the initial time ξ jh(t0) = δ jh , it turns out that det ξ>(t0) 6= 0, and hence there
exists a neighborhood of t0 where det ξ>(t) 6= 0, i.e. where ξ> can be inverted. Accordingly, (A.12) can be solved for
the g˙ j ’s, thus yielding the system of first-order differential equations
g˙ j (t) =
n∑
h=1
η jhah(t),
g j (t0) = 0, j = 1, . . . , n,
(A.14)
where evidently the η jh’s are non-linear functions of the g j ’s. The solvability of the above system is assured in a
neighborhood of t0 by the fact that there det η(t) 6= 0.
As a conclusive note, let us recall that the representation (A.7) is globally valid for all solvable Lie algebras and
for the real split 3D simple Lie algebra {̂L1, L̂2, L̂3}, characterized by the commutation relations[̂
L1, L̂2,3
] = ±λL̂2,3, [̂L2, L̂3] = 2δL̂1. (A.15)
It is evident that the su(2) and the su(1, 1) Lie algebras pertaining to the optical processes considered in Section 3 are
specific realizations of (A.15), with the identifications
L̂1 = Ĵ3, L̂2 = Ĵ+, L̂3 = Ĵ−, (A.16)
and so λ = δ = 1, for the former, and
L̂1 = K̂3, L̂2 = K̂+, L̂3 = K̂−, (A.17)
and λ = 1, δ = −1 for the latter.
So, we write the evolution operators for the processes under consideration in the form (A.7) in accordance with the
relevant identifications (A.16) and (A.17). Then, letting them act on the wave functions at the initial time, respectively
ψc(0) = |n1〉|n2〉 and ψa(0) = |n1〉|n2〉, due to the well-known relations
âhi
∣∣n j 〉 = δi j
√
n j !
(n j − h)!
∣∣n j − h〉 ,
âĎhi
∣∣n j 〉 = δi j
√
(n j + h)!
n j !
∣∣n j + h〉 ,
(A.18)
it is an easy task to obtain the explicit expressions for the coefficients C (a)l (t) and C
(c)
l (t) in the respective
superpositions (3.12) and (3.20), as given in (3.14) and (3.22).
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