Very recent advances in machine learning have expanded deep learning methods to spatially-irregular data domains. Deep learning on graphs in particular has received greater study, providing benefits in numerous fields. In this paper we present a graph-based convolutional autoencoder and assess the contribution of four components towards encoding quality. A graph-based convolution-operator is used to learn localised filtering operations for graph-wise encoding. An evaluation of the proposed method is provided on a topologically-irregular version of MNIST that violates the assumption made by conventional convolutional autoencoder methods of the structure of its input-data.
INTRODUCTION
Deep neural networks have had a revolutionary impact on addressing recognition problems. By learning appropriate feature representations, the need for domain-expert insight and hand-crafted feature-extractors is greatly reduced [1] . Traditional Convolutional Neural Networks (CNNs) [2] learn localised feature descriptors which reside on a regular grid, leading to large performance gains in image and volume domain problems. However, a large number of application domains reside on irregular topologies that violate the arrayinput assumption of the regular convolution-operation. For example, the operator is well defined for regular grids, providing a kernel implementation which can be applied and optimised within CNN architectures. The kernel has a compact support, enabling it to learn local features that can be generalised to the input domain. In irregular domains, however, the assumption of regularly-structured data is inappropriate; thus the definition and translation of a localised filter is non-trivial [3] .
Recent research has tried to explore the under-represented field of deep learning in irregular domains, by identifying mechanisms to learn spatially-localised features from irregularly-spaced data. A number of structures to represent irregular data [4] . Graphs represent the spatial structure of the problem domain as a set of vertices and edges. Each localisation in the input domain is represented as a vertex in the graph structure-akin to the representation of an image's pixel-intensities as cells in a grid (see Figure 1 )-with weighted edges describing the relation between such vertices.
Signal processing on graphs has developed into a field of research in which common signal-processing techniques are generalised to an irregular domain, including filtering, downsampling and spectral transforms [5] . The study of graph signal processing approaches to representation learning on graph structures has lead to two main areas of research: graph-wise and vertex-wise approaches. Graph-wise methods treat a given observation of the whole graph as a single observation. Such approaches are comparable to image classification problems, in which an image is treated as a signal residing on the graph of a two-dimensional grid. Alternatively, vertex-wise techniques treat signals observed at a given vertex on the graph individually and can be compared to dense prediction problems such as segmentation in image processing.
Autoencoders [6] were originally designed for unsupervised learning. Autoencoders have also been generalised to the irregular domain. Graph-Based Autoencoders (Graph-AEs) have been proposed to learn feature-encodings, achieving better generalisation performance in irregulardomain applications. Guo et al. [7] proposed a Graph-AE which combines a Graph-Based Convolutional Neural Network (Graph-CNN) and an Autoencoder (AE) to learn discriminative features from noise-degraded measurements of electroencephalography (EEG) and magnetoencephalography (MEG) scans taken from a network of sensors across the scalp. The extracted features are further generalised by a subsequent AE, whereas the Graph-CNN and AE are two consecutive and separated components. Similarly, Litany et al. [8] adopted the same graph-based learning schema for a three-dimensional body-meshes completion task with a Variational Autoencoder (VAE). Wang et al. [9] proposed a Marginalised Graph-AE for spectral graph-clustering on a generalised latent feature space given by the output of the last layer of a Graph-AE.
Limited work has been conducted on convolutional graphbased AEs, which operate on local features using graph convolution-operators to reconstruct graph-signals. In this paper, we present insight into the design of a Graph-Based Convolutional Autoencoder (Graph-CAE), which learns a latent representation of the graph in the spectral domain using graph convolution-operations. We are looking to determine which factors contribute most to a high-fidelity encoding.
METHODOLOGY

Overview
In this section we discuss the components of the proposed Graph-Based Convolutional Autoencoder (Graph-CAE), namely the convolution units and pooling layers. Convolution in irregular domains poses a challenge to researches, since there is no guarantee of the spatial regularity that traditional methods would assume. Pooling is also precluded by the topological irregularity of graphs. Instead, we utilise graph signal-processing approaches to generalise convolution-and pooling-operations to the graph representation of the irregular spatial domain problems.
Convolution on Graphs
An Autoencoder (AE) is a neural network that learns more compact representations of its input. If x is a data point and f is the AE, then f (x) ≈ r where r is a reconstruction of the input x. The reconstruction r should approximate x as closely as possible.
An AE consists of two parts: an encoder g and a decoder h, such that f (x) = g • h(x) = r. The function g is able to encode more compact, generalised features, which was the original purpose of the AEs. The function h reconstructs the input-data from the encoding. The convolution-operator in a Convolutional Autoencoder (CAE) enables the learning of localised features.
Convolutional Neural Networks (CNNs) operate on the assumption that input data are regularly structured. Twodimensional images, for example, can be represented as a matrix of pixel intensities. Kernels detect features by exploiting statistical properties, namely stationarity and compositionality [4] . Kernels can only operate on regular structures such as grids. Figure 1 illustrates this fact. Graphs do not share this property. For similar reasons, multi-scale dyadic clustering or pooling is non-trivial [5] .
The challenge lies in defining convolution and pooling in the graph domain, a problem that over the last half-decade has been the subject of greater attention [5] . One graph-based approach is to transform the graph-signals into the frequency domain using the eigenvectors of the graph Laplacian. Convolution theorem states that convolution in the spatial domain can be expressed as a multiplication in the frequency domain [10] . Fortuitously, spectral filters, like kernels in the regular domain, have a support more compact than the input signal. A learned filter approximates the behaviour of convolution by amplifying and attenuating signals in the frequency space.
Let G = V, E denote a connected and undirected graph with n v ∈ N >0 vertices V = {v 0 , v 1 , . . . , v nv−1 } and pairs of vertices corresponding to edges
c where c is the number of channels on the graph. The edge weights are described by an n v × n v weight matrix W , where
where D is an n v × n v diagonal matrix where the ith entry is a sum of the edge weights incident to the ith vertex:
while reverse Fourier transformation is defined as
Graph convolution is the linear combination of a graph signal with a smooth filter k ∈ R nv×ni×no , where n i and n o are respectively the number of input and output filters. The filter is obtained by axis-aligned interpolation of the set of n θ trainable parameters θ ∈ R nw×ni×no . It yields a new mappingf no : V → R no . Convolution is formally defined as
where
is the ith channel of the graph-signals of vertices V , and k o no is the filter kernel for the oth channel off no . The kernel k an interpolation K of n θ tracked weights θ: k = Kθ. Observe that, analogous to convolution, the filter's support is compact: |θ| |k|. The more compact the support, the smoother the filter. This decision also reduces the number of weights in the system while still exploiting statistical stationality. In our case, we use bicubic interpolation, but other methods are equally applicable, such as spline interpolation.
Pooling
Pooling is useful for reducing computational burden, but more importantly for feature generalisation. Due to the Hadamard product (3) and the assumption of a fixed graph inhered in the Laplacian matrix, graph convolution does not pool or downsample the data. In Graph-Based Convolutional Neural Networks (Graph-CNNs), pooling is implemented as a separate layer, with a graph-coarsening scheme. Graph-coarsening introduces a hierarchical understanding of the graph, where each coarsening produces a higher level of understanding of the spatial relations of clusters of nodes.
Coarsening G = V, E toĜ = V ,Ê reduces |V | and |E| by a cut metric, a measure of the modularity of the clusters. This is an NP-hard problem with literature exploring the problem [11] . For this paper, we considered three coarsening strategies: Kron reduction, Graclus multilevel clustering and Algebraic Multigrid (AMG) clustering. Kron reduction was used by Edwards and Xie in a Graph-CNN for human-action recognition [12] . This strategy assumes a bipartite graph, however, which does not apply to all graph inputs. Graclus coarsening was used by Defferrard et al. [13] and accommodates partitioned graphs well. Graclus is a greedy coarsening-scheme, lending itself to efficient implementation on a Graphics Processing Unit (GPU) [14] . Although, unlike AMG, Kron reduction and Graclus do not provide a solution for uncoarsening, which is necessary for an autoencoder. For this reason, we decided on AMG, which like Graclus can be efficiently implemented on a GPU and has already been used successfully in a Graph-CNN [15] . Figure 2 demonstrates a two-level pooling using AMG with coarsening factor β = 0.05. Fig. 1 . The same image represented as a two-dimensional image (left), a regular graph (centre) and an irregular graph (right). Although the centre graph has a regular structure, the definition of a graph does not require spatial regularity. Therefore there is no translational property for graphs as exists for grids and other strictly-regular structures. Our neural network implements two pooling layers with a coarsening factor of 0.05. The level 0 pooling is our subsampled graph, the input of the network. After level 1 pooling, the number of nodes in the graph is reduced from 700 to 176. After level 2 pooling, the number of nodes is further reduced to 66.
EXPERIMENTAL RESULTS
Our Graph-CAE was implemented in TensorFlow 1.4.0 on an NVIDIA GeForce 1080Ti. Unless otherwise modified for experimental purposes, we fixed our hyperparameters to the following: The neural network was optimised using the Adam optimiser with a learning rate of 0.001 and a batch-size of 256 samples. For pooling, the coarsening factor was 0.05. The dropout factor was 20%. We used 10 tracked weights, 10 output filters for each convolution layer in the first convolution block and 20 in the second, and one convolutional unit per block. To measure the autoencoder's performance, we used the Charbonnier loss-function (4),
where is a small, insignificant value intended to prevent a vanishing gradient, set to 0.001 in our case.
For our experiments, we used the MNIST dataset. As MNIST is frequently used as a benchmark dataset in the deeplearning literature, we feel justified by its use here. The testing and validation sets were 45,000 and 5,000 images large respectively. Before training the neural network, the data was converted to a grid and irregularised by removing a random subset of nodes from the grid (see Figure 1) ; the graph was then fixed across all experiments. The MNIST dataset was irregularised in order to mimic the nature of data in irregular domains, by assuming as little about the structure as possible. This is why Kron reduction was unsuited to our purposes.
Adding convolution units increases the capacity of the neural network. The requisite capacity for good encoding (Figure 3 ) was exceeded when we increased the number of convolution units beyond 1 unit, leading to the model overfitting the training data. This low number is likely due to the simplicity of the MNIST dataset; had the dataset been CI-FAR10 or CIFAR100, for instance, then we might have seen the neural network optimise at a different value. of the network, but coarsens the filter. It is likely that we did not increase the number of weights to such a level that would impede generalisation.
Varying the number of filters, too, had an unremarkable effect on the encoding quality. Increasing the number of filters in the first convolution block yielded diminishing returns ( Figure 5) , as there are a finite number of low level features in the MNIST dataset, and increasing the number of filters does not change this fact. Increasing the number of filters at a higher level, i.e., after the first pooling, likewise yielded diminishing returns (Figure 6 ), but the improvement in encoding quality is far greater than filter-size increases in the first convolution block. This is likely a consequence of the pooling, as more general features are learned here. 5 . We increased the number of filters in the convolution units of the first convolution block from 10 to 60. Like increasing the number of tracked weights, this yields diminishing returns.
In terms of the effect on training time, the increase in time for each additional convolution unit was on average 257 seconds, a factor of 1.68. Every additional 10 filters in the units of the first convolution block increased the time to train by 180 seconds on average, a factor of 1.34, and 204 seconds for each additional 10 filters to the units in the second block, a 6 . We increased the number of filters in the convolution units of the first convolution block from 10 to 60. Like increasing the number of tracked weights, this yields diminishing returns. However, the number of filters in the units of the second block have a greater effect on the encoding quality than the number of filters in the units of the first block.
factor of 1.47. Excepting the size of convolution blocks, where a trend was very clear, the other variables did not reveal any definite trends. We believe that the most likely reason is the small distribution of the MNIST dataset, which allow a model like the one presented to optimise with little difficulty. Had we chosen more complex data, e.g., a graph with more than one channel, we expect that the trends would have been clearer.
CONCLUSION
In this paper we examined convolutional autoencoding in irregular domains, specifically graphs. After describing the components of the neural network, we investigated the contributions to encoding quality by various aspects of the architecture. The number of convolutional layers in the neural network had a particularly stark effect on the encoding quality, as too many lead to too high capacity causing overfitting on the training set and poor generalisation.
