Abstract. Viewpoint entropy is a metric that allows measuring the visibility goodness of a scene from a camera position. In this work, we analyze different software and hardware assisted techniques to compute the viewpoint entropy. The main objective of this study is to identify which of these techniques can be used in real time for 3D scenes of high complexity. Our results show that interactivity can be obtained with occlusion query technique and that for real time we need a hybrid software and hardware technique.
Introduction
Recently, several methods have been developed to compute the goodness of a viewpoint. These methods have in common the use of the viewpoint complexity concept [2, 3, 15, 7, 8, 9, 13] . The notion of viewpoint complexity is used in several areas of Computer Graphics such as scene understanding and virtual world exploration, radiosity and global illumination, image-based modelling and rendering, etc.
In scene understanding and virtual world exploration, viewpoint entropy is used to automatically calculate suitable positions and trajectories for a camera exploring a virtual world [2, 3, 6, 1, 12] .
In Monte Carlo radiosity and global illumination, viewpoint complexity is used to improve the scene subdivision in polygons and the adaptive ray casting [4, 5, 14] .
In image-based modelling, viewpoint entropy is used to compute a minimum optimized set of camera positions.
Among the metrics that have been introduced for the complexity calculation, the viewpoint entropy has been the most fruitful metric up to date [10] . Recently, it has been embedded to the field of volume visualization to compute the best n-views of a volumetric object. However, the viewpoint entropy computation can be very expensive, especially when a very complex scene and multiple viewpoints have to be evaluated.
In this paper, we will assess different alternatives for its calculation on several geometric models with increasing complexity. For our calculation, we will make use of the facilities of modern hardware cards such as OpenGL histogram and Occlusion query as well as the new symmetric bus PCI Express [16, 17] .
Viewpoint Entropy
The viewpoint entropy, based on the Shannon entropy definition, was introduced in [7, 9] and is a measure of the information provided by a point of view.
The Shannon entropy of discrete random variable X, with values in the set {a 1 , a 2 , ..., a n }, is defined as , log ) (
where p i =Pr [X=a i ], the logarithms are taken in base 2 and 0 log 0 = 0 for continuity. As -log p i represents the information associated with the result a i , the entropy gives the average information (or the uncertainty) of a random variable. The unit of information is called a bit.
To define viewpoint entropy we use as probability distribution the relative area of the projected faces (polygons) over a sphere of directions centered in the viewpoint. Thus, given a scene S and a viewpoint p, the entropy of p is defined as (2) where N f is the number of polygons of the scene, A i is an approximation on a plane of the projected area of polygon i over the sphere, A 0 represents the projected area of background in open scenes, and A t is the total area of the sphere. In a closed scene, the whole sphere is covered by the projected polygons, and thus A 0 =0.
The maximum entropy is obtained when a certain point can see all the polygons with the same relative area. So, in an open scene, the maximum entropy is log (N f + 1) and, in a closed scene it is equal to log N f . Among all the possible viewpoints, the best is the one that has maximum entropy, i.e. maximum information captured.
Techniques for Computing the Entropy
In order to compute the viewpoint entropy, we need the number of pixels covered for each visible triangle from a particular camera position. This number will give us the projected area. Next we analyze several techniques that allow us to compute those areas.
OpenGL Histogram
The OpenGL histogram was first used to compute the entropy in [11] . The OpenGL histogram let us analyze the colour information of an image. Basically, it counts the appearances of a colour value of a particular component. However, we can also use it to calculate the area of triangles that are visible from a viewpoint, without reading the buffer. Since version 1.2, OpenGL includes an extension called glHistogram. This extension is part of the image processing utilities. The OpenGL histogram is hardware-accelerated, although there are just a few graphics cards that actually support it (for instance, 3DLabs WildCat) and often is implemented in software.
In order to obtain the area of each visible triangle, we need to assign a different colour to each triangle. An important limitation is that histograms have a fixed size, normally of 256 different values. This is the most common value in many graphics cards. The glGetHistogram command returns a table that counts each colour value separated into channels. If we use the 4 RGBA colour channels, a 256 item table of 4 integer values will be returned, where each integer is the number of pixels this component has. Thus, if we want to detect a triangle, this should be codified using one single channel. This gives us a total of 1020 different values. That is to say, for channel R ( Obviously the main drawback of this technique is that we need several rendering passes for objects with more than 1020 triangles. In each pass, we will obtain the area of 1020 different triangles. Using histograms with a higher number of items and making a rendering off-screen, will increase the number of colours and therefore making necessary less rendering passes. However, this possibility is outside the OpenGL specification and is hardware dependent. It was not possible for us to use a larger size histogram in the several graphics cards tested.
Hybrid Software and Hardware Histogram
The OpenGL histogram allows us to obtain the area of each visible triangle. However, as we said in the previous section, several rendering passes are needed for objects with more than 1020 triangles. Currently, new symmetric buses have appeared such as the PCI Express. In this new bus the buffer read operation is not as expensive as before. Therefore, it is possible to obtain a histogram avoiding making several rendering passes. The way to get it is very simple. A different colour is assigned to each triangle and the whole object is sent for rendering. Next, a buffer read operation is done, and we analyze this buffer pixel by pixel retrieving data about its colour. Using a RGBA colour codification with a byte value for each channel, up to 256*256*256*256 triangles can be calculated with only one single rendering pass. In Figure 1 we show an example of the entropy calculation using this method. 
Occlusion Query
This OpenGL extension is normally used to identify which scene objects are hidden by others, and therefore we shouldn't send them to render. In fact, what we do is just to render the bounding box of an object and, if it is not visible, the object is not sent for rendering. However, it can also be used to compute the area of the triangles that are visible from a particular camera position. The OpenGL ARB_occlusion_query extension returns the number of visible pixels. In order to compute the area of each visible triangle from an object with this technique we will proceed as follows. First, the whole object is sent for rendering and the depth buffer is initialized. Second, we independently send each triangle for rendering. With this procedure it is necessary to make n + 1 rendering passes, n being the number of triangles in an object. We must mention that only in the first pass the whole geometry is rendered. In the following passes, one single triangle is rendered. However, a high number of renderings can significantly penalize this technique. In order to improve the results, this extension can be used asynchronously in contrast to its predecessor HP_occlusion_query. That is to say, it does not use a "stop-and-wait" execution model for multiple queries. This allows us to issue many occlusion queries before asking for the result of any one. But we must be careful with this feature because, as we mentioned above, this extension was not designed to deal with thousands of multiple queries. Thus, we can have some limitations depending on the graphics card.
above. In order to compare them, we measured the time needed to compute the entropy from those cameras. As test models, we used several models of different complexities (see Figure 2 ). All models were rendered in a 256x256 pixels resolution using OpenGL vertex arrays. We used two different PCs: a Xeon 2.4 GHz 1GB RAM with an ATI X800XT 256MB and a Pentium IV 3.0 GHz 2 1GB RAM with an NVIDIA GeForce 6800GT 256MB. We must emphasize that between the two analyzed GPUs, only the NVIDIA card supports the OpenGL histogram. In Table 1 , we show the results obtained with the OpenGL histogram. These times are too high to allow an interactive calculation, even for objects with a low complexity. This is fundamentally due to the several rendering passes of the whole object that we make when we use objects of several thousand triangles. The main cost component is the OpenGL histogram operation. Table 2 shows the results with the hybrid software and hardware histogram. In this table we can see that the measured times are quite low even if the complexity is increased, mainly because we make one single rendering pass and the buffer read operation has a very low cost.
In Table 3 , we show the results obtained with the Occlusion Query technique. In this table we can clearly observe that the measured times increase proportionally in relation to the complexity of the analyzed model. In the same way as the previous technique, the ratio remains unchanged here because the number of rendering passes is proportional to the number of triangles. A complete rendering of the object is only done at the first pass. Finally, in Figure 3 we show as a summary a performance comparison among the different techniques. These results were obtained with the previously described NVIDIA card. We used an NVIDIA card because it fully supports all the techniques. Anyway, if we examine the proportions among the techniques with the ATI card, we can see that they are practically the same as with the NVIDIA card.
These results show clearly that by using the hybrid software and hardware histogram we can calculate the entropy in real time and even for complex objects (100,000 triangles), because times increase very slowly as complexity goes up. The next best technique is the Occlusion Query. Note that its cost grows as the object complexity increases, being unapproachable for complex objects for real time. Lastly, the OpenGL histogram technique is worst than the two others. This technique is useless for real time, unless we use objects of low complexity (1,000 triangles).
Conclusions
The viewpoint entropy is a metric that has been mainly used to determine the best viewpoint of a 3D object. In this paper we studied several hardware assisted techniques to allow computing the viewpoint entropy in an efficient way. Among the different analyzed techniques, the viewpoint entropy calculation with the hybrid software and hardware histogram has the best performance, followed by the occlusion query based technique. By using the hybrid software and hardware histogram technique we can practically achieve the entropy calculation in real time even for complex objects, while occlusion query technique allows us to obtain only interactivity.
We must take into account that the performance of the hybrid software and hardware histogram technique depends on the analysis of pixels done by the CPU and the read operation of the PCI Express bus. We also did some tests using higher resolutions, for example: 960x960, and we observed that the times for the occlusion query are constant, but even in higher resolutions the hybrid software and hardware histogram technique gets better results than occlusion queries. The proportion is not as higher as before but still is significantly better. For our goal, we think that the resolution used in our experiments (256x256) is enough to obtain accurate results in the viewpoint entropy calculation.
