Chaos was used as a mechanism for Cryptography by Shannon in his classic 1949 paper, without mentioning of course the word chaos. This idea has been extended and realized by Chaotic i.e. Entropy producing Torus Automorphisms. The corresponding algorithms and the software have been developed for any Torus Automorphism, adapted to be applicable for encryption in real time. We may select and combine in an arbitrary way several chaotic maps, creating in this way an infinite number of keys. Decryption is simply the reverse application of the selected maps. Therefore, the cryptography is effectively symmetric. The novelties of our work are summarized as follows: i) The possibility to design classes of chaotic Torus maps with any desirable Entropy Production. The Torus parameters are computed as functions of the selected Entropy Production. Moreover, we design Torus Automorphisms with integer parameters determined from the Entropy Production, in order to apply the designed Torus Automorphisms to cryptography of images or texts. The general construction is also applied to Torus Automorphisms constructed from the Fibonacci sequence. ii) The Encryption Mechanisms are designed and implemented by selecting and combining the Torus Maps in an arbitrary way. These Encryptions are in fact new classes and examples of MonoBlock Ciphers. iii) The application to content involving text and images.
Introduction
Chaotic maps are the simplest dynamical systems with high sensitivity to initial conditions [1] [2] [3] . Small deviations of the initial conditions lead to enormous differences of the corresponding orbits. Initial deviations may be due to accuracy errors, approximations or numerical estimations, rendering the longterm forecast for the chaotic systems effectively unattainable. This unstable dynamical behavior is equivalently a local mechanism for Entropy Production. Kolmogorov characterized statistically what we now call Chaotic systems, as Entropy producing dynamical systems [3] [4] [5] [6] [7] [8] . After a (small) number of steps, the required information to preserve the initial accuracy for predictions, may exceed the available memory and the computation time and cost may grow superexponentially. This initial duration beyond which prediction and control are operationally unattainalble is called the horizon of predictability [9] of the system and depends on the dynamical system and the simulation program.
Chaos was used, for the first time to our knowledge, as a mechanism for Cryptography by Shannon in his classic mathematical 1949 papers [10] [11] . More specifically Shannon used the Baker's map, introduced earlier by Hopf (1934) [12] , as a simple deterministic model for mixing and statistical regularity. Of course neither Shannon, nor Hopf used the term Chaos which emerged in the 1970s [1] [2] [3] .
The Entropy theory of Chaotic maps was developed later by Kolmogorov and his group [4, [7] [8] ]. Baker's map is the simplest case of (2-dimensional) chaotic Automorphisms with Entropy production equal to one bit per step. As monotonic Entropy increase is the typical property of Systems satisfying the Second Principle of Thermodynamics, Baker's Map has also served as toy model for understanding the problem of Irreversibility in Statistical Mechanics [6] . Shannon observed that using the Baker's maps, encryption is achieved via successive mixing of the initial information which is "spread" fast over the available state space. Therefore, it is exponentially hard to recover the initial message from the uniform mixture (cryptogram) if the reverse transformation is not known.
The Horseshoe Map [13] [14] is a variation of Baker's Map with the Entropy production one bit per iteration also. Both Baker's Map and the Horseshoe Map are Torus Automorphisms. The so-called Cat Map introduced by Arnold in 1968 is a Torus automorphism with stronger mixing than the two previous ones, due to the higher Entropy Production (1,39 bits/iteration).
The numerical analysis of the Cat Map reveals interesting periodicities [15] [16] . Although the Cat Map and the Torus Automorphisms admit analytical solutions, computability does seem not increase significantly [17] . Although spectral analysis provides statistical estimates for the Baker's Map and the Cat Map [18] [19] [20] , this is not obviously applicable to cryptography. The reason is that the local information encoded on points is required, and this information is lost in the statistical estimates.
Most applications of Cryptography with Chaos involvng 2-dimensional maps deal with image encryption [21] [22] . We found some results on text encryption [23] [24] [25] [26] .
The goal of this work is to present a new method for cryptography based on Chaotic Torus Automorphisms, applicable for both image and text encryption in real time. The method allows to design encoding transformations with any desired Entropy Production. After expressing the Entropy Production of Torus Automorphisms in terms of the elements of the corresponding matrix in section 2, we construct Torus Automorphisms with desired Entropy Production in section 3. Cryptographic applications impose the additional requirement for Integer Torus Automorphisms constructed in section 4 and compatible grids specified in section 5. We present the Encryption and Decryption Algorithms in section 6, the Algorithms for the Insertion of Messages for Encryption in section 7, the Implementation software in section 8 and our conclusions in section 9.
The Entropy Production of Torus Automorphisms
We consider the Automorphisms of the 2-Torus
: 
The Entropy Production h of the general Torus automorphism can be expressed in terms of the elements c,d of the matrix A, according to the following:
Theorem 1. For chaotic Torus Automorphisms with matrix
The proof of formula (4) is straightforward and is given in Appendix A.
We illustrate formula (4), in two examples, namely Arnold's Cat Map and Fibonacci Torus Automorphisms. 
The Entropy Production of each Fibonacci matrix ( ) n Α is computed applying formula (4):
The proof of formulas (6) is given in Appendix B.
As the Fibonacci sequence is strictly increasing: > , we see from formula (6) that the Entropy Production of the family of Fibonacci Automorphisms with matrices A(n) is a strictly increasing function of n:
Torus Automorphisms with Desired Entropy Production
Based on the analysis of the previous section we shall now construct Torus Automorphisms with prescribed Entropy Production.
Theorem 2.
There are two families of Torus Automorphisms with Matrices with Entropy Production 0 ≥ h with matrices A given by the formulae:
for any real value of the parameters a and b, with 0 b ≠ The families (8),(9) define proper rotations ( det( ) 1 A = ) and improper rotations ( det( ) 1 A = − ) correspondingly. The proof of formulae (8) , (9) is given in Appendix C. 
The Matrix ( ) n Α (5) can be expressed in terms of any given Entropy Production h either using formula (4) or directly by expressing the Fibonacci numbers as a function of h from formula (6): 
Where the even and odd values of n are given by the formulae: The proof of formula (12) is given in Appendix D. As Entropy Production is a strictly increasing function of n (7) we have to take the smaller of the possible values , even odd n n . From Table 1 we observe that there is no obvious relation between the desired Entropy Production and smallest number n. 
Table 1.The Matrices of the Fibonacci Automorphisms with Entropy Production nearest (in gray) to a desired Entropy Production
h . h ( ) odd n h ( ) even n h ( ) odd A n ( ) even A n ( ) odd n h ( ) even n h 1 1 0 1 1 2 3       0 1 1 2       1.90 1.27 1.2 1 0 1 1 2 3       0 1 1 2       1.90 1.27 1.8 1 2 1 1 2 3       1 2 3 5       1.90 2.62 2 3 2 2 3 5 8       1 2 3 5       3.31 2.62 2.6 3 2 2 3 5 8       1 2 3 5       3.31 2.62 3 3 4 2 3 5 8       3 5 8 13       3.A   =    
Integer Torus Automorphisms with Given Entropy Production
The implementation of cryptographic algorithms by chaotic tansformations is realized by restricting the action of the chaotic maps onto some appropriately selected grid of size N N × represented as the 
MatLab Function for the computation of
Some examples of Integer Torus Automorphisms with the corresponding Entropy Production computated with Matlab functions are presented in Table 2 . Table 2 . Examples of Integer Torus Automorphisms with given Entropy Production.
Input
Output 
Grids Compatible with the desired Entropy Production
The restriction of an integer Torus automorphism to the grid N N ×   (mod N):
is a periodic transformation, called the N N × discretization of the integer automorphism. Integer Torus Automorphisms have been implemented on N N × grids and the corresponding periods have been related to the grid size N [15] [16] [17] 20, 22] .
Before selecting the grid size N we should verify that the discretization of the integer automorphism does not reduce entropy. The following example shows that Entropy production depends significantly on the grid size.
Given a desired Entropy Production 15.00 h = , a=5 and b=4 we construct the integer Torus Automorphisms 1 A using algorithm (1+) and then compute the discretizations 100 A and 50000 A on the grids with sizes 100x100 and 50000x50000 correspondingly. Using formula (4) we find the corresponding entropies: 1 
Condition (14) is equivalently expressed in terms of Entropy Production, using (8) and (9) as: 
As the remainders ( ) 
Therefore, from (4), (8) and (9) we have:
The equality:
is true if and only if each matrix element of the matrix A is less than the remainder N which is the grid size N, which is the desired result. ■
The minimal grid size N as a function of the value of the desired Entropy Production is plotted in Figure 1 (a) detA=1. (b) detA=-1 
Figure 1. Minimal Grid Size for given Entropy Production for Automorphisms with

Encryption and Decryption
The message (image or text) is inserted on the N N × grid as the initial data set which is transformed by the selected integer Torus Automorphisms acting as encryption. Decryption is achieved by the application of the inverse automorphism to the transformed (encrypted) data set. The Encryption involves 7 steps, presented below:
Algorithm 2: Encryption
Step 0: inputs: content (Text or/and Image), (0, ), a, ∈ ∞ ∈  h b? , n=1,2,3,… Step 1: if the content is image with equal height and width, then go to step 4.
Else add pixels so that the image has equal height and width and go to step 4 Step 2: if content is text, place the text in a 2-dimensional grid so that each array element is a character (using Algorithm 3)
Step 3: if the content is text and image apply step 1 to each image and step2 to the text.
Step 4: Apply the selected transformations (Algorithm 1, Step 9) for an number of iterations n on the table for iterations=0 to n-1 for i=0 to N-1 for j=0 to N-1
Step 5: if content is image then go to step 7.
Step 6: convert the modified grid from of step 2 to text.
Step 7: return the transformed table
The Encoding Key is the selected sequence of transformations: 
Insertion of Messages for Encryption
The insertion of images is straightforward. If the image has N N × pixels, then it ready for encryption on the N N × grid. If the image has K M × pixels, then we simply add arbitrary pixels to obtain an image with N N × pixels (
The insertion of texts is described in the following algorithm: Algorithm 3:
Step 0: Input: Text
Step 1: Set m=length(Text)
Step 2 2) The number of characters in each line may change during encryption, because all special characters like "enter" are also involved in encryption.
Example of Text Insertion: CHAOS CRYPTOGRAPHY WITH PRESCRIBED ENTROPY PRODUCTION GEORGE MAKRIS, IOANNIS ANTONIOU
As the length of the text is m=85, we need a matrix of size N=10 because the 9x9 matrix does not fit the text. In other words 100 is the minimal encoding length.
Table 3. Example of text insertion C H A O S C R Y P T O G R A P H Y W I T H P R E S C R I B E D E N T R O P Y P R O D U C T I O N \n G E O R G E M A K R I S , I O A N N I S A N T O N I O U
Implementation of "Cryptography With Chaos"
We developed the software "chaos_cryptography" with Java for four reasons:
(i) The language Java is independent of the operating system and platform.
(ii) The Java programs run on Windows, Linux, Unix and MacOS, mobile phones, Ipads, Playstations and other game consoles without any modification like compilation or changing the source code for each different operating system. (iii) The Java software has a graphical user interface, is very simple and user friendly.
(iv) The libraries (classes) developed in Java are compatible with any other software and application.
The user may encrypt or decrypt images and texts selecting any combination of the maps (5), (8), (9) and (13) . Window dialogs alert the user in case of procedural errors.
We show examples of Image encryption and Text encryption in Tables 4 and 5 U T   CRSHY  APCONDIT  BREEOAISK ,RM I  PTCRHRE  ISIRGOGENEO  OO UN I GWHRTYAO  PCO  TDPPURYIANSNT  NOA   CRSHY  APCOOAIANSNT  NPURYCO TDPTYAO  PGWHRO  UN  I  OIRGOGENEO  ISPTCRHRE ,RM IAISKIT BREEOND
Conclusions
The novelties of our work are summarized as follows: i) The possibility to design classes of chaotic Torus maps with any desirable Entropy Production. The Torus parameters are computed as functions of the selected Entropy Production. Moreover, we design Torus Automorphisms with integer parameters determined from the Entropy Production, in order to apply the designed Torus Automorphisms to cryptography of images or texts. The general construction is also applied to Torus Automorphisms constructed from the Fibonacci sequence. ii) The Encryption Mechanisms are designed and implemented by selecting and combining the Torus Maps in an arbitrary way. The proposed encryption is permutation based and symmetric, but is neither stream nor block cipher [29] . We propose the name "MonoBlock" ciphers for this new class of encryptions. iii) The application to content involving text and images.
We may select and combine easily in an arbitrary way several chaotic maps, creating in this way an unlimited number of keys, as large or as small as desired. The Key (17) does not depend on the message size, in contradistinction to classical permutation algorithms, where secure encryption requires large keys [30] . As a result we have not only flexibility, but also high security. The quantitative evaluation of the indices assessing the cryptographic security will be presented elsewhere.
As our libraries (classes) are compatible with any other software and application, the method is easily adapted to any real datasets like: websites, e-mails, smart phones, sound and video.
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Appendix A: Proof of formula (4)
The eigenvalues of matrix A with ad bc 1 − = are: 
We shall identify the range of the parameters a and d so that (A2) is true.
• For ( )
− + < therefore (A2) is always true.
• For ( ) 
Since ad bc 1 − = , we have:
Inserting the value of λ1 in the Entropy formula 2 1 log λ = h we obtain:
Repeating the same steps for the case det(A)= 1 − :
From (A5) and (A8) we obtain formula (4).
Appendix B: Proof of formula (6)
For the matrix ( )
From Cassini formula [31] we have:
From (B1) and (B2):
For the case:
From the definition of the Fibonacci sequence we have:
Inserting (B5) into (B4) we have: 
From (B7) and (B9) we obtain formula (7).
Appendix C: Proof of formulas (8) and (9)
For the case det(A)=1 we can express the trace a+d in terms of h using (A5): 
