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POSTERIOR CONVERGENCE ANALYSIS OF α-STABLE
SHEETS
NEIL K. CHADA, SARI LASANEN, AND LASSI ROININEN
Abstract. This paper is concerned with the theoretical understanding of α-
stable sheets U on Rd within the framework of Bayesian inference. Our moti-
vation is in the context of Bayesian inverse problems, where we consider the
distributions of random fields U as qualitatively informative prior distribu-
tions. We derive posterior convergence results referring to finite-dimensional
approximations of infinite-dimensional random variables U . In doing so we
use a number of variants, which these sheets U can take, such as a stochas-
tic integral representation, but also a random series expansion, namely, the
Le´vy-LePage series. Especially, we study natural discretizations of U , which
arise from independent stable increments. Our proofs rely on the fact that
the random sheets U omit Lp-sample paths. Aside from convergence of ap-
proximations of stable sheets, we address whether both well-definedness and
well-posedness of the inverse problem can be attained.
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1. Introduction
Inverse problems are concerned with the recovery of an underlying unknown
from data, represented by noisy measurements of a model solution. One way to
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approximate solutions to an inverse problem is to treat the unknown as a proba-
bilistic distribution, referred to as the posterior, which is known as a statistical or
Bayesian approach [22, 33, 36].
Since the development of inverse problems in the Bayesian setting, an impor-
tant and fundamental question is how to develop informative priors. Extending
the family of numerically applicable prior distributions is of crucial importance as
the posterior inherits properties of the prior, when the measurements do not fully
determine the unknown. In the beginning of the millennium the development of
priors that mimic, in various ways, the behaviour of discontinuous unknowns in in-
verse problems, was initiated as a part of this extension process. We emphasize that
we will only discuss below the priors for inverse problems, as ordinary regression
problems do not usually need as strong prior assumptions as the severely ill-posed
inverse problems.
1.1. Related work. Extending the family of numerically applicable prior distri-
butions is of crucial importance as the posterior inherits properties of the prior,
when the measurements do not fully determine the unknown. In the beginning
of the millennium the development of priors that mimic, in various ways, the be-
haviour of discontinuous unknowns in inverse problems, was initiated as a part of
this extension process. We emphasize that we will only discuss below the priors
for inverse problems, as ordinary regression problems do not usually need as strong
prior assumptions as the severely ill-posed inverse problems.
One of the first edge-preserving priors that was used in the context of parametric
Bayesian inversion was the total variation (TV) prior. The motivation for the prior
was naturally derived from TV regularization in non-statistical inverse problems
and the success of LASSO methods in regression problems. The first systematic
approach to TV priors was the study by Lassas and Siltanen in 2004 [29], who
showed that the TV prior was degenerate to mesh refinements. As a result the
prior was viewed not a sensible choice to use in the Bayesian approach.
As a remedy, Lassas et al. [28] formulated in 2009 the first nonparametric
edge-preserving prior by introducing Besov space-valued random series expansions.
Shortly after, a regularization motivated approach was made by Helin [15]. He-
lin’s hierarchical Gaussian prior is linked to approximations of the Mumford-Shah
(M-S) functional. The M-S functional allows discontinuities of the unknown over
segments, and, more importantly, penalizes the size of the singular sets of the un-
known. Helin’s hierarchical prior enjoys numerical ease due to use of hierarchical
Gaussian distributions, but the prior is only approximatively edge-preserving as
the applied Ambrosio-Tortorelli approximation promotes continuous sample paths
through the introduction of an additional sharpness parameter. The benefit of these
priors over TV, is that they remain discretization-invariant, which is an attractive
property to have in numerical approximations.
The Besov prior has seen substantial progress since its formulation. Notably the
well-posedness of the Bayesian inverse problem in Hlder spaces has been shown by
Dashti et al.[10] for regular enough Besov priors, where the regularity is in essence
considered in terms of the maximum value and decay speed of the expected absolute
values of wavelet coefficients. Further enhancements towards maximum a-posteriori
inversion has been done in [1].
The prior distribution recipe of Lassas of et al. of defining random functions
with the help of just regular enough deterministic functions and independent ran-
dom coefficients, which have distributions, whose track record is good in Bayesian
inference, has since been successfully adapted to other cases. Whereas Lassas et
al. used wavelet expansions and coefficients with generalized Laplace distributions
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(known as exponential power distributions [6]), others have concentrated on un-
conditional Schauder basis in Banach spaces and heavy-tailed distributions, which
produce prior distributions that promote small number of large local variations.
Sullivan studied well-posedness of the Bayesian inverse problem in quasi-Banach
spaces with α-stable coefficients [37]. Well-posedness for stable prior distributions
is a challenging problem since the prior is only p-integrable instead of exponentially
integrable as is the case in Stuart’s classical approach [36]. In Sullivan’s method the
key element for well-posedness is to restrict to forward mappings that have slowly
growing lower bounds.
Hosseini [17, 18] suggested several types of priors from random series with a
Schauder basis and generalized Gamma distributed coefficients to pure jump Lvy
processes, namely, compound Poisson processes and their generalizations, randomly
truncated random series in Banach spaces. Hosseini’s study [17] is the first system-
atic treatment of prior and posterior distributions on the important nonseparable
function space BV (D) of functions of bounded variation on an open set D ⊂ R.
Among the results shown by Hosseini is a significant technical detail about the
Radon property of distributions, of compound Poisson processes, on BV (D). In
[17], well-posedness for the heavy-tailed distributions follows similar lines as in
Sullivan’s approach [37].
More recently, aspects of deep learning have also been applied to Bayesian in-
version, such as in the context of deep Gaussian processes. The paper of Dunlop et
al. [11] discuss how much depth is required from a deep Gaussian process (DGP)
prior to capture features of the unknown. Their results suggest the DGP prior does
not need to be very deep while another contribution is that it offers flexibility in
modelling. yet the main theory derived for these priors has been on ergodicity, as
remaining theory for inversion holds in the same way as for Gaussian priors.
Although truncations of the random series expansions provide natural parametric
approximations of the corresponding random functions, these approximations can
suffer from an intrinsic preference of the magnitude of jumps at different location.
An easy demonstration is given by considering Haar wavelets and their random
coefficients, which are not identically distributed. Therefore, the use of stochastic
processes and random fields, as suggested by Markkanen et al. [25] and Hosseini
[17], is attractive.
Among other priors defined by stochastic processes and random fields, we men-
tion hierarchical Mate´rn type fields [8], which are approximated through stochastic
partial differential equations.
Moreover, for consistent approximations of the posterior in TVmetric or Hellinger
distance, one typically needs a stronger topology on the space of unknowns in order
to obtain the needed uniform convergence (see Example 2 in [18]). This raises the
question, do the approximations of the posterior converge in weaker topology on a
more natural sample space?
A common and popular choice of priors traditionally have been priors of a Gauss-
ian form [3, 24, 34]. This is due to both attractive properties associated with the
form, but also its applicability for computational purposes, such as in the con-
text of partial differential equation (PDEs) based inverse problems [7, 8, 32, 34].
With many PDEs the physical properties of the unknown such as a diffusion co-
efficient omit a heterogeneous form, so modelling them through a Gaussian prior
is a natural choice. Such PDEs include impedance tomography, Darcy flow and
the Navier-Stokes equation. However there are scenarios in which the unknown of
interest does not omit a representation typical of a Gaussian prior, but instead has
certain discontinuities and edges. As a consequence a Gaussian prior can result in
a poor approximation.
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1.2. Our Contribution. The purpose of this paper is to study a new class of
non-Gaussian priors which are motivated from α-stable sheets [9, 19, 21, 35]. These
priors are based on α-stable random variables. They can be expressed through the
general form
X ∼ Sα(σ, β, γ),
where α ∈ (0, 2] denotes stability parameter, β ∈ [−1, 1] denotes the skewness
parameter, γ ∈ R represents the shift parameter, and σ ∈ R which describes the lo-
cation. These processes are of particular interest as they incorporate both smooth
and rough features through various distributions, such as Gaussian (α = 2) and
Cauchy (α = 1) [8, 34, 37]. Both these processes have been used for Bayesian inver-
sion where a comparison was conducted in the work of Markkanen et al. [25]. Much
of the current literature has focused on developing computational methodologies for
non-Gaussian priors. In contrast to this we aim to build a theoretical understanding
of α-stable sheets, which are highlighted below as our main contributions.
(i) We aim to ensure that both well-definedness and well-posedness of the
inverse problem, when the prior is specified as a stable random field, is
attained. This can be achieved through a number of assumptions which we
place on the Radon-Nikodym derivative, which is the form the posterior
distribution takes. Depending on the assumptions we verify well-posedness
in weak topology and in total variation metric. Our discussion extends the
results of Hosseini et al. [17, 18] and Sullivan [37] towards conditions that
do not explicitly involve slowly growing bounds for the forward mapping.
However, we emphasize that the cases in [17, 18, 37] are valid for stable
random fields.
(ii) Under certain conditions and assumptions, we provide numerous conver-
gences results. To study convergence we introduce different representations
of the sheets, which includes a series expansion and in integral form. Specif-
ically for this work we will focus on both Lp convergence and convergence in
a fractional Sobolev spaces Hsp . This will be examined for different values
the stability parameter α ∈ (0, 2] can take. We analyze the sample path
regularity of these processes to ensure convergence, as these processes omit
discontinuities.
(iii) A discretization of the α-stable sheets is established, which is constructed
through hypercubes and discretized random walks. The motivation of the
particular discretization is taken from [25], where these sheets will act as
a finite-dimensional approximation. This will lead onto providing various
convergence results. However unlike the different results discussed above,
we will solely concentrate on Lp convergence.
1.2.1. Outline. The layout of this work is split in the following manner. In Section
2 we provide an overview of preliminary material and notation which is required
for the rest of paper. This includes a discussion on Bayesian inverse problems
and their well-posedness. This will lead onto Section 3 where we discuss α-stable
stable sheets and the forms they take. Then we carefully re-evaluate the existing
results on sample spaces of α-stable random fields and update them to suit the
needs of Bayesian inverse problems. We extend these results to the case of the
posterior in Section 4 where we describe parametric approximations of the sheets
and provide their posterior convergence. Finally in Section 5 we conclude with
some final remarks while mentioning further areas of research.
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2. Background material
2.1. Notation and preliminaries. Let (Ω,Σ, P ) represent a complete probability
space, with sample space Ω, σ-algebra Σ and probability measure P : Σ → [0, 1].
The set of all real-valued random variables on Ω is denoted with L0(Ω). The
conditional expectation E[f |Σ0] of a function f ∈ L1(Ω,Σ, P ), given a σ-algebra
Σ0 ⊂ Σ is a Σ0-measurable function, where∫
A
fdP =
∫
A
E[f |Σ0]dP, for all A ∈ Σ0.
Let F be a separable Banach space equipped with its Borel σ-algebra F . We
denote with F ′ the dual space of F i.e. the space of all continuous linear forms
λ : F → R. We denote the action of λ on u ∈ F with duality λ(u) = 〈u, λ〉F,F ′
between F and F ′ and equip the linear space F ′ with the strong topology ‖λ‖F ′ =
sup‖u‖≤1〈u, λ〉F,F ′ .
We say that U : Ω→ F is F -valued random variable, if U−1(B) ∈ Σ for all Borel
sets B ∈ F .
Remark 2.1. For a separable Banach space F , weakly measurable mappings U :
Ω→ B are measurable, since the Borel σ-algebra F is generated by cylinder sets of
the form
{u ∈ F : (〈u, λ1〉, . . . , 〈u, λm〉) ∈ B},
where m ∈ N, B ⊂ B(Rm), and λk ∈ F ′. For separable duals, we may choose
{λk}∞k=1 to be any countable dense set of the dual space of F (see Theorem 6.8.9 in
[4]).
The distribution P ◦ U−1 of U on (F,F) is denoted with µU . A conditional
distribution of U given another Banach-space valued random variable Y : Ω → G,
is defined as µ
Y (ω)
U (B) := E[1B(X)|Y −1(G)](ω) for all Borel sets B of F , where
G is the Borel σ-algebra of the separable Banach space G. The notation µY (ω)U
emphasizes the fact that conditional expectation given σ-algebra generated by an-
other random variable Y can be expressed as a function of Y . In separable Banach
spaces, conditional distributions have regular version in the sense that y 7→ µyU (B)
is measurable from G to [0, 1] for every B ∈ F and µyU is a probability measure on
(F,F) for every y ∈ G. We remark, that only the joint distribution of U and Y is
needed to determine the distributions µyU up to a µY -null set (see Theorem 2.4 in
[26]).
Two separable Banach space-valued random variables U : Ω→ F and η : Ω→ G˜
are called independent, if 1B(U) and 1D(η) are independent for any Borel sets
B ⊂ F and D ⊂ G˜. For independent Banach-space valued random variables U, η
and continuous function K : F × G˜ → G, the conditional distribution of K(U, η)
given U = u is the distribution of K(u, η) (see Lemma 3.2 in [26]).
A characteristic function of a probability measure µU on (F,F) is a mapping
φ : F ′ → C given by
φ(λ) =
∫
exp (i〈u, λ〉F,F ′)µU (du).
For further details on measures and regular conditional distributions on Banach
spaces, we refer to [3, 4].
An F -valued random variable U has a stable distribution if, for any positive
constants a and b, there exists positive constants c and d such that
(2.1) aU1 + bU2 = cU + d,
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in distribution, where U1 and U2 are independent copies of U . Real-valued stable
random variables U have characteristic functions
φ(t) = E[exp (itU)] =
{
exp
(−σα|t|α (1− iβ sgn(t)) tan (πα2 )+ iγt ) when α 6= 1
exp
(−σα|t|α (1 + iβ 2π sgn(t) ln(|t|))+ iγt ) when α 6= 1,
where parameters α ∈ (0, 2], β ∈ [−1, 1], σ ∈ R and γ ∈ R. Parameters α and β
are referred as the stability and skewness parameter, respectively. The distribution
of a real-valued stable random variable is denoted with
U ∼ Sα(σ, β, γ).
The distribution of real-valued stable random variable is called symmetric if β =
γ = 0. When U is F -valued stable random variable, we call it symmetric, if the
composition of U with any continuous linear form λ ∈ F ′ is symmetric. Especially,
we can identify the distribution of symmetric U through its characteristic function
E [exp(i〈U, λ〉F,F ′)] = exp (−σαλ ) .
For the purpose of this work we will focus on a special type of symmetric stable ran-
dom variables, α-stable sheets, which we will use as heavy-tailed priors in Bayesian
inverse problems for Lp-valued unknowns. This will be introduced and discussed
in detail in Section 3.
2.2. Bayesian inverse problems. We will first recall the basics of Bayesian in-
verse problems in infinite-dimensional spaces. Let F , G and G˜ denote separable
Banach spaces equipped with their Borel σ-algebras F ,G and G˜, respectively. An
inverse problem is concerned with the recovery of some quantity of interest U ∈ F
from data Y ∈ G, where we will consider noisy models of the type
(2.2) Y = K(U, η),
such that η is G˜-valued random noise and K : F × G˜→ G is a continuous mapping.
We take the Bayesian approach and model U as an F -valued random variable with
prior distribution µ on F . A common setup is to take K(u, y) = L(u) + y, where
L : F → G is a continuous mapping.
When distributions of U and Y have probability density functions (e.g. when F
and G are finite-dimensional), we write the familiar Bayes’ formula for the posterior
distribution of U given Y as
fU (u|Y = y) =fY (y|U = u)fU (u)
fY (y)
∝fY (y|U = u)fU (u),
(2.3)
where fY (y|U = u) is the likelihood and fU (u) is the prior probability density
of U , which represents our initial beliefs about the unknown U . We will denote
with µ the prior distribution of U and with µy the posterior distribution of U
on F . The non-existence of Lebesgue’s measure in infinite-dimensional setting
prohibits us from using (2.3) in the infinite-dimensional case. Instead, one uses
different measures in place of the Lebesgue’s measure. Let us recall the basics
of infinite-dimensional Bayesian inference by considering some formal candidates
for replacements of Lebesgue’s measure in (2.3), which lead to the well-known
representation of the posterior distributions (see [36]).
Avoiding the use of the posterior density in (2.3) is straightforward, where we just
take integrals and consider the posterior distribution instead of posterior density.
Similarly, the prior density can be avoided by integrating with respect to prior
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distribution µ(du) instead of fU (u)du, where du is the Lebesgue’s measure. From
(2.3), we formally derive the posterior distribution
µy(B) =
∫
B
fY (y|U = u)µ(du)∫
F
fY (y|U = u)µ(du) .
Expressing the integral with respect to prior measure µ(du) and considering poste-
rior distributions instead of posterior densities handles two out of three problematic
densities.
The critical part of generalizing (2.3) to infinite dimensions is finding a gen-
eralization for the likelihood function fY (y|U = u), which has turned out to be
nontrivial and sometimes even impossible (see Remark 4 and 5, together with a
simple Gaussian counterexample, Remark 9, in [26]).
If the conditional probability distribution of Y given U = u, which we denote
with µuY , has Radon-Nikodym densities
dµuY
dν (y) with respect to a common σ-finite
measure ν on G for (µ-almost) all u ∈ F , the Bayes’ formula continuous to hold in
the sense that the posterior distribution has Radon-Nikodym density (see [23, 26])
(2.4)
dµy
dµ
(u) ∝ dµ
u
Y
dν
(y) =: exp(−Φ(u, y)),
with respect to the prior distribution µ. In (2.4), the mapping Φ : F ×G→ R is an
extended real-valued mapping, which can be chosen to be jointly µ⊗ν- measurable
on F ×G (see Theorem 2 in [23]).
Definition 2.2. We say that the inverse problem (2.2) is dominated, if there exists
a σ-finite measure ν so that the Radon-Nikodym densities
dµuY
dν
(y) = exp(−Φ(u, y)),
define a jointly measurable mapping Φ : F × G → R. In this work, we call Φ
negative dominated loglikelihood (NDLL).
In this work we will focus on the basic case, where G is finite-dimensional and the
generalized likelihood exp(−Φ(u, y)) is bounded. For example, when the U and ε
are statistically independent, we take Φ(u, y) = − log fε+L(u)(y) for the observation
Y = L(U) + ε.
2.3. Well-posedness of Bayesian inverse problems. The well-posedness of the
posterior distribution, established first by Stuart [36] in the Gaussian nonlinear
case, means essentially that the posterior distribution µy depends continuously on
y with respect to suitable topology on the space of probability distributions. Well-
definedness of the posterior is well-known for almost every observation (see [23, 26]
and references therein), but the characterization of sets of well-definedness has
gained more popularity during the last decade. We recall sufficient conditions for
well-posedness of the posterior distribution of stable random sheets U in dominated
inverse problems, with respect to weak topology and the total variation metric. We
follow the general scheme introduced in [36] and refined in [37].
Let the posterior distribution be of the form
µy ∝ exp (−Φ(x, y))µ(dx),
where Φ is NDLL as in Definition 2.2 and the prior µ is the distribution of the
stable random sheet U .
In the next definition, Conditions WD1 andWD2 are connected to well-definedness
in the fully infinite-dimensional case. Condition WP1 and WP2 are connected to
well-posedness. Condition WP2 is connected to well-posedness in weak topology
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and Condition WP3 strengthens well-posedness so that it holds also in total vari-
ation metric. Conditions WD1 and WP1 intentionally leave the finer sufficient
properties of the NDLL undetailed, since our intention is to use a pure skeleton of
high-impact assumptions. The Condition PC1, which we will use later, is connected
to posterior convergence of the Bayesian inverse problem.
Definition 2.3. We define the following conditions for a NDLL Φ : F × G → R
and a distribution µ on F .
WD1. There exists a set Dµ ⊂ G such that the function exp(−Φ(u, y)) is
µ-integrable for every y ∈ Dµ.
WD2. The NDLL Φ is bounded on bounded subsets of F ×G.
WP1. There exists a set Dµ ⊂ G such that the function y 7→
∫
Φ(u, y)µ(du)
is continuous on Dµ (in the relative topology).
WP2. The function y 7→ Φ(u, y) is continuous on G for every u ∈ F .
WP3. The functions y 7→ Φ(u, y) on G are uniformly continuous with
respect to u ∈ B for any bounded subset B of F .
PC1. The functions u 7→ Φ(u, y) on F are continuous for any y ∈ G.
In WP1, we can replace convergence in relative topology with the original topol-
ogy whenever the set Dµ is open.
Definition 2.4. We say that the posterior distribution µy ∝ exp(−Φ(u, y))µ(du) is
well-defined on the set Dµ, if the normalizing constant Zy =
∫
F exp(−Φ(u, y))µ(du)
is positive and finite for every y ∈ Dµ.
We recall the well-known fact that the posterior distributions are always almost
surely well-defined. However, the set Dµ is not explicitly characterized. The second
part of the claim, which originates from Stuart [36], is used when we wish to evaluate
well-definedness on a given set Dµ.
Theorem 2.5. Let Φ be a NDLL.
(i) There exists a set Dµ of full µY -measure such that the posterior distribution
µy ∝ exp(−Φ(u, y))µ(du) is well-defined on the set Dµ.
(ii) If NDLL Φ and a prior distribution µ satisfy Conditions WD1 and WD2 for
a given set Dµ ⊂ G, then the posterior distribution µy ∝ exp(−Φ(u, y))µ(du)
is well-defined on the set Dµ.
Proof. For the claim (i), we write norming constants with the help of the Radon-
Nikodym density ∫
F
exp(−Φ(u, y))µ(du) =
∫
F
dµuY
dν
(y)µ(du)
and integrate with respect to ν over G. Since µY is a finite measure, the norming
constants are finite ν-almost everywhere. We choose {y : ∫F exp(−Φ(u, y))µ(du) <
∞} to be Dµ. By replacing G with Dµ in the integral, we see that the claim holds
also µY -almost surely.
We now show (ii). Since all probability measures on separable Banach spaces
are Radon, there exists a compact set K ⊂ F such that µ(KC) < 12 . By Condition
WD2, the NDLL Φ is bounded on K×{y} and there is a constant C > 0 such that
−C ≤ Φ(u, y) ≤ C on K × {y}. Therefore, the normalizing constant has a lower
bound ∫
F
exp(−Φ(u, y))µ(du) ≥
∫
K
exp(−C)µ(du) ≥ exp(−C)/2,
for every y ∈ G. By Condition WD1, the normalizing constant is also bounded for
every y ∈ Dµ. 
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We will now turn to the well-posedness of posterior distributions. We start with
weak topology of measures, which does not require integrability of moments from
the prior distribution. This is very attractive for stable distributions, which are
heavy-tailed.
Definition 2.6. We say that the posterior distribution µy ∝ exp(−Φ(u, y))µ(du)
is well-posed on the set Dµ ⊂ G in weak topology, if µy is well-defined on Dµ and,
for every bounded continuous function f : F → R, the equation
lim
k→∞
µyk(f) = µy(f),
holds whenever limk→∞ yk = y, where yk, y ∈ Dµ, k ∈ N.
For well-posedness in the weak topology, it is enough to show continuity of the
norming constants, if Φ is suitably continuous.
Theorem 2.7. Let a NDLL Φ and a prior distribution µ satisfy Conditions WD1,
WD2, WP1, and WP2. Then the posterior distribution µy ∼ exp(−Φ(u, y))µ(du)
is well-posed on the set Dµ in weak topology.
Proof. By Condition WP1 and WP2
Zy exp(−Φ(u, y)) = lim
k→∞
Zyk exp(−Φ(u, yk)) = liminfk→∞ Zyk exp(−Φ(u, yk)),
which we integrate over an open set U ⊂ F . By Fatou’s lemma∫
U
Zy exp(−Φ(u, y))µ(du) ≥ liminfk→∞
∫
U
1
Zyk
exp(−Φ(u, yk))µ(du).
Since the open set U can be chosen freely, we arrive at a well-known equivalent
criteria for weak convergence of distributions. 
Next, we recall a stronger mode of convergence from [10, 17, 18, 36, 37].
Definition 2.8. We say that the posterior distribution µy ∝ exp(−Φ(u, y))µ(du)
is well-posed on the set Dµ ⊂ G in total variation metric, if µy is well-defined on
Dµ and
lim
k→∞
sup
A∈B(F )
|µyk(A)− µy(A)|,
whenever limk→∞ yk = y, where yk, y ∈ Dµ, k ∈ N.
Remark 2.9. For a Banach space F , the uniform tightness of the family of distri-
butions µk on F is equivalent to the condition that for every ǫ > 0 and every r > 0,
there exists a finite number of open balls Br,ǫ of F such that
µk (F\ ∪Br,ǫ) < ǫ,
for every k (See Remark 2.3.1 in [5]).
Next, we study well-posedness of the posterior distribution in total variation
metric. Again, the convergence of norming constants is imperative. The milder
assumptions than in [10, 17, 18, 36, 37] are achieved by relaxing the posterior
Lipschitz continuity to ordinary continuity.
Theorem 2.10. Let a NDLL Φ and a prior distribution µ satisfy Conditions WD1,
WD2, WP1, and WP3. Then the posterior distribution µy ∝ exp(−Φ(u, y))µ(du)
is well-posed on the open set Dµ in total variation metric.
Proof. Let yk → y, where all yk, y ∈ Dµ. Then all yk, y belong to a bounded set B.
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We use the equivalent definition of uniform tightness in Remark 2.9. Let ǫ > 0
and r > 0. By tightness of exp(−Φ(u, y))µ(du), there exists a finite number of balls
Bpr,ǫ/2 such that ∫
F\∪pB
p
r,ǫ/2
exp(−Φ(u, y))µ(du) < ǫ/2.
By Conditions WP3, the NDLL Φ has an upper bound
Φ(u, yk) =Φ(u, y) + (Φ(u, yk)− Φ(u, y))
≤Φ(u, y) + sup
u∈B′
|Φ(u, yk)− Φ(u, y)|
≤Φ(u, y) +Rε,
(2.5)
for all k > N = NR,ǫ,r and u from a bounded subset B
′ of F , which we take to be
the finite union ∪pBpǫ/2,r. We estimate∫
∪pB
p
r,ǫ
exp(−Φ(u, yk))µ(dx) ≥
∫
∪pB
p
r,ǫ
exp(−Φ(u, y)−Rǫ)µ(dx)
>(Zy − ǫ/2) exp(−Rǫ).
We choose R so that
(Zy − ǫ/2) exp(−Rǫ) ≥ Zy − 3ǫ/4,
that is,
R ≤ 1
ǫ
ln
(
Zy − ǫ/2
Zy − 3ǫ/4
)
.
Then ∫
F\∪pB
p
r,ǫ/2
exp(−Φ(u, yk))µ(du) < 3ǫ/4 + Zyk − Zy.
Since the normalizing constants converge by Condition WP1, we may choose N ′ >
N so that |Zyk − Zy| < ǫ/4 when k > N ′.
For k ≤ N ′, there exists finite number of open balls Bpkr,ǫ,k such that∫
F\∪pkB
pk
r,ǫ,k
exp(−Φ(u, yk))µ(du) < ǫ.
The finite collection of balls Bpr,ǫ/2 together with the finite number of balls B
pk
r,ǫ,k,
where k ≤ N ′, fulfills the required condition in Remark 2.9. Hence, Φ(u, yk)µ(du)
are uniformly tight. The uniformly tight family of measures Φ(u, yk)µ(du) is also
bounded. Indeed, the converging sequence yk belongs to a bounded set B and by
uniform tightness, there exists a compact set K ′ = K ′ǫ so that∫
K′∪F\K′
exp(−Φ(u, yk))µ(du) ≤
∫
sup
(u,y)∈K′×B
exp(−Φ(u, y))µ(du) + ǫ,
where we apply Condition WD2.
Finally, we verify the convergence of exp(−Φ(u, y))µ(du), which follows directly
from tightness and Equation (2.5). Indeed,∫
|exp(−Φ(u, yk))− exp(−Φ(u, y))|µ(du)
≤
∫
K′
exp(−Φ(u, y)) |(exp(Φ(u, y)− Φ(u, yk))− 1|µ(u) + 2ǫ
≤ Zy sup
u∈K′
|exp(Φ(u, y)− Φ(u, yk))− 1|+ 2ǫ,
where we apply Condition WP3. 
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We do not discuss well-posedness in Hellinger topology, which is covered in
[17, 18, 37], since we have not been able to improve these results. The main obsta-
cle is that conditions characterized by moments arise more naturally for Hellinger
distance.
3. α-stable random measures and sheets
In this section we review α-stable fields, which will later serve as priors U . We
highlight certain properties and assumptions of α-stable random fields that are
required in order to analyze the convergence. As our discretization scheme for the
unknown function U is based on finite-difference approximations on certain function
spaces, we need to verify that α-stable random sheets have enough regularity to
carry out the convergence analysis. We aim to understand the convergence both in
terms of probability and functional analysis.
To begin we require the concept of α-stable stochastic integrals, which we recall
from [35]. Consider measure space (E,Σ(E),m) where
Σ(E)0 = {A ∈ Σ(E) : m(A) <∞},
denotes a subset of Σ(E) that consists of sets of finite m-measure. In our inverse
problem, the unknown U will be a random field defined on E ⊂ Rd.
Definition 3.1. Let 0 < α < 2. A random σ-additive set function
M : Σ(E)0 → L0(Ω),
is called an α-stable random measure on (E,Σ(E)0) with control measure m and
skewness parameter β, if it is independently scattered and for every A ∈ Σ(E)0,
M(A) ∼ Sα
(
(m(A))1/α,
∫
A
β(x)m(dx)
m(A)
, 0
)
,
The random measure M is called symmetric, if β = 0.
The above definition holds for non-Gaussian examples, hence α 6= 2. By stat-
ing independently scattered we mean that if A1, A2, . . . , Ak belong to Σ(E)0 and
are disjoint then the random variablesM(A1),M(A2), . . . ,M(Ak) are independent.
Furthermore, σ-additivity means that if A1, A2, . . ., that belong to Σ(E)0, are dis-
joint and ∪∞j=1Aj ∈ Σ(E)0 then
M
( ∞⋃
j=1
Aj
)
=
∞∑
j=1
M(Aj) almost surely.
Stochastic integrals of deterministic functions f with respect to α-stable random
measure M are defined similarly to the Gaussian case, through limits of simple
functions fk. However, the convergence holds in a weaker sense. Namely
(3.1)
∫
E
f(x)M(dx) = lim
k→∞
∫
E
fk(x)M(dx),
in probability if (and only if) limk→∞ fk = f in L
α(E) (Proposition 3.5.1 in [35]).
The values of the random variable
∫
f(x)M(dx) can be specified almost surely
by e.g. choosing a subsequence
∫
fkj (x)M(dx) that converges almost surely to∫
E
f(x)M(dx). Recall, that Lα space is only a complete metric space, not a normed
space, when 0 < α < 1.
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The distribution of the stochastic integral
∫
f(x)M(dx) is Sα(σf , βf , γf ), where
σf =
( ∫
E
|f(x)|αm(dx)
)1/α
,
βf =
∫
E
f(x)〈α〉β(x)m(dx)∫
E |f(x)|αm(dx)
, y〈α〉 := |y|αsign(y),
γf =
{
0 if α 6= 1,
− 2π
∫
E f(x)β(x) ln |f(x)|m(dx) if α = 1.
We consider modeling our unknown U as an α-stable sheet on the hypercube [0, 1]d.
Definition 3.2. A random field U on [0, 1]d is called a symmetric α-stable random
sheet if it can be expressed (up to a version) as a stochastic integral
(3.2) U(x) =
∫
[0,1]d
f(x, x′)M(dx′), x ∈ [0, 1]d,
where
(3.3) f(x, x′) =
{
1 when x′i ≤ xi for all i = 1, . . . , d
0 otherwise,
andM is symmetric α-stable random measure on ([0, 1]d,B([0, 1]d), |·|) with Lebesgue’s
measure | · | as the control measure.
The α-stable random sheet has marginal distributions
U(x) ∼ Sα
(
(x1 · · ·xd)1/α, 0, 0
)
,
where x = (x1, . . . , xd) ∈ [0, 1]d. Moreover, the values U(x) and U(x′) are statisti-
cally dependent.
3.1. Sample paths. Let us now concentrate on the nature of the mapping x 7→
U(x;ω) for fixed ω, where each U(x) is defined by (3.2). This is an important point,
because we are interested in modelling our unknown function with U and wish to
specify a Banach space F where U lives. In other words, we wish to describe U
as an F -valued random variable for some Banach space F . At this point, we have
defined U as a random field, through a family of random variables. We will heavily
utilise another way of describing stable random fields, the so-called LePage series
representation ([35], Theorem 3.9.1), which is often used in deriving sample path
properties of stable random fields.
For the convenience of the reader, we provide the proofs below and begin with
two preparatory lemmas. We recall, that arrival times Γk of a Poisson process with
arrival rate 1 can be expressed as
Γk =
k∑
j=1
λj ,
where λj are independent identically distributed random variables with common
probability density f(x) = exp(−x)1[0,∞)(x).
Lemma 3.3. Let Γk be arrival times of a Poisson process with arrival rate 1.
There exists c(ω), C(ω) > 0 and K(ω) ∈ N so that c(ω)k ≤ Γk(ω) ≤ C(ω)k for all
k ≥ K(ω) and for P - almost every ω. Moreover, the series
∞∑
k=1
Γ−κk ,
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converges almost surely for all κ > 1.
Proof. By the law of large numbers
lim
k→∞
Γk
k
= E[λj ] = 1,
almost surely. Therefore, Γk ∼ k for large k and there exists c = c(ω), C = C(ω) > 0
and integers K = K(ω) such that c(ω)k ≤ Γk(ω) ≤ C(ω)k for all k > K(ω) almost
surely. Inserting the lower bound in the series
∞∑
k=1
Γk(ω)
−κ ≤
K(ω)∑
k=1
Γk(ω)
−κ + c(ω)−κ
∞∑
k=K(ω)+1
k−κ,
shows that the series converges almost surely. 
Lemma 3.4. Let (ak), (bk) be mutually independent random sequencies, and let g
be a separable Banach space-valued Borel measurable function. The series
∞∑
k=1
g(ak, bk),
converges almost surely in F if and only if the series
∞∑
k=1
g(ak, b
0
k),
converges for almost every sample b0k of bk.
Proof. If A ∈ Σ is any event, say
A =
{
ω ∈ Ω : ‖
∞∑
k=1
g(ak, bk)‖ <∞
}
,
then
P (A) = E [E[1A|bk, k = 1, 2, . . . ]] = 1,
if and only if E[1A|bk, k = 1, 2, . . . ] = 1 almost surely. Indeed, conditional expecta-
tion of 1A is at most 1. A simple proof by contradiction shows that the conditional
expectation must equal 1 almost surely if P (A) = 1. The other direction is trivial.

The next theorem provides a series representation for the symmetric α-stable
random measure M with Lebesgue’s control measure. In the theorem, we prove
series representations of stochastic integrals, when f ∈ Lp. This suffices for our
purposes, because we can always choose p > α for the functions that we study. The
approach helps us to use almost surely equivalence of stochastic integrals instead
of the more common concept of equivalence in distribution.
Theorem 3.5. Let 0 < α < 2 and E ⊂ Rd be a measurable set with 0 < |E| <∞.
Let Γk be arrivals times of a Poisson process with arrival rate 1. Let (Vk, ρk) form
an i.i.d. sequence of random vectors independent of Γk that consist of uniformly dis-
tributed d-dimensional random vectors Vk on E, and {−1, 1}-valued random vari-
ables ρk whose conditional distribution given Vk is P (ρk = 1|Vk) = 1 − P (ρk =
−1|Vi) = 0.5. Let
Cα =
(∫ ∞
0
x−α sin(x)dx
)−1
.
Then
(3.4) M(A) := (Cα|E|)1/α
∞∑
k=1
ρkΓ
−1/α
k 1A(Vk),
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where A ⊂ E are Borel sets, defines a symmetric α-stable random measure M with
Lebesgue’s control measure on E.
If f ∈ Lp(E), where p ≥ 1 when 0 < α < 1 and p > α otherwise, then the series
(3.5) (Cα|E|)1/α
∞∑
k=1
ρkΓ
−1/α
k f(Vk),
converges almost surely and it coincides with the stochastic integral
∫
f(x)M(dx).
Proof. First, we will verify convergence of (3.4).
For 0 < α < 1, a direct application of Lemma 3.3 shows the convergence. For
1 ≤ α < 2, we proceed as in [35] by using Kolmogorov’s three series theorem, but
apply it under conditioning with respect to Γk = Γ
0
k in the spirit of Lemma 3.4.
For fixed λ > 0,
(3.6)
∞∑
k=1
P (|ρk(Γ0k)−1/α1A(Vk)| > λ) ≤
∞∑
k=1
P (1A(Vk) > (ck)
1/αλ) <∞,
since Γ0k ∼ k for large k by Lemma 3.3. Moreover, the sum of expectations of
Yk := ρk(Γ
0
k)
−1/α1A(Vk)1|ρk(Γ0k)−1/α1A(Vk)|≤λ, that is,
(3.7)
∞∑
k=1
E[Yk] =
∞∑
k=1
E[ρk] E[(Γ
0
k)
−1/α1(Γ0k)−1/α1A(Vk)≤λ],
vanishes due to the distribution of ρk, and the sum of variances
(3.8)
∞∑
k=1
E[Y 2k ] ≤
∞∑
k=1
(Γ0k)
−2/α
E[1A(Vk)
2],
is finite by Lemma 3.3. Hence, M(A) is a well-defined random variable.
Secondly, we show that M(A) has the right distribution. We first remark, that
(3.9) lim
n→∞
(Cα|E|)1/α
(
Γn+1
n
) 1
α
n∑
k=1
ρkΓ
−1/α
k 1A(Vk) =M(A),
by the law of large numbers. Additionally the random vector with components
Γk
Γn+1
∼ Beta(k, n + 1 − k), k = 1, . . . , n, is distributed as the random vector
(U (1), . . . , U (n)) whose components are independent uniformly distributed random
variables Uk on (0, 1) ordered increasingly. In the finite sum (3.9), we may also
reorder the random variables without changing the distribution of the sum. This
leads to identification ofM(A) as the limit of sums of independent random variables
M(A) = lim
n→∞
(Cα|E|)1/α
(
1
n
) 1
α
n∑
k=1
ρkU
−1/α
k 1A(Vk),
which implies that M(A) is necessarily a stable random variable. We still need to
define the index α and parameters of the stable distribution. To do this, we identify
the domain of attraction of the common distribution of (Cα|T |)1/α γkU−1/αk 1A(Vk).
Since the common distribution is symmetric, we study the tail behaviour
P (|(Cα|E|)1/αρkU−1/αk 1A(Vk)| > λ) = P (Uk < Cα|E|λ−α ∩ Vk ∈ A)
=
|A|
|E|
∫ λ−αCα|E|
0
1(0,1)(t)dt = |A|Cαλ−α,
which implies [13] that distribution of M(A) is α-stable. Through tail behaviour,
we identify the distribution as S(|A| 1α , 0, 0).
From the characteristic function of M(A) it is evident, that M is independently
scattered. For disjoint sets Ak, the sum M(∪kAk) converges clearly almost surely
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and the sum of independent random variables
∑
kM(Ak) converges through Ito¯-
Nisio theorem [20] almost surely and their limit coincide in probability. By selecting
almost surely converging subsequences, the limits coincide almost surely, which
shows that M is countably additive.
When 0 < α < 1, the right hand side of (3.5) converges absolutely by Lemma
3.3, since its the conditional expectation given the sequence Γk = Γ
0
k is finite. By
choosing almost surely converging subsequences from the simple function approx-
imations M(f±j ) that converge in probability to M(f), we identify the stochastic
integral
M(f) = lim
i→∞
M(fji) = lim
i→∞
(Cα|E|)1/α
∞∑
k=1
ρkΓ
−1/α
k fji(Vk),
with the almost surely converging series representation by taking the limit inside
the sum by Lebesgue’s dominated convergence theorem.
When 1 ≤ α < 2, we divide f ∈ Lp(E) into positive and negative parts f+ and
f−, and consider, where necessary, their strictly increasing simple function approx-
imations f±j . The right hand side of (3.5) converges almost surely by Kolmogorov’s
three series theorem similarly to (3.6) and (3.7), since
∞∑
k=1
P (f±(Vk) > (ck)
1/αλ) ≤
∫
f±(x)pdx
(ck)p/αλp
<∞,
by Markov’s inequality and the assumptions. The convergence of the sum of vari-
ances holds, since
∞∑
k=1
E[(Γ0k)
−2/αf±(Vk)
21|(Γ0
k
)−1/αf±(Vk)|≤λ]
=
∞∑
k=1
E
[
(Γ0k)
−2/α
∫
f±(x)21f±(x)≤λ(Γ0k)1/αdx
]
≤
∞∑
k=1
(Γ0k)
−2/α(λ(Γ0k)
1/α)(2−p)
∫
f±(t)pdt
≤
∞∑
k=1
(Γ0k)
−p/αλ2−p
∫
f±(x)pdx <∞,
by the assumptions. Because p > α ≥ 1 and |E| < ∞, the function f belongs to
Lα(E) by Ho¨lder’s inequality. Moreover, the series representation is distributed as
Sα(
(∫ |f(x)|αdx) 1α , 0, 0). We next verify that simple function approximationsM(fj)
in (3.1), which converge in probability to M(f), have limit
M(f) = (Cα|E|)1/α
∞∑
k=1
ρkΓ
−1/α
k f(Vk).
Indeed, for 0 < β < α,
P
(∣∣∣∣∣
∞∑
k=1
ρkΓ
−1/α
k (f − fj)(Vk)
∣∣∣∣∣ > ε
)
≤
E
[∣∣∣∑∞k=1 ρkΓ−1/αk (f − fj)(Vk)∣∣∣β]
εβ
<Cε−β
(∫
|f(x)− fj(x)|αdx
)β/α
,
by Markov’s inequality. By choosing an almost surely converging subsequences, we
obtain (3.5). 
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We can now represent the stable random sheet as
U(x) = (Cα)
1/α
∞∑
k=1
ρkΓ
−1/α
k f(x, Vk),
where f is defined as in (3.3). A description of the sample paths of U is given in
the next theorem, which allows application of this prior in many inverse problems.
The theorem is proved for general f(x, x′). We consider Borel measurable functions
f instead of more general equivalence classes in Lp in order to to guarantee that
compositions of f with random variables are themselves random variables.
Theorem 3.6. Let 0 < α < 2, 1 ≤ p < ∞, and p > α. Let E ⊂ R be Borel
measurable with 0 < |E| <∞, and let Cα, ρk,Γk, and Vk be defined as in Theorem
3.5. Let T ⊂ Rd be a measurable set with |T | > 0.
If f : T × E → C is Borel measurable and ∫T ∫E |f(x, x′)|pdx′dx < ∞, then the
random series representation
(3.10) U(x) = (Cα|E|)1/α
∞∑
k=1
ρkΓ
−1/α
k f(x, Vk),
converges almost surely in Lp(T ). As a result the distribution of U on Lp(T ) is
symmetric and stable.
Proof. When x′ 7→ f(x, x′) is Borel measurable, the truncated series UN is a well-
defined random variable in Lp(T ) because f(x, Vk) are L
p(T )-valued random vari-
ables. Indeed, Lp(T ) is a separable Banach space, so weak and strong measurability
coincide by Remark 2.1. It is enough to consider a countable dense set {gj}∞j=1 of
the dual space Lq(T ), q−1 + p−1 = 1. Then 〈UN , gi〉 are clearly measurable.
We will show that series (3.10) converges in Lp(T ) by using methods introduced
in [35]. Assume first that p = 1. Then∫
T
∣∣∣∣∣
∞∑
k=1
ρk(Γk)
−1/αf(x, Vk)
∣∣∣∣∣ dx ≤
∞∑
k=1
(Γk)
−1/α‖f(·, Vk)‖L1(T ),
which has finite expectation by Lemma 3.4, since
E
[‖f(·, Vk)‖L1(T )] = ∫
T
∫
E
|f(x, x′)|dx′dx <∞.
Consider next p > 1. By Lemma 3.4, the series (3.10) converges almost surely
in Lp(T ) if it converges under conditioning with Γk, Vk, k ∈ N.
Let us fix Γk, Vk to constant values Γ
0
k, V
0
k by conditioning. By independence,
the truncated series becomes
N∑
k=1
ρk(Γ
0
k)
−1/αf(x, V 0k ).
By Ito¯-Nisio theorem [20], we only need to prove convergence in probability,
which will follow by Markov’s inequality, if we can show that
(3.11) lim
M,N→∞
E
∥∥∥∥∥
N∑
k=M
ρk(Γ
0
k)
−1/αf(·, V 0k )
∥∥∥∥∥
Lp(T )
 = 0,
for µ{Γk,Vk}∞k=1-almost every sequence (Γ
0
k, V
0
k ).
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Take first 1 < p ≤ 2 and α ≥ 1. By Jensen’s inequality,
E
∥∥∥∥∥
N∑
k=M
ρk(Γ
0
k)
−1/αf(·, V 0k )
∥∥∥∥∥
Lp(T )
p ≤ E[∫ ∣∣∣∣∣
N∑
k=M
ρk(Γ
0
k)
−1/αf(x, V 0k )
∣∣∣∣∣
p
dx
]
=
∫
E
[(
N∑
k=M
ρk(Γ
0
k)
−1/αf(x, V 0k )
)p]
dx
≤
∫ E
( N∑
k=M
ρk(Γ
0
k)
−1/αf(x, V 0k )
)2
p
2
dx
=
∫ ( N∑
k=M
(Γ0k)
−2/αf(x, V 0k )
2
) p
2
dx
=
∫ ( N∑
k=M
(Γ0k)
−2/α
(
f(x, V 0k )
α
) 2
α
)α
2

p
α
dx
≤
∫ N∑
k=M
(Γ0k)
−p/α|f(x, V 0k )|pdx,
where we used the facts that ρk are independent and ℓq-norm is smaller than ℓq′
norm when 0 < q′ < 1 is less than q. Moreover,
∫ |f(x, V 0k )|pdx <∞, almost surely,
since its expectation is finite, and the series
∑∞
k=1(Γ
0
k)
−p/α converges almost surely
by Lemma 3.3.
Let us then assume p > 2. By Jensen’s inequality,
E
∥∥∥∥∥
N∑
k=M
ρk(Γ
0
k)
−1/αf(·, V 0k )
∥∥∥∥∥
Lp(T )
2 ≤ E[∫ ∣∣∣∣∣
N∑
k=M
ρk(Γ
0
k)
−1/αf(x, V 0k )
∣∣∣∣∣
p
dx
] 2
p
.
The order of expectation and integration can be changed by Fubini’s theorem. We
apply Khinchine’s inequality to
E
[∣∣∣∣∣
N∑
k=M
ρk(Γ
0
k)
−1/αf(x, V 0k )
∣∣∣∣∣
p]
≤ c
(
N∑
k=M
(Γ0k)
−2/α|f(x, V 0k )|2
) p
2
.
Application of Minkowski’s inequality with index p2 produces the needed estimate
for the limit (3.11) through∫ ( N∑
k=M
(Γ0k)
−2/α|f(x, V 0k )|2
) p
2
dx

2
p
≤
N∑
k=M
(∫
(Γ0k)
−p/α|f(x, V 0k )|pdx
) 2
p
=
N∑
k=M
(Γ0k)
−2/α
(∫
|f(x, V 0k )|pdx
) 2
p
,
where
lim
M,N→∞
N∑
k=M
(Γ0k)
−2/α = 0,
almost surely since the series
∑∞
k=1 Γ
−2/α
k converges almost surely by Lemma 3.3.
The expectation of the integral is finite according to the assumptions, so the integral
is almost surely finite.
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At this point, we know that U ∈ Lp(T ) almost surely. In Remark 2.1, we
observed that it is enough to show that U is weakly measurable to verify that U
is Lp(T )-valued random variable. In our case 〈U, gk〉Lp,Lq , where gk ∈ Lq(T ) and
1/p+ 1/q = 1, are limits of truncated random series
〈U, gk〉Lp,Lq = lim
N→∞
C1/αα
N∑
k=1
ρkΓ
−1/α
k 〈f(·, Vk), gk〉Lp,Lq ,
by continuity of the linear forms gk on L
p(T ). Hence, they are measurable.
Let U1 and U2 be independent copies of U . Then
E[ei〈aU1+bU2,g〉] = exp
(
−
∫ ∣∣∣∣∫ af(x, x′)g(x)dx∣∣∣∣α + ∣∣∣∣∫ bf(x, x′)g(x)dx∣∣∣∣α dx′)
= exp
(
−(aα + bα)
∫ ∣∣∣∣∫ f(x, x′)g(x)dx∣∣∣∣α dx′) ,
by Theorem 3.5. Choosing a = b = 2−1/α for all g in the dual space of Lp(T )
leads to the distribution of U . According to the definition (2.1), U is then stable
on Lp(T ) and, moreover, also symmetric.

The stable random sheets are defined with bounded functions f . An immediate
consequence of the previous theorem is Lp-regularity of the random sheets.
Corollary 3.7. The stable random sheets U defined by (3.2) are Lp([0, 1]d)-valued
random variables for 1 ≤ p <∞.
The space Lp([0, 1]d) is not an ideal sample space, since the topology of Lp([0, 1]d)
is too weak to guarantee measurability of the pointwise values U(x) for fixed x ∈
[0, 1]d. Since we already know that pointwise values are well-defined, we next
study how regular the sample paths can be. It is well-known that sample paths
of U(x) =
∫
f(x, x′)M(dx′) have discontinuities. Indeed, a necessary condition for
almost surely sample path continuity at x is that x′ 7→ f(x, x′) is continuous at x
(see Chapter 10.3 in [35]), which clearly does not hold in our case.
Due to this we refine the analysis on the regularity of stable random sheets U
by considering Sobolev spaces. We give a quick recap on Lp-based Sobolev spaces.
Recall, that the Schwartz space S(Rd) consists of all rapidly decreasing smooth
functions. That is,
S(Rd) =
{
λ ∈ C∞(Rd) : sup
x∈Rd
|xαDβλ(x)| <∞ for all multi-indices α, β
}
,
where notations xα = xα1 · · ·xαd and Dβ = ∂β11 · · ·∂βdd , α = (α1, . . . , αd), β =
(β1, . . . , βd), are used with non-negative integers αk, βk. The space S(Rd) is equipped
with the seminorms |λ|α,β = supx∈Rd |xαDβλ(x)|, α, β ∈ ({0} ∪ N)d.
The dual space of S(Rd) is the space of tempered distributions S ′(Rd). The
Fourier transform F(u) of a tempered distribution u is defined by
〈F(u), λ〉 = (2π)d〈u,F−1(λ)〉,
for all λ ∈ S(Rd), where
F(λ)(ξ) =
∫
exp (−iξ · x) λ(x)dx,F−1(λ)(x) = 1
(2π)d
∫
exp (−iξ · x) λ(x)dx,
and z denotes the complex conjugate of z ∈ C. Let 1 < p < ∞ and s ∈ R. The
fractional order Sobolev space Hsp consists of the tempered distributions u that
satisfy
(3.12) F−1 ((1 + |ξ|2) s2F(u)(ξ)) ∈ Lp(Rd).
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and it is equipped with the norm ‖F−1 ((1 + |ξ|2) s2F(u)(ξ)) ‖Lp . To the best of
our best knowledge, the following corollary is new given the refined analysis on the
regularity.
Corollary 3.8. Let s ≥ 0, 2 ≤ p <∞, and f : Rd × E → C be Borel measurable.
If
∫
E ‖f(·, x′)‖pHspdx
′ <∞, then the symmetric stable random field
(3.13) U(x) = (Cα|E|)1/α
∞∑
k=1
ρkΓ
−1/α
k f(x, Vk),
is an Hsp-valued random variable.
Proof. It is well-known thatHsp is a subset of L
p. Hence,
∫
E
∫ |f(x, x′)|pdxdx′ <∞.
Then U is Lp-valued random variable by Theorem 3.6.
Note that convergence of the series representation (3.13) in Lp(Rd) implies its
convergence in the space of tempered distributions S ′(Rd). Hence, we may change
the order of Fourier transform and sum by the continuity of Fourier transform on
S ′(Rd) Then
(3.14) FU = (Cα|E|)1/α
∞∑
k=1
ρkΓ
−1/α
k Ff(·, Vk),
which by Theorem 3.6 converges in Lq(Rd) when 1/q+1/p = 1, because the Fourier
transform maps continuously from Lq into Lp by Hausdorff-Young inequality. Mul-
tiplying the Lq-function (3.14) with (1+ |ξ|2)s/2 produces a tempered distributions,
whose inverse Fourier transform is by continuity
(3.15) F−1((1 + |ξ|2) s2FU) = (Cα|E|)1/α
∞∑
k=1
ρkΓ
−1/α
k F−1(1 + |ξ|2)−
s
2Ff(·, Vk),
in the space of tempered distributions. But now the random series (3.15) converges
also in Lp(Rd) by Theorem 3.6 and Hausdorff-Young inequality applied for F−1. 
Remark 3.9. As a consequence of Corollary 3.8, we have a function space formu-
lation of symmetric stable random fields that also cover pointwise values. Indeed,
the pointwise evaluation U(x) are random variables whenever U ∈ Hsp(Rd), where
s > d/2 This fact follows by writing the pointwise evaluation with the help of Dirac
delta function U(x) = 〈δx, U〉H−sq ,Hsp , since the dual space of H
s
p(R
d) is H−sq (R
d)
and δx ⊂ H−d+d/pp, . Moreover,
‖F−1(1 + |ξ|2)− s2 exp(−ix · ξ)‖L2 ≤ C
(∫ ∣∣(1 + |ξ|2)− s2 exp(−ix · ξ)∣∣2 dξ) 12 <∞,
whenever s > d/2. for mappings 〈δx, U〉H−s,Hs : f 7→ f(x) that are continuous.
We now aim to extend all sample paths on [0, 1]d to sample paths on Rd by zero
extensions. That is
Ue(x) =
{
U(x), if x ∈ [0, 1]d
0 otherwise.
We can establish this by multiplying the function f(x, x′) with 1[0,1]d(x).
Theorem 3.10. Let 2 ≤ p <∞. The α-stable random sheet U on [0, 1]d has zero
extension onto Rd, which is Hsp-valued random variable for all s <
1
p .
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Proof. We denote the standard basis vectors of Rd with e1, . . . , ed. The Fourier
transform of the individual term 1[0,xℓ](Vk · eℓ) = 1(Vk·eℓ,1](xℓ), ℓ ∈ {1, . . . , d} with
respect to xℓ is
exp(−iξℓ)−exp(iξℓVk·eℓ)
−iξℓ
, which we insert into the Fourier transform
(3.16) FUe(ξ) = (Cα|E|)1/α
∞∑
k=1
ρkΓ
− 1α
k
d∏
ℓ=1
exp(−iξℓ)− exp(iξℓVk · eℓ)
−iξℓ ,
in S ′(Rd). According to Theorem 3.6, the convergence in Lp of (3.12), that is,
F−1
(
(1 + |ξ|2) s2
∞∑
k=1
ρkΓ
− 1α
k
d∏
ℓ=1
exp(−iξℓ)− exp(iξℓVk · eℓ)
−iξℓ
)
=
∞∑
k=1
ρkΓ
− 1α
k F−1
(
(1 + |ξ|2) s2
d∏
ℓ=1
exp(−iξℓ)− exp(iξℓVk · eℓ)
−iξℓ
)
,
depends on behaviour of the function
g(x, x′) := F−1
(
(1 + |ξ|2) s2
d∏
ℓ=1
exp(−iξℓ)− exp(iξℓx′ · eℓ)
−iξℓ
)
(x),
and we need to show that ∫
Rd
∫
E
|g(x, x′)|pdx′dx <∞.
Assume first that 2 < p < ∞. By Hausdorff-Young inequality, the inverse Fourier
transform F−1 : Lq(Rd)→ Lp(Rd) continuously for 2 < p <∞ and q−1 + p−1 = 1.
Hence,
(3.17)(∫
|g(x, x′)|pdx
) 1
p
≤ C
(∫
(1 + |ξ|2) sq2
d∏
ℓ=1
∣∣∣∣exp(−iξℓ)− exp(iξℓx′ · eℓ)−iξℓ
∣∣∣∣q dξ
) 1
q
.
We will examine each coordinate ξℓ for values |ξ| ≤ 1 and |ξℓ| > 1. Application of
Jordan’s inequality produces estimate
d∏
ℓ=1
∣∣∣∣exp(−iξℓ)− exp(iξℓx′ · eℓ)−iξℓ
∣∣∣∣ = d∏
ℓ=1
|2 sin(ξℓ(1 − x′ · eℓ)/2)|
|ξℓ|
≤
d∏
ℓ=1
(
|1− s · eℓ|1|ξℓ|≤1 +
2
|ξℓ|1|ξℓ|>1
)
,
(3.18)
where x′ ∈ [0, 1]d are uniformly bounded. We will obtain finite sum of products of
the type
(3.19) C(1 + |ξ|2) sq2
(∏
ℓ∈I1
1|ξℓ|≤1
)(∏
ℓ∈I2
1
|ξℓ|q 1|ξℓ|>1
)
,
where I1, I2 are disjoint sets such that I1 ∪ I2 = {1, . . . , d}. Then the products of
denominators ∏
ℓ∈I2
1
|ξℓ|1|ξℓ|>1 ≤
∏
ℓ∈I2
√
2
(1 + |ξℓ|2) 12
.
Moreover,
(1 + |ξ|2) s2
∏
ℓ∈I1
1|ξℓ|≤1 ≤ 2sd/2(1 +
∑
ℓ∈I2
|ξℓ|2) s2
∏
ℓ∈I1
1|ξℓ|≤1
≤ C
∏
ℓ∈I2
(1 + |ξℓ|2) s2
∏
ℓ∈I1
1|ξℓ|≤1
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The upper bound for the integrand consists of finite sum of products of the form
C
(∏
ℓ∈I2
(|1 + |ξℓ|2|)
sq−q
2
)(∏
ℓ∈I1
1|ξℓ|≤1
)
,
which have finite integrals when sq − q < −1⇔ s < 1/p, where 2 < p <∞. When
p = 2, we use continuity of the Fourier transform and inverse Fourier transform on
L2(Rd). 
We emphasize that continuity of pointwise values do not hold in this topology
due to jumps which can arise. For later purposes, we point out a refinement of the
convergence in Theorem 3.6. We formulate this result in a form of a lemma.
Lemma 3.11. Let B ⊂ Lp(T ) be a bounded set, where p > max(1, α). Then the
limit of conditional expectations
lim
m→∞
E
[∥∥∥∥∥
∞∑
k=m
ρkΓ
−1/α
k f(x, Vk)
∥∥∥∥∥
∣∣∣∣{Γk}, {Vk}∣∣∣∣
]
= 0,
in Lp(T ) is uniform with respect to f ∈ B.
Proof. We proceed exactly as in the proof of Theorem 3.6, which indicates that
the corresponding Cauchy property is uniform with respect to f ∈ B. Hence the
convergence is uniform. 
4. Posterior analysis
In this section, we will fix the formulation of the Bayesian inverse problem with
α-stable sheets as priors. We will proceed by aiming to approximate the α-stable
sheets with finite dimensional random sheets. This will lead to us showing that the
posterior distributions are consistent with respect to an increasing dimensionality
of the approximations of the prior.
4.1. The setup of the Bayesian inverse problem. Let G and G˜ be separable
Banach spaces and let the forward model be K : F × G˜ → G, where the space F ,
where the prior lives, is either Lp(T ), where T = [0, 1]d 1 ≤ p < ∞ and α < p or
Hsp(T ), where 2 ≤ p < ∞, 0 < s < 1p . The noisy observation of the unknown U
is modelled as Y = K(U, η), where G˜-valued random variable η represents noise,
which we take to be statistically independent of U .
From the posterior distribution
µy ∝ exp(−Φ(u, y))µ(du),
the prior distribution µ is taken to be the distribution of an α-stable random sheet
U on F and the NDLL is defined as
Φ(u, y) = − ln
(
dµK(u,η)
dν
(u)
)
,
for some distribution ν on G. Now if we take G, G˜ = Rk and K(u, η) = Lu + η,
with η ∼ N(0,Σ) on Rk and L : F → Rk a continuous linear mapping. Then
µy ∝ exp
(
−1
2
|y − Lu|2Σ
)
µ(du),
where the norm | · |Σ = |Σ− 12 · |. In this case, Φ is bounded on bounded subsets of
F×G, continuous on F×G and uniformly continuous as a function of y with respect
to u in bounded subsets of F . All normalizing constants are bounded, since Φ is
non-negative. Hence Φ satisfies Conditions WD1, WD2, WP1, WP2 and WP3 with
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Dµ = R
k and the posterior distribution µy is well-posed on Rk in total variation
metric by Theorem 2.10.
4.2. Approximations of the prior. Up until now we have discussed ways of
representing α-stable sheets
(4.1) U(x) = (Cα)
1/α
∞∑
k=1
ρkΓ
−1/α
k f(x, Vk),
where x ∈ [0, 1]d. We now wish to construct a numerically applicable discretized
version which can be applied e.g. in MCMC sampling.
A natural discretization of (4.1) arises by using a random walk type approxi-
mation with independent increments. We consider a uniform grid {x = mh : m ∈
{0, . . . , N}d}, h = 1/N and N ∈ N. We equip the index set {m ∈ {0, . . . , N}d} with
partial order ≤ defined by (k1 . . . , kd) ≤ (m1, . . . ,md) if and only if ki ≤ mi for all
i = 1, . . . , d. Similarly, we set (k1 . . . , kd) < (m1, . . . ,md) if and only if ki < mi for
all i = 1, . . . , d.
The discretization of U is based on representing the values of U at gridpoints as
sums of independent increments, namely
(4.2) U(hm) =
∑
0<n≤m
∫
1Cn(x)M(dx),
where Cn are hypercubes, which are the translations of (0, h]
d by gridpoints h(n−1),
where n − 1 has components ni − 1 for all i = 1, . . . , d. Each hypercube Cn is of
Lebesgue measure |Cn| = hd. Since the hypercubes Cn are disjoint, the stochastic
integrals
∫
1Cn(x)M(dx) are independent (see Theorem 3.5.3 in [35]).
The discretization of U on [0, 1]d is taken to be
(4.3) UN(x) = U(h⌈x/h⌉),
where the ceiling function ⌈x⌉ = min{m ∈ Zd : xj ≤ mj , j = 1, . . . , d}. Notably
UN has piecewise constant sample paths, whose values can be expressed as a sum
of independent identically distributed symmetric α-stable random variables
UN(x) =
{∑
0<n≤⌈x/h⌉
∫
1Cn(x
′)M(dx′) if x ∈ (0, 1]d
0 otherwise.
This makes it easy to express the probability density of UN for α = 1 and, conse-
quently, generate samples of UN in MCMC methods. A useful way of describing
the discretized random sheet is by replacing the sum of independent increments
with difference equations. In particular we are primarily interested in discretized
version of Cauchy random sheets. For simplicity, we will discuss the case d = 2,
where values U(hm) = U(hm1, hm2) are represented by double sums
(4.4) U(hm1, hm2) =
m1∑
n1=1
m2∑
n2=1
∫
1C(n1,n2)(x)M(dx).
Taking the differences of values (4.4) with respect to the both coordinates leads us
to equations
U(hm1, hm2)− U(hm1, h(m2 − 1))− U(h(m1 − 1), hm2)(4.5)
+ U(h(m1 − 1), h(m2 − 1)) =
∫
1C(m1,m2)(x)M(dx),
with zero boundary values on the coordinate axes. In Equation (4.5), the ran-
dom variables U(hm1, hm2) conditioned with random variables U(hm1, h(m2 −
1), U(h(m1 − 1), hm2), and (h(m1 − 1), h(m2 − 1) are i.i.d. with distribution
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Sα(h
d/α, 0, 0). We mention that the difference equations (4.5) formally have a
continuous counterpart
∂x1∂x2U =W,
where Cauchy noise
W := (Cα)
1/α
∞∑
k=1
ρkΓ
−1/α
k δVk ,
can be understood as a distributional derivative of the Cauchy sheet. However, we
do not proceed in this direction, but focus on convergence of the approximations.
4.3. Lp-convergence. We nowmove to the convergence analysis of (4.3) on Lp([0, 1]d).
Following on from Lemma 3.3 we are in a position to show convergence of our ap-
proximations (4.3). This is done through the following theorem.
Theorem 4.1. Let 1 ≤ p <∞. The approximations UN(x) = U(h⌈x/h⌉) converge
to U on Lp([0, 1]d) in distribution.
Proof. For 0 < α < 1, the summands in
(4.6) UN (x) = C1/αα
∞∑
k=1
ρkΓ
−1/α
k 1[Vk·e1,1]×···×[Vk·ed,1](h⌈x/h⌉),
are bounded by Γ
−1/α
k , which are almost surely summable by Lemma 3.3. By
dominated convergence, we may take the limit inside the Lp-norm and obtain
lim
N→∞
∫
|UN(x) − U(x)|pdx
=C1/αα
∫ ∣∣∣∣ ∞∑
k=1
ρkΓ
−1/α
k
(
lim
N→∞
1[Vk·e1,1]×···×[Vk·ed,1](h⌈x/h⌉)
−1[Vk·e1,1]×···×[Vk·ed,1](x)
)∣∣∣∣pdx = 0,
since the indicator functions in Equation (4.6) are multidimensional generalisations
of right-continuous functions on [0, 1]d. Next, we consider the case of 1 ≤ α < 2.
We will show that a sufficient condition for weak convergence, namely
lim
N→∞
E
[
g(UN)− g(U)] = 0,
for all bounded Lipschitz functions g on Lp([0, 1]d), holds (see Corollary 2.3.5 in
[5]).
It is enough to show that the conditional expectations
E
[
g(UN )− g(U)∣∣{Γk}, {Vk}] ,
converge almost surely to zero, since we may exchange the order of the limit and
the expectation in
lim
N→∞
E
[
E
[
g(UN)− g(U)
∣∣{Γk}, {Vk}]] = E [ lim
N→∞
E
[
g(UN)− g(U)
∣∣{Γk}, {Vk}]] ,
by monotonicity of the conditional expectation and the boundedness of g. Since g
is a Lipschitz function, the difference∣∣E [g(UN)− g(U)∣∣{Γk}, {Vk}]∣∣ ≤ CE [‖UN − U‖p∣∣{Γk}, {Vk}] ,
reduces to conditional expectation of the Lp-norm. Recalling that ρk are indepen-
dent from Γk and Vk leads to∣∣E [g(UN )− g(U)∣∣{Γk}, {Vk}]∣∣ ≤ CE
∥∥∥∥∥
∞∑
k=1
ρk(Γ
0
k)
−1/α
(
f(h⌈x/h⌉, V 0k )− f(x, V 0k )
)∥∥∥∥∥
p
 ,
24 N. K. CHADA, S. LASANEN, AND L. ROININEN
with fixed values of Vk = V
0
k and Γk = Γ
0
k. We will proceed by dividing the
Rademacher series in two parts as in∣∣E [g(UN)− g(U)∣∣{Γk}, {Vk}]∣∣
≤ CE
∥∥∥∥∥
m∑
k=1
ρk(Γ
0
k)
−1/α
(
f(h⌈x/h⌉, V 0k )− f(x, V 0k )
)∥∥∥∥∥
p

+
∥∥∥∥∥
∞∑
k=m+1
ρk(Γ
0
k)
−1/α
(
f(h⌈x/h⌉, V 0k )− f(x, V 0k )
)∥∥∥∥∥
p
=: I1 + I2.
Assume first that p > α. For fixed m, the terms I1 = I1(N) converge to zero as N
grows unlimited. By Lemma 3.11, the term I2 = I2(m) converges to zero uniformly
with respect to N as m grows unlimited, since functions f(h⌈x/h⌉, V 0k )− f(x, Vk)
are bounded in Lp([0, 1]d). For 1 ≤ p ≤ α, the result follows from the continuous
imbedding of Ls(T ) to Lt(T ), when s > t.

Theorem 4.2. Let µN and µ be the distributions of U
N and U on Lp([0, 1]d),
respectively. Let a NDLL Φ be non-negative and satisfy Conditions WD2 and
PC1. Then the posterior distributions µyN ∝ exp(−Φ(u, y))µN (du) converge to
µy ∝ exp(−Φ(u, y))µ(du) in weak topology.
Proof. The posterior distributions are well-defined on the set Lp([0, 1]d) by Theorem
2.5. Moreover,
lim
N→∞
∫
exp(−Φ(u, y))µN (du) =
∫
exp(−Φ(u, y))µ(du),
since µN converge weakly to µ and exp(−Φ(u, y)) is a bounded continuous function
function on Lp([0, 1]d) for every y ∈ G. 
Another approximation arises from the truncated LePage series
(4.7) UN(x) := (Cα)
1/α
N∑
k=1
ρkΓ
−1/α
k f(x, Vk).
Below we provide an analogous theorem of Theorem 4.2 while using 4.7 as UN .
Theorem 4.3. Let µN and µ be the distributions of (4.7) and U on L
p([0, 1]d)
(or Hsp), respectively. Let a NDLL Φ be non-negative and satisfy Conditions WD2
and PC1. Then the posterior distributions µyN ∝ exp(−Φ(u, y))µN (du) converge to
µy ∝ exp(−Φ(u, y))µ(du) in total variation metric.
Proof. Since exp(−Φ(u, y)) are bounded continuous functions and UN converges to
U almost surely by Theorem 3.6 (or Theorem 3.10), the result follows immediately
by Lebesgue’s dominated convergence theorem, when we write
sup
A
|µyN (A)− µy(A)| =E
[∣∣(ZNy )−1 exp(−Φ(UN , y))− Z−1y exp(−Φ(U, y))∣∣]
≤
∣∣ZNy − Zy∣∣
Zy
+ (Zy)
−1
E
[∣∣exp(−Φ(UN , y))− exp(−Φ(U, y))∣∣] .

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5. Conclusions
Our focus on this paper was to motivate an analytical understanding of α-stable
random fields through the application of Bayesian inversion. What we aimed to
achieve was a well-posedness theorem and numerous convergence results for α-stable
sheets. This was plausible with different representations that the random sheets
could take. Furthermore we were able to show that a discretized representation of
the stable sheets remained consistent with the original form for increasing dimen-
sions. The use and need of non-Gaussian priors for Bayesian inverse problems is
apparent, and as a result this work leads to many other interesting directions of
research:
• One avenue to take with this is to consider the numerical study and verifi-
cation of α-stable priors, where inference is done on the hyperparameters.
This would include modifying the hyperparameters such as the stability
parameter α depending on the underlying unknown and perhaps working
in a hierarchical manner as done in [8].
• From a Bayesian perspective understanding contraction rates [16] of these
priors poses useful insight. There has been extensive work on this with
Gaussian priors which includes the inverse problem setting, [2, 14, 38]. For
non-Gaussian priors some initial work has been done in the case of Besov
priors [1].
• Using the framework discussed in the paper could result in a way of mod-
elling stable fields [9]. A natural application of this would be machine
learning, where already there has been some work conducted on stable pro-
cesses within neural networks [12, 31].
These directions and more will be considered for future work.
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