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RÉSUMÉ 
Depuis une quarantaine d'années, de nombreux algorithmes et logiciels ont été 
développés pour inférer des arbres phylogénétiques. Cependant, certains phénomènes 
biologiques comme l'hybridation ou le transfert latéral de gènes ne peuvent pas être 
représentés sous la forme d'un arbre. On utilise ainsi de plus en plus des réseaux phy­
logénétiques. Les recherches sur ce suj et ont débuté il y a une dizaine d'années et 
les outils disponibles actuellement pour déterminer des réseaux phylogénétiques sont 
beaucoup moins performants que dans le cas des arbres. L'objectif principal de mes 
recherches consiste a insi à développer une nouvelle méthode pour inférer des réseaux 
phylogénétiques en se limitant au cas de l'hybridation. J 'ai ainsi développé un nouvel 
algorithme qui permet de retrouver tous les arbres phylogénétiques et de détecter tous 
les hybrides entre des branches voisines. Quand les parents des hybrides ne sont pas 
voisins, il trouve les bons hybrides avec des taux de détection proches de 100%, mais il 
trouve trop d'hybrides et n'identifie pas toujours les bons parents de ces hybrides. Ce 
nouvel algorithme est itératif et est basé sur le critère des moindres carrés qui permet 
de déterminer la configuration optimale à chaque itération. Il a été implémenté dans 
le langage Ct+ et plusieurs centaines de simulations ont été effectuées pour tester ses 
fonctionnalités. 
Mots clés : arbre phylogénétique, inférence phylogénétique, réseau réticulé, hybri­
dation , critère des moindres carrés. 

INTRODUCTION 
Les travaux de Darwin sur l'évolution des espèces publiés en 1859 (Darwin, 1859) et 
la découverte de l'acide désoxyribonucléique (ADN) par Watson et Crick (1953) ont 
permis le développement de la phylogénie moléculaire, dont le but est de reconstituer 
« l 'Arbre de la Vie » à partir de données moléculaires. Cet arbre est censé représenter 
le processus dynamique de la diversification des espèces : les feuilles correspondent aux 
espèces étudiées , les nœuds représentent les ancêtres virtuels, alors que les branches iden­
t ifient les liens de filiation. Cependant, certains processus très importants ne peuvent 
pas être représentés correctement par le modèle classique de l'arbre phylogénétique. On 
doit alors utiliser des réseaux qui sont des structures plus complexes que les arbres et 
on parle ainsi d'évolution réticulée (voir (Makarenkov, Kevorkov et Legendre, 2006) 
pour une vue d 'ensemble sur le suj et). Par exemple, le transfert horizontal de gènes 
est un phénomène permett ant aux espèces de bact éries de s'échanger des gènes. Des 
réticulations apparaissent également chez les plantes comme résultat de l'hybridation. 
Un des enjeux majeurs de la bioinformatique est ainsi de développer des outils effi­
caces pour reconstituer de tels réseaux à partir de différentes données sur un ensemble 
d 'espèces. En me basant sur l'algorithme Neighbor Joining (Saitou et Nei, 1987) ser­
vant à reconstruire les arbres phylogénétiques classiques, j'ai ainsi conçu un nouvel 
outil informatique pour inférer des reseaux phylogénétiques qui prennent en compte des 
phénomènes d'hybridation. 
Dans un premier temps, je donnerai les principales définitions biologiques et bioinforma­
tiques nécessaires pour comprendre l'enjeu de mes recherches, je rappellerai les princi­
pales méthodes d'inférence d'arbres phylogénétiques, et je ferai une revue de littérature 
sur le cas plus complexe des réseaux phylogénétiques. 
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Dans un deuxième temps, j 'expliquerai en détails l'algorithme Neigbor Joining sur lequel 
je me suis basé, et je décrirai l'algorithme principal que j 'ai développé en explicitant 
les calculs qui m'ont permis de le concevoir. Je donnerai également deux exemples qui 
permettent de comprendre comment mon nouvel algorithme retrouve certains réseaux 
phylogénétiques. 
La dernière partie de mon mémoire sera consacrée aux différents résultats obtenus à 
l'aide de la nouvelle méthode que j 'ai développée. Je vérifierai tout d'abord certaines 
fonctionnalités de mon algorithme, notamment sa capacité à retrouver tous les arbres 
phylogénétiques additifs, ainsi que les hybrides entre voisins. Je donnerai également des 
données statistiques sur les résultats obtenus pour des réseaux d 'hybridation construits 
à partir d'arbres aléatoires de différentes tailles auxquels on rajoute un ou plusieurs 
phénomènes d'hybridation. 
CHAPITRE I 
PRINCIPALES DÉFINITIONS ET REVUE DE LITTÉRATURE 
La phylogénèse étudie la reconstruction de l'histoire évolut ive des êtres vivants . Le terme 
phylogenèse (du grec phulon, signifiant « race, tribu ») a été introduit par Haeckel en 
1860, qui l 'a défini comme « l'histoire du développement paléontologique des organismes 
par analogie avec l'ontogénie ou histoire du développement individuel ». Un arbre est 
dit arbre phylogénétique, phylogénie ou X -arbre (Barthélemy et Guénoche, 1991) si, 
dans l'analyse des caractères sur laquelle il repose, le concept de « descendance des 
espèces avec modification de leurs caractères » a été utilisé. Ce dernier concept signifie 
que les caractères sont transmis d 'une génération à l'autre à travers les mécanismes de 
l'hérédité impliquant leurs éventuelles modifications (par exemple les mutations). Un 
arbre phylogénétique est une représentation graphique de la phylogenèse d'un groupe 
d'espèces (ou de taxons). 
Un arbre phylogénétique est composé de quatre principaux éléments. Les feuilles ou 
nœuds externes représentent les espèces pour lesquelles on dispose de distances d'évolution. 
Les branches (ou arêtes) définissent les relations entre les taxons en termes de descen­
dance. Les nœuds internes sont associés à des ancêtres virtuels. Et enfin, la racine 
représente l'ancêtre commun de toutes les espèces considérées. 
Le degré d'un nœud est le nombre d'arêtes adjacentes à ce nœud. Si ce degré est supérieur 
à trois, ce nœud est dit non résolu (signifiant la divergence simultanée ou l'incertitude) . 
On distingue deux types d'arbres : les arbres enracinés et les arbres non enracinés. Un 
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nœud interne 
(a ncêtre ~path étiq ue) 
~ 
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pour lesquelles nous disposons 
(J'informations 
Figure 1.1 Modèle de base int roduisant un arbre phylogénétique. 
arbre enraciné est orienté et cette orientation correspond au sens d'évolut ion. Il permet 
donc de définir une relation ancêtre - descendant entre deux nœuds successifs. Dans un 
arbre non-enraciné, la notion de temps n'existe pas et on ne peut plus définir la relation 
ancêtre - descendant au niveau des nœuds internes. Ce type d 'arbres peut être ut ilisé 
lorsque l'on s'intéresse à la classification d'un groupe d 'espèces sans considérer le sens 
d 'évolution. La figure 1.1 présente un exemple d'arbre enraciné. 
La fin de ce chapit re contient un glossaire des principaux termes biologiques utilisés 
dans ce mémoire. 
------------------- - - ---- - ---------------------------
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1.1 La reconstruction d 'arbres phylogénétiques 
La reconstruction d'un arbre phylogénétique commence par l'analyse des séquences 
nucléotidiques ou d'acides aminés associées aux espèces étudiées. Une séquence nucléoti­
dique (assemblage linéaire de nucléotides) représente l'ADN (acide désoxyribonucléique) 
et est composée de quatre types de base. Les cytosines ( C) et t hymines (T ), qui font 
part ie de la famille des pyrimidines, et les adénines (A) et guanines (G), qui font part ie 
de la famille des purines. Une séquence d 'ADN peut représenter un gène qui sera ex­
primé en une protéine (séquence d 'acides aminés). Trois approches principales ont été 
développées pour construire des arbres phylogénétiques : la phénétique, la cladistique 
et la probabiliste. 
L'approche phénétique ne t ient pas compte du procesus de l'évolut ion. Elle se contente 
de mesurer les distances entre les espèces et de reconstruire le meilleur arbre possible à 
l'aide d 'une stratégie de regroupement hiérarchique. 
L'approche cladistique cherche à établir des relations de parenté en s' intéressant aux 
caract ères (bases ou acices aminés) dérivés, partagés par les taxons. On considère ainsi 
t ous les scénarios d 'évolut ion en inférant les caractères des ancêtres potent iels à chaque 
noeud , et on choisit l'arbre qui correspond au meilleur scénario d 'évolut ion selon un 
critère préalablement choisi. Les méthodes ut ilisées sont essentiellement basées sur le 
maximum de parcimonie. 
La première approche étudie la parenté entre les taxons en s'intéressant à leur degré de 
similarité alors que la deuxième est basée sur la généalogie. 
L'approche probabiliste (ou maximum de vraisemblance) , quant à elle, évalue en termes 
de probabilités l'ordre des branchements et la longueur des arêtes d 'un arbre sous un 
modèle évolutif donné. Les méthodes bayésiennes font aussi partie de cette approche. 
Avant de donner plus de détails sur toutes ces méthodes, nous donnons ici quelques 
définit ions de base concernant les arbres phylogénétiques et les métriques d'arbres, en 
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suivant la terminologie de Barthélemy et Guénoche (1991). La distance 8(x ,y) entre 
deux sommets x et y dans un arbre phylogénétique (i.e., arbre addit if) T est définie 
comme la somme de toutes les longueurs des arêtes du chemin unique liant x et y dans 
T. Un tel chemin est noté (x, y). Une feuille est un sommet de degré un. La figure 1.2 
est un exemple du calcul d'une telle distance. 
Définition 1.1. Soit X un ensemble fini de n taxons. Une dissimilarité d sur X est 
une fonction non-négative sur X x X telle que pour tout x, y appartenant à X 
(1) d(x, y) = d(y, x), et 
(2) d(x, y) = d(y, x) 2: d(x, x) = O. 
D éfinition 1.2. Une dissimilarité d sur X satisfait la condition des quatre points si 
pourtoutx,y,z, etw deX :d(x,y)+d(z,w) :S: Max{d(x,z)+d(y,w);d(x,w)+d(y,z)}. 
D éfinition 1.3. Pour un ensemble fini X, un arbre phylogénétique (i .e., un arbre additif 
ou un X -arbre) est une paire ordonnée (T, <P) consistant en un arbre T , avec un ensemble 
de sommets V et une relation <P : X ---t V, ayant la propriété que, pour tout x E X avec 
un degré d'au moins deux, x E <P(X). Un arbre phylogénétique est binaire si <P est une 
bijection de X dans l'ensemble des feuilles de T et que chaque sommet interne a un 
degré égal à trois. 
Le théorème principal reliant la condition des quatre points et la représentabilité d 'une 
dissimilarité par un arbre phylogénétique (i.e., une phylogénie) est comme suit : 
Théorème 1.1. (Zarestskii, Buneman, Patrinos et Hakimi, Dobson) Toute dissimila ­
rité satisfaisant la condition des quatre points peut être représentée par un arbre phy­
logénétique tel que pour tout x, y appartenant à X, d( x, y) est égale à la longueur du 
chemin liant les feuilles x et y dans T. 
Cette dissimilarité est appelée une distance d'arbre. Cet arbre est unique. 
Depuis une quarantaine d'années, de nombreux algorithmes ont été développés pour 
inférer des arbres phylogénétiques. 
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Figure 1.2 Exemple d'une distance d'arbre sur un ensemble X de 6 taxons et l'arbre 
phylogénétique associé. 
Les méthodes de distances sont les plus rapides. Elles prennent en entrée une matrice 
de distances entre des espèces et déterminent un arbre dont les feuilles sont en corres­
pondance avec les espèces initiales . Ces distances sont calculées en fonction du nombre 
de molécules différentes dans un ensemble de gènes dont les séquences d'ADN ont été 
préalablement alignées. La somme des longueurs des branches du chemin le plus court 
entre deux feuilles est censée être la plus proche possible de la distance réelle entre 
les deux espèces représentées par ces feuilles . Ce n'est pas le cas si le taux d'évolution 
n'est pas constant dans tout l'arbre ou si l'hypothèse de l'horloge moléculaire n'est pas 
vérifiée (voir le glossaire pour la définition de cette hypothèse). On peut alors corriger 
les distances par différentes transformations (Jukes et Cantor, 1969; Kimura, 1980). Les 
deux principales méthodes de distances sont Neighbor Joining (Saitou et Nei, 1987) qui 
sera étudiée en détails dans le chapitre suivant , et UPGMA (Sneath et Sokal, 1973) 
qui est l'acronyme de « Unweighted Pair Group Method with Arithmetic mean ». Elles 
sont toutes les deux basées sur le principe du clustering. Comme on le verra dans le cas 
de Neighbor Joining, la complexité de ces algorithmes est polynomiale en fonction du 
nombre d'espèces considérées. 
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Figure 1.3 Scénario d'évolution le plus parcimonieux. 
Quand on étudie un petit nombre d'espèces, on peut également utiliser le principe de 
parcimonie (Fitch, 1971) . On prend alors en entrée une séquence d'ADN ou de protéines 
pour chaque espèce, et on essaie de reconstituer l'arbre qui porte le scénario d'évolution 
le plus parcimonieux, i.e., qui nécessite le moins de modifications des séquences au cours 
de l'évolution. La figure 1.3 montre le scénario d'évolution le plus parcimonieux pour 
les séquences CAAG, CCAG , GCAT et GCTT. Pour une topologie d'arbre donnée, 
l'algorithme de Fitch (Fitch, 1971) permet de retrouver un des scénarios les plus parci­
monieux en O(n*C*k), où n est le nombre d'espèces, c la longueur des séquences d'ADN 
ou de protéines et k le nombre d'états possibles (k = 4 pour l'ADN et k = 20 pour les 
protéines). Cet algorit hme est basé sur les principes de la programmation dynamique. 
Pour chaque position des séquences considérées, on part des états des feuilles de l'arbre 
pour remonter l'arbre progressivement : pour chaque nœud, on construit l'ensemble de 
ses états possibles en fonction des ensembles des états de ses descendants. Le problème 
de retrouver la topologie la plus parcimonieuse parmi toutes les topologies d'arbres est 
cependant NP-difficile, ce qui rend les méthodes de distances beaucoup plus rapides 
en général que ces méthodes de maximum de parcimonie. Notons que les longueurs de 
branches ne sont pas prises en compte dans ce contexte. 
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Le principe du maximum de vraisemblance (Felsenstein, 1981) est également utilisé dans 
le cas d'un petit nombre d'espèces. Ce principe est basé sur un critère probabiliste. On 
doit ainsi disposer d'un modèle d'évolution , c'est-à-dire qu'on doit définir la probabilité 
d'une mutation d 'un nucléotide (ou d'une protéine) en un(e) autre le long d'une branche 
d'un arbre en fonction de la longueur de cette branche et des deux nucléotides (ou 
protéines). Pour un arbre phylogénétique donné, on peut alors calculer la vraisemblance 
de cet arbre, i.e. , la probabilité du scénario d 'évolution le plus probable le long de cet 
arbre. Une des difficultés est d'optimiser les longueurs de branches pour une topologie 
d'arbre fixée. Comme dans le cas de la parcimonie, le scénario le plus vraisemblable est 
déterminé position par position en utilisant un principe de programmation dynamique. 
Le problème de retrouver l'arbre le plus vraisemblable parmi tous les arbres possibles 
est NP-difficile. 
Toutes les méthodes précédemment citées sont implémentées dans les logiciels PAUP 
(Swafford, 2002), Phylip (Felsenstein, 2005) et T-Rex (Makarenkov, 2001). 
Notons que deux méthodes de maximum de vraisemblance sont particulièrement effi­
caces : la méthode PhyML (Guindon et Gascuel, 2003), implémentée dans le logiciel 
PhyML 3 (Guindon et al. , 2010), et la méthode RAxML (Stamatakis, Hoover et Rou­
gemont , 2008) implémentée dans le logiciel RAxML-Light (Stamatakis et al., 2012) . 
Plus récemment , des approches bayésiennes (Rannala et Yang, 1996) ont permis d'utili­
ser le maximum de vraisemblance pour des données plus importantes . Dans ce contexte, 
l'hypothèse optimale est celle qui maximise la probabilité a posteriori. Cette probabilité 
a posteriori est proportionelle à la vraisemblance multipliée par la probabilité a priori 
de l'hypothèse. On peut ainsi développer des algorithmes plus rapides qui peuvent incor­
porer des modèles d 'évolution plus complexes. Par exemple, le logiciel MrBayes (Huel­
senbeck et Ronquist , 2001) utilise ainsi les MCMC (chaînes de Markov Monte-Carlo) 
pour parcourir l'espace de tous les arbres possibles en vue d'obtenir l'arbre le plus 
vraisemblable. 
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Figure 1.4 Un réseau réticulé. 
1.2 L'évolution réticulée 
Plusieurs importants mécanismes phylogénétiques s'expliquent par le phénomène de 
l'évolution réticulée qui suppose des liens supplémentaires entre les espèces par rapport 
au modèle arborescent classique (Doolittle, 1999; Legendre, 2000b). L'évolution réticulée 
reflète la part de l'évolution des espèces qui ne peut pas être représentée correctement par 
le modèle de bifurcation utilisé classiquement en analyse phylogénétique. La figure 1.4 
montre un réseau réticulé (ici un réticulogramme). Le trait ajouté entre les arêtes 1 et 
2 représente une arête de réticulation ajoutée à l'arbre original. 
Dans son célèbre article, Doolittle (1999) a mis l'accent sur le rôle de l'évolution réticulée, 
et plus précisément du transfert horizontal des gènes , dans l'évolution des bactéries, de 
même que des espèces plus complexes. La figure 1.5 présentée par Doolittle montre 
que l'évolution des espèces se produit selon un modèle en réseau plutôt qu 'un modèle 
en arbre. Pour Doolittle, les biologistes moléculaires auraient échoué à trouver le vrai 
arbre de la vie non pas à cause de méthodes inadéquates ou d'un mauvais choix de gènes, 
mais parce que l'histoire de la vie ne peut être representée correctement par un arbre. 
D'autre part, les spécialistes en biologie évolutive ont remarqué que des phénomènes très 
importants, tels que l'hybridation et l'allopolyploïdie, ne correspondent pas au modèle 
d 'évolution arborescente traditionnel (Legendre, 200Gb; Lapointe , 2000). 
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Arbre Réseau réticulé 
Figure 1.5 Le réseau réticulé représenterait mieux l'histoire de la vie qu'un arbre 
phylogénétique classique (Doolittle, 1999). 
Nous allons détailler les différents phénomènes de réticulation en insistant tout parti­
culièrement sur l'hybridation qui nous intéressera par la suite. 
1.2.1 Transfert horizontal de gènes 
La prise de conscience du rôle majeur joué par les transferts horizontaux de gènes (THG) 
dans l'évolution des espèces est un des changements fondamentaux dans la perception 
des aspects génétiques de la biologie moléculaire (Koonin, 2003; Doolittle et al. , 2003). 
Le transfert horizontal de gènes est un transfert direct de matériel génétique d'une 
lignée à une autre. La figure 1.6 représente un scénario de THG entre les espèces 3 et 
4. Généralement, seulement une partie du génome est transféré (parfois un seul gène 
ou même seulement une partie d'un gène) . La figure 1.7 montre le scénario d'évolution 
correspondant aux gènes transférés (à gauche) et celui approprié pour tous les autres 
gènes hérités directement des ancêtres (à droite). 
Les transferts horizontaux de gènes sont fréquents chez les bactéries. Les Bacteria et 
les Archaea ont développé la capacité de s'adapter à des nouveaux environnements en 
acquérant des nouveaux gènes par THG plutôt qu'en modifiant son patrimoine génétique 
12 
racine 
E1 E2 
Figure 1.6 Un transfert horizontal de gène de l 'ancêtre de l'espèce E4 vers l'ancêtre de 
l'espèce E 3. 
racme (a) (b) racme 
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Figure 1. 7 Les deux arbres correspondant au transfert horizontal de la figure 1.6. 
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par une série de mutations (Gogar ten , Doolitt le et Lawrence, 2002; Zhaxybayeva, La­
pierre et Gogar ten, 2004). Comme elles n 'ont pas de reproduction sexuée, les bactéries 
ont adopté différents mécanismes de THG (Bauman, 2007) : 
1. Transformation : Ce procédé est plus fréquent chez les bactéries qui se trans­
forment naturellement. Ces bactéries prennent des fragments d 'ADN dans leur 
environnement . Cela permet l'échange de n'importe quelle partie d 'un chromo­
some mais seulement de petis fragments. 
2. Conjugaison : Ce type de transfert d 'ADN nécessite un contact cellule à cellule. 
Il peut avoir lieu ent re des bact éries et des eukaryotes et permet de transférer de 
plus grand morceaux d 'ADN. 
3. Transduction : C'est le transfert d 'ADN par phage (virus affectant les bactéries). 
Le donneur et le récepteur doivent avoir des récepteurs cellulaires compatibles. Ces 
transferts n 'ont donc lieu qu 'entre deux espèces de bact éries très proches l'une de 
l'autre. La taille de l'ADN t ransféré est relativement limitée . 
Ces mécanismes de THG peuvent introduire des séquences d 'ADN qui ont peu d 'homolo­
gie avec l'ADN de la cellule récept rice. Si l'ADN du donneur et le chromosome récepteur 
ont des séquences homologues, l'ADN du donneur peut être incorporé au chromosome 
récepteur de manière stable par recombinaison homologue. Si les séquences homologues 
sont situées près de séquences absentes chez le récepteur , celui-ci peut alors acquérir 
une insert ion de taille quelconque ( J ain, Rivera et Lake, 1999). 
1.2.2 Hybridation 
L'hybridation est un autre exemple d 'évolution réticulée (Arnold, 1997). Dans la fi­
gure 1.8, deux lignées (Racine-Espèce 2 et Racine-Espèce 3) se recombinent pour créer 
une nouvelle espèce (Espèce 4). Si la nouvelle espèce possède le même nombre de chro­
mosomes que les espèces parents, on parle d 'hybridation diploïde. Si elle possède la 
somme du nombre de chromosomes de ses parents , on parle d 'hybridation polyploïde. Il 
existe trois principaux mécanismes d 'hybridation : 
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Figure 1.8 Un exemple d 'hybridat ion. 
1. L'autopolyploïdisation est un événement de spéciat ion impliquant le doublement 
des chromosomes à l'intérieur d 'une même espèce. Cela produit une bifurcation 
dans l'arbre phylogénétique. 
2. L'allopolyploïdisation est une hybridat ion entre deux espèces où la nouvelle espèce 
acquiert l'ensemble des compléments des chromosomes diploïdes des deux parents. 
Dans ce cas, les parents n 'ont pas forcément le même nombre de chromosomes. 
L'allopolyploïdization provoque une spéciation instantanée car tout croisement 
avec les parents diploïdes risque de produire une espèce triploïde stérile. 
3. La spéciation par l'hybridation diploïde est un événement sexuel normal entre 
deux parents d'espèces distinctes mais assez proches. Dans la plupart des cas, les 
deux parents doivent avoir le même nombre de chromosomes. Le croisement avec 
les parents est alors possible et les hybrides doivent donc être isolés des parents 
pour devenir une nouvelle espèce. 
-------------
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Dans ce mémoire, nous allons étudier la modélisation et l'inférence d'un réseau réticulé 
impliquant des phénomèmes de spéciation par l'hybridation diploïde . Dans les orga­
nismes diploïdes normaux, les chromosomes sont regroupés en paires de chromosomes 
homologues. Dans le processus d'hybridation diploïde, l'hybride hérite d'un des deux 
chromosomes homologues de chaque paire de chromosomes de chacun de ses deux pa­
rents. Comme les gènes des deux parents contribuent au patrimoine génétique de l'hy­
bride, l'évolution des gènes hérités de chaque parent peut être représentée dans des 
arbres séparés à l'intérieur d'un modèle en réseau. L'analyse phylogénétique classique 
des quatre espèces impliquées dans l 'hybridation de la figure 1.8 donnera un des deux 
arbres de la figure 1.9. 
L'hybridation est très fréquente chez les plantes, les poissons, les amphibiens et les 
reptiles, et est pratiquement absente dans les autres groupes, particulièrement chez les 
oiseaux, les mammifères, et la plupart des arthropodes, ces derniers étant occasionnelle­
ment soumis à ces phénomènes. Ils produisent alors en général des triploïdes qui peuvent 
se reproduire seulement par reproduction asexuée. 
Chez les plantes par exemple, il y aurait plus de 70000 hybrides naturels (Stace, 1991). 
Des plantes hybrides sont également créées par l'homme pour introduire des caracté­
ristiques souhaitables chez des espèces cultivées ( J udd , 2008). Chez les poissons, les 
amphibiens et les rept iles, la gynogenèse est un mode de reproduction qui permet à 
des hybrides femelles unisexuées de se reproduire en utilisant le sperme d'une espèce 
bisexuée proche pour stimuler le développement des oeufs (Dawley, 1989). 
1.2.3 Autre phénomènes 
Deux autres phénomènes sont à l'origine d'évolution réticulée. 
Tout d 'abord, l'homoplasie est le développement à l'intérieur de différentes espèces, 
qui n 'ont pas d 'ancêtres communs, d'organes qui se ressemblent et qui ont les mêmes 
fonctions . Ces organes se développent dans le cadre d'évolutions convergentes et sont 
donc analogues sans être homologues. Par exemple, les ailes des insectes, des oiseaux et 
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Figure 1.9 Deux arbres pour le phénomène d 'hybridation présenté sur la figure 1.8. 
des chauve-souris sont homoplastiques, i.e. , similaires en forme et en structure mais pas 
dans leurs origines. Ces phénomènes peuvent compliquer les inférences phylogénétiques 
(Smouse, 2000) . Dans le cas de l'homoplasie par exemple, le but n 'est pas de modéliser 
des événements de réticulations mais de produire un diagramme qui décrit , plus précisé­
ment qu 'un arbre, les motifs communs trouvés dans les données (Legendre, 2000a). Si 
les distances entre espèces semblent t rop petites à cause d 'événements d 'homoplasie, on 
peut ainsi ajouter une branche réticulée et produire ce qu 'on appelle un réticulogramme 
(Legendre et Makarenkov, 2002). 
La recombinaison génétique, quant à elle, regroupe tous les processus qui modifient le 
matériel génétique comme le réassortiment des gènes parentaux lors de la formation des 
gamètes ( crossing -over), ou l'échange de matériel génétique entre chromosomes homo­
logues. Ces recombinaisons créent des réticulations à l'intérieur d 'une lignée. P lusieurs 
méthodes statistiques pour la détection de ces recombinaisons ont été développées. Ces 
méthodes ont ét é testées par Posada et Crandall (2001) qui ont estimé la performance 
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de 14 différents algorithmes. 
1.3 Revue de littérature sur l'inférence de réseaux phylogénétiques 
Dans cette section, nous présentons une revue de la littérature sur les méthodes et 
logiciels développés pour la détection et la visualisation de l'évolution réticulée. 
L'évolution réticulée a longtemps été négligée dans les analyses phylogénétiques. Les 
premières méthodes qui étudiaient les mécanismes de l'évolution réticulée sont appa­
rues au milieu des années 1970 (Sneath, Sackin et Ambler, 1975; Sonea et Panisset, 
1983) . Plusieurs méthodes ont été proposées pour identifier l'évolution réticulée dans 
les séquences de nucléotides. Celles-ci incluent : l'affichage de compatibilité (Sneath, 
Sackin et Ambler, 1975) , des tests de regroupement (Stephens, 1985), une approche de 
randomisation (Sawyer, 1989) et une extension de la méthode de reconstruction d'arbres 
par parcimonie qui permet la recombinaison (Hein, 1993). Rieseberg et Morefield (1995) 
ont développé un programme, RETICLAD, qui permet d'identifier les hybrides, fondé 
sur l'idée qu 'ils combinent les caractères de leurs parents. Cependant, ce programme 
permet de trouver des réticulations seulement entre les arêtes terminales d 'un arbre. 
Rieseberg et Ellstrand (1993) ont montré des exemples où le programme semble bien 
fonctionner. La populaire méthode de décomposition en partitions (split -decomposition) 
rend possible la représentation des données sous la forme d'un split-graphe révélant les 
conflits contenus dans les données (Bandelt et Dress, 1992a; Bandelt et Dress, 1992b). 
Dans un split-graphe, une paire de nœuds peut être reliée par un ensemble d'arêtes 
parallèles décrivant les hypothèses d'évolution alternatives. Une autre interprétation 
des split-graphes est qu'ils représentent en deux dimensions des similarités entre les 
espèces étudiées. Hallett et Lagergren (2001) ont montré comment le transfert horizon­
tal de gènes pouvait être détecté en mesurant la différence topologique entre un arbre 
d'espèces et un arbre de gène. Bryant , Huson et Multon (Bryant et Moulton, 2004; Huson 
et Bryant , 2006) ont construit des algorithmes basés sur des décompositions en coupe 
qui prennent en entrée différentes données sur un ensemble d'espèces et qui déterminent 
différentes décompositions de cet ensemble. Ils n'obtiennent donc pas un réseau explicite 
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et les résultats sont souvent difficiles à interpréter même si Gambette et Huson (2008) 
ont amélioré la visualisation de telles décompositions. Le logiciel SplitsTree (Huson et 
Bryant, 2006) , qu'ils ont développé, est cependant l'outil le plus utilisé actuellement. 
Chacune de ces méthodes a des propriétés qui la rend utile pour l'analyse de données 
particulières et elles ont toutes un rôle à jouer dans la détection et la caractérisation. 
de l'évolution réticulée. Legendre et Makarenkov (Legendre et Makarenkov, 2002; Ma­
karenkov et Legendre, 2004) ont proposé d'utiliser les réticulogrammes pour détecter 
les réticulations dans des données évolutionnaires. Ils ont développé une méthode basée 
sur les distances qui infère des phylogénies réticulées. Cette méthode utilise la topo­
logie d'un arbre phylogénétique comme une structure de base sur laquelle on ajoute, 
au fur et à mesure et suivant un critère d'optimisation, des arêtes de réticulation pour 
construire un réticulogramme. Un enjeu majeur et délicat est alors de déterminer à quel 
moment l'algorithme doit cesser d 'ajouter des branches. Makarenkov et al. (2006), Boe 
et al. (2010), et Boe et Makarenkov (2012) ont proposé des algorithmes pour identifier 
des transferts horizontaux à partir d 'arbres différents obtenus pour représenter l'his­
toire évolutive d 'un même ensemble d'espèces. Ces méthodes sont implémentées dans 
le logiciel T-REX (Makarenkov, 2001). Dans le cas d'un ensemble d'individus d'une 
même population, Bandelt et al. (1999) ut ilisent un critère de parcimonie pour ajou­
ter des intermédiaires manquants à un réseau initial obtenu en combinant plusieurs 
arbres de couverture minimale. Doyon et al. (2010) proposent quant à eux une méthode 
de parcimonie pour réconcilier un arbre d 'espèces et des arbres de gènes, en prenant 
en compte les transferts latéraux, les pertes de gènes et les duplications. Huson et 
Rupp (2008) ainsi que van Iersel et al. (2010) utilisent la notion de réseaux de clusters 
pour réconcilier différents arbres phylogénétiques contradictoires. Dans le cas de deux 
arbres contradictoires, Albrecht et al. (2012) proposent un algorithme parallèle pour 
trouver un réseau d'hybridation minimum. Parmi d'autres techniques d'inférence de 
réseaux phylogénétiques , mentionnons : la parcimonie statistique (Templeton, Crandall 
et Sing, 1992) , le Netting (Fitch, 1997), les réseaux medians-joints (Foulds, Hendy et 
Penny, 1979; Bandelt et Dress, 1992a) , la parcimonie à variance moléculaire (Excoffer et 
Smouse, 1994) , les pyramides (Diday et Bertrand, 1984) et les hiérarchies faibles (Ban-
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delt et Dress, 1989). Pour une vue d'ensemble sur la quest ion , on se référera à (Huson, 
Rupp et Scornavacca, 2010). 
La plupart de ces t echniques ont été t estées par Woolley et al. (2008). Elles ne s'avèrent 
efficaces que dans des configurations particulières. De plus, il n 'existe aucun critère 
st atistique permet tant de valider les réseaux ainsi obtenus et de choisir le meilleur 
réseau entre différents résultats obtenus avec différents logiciels. 
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1.4 Glossaire 
ADN (acide désoxyribo nucléique) :Macromolécule constituée de deux chaînes enroulées 
en double hélice . Ses deux brins sont assemblés à part ir de nucléotides. Chaque nucléotide 
comprend un sucre, le désoxyribose, un phosphate et une des quatre bases azot ées 
(adénine, guanine, cytosine et thymine). L'ADN est le support de l'information génétique 
des organismes vivants. 
Alignement : Opération qui consiste à disposer les unes en dessous des autres des por­
t ions de séquences similaires en minimisant leurs différences (on peut aligner entre eux 
des gènes d 'une même famille mult igénique ou des gènes d 'espèces différentes). Si ces 
gènes sont homologues, les différences d 'aminoacides ou d'acides nucléiques entre les 
séquences actuelles sont le témoignage de mutations qui ont eu lieu dans le passé. 
Aminoacide (acide aminé) :Unité constit utive des protéines. Il existe vingt acides aminés 
communs : alanine, arginine, asparagine, aspartate, cystéine, glutamine, glycine, histi­
dine, isoleucine, leucine, lysine, méthionine, phénylalanine, praline, glutamate, sérine, 
thréonine, t ryptophane, tyrosine et valine. 
Archaea : Les Archées ou Archaea (anciennement appelés archéobactéries, du grec ar­
chaios, « ancien » et backterion, « bâton ») sont un groupe majeur de microorganismes. 
Elles constituent un taxon du vivant caractérisé par des cellules sans noyau et se distin­
guant des Eubactéries (vraies bactéries) par certains caractères biochimiques, comme la 
constitut ion de la membrane cellulaire ou le mécanisme de réplication de l'ADN. 
ARN (acide ribonucléique) : Polymère linéaire dont la sous-unité de base, un ribo­
nucléotide, contient le sucre ribose. 
Bacteria : Les bactéries appartiennent au vaste ensemble des microbes qui comprennent 
également les virus, les champignons et les parasites. Microorganismes invisibles à l'œil 
nu, les bactéries sont constituées d 'une seule cellule dépourvue d'un vrai noyau. Elles 
contiennent un seul chromosome formé d'un long fi lament d 'ADN. 
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Clade : Vient du grec clados qui signifie « arête ». Taxon strictement monophylétique, 
c'est-à-dire contenant un ancêtre et tous ses descendants. 
Eucarya: Les Eucaryotes (du grec eu, vrai et karuon, noyau) comprennent quatre grands 
règnes du monde vivant : les animaux, les champignons, les .plantes et les protistes. Ils 
const ituent donc un très large groupe d 'organismes, unis et pluricellulaires, définis par 
leur structure cellulaire (noyau, ADN, cytosquelette, et c) . 
Extragroupe ( outgroup) : On dit aussi groupe extérieur ou encore « outgroup » t iré de 
l'anglais. Groupe que l'on sait a priori placé en dehors d'un ensemble de taxons dont on 
cherche les relations de parenté. 
Horloge moléculaire (hypothèse) : Hypothèse selon laquelle les molécules d'une même 
classe fonctionnelle évoluent régulièrement dans le temps à un rythme égal dans différen­
tes lignées . Ainsi la quant ité des différences moléculaires constatées de nos jours dans 
des séquences homologues d 'espèces distinct es peut être utilisée pour est imer le temps 
écoulé depuis le dernier ancêtre commun à ces espèces (ou le temps de divergence). 
Racine: Segment de l'arête en amont du nœud du rang le plus important, définissant le 
groupe extérieur (voir Extragroupe) . En d'aut res termes, c'est la posit ion dans l'arbre 
du groupe extérieur . La racine peut être considérée comme un point de référence pour 
l'interprétation des caractères : les états de caractères de l'extragroupe ( outgroup) sont 
des états plésiomorphes, les états qui en diffèrent sont apomorphes. Remarque : pour 
pouvoir comparer aisément deux arbres, il faut les enraciner chacun avec la même espèce 
ou avec le même taxon. 
Taxon : Ensemble des organismes reconnus et définis dans chacune des catégories de 
la classification biologique hiérarchisée. En d'aut res termes : contenu concret d 'une 
catégorie. Exemple : Canis lupus, le loup , est un taxon de rang spécifique (catégorie : 
espèce) ; les canidés (Chien, Loup , Renard) constituent un taxon de rang familial ( catégo­
rie : famille). 

,-- --- --- --·---- -
CHAPITRE II 
DESCRIPTION DU NOUVEL ALGORITHME 
L'algorithme Neighbor Joining (Saitou et Nei, 1987) est la plus utilisée des méthodes 
de distances pour inférer un arbre phylogénétique. Atteson (1999) a prouvé que cet 
algorithme est capable de retrouver la vraie phylogénie si les distances utilisées sont 
suffisamment proches des vraies distances d 'évolut ion. Notons que Bio Neighbor Joining 
(Gascuel, 1997) est une version améliorée de NJ que nous ne présenterons pas ici. 
Notre but est de généraliser la méthode NJ t raditionnelle en introduisant des phénomènes 
d 'hybridation dans l' arbre reconstruit et d 'obtenir ainsi un réseau d'hybridation. Nous 
avons choisi cette méthode car elle permet de retrouver des phylogénies en un temps po­
lynomial en fonction du nombre d 'espèces considérées. Elle est également relativement 
facile à implémenter. De plus, dans le cadre des méthodes de dist ances, on peut facile­
ment faire des tests avec des arbres additifs (auxquels on peut rajouter des phénomènes 
d 'hybridation) pour vérifier l'efficacité de l'algorithme qu 'on élaborera. 
Nous allons tout d 'abord expliquer très en détails l'algorithme NJ , puis nous présenterons 
notre algorithme principal. 
Dans toute la suite on considérera qu'on dispose en entrée d 'une matrice de distances 
D = {D [i][J]h ::;i:Sn;l :Sj :Sn sur un ensemble den espèces, et qu 'on veut obtenir en sortie 
un arbre ou un réseau expliquant la phylogénie de ces espèces. 
Notons que D[i][i] = 0 pour tout 1 :S i :S n et que D[i][j] = D[j][i] pour 1 :S i :S n et 
1 :S j :S n . 
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2.1 L' algorit hme Neighbor Joining 
L'algorithme NJ est un algorit hme itératif qui part d 'un buisson composé den feuilles 
et n branches, où n est le nombre d 'espèces considérées. Ce buisson est représenté sur 
la figure 2.1 pour le cas n = 6. Cet arbre est graduellement transformé en un arbre 
phylogénétique binaire non enraciné avec les mêmes n feuilles et avec 2n - 3 branches. 
Ainsi, à la i-ème itération, l'algorithme doit choisir deux nœuds voisins parmi n-i + 1 
candidats. La taille de la matrice de distances est alors réduite de 1, les &mx nœuds 
regroupés étant remplacés par leur ancêtre commun. À chaque itération , pour choisir 
les deux nœuds à joindre, on considère toutes les (n-i+;)(n-i) configurations semblables 
à celle représentée sur la figure 2.2. Pour chacune de ces configurations, on calcule les 
longueurs de branches qui minimisent le critère des moindres carrés où on compare 
les distances entre les nœuds avec les distances qu 'on obtiendrait avec les longueurs de 
branches si on avait affaire à un arbre addit if. Par exemple, pour la figure 2.2, on cherche 
à minimiser : 
(D[1][2] - Ll - L2) 2 + L (D[j ][k] - L j - L k) 2 
3:::;j<k:::;6 
+ L [(D[1][k]- L1- Lxy- L k) 2 + (D[2][k]- L2 - Lxy- Lk)2 ] . 
3:::;k:::;6 
Dans le cas général, si on joint les nœuds 1 et 2 parmi un buisson de n nœuds , Saitou et 
Nei (1987) montrent que les longueurs de branches sont alors données par les formules 
suivantes : 
1 1 1 1 
L1 = 2D[1][2] + 2(n _ 2) (P - Q) , L2 = 2D[1][2]- 2(n _ 2) (P- Q) , (2 .1 ) 
1 1 n-4 
L i = 2(n- 2) .L . . D[i][j] - (n- 2)2 (P + Q) - (n- 2)2(n- 3) V, i 2 3• (2·2) 
l:::;J :::;n;Jft 
1 1 1 
Lxy = 2(n _ 2) (P + Q) - 2D[1][2]- (n _ 2)(n _ 3) V, (2.3) 
où 
p = L D [1][j], Q = L D [2][j], v= L D[i][j]. 
3:::;j:::;n 3:::;i<j:::;n 
25 
6 
1 5 
4 
3 
Figure 2.1 Buisson de taille 6. 
1 
L 
3 
L 3 
1 4 
L 
XY 
x 
5 
L 
2 
Figure 2.2 Configuration où les nœuds 1 et 2 sont choisis comme voisins. 
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On obtient alors que la somme de toutes les longueurs de branches est égale à : 
1 1 1 
S1;2 = 2D[1][2] + 2(n _ 2) (P + Q) + n _ 2 V 
= ~D[1][2] + 2(n ~ 2) L [D[1][j] + D[2][j]] + n ~ 2 L D[i][j]. 3~j~n 3~i<j ~n 
Pour chaque couple de nœuds i et j, on calcule ainsi la somme des longueurs de branches : 
Si;j = ~D[i][j] + 2(n ~ 2) L [D[i][k] + D[j][k]] + n ~ 2 L D[k][l]. l~k~n ; k-/=i ,j l~k< l ~n ; k , l -/=i ,j 
(2 .4) 
On choisit alors de joindre les nœuds i et j qui minimisent l'évolution totale, i.e., qui 
minimisent la somme des longueurs de branches Si;j. On remplace ces deux nœuds par 
le nœud X (qui est donc leur ancêtre commun direct) , et on obtient une matrice de 
distances de taille n - 1. On calcule les nouvelles distances de X aux nœuds restants 
par la formule suivante : 
D[X][k] = t(D[i][k] + D[j][k]), k =/= i,j. (2.5) 
On garde également en mémoire les longueurs des branches de i et j à leur ancêtre X 
calculées par les formules 2. 1. On procède ainsi à n-3 itérations successives pour obtenir 
à la sortie un arbre phylogénétique binaire non enraciné et les longueurs de toutes les 
branches de cet arbre, comme l'illustre l'exemple suivant. 
On prend en entrée la matrice de distances suivante : 
1 0 4 5 6 8 9 
2 4 0 7 8 10 11 
3 5 7 0 5 7 8 
D= 
4 6 8 5 0 6 7 
5 8 10 7 6 0 3 
6 9 11 8 7 3 0 
qui correspond à l'arbre de la figure 1.2. La première colonne indique le nom du nœud 
correspondant à chaque ligne. On calcule toutes les valeurs des Si;j présentées dans le 
tableau 2.1. 
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( i, j) S i; j 
(1, 2) 19 
(1, 3) 20 , 5 
(1 , 4) 21 
(1, 5) 21, 75 
(1, 6) 21 , 75 
(2,3) 20 , 5 
(2,4) 21 
(2 , 5) 21 , 75 
(2, 6) 21 , 75 
(3 , 4) 20 , 5 
(3,5) 21,25 
(3 , 6) 21, 25 
(4, 5) 20, 75 
(4, 6) 20,75 
(5 , 6) 18,5 
Tableau 2.1 Valeurs des Si;j pour la matrice D. 
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(i, j) Si;j 
(1,2) 9: ~ 15,83 
(1, 3) 1 ~3 ~ 17, 17 
(1,4) 17, 5 
(1, X) 17, 5 
(2 , 3) 1 ~3 ~ 17, 17 
(2, 4) 17,5 
(2,X) 17,5 
(3, 4) 1 ~ 1 ~ 16,83 
(3,X) 1 ~ 1 ~ 16,83 
(4, X) 9; ~ 16 , 17 
Tableau 2.2 Valeurs des Si;j pour la matrice D1. 
La somme S5;6 = 18,5 étant la plus petite des 15 valeurs possibles , on choisit de joindre 
les nœuds 5 et 6. Si on appelle X leur ancêtre commun, on obtient alors l'arbre (b) de 
la figure 2.3 à partir du buisson (a) de cette même figure. On remplace donc dans la 
matrice de distances les nœuds 5 et 6 par le nœud X en calculant les distances de X 
aux nœuds restants par la formule 2.5. On obtient ainsi la matrice suivante : 
1 0 
2 4 
3 5 
4 6 
4 
0 
7 
8 
5 
7 
0 
5 
6 8, 5 
8 10 ,5 
5 
0 
7, 5 
6, 5 
x 8, 5 10 , 5 7, 5 6, 5 0 
On se retrouve également avec un buisson de taille 5 contenant les nœuds 1, 2, 3, 4 et 
X. On calcule alors les 10 valeurs des Si;j présentées dans le tableau 2.2. 
On s'aperçoit que la plus petite de ces valeurs est S1;2 = 9:. On choisit donc de joindre 
les nœuds 1 et 2. Si on appelle Y leur ancêtre commun , on obtient alors l'arbre (c) de la 
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(i, j) Si;j 
(Y, 3) 13 ,5 
(Y,4) 14 
(Y, X) 14 
(3, 4) 14 
(3,X) 14 
(4,X) 13,5 
Tableau 2.3 Valeurs des Si;j pour la matrice Dz. 
figure 2.3 . On remplace donc dans la matrice de distances les nœuds 1 et 2 par le nœud 
Y en calculant les distances de Y aux nœuds restants par la formule 2.5. On obtient 
ainsi la matrice suivante : 
Dz = 
y 0 
3 6 
4 7 
6 
0 
5 
7 9,5 
5 7, 5 
0 6,5 
x 9,5 7,5 6,5 0 
ainsi qu 'un buisson de taille 4. La plus petite valeur des Si;j est alors atteint e pour Sx;4 
et SY ;3 comme le montre le tableau 2.3. 
On peut donc joindre les nœuds X et 4, ou les nœuds Y et 3, ce qui revient au même. 
On trouve alors l'arbre ( d) de la figure 2.3, où toutes les longueurs de branches sont 
calculées à chaque itération avec les formules 2.1. 
On remarque qu'on retrouve l'arbre additif de la figure 1.2. On peut en fait montrer que 
l'algorithme NJ retrouve tous les arbres additifs avec les bonnes longueurs de branches 
(Saitou et Nei, 1987) . De manière générale, cette méthode trouve toujours des arbres 
additifs. 
On notera pour finir que la complexité de cet algorithme est en O(n3) puisqu 'on fait 
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n - 3 itérations et que la i-ème itération nécessite de considérer tous les couples parmi 
n - i + 1 éléments. 
2.2 Adaptation de l'algorithme NJ aux cas des arbres contenant des phénomènes 
d'hybridation 
Nous voulons maintenant adapter l'algorithme NJ au cas des phénomènes d'hybridation. 
Notons que ces hybridations peuvent avoir lieu au niveau de deux branches terminales 
commes dans la figure 2.4 ou au niveau de deux branches ancestrales comme dans la 
figure 2.5. Dans ces deux cas, les deux branches en question peuvent provenir directement 
d'un même nœud comme dans les réseaux (a) des deux figures précédentes, mais elles 
peuvent également être plus éloignées comme dans les réseaux (b). Dans la figure 2.4, 
on dira que l'espèce 6 est l'hybride des espèces 1 et 2 (ou de leurs ancêtres) dans le cas 
(a), et que l'espèce 6 est l'hybride des espèces 2 et 5 dans le cas (b) . Dans la figure 2.5, 
l'espèce ancestrale X est l'hybride des espèces ancestrales Y et Z dans le cas (a) par 
exemple. 
Expliquons les calculs de distances entre espèces dans le cas des phénomènes d'hybri­
dation. On prend comme exemple le réseau (a) de la figure 2.4. La figure 2.6 explicite 
les informations dont nous avons besoin. Tout d'abord, si on enlève l'hybride, on se 
retrouve avec un arbre phylogénétique traditionnel (additif) dont les distances entre 
espèces se calculent à partir des longueurs de branches indiquées sur l'arbre de gauche 
de cette figure. Pour l'hybride, nous avons besoin d'un nombre réél a entre 0 et 1 qui 
indique quelle proportion du patrimoine génétique de l'hybride provient de la branche 
de l'espèce 1 (1 -a représente alors la proportion du patrimoine génétique de l'hybride 
qui provient de la branche de l'espèce 2). Nous devons également connaître les longueurs 
L~ et Lg entre l'ancêtre X des espèces 1 et 2 et les noeuds X1 et X2 entre lesquels a 
eu lieu l'hybridation, ainsi que la longueur L6 entre les nœuds 6 etH (voir la partie de 
droite de la figure 2.6). Notons que les longueurs des branches étiquet ées par a et 1- a 
sont nulles. On calcule alors les distances entre l'espèce 6 et les· autres espèces comme 
suit : 
6 
3 
2 
3 
4 
2 
5 
(a) 
(c) 
3 
4 
5 
2 
6 2 
3 5 
4 
2 6 
(b) 
3 
2 
2 3 
y 
3 
2 
4 
(d) 
Figure 2.3 Un exemple de la suite des arbres obtenus avec l'algorit hme NJ. 
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6 
8 
7 
2 
3 4 
5 
(a) 
2 
3 
6 
(b) 
Figure 2.4 Hybrides entre des branches terminales. 
3 4 3 
5 
6 
(a) (b) 
Figure 2.5 Hybrides entre des branches intérieures. 
4 
5 
5 
4 
6 
10 
7 
8 
9 
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1 3 4 1 
L L 
1 L 3 L 
XY YZ 
z 6 L x y 
2 
2 5 
Figure 2.6 Informations nécessaires pour calculer les distances entre un hybride et les 
autre espèces. 
D[1][6] = L5 + a(L1- L~) + (1- a)(Lg + L1) ,etdonc: 
D[1][6] = L5 + L 1 - aL~+ (1- a)Lg, (2.6) 
D[2][6] = L5 + (1- a)(Lz- Lg) + a(L~ + Lz),etdonc: 
D[2][6] = L5 + Lz +aL~- (1 - a) Lg, (2.7) 
D[k][6] = L5 +aL~+ (1 - a) Lg + d(X; k) , 3 :S k :S 5, (2.8) 
où les distances d(X; k) entre les nœuds X et k se calculent comme dans un arbre additif 
traditionnel. 
Nous allons utiliser le même principe que l'algort ihme NJ. Notre algorithme est ainsi 
itératif. À chaque étape, on choisit soit deux nœuds à joindre, soit un nœud qui est un 
hybride. Pour faire ce choix, on cherche la configuration dont l'évolution est minimale. 
On a ainsi besoin de définir des configurations correspondant à l'union de deux nœuds 
(on verra qu'on ne prendra pas toujours les mêmes configurations que dans l'algortihme 
NJ traditionnel) et des configurations correspondant à un phénomène d 'hybridation. 
x 
--- - - - -
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1 4 
3 
2 6 
F igure 2. 7 Buisson avec un hybride. 
2.2.1 Les configurat ions d 'hybridation 
Supposons que nous disposons d'une matrice de distances entre n espèces. Si l'espèce 
3 est l'hybride des espèces 1 et 2, on utilise alors la configuration représentée sur la 
figure 2.7 pour n = 6. Il s'agit d 'un buisson den- 1 espèces auquel on ajoute l'hybride 
3 entre les nœuds 1 et 2. Nous appellerons Li, 1 ::; i ::; n, les distances entre le nœud i et 
son ancêtre direct , a étant la proportion du patrimoine génétique de l'hybride provenant 
de la branche de l'espèce 1, L? et Lg étant les longueurs des branches du noeud X aux 
bifurcations d'hybridation. On peut retrouver ces notations sur la figure 2.8. 
Dans le cas addit if, d'après les formules 2.6 , 2.7 et 2.8, les distances entre espèces sont 
alors données par les formules suivantes : 
D[2][3] = L3 + L2 + a L? - (1 - a)Lg , 
D[k][3] = L3 +aL~+ (1- a)L~ + L k, 4::; k ::; n, 
D[i][j] =Li+ Lj, 1 ::; i < j::; n , i , j #3. 
(2 .9) 
(2.10) 
(2.11) 
(2.12) 
En général, si on dispose d'une matrice de distances arbitraire, on ne peut pas résoudre 
le système d 'équations ci-dessus puisque nous avons n(~-l ) équations et n + 2 inconnues 
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1 4 1 
L 
L 
4 
1 
5 3 x 
L 
2 
2 6 2 
Figure 2.8 Informations nécessaires pour calculer les distances entre espèces dans la 
configuration de la figure 2.7. 
(si on pose .Î~ = o:L~ et .tg= (1 - o:)Lg) . Donc, pour trouver les longueurs de branches 
de chacune de ces configurations d'hybridation, nous cherchons la solution des moindres 
carrés , i.e., nous cherchons à minimiser (Hnln- dn)(Hnln-:- dn)t, où 
l - (L · L · · L · L. 0 · L. 0)t n- 1, 2, .. ·' n, 1> 2 ' 
dn = (D[1][2] ; D[l][3]; D[2][3]; D[l][4] ; . . . ; D[l][n]; D[2][4]; . .. ; D[2][n]; 
D[3][4]; ... ; D[3][n] ; D[4][5] ; ... ; D[n- l][n]) t, 
où les D[i][j], i < j entre D[4][5] et D[n- l][n] sont dans l'ordre lexicographique, et où 
l'exposant t représente l'opération de transposit ion des matrices. 
De plus, la matrice Hn est la matrice de taille n(n2-
1) x n correspondant au système 
d'équations défini par les formules 2.9, 2.10, 2.11 et 2.12. 
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Par exemple, pour n = 6, on obtient : 
1 1 0 0 0 0 0 0 
1 0 1 0 0 0 -1 1 
0 1 1 0 0 0 1 -1 
1 0 0 1 0 0 0 0 
1 0 0 0 1 0 0 0 
1 0 0 0 0 1 0 0 
0 1 0 1 0 0 0 0 
H5 = 0 1 0 0 1 0 0 0 
0 1 0 0 0 1 0 0 
0 0 1 1 0 0 1 1 
0 0 1 0 1 0 1 1 
0 0 1 0 0 1 1 1 
0 0 0 1 1 0 0 0 
0 0 0 1 0 1 0 0 
0 0 0 0 1 1 0 0 
Si la matrice H; Hn est inversible, l'unique solut ion du problème des moindres. carrés 
est donnée par : 
l~ = (H~Hn)- 1H~dn. 
Or, dans notre cas, on obtient pour n ~ 4 : 
-1 1 
1 -1 
n - 3 n -3 
H~Hn= e n 1 1 
1 1 
- 1 1 n-3 1 1 n -1 n - 5 
1 -1 n - 3 1 1 n - 5 n -1 
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où Cn est la matrice de taille n x n dont tous les coefficients diagonaux sont égaux à 
n - 1 et dont tous les coefficients non diagonaux sont égaux à 1. Par exemple, pour 
n = 6, on obtient : 
5 1 1 1 1 1 -1 1 
1 5 1 1 1 1 1 -1 
1 1 5 1 1 1 3 3 
H~H6 = 1 1 1 5 1 
1 1 1 
1 1 1 1 5 1 1 1 
1 1 1 1 1 5 1 1 
-1 1 3 1 1 1 5 1 
1 -1 3 1 1 1 1 5 
On inverse cette matrice et on obtient pour (H~Hn)- 1 la matrice suivante : 
2n-5 - 1 - 1 - 1 1 1 0 
2(n 3)(n 2) 2(n 3)(n 2) 2(n-2) 2(n J)(n 2) 2(n J)(n 2) 2(n-3) 
-1 2n 5 -1 1 -1 0 1 
2(n J)(n 2) (n 3)(2n 4) 2n-4 (n 3)(2(n 2)) 2(n-3)(n-2) 2(n - 3) 
- 1 -1 n- 1 1 .. 1 n-2 n-2 
2(n-2) 2(n-2) = (n 3)(2n 4) 2(n 3j(n. 
2) 4(n-3) 4(n-3) 
1 -1 1 - 1 - 1 
(n 3)(2n 4) 2(n J)(n 2) 2(n 3)(n 2) 2(n - 3)2 2(n-3) 2 
Wn 
- 1 1 1 - 1 - 1 
2(n J)(n 2) 2(n J)(n 2) 2 (n J)(n 2) 2(n-3)2 2(n-3)2 
1 n-2 -1 - 1 ~ n-2 2(n-3) 0 4(n-3) 2(n-3) 2 2(n-3)2 4(n-3) 4(n-3)2 
1 n - 2 - 1 -1 n-2 ~ 0 2(n-3) 4(n-3) 2(n-3) 2 2(n -3) 2 4 (n-3) 2 4(n -3) 
où Wn est la matrice symétrique de taille (n - 3) x (n - 3) dont tous les termes dia-
2(n- 3)2- l d l d' ' ' gonaux sont égaux à (n-3)2(2n-4) et ont tous es termes non mgonaux sont egaux a 
n-2 
(n-3)2(2n-4) · 
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Par exemple, pour n = 6, on obtient : 
7 -1 -1 -1 -1 -1 0 1 24 24 8 24 24 24 6 
-1 7 - 1 -1 -1 -1 1 0 24 24 8 24 24 24 6 
-1 - 1 5 1 1 1 -1 -1 
8 8 8 24 24 24 3 3 
-1 - 1 1 17 1 1 -1 - 1 
(H~HB)- 1 = 24 24 24 72 18 18 18 18 
-1 - 1 1 1 17 1 -1 -1 
24 24 24 18 72 18 18 18 
-1 -1 1 1 1 17 - 1 -1 
24 24 24 18 18 72 18 18 
0 1 -1 - 1 -1 - 1 4 1 6 3 18 18 18 9 9 
1 0 -1 - 1 -1 -1 1 4 6 3 18 18 18 9 9 
On multiplie alors par H~ pour obtenir la matrice qui donne les longueurs de branches 
(solut ions des moindres carrés) en fonction des distances D[i][j]. On obtient ainsi : 
L1 = n~2 D[1][2] + n~2 2:4:Sk:Sn D[1][k] 
- (n-2)\n-3) 2:4:Sk:Sn D[2][k] - (n- 2)\n-3) R, 
L2 = n~2 D [1][2]- (n-2)(n-3) 2:4:Sk:Sn D[1][k] 
+ n~2 2:4:Sk:Sn D[2][k]- (n-2)1(n-3) R ' 
L3 =- n~ 2 D[1][2] + ~(D[1][3] + D[2][3]) 
- (n-~(2~-4) 2::49:Sn (D[1][k] + D[2][k]) + (n-2)\n-3) R ' 
(2. 13) 
(2.14) 
(2.15) 
Lk =- (n-2)\n- 3)D[1][2] + ((n-j;2(~~--;~) (D[1][k] + D[2][k]) + (n -~~~-2) D[3][k] 
- (n-~2(~-2) 2::4:Sj:Sn;j#(D[1][j] + D[2][j])- (n-3)\n-2) 2::4:Sj:Sn;j# D[3][j] 
+ ((n-!~;(~~~g) 2:4:Sj:Sn;#k D[j] [k] - (n-~(L3)2 2:4:Si<j:Sn;i,#k D[i] [j] ' 4 :::; k :::; n, 
(2.16) 
L~ = 2(n1_3)D[1][2]- ~D[1][3] + 2 (~::::j)2 2::4:Sk:Sn D[1][k]- 2(n~3)2 l:4:s;k:s;n D[2][k] 
+ 2(n~3) 2:4:Sk:Sn D[3][k] - (n~3)2 R , 
(2.17) 
ig = 2(n1_3)D[1][2]- ~D[2][3] - 2(n~ 3 )2 2::49:SnD[1][k] + 2 (~::::j)2 2::4:s;k:s;n D[2][k] 
+ 2(n1-3) 2::49:Sn D[3][k] - (n~3)2 R, 
(2. 18) 
où R = 2:4:s;i<J:Sn D[i][j]. 
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Par exemple, pour n = 6, on obtient : · 
1 1 1 1 
L1 = 4D[1][2] + 4 4~6 D[1][k]- 12 4~6 D[2][k]- 12 R, 
1 1 1 1 
L2 = 4D[1][2]- 12 4~6 D[1][k] + 4 4~6 D[2][k]- 12 R , 
1 1 1 1 
L3 = - 4D[1][2] + '2(D[1][3] + D[2][3])- 12 4~6 (D[1][k] + D[2][k]) + 12 R, 
L 4 = - 1~ D[1][2] + {6 (D[1][4] + D[2][4]) + i D[3][4]- 118 (D[1][5] + D[1][6]) 
- 1
1
8 (D[2][5] + D[2][6])- 112 (D[3][5] + D[3][6]) + ~ (D[4][5] + D[4][6]) - 316 D[5][6], 
L5 = - 1
1
2 D[1][2] + {6 (D[1][5] + D[2][5]) + i D[3][5]- 1~ (D[1][4] + D[1][6]) 
- 1
1
8 (D[2][4] + D[2][6])- 112 (D[3][4] + D[3][6]) + ~ (D[4][5] + D[5][6])- l6 D[4][6], 
L 6 = - 1
1
2 D[1][2] + {6 (D[1][6] + D[2][6]) + i D[3][6]- 118 (D[1][4] + D[1][5]) 
- 1
1
8 (D[2][4] + D[2][5])- 112 (D[3][4] + D[3][5]) + ~ (D[4][6] + D[5][6])- l6 D[4][5], 
t~ = ~D[1][2] - ~D [ 1][3] + ~ L D[1][k]- 118 L D[2][k] + ~ L D[3][k] - ~R, 
6 4~k~6 4~k~6 4~k~6 
tg= ~D[1][2]- ~D[2][3]- 118 L D[1][k] + ~ L D[2][k] + ~ L D[3][k]- ~R, 6 4~k~6 4~k~6 4~k~6 
où R = D[4][5] + D[4][6] + D[5][6] . 
Comme on recherche la configuration d 'évolution minimale on doit calculer : 
sf;2;3 = 2::: Lk. 
l ~k~n 
On ne prend pas en compte les valeurs de t~ (respectivement tg) puisque c'est une 
« sous-branche » de L1 (respectivement L2) . 
Pour calculer Sf-2.3 , on utilise les formules 2.13 à 2.18. 
'' 
Le coefficient de D[1][2] (qui apparait dans L1, L2, L3 et dans les n- 3 longueurs Lk 
pour k 2: 4) est ainsi égal à : 
1 1 1 1 
--+-- ---- (n -3) x =0. 
n-2 n-2 n-2 (n -2)(n-3) 
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Le coefficient de D[1][3] et de D[2][3] est égal à ~ puisqu'il n'apparaît que dans L 3. 
Pour k 2: 4, le coefficient de D[1][k] et de D[2][k] (qui apparaissent dans L1, L2, L 3, L k 
et dans les n - 4 longueurs L j pour j 2: 4, j =f. k) est égal à : 
1 1 n-4 + (n-3) 2 - (n-4) ( 4) X n-4 
n-2 - (n-2)(n-3) - (n- 3)(2n- 4) (n-3)2(n-2) - n - (n-3)2(n-2) 
- 1 
- 2(n-3) · 
Pour k 2: 4, le coefficient de D[3][k] (qui apparaît dans L k et dans les n - 4 longueurs 
L j pour j 2: 4, j =f. k) est égal à : 
n - 4 1 
(n-3)(n - 2) - (n - 4)x (n-3)(n - 2) =O. 
Pour 4 :::::; i < j :::::; n , le coefficient de D [i][j ] (qui apparaît dans L1, L2, L 3, L i, L j et 
dans les n- 5 longueurs L k pour k 2: 4, k =f. i, j) est égal à : 
1 1 + 1 + 2 (n -3)
2
- (n-5) ( 5) X n-5 
- (n-2)(n-3) - (n-2)(n-3) (n- 2)(n-3) (n-2)(n-3)2 - n - (n - 2)(n-3)2 
- _ 1_ 
- n -3 ' 
On obtient donc : 
Sf.'2 . 3 =~ (D[1][3]+ D[2][3])+ 2 ( 1 ) " (D [ 1][k]+ D[2][k])+~3 " D[i][j]. '' 2 n - 3 ~ n - ~ 4:Sk:Sn 4:Si<j:Sn 
En général, si h est l'hybride de i et j, on obtient ainsi : 
sf:J ;h = ~(D[i][h] + D[j][h]) + 2(n~3) L1 :S k :Sn;k,Pi,j ,h (D[i][k] + D[j][k]) 
+ n~3 L 1:Sl<k:Sn;l,k,Pi,j,h D[l][k]. 
Remarque 2 . L La formule 2.19 est en fait équivalente à : 
1 
S{0 ;h = 2 (D[i][h] + D[j][h] - D[i][j])+ 
(2 .19) 
1 1 1 
+ 2D[i][j] + 2(n _ 3) L . . (D[i][k] + D[j][k]) + n _ 3 L D[l][k]. 1:S k :Sn; kopt ,J,h 1:Sl<k:Sn;l ,kopi,j ,h 
Or, la deuxième ligne de cette formule est la valeur Si;j de NJ classique, où on relie les 
nœuds i et j parmi n -1 nœuds (on a ainsi supprimé le nœud h}. 
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1 3 4 
L 
L L 4 
1 L 3 L L 
XY YZ 5 5 
L x 
y z 
2 L 
6 
6 
F igure 2.9 Buisson avec trois feuilles regroupées. 
De plus, dans le cas où h est l 'hybride de i et j , la première ligne de la formule est égale 
à: 
1 
L h = 2(D[i][h] + D[j][h] - D[i][j ]) . 
2.2.2 Les configurations d'arbres 
On doit maintenant définir des configurations d'arbres qui peuvent être comparées avec 
les configurations d 'hybrides définies dans la section précédente. On ne peut pas prendre 
les configurations classiques de l'algorithme NJ puisqu 'on aurait alors un degré de liberté 
de moins ( n + 1 dans le cas de N J classique au lieu de n + 2 dans le cas des hybrides). 
On s'intéresse donc aux configurations présentées dans la figure 2.9. On considère ainsi 
un t riplet d 'espèces (comme dans le cas des hybrides), deux nœuds (les nœuds 1 et 2 
sur la figure 2.9) étant direct ement voisins, le troisième (le nœud 3 sur la figure 2.9) 
étant voisin de l'ancêtre des deux précédents. 
Avec les longueurs indiquées sur la figure 2.9, on obt ient le système d 'équations suivant: 
(2.20) 
(2.21) 
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(2.22) 
D[k][l] = L1 + Lx y + L yz + Lk, 4 :S k :Sn, (2.23) 
D[k][2] = L2 + Lxy + Lyz + Lk, 4 :S k :Sn, (2.24) 
D[k][3] = L 3 + Lyz + Lk, 4 :S k :Sn, (2.25) 
(2.26) 
En général, si on dispose d'une matrice de distances arbit raire, on ne peut pas résoudre 
le syst ème d'équations ci-dessus puisque nous avons n(~- 1 ) équations et n +2 inconnues. 
Comme dans la section précédente, nous cherchons donc à minimiser : 
où 
et où dn est défini comme précédemment par : 
dn = (D[1][2]; D[1][3]; D[2][3]; D[1][4]; ... ; D[l ][n]; D[2][4]; ... ; D[2][n]; 
D[3][4]; . . . ; D[3][n]; D[4][5]; ... ; D [n - l][n])t , 
où les D[i][j], i < j entre D[4][5] et D[n - l][n] sont dans l'ordre lexicographique. 
De plus, la matrice Tn est la matrice de taille n(~- 1 ) x n correspondant au système 
d'équations défini par les formules 2.20 à 2.26. 
----------------------------------~---~-
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Par exemple, pour n = 6, on obtient : 
1 1 0 0 0 0 0 0 
1 0 1 0 0 0 1 0 
0 1 1 0 0 0 1 0 
1 0 0 1 0 0 1 1 
1 0 0 0 1 0 1 1 
1 0 0 0 0 1 1 1 
0 1 0 1 0 0 1 1 
T6 = 0 1 0 0 1 0 1 1 
0 1 0 0 0 1 1 1 
0 0 1 1 0 0 0 1 
0 0 1 0 1 0 0 1 
0 0 1 0 0 1 0 1 
0 0 0 1 1 0 0 0 
0 0 0 1 0 1 0 0 
0 0 0 0 1 1 0 0 
Si la matrice T~Tn est inversible, l'unique solution du problème des moindres carrés est 
donnée par: 
l~ = (T~Tn)- 1 T~dn· 
Or, dans notre cas, on obtient pour n ~ 4 : 
n-2 n -3 
n - 2 n-3 
2 n-3 
T~Tn = u n 2 3 
2 3 
n-2 n-2 2 2 2 2(n- 2) 2(n- 3) 
n-3 n-3 n-3 3 3 2(n- 3) 3(n- 3) 
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où Un est la matrice de taille n x n dont tous les coefficients diagonaux sont égaux à 
n - 1 et dont tous les coefficients non diagonaux sont égaux à 1. Par exemple, pour 
n = 6, on obtient : 
5 1 1 1 1 1 4 3 
1 5 1 1 1 1 4 3 
1 1 5 1 1 1 2 3 
TJT6 = 
1 1 1 5 1 1 2 3 
1 1 1 1 5 1 2 3 
1 1 1 1 1 5 2 3 
4 4 2 2 2 2 8 6 
3 3 3 3 3 3 6 9 
On inverse cette matrice et on obtient pour (T~Tn)- 1 la matrice suivante : 
n n-4 0 0 ... 0 - 1 0 4(n-2) 4(n-2) 4 
n -4 n 0 0 ... 0 - 1 0 4 (n - 2) 4(n-2) 4 
0 0 n- 1 0 ... 0 n-6 n - 4 2(n - 2) B(n-3) - B(n-3) 
0 0 0 0 1 2(n 3)(n 4) 
V n 
0 0 0 0 1 2(n-3)(n-4) 
-1 -1 n-6 0 0 ~ n - 2 4 4 B(n-3) 3 - S(n-3) 
0 0 n-4 1 1 n-2 ~n-2l2 
- B(n-3) 2(n-3)(n- 4) 2(n 3)(n 4) - B(n-3) B(n-4)(n-3) 
où Vn est la matrice symétrique de taille ( n- 3) x ( n- 3) dont tous les termes diagonaux 
0 t , , (n-3)
2 +1+(n-5)(n-4) 
s n egaux a 2(n-2)(n-3)(n-4) et dont tous les termes non diagonaux sont égaux à 
(n-6) 
2(n-2)(n- 3)(n- 4) · 
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Par exemple, pour n = 6, on obtient : 
3 1 0 0 0 0 - 1 0 8 8 4 
1 3 o· 0 0 0 - 1 0 8 8 4 
0 0 5 0 0 0 0 -1 8 12 
0 0 0 1 0 0 0 - 1 
(TJT6) - 1 = 4 12 
1 -1 0 0 0 0 4 0 0 12 
0 0 0 0 0 1 0 - 1 4 12 
-1 -1 0 0 0 0 1 -1 4 4 2 6 
0 0 - 1 - 1 - 1 -1 - 1 1 12 12 12 12 6 3 
On mult iplie alors par T~ pour obtenir la matrice qui donne les longueurs de branches 
(solutions des moindres carrés) en fonction des distances D[i][j] . On obtient ainsi : 
1 1 
L1 = 2D[1][2] + 2(n _ 2) L (D [1J[k]- D[2J[k]) , (2.27) 
3s;k~n 
1 1 
L2 = 
2
D [1][2]- 2(n _ 2) L (D [1][k] - D[2J[k]) , (2.28) 3s;k~n 
1 1 
L3 = 4(D [1][3] + D[2][3]) + 4(n _ 3) L (2D [3J[k]- D[1][k] - D[2J[k]) , (2.29) 4~k~n 
Lk = (n-~~~-2 ) (D [1][k] + D [2J[k] + D[3J[k]) 
- (n-3)1(n-2) I:4~j ~n;jfk(D [ 1J[j] + D[2J[j] + D [3J[j ]) 
(n- 3)(n-5)+3 "' D[ '][k] n-6 "' D[ '][ '] 4 k + (n- 4)(n-3)(n-2) 64~j~n;jfk J - (n-4)(n-3)(n-2) 64~i<j ~n ; i ,j# ~ J ) ~ ~ n , 
(2.30) 
1 1 1 
Lxy = -
2
D[1][2] + 
4
(D[1][3] + D [2][3]) + 4(n _ 3) L (D[1][k] + D[2J[k] - 2D[3J[k]) , 4~ k~n 
(2 .31) 
1 1 R 
Ly z = - 4 (D[1][3]+D[2][3])+ 4(n _ 3) L (D[1][k]+D[2][k]+2D[3][k]) - (n _ 3)(n _ 4), 4~k~n 
(2.32) 
où R = L:4~i <J~n D [i][j]. 
Par exemple, pour n = 6, on obtient : 
1 1 
L1 = 2 D[1][2] + 8 L (D [1J[k]- D[2J[k]), 
39~6 
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1 . 1 
L2 = -D[1][2]-- L (D[l][k]- D[2][k]) , 
2 8 39~6 
L3 = ~(D[1][3] + D[2][3]) + 112 
4
fu
6 
(2D[3][k] - D[l][k] - D[2][k]) , 
L 4 = ~ (D[1][4]+D[2][4]+ D[3][4])-112 L ( D[l][j]+D[2][j ] +D[3][j])+~ L D[j][4], 
j=5;6 j=5;6 
L 5 = ~ (D[1][5] + D[2][5] + D[3][5])- 112 L (D[l][j] + D[2][j] + D[3][j]) + ~ L D[j][5], j=4;6 j=4;6 
LB= ~(D[1][6]+D[2][6]+D[3][6])-112 L (D[l][j]+D[2][j]+D[3][j])+~ L D[j][6], 
j=4;5 j=4;5 
Lxy = -~D[1][2] + l(D[1][3] + D[2][3]) + 112 
4
fu
6 
(D[l][k] + D[2][k]- 2D[3][k]) , 
1 . l""' R Lyz = - 4(D[1][3] + D[2][3]) + 12 ~ (D[l][k] + D[2][k] + 2D[3][k])- "6 ' 4~k~6 
où R = D[4][5] + D[4][6] + D[5][6] . 
Comme on recherche la configuration d'évolution minimale on doit calculer : 
s[2;3 = L Lk + Lxy + L yz. 
l ~k~n 
Pour calculer Sf-2.3 , on ut ilise les formules 2.27 à 2.32. 
'' 
Le coefficient de D[1][2] (qui apparaît dans L 1, L 2 etLxy ) est ainsi égal à 
1 1 1 
2 x ---=-. 2 2 2 
Le coefficient de D[1][3] et de D[2][3] (qui apparaît dans L3 , Lxy et Lyz) est égal à 
1 1 1 1 
4 + 4-4 = 4' 
Pour k 2: 4, le coefficient de D[1][k] et de D[2][k] (qui apparaissent dans L1 , L 2, L3, Lk. 
dans les n - 4 longueurs Lj pour j 2: 4, j =/= k, Lxy et Lyz) est égal à: 
2(n1-2) - 2(n1- 2) - 4(n1-3) + (n-~~~-2) - (n - 4) X (n-3)\n-2) + 4(n1-3) + 4(n1- 3) 
_ _ 1_ 
- 4(n-3) · 
--- ------~ -~--- ----- - -- -
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Pour k 2: 4, le coefficient de D[3][k] (qui apparait dans L3, L k> dans les n- 4 longueurs 
Lj pour j 2: 4, j -1- k , Lxy et Lyz ) est égal à: 
2(;- 3) + (n-~~~-2) - (n- 4) X (n-3)\n-2) - 2(n1- 3) + 2(n1-3) 
- 1 
- 2(n-3) · 
Pour 4 ::; i < j ::; n, le coefficient de D [i][j] (qui apparait dans Li, Lj, dans les n - 5 
longueurs Lk pour k 2: 4, k -1- i,j, et dans Lyz) est égal à : 
2 (~~;)~~~~)~~+_34) - ( n - 5) X (n-2)(~::::g)(n-4) - (n-3l\n-4) 
- 1 
- n-3' 
On obt ient donc : 
8[2;3 = i(D[1][3] + D[2][3] + 2D[1][2]) + 4(n1_ 3) 2::4~k~n(D[1][k] + D[2][k] + 2D[3][k]) 
+ n~ 3 L:4~i<j~n D[i] [j] . 
En général, si h est le voisin de l'ancêtre des voisins i et j , on obtient alors : 
S[j;h = i(D[i][h] + D[j][h] + 2D[i][j]) + 4(n~ 3) 2: 1 ~k~n;koFi ,j , h(D[i][k] + D[j][k] + 2D[h][k]) 
+ n~3 I:1 ~l<k~n; l , koFi ,j,h D [ 1][ k ]. 
(2.33) 
Remarque 2.2. La formule 2.33 est en fait équivalente à : 
S[1.h = D[i][j] + ~ (D[i][h] + D[j][h]- D[i][j]) , , 4 
+ 2(n ~ 3) L . . (t (D[i][k] + D[j][k]- D[i][j]) + D[h][k]) 1 ~k~n;koF~,J,h 
+ n ~ 3 L D[l][k]. 
1 ~l<k~n;l , koFi ,j , h 
Ainsi, S[j;h est égal à D [i][j] plus la formule de NJ classique si on relie les nœuds m 
(représentant l'ancêtre commun dei et j si ces derniers sont voisins) et h parmi n- 1 
nœuds, où on a remplacé les nœuds i et j par le nœud m , dont les distances aux nœuds· 
restants sont données par : 
1 D[m][k] = "2(D[i][k] + D[j][k]- D[i][j]). 
On notera que, si i et j sont voisins, D[i] [j] = Li + Lj. 
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2.2 .3 L' algorit hme 
Nous pouvons maintenant décrire notre algorithme. Nous prenons en entrée une matrice 
de distances D = {D[i][j ]}l::;i::;n;l:Sj:Sn sur un ensemble den espèces. 
2. D A = D 
Tant que (nA> 3) 
3. On calcule la plus petite valeurs~ . H.hH des Sf] 'h (formule 2.19), pour 1 ::; i < 
2o ,Jo , o ' ' 
j ::; n , 1 ::; h ::; n, h =/= i, j , pour la matrice D A. 
4. On calcule la plus petite valeur S!r . T .hT des sr)'h (formule 2.33) , pour 1 ::; i < 
2o ,Jo, o ' ' 
j ::; n, 1 ::; h ::; n , h =/= i, j, pour la matrice D A. 
5. Sis~. ·H.hH < S!r. ·T.hT' htf est l'hybride de itf et j!f . On élimine la ligne et la 
1o ,Jo , o 1o ,Jo • o 
colonne htf de D A· On garde en mémoire la longueur 
1 Lf:o = 2 (D[itf][ht/] + D[j!f][ht/]- D[itf][j!/l) , (2.34) 
qui peut être déduite des formules 2.9, 2.10 et de la formule D[itf][j!/] = L iH + L 1·H. 0 0 
On n'utilise pas la formule 2.15 car elle ne nous donne pas la bonne longueur de 
branche pour l'hybride. 
6. Sinon, i~ et /6 sont voisins. On remplace donc les lignes et les colonnes i~ et jJ 
de D A par une ligne et une colonne correspondant à l'ancêtre X de iÔ et/{;. Les 
distances de X aux nœuds restants sont calculées par les formules 2.5 . On garde 
en mémoire les longueurs L iT et L 1T données par les formules 2. 1. 0 0 
Fin(Tant que) 
8. Il reste alors un triplet de nœuds . On calcule alors les trois distances restant à 
calculer par les formules 2.1. 
À la sortie, nous avons soit un arbre phylogénétique classique avec n feuilles , soit un 
réseau d 'hybridation phylogénétique avec les mêmes n sommets terminaux. 
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Le code de cet algorithme écrit en langage C++ est disponible dans l'annexe A. 
2.3 Deux exemples 
Nous allons maintenant présenter deux exemples de résolution de la phylogénie de 6 
espèces par notre algorithme. 
2.3. 1 Un exemple d'arbre 
Nous reprenons l'exemple de l'arbre additif à 6 feuilles de la figure 1.2. On prend donc 
en entrée la matrice de distances suivante : 
D= 
10456 8 9 
2 4 0 7 8 10 11 
357057 8 
468506 7 
5 8 10 7 6 0 3 
691187 3 0 
La première colonne indique le nom du nœud (i.e., de l'espèce) correspondant à chaque 
ligne. On calcule toutes les valeurs des 8{0;h et des 8[j;h. Dans le tableau 2.4, on rappelle 
toutes les valeurs des 8i,j déjà présentées dans le tableau 2.1, ainsi que le minimum des 
8[j;h et 8{0 ;h pour chaque couple (i,j). On n'indique pas toutes les valeurs des S[j;h et 
8{0;h car cela prendrait t rop de place. Par exemple, pour le couple (1, 2), la plus petite 
valeur de 8[j;h est 8[2;3 = 18 (dans le tableau, on indique entre parenthèses la (ou 
les) valeur(s) de h pour laquelle (lesquelles) le minimum est atteint) . De même, pour 
le couple (3, 4), la plus petite valeur de 8{0;h est 8§;4;1 = 8§;4;2 = 632 . On constate que, 
pour chaque couple (i , j), le minimum des 8D;h (respectivement des 8{0;h) est toujours 
inférieur à 8i;j. On constate également que, pour chaque couple ( i, j), le minimum des 
8[j;h et le minimum des 8{0;h sont atteints pour la (ou les) même(s) valeur(s) de h. On 
reviendra sur ces points dans le chapitre suivant. 
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(i , j) Si;J Minimum des { S[j·h} 
' ' 
1 :5 h :56 Minimum des {SJ0 ;h} 1 :5 h :5 6 
h fe i, j h fe i, j 
(1, 2) 19 18 (h = 3) 20 (h = 3) 
(1, 3) 20 ,5 19 (h = 2) 18 (h = 2) 
(1, 4) 21 20 (h = 2) 536 ~ 18, 67 (h = 2) 
(1, 5) 21 , 75 1 ~7 ~ 21 , 17 (h = 6) 19 (h = 6) 
(1, 6) 21, 75 1 ~ 7 ~ 21 , 17 (h = 5) 19 (h = 5) 
(2, 3) 20 , 5 19 (h = 1) 18 (h = 1) 
(2 , 4) 21 20 (h = 1) 536 ~ 18, 67 (h = 1) 
(2,5) 21,75 1 ~7 ~ 21 , 17 (h = 6) 19 (h = 6) 
(2 , 6) 21, 75 1 ~7 ~21 , 17 (h=5) 19 (h = 5) 
(3 , 4) 20 , 5 631 ~ 20,33 (h = 1, 2) 632 ~ 20 , 67 (h = 1, 2) 
(3 , 5) 21,25 1 ~ 1 ~ 20, 17 (h = 6) 51 ~ 18, 33 (h = 6) 
(3 , 6) 21,25 1 ~ 1 ~ 20, 17 (h = 5) 51~ 18,33 (h = 5) 
(4, 5) 20,75 1 ~5 ~ 19, 17 (h = 6) 5} ~ 17,67 (h = 6) 
(4, 6) 20 , 75 1 ~5 ~ 19, 17 (h = 5) 5} ~ 17,67 (h = 5) 
(5 , 6) 18,5 533 ~ 17,67 (h = 4) 632 ~ 20 , 67 (h = 4) 
Tableau 2.4 Valeurs des Si-J et des minima des S[3 .. h et Sf!3.h pour 1 ::; h ::; 6, h -:1 i , j , 
' ' ' ' ' 
pour la matrice D . 
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La plus petite valeur des S[J ;h est 8[;6;4 = 5l, et la plus petite valeur des Sf;;h est 
S{f5;6 = S{f6;5 = 5l. Comme on a égalité entre le meilleur couple de voisins et le meilleur 
hybride, on choisit de joindre les nœuds 5 et 6 (comme dans le cas de NJ classique). 
Si on appelle X leur ancêtre commun, on obtient alors l'arbre (b) de la figure 2.3 à partir 
du buisson (a) de cette même figure . On remplace donc dans la matrice de distances les 
nœuds 5 et 6 par le nœud X en calculant les distances de X aux nœuds restants par la 
formule 2.5. On obtient ainsi la matrice suivante : 
1 
2 
3 
4 
0 
4 
5 
6 
4 
0 
7 
8 
5 
7 
0 
5 
6 8, 5 
8 10,5 
5 
0 
7,5 
6,5 
x 8, 5 10,5 7, 5 6, 5 0 
On se retrouve également avec un buisson de taille 5 contenant les nœuds 1, 2, 3, 4 et 
X. On calcule toutes les valeurs des Sf:J;h et des STJ;h qu'on résume dans le tableau 2.5. 
La plus petite valeur des S[J;h est 8[2;3 = Sf;x ;3 = 15 , 5, et la plus petite valeur des 
Sf:J;h est Sfx;4 = St{3;2 = 15 , 5. On choisit donc par exemple de joindre les nœuds 1 et 
2. Notons que , contrairement à la méthode NJ classique, on aurait pu également joindre 
les nœuds 4 et X. En fait, comme n = 5, les deux configurations sont équivalentes dans 
le cas des configurations généralisées que nous avons introduites . Si on appelle Y leur 
ancêtre commun, on obtient alors l'arbre (c) de la figure 2.3. On remplace donc dans 
la matrice de distances les nœuds 1 et 2 par le nœud Y en calculant les distances de Y 
aux nœuds restants par la formule 2.5. On obtient ainsi la matrice suivante : 
y 0 
3 6 
4 7 
6 
0 
5 
7 9,5 
5 7, 5 
0 6,5 
x 9,5 7, 5 6,5 0 
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(i, j ) Si;J Minimum des { S[J·h } , , l :S h:S5 Minimum des {Sf; .h} , , l :Sh:S5 
h "'i , j h"' i ,j 
(1, 2) 965 ~ 15,83 15, 5 (h = 3) 17,5 (h = 3) 
(1, 3) 1 ~3 ~ 17, 17 16, 5 (h = 2) 15 , 5 (h = 2) 
(1 , 4) 17,5 17, 25 (h = 2) 16 (h = 2) 
(1, X ) 17,5 17, 25 (h = 2) 16 (h = 2) 
(2 , 3) 1 ~3 ~ 17, 17 16, 5 (h = 1) 15, 5 (h = 1) 
(2,4) 17,5 17, 25 (h = 1) 16 (h = 1) 
(2, X ) 17, 5 17, 25 (h = 1) 16 (h = 1) 
(3 , 4) 1 ~ 1 ~ 16,83 16 (h = X ) 15, 5 (h = X ) 
(3 , X) 1 ~ 1 ~ 16,83 16 (h = 4) 15 , 5 (h = 4) 
(4, X) 967 ~ 16, 17 15, 5 (h = 3) 16,5 (h = 3) 
Tableau 2.5 Valeurs des s i·J· et des minima des STJ·· h et SfJ··h pour 1 ::; h ::; 5, h =!= i , j , 
' ') ) ) 
pour la matrice D1 . 
ainsi qu 'un buisson de taille 4. On calcule toutes les valeurs des S{0 ;h et des SlJ;h qu 'on 
résume dans le tableau 2. 6. 
La plus petite valeur des S[j ;h (respectivement des S{0; h) est donc égale à 13, 5. On 
remarque que les valeurs des Si,J et des S[j;h sont ident iques. En fait , pour n = 4, les 
configurations généralisées et les configurations de NJ classique sont également iden­
tiques, ce qui explique ces égalités. 
Comme dans le cas de NJ classique, on peut ainsi joindre les nœuds X et 4, ou les 
nœuds Y et 3, ce qui revient au même. On trouve alors l'arbre (d) de la figure 2.3, où 
toutes les longueurs de branches sont calculée à chaque itération avec les formules 2.27 
et 2.28. 
On remarque qu 'on retrouve l'arbre addit if de la figure 1.2. On généralisera ce résultat 
dans le prochain chapitre. 
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( i, j) Si;J Minimum des { S[J;h} 1 :,; h :,; 4 Minimum des { Sf:J ;d 1 :5 h :5 4 
h fo i, j h fo i, j 
(Y, 3) 13 ,5 13, 5 (h = 4, X) 14, 5 (h = 4, X) 
(Y, 4) 14 14 (h = 3,X) 13, 5 (h = 3,X) 
(Y, X) 14 14 (h = 3, 4) 13,5 (h = 3,4) 
(3,4) 14 14 (h =Y, X) 13,5 (h =Y, X) 
(3, X) 14 14 (h = Y, 4) 13, 5 (h = Y,4) 
(4, X) 13,5 13 , 5 (h = Y, 3) 14,5 (h =Y, 3) 
Tableau 2.6 Valeurs des Si-J et des minima des S[1 .. h et S(!1 .. h pour 1 :S h :S 4, h =f. i , j, 1 1 1 1 1 
pour la matrice D 2. 
2.3.2 Un exemple de réseau 
Nous prenons l'exemple du réseau à 6 feuilles de la figure 2.10. Sur cette figure, on 
représente à droite l'arbre additif à 5 feuilles sous-jacent. À gauche de cette figure , on 
trouve l'hybride 1 entre les espèces parentes 2 et 3. 
On calcule les distances deux à deux entre toutes les espèces (les distances entre l'hy­
bride 1 et les autres espèces sont calculées avec les formules 2.6 à 2.8), et on obtient en 
entrée la matrice de distances suivante : 
1 0 6 5 7 9 10 
2 6 0 7 8 10 11 
DH = 
3 5 7 0 5 7 8 
4 7 8 5 0 6 7 
5 9 10 7 6 0 3 
6 10 11 8 7 3 0 
On calcule toutes les valeurs des Si;J, des Sf:J ;h et des S[J;h présentées dans le tablea~ 2.7. 
La plus petite valeur des S[j;h est Sf;6;4 = 536 , et la plus petite valeur des Sf:J;h est 
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( i , j) Si;j Minimum des {S[j ;h} 1 ~ h ~ 6 Minimum des { Si%;h} 1 ~ h ~ 6 
h "' i , j h "' i , j 
(1 , 2) 20 , 375 19, 25 (h = 3) 20 , 5 (h = 3) 
(1 , 3) 21 , 125 19, 75 (h = 2) 19, 5 (h = 2) 
(1 , 4) 22 1 ~ 7 ~21 , 17 (h=2) 20 (h = 2) 
(1 , 5) 22 , 75 1 ~3 ~ 22 , 17 (h = 6) 20 (h = 6) 
(1, 6) 22 , 75 1 ~3 ~ 22 , 17 (h = 5) 20 (h = 5) 
(2 , 3) 21 , 5 20 (h = 1) 19 (h = 1) 
(2 , 4) 21 , 875 21523 ~ 21 , 08 (h = 1) 1 ~ 1 ~ 20 , 17 (h = 1) 
(2 , 5) 22 , 625 21523 ~ 21 , 92 (h = 6) 1 ~9 ~ 19, 83 (h = 6) 
(2 , 6) 22 , 625 21623 ~ 21 , 92 (h = 5) 1 ~9 ~ 19, 83 (h = 5) 
(3 , 4) 21 , 625 21 , 25 (h = 1) 1 ~7 ~21 , 17 (h= 1) 
(3 , 5) 22 , 375 215; ~ 21 , 42 (h = 6) 19, 5 (h = 6) 
(3 , 6) 22,375 215; ~ 21 , 42 (h = 5) 19, 5 (h = 5) 
(4, 5) 21 , 75 1 ~ 1 ~ 20 , 17 (h = 6) 536 ~ 18, 67 (h = 6) 
(4, 6) 21 , 75 1 ~ 1 ~ 20 , 17 (h = 5) 536 ~ 18, 67 (h = 5) 
(5, 6) 19, 5 536 ~ 18, 67 (h = 4) 6: ~ 21 , 67 (h = 4) 
Tableau 2. 7 Valeurs des Si-J et des minima des S[1.h et Sf1 .. h pour 1 :::; h :::; 6, h =/=- i , j , ' 1 1 1 1 
pour la matrice DH . 
~-- ~ - -------- ----------
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3 4 
2 2 1 1 3 
1 x x y z 
5 2 
2 
Figure 2.10 Un arbre additif à 5 feuilles auquel on rajoute un hybride. 
Sf;5;6 = Sf;6;5 = 536 . Comme on a égalité entre le meilleur couple de voisins et le meilleur 
hybride, on choisit de joindre les nœuds 5 et 6. 
Si on appelle X leur ancêtre commun, on obtient alors l'arbre (b) de la figure 2.11 
à partir du buisson (a) de cette même figure. On remplace donc dans la matrice de 
distances les nœuds 5 et 6 par le nœud X en calculant les distances de X aux nœuds 
restants par la formule 2.5. On obtient ainsi la matrice suivante : 
1 0 6 5 7 9,5 
2 6 0 7 8 10,5 
Df = 3 5 7 0 5 7,5 
4 7 8 5 0 6, 5 
x 9,5 10, 5 7,5 6,5 0 
On se retrouve également avec un buisson de taille 5 contenant les nœuds 1, 2, 3, 4 et 
X . On calcule toutes les valeurs des Si;j, des S{0;h et des S[j;h ' qu'on résume dans le 
tableau 2.8. 
La plus petite valeur des S[j ;h est S[2;3 = Sl;x;3 = 16 , 75, et la plus petite valeur des 
S{0 ;h est Si{3;1 = 16, 5. L'espèce 1 est donc l'hybride des espèces 2 et 3. On obtient alors 
5 
6 
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6 
1 
1 5 
2 
3 
2 4 4 
3 
(a, pas 1) (b, pas 2) 
2 5 2 4 
1 
4 6 3 
(c, pas 3) (d, pas 4) 
Figure 2.11 La suite des réseaux obtenus par le nouvel algorithme pour le réseau de 
la figure 2.10. 
5 
6 
5 
6 
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(i, j) Si;J Minimum des { S[J ;h} 1 ::; n ::; 5 Minimum des { S{0 ;h} 1 ::; h::; 5 
h fe i, j h fe i, j 
(1, 2) 9: ::::: 17, 17 16, 75 (h = 3) 18 (h = 3) 
(1,3) 5l::: 17,83 17,25 (h = 2) 17 (h = 2) 
(1,4) 18,5 18, 375 (h = 2) 17,25 (h = 2) 
(1,X) 18,5 18, 375 (h = 2) 17,25 (h = 2) 
(2 , 3) 9:::::: 18 , 17 17,5 (h = 1) 16,5 (h = 1) 
(2, 4) 5:{ ::::: 18, 33 18, 125 (h = X) 17, 25 (h =X) 
(2,X) 5:{ ::::: 18, 33 18, 125 (h = 4) 17, 25 (h = 4) 
(3, 4) 18 17,375 (h =X) 16 ,75 (h =X) 
(3,X) 18 17, 375 (h = 4) 16, 75 (h = 4) 
(4,X) 963 :::::17, 17 16, 75 (h = 3) 18(h=3) 
Tableau 2.8 Valeurs des Si ;J et des minima des S[J;h et Sf; ;h pour 1 :::; h :::; 5, h =/= i, j , 
pour la matrice Df. 
l'arbre (c) de la figure 2.11 avec un hybride dont les espèces parentes sont 2 et 3. On 
calcule la distance de l'hybride 2 à la bifurcation d'hybridation par la formule 2.34 : 
L2 = ~(D[1][2] + D[1][3] - D[2][3]) = ~(6 +5-7)= 2. 
On supprime alors dans la matrice de distances le nœud 1 et on obtient ainsi la matrice 
suivante : 
DH-2 -
2 0 
3 7 
4 8 
7 
0 
5 
8 10, 5 
5 7, 5 
0 6, 5 
x 10, 5 7, 5 6,5 0 
ainsi qu'un buisson de taille 4. On calcule toutes les valeurs des Si;j, des Sf; ;h et des 
STJ·· h> qu'on résume dans le tableau 2.9. 
, , 
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(i , j) Si;i Minimum des { S[i ;h } 1 $ h $ 4 Minimum des { SffJ ;h } 1 $ h $ 4 
h'" i,j h'" i ,j 
(2,3) 14,5 14,5 (h = 4,X) 15, 5 (h = 4, X) 
(2, 4) 15 15 (h =3,X) 14, 5 (h = 3, X) 
(2,X) 15 15 (h = 3, 4) 14,5 (h = 3,4) 
(3, 4) 15 15 (h = 2,.X) 14,5 (h = 2, X) 
(3 , X) 15 15 (h = 2,4) 14,5 (h = 2,4) 
(4, X ) 14,5 14, 5 (h = 2, 3) 15,5 (h = 2, 3) 
Tableau 2.9 Valeurs des Si;i et des minima des S[i;h et SffJ;h pour 1 ::; h ::; 4, h fi , j, 
pour la matrice D!j. 
La plus petite valeur des S[i ;h (respectivement des SffJ ;h) est donc égale à 14, 5. On peut 
ainsi joindre les nœuds X et 4, ou les nœuds 2 et 3, ce qui revient au même. On trouve 
alors l'arbre (d) de la figure 2.11, où toutes les longueurs de branches (sauf la longueur 
de branche de l'hybride) sont calculées à chaque itération avec les formules 2.27 et 2.28. 
On remarque qu 'on retrouve bien le réseau de départ . 
CHAPITRE III 
PRINCIPAUX RÉSULTATS SUR LE NOUVEL ALGORITHME 
On notera tout d'abord que la complexité de notre nouvel algorit hme est en O(n4) 
puisqu 'on fait n - 3 itérations, et que lai-ème itération nécessite de considérer tous les 
t riplets parmi n-i + 1 éléments. 
On va maintenant étudier la capacité du nouvel algorithme à retrouver des réseaux 
d 'hybridation. 
3. 1 Le cas des arbres 
On va tout d 'abord vérifier que l'algorit hme retrouve un arbre phylogénétique quand 
la matrice de distances donnée à l'entrée de l'algortihme est une matrice de dist ances 
d'arbre. 
Regardons t out d 'abord le cas où on considère seulement 4 espèces. On a alors un arbre 
semblable à celui de la figure 3.1. 
Les distances entre espèces sont alors données par les formules : 
--------------
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1 3 
L 
3 
L 
XY 
x y 
L 
4 
2 4 
Figure 3.1 Un arbre phylogénétique de taille 4. 
Notons que, dans ce cas, 8[J;h ne dépend pas de h. On a de plus : 
8T - 8T - 8T - 8T - 8 - 8 1·2·3- 1·2'4- 3·4·1 - 3·4·2 - 1·2 - 3·4 1 1 1 1 '1 1 1 1 1 
= ~ (D[1][2] + D[3][4]) + ~ (D[1][3] + D[1][4] + D[2][3] + D[2][4]). 
Si on remplace les distances par les longueurs de branches dans l'arbre, on obtient : 
On obtient de même : 
3 
81 ;3 = 82;4 = L1 + L2 + 2 Lxy + L3 + L4. 
3 
81 ;4 = 82;3 = L1 + L2 + 2Lxy + L3 + L4. 
On voit ainsi que la plus petite valeur des 8[J ;h nous donne le bon couple de voisins (1 
et 2, ou 3 et 4) et donc le bon arbre. Il faut cependant également démontrer qu 'aucune 
configuration d'hybride ne donne une valeur de 8ffJ;h plus petite que : 
On calcule donc toutes les valeurs de 8ffJ ;h. On remarque qu 'elles ne dépendent pas non 
plus de h et on obtient : 
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1 
= "2 (D[1][3] + D[1][4] + D[2][3] + D[2][4]) = L1 + L2 + 2Lx y + L3 + L4 . 
On obt ient de même : 
Aucune de ces t rois valeurs n 'ét ant plus petite que S1 ;2, on obt ient bien l'arbre initial 
en joignant les espèces 1 et 2. 
Nous avons testé not re algorithme sur plusieurs centaines d'arbres phylogénétiques, et 
notre algorithme retrouvait le bon arbre sans aucun hybride dans tous les cas . Nous 
n'avons cependant pas réussi à démontrer cette propriété. 
Pour réaliser nos tests, nous avons ut ilisé un algorithme pour générer des arbres aléatoires 
que nous ne détaillerons pas ici. Nous entrons ainsi la t aille de l'arbre désirée n , nous ob-
t enons un arbre de taille n ayant une topologie et des longueurs de branches aléatoires, 
puis nous appliquons notre nouvel algorithme à la matrice de distances correspondant à 
cet arbre. Nous avons ainsi fait des tests sur des centaines d 'arbres de tailles variant de 4 
à 100. Dans t ous les cas, l'arbre aléatoire initialement généré et l'arbre que reconstruisait 
notre algorithme étaient identiques . 
Bien que nous n'avons pas réussi à prouver la capacité de notre algorithme à retrouver 
tous les arbres phylogénétiques, nous allons quand même démont rer quelques résultats 
que nous avons déjà constatés sur les exemples du chapit re 2, et qui permett ent de mieux 
comprendre pourquoi notre nouvel algorithme retrouve tous les arbres phylogénétiques 
quand la matrice au départ est une matrice de distances d'arbre .. 
Proposition 3.1. Pour toute matrice de distances de taille n , et pour tout couple 
(i , j), 1 :::; i < j:::; n , le minimum des valeurs des S[j ;h est atteint pour la {les) m ême{s) 
valeur{s) de h {1 :::; h :::; n, h =/= i, h =/= j) que le minimum des valeurs des Sfy;h {1 :::; h :::; 
n , h =/= i, h =/= j) . 
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Démonstration. Soit D une matrice de distances de taille n. On va donner une autre 
formule pour S[1.h et Sf1·. h· ' , 1 J 
On pose 
l::i = L D[i][j], 
l :=;j::;n· 
et 
l:: = L l::i = L D[i][j]. 
l :=;i:=;n l :=;i:=;n ,l :=;j:=;n 
On a alors : 
st:J;h = ~(D[i][h] + D[j][h]) + 2(n ~ 3) L (D[i][k] + D[j][k]) 
l::;k::;n ;kfi ,j,h 
+-
1
- L D[l][k] 
n-3 l :=;l<k:=;n;l,k fi,j, h 
= ~ (D [i][h] + D[j][h]) + ( 1 ) (l::i + l::j- D[i][h]- D[j][h]- 2D[i][j]) 2 2n-3 
+-
1
- x ~ (l::- 2Ei - 2Ej- 2Eh + 2D[i][h] + 2D[j][h] + 2D[i][j]) 
n- 3 2 
( 1 ) ((n- 3)(D[i][h] + D[j][h]) + Ei + l::j- D[i][h]- D[j][h]- 2D[i][j] 
2n-3 
+l::- 2l::i - 2l::j - 2l::h + 2D[i][h] + 2D[j][h] + 2D[i][j]) , 
et on obtient donc la formule : 
1 
S{0 ;h = 2(n _ 3) (E + (n - 2)(D[i][h] + D[j][h])- l::i - l::j- 2I:h). (3.1) 
On trouve de même : 
1 1 
s[j ;h = 4(D[i][h]+D[j][h]+2D[i][j])+ 4(n- 3) L (D[i][k]+D[j][k]+2D[h][k]) 
l:=;k:=;n ;kfi ,j ,h 
+ n ~ 3 L D[l][k] 
l :=;l<k:=;n;l,kfi,j,h 
1 1 
= 4(D[i][h] + D[j][h] + 2D[i][j]) + 4(n _ 3) (Ei + Ej + 2Eh - 2D[i][j]- 3D[i][h]-3D[j][h]) 
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1 1 
+ n _ 3 x 2 (~- 2~i- 2~j - 2~h + 2D[i][h] + 2D[j][h] + 2D[i][j]) 
1 
4
(n _ 3) ((n- 3)(D[i][h] + D[j][h] + 2D[i][j]) + ~i + ~j + 2~h- 2D[i][j]- 3D[i][h] 
-3D[j][h] + 2~- 4~i- 4~j - 4~h + 4D[i][h] + 4D[j][h] + 4D[i][j]), 
et on obtient donc la formule : 
1 
S[j;h = 4(n _ 3) (2~ + (n- 2)(D[i][h] + D[j][h] + 2D[i][j])- 3~i- 3~j- 2~h). 
(3.2) 
Si on fixe i et j, on voit alors que pour minimiser Sf!J··h et S[J··h , il faut minimiser 
1, , ' 
(n- 2)(D[i][h] + D[j][h])- 2~h, 
puisque c'est la seule partie des formules 3.1 et 3.2 qui dépend de h. 
D 
Remarque 3.1. Ce sont les formules 3. 1 et 3.2 qu'on utilise pour programmer notre 
algorithme. 
Nous pouvons également démontrer le résultat suivant sur les relations entre S{0;h et 
s[J··h· , , 
Proposition 3.2. Pour toute matrice de distances d'arbre D de taille n , et pour tout 
triplet ( i, j, h), 1 :S i < j :S n, 1 :S h :S n, h =f. i, h =f. j , on a les relations suivantes : 
sr - sH si i et j sont voisins, ifh - i'h'j ) 1 , 1 
Sfj·h > Sf!h'J si j et h sont voisins, 
, 1 1 1 
S[J'h < Sf!h'J 52 i et h sont voisins. 
1 1 l 1 
Démonstration. En utilisant les formules 3.1 et 3.2, on obtient : 
S[J.h- Sf!h·J· = ( 1 ) (2~ + (n- 2)(D[i][h] + D[j][h] + 2D[i][j])- 3~i - 3~j- 2~h 
" '' 4n-3 
-2(~ + (n- 2)(D[i][j] + D[j][h])- ~i- ~h- 2~j)) 
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1 
4(n _ 3) ((n- 2)(D[i][h]- D[j][h]) + I:j- I:i) 
1 
4
(n _ 
3
) L [D[i][h] + D[j][k]- (D[j][h] + D [i][k])] . 
l:Sk :Sn;k;6i ,j 
Or, chacun des termes dans la somme ci-dessus est nul si i et j sont des voisins, positif 
si j et h sont des voisins, et négatif si i et h sont des voisins , ce qui démontre notre 
proposition. 
0 
Remarque 3.2. Dans la proposition précédente, et dans tout ce qui suit, on pose pour 
tout triplet (i,j, h), 1 ~ i < j ~ n , 1 ~ h ~ n, h =1- i, h =1- j, 
ST - ST et j;i;h - i;j;h sH -sH J. ·i'h - i 'J -h' ,, ', 
Dans les exemples du chapitre 2, nous avons constaté que les minima des valeurs de 
SffJ ;h et de S[J;h étaient toujours plus petites que les minima des valeurs de Si ;J . Nous 
avons en fait le résultat plus général suivant : 
Proposition 3.3. Pour toute matrice de distances d 'arbre D de taille n , et pour tout 
triplet (i , j , h), 1 ~ i < j ::::; n , 1 ~ h ~ n, h =1- i, h =1- j , on a les relations suivantes : 
Démonstration. On montre tout d'abord la formule suivante : 
Si;j = ~D[i][j] + 2(n ~ 2) L [D[i][k] + D[j ][k]] + n ~ 2 L D[k][l] l::;k:Sn;k;6i,j 1:5k<l:Sn;k,l;6i,j 
= ~D[i][j] + 2(n ~ 2) (Ei + I:J- 2D[i][j]) + n ~ 2 x ~ (I: - 2I:i- 2I:j + 2D [i][j]) , 
d'où on obtient : 
1 
Si;j = 2(n _ 2) (I: + (n - 2)D[i][j]- I;i - I:j) · (3.3) 
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En utilisant la formule 3.2, on obtient alors : 
1 
S[J;h = Si;J + 4(n _ 3) ((n - 2)(D[i][h] + D[j][h])- L;i - L;J- 2I;h) 
= Si ;j + 4(n 
1
_ 3) ( L [D[i][h] - (D[i][k] + D[h][k])] 
l:::;k .::;n;k#i,h 
+ 19 E h.h [D[j][h[ ~ (D[j][k[ + D[h][klll) 
Or, pour tout arbre addit if, tous les termes dans les deux sommes ci-dessus sont négatifs , 
et on obtient donc bien la première inégalité. 
Pour montrer la deuxième inégalité, on utilise la formule 3.1 pour obtenir : 
sfJ··h = s i·h + ( 1 ) ((n- 2)D[j][h]- I;J· - L;h ) 
" ' 2n-3 
1 
= Si ·h + "" [D[j][h]- (D[j][k] + D[h][k])]. 
' 2(n-3) 6 
l:::;k.::;n ;k#j,h 
Pour la même raison que précédemment, on obtient donc S{j ;h < Si;h, et, par symétrie, 
Si%;h < SJ ;h· 
D 
Nous pouvons également démontrer les deux résultats suivants : 
Proposition 3.4. Soit D une matrice de distances d'arbre de taille n, et soit un triplet 
(i,j, h), 1 ::; i < j::; n, 1::; h::; n, h =/= i, h =/= j. 
Si i et h sont voisins, alors : 
S{j;h < Sf;j;h pour tout 1 ::; k ::; n, k =/= i, k =/= j, k =/= h. 
Si j et h sont voisins, alors : 
sfJ··h < s~·h J, ' ' pour tout 1 ::; k ::; n , k =/= i, k =/= j, k =/= h. 
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Démonstration. Par symétrie, il suffit de démontrer le premier résultat. 
On utilise la formule 3.1 pour trouver : 
H H 1 · Si .1·.h - Sk 1· h = 2( ) ((n - 2)(D[2J[h]- D[k][h])- 2:i + 2:k) '' '' n- 3 
1 
2(n _ 3) L [D[i][h] + D[k][m]- (D[i][m] + D[h][k])]. I::;m::;n;mrfi,k 
Or, par le même argument que précédemment, si i et h sont voisins, la somme ci-dessus 
est négative, ce qui démontre notre résultat. 
D 
Proposition 3.5. Soit D une matrice de distances d'arbre de taille n , et soit un triplet 
(i,j, h) , 1 5: i < j 5: n , 1 5: h 5: n, h of= i, h of= j . 
Si i et j sont voisins, alors : 
SfJ··h > S~.J· et 
' , ' l 
Sf1··h > Sf:J··i· 
'' '' 
S. h · · · l sH sH 2 et J sont vozszns, a ors i·J·· h = ;.h·J·. ) , ~<, J 
S · h · t · · l sH - sH 2 et 2 son vo2szns, a ors i;j;h - h;j;i. 
Démonstration. Par symétrie, pour la première affirmation de la proposition, il suffit 
de démontrer la première inégalité. 
On utilise la formule 3.1 pour trouver : 
1 
S{0; h - St(h;j = 2(n _ 3) ((n - 2)(D[i][h]- D[i][j]) + 2:1 - I;h) 
1 
2(n _ 3) L [D[i][h] + D[j][k] - (D[i][j] + D[h][k])], I::;k::;n;kofj ,h 
chacun des termes de cette somme étant positif si i et j sont voisins. 
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De même, par symétrie , il suffit de prouver la première égalité de ce qu'il reste à 
démontrer. Or, si h et j sont voisins , chacun des termes de la somme ci-dessus est 
nul, et donc Sf:J;h = s&;J. 
D 
On va maintenant énoncer trois conjectures que nous ne prouverons pas, mais que nous 
avons vérifiées sur plusieurs centaines d'arbres de tailles variant de 5 à 20. La troisième 
conjecture est en fait une conséquence des deux premières et des résultats que nous 
avons démontrés. 
Conjecture 3.1. Soit D une matrice de distances d'arbre de taille n, et soit un triplet 
(io,jo,ho) qui minimise SfJ··h> pour 1 :Si< j :S n , 1 :S h :S n,h f i,h-:/= j, alors io et 
) ) 
ho sont voisins, ou jo et ho sont voisins. 
Grâce à la proposition 3.5, on voit que io et jo ne peuvent pas être voisins, car, sinon, 
s;:;ho;jo < s;:;jo;ho. 
De plus, si ni io, ni jo n'est voisin de ho, la proposition 3.4 nous montre que ho n 'a 
aucun voisin. En effet, dans ce cas, si ho est voisin de k, alors Sft;k;ho < Sft;Jo;ho. 
Cela ne démontre cependant pas notre conjecture. 
Conjecture 3.2. Soit D une matrice de distances d'arbre de taille n, et soit un triplet 
( io, jo, ho) qui minimise s[j;h> pour 1 :S i < j :S n, 1 :S h :S n, h i= i , h i= j ' alors io et 
jo sont voisins . 
Conjecture 3.3. Soit D une matrice de distances d'arbre de taille n, alors notre algo ­
rithme retrouve l 'arbre phylogénétique sous-jacent. 
Nous allons expliquer comment on peut déduire cette conjecture des deux conjectures 
précédentes. 
Tout d'abord, d'après la conjecture 3.2, la plus petite valeur Sf .J· ·h correspond bien r, r, T 
à un couple de voisins (ir, ]r). 
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De plus, soit SJi .3. ·h la valeur minimale des Sf!3 .. h. Alors , d 'après la conjecture 3.1 , "H ' H , H c.,, 
soit i et h sont voisins, soit j et h sont voisins. On suppose, par exemple, que i et h sont 
. . D' ' l .t. 3 2 SH -sr >sr vo1sms. apres a propos1 wn . , on a iH ;JH ;hH - hH;JH;iH _ ir;Jr;hr· 
On va donc bien joindre les nœuds ir et jr, puisque le minimum des S{0;h est supérieur 
ou égal à S! .3. ·h . "T ' T , T 
Notons qu'en fait Sfl .3. ·h = S! .3 . . 1, . En effet , d 'après la proposition 3.2, comme ir "H' H , H "T'y , .. y 
t . t . . Sr - SH > SH l . . d SH d e Jr son vo1sms, i .3. ·h - i ·h .3. _ i .3. ·h , et e mm1mum es i·J··h est one y , T , T T , y , T H , H , H , , 
égal au minimum des s[J··h. 
, , 
Comme on utilise les formules 2.5 pour calculer les distances du nœud X (union de i 
et de j) aux nœuds restants, on se retrouve avec un arbre additif, où on a remplacé 
les nœuds i et j par leur ancêtre commun X. Comme on vient de le démontrer , on 
va continuer à joindre deux voisins , puisque nous avons toujours affaire à un arbre 
phylogénétique de taille n - 1. Ainsi de suite, on va donc bien retrouver notre arbre. 
3.2 Le cas des hybrides entre voisins 
On s'intéresse dans cette section aux résultats obtenus avec des réseaux comportant des 
phénomènes d 'hybridation entre branches voisines comme dans le cas des réseaux (a) 
des figures 2 .4 et 2. 5. 
3.2.1 Le cas des branches terminales 
On regarde tout d'abord des arbres phylogénétiques auxquels on rajoute un phénomène 
d'hybridation entre deux branches voisines terminales comme dans le réseau (a) de la 
figure 2.4. 
On analyse tout d 'abord le cas n = 4. On considère donc le réseau de la figure 3.2. 
Les distances entre espèces sont alors données par les formules suivantes : 
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1 ~ 
L a L x L 2 2 XY 4 4 
'?1 xz z L 3 3 
Figure 3.2 Un réseau d'hybridation de taille 4. 
D[1][2] = L1 - aLxy + (1- a)Lxz + L2, D[2][3] = L2 + aLxy- (1- a)Lxz + L3, 
D[2][4] = L2 + aLxy + (1- a)Lxz + L4. 
On sait que, dans ce cas, S'{j;h ne dépend pas de h . On a de plus 
= ~ (D[1][2] + D[3][4]) + ~ (D[1][3] + D[1][4] + D[2][3] + D[2][4]) . 
Si on remplace les distances par les longueurs de branches, on obtient : 
On obtient de même : 
1 
S1;3 = S2;4 = L1 + L2 + L3 + L4 + 2 (aLxy + (1- a)Lxz). 
1 
S1-4 = S2·3 = L1 + L2 + L3 + L4 + - a Lxy. 
' ' 2 
On calcule maintenant toutes les valeurs de St(; ;h. Elles ne dépendent pas non plus de 
h et on obtient : 
70 
= ~ (D[1][3] + D[1][4] + D [2][3] + D[2][4]) = L1 + L 2 + L3 + L 4 + oŒxy. 
2 
On obtient de même : 
La valeur minimale est donc bien 8f.3 4 = 8 f.3.2 = 8:f.0 = 8:f.4.3 , ce qui nous donne 
' ' 1 1 ' , 1 1 
bien que 2 est l'hybride de 1 et 3. Par symétrie, pour n = 4, on obtient également que 
4 est l'hybride de 1 et 3, que 3 est l'hybride de 2 et 4, et que 1 est l'hybride de 2 et 4. 
Ces phénomènes de symétrie n'exist ent pas pour n > 4. 
Par exemple, pour n = 5, dans le réseau de la figure 3.3, on obt ient que la plus petite 
valeur des 8fl1 .. h est unique et est égale à : 
'' 
cet te dernière étant plus petite que toutes les valeurs des 8[j ;h· Par exemple, pour 
comparaison, on obt ient : 
T 1 ) 84;5;2 = L 1 + L2 + L3 + L 4 + L 5 + Lx w + 2 (a.Lxy + (1- a.) Lxz , 
T 1 84;5;3 = L1 + L 2 + L3 + L 4 + L 5 + Lx w + 2(1- a.) Lxz . 
Grâce à plusieurs centaines de tests effectués sur des arbres aléatoires de t ailles variant 
de 6 à 100 auxquels on rajoutait un (ou deux) phénomènes d'hybridation entre des 
branches voisines terminales sur le modèle de la figure 3.1, on a pu constater que notre 
algorithme retrouvait systématiquement le bon arbre et le(s) bon(s) hybride(s). Pour 
réaliser nos tests , nous choisissons la taille de l'arbre n et construisons un arbre (i.e., 
une matrice de distances) aléatoire de taille n comme précédemment. Nous ajoutons 
ensuite deux descendants au nœud 1 (avec des longueurs de branches aléatoires) et un 
hybride entre ces deux descendants (dans le cas d'un seul hybride). Les longueurs de 
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1 ~ 4 L 4 
L ex L L 
2 2 XY X xw w 
1~ xz z L 5 
L 5 3 3 
Figure 3.3 Un réseau d 'hybridation de taille 5. 
branches correspondant à l'hybride sont également choisies aléatoirement . Nous obte­
nons ainsi une matrice de distances correspondant à un arbre de taille n + 1 avec un 
hybride entre deux branches terminales. En appliquant notre algorithme, on retrouve 
alors systématiquement le bon arbre et le bon hybride. 
Nous n'avons malheureusement pas réussi à démontrer ce résultat. Une des difficultés est 
que l'algorithme ne trouve pas toujours l'hybride à la première itération. Pour chaque 
entier n de n = 6 à n = 11 , nous avons mené 50 tests sur des réseaux aléatoires de tailles 
n comprenant un hybride entre deux branches teminales et construits comme expliqué 
ci-dessus. On notait alors à quelle itération l'algorithme détectait l'hybride. Les résultats 
sont présentés dans le t ableau 3.1. On constate que pour n > 6, il ne semble y a avoir 
aucune règle pour détecter l'itération en question. Dans tous les cas, pour au moins la 
moitié (ou tout juste un peu moins de la moitié) des tests, l'hybride est trouvé à la 
première itération. Cette tendance ne se maintient cependant pas pour des réseaux plus 
grands. En effet, sur 25 tests menés pour n = 50, nous avons trouvé une moyenne de 
6 itérations (nécessaires pour détecter l'hybride) avec trois tests seulement où l'hybride 
est trouvé à la première itération. 
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Taille du réseau n=6 n=7 n = 8 n = 9 n = 10 n = 11 
Nombre de tests où l'hybride 
23 33 28 27 29 24 
est t rouvé à la première itération 
Nombre de tests où l'hybride 
27 2 12 4 9 7 
est trouvé à la deuxième itération 
Nombre de tests où l'hybride 
0 15 0 8 5 4 
est t rouvé à la troisième itération 
Nombre de tests où l'hybride 
0 0 10 2 4 8 
est trouvé à la quatrième itération 
Nombre de tests où l'hybride 
0 0 0 9 0 3 
est trouvé à la cinquième itération 
Nombre de tests où l'hybride 
0 0 0 0 3 0 
est trouvé à la sixième itération 
Nombre de tests où l'hybride 
0 0 0 0 0 4 
est trouvé à la septième itération 
Nombre total de tests 50 50 50 50 50 50 
Tableau 3.1 Résultats sur l'itération à laquelle on détecte l'hybride dans un réseau 
avec un hybride entre deux branches voisines terminales. 
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1 L 6 ~~w L 6 L 2 2 /PL" L v wv <X z L L 
+ 5 
L 5 3 3 
4 
Figure 3.4 Un réseau d 'hybridation de t aille 6. 
Nous allons maintenant expliquer le phénomène qu 'on constate pour n = 6, à savoir que 
l'algorithme semble trouver l'hybride à la première itération avec une chance sur deux. 
Dans ce cas, nous avons un réseau similaire à celui de la figure 3.4. On ne détaillera pas 
les calculs mais on mentionnera simplement que la plus petite valeur des S{j;h est égale 
à: 
alors que la plus petite valeur des s[j;h est égale à : 
T 1 S5;6;4 = L1 + L z + L3 + L4 + L5 + L6 + Lxw + Lwv + 3 (aLx y + (1- a) Lxz). 
On choisit donc l'hybride à la première itération si et seulement si : 
Lwv < a L xy + (1- a) Lxz . 
Or, les longueurs Lwv, Lxy et Lxz suivent la même loi de probabilité, t andis que 
a suit une loi uniforme ent re 0 et 1. On a donc bien une chance sur deux d 'avoir 
cette inégalité. Sinon, d 'après ce qu 'on a dit plus haut , on trouve forcément l'hybride à 
l'itération suivante. 
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1 
3 
5 
4 
2 
Figure 3.5 Un hybride entre deux branches non terminales . 
Notons pour finir que la différence entre le minimum des ST1-. h et le minimum des Sf!1 .. h au 
', '' 
moment où l'hybride est trouvé diminue quand n augmente. Par exemple, pour n = 10, 
on trouve une différence moyenne de 0, 29% (sur 10 t est s effectués), alors qu 'on trouve 
seulement une différence moyenne de 0, 02% pour n = 100 (sur 10 tests effectués). 
3.2.2 Le cas des branches non t erminales 
Nous analysons maintenant le cas d'hybrides entre des branches voisines non terminales. 
Nous prenons un arbre phylogénétique aléatoire auquel nous rajoutons le réseau de la 
figure 3.5 . Le nœud 5 est une feuille de l'arbre aléatoire auquel nous rajoutons les nœuds 
1 à 4. 
Des tests menés sur plusieurs centaines de réseaux de tailles variant de 6 à 10 nous ont 
permis de retrouver systématiquement le bon réseau dans ce cas. 
Comme dans le cas précédent, le tableau 3.2 indique pour 50 tests effectués sur des 
réseaux de tailles de n = 6 à n = 10 avec un hybride entre deux branches voisines non 
terminales à quelle itération l'algorithme a détect é l'hybride. Comme dans le cas des 
branches t erminales, on ne détecte pas de t endance claire dans ces résultats . 
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Taille du réseau n=6 n=7 n=8 n=9 n = 10 
Nombre de tests où l'hybride 
0 0 0 0 0 
est trouvé à la première itération 
Nombre de tests où l'hybride 
50 31 20 7 20 
est trouvé à la deuxième itération 
Nombre de tests où l'hybride 
0 19 2 16 2 
est trouvé à la troisième itérat ion 
Nombre de tests où l'hybride 
0 0 28 2 14 
est trouvé à la quatrième itération 
Nombre de tests où l'hybride 
0 0 0 25 2 
est trouvé à la cinquième itération 
Nombre de tests où l'hybride 
0 0 0 0 12 
est trouvé à la sixième itérat ion 
Nombre total de tests 50 50 50 50 50 
Tableau 3.2 Résultats sur l'itération à laquelle on détecte l'hybride dans un réseau 
avec un hybride entre deux branches voisines non terminales. 
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3.3 Le cas des hybrides ent re branches non voisines 
On s'intéresse dans cet te section aux résultats obtenus avec des réseaux comportant des 
phénomènes d'hybridation entre branches non voisines comme dans le cas des réseaux (b) 
des figures 2.4 et 2.5. 
On regarde uniquement des arbres phylogénétiques auxquels on rajoute un phénomène 
d'hybridation entre deux branches non voisines mais terminales comme dans le réseau (b) 
de la figure 2.4. 
On analyse essentiellement deux cas le premier cas où on rajoute à une extrémité 
d'un arbre phylogénétique aléatoire un réseau semblable à celui de la figure 3.6, et le 
deuxième cas où on rajoute à une extrémité d'un arbre aléatoire un réseau semblable à 
celui de la figure 3.7. La posit ion et les longueurs de branches de ces deux réseaux sont 
choisies aléatoirement. 
Dans les deux cas, les taux de détection exacte du réseau d'hybridation initial sont très 
bas, et ce quelle que soit la taille du réseau. 
Analysons tout d'abord le premier cas, celui de la figure 3.6. Les nœuds 1 et 2 sont 
voisins, l'ancêtre de ces deux nœuds est voisin du nœud 4, et le nœud 3 est l'hybride de 
2 et 4. L'algorit hme détecte alors un ou deux hybrides. Quand il en détecte un seul, il 
trouve le bon. Cependant , dans pratiquement tous les tests effectués, il en trouve deux. 
Dans la majorité des cas, il t rouve d 'abord que 2 est l'hybride de 1 et 3, puis que 3 est 
l'hybride de 2 et 4. Sinon, il trouve d 'abord que 1 est l'hybride de 2 et 3, puis que 3 est 
l'hybride de 2 et 4. 
Dans le deuxième cas, celui de la figure 3.7, nous avons un arbre phylogénétique tradi­
tionnel, où les nœuds 1 et 2, ainsi que les nœuds 4 et 5, sont voisins. De plus, le nœud 
3 est l'hybride des nœuds 2 et 4. Dans ce cas, l'algorithme trouve en genéral deux ou 
trois hybrides, et est donc incapable de trouver la bonne configuration. Le t ableau 3.3 
montre le nombre d 'hybrides trouvés dans ce cas pour des réseaux de taille 15, sur un 
total de 100 tests effectués. 
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1 
Figure 3.6 Un hybride entre deux branches non voisines. 
3 
5 
Figure 3.7 Un hybride entre deux branches non voisines. 
Nombre d'hybrides 2 3 Total 
Nombre de tests 29 71 100 
Tableau 3 .3 Nombre d'hybrides trouvés pour un hybride semblable à celui de la fi­
gure 3. 7 dans un réseau de taille 15. 
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Taille du réseau 10 20 30 40 50 60 
Nombre moyen d'hybrides 3, 76 5,9 7,58 9, 14 10,8 12, 48 
Tableau 3.4 Nombre moyen d'hybrides trouvés en fonction de la taille du réseau pour 
un hybride en position aléatoire. 
Analysons plus en détails comment l'algortihme fonctionne. S'il trouve trois hybrides, 
il considère, par exemple, d'abord le nœud 4 comme l'hybride des nœuds 3 et 5, puis 
le nœud 2 comme l'hybride des nœuds 1 et 3, et enfin le nœud 3 comme l'hybride des 
nœuds 1 et 5. Quand il n 'en trouve que deux, il commence avec le nœud 4 comme 
l'hybride des nœuds 3 et 5, puis trouve le nœud 3 comme l'hybride des nœuds 2 et 5. 
Nous avons enfin analysé la situation où la position de l'hybride est aléatoire, et nous 
avons compté combien d'hybrides l'algorithme trouvait en fonction de la taille du réseau. 
Nous avons ainsi calculé le nombre moyen d'hybrides trouvés sur un total de 50 tests 
pour chaque taille. Les résultats sont présentés dans le tableau 3.4. On semble constater 
une tendance linéaire du nombre moyen d'hybrides en fonction de la taille du réseau. 
On notera que, dans tous les tests effectués, quand l'algortihme détecte un hybride, au 
moins un des trois nœuds qu'il choisit fait partie du bon triplet d 'hybridation. De plus, 
quand l'algorithme trouve le bon hybride, il n'en détect e plus par la suite. 
Pour finir , pour des tailles de réseaux allant de n = 6 à n = 11 , on a effectué 100 
tests avec un hybride placé aléatoirement entre deux branches non voisines d'un arbre 
phylogénétique. On a alors dénombré le nombre de fois où l'algorit hme ne trouvait pas 
l'hybride, trouvait le bon hybride mais aucun bon parent , et trouvait le bon hybride avec 
au moins un bon parent . Les résultats sont présentés sur la figure 3.8. Tout d'abord, 
le taux de non détection du bon hybride est très bas, puisqu'il varie de 0% à 4%. On 
constate que le pourcentage de tests où on détecte le bon hybride avec au moins un bon 
parent est proche de 100% pour n = 6 et n = 7, puis qu' il semble se stabiliser autour 
de 80% pour n > 7. Dans le même temps, le taux de détection du bon hybride sans 
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Taille du réseau 
~Hybride non détecté 
- Détection du bon hybride et d'aucun des deux parents 
- Détection du bon hybride et d'au moins un des deux parents 
Figure 3.8 Pourcentage des tests effectués selon le résultat obtenu sur l'hybride en 
fonction de la taille du réseau. 
aucun parent correct passe de 0% pour n = 6 et n = 7 à des valeurs allant de 8% à 18% 
pour n > 7. On rappellera que, pour des hybrides entre voisins, l'algorithme retrouve 
systématiquement le bon hybride et les deux bons parents. 

CONCLUSION 
Nous avons développé un nouvel algorithme pour inférer des réseaux phylogénétiques 
qui comportent des phénomènes d'hybridation en se basant sur le principe de la méthode 
Neighbor Joining (Saitou et Nei , 1987) . 
Notre algorithme retrouve tous les arbres phylogénétiques traditionnels (sans hybri­
dation) , et est capable de retrouver tous les hybrides dont les espèces parentes sont 
voisines. Nos tests ont en tout cas été concluants quand on rajoute un ou deux hybrides 
en position terminale, ou un hybride entre deux branches voisines non terminales. 
Dans le cas des hybrides entre branches non voisines, l'algorithme ne retrouve pas tou­
jours le bon hybride. Souvent, il trouve en fait trop d'hybrides, car il ne détecte pas du 
premier coup le bon hybride, et continue à trouver des hybrides tant qu'il n'a pas détecté 
le bon. Les taux de détection du bon hybride sont cependant proches de 100%, mais 
l'algorithme ne trouve pas toujours les bons parents de l'hybride quand il le détecte. 
Pour remédier à ce problème, nous avons essayé de considérer d 'autres configurations 
comme celles de la figure 3.9. La première configuration (figure 3.9 (a)) n 'apporte rien 
puisque la somme des longueurs de branches est, dans ce cas, la même que pour la 
configuration que nous avons utilisée. Nous avons donc utilisé la configuration de la 
figure 3.9 (b). Notons tout d'abord qu'il faut alors considérer des quadruplets , puisqu'une 
des branches de l'hybride a un seul voisin, alors que l'autre branche est voisine de tous les 
nœuds restants. L'ajout de cette configuration n'a cependant pas été concluant puisque 
l'algorithme ne retrouvait alors plus tous les arbres, ni tous les hybrides entre branches 
voisines, même si ses performances pour les hybrides entre branches non voisines étaient 
meilleures. On a alors tenté de rajouter des configurations d'arbres qui considéraient des 
quadruplets de nœuds. Nous n'avons cependant pas obtenu de résultats concluants dans 
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Figure 3.9 Autres configurations étudiées. 
ce cas. 
Une autre possibilité pour résoudre ce problème serait d'analyser les suites d'hybrides 
qu'on obtient quand l'algorithme se trompe. On sait déjà qu 'il y a toujours un bon nœud 
dans ces triplets, et que, quand l'algorithme trouve le bon hybride, il n'en détecte plus 
par la suite. On pourrait ainsi ajouter un module qui détecte les suites de ce type, qui 
trouve les nœuds qui reviennent systématiquement dans cette suite, puis qui en déduit 
le bon hybride avec ses bons parents . Cela est cependant plus compliqué à mettre au 
point sur le plan algorithmique. 
Nous avons enfin vérifié la positivité des longueurs de branches des configurations d 'hy­
brides . En effet, la présence de longueurs de branches négatives pourrait introduire un 
biais et favoriser certains hybrides , ce qui expliquerait le trop grand nombre d'hybrides 
trouvé en général par notre algorithme. Nous avons ainsi fait une centaine de tests pour 
des réseaux de taille 5. Dans la grande majorité des cas , les mauvais hybrides ont toutes 
leurs longueurs de branches positives. Nous avons trouvé seulement quelques cas avec 
la longueur de branche de l'hybride légèrement négative. 
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APPENDICE A 
CODE EN Ct+ 
On construit une matrice de distances d 'arbre aléatoire , on a joute un hybride entre 
voisins , et on applique notre algorithme à la matrice de dist ances ainsi construite. Notons 
que le code doit être très légèrement modifié si on veut ajouter un hybride entre des 
branches non voisines. Nous n 'indiquerons pas ces modifications dans cet annexe. 
1* 
* Fil e: main . cpp 
* Cr eat ed on 28 jan v i e r 2011 , 13 :01 
*1 
#include < stdlib .h> # include <s tdio . h> # include <math.h> 
#include < ti me. h> # include <s trin g. h> # include < v ector > 
#incl ude < io str eam > # incl ude <fstr eam > 
us in g names pace s td ; 
int floorl (double x ); 
void t r e e _ge n e r a tion (double **DA, double ** DI , int n , double Sigma) ; 
#de fine INFINI 999999 .99 # define ECRAN "ECRAN'' 
#define FICHIER " FICHIER" # define MaxRF 0 
double MaxLong= O; int n ; 
double MinLong = INFINI ; double se uil ; double ep s ilon 0.0000 5; 
1* 
*1 
int main () 
{ 
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time _t t ; s r a nd (( uns igned ) t ime(& t )); int i ; 
1* n= Ta i ll e de l ' ar br e *1 
n =3 ; 
double * *DAA, ** DI ; double *WNGUEUR, Sigma; 
DI= (double **) ma ll oc(( n+l )* s iz e of ( double *)); 
DAA= (double **) m a ll oc(( 2* n - l )* s iz e of ( d ouble *)); 
fo r ( i = 0; i<=n ; i ++) 
{ 
} 
DI [ i] = (double *) ma li oc ( ( n+ 1)* s i z e of ( double ) ) ; 
if (DI [ i ]==NULL) 
{ 
} 
prin tf (" _D at a -ma trix-i s -to o - la r ge ( 2) \ n"); 
ex it ( 1); 
for ( i =0; i < =2*n -2; i ++) 
{ 
_DAA[ i ] = (double *) ma l loc ( ( 2* n-1 )* s iz eo f ( double )); 
} 
1* Arbre al eatoire de tai ll e n (voir f oncti on plu s bas) *1 
tr ee _ge n e r a ti o n (DAA, DI , n , Sigma= 0.0 ); 
double **D, ** DA, ** H, **C, *Tl ,* S , *LP , Som , Smin, SminH , Sij h , S ihj , S ij ; 
d ouble SminTes t , L , L i i , Ljj , Ll , L2 , Lnm2, Lnml , Lhy, U ,WNH [ 5] ; 
double Lhh , LhhH , a lpha, be ta ,gamma, Il , 12 , 13; 
in t *T , j , h , k , ii , jj , hh , hhT , iiH , jjH , hhH , iT , jT , nl , nA ; 
1* L ongueurs de bra n ch e pour l ' h y bri d e *1 
u = 0 . 1 ; 
for ( i=O ; i <=4; i ++) 
WNH[i] = -1.0/(2*n-3)*log(U); 
i =O ; 
while ( i < = 4) 
{ U= l.O Hand () / RAND..MAX.; WNH [ i] = l.O *WNH [ i] * ( 1 . 0+ 0 .8* (- log (U))); 
WNH [ i ] = WNH [ i ] * 2; 
if (WNH[ i] > 2Hp si lon) i++; 
} 
L1 =2. 0*WNH[O ]; L2=2.0*WNH[ 1] ; Lnm2=LONH [2]; Lnm1=LONH[3] ; 
Lhy=LONH [ 4 ]; a lph a= l.O uand () / RANDMAX ; 
beta=l.Ouand () / RANDMAX ; gamma=l. Ouand () / RANDMAX ; 
n= n +3; nA=n; 
D=(double **) malloc((n+1 )* sizeof(double*)); 
DA=(double **) ma l loc ( (n+1)* sizeof ( double *)); 
T1=(double *) mal loc ( (n+ 1)* sizeof ( double )); 
S= (double *) malloc((n+1) *sizeof(double)) ; 
LP=(double *) mallo c(( n + 1)* sizeof ( double )); 
T=( int *) malloc ( ( n + 1)* sizeof ( int )); 
for ( i =O;i<=n;i++) 
{ 
} 
D [ i ] = (double *) mal loc ( ( n+4) * siz eo f ( double )); 
if (D[ i ]==NULL) 
{ 
printf( " probleme~d e ~memoire" ); ex i t (1); 
} 
for ( i =0; i <=n ; i++) 
{ 
} 
DA [ i ] = (double*) malloc ( ( n + 1)* sizeof ( double )); 
if (DA[ i]==NULL) 
{ 
prin tf(" pro bierne ~de~memoire"); exit ( 1) ; 
} 
for ( i =1; i<=n- 3; i++) 
{ 
for (j = 1;j <=n-3 ;j++) 
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{ 
D[ i] [ j ]=DI [ i ] [ j ]; 
} 
} 
for ( i=l ; i <=n ; i++) 
{ 
for ( j = l ;j <=n ; j ++) 
{ 
DA [ i ] [ j ] = 0 ; 
} 
} 
1* 1* Ajout de l 'hybride *1*1 
1* Ajout du premier noeud 1- (n - 2} *1 
for ( j =2;j<=n-3;j++) 
{ 
D[l ][ j ]=D[l ][j]+Ll ; D[ j][l]=D[l ] [j]; 
} 
for ( j =2; j <=n -3;j++) 
{ 
D[n - 2l[ j ]=D [ 1] [ j ]+Lnm2-Ll ; D[ j ] [ n-2]=D[n - 2l[j] ; 
} 
D [ l] [n-2]=Ll+Lnm2 ; D[n - 2][ f=D [l] [n-2] ; 
1* Ajout du deuxie m e noeud 2- (n-1} *1 
for ( j = 1; j <=n - 2; j ++) 
{ 
} 
if ( j != 2) 
{ 
D [ 2 ] [ j ] =D [ 2 ] [ j ] + 12 ; D [ j ][ 2] = D [ 2] [ j ] ; 
} 
for ( j = l ;j <=n-2 ;j ++) 
{ 
if ( j !=2) 
{ 
D [n -1 J[j]=D [2] [j]+Lnm1-L2; D [j J [n - 1J=D [n-1 J[ j J; 
} 
} 
D [ 2 J [ n-1]=L2+Lnm1 ; D [n -1 ] [2] = D [ 2] [ n - 1]; 
/* Ajout de l ' hybride entre 1 et n-2 (entre voisins)*/ 
for ( j =2;j<=n- 1; j++) 
{ 
} 
i f (j !=(n-2)) 
{ 
} 
D [ n J [ j ]= Lhy+a lph a * (D [ 1 J [ j J- betM L1 ); 
D [n J [ j J=D [n J [ j ]+(1- a lph a)* (D[n-2] [j J-gamma*Lnm2); 
D [ j ] [ n] = D [ n ] [ j ] ; 
D [ n J [ 1 J = Lhy+a lph a* beta* L1+(1-alph a) * (D [ n -2] [1 J -gamma*Lnm2); 
D [ n J [ n-2]=Lhy+alpha * (D [ 1 J [ n-2] - beta* L1 )+(1- a lpha) *gamma*Lnm2; 
D [ 1 ] [ n] =D [ n ] [ 1 ] ; D [ n - 2] [ n] =D [ n ] [ n - 2] ; 
/* Imp ression de l a matrice (facultati_J )*/ 
printf ("\n"); printf("o/<Yi", n ); printf(" \ n"); 
for ( i =1; i <=n ; i++) 
{ 
prin tf (" so/<Yi ~" , i ) ; 
for ( j =1;j<=n; j++) 
{ 
printf ("%L ", D[i][j]) ; 
} 
printf(" \ n"); 
} 
L=O; Som=O; 
for ( i = 1; i<=n; i++) 
{ 
S[i]=O; LP [ i ]=O; 
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} 
for (j=l;j<=n;j++) 
{ 
S [ i]=S[i]+D[i] [j]; 
} 
Som=Som+S [ i ] / 2 . 0 ; T [ i] = i ; Tl [ i ] = 0; 
1* Proc edur e p rinci pal e*/ 
nl=n ; 
while (n1>3) 
{ 
/* R ec herch e du me i ll eur tr i plet (i, h,j) pour hyb ri dation */ 
SminH = 2. 0 *Som ; 
for (i=l;i<=(nl-l);i++) 
{ 
for ( j=i+l ;j <=nl ; j++) 
{ 
} 
for (h=l;h<=nl ;h++) 
{ 
} 
i f ((h!=i)&&(h!=j)) 
{ 
} 
1* Formule 2. 19 *1 
Sihj=(nl-2)*(D[ i ] [ h]+D[j ] [h])+2 .0 *Som ; 
Sihj=Sihj -(S[ i] +S[ j])-2*S[h] ; 
Sihj = Sihj /( nl - 3 .0)/ 2; 
Lhh=0.5*(D[ i ] [h]+D[h] [ j ]-D [ i ] [ j]) ; 
if ( ( S ihj <SminH)&&(Lhh > 0)) 
{ 
} 
SminH=S ihj ; LhhH=Lhh ; 
iiH=i; jjH=j; hhH=h ; 
} 
1* R ec herc he du meilleur trip l e t (i ,j, h} pour l 'ar bre*/ 
8min =4.0*8om; 
for ( i =1 ; i <=(n1-1) ; i++) 
{ 
} 
for (j=i+ 1;j <=n1 ; j ++) 
{ 
} 
for (h=1 ;h<=n1 ; h++) 
{ 
} 
if (( h!=i )&&(h!=j )) 
{ 
} 
/* Fo rmu le 2.33 *1 
8ij h =(n1-2) *(D[i] [h]+D [j] [ h] +2*D[i] [ j]) +4*8om ; 
8ihj=8ijh -3*(8 [ i] +8 [ j]) -2*8 [h] ; 
8ijh=8ijh /4. 0 /(n1-3 .0 ) ; 
if ( 8 ij h <Sm in ) 
{ 
8min=S ij h ; iT=i ; jT=j ; 
} 
1* Si on choisit un hybride*/ 
if (SminH<8min - 0 .0 0001 ) 
{ 
/*hhH est l ' hybride de iiH et jjH*/ 
cerr <<" Hyb rid e"<< end ! ; 
ce rr <<" SminH="<<SminH<<end l<<" SminT="<<Smin<<e ndl ; 
cerr <<" n1="<<n1<< end l <<" h="<<hhH<<end l ; 
cerr <<" i="<<iiH << endl <<" j ="<<jjH <<e ndl ; 
1* Mis e a jour de D *1 
Som=Som-8 [ hhH] ; 
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} 
for ( i = 1; i<=n1 ; i++) 
{ 
} 
if ( ( i!=hhH)) 
{ 
8 [ i]=S [ i ]-D[ i] [hhH] ; 
} 
if (hhH!= n1) 
{ 
} 
for ( i =1;i <= (nl-1); i++) 
{ 
D [ i ] [ hhH] =D [ i ] [ n 1 ]; D [ hhH ] [ i ] =D [ n 1 ] [ i ] ; 
} 
D[hhH ] [hhH]=O ; 8 [hhH] = 8 [n1 ] ;LP[hhH]=LP[n1] ; 
1* Mis e a jour de DA *1 
if (hhH!=nA) 
{ 
} 
for (i = 1;i <= (nA-1 ); i++ ) 
{ 
DA[ i ] [hhH] =DA [ i] [nA] ; DA [hhH ] [ i ]=DA[nA] [ i] ; 
} 
DA[hhH] [hhH]=O ; 
nA-- ; n1- - ; 
1* Si on choisit de joi ndr e deux no euds *1 
el se 
{ 
/*iT et jT s ont voisinS*/ 
ce rr <<" Arbre"<<e ndl<<" n1="<<n1 << end!; 
ce rr <<" i="<<iT<<endl<< " j ="<<j T << en d l ; 
ce rr <<" SminH="<<SminH<< endl <<" 8minT="<<Smin<<e ndl ; 
1* R eunion de iT e t jT *1 
i i= iT ; j j =jT ; 
L i i = (D [ i i ] [ j j ] + ( S [ i i ]- S [ j j ] ) / ( n 1 - 2)) / 2 - LP [ i i ]; 
L j j = (D [ i i ] [ j j ] + ( S [ j j ]- S [ i i ] ) / ( n 1 -2)) / 2-LP [ j j ]; 
1* Mise a j ou r de D *1 
if ( Lii < 0 .00001) Lii=0.00005 ; if (Ljj < 0.00001 ) Ljj=0 .0000 5; 
L=L+Li i+Ljj ; LP[ ii ]= 0 .5*D [ ii] [ jj ]; 
Som=Som-(S [ ii ]+S [ jj ])/ 2 ; 
for ( i = 1; i <=n1 ; i++) 
{ 
} 
if (( i! = ii )&&(i!=jj ) ) 
{ 
S[i ]= S [ i ]- 0 .5*(D [ i ][ ii ]+D [ i ][ jj ]); 
D [ i ] [ ii ] = (D [ i ] [ i i ] + D [ i ] [ j j ] ) / 2 ; D [ i i ] [ i ] = D [ i ] [ i i ]; 
} 
D [ ii ][ ii ]= O; S [ ii ]=0 .5*( S [ ii ]+S [ jj ]) -D[ii ][ jj ]; 
if ( jj != n1 ) 
{ 
} 
for ( i = 1; i <=(n1-1 ); i ++) 
{ 
D [ i ] [ j j ] =D [ i ] [ n 1 ]; D [ j j ] [ i ] = D [ n 1 ] [ i ]; 
} 
D [ jj J[jj ]= O; S [ jj ]=S [n1 ]; LP [ j j]=LP [nl ]; 
1* M ise a jour de DA *1 
for ( i=1 ; i <=n ; i++) 
{ 
} 
if (T [i]== ii ) Tl [ i ]=Tl[ i ]+ Lii ; 
if (T [ i ]== j j) Tl [ i ]=Tl [ i ]+ Ljj; 
fo r (j=l;j<=n;j++) 
{ 
- -
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} 
} 
} 
if (T [ j ]==j j) 
{ 
} 
for ( i = l ; i<=n ; i++) 
{ 
} 
if (T[i]== ii) 
{ 
DA[i ][ j ]=Tl[i] + Tl [ j ]; DA[j][i ]=DA[i][j]; 
} 
for ( j = 1; j <=n ; j ++) 
if (T[j]==jj) T [ j] = ii ; 
if ( jj!=nl) 
{ 
for (j=1;j<=n;j++) 
if (T [ j ]==nl ) T [ j] = jj ; 
} 
n1 --; 
! *On joint l es trois noeuds restants *1 
/* On calcu l e les longueurs des bran ches res tant es *1 
11=(D[1] [2] + D[l ] [3] -D [2 ][ 3])/2 -LP[1]; 
12 = (D [ 1] [ 2] + D [ 2] [ 3] - D [ 1] [ 3] ) / 2 - LP [ 2 ] ; 
13 = (D [ 1] [ 3] + D [ 2] [ 3] - D [ 1] [ 2] ) / 2 - LP [ 3] ; 
if ( 11 < 0.00001 ) 11 =0.00005; if ( 12 < 0 .00001 ) 12 = 0.00005 ; 
if ( 13 <0 .00001 ) 13 = 0.0000 5; L=L+11 + 12+ 13 ; 
for (j=1;j<=n ; j++) 
{ 
for ( i =1; i<=n; i ++) 
{ 
if (( T [j ]== l )&&(T [ i ]==2)) 
} 
} 
{ 
DA [ i ] [ j ] =Tl [ i ] +Tl [ j ] + 11 + 12 ; DA [ j ] [ i ] = DA [ i ] [ j ] ; 
} 
if ((T[j]==l)&&(T[i]==3)) 
{ 
DA[ i] [ j ]=Tl [ i ]+Tl [ j ]+ 11 + 13 ; DA [ j ] [ i ]=DA [ i] [ j]; 
} 
if ((T[j]==2)&&(T [ i]== 3)) 
{ 
DA [ i ] [ j ] =Tl [ i ] +Tl [ j ] + 12 + 13 ; DA [ j ] [ i ] = DA [ i ] [ j ] ; 
} 
DA [ j ] [ j ] = 0 ; 
free(T) ; free( Tl ) ; free(S); free(LP) ; 
for ( i = O; i <=n; i++) 
{ 
fr ee(D[i]); free(DA[i]); 
} 
for ( i =0 ; i <=2*n -8; i++) 
{ 
fr e e (DM [ i ] ) ; 
} 
for (i=O;i<=n-3 ; i++) 
{ 
fre e ( DI [i]); 
} 
free (DA); free (D); free ( DI ); free (DM); return 0 ; 
} 
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1* Fonction qui genere une matrice de distanc e d'arbr e aleatoire *1 
void tre e _gen e ration (double **DM, double ** DI , int n, double Sigma) 
{ 
struct TABLEAU { in t V; } **NUM, **A; 
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in t i , j , k , p,a,a1 ,a2 ,*L ,*11 ,n1; double *WN,XO,X,U; 
n1=n* (n- 1) /2; 
1 =( int *)mal loc ( (2*n-2)*s iz e of ( int )) ; 
1 1=( int *) ma ll oc ( (2*n-2)*s ize of ( int )); 
LON=( doub le *)mal! oc ( (h n -2)* s i ze of (double )); 
NUM=(TABŒAU **)mal loc ( (2 *ll-2)* s i ze of (TABlEAU*)); 
A=(TABŒAU **)mal loc ( (n1 +1)* s iz e of (TABlEAU*)) ; 
fo r (i=O;i<=n1;i++) 
{ 
} 
A[ i ]=(TABlEAU*) malloc ( (2*n-2)*s iz eo f (TABŒAU)); 
if ( i <=2*n-3) NUM[ i] =(TABlEAU*) mal loc ( ( n+1)* s iz eo f (TABlEAU)); 
if ( (A [ i ]= =NU11 ) Il ( ( i <=2*n -3)&&(NUM[ i ]==NU11 ))) 
{ 
printf( "\ nDataumatrix ~ is ~ too ~l arge\n" ); exit (1); 
} 
1* Topologie de l'arbre additif aleatoire T *1 
fo r (j= 1;j<=2*n-3; j ++) 
{ 
} 
for (i= 1;i<=n;i++) 
{ 
A[ i ] [ j ]. V=O ; NUM[ j] [ i ]. V=O; 
} 
fo r ( i =n + 1; i<=n 1 ; i ++) 
A[ i] [ j ] . V=O ; 
A[1][1].V=1; 1 [1]=1; 11 [1]=2 ; NUM[ 1 ][l].V= 1; NUM[1][2].V=O; 
for (k=2 ;k<=n - 1;k++) 
{ 
p=(rand () % (2*k-3))+1; 
for ( i =1 ; i <=(n*(k-2)-(k- l) *( k - 2) /2+ 1) ; i ++) 
A [ i ] [ 2 * k- 2]. V=A [ i ] [ p ] . V; 
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for ( i = 1; i <=k; i ++) 
{ 
} 
a=n*(i-1)-i*(i-1)/2+k+1-i; 
if (NUM[p] [ i ] .V==O) 
A[ a] [2 *k -2 ].V=1; 
e l se 
A[a] [p] .V=1; 
for ( i = 1;i<=k; i ++) 
{ 
a=n*( i - 1)- i *( i - 1)/2+k+1-i ; A[a][2*k-1].V=1; 
} 
for ( j = 1; j <=k ; j ++) 
{ 
if ( j 1 [p]) 
{ 
for (i= 1;i<=2*k-3; i++) 
{ 
if ( i! =p) 
{ 
} 
if (11[p] >1 [p]) 
a= fi o o r 1 ( ( n -0. 5*1 [ p]) * ( 1 [ p ]- 1)+11 [ p]-1 [ p]) ; 
e l se 
a= fi oo r 1 ( ( n -0.5* 11 [ p]) * ( 11 [ p]-1) +1 [ p ]-11 [ p]); 
if (A[a][i].V==1) 
{ 
} 
if (NUM[ i ] [ 1 [ p ]] . V==O) 
el se 
a=floor 1 ( (n-0.5*1 [p]) * (1 [p]-1)+k+1-1 [p] ) ; 
a=floor 1 ( (n-0.5*11 [p]) * ( 11 [p] -1 )+k+1-11 [p]); 
A[ a ] [ i ]. V= 1; 
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} 
} 
} 
e l se if (j !=Ll lp ]) 
{ 
} 
a=f l oo rl ((n-Ü.5*j )*( j -l)+k+l-j); 
if (j<L[ p ]) 
a l =f lo or 1 (( n -0.5*j) * ( j -l)+L [p]- j) ; 
e l se 
a l = flo or l (( n - 0 .5* L [p])*( L [p]- l )+ j - L [p ]); 
if ( j <Ll [ p]) 
b a2= fi o o r 1 ( ( n - 0 . 5 * j ) * ( j - 1) + L 1 [ p ]- j ) ; 
e l se 
ba2=fl o o rl ( ( n -0 .5* Ll [ p]) * ( Ll [ pj-1 )+ j -Ll [ p] ) ; 
for ( i =1 ; i <=2*k-3; i ++) 
{ 
} 
if ( ( i!=p)&&((A[ a l ] [ i ]. V+A[a2 ] [ i j .V= =2)11 
( (NUM[ i ] [ j ] . V-tNUM[ i ] [ L [ p ]] . V==O) 
&&(A [ a2 ] [ i ] . V== 1)) Il ( (NUM[ i ] [ j ] . V+ 
NUM[ i ] [Ll [p ]] . V==O)&&(A[ al] [ i ]. V== l) ))) 
A [a] [ i j.V= l ; 
for ( i = 1; i <=k ; i++) 
NUM[ 2 * k - 2] [ i ] . V::NUM [ p ] [ i ] . V ; 
NUM[2* k -2 ] [k + l ].V=l ; 
for (i= l ; i <=k ; i++) 
NUM[2*k- l j [ i ].V= l ; 
for (i= l ; i <=2*k-3;i ++) 
{ 
} 
if ( ( (NUM[ i l [ L [ p Il. V-tNUM[ i l [ Ll [ p ]] . V) !=0)&&( i != p )) 
NUM[ i] [ k+ l ].V= l ; 
1[2 *k-2]=k+1 ; 11 [2*k-2]=11[p ]; 
1 [2* k - 1]=11 [p ]; 11 [2*k-1]=k+1; 11 [p]=k+1; 
} 
1* Calcul des longu eurs de branches a partir d'une 
distribution ex pon entiel l e d'esperance 1/(2n-3) *1 
u = 0 . 1; 
for (i=1;i<=2*n-3;i++) 
WN [ i ] = -1. 0/ ( 2 * n-3) * log (U) ; 
i =1; 
while ( i < =2*n-3) 
{ 
U = 1.0*ra nd ()/RANDMAX; 
W N[ i ] = 1.0 *10N[i]*( l.0 +0 .8 *( -log(U))); WN [ i ] = W N[ i ]*2; 
if (10N[ i ]> 2Hps il o n) i ++;} 
1* Calcul d'une matrice de distance d'arbre *1 
for ( i = 1; i<=n ; i++) 
{ 
DAA [ i ] [ i ] = 0 ; 
for ( j = i + 1;j <=n;j ++) 
{ 
DAA [ i ] [ j ] = 0 ; 
a= floorl ( ( n-0.5 * i) * ( i -1)+j -i); 
for (k=1 ;k<=2*n -3; k++) 
if (A [a] [ k ] .V==1) 
{ 
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DAA [ i ] [ j ] =DAA [ i ] [ j ] +W N [ k] ; DAA [ j ] [ i] =DAA [ i ] [ j ] ; 
} 
} 
} 
1* Ajout d'un bruit a la matrice d'arbre *1 
for (i=1;i<=n; i++) 
{ 
DI [i][i]= O.O; 
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} 
} 
for ( j=i +1 ;j <=n ; j++ ) 
{ 
} 
X= O.O ; 
for (k=l;k<=5;k++) 
{ 
XO = l.On and() / RAND..MAX; X=X+O.OOOhXO ; 
} 
X=2*s qrt ( 0 .6)*( X- 2.5); U=X-O.Oh(3 *X- X*X*X) ; 
DI[ i ] [ j ]=DM[ i] [ j]+SigmMU ; 
if ( DI [ i] [j]< ü) 
{ 
DI [i][ j]=O.Ol; DI[j ][ i ]= DI [ i ][ j ]; 
} 
free (L ); free (11); fr ee (WN); 
for ( i=O ;i <=nl;i ++) 
{ 
fr ee(A[i]) ; 
if ( i <=2*n-3) fr ee(NUM [ i ]); 
} 
fr ee(NUM); fr ee(A) ; 
/* Fon ction qui arrondit un reel x a l 'en t ier l e plus proche en 
prenan t la va l eur pa r defaut si x es t egal a un entier plus un demi *1 
int floorl (double x) 
{ 
} 
int i ; 
if (ceil(x)-floor(x)==2) i= (int )x ; 
else if (fabs(x-floor(x)) > fabs(x-ceil(x))) i=(int)ceil(x); 
else i=(int)floor(x); 
return i ; 
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