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This paper studies the behavior of solutions of the equation y” + p(x)y = f  (x), 
under various restrictions on p(x) and f(x). 
This paper concerns the connection between the solutions of 
Y” -tP(X>Y = 0 (1) 
and of 
Y” + P(X) Y = f(x)* (2) 
In [3], Keener deals with the problem of nonoscillation of (2). In [5], Leighton 
and Skidmore deal with oscillatory phenomena. This paper follows the 
approach of [5]. 
The following lemmas are used. 
LEMMA 1 [2]. Letf(x) E Cl b e nonnegatiwe and non&creasing, and let y(x) 
be given satisfying 
Then 
s =y(f) dt 3 0, O,(X<S. 
0 
s dr(f)f(t) dt 3 0. (3) 
0 
1ff’(x) + 0, and y(x) + 0, 0 < x < s, then the inequality in (3) is strict. 
LEMMA 2 [l, 61. Let p(x) E Cl be positive fir x > 0, and let a point x = b 
be given satisfying the condition 
p(b + 4 3 p(b - -4, b>O, b-x20. 
Lety,(x) be a solution of(l) with consecutive zeros x = a, x = b, x = c (a 3 0). 
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Then b - a 2 c - b and 
I y(b + x)1 < I y(b - “)I > 0 < x L.: c - b. 
I f  there is not an interval 0 < x __ < d in which p(b + x) =p(b - x), then 
b-a>>-bandy(b+x)<y(b-x),O<x<c-b. 
LEMMA 3 [4]. Let p(x) E Cl be positive and nondecreasing. Then the 
distance between the points of consecutive extrema of a solution of (1) is non- 
increasing. If p(x) increases, then the distances decrease. 
THEOREM 1. Let p(x) E C1 be positive and increasing, and let f(x) E Cl 
be positive and decreasing. 
Let 
0 = C” < Cl < cg < .-- < c, < ... 
be consecutive zeros of a solution of (I), say y,(x). Let yU(x) be a soktion of (2) 
defked by ~~(0) = 0 and ya’(0) = 0. Then ya( x oscillates to the right of x = 0. ) 
Let 
O<b,<b,<... 
be consecutive zeros of ya(x) for x 3 0. Then 
ci < bi < c<+~ i = 1, 2,... (4) 
for a > 0, and 
~i-~ < bi < ci i = 1, 2,... (4’) 
for a < 0; moreover, the zeros of ya(x) for dizerent values of a separate each 
other. 
Proof. From Lemma 2 we easily see that if p(x) E Cl is positive and 
increasing and if y,(x) is a solution of (1) that satisfies y,(O) = 0, ~~‘(0) > 0, 
then 
s ozyl(t) dt > 0, 
x > 0, 
and by Lemma 1, if f  (x) is positive and decreases, then 
. 
s o~Yl(t)f @I dt > 0, x > 0. 
Define 
44 = Y1Ya' - Y1'Ya * (5) 
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From (1) and (2) it follows that 
44 = YlYcz’ - Y1’Ya = J-ozYl(t)f(t) 4 
and therefore 
for every x > 0. 
From 
w(x) > 0 (7) 
and from 
44 = -Y,‘(C,>YdC,) > 0, 
YWY,‘(bd > 0, 
(4) and (4’) follow. 
In view of the fact that two solutions of (2) of type y,(x) intersect only in 
the zeros of y,(x), we get the separation assumption. 
Remark 1. From Lemmas 1 and 2, it is easily seen that the possibility of 
y,(x) and yi(~) having the same zeros ci < c can occur only if f(x) and p(x) 
have a common interval 0 < x < c in which both functions are constant. 
Remark 2. Lemmas 1 and 2 imply Theorem 7 of [3] for nonnegative 
PC4 and f (4 
THEOREM 2. Let p(x) E Cl be positive and nondecreasing, and let f(x) E Cl 
be nonnegative and nonincreasing. Then between two zeros of a solution of (2), 
there is only one extremum. 
Proof. If between two zeros of the solution of (2) the function is negative, 
then convexity considerations imply that there is only one minimum. There- 
fore, we can reduce the problem to that case in which between consecutive 
zeros (for simplicity x = 0 and x = b) a solution y,(x) of (2) is positive. 
We perform the following change of variables: z = -y’. 
From (1) and (2) we obtain the equations 
(z’/p) + x = 0 (1’) 
and 
W/P)’ + 73 = -(f/P)‘. (2’) 
Let z+(x) be the solution of (1’) that satisfies 
49 = 0, u,‘(e) > 0, 
and let U(X) be that solution of (2’) that is obtained by the relation u = -ya’. 
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Let x = d, x’ = e, and x = h be the points in which y,(x) has the first maxi- 
mum, first minimum, and second maximum, respectively, after .V = 0 and 
before x = b. 
From (1’) and (2’), using the definitions and properties of u and u1 , we 
obtain 
+ (ulu’ - ul’u) = - j-; i$i’ u1 dt. 
In the interval (d, e), where ur(x) < 0, ulu’ - ur’u < 0 because -(f/p)’ 
is nonnegative. Consequently, 
e-d<e-d, (9) 
where ;E is the first zeros of z+(x) to the left of e. 
Let y,(x) be a solution of (1) that satisfies yr(0) = 0, ~~‘(0) > 0, and let 
x = dl and x = e, be the points where the first maximum and the first 
minimum of yr(z) for x > 0 are attained. From (4), (6), and (7) we get that 
the extrema of ya(x) > 0 are attained only when yr’ < 0. Therefore, 
e-d<h - d < e, - dl . (10) 
Using Lemma 3 and in view of e, > e, we obtain the inequality 
e-d>e,-dd,. (11) 
Thus (9), (lo), and (11) lead to a contradiction. Therefore, there is only one 
extremum between two consecutive zeros of (2). 
THEOREM 3. Let p(x) E C1 be a positive and nondecreasing function, and let 
(f/p) E Cl be a nonincreasing function; then the maxima of a solution of (2) are 
decreasing. 
Proof. Let x = d, x = e, and x = h be, respectively, a consecutive 
maximum, minimum, and maximum of a solution y(x) of (2). They are 
consecutive zeros of a solution U(X) of (2’). Let x = d, x = e, and x = h be, 
respectively, consecutive maximum, minimum, and maximum of a solution 
y(x) of (1). They are zeros of a solution ur(x) of (1’). In the same way as in 
Theorem 2 we obtain 
e-d>e-d, h--e<h-e. (12) 
Let ul(x) be chosen in such a way that 
u,‘(d) = u’(d); (13) 
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then we obtain from (8) that 
w4 > 0, d<x<e, 
and in view of (13) 
lim u1(x) 1 
x+q= ’ 
we have 
u,/u < 1, d<x<e. 
In the same way we obtain that 
UllU > 1, e<x<h. 




u 1 -y' and u1 = -j$‘, 
(Y -3’ < 0, d<x<h, 
and therefore by using (14) and (15) 
Y(J) -s(J) 2 Y(h) - Jw, 
the last inequality leads to 
y(d) -y(h) 3 Y(J) -y(h) 3 $9 - P(h) > 0. (16) 
The first inequality sign in (16) follows from the definition of d and from 
(12). The last inequality sign in (16) follows from Lemma 2 and from the 
definition of 2E: Thus, the conclusion of the theorem follows. 
As in the other theorems, it is easy to see that y(d) > y(h) if (f/p)’ $0, 
d<x<h. 
THEOREM 4. Let p(x) E C1 be nonnegative and satisfy 
PC-4 G P(X), x > 0. 
Let f(x) E Cl be nonnegative. Let y,(x) be a solution of (2) defined by 
Y,(O) = 0, ya’(0) = a < 0, 
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with consecutive zeros b, 0, 6, . Then 
YO--x) 2: -Y&4, 0 :.< x :< 6, . 
Let yl(x) be a sohtion of (1) defined by ~~(0) == 0, y,‘(O) = a. Then 
(17) 
6, < cl 5; -c :‘- -b, 
and 
Y&4 3 Y&4, c < x < 6,) 
where c, 0, cl are consecutive zeros of yl(x). 
(18) 
(19) 
Proof. As in [3] and [5], we obtain from (6) the existence of b and b, . 
The last inequality sign in (18) also follows from (6). The middle inequality 
in (18) is implied by Lemma 2. Eq. (19) is obtained from (18), (6), and the 
equality ~~‘(0) = ~~‘(0) = a < 0 by the same procedure as (14) and (15) 
are obtained from (8) and (13). Eq. (17) is a consequence of (18), (19), and (6). 
It is easy to see that the inequality in (17) is strict unless f(x) = 0 and 
p( -x) = p(x) are satisfied in an interval [0, d], d f  0. 
The left inequality sign in (18) is strict unless f(x) = 0, 0 < x < 6, . 
The middle inequality in (18) is strict unless p( -x) = p(x), 0 ,< x < c = -ci . 
Remark. From (17) it follows that 
When p(x) is increasing, the inequality p( -x) < p(x) obviously holds true. 
If  f(x) decreases and p(x) increases, f/p decreases. Therefore, Theorems 3 
and 4 extend Theorem 4.1 of [Sj. 
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