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Abstract. The modelling and analysis of spatio-
temporal behaviour is receiving wide-spread attention
due to its applicability to various scientific fields
such as the mapping of the electrical activity in the
human brain, the spatial spread of pandemics and the
diffusion of hazardous pollutants. Nevertheless, due
to the complexity of the dynamics describing these
systems and the vast datasets of the measurements
involved, efficient computational methods are required
to obtain representative mathematical descriptions
of such behaviour. In this work, a computationally
efficient method for the estimation of heterogeneous
spatio-temporal autoregressive models is proposed
and tested on a dataset of air pollutants measured
over the Maltese islands. Results will highlight the
computation advantages of the proposed methodology
and the accuracy of the predictions obtained through
the estimated model.
Keywords Data-driven modelling; Spatio-temporal au-
toregressive (STAR) models; Sparse datasets
1 Introduction
Mathematical modelling and analysis is an indispens-
able tool in the study of both natural and anthropogenic
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phenomena ranging from the spread of social media to
the analysis of the human brain. Due to complexity
of the interactions involved, mathematical modelling
through the use of known physical, biological, chem-
ical or economic laws is often unfeasible. Neverthe-
less, such systems often provide large datasets of mea-
surements that indirectly describe the relationships in-
volved. Thus, in a data-driven modelling framework,
models are extracted directly from the data through
a process of successive estimation and validation un-
til a required level of predictive accuracy is obtained.
Such strategies have proved useful in various applica-
tions including biology (Shen et al. 2006, Shen et al.
2008); ecology (Ikegami and Kaneko, 1992; Nikolus and
Gonzalez, 2002); meteorology (Amani and Lebel, 1997;
Berliner et al. 2000); physics (Guo et al. 2006; Kessler
et al. 1990); econometrics (Cliff et al. 1974; Giacinto
et al. 2006) and chemistry (Shibata et al. 2002; Reiter,
2005).
One of the most widely accepted mathematical de-
scriptions for data-driven modelling is the family of
time-series models (Cliff et al. 1974; Martin et al.
1975). In their simplest form, Auto-Regressive (AR)
models aim to capture the temporal relationships be-
tween successive measurements allowing for the descrip-
tion to consider data as far back in time as deemed fit
for each application. Both stochastic and determinis-
tic variables contributing to the measurements can be
included through the use of Auto-Regressive Moving-
Average (ARMA) or Auto-Regressive with eXogenous
input (ARX) models, respectively. Although most ap-
plications consider only the linear relationships among
the dataset, nonlinear variants such as the Nonlinear AR
(NAR), Nonlinear ARMA (NARMA) and the Nonlinear
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Figure 1: The Distribution of Passive Diffusion Tubes in Malta.
ARX (NARX) models have been proposed (Leontaritis
et al. 1985a, Leontaritis et al. 1985b).
Multivariate AR (MAR) models are also widely used
in applications where multiple measurements related to
the same behaviour are being gathered. Such models
are widely applicable to the emerging field of spatio-
temporal modelling and analysis (Cressie et al. 2011),
where data related to the same behaviour is gathered
from various spatial locations. In such applications,
modelling for both analysis and prediction will surely
benefit from the inclusion of spatial interactions to-
gether with temporal dynamics. This observation con-
tributed to the development of the Spatio-Temporal AR
(STAR) models first proposed in (Pfeifer et al. 1980a,
Pfeifer et al. 1980b) as one of the first tools to capture
spatio-temporal behaviour from data.
Any data-driven modelling procedure follows a three
step-strategy; starting with pre-analysis, filtering and
model structure choices, prior to estimation of the model
parameters and finally validation of the results obtained.
Each step is well documented in literature for both tem-
poral (Ljung et al. 1999; Chatfield et al. 2004) and
spatial processes (Cressie et al. 1993) separately, but
far less literature is available on methods for spatio-
temporal modelling. This can be mostly attributed
to the vast datasets usually associated with spatio-
temporal studies resulting in significant computational
challenges in the data-driven modelling procedure. Most
significantly, methods widely used for estimation such as
the least square criterion, require the repeated evalua-
tion of a matrix inversion of the dimension of the spatial
domain (Lutkepohl et al. 2005; Peη˜a et al. 2001) which
is intractable in higher-dimensional problems.
Thus in this work we present a method first proposed
in (de Luna et al. 2005) in a MVAR setting for the
efficient estimation of AR model parameters for high-
dimensional problems. This method was set in a spatio-
temporal setting in (Chetcuti Zammit et al. 2011)
where, the spatial dependency is usually significant only
among measurement sites located in close vicinity. Here
this work is generalized to consider any STAR model and
tested on a dataset of air pollution measurements taken
over the Maltese Islands. Due to the sparsity of the
multidimensional parameters in such applications, the
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proposed method simultaneously estimates the model
parameters together with the number of parameters re-
quired to capture the significant spatial relationships in
the data. This reduction in the number of model pa-
rameters to be estimated allows for improvements not
only in the computational demands but also in the pa-
rameter accuracy.
The remainder of this paper is structured as fol-
lows. First, a theoretical overview of spatio-temporal
autoregressive models is given, followed by the pro-
posed methodology. This methodology is validated on a
dataset of air pollutant concentrations gather in Malta
over the period 2004 to 2010. Some remarks on the
spatio-temporal behaviour of these pollutants are then
presented and finally conclusions are drawn on the ap-
plicability of the proposed methodology to such appli-
cations. Finally, various other possible future additions
are identified and briefly discussed.
2 Spatio-Temporal Auto-
Regressive (STAR) Models
A STAR model of order (p, q) is given by:
z (s, t) = A1z (s, t− 1) + A2z (s, t− 2) +K
+ Apz (s, t− p) + et (1)
where, z (s, t) ∈ < represents the spatio-temporal pro-
cess of interest as a stationary temporal series (Chatfield
2004), p denotes the temporal order, q denotes the full
spatial order, Ai ∈ <q×q are the autoregressive param-
eters, and et denotes white noise with the expectations
E [et] = 0, E [ete
′
t] = Σ and E [ete
′
t] = 0 for u 6= t.
Classical methods for the estimation of the model (1),
require the inference from data of the temporal order
p and the (q2 × p) model parameters {Ai, i = 1, . . .p}.
In a frequentist statistical setting, the model parame-
ters are usually estimated by the maximum likelihood
or the least squares criteria. For the linear model (1),
it is well known that both these criteria give equal esti-
mates (Ljung, 1999). Nevertheless, both methods suffer
severely from the curse of dimensionality, with the num-
ber of scalar parameters increasing quadratically with
the number of spatial locations.
An adequate temporal model order is usually identi-
fied by the use of various model selection criteria such as
the Akaike Information Criterion (AIC) (Akaike 1974)
or the Bayesian Information Criterion (BIC) also called
the Schwarz Criterion (Schwarz 1978). Both these cri-
teria aim to identify the temporal order that best sat-
isfy the principle of parsimony (Chatfield 2004), that
is, the temporal order which best balances the model
demands for generality and prediction accuracy. Never-
theless, this modelling strategy requires continuous user
intervention with the user ultimately deciding on the
preferred model order after fitting models of various di-
mensions.
3 The Proposed Methodology
The methodology being proposed in this work aims to
mitigate the two limitations highlighted above by: lim-
iting the number of model parameters to be estimated
based on the known independence of non-neighbouring
measurements and provide a single algorithm to iden-
tify both the models order and the system’s parameters
without any user intervention. This method was first
proposed in (de Luna et al. 2005) and is here being
modified, to make use of the natural spatial ordering of
measurements based on their vicinity as highlighted in
Algorithm 1.
Notes:
1. The spatial nature of the spatio-temporal phenom-
ena being considered provide a natural ordering
for the sites based on their spatial vicinity. Al-
though such an interpretation is advantageous in
various applications with diffusive behaviour (such
as the pollution application being considered in this
study), it does not allow for the identification of
long distance interactions present in some biological
applications such as the spatio-temporal modelling
of the electrical activity inside the human brain.
2. The comparative measures used in this work are
the AIC and BIC, although the methodology can
easily accommodate any other measure (such as the
modified AIC (McCullagh et al. 1989) or partial
correlation measures (Peng et al. 2009)); as deemed
appropriate for the particular application.
3. The user is only required to the make choices for the
maximum temporal and spatial orders to be consid-
ered, that is pmax and qmax, respectively. If the
final model choice is given by these maximum val-
ues, the user should consider increasing these values
to ensure finding the true global minimum for each
site.
4. Although the algorithm first loops in time and then
in space, this ordering can be reversed without any
effect on the results obtained.
5. Since all sites are allowed to take a different num-
ber of neighbours, the heterogeneity of the solution
depends exclusively on the measured data and thus
no homogeneous or heterogeneous assumptions are
taken by the user. This has the benefit of both
limiting the user intervention and also allowing the
data to identify the model best suited for the each
application.
6. A significant computational advantage is obtained
if the spatial dependence is limited to a number
of sites smaller then the total number of measure-
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Algorithm 1 Iterative Model Building
for i = 1, 2, ...q do
Order all sites in ascending order of distance relative to site si
for n = 1, 2, ...pmax do
for k = 1, 2, ...qmax do
Estimate the first k elements of the ith row of A1,A2, ...An, setting all other elements of the row to
zero.
Calculate the comparative predictive measure.





ments being considered. Such an condition is com-
mon of many spatial studies as the pollution study
being considered in this work.
Figure 2: Autocorrelation Plot for the Benzene Observation Series
at Floriana (’FL1’).
4 An Example - Data-Driven
Modelling of Air Pollution in
Malta
To test the proposed methodology on a high-
dimensional spatio-temporal application, a data-set of
air pollution measurements gathered over the Maltese
Islands for the period 2004 to 2010 will be used. This
data is collected by the Malta Environment and Plan-
ning Authority (MEPA) using 123 passive diffusion
tubes spread across the island, as shown in Figure 1.
Three tubes are usually installed in each locality in sites
categorized as near-road, intermediate or urban back-
ground. These tubes gather pollution levels for nitro-
gen dioxide, sulphur dioxide, ozone, benzene, toluene,
xylene, ethyl benzene and o-xylene on a monthly ba-
sis. In this study, the pollutants usually associated with
traffic, that is, nitrogen dioxide (NO2) and benzene will
be considered.
An initial analysis of the data indicated the presence
of outliers and missing values. As typical of such stud-
ies (Barnett et al. 1994), outliers with measurements
above 1.5 × Interquartile Range+Upper Quartile or
below 1.5×Interquartile Range-Lower Quartile were re-
placed by linear interpolations in time (Chatfield 2004).
Missing values were also replaced by temporal linear in-
terpolations. Note that such measures account only for
2% of the full dataset with respect to outliers and 4%
with respect to missing values.
A typical temporal autocorrelation plot based on the
pre-processed dataset is shown Figure 2. The low cor-
relation values at each time delay indicate a short tem-
poral dependence and thus point towards the choice of
models with low temporal order. Similar plots for spa-
tial correlations also reveal short distance spatial inter-
actions and thus highlight the short range spatial de-
pendency in the data. Partial correlation plots (rather
then the full correlation plot of Figure 2), give similar
indications. These chararteristics, common to various
spatio-temporal applications, justify the need for meth-
ods that can efficiently deal with the spatial sparsity in
the STAR model parameters.
The estimated models given by the methdology sum-
marised in Algorithm 1 confirm these low-order dimen-
sions for both the spatial and temporal domains. Specif-
ically, for both benzene and nitrogen dioxide, a mean
spatial order of 1.4 is obtained per site, for a total of
approximately 172 parameters. Such results highlight a
significant numerical advantage of approximately 99% in
the number of estimated model parameters when coma-
pared to the full model with (123 123) parameters for
each temporal order. Figures 3 and 4 show AIC and BIC
values for one of the sites situated in St Anne Street
Floriana (’FL1’) for benzene and nitrogen dioxide, re-
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Figure 3: Number of Dependent Sites for Benzene.
spectively. Figure 3 indicates that benzene datapoints
at Floriana can be described with a model of spatial or-
der 1 and a temporal order 2, while Figure 4 indicates
that nitrogen dioxide at the same site can be described
using a model of a spatial and temporal order 1.
One step-ahead prediction estimates on a validation
dataset (not used for estimation) of 12 months were used
for model validation. For benzene datapoints the the
Root Mean Squared Error (RMSE) for each monthly
prediction has a mean of 1.661µgm−3 with a standard
deviation of 0.664µgm−3, while for nitrogen dioxide dat-
apoints the RMSE is 12.749µgm−3 with a standard de-
viation of 5.904µgm−3. These value represent 20% and
28% of the mean measurement respectively, and thus
provide an acceptable predictor for the monthly pollu-
tant concentrations. Moreover, the residues are spatio-
temporally white up to a mean confidence interval of
98.7% for benzene and 95.4% for nitrogen dioxide, thus
further confirming the validity of the predictions ob-
tained.
5 Analysis of the Pollution Mod-
els
Air quality is of a major environmental concern in Malta
as documented in several policy documents published
over the past years (Government of Malta, 2002; Office
of the Prime Minister, 2010). This concern, along with
Malta’s membership to the European Union in 2004,
pose new obligation on the authorities to monitor the
air quality. The main contributors to air pollution in
Malta are the high demands for energy generation and
the growth in private car use (NSO, 2010). The Maltese
Islands were home to 229, 016 private vehicles in 2009
(NSO, 2009), one of the highest car ownership rates in
the world with approximately 669 cars per 1000 inhabi-
tants. Such high vehicle ownership rates therefore high-
light the need for continuous monitoring and analysis of
the air pollutants mostly associated with traffic. The
models obtained using the proposed methodology can
thus be used to analyse local air pollution data and also
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Figure 4: Number of Dependent Sites for N02.
evaluate the impact of future transport measures and
possibly aid in the assesment of the health risks posed
by air pollution.
Based on the models obtained, Figures 5 and 6 show
the spatial model orders obtained for all observation
sites for benzene and nitrogen dioxide, respectively.
Note that, a value of 0 indicates that the reading at
that particular site is only dependent on previous read-
ings at the same site and a value of 1 indicates that
the measurements are dependent on the site itself and
its first closest neighbour, and so on for the other val-
ues. The low spatial orders observed in Figures 5 and 6
show that most sites are independent even though most
of the modelled datapoints are located relatively close
to each other and to pollution sources. Thus, the as-
sumption that the dispersal of pollutants is equidistant
and therefore one source of pollution in one area has
an effect on the neighbouring areas is not supported by
this data. This implies that the local pollution sources,
rather than diffusion, have a predominant effect on a
particular site. This is further highlighted by the inclu-
sion in Figures 5 and 6 of potential sources of pollution
in the main island such as traffic density, industrial es-
tates, power stations and the airport.
The overall spatially independent behaviour of these
pollutants would suggest that there are other, more lo-
cal factors that are affecting air pollution. Some possible
interpretations follow.
1. Since there is input from a stable source (such as
traffic), similar temporal patterns can be observed.
However, at different locations the source input lev-
els may change (due to different traffic patterns)
and therefore the behaviour of that point, even
though it is relatively close, is independent. This
is most evident in the area northwest of the Grand
Harbour (marked A in Figures 5 and 6). This is
reasonable since in the Maltese urban environment,
the urban density, urban fabric and traffic, change
considerably over a relatively short distance.
2. A few points experience higher spatial dependen-
cies. These are marked with the letters B and C
in Figure 5. In these cases we note that (i) the
http://dx.medra.org/10.7423/XJENZA.2013.1.06 http://www.mcs.org.mt/
Computationally Efficient Estimation of High-Dimension Autoregressive Models 48
Figure 5: AIC and BIC Values for Benzene Datapoints at Floriana
(’FL1’).
pollution values at some of these locations are rela-
tively low, thus affecting the accuracy of the mod-
elling procedure (area marked B) (ii) there are very
similar environmental conditions (traffic and urban
density) affecting these sites (area marked C).
3. These results are reasonable due to MEPA’s ap-
proach in the identification of measurement sites.
MEPA selects two to three sites per locality, one of
which is a traffic site and the others are background
sites without traffic. Thus, although geographically
close, sites may exhibit significantly different traffic
patterns and therefore different pollution measure-
ments.
6 Conclusions
In this paper, a computationally efficient method
for modelling heterogeneous spatio-temporal behaviour
from large datasets was presented. This significant com-
putational improvement was achieved through the use of
the sparse spatial dependencies in the data. For the pol-
lution measurement considered, a 99% reduction in the
number of model parameters is obtained, resulting in a
significant computational gain over classical estimation
methods. In addition, one-step ahead predictions for
air pollution concentrations performed on a validation
dataset indicate estimation compatibilities comparable
with classical methods.
Figure 6: AIC and BIC Values for Nitrogen Dioxide Datapoints
at Floriana (’FL1’).
Future work will focus on introducing measured pol-
lution sources to the mathematical model to further
examine the dependencies of the pollution readings on
these sources. Alternative estimation techniques, such
as the orthogonal least squares (Chen et al. 1989) and
Expectation-Maximization (EM) algorithms (McLach-
lan et al. 2008), could also be used with the benefit
of dealing with the estimation of the missing values in
a more rigorous manner. In addition, one limitation to
the available dataset is that only temporal dependencies
over a monthly period can be captured due to the data’s
temporal resolution and thus shorter term dependencies
cannot be ruled out. However the model and method
presented can be readily applied to daily measurements
when available, without any modifications. Such a finer
temporal resolution has the added advantage of allow-
ing for the introduction of exogenous inputs, such as
wind and therefore avoiding the need to generalise such
characteristics to monthly averages.
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