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Previously the DeTurck ‘trick’ has been used to render the stationary Einstein’s equation a well
posed elliptic system that may be solved numerically by geometric flow or directly. Whilst in the
static case for pure gravity with zero or negative cosmological constant there is a simple proof that
solving the modified “harmonic” Einstein’s equation leads to a solution of the original Einstein
system – i.e. not a Ricci soliton – in the stationary case this argument no longer works. Here we
provide a new argument that extends the static result to the case of stationary spacetimes that
possess a “t-φ” reflection symmetry. Defining a “soliton charge” from the asymptotic behaviour of
the solution, we show that this quantity is always non-positive. Provided asymptotic conditions are
chosen such that this charge vanishes, then stationary solitons cannot exist.
I. INTRODUCTION
Solutions to Einstein’s equation of general relativity are notoriously difficult to find but they have played a prominent
role in the understanding of the theory and its physical implications. Amongst all solutions, black holes are especially
important since they capture some of the key features of Einstein’s theory of gravity, namely the fact that spacetime
has a non-trivial causal structure and that singularities are present in their interior where the theory breaks down.
In the event that general relativity is indeed the correct classical description of gravity, then Kerr’s celebrated
solution [1] describes the steady state of all astrophysical black holes in the Universe, and the recent detection of
gravitational waves has provided direct experimental evidence for the first time supporting this [2, 3]. Kerr’s solution
is very remarkable in many regards. In particular, it depends on only two physical parameters, mass and angular
momentum, and is highly symmetric. More precisely, the Kerr spacetime possesses two commuting Killing vector
fields[4] which underlies why its explicit form is known. In four dimensions, Einstein’s vacuum equation for spacetimes
possessing two commuting Killing vector fields (the maximal number possible for asymptotically flat solutions) is
integrable and all solutions within this symmetry class can be found analytically by an entirely algebraic procedure.
In recent years, motivated by string theory, there has been a lot of interest in finding black hole solutions in Einstein’s
gravity and beyond in dimensions higher than four and/or with the presence of a cosmological constant and other
matter fields. However, beyond the astrophysical setting, the integrability of Einstein’s equation is generically lost
and new techniques are needed in order to find black hole solutions analytically [5]. In certain supergravity theories
one can make progress by imposing supersymmetry, but this only allows one to probe a small subset of solutions.
On the other hand, progress has been made in solving Einstein’s equation using numerical methods. Ref. [6] was
the first to propose a method to solve Einstein’s equation for co-homogeneity two spacetimes which do not possess
the maximal number of commuting Killing vectors. Making a particular choice of coordinates, this method writes a
subset of the components of Einstein’s equation in a manifestly elliptic form, whilst the remaining components (which
are not elliptic) are treated as constraints. The latter are dealt with by a careful imposition of boundary conditions.
Even though this approach has been successfully used in a number of interesting problems it is not very robust in
practice, and it is limited to co-homogeneity two metrics. See also [7].
A completely general method for solving Einstein’s equation in static spacetimes was proposed in [8]. This method
was further extended to the stationary case in [9] (see [10, 11] for reviews). We will discuss this method in §II, but here
we just outline the salient features that motivate the present work. Solving the time independent Einstein’s equation
numerically is not straightforward due to the underlying diffeomorphism invariance of the theory which implies that
the equations do not have a well defined character. The main idea of [8, 9] is that instead of solving Einstein’s equation
after gauge fixing, one solves the related “harmonic” Einstein’s equation which has a manifest elliptic character and
can therefore be readily solved using standard numerical methods for elliptic partial differential equations. Solving
these harmonic equations can be thought of as attempting to solve both the actual Einstein’s equation together with
gauge conditions simultaneously [12]. Solutions divide into two categories. Those that are solutions to the original
Einstein’s equation in a specific gauge (the ‘wanted’ solutions), and those that are not. In the case that the matter
is a cosmological constant these latter solutions are Ricci solitons (see for example [13]).
For zero or negative cosmological constant matter ref. [14] managed to rule out the existence of the unwanted
Ricci solitons in static asymptotically flat, asymptotically Kaluza-Klein and asymptotically AdS spacetimes. However
there is much interest in studying stationary but non-static black hole spacetimes and the method of [8, 9] has been
successfully used in a number of cases (see [11] for a recent review) that are not covered by the result of [14]. The
ar
X
iv
:1
61
0.
06
17
8v
1 
 [g
r-q
c] 
 19
 O
ct 
20
16
2existence of problematic unwanted Ricci soliton solutions has not been encountered in these applications, suggesting
that their existence may be tightly constrained, and that the static results of [14] may generalise to the stationary case
as well. Understanding this generalisation is the purpose of this paper, and again for zero or negative cosmological
constant we will indeed find the non-existence of stationary Ricci solitons that possess a “t-φ” reflection symmetry and
which have a vanishing “soliton charge” – a quantity we define from the asymptotics of the solution. The numerical
application of this is that solving the harmonic formulation of Einstein’s equation for such spacetimes, and imposing
asymptotic boundary conditions to ensure vanishing soliton charge, then one is guaranteed that the only solutions
found are indeed solutions of the original Einstein’s equation.
The rest of this paper is organised as follows. In §II we review “t-φ” reflection symmetry for spacetimes, and
the harmonic formulation of the stationary Einstein’s equation given in [8, 9]. In §III we present our main result.
After some preliminaries, and a brief review of the static non-existence result of [14], we define the soliton charge
and show that when this vanishes then there exist no “t-φ” reflection symmetric Ricci soliton solutions with zero or
negative cosmological constant. In §IV we then discuss application of this result to the harmonic Einstein’s equation
for asymptotically flat and asymptotically AdS black hole spacetimes. Finally, in §V we summarise our results and
outline future research directions.
II. REVIEW OF NUMERICAL METHOD FOR STATIONARY VACUUM SOLUTIONS
Suppose we wish to solve the D-dimensional pure gravity Einstein’s equation with cosmological term for a stationary
(i.e., time independent) spacetime,
Rµν = Λ gµν . (1)
Here we will assume a vanishing or negative cosmological constant, so that Λ ≤ 0. This system is not well posed as a
p.d.e. problem due to the coordinate invariance. It was proposed in [8] that the DeTurck ‘trick’ of Ricci flow [15] is
employed in order to turn (1) into a well-posed (elliptic) system. Here a vector ξµ is constructed as the difference of
the usual (i.e., Levi-Civita) connection Γαµν of the spacetime metric g and a fixed smooth reference connection Γ¯
α
µν
as,
ξµ = gρσ
(
Γµρσ − Γ¯µρσ
)
. (2)
This yields a globally defined one form ξµ = gµν ξ
ν , from which we construct what we term the “harmonic” Einstein’s
equation,
RHµν ≡ Rµν −∇(µξν) = Λ gµν . (3)
Now this equation has a principle part given by,
RHµν =PP −
1
2
gαβ∂α∂βgµν (4)
and hence the character of the harmonic Einstein’s equation is just determined by the inverse metric gµν .
Let us assume for now that we have a stationary spacetime with Killing vector K = ∂/∂t which is asymptotically
timelike. Under certain conditions the rigidity theorem [16–19] guarantees that there will exist at least another
rotational Killing field Φ = ∂/∂φ that commutes with K [20]. We shall consider the situation where there exist n ≥ 1
such commuting rotational Killing fields, ΦΛ, Λ = 1, . . . , n. Furthermore, we assume that any horizons are bifurcate
Killing horizons and are generated by T = K + ΩΛ ΦΛ, with non-vanishing surface gravity and angular velocities Ω
Λ.
Let us denote by Ψ the set of commuting Killing vector fields, Ψ = {K,Φ1, . . . ,Φn}. If we further assume that the
action of the isometry group is trivial [21], we may appeal to the recent result of [22] according to which the spacetime
metric has a “t-φ” reflection symmetric form, meaning it can be written in a block diagonal form as a trivial fibration
over a base manifold (M, hˆ) [23]:
ds2 = GAB(x) dy
A dyB + hˆij(x) dx
i dxj (5)
where the indices A,B, . . . label the Killing directions and i, j, . . . are indices along the base M. Here GAB is a
matrix of smooth scalar functions onM. The terminology of “t-φ” reflection symmetry refers to the invariance under
yA → −yA, which physically means the spacetime is invariant under simultaneously reversing time and the sense
of rotation of the black hole horizons. In the case of the Kerr metric (given explicitly in the later equations (47)
and (48)), where the Killing vectors are ∂/∂t and ∂/∂φ, indeed the spacetime is invariant under t → −t, φ → −φ,
hence the “t-φ” terminology.
3Since the spacetime is stationary then M has an asymptotic end where detGAB < 0. We have the fibre metric
degenerate, so detGAB = 0, at base points corresponding to spacetime horizons, where the Killing vectors that
generate the horizons becomes null, or axes of symmetry, where rotational Killing vectors degenerate. Restricting
consideration to the spacetime on, and exterior to any black hole horizons, then the interior of the baseM is the region
detGAB < 0 and its boundary ∂M is formed by the base points corresponding to horizons and axes of symmetry
where detGAB = 0. Thus GAB is a Lorentzian metric in the interior of M and at any interior point we may find a
linear combination of the Killing vectors which is timelike. Since the full spacetime metric has Lorentzian signature
then the base metric hˆ must be Riemannian. Note that the full spacetime may have ergoregions, as we do not require
the same linear combination of the Ψ is everywhere timelike.
For simplicity, in this paper we take the reference connection Γ¯αµν to be associated to a reference metric g¯ on the
same spacetime manifold of interest. Furthermore, we take g¯ to have the same block diagonal form as the spacetime
metric g, with (G, hˆij)→ (G¯, ¯ˆhij), so that G¯AB and ¯ˆh are smooth scalar functions and a smooth metric over M. We
impose that at any Killing horizon of the spacetime metric g, the reference metric also gives rise to a smooth Killing
horizon with the same null generator and surface gravity κ as that of the spacetime metric g. Similarly, we impose
that all rotational Killing fields have the same periodicities. Then the harmonic Einstein’s equation (3) consistently
truncates to this stationary block diagonal form, forming a p.d.e. system that may be solved for the unknown (G, hˆij).
For a metric of the form (5) the only non-vanishing connection components are,
ΓABi =
1
2
GAC∂iGBC , Γ
i
AB = −
1
2
hˆij∂jGAB , Γ
k
ij = Γˆ
k
ij , (6)
where Γˆkij is the Christoffel symbol associated to the base metric hˆ. An important consequence is that the Killing
fields are orthogonal to the vector ξ as,
ξA = 0 =⇒ Ψµξµ = 0 . (7)
Since we have adapted coordinates to our Killing symmetries, so ∂
∂yA
gµν = 0, then the principle symbol of the
harmonic Einstein’s equation becomes,
RHµν =PP −
1
2
hˆij∂i∂jgµν (8)
as gij = hˆij in our ansatz, where hˆij is the inverse metric to hˆij . Now since we have taken (M, hˆ) to be a smooth
Riemannian manifold then, subject to appropriate asymptotic conditions and boundary conditions that ensure regular
Killing horizons and axes of symmetry in the full spacetime, we see that the system of equations we have to solve is
of elliptic character, and hence it can be tackled numerically using standard elliptic methods.
In our “t-φ” reflection symmetric case the base hˆ is constrained to be Riemannian. More generally for stationary
spacetimes as above where off-diagonal dyAdxi terms are permitted in (5) it is then not automatic that hˆ is Riemannian
everywhere. In particular for the flowing funnels [24] and the plasma flows [25] it is not. In such cases the horizons
are not Killing and the system of equations is no longer elliptic, and hence it is not clear that the system is well posed
anymore. Thus we will not consider this situation further here, although note that it would be interesting to develop
the theory behind these more complicated solutions without Killing horizons. Note that in the examples of [24, 25],
the spacetime is not “t-φ” symmetric since the black hole moves in a preferred direction with respect to stationary
observers at infinity and this direction is not a symmetry of the spacetime.
An important question is whether a solution to the harmonic Einstein’s equation (3) will give us a solution to the
original Einstein’s equation (1). Even if ξµ → 0 asymptotically (see Section IV) there may be other solutions with
non-trivial ξµ. These are to be regarded as spurious solutions since they do not solve the original Einstein’s equation.
Technically such spurious solutions, which solve (3) for some non-trivial vector field ξµ, are called Ricci solitons,
termed steady in the case Λ = 0 and expanding for Λ < 0. In practice one can simply check whether a solution
found is a good Einstein metric or an unwanted Ricci soliton, and in the latter case one simply has to try again to
find a different solution. The utility of this harmonic approach in a practical numerical setting then hinges on how
many Einstein metrics there are relative to the unwanted Ricci solitons, and how easily these are found amongst a
potential morass of unwanted solutions. For this practical reason it is important to gain control over the existence of
the unwanted Ricci solitons.
In certain instances one can prove analytically that no Ricci soliton solutions exist, and then every solution of the
harmonic system is one of physical relevance as it is Einstein. For the closed Riemannian case it has long been known
that no Ricci solitons exist [26, 27]. Note that we are not considering the case of positive cosmological constant as
even in the closed Riemannian case explicit examples of Ricci solitons are known to exist (for example [28, 29]) and
presumably continue to do so in the Lorentzian setting. More recently it was shown that starting in the Lorentzian
4static setting with asymptotic regions and horizons, it remains true that solitons cannot exist [14]. The purpose of
this paper is to show how to extend such a result to the stationary case. As we shall see, this is rather more subtle
than in the static situation, and we will require “t-φ” reflection symmetry and an asymptotic condition of vanishing
soliton charge in order to obtain a non-existence result.
The non-existence of Ricci solitons is clearly an optimal situation as any numerical solution found should be Einstein,
and there is no concern of having to filter out (potentially many) unwanted solutions. Indeed, in such a case, the
vector ξµ becomes a useful numerical tool since it is guaranteed to vanish on a continuum solution, and so its residual
value on a numerical solution gives a useful measure of the solution’s accuracy. For example, the maximum value of
its norm has been used extensively in previous work [14] giving an excellent global measure of accuracy, and also can
be used to check numerical convergence.
1. Horizons and axes of symmetry
In this subsection we briefly review the boundary conditions that must be imposed on horizons and axes of sym-
metries to ensure the smoothness of the spacetime geometry. The general case has been discussed in detail in [9], and
our line element (5) corresponds to the so called “reduced symmetry” case discussed in that reference.
Consider a Killing horizon generated by the Killing vector T = K + ΩΛΦΛ. We may choose linear combinations
of the commuting Killing vectors, ∂/∂y′A = C BA ∂/∂y
B , so that T = ∂/∂y′1 and we denote the remaining Killing
vectors as ∂/∂y′A¯. The horizon forms a boundary to the baseM, where ∂/∂y′1 degenerates, and locally we may take
Gaussian normal coordinates to the horizon such that,
ds2M = dr
2 + hˆi¯j¯ dx
i¯ dxj¯ , (9)
and the horizon is located at r = 0. Then [9] showed that the metric on the fibres in (5) can be locally written as
GABdy
AdyB = −r2 (κ2 + r2f) (dy′1)2 + r2 fA¯ dy′1 dy′A¯ +G′A¯B¯ dy′A¯ dy′B¯ . (10)
The constraint that this spacetime metric yields a regular stationary horizon implies that κ is a constant and all the
component functions of the base and fibre metrics, hˆi¯j¯ , f , fA¯ and G
′
A¯B¯
, in this local chart must be smooth functions
of (r, xi¯) and in addition they must be even functions in r. Hence these components are all smooth functions of xi¯ and
r2. The constant κ gives the surface gravity of the Killing horizon with respect to the Killing vector T , and together
with the angular velocities ΩΛ, may be regarded as boundary data for the elliptic problem.
As discussed in [9], we emphasise that the conditions above do not depend on the spacetime being a solution to the
Einstein’s equation, but arise simply by demanding a regular Lorentzian Killing horizon. Regularity is demonstrated
simply in analogy with polar coordinates where the analog ‘Cartesian’ coordinates are σ, ρ,
σ = r coshκ y′1 , ρ = r sinhκ y′1 . (11)
Taking the same chart on the base, these boundary conditions also translate to the reference metric, which must take
the same form with metric functions
¯ˆ
hi¯j¯ , f¯ , f¯A¯ and G¯
′
A¯B¯
that are smooth in (r, xi¯) and even in r, and where the
constant κ must be taken to be the same as that for the metric so that the harmonic Einstein’s equation is regular.
Of relevance for us here is that in order to respect the Killing symmetries of the spacetime and be smooth, a scalar
field ψ must also be a smooth function of (r2, xi¯). Furthermore a general covector field v that is smooth, respects the
symmetries of the spacetime, and is orthogonal to the Killing directions must take the form,
v = r vr dr + vi¯ dx
i¯ (12)
where the component functions vr and vi¯ are smooth in (r
2, xi¯). In particular, provided the reference metric is chosen
to be regular as discussed, then the covector ξ has this behaviour. Note that regularity does not require ξ to vanish
at a horizon.
The boundary conditions that ensure the smoothness of the geometry at an axis of symmetry are analogous to the
horizon ones discussed above. The base metric can again locally be taken to have Gaussian normal form about the
axis at r = 0. We now choose linear combinations of the commuting Killing vectors, ∂/∂y′′A = C ′ BA ∂/∂y
B , so that
R = ∂/∂y′′1 degenerates at r = 0 and has period 2pi and we denote the remaining Killing vectors as ∂/∂y′′A¯. Then
the fibre metric is,
GABdy
AdyB = r2
(
1 + r2f
)
(dy′′1)2 + r2 fA¯ dy
′′1 dy′′A¯ +G′′¯AB¯ dy
′′A¯ dy′′B¯ , (13)
5and the metric functions hˆi¯j¯ , f , fA¯ and G
′′¯
AB¯
are smooth in (r2, xi¯). Then (r, y′′1) are polar coordinates for the axis,
and we may manifest smoothness of the full spacetime by moving to the usual Cartesian coordinates, X = r cos y′′1,
Y = r sin y′′1. The same considerations as for a horizon apply to the behaviour of a scalar or vector (orthogonal to
the Killing directions) that preserve the Killing symmetries. The generalisation required when two boundaries meet
is straightforward, and discussed explicitly in [9].
III. NON-EXISTENCE OF STATIONARY SOLITONS
Let us now state our result for non-existence of steady (Λ = 0) and expanding (Λ < 0) stationary Ricci solitons
with “t-φ” reflection symmetry. We shall then go on to provide its justification and, in the next section, consider its
application to our motivating numerical problem.
Setting:
Consider a D-dimensional stationary spacetime on, and exterior to any horizons, a set of commuting Killing vector
fields Ψ = {K,Φ1, . . . ,Φn}, one of which, K, is asymptotically timelike, and a one-form v, symmetric under the
Killing vectors of Ψ. We assume the following;
• Denote connected horizon components as {HA}. A horizon HA is a smooth bifurcate Killing horizon generated
by T = K + ΩΛ(A) ΦΛ, with a non-vanishing surface gravity κ(A). The spacetime and the one-form v are smooth
on, and exterior to the horizons.
• On, and exterior to any horizons, the spacetime and one-form can be written in “t-φ” reflection symmetric form
as a fibration over a smooth Riemannian base (M, hˆ), with boundaries ∂M corresponding to horizons and axes
of symmetry,
ds2 = gµνdx
µdxν = GAB(x) dy
A dyB + hˆij(x)dx
idxj , v = vˆi(x)dx
i , detG ≤ 0 , (14)
with “t-φ” reflection symmetry of the one-form implying it is orthogonal to the Killing vectors of Ψ.
• There are no boundaries to the spacetime but there may be asymptotic ends. Let Rˆ(xi) be a function such
that it is finite in the interior of the spacetime and Rˆ→∞ in any asymptotic end. We define the following two
scalars φ and ω, and also a “soliton charge” Q as,
φ = vµv
µ ,
ω = φ+∇µvµ ,
Q = lim
Rˆ→∞
∫
Rˆ
dˆS
i√|G| vˆi (15)
with ∇µ the covariant derivative of the full spacetime. We demand the asymptotic behaviour is such that
φ, ω → 0 sufficiently fast that the integrals ∫M dx√hˆ√|G|φ, ∫M dx√hˆ√|G|ω do not diverge.
Claim:
For “t-φ” reflection symmetric spacetimes and one-forms v as above, then a solution of the steady/expanding Ricci
soliton equation,
Rµν −∇(µvν) = Λ gµν (16)
with Λ ≤ 0, has non-vanishing one-form v if and only if Q < 0. In particular if Q = 0 the solution must be an Einstein
metric, and Q > 0 is not possible.
We should remark here that Q is defined only for stationary spacetimes of the above form, and thus is not an actual
dynamically conserved charge in the usual sense. The term “charge” is used to reflect the dependence of Q only on
the asymptotics of the solution.
As a corollary, taking v = ξ to be a covector field constructed from a “t-φ” reflection symmetric reference connection
in the way of DeTurck (so it will be orthogonal to the Killing vectors of Ψ), then together with asymptotic conditions
that ensure Q = 0, this implies non-existence of spurious solutions to the harmonic Einstein system for zero or negative
cosmological constant matter. We now proceed to give the argument for this claim.
6A. Preliminaries
In this subsection we derive some preliminary results that will be useful in the subsequent discussion. For a solution
of the soliton equation (16) above, the contracted Bianchi identity implies,
∇2vµ +R νµ vν = 0 . (17)
Then contracting the above Bianchi vector equation (17) with vµ, and by taking its divergence, we obtain the following
two scalar equations,
∇2φ+ vµ∂µφ = −2 Λφ+ 2 (∇µvν)(∇µvν) , (18)
∇2ω + vµ∂µω = −2 Λω + 1
2
FµνF
µν , (19)
where we have defined the 2-form F from the antisymmetric part of ∇v as,
Fµν = 2 ∂[µvν] . (20)
These are the basic equations that we will use to show non-existence of solutions with v 6= 0 with appropriate
asymptotics.
Recall that given the assumptions above, the metric hˆ defines a Riemannian base (M, hˆ). Firstly, since vA = 0,
and ∂Avi = 0, then the covector v reduces to a covector vˆ = vˆi(x)dx
i on the base. Similarly, since ∂Aφ = ∂Aω = 0,
these scalars reduce to functions over this base. Then,
φ = vˆivˆi ,
ω = vˆivˆi + ∇ˆivˆi + vˆiJˆi , Jˆi = 1
2
GAB ∂iGAB = ∂i ln
√
|G| , (21)
where these expressions are written covariantly with respect to the base – ∇ˆ is the covariant derivative compatible
with hˆ, and indices are raised/lowered using this base metric. Since hˆ is Riemannian, then,
φ = hˆij vˆivˆj ≥ 0 . (22)
Again due to vA = 0 and ∂Avi = 0, the 2-form Fµν has components,
FAB = 0 , FAi = FiA = 0 , Fij = Fˆij = 2 ∂[ivˆj] , (23)
and so reduces to the antisymmetric 2-form Fˆij on the base. A consequence of this, that will be of relevance to the
argument which follows, is,
FµνF
µν = FˆijFˆ
ij ≥ 0 . (24)
Note however that,
(∇µvν)(∇µvν) = 1
4
|Fˆ |2 + 1
4
|Hˆ|2 + 1
4
GAB GCD
(
vˆi∂iGAC
) (
vˆj∂jGBD
)
, (25)
where we have defined, Hˆij = 2 ∇ˆ(ivˆj), and the last term in (25) in general will not have a definite sign (since GAB is
not positive definite) and this will be important later. Lastly the differential operator ∇2 acting on a scalar reduces
to,
∇2 = ∇ˆ2 + Jˆ i∂i (26)
over the base. Note that while the metric hˆ is regular at any horizon or axis boundary in the base, the vector
Jˆi = ∂i ln
√|G| is not since √|G| → 0 there. This singular behaviour is due to axes and horizons being coordinate
singularities when reducing on the isometry directions, and is something we will discuss later.
7B. Review of previous argument for static case
We now review the previous arguments in [14] for non-existence of static solitons with Λ ≤ 0. Since we are
considering static solutions to (3), and vµ is compatible with staticity, it is convenient to continue to Euclidean time
τ = it so the static Lorentzian spacetime becomes a Riemannian solution to (16). Then, in this Riemannian signature
we see φ = vµvµ ≥ 0 and (∇µvν)(∇µvν) ≥ 0 and so for Λ ≤ 0 equation (18) then implies,
∇2φ+ vµ∂µφ ≥ 0 , (27)
where ∇2 is an elliptic operator. Hence the maximum principle then states that if φ achieves its maximum in the
interior of the geometry, it must be constant everywhere.
However this leaves the possibility that φ might attain a maximum at a horizon or asymptotically. Consider a
particular horizon component with its surface gravity κ. Taking τ ∼ τ + 2piκ removes this horizon as a boundary of
the Riemannian space, with the geometry being smooth and simply the set of points where the isometry generated by
∂/∂τ has fixed points. Now we apply the maximum principle in the vicinity of this horizon, with appropriately periodic
τ . Since the horizon points no longer form a boundary of the geometry, but are interior points, a non-constant φ
cannot attain a maximum at them. However, since we are considering static vector fields, the vector does not depend
on the Euclidean time coordinate. Thus, the fact that no maximum is allowed at that horizon is independent of
whether τ is chosen to be periodic. Likewise, it is independent of whether we work with Euclidean or Lorentzian time.
For each horizon component we may make the same argument (with appropriately chosen period given in terms of
the horizon surface gravity) and thus conclude that φ is either constant, or cannot attain a maximum in the interior
of the spacetime or at any Killing horizon. Hence any maximum value must be attained asymptotically.
Then provided we have asymptotic conditions such that φ→ 0 asymptotically, this maximum principle implies that
φ can have no positive value. However by construction φ ≥ 0, and so this implies φ must vanish everywhere. Since φ
is the norm of vµ, and the geometry is Riemannian, then the vanishing of φ implies the vanishing of vµ everywhere,
and hence the non-existence of a static soliton. As discussed in [14], in the numerical setting where we solve the
harmonic Einstein’s equation, then for appropriately chosen reference connections one indeed ensures φ→ 0 for both
the asymptotically flat (Λ = 0) and AdS (Λ < 0) cases. Hence in this static vacuum context the method is guaranteed
to find only the desired Einstein solutions.
The key tool we have employed in the static argument is the ability to continue a solution of (16) to Euclidean
time. In the stationary setting we can no longer turn the Lorentzian problem into a real Riemannian one simply by
taking t = iτ , due to the ‘off-diagonal’ time-space components in the metric which become imaginary. Whilst for an
analytic solution, one can expect to make a continuation of the parameters of the solution (e.g., angular momenta) to
obtain a real Riemannian geometry, this is irrelevant here where we are not assuming analytic properties of solutions,
and furthermore want a method to find solutions which we do not know. Constructing a solution numerically does
not generally allow one access to its analytic continuation. For these reasons the stationary case cannot simply be
tackled by the method of continuation.
More importantly the first key step in the static case no longer follows. Looking at the norm (∇µvν)(∇µvν) we see
from (25) that in general the last term depends on the matrix of scalar fields GAB and does not have a definite sign.
One might wonder whether some identity could ensure the collection of terms is always non-negative. This is simple
to contradict with an explicit example. Consider taking the stationary spacetime and vector v as,
ds2 = − (dt+ ψ(x) dy)2 + δijdxidxj , vµ = ∂µV (x) (28)
in local coordinates xi = (x, y, za) so a = 1, . . . , D − 2, for functions ψ, V which depend only on the x coordinate.
This is of “t-φ” symmetric form. Since vˆ = dV , then Fˆ = 0, and one finds that the last term in (25) may dominate
the positive Hˆ2 term. Explicitly,
(∇µvν)(∇µvν) = −1
2
(ψ′V ′)2 + (V ′′)2 (29)
where the prime indicates differentiation w.r.t. x. We clearly see that this may be negative or positive for appropriate
choices of V and ψ. Since (∇µvν)(∇µvν) may be negative in general, the approach in the stationary case cannot
simply follow that of the static case, using simply equation (18).
C. Argument for the stationary case
In this subsection we will provide a new argument to establish the non-existence of Ricci solitons that applies to
the stationary case. This new argument has two components. Firstly, based on the second scalar equation (19) that
8follows from the Bianchi identity, we will derive a maximum principle which implies that if ω is not constant then it
cannot attain a non-negative maximum value in the interior of the base M or its boundaries ∂M. Secondly, we use
the assumed asymptotic behaviour to show this maximum principle implies ω ≤ 0, and further that v must vanish.
For clarity of presentation we will begin with the second part which is straightforward to show, and then give the
details of the maximum principle which is somewhat more technical.
Part 1: ω ≤ 0 =⇒ vµ = 0
Let us assume our stated maximum principle, that ω is either constant or, if not, cannot attain a non-negative
maximum value in the interior of the base M nor at its boundaries ∂M associated to axes of symmetry or horizons.
Then, any non-negative maximum value will be attained asymptotically. However, our boundary conditions imply
that ω → 0 asymptotically, and hence our maximum principle implies that ω cannot be positive anywhere. Thus we
conclude that over the base M we have,
ω ≤ 0 . (30)
We now integrate the function
√|G|ω over M to get,∫
M
dx
√
hˆ
√
|G|ω =
∫
M
dx
√
hˆ
√
|G|
(
φ+ ∇ˆivˆi + vˆiJˆi
)
≤ 0 . (31)
Now rearranging and integrating by parts we find,∫
M
dx
√
hˆ
√
|G|φ ≤ −
∫
M
dx
√
hˆ ∇ˆi
(√
|G|vˆi
)
= −
∫
∂M
dSi
√
|G| vˆi − lim
Rˆ→∞
∫
Rˆ
dSi
√
|G| vˆi (32)
where Rˆ is the function defined above equation (15), and dSi in the first integral is the outer directed volume element
for ∂M, and in the second is the outer directed (i.e., towards larger Rˆ) volume element for a constant Rˆ hypersurface.
Note that our asymptotic conditions have assumed that these integrals do not diverge.
Now from equation (12) we have that nˆivˆi = 0 on the boundary ∂M corresponding to horizons, and similarly for
the parts of ∂M due to axes of symmetry. Hence the first surface term on the right-hand side above vanishes, and
the second is given in terms of the soliton charge, so we find,
Q ≤ −
∫
M
dx
√
hˆ
√
|G|φ . (33)
Now suppose a soliton solution exists which is not an Einstein solution, so vˆi 6= 0. Recalling that φ ≥ 0, with equality
only where vˆi vanishes, then this implies Q < 0. Non-vanishing Q implies non-vanishing vˆi and hence a soliton solution
which is not Einstein, and thus Q > 0 is not possible. We also see that if Q = 0, the above implies that φ = 0 and so
vˆi = 0 everywhere, and hence the solution is not a soliton, but is an Einstein metric. Hence we find the statements
in our Claim. Now to complete the argument we derive the maximum principle for ω.
Part 2: The maximum principle for ω
As we have discussed, (∇µvν)(∇µvν) does not have definite sign in the stationary but non-static setting, and hence
equation (27) does not generalise to this case. However the square of Fµν does, being non-negative, and hence the
scalar equation (19) yields the bound,
∇2ω + vµ∂µω ≥ −2 Λω . (34)
The equation above is so far applied to a Lorentzian spacetime, and thus we have to understand why a maximum
principle (which requires an elliptic operator) can result. Due to the invariance on the Killing directions we may
consider the equation reduced to the base (M, hˆ) where we obtain,(
∇ˆ2 + Jˆ i∂i + vˆi∂i
)
ω ≥ −2 Λω . (35)
9Now since hˆij is Riemannian, this is an elliptic operator, and as Λ ≤ 0, this directly yields the following maximum
principle – a non-constant ω may not attain a non-negative maximum in the interior of the base M. Any such
maximum must occur at a boundary or asymptotic region of M.
However, as we have discussed,M has boundaries, namely horizons and axes of symmetry in the full spacetime, and
so we have to understand how to rule out putative non-negative maxima at such boundaries. These are coordinate
singularities due to reducing on the Killing isometry directions and, as a consequence of this, the vector Jˆi is singular
there. In the static case (where we didn’t reduce on rotational isometry directions, so did not have axes to consider)
we used the trick of continuing to periodic Euclidean time to remove horizons as boundaries and obtain a regular
elliptic operator when we worked in the full Riemannian space. Here we cannot perform the Euclidean continuation
in stationary spacetimes, but can use a related idea to proceed.
Consider a point p in the full spacetime that lies on an axis of symmetry or horizon (and hence reduces to a point
pˆ in the boundary ∂M of the base). We can find a spacetime neighbourhood Ωp of this point p where we can write
the spacetime metric as,
ds2 = −N(X) dt¯2 + 2Aa(X) dt¯ dXa + g¯ab(X) dXa dXb , v = v¯a(X) dXa , N(X) ≥ 0 , (36)
and all metric components are t¯ independent, with ∂/∂t¯ being a linear combination of the commuting Killing vectors
Ψ. Then g¯ab is the spatial geometry of a constant t¯ section of the spacetime, and is isometric under the other Killing
vectors Ψ than ∂/∂t¯. Since the full spacetime should be regular, this requires this spatial geometry also to be regular.
Thus g¯ab must be a smooth Riemannian geometry. The coordinates X
a are formed from the base coordinates, xi and
combinations of the fibre coordinates yA. While written in the original “t-φ” symmetric form this geometry appears
singular at axes of symmetry, Cartesian coordinates may always be chosen to manifest its regularity explicitly.
If p does not lie in a horizon then we may choose the linear combination ∂/∂t¯ and neighbourhood Ωp so that ∂/∂t¯
is time-like over Ωp, with N(X) > 0. On the other hand if p lies in a horizon then we may choose Ωp so that N = 0 at
the points in Ωp which lie in this horizon and ∂/∂t¯ is its null generator, and ∂/∂t¯ is time-like elsewhere in Ωp. Then
the line element (36) is written in co-rotating coordinates.
We emphasise that the metric in equation (36) only applies over the neighbourhood Ωp of p, and hence ∂/∂t¯ is not
generally the asymptotic timelike Killing vector due to the presence of ergoregions. We cannot globally work with the
spacetime in the form (36) and expect to have a Riemannian g¯ab. However, in a small enough neighbourhood of any
spacetime point we must always be able to find a Killing vector ∂/∂t¯ which is timelike away from points on horizons,
and null on such points, so that the spatial sections with metric g¯ab are Riemannian.
Let us denote the spatial slice of the spacetime neighbourhood Ωp as Ω¯, and consider the Riemannian space (Ω¯, g¯).
An advantage of this space (Ω¯, g¯) over the base (M, hˆ) is that the former has no boundaries associated to axes of
symmetry in the base, since the full spacetime does not, and we have not reduced on these spatial isometry directions
in considering Ω¯. However, it still retains boundaries at horizons if p lies in one.
Now consider our equation (34) decomposed over the Riemannian base (Ω¯, g¯). Then recalling that ∂∂t¯ω = 0, and
that the covector v is orthogonal to the Killing directions, and hence reduces to a covector v = v¯ = v¯adX
a over (Ω¯, g¯),
then, we obtain the elliptic equation,(∇¯2 + J¯a∂a + v¯a∂a)ω ≥ −2 Λω , J¯a = 1
2
∂a log
(
N + g¯abAaAb
)
, (37)
where ∇¯ is the covariant derivative of g¯ and indices are raised/lowered with respect to that metric. Provided p is not
contained in a horizon, so N > 0 over Ω¯, the vectors controlling the single derivative terms are regular, and hence
as g¯ is smooth and Riemannian and Λ ≤ 0 the maximum principle for ω can be applied over Ω¯. Thus we see the
maximum principle also applies at points corresponding to axes of symmetry. However we cannot make the argument
at a horizon, as the covector J¯a is still singular there. So we have learned that ω is either constant, or if not, cannot
obtain a non-negative maximum outside a horizon.
Now we have to rule out such a maximum also at horizon points. Motivated by the static case, we consider a
new Riemannian problem where we can remove these horizons boundaries. We consider the Riemannian metric built
on the same base (Ω¯, g¯) using the same function N(X), but taking a spacelike ‘time’ coordinate τ¯ and dropping
‘off-diagonal’ time-space terms;
ds2(aux) = g
(aux)
µν dx
µdxν = N(X) dτ¯2 + g¯ab(X) dX
a dXb . (38)
Due to dropping these off-diagonal terms, we emphasise that this is not a Euclidean continuation of (36), but should
be thought of as an auxiliary Riemannian space.
Suppose there is a Killing horizon with surface gravity κ in Ωp, and hence a boundary component ∂Ω¯H of Ω¯.
Then provided Ωp is taken sufficiently small we can choose the auxiliary metric over Ω¯ to have normal form to the
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the boundary ∂Ω¯H. Then our horizon boundary conditions, given in section §II 1, imply that taking coordinates
Xa = (r,X a¯) where r is the normal coordinate, then the spacetime takes the form,
ds2 = −r2 (κ2 + r2f(r,X a¯)) dt¯2 + r2 fa dt¯ dX a¯ + dr2 + g¯a¯b¯(r,X a¯) dX a¯ dX b¯ (39)
and so the auxiliary Riemannian space is,
ds2(aux) = r
2
(
κ2 + r2f(r,X a¯)
)
dτ¯2 + dr2 + g¯a¯b¯(r,X
a¯) dX a¯ dX b¯ (40)
where the components f , fa and g¯a¯b¯ are smooth functions of (r
2, X a¯). Then exactly as for the Euclidean continuation
of the static problem, we may make the periodic identification τ¯ ∼ τ¯ + 2piκ so that this auxiliary geometry g(aux) is
smooth without boundary at r = 0 – the apparent boundary associated to the horizon points r = 0 which form ∂Ω¯H
is only a coordinate singularity in this auxiliary Riemannian space where the circle generated by ∂/∂τ¯ degenerates,
and may be removed in the usual way by moving to new ‘Cartesian’ coordinates, the Euclidean version of (11);
σ = r cosκ τ¯ , ρ = r sinκ τ¯ . (41)
With such a periodic τ¯ , regularity of a scalar function (not necessarily symmetric under ∂/∂τ¯) on this auxiliary space
requires it is a smooth function of (r2, τ¯ , X a¯), and regularity of a covector field uµ implies it behaves as,
u = r2 uτ¯ dτ¯ + r ur dr + ua¯ dX
a¯ (42)
with component functions uτ¯ , ur and ua¯ being smooth functions of (r
2, τ¯ , X a¯).
Now consider the following elliptic equation on the auxiliary space,(
∇2(aux) + uµ∂µ
)
F ≥ −2 ΛF (43)
for F a smooth function and u a smooth covector field, with the expression being written covariantly in the auxiliary
metric g(aux). For Λ ≤ 0 the maximum principle applied to this equation implies that F is either constant, or if not,
cannot attain a maximum at any interior point of the auxiliary geometry. The important point is that, with suitably
periodic τ¯ , points corresponding to the original spacetime points in the Killing horizon are now interior points, and
so the maximum principle applies at these. Now let us consider the special case that F is independent of the Killing
directions, ∂
∂yA
F = 0. Hence it reduces to a scalar on Ω¯. Let us also take the smooth covector field u to be,
u = u¯a dX
a , u¯a = v¯a +
1
2
∂a log
(
1 +
1
N
g¯abAaAb
)
, (44)
where v¯ is the same smooth covector as in (37). Noting from (39) that in normal coordinates at the horizon we have
N ∼ O(r2) and Aa ∼ O(r2), with g¯ab ∼ O(r0) then indeed u is smooth at the base points ∂Ω¯H. Then the above
equation (43) can be written covariantly over Ω¯, where,(
∇¯2 + J¯a(aux)∂a + u¯a∂a + v¯a∂a
)
F ≥ −2 ΛF , J¯ (aux)a =
1
2
∂a logN , (45)
where ∇¯ is again the covariant derivative of g¯. While u¯ and v¯ are smooth, including at the points ∂Ω¯H, J¯ (aux) is not.
Recall we know that F cannot attain a non-negative maximum at the points ∂Ω¯H that correspond to horizons in the
original spacetime. However, noting that,
J¯a = J¯
(aux)
a + u¯a (46)
then we also see that the above equation (45) is precisely the same as (37) under the replacement F → ω. Furthermore
since the smoothness constraint on our choice of F is precisely the same as the smoothness constraint on ω (i.e., smooth
and even in the normal coordinate r of (40)) then since F cannot attain a non-negative maximum at r = 0 we see
neither can ω attain a non-negative maximum at a point in a horizon, which is what we desired to show.
Thus in summary, considering (34), the function ω is either constant, or if not, cannot attain a non-negative
maximum value in the interior of the base M, or as we have now learned, at boundaries of ∂M which correspond to
spacetime axes of symmetry and horizons. Following our previous discussion this leads to the conclusion that given
our asymptotics then ω ≤ 0, and then the statements in our Claim then follow.
11
Kerr example
In order to make the discussion above more concrete, we feel it is useful to have the example of the Kerr solution to
illustrate the decomposition of the metric over a regular baseM, and also see the explicit construction of the auxiliary
space with metric g(aux). Recall the Kerr metric in Boyer-Lindquist coordinates is already of “t-φ” symmetric form,
with fibre metric,
Gtt = −∆− a
2 sin2 θ
Σ
, Gφφ = sin
2 θ
(r2 + a2)2 −∆a2 sin2 θ
Σ
, Gtφ = Gφt = −a sin2 θ r
2 + a2 −∆
Σ
(47)
and base,
hˆijdx
idxj = Σ
(
dρ2 + dθ2
)
(48)
where ∆ = r2 + a2 − 2Mr, Σ = r2 + a2 cos2 θ and we have defined r = M + √M2 − a2 cosh ρ, so that ρ = 0
corresponds to the outer Kerr horizon r = rh where ∆ vanishes. Note that in the coordinates ρ, θ the base is regular
with boundaries at ρ = 0 (the horizon) and θ = 0, pi (the axis of symmetry).
To move to the auxiliary space over a small enough neighbourhood Ωp of a point p outside the ergoregion (so
Gtt < 0) we write the full spacetime in the form (36),
ds2 = Gtt dt+ 2Gtφ dt dφ+ Σ
(
dρ2 + dθ2
)
+Gφφ dφ
2 (49)
so then,
ds2(aux) = |Gtt| dτ¯2 + Σ
(
dρ2 + dθ2
)
+Gφφ dφ
2 (50)
and indeed the constant τ¯ section of this is regular and smooth at axes of symmetry.
For a point p in the neighbourhood of the horizon we must first move to a co-rotating frame, transforming the fibre
coordinates as, t˜ = t and φ˜ = φ − Ωt, where Ω is the angular velocity of the horizon, so ∂/∂t˜ is its null generator.
Then a and the surface gravity κ (with respect to the null generator ∂/∂t˜) are determined from M and Ω as,
a =
4M2Ω
1 + 4M2Ω2
, κ =
1− 4M2Ω2
4M
. (51)
Now Gt˜t˜ < 0 in the neighbourhood of the horizon, and Gt˜t˜ = 0 on the horizon. Then we may take an auxiliary
Riemannian space,
ds2(aux) = |Gt˜t˜| dτ¯2 + Σ
(
dρ2 + dθ2
)
+Gφ˜φ˜ dφ˜
2 (52)
and making the identification τ¯ = τ¯ + 2piκ this is indeed regular with no boundary at ρ = 0. Indeed one can check
near the horizon we have,
ds2(aux) =
(
4M
(
M + 2M3Ω2 + 2M3Ω2 cos 2θ
)
(1 + 4M2Ω2)
2
(
dX ′2 + dY ′2 + dθ2
)
+
4M2 sin θ2
1 + 2M2Ω2 + 2M2Ω2 cos 2θ
dφ˜2
)(
1 +O
(
ρ2
))
(53)
where X ′ = ρ cosκτ¯ , Y ′ = ρ sinκτ¯ . For a point p near the ergosurface we may find a suitable linear combination of
∂/∂t and ∂/∂t˜ that is a timelike Killing vector to construct the auxiliary geometry.
IV. APPLICATION TO FINDING NUMERICAL BLACK HOLE SOLUTIONS
We now consider the implications of this result to the original motivating problem of finding black holes numerically
using the harmonic approach detailed in section §II. If we only have cosmological constant matter and wish to find
“t-φ” symmetric spacetimes, constructing a reference connection as described, then in the end we must solve the Ricci
soliton equation (3) wishing to find Einstein solutions rather than solitons. Following equation (7), the vector ξ is
orthogonal to the Killing vectors associated to the “t-φ” symmetry, and hence the results of our Claim apply taking v
to be ξ. Thus we may guarantee no soliton solutions exist in the cases Λ ≤ 0 provided the asymptotics of the solution
and vector ξ obey the conditions surrounding equation (15), and the soliton charge Q vanishes.
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Let us consider separately the two situations, Λ = 0 and Λ < 0, and assume we are interested in solutions which
are asymptotically flat in the first case, and asymptotically global-AdS in the second. We note that more general
asymptotics are possible – for example, asymptotically Kaluza-Klein in the first case, or asymptotically locally AdS
in the second. However our considerations in these basic settings will suffice to understand more general situations
of interest. The question is then whether the asymptotic requirements to rule out the existence of unwanted soliton
solutions are automatically satisfied by these asymptotic behaviours when the reference connection is constructed
taking the same behaviour, as outlined in §II, or whether some additional condition must be imposed, or whether
perhaps there is an inconsistency and such asymptotic requirements on ξ cannot be imposed – and hence the formal
result of section §III is of no relevance to the numerical setting we are motivated by. Happily we shall find that indeed
either the condition is automatic, or may be imposed as a reasonable boundary condition.
1. Λ = 0 and the asymptotically flat case
A spacetime with dimension D ≥ 4 is asymptotically flat if for sufficiently large R the metric behaves as,
ds2 = −dt2 + δijdxidxj + aµν(xα) , ∀ δijxixj > R2 ,
aµν ∼ O
(
1
RD−3
)
,
∂αaµν ∼ O
(
1
RD−2
)
,
∂α∂βaµν ∼ O
(
1
RD−1
)
. (54)
Provided we choose the same behaviour for the reference metric one finds, ξµ = O
(
1
RD−2
)
and indeed the scalars
φ = O
(
1
R2(D−2)
)
and ω = O
(
1
RD
)
vanish asymptotically, and sufficiently fast, as we required in the setting where our
Claim applies. However, the O(1/RD−2) term in the asymptotic expansion of ξµ gives rise to a finite soliton charge
Q.
Since we are only interested in solutions to the harmonic Einstein’s equation, we might wonder whether for these
the finite scalar charge is forced to vanish by the equations of motion. However this is not the case as we may illustrate
with a simple counterexample. Consider a general static and spherically symmetric metric in four dimensions (higher
dimensions are analogous),
ds2 = −T (r) dt2 +A(r) dr2 + r2 S(r) dΩ2(2) . (55)
Now impose that (55) is asymptotically flat as above, so,
T (r) = 1 +
t1
r
+O
(
1
r2
)
, A(r) = 1 +
a1
r
+O
(
1
r2
)
, S(r) = 1 +
s1
r
+O
(
1
r2
)
, (56)
where t1, a1 and s1 are constants. To proceed, we choose a reference metric which is also static and spherically
symmetric, and asymptotically flat in the above sense. We shall denote the corresponding coefficients in the near
infinity expansion with a bar .¯ Then the leading order term in the non-vanishing component of the one-form ξµ is
given by
ξr =
1
2 r2
(3 a1 − 3 a¯1 − 2 s1 + 2 s¯1 + t1 − t¯1) +O
(
1
r3
)
. (57)
giving a finite scalar charge Q = limr→∞ 4pir2ξr.
Now assume our spacetime solves the harmonic Einstein’s equation (3). Then the coefficients in the 1/r expansion
are constrained, and to leading order one finds,
s1 = s¯1 + a1 − 1
2
(3 a¯1 + t¯1) , (58)
which implies the scalar charge for a solution of the harmonic Einstein’s equation is,
Q = 2pi (t1 + a1) . (59)
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From the Newtonian expansion of general relativity we famously know that static spherically symmetric asymptotically
flat solutions have t1 = −a1. Indeed we see that our scalar charge is in fact measuring the deviation of the PPN
parameter ‘γ’ of the spacetime from its general relativity value of one.
Thus we see that asymptotically flat boundary conditions for Λ = 0 are sufficient to guarantee φ, ω → 0, and that
the scalar charge Q is finite, but not that it automatically vanishes. However in solving the numerical system we could
impose the further condition on our asymptotic behaviour that Q vanishes – for example, in the simple spherically
symmetric context, impose that t1 = −a1, and solve the harmonic equations only in that class of spacetimes. Then
if a solution is found, our results imply it cannot be a soliton.
It is interesting to contrast this with the static case where simply having φ→ 0 was sufficient to rule out solitons.
Here we see in the stationary case that we must impose the asymptotics are not only flat, but also have vanishing
soliton charge. This is an entirely reasonable, indeed sensible thing to do, but does hint that perhaps a stronger result
than we have obtained may still be possible in the Λ = 0 case.
2. Λ < 0 and the asymptotically global-AdS case
Let us now consider D-dimensional “t-φ” reflection symmetric solutions of the Ricci soliton equation (3) that are
asymptotic to global AdS, and have a negative cosmological constant, Λ = −D−1`2 . Here ` is the AdS length and for
convenience we will choose units so that ` = 1. We restrict attention to the cases D ≥ 4. We will now show that for
appropriate choices of reference metrics, the soliton charge Q must vanish on any solution to equation (3), and thus
such a solution must be an Einstein metric.
Whilst we may present such a solution in Fefferman-Graham gauge, we must be careful in the analysis that follows
that we may only choose such coordinates for the metric or for the reference metric, but not both simultaneously. In
Fefferman-Graham gauge, D-dimensional global AdS can be written as (see eg. [30]),
ds2 =
1
z2
[
dz2 −
(
1 +
1
2
z2 +
1
16
z4
)
dt2 +
(
1− 1
2
z2 +
1
16
z4
)
σab dx
a dxb
]
, (60)
where σab is the metric on the round unit (D − 2)-sphere. We write the solution to (3) in the form,
ds2 =
1
z2
[
N(dz +Aα dx
α)2 + hαβ dx
α dxβ
]
, (61)
where the boundary of AdS is located at z = 0 and we allow the metric coefficients N , Aα and hαβ to depend on the
spatial coordinates. In our “t-φ” reflection symmetric context they should be invariant in the Killing vector directions
Ψ, although we will not need to use that explicitly here.
We write down the (“t-φ” reflection symmetric) line element of the reference metric in the same form, with the
replacement N → N¯ , Aα → A¯α and hαβ → h¯αβ . We will chose a reference metric that is asymptotic to, although
not necessarily equal to, global AdS. We adapt our coordinates to this reference metric, choosing them so that it is
in Fefferman-Graham gauge, N¯ = 1 and A¯α = 0 , and we take,
h¯tt = 1 +
1
2
z2 +
1
16
z4 + zd h¯
(d)
tt (x) +O(z
d+1) ,
h¯ta = z
d h¯
(d)
ta (x) +O(z
d+1) ,
h¯ab = σab
(
1− 1
2
z2 +
1
16
z4 + zd h¯
(d)
ab (x) +O(z
d+1)
)
,
(62)
where d = D− 1 is the number of boundary spacetime dimensions. For the spacetime metric we begin with a general
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expansion in z,
N = 1 +
∞∑
i=1
zi n(i)(x) ,
Aα =
∞∑
i=1
zi a(i)α (x) ,
htt = 1 +
1
2
z2 +
1
16
z4 +
∞∑
i=1
zi h
(i)
tt (x) ,
hta =
∞∑
i=1
zi h
(i)
ta (x) ,
hab = σab
(
1− 1
2
z2 +
1
16
z4 +
∞∑
i=1
zi h
(i)
ab (x)
)
,
(63)
and then solving (3) order by order in z one finds the terms, n(i), a
(i)
α , h
(i)
αβ all vanish for i < d. The functions n
(d),
a
(d)
α and h
(d)
αβ determining the leading behaviour of the expansion are the free data specifying the solution, but are
constrained by equation (3) to obey,
n(d) = −h(d)αα =
d− 2
2
h¯(d)αα ,
a(d)α = 0 ,
Dαh
(d)
αβ =
d+ 2
2
Dαh¯
(d)
αβ − ∂βh¯(d)αα .
(64)
Here indices are raised and lowered with respect to the boundary spacetime −dt2 +σab dxa dxb, and Dα is its covariant
derivative. Then the integrand for the soliton charge defined in equation (65) is,
dSµξµ =
1
2
√
σ
(
dn(d) + (d− 2)tr
(
h(d) − h¯(d)
))
+O(z) = O(z) . (65)
and hence vanishes on a solution to (3) which therefore has Q = 0. Furthermore one finds φ ∼ O(z2d+2) and
ω ∼ O(zd+1) so these scalars have sufficiently quick fall off to satisfy the conditions in our Claim. As a consequence,
without imposing any further asymptotic conditions we deduce that no “t-φ” reflection symmetric soliton solutions
can exist.
Thus in the asymptotically global-AdS case with reference metric chosen as above, Q = 0 automatically for any
“t-φ” reflection symmetric solution of the harmonic Einstein’s equation, and this does not need to be imposed as an
additional asymptotic condition. So for the same boundary conditions as in the static case, we find no Ricci soliton
solutions can exist to the harmonic Einstein’s equation.
V. SUMMARY
In this paper we have provided a new argument for the non-existence of Ricci soliton solutions to the harmonic
Einstein’s equation (3) with cosmological constant matter Λ ≤ 0 for stationary spacetimes with appropriate asymptotic
behaviour and “t-φ” reflection symmetry. We have discussed how the previous static non-existence result of [14] cannot
be simply extended to the stationary case, and our new stationary argument is somewhat more subtle. In particular
we show for a “t-φ” reflection symmetric solution to the soliton equation we define a quantity Q, the soliton charge
of the solution, and show that a non-trivial steady (Λ = 0) or expanding (Λ < 0) soliton has Q < 0, and if Q = 0
the solution must be Einstein. We then apply this to solutions of the harmonic Einstein’s equation. Taking Λ = 0
and requiring asymptotically flat solutions we find that for our choice of reference connection one must impose Q = 0
to rule out soliton solutions. Since all Einstein solutions must have Q = 0 this is a reasonable asymptotic condition
to impose. In the case Λ < 0 and requiring asymptotically global-AdS solutions, we find that the usual choice of
reference metric is sufficient to ensure that Q = 0 and no soliton solutions to the harmonic Einstein’s equation can
exist.
Thus motivated by giving explicit methods to find solutions to the Einstein’s equation in physically exotic settings
we have found a nice result. At least for zero or negative cosmological constant matter, and appropriate choices of
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reference connections and asymptotic conditions, the only solutions to the harmonic Einstein’s equation are the ones
we wish to find. One must analyse the asymptotics to see whether Q = 0 automatically or not, but perhaps it is
always sensible to impose Q = 0 as an asymptotic condition given the solutions desired must have that property.
As we have noted above, in the static non-existence result of [14] for Λ = 0 there was no requirement to have
vanishing soliton charge to ensure non-existence of solitons – asymptotic flatness of the metric and reference metric
were sufficient. However in our new stationary result we must additionally impose vanishing soliton charge to ensure
no solitons. We feel it is likely then that our result can be improved so that this condition on soliton charge is not
required in the stationary case. It would be interesting to explore this further. Another interesting direction is to
examine the existence of solitons in the presence of matter fields – to date even in the static case this has not yet been
addressed. Similarly, it would be desirable to extend our arguments to other spacetimes containing extremal horizons
or non-trivial boundaries such as Randall-Sundrum branes [31].
ACKNOWLEDGEMENTS
We are grateful for the hospitality provided by the BIRS “Geometric flows: Recent developments and applications”
program where this work was initiated. TW’s work was supported by the STFC grant ST/J0003533/1. PF is
supported by a Royal Society University Research Fellowship and by the H2020 ERC Starting Grant “New frontiers
in numerical relativity”, grant agreement No. NewNGR-639022.
[1] R. P. Kerr, Phys. Rev. Lett. 11, 237 (1963).
[2] B. P. Abbott et al. (Virgo, LIGO Scientific), Phys. Rev. Lett. 116, 061102 (2016), arXiv:1602.03837 [gr-qc].
[3] B. P. Abbott et al. (Virgo, LIGO Scientific), Phys. Rev. Lett. 116, 241103 (2016), arXiv:1606.04855 [gr-qc].
[4] The Kerr spacetime is also algebraically special, namely Petrov type D.
[5] In general, for vacuum spacetimes for D − 2 commuting Killing vector fields the Einstein’s equation is integrable, where
D is the total number of spacetime dimensions. Note that only in D = 4, 5 these spacetimes can be asymptotically flat.
[6] T. Wiseman, Phys. Rev. D65, 124007 (2002), arXiv:hep-th/0111057 [hep-th].
[7] P. Chesler, A. Lucas, and S. Sachdev, Phys. Rev. D89, 026005 (2014), arXiv:1308.0329 [hep-th].
[8] M. Headrick, S. Kitchen, and T. Wiseman, Class. Quant. Grav. 27, 035002 (2010), arXiv:0905.1822 [gr-qc].
[9] A. Adam, S. Kitchen, and T. Wiseman, Class. Quant. Grav. 29, 165002 (2012), arXiv:1105.6347 [gr-qc].
[10] T. Wiseman, Numerical construction of static and stationary black holes (2011) arXiv:1107.5513 [gr-qc].
[11] O. J. C. Dias, J. E. Santos, and B. Way, Class. Quant. Grav. 33, 133001 (2016), arXiv:1510.02804 [hep-th].
[12] This should be contrasted with the numerical solution of the time-dependent Einstein’s equation in (generalised) harmonic
gauge. In this case, one imposes the (generalised) harmonic gauge condition in the initial time slice and the gauge is
preserved to the future due to the hyperbolic character of the equations.
[13] P. Topping, Lectures on the Ricci flow (CUP, 2006).
[14] P. Figueras, J. Lucietti, and T. Wiseman, Class. Quant. Grav. 28, 215018 (2011), arXiv:1104.4489 [hep-th].
[15] D. M. DeTurck, J. Differ. Geom. 18, 157 (1983).
[16] S. W. Hawking, Commun. Math. Phys. 25, 152 (1972).
[17] S. W. Hawking and G. F. R. Ellis, The Large Scale Structure of Space-Time, Cambridge Monographs on Mathematical
Physics (Cambridge University Press, 2011).
[18] S. Hollands, A. Ishibashi, and R. M. Wald, Commun. Math. Phys. 271, 699 (2007), arXiv:gr-qc/0605106 [gr-qc].
[19] V. Moncrief and J. Isenberg, Class. Quant. Grav. 25, 195015 (2008), arXiv:0805.1451 [gr-qc].
[20] The rigidity theorem assumes that the spacetime is analytic, which is a rather strong assumption. See [32–34] for recent
progress in removing this assumption from the actual proof of the theorem.
[21] See [22] for a precise definition.
[22] J. S. Schiffrin and R. M. Wald, Class. Quant. Grav. 32, 105005 (2015), arXiv:1501.02752 [gr-qc].
[23] Ref. [22] only proved this in the asymptotically flat case, but the generalisation to the AdS case should be straightforward.
[24] S. Fischetti, D. Marolf, and J. E. Santos, Class. Quant. Grav. 30, 075001 (2013), arXiv:1212.4820 [hep-th].
[25] P. Figueras and T. Wiseman, Phys. Rev. Lett. 110, 171602 (2013), arXiv:1212.4498 [hep-th].
[26] J. P. Bourguignon, In Global differential geometry and global analysis (Berlin, 1979), volume 838 of Lecture notes in Math.
pages 42-63. Springer, Berlin 1981.
[27] G. Perelman, arXiv:math/0211159 [math.DG].
[28] N. Koiso, On rotationally symmetric Hamilton’s equation for Ka¨hler-Einstein metrics in Recent topics in differential and
analytic geometry, vol. 18 of Adv. Stud. Pure Math. (Academic Press, Boston, MA, 1990.) pp. 327–337.
[29] H.-D. Cao, Existence of gradient Ka¨hler-Ricci solitons, in Elliptic and parabolic methods in geometry (Minneapolis, MN,
1994) (A K Peters, Wellesley, MA, 1996.) pp. 1–16.
[30] D. Marolf, M. Rangamani, and T. Wiseman, Class. Quant. Grav. 31, 063001 (2014), arXiv:1312.0612 [hep-th].
16
[31] L. Randall and R. Sundrum, Phys. Rev. Lett. 83, 3370 (1999), arXiv:hep-ph/9905221 [hep-ph].
[32] A. D. Ionescu and S. Klainerman, Invent. Math. 175, 35 (2008), arXiv:0711.0040 [gr-qc].
[33] S. Alexakis, A. D. Ionescu, and S. Klainerman, (2009), arXiv:0902.1173 [gr-qc].
[34] S. Alexakis, A. D. Ionescu, and S. Klainerman, Duke Math. J. 163, 2603 (2014), arXiv:1304.0487 [gr-qc].
