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Abstract
The paper deals with the existence and uniqueness of the solution of the backward
stochastic variational inequality:{
−dYt + ∂ϕ (Yt) dt ∋ F (t, Yt, Zt) dt− ZtdBt, 0 ≤ t < T
YT = η,
where F satisfies a local boundedness condition.
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1 Introduction
We consider the following backward stochastic variational inequality (BSVI){
−dYt + ∂ϕ (Yt) dt ∋ F (t, Yt, Zt) dt− ZtdBt, 0 ≤ t < T
YT = η.
(1)
where {Bt : t ≥ 0} is a standard Brownian motion, ∂ϕ is the subdifferential of a convex l.s.c.
function ϕ, and T > 0 is a fixed deterministic time.
The study of the backward stochastic differential equations (equation of type (1) without
the subdifferential operator) was initiated by E. Pardoux and S. Peng in [8] (see also [9])
where is proved the existence and the uniqueness of the solution for the BSDE under the
∗The work for this paper was supported by IDEAS project, no. 241/05.10.2011
E-mail addresses: lucian.maticiuc@ymail.com (Lucian Maticiuc), aurel.rascanu@uaic.ro (Aurel Ra˘s¸canu),
adrian.zalinescu@gmail.com (Adrian Za˘linescu).
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assumption of Lipschitz continuity of F with respect to y and z and square integrability of
η and F (t, 0, 0).
The more general case of scalar BSDE with one-sided reflection and associated optimal
control problems was considered by N. El Karoui, C. Kapoudjian, E. Pardoux, S. Peng, M.C.
Quenez in [4] and with two-sided reflection associated with stochastic game problem by
Cvitanic and Karatzas [3].
Multidimensional BSDE reflected at the boundary of a convex set was studied in A.
Gegout-Petit and E. Pardoux, [5].
The standard work on BSVI is that of E. Pardoux and A. Ra˘s¸canu [10], which give a proof
of existence and uniqueness of the solution for (1) under the following assumptions on F :
monotonicity with respect to y (in the sense that 〈y′ − y, F (t, y′, z)− F (t, y, z)〉 ≤ α|y′ − y|2),
Lipschitzianity with respect to z and a sublinear growth for F (t, y, 0) :
|F (t, y, 0)| ≤ βt + L |y| , ∀ (t, y) ∈ [0, T ]× R
m.
It is proved that there exists a unique triple (Y,Z,K) such that
Yt +KT −Kt = η +
∫ T
t
F (s, Ys, Zs) ds−
∫ T
t
ZsdBs, a.s., with dKt ∈ ∂ϕ (Yt) dt.
Moreover the process K is absolute continuous with respect to dt. In [11] the same authors
extend the results from [10] to a Hilbert spaces framework. Using a mixed Euler-Yosida
scheme, Maticiuc and Rotenstein provided in [6] numerical results concerning the multi-
valued stochastic differential equation (1).
Our paper generalize the previous existence and uniqueness results for (1) by assuming
a local boundedness condition (instead of sublinear growth of F ), i.e.
E
(∫ T
0
F#ρ (s)ds
)p
<∞, where F#ρ (t)
def
= sup
|y|≤ρ
|F (t, y, 0)| .
Concerning to this requirement on F we remark that a similar one was considered by
E. Pardoux in [7] for the study of BSDE. More precisely, his result is the following: If
η ∈ L2 (Ω;Rm), F (t, 0, 0) ∈ L2 (Ω× [0, T ] ;Rm), F is monotone with respect to y, Lipschitz
with respect to z and there exists a deterministic continuous increasing function ψ such that
∀ (t, y) ∈ [0, T ]×Rm, |F (t, y, 0)| ≤ |F (t, 0, 0)|+ψ (|y|) ,P-a.s, then there exist a unique solu-
tion for BSDE (1) with ϕ ≡ 0. This result was generalized by Ph. Briand, B. Delyon, Y. Hu,
E. Pardoux, L. Stoica in [2].
The article is organized as follows: in the next Section we prove some a priori estimates
and the uniqueness result for the solution of BSVI (1). Section 3 is concerned on the existence
result under two alternative assumptions (which allow to obtain the absolute continuity of
the process K) and Section 4 establishes the general existence result. In the Appendix we
presents, following [12], some results useful throughout the paper.
2 Preliminaries; a priori estimates and the uniqueness result
Let {Bt : t ≥ 0} be a k-dimensional standard Brownian motion defined on some complete
probability space (Ω,F ,P). We denote by {Ft : t ≥ 0} the natural filtration generated by
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{Bt : t ≥ 0} and augmented by N , the set of P- null events of F :
Ft = σ{Br : 0 ≤ r ≤ t} ∨ N .
We suppose that the following assumption holds
(A1) η : Ω→ Rm is a FT -measurable random vector,
(A2) F : Ω × [0, T ] × Rm × Rm×k → Rm satisfies that, for all y ∈ Rm, z ∈ Rm×k, (ω, t) 7−→
F (·, ·, y, z) : Ω× [0, T ]→ Rm is progressively measurable stochastic process, and there
exist µ : Ω × [0, T ] → R and ℓ : Ω × [0, T ] → R+ progressively measurable stochastic
processes with ∫ T
0
(
|µt|+ ℓ
2
t
)
dt <∞,
such that, for all t ∈ [0, T ], y, y′ ∈ Rm and z, z′ ∈ Rm×k, P-a.s.:
(Cy) y 7−→ F (t, y, z) : Rm → Rm is continuous,
(My) 〈y′ − y, F (t, y′, z)− F (t, y, z)〉 ≤ µt|y
′ − y|2,
(Lz) |F (t, y, z′)− F (t, y, z)| ≤ ℓt|z′ − z|,
(By)
∫ T
0
F#ρ (s) ds <∞, ∀ ρ ≥ 0,
where, for ρ ≥ 0, F#ρ (t)
def
= sup
|y|≤ρ
|F (t, y, 0)| ,
(A3) ϕ : R
m → (−∞,+∞] is a proper, convex l.s.c. function.
The subdifferential of ϕ is given by
∂ϕ (y) = {yˆ ∈ Rm : 〈yˆ, v − y〉+ ϕ (y) ≤ ϕ (v) , ∀ v ∈ Rm} .
We define
Dom (ϕ) = {y ∈ Rm : ϕ (y) <∞} ,
Dom (∂ϕ) = {y ∈ Rm : ∂ϕ (y) 6= ∅} ⊂ Dom (ϕ)
and by (y, yˆ) ∈ ∂ϕ we understand that y ∈ Dom(∂ϕ) and yˆ ∈ ∂ϕ (y).
Recall that
Dom(ϕ) = Dom (∂ϕ), Int (Dom (ϕ)) = Int (Dom (∂ϕ)) .
Let ε > 0 and the Yosida regularization of ϕ :
ϕε (y)
def
= inf
{
1
2ε
|y − v|2 + ϕ (v) : v ∈ Rm
}
=
1
2ε
|y − Jε (y)|
2 + ϕ (Jε (y)) , (2)
where Jε (y) = (Im×m + ε∂ϕ)
−1 (y). Remark that ϕε is a C
1 convex function and Jε is a
1-Lipschitz function.
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We mention some properties (see H. Bre´zis [1], and E. Pardoux, A. Ra˘s¸canu [10] for the
last one): for all x, y ∈ Rm
(a) ∇ϕε(y) = ∂ϕε (y) =
y − Jε (y)
ε
∈ ∂ϕ(Jεy),
(b) |∇ϕε(x)−∇ϕε(y)| ≤
1
ε
|x− y| ,
(c) 〈∇ϕε(x)−∇ϕε(y), x− y〉 ≥ 0,
(d) 〈∇ϕε(x)−∇ϕδ(y), x− y〉 ≥ −(ε+ δ) 〈∇ϕε(x),∇ϕδ(y)〉
(3)
We denote by Spm[0, T ] the space of (equivalent classes of) progressively measurable and
continuous stochastic processesX : Ω× [0, T ]→ Rm such that
E sup
t∈[0,T ]
|Xt|
p <∞, if p > 0,
and by Λpm (0, T ) the space of (equivalent classes of) progressively measurable stochastic
processX : Ω× [0, T ]→ Rm such that∫ T
0
|Xt|
2 dt <∞, P-a.s. ω ∈ Ω, if p = 0,
E
(∫ T
0
|Xt|
2 dt
)p/2
<∞, if p > 0
For a function g : [0, T ] → Rm, let us denote by lglT the total variation of g on [0, T ] i.e.
lglT
def
= sup
{
n−1∑
i=0
|g (ti+1)− g (ti)| : n ∈ N
∗, 0 = t0 < t1 < · · · tn = T
}
,
and by BV ([0, T ] ;Rm) the space of the functions g : [0, T ] → Rm such that lglT < ∞
(BV ([0, T ] ;Rm) equippedwith the norm ||g||BV ([0,T ];Rm)
def
= |g(0)|+lglT is a Banach space).
Definition 1 A pair (Y,Z) ∈ S0m [0, T ] × Λ
0
m×k (0, T ) of stochastic processes is a solution of back-
ward stochastic variational inequality (1) if there exists K ∈ S0m [0, T ] withK0 = 0, such that
(a) lKlT +
∫ T
0
|ϕ (Yt)| dt+
∫ T
0
|F (t, Yt, Zt)| dt <∞, a.s.,
(b) dKt ∈ ∂ϕ (Yt) dt, a.s. that is: P-a.s.,∫ s
t
〈y(r)− Yr, dKr〉+
∫ s
t
ϕ(Yr)dr ≤
∫ s
t
ϕ(y(r))dr,
∀y ∈ C([0, T ];Rd), ∀0 ≤ t ≤ s ≤ T,
and, P-a.s., for all t ∈ [0, T ] :
Yt +KT −Kt = η +
∫ T
t
F (s, Ys, Zs) ds −
∫ T
t
ZsdBs (4)
(we also say that triplet (Y,Z,K) is solution of equation (1)).
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Remark 2 IfK is absolute continuous with respect to dt, i.e. there exists a progressively measurable
stochastic process U such that
∫ T
0
|Ut| dt <∞, a.s. andKt =
∫ t
0
Usds, for all t ∈ [0, T ] ,
then dKt ∈ ∂ϕ (Yt) dt means
Ut ∈ ∂ϕ (Yt) , dt-a.e., a.s.
If dKt ∈ ∂ϕ (Yt) dt and dK˜t ∈ ∂ϕ(Y˜t)dt then we clearly have∫ T
0
|ϕ (Yt)| dt+
∫ T
0
|ϕ(Y˜t)|dt <∞, a.s.
and, using the subdifferential inequalities∫ s
t
〈Y˜r − Yr, dKr〉+
∫ s
t
ϕ(Yr)dr ≤
∫ s
t
ϕ(Y˜r)dr,∫ s
t
〈Yr − Y˜r, dK˜r〉+
∫ s
t
ϕ(Y˜r)dr ≤
∫ s
t
ϕ(Yr)dr,
we infer that, for all 0 ≤ t ≤ s ≤ T∫ s
t
〈Yr − Y˜r, dKr − dK˜r〉 ≥ 0, a.s. (5)
Let a, p > 1 and
Vt = V
a,p
t
def
=
∫ t
0
(
µs +
a
2np
ℓ2s
)
ds, (6)
where np = (p− 1) ∧ 1.
Denote
S1
+,p
m [0, T ]
def
=
{
Y ∈ S0m [0, T ] : ∃ a > 1, E sup
s∈[0,T ]
|eV
a,p
s Ys|
p <∞
}
.
Remark that if µs and ℓ
2
s are deterministic functions then, for all p > 1, S
1+,p
m [0, T ] =
Spm [0, T ].
Proposition 3 Let (u0, uˆ0) ∈ ∂ϕ and assumptions (A1−A3) be satisfied. Then for every a, p > 1
there exists a constant Ca,p such that for every (Y,Z) solution of BSDE (1) satisfying
E sup
s∈[0,T ]
epVs |Ys − u0|
p + E
(∫ T
0
eVs (|uˆ0|+ |F (s, u0, 0)|) ds
)p
<∞,
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the following inequality holds P-a.s., for all t ∈ [0, T ] :
E
Ft
[
sup
s∈[t,T ]
∣∣eVs (Ys − u0)∣∣p +
(∫ T
t
e2Vs |Zs|
2 ds
)p/2]
+EFt
(∫ T
t
e2Vs |ϕ(Ys)− ϕ (u0)| ds
)p/2
+ EFt
∫ T
t
epVs |Ys − u0|
p−2
1Ys 6=u0 |Zs|
2 ds
+EFt
∫ T
t
epVs |Ys − u0|
p−2
1Ys 6=u0 |ϕ(Ys)− ϕ (u0)| ds
≤ Ca,pE
Ft
[
epVT |η − u0|
p +
(∫ T
t
eVs |uˆ0| ds
)p
+
(∫ T
t
eVs |F (s, u0, 0)| ds
)p ]
(7)
and, for every R0 > 0 and p ≥ 2,
R
p/2
0 E
Ft
(∫ T
t
e2Vs |F (s, Ys, Zs)| ds
)p/2
+ EFt
∫ T
t
epVs |Ys − u0|
p−2
1Ys 6=u0 |F (s, Ys, Zs)| ds
≤ Ca,p
[
E
FtepVT |η − u0|
p +R
p/2
0 E
Ft
(∫ T
t
e2Vs1p≥2
(
F#u0,R0 (s) +R0γ
+
s
)
ds
)p/2
+EFt
(∫ T
t
eVs
(
F#u0,R0 (s) + 2R0 |γs|
)
ds
)p ]
,
(8)
where
F#u0,R0 (t)
def
= sup
|y−u0|≤R0
|F (t, y, 0)| .
Proof. We can write
Yt − u0 = η − u0 +
∫ T
t
[F (s, Ys, Zs) ds− dKs]−
∫ T
t
ZsdBs
Let R0 ≥ 0. The monotonicity property of F implies that, for all |v| ≤ 1 :
〈F (t, u0 +R0v, z) − F (t, y, z) , u0 +R0v − y〉 ≤ µt |u0 +R0v − y|
2 ,
and, consequently
R0 〈F (t, y, z) ,−v〉+ 〈F (t, y, z) , y − u0〉
≤ µt |u0 +R0v − y|
2 + |F (t, u0 +R0v, z)| |y −R0v − u0|
≤ µt |u0 +R0v − y|
2 +
[
F#u0,R0 (t) + ℓt |z|
]
|y −R0v − u0|
≤ µt |u0 +R0v − y|
2 + F#u0,R0 (t) |y −R0v − u0|+
a
2np
ℓ2t |y −R0v − u0|
2 +
np
2a
|z|2
≤ F#u0,R0 (t) (|y − u0|+R0) + γt
[
|y − u0|
2 − 2R0 〈v, y − u0〉+R20 |v|
2
]
+
np
2a
|z|2
≤
[
R0F
#
u0,R0
(t) +R20γ
+
t
]
+
[
F#u0,R0 (t) + 2R0 |γt|
]
|y − u0|+ γt |y − u0|
2 +
np
2a
|z|2
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Taking sup|v|≤1 , we have
R0 |F (t, Yt, Zt)| dt+ 〈Yt − u0, F (t, Yt, Zr)〉 dt
≤
[
R0F
#
u0,R0
(t) +R20γ
+
t
]
+
[
F#u0,R0 (t) + 2R0 |γt|
]
|Yt − u0|+ |Yt − u0|
2 dVt +
np
2a
|Zt|
2
From the subdifferential inequalities we have
|ϕ(t, Yt)− ϕ (t, u0)| ≤ [ϕ(t, Yt)− ϕ (t, u0)] + 2 |uˆ0| |Yt − u0| ,
and
[ϕ(t, Yt)− ϕ (t, u0)] dt ≤ 〈Yt − u0, dKt〉
Therefore
|ϕ(t, Yt)− ϕ (t, u0)| dt ≤ 〈Yt − u0, dKt〉+ 2 |uˆ0| |Yt − u0| dt.
From the above it follows that
[R0 |F (t, Yt, Zt)|+ |ϕ(Yt)− ϕ (u0)|] dt+ 〈Yt − u0, F (t, Yt, Zt) dt− dKt〉
≤
[
R0F
#
u0,R0
(t) +R20γ
+
t
]
dt+
[
F#u0,R0 (t) + 2R0 |γt|+ 2 |uˆ0|
]
|Yt − u0| dt
+ |Yt − u0|
2 dVt +
np
2a
|Zt|
2
(9)
For R0 = 0, inequality (7) clearly follows from (9) applying Proposition 11 from Appendix.
For R0 > 0we moreover deduce, using once again Proposition 11, inequality (8).
Remark 4 Denoting
Θ = eVT |η − u0|+
∫ T
0
eVs |uˆ0| ds+
∫ T
0
eVs |F (s, u0, 0)| ds
we deduce that, for all t ∈ [0, T ] :
|Yt| ≤ |u0|+ C
1/p
a,p e
−Vt
(
E
FtΘp
)1/p
, a.s. (10)
Corollary 5 Let p ≥ 2. We suppose moreover that there exist r0, c0 > 0 such that
ϕ#u0,r0
def
= sup {ϕ (u0 + r0v) : |v| ≤ 1} ≤ c0 .
Then
r
p/2
0 E
Ft
(∫ T
t
e2Vsd lKls
)p/2
≤ Ca,pE
Ft
[
epVT |η − u0|
p +
(
ϕ#u0,r0 − ϕ (u0)
)(∫ T
t
e2Vsds
)p/2
+
(∫ T
t
eVs |uˆ0| ds
)p
+
(∫ T
t
eVs |F (s, u0, 0)| ds
)p ]
(11)
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Proof. Let an arbitrary function v ∈ C ([0, T ] ;Rm) such that ‖v‖T ≤ 1. From the subdiffer-
ential inequality
〈u0 + r0v (t)− Yt, dKt〉+ ϕ(Yt)dt ≤ ϕ (u0 + r0v (t)) dt,
we deduce that
r0d lKlt + ϕ(Yt)dt ≤ 〈Yt − u0, dKt〉+ ϕ
#
u0,r0dt.
Since
〈Yt − u0, uˆ0〉+ ϕ (u0) ≤ ϕ(Yt),
then
r0d lKlt ≤ 〈Yt − u0, dKt〉+ |uˆ0| |Yt − u0| dt+
[
ϕ#u0,r0 − ϕ (u0)
]
dt
Therefore
r0d lKlt + 〈Yt − u0, F (t, Yt, Zt) dt− dKt〉
≤
(
ϕ#u0,r0 − ϕ (u0)
)
dt+ |Yt − u0| (|uˆ0|+ |F (t, u0, 0)|) dt
+ |Yt − u0|
2 dVt +
np
2a
|Zt|
2 dt.
The inequality (11) follows using Proposition 11.
Proposition 6 (Uniqueness) Let assumptions (A1−A3) be satisfied. Let a, p > 1. If (Y,Z) , (Y˜ , Z˜) ∈
S0m [0, T ] × Λ
0
m×k (0, T ) are two solutions of BSDE (1) corresponding respectively to η and η˜ such
that
E sup
s∈[0,T ]
epVs |Ys − Y˜s|
p <∞,
then for all t ∈ [0, T ] ,
epVt |Ys − Y˜s|
p ≤ EFt
(
epVT |η − η˜|p
)
, P-a.s.
and there exists a constant Ca,p such that P-a.s., for all t ∈ [0, T ] :
E
Ft
[
sup
s∈[t,T ]
epVs |Ys − Y˜s|
p +
(∫ T
t
e2Vs |Zs − Z˜s|
2ds
)p/2]
≤ Ca,pEFtepVT |η − η˜|
p .
(12)
Moreover, the uniqueness of solution (Y,Z) of BSDE (1) holds in S1
+,p
m [0, T ] × Λ0m×k (0, T ).
Proof. Let (Y,Z), (Y˜ , Z˜) ∈ S0m [0, T ] × Λ
0
m×k (0, T ) be two solutions corresponding to η and
η˜ respectively. Then there exists p > 1 such that Y, Y˜ ∈ Spm [0, T ] and
Yt − Y˜t = η − η˜ +
∫ T
t
dLs −
∫ T
t
(Zs − Z˜s)dBs
where
Lt =
∫ t
0
[
(F (s, Ys, Zs)− F
(
s, Y˜s, Z˜s
)
)ds − (dKs − dK˜s)
]
.
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Since by (5) 〈Ys − Y˜s, dKs − dK˜s〉 ≥ 0, then, for all a > 1,
〈Yt − Y˜t, dLt〉 ≤ |Yt − Y˜t|2µtdt+ |Yt − Y˜t||Zt − Z˜t|ℓtdt
≤ |Yt − Y˜t|2
(
µt +
a
2np
ℓ2t
)
dt+
np
2a
|Zt − Z˜t|2dt.
By Proposition 11, from Appendix, inequality (12) follows.
Let now p > 1 be such that (Y,Z) , (Y˜ , Z˜) ∈ S1
+,p
m [0, T ] × Λ0m×k (0, T ) are two solutions
of BSDE (1) corresponding respectively to η and η˜. From the definition of space S1+,pm [0, T ]
there exists a > 1 such that
E sup
t∈[0,T ]
|eV
a,p
t Yt|
p <∞, E sup
t∈[0,T ]
|eV
a,p
t Y˜t|
p <∞.
Consequently estimate (12) follows and uniqueness too.
3 BSVI - an existence result
Using Proposition 3 we can prove now the existence of a triple (Y,Z,K)which is a solution,
in the sense of Definition 1, for BSVI (1). In order to obtain the absolute continuity with
respect to dt for the processK it is necessary to impose a supplementary assumption.
Let (u0, uˆ0) ∈ ∂ϕ be fixed and
Θa,pT
def
= Ca,pe
2p‖V ‖T
[
|η − u0|
p +
(∫ T
0
|uˆ0| ds
)p
+
(∫ T
0
|F (s, u0, 0)| ds
)p]
, (13)
where a, p > 1, Ca,p is the constant given by Proposition 3 and V
a,p
t is defined by (6).
If there exists a constantM such that
|η|+
∫ T
0
|F (s, u0, 0)| ds ≤M, a.s.
then
Θa,pT ≤ Ca,pe
2p‖V ‖T [(M + |u0|)
p + |uˆ0|
p T p]
and by (10)
|Yt| ≤ |u0|+
(
E
FtΘa,pT
)1/p
≤ |u0|+ C
1/p
a,p e
2‖V ‖T [M + |u0|+ |uˆ0|T ] , a.s.
We will make the following assumptions:
(A4) There exist p ≥ 2, a positive stochastic process β ∈ L1 (Ω× (0, T )), a positive function
b ∈ L1 (0, T ) and a real number κ ≥ 0, such that
(i) Eϕ+ (η) <∞,
(ii) for all (u, uˆ) ∈ ∂ϕ and z ∈ Rm×k :
〈uˆ, F (t, u, z)〉 ≤
1
2
|uˆ|2 + βt + b (t) |u|
p + κ |z|2
dP⊗ dt-a.e., (ω, t) ∈ Ω× [0, T ] ,
and
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(A5) There existM,L > 0 and (u0, uˆ0) ∈ ∂ϕ such that:
(i) Eϕ+ (η) <∞,
(ii) ℓt ≤ L, a.e., t ∈ [0, T ] ,
(iii) |η|+
∫ T
0
|F (s, u0, 0)| ds ≤M, a.s., ω ∈ Ω,
(iv) ∃R0 ≥ |u0|+ C
1/p
a,p e2‖V ‖T [M + |u0|+ |uˆ0|T ]
such that E
∫ T
0
(
F#R0(s)
)2
ds <∞
We note that, if 〈uˆ, F (t, u, z)〉 ≤ 0, for all (u, uˆ) ∈ ∂ϕ, then condition (A4-ii) is satisfied
with βt = b (t) = κ = 0. For example, if ϕ = ID¯ (the convex indicator of closed convex
set D¯) and ny denotes the unit outward normal vector to D¯ at y ∈ Bd
(
D¯
)
, then condition
〈ny, F (t, y, z)〉 ≤ 0 for all y ∈ Bd
(
D¯
)
yields (A4-ii) with βt = b (t) = κ = 0. In this last case
the Itoˆ’s formula for ψ (y) = [distD¯ (y)]
2 and the uniqueness yieldsK = 0.
We also remark that if F (t, y, z) = F (y, z) then assumptions (A5) becomes
|η|+ Eϕ+ (η) ≤M, a.s., ω ∈ Ω.
Theorem 7 (Existence) Let p ≥ 2 and assumptions (A1−A3) be satisfied with s→ µs = µ (s) and
s→ ℓs = ℓ (s) deterministic processes. Suppose moreover that, for all ρ ≥ 0,
E |η|p + E
(∫ T
0
F#ρ (s)ds
)p
<∞,
and one of assumptions (A4) or (A5) is satisfied. Then there exists a unique pair (Y,Z) ∈ S
p
m [0, T ]×
Λpm×k (0, T ) and a unique stochastic process U ∈ Λ
2
m (0, T ) such that
(a)
∫ T
0
|F (t, Yt, Zt)| dt <∞, P-a.s.,
(b) Yt (ω) ∈ Dom (∂ϕ) , dP⊗ dt- a.e. (ω, t) ∈ Ω× [0, T ] ,
(c) Ut (ω) ∈ ∂ϕ (Yt (ω)) , dP⊗ dt - a.e. (ω, t) ∈ Ω× [0, T ]
and for all t ∈ [0, T ] :
Yt +
∫ T
t
Usds = η +
∫ T
t
F (s, Ys, Zs) ds−
∫ T
t
ZsdBs, a.s. (14)
Moreover, uniqueness holds in S1
+
m [0, T ]× Λ
0
m×k (0, T ) , where
S1
+
m [0, T ]
def
=
⋃
p>1
Spm [0, T ] .
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Proof. Let (Y,Z), (Y˜ , Z˜) ∈ S1
+
m [0, T ] × Λ
0
m×k (0, T ) be two solutions. Then ∃p1, p2 > 1 such
that Y ∈ Sp1m [0, T ], Y˜ ∈ S
p2
m [0, T ] and it follows that Y, Y˜ ∈ S
p
m [0, T ], where p = p1 ∧ p2.
Applying Proposition 6 we obtain the uniqueness.
To prove existence of a solution we can assume, without loss of generality, that there
exists u0 ∈ Dom (ϕ) such that
0 = ϕ (u0) ≤ ϕ (y) , ∀y ∈ R
m, (15)
hence 0 ∈ ∂ϕ (u0), since, in the sense of Definition 1, we can replace BSVI (1) by{
−dYt + ∂ϕ˜ (Yt) dt ∋ F˜ (t, Yt, Zt) dt− ZtdBt, 0 ≤ t < T
YT = η,
where, for (u0, uˆ0) ∈ ∂ϕ fixed,
ϕ˜(y)
def
= ϕ(y)− ϕ(u0)− 〈uˆ0, y − u0〉 , y ∈ Rd
F˜ (t, y, z)
def
= F (t, y, z) − uˆ0, y ∈ Rd, t ∈ [0, T ] .
Step 1. Approximating problem.
Let ε ∈ (0, 1] and the approximating equation
Y εt +
∫ T
t
∇ϕε (Y
ε
s ) ds = η +
∫ T
t
F (s, Y εs , Z
ε
s) ds−
∫ T
t
ZεsdBs, a.s., t ∈ [0, T ] , (16)
∇ϕε is the gradient of the Yosida’s regularization ϕε of the function ϕ.
Using (15) we obtain
0 = ϕ (u0) ≤ ϕ(Jεy) ≤ ϕε(y) ≤ ϕ(y), Jε (u0) = u0, ∇ϕε(u0) = 0. (17)
It follows from [2], Theorem 4.2 (see also [12], Chapter 5) that equation (16) has an unique
solution (Y ε, Zε) ∈ Spm [0, T ]× Λ
p
m×k (0, T ).
Step 2. Boundedness of Y ε and Zε, without supplementary assumptions (A4) or (A5).
From Proposition 3, applied for (16), we obtain, for all a > 1,
E
Ft
[
sup
s∈[t,T ]
∣∣eVs (Y εs − u0)∣∣p +
(∫ T
t
e2Vsϕε(Y
ε
s )ds
)p/2
+
(∫ T
t
e2Vs |Zεs |
2 ds
)p/2]
≤ Ca,pE
Ft
[
epVT |η − u0|
p +
(∫ T
t
eVs |F (s, u0, 0)| ds
)p]
.
(18)
In particular there exists a constant independent of ε such that
(a) E ‖Y ε‖2T ≤
(
E ‖Y ε‖pT
)2/p
≤ C,
(b) E
∫ T
0
|Zεs |
2 ds ≤
[
E
(∫ T
0
|Zεs |
2 ds
)p/2]2/p
≤ C.
(19)
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Moreover, from (10) we obtain
|Y εt | ≤ |u0|+
(
E
FtΘa,pT
)1/p
(20)
where Θa,pT is given by (13) with uˆ0 = 0 (since ∇ϕε(u0) = 0).
Throughout the proof we shall fix a = 2 (and then Vt defined by (6), with np = 1 ∧
(p− 1) = 1, becomes Vt =
∫ t
0
[
µ (s) + ℓ2 (s)
]
ds)
Step 3. Boundedness of ∇ϕε(Y
ε
s ).
Using the following stochastic subdifferential inequality (for proof see Proposition 2.2,
[10])
ϕε(Y
ε
t ) +
∫ T
t
〈∇ϕε(Y
ε
s ), dY
ε
s 〉 ≤ ϕε(Y
ε
T ) = ϕε(η) ≤ ϕ(η),
we deduce that, for all t ∈ [0, T ] ,
ϕε(Y
ε
t ) +
∫ T
t
|∇ϕε(Y
ε
s )|
2 ds ≤ ϕ(η) +
∫ T
t
〈∇ϕε(Y
ε
s ), F (s, Y
ε
s , Z
ε
s )〉 ds
−
∫ T
t
〈∇ϕε(Y
ε
s ), Z
ε
sdBs〉 .
(21)
Since
E
(∫ T
0
|∇ϕε (Y
ε
s ) |
2|Zεs |
2ds
)1/2
≤
1
ε
E
[(
sup
s∈[0,T ]
|Y εs |
)(∫ T
0
|Zεs |
2ds
)1/2]
≤
1
ε2
E
(
sup
s∈[0,T ]
|Y εs |
2
)
+ E
(∫ T
0
|Zεs |
2ds
)
<∞,
then
E
∫ T
t
〈∇ϕε(Y
ε
s ), Z
ε
sdBs〉 = 0.
Under assumption (A4), since ∇ϕε(Y
ε
s ) ∈ ∂ϕ (Jε (Y
ε
s )), then
〈∇ϕε(Y
ε
s ), F (s, Y
ε
s , Z
ε
s )〉
=
1
ε
〈Y εs − Jε (Y
ε
s ) , F (s, Y
ε
s , Z
ε
s)− F (s, Jε (Y
ε
s ) , Z
ε
s )〉+ 〈∇ϕε(Y
ε
s ), F (s, Jε (Y
ε
s ) , Z
ε
s)〉
≤
1
ε
µ+ (s) |Y εs − Jε (Y
ε
s )|
2 +
1
2
|∇ϕε(Y
ε
s )|
2 + βs + b (s) |Jε (Y
ε
s )|
p + κ |Zεs |
2 .
From (2) and inequality
|Jε (Y
ε
s )| ≤ |Jε (Y
ε
s )− Jε (u0)|+ |u0| ≤ |Y
ε
s − u0|+ |u0|
we have, for all t ∈ [0, T ] ,
Eϕε(Y
ε
t ) +
1
2
E
∫ T
t
|∇ϕε(Y
ε
s )|
2 ds
≤ Eϕ(η) + 2
∫ T
t
µ+ (s)Eϕε(Y
ε
s )ds+ E
∫ T
t
(
βs + b (s) (|Y
ε
s − u0|+ |u0|)
p + κ |Zεs |
2
)
ds
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that yields, via estimate (18) and the backward Gronwall’s inequality, that there exists a
constant C > 0 independent of ε ∈ (0, 1] such that
(a) Eϕε(Y
ε
t ) + E
∫ T
0
|∇ϕε(Y
ε
s )|
2 ds ≤ C,
(b) E |Y εt − Jε (Y
ε
t )|
2 ≤ Cε.
(22)
If we suppose (A5) then, from (20), we infer that
|Y εt | ≤ |u0|+
(
E
FtΘ2,pT
)1/p
≤ |u0|+ C
1/p
2,p e
2‖V ‖T [M + |u0|+ |uˆ0|T ]
def
= R0 (23)
Now
〈∇ϕε(Y
ε
s ), F (s, Y
ε
s , Z
ε
s )〉
= 〈∇ϕε(Y
ε
s ), F (s, Y
ε
s , 0)〉+ 〈∇ϕε(Y
ε
s ), F (s, Y
ε
s , Z
ε
s)− F (s, Y
ε
s , 0)〉
≤
1
2
|∇ϕε(Y
ε
s )|
2 + |F#R0 (s) |
2 + L2 |Zεs |
2
Hence from (21) it follows that, for all t ∈ [0, T ] ,
Eϕ(Jε (Y
ε
t )) +
1
2
E
∫ T
t
|∇ϕε(Y
ε
s )|
2 ds ≤ E
(
ϕ(η) +
∫ T
t
|F#R0 (s) |
2ds+ L2
∫ T
t
|Zεs |
2 ds
)
(24)
and from (19) we obtain boundedness inequalities (22).
Step 4. Cauchy sequence and convergence.
Let ε, δ ∈ (0, 1].
We can write
Y εt − Y
δ
t =
∫ T
t
dKε,δs −
∫ T
t
ZεsdBs
where
Kε,δt =
∫ t
0
[
F (s, Y εs , Z
ε
s)− F
(
s, Y δs , Z
δ
s
)
−∇ϕε (Y
ε
s ) +∇ϕδ
(
Y δs
)]
ds.
Then
〈Y εt − Y
δ
t , dK
ε,δ
t 〉 ≤ (ε+ δ)〈∇ϕε(Y
ε
t ),∇ϕδ(Y
δ
t )〉dt+ |Y
ε
t − Y
δ
t |
2dVt +
1
4
|Zεt − Z
δ
t |
2dt,
and by Proposition 11, with p = 2,
E sup
s∈[0,T ]
∣∣∣Y εs − Y δs ∣∣∣2 + E
∫ T
0
∣∣∣Zεs − Zδs ∣∣∣2 ds ≤ CE
∫ T
0
(ε+ δ)
〈
∇ϕε(Y
ε
s ),∇ϕδ(Y
δ
s )
〉
ds
≤
1
2
C(ε+ δ)
[
E
∫ T
0
|∇ϕε(Y
ε
s )|
2 ds + E
∫ T
0
∣∣∣∇ϕδ(Y δs )∣∣∣2 ds
]
≤ C ′(ε+ δ).
Hence there exist (Y,Z,U) ∈ S2m [0, T ]×Λ
2
m×k (0, T )×Λ
2
m (0, T ) and a sequence εn ց 0 such
that
Y εn → Y, in S2m [0, T ] and a.s. in C ([0, T ] ;R
m) ,
Zεn → Z, in Λ2m×k (0, T ) and a.s. in L
2
(
0, T ;Rm×k
)
,
∇ϕε(Y
ε) ⇀ U, weakly in Λ2m (0, T ) ,
Jεn (Y
εn)→ Y, in Λ2m (0, T ) and a.s. in L
2 (0, T ;Rm) .
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Passing to limit in (16) we conclude that
Yt +
∫ T
t
Usds = η +
∫ T
t
F (s, Ys, Zs) ds−
∫ T
t
ZsdBs, a.s.
Since ∇ϕε(Y
ε
s ) ∈ ∂ϕ (Jε (Y
ε
s )) then for all A ∈ F , 0 ≤ s ≤ t ≤ T and v ∈ S
2
m [0, T ] ,
E
∫ t
s
1A 〈∇ϕε(Y
ε
r ), vr − Y
ε
r 〉 dr + E
∫ t
s
1Aϕ(Jε (Y
ε
r ))dr ≤ E
∫ t
s
1Aϕ(vr)dr
Passing to lim inf for ε = εn ց 0 in the above inequality we obtain that Us ∈ ∂ϕ (Ys). Hence
(Y,Z,U) ∈ Spm [0, T ] × Λ
p
m×k (0, T ) × Λ
2
m (0, T ) and (Y,Z,K) , with Kt =
∫ t
0 Usds, is the
solution of BSVI (1).
Step 5. Remarks in case (A5).
Passing to lim inf for ε = εn ց 0 in (23) and (24) it follows, using assumptions (A5), that
the solution also satisfies
(a) |Yt| ≤ R0, a.s. for all t ∈ [0, T ] ,
(b) Eϕ(Yt) +
1
2
E
∫ T
t
|Us|
2 ds ≤ E
(
ϕ(η) +
∫ T
0
∣∣∣F#R0 (s)
∣∣∣2 ds+ L2 ∫ T
0
|Zs|
2 ds
)
.
The proof is completed now.
Remark 8 The existence Theorem 7 is well adapted to the Hilbert spaces since we do not impose an
assumption of type
Int (Dom (ϕ)) 6= ∅,
which is very restrictive for the infinite dimensional spaces. In the context of the Hilbert spaces The-
orem 7 holds in the same form and one can give, as examples, partial differential backward stochastic
variational inequalities (see [11]).
4 BSVI - a general existence result
We replace now assumptions (A5) with Int (Dom (ϕ)) 6= ∅.
Theorem 9 (Existence) Let p ≥ 2 and assumptions (A1−A3) be satisfied with s→ µs = µ (s) and
s→ ℓs = ℓ (s) deterministic processes. We suppose moreover that
Int (Dom (ϕ)) 6= ∅
and for all ρ ≥ 0
E |η|p + E
(∫ T
0
F#ρ (s)ds
)p
<∞.
Then there exists a unique triple (Y,Z,K) ∈ Spm [0, T ]×Λ
p
m×k (0, T )×S
p
m (0, T ) , E lKl
p/2
T <∞,
such that for all t ∈ [0, T ] :

Yt +KT −Kt = η +
∫ T
t
F (s, Ys, Zs) ds−
∫ T
t
ZsdBs, a.s.,
dKt ∈ ∂ϕ (Yt) dt, a.s.,
YT = η, a.s.,
(25)
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which means that BSVI (1) has a unique solution, and moreover
E ‖Y ‖pT + E ‖K‖
p
T + E lKl
p/2
T + E
∫ T
0
|Zt|
2 dt <∞.
Proof. The uniqueness was proved in Proposition 6.
Step 1. Existence under supplementary assumption
∃M > 0, u0 ∈ Int (Dom (∂ϕ)) such that
E |ϕ (η)|+ |η|+
∫ T
0
|F (s, u0, 0)| ds ≤M, a.s. ω ∈ Ω
(26)
Let R0 defined by (23) and denote
ζt = ℓ (t) + F
#
R0
(t)
By Theorem 7 there exists a unique (Y n, Zn, Un) ∈ Spm [0, T ] × Λ
p
m×k (0, T ) × Λ
2
m (0, T ) such
that Uns ∈ ∂ϕ (Y
n
s ) and for all t ∈ [0, T ] :
Y nt +
∫ T
t
Uns ds = η +
∫ T
t
F (s, Y ns , Z
n
s )1ζt≤nds−
∫ T
t
Zns dBs, a.s. (27)
Moreover
sup
s∈[0,T ]
|Y ns | ≤ R0, a.s. (28)
and
E
(∫ T
0
|ϕ(Y ns )| ds
)p/2
+ E
(∫ T
0
|Zns |
2 ds
)p/2
≤ C. (29)
Let q = p/2, nq = 1 ∧ (q − 1), a = 2 and V
2,q
t given by (6).
Since〈
Y nt − Y
n+l
t ,
(
F (t, Y nt , Z
n
t ) 1ζt≤n − U
n
t − F
(
t, Y n+lt , Z
n+l
t
)
1ζt≤n+l + U
n+l
t
)〉
dt
≤
〈
Y nt − Y
n+l
t , F (t, Y
n
t , Z
n
t )
〉 (
1ζt≤n − 1ζt≤n+l
)
dt+
∣∣∣Y nt − Y n+lt ∣∣∣2 dV 2,qt
+
nq
4
∣∣∣Znt − Zn+lt ∣∣∣2 dt,
then by Proposition 11, from Appendix, (with a = 2) there exists a constant depending only
on p, such that
E sup
s∈[0,T ]
∣∣∣Y ns − Y n+ls ∣∣∣p/2 + E
(∫ T
0
∣∣∣Zns − Zn+ls ∣∣∣2 ds
)p/4
≤ Cp e
p‖V 2,q‖
T E
(∫ T
0
1ζs≥n |F (s, Y
n
s , Z
n
s )| ds
)p/2
.
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But
E
(∫ T
0
1ζs≥n |F (s, Y
n
s , Z
n
s )| ds
)p/2
≤ E
(∫ T
0
1ζs≥n
(
F#R0 (s) + ℓ (s) |Z
n
s |
)
ds
)p/2
≤ C ′pE
(∫ T
0
1ζs≥nF
#
R0
(s) ds
)p/2
+C ′p
[
E
(∫ T
0
1ζs≥nℓ
2 (s) ds
)p/2]1/2
·
[
E
(∫ T
0
|Zn (s)|2 ds
)p/2]1/2
≤ C ′p
[
E
(∫ T
0
1ζs≥nF
#
R0
(s) ds
)p]1/2
+C ′p C
1/2
[
E
(∫ T
0
1ζs≥nℓ
2 (s) ds
)p]1/2
→ 0, as n→∞.
Hence there exists a pair (Y,Z) ∈ S
p/2
m [0, T ]× Λ
p/2
m×k (0, T ) such that, as n→∞
(Y n, Zn)→ (Y,Z) in Sp/2m [0, T ]× Λ
p/2
m×k (0, T )
In particular Y n0 → Y0 in R
m and from equation (27) it follows that
Kn· =
∫ ·
0
Uns ds→ K, in S
0
m [0, T ] .
Now by (11) for Vt = V
2,p
t we obtain
E
(∫ T
0
|Unt | dt
)p/2
= E lKnl
p/2
T
≤ Ce2p‖V ‖T
[
1 + T + E |η|p + E
(∫ T
0
|F (t, u0, 0)| dt
)p]
with C = C (p, u0, uˆ0, r0, ϕ) .
Therefore
E lKl
p/2
T ≤ Ce
2p‖V ‖T
[
1 + T + E |η|p + E
(∫ T
0
|F (s, u0, 0)| ds
)p]
.
Passing to lim inf as n→∞, eventually on a subsequence, we deduce from (18) and (20) that
sup
s∈[0,T ]
|Ys| ≤ R0, a.s.
and
E
(∫ T
0
|ϕ(Ys)| ds
)p/2
+ E
(∫ T
0
|Zs|
2 ds
)p/2
≤ C.
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To show that (Y,Z,K) is solution of BSDE (25) it remains to show that dKt ∈ ∂ϕ (Yt) (dt).
Applying Corollary 13 we obtain dKt ∈ ∂ϕ (Yt) (dt), since dKnt = U
n
t dt ∈ ∂ϕ (Y
n
t ) dt.
Step 2. Existence without supplementary assumption (26).
Let (u0, uˆ0) ∈ ∂ϕ such that u0 ∈ Int (Dom (ϕ)) and B (u0, r0) ⊂ Dom (ϕ) . Recall that
ϕ#u0,r0
def
= sup {ϕ (u0 + r0v) : |v| ≤ 1} <∞.
We introduce
ηn = η1[0,n] (|η|+ |ϕ (η)|) + u01(n,∞) (|η|+ |ϕ (η)|)
and
Fn (t, y, z) = F (s, y, z)− F (s, u0, 0) 1|F (s,u0,0)|≥n
Clearly
|ηn|+ |ϕ (ηn)|+ |F
n (t, u0, 0)| ≤ 3n+ |ϕ (u0)| .
By Step 1, for each n ∈ N∗ there exists a unique triple (Y n, Zn,Kn) ∈ Spm [0, T ]×Λ
p
m×k (0, T )×
S
p/2
m (0, T ) solution of BSDE
Y nt + (K
n
T −K
n
t ) = η
n +
∫ T
t
Fn (s, Y ns , Z
n
s ) ds −
∫ T
t
Zns dBs, a.s. (30)
From Corollary 5 and Proposition 6 we infer that there exists a constant Cp such that
Er
p/2
0 lK
nl
p/2
T + E sup
s∈[0,T ]
|(Y ns − u0)|
p + E
(∫ T
0
|ϕ(Y ns )− ϕ (u0)| ds
)p/2
+E
(∫ T
0
|Zns |
2 ds
)p/2
≤ Cpe
2p‖V ‖T
[ [
ϕ#u0,r0 − ϕ (u0)
]p/2
T p/2 + |uˆ0|
p T p
+E |ηn − u0|
p + E
(∫ T
0
|Fn (s, u0, 0)| ds
)p]
≤ Cpe
2p‖V ‖T
[ [
ϕ#u0,r0 − ϕ (u0)
]p/2
T p/2 + |uˆ0|
p T p + E |η − u0|
p+
+E
(∫ T
0
|F (s, u0, 0)| ds
)p]
(31)
Remark that p ≥ 2 is required only to obtain the estimate of E lKnl
p/2
T .
Since
〈Y ns − Y
n+l
s , F
n (s, Y ns , Z
n
s )− F
n+l
(
s, Y n+ls , Z
n+l
s
)
〉
≤
∣∣∣Y ns − Y n+ls ∣∣∣ |F (s, u0, 0)|1|F (s,u0,0)|≥n + ∣∣∣Y ns − Y n+ls ∣∣∣2 dVt + 14
∣∣∣Zns − Zn+ls ∣∣∣2 ds
then by Proposition 11 we obtain
E
(
sup
s∈[0,T ]
∣∣∣Y ns − Y n+ls ∣∣∣p )+ E(
∫ T
0
∣∣∣Zns − Zn+ls ∣∣∣2 ds)p/2
≤ Cpe
2p‖V ‖T
[
E
(
|η − u0|
p
1|η|+|ϕ(η)|≥n
)
+ E
(∫ T
0
|F (s, u0, 0)| 1|F (s,u0,0)|≥n
)p]
.
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Hence there exists a pair (Y,Z) ∈ Spm [0, T ] × Λ
p
m×k (0, T ) such that
(Y n, Zn)→ (Y,Z) , as n→∞, in Spm [0, T ] × Λ
p
m×k (0, T ) .
In particular Y n0 → Y0 in R
m. From equation (30) we have
Kn → K in S0m [0, T ] ,
and for all t ∈ [0, T ]
Yt +KT −Kt = η +
∫ T
t
F (s, Ys, Zs) ds−
∫ T
t
ZsdBs, a.s.
Letting n → ∞ and applying Proposition 12 we can assert that estimate (31) holds without
n. To complete the proof remark that from dKnt ∈ ∂ϕ (Y
n
t ) dt we can infer, using Corollary
13, that dKt ∈ ∂ϕ (Yt) dt.
Therefore (Y,Z,K) is solution of BSDE (25) in the sense of Definition 1.
Remark 10 When µ and ℓ are stochastic processes we obtain, with similar proofs as in Theorems 7
and 9, the existence of a solution in the space
U
p
m,k (0, T )
def
=
{
(Y,Z) ∈ S0m [0, T ]× Λ
0
m×k (0, T ) : ‖(Y,Z)‖a,p <∞, ∀a > 1
}
,
where
‖(Y,Z)‖pa,p
def
= E
(
sup
s∈[0,T ]
epV
a,p
s |Ys|
p
)
+ E
(∫ T
0
e2V
a,p
s |Zs|
2ds
)p/2
.
5 Appendix
In this section we first present some useful and general estimates on (Y,Z) ∈ S0m [0, T ] ×
Λ0m×k (0, T ) satisfying an identity of type
Yt = YT +
∫ T
t
dKs −
∫ T
t
ZsdBs, t ∈ [0, T ] , P-a.s.,
whereK ∈ S0m [0, T ] and K· (ω) ∈ BV ([0, T ] ;R
m) P-a.s., ω ∈ Ω.
The following results and their proofs are given in the monograph of E. Pardoux, A.
Ra˘s¸canu [12], Annex C (a forthcoming publication).
Assume there exist
♦ D,R,N progressively measurable increasing continuous stochastic processes with
D0 = R0 = N0 = 0,
♦ V progressively measurable bounded-variation continuous stochastic process with
V0 = 0,
♦ a, p > 1,
such that, as signed measures on [0, T ] :
dDt + 〈Yt, dKt〉 ≤
(
1p≥2dRt + |Yt|dNt + |Yt|
2dVt
)
+
np
2a
|Zt|
2 dt (32)
where np = (p− 1) ∧ 1.
Let
∥∥Y eV ∥∥
[t,T ]
def
= sup
s∈[t,T ]
∣∣YseVs∣∣ and ∥∥Y eV ∥∥T def= ∥∥Y eV ∥∥[0,T ] .
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Proposition 11 Assume (32) and that
E
∥∥Y eV ∥∥p
T
+ E
(∫ T
0
e2Vs1p≥2dRs
)p/2
+ E
(∫ T
0
eVsdNs
)p
<∞.
Then there exists a positive constant Ca,p, depending only of a, p, such that, P-a.s., for all t ∈ [0, T ] :
E
Ft
[
sup
s∈[t,T ]
∣∣eVsYs∣∣p +
(∫ T
t
e2VsdDs
)p/2
+
(∫ T
t
e2Vs |Zs|
2 ds
)p/2]
+EFt
[∫ T
t
epVs |Ys|
p−2
1Ys 6=0dDs +
∫ T
t
epVs |Ys|
p−2
1Ys 6=0 |Zs|
2 ds
]
≤ Ca,p E
Ft
[∣∣eVT YT ∣∣p +
(∫ T
t
e2Vs1p≥2dRs
)p/2
+
(∫ T
t
eVsdNs
)p]
.
(33)
In particular for all t ∈ [0, T ] :
|Yt|
p ≤ Ca,p E
Ft
[(
|YT |
p + 1p≥2R
p
T +N
p
T
)
e
p‖(V·−Vt)+‖
[t,T ]
]
, P-a.s.,
Moreover if there exists a constant b ≥ 0 such that for all t ∈ [0, T ] :
∣∣eVT−VtYT ∣∣+
(∫ T
t
e2(Vs−Vt)1p≥2dRs
)1/2
+
∫ T
t
e(Vs−Vt)dNs ≤ b, a.s.
then for all t ∈ [0, T ] :
|Yt|
p + EFt
(∫ T
t
e2(Vs−Vt) |Zs|
2 ds
)p/2
≤ bpCa,p, P-a.s. (34)
The following results provides a criterion for passing to the limit in Stieltjes integral (for
the proofs we refer the reader to [12], Chapter I).
Proposition 12 Let Y,K, Y n,Kn be C ([0, T ] ;Rm)-valued random variables, n ∈ N. Assume
(i) ∃p > 0 such that sup
n∈N ∗
E lKnlpT <∞,
(ii) (‖Y n − Y ‖T + ‖K
n −K‖T )
prob.
−−−→ 0, as n→∞,
i.e. ∀ε > 0, P {(‖Y n − Y ‖T + ‖K
n −K‖T ) > ε} → 0, as n→∞.
Then, for all 0 ≤ s ≤ t ≤ T :∫ t
s
〈Y nr , dK
n
r 〉
prob.
−−−→
∫ t
s
〈Yr, dKr〉 , as n→∞,
and moreover,
E lKlpT ≤ lim infn→+∞
E lKnlpT .
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Corollary 13 Let the assumptions of Proposition 12 be satisfied. If A : Rm ⇒ Rm is a (multivalued)
maximal monotone operator then the following implication holds
dKnt ∈ A (Y
n
t ) dt on [0, T ] , a.s. ⇒ dKt ∈ A (Yt) dt on [0, T ] , a.s.
In particular if ϕ : Rd →]−∞,+∞] is a proper convex l.s.c. function then
dKnt ∈ ∂ϕ (Y
n
t ) dt on [0, T ] , a.s. ⇒ dKt ∈ ∂ϕ (Yt) dt on [0, T ] , a.s.
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