Introduction
Following the completion of genomic sequencing of the yeast Saccharomyces cerevisiae (Goffeau et al., 1996) , nearly the complete structure of the nematode Caenorhabditis elegans genome has recently been reported (The C. elegans Sequencing Consortium, 1998) . Sequencing projects in several eukaryotic genomes including the human genome are now in progress. Identification of the genes on these genomic sequences and inferring their functions are major themes of current computational genome analyses. One obstacle to gene identification is the fact that typical eukaryotic genes are segmented, and the prediction of precise exonic regions is still a challenging problem (Burge and Karlin, 1998; Claverie, 1997; Murakami and Takagi, 1998) .
Most gene-identification methods rely on statistical features of coding and non-coding sequences, and signals around the beginnings and ends of transcription, translation, and splicing. Various algorithms including artificial neural networks (Uberbacher and Mural, 1991) , hidden Markov models (Burge and Karlin, 1997) , and discriminant analyses (Zhang, 1997) coupled with dynamic programming algorithms (Snyder and Stormo, 1995; Xu et al., 1994) have been used to capture specific signals and derive a final prediction by combining several lines of information. The best-performing programs currently available correctly predict 70-80% of exons (Burge and Karlin, 1998; Claverie, 1997; Murakami and Takagi, 1998) . This level of accuracy might be sufficient for classification of the gene into a certain gene family, but is insufficient for some other purposes, such as predicting the structure of the encoded protein and evolutionary studies, since the chance of perfect prediction of the entire coding sequence declines exponentially with the number of exons in the gene.
Several gene-finding methods incorporate the results of sequence similarity searches (Altschul et al., 1990) to significantly improve the overall prediction accuracy (Burset and Guigó, 1996; Cai and Bork, 1998) . To achieve still better predictions, however, more direct involvement of homology information appears to be necessary (Mironov et al., 1998) . Homology information has been shown to be useful even for better identification of prokaryotic genes (Lolkema and Slotboom, 1998; Pearson et al., 1997) . A handful of methods have been proposed to predict eukaryotic gene structures by direct matching of the genomic DNA sequence and a reference protein (Birney and Durbin, 1997; Gelfand et al., 1996; Huang and Zhang, 1996) , or cDNA sequence (Florea et al., 1998; Mott, 1997) . 'Genewise' from Birney and Durbin (1997) appears to be the most general of these methods, since it considers frameshift errors and accepts a protein profile as the reference, while other methods lack either of the features. The use of a protein profile or a profile hidden Markov model, rather than a single sequence, may improve the alignment accuracy, as has been repeatedly experienced for homology searches (Altschul et al., 1997; Park et al., 1998) and multiple sequence alignment (Gotoh, 1996) . However, genewise does not necessarily predict the complete gene structure, and sometimes reports only fragmental accounts.
Upon investigating the members of some multi-gene families throughout the genome of C.elegans, I became aware that prediction-based CDSs annotated in public sequence databases, such as GenBank, might be wrong for up to nearly half of the genes (Gotoh, 1998) . I reached this notion because multiple protein sequence alignments derived from such CDSs contained several structurally implausible gaps (insertions and deletions). I was able to show that the reassignment of exons greatly improved the quality of alignments (Gotoh, 1998) . The principle of the prediction algorithm was straightforward; when the genomic sequence is spliced and translated, the conceptual protein sequence should optimally match the reference sequence or a 'generalized profile' as in the usual proteinprotein or protein-profile alignment with an affine gappenalty function. Our profile is more general than the usual (Gribskov et al., 1987) in terms of rigorous treatment of internal gaps of various lengths and positions (Gotoh, 1994) . Translational initiation, termination, and splicing signals as well as exonic coding potentials are also taken into account for the objective function to be optimized.
In this paper, I will show the details of the algorithm, which involves several novel features. First, a genomic sequence is encoded into translated codon (or tron) codes. The 23-letter codes can compactly encode the potential translated amino acid sequence without losing any information of the original nucleotide sequence. Second, a matching score for a codon interrupted by a phase-1 or phase-2 intron is rigorously evaluated, where phase-1 and phase-2 introns imply those located between the first and second, and the second and third nucleotides in a codon, respectively. Third, a special form of gap-penalty function that takes account of frameshift errors and long gaps is employed. Finally, an iterative strategy is developed to coherently improve the prediction accuracy for a set of paralogous genes within a genome. Empirical examinations with 291 C.elegans genes of experimentally identified exon-intron organizations indicated that our method accurately predicts exonic sequences with a correlation coefficient of about 97% at the nucleotide level, when the amino acid identities between the reference sequence and the objective gene product exceed the generally recognized range (twilight zone) of reliable global protein sequence alignment (Doolittle, 1981; Sander and Schneider, 1991) .
Methods

Tron code
A remarkable feature of the universal genetic code is that the second nucleotide in a codon greatly affects its specificity (Crick, 1968) . In fact, all codons for an amino acid have a unique nucleotide at the second position, except for Ser (TCN and AGY) and termination (TAR and TGA) codons. Thus, only 23 letters are necessary and sufficient to unambiguously encode both the original nucleotide sequence and conceptually translated amino acid sequences in the three frames. We propose to call each translated codon a 'tron' ∈ t , and express them by the standard one-letter amino acid codes ∈ a , except for 'J', 'O', and 'U', which are used to represent translated AGY, TAR, and TGA codons, respectively (Figure 1) .
. . b J , the tron code substitutes for the second nucleotide of a triplet. The tron codes at the first and last sites in a sequence may be determined based on the arbitrary assumption that a fixed nucleotide, 'A', occupies the sites immediately before the first and immediately after the last sites of the original nucleotide sequence. A usual 20×20 amino acid exchange matrix, M(a, b)(a, b ∈ a ), such as PAM250 (Dayhoff et al., 1978) and JTT250 (Jones et al., 1992) , is easily expanded to a 20 × 23 amino acid versus tron similarity matrix, 
Boundary signals and coding potential
We used the frequency of 'ditrons', i.e. neighboring trons every three sites, in three frames to estimate coding potential. All frequency data were normalized with the corresponding reference frequencies obtained from the 27 Mb of C.elegans genomic sequence that was publicly available by August 1998. More specifically, the coding potential at a site j, ϕ E j is calculated as:
where
is the relative frequency of tron b in general genomic sequence, f 0 (a, b) is the relative frequency of ditron (a, b) in 'in-frame' coding phase, and f k (a, b)(k = −1 and +1) are those in 'out-offrame'. To maintain consistency with a PAM matrix, a common logarithm (base 10) was used to calculate the score tables. This method is nearly the same as that which relies on phase-specific diamino usage, but is a little closer to the most popular methods based on hexamer frequencies or fifth-order Markov models (Fickett and Tung, 1992 ). The training set was obtained from 6298 CDSs described in the INV class of the GenBank database Release 84 (1994). More than three-quarters of the CDSs in the set were derived from species other than C.elegans. Since translated information is less species specific than the nucleotide sequence (Guigó and Fickett, 1995) , and since a ditron table is considerably smaller than a hexamer table (23 2 /4 6 = 1/7.74), our choice of the ditron method may be appropriate for the present analysis.
The signal strengths of each site as a potential translational start, stop, or 5 or 3 splicing boundary were evaluated by conditional probability matrices with a window size of 20 derived from first-order Markov models at the nucleotide sequence level (Salzberg, 1997; Zhang and Marr, 1993) . Experimentally verified splicing donor and acceptor sites (8192 each) of C.elegans genes were taken from the homepage of the Sanger Center (URL:
http://www.sanger.ac.uk/Projects/C elegans). Translational start and stop sites were obtained from the CDSs described above. The conditional probabilities were normalized and logarithmically transformed as mentioned above to yield score tables.
Gap-penalty function and matching algorithms
A special form of gap-penalty function was adopted (Figure 2 ). An insertion or deletion (indel) of k nucleotides was penalized by a restricted affine function (Chao, 1999; Huang and Zhang, 1996) if k was a multiple of 3; otherwise an additional penalty was given to allow, but disfavor, potential frameshifts. Since a constant basal penalty was assigned to an indel longer than a specified length K , our gap-penalty function is a little more general than the most commonly used affine functions. The basic matching algorithm was an extension of the 'longgap algorithm' proposed previously (Gotoh, 1990) , but modified so as to not penalize terminal gaps (Sellers, 1979) . The algorithm sketched in the Appendix runs in proportion to the product of the lengths of the sequences under comparison, despite the rather complicated form of the gap-penalty function. [The actual computation time is further reduced by use of the 'cutting-corners approximation' (Sankoff and Kruskal, 1983) ]. It was assumed that an insertion of nucleotides occurs only at a codon boundary. Moreover, a match between an amino acid or a profile vector and an incomplete codon containing a single-or double-nucleotide deletion was scored solely for that deletion. Although a more elaborate scoring scheme might be possible (Hein, 1994; Peltola et al., 1986) , our simple scheme is efficient and likely to perform as well as other alternative schemes (Pearson et al., 1997) . When the reference is a multiple sequence alignment containing internal gaps, the alignment was converted into a generalized profile as described previously (Gotoh, 1994) . We used a very restricted version of a 'candidate list' algorithm (Gotoh, 1993) , in which the maximal number of candidates retained at each iteration node is limited to three. Although this does not guarantee a rigorous optimal alignment, excessive rigor as to detailed alignment is unnecessary, since our major purpose is to determine the gene organization.
An insertion of nucleotides flanked by 5 and 3 splicing signals above a given threshold value is regarded as a potential intron, which is weighted by the sum of the flanking splicing signals (ψ 5 and ψ 3 ) plus a negative constant (intron penalty, −ν I ) irrespective of the length. At each boundary, the three coding frames were considered independently. Special care must be paid to phase-1 and phase-2 boundaries at which a codon is interrupted by an intron; i.e. the intron is spliced out, the recovered codon is translated, and then a matching score is calculated. A rigorous algorithm would require four variables corresponding to the four kinds of nucleotide at the first position of a phase-1 codon (see Appendix). Likewise, we need at least two variables corresponding to purine and pyrimidine at the third position in a phase-2 codon (b j in Figure 3(b) ). Considering the balance between rigorousness and efficiency, we adopted a compromise algorithm which uses one, one, and two variables for phase-0, phase-1, and phase-2 boundaries, respectively. The accidental appearance of a premature termination codon, the most harmful consequence of using a primitive method that skips regeneration of an interrupted codon, is thus effectively avoided.
A restriction was imposed so that a potential exon must match the reference at least in part. Thus, even if the combined score of the coding potential and exon/intron boundary signals for part of a genomic sequence is positive, that part is not considered a potential exon if the entire region is an 'insertion' relative to the reference sequence or profile. This restriction was necessary to avoid excessive false positives, especially outside a real gene.
A conventional traceback procedure is still used, where linked lists are recorded and retrieved (Gotoh, 1990 ). If we are interested in only the gene structure, the number of stored records was roughly 1/20 of the scan space, and this can be easily accommodated in the main memory of most contemporary workstations. We met no trouble other than a single exception in calculating the test data. A preliminary implementation of the linear space traceback algorithm (Myers and Miller, 1988) took nearly twice as long to execute as our standard method, and the difference was even greater when the scan space was restricted around the main diagonals. We are planning to develop a hybrid method, in which the linear space algorithm is used at initial phases until the expected storage requirement goes under some upper limit.
Test data and assessment of performance
Caenorhabditis elegans mRNAs containing complete or nearly complete CDSs were retrieved from GenBank Rel. 110 (December, 1998) . After removal of identical sequences and alternative transcripts other than the longest one, the corresponding genes throughout the entire C.elegans genome in six chromosomes were identified, and the exon/intron structures were estimated through a 'blastn' search (Altschul et al., 1990) followed by sequence alignment (Gotoh, 1990) . We were unable to identify complete structures for 8% (35 of 425) of the genes examined, presumably because the 'chromosomal' C.elegans genomic sequences (The C.elegans Sequencing Consortium, 1998) (October, 1996) with the 'blastp' program (Altschul et al., 1990) . We screened homologues by three criteria: (i) the sequence is derived from an organism other than C.elegans, (ii) the blast probability is less than 10 −3 , and (iii) the sequence is shorter than 120% and longer than 80% of the length of the C.elegans protein. Of the 390 genes tested, 291 had at least one homologue that satisfied criteria (i)-(iii). When more than one homologue was found, the one with the least blast probability was used as the 'reference protein'. In such a case, a multiple sequence alignment was constructed by the 'prrp' program (Gotoh, 1996) from the protein homologues. We finally obtained 260 alignments composed of at least two homologues that satisfied criteria (i)-(iii). Columns in each alignment consisting of more than G% (G = 50 by default) deletion characters were removed, and the trimmed alignment was converted into a 'generalized profile' (Gotoh, 1994) , and then used as a 'profile reference'.
In principle, it is possible but too demanding to predict the global structure of a gene without any preprocessing. Therefore, to test the performance of our method, we assumed that the location of an objective gene is known within a margin of M nucleotides, i.e. the region of the genomic sequence from the first nucleotide in the initiation codon −M to the last nucleotide of the termination codon +M was subjected to analysis. Unless otherwise specified, M = 100 was used throughout the tests.
Several measures of the accuracy of prediction, i.e. sensitivity (Sn), specificity (Sp), and correlation coefficient (CC) at the nucleotide level, were calculated as shown in Snyder and Stormo (1995, Table 6 ). Three test genes with no intron were omitted from the calculations. Since Sn and Sp were generally well balanced, we used a single value, P b , to represent the percentage of correctly predicted exon/intron boundaries, which is the harmonic mean of sensitivity and specificity at the boundary level, and defined as 200×number of correctly predicted boundaries / (number of real boundaries + number of predicted boundaries). A similar formula was used to calculate the percentage of exactly predicted exons (P e ) (both ends are correct). Note that these accuracy measures could underestimate the real situation, since possibility of alternative splicing is totally neglected.
Coherent prediction of a set of paralogous gene structures An iterative strategy was designed to predict exon/intron organizations of individual paralogous genes in a family even if no homologue in other species is known. The basic idea is similar to that of the 'doubly nested randomized iterative strategy' (DNR method) for multiple sequence alignment (Gotoh, 1996) .
We start with a set of translated sequences that have been previously predicted, say by a statistical gene-finding method, and calculate their multiple sequence alignment by the DNR method. Using this alignment as the seed, structures of individual genes are re-examined in turn. Let
where N is the number of sequences and I is the length of the alignment. To re-examine the gene structure corresponding to the mth sequence, we assign a weight of w n = C pw m,n and w m = 0 to sequence n = m, where C is a normalization factor and pw m,n is the weight for the sequence pair (m, n) in A 0 n,i calculated by the three-way method (Gotoh, 1995) . Optionally, columns predominantly composed of deletion characters are eliminated as described in the preceding section. After all of the N sequences are re-examined, a new alignment A 1 n,i is constructed from the revised conceptual translation products. This process is repeated until no change in predicted gene organizations is observed.
Full automation of the above procedure was difficult in practice, since a smooth iterative cycle was readily disrupted by the presence of one or a few irregular gene sequences, and there are many causes of such irregularities. A perl script was written to perform a single cycle of re-examination, while outer processes were executed manually. While we relied on the conservation of translated sequences, information regarding intron insertion sites in paralogous genes was not explicitly considered throughout the procedures.
Systems
The program 'aln' was developed in ANSI-C and tested on a Sun Ultra-II workstation (300 MHz, 128 Mb main memory) under Solaris 2.5. Aln was originally designed to align a pair of nucleotide sequences or generalized profiles (Gotoh, 1990 (Gotoh, , 1994 , but now accepts any combination of protein and nucleotide sequences or profiles. For gene-structure prediction, the inputs must be a DNA sequence and a protein sequence or multiple alignment, and a few specific options must be set. Several forms of out- 
Implementation
Choice of parameter values
Our algorithm uses seven adjustable parameters (Table 1) besides the amino-acid substitution matrix [JTT250 (Jones et al., 1992) by default] and tables for coding potentials and boundary signals. The initial set of these parameter values was chosen according to the following considerations. The gap-penalties associated with protein sequence alignment (u, v, and K in Table 1) were borrowed from those which best reproduced protein structural alignments (Gotoh, 1996) . The factors that controlled the contributions of coding potential ( f c ) and boundary signals ( f b ) relative to amino-acid substitutions were respectively set to 1 and 16 by default, which roughly correspond to the inverse relative chance of assignment. We used a large value of 20 as the default for the extra penalty for a frameshift error on the assumption of high-quality genomic sequences. The last parameter, 'intron penalty' ν I , was chosen experimentally to achieve the highest accuracy in gene-structure prediction. As shown in Figure 4 (a) and (b), a broad optimum was observed around ν I = 60 ∼ 70 for all of the measures of accuracy, and ν I = 68 was used as the default. The default value for K used in protein sequence alignment corresponds to 30 nucleotides. To search for possibly better restricted affine penalty functions, we examined several values for K under fixed u and ν values. The results showed that K = 21 (7 codons) was optimal. The performance with K = ∞, which corresponds to an affine function, was significantly worse than that with the restricted affine function (Figure 4(a), (b) ), where the reduction in performance was mainly ascribed to an increase in the number of false negatives.
A significant reduction in accuracy was also observed (Figure 4 The methods tested are RAfc1: aln with a restricted affine gap-penalty function and f c = 1 (the default parameter set, in boldface); AGfc0: aln with an affine gap-penalty function and f c = 0; GW: genewise (Birney and Durbin, 1997) ; CESC: taken from the dataset provided by The C. elegans Sequencing Consortium (1998); and Prof: aln with profile references.
was virtually no change in overall performance when the contribution of coding potential was doubled ( f c = 2, data not shown).
The optimal value for f b varied in parallel with ν I , and Dependence of performance on sequence similarity Since our method uses homology information, its performance could significantly depend on the degree of sequence similarity between the objective sequence and the reference. As expected, the measures of performance decline gradually with the percent of amino acid identity (I D) ( Figure 5 ). When I D ≥ 30%, all of the measures (CC, Sp, Sn, P b , and P e in Table 2 ) exceed the corresponding values obtained by popular gene-finding methods applied to human genes (Burge and Karlin, 1998; Claverie, 1997; Murakami and Takagi, 1998) . Even for I D < 30%, these measures are comparable to those achieved by the best methods such as GENSCAN (Burge and Karlin, 1997) and MZEF (Zhang, 1997) , though direct comparison is difficult due to the species difference. Although the above examination was performed with a single default set of parameters, better results were obtained if we used several parameter sets depending on similarity classes. For example, coding exons were almost perfectly identified upon self-comparison (I D = 100) with an affine gap penalty (K = ∞), whereas some false positives remained under the default conditions (Table 2) . On the other hand, the use of weaker gap penalties gave better performance for distant object-reference pairs. However, further quantitative investigations were not performed to avoid excessive adaptation.
Figures 4(c) and (d) show the dependence of prediction accuracy on the uncertainty of gene coverage. Since the true gene boundaries (transcriptional initiation and termination sites) are rarely known, a marginal region considered here may consist of a 5 or 3 untranslated region and the flanking sequence. As more marginal regions are involved in the calculation, the overall performance of our method gradually declines. The increase in errors is largely attributed to the overestimation of exons, as seen at the bottom of Figure 4(c) or (d) . Since the ends of a protein are generally prone to vary in sequence and length, the precise identification of translational initiation or termination sites based on sequence homology may be more difficult than identification of intron insertion sites. In addition, a marginal region may actually contain CDS regions of the neighboring gene, since intergenic regions in the C.elegans genome are relatively narrow (The C.elegans Sequencing Consortium, 1998) . For better recognition of gene structures, sequence signals associated with the start and stop of transcription would have to be considered. This indicates a future direction for improving our method.
Performance with profile
Most (260 of 291) of the testable genes had more than one homologous protein sequence that passed the three criteria described in the Methods section. The performance of our 'profile-version' program was examined on a subset of genes with multiple homologues. The results with the default parameter set were rather disappointing because coding exons were significantly underestimated compared to those predicted with single-protein sequences. This underestimation was caused by negative contributions of non-conserved regions to the alignment score, and could be circumvented by adding a small value (0.5 or 1) to each element of the amino-acid substitution matrix. After this ad hoc measurement, the predictive power of the profile method was indistinguishable from that with single reference sequences ( Table 2 ). This situation did not change appreciably when we used three systems for weighting each member in a multiple alignment: (1) evenly, (2) according to prrp output, and (3) in proportion to the negative logarithm of blast probability.
Most exon/intron boundaries that were not correctly predicted by the protein method are located in nonconserved regions. Corresponding regions in the reference multiple alignment are also generally divergent among the members, and often have numerous gaps. Moreover, the members that comprise each reference profile could be only locally related, so that their global multiple alignment might be unreliable. These two points are probably the major reasons why the profile method did not greatly improve the prediction accuracy. More stringent quality control of the reference profile will be necessary to improve the performance at the expense of a reduced chance of application.
An example of the coherent prediction of paralogous gene structures
It is frequently observed that the closest relative to a gene is another gene in the same genome. Sonnhammer and Durbin (1997) reported more than 70 protein domain families that have at least 10 members encoded in the C.elegans genome. Most of these domains do not comprise whole proteins, and we are currently interested in determining the entire structure of a gene. Thus, the applicability of our method is currently limited to certain enzyme and receptor families.
As a demonstrative example, G-protein alpha subunit (Gα) genes were examined. The C.elegans genome appears to contain 20 Gα genes (Jansen et al., 1999) . The genomic region covering gpa 16 was uncertain, and omitted from the analysis. The initial amino acid sequences for the remaining 19 genes were retrieved from the dataset published by The C.elegans Sequencing Consortium (1998) . We call this dataset 'CESC', and the contents of this dataset and Wormpep16 largely overlap. The iterative procedure described in the Methods section converged rapidly at the third cycle; these three cycles of genestructure prediction and multiple alignment took about 10 min on our machine. The sum-of-pairs and weighted sum-of-pairs scores for the multiple alignments were improved by 133.6 and 102.6 per pair, respectively, in the course of the iteration. The final multiple alignment is shown in Figure 6 with predicted sites of intron insertions. Six predicted gene structures (indicated by an asterisk at the end of each sequence in Figure 6 ) were exactly the same as the published structures (GenBank/EMBL/DDBJ Accession Nos: AB003486, M38249, M38250, M38251, U56864, and X53156). While this particular example was performed with an affine gap penalty, the results with a restricted affine gap penalty were nearly the same as those shown in Figure 6 , except for minor variations in the translational initiation sites of a few genes.
Discussion
The accurate prediction of eukaryotic gene structures is by no means trivial, even if homologous protein or cDNA sequences are available. It is particularly difficult when the objective and reference sequences are derived from organisms in different phyla. Mironov et al. (1998) were the first to examine the performance of a gene-prediction method that was primarily dependent on sequence homology. They used a program called 'Procrustes' that uses a spliced alignment algorithm (Gelfand et al., 1996) . We developed another homologybased gene-identification program, aln, and examined its performance on larger inter-phyla combinations of objects and references.
With respect to the overall accuracy in predicting coding exons, the results of the present examination are probably the best among all of the reports that have been published so far. One reason for this high accuracy might be the nature of the C.elegans genome we examined; most of the previous predictions have been made on vertebrate (mainly human) genes. We chose C.elegans genes for two reasons. First, since the entire genomic sequences are known, many complete genes are easily available. Second, calculations are economical because of the shorter average gene length compared to that of vertebrate genes. Despite their compact sizes, C.elegans genes are not necessarily easier to predict than vertebrate genes. In fact, the average accuracy of CESC entries does not seem to be much better than that attained by the best gene-finding methods for human genes, as exemplified by cytochrome P450 genes (Gotoh, 1998) . Even for genes with known corresponding cDNA sequences, the results of the present method were better than CESC (Table 2) , although each CESC entry was derived from various sources of information, including cDNA/EST sequences, homology, and statistical properties.
The aln algorithm is a straightforward extension of a sequence alignment algorithm that allows for long gaps (Gotoh, 1990) , and thus has a simpler structure than that of the spliced alignment algorithm (Gelfand et al., 1996) implemented in Procrustes. Although the target functions to be optimized are nearly the same, Procrustes may run faster than aln, especially when the gene possesses long introns, since Procrustes filters out most potential non-coding regions before the major routine. On the other hand, aln carefully treats gaps corresponding to frameshift errors, long insertions/deletions, and 'internal' gaps in the reference profile. The observation that the prediction accuracy was significantly improved by restricted affine gap-penalty functions compared to more common affine functions indicates the superiority of the present algorithm. However, practical application of the present algorithm to vertebrate gene-identification problems requires a further reduction in computational time and space, which can be realized by the introduction of some pre-filtration processes.
Two other related programs are 'nap' of (Huang and Zhang, 1996) and 'genewise' of (Birney and Durbin, 1997) . Both programs were compiled and run alongside aln on the same machine. Nap reports only the alignment of DNA and protein, and so automatic identification of exon-intron boundaries is difficult. Although nap and aln have similar overall architectures, nap does not consider any statistical properties of the genomic sequence or phases at the 5 and 3 ends of an intron. Since these are important factors for the correct identification of gene structures, nap is expected to show significantly lower performance than aln. Genewise (in Wise2 version 2.1.16b, protein model) often reports fragmental gene structures even though the 'global' option is used in combination with the 'worm.gf' gene-characterization file. Most prominently, a frameshift error easily induces such gene fragmentation. Multiple 'genes' or gene fragments were suggested for about one-third (107 of 291) of the test cases where a single gene is expected. Even if we restrict ourselves to uniquely predicted cases, the performance of genewise appears to be considerably inferior to that of aln, as shown in Table 2 . Genewise ran about 67 (45) times slower than aln with (without) the cutting-corners approximation, which also prevented extensive comparison of the performances of genewise and aln. This large difference in execution rates is probably due to the fact that aln (and nap) optimizes a single score while genewise calculates probabilities of various states and state transitions.
The efficiency of aln is partly due to the use of tron codes (Figure 1) . A measure of similarity between a tron code and an amino acid can be easily obtained as a usual measure between amino acids or between nucleotides.
Since an amino acid sequence is much more conservative than a nucleotide sequence, tron codes may be useful not only for sequence alignment between a DNA and a protein but also between diverse DNAs, either genomic or complementary in any combination. Systematic intergenomic comparisons will be a promising application of such approaches.
We found clear inter phyla homologues for about three-quarters of the 390 C.elegans full-length cDNAs retrieved from the GenBank database. About two-thirds of these homologues were related to the C.elegans sequences more closely than the generally accepted limit, i.e. the 'twilight zone' (Doolittle, 1981; Sander and Schneider, 1991) , above which reliable protein sequence alignment is attainable. When applied to this subset of genes, our method performed significantly better than the best available gene-finding programs. Thus, the present approach might be useful for about half of all genes to improve the reliability of predicted gene organizations. Since the full-length cDNA sequences in current databases may represent a biased subset of the whole genes, the chance of finding proper reference protein sequence(s) may be generally less than the above estimate. Nevertheless, this chance will increase with progress in 'functional genomics', in which a large number of full-length cDNA sequences are to be determined. This information can be used to identify related genes in other organisms and also weakly or temporally expressed paralogues in the same genome. Our approach will facilitate a better understanding of the structure and evolution of various genes on eukaryotic genomes to be sequenced in the near future. i, j can be represented by a single variable for each δ, and should be updated only just after j − δ ∈ {5 }, which takes a constant number of operations. In two exceptional cases of α = 7 and δ = 1, and α = 7 and δ = 2, where the triplet in brackets should be returned to nucleotides and then translated according to the genetic code.
To maintain the maximum value for F 7,2 i, j , we must prepare four variables, rather than just one as in equation (A.4), depending on the type of nucleotide at b h−2 (Figure 3(b) ). Likewise, for the maximal F 7,1 i, j , we need two variables that correspond to the two possibilities of b j being purine or pyrimidine (Figure 3(b) ) according to the specific feature of the universal genetic code (Figure 1 ).
