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RE´SUME´
Afin d’enrichir les donne´es de corpus bilingues paralle`les, il peut eˆtre judicieux de tra-
vailler avec des corpus dits comparables. En effet dans ce type de corpus, meˆme si les
documents dans la langue cible ne sont pas l’exacte traduction de ceux dans la langue
source, on peut y retrouver des mots ou des phrases en relation de traduction. L’ency-
clope´die libre Wikipe´dia constitue un corpus comparable multilingue de plusieurs mil-
lions de documents. Notre travail consiste a` trouver une me´thode ge´ne´rale et endoge`ne
permettant d’extraire un maximum de phrases paralle`les. Nous travaillons avec le couple
de langues franc¸ais-anglais mais notre me´thode, qui n’utilise aucune ressource bilingue
exte´rieure, peut s’appliquer a` tout autre couple de langues. Elle se de´compose en deux
e´tapes. La premie`re consiste a` de´tecter les paires d’articles qui ont le plus de chance
de contenir des traductions. Nous utilisons pour cela un re´seau de neurones entraıˆne´
sur un petit ensemble de donne´es constitue´ d’articles aligne´s au niveau des phrases. La
deuxie`me e´tape effectue la se´lection des paires de phrases graˆce a` un autre re´seau de
neurones dont les sorties sont alors re´interpre´te´es par un algorithme d’optimisation com-
binatoire et une heuristique d’extension. L’ajout des quelques 560 000 paires de phrases
extraites de Wikipe´dia au corpus d’entraıˆnement d’un syste`me de traduction automa-
tique statistique de re´fe´rence permet d’ame´liorer la qualite´ des traductions produites.
Nous mettons les donne´es aligne´es et le corpus extrait a` la disposition de la communaute´
scientifique.
Mots cle´s : alignement de phrases, re´seaux de neurones, corpus comparables,
classifieurs, syste`mes de traduction statistiques, algorithmes d’optimisation combi-
natoire.
ABSTRACT
Working with comparable corpora can be useful to enhance bilingual parallel corpora.
In fact, in such corpora, even if the documents in the target language are not the exact
translation of those in the source language, one can still find translated words or sen-
tences. The free encyclopedia Wikipedia is a multilingual comparable corpus of several
millions of documents. Our task is to find a general endogenous method for extracting
a maximum of parallel sentences from this source. We are working with the English-
French language pair but our method – which uses no external bilingual resources – can
be applied to any other language pair. It can best be described in two steps. The first
one consists of detecting article pairs that are most likely to contain translations. This
is achieved through a neural network trained on a small data set composed of sentence
aligned articles. The second step is to perform the selection of sentence pairs through
another neural network whose outputs are then re-interpreted by a combinatorial opti-
mization algorithm and an extension heuristic. The addition of the 560 000 pairs of
sentences extracted from Wikipedia to the training set of a baseline statistical machine
translation system improves the quality of the resulting translations. We make both the
aligned data and the extracted corpus available to the scientific community.
Keywords: sentence alignment, neural networks, comparable corpora, classi-
fiers, statistical machine translation, combinatorial optimization algorithms.
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ð, Wikipe´dia, Viquipe`dia1,... Le nom de la ce´le`bre encyclope´die
libre en ligne, malgre´ des diffe´rences de graphie et d’orthographe, est le meˆme dans
toutes les langues. Cre´e´e en 2001, Wikipe´dia a connu un succe`s rapide qui s’est traduit
non seulement par la multiplication du nombre d’articles en anglais mais aussi par la
cre´ation d’un Wikipe´dia multilingue, reflet de la diversite´ linguistique de ses re´dacteurs,
les internautes. Cette masse de donne´es textuelles, disponibles librement, est une mine
pour les chercheurs en traitement automatique des langues et en recherche d’information,
a` condition de savoir l’exploiter efficacement. Prenons par exemple le cas des traduc-
tions. L’existence de projets internes a` Wikipe´dia destine´s a` coordonner les traductions
d’articles en d’autres langues2 nous indique qu’il existe bien des e´quivalences entre cer-
tains articles. Ne´anmoins, de par le caracte`re libre et participatif de l’encyclope´die, le
contenu des articles fluctue rapidement et deux textes e´quivalents a` une date d peuvent
subir des transformations tre`s diffe´rentes au cours du temps. D’autre part, les re´dacteurs
ne sont pas dans l’obligation d’indiquer ce qu’ils ont traduit, ni meˆme de rester fide`le
au texte source. Nous nous retrouvons donc devant une certaine quantite´ de phrases en
relation de traduction, perdues dans une masse de texte ininte´ressante quant au bilin-
guisme. Ces traductions, si elles sont de bonne qualite´ et en quantite´ suffisante, peuvent
cependant se re´ve´ler inte´ressantes pour servir de carburant a` des syste`mes de traduc-
tion statistique dont les performances de´pendent en partie du volume de donne´es sur
1“Wikipe´dia” e´crit en anglais, arabe, franc¸ais et catalan.
2Par exemple http://de.wikipedia.org/wiki/Wikipedia:%C3%9Cbersetzungen
pour les traductions vers l’allemand, http://fr.wikipedia.org/wiki/Projet:
Traduction pour les traductions vers le franc¸ais.
2lesquelles on les entraıˆne.
Notre travail est de trouver une me´thode pour extraire des phrases en relation de tra-
duction entre la version franc¸aise et la version anglaise de Wikipe´dia. Comme nous sou-
haitons de´velopper une me´thode ge´ne´rique, inde´pendante des langues prises en conside´-
ration et des ressources bilingues disponibles pour ce couple de langues, notre objectif
est de ne pas utiliser de mate´riel exte´rieur a` Wikipe´dia, comme un dictionnaire bilingue
ou un bitexte de´ja` aligne´. Nous envisageons donc ce proble`me comme un proble`me de
classification ou` les instances a` classer sont l’ensemble des couples de phrases ( f ri,en j)
ou` i ∈ 1, ...,N f r et j ∈ 1, ...,Nen , N f r et Nen e´tant respectivement le nombre de phrases
dans la version franc¸aise et le nombre de phrases dans la version anglaise de Wikipe´dia.
Le volume de texte ne nous permettant pas d’effectuer une classification sur l’ensemble
des donne´es3, nous de´cidons de restreindre l’espace de recherche aux couples d’articles
qui d’une part sont relie´s par un lien interlangue dans Wikipe´dia et qui d’autre part ont
un taux de paralle´lisme important. Nous effectuons cette se´lection de deux manie`res
diffe´rentes, l’une utilisant un moteur de recherche, ce qui est une me´thode classique,
l’autre un classifieur. Cette seconde approche est plus originale et nous voulons en tes-
ter la validite´. Vient ensuite l’e´tape de la classification des couples de phrases. Nous
imple´mentons la` aussi un classifieur. N’ayant pas de mate´riel bilingue exte´rieur a` notre
disposition, nous calculons une se´rie de traits originaux sur les couples de phrases pour
nous permettre de discriminer les traductions du reste. L’e´valuation du mate´riel extrait
nous indique un gain dans la qualite´ des traductions produites par un traducteur sta-
tistique lorsque nous ajoutons les couples de phrases paralle`les issues de Wikipe´dia a`
son ensemble d’entraıˆnement. Nous mettons a` la disposition de la communaute´ scienti-
fique l’ensemble des corpus d’entraıˆnement et des corpus de tests constitue´s de couples
d’articles Wikipe´dia aligne´s manuellement, ainsi que le meilleur bitexte que nous ayons
extrait.
Ce travail s’inscrit dans une se´rie de recherches portant sur les corpus comparables en
3Il y a 3.7 millions d’articles en anglais et 1.1 en franc¸ais.
3ge´ne´ral. C’est pourquoi nous de´finissons dans le premier chapitre les diffe´rents types de
corpus comparables et nous montrons comment Wikipe´dia s’inscrit dans cette typologie.
Nous de´taillons ensuite les travaux effectue´s dans le domaine des corpus comparables
bilingues, notamment la construction de dictionnaires et lexiques bilingues et l’extrac-
tion de phrases et de segments sous-phrastiques. Le troisie`me chapitre est consacre´ a`
la description de nos travaux a` savoir la pre´paration du corpus, le tri des articles, le tri
des phrases et la validation des re´sultats. Le quatrie`me et dernier chapitre compile nos
re´sultats et les compare a` ceux de travaux similaires au noˆtre. Nous concluons en posant
un regard critique sur notre me´thodologie et en envisageant diffe´rents axes de recherche




Il existe plusieurs manie`res de de´finir un corpus comparable. Que ces de´finitions
soient base´es sur des crite`res communicationnels, lexicaux ou linguistiques, elles restent
peu pre´cises et il n’existe pas de mesure de comparabilite´ de deux corpus reconnue par
l’ensemble de la communaute´ TALN.
Laffling [1992] nous donne une premie`re de´finition tre`s large : “ [Comparable cor-
pora are] texts which, though composed independently in the respective language com-
munities, have the same communicative function”. Les textes composant un corpus com-
parable expriment donc des ide´es semblables ou parlent des meˆmes faits, mais ils ne sont
pas la traduction l’un de l’autre comme le soulignent Bowker et Pearson [2002].
De´jean et Gaussier [2002] expriment la comparabilite´ d’un corpus en fonction de la
couverture lexicale des textes. Ils affirment en effet que “deux corpus de deux langues
l1 et l2 sont dits comparables s’il existe une sous-partie non ne´gligeable du vocabulaire
du corpus de langue l1, respectivement l2, dont la traduction se trouve dans le corpus
de langue l2, respectivement l1.” Li et Gaussier [2010] ont ensuite propose´ une mesure
de comparabilite´ quantitative de´finie comme la proportion du vocabulaire pour lequel il
existe une traduction dans le corpus. Ils montrent que la qualite´ des dictionnaires extraits
de corpus comparables est directement relie´e a` ce degre´ de comparabilite´.
Fung et Cheung [2004] ont e´te´ les premiers a` de´finir une typologie des corpus compa-
rables. Les diffe´rents types de corpus ne sont pas classe´s selon leur vocabulaire commun
mais selon leur degre´ de paralle´lisme :
– Les corpus paralle`les sont aligne´s phrase a` phrase c’est-a`-dire qu’ils sont la tra-
duction (ide´alement) parfaite l’un de l’autre. Le Hansard canadien, c’est-a`-dire la
5transcription officielle des de´bats parlementaires, est un corpus paralle`le aligne´
anglais - franc¸ais fre´quemment utilise´ pour des recherches en traduction automa-
tique.
– Les corpus paralle`les bruite´s contiennent des phrases qui ne sont pas aligne´es.
Ils peuvent contenir des paragraphes inse´re´s ou supprime´s. Les articles issus de
service de presse en diffe´rentes langues sont ainsi utilise´s comme corpus paralle`le
bruite´ (par exemple par Gahbiche-Braham et al. [2011]).
– Les corpus comparables ne sont pas aligne´s au niveau des phrases, ils contiennent
des documents bilingues qui ne sont pas la traduction l’un de l’autre mais qui
portent sur les meˆmes the`mes. Des collections de sites Web sur un sujet donne´ –
par exemple la me´decine comme dans Chiao et Zweigenbaum [2002a] – ou d’ar-
ticles de journaux publie´s pendant une pe´riode donne´e constituent de tels corpus
comparables.
– Les corpus quasi-comparables contiennent des documents non-aligne´s au niveau
des phrases, qui ne sont pas la traduction l’un de l’autre et qui peuvent porter sur
le meˆme sujet (in-topic) ou non (off-topic). On peut penser ici au corpus TDT1 qui
est constitue´ de multiples flux d’informations dans plusieurs langues et formats
(agences de presse, radio, te´le´vision, sites Web) (Wu et Fung [2005]).
Cette typologie, meˆme si elle n’est que qualitative, a e´te´ utilise´e dans plusieurs tra-
vaux subse´quents et elle est souvent cite´e comme re´fe´rence.
Pour finir sur une note ge´ome´trique, nous aimerions citer Church (2009) qui repre´sente
les corpus comparables et paralle`les par des nuages de points : les termes du texte source
sont repre´sente´s en abscisse, ceux du texte cible en ordonne´es et un point est marque´
lorsque deux mots correspondent l’un a` l’autre ; les diagonales qui apparaissent sur le
graphe sont significatives d’alignements ordonne´s, les carre´s de correspondances non
aligne´es. Alors que pour les corpus paralle`les, les diagonales seraient longues, les cor-
pus comparables contiendraient plus de carre´s et des diagonales plus courtes et plus
1Topic Detection and Tracking : http://projects.ldc.upenn.edu/TDT3/
6subtiles.
Figure 1.1: Un simple nuage de points.
Nuage de points repre´sentant trois ans du Hansard canadien en anglais et franc¸ais. Le
texte source est concate´ne´ au texte cible. Un point est place´ aux coordonne´es i,j si le
mot i est identique au mot j. Les deux carre´s sombres en haut a` gauche et en bas a`
droite montrent les re´pe´titions des mots a` l’inte´rieur d’une langue. les re´gions claires et
les diagonales qui les traversent repre´sentent les correspondances entre les deux langues
(Church [1993]).
En somme, les corpus comparables utilise´s en traitement automatique des langues
peuvent avoir des caracte´ristiques relativement diffe´rentes pour lesquelles il faudra adap-
ter les me´thodes utilise´es : intuitivement nous pensons que plus le corpus est paralle`le,
plus les me´thodes applicables sur les corpus paralle`les ont des chances d’obtenir des
re´sultats satisfaisants.
1.2 Pourquoi les corpus comparables
Traditionnellement les corpus bilingues utilise´s dans les recherches en TALN sont
des corpus paralle`les. Il existe des algorithmes e´prouve´s pour aligner les phrases de
deux textes qui sont la traduction l’un de l’autre (Langlais et al. [1998]). De nombreuses
me´thodes s’appuient sur la distance de Gale & Church, d’apre`s les travaux des deux
chercheurs au de´but des anne´es 1990 (Church [1993]) qui visent a` mode´liser le rapport
7entre la longueur de la phrase source et celle de la phrase cible. Ce score est ensuite
utilise´ dans des algorithmes de programmation dynamique qui en ge´ne´ral recherchent
les phrases paralle`les dans un faisceau autour de la diagonale.
Dans les corpus comparables, les phrases, ou les mots, susceptibles d’eˆtre la traduc-
tion l’un de l’autre ne se trouvent pas force´ment le long de la diagonale, ce qui alte`re les
re´sultats obtenus par les me´thodes pre´ce´dentes. Pourtant il peut eˆtre ne´cessaire d’utiliser
ces corpus. En effet, la qualite´ des re´sultats produits par les syste`mes de traduction au-
tomatique, notamment par ceux utilisant des me´thodes statistiques (SMT), est fortement
corre´le´e aux volumes des donne´es utilise´es pour l’entraıˆnement. Les courbes de perfor-
mance de Koehn et al. [2003] le montrent bien. Lorsqu’on veut traduire des textes d’un
domaine de spe´cialite´, il est e´galement pre´fe´rable d’entraıˆner ces traducteurs sur des
textes du meˆme domaine (Langlais et al. [2006]). Or pour certaines paires de langues,
les corpus paralle`les sont tre`s pauvres ou inexistants, que ce soient des corpus paralle`les
ou de spe´cialite´, car il existe peu de traductions entre ces deux langues. On peut penser
par exemple a` un couple de langues exotiques comme “albanais - core´en ”, mais meˆme
dans des couples de langues plus courants, dans certains domaines, il est difficile de trou-
ver de re´elles traductions. Le recours aux corpus comparables bilingues, forme´s de deux
corpus monolingues constitue´s inde´pendamment peut alors s’ave´rer utile car, comme on
le verra par la suite, ils contiennent du mate´riel linguistique de qualite´.
1.3 Wikipe´dia comme corpus comparable ?
1.3.1 Description de Wikipe´dia
Wikipedia est une encyclope´die nume´rique, multilingue, libre et universelle officiel-
lement ne´e en janvier 2001. Alors que Nupedia, le projet original des deux fondateurs
Jimmy Wales et Larry Sanger, e´tait re´dige´e et corrige´e par des experts, n’importe qui peut
participer a` l’e´criture des articles de Wikipe´dia. L’e´dition et la publication des textes sont
re´alise´es graˆce a` un logiciel appele´ moteur de wiki dont la cre´ation par Ward Cunnin-
8gham remonte a` 1995. La modification ou l’ajout des textes se fait en ligne directement
dans le navigateur Web.
Le succe`s de Wikipe´dia est tel que le site de re´fe´rencement Alexa2 le place a` la 6e
place des sites les plus consulte´s au monde en fe´vrier 2012 (apre`s Google, Facebook,
Youtube, Yahoo ! et Baidu.com).
1.3.2 Le multilinguisme dans Wikipe´dia
Les premiers articles publie´s dans Wikipe´dia l’ont e´te´ en anglais. La croissance de
l’encyclope´die a e´te´ exponentielle de`s les premiers jours : le 22 janvier 2001, on pouvait
comptabiliser 24 articles, deux mois plus tard, ce nombre se montait de´ja` a` 2 953 pages.3
Apre`s l’anglais, ce sont l’allemand, le catalan et le japonais qui ont e´te´ les trois
premie`res langues a` avoir elles aussi une version de Wikipe´dia.4 La cre´ation officielle
de la version franc¸aise de Wikipe´dia, c’est-a`-dire la cre´ation d’une page d’accueil en
franc¸ais, a eu lieu quant a` elle le 23 mars 2001 mais ce n’est que le 19 mai qu’un article
a e´te´ publie´ (Article sur le physicien Paul He´roult).5
Depuis, la croissance des deux Wikipe´dia – franc¸ais et anglais – a e´te´ fulgurante pour
atteindre plus de 3 861 000 articles en anglais et plus de 1 208 000 en franc¸ais. Le nombre
de langues pre´sentes dans Wikipe´dia a lui aussi explose´ pour passer de 20 langues fin
2002 a` 250 fin 2006. En de´cembre 2011, les articles de Wikipe´dia sont re´dige´s dans 283
langues diffe´rentes, dont certaines tre`s rares comme le Hiri Motu parle´ en Papouasie-
Nouvelle-Guine´e ou encore le Min Dong parle´ en Chine. Un syste`me de conversion au-
tomatique permet e´galement l’affichage dans diffe´rents syste`mes d’e´criture, par exemple
en serbe.6






9lie´s entre eux par une re´fe´rence dans la rubrique “Autres langues” (voir figure 1.2). Si on
ne conside`re que l’ensemble de ces articles, nous sommes donc bien en pre´sence d’un
corpus comparable selon la de´finition de Laffling.
Figure 1.2: Les liens interlangues dans Wikipe´dia. Exemple de l’article en franc¸ais sur
Claude Shannon. Le premier cadre rouge dans la marge gauche indique le de´but de la
liste des articles sur Claude Shannon dans d’autres langues, le deuxie`me le lien vers
l’article anglais sur le pe`re de la the´orie de l’information.
1.3.3 Le contenu de Wikipe´dia
Re´dige´e par le citoyen lambda (Foglia [2008]), Wikipe´dia refle`te ses connaissances
et ses centres d’inte´reˆt. Les the`mes aborde´s sont nettement diffe´rents de ceux traite´s
dans une encyclope´die traditionnelle et font la part belle a` la culture populaire et aux
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sujets d’actualite´. Chacun peut donc re´diger ce qu’il veut a` condition de respecter les
principes au coeur de Wikipe´dia : la neutralite´ de point de vue, la ve´rifiabilite´ des articles
et l’absence de travaux ine´dits. La communaute´ de Wikipe´diens s’autore´gule, veille a` ce
que personne ne de´roge a` ces principes, corrige les erreurs, ame´liore ou actualise les
articles et tente de contrer les tentatives de vandalisme. Le contenu des articles est donc
particulie`rement instable. L’article en franc¸ais consacre´ a` Alan Turing a ainsi subi 40
modifications de mai 2011 (date du te´le´chargement des donne´es) jusqu’en de´cembre
2011.
Figure 1.3: Le mode de re´daction de Wikipe´dia. Source : Foglia [2008]
1.3.4 Statistiques sur Wikipe´dia anglais et franc¸ais
Les statistiques compile´es dans le tableau 1.I sont issues des statistiques officielles
publie´es mensuellement par Wikipe´dia7.
1.3.5 Syntaxe de Wikipe´dia
Les articles Wikipe´dia sont re´dige´s dans un langage de balises. Il existe une syn-
taxe particulie`re pour mettre en forme le texte, pour de´finir des liens interwiki (balises
de´limite´es par des doubles crochets), pour inse´rer des re´fe´rences (balises de´limite´es par
7http://stats.wikimedia.org/pourlemoisdemai2011
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Wikipedia (total) Anglais Franc¸ais
Nombre de Wikipediens 1 356 748 716 553 68 054
Nombre d’articles 18.8 millions 3.7 millions 1.1 millions
Nombre de nouveaux articles par jour 8037 1025 397
Nombre moyen de re´visions par article 78.4 40.5
Taille du dump (de´compresse´) 31 Go 8 Go
Tableau 1.I: Statistiques sur Wikipe´dia
des chevrons) et pour utiliser des mode`les que le moteur de wiki remplace par du code
HTML (balises de´limite´es par des doubles accolades).
Vale´rie Chansigaud, administratrice de Wikipe´dia France, parle de la « complexite´
croissante de l’e´criture comme de l’aspect normatif du projet » (Foglia [2008]). Le ta-
bleau 1.II montre un exemple typique de phrases dans Wikipe´dia avec sa correspondance
en HTML et a` l’e´cran.
1.3.6 Wikipe´dia, un corpus comparable de qualite´ ?
Utiliser Wikipe´dia comme corpus comparable pre´sente plusieurs avantages. Tout
d’abord, la masse de donne´es est inte´ressante. Le nombre d’articles anglais et franc¸ais
lie´s par un lien interlangue se monte a` 551 388. Quelques donne´es quantitatives sur ces
articles sont fournies dans le tableau 1.III.
Le volume de texte disponible se situe a` mi-chemin entre des e´normes corpus compa-
rables comme GigaWord (dont la version anglaise contient 1 756 504 kilo-mots8) et des
corpus comparables plus modestes comme le TDT3 utilise´ par Fung et Cheung [2004]
qui compte 290 000 phrases anglaises et 110 000 phrases chinoises.
Un autre aspect inte´ressant est le caracte`re encyclope´dique et actuel des donne´es
re´colte´es. Mis a` jour constamment, Wikipe´dia est le reflet des sujets d’inte´reˆt des inter-
nautes. La varie´te´ des the`mes aborde´s permet de constituer un corpus a` la fois ge´ne´ral




”’Alan Mathison Turing”’, [[Ordre de l’Empire britannique|OBE]], [[Royal Society|FRS]] (
{{Date|23|juin|1912}} − {{Date|7|juin|1954}}) est un [[mathe´maticien]] [[Royaume−Uni|
britannique]], auteur de l’article fondateur de la science [[informatique]]<ref>{{en}} [http://
www.thocp.net/biographies/papers/turing oncomputablenumbers 1936.pdf ’’On Computable
Numbers with an Application to the Entscheidungsproblem’’]</ref> qui allait donner le coup
d’envoi a` la cre´ation des calculateurs universels programmables (ordinateurs).
<b>Alan Mathison Turing</b>, <a href=”/wiki/Ordre de l%27Empire britannique” title=”
Ordre de l’Empire britannique”> OBE</a>, <a href=”/wiki/Royal Society” title=”Royal
Society”>FRS</a> (<a href=”/wiki/23 juin” title=”23 juin”>23</a>&#160;<a href=”/wiki/
Juin” title=”Juin”>juin</a>&#160;<a href=”/wiki/1912” title=”1912”>1912</a> − <ahref
=”/wiki/7 juin” title=”7 juin”>7</a>&#160;<a href=”/wiki/Juin” title=”Juin”>juin</a
>&#160;<a href=”/wiki/1954” title=”1954”>1954</a>) est un <a href=”/wiki/Math%C3%
A9maticien” title=”Mathe´maticien”>mathe´maticien</a> <a href=”/wiki/Royaume−Uni” title
=”Royaume−Uni”>britannique</a>, auteur de l’article fondateur de la science <a href=”/
wiki/Informatique” title=”Informatique”>informatique</a><sup id=”cite ref−0” class=”
reference”><a href=”#cite note−0”><span class=”cite crochet”>[</span>1<span class=”
cite crochet”>]</span></a></sup> qui allait donner le coup d’envoi a` la cre´ation des
calculateurs universels programmables (ordinateurs).
Alan Mathison Turing, OBE, FRS(23 juin 1912 − 7 juin 1954) est un mathe´maticien
britannique, auteur de l’article fondateur de la science informatique1 qui allait donner le coup d’
envoi a` la cre´ation des calculateurs universels programmables (ordinateurs).
Tableau 1.II: Un exemple de la syntaxe de Wikipe´dia, avec l’e´quivalent en HTML et a`
l’e´cran.
et 27 287 en anglais. Le style des articles se rapproche e´galement plus du style courant,
utilise´ au quotidien que celui des corpus comme le Hansard. Graˆce a` la teneur de son
contenu, Wikipe´dia pourrait donc comple´ter des corpus paralle`les ou des dictionnaires
statistiques pour de´velopper des traducteurs automatiques ge´ne´raux. Comme l’ensemble
de l’encyclope´die est sous licence Creative Commons, tout le mate´riel est utilisable li-
brement.9
Enfin, il faut noter que certains projets de traduction existent dans Wikipe´dia. Des
be´ne´voles se proposent de traduire et de relire certains articles inte´ressants qui n’existent





Nombre de phrases 33 027 506 24 330 642
Nombre de mots 470 392 619 304 444 932
Nombre moyen de phrases par article 59.90 43.13
Nombre moyen de mots par article 853.11 552.14
Nombre moyen de mots par phrase 14.25 12.51
Tableau 1.III: Statistiques sur les donne´es en franc¸ais et en anglais dans Wikipe´dia
travaux en cours. Une balise spe´ciale peut eˆtre incluse a` la fin d’un article traduit ou
dans sa page de commentaires pour indiquer la langue source.
Ne´anmoins, la structure et le mode de re´daction de l’encyclope´die peuvent nuire
a` la qualite´ du corpus. En effet comme tout un chacun peut re´diger ou modifier des
articles, la qualite´ du texte est parfois me´diocre. Par exemple, certaines traductions sont
partielles, non relues voire errone´es. Il n’est pas rare e´galement que le traducteur prenne
de grandes liberte´s par rapport au texte original. D’autre part, les modifications apporte´es
aux articles sont constantes. Les articles qui sont paralle`les a` un moment donne´ peuvent
eˆtre modifie´s a` la fois du coˆte´ de la langue source et de la langue cible et s’e´loigner l’un
de l’autre sans que la balise indiquant une traduction ne soit oˆte´e. Enfin, en terme de
comparabilite´, Wikipe´dia constitue un corpus tre`s he´te´roge`ne : si l’on reprend l’e´chelle
de comparabilite´ propose´e par Fung et Cheung, on peut trouver parmi les articles lie´s
par un lien interlangue des sous-corpus correspondant a` chacune des cate´gories de´crites.
Un exemple de chaque type est indique´ dans la liste ci-dessous.
Corpus paralle`le Bataille de Trois-Rivie`res (versions du 25 janvier 2012 10).
Corpus paralle`le bruite´ Umbriel (Lune). Le tableau 1.IV montre un extrait du premier
paragraphe “Structures de surface” de cet article. L’article franc¸ais est marque´
comme e´tant la traduction de l’article anglais correspondant. Mais on se rend




Corpus comparable Par exemple l’article sur la lune11.
Corpus quasi-comparable Certains articles, meˆme s’ils partagent le meˆme titre ont
des contenus totalement distincts. L’article sur l’Humanite´12, lie´ par un lien in-
terlangue a` l’article anglais Human nature13 est un bon exemple. Alors que le
premier dresse la liste de ce qui diffe´rencie l’homme des animaux puis revient
sur l’histoire de “l’unite´ de l’humanite´” au cours des sie`cles et sur la protection
juridique de l’espe`ce humaine, le second se penche en de´tails sur les diffe´rentes
visions philosophiques, psychologiques et biologiques de la nature humaine.
Wikipe´dia constitue donc un corpus comparable tre`s he´te´roge`ne, un aspect a` prendre







Umbriel’s surface is the darkest of the Uranian
moons, and reflects less than half as much light
as Ariel, a sister satellite of similar size.
Umbriel est le plus sombre des satellites d’Ura-
nus, qui sont eux-meˆmes plus sombres que les
satellites des plane`tes plus proches du Soleil.
Par exemple, la surface d’Ariel, un satellite ju-
meau d’a` peu pre`s la meˆme taille, est plus de
deux fois plus lumineuse.
Umbriel has a very low Bond albedo of only
about 10% as compared to 23% for Ariel.
Umbriel a un albe´do de Bond d’environ 10%, a`
comparer aux 23 % d’Ariel.
The reflectivity of the moon’s surface decreases
from 26% at a phase angle of 0◦(geometric al-
bedo) to 19% at an angle of about ◦.This pheno-
menon is called opposition surge.
La re´flectivite´ de la surface du satellite de´croıˆt
de 26 % a` l’angle de phase de 0◦(albe´do
ge´ome´trique) a` 19 % pour un angle de phase de
1◦, c’est l’effet d’opposition.
The surface of Umbriel is slightly blue in co-
lor, while fresh bright impact deposits (in Wunda
crater, for instance) are even bluer.
Contrairement a` ce qui est observe´ pour Obe´ron
(une autre lune uranienne sombre), la surface
observe´e d’Umbriel est le´ge`rement bleuaˆtre.
En plus, des de´poˆts re´cents d’impact appa-
raissent, tre`s clairs et au bleu encore plus pro-
nonce´ (notamment dans le crate`re Wunda, pre`s
de l’e´quateur).
There may be an asymmetry between the leading
and trailing hemispheres ; the former appears to
be redder than the latter.
Il se peut qu’il y ait une asyme´trie entre
les he´misphe`res avant et arrie`re. Ce dernier
paraıˆtrait ainsi plus rouge que le premier.
Cette asyme´trie n’est pas comple`tement e´tablie
car la surface du satellite n’est connue qu’a`
40 %.
The reddening of the surfaces probably results
from space weathering from bombardment by
charged particles and micrometeorites over the
age of the Solar System.
Le rougissement de la surface serait la
conse´quence de l’e´rosion spatiale due au bom-
bardement par les particules charge´es et les mi-
crome´te´orites depuis le de´but du syste`me so-
laire.
However, the color asymmetry of Umbriel is li-
kely caused by accretion of a reddish material
coming from outer parts of the Uranian system,
possibly, from irregular satellites, which would
occur predominately on the leading hemisphere.
Cependant, l’asyme´trie de couleur d’Umbriel est
probablement aussi cause´e par l’accumulation
de mate´riaux rougeaˆtres provenant des parties
externes du syste`me d’Uranus, peut-eˆtre des sa-
tellites irre´guliers. Cette accumulation se pro-
duirait de pre´fe´rence sur l’he´misphe`re avant.
The surface of Umbriel is relatively homoge-
neous—it does not demonstrate strong variation
in either albedo or color.
La surface d’Umbriel est relativement ho-
moge`ne : elle ne pre´sente pas de fortes variations
en albe´do ou en couleur.
Tableau 1.IV: Extrait du premier paragraphe “Structures de surface” de l’article
Umbriel (Lune). Les phrases en rouge n’ont pas de correspondance en anglais.
CHAPITRE 2
E´TAT DE L’ART : LA RECHERCHE SUR LES CORPUS COMPARABLES
La communaute´ de recherche en traitement automatique des langues naturelles a
commence´ a` s’inte´resser aux corpus comparables dans les anne´es 1990. Plusieurs axes
de recherche exploitant les potentialite´s de ces corpus ont e´te´ explore´s. Les premiers
travaux se sont penche´s notamment sur l’identification de traductions de termes en vue
de la construction de dictionnaires bilingues et sur la de´sambiguı¨sation du sens des mots.
Plusieurs e´tudes ont e´galement e´te´ re´alise´es dans le domaine de l’alignement de phrases
ou de segments sous-phrastiques ainsi que dans le domaine de la recherche d’information
multilingue.
2.1 La construction de dictionnaires et la de´sambiguı¨sation
Dans les anne´es 1990, c’est a` la construction de dictionnaires ou de lexiques et aux
taˆches de de´sambiguı¨sation auxquelles se sont principalement attele´s les chercheurs. Plu-
sieurs de leurs travaux s’appuient sur l’hypothe`se que “les traductions de deux mots
cooccurrant dans une langue source cooccurrent e´galement dans une langue cible”. En
d’autres termes, si deux mots dans la langue source se retrouvent souvent dans la meˆme
phrase, dans le meˆme paragraphe ou dans la meˆme feneˆtre de n mots – c’est-a`-dire dans
le meˆme contexte, on suppose que leurs traductions seront elles-aussi proches l’une de
l’autre en langue cible. Ainsi, si on connait la traduction de l’un des deux termes, on
peut en de´duire la traduction de l’autre terme.
La repre´sentation du contexte de l’ensemble des mots se fait ge´ne´ralement sous la
forme d’une matrice de cooccurrences de dimension n ∗ n ou` n est la taille du vocabu-
laire ; il existe diffe´rents types de matrices de cooccurrences selon l’information qu’elles
renferment :
– La matrice de cooccurrences peut stocker pour pour chaque couple de mots (i, j)
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la fre´quence des cooccurrences. On appelle alors chaque ligne i un vecteur de
contexte ou encore un sac de mots.
– Si la matriche stocke la probabilite´ que deux mots (i, j) se retrouvent dans le meˆme
contexte, on parle alors de matrice stochastique.
Figure 2.1: Matrice de cooccurrences selon Rapp [1995]. Les points indiquent les mots
qui cooccurrent plus fre´quemment que deux mots pris au hasard.
Dagan et Itai [1994] utilisent le Hansard canadien et un ensemble d’articles en an-
glais pour de´sambiguı¨ser le sens de mots rencontre´s dans des articles allemands ou
he´breux. Leur me´thode se fonde sur la distribution des cooccurrences dans la langue
cible (ici l’anglais). Ainsi lorsqu’ils he´sitent entre deux traductions donne´es, ils vont
choisir celle dont, statistiquement, le contexte est le plus proche du mot source donne´.
Tanaka et Iwasaki [1996] pour leur part repre´sentent les cooccurrences sous la forme
d’une matrice stochastique pour trouver la traduction japonaise de termes anglais a` partir
d’articles de journaux . Graˆce a` un dictionnaire bilingue existant et a` la matrice des
traductions associe´e, ils peuvent comparer les contextes de deux mots, l’un en langue
source et l’autre en langue cible. La ligne associe´e a` chaque mot est e´galement appele´e
vecteur de contexte ou encore sac de mots (bag of words) car elle ne contient que des
informations relie´es a` la fre´quence des mots dans le contexte.
Les matrices de cooccurrences sont e´galement a` la base des travaux de Fung et
McKeown [1997], Rapp [1995, 1999], Kaji et Morimoto [2002] et Chiao et Zweigen-
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baum [2002b]. Rapp [1995] essaie de trouver la permutation des deux matrices (celle
pour la langue source et celle pour la langue cible) qui les rend les plus similaires et en
de´duit que la traduction du mot source a` la ligne n se trouve a` la meˆme ligne en langue
cible. Il est l’un des seuls a` ne pas utiliser de dictionnaire bilingue intitial, ce qui permet
pourtant de re´duire conside´rablement les temps de calcul car certaines correspondances
sont de´ja` connues. Les me´thodes utilisant un dictionnaire bilingue initial, meˆme de petite
taille, l’enrichissent au fur et a` mesure du processus par bootstrapping. Koehn et Knight
[2002] construisent leur dictionnaire initial graˆce aux cognates, c’est-a`-dire aux les mots
qui ne diffe`rent que par quelques lettres.
Diffe´rentes mesures de similarite´ entre les vecteurs de contexte ont e´te´ teste´es comme
le coefficient de Dice, la similarite´ cosinus ou bien le coefficient de Jaccard. Au cours
des anne´es 2000, les me´thodes d’extraction de dictionnaires ou de lexiques bilingues
se sont diversifie´es ou enrichies. Ainsi, Sadat et al. [2003] utilisent des informations
morphologiques pour filtrer les candidats. Gaussier et al. [2004] pour leur part se servent
de l’analyse se´mantique latente et Shao et Ng [2004] de la translite´ration des termes pour
enrichir les informations fournies par les vecteurs de contexte.
Au milieu des anne´es 2000, l’inte´reˆt des chercheurs s’est tourne´ vers les expressions
multi-mots, la translite´ration et la de´couverte d’entite´s nomme´es dans les corpus com-
parables. Ainsi Daille et Morin [2005] calculent, en plus des vecteurs de contexte, des
vecteurs de similarite´ qui contiennent les unite´s lexicales dont le vecteur de contexte est
similaire au vecteur de contexte de l’unite´ a` traduire. Ils utilisent ensuite des me´thodes
linguistiques et statistiques pour de´tecter les expressions multi-mots. Klementiev et Roth
[2008] e´tudient la re´partition temporelle – en fonction de la date des documents conside´re´s
– des entite´s nomme´es pour apprendre un mode`le de translite´ration discriminatif ; les
nouvelles paires d’entite´s nomme´es trouve´es servent a` re´entrainer le classifieur. Sproat
et al. [2006] s’appuient e´galement sur l’hypothe`se que la variation temporelle de la
fre´quence des entite´s nomme´es en langue cible est corre´le´e a` la variation temporelle
de la fre´quence des entite´s nomme´es en langue source. L’indice de Pearson leur permet
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de trouver les paires d’entite´s nomme´es similaires et ils “propagent le score” en accor-
dant une confiance plus grande aux paires se trouvant dans des documents contenant
de´ja` des paires ave´re´es de translite´rations. Saravanan et Kumaran [2008] utilisent un
se´parateur a` vaste marge (SVM) pour identifier les paires d’entite´s nomme´es correspon-
dantes. Ji [2009] repre´sente pour chaque langue les relations entre les entite´s nomme´es
sous la forme d’un graphe. L’alignement automatique entre les deux graphes lui permet
d’identifier de manie`re ite´rative la translite´ration entre les entite´s.
Ces quatre dernie`res anne´es ont connu un regain d’inte´reˆt pour la recherche de tra-
ductions a` l’aide de corpus comparables. Les me´thodes propose´es tentent d’ame´liorer
celle de Rapp [1995] base´e sur les vecteurs de contexte. Yu et Tsujii [2009] et Garera
et al. [2009] utilisent les relations de de´pendance syntaxique plutoˆt que des sacs de mots
pour de´finir leur contexte. Laroche et Langlais [2010] e´tudient diffe´rentes manie`res de
calculer et de comparer les vecteurs de contexte. Des mode`les hybrides sont e´galement
propose´s comme celui de Lee et al. [2010] qui calcule des traits lexicaux, contextuels,
temporels et grammaticaux sur les couples de noms communs pour alimenter un al-
gorithme Espe´rance-Maximisation, ou celui d’Andrade et al. [2011] qui apprend les
parame`tres d’une combinaison line´aire de ces vecteurs de contexte pour en trouver la
combinaison optimale. Morin et Prochasson [2011] proposent quant a` eux une me´thode
inspire´e des me´thodes de me´ta-recherche en combinant les re´sultats calcule´s a` partir de
mots similaires (synonymes, . . . ) aux termes a` comparer.
L’autre grand axe de recherche avec les corpus comparables tente non pas d’aligner
des mots mais d’aligner des phrases ou des segments sous-phrastiques.
2.2 L’extraction de phrases ou de segments sous-phrastiques
Les outils classiques d’alignement de phrases utilise´s avec des corpus paralle`les,
comme celui de Gale et Church [1993] qui compare la longueur des phrases en langue
source et en langue cible ne peuvent pas eˆtre utilise´s ici car ils s’appuient sur l’hypothe`se
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que l’index des phrases sources et cibles dans le texte sont proches.
Trouver des phrases paralle`les dans des documents qui ne le sont pas comporte plu-
sieurs de´fis :
1. Identifier des paires de documents inte´ressants ou restreindre l’espace de recherche
2. Trouver les phrases pertinentes
3. Se´lectionner les candidats au paralle´lisme
4. E´valuer la qualite´ du mate´riel finalement extrait
2.2.1 Identifier des paires de documents inte´ressants ou restreindre l’espace de
recherche
En ge´ne´ral, les corpus comparables sont immenses. Par exemple, l’extrait de Gi-
gaword utilise´ par Abdul-Rauf et Schwenk [2009] compte 1.7 millions de lignes en
arabe. Le corpus quasi-comparable TDT 3 de Fung et Cheung [2004] totalise 110 000
phrases en chinois et 290 000 phrases en anglais. Supposons que notre corpus compa-
rable compte n lignes dans la langue source et m lignes dans la langue cible avec une
phrase par ligne1. Essayer tous les couples de phrases possibles pour trouver les couples
de phrases paralle`les reviendrait donc a` conduire n∗m expe´riences, le proble`me est donc
d’ordre quadratique. Afin d’e´viter d’avoir a` conduire plus de 10 milliards de tests (dans
le cas de petits corpus de 100 000 lignes par langue), il est ne´cessaire de mieux cibler les
documents susceptibles de contenir des traductions.
Pour les corpus de nouvelles, la date des documents est ge´ne´ralement conside´re´e
comme un crite`re discriminant. Munteanu et Marcu [2005], Abdul-Rauf et Schwenk
[2009] utilisent une feneˆtre de +/- 5 jours, Tillmann [2009] de +/- 7 jours. Cette e´tape
e´tant parfois insuffisante, des outils de recherche d’information interlangue (CLIR :
CrossLingual Information Retrieval) sont alors utilise´s. Ces outils ne´cessitent ge´ne´ralement
du mate´riel bilingue existant comme des dictionnaires ou des textes paralle`les aligne´s.
1Dans le reste du document, nous utiliserons “ligne” ou “phrase” indiffe´remment.
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Ainsi Utiyama et Isahara [2003] adoptent une me´thode classique. Ils traduisent en an-
glais tous les mots significatifs des textes japonais a` l’aide de dictionnaires bilingues,
se´lectionnent les deux traductions les plus fre´quentes pour chaque mot et ne gardent que
l’article juge´ le plus pertinent par le mode`le probalistique BM25. Comme ce mode`le
ne mesure que la similarite´ entre des sacs de mots, Utiyama et Isahara de´finissent une
nouvelle mesure qui tient compte de la similarite´ entre les phrases de meˆme indice –
on retrouve ici l’opposition entre les carre´s et les diagonales de Church [2009]. En
plus de trier les documents par date, Munteanu et Marcu [2005] construisent un dic-
tionnaire statistique a` partir d’un corpus paralle`le pour traduire vers l’arabe les termes
d’indexation de leurs documents anglais. Ces traductions constituent leur requeˆte pour
se´lectionner les documents arabes. Fung et Cheung [2004] utilisent eux-aussi un dic-
tionnaire bilingue. Mais ils traduisent vers l’anglais l’ensemble des mots des documents
chinois, repre´sentent chaque document par un vecteur de mots ponde´re´s (TF-IDF) et
se´lectionnent les paires de documents en fonction de la similarite´ cosinus entre leurs
vecteurs.
Les autres me´thodes n’utilisant pas de mate´riel bilingue qui ont e´te´ explore´es se
fondent ge´ne´ralement sur la structure des documents. Ainsi Resnik et Smith [2003]
comparent la structure des pages Web pour trouver des pages anglaises et franc¸aises pa-
ralle`les. Ils recherchent par exemple une page Web “parent” qui contient deux liens, l’un
“English” et l’autre “Franc¸ais” ou des pages “jumelles”, l’une en anglais qui contient un
lien “Franc¸ais” et l’autre en franc¸ais qui contient un lien “English”. Adafre et de Rijke
[2006] et Smith et al. [2010], dans leurs travaux sur Wikipe´dia, conside`rent comme com-
parables les paires d’articles lie´s par un lien interlangue. Cette me´thode est inte´ressante.
Cependant Adafre et de Rijke n’ont travaille´ que sur un e´chantillon de 30 paires d’ar-
ticles. Dans le cas du couple de langues franc¸ais-anglais, si l’on souhaite travailler avec
l’ensembe des articles comme l’ont fait Smith et al., cela reviendrait a` explorer plus de
550 000 paires. Comme nous l’avons vu dans la section pre´ce´dente, certaines de ces
paires de documents sont clairement “incomparables”. Il nous a donc paru judicieux
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d’effectuer une se´lection pre´alable base´e sur le contenu des articles avant de commencer
a` chercher des phrases pertinentes.
2.2.2 Trouver les phrases pertinentes
Si l’on conside`re que chaque phrase du document source a une traduction dans le do-
cument cible, il existe un de´se´quilibre entre le nombre d’exemples “positifs”, c’est-a`-dire
les couples de phrases paralle`les, de l’ordre de O(n) et le nombre d’exemple “ne´gatifs”,
de l’ordre de O(n2). Pour l’e´viter, certains auteurs ont a` nouveau re´duit l’espace de re-
cherche pour se concentrer sur les phrases pertinentes.
Utiyama et Isahara [2003] par exemple calculent une similarite´ lexicale base´e sur la
fre´quence des mots et sur le “degre´ de paralle´lisme des articles”. Munteanu et Marcu
[2005] e´liminent les couples de phrases dont le rapport de longueur est infe´rieur a`
1
2 . Ils se´lectionnent ensuite les seuls couples de phrases dont la phrase cible candi-
date contient au moins la moitie´ des traductions des mots de la phrase source. Fung
et Cheung [2004] utilisent la meˆme me´thode pour se´lectionner les couples d’articles et
les couples de phrases, a` savoir la repre´sentation par des vecteurs de mots. Abdul-Rauf
et Schwenk [2009] eux-aussi se´lectionnent les couples de phrases de la meˆme manie`re
qu’ils ont se´lectionne´ les documents. Ils re´utilisent la me´thode de CLIR mise en oeuvre
pre´ce´demment : ils traduisent les phrases de la langue source avec un SMT et soumettent
les traductions obtenues a` un engin de recherche d’information. Ils se´lectionnent ensuite
les cinq phrases ayant le meilleur score puis effectuent un dernier tri base´ sur le ratio de
la longueur des phrases.
Dans l’une de leurs expe´riences, Smith et al. [2010] contournent ce proble`me en
utilisant une me´thode de ranking. Il ne s’agit plus de classer les couples de phrases en
“paralle`les” ou “non paralle`les” mais de classer les phrases cibles – incluant une phrase
“null” – de manie`re a` trouver celle qui a le plus de chance de correspondre a` la phrase
source. S’il n’y a pas de phrase correspondante, c’est “null” qui devrait arriver en teˆte du
classement.
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2.2.3 Se´lectionner les candidats au paralle´lisme
En raison du bruit engendre´ par les approches sus-mentionne´es, les couples de phrases
obtenus doivent a` nouveau eˆtre trie´s pour extraire les couples paralle`les. Alors que cer-
taines recherches s’appuient sur un classifieur, d’autres utilisent simplement un score de
similarite´ calcule´ pour chaque couple et un seuil au-dessus duquel le couple est conside´re´
comme paralle`le.
Les mesures de similarite´
Abdul-Rauf et Schwenk [2009] par exemple ont teste´ diffe´rentes mesures de simila-
rite´ entre les phrases : la distance de Levenshtein, le Translation Edit Rate (TER) et une
nouvelle mesure (TERp) prenant en compte entre autres des paraphrases, des synonymes
et de la racinisation des mots. La me´thode d’Utiyama et Isahara [2003] repose sur l’hy-
pothe`se qu’un couple de phrases extrait d’un couple d’articles fortement paralle`les a de
plus grandes chances d’eˆtre paralle`le. Un nouveau score de similarite´ pour les phrases
est donc calcule´ en prenant en compte le score de similarite´ obtenu au niveau des ar-
ticles. Fung et Cheung [2004] ont de´veloppe´ une me´thode ite´rative (boot-strapping) qui
enrichit le dictionnaire bilingue utilise´ a` partir des phrases extraites, ce qui permet une
rese´lection des documents et des phrases paralle`les. Cette me´thode permet non seule-
ment de confirmer le paralle´lisme des premiers couples extraits mais aussi de de´couvrir
de nouvelles phrases paralle`les. Adafre et de Rijke [2006] ont teste´ deux mesures de
similarite´ pour trouver les phrases paralle`les. D’une part, ils traduisent en anglais les
phrases ne´erlandaises graˆce a` un SMT et calculent le coefficient de Jaccard entre les
deux phrases. D’autre part, ils constituent un dictionnaire bilingue graˆce aux titres des
pages lie´es par un lien interlangue. Dans le texte ne´erlandais, ils remplacent chaque lien
interwiki – lien indique´ entre doubles crochets – par le titre anglais correspondant si le
lien est pre´sent dans le dictionnaire. Comme les liens sont effectue´s manuellement dans
Wikipe´dia, il est possible que certains liens interwikis n’aient pas e´te´ marque´s. C’est
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pourquoi ils enrichissent le texte ne´erlandais en recherchant les liens manquants et en
les traduisant graˆce au dictionnaire des titres. Ils obtiennent ainsi une repre´sentation des
phrases ne´eerlandaises comme un “sac de liens”. Ils font la meˆme chose avec le texte
anglais, sans traduire. Ils calculent ensuite le coefficient de Jaccard entre ces deux en-
sembles.
Franc¸ais Anglais
Liens pre´sents dans la phrase
Ordre de l’Empire britannique Order of the British Empire





23 juin June 23
7 juin June 7
Science Science
Tableau 2.I: Repre´sentation en “sacs de liens” de la phrase du tableau 1.II
Les classifieurs
Munteanu et Marcu [2005] de´finissent une se´rie de traits ge´ne´raux (longueur des
phrases, pourcentage de mots traduits) et de traits d’alignement calcule´s sur un mode`le
de traduction probabiliste IBM1 calcule´ a` partir d’un corpus paralle`le. Ils entrainent
un classifieur a` maximum d’entropie permettant de discriminer les couples. Ce clas-
sifieur est souvent utilise´ en traitement des langues naturelles car il ne suppose pas
d’inde´pendance statistique entre les traits utilise´s. Smith et al. [2010] innovent quant
a` eux en proposant un classifieur imple´mentant l’algorithme des champs conditionnels
ale´atoires (Conditional Random Field - CRF), un algorithme qui mode`lise le se´quenc¸age
des textes. Les traits utilise´s sont ceux de Munteanu et Marcu [2005] mais les traits d’ali-
gnement sont enrichis par les alignements d’un mode`le de Markov cache´ (HMM). Smith
utilise aussi des traits propres a` Wikipe´dia comme la structure des liens a` l’inte´rieur des
phrases, la pre´sence d’une image ou d’un lien associe´ a` la phrase. Le dictionnaire bi-
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lingue utilise´ pour calculer ces traits est lui aussi ge´ne´re´ par une me´thode de ranking a`
partir de quelques articles Wikipe´dia aligne´s.
Pour les deux taˆches d’extraction et de filtrage des phrases comparables, en raison
de leur complexite´, il nous a semble´ judicieux d’employer un classifieur sensible aux
variations des diffe´rents traits.
2.2.4 E´valuer la qualite´ du mate´riel finalement extrait
Dans les travaux pre´ce´dents, on retrouve deux me´thodes pour valider la pertinence
du mate´riel extrait.
La me´thode intrinse`que consiste a` extraire un e´chantillon (par exemple Fung et
Cheung [2004], Utiyama et Isahara [2003]) et a` e´valuer la qualite´ des couples de phrases,
soit manuellement (Utiyama et Isahara [2003]), soit en calculant un score de similarite´
lexicale.
La seconde me´thode utilise´e permet non seulement de mesurer la qualite´ des tra-
ductions extraites mais aussi leur utilite´. Elle consiste a` entraıˆner un SMT sur un cor-
pus paralle`le enrichi des phrases extraites. On espe`re alors que ses performances seront
meilleures que celles du SMT entraıˆne´ uniquement sur le corpus paralle`le. La compa-
raison se fait ge´ne´ralement par les scores BLEU (Bilingual Evaluation Understudy2)
calcule´s sur des corpus de test hors-domaine ou in-domaine (Abdul-Rauf et Schwenk
[2009], Munteanu et Marcu [2005], Smith et al. [2010], Tillmann [2009]).
En somme, extraire des phrases paralle`les a` partir de corpus comparables commence
par l’extraction de couples de documents pertinents. Cette e´tape est particulie`rement im-
portante pour Wikipe´dia e´tant donne´ le volume de texte disponible. Suivent alors une
ou deux phases de se´lection de phrases a` partir de crite`res de similarite´ ou des classi-
fieurs utilisant des traits lexicaux, statistiques ou d’alignement. La phase d’e´valuation
la plus robuste consiste ensuite a` entraıˆner un SMT avec le mate´riel extrait et a` estimer
l’ame´lioration du score BLEU obtenu sur des corpus de test. Il est difficile de comparer
2Papineni et al. [2002]
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les travaux entre eux car les corpus sont tous diffe´rents qu’il s’agisse de leur langue, de
leur taille ou de leur degre´ de comparabilite´. Ne´anmoins pour re´fe´rence, nous pouvons
citer ceux de Smith et al. [2010] sur Wikipe´dia.
Smith et al. re´alisent leurs expe´riences sur deux corpus d’entraıˆnement enrichis des
couples de phrases extraits de Wikipe´dia pour le SMT :
– corpus d’entraıˆnement “Medium” : Europarl3 pour les couples de langue anglais-
allemand et anglais-espagnol, JRC/Acquis4 pour le couple anglais-bulgare ;
– corpus d’entraıˆnement “Large” : Les donne´es “Medium” enrichies de phrases pa-
ralle`les tire´es d’Internet, de donne´es des Nations-Unies, de guides de conversation,
de documentation technique, ...
Ils utilisent e´galement deux corpus de tests diffe´rents :
– Test A : phrases issues de requeˆtes Bing pour les couples anglais-allemand et
anglais-espagnol ; phrases tire´es du corpus JRC/Acquis pour le couple anglais-
bulgare ;
– Test Wiki : e´chantillon des phrases paralle`les extraites filtre´es manuellement (500
phrases).
Couple de langue Anglais-Allemand Anglais-Espagnol Anglais-Bulgare
Nombre de couples de phrases extraits 1 694 595 1 914 978 146 465
Ame´lioration du score BLEU obtenue avec les donne´es d’entraıˆnement “Medium”
Corpus de test A +3.0 +3.3 +1.6
Corpus de test Wiki +5.2 +6.1 +10.1
Ame´lioration du score BLEU obtenue avec les donne´es d’entraıˆnement “Large”
Corpus de test A +0.2 -0.1 -0.2
Corpus de test Wiki +3.1 +2.2 +3.5




DE´FINITION DU PROBLE`ME ET ME´THODOLOGIE
L’ensemble de ce travail peut se re´sumer en quatre grandes e´tapes :
– Pre´paration du corpus
– Tri des articles
– Tri des phrases
– Validation des re´sultats
3.1 Pre´paration du corpus
La fondation Wikime´dia met a` la disposition de la communaute´ l’ensemble de la
base de donne´es de Wikipe´dia sous la forme d’un fichier xml par langue1. Comme ce
fichier regroupe l’ensemble des articles, des pages de redirection et des “me´ta-pages”
destine´es aux contributeurs Wikipe´dia, sa taille atteint plus de 31 gigaoctets pour l’an-
glais et 7 gigaoctets pour le franc¸ais.2 Afin de pouvoir travailler avec ce corpus, il faut
d’une part supprimer toutes les balises XML et Wikipe´dia pour obtenir du texte brut et
d’autre part conserver l’information pertinente contenue dans ces balises. Cette informa-
tion est en effet ne´cessaire pour trouver les articles lie´s par un lien interlangue et pour
re´cupe´rer les liens interwiki contenus dans le texte. Comme Smith et al. [2010], nous ne
gardons que les articles franc¸ais qui ont un article anglais correspondant et vice versa.
Nous les segmentons en phrases (une phrase par ligne). Seuls les articles de dix phrases
ou plus ont finalement e´te´ conside´re´s, les articles de moins de dix lignes comprenant
essentiellement des se´quences de mots typiques de Wikipe´dia que l’on retrouve dans les
autres articles. Pour leur part, Smith et al. gardent tous les articles. On verra par la suite
qu’ils extraient plus de phrases paralle`les que nous mais toutes ces phrases re´pe´titives,
1http://dumps.wikimedia.org/
2Il existe des dumps plus volumineux encore, contenant l’ensemble de l’historique des pages.
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conside´re´es comme paralle`les, vont certes faire grossir le volume du mate´riel extrait mais
pas force´ment en ame´liorer la qualite´.
Cette e´tape a e´te´ re´alise´e en analysant les fichiers XML a` l’aide de l’interface de pro-
grammation SAX (Simple API for XML)3 pour Java. SAX permet de traiter les fichiers
XML comme un flux, de manie`re e´ve´nementielle, ce qui e´vite le chargement entier du
fichier en me´moire.
3.2 Tri des articles
Une fois les articles nettoye´s et segmente´s, nous proce´dons a` leur tri pour ne garder
que les couples d’articles qui ont le plus de chance de contenir des phrases qui seront la
traduction l’une de l’autre. En effet, en raison du nombre conside´rable de documents et
de l’he´te´roge´ne´ite´ du corpus, nous avons choisi de nous rapprocher d’un corpus quasi-
paralle`le. Nous espe´rons ainsi augmenter la pre´cision de nos re´sultats finaux.
Nous avons expe´rimente´ deux me´thodes pour obtenir des articles au degre´ de pa-
ralle´lisme suffisant.
3.2.1 Utilisation d’un classifieur
De´finition du proble`me de classification
La premie`re me´thode est celle dont nous voulons e´prouver la pertinence. Elle consiste
a` entraıˆner un classifieur capable de de´tecter les articles qui sont en grande partie la
traduction l’un de l’autre. On de´finit le degre´ de paralle´lisme d’un couple d’articles
franc¸ais-anglais par la formule (3.1).
txpara =
2∗npara




ou` npara est le nombre de couples de phrases paralle`les et n f r et nen sont respectivement
le nombre de phrases du texte franc¸ais et du texte anglais.
Nous de´finissons deux classes :
– La classe 1 comprenant les articles dont txpara ≥ 23 ;
– La classe 0 comprenant les articles dont txpara < 23 .
Ce sont les articles de la classe 1 que nous souhaitons conserver pour la suite de nos
travaux.
Corpus d’entraıˆnement
Pour entraıˆner ce classifieur, nous avons annote´ manuellement quatre-vingts couples
d’articles de plus de dix lignes. Pour chaque phrase du texte franc¸ais, nous indiquons
s’il existe une phrase correspondante dans le texte anglais et son indice le cas e´che´ant.
Suivant Smith et al. [2010], nous conside´rons comme paralle`les les phrases qui sont la
traduction litte´rale l’une de l’autre et les phrases qui sont quasiment la traduction l’une
de l’autre avec quelques mots manquants.
Sur l’ensemble des couples d’articles traite´s, dix-sept sont conside´re´s comme quasi-
paralle`les (classe 1), c’est-a`-dire 21.25 %. La liste des couples d’articles du corpus d’en-
traıˆnement est disponible dans l’annexe A. Elle indique e´galement quels sont les docu-
ments de la classe 1.
De´finition des traits
Les traits utilise´s pour repre´senter les couples d’articles doivent permettre de distin-
guer les deux classes. Nous souhaitons travailler sans mate´riel bilingue exte´rieur donc
la seule ressource bilingue a` notre disposition est le dictionnaire constitue´ par les titres
des articles lie´s par un lien interlangue. Tout comme Adafre et de Rijke [2006], nous
remplac¸ons tout d’abord chaque lien franc¸ais par l’e´quivalent en anglais s’il se trouve
dans notre dictionnaire. Chaque article peut dont eˆtre repre´sente´ par une se´quence de
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liens anglais. Nous calculons la distance de Levenshtein entre ces deux se´quences. En-
suite, toujours suivant Adafre et de Rijke, nous enrichissons cette se´quence en cherchant
les liens manquants dans les deux textes. Cette fois, plutoˆt que de conside´rer la se´quence
des liens, nous les envisageons comme un ensemble non ordonne´. Cela devrait nous
permettre de mieux de´tecter les permutations de phrases dans le texte.
Nous utilisons donc les traits suivants :
– Nombre de phrases dans le texte franc¸ais ;
– Nombre de phrases dans le texte anglais ;
– Similarite´ Levenshtein entre les se´quences de liens ;
– Taille de l’ensemble enrichi de liens provenant du texte franc¸ais ;
– Taille de l’ensemble enrichi de liens provenant du texte anglais ;
– Taille de l’intersection des deux ensembles.
L’annexe D pre´sente un exemple du calcul de ces traits.
Nous avons e´galement teste´ d’autres traits mais ils de´gradaient les re´sultats des clas-
sifieurs :
– Nombre de caracte`res dans le texte franc¸ais ;
– Nombre de caracte`res dans le texte anglais ;
– Nombre de liens dans le texte franc¸ais ;
– Nombre de liens dans le texte anglais ;
– Similarite´ Cosinus entre les vecteurs de liens ;
– Taille de l’union des deux ensembles enrichis ;
– Similarite´ cosinus entre les deux ensembles enrichis.
Classifieur utilise´
Graˆce au logiciel Weka et a` son API Java4, nous avons teste´ deux grandes familles
de classifieurs :
– les arbres de de´cision ;
4http://www.cs.waikato.ac.nz/ml/weka/
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– les re´seaux de neurones.
Les arbres de de´cision sont des classifieurs qui partitionnent les donne´es au fur et a` me-
sure : a` chaque noeud, les donne´es sont se´pare´es en deux en fonction d’une variable
de coupure et d’un seuil. L’apprentissage permet de construire l’arbre, c’est-a`-dire de
de´terminer, parmi un ensemble de variables donne´, les variables de coupure de chaque
noeud et leurs seuils. Il existe diffe´rents algorithmes qui varient, entre autres selon la
me´thode utilise´e pour ce choix et selon la me´thode utilise´e afin d’e´viter le surapprentis-
sage. Un exemple d’arbre de de´cision obtenu a` partir de notre corpus d’entraıˆnement et
de l’algorithme RandomTree est reproduit dans l’annexe B.
Les re´seaux de neurones utilise´s ici sont des perceptrons multicouches. Ils sont
constitue´s d’une combinaison non line´aire (le re´seau) de classifieurs line´aires (les neu-
rones ou perceptrons). Ils permettent donc de construire des classifieurs pour des pro-
ble`mes non se´parables line´airement. Les parame`tres a` apprendre lors de l’entraıˆnement
sont le vecteur de poids et le biais de chaque perceptron. L’algorithme classique d’ap-
prentissage du re´seau de neurones est l’algorithme dit de re´tropropagation5 qui permet
de minimiser une fonction de couˆt graˆce a` une descente de gradient. Cet algorithme est
ite´ratif. Plusieurs hyperparame`tres font varier les performances du re´seau :
– Le nombre de neurones et de couches cache´es.
– Le taux d’apprentissage (et le momentum) : c’est le coefficient par lequel est mul-
tiplie´ le gradient lorsqu’on actualise les poids. Le momentum permet d’acce´lerer
la descente de gradient lorsque la fonction de couˆt de´croıˆt rapidement.
– Le nombre d’ite´rations maximum : il permet d’e´viter le surapprentissage.
E´tant donne´ le faible volume de donne´es pour l’apprentissage, notamment de donne´es
positives, la recherche de la valeur optimale des hyperparame`tres a e´te´ re´alise´ par vali-
dation croise´e a` trois plis.
5On “propage” le gradient en commenc¸ant par le calculer pour la dernie`re couche de neurones puis
successivement pour les couches pre´ce´dentes jusqu’a` la premie`re
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3.2.2 Me´thode de re´fe´rence : utilisation d’un moteur de recherche
La seconde me´thode, qui nous sert de re´fe´rence, est semblable a` celle d’Utiyama et
Isahara [2003] et consiste a` conside´rer la taˆche de trier les articles comme un proble`me
de recherche d’information multilingue. Contrairement a` l’approche pre´ce´dente, cette
me´thode requiert un dictionnaire bilingue pour obtenir la traduction des mots des ar-
ticles franc¸ais en anglais. En revanche, elle ne ne´cessite pas d’apprentissage. En effet les
documents franc¸ais servent de requeˆtes qui sont soumises a` un moteur de recherche ren-
voyant les documents anglais les plus proches. Pour notre travail, nous avons utilise´ la
librairie Java de Lucene6 pour de´finir notre propre moteur d’indexation et notre moteur
de recherche.
Chaque article anglais est donc indexe´ a` l’aide de Lucene : le texte est mis en mi-
nuscules, chaque mot est re´duit a` sa racine (racinisation ou stemming en anglais) et les
mots vides sont supprime´s. Les documents sont repre´sente´s sous la forme d’un vecteur
de mots ponde´re´ par les valeurs TF-IDF qui mesurent l’importance d’un mot pour un
document par rapport a` un corpus de re´fe´rence. Pour les articles franc¸ais, nous avons
tout d’abord re´duit chaque mot a` sa forme canonique (lemmatisation) graˆce a` l’ana-
lyseur syntaxique TreeTagger7. Ensuite, nous recherchons chaque mot porteur de sens
(substantifs, adjectifs, noms propres, verbes et nombres) dans un dictionnaire bilingue
pour obtenir leur e´quivalent anglais. L’ensemble des traductions trouve´es constituent la
requeˆte soumise a` Lucene.
Lucene analyse la requeˆte de la meˆme manie`re que le texte anglais (mise en minus-
cules, racinisation,. . . ), calcule un score de similarite´ de´rivant de la similarite´ cosinus
entre le vecteur de mots constituant la requeˆte et les vecteurs de mots repre´sentant les
textes indexe´s et renvoie les documents les plus pertinents.8
Dans notre travail, les documents avec un score supe´rieur a` 0.5 et ayant un lien
6http://lucene.apache.org/core/
7http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
8Les formules utilise´es par Lucene sont de´crites sur son site a` l’adresse http://lucene.apache.
org/core/3_6_0/api/core/org/apache/lucene/search/Similarity.html
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interlangue avec le document de la requeˆte ont e´te´ conserve´s. Ce choix a e´te´ fait de
manie`re a` avoir environ le meˆme nombre de documents que par la premie`re me´thode.
3.3 Tri des phrases
3.3.1 De´finition du proble`me de classification
Une fois les documents pertinents pour la suite de notre travail se´lectionne´s, il s’agit
de trouver quels sont les couples de phrases paralle`les parmi tous les couples possibles.
Cette taˆche peut la`-encore eˆtre conside´re´e comme un proble`me de classification. Les
deux classes sont :
– Classe 1 : phrases qui sont la traduction l’une de l’autre ;
– Classe 0 : les autres.
Comme nous l’avons mentionne´ dans la section 2.2.2, le proble`me est fortement
de´se´quilibre´ car le nombre de couples de phrases paralle`les est de l’ordre de O(n) et
le nombre d’exemple “ne´gatifs”, de l’ordre de O(n2), n e´tant le nombre de phrases de
l’article en franc¸ais.
3.3.2 Corpus d’entraıˆnement
Comme corpus d’entraıˆnement, nous reprenons les dix-sept couples d’articles quasi-
paralle`les du corpus d’entraıˆnement du classifieur pre´ce´dent. Ils contiennent 415 exemples
de la classe 1 et 21 534 exemples de la classe 0. Les couples de phrases paralle`les peuvent
eˆtre te´le´charge´s a` partir du site Internet du RALI9 dans l’onglet “Ressources”.
3.3.3 De´finition des traits
Nous avons calcule´ un certain nombre de traits sur les phrases prises individuelle-




Traits calcule´s sur les phrases individuellement
– Le nombre de mots de la phrase (franc¸aise ou anglaise) ;
– Le nombre de caracte`res de la phrase ;
– Une se´rie de traits permettant de positionner la phrase par rapport a` l’ensemble du
texte :
– Le score du classifieur pre´ce´dent, interpre´te´ comme le degre´ de paralle´lisme du
texte ;
– Trois traits permettant de comparer la fre´quence des mots de la phrase par rap-
port a` celle de l’ensemble des mots du texte.
Nous calculons la fre´quence de chaque mot du texte dans l’ensemble du do-
cument. Pour chaque phrase, nous regardons quelle est la plus haute et la plus
basse fre´quence et nous calculons la fre´quence moyenne des mots. Cela nous
permet de de´tecter notamment la pre´sence de mots hapax, c’est-a`-dire de mots
qui ne sont pre´sents qu’une seule fois dans l’ensemble de l’article. Enright et
Kondrak [2007] ont montre´ que la de´tection des hapax pouvait contribuer a`
l’alignement de documents.
Traits calcule´s sur les couples de phrases
Traits de comparaison des indices des phrases dans leur document respectif L’ob-
servation des couples de phrases aligne´es permet de de´tecter une certaine re´gularite´ dans
leur positionnement respectif. La repre´sentation graphique des indices source et cible
des phrases paralle`les de notre corpus d’entraıˆnement montre que les points sont situe´s
autour d’une droite proche de la diagonale (voir figure 3.1). Plus les indices sont e´leve´s,
plus les points ont tendance a` s’e´loigner de cette droite. Comme le corpus d’entraıˆnement
ne compte pas un nombre important de documents, indiquer l’indice des phrases aurait
pu mener a` des interpre´tations errone´es de la part du classifieur si cet indice se retrouve
en dehors de la plage de donne´es utilise´es – notamment pour les documents tre`s longs.
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Figure 3.1: Re´partition des indices des couples de phrases paralle`les dans les donne´es
d’entraıˆnement
Nous avons donc pense´ calculer deux traits qui pourraient mode´liser ce comporte-
ment :
– Mesure de la distance du point par rapport a` la diagonale ponde´re´e par l’indice de
la phrase franc¸aise
compIndice =
|i f r− ien|
i f r +1
(3.2)
ou` i f r et i f r sont respectivement l’indice de la phrase franc¸aise et l’indice de la
phrase anglaise.
– Estimation de la densite´ de probabilite´ selon une mesure un peu plus fine : nous
calculons l’e´quation de la droite moyenne par re´gression line´aire et nous calculons
la valeur de l’e´cart-type sur l’ensemble des donne´es positives de l’ensemble d’en-
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traıˆnement (c’est-a`-dire les phrases paralle`les). Nous repre´sentons la distribution
de nos points par une distribution gaussienne centre´e sur la droite moyenne et dont
la variance a e´te´ calcule´e pre´ce´demment. (voir figure 3.2)
Figure 3.2: Mode´lisation par une gaussienne de la re´partition des indices des







−(ien− (ai f r +b))2
2σ2 (3.3)
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ou` σ est l’e´cart-type, a et b sont les parame`tres de l’e´quation de la droite moyenne
et i f r et ien sont respectivement l’indice de la phrase franc¸aise et l’indice de la
phrase anglaise.
Traits de comparaison des longueurs des phrases en caracte`res et en nombre de
mots L’observation des variations dans le nombre de mots ou de caracte`res dans les
donne´es positives de l’entraıˆnement montre e´galement une re´partition autour d’une droite
proche de la diagonale (voir les figures 3.3 et 3.4). Nous calculons donc quatre nouveaux
traits en reprenant les formules (3.2) et (3.3) et en y remplac¸ant les indices par le nombre
de mots puis par le nombre de caracte`res.
Figure 3.3: Re´partition des nombres de mots
pour les couples de phrases paralle`les dans
les donne´es d’entraıˆnement
Figure 3.4: Re´partition des nombres de ca-
racte`res pour les couples de phrases pa-
ralle`les dans les donne´es d’entraıˆnement
Traits de comparaison des liens contenus dans la phrase Comme pour le classifieur
de documents, nous travaillons d’une part avec les liens originaux et d’autre part avec la
liste enrichie de liens. Nous calculons pour ces deux ensembles :
– le nombre de liens qui se retrouvent a` la fois dans la phrase franc¸aise et anglaise,
ponde´re´ par le nombre de mots de la phrase source ;
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– le nombre de liens qui ne se retrouvent que dans l’une des phrases, ponde´re´ par le
nombre de mots de la phrase source ;
– l’indice de Jaccard entre l’ensemble des liens de la phrase franc¸aise et celui de la
phrase anglaise10.
Traits de comparaison des chiffres pre´sents dans les phrases Suivant Patry et Lan-
glais [2011] qui de´tectent des documents paralle`les dans un corpus comparable en se
basant sur les nombres qu’ils contiennent, nous calculons trois traits de comparaison des
nombres :
– le nombre de nombres qui se retrouvent a` la fois dans la phrase franc¸aise et an-
glaise, ponde´re´ par le nombre de mots de la phrase source ;
– le nombre de nombres qui ne se retrouvent que dans l’une des phrases, ponde´re´
par le nombre de mots de la phrase source ;
– l’indice de Jaccard entre l’ensemble des nombres de la phrase franc¸aise et celui de
la phrase anglaise.
Traits de comparaison concernant le contenu non-textuel Tout comme Smith et al.
[2010], nous observons si les phrases contiennent un lien vers une adresse Web, une
illustration, si elles font partie d’une liste ou si elles sont incluses dans des balises titres.
Chacun de ces quatre traits sont des variables ternaires pouvant prendre l’une des trois
valeurs suivantes :
– 1 si les deux phrases contiennent le meˆme lien, la meˆme illustration, si elles font
toutes les deux parties d’une liste ou d’un titre ;
– 0 si les deux phrases ne contiennent pas de lien, pas d’illustration, si elles ne font
pas partie d’une liste ou d’un titre ;
– -1 si l’une des deux phrases contient un lien ou une illustration et pas l’autre (ou
si les liens ou les illustrations sont diffe´rentes) ou si l’une fait partie d’un titre ou
10Jaccard, P. (1908). Nouvelles recherches sur la distribution florale. Bull Soc Vaudoise Sci Nat, 44 :
223–270.
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d’une liste et pas l’autre.
3.3.4 Classifieur utilise´
Comme dans la section pre´ce´dente, nous avons entraine´ un re´seau de neurones et un
arbre de de´cision. Comme nous le verrons dans le chapitre suivant, les re´sultats obtenus
avec le re´seau de neurones sont nettement meilleurs que ceux obtenus avec l’arbre. Dans
la suite de nos expe´riences, nous ne garderons donc que les scores obtenus avec le re´seau
de neurones. La validation des re´sultats s’est faite par validation croise´e. Comme nous
avions dix-sept articles a` notre disposition, nous avons re´alise´ une validation croise´e a`
dix-sept plis, l’ensemble d’entraıˆnement e´tant constitue´ a` chaque pli de seize articles, le
bitexte restant servant d’ensemble de test.
3.3.5 Interpre´tation et raffinement des re´sultats
Le re´sultat retourne´ par le re´seau de neurones pour chaque couple de phrases cor-
respond a` un score que l’on peut interpre´ter comme la probabilite´ que les phrases soient
la traduction l’une de l’autre. En ge´ne´ral, seuls les exemples ayant un score supe´rieur a`
0.5 sont conside´re´s comme positifs. De´placer ce seuil permet de changer le rappel et la
pre´cision du classifieur, ce qui peut au final ame´liorer les re´sultats.
D’autre part, il est possible que la phrase franc¸aise d’indice i soit ainsi couple´e a`
plusieurs phrases anglaises d’indice j et k. Comme nous ne recherchons que des corres-
pondances 1-1, il faut a` nouveau trier ces re´sultats.
Deux me´thodes ont e´te´ utilise´es pour cela, la me´thode des plus hauts scores et celle
de l’algorithme hongrois. Nous avons ensuite enrichi les re´sultats en nous basant sur une
heuristique d’extension.
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Me´thode des plus hauts scores
Cette me´thode a e´te´ utilise´e par Adafre et de Rijke [2006] pour se´lectionner les
meilleurs couples de phrases. Alors qu’Adafre et de Rijke triaient les couples en fonc-
tion d’une mesure de similarite´ entre les phrases, nous utilisons le score retourne´ par le
re´seau de neurones. La me´thode consiste a` trier de manie`re de´croissante les couples de
phrases en fonction de ce score. Nous se´lectionnons le couple de plus haut score et nous
e´liminons tous les autres couples impliquant la meˆme phrase franc¸aise ou anglaise. Nous
recommenc¸ons en prenant le second plus haut score et ainsi de suite jusqu’a` ce que nous
n’ayons plus d’exemples.
Algorithme hongrois
L’algorithme hongrois (ou algorithme de Kuhn-Munkres) est un algorithme d’op-
timisation combinatoire pour des proble`mes d’affectation dans des graphes bipartites.
Il permet de trouver l’assignement optimal entre deux ensembles disjoints, c’est-a`-dire
celui qui maximise (ou minimise, selon le proble`me) la somme des poids affecte´s aux
areˆtes qui relient les e´le´ments des deux ensembles. Chaque e´le´ment ne peut eˆtre se´lectionne´
qu’une seule fois. Nous conside´rons donc ici le proble`me comme un proble`me d’affec-
tation entre les phrases franc¸aises et les phrases anglaises de manie`re a` maximiser la
somme des scores retourne´s par le classifieur.
Supposons que le classifieur nous renvoie les re´sultats suivants :
Sc( f r1,en1) = 0.6
Sc( f r1,en2) = 0.7
Sc( f r2,en1) = 0.0
Sc( f r2,en2) = 0.6
Notre premier algorithme se´lectionnerait le couple ( f r1,en2) seulement11. L’algo-
11Le couple ( f r2,en1) n’est pas retourne´ car son score est nul.
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rithme hongrois quant a` lui se´lectionne les couples ( f r1,en1) et ( f r2,en2).
Une description du fonctionnement de l’algorithme est donne´e dans l’annexe C.
Heuristique d’extension
Nous voulons tester les effets de l’heuristique suivante qui traduit le caracte`re se´quentiel
de la traduction d’un texte :
Si la phrase cible d’indice j est conside´re´e comme la traduction de la phrase source
d’indice i et que celle d’indice j+2 est conside´re´e comme la traduction de la phrase
d’indice i+2 ; si d’autre part la phrase source d’indice i+1 et la phrase cible d’indice j+1
ne sont pas implique´es dans une autre relation de traduction ; si enfin le score associe´ au
couple (i+1,j+1 n’est pas nul, nous conside´rons la phrase cible j+1 comme la traduction
de la phrase source i+1.
3.4 Mesure de la qualite´ du corpus extrait : protocole expe´rimental
Pour mesurer la qualite´ du bitexte extrait, nous entraıˆnons et testons un SMT sur
diffe´rents corpus et nous comparons les scores BLEU obtenus (Bilingual Evaluation
Understudy, Papineni et al. [2002]). Nous utilisons la plateforme Moses12, un syste`me
de traduction statistique a` base de segments. Moses permet de pre´parer les donne´es d’en-
traıˆnement, de construire les mode`les de traduction et de langue, de les parame`trer et de
les tester sur des corpus de test.
Les e´tapes a` re´aliser sont :
Entrainement d’un “truecaser” Comme il est pre´fe´rable de travailler sur des corpus
ou` tous les mots – sauf les noms propres – sont en minuscules, il faut entraıˆner
un outil sur le corpus d’entraıˆnement pour supprimer les majuscules dans le texte
source et remettre les majuscules dans la traduction obtenue.
12http://www.statmt.org/moses/
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Pre´paration des corpus Il s’agit de tokenizer les corpus d’entraıˆnement, de les nettoyer
et de les mettre en minuscules.
Construction des mode`les de langues Cette e´tape consiste a` re´pertorier l’ensemble des
n-grammes13 et leur probabilite´ dans le corpus d’entraıˆnement en langue cible.
Nous nous limitons ici aux n-grammes d’ordre infe´rieur ou e´gal a` 5, une pratique
courante.
Construction des mode`les de traduction Moses utilise Giza++14 pour obtenir les mo-
de`les de traduction IBM4 a` partir des bitextes et pour construire les tables de tra-
duction.
Parame´trage des mode`les La probabilite´ d’une certaine traduction est calcule´e comme
le produit ponde´re´ des probabilite´s issues du mode`le de langue, du mode`le de tra-
duction, du mode`le de distorsion et de la pe´nalite´ de longueurs. Le mode`le de
distorsion pe´nalise le de´placement de mots dans la traduction et les pe´nalite´s de
longueur les diffe´rences entre les tailles des phrases source et cible. Pour optimi-
ser les poids associe´s a` chacun des mode`les, nous nous servons d’un corpus de
de´veloppement.
De´codage Un texte en langue source est soumis au de´codeur qui calcule la traduction la
plus probable a` partir des mode`les et des poids calcule´s pre´ce´demment.
3.4.1 Corpus d’entraıˆnement
Nous entraıˆnons un SMT sur plusieurs corpus d’entraıˆnement que nous combinons
e´galement entre eux pour mesurer les gains apporte´s par chacun d’entre eux. Nos corpus
de base sont les suivants :
Europarl+Newscommentary Corpus constitue´ d’extraits des comptes-rendus du Parle-
ment europe´en15 et de commentaires de nouvelles. Il est tire´ des donne´es fournies




pour le sixie`me atelier de traduction automatique statistique 2011 (WMT 2011 :
sixth Workshop on Stratistical Machine Translation16) de la Conference on Em-
pirical Methods on Natural Language Processing. Nous nommerons ce corpus
Europarl dans la suite.
Wiki Corpus constitue´ par les phrases extraites par le classifieur pre´ce´dent. Le tableau
3.I fournit quelques statistiques sur les phrases que nous avons extraites a` l’aide du
meilleur classifieur. Les re´sultats des diffe´rentes expe´riences mene´es sont de´taille´s
dans le chapitre suivant.
Titres Corpus constitue´ par les titres des articles lie´s par un lien interlangue.
WikiLucene Corpus constitue´ par les couples de phrases extraits des articles se´lectionne´s
a` l’aide de Lucene.
Le tableau 3.I indique le nombre de phrases, le nombre de mots et le nombre de mots
distincts que contient chaque corpus ainsi que les diffe´rentes combinaisons de corpus.
La diffe´rence entre le nombre de mots distincts du corpus Europarl et celui des corpus
combine´s nous permet de remarquer l’apport de chaque corpus au niveau du vocabulaire.
Europarl Wiki Titres WikiLucene
Franc¸ais Anglais Franc¸ais Anglais Franc¸ais Anglais Franc¸ais Anglais
Nombre de phrases 1 940 639 560 694 580 288 1 453 565
Nombre de mots 60 255 293 54 055 841 11 164 680 10 705 099 1 524 825 1 469 122 29 430 579 27 342 121
Nombre de mots distincts 140 320 110 401 398 779 382 248 346 045 336 655 665 324 611 868
Europarl + Wiki Europarl +Titres Europarl + Wiki + Titres Europarl + WikiLucene + Titres
Franc¸ais Anglais Franc¸ais Anglais Franc¸ais Anglais Franc¸ais Anglais
Nombre de phrases 2 501 333 2 520 927 3 081 621 3 954 898
Nombre de mots 71 419 973 64 760 940 61 780 118 55 524 963 72 944 798 66 230 062 91 210 697 82 867 084
Nombre de mots distincts 463 164 426 424 445 636 408 470 664 759 622 375 876 678 808 175
Tableau 3.I: Statistiques sur les corpus d’entraıˆnement
16http://www.statmt.org/wmt11/translation-task.html
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3.4.2 Corpus de de´veloppement
Nous avons constitue´ un corpus compose´ d’une part d’un corpus de nouvelles (issu
de WMT 2011) et d’autre part d’articles Wikipe´dia que nous avons nettoye´s et aligne´s
manuellement. Le corpus de de´veloppement Wikipe´dia compte 813 lignes, celui des
nouvelles 2 489.
3.4.3 Corpus de test
Nous testons nos diffe´rentes configurations sur trois corpus de test. L’un est un corpus
de nouvelles, celui utilise´ dans WMT 2011. Il contient 3 003 lignes.
Le deuxie`me est compose´ de 2 000 paires de phrases tire´es des comptes-rendus du
Parlement Europe´en. Il provient de l’atelier WMT 200817.
Le dernier corpus est compose´ d’articles Wikipe´dia nettoye´s et aligne´s manuelle-
ment. Comme pour le corpus de de´veloppement, nous nous sommes assure´s que les
articles choisis ne faisaient pas partie des articles se´lectionne´s par le premier classifieur
ou Lucene18. Le corpus de test Wikipe´dia compte 800 lignes. Les corpus de test et de
de´veloppement issus de Wikipe´dia sont mis a` la disposition de la communaute´ sur le site
du RALI19.
Nous appelons les trois corpus de test respectivement NewsTest, WikiTest et Euro-
Test. Ils vont permettre d’e´valuer les performances des diffe´rents corpus d’entraıˆnement.
Le tableau 3.II indique le taux de mots inconnus de chaque corpus de test par rapport
au vocabulaire contenu dans le corpus d’entraıˆnement. On remarque les termes du corpus
EuroTest sont largement couverts par le corpus d’entraıˆnement Europarl. Au contraire,
il y a de nombreux mots inconnus dans WikiTest par rapport a` Europarl. Rajouter le
corpus Wiki ou WikiLucene a` l’entraıˆnement permet de faire fortement baisser ce taux :
17http://www.statmt.org/wmt08/shared-task.html
18Pour trouver des articles ade´quats, nous avons entre autres consulte´ la page du Projet :Traduction de
Wikipe´dia qui recense par mois les traductions en cours, en relecture ou termine´es. Nous avons choisi des
articles traduits apre`s le dump de la base de donne´es.
19http://rali.iro.umontreal.ca/rali/?q=fr/node/1293
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on passe de plus de 17 % a` 5 et 6 %. Le corpus EuroTest est donc dit in-domain car il est
proche du corpus d’entraıˆnement. Le corpus WikiTest, tout comme le corpus NewsTest,
sont eux out-domain.
NewsTest WikiTest EuroTest
Nombre de mots distincts 12 172 4 309 7 561
Wiki 11.0 % (8.9) 8.9 % (384) 6.5 % (492)
Europarl 11.0 % (1 341) 17.3 % (744) 0.8 % (60)
Europarl + Wiki 5.8 % (706) 7.4 % (322) 0.5 % (41)
Europarl +Titres 6.5 % (798) 10.0 % (431) 0.6 % (44)
Europarl + Wiki +Titres 4.9 % (599) 6.6 % (284) 0.5 % (36)
Europarl + WikiLucene + Titres 4.3 % (524) 5.3 % (231) 0.4 % (32)
Tableau 3.II: Taux de mots inconnus dans les corpus de test en fonction des corpus
d’entraıˆnement. (Le nombre de mots inconnus est indique´ entre parenthe`ses.)
NewsTest WikiTest EuroTest
Nombre de bigrammes distincts 49 031 12 271 32 988
Wiki 33.9 % (16 637) 31.2 % (3 824) 31.3 % (10 325)
Europarl 24.3 % (11 929) 37.6 % (4 614) 5.9 % (1 945)
Europarl + Wiki 19.9 % (9 737) 25.5 % (3 130) 5.5 % (1 804)
Europarl +Titres 23.4 % (11 474) 35.1 % (4 312) 5.9 % (1 932)
Europarl + Wiki +Titres 19.6 % (9 586) 25.0 % (3 068) 5.5 % (1 800)
Europarl + WikiLucene + Titres 17.1 % (8 381) 21.1% (2 591) 5.1 % (1 666)
Tableau 3.III: Taux de bigrammes inconnus dans les corpus de test en fonction des corpus
d’entraıˆnement. (Le nombre de bigrammes inconnus est indique´ entre parenthe`ses.)
CHAPITRE 4
RE´SULTATS ET ANALYSE
4.1 Tri des articles
4.1.1 Re´sultats obtenus par les classifieurs
Re´sultats obtenus par les re´seaux de neurones
Les meilleurs re´sultats du re´seau de neurones classifiant les paires d’articles ont e´te´
obtenus avec les hyperparame`tres suivants :
– Learning rate : 0.9
– Momentum : 0.3
– Nombre maximal d’ite´rations : 500 e´poques
– Nombre de neurones cache´s : 0
Comme le nombre optimal de neurones cache´s est estime´ a` 0 (l’entre´e du re´seau est
directement connecte´e a` la sortie), c’est finalement un classifieur a` re´gression logistique
qui fournit les meilleurs re´sultats.
Le nombre d’instances correctement classe´es se monte a` 75 soit un taux de re´ussite
de 93.75 %. La matrice de confusion de ce classifieur est donne´e dans le tableau 4.I. Elle






Tableau 4.I: Re´seau de neurones : matrice de confusion
Cette matrice nous permet de calculer la pre´cision, le rappel et la f-mesure sur la

















2× (pre´cision × rappel)
pre´cision + rappel
= 0.8235
Le temps d’entraıˆnement du classifieur est tre`s court puisque 0.34 seconde suffisent
pour construire le mode`le.
Re´sultats obtenus par les arbres de de´cision
Le meilleur arbre de de´cision a e´te´ obtenu par l’algorithme J481.






Tableau 4.II: Arbre de de´cision : matrice de confusion
La matrice de confusion 4.II nous permet de calculer pre´cision, rappel et f-mesure










Temps ne´cessaire pour construire le mode`le : 0.02 seconde.




Les re´sultats obtenus par re´gression logistique sont meilleurs que ceux obtenus a`
partir d’un arbre de de´cision. Cela est duˆ certainement au faible volume de l’ensemble
d’entraıˆnement et au de´se´quilibre entre les classes ce qui ne permet pas la construction
d’un arbre assez pre´cis.
La pre´cision obtenue sur la classe 1 est de 87.5 %, c’est-a`-dire que sur 100 paires
de documents retourne´es comme paralle`les, 87,5 % le sont ve´ritablement. Un rappel de
82.35 % signifie que 82.35 % des paires de documents paralle`les sont identifie´es comme
telles par le classifieur. On perd donc 17 % des articles paralle`les.
Classification de l’ensemble des articles
Lorsqu’on applique le classifieur a` re´gression logistique sur l’ensemble des 367 797
couples d’articles de plus de dix phrases, on obtient 38 829 quasi-paralle`les soit un taux
de 10.55 %. Ces re´sultats sont comparables a` ceux de Patry et Langlais [2011] qui re-
censent 44 447 paires d’articles Wikipe´dia paralle`les pour la paire de langues franc¸ais-
anglais. La taˆche la plus couˆteuse en temps est celle du calcul des traits. Elle ne´cessite
en effet environ 9.6 secondes par couple d’articles soit environ 60 jours pour traiter
l’ensemble des couples d’articles lie´s franc¸ais-anglais, si l’on ne travaille que sur un
processeur. C’est la recherche des n-grammes dans le dictionnaire constitue´ par les titres
des articles qui est particulie`rement gourmande. Une structure en arbre Radix permettrait
d’ame´liorer fortement les temps de calcul. La classification est quant a` elle relativement
rapide car elle prend moins de 2 minutes.
E´liminer pre`s de 90 % des articles revient suˆrement a` e´liminer aussi des couples de
phrases paralle`les mais va nous permettre de re´duire le temps de calcul subse´quent et
nous espe´rons ainsi obtenir une meilleure pre´cision. Nous verrons par la suite qu’il est
pre´fe´rable de privile´gier la qualite´ a` la quantite´. Il est e´galement inte´ressant de constater
que pre`s de 40 000 couples d’articles sont identifie´s comme e´tant en relation de traduc-
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tion meˆme si les versions anglaises et franc¸aises de Wikipe´dia sont re´dige´es de manie`re
inde´pendante. Ce volume de donne´es est loin d’eˆtre ininte´ressant.
4.1.2 Re´sultats obtenus par le moteur de recherche
L’utilisation du moteur de recherche pour trier les articles est plus rapide que le
re´seau de neurones. Le temps ne´cessaire pour construire l’index des articles anglais se
monte a` quinze minutes. Construire les requeˆtes a` partir des articles franc¸ais ne´cessite
environ quatre heures. C’est le temps de recherche dans l’index qui est particulie`rement
long car il prend environ 7 jours. Lucene trouve des documents pertinents pour toutes
les requeˆtes soumises. Cependant ce n’est pas toujours l’article anglais correspondant
a` l’article franc¸ais qui est en teˆte de la liste. Si l’on ne conside`re que le premier docu-
ment retourne´ par Lucene, le score obtenu varie e´norme´ment (entre 0.0063 et 130 avec
une moyenne de 0.43). Le graphique 4.1 repre´sente la re´partition des scores des pre-
miers documents obtenus. Elle semble suivre une loi log-normale d’espe´rance -1.32 et
de variance 0.758.
Nous ne se´lectionnons que les paires documents dont le score de classification est
supe´rieur a` 0.5 et dont la longueur est suffisante (comme pre´ce´demment). Nous obtenons
un ensemble de 43 564 documents. Le nombre de documents est supe´rieur a` celui ob-
tenu par la me´thode pre´ce´dente. Nous constatons e´galement que ce sont en ge´ne´ral des
documents plus longs. Cependant les re´sultats des expe´riences suivantes nous laissent
penser que ces documents contiennent beaucoup de bruit. Il n’y a que 12 490 articles
en commun avec l’ensemble des articles classe´s comme paralle`les par le re´seau de neu-
rones. Cette faible concordance entre les deux ensembles semble confirmer que l’un de
deux est tre`s bruite´.
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Figure 4.1: Re´partition des scores des documents les plus pertinents renvoye´s par Lucene
(e´chelle logarithmique)
4.2 Tri des phrases
4.2.1 Re´sultats du classifieur et du raffinement
L’e´valuation des performances des diffe´rentes combinaisons classifieur-raffinement
ont e´te´ re´alise´es simultane´ment.
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Re´seau de neurones
Nous ne reproduisons ici que les meilleurs scores obtenus pour chaque classifieur et
chaque me´thode de raffinement.
Pour le re´seau de neurones, les meilleurs hyperparame`tres sont :
– Learning rate : 0.2
– Momentum : 0.3
– Nombre maximal d’ite´rations : 1 000 e´poques
– Nombre de neurones cache´s : 16
















Ces re´sultats ne sont pas tre`s bons mais on ne peut pas encore en de´duire quels sont
les couples de phrases paralle`les car certaines phrases sont implique´es dans plusieurs
couples “positifs”. Les meilleurs re´sultats obtenus avec les diffe´rentes me´thodes de raf-
finement (“hauts scores“ ou “hongrois“) sont compile´s dans les tableaux ci-dessous.
La F-mesure la plus haute est obtenue lorsque qu’on fixe le seuil a` partir duquel
un exemple est conside´re´ comme positif a` 0.1, qu’on raffine les re´sultats en utilisant
l’algorithme hongrois et qu’on les enrichit. Avec une pre´cision de plus de 73 %, plus des
trois quarts des couples de phrases conside´re´s comme paralle`les par le classifieur le sont








rappel = 71.3 %
pre´cision = 59.4%
F = 0.648







rappel = 60.5 %
pre´cision = 72.5 %
F = 0.66
Tableau 4.V: Re´seau de neurones, seuil 0.1,






rappel = 58.3 %
pre´cision =73.1%
F = 0.649







rappel = 62.7 %
pre´cision = 73.4 %
F = 0.676
Tableau 4.VII: Re´seau de neurones, seuil
0.1, raffinement hongrois + Extension
Lorsque l’on compare les re´sultats “bruts” et les re´sultats raffine´s, on remarque que
le raffinement permet d’augmenter la pre´cision. Les deux me´thodes consistent en effet a`
supprimer des exemples “superflus”. Avant le raffinement, les deux me´thodes obtiennent
des F-mesures similaires a` partir de seuils diffe´rents (0 pour la me´thode des plus hauts
scores, 0.1 pour la me´thode hongroise) Dans le premier cas, le rappel est haut mais la
pre´cision est basse. Dans le second cas, c’est l’inverse.
L’enrichissement permet de faire augmenter le rappel sans perdre de pre´cision (+ 3
points gagne´s lorsque l’algorithme hongrois est utilise´ a` la phase pre´ce´dente). Il permet
donc de retrouver des couples de phrases paralle`les que le classifieur n’a pas su de´tecter.
Ces re´sultats confirment notre hypothe`se que les traductions se retrouvent sous forme de
grappes et que la se´quence des phrases est respecte´e.
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Arbres de de´cision
Le meilleur arbre de de´cision est l’arbre J48. Comme avec le re´seau de neurones, le
raffinement avec l’algorithme hongrois et l’enrichissement des re´sultats permettent d’ob-
tenir les performances les plus e´leve´es. Ne´anmoins, les arbres de de´cision se re´ve`lent eˆtre
la`-encore moins pre´cis et moins couvrants. La complexite´ de la taˆche est certainement la






rappel = 53.9 %
pre´cision = 69.6 %
F = 0.608
Tableau 4.VIII: Arbre J48, seuil 0.1, raffinement hongrois + Extension
4.2.2 Conclusion
Nous utilisons le meilleur mode`le obtenu pour extraire les couples de phrases pa-
ralle`les des articles se´lectionne´s a` l’e´tape pre´ce´dente, soit par le classifieur, soit par le
moteur de recherche. Nous extrayons 560 694 couples de phrases a` partir du corpus
d’articles issus du re´seau de neurones et 1 453 565 a` partir des articles se´lectionne´s par
Lucene. La diffe´rence entre ces deux nombres est e´tonnante e´tant donne´ le faible e´cart
entre le nombre d’articles se´lectionne´s. La section 4.3.2 fournit une explication possible
a` ce phe´nome`ne.
Le nombre de couples de phrases extraites par Smith et al. [2010] se monte a` environ
1.7 million pour le couple de langues anglais-allemand et 1.9 million pour le couple
anglais-espagnol. Ces chiffres sont du meˆme ordre que ceux que nous obtenons avec
Lucene. La me´thode utilisant le re´seau de neurones pour se´lectionner les articles semble
donc eˆtre tre`s – peut-eˆtre trop – se´lective et dans de prochains travaux, il serait inte´ressant
de faire varier le “seuil de paralle´lisme” a` partir duquel on garde les articles, celui que
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nous avions fixe´ a` 66 %.
L’e´tape suivante va nous permettre de ve´rifier la qualite´ du mate´riel extrait.
4.3 Mesure de la qualite´ du corpus extrait
4.3.1 Scores BLEU des diffe´rents SMT
Le tableau 4.IX re´sume les scores BLEU obtenus sur les corpus de test en entraıˆnant
Moses sur les diffe´rents corpus d’entraıˆnement.
Le score WER est le “Word Error Rate” (Taux d’erreur au niveau des mots), le score
SER, le “Sentence Error Rate” (Taux d’erreur au niveau des phrases). Plus ces scores
sont bas, meilleur est le traducteur.
Le score BLEU est base´ sur la pre´cision en n-grammes entre la phrase traduite a`
tester et la phrase de re´fe´rence. Pour la traduction du franc¸ais vers l’anglais les meilleurs
syste`mes obtiennent des scores autour de 30.2 Les re´sultats obtenus sur le corpus de test
WikiTest sont donc particulie`rement bas et les traductions produites sont essentiellement
du bruit. On note ici l’importance du corpus d’entraıˆnement pour obtenir un SMT de
qualite´. Ici le taux de mots inconnus dans le corpus WikiTest est e´leve´ (17.3 % lorsqu’on
entraıˆne avec Europarl) ce qui explique la faiblesse du score. L’ajout des phrases extraites
de Wikipe´dia ame´liore certes la couverture lexicale du corpus d’entraıˆnement mais on
remarque que le nombre de bigrammes inconnus reste e´leve´ (on passe de 37.6 % avec
Europarl a` 25.5 % avec Europarl+Wiki).
Sur le corpus de test Newstest, l’ajout des titres et des couples de phrases extraites
de Wikipe´dia par le classifieur permet de gagner 1.55 points BLEU. Ceci ne s’explique
pas seulement par la meilleure couverture lexicale du corpus d’entraıˆnement mais aussi
par la qualite´ du mode`le de traduction que l’on a pu en extraire. En effet, le gain lexical
obtenu en ajoutant les titres est presque aussi bon que celui obtenu en ajoutant les lignes
Wikipe´dia (on passe de 11 % de mots inconnus a` 6.5 % avec les titres et a` 5.8 % avec
2http ://www.statmt.org/matrix/ et Callison-Burch et al. [2011]
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Corpus de test : WikiTest
Corpus d’entraıˆnement WER(%) SER(%) BLEU(%)
Wiki 74.02 94.93 11.78
Europarl 77.69 96.83 9.44
Europarl + Titres 75.28 94.93 10.37
Europarl + Wiki 73.84 94.80 11.89
Europarl + Wiki + Titres 73.26 94.04 11.98
Europarl + WikiLucene + Titres 74.88 94.93 11.60
Corpus de test : NewsTest
Corpus d’entraıˆnement WER(%) SER(%) BLEU(%)
Wiki 61.90 99.60 18.48
Europarl 59.10 99.43 20.73
Europarl + Titres 58.81 99.33 21.06
Europarl + Wiki 57.87 99.30 22.16
Europarl + Wiki + Titres 57.74 99.30 22.28
Europarl + WikiLucene + Titres 58.29 99.17 21.70
Corpus de test : EuroTest
Corpus d’entraıˆnement WER(%) SER(%) BLEU(%)
Wiki 65.82 99.45 15.26
Europarl 53.56 97.40 28.02
Europarl + Titres 53.48 97.35 27.96
Europarl + Wiki 53.69 97.60 27.93
Europarl + Wiki + Titres 53.53 97.55 27.99
Europarl + WikiLucene + Titres 53.72 97.70 28.32
Tableau 4.IX: Comparaison des scores BLEU obtenus en fonction du corpus d’en-
traıˆnement
le corpus Wiki). En revanche, les titres ame´liorent peu le taux de bigrammes inconnus
contrairement au corpus Wiki (on passe de 24.3 % a` 23.4 % avec les titres et a` 19.9 %
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avec le corpus Wiki). Le corpus WikiLucene, quant a` lui, meˆme s’il permet d’ame´liorer
les taux de mots inconnus et de bigrammes inconnus ne permet pas des gains aussi
importants sur le corpus de test Newstest. Comme nous le verrons dans la section 4.3.2,
cela est probablement duˆ a` la qualite´ me´diocre des couples de phrases extraits.
Sur le corpus de test EuroTest, l’ajout de nouvelles traductions au corpus d’en-
traıˆnement Europarl ne semble pas ame´liorer les re´sultats sauf avec l’ajout de Wiki-
Lucene ou` l’on observe un gain de 0.3 % du score BLEU. En revanche, meˆme dans
cette configuration, le WER et le SER sont moins bons qu’avec la configuration de base.
L’ame´lioration du score BLEU n’est peut-eˆtre pas tre`s significative. La relative stabilite´
des scores BLEU s’explique par la similarite´ entre le corpus de base Europarl et ce cor-
pus de test. Comme ces deux corpus sont dans le meˆme domaine, ajouter des donne´es
supple´mentaires hors-domaine a tendance a` apporter du bruit.
On remarque e´galement qu’entraıˆner un SMT sur les seules donne´es tire´es de Wiki-
pedia ne suffit pas pour obtenir des re´sultats satisfaisants, suˆrement a` cause du volume
insuffisant de donne´es. En revanche utiliser Wikipe´dia comme donne´es comple´mentaires
est utile pour la traduction de nouvelles car son contenu est souvent d’actualite´ et il s’ins-
pire du style journalistique.
Nos conditions expe´rimentales sont similaires aux conditions “Medium” de Smith
et al. [2010] dont le corpus d’entraıˆnement de re´fe´rence est constitue´ des donne´es Euro-
parl et des titres des articles Wikipe´dia. Leurs corpus de test sont constitue´s d’une part
de 5 000 requeˆtes issues de Bing3 (Test A) et d’autre part de 500 couples de phrases
Wikipe´dia (WikiTest). Pour le couple espagnol-anglais, les gains BLEU obtenus sont
de 3.3 points sur le corpus Test A et 6.1 points sur le corpus WikiTest. Pour le couple
allemand-anglais ces gains sont de 3 points sur Test A et 5.2 sur WikiTest. Nos perfor-
mances sont certes moins e´leve´es, mais il faut souligner que contrairement a` Smith et al.,





Analyse des couples de phrases extraits
Afin de nous donner une ide´e de la qualite´ des traductions obtenues par notre proces-
sus, nous avons se´lectionne´ au hasard un e´chantillon de 200 couples de phrases du corpus
Wiki. Nous en avons e´galement tire´ 200 autres du corpus WikiLucene. Ces couples ont
e´te´ manuellement classe´s comme paralle`les, quasi-paralle`les ou non-paralle`les. Le ta-
bleau 4.X montre que la pre´cision sur le corpus Wiki (70 % si on ne compte que les
phrases strictement paralle`les, 76 % si on inclut les phrases semi-paralle`les) est sensi-
blement la meˆme que celle calcule´e par validation croise´e lors de l’entraıˆnement (73.4
%). En revanche, sur WikiLucene, les re´sultats ne sont pas bons du tout : moins d’un
quart des couples de phrases extraits sont effectivement paralle`les ou semi-paralle`les. Il
semble donc que Lucene ne parvienne pas a` se´lectionner des articles paralle`les, ce qui
perturbe notre classifieur.
Wiki WikiLucene
Phrases paralle`les 70 % (140) 18.5 % (37)
Phrases semi-paralle`les 6 % (12) 4 % (8)
Phrases non-paralle`les 24 % (48) 77.5 % (155)
Tableau 4.X: Comparaison qualitative des couples de phrases extraits
Comparaison des traductions produites
Nous comparons les traductions du corpus Newstest obtenues par le SMT entraıˆne´
sur Europarl seulement et celles obtenues par le SMT entraıˆne´ sur le corpus Euro-
parl+Wiki+Titres. Sur les 3 003 phrases, seules 486 sont communes aux deux traduc-
tions. Parmi elles, douze se retrouvent telles quelles dans la traduction donne´e en re´fe´rence.
Parmi les 2 517 phrases traduites diffe´remment par les deux syste`mes, voici quelques
exemples d’ame´lioration constate´e :
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Exemple 1 : ame´lioration de la traduction de la la forme verbale “C¸’a e´te´”.
Phrase source ”C¸’a e´te´ une super expe´rience.”
Traduction Europarl ”Has been a super experience.”
Traduction Europarl+Wiki+Titres ”It was a super experience.”
Re´fe´rence ”It was a super experience.”
Exemple 2 : certains termes sont mieux traduits et le temps des verbes est respecte´.
Phrase source Il e´tait frappant de constater combien la question
de la partie continentale elle-meˆme e´tait absente.
Traduction Europarl It is striking that the issue of the continent itself
was absent.
Traduction Europarl+Wiki+Titres It was striking how the issue of the mainland itself
was absent.
Re´fe´rence It was striking how the issue of the mainland itself
was absent.
Exemple 3 : traduction plus fide`le de l’expression “temps de guerre”
Phrase source L’amour en temps de guerre
Traduction Europarl Love in wartime
Traduction Europarl+Wiki+Titres Love in times of war
Re´fe´rence Love in times of war
Exemple 4 : ame´lioration de la traduction de l’expression “Earthworks”
Phrase source Myste´rieux travaux de terrassement
Traduction Europarl Mysterious workings of terrassement
Traduction Europarl+Wiki+Titres Mysterious earthworks
Re´fe´rence Mysterious earthworks
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Exemple 6 : meilleur respect de l’accord du de´terminant
Phrase source ”Ils ont e´te´ restitue´s a` leurs proprie´taires
le´gitimes.”
Traduction Europarl ”They have been returned to its rightful owners.”
Traduction Europarl+Wiki+Titres ”They have been returned to their rightful ow-
ners.”
Re´fe´rence ”They have been returned to their rightful owners.”
Exemple 8 : correction de l’oubli de mots
Phrase source Zapatero et la ligne rouge allemande
Traduction Europarl Zapatero and the German Red
Traduction Europarl+Wiki+Titres Zapatero and the German red line
Re´fe´rence Zapatero and the German red line
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Exemple 9 : meilleure traduction des propositions relatives et des entite´s nomme´es
Phrase source ”Environ 750 plants de cannabis, quatre kilos de
haschich, de l’argent et des e´quipements qui ser-
vaient a` la production ont e´te´ saisis”, a indique´
Louis-Philippe Ruel, porte-parole de la Suˆrete´ du
Que´bec.
Traduction Europarl ”Around 750 cannabis plants, four kilograms of
cannabis, money and equipment that production
were seized,” said Louis-Philippe Ruel, spokesman
for the security of Quebec.
Traduction Europarl+Wiki+Titres ”About 750 plants of cannabis, four kilos of ha-
shish, money and equipment which served to pro-
duction were seized”, has indicated Louis-Philippe
Ruel, spokesman for the Suˆrete´ du Que´bec.
Re´fe´rence ”Approximately 750 cannabis plants, 4 kilo-
grammes of hashish, money and equipment which
served for production were seized” stated KLouis-
Philippe Ruel, spokesman of the Quebec Suˆre´te´.
Exemple 10 : correction d’un faux-sens
Phrase source C’est le serveur de la BBC qui a transmis cette
information.
Traduction Europarl This is the BBC server which has received this
information.
Traduction Europarl+Wiki+Titres This is the BBC server which reported this infor-
mation.
Re´fe´rence The case was reported by BBC.
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Exemple 11 : ame´lioration du vocabulaire
Phrase source Elle a e´crit le sce´nario elle-meˆme : c’est une his-
toire d’amour entre une femme originaire de la
Bosnie et un homme d’origine serbe.
Traduction Europarl She wrote the scenario itself : It is a history of
love between a woman from Bosnia and a man of
Serb origin.
Traduction Europarl+Wiki+Titres She wrote the screenplay itself : It is a love story
between a woman from Bosnia and a man of Ser-
bian origin.
Re´fe´rence She wrote the script herself - a love story between
a woman from Bosnia and a Serbian man.
CONCLUSION
A` partir des te´le´chargements de la totalite´ des articles Wikipe´dia en anglais et en
franc¸ais, nous avons extrait un bitexte paralle`le de plus d’un demi-million de couples de
phrases. Celui-ci permet d’ame´liorer les performances d’un SMT car il enrichit a` la fois
le mode`le de traduction et les mode`les de langue. Les ame´liorations sont notables sur les
corpus de test de nouvelles, le style et le contenu des articles Wikipe´dia se rapprochant
de ceux d’articles de journaux. Notre me´thode se de´marque des travaux pre´ce´dents sur
plusieurs points.
Tout d’abord nous n’utilisons aucune ressource bilingue exte´rieure. Le seul diction-
naire que nous utilisons est constitue´ par l’ensemble des titres des articles Wikipe´dia
marque´s comme correspondants. La plupart des recherches pre´ce´dentes ont recours a` un
bitexte aligne´ pour calculer un mode`le de traduction duquel sont infe´re´s des traits lie´s
a` la probabilite´ que la phrase cible soit la traduction de la phrase source (Munteanu et
Marcu [2005], Smith et al. [2010] entre autres). Le dictionnaire des titres procure certes
des informations sur le vocabulaire mais il n’est pas assez riche en phrases pour calcu-
ler un mode`le de traduction. Ne´anmoins, nous re´ussissons a` calculer des traits sur les
articles et les phrases qui nous permettent de discriminer les phrases paralle`les.
Notre seconde originalite´ consiste en l’utilisation d’un classifieur pour se´lectionner
les couples d’articles plutoˆt que d’avoir recours a` un moteur de recherche. Graˆce a` des
traits sur les articles soigneusement choisis, le corpus d’articles obtenus est de meilleure
qualite´ que celui obtenu avec Lucene. Le bitexte que nous extrayons ensuite est en effet
moins bruite´. Lucene est donc utile pour trouver des textes au contenu similaire mais il
ne parvient pas a` trouver des textes dont la forme est e´galement similaire.
Enfin, au niveau de l’extraction des phrases, nous sommes les seuls a` utiliser un
re´seau de neurones et surtout a` raffiner la sortie du classifieur graˆce a` un algorithme
d’optimisation ge´ne´ralement utilise´ pour les proble`mes d’affectation dans les graphes
bipartites. Cette me´thode s’ave`re ame´liorer a` la fois le rappel et la pre´cision par rapport
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a` la me´thode des plus hauts scores utilise´e dans d’autres travaux.
Nos re´sultats se comparent a` ceux des meilleurs travaux effectue´s jusqu’a` pre´sent
sur l’extraction de phrases paralle`le dans Wikipe´dia. Nous approchons les gains BLEU
obtenus par Smith et al. [2010] dont les travaux font re´fe´rence pour cette taˆche. En
n’effectuant pas de tri initial des articles, Smith et al. sont confronte´s dans la se´lection
des couples de phrases a` un plus grand volume de donne´es. Ils y font face en envisageant
le proble`me comme un proble`me de ranking et non de classification. Le nombre de
couples de phrases paralle`les qu’ils extraient est certes plus important mais la faible
diffe´rence dans les gains BLEU laisse envisager que leur bitexte est bruite´ ou re´pe´titif.
Les donne´es aligne´es utilise´es pour l’entraıˆnement, le de´veloppement et les test ainsi
que le bitexte extrait de Wikipe´dia sont mis a` la disposition de la communaute´ sur le site
Internet du RALI4. A partir de ce bitexte, il serait inte´ressant de calculer un mode`le de
traduction a` partir duquel nous pourrions calculer de nouveaux traits sur les couples de
phrases. Dans une e´tape de bootstrapping inspire´e de Fung et Cheung [2004], nous pour-
rions ainsi d’une part ame´liorer la pre´cision de nos classifieurs et d’autre part augmenter
le volume de phrases extraites. Tout le mate´riel issu de Wikipe´dia pourra servir entre
autres a` ame´liorer des SMT. Il serait inte´ressant e´galement de ne se concentrer que sur
une matie`re donne´e – la me´decine ou l’astronomie par exemple – afin de n’extraire que
du texte spe´cialise´ pour enrichir des traducteurs spe´cialise´s eux-aussi. Wikipe´dia par son
caracte`re encyclope´dique, multilingue et universel est une source ade´quate notamment
lorsqu’aucun autre mate´riel bilingue n’est disponible.
4http://rali.iro.umontreal.ca/rali/?q=fr/node/1293
ANNEXE A
LISTE DES ARTICLES UTILISE´S COMME CORPUS D’ENTRAIˆNEMENT
AU CLASSIFIEUR D’ARTICLES
Seuls les titres franc¸ais sont indique´s.
Les couples d’articles conside´re´s comme quasi-paralle`les sont en rouge.
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Championnat du monde junior de hockey sur glace 2006
Cheval de Nangchen
Chiers
Comite´ des droits de l’enfant
Coupe d’Afrique des nations des moins de 17 ans 2009
Creech
Darkness Dynamite



















Liste des e´pisodes de Digimon Tamers



































ARBRE DE DE´CISION OBTENU LORS DE LA CLASSIFICATION DES
ARTICLES
Exemple de lecture de l’arbre :
Si la similarite´ Levenshtein entre les se´quences de liens est infe´rieure a` 0.57, on
conside`re le nombre de phrases anglaises. S’il est supe´rieur ou e´gal a` 66.5 alors la classe
est 0. Le 23/0 indique´ entre parenthe`ses a` la fin de la ligne indique que si on applique cet
arbre sur le corpus d’entraıˆnement, alors la feuille en question contient 23 exemples de
la classe pre´dite (ici 0), et 0 de l’autre.
ANNEXE C
PSEUDOCODE DE L’ALGORITHME HONGROIS
C.1 Pseudocode
ENTRE´ES : Une matrice de couˆts
SORTIES : Une matrice de permutation
E´tape 1 : Re´duction des lignes : Trouver l’e´le´ment minimum dans chaque ligne de
la matrice. Construire une nouvelle matrice en soustrayant de chaque couˆt le minimum
dans sa ligne
E´tape 2 : Re´duction des colonnes : Trouver l’e´le´ment minimum dans chaque colonne
de la matrice. Construire une nouvelle matrice en soustrayant de chaque couˆt le minimum
dans sa colonne
E´tape 3 : Tracer le nombre minimum de traits (horizontaux ou verticaux) pour couvrir
tous les ze´ros dans cette nouvelle matrice (appele´e la matrice des couˆts re´duits). Si ce
nombre est e´gal au nombre de lignes (ou colonnes), la matrice est re´duite ; aller a` l’e´tape
5. Si ce nombre est infe´rieur au nombre de lignes (ou colonnes), aller a` l’e´tape 4.
E´tape 4 : Trouver l’e´le´ment de valeur minimum non-couvert par un trait a` l’e´tape
2. Soustraire cette valeur de tous les e´le´ments non-couverts. Ajouter cette valeur aux
e´le´ments situe´s a` l’intersection de deux traits. Retourner a` l’e´tape 3.
E´tape 5 : De´terminer la solution optimale. Ge´ne´rer la matrice binaire de permutation
qui de´finit l’affectation optimale.1
1Ce pseudo-code est inspire´ de Jouili, S. “Indexation De Masses De Documents Graphiques : Ap-
proches Structurelles” (2011).
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C.2 Exemple de fonctionnement







Pour retrouver un proble`me d’optimisation, nous remplac¸ons chaque e´le´ment si, j de la





























Il y a seulement 2 traits, il faut passer a` l’e´tape 4.
























CALCUL DES TRAITS SUR LA PAGE “LIBERTE´ D’E´DUCATION”
Texte franc¸ais : 10 lignes
1. La liberte´ d’e´ducation est le droit pour toute personne de cre´er une e´cole et
le droit pour les parents, leurs enfants ou les e´tudiants d’eˆtre e´duque´s dans
l’e´cole de leur choix ou directement par les parents (Instruction a` la maison
[[Instruction a` la maison]]).
2. Dans certains pays l’inscription dans un syste`me public, ou dirige´ par le gou-
vernement, est obligatoire et les individus ne sont pas autorise´s a` fonder des
e´coles sans autorisation.
3. En principe la liberte´ d’e´ducation entraıˆne la suppression de tout monopole.
4. <h2>Protection le´gale de la liberte´ d’e´ducation </h2>
5. La liberte´ d’e´ducation a e´te´ incluse dans plusieurs constitutions (Article 2 du
premier Protocole additionnel), la Constitution belge [[Constitution belge]]
et la Constitution hollandaise [[Loi fondamentale du Royaume des Pays-
Bas]] et dans la Convention europe´enne des droits de l’homme art 2 du pre-
mier protocole.
6. Aux E´tats-Unis la liberte´ d’e´ducation n’est pas explicitement garantie par
la Constitution [[Constitution des E´tats-Unis d’Ame´rique]] mais elle a e´te´
re´glemente´e comme faisant partie des ”liberte´s des citoyens des E´tats-Unis”.
7. <h2>Voir aussi </h2>
8. <h3>Articles connexes</h3>
9. *Liberte´ d’enseignement [[Liberte´ d’enseignement]]
10. *Instruction a` la maison [[Instruction a` la maison]]
xviii
Texte anglais : 8 lignes
1. Freedom of education is a constitutional (legal) concept that has been in-
cluded in the European Convention on Human Rights, Protocol 1, Article 2
[[European Convention on Human Rights Protocol 1.2C Article 2 - educa-
tion]] and several national constitutions, e.g. the , the Belgian [[Belgium]]
constitution (former article 17, now article 24) and the Dutch constitution
[[Constitution of the Netherlands.C2.A723 : Freedom of education]](article
23).
2. This is the right for parents to have their children educated in accordance
with their religious and other views.
3. Brown v. Board of Education [[Brown v. Board of Education]] was a land-
mark United States Supreme Court [[United States Supreme Court]] case that
overturned segregation [[Racial segregation]] in US schools based on one’s
race.
4. In Holland, a political battle raged throughout the nineteenth century over
the issue of the state monopoly on tuition-free education.
5. It was opposed under the banner of ”Freedom of Education” and the Separa-
tion of Church and State [[Separation of Church and State]].
6. The Dutch called it ”De Schoolstrijd” [[Schoolstrijd]] (The Battle of the
Schools).
7. The Dutch solution was the Separation of School and State by funding all
schools equally, both public and private.
8. <h2>References</h2>






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































EXEMPLE D’UN CALCUL DE TRAITS SUR DEUX COUPLES DE PHRASES
Les couples de phrases sont tire´s de l’article sur l’artiste Hans Hollein.1
Phrase franc¸aise : <TITRE>Principales re´alisations
Phrase anglaise : <TITRE>Main works/galleries
Indice de la phrase source 4
Indice de la phrase cible 10
Comparaison des indices 1 (voir l’e´quation (3.2)) 1.2
Comparaison des indices 2 (voir l’e´quation (3.3)) 0.023105973209605623
Nombre de mots dans la phrase source 2
Nombre de mots dans la phrase cible 2
Nombre de caracte`res dans la phrase source 24
Nombre de caracte`res dans la phrase cible 20
Fre´quence moyenne des mots de la phrase source dans l’ensemble du document source 0.004484304932735426
Fre´quence moyenne des mots de la phrase cible dans l’ensemble du document cible 0.0029069767441860465
Fre´quence maximale des mots de la phrase source dans l’ensemble du document source 0.004484304932735426
Fre´quence maximale des mots de la phrase cible dans l’ensemble du document cible 0.0029069767441860465
Fre´quence minimale des mots de la phrase source dans l’ensemble du document source 0.004484304932735426
Fre´quence minimale des mots de la phrase cible dans l’ensemble du document cible 0.0029069767441860465
Comparaison 1 de la longueur de la phrase en mots (voir l’e´quation (3.2)) 0.6801301580459603
Comparaison 2 de la longueur de la phrase en mots (voir l’e´quation (3.3)) 0.10891314044254659
Comparaison 1 de la longueur de la phrase en caracte`res (voir l’e´quation (3.2)) 0.954159921972187
Comparaison 2 de la longueur de la phrase en caracte`res (voir l’e´quation (3.3)) 0.01890609485545677
Nombre ponde´re´ de liens similaires 0.0
Nombre ponde´re´ de liens diffe´rents 0.0
Indice de Jaccard entre le nombre de liens 1.0
Nombre ponde´re´ de liens enrichis similaires 0.0
Nombre ponde´re´ de liens enrichis diffe´rents 0.0
Indice de Jaccard entre le nombre de liens enrichis 1.0
Nombre ponde´re´ de nombres similaires 0.0
Nombre ponde´re´ de nombres diffe´rents 0.0
Indice de Jaccard entre le nombre de nombres 1.0
Pre´sence d’une balise “liste” 0 (car aucune des deux phrases ne contient une balise “liste”)
Pre´sence d’une balise “titre” 1 (car les deux phrases contiennent une balise “titre”)
Pre´sence d’une image 0 (car aucune des deux phrases ne contient une re´fe´rence a` une image)
Pre´sence d’une adresse Web 0 (car aucune des deux phrases ne contient une re´fe´rence a` un site Web)
Score du classifieur pre´ce´dent 0.9857334204278129
1en franc¸ais : http://fr.wikipedia.org/wiki/Hans_Hollein, en anglais : http://
en.wikipedia.org/wiki/Hans_Hollein
xxi
Phrase franc¸aise : <TITRE>Principales re´alisations
Phrase anglaise : <LISTE>1964-1965 : Retti candle shop, Vienna [http ://www.bluffton.edu/ sullivanm/hollein/retti.jpg Photo]
Indice de la phrase source 4
Indice de la phrase cible 11
Comparaison des indices 1 (voir l’e´quation (3.2)) 1.4
Comparaison de indices 2 (voir l’e´quation (3.3)) 0.011756521450696533
Nombre de mots dans la phrase source 2
Nombre de mots dans la phrase cible 8
Nombre de caracte`res dans la phrase source 24
Nombre de caracte`res dans la phrase cible 98
Fre´quence moyenne des mots de la phrase source dans l’ensemble du document source 0.004484304932735426
Fre´quence moyenne des mots de la phrase cible dans l’ensemble du document cible 0.009084302325581396
Fre´quence maximale des mots de la phrase source dans l’ensemble du document source 0.004484304932735426
Fre´quence maximale des mots de la phrase cible dans l’ensemble du document cible 0.02906976744186046
Fre´quence minimale des mots de la phrase source dans l’ensemble du document source 0.004484304932735426
Fre´quence minimale des mots de la phrase cible dans l’ensemble du document cible 0.0029069767441860465
Comparaison 1 de la longueur de la phrase en mots (voir l’e´quation (3.2)) 0.156388825334476
Comparaison 2 de la longueur de la phrase en mots (voir l’e´quation (3.3)) 0.028876101603742543
Comparaison 1 de la longueur de la phrase en caracte`res (voir l’e´quation (3.2)) 0.1055550714831239
Comparaison 2 de la longueur de la phrase en caracte`res (voir l’e´quation (3.3)) 3.34107396146759E-5
Nombre ponde´re´ de liens similaires 0.0
Nombre ponde´re´ de liens diffe´rents 0.0
Indice de Jaccard entre le nombre de liens 1.0
Nombre ponde´re´ de liens enrichis similaires 0.0
Nombre ponde´re´ de liens enrichis diffe´rents 0.5 (On a trouve´ le mot “candle” dans notre dictionnaire)
Indice de Jaccard entre le nombre de liens enrichis 0.0
Nombre ponde´re´ de nombres similaires 0.0
Nombre ponde´re´ de nombres diffe´rents 1 (il y a deux nombres dans la phrase anglaise)
Indice de Jaccard entre le nombre de nombres 0.0
Pre´sence d’une balise “liste” -1 (car la phrase cible contient une balise “liste” mais pas la phrase source)
Pre´sence d’une balise “titre” -1 (car la phrase source contient une balise “liste” mais pas la phrase cible)
Pre´sence d’une image -1 (car la phrase cible contient une re´fe´rence vers une image mais pas la phrase source)
Pre´sence d’une adresse Web 0 (car aucune des deux phrases ne contient une re´fe´rence a` un site Web)
Score du classifieur pre´ce´dent 0.9857334204278129
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