The finite element method is considered when applied to a model Dirichlet problem on a plane polygonal domain. Local error estimates are given for the case when the finite element partitions are refined in a systematic fashion near corners.
[11], Thatcher [36] .
Let Í2 be a bounded simply connected plane polygonal domain with interior angles 0 < a. < • • • < aM < 2rr, and consider the Dirichlet problem (O!) -Au=f in Í2, u = 0 on 9Í2, where /is a given, sufficiently smooth, function. To solve this problem numerically, let SH = Sh(Çl), 0 < h < 1, be a one param-° i i eter family of finite element spaces, all subspaces of 77 (£2) n W"(£l). Define the approximate solution uh £ Sh by the relation (0.2) A(uh,x) = (fX) for all x SS", where A(v, w) = /n Vu • Vw dx and (v, w) = f^-w dx. We now describe briefly a representative result from Part 1 concerning the local rate of convergence for the finite element solution. Let r > 2 denote the optimal order of the parameter h to which the spaces Sh can approximate smooth functions in L norms. Furthermore, let ÍL, / = 1.M, he the intersection of Í2 with a disc of radius 7?. centered at the /th vertex and such that Í2y-contains no other vertex, and set i_0 = -7\(Ut^iH). Also, put ßj = ../a,-.
In Part 1 we showed that with e > 0 arbitrarily small (see Part 1, Theorem 4.1 for the precise hypotheses), -uhh00(ilj)<Ceh ' . j=l,...,M, and II»-» II < C hmin (r,2ßM^-e If the mesh is globally quasi-uniform, these results are essentially sharp.
It is the purpose of the present part of the paper to consider meshes that are refined in a systematic fashion near the corners, and improve upon results of Part 1, such as the above, in this case. We shall present the main result of this paper by means of an example problem, thus fixing our thoughts.
We consider a family of partitions Uh, h -► 0, of fi into elements, and a family of spaces Sh of, say, continuous piecewise polynomials on such partitions. Assume, for the purposes of this introduction, that for the spaces employed an interpolant x can be chosen such that on each element r, (0
3) ||» -xllLoo(T) < d(diam rfM^^y
Assume, also, that away from the comers, on fi0, the diameter of some element in Ylh is comparable to h. For simplicity, let us fix our attention on a neighborhood fiM of the vertex of maximal angle. We wish to describe how to perform a partition of the fi-'s so as to ensure that (°-4> »"-"r.ii¿oo(nM)<cy. '-e. In general, it will be required that the diameters of the elements in Wh near the corners be less than h; we shall then call our meshes refined. We shall demand that the refined partitions Uh have, asymptotically, no more than Ch~2 elements, i.e., apart from the constant C, the same number as for an unrefined quasi-uniform mesh. We emphasize that it is only for the purposes of this Introduction that we focus attention on obtaining optimal order estimates in a neighborhood of the vertex vM of maximal angle. More general situations are treated in the paper.
We first consider the question of how to refine the mesh close to the vertex vM, and we shall seek our guidelines from the approximation estimate (0.3). Let (0-5) %f,* = {x£Sl: k=l, ..., kM,  where kM is to be chosen, and set (0.6) fiM>/ = {x G fi: \x -vM\ <2~kMRM}.
Recall (Part 1, Section 1) that \Dau(x)\ < C|jc -uM|^M"|a|_e, and thus the fiM k are regions where the bound for derivatives of u is roughly constant. Employing an interpolant x lead-to, by (0.3), \\u-X\\L"<siMtk)<ChM:k(2-kfM-r-e,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where hMk denotes a local meshsize on fiM k. Desiring the right side to be Chr~e, we see that if ßM > r, we may take hM k -h (i.e., no refinement is necessary); whereas if ßM < r, we should have (0.7) hM,*<K2-kf~ßM,r).
An alternate way of expressing this is to say that on fiM k, if the element r is a distance d away from the corner, then
To choose kM, note that taking x = 0 (an asymptotically optimal choice), we have u < C2~kM^M~e" L-<-nM,i) Hence, taking (0.8) hM,i<h"lßM and 2 "** ~/t""* seems reasonable. Then the innermost patch SlMj contains a few elements of size comparable to the whole patch. A simple calculation shows that the number of elements in a refined mesh Uh as in (0.7), (0.8) can be taken to be asymptotically comparable to Ch"2.
Our main result is that using essentially a refinement as above around the Mth vertex we have (0.9) \\u-uh\\La¡(aM)<Ch^{hr +|||M-ii/l|ILp>n} for any positive integer p. Thus, apart from the rightmost term in (0.9), the finite element solution mimics the pure approximation properties of Ylh and Sh. Actually, we shall need a slightly stronger refinement than the one described in (0.7), (0.8) in order to prove (0.9), viz., hMk < h(2~k)(1~ßMlr+S) for some positive S. This is due to technicalities in our proof. We refer the reader to Theorem 2.1 for the exact hypotheses.
The second term on the right of (0.9) needs to be estimated. It contains the socalled "pollution effects" from other corners, and if no refinements were done at the remaining comers, the best we could say is that with p large,
For completeness, we shall show in Section 4 (and Appendix 1) that if certain mild refinements are performed at the remaining vertices, the term can be bounded by Chr~e, and we thus obtain our desired estimate (0.4). Let us briefly describe the refinements necessary to alleviate the pollution effect. If 0-> r/2, no refinement is necessary at that vertex.
If ßj < r/2, introduce the domains fi/>k, / = 1, . . . , M -1, k = k0 j, . . . , k¡, and fi;-j as in (0.5), (0.6) but with / replacing M. Choose k0j such that
icense or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and let the local meshsize hj k on fi. k satisfy (0-11) hhk < ri*<r-t)p+t*-Wr'»\ k = k0J,..., kj.
Also, kj should be such that (0.12) hu<hrl2ßi and 2~*. -h"2ßi.
This means that (if r > 2) the refinement process can be taken to start fairly close to the corner according to (0.10), and is less stringent than at the Mih vertex (even if 0.
= fttf)-
The conditions (0.10)-(0.12) can also be motivated from simple approximation considerations, see Section 4. Let us remark that if an hr~e rate of convergence is desired only on the interior domain fi0, then the weaker kind of refinement described in (0.10)-(0.12) suffices at each comer.
To elucidate the above, let us give three examples. Example 0.1. A procedure for placing the nodes in the radial direction near vM. Consider the problem of how to place N + 1 nodes over [0, 1] so as to obtain an efficient approximation of the function xß (0 = ßM) with piecewise polynomials of degree r -1. This problem was solved by Rice [1] , who explicitly prescribed the location of the nodes so as to obtain a good approximation, asymptotically as TV -► °°. Essentially, the TV + 1 nodes x¡, i = 0, . . . , TV, were taken as x¡ = (ilN)rlß.
In the two dimensional situation, one can, e.g., construct a triangular mesh near vM in the following fashion, Figure 1 . Draw TV + 1 radial lines (including the boundaries) from vM; along each of these mark down the TV + 1 points x¡. Then connect the rth points on the successive radial lines, thus obtaining a cobweb-like set of quadrilaterals. Now triangulate those by drawing one diagonal in each. The family of triangulations obtained in this simple way will, as TV-► °°, satisfy a maximum angle condition, but not a minimum angle one. In order to satisfy the latter, a more complicated construction would be necessary.
Figure 1
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Here ax = a2 = rr/4, a3 = • ■ • = a6 = .r/2, a7 = a8 = 77r/4. We seek a sequence of meshes with local meshsize h in the interior such that 0(h ) convergence will occur at fg. We find that no refinement is necessary at the vertices u.
• ■ • v6. At v7, a mild refinement according to (0.10)-(0.12) is required, and in Figure 2 we have displayed 2~fco,7 = h1120, i.e. the distance where the refinement starts, and h7 ¡ = h21l&, the smallest meshsize employed right at the vertex u7. Finally, at i>8 we refine according to (0.7) and (0.8) starting a unit distance away from the corner; again we have displayed in the figure the innermost meshsize, ft21'4. Example 0.3. Piecewise bilinear functions on a rectangular partition, r = 2.
-h3v, v, Figure 3 Here a. = • • • = as = 7r/2, a6 = 3rr/2. To obtain h ~e convergence at v6, no refinement is necessary at the other comers, whereas at v6 one needs to refine so that the innermost meshsize is ~ h3.
Note that if the mesh is built up in a tensor-product fashion as indicated in Figure 3 , then it will not be locally quasi-uniform. In fact, the "thinnest" elements are found away from the comers. Our theory still applies in this situation.
Incidentally, in this example the convergence rate will be /z2_e on the whole of fi, without any refinements at the vertices t>.
• • • vs. Remark. If the meshsize is roughly halved on each adjoining fiM k, i.e., hM k -hl~k, then the corresponding refinement satisfies (0.7). However, in this case the number of elements will be asymptotically comparable to C7._2log l//z.
To attain an hr rate of convergence one may sometimes be led to rather small meshsizes at the vertices; cf. Example 0.2. In Section 3 we shall give a corresponding analysis when an asymptotic convergence rate of hs, s < r, is desired. As in (0.10) above, we find that the refinement may then be started closer to the comer than the unit distance demanded when optimal convergence is sought. In this case of suboptimal refinements we shall also consider briefly (in two examples, Section 5) the determination of the rate of convergence as a function of the distance to the vertex, and the calculation of stress intensity factors. Similar investigations are given in Part 1, Section 6, where the results are sharp for meshes where all the elements are roughly of size h.
In this Introduction we have considered refinements based on approximation in the maximum norm. One can also base the refinement procedure on approximation properties in other norms; our analysis still applies to give maximum norm estimates. As an example, if one uses the energy norm and aims for optimal hr~l convergence in that norm, one obtains a refinement which is suboptimal in our sense, with s = r -1.
Finally, let us emphasize that the local estimate (0.9) applies to other problems than the Dirichlet problem discussed here. For example, outside of fiM the boundary does not have to be polygonal, nor do the boundary conditions have to be of Dirichlet type. The second term on the right has to be estimated in each case.
Outline of the Paper. In Section 1 we recall some notation. The main result of the paper is stated in Section 2 (its proof is given in Section 6). There we describe the refinements necessary to obtain (0.9), i.e., optimal order 0(hr) convergence at a corner, not counting pollution. In Section 3 the same question is considered when suboptimal 0(hs) order, s < r, convergence is desired-again not heeding pollution. The pollution effect is dealt with in Section 4. Section 5 contains examples of suboptimal refinements at one comer where an overall refinement is made to give optimal convergence in the interior. The question of the dependence of the rate of convergence at a point on its distance to the vertex is investigated. •»., <"
where || • ||_p D is the norm in H~P(D). Note that C°°(fi)= C°°(fi). We set ßj = Tr/ctj, j -1, . . . , M.
Let
(1.1) nf= {xeñ: \x-Vj\<Rj}, j=\,...,M, for some 7?-such that fiy contains no other vertex than v¡. Also, for some 7?. < /?.-,
(1 -2) fiy = {x G fi: \x -Vj | < Rj}.
Relative to fi-, we introduce the following domains, some of which were already described in the Introduction.
( 1.3) fi/>fc = {je G fi: 2~k Rj < |x -Vj |< 2~k+1 Rf},
Given an integer /c • we define relative to that integer (but suppress that dependence in the notation)
(1 -5) n,|7 = {x G fi: |x -vM\ < 2"*//.,},
Lastly, as in Part 1, we make the convention that e is an arbitrarily small positive number, not necessarily the same at each occurrence. Constants C, which are also subject to change without notice, may depend on e.
2. Optimal Order Refinements Near a Corner. In this section we fix our attention in a neighborhood of a certain vertex u, of interior angle a,. Set 0, = 7r/a,, and let fiy f fi, be defined as in (1.1), (1.2) .
Loosely speaking, the aim of this section is the following: Assume that locally the class of spaces SH employed is capable of order hXoc approximation in the maximum norm for smooth functions, where hXoc is a "local" meshsize, cf. (0.3). We want to describe a class of refinements on fi-that leads to an error estimate of the form (2.1) \\u-Uhh<x,(ñj)<C£h-e{hr+\\\u-uh\\\_Pin}.
Note that if 0-> r, this estimate follows from the results of Part 1 using only an "unrefined" mesh.
The assumptions needed to obtain (2.1) will now be described, in a slightly longwinded fashion. We shall refer to the whole of them as AA.2Xr).
AA.2j(r). Let there be given numbers r, ßj and y with r > 2 integer, xh < 0;-, y > 1. Our assumptions are divided into two parts, (i) and (ii) below. we do not recall them. They are needed so that we can quote results from Part 1. These assumptions were, respectively, concerned with "superapproximation", weak inverse estimates, and the behavior of the finite element spaces under homotheties.
In the case of 0, <cwe make additional hypotheses that reflect the fact that the mesh is then refined near v..
(ii) If lh < 0, < r, let Pj he a number with (2.2) 1 -0,/r < pj < 1 such that (in addition to (i)) the following holds, cf. (1.4), (1.6) for notation. Let In particular, the assumptions in (ii) make it possible to quote local results on fi, k from Part 1 with A, k replacing A. Loosely speaking, the last part of (ii) says that A.l holds on each fi, fc (fi, ¡) with h replaced by a local meshsize satisfying (2.4) (or (2.5)). This approximation assumption implies other results on approximation with respect to other norms, and for nonsmooth functions. These results will be listed at the appropriate place in our development, when needed, and brief indications of their proofs given. Generally the proofs, or very similar ones, were given in Part 1.
We note that in the assumptions, ju, is assumed to be strictly greater than 1 -0,/r; this is due to technicalities in our proof. Thus, e.g., our Example 0.1 has to be changed slightly so that x¡ = (ilN)l~ßlr+&, some S > 0, in order to fit that part of our hypotheses. If a family of meshes satisfies AA.2,(r) with some /j, > 1 -0,/r, then it does so for any ju, with 1 -0,/r < /u, < /_,. Loosely speaking, the larger the /i, that the mesh allows, the more "over-refined" it is.
The innermost domain fi, ¡ may be thought of as the part where a meshsize hr'ßi prevails. Note that fi, y depends on /i,; this will be convenient in the proofs. For /i close to 1 -0,/r, the innermost part may contain only a few elements, whereas for ju, = 1 it contains on the order of CA-2 elements.
Our hypotheses are satisfied for example by:
(1) continuous piecewise polynomials of degree r -1 on suitably refined triangulations that satisfy a minimum angle condition; (2) piecewise linear functions (r = 2) on suitably refined triangulations that satisfy a maximum angle condition; (3) piecewise bilinear functions on a suitable tensor product mesh (r = 2); this will, in general, contain "thin" rectangles, cf. Example 0.3.
For verification of all other hypotheses, given that (2.4), (2.5) hold, in the cases listed above, we refer to Part 1.
We can now state our main result. Theorem 2.1. Let j be fixed and assume that the family of spaces Sh(£lj), 0 < A < 1, satisfies AA.2,(r). Let e > 0 and an integer p > 0 be given.
Assume that (2.7) A(u-uh,x) = 0 forallxCS"^,).
There exists a constant C such that for A sufficiently small, (2) (3) (4) (5) (6) (7) (8) ll"-«*llLoo(5/) <Ch~£{hr + \\\u-uh\\LPtSïj}.
The proof of Theorem 2.1 will be given in Section 6.
3. Suboptimal Order Refinements Near a Corner. In this section we shall consider the following question: Starting with an unrefined mesh of size A and capable of hr approximation for smooth functions, and given a number s, 0 < s < r, how should one refine near the /th corner to obtain the estimate (3-D ll»-"hllLoo(ñ,)<CA-e{Aí + |||«-«JILp>í2.}?
We note that (3.1) would follow from Theorem 2.1 if AA.2(r) holds with A replaced by hstr. However, now we have assumed that a unit distance away, the meshsize is to be of order A, which is obviously less than A*'*". We shall show in this situation that we need only start to refine the mesh closer than a unit distance away from the corner. Exactly how this is done can be motivated from approximation theory, just as AA.2,(r) was motivated in the introduction. We leave this motivation to the reader and proceed to list our formal assumptions. We now ask whether we can achieve (4.2) II"" "Allein,) <Cft For this, the second term on the right of (4.1) needs to be estimated-this term contains the pollution effects from other corners.
Let us choose p = r -2 and ask for an estimate (4-3) \\\u-uh\\\2_rn<Chs-e.
We shall describe the kind of refinements necessary at the corners in order to achieve (4.3). Roughly speaking, we shall refine at the other corners so that globally II" _ "ftlli n ^ Chsl2~*, and (4.3) then follows by a standard duality argument. Again the description of the meshes will be motivated by somewhat imprecise approximation considerations. The full proof will be given in Appendix 1. We have^u~u h\h-r,n= SUP ("-"*.*)• yec°°(i.) il=l For each fixed g, let i> be the solution of the following Dirichlet problem : Then for any x G Sh(£l),
Note that ||u -i»ft||, n < C||i» -i//||, n for any \p G Sh(SÏ).
The refinements we seek achieve (4-5) inf ll»-xll1>n<^*/2"eIWU2n x€áf*(íl) and by the above, (4.3) would follow. Instead of showing (4.5), let us motivate how an estimate of the form (4.6) ||u -xl|.,n < C(vyis'2~e, v solution of (4.4), may be achieved. The full details for (4.5) will be given in Appendix 1. We have M lt»"Xy1,n<llw-xll,,0o + Ë ""-xlli.fi,.
On fi0, the function v is smooth, and we may assume that without any refinement, Hu-Xlli,fi0<CA'-1. To make the right-hand sides of (4.7), (4.8) less than h"/2~e, one needs (4-9) h)wI<h«ißi, (4.10) A,fc <Aî/2('-1)(2-fc)(1^/(r-,)).
The process of refinement to achieve (4.6) can be described as follows. If 0, > s/2, no refinement is necessary.
If 0, < s/2, start refining on fifcf) . when the right-hand side of (4.10) is less than A (so that (4.10) is not satisfied by the unrefined mesh), and continue gradually until a mesh of size hsl2ßi, cf. (4.9), is reached; use that meshsize on the innermost patch fi, j.
To be more precise let us demand: AA.4(r, s). Let there be given numbers r, y and s with r > 2 an integer, y > 1, 0 < s < r. tít<hUk<h, k=l,...,k0j-l, at < A,,fc < A^e-^-y/, k = k0J, ..., kj, h«<hfrt<h"2ßi.
Remark 4.1. It is easily established that if AA.3,(r, s) holds (for some pj), then the part (ii), of AA.4(r, s) is also satisfied (with suitable u,).
We shall prove the following in Appendix 1. Theorem 4.1. Let 0 < s < r, and assume that the family of spaces Sh(£l), 0 < A < 1, satisfies AA.4(r, s). Let e > 0 be given. There exists a constant C such that ifu and uh G Sn(Q) satisfy (0.1) and (0.2), then '""-"A-r.fi <Chs~e.
Combining Corollary 3.1 and Theorem 4.1, we have: Corollary 4.1. Let j be fixed and assume that with 0 < s < r, the family of spaces Sh(£l), 0 < A < 1, satisfies AA.3,(r, s) around the vertex u, and the global condition AA.4(r, s). Let e > 0 be given. There exists a constant C such that for A sufficiently small, ll"-"JI^(fi,)<CA^. In particular, the above corollaries hold for s = r; in this case the condition AA.3,(r, r) is the same as AA.2,(r).
5. More on Suboptimal Refinements. Let ßM < 1, r > s, and consider the situation when AA.3M(r, s) and AA.4(r, r) hold; i.e., the mesh is globally defined so that the error is hr in the interior of fi, and A* close to vM. One may then surmise that the rate of convergence at a point near vM depends in some fashion on its distance to vM. We shall show such is the case in two examples, and also consider briefly the question of calculation of stress intensity factors; cf. Part 1, Section 6. The III».-«,||| , <||».-^IL2in<CA4-£; 2'nM,l and hence, we obtain using approximation and the behavior of u,
ii" -"-.iiL"(fiM)/) < cxh^dV3-" + a4-v;-3).
The first term here, coming from approximation theory, dominates and so (5.1) obtains.
In particular, it follows from (5.1), cf. Part 1, Section 5, that for A sufficiently small the maximal error occurs for d < A3'10.
Consider now the calculation of the "stress intensity factor" kM, cf. Part 1, Sec- For d < hllßM the refinements coincide; and thus, we cannot expect better than ll"-",llLoo(fiMj/)<«1"e. From (5.2) we can expect that the maximum error occurs for d < h}lßM. For the stress intensity factor we obtain
The best that can be said is now that \kM-kM(h2l3ßM,h)\<Ch2l3-e.
In the two examples above, either AA.3M(r, s) or AA.4(r, r) (ii)M took precedence in the refinement near vM. It may of course happen that they intermix; thus, e.g. for r = 3, s = 2, ßM = 2/3 we have the following picture: We leave the analysis of this case as an exercise for the reader.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 6. Proof of Theorem 2.1. For simplicity we assume in what follows that 7?, = 1, Rj = 1 /8. We shall first localize the problem by way of an auxiliary mixed problem, cf. Part 1, (7.3). Let Dx = {jc G fi: \x -i>,| < 1/4} and D2 = {xG fi: |jc -u,| < 1/2} so that fi, ^ Dx ■% D2 <$ fi,. Let co G C°°(fi,) be such that co s 1 on Dx, supp co C D2. Put u = com, and let uh G Sh(Slj) satisfy (6.1) A(u -un, x) = 0 for all x G S*(fi,).
The function uh can be thought of as the approximate solution of an auxiliary mixed problem with right-hand side -Au. We have the following: Lemma 6.1. Assume AA.l/r). Given e > 0 ¿Aere exists a constant C such that From (6.3), (6.4) and (6.2) we obtain the desired estimate (2.8).
For brevity we shall henceforth in this section write 0 = 0,, and fifc = fi, k. We shall also denote
In the proof of Lemma 6.1 we shall need a few approximation results, all consequences of the assumption AA.2. We list them here in one place; cf. Section 1 for notation.
(i) If % < 0 < 1, then there exists x G 5,,(fi,) such that ii»7-xii . +ii«-xiiinl<a.?-e.
(ii) If 1 < 0 < r, then there exists x G Sft(fi,) such that (6-7) ®-A^ + h^-^uob<0fe-(iii) For 1 < k < kj, there exists x £ Sh (fi,) such that (6-8) "" -xlL(.,'fc)+ **"* -xll^(ai)< Chkdk~r~e-Here / = 0, 1,2 and the constants C are independent of A and, in the case of (6.8), also of k.
The proofs of the above results can be accomplished as in Part 1, Lemma 4.1 (for (6.6), (6.7)) and Lemma 2.1 (for (6.8)).
We shall also need the following general approximation results: (iv) If Vi < 0 < 1, there exists a constant C such that for any v G H1 (fi.) n 7/1 +"_e(fi,) there exists x G 5"(fi,) satisfying (6) (7) (8) (9) llu-Xll.^CA^IMI.^^.
(v) There exists a constant C such that for any v G //'(fi.) n 772(fi,), there exists x G 5''I(fi,) satisfying (6.10) llw-Xlli,n/<<^/Mla>ni> (6.11) \\v-X\\unk<Chk\\v\\2nX.
We point out that due to the norm on the right of (6.9) extending over all of Dx, the estimate (6.9) is not very sharp. However, it is possible to give a simple proof, following the proof of Lemma 2.2 in Part 1. In various concrete examples, the result can be sharpened. The proof of (6.10) and (6.11) can be accomplished as in Part 1, Lemma 2.1. After these preliminaries, let us start the proof of Lemma 6.1. Let 7 = u -uh and E = E(x) = (d(x) + <7/)_1ê'. We shall first show that given e > 0 there exists a constant C such that (6.12) II^IIl.íd,) < Ch~e^r + ll£||o,fi,)-
We have (6-13) &hm<D0 = max(j|e||Loo{n/)) ¿ntt H'H¿"<nfc))
Consider first llalli,"(«/)• When Vi <0 < 1 we can apply Theorem 3.1 of Part 1; it is straightforward to verify that since p > 1 -0/r, dist»(fi/, fi)) < h\~6 for some 5 > 0 so that the theorem applies. For arbitrary e > 0 and for any x G Sh we obtain l3TU.(o7) < ch7€ {»" -x\\Lm(a}) + djHu -x\\on}
«*riG-*Lm¿}} + h» -x"..«! +d7H7\\0ta)}; and using (6.6) and (2.5), we clearly have (6.14) &hmiat) < ài^QT + l^lo.np. % < 0 < l.
In the case of 1 < 0 < r, we apply Theorem 3.2 of Part 1 and arrive at ll'll/...«-,) < «^M* -x\\wl(a}) + ||« -xfl ,, + dTH7ioQ)};
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use or, by use of (6.7) and combining the result with (6.14), (6.15) lle||Loo(iî/)<CA-e{A'' + ||7?||0iiî.}, %<ß<r.
Next consider the error on the domains fifc, k = 3, . . . , /.,. Using again Theorem 3.2 of Part 1, «^.(nfc) < Ch*€ {h^ -*hl(nk) + "I" -A^k)+ ^1||7W"
Inserting (6.8) and using that A7 < hk < hdk, (6.16) ||e||Loo(i2fc) < CKpWrtiT" + Wlo,nP < G*"eiÄ' + ll^lo,fi,>-From (6.13), (6.15) and (6.16) we obtain the desired estimate (6.12).
The proof of Lemma 5.1 is now completed by using the following result in (6.12).
Lemma 6.2. Given e > 0, there exists a constant C such that for A sufficiently small, (6.17) ll/?ll0,fi, = W(x) + dj)-17\\0taf < ÖT€.
In the proof of this lemma we shall need some error estimates for e in 7/1 and L2 in the presence of the current refinement. We have (6.18) \\e\\0,nj + h\\7\\Xta.<Chr-e. 
< \\e\\uttl\\v -xll1)i2/ + Ç ll^lli,fifcH" -Xlli.fi, + llelli,fi}"i'-*lli,fir
We shall estimate the terms on the right separately.
Applying Lemma 7.2 of Part 1 to the domains Sl¡ and fi), we have for any 17 G Sh ÍSíi*t<cifí-*lja¡ +djHu-n\\oa} +d7>\\7\\oax}
Uli" -*wlia¡} + II« -r,||^(n>) + ||fi||0in. for 1 < 0, / II" -r?|| . + \\7 -rill (aX+\\E\\on. for%</3<l.
Recalling (6.6) and (6.7),
Utf-1-' + llillo.n,. 1 < 0. Insert the results (6.27)-(6.32) into (6.26). We obtain (6.32) ||u -xllj n , < Ch^WvW^ n2 < Ch'-'hp | (dihtl~e + \\E\\0,a )hidjl-e for 0 > 1 In the case that 0, < s/2, we use the conditions on ft, k set forth in AA.4(r, s); and since jti, > 1 -0,/(r -1), d¡ > h¡ > A7, we obtain for e small ll»-xll,>n, For a term like -/¿"'llull^. n2 the same procedure yields and eventually, we obtain with fi, fc •$ fi¿k, diam fi,'fc < Cdk, M'-ah*<cLÇo dk~mmr-2-m-n'i,k+dr+INi1>n.>fc +^rNi0,fi;.. The case of 0, > 1 is handled similarly.
This proves Lemma A. 1.1 and completes the proof of Theorem 4.1.
