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Abstract
We extend the results of uniform distribution modulo 1 given in [B. Rittaud, Équidistribution presque
partout modulo 1 de suites oscillantes perturbées, Bull. Soc. Math. France 128 (2000) 451–471; B. Rittaud,
Équidistribution presque partout modulo 1 de suites oscillantes perturbées, II: Cas Liouvillien unidimen-
sionnel, Colloq. Math. 96 (1) (2003) 55–73], which deal with sequences of the form (t (hnF (nΘ)+εnh′n))n,
where (hn)n, (h′n)n and (hn/h′n)n are polynomially increasing sequences, (εn)n a bounded sequence,
F :Rd → R essentially a C3-function Zd -periodic, Θ an element of Rd and t a real number. We remove
the Diophantine hypothesis on Θ needed in [the first of above mentioned articles], and add a technical
hypothesis on hn. We apply this result to the convergence of diagonal averages for d × d matrices.
© 2006 Elsevier Inc. All rights reserved.
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Dans [3] est démontré, à quelques hypothèses techniques près, que si F :Rd → R est une
fonction Zd -périodique de classe C1, alors la suite (tnF (nΘ))n admet une distribution asymp-
totique modulo 1 pour presque tout réel t , où Θ est un élément de Rd sur lequel est fait une
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262 B. Rittaud / Journal of Number Theory 122 (2007) 261–282hypothèse diophantienne. La méthode employée s’adapte alors pour des suites plus générales,
comme celles du type (t (nF (nΘ) + εn√n ))n où |εn| < 1 pour tout n, ou encore celles où les
termes n et
√
n sont remplacés par des termes dont seules les croissances sont polynomiales.
La méthode s’adapte aussi pour obtenir les mêmes résultats le long de sous-suites indicées par
une partie de N de densité asymptotique inférieure non nulle. L’article [4] indique comment, en
dimension 1, il est possible, modulo quelques hypothèses techniques, de supprimer l’hypothèse
diophantienne sur Θ . Nous indiquons ici comment obtenir le même degré de généralité en di-
mension d quelconque, achevant ainsi la preuve de la convergence presque sûre des moyennes
diagonales du type
1
N
∑
n<N
f1
(
An1x
) · · ·fp(Anpx),
où les fi sont des fonctions Zd -périodiques de Lp(Rd), x un élément du tore Td := Rd/Zd de
dimension d et les Ai des matrices d ×d à coefficients réels. Le fait que nos résultats de distribu-
tion asymptotique soient valides le long d’une certaine classe de sous-suites permet également de
donner une version de ce résultat de convergence le long de ces mêmes sous-suites. Enfin, nous
mentionnons brièvement comment, grâce à un résultat de Vinogradov [5], ce type de convergence
est valable également le long de sous-suites polynomiales, au moins sous l’hypothèse diophan-
tienne qui figure dans [3].
1. Introduction
Un lemme métrique de Koksma assure notamment l’équidistribution modulo 1 de la suite
(tun)n pour presque tout réel t dès lors qu’on peut majorer par une puissance de N inférieure
à 1 le nombre d’entiers j < N pour lesquels la valeur |ui − uj | est trop petite (à i fixé ; cet
ensemble est noté Ei ). Lorsque Θ est de type diophantien fini, la discrépance à l’ordre N de la
suite (nΘ)n décroît polynomialement en N (cf. [1]). D’une certaine manière, lorsque Θ est de
type diophantien fini, la valeur n est relativement « non-corrélée » à celle de F(nΘ), cette « non-
corrélation » (que quantifie la discrépance) étant suffisante pour assurer que Ei a peu d’éléments.
Lorsque Θ est de type diophantien infini, il ne peut y avoir de convergence à vitesse polyno-
miale de la discrépance DN((nΘ)n) vers 0. Il est montré dans [4] comment, en considérant un
type diophantien à l’ordre N , on peut obtenir des renseignements sur la suite (nΘ)n qui ne soit
pas seulement asymptotiques. L’étude se sépare alors en plusieurs cas : si le type à l’ordre N est
petit, alors on obtient une discrépance également petite qui permet de se ramener au cas d’un
type diophantien fini. Le cas opposé est celui d’un type diophantien grand, qui donne une bonne
approximation rationnelle de Θ et permet d’approcher la suite (nF (nΘ))n par des sous-suites
arithmétiques pour lesquelles la conclusion est facile. Le cas difficile est celui des valeurs inter-
médiaires de Θ , qui ne permettent l’emploi d’aucun des deux arguments précédents et requièrent
une analyse plus fine.
En dimension 1, le type diophantien quantifie la qualité des approximations d’un réel par des
rationnels. En dimension plus grande, la situation est plus complexe, puisque le type diophantien
d’un vecteur quantifie la qualité des approximations de la direction de ce vecteur par des hyper-
plans définis par des équations à coefficients entiers. Cela permet, N étant fixé, de traiter le cas
des vecteurs de petit type diophantien à l’ordre N mais, en revanche, le fait que Θ ait un grand
type à l’ordre N ne garantit plus un caractère presque périodique de la suite (nΘ)n envisagée
modulo 1. Il n’est donc pas possible de traiter ce cas aussi simplement qu’en dimension 1, on est
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ramené soit à une situation dans laquelle la discrépance permet de conclure, soit au moment où
l’approximation est donnée par un vecteur à composantes rationnelles (et, donc, dont les itérés
forment une suite périodique modulo Zd ).
Une autre difficulté que présente le cas de la dimension d > 1 tient aux variations du sens
du reste de l’approximation hyperplane de Θ (reste qui sera noté ρ à partir de la Section 4.1),
qui imposent une analyse spécifique du cas où, le long de certaines de ces direction ρ, F est
de la forme F(tρ) = 1/{tρ} (Section 4.2). Ce problème correspond à celui qui se présente en
dimension 1 lorsque F(x) est défini comme l’inverse de la partie fractionnaire de x. Enfin, une
ultime difficulté du cas d > 1 est l’étude des intersections des hyperplans approximant Θ avec
les bandes de niveau de F , c’est-à-dire des ensembles de la forme H˜ ∩ F−1(I ) où H˜ est un
hyperplan du tore et I un intervalle de R : on doit tenir compte du nombre de leurs composantes
connexes dans l’argument de discrépance et il faut pouvoir donner des estimations raisonnables
de leur mesure en fonction de celle de I .
2. Énoncé des résultats
Un entier naturel non nul d étant fixé, on appelle d-irrationnel tout vecteur de Td engendrant
un sous-groupe monogène dense de Td .
Définition 1. Si W est une partie infinie de N et si Z est une partie de N, on appelle W -densité
asymptotique inférieure de Z la quantité
daiW(Z) := lim inf
N→+∞
(
Card(Z ∩W ∩ [0,N[)
Card(W ∩ [0,N[)
)
.
On définit de même la W -densité asymptotique supérieure, dasW(Z), à l’aide de la lim sup de
la suite de rapports précédente. Lorsque daiW(Z) et dasW(Z) coïncident, on note daW(Z) leur
valeur commune, appelée W -densité asymptotique. On note PW l’ensemble des parties Z de N
telles que daW(Z) = 0 ou daiW(Z) > 0, et P+ l’ensemble des Z ⊂ N telles que daiN(Z) > 0.
Une suite (un)n est dite à croissance polynomiale (respectivement à décroissance polyno-
miale) s’il existe c > 0 tel que, pour tout n > 0, un+1/un > 1 + c/n (respectivement un+1/un <
1 − c/n).
Notre principal résultat est le suivant :
Théorème 2.1. Soit (P (n))n une suite réelle de la forme P(n) = cne + Q(n), où e > 0, c = 0
et où la suite (Q(n)/ne)n est majorée en module par une suite à décroissance polynomiale. Soit
F :Rd → R une fonction Zd -périodique telle qu’il existe un compact négligeable Y ⊂ [0,1]d
tel que F|[0,1]d est de classe C2, constante au voisinage de chaque point critique (i.e. où la
différentielle de F s’annule), et tel que [0,1]d \ Y ne contient aucun point de la frontière de
l’ensemble (F ′′)−1(0). Soit Θ ∈ Rd d-irrationnel ; notons W l’ensemble des entiers naturels n
pour lesquels le point {nΘ} est hors de Y et régulier pour F (i.e. D{nΘ}F = O), et W0 l’ensemble
des entiers naturels n tels que F(nΘ) = 0. Soit Z ∈ P+ ∩ PW . Soient enfin une suite (h′n)n telle
que (ne/h′n)n soit à croissance polynomiale et (εn)n une suite bornée. Si la suite (tεnh′n)n∈Z∩W0
admet une distribution asymptotique modulo 1 pour presque tout réel t , alors il en va de même
de la suite (t (P (n)F (nΘ) + εnh′n))n∈Z .
Nous démontrons en fait que la distribution de la suite (tP (n)F (nΘ))n∈Z est donnée, pour
presque tout t , par la combinaison convexe μ(F−1(0))δ0 + (1 − μ(F−1(0)))μ, où μ est la
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explicite de la distribution asymptotique de (t (P (n)F (nΘ) + εnh′n))n∈Z en fonction de celle de
(tεnh
′
n)n∈Z∩W0 .
Le Théorème 2.1 s’applique à l’énoncé suivant, qui répond par l’affirmative à une question
posée dans [2].
Théorème 2.2. Soit A ∈Md(R). Pour toute forme linéaire φ deMd(R), pour toute élément Z
de P+, la suite (tφ(An))n∈Z possède une distribution asymptotique modulo 1 pour presque tout
réel t .
Nous ne démontrerons pas ce théorème, tous les ingrédients de la preuve se trouvant dans [3].
Notons que la démonstration du Théorème 2.2 à partir du Théorème 2.1 n’utilise pas le résultat
de Baker sur les propriétés diophantiennes des formes linéaires en logarithmes, ce qui simplifie
la preuve du résultat plus partiel donnée dans [3].
Le Théorème 2.2 admet le corollaire suivant concernant la convergence de moyennes diago-
nales (dont toutes les idées d’une démonstration se trouvent également dans [3]).
Corollaire 1. Soit d ∈ N∗, soient A1, . . . ,Ap des matrices d × d à coefficients réels, soient
f1, . . . , fp des fonctions de Lp(Td), où Td est le tore de dimension d . Soit Z ∈ P+. Alors, pour
presque tout x ∈ Td , la suite
(
1
N
∑
n<N
(
p∏
i=1
fi
(
Ani x
)))
N∈Z
est convergente.
On peut tirer de la démonstration du Théorème 2.1 une expression explicite de la limite. En
fait, le Théorème 2.2 donne également la convergence des moyennes
(
1
N
∑
n<N
(
p∏
i=1
fi
(
Ani (aix)
)))
N∈Z
pour presque tout x, quels que soient les réels a1, . . . , ap .
Mentionnons enfin que les arguments développés dans [3], qui traite le Théorème 2.1 pour
Θ ∈ Rd de type diophantien fini, ne dépendent pas de manière cruciale de la forme nΘ qui est
celle de vn dans l’expression nF(vn) : en fait, les deux seules propriétés que nous utilisons de
la suite (nΘ)n sont d’une part la décroissance polynomiale de sa discrépance DN((nΘ)n>0) et,
d’autre part, l’identité DN((nΘ)n>0) = DN((nΘ)n>n0) pour tout n0. Ces deux hypothèses peu-
vent sans inconvénient être remplacées par l’hypothèse unique que DN((vn)n>n0) est majorée
par une fonction indépendante de n0 et à décroissance polynomiale en N . Des résultats de Vino-
gradov (cf. [5, p. 124]) indiquent que, en particulier, une suite (vn)n définie par une expression
polynomiale en n dont au moins un des coefficients (associé à une puissance de n au moins égale
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moyennes de la forme (
1
N
∑
n<N
(
p∏
i=1
fi
(
A
Pi(n)
i x
)))
N∈Z
,
où les Pi sont des polynômes à coefficients entiers (ou, au moins, vérifiant certaines conditions
diophantiennes qui dépendront des arguments des valeurs propres des Ai ). Il ne fait aucun doute
que, pour ces expressions, il est possible de supprimer toute hypothèse diophantienne : les mé-
thodes développées ci-dessous contiennent probablement tout le matériel nécessaire, même si la
technicité de l’exercice nous a fait renoncer à donner une preuve complète.
3. Deux lemmes préliminaires
Dans cette section, l’entier N est fixé et suffisamment grand. Les preuves de ces lemmes se
trouvent dans [4].
Pour tous entiers n et q, la notation n+ qZ désigne l’ensemble {n+ kq: k ∈ Z}.
Lemme 3.1. Soit HN une partie quelconque de [0,N[∩N, soit a > 0 un réel, soit (un)n une
suite réelle, soit q > 0 un entier. Soit c > 0 un entier tel que, pour tout n ∈ [0,N[ \HN
Card
({
k ∈ ([n,N [∩ (n+ qZ)) \HN : |uk − un| < 2Na})< c.
Alors, pour tout n ∈ [0,N[ \HN
Card
({
k ∈ [n,N [ \HN : |uk − un| <Na
})
< qc.
Lemme 3.2. Soit (un)n une suite réelle, soit a > 0 un réel, soit q > 0 un entier, soit HN une
partie de [0,N [, soient K , K ′ deux entiers naturels tels que, pour tout n ∈ [0,N[ \HN
Card
({
0 j <K/q: |un+jq − un| < 2Na
})
K ′.
Alors, pour tout n ∈ [0,N[ \HN , on a
Card
({
0 j < N/q: n+ jq /∈ HN, |un+jq − un| <Na
})
 (1 +N/K)K ′.
4. Discrépance et approximations hyperplanes à l’ordre N
4.1. Estimation de la discrépance de (nΘ)n<N pour certaines valeurs de N
Notation 1. Pour tout vecteur x = (x1, . . . , xd) ∈ Rd , on pose :
‖x‖ =
(
d∑
i=1
x2i
)1/2
, |x| = (|x1|, . . . , |xd |), [x] = max
1id
(|xi |),
r(x) :=
∏
1id
max
(|xi |,1), {x} = ({x1}, . . . , {xd}),
où {xi} est la partie fractionnaire du réel xi .
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tout réel t , 〈t〉 désigne la distance de t à Z.
Si x et y sont deux vecteurs de Rd et R une relation d’ordre (éventuellement stricte) sur R,
on écrit xRy lorsque xiRyi pour tout i entre 1 et d .
Définition 2. Soit Θ ∈ Rd d-irrationnel. Pour tout entier N > 1, appelons type diophantien de Θ
à l’ordre N la quantité
ηN = ηN(Θ) := max|h|(N,...,N)
(
− log(〈(h,Θ)〉)
log(N)
)
,
où h ∈ Zd .
Cette définition peut s’utiliser également pour des N non entiers.
Remarque 1. La quantité ηN se réfère aux meilleures approximations de Θ par des hyper-
plans non denses du tore. En dimension plus grande que 1, ce n’est pas la même chose que
d’approcher Θ par des vecteurs à composantes rationnelles (ce qui correspondrait à la valeur
max0<qN(− log(〈qΘ〉)/ log(q)), où 〈qΘ〉 est la distance de qΘ à Zd ).
Le type diophantien usuel de Θ , noté η(Θ), peut se définir comme l’infimum des réels σ > 0
pour lesquels il existe c > 0 tel que, quel que soit h ∈ Zd non nul, r(h)σ · 〈(h,Θ)〉 > c, où r(h)
est le module du produit des composantes non nulles de h. On peut alors écrire l’égalité suivante :
η(Θ) = lim sup
|h|→+∞
(
− log(〈(h,Θ)〉)
log(r(h))
)
.
Il est raisonnable de penser (mais nous n’aurons pas à utiliser ce genre de résultats) que
η(Θ) = lim sup(ηN(Θ)/d) (le coefficient d peut être intégré à la définition du type diophantien
à l’ordre N : nous n’en faisons rien ici, pour des raisons de simplicité d’écriture qui apparaîtront
dans des calculs ultérieurs), et que l’ensemble des valeurs d’adhérence de la suite ηN(Θ) est
l’intervalle [d, dη(Θ)]. Notons aussi que, avec le lemme de Dirichlet, on montre que ηN(Θ) > d
pour tout N > 0.
Nous donnons plus loin en remarque une autre définition possible de ηN(Θ).
On appelle discrépance à l’ordre N de la suite (un)n d’éléments de Td := (R/Z)d la quantité
DN
(
(un)n
) := sup
P∈P
(∣∣∣∣Card({n <N : un ∈ P })N −μ(P )
∣∣∣∣),
où P désigne l’ensemble des pavés du tore (parties de Td de la forme I1 ×· · ·× Id , où I1, . . . , Id
sont des intervalles du cercle T1) et μ la mesure de Lebesgue sur Td . On note DN(Θ) la valeur
DN((nΘ)n). Rappelons qu’on a le résultat suivant, pour Θ de type diophantien η < +∞ et tout
ε > 0 (cf. [1]) :
DN(Θ) = O
(
N−1/(d(η−1+ε)+1)
)
.
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constante multiplicative près indépendante de N et de β
DN(Θ)max
(
N−β,βN−1+βηNβ log(N)
)
.
Une preuve de ce résultat s’obtient en adaptant la preuve classique dans le cas du type
diophantien fini. Une démonstration en dimension 1 est donnée dans [4, Proposition 3.1], la
généralisation à la dimension quelconque s’effectue d’une manière analogue au cas du type dio-
phantien classique (cf. [1]).
Remarque 2. Tout comme pour le cas de la dimension 1 (cf. [4]), on peut remarquer que cette
estimation est assez loin d’être optimale, notamment pour Θ de type diophantien 1. Tout comme
dans [4], nous nous contentons toutefois de cette définition, la plus maniable, qui permet déjà
d’améliorer significativement l’estimation de la discrépance pour certaines valeurs de N .
4.2. Distribution selon le sous-groupe engendré par un élément de Td
Définition 3. Soit Λ ∈ Rd engendrant un sous-groupe monogène du tore dont l’adhérence V˜Λ
est la trace sur Td d’une union de sous-espaces affines de Rd parallèles à un même sous-espace
vectoriel VΛ de dimension lΛ non nulle. Appelons base entière associée à Λ (ou à VΛ) toute
base B = {b1, . . . , blΛ} de VΛ telle que l’on ait
{n1b1 + · · · + nlΛblΛ : n1, . . . , nlΛ ∈ Z} = Zd ∩ VΛ.
(Notons qu’il existe toujours une base entière associée à Λ, car si D est un sous-groupe discret
de Rl engendrant Rl comme espace vectoriel, alors il existe une famille génératrice de D qui est
aussi une base de Rl .)
Pour tous vecteurs v et v′ de VΛ, on note [v]B le module de la plus grande des composantes
de v exprimé dans la base B, et (v, v′)B leur produit scalaire naturellement défini par la base B.
Appelons B-type diophantien de Λ à l’ordre N la quantité
ζBN (Λ) := max[h]BN
(
− log(〈(h,Λ)B〉)
log(N)
)
,
où h ∈ VΛ ∩Zd .
Lorsque Λ est d-irrationnel et que B est la base canonique de Rd , on reconnaît la quantité
ηN(Λ).
Soit Λ ∈ Rd , soit V := VΛ dont on note l la dimension, soit V˜ := V˜Λ sa trace sur Td . On
suppose l < d . Soit B une base entière de V . En désignant par v1, . . . , vl les éléments de B,
appelons B-pavé de V˜ toute partie de V˜ de la forme {{x1v1 +· · ·+xlvl}: |x1| ∈ I1, . . . , |xl | ∈ Il},
où les Ik sont des intervalles réels. L’ensemble des B-pavés de V˜ est noté PB(V˜ ). On appelle
B-discrépance à l’ordre N de Λ l’expression suivante :
DBN(Λ) := sup
P∈PB(V˜Λ)
(∣∣∣∣Card(n < N : {nΛ} ∈ P)N −μB˜VΛ(P )
∣∣∣∣),
où μB˜ est la mesure de Lebesgue sur V˜Λ renormalisée relativement à la base B.VΛ
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Proposition 4.2. Soit Λ ∈ Td , soit N > 0 un entier, soit β > 0 un réel. Il existe une constante
C > 0 (indépendante de N et de β) telle que, quel que soit N et quelle que soit la base entière B
associée à Λ :
DBN(Λ) C · max
(
N−β,Nβζ
B
Nβ
−1 log(N)
)
.
Pour toute dimension d , notons αd l’angle entre deux côtés adjacents de la généralisation
à la dimension d du tétraèdre régulier. Appelons K-lipschitzienne toute famille B constituée
de vecteurs faisant entre eux des angles minorés par αd et dont les rapports des normes (eu-
clidiennes) sont majorés par K . Une famille libre B = {v1, . . . , vd ′ } étant donnée, une sous-
variété M de Vect(B) est un graphe K-lipschitzien dans B orienté selon vi s’il existe une fonction
f : Vect(B \ {vi}) → Rvi et un ouvert U ⊂ Vect(B \ {vi}) tels que M = {(v, f (v)): v ∈ U} et tels
que, pour tout x et y de U , on a∥∥f (y)− f (x)∥∥
vi
K‖x − y‖B\{vi },
où ‖v‖A := (v, v)1/2A pour tout v ∈ Vect(A), A étant une famille libre donnée.
La proposition suivante est conséquence du théorème d’inversion locale et d’un argument de
compacité.
Proposition 4.3. On suppose d  3. Soit K > 0. On désigne par R1/m l’ensemble des points à
distance au moins 1/m du complémentaire de l’ensemble R des points réguliers de F . Il existe
un entier L = L(F,m), il existe des ouverts U1, . . . ,UL recouvrant [0,1[d tels que, pour tout
entier k ∈ [1,L], pour tout v0 ∈ Rd , pour tout x ∈ Rd , pour toute famille B = {v1, . . . , vd ′ } de
R
d (d ′ > 2) K-lipschitzienne, l’ensemble(
v0 + Vect(v1, . . . , vd ′)
)∩ F−1(x)∩Uk ∩R1/m
est un graphe 2K-lipschitzien dans B orienté suivant l’un des vi .
Pour d = d ′ = 2 ou d > d ′ = 2, la proposition précédente s’applique en remplaçant « graphe
2K-lipschitzien » par « intervalle ».
Pour toute famille F de parties mesurables de Td , notons
DN(Λ,F) := sup
P∈F
(∣∣∣∣Card(n < N : {nΛ} ∈ P)N −μ(P )
∣∣∣∣).
La proposition précédente donne alors le résultat suivant.
Proposition 4.4. Soit F1/m l’ensemble des bandes de niveau régulières de F à distance au
moins 1/m du complémentaire de R, i.e.,
F1/m :=
{
F−1 (I ): I intervalle de R
}
.|R1/m
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tout β > 0, on a
DBN(Λ,F1/m) cK ·
(
max
(
N−β,Nβζ
B
Nβ
−1 log(N)
))1/d
.
La démonstration est analogue à celle de [3, Théorème 5.2] : une bande de niveau de F1/m
étant donnée, on en construit une partition à ε près par des éléments de PB(V˜Λ), dont on
majore le cardinal. Le résultat suit d’après la formule DN(Λ, {P } ∪ {P ′})  DN(Λ, {P }) +
DN(Λ, {P ′}).
5. Démonstration du Théorème 2.1
5.1. Approximations hyperplanes de Θ
Lemme 5.1. Il existe K = K(d) > 0 tel que, pour tout vecteur V = (x1, . . . , xd) de Rd à coor-
données entières, il existe une base entière de V ⊥ K‖V ‖-lipschitzienne.
Démonstration. Sans diminuer la généralité, supposons que |xd | = maxi=1,...,d (|xi |). Dans
la suite, k est un entier décrivant l’ensemble {1, . . . , d − 1}. Posons Wk := (0, . . . ,0,−xd,0,
. . . ,0, xk) (où xd est la k-ième composante de Wk), puis B := {Wk: k = 1, . . . , d − 1} : nous
allons montrer que B répond à la question.
Pour tout k, on a (Wk,V ) = 0 ; puisque les Wk sont linéairement indépendants, B constitue
donc bien une base entière de V ⊥.
Par hypothèse sur xd , on a |xd |  ‖V ‖ 
√
d|xd | et, pour tout k, |xd |  ‖Wk‖ 
√
2|xd |.
On en déduit que, pour tout k, on a ‖V ‖/√d  ‖Wk‖ 
√
2‖V ‖, et donc que, si k′ = k, alors
‖Wk′‖/‖Wk‖
√
2d . D’autre part, pour k′ = k, on a∣∣∣∣ (Wk,Wk′)‖Wk‖ · ‖Wk′‖
∣∣∣∣= |xkxk′ |√
x2k + x2d ×
√
x2
k′ + x2d
 1
2
,
cette inégalité étant issue du fait que, pour tout y ∈ [0, |xd |], on a y/
√
y2 + x2d  1/
√
2.
L’angle entre deux éléments de B est donc minoré par arccos(1/2) = π/3 ; il suffit donc de
poser K := √2d , et le Lemme 5.1 est démontré. 
Pour la simplicité de l’explication, on se place désormais en dimension d = 3, étant entendu
que les raisonnements qui suivent s’appliquent de la même manière dans le cas général.
Proposition 5.1. Fixons Θ ∈ R3 et quatre paramètres réels strictement positifs a, β , β ′ et β ′′.
Pour tout N > 0, il existe trois vecteurs non nuls à coefficients entiers, hN , h′N et h′′N (que l’on
note ici simplement h, h′ et h′′), une famille B′ de deux vecteurs et une famille B′′ de un vecteur
dans R3 tels que :
• B′ est un base entière du plan vectoriel h⊥ := {v ∈ R3: 〈h,v〉 = 0} ;
• B′′ est une base entière de la droite vectorielle h⊥ ∩ (h′)⊥B′ ;
• h′, h′′ ∈ h⊥ et h′′ ∈ (h′)⊥B′ (en particulier, les vecteurs h, h′ et h′′ forment une base de R3) ;
• [h]Naβ , [h′]B′ Naβ ′ , [h′′]B′′ Naβ ′′ ;
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• le vecteur Θ s’écrit sous la forme
Θ =
(
p + 1
Naβη
)
· h‖h‖2 +
(
p′ + 1
Naβ
′η′
)
· h
′
‖h‖2‖h′‖2B′
+
(
p′′ + 1
Naβ
′′η′′
)
· h
′′
‖h‖2‖h′‖2B′‖h′′‖2B′′
,
où p, p′, p′′ ∈ Z3 et où
η = ηNaβ (Θ),
η′ = ζB′
Naβ
′
(
‖h‖2
(
Θ −
(
p + 1
Naβη
)
h
‖h‖2
))
,
η′′ = ζB′′
Naβ
′′
(
‖h‖2‖h′‖2B′
(
Θ −
(
p − 1
Naβη
)
h
‖h‖2 −
(
p′ + 1
Naβ
′η′
)
h′
‖h‖2‖h′‖2B′
))
.
Démonstration. Par définition de η := ηNaβ (Θ), il existe h := hN ∈ Z3, [h]Naβ ainsi qu’un
entier p tels que
(h,Θ) = p ± 1
Naβη
.
Ici, le produit scalaire est celui donné par la base canonique B de Rd , qui est une base entière
de Rd . Dans la suite, quitte à changer h en −h, on suppose que le membre de droite est p +
1/Naβη . Une base entière A d’un espace vectoriel et un vecteur v étant donnés, le vecteur w est
dit Z-orthogonal à v selon B lorsque (v,w)B ∈ Z.
L’ensemble des vecteurs Z-orthogonaux à h selon la base canonique de Rd est noté H ′ : sa
trace H˜ ′ sur le tore est la trace d’une réunion finie de plans (non dense puisque h est à coordon-
nées entières).
On note Θ ′ le projeté de Θ sur la composante connexe de H ′ la plus proche de Θ parallèle-
ment à h, ce qui implique en particulier que Θ = Θ ′ + ((h,Θ)‖h‖2)h. Dans la suite, on confond
Θ ′ avec {Θ ′}.
Fixons une base entière B′ de H ′0, où H ′0 est la composante connexe de H ′ contenant l’origine :
d’après le Lemme 5.1, on peut supposer que B′ est Naβ -lipschitzienne.
Notons η′ la quantité ζB′
Naβ
′ (‖h‖2Θ ′), où la valeur du réel β ′, supérieure à celle de β , sera
précisée plus loin (la nécessité de l’introduction de β ′ apparaîtra au deuxième cas de la Sec-
tion 4.3.1). Il existe alors h′ := h′N ∈ H ′ ∩Zd , [h′]B′ Naβ
′
, ainsi qu’un entier p′ tels que
(
h′,‖h‖2Θ ′)B′ = p′ ± 1Naβ ′η′ .
De même que plus haut, quitte à changer h′ en −h′, on suppose que le membre de droite est
une addition et non une soustraction.
Notons H ′′ l’ensemble des vecteurs de H ′ Z-orthogonaux à h′ selon B′, et Θ ′′ la projection
de Θ ′ sur la composante connexe de H ′′ la plus proche parallèlement à h′. On confond également
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entières. Il s’agit donc d’une réunion finie de segments (puisque d = 3, H ′′ est de dimension 1).
Soit alors B′′ une base entière de H ′′0 (à 1 élément), soit η′′ := ζB
′′
Naβ
′′ (‖h‖2‖h′‖2B′Θ ′′), où la valeur
de β ′′ sera précisée plus loin. Il existe h′′ := h′′N ∈ H ′′ ∩Zd vérifiant [h]B′′ <Naβ
′′
et p′′ ∈ Z tels
que (
h′′,‖h‖2‖h′‖2B′Θ ′′
)
B′′ = p′′ +
1
Naβ
′′η′′ .
En regroupant les différentes expressions précédentes, on obtient l’expression annoncée de Θ .
La Proposition 5.1 est démontrée. 
Notation 2. En regroupant, dans l’expression de Θ de la proposition précédente, les termes
« périodiques » d’une part et « résiduels » d’autre part, on peut, pour tout N , écrire Θ sous la
forme
Θ = ΠN + ρN, où
ΠN =
(
p
‖h‖2 h+
p′
‖h‖2‖h′‖2B′
h′ + p
′′
‖h‖2‖h′‖2B′ ‖h′′‖2B′′
h′′
)
,
ρN =
(
1
Naβη‖h‖2 h+
1
Naβ
′η′ ‖h‖2‖h′‖2B′
h′ + 1
Naβ
′′η′′ ‖h‖2‖h′‖2B′‖h′′‖2B′′
h′′
)
,
où h, h′, h′′, η, η′ et η′′ désignent les mêmes objets que dans la Proposition 5.1.
On note πN la plus petite période de ΠN , c’est-à-dire le plus petit entier naturel non nul pour
lequel πNΠN ∈ Zd . On a bien sûr πN  ‖h‖2‖h′‖2B′‖h′′‖2B′′ .
On pose ρ˜N := 1/‖ρN‖.
Lemme 5.2. Considérons la partie Z de N définie de la manière suivante : pour tout entier
naturel k, k ∈ Z si, et seulement si, n < k implique que les triplets (hn,h′n,h′′n) et (hk,h′k, h′′k)
sont distincts. Pour tout N on a
Card
(
Z ∩ [2−1/aβN,N[) 212.
(En dimension d , la majoration devient 2d(d+1).)
Démonstration. Notons M la valeur Naβ . On désigne parH l’ensemble des vecteurs hk , k ∈ Z
(les premiers vecteurs des triplets (hk,h′k, h′′k)). On note CM le carré plein ([−M,M] ∩ Z)3.
Pour tout triplet de signes + et −, c’est-à-dire tout élément ε = (ε1, ε2, ε3) de {+,−}3, on note
CεM l’ensemble des éléments de CM dont, pour tout k entre 1 et 3, la k-ième composante est de
signe εk (zéro est envisagé comme étant de signe positif). On note encore [−M,M]+ l’ensemble
[−M,−M/2] ∪ [M/2,M], et [−M,M]− l’ensemble ]−M/2,M/2[. Enfin, si ε′ est un élément
de {+,−}3, on pose
C
ε,ε′
M := CεM ∩
3∏
[−M,M]ε′k .k=1
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l’ensemble Cε,ε
′
M ∩H a au plus un élément.
Soient deux vecteurs, h1 et h2, éléments de Cε,ε
′
M ∩ H. Notons (hk,Θ) = pk + 1/Naβηkk
(k = 1,2). Sans diminuer la généralité, on suppose [h2] > [h1], et donc 1/Naβη11 > 1/Naβη22 .
On a alors [h1 −h2] <M/2 < min([h1], [h2]) (là est utilisée l’hypothèse ε′ = (−,−,−)) et, par
ailleurs, (h1 − h2,Θ) = p1 +N−aβη11 − p2 −N−aβη22 , d’où∣∣〈(h1 − h2,Θ)〉∣∣= ∣∣∣∣ 1Naβη1 − 1Naβη2
∣∣∣∣< max( 1Naβη1 , 1Naβη2
)
.
Le vecteur h1 −h2 est donc de norme infinie inférieure à celles de h1 et h2 tout en donnant une
meilleure approximation hyperplane de Θ que ces deux vecteurs, ce qui contredit la définition
des hi .
Chaque ensemble Cε,ε
′
M ∩H possédant au plus un élément, on en déduit que (CM \CM/2)∩H
est de cardinal majoré par 43.
Pour chacun des éléments de CM ∩ H ainsi trouvé, on reproduit le même argument pour
déterminer le nombre de h′k possibles (second vecteur du triplet (hk,h′k, h′′k)), que l’on majore
donc par 42. De même pour les h′′k , ce qui donne en tout au plus 43 × 42 × 4 = 43(3+1)/2 = 212.
Le Lemme 5.2 est démontré. 
5.2. Analyse du cas ∂ρ(F/∂ρF ) = −1
Pour tout élément ρ non nul de Rd , on note ∂ρF la dérivée partielle de F selon le sens donné
par ρ. On note Gρ la fonction F/∂ρF (définie là où ∂ρF = 0). Pour tout entier naturel non nul
m, on note Zm l’ensemble des n ∈ N pour lesquels F(nΘ) et 1/F (nΘ) sont minorés en module
par 1/m et Grad(F )(nΘ) majoré en module par m.
On pose q := ‖h‖2‖h′‖2B′‖h′′‖2B′′ .
Lemme 5.3. On fixe N > 0. Soit γ > 0, soit G :Td → R une fonction de classe C1 ; on appelle
Z′m l’ensemble des n < N tels que |∂ρNG + 1| < 1/m. À i < q fixé, l’ensemble H(i)N des n ∈
([0,N[∩ (i + qZ)) \Z′m tels que ∣∣∣∣G(nΘ)+ nρ˜N
∣∣∣∣ 1ρ˜N γ (∗)
est de cardinal majoré à une constante multiplicative près (ne dépendant que de m et de G) par
max
(
1,
ρ˜N
1−γ
q
,
N
ρ˜N
,
N
ρ˜N
γ q
)
.
Démonstration. Soit x ∈ Td , soit ρ ∈ Sd−1, sphère de dimension d − 1. Puisque G est de
classe C1, on a, pour tout ε > 0, la relation suivante :
G(x + ερ) = G(x)+ ε∂ρG(x)+ o(ε).
La quantité o(ε) dans l’expression précédente dépend a priori de la direction ρ : on devrait
donc la noter oρ(ε). Or pour tout entier m > 0 et pour tout ρ ∈ Sd−1, il existe un entier m′ =0
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compacité de Sd−1 fait qu’on peut choisir m′ indépendamment de ρ et noter o(ε) et non oρ(ε).
Dans la suite de la démonstration, on note q la valeur qN et ρ la direction ρN .
Soit n ∈ ([0,N [∩ (i + qZ)) \ Z′m et soit j ∈ [4mρ˜1−γ /q, ρ˜/m′q] tels que, pour deux réels ε
et ε′ bornés en module par 1 :
G(nΘ) = −n
ρ˜
+ ε
ρ˜γ
, G
(
(n+ jq)Θ)= −(n+ jq)
ρ˜
+ ε
′
ρ˜γ
.
On écrit alors
G
(
(n+ jq)Θ)= −(n+ jq)
ρ˜
+ ε
′
ρ˜γ
= −n
ρ˜
+ −jq
ρ˜
+ ε
′
ρ˜γ
= G(nΘ)− ε
ρ˜γ
+ −jq
ρ˜
+ ε
′
ρ˜γ
.
On en tire
ε′ − ε
ρ˜γ
+ −jq
ρ˜
= G((n+ jq)Θ)−G(nΘ) = ∥∥{jqΘ}∥∥∂ρG(nΘ)+ o(∥∥{jqΘ}∥∥)
= jq
ρ˜
∂ρG(nΘ)+ o
(
jq
ρ˜
)
,
le o( ) précédent ne dépendant pas de la direction de ρ d’après ce qui été dit plus haut. On peut
alors écrire
∂ρG(nΘ) = (ε
′ − ε)/ρ˜γ − jq/ρ˜ − o(jq/ρ˜)
jq/ρ˜
= (ε′ − ε) ρ˜
1−γ
jq
− 1 − o(jq/ρ˜)
jq/ρ˜
et donc ∣∣∂ρG(nΘ)+ 1∣∣ 2 · 14m + 12m = 1m,
d’où n ∈ Z′m.
Nous avons donc montré que, si n ∈ H(i)N , alors quel que soit l’élément j de [4mρ˜1−γ /q,
ρ˜/m′q], on a n+ jq /∈ H(i)N .
Soit n0 le plus petit élément de l’intervalle [0,N[∩ (i + qZ) appartenant à H(i)N : dans l’in-
tervalle [n0, n0 + ρ˜/m′] ∩ (i + qZ), il y a au plus max(1, ρ˜1−γ /q) éléments de H(i)N (à une
constante multiplicative près). Soit alors n1 le plus petit élément de H(i)N ∩ (i + qZ) supérieur à
n0 + ρ˜/m′ : de la même façon, on trouve au plus max(1, ρ˜1−γ /q) éléments de H(i)N ∩ (i + qZ)
dans l’ensemble [n1, n1 + ρ˜/m′] ∩ (i + qZ) (à une constante multiplicative près).
En itérant ce procédé, on obtient au plus max(1,N/ρ˜) intervalles de [0,N[∩ (i + qZ)
(à une constante multiplicative près) à l’intérieur desquels se trouvent les éléments de H(i)N ∩
[0,N [∩ (i + qZ), et dans chacun de ces intervalles on trouve au plus max(1, ρ˜1−γ /q) éléments
de H(i)N . On en déduit que, à une constante multiplicative près ne dépendant que de m et de G :
Card
(
H
(i)
N
)
max
(
1,
N
ρ˜
)
× max
(
1,
ρ˜1−γ
q
)
max
(
1,
ρ˜1−γ
q
,
N
ρ˜
,
N
ρ˜γ q
)
.
Le Lemme 5.3 est démontré. 
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Gρ := F/∂ρF , où ρ est confondu avec l’élément de Sd−1 de même sens. On pose Vρ :=
Int((∂ρGρ)−1(−1)). Appelons alors Am l’ensemble des n ∈ N tels qu’il existe N ∈ [n/2,2n]
tel que {nΘ} ∈ VρN , ρ˜N > Nu et∣∣∣∣ n
qNN
aβη
Naβ
+GρN (nΘ)
∣∣∣∣< 1m.
La densité asymptotique supérieure de Am tend vers 0 lorsque m tend vers +∞.
Démonstration. Si ρ et ρ′ sont deux éléments non nuls de Rd , on note |||ρ − ρ′||| la distance
entre les deux éléments de la sphère unité Sd−1 que ρ et ρ′ définissent. On note
Uρ :=
⋃
ρ′∈Sd−1: |||ρ′−ρ|||<1/m
(∂ρ′Gρ′)
−1
(]
−1 − 1
m
,−1 + 1
m
[)
.
On note par ailleurs U l’ouvert de Td défini par les x tels que, pour tout ρ ∈ Rd , |(∂ρGρ)(x)−
1| > 1/m. Par compacité, on extrait du recouvrement du tore {U}∪ {Uρ}ρ un sous-recouvrement
fini dont on note U1, . . . , Up(m) les éléments.
Soit n ∈ Am : nous allons montrer que dans un intervalle assez grand contenant n se trouvent
peu d’autres éléments de Am. Dans la suite de cette démonstration, tous les vecteurs {jΘ} que
nous considérerons auront la propriété que j ∈ [n/2,2n]. D’après le Lemme 5.2, le nombre de
ρN distincts pour N ∈ [n/2,2n] est majoré indépendamment de N . Ainsi, quitte à partitionner
Am en plusieurs sous-ensembles, on suppose, dans toute la suite du lemme, que ρN est égal à ρ
pour tout N ∈ [n/2,2n]. On note alors aussi q = qN , π = πN et Π = ΠN .
Soit N ∈ [n/2,2n] tel que {nΘ} ∈ Vρ et∣∣∣∣ n
qNaβηNaβ
+GρN (nΘ)
∣∣∣∣< 1m.
Il existe un entier τ ∈ [1,p(m)] tel que Vρ ⊂ Uτ (avec Uτ = U ).
Posons P := {{nΘ + kΠ}: k ∈ [0,π[} et P ′ := {(n+ k)Θ: k ∈ [0,π[∩N}.
Par construction de Π , P contient π éléments distincts et est le translaté d’un sous-groupe
fini du tore. Considérons trois vecteurs de plus petite norme possible, w, w′ et w′′, engendrant
P comme sous-groupe du tore (à translation près, par {nΘ}). Il existe une minoration des angles
que font ces vecteurs entre eux, minoration ne dépendant que de la dimension (en particulier,
indépendante de P ). D’autre part, on a π = 1/|Det(w,w′,w′′)|, donc, puisque les angles entre
w, w′ et w′′ sont minorés indépendamment de P , π est de l’ordre de 1/‖w‖‖w′‖‖w′′‖.
Notons wρ le (un) vecteur de l’ensemble {w,w′,w′′} qui forme le plus petit angle avec ρ,
puisque les angles entre w, w′ et w′′ sont minorés, celui entre ρ et wρ est majoré par une
constante qui ne dépend que de la dimension d .
Soit H l’hyperplan affine défini par {w,w′,w′′} \ {wρ} passant par {nΘ}. Il existe un entier r
minimal tel que, si Tt désigne la translation de vecteur t :
P = P ∩
r⋃
Tiwρ (H).i=0
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tout k entre 0 et π , i(k) désigne l’entier i pour lequel {nΘ + kΠ} ∈ Hi .
Les Uτ sont en nombre fini, indépendants de n et N (ils ne dépendent que de m). La proportion
Card(P ′ ∩ Uτ )/Card(P ′) peut donc être rendue arbitrairement proche de μ(Uτ ) (pour tout τ ),
en prenant simplement n suffisamment grand. Le cardinal de l’ensemble P ′ ∩ Uτ est ainsi de
l’ordre de π , tout comme celui de P ∩Uτ .
Appelons ρ-composante connexe de Uτ tout segment maximal inclus dans Uτ et de pente ρ.
Dans la suite, on note w− le (un) vecteur de plus petite norme parmi {w,w′,w′′} \ {wρ}, et
w+ le dernier des trois vecteurs. Soit alors un nombre K = K(n) dont l’ordre de grandeur est
strictement compris entre celui de ‖w+‖/‖wρ‖ et celui de 1/‖wρ‖. Le nombre d’éléments de P ′
appartenant à une ρ-composante connexe rencontrant moins de K hyperplans Hi est au plus
de l’ordre de K(π‖wρ‖), donc d’un ordre inférieur à celui de π : pour notre estimation de la
densité asymptotique de Am, on peut donc négliger ces éléments de P ′, et supposer que toute
ρ-composante connexe passant par un élément de P ′ rencontre au moins K hyperplans Hi .
Pour tout l ∈ [0,π[∩N, notons Ol l’ensemble des entiers k entre −l et π − l tels que
{nΘ + (k + l)Π} soit l’élément de l’un des Hi le plus proche de la droite de pente ρ passant par
{(n + l)Θ}. D’après ce qui précède, on peut supposer que la ρ-composante connexe de
{(n + l)Θ} rencontre au moins K hyperplans Hi . Notons xi l’intersection avec Hi de la droite
de pente ρ passant par {(n+ l)Θ}.
Supposons (n+ l) ∈ Am et soit k ∈ Ol . On a alors
(n+ l)+ k
ρ˜
+G(((n+ l)+ k)Θ)
= (n+ l)+ k
ρ˜
+G((n+ l)Θ + kΠ)+O(‖kΘ − kΠ‖)
= (n+ l)+ k
ρ˜
+G(xi + (((n+ l)Θ + kΠ)− xi))+O(k/ρ˜)
= (n+ l)+ k
ρ˜
+G(xi)+O
(∥∥((n+ l)Θ + kΠ)− xi∥∥)+O(π/ρ˜)
= (n+ l)+ k
ρ˜
+G((n+ l)Θ)− (1 +O(1/m))∥∥{(n+ l)Θ}− xi∥∥+O(∥∥w+∥∥)+O(π/ρ˜)
= (n+ l)
ρ˜
+G((n+ l)Θ)− (1 +O(1/m))∥∥{(n+ l)Θ}− xi∥∥+O(∥∥w+∥∥)+O(π/ρ˜)
= O(1/m)+O(i‖wρ‖)+O(∥∥w+∥∥)+O(π/ρ˜),
où |O(i‖wρ‖)| > i‖wρ‖(1 +O(1/m)).
Puisque π/ρ˜ est au plus de l’ordre de Ndaβ−u, il vient l’inégalité suivante, pour m assez grand∣∣∣∣n+ kρ˜ +G((n+ k)Θ)
∣∣∣∣ i‖wρ‖/2 −O(∥∥w+∥∥)−O(Ndaβ−u)−O(1/m).
Pour que (n + l) + k appartienne à Am, il est donc nécessaire que i soit au plus de
l’ordre de ‖w+‖/‖wρ‖. Ainsi, le rapport Card(Ol ∩ Am)/Card(Ol) est au plus de l’ordre de
‖w+‖/K‖wρ‖, qui est arbitrairement petit.
Le Lemme 5.4 est démontré. 
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Pour la simplicité des écritures, on se place dans le cas où hn = n pour tout n. Le traitement
du cas général demande pour seul aménagement significatif que la relation (∗) du Lemme 5.3
soit remplacée par
(∗)
∣∣∣∣G(nΘ)+ neρ˜N
∣∣∣∣ 1ρ˜γ .
Il est expliqué dans [3, Section 6.1] comment le lemme métrique de Koksma permet de réduire
l’étude de l’équidistribution t-presque partout modulo 1 de la suite (tnF (nΘ))n à la détermina-
tion d’une majoration polynomiale en N du cardinal de l’ensemble
E0i =
{
N/ log2(N) < n <N :
∣∣nF(nΘ)− iF (iΘ)∣∣<Na}
(majoration indépendante de i ∈ [N/ log2(N),N]), où a ∈ ]0,1[ est un réel fixé quelconque.
Si l’on trouve un réel ω < 1 tel que, pour tout N , on ait
Card
({
n ∈ [N/2,N]: ∣∣nF(nΘ)− iF (iΘ)∣∣<Na})<Nω,
alors, en sommant sur des tranches de la forme [2−kN,2−k+1N [ pour k variant de 1 à
log(log2(N)), on obtient aisément une majoration polynomiale du cardinal de E0i . Ainsi, dans la
suite, nous posons Ei := {n ∈ [N,2N ]: |nF(nΘ)− iF (iΘ)| <Na} et nous nous attachons à en
majorer le cardinal polynomialement en N .
Rappelons que a ∈ ]0,1[. On fixe huit éléments de ]0,1[, nommés β , β ′, β ′′, γ , u, u′, u′′
et v de façon à ce que soient vérifiées les relations suivantes (données dans le cas général de la
dimension d) :
β ′ > 2dβ, β ′′ > 2d(β + β ′), γ > 2(β + β ′ + β ′′),
aβ ′′ < u′′, u′′ + 2da(β + β ′) < u′ − 2a(β + β ′),
u′ + 2daβ < u− aβ, u < a, (a + 1)/2 + γ < v < 1.
Les conditions précédentes sont satisfaites en fixant u < a, u′ < u et u′′ < u′, puis en pre-
nant γ « infiniment petit » devant 1 − a, ce qui permet de choisir v. On choisit alors β , β ′ et β ′′
« infiniment petits » devant γ , (u − u′)/da, (u′ − u′′)/da et u′′/a (avec β ′′ grand devant β ′,
lui-même grand devant β).
Dans tout ce qui suit, N est fixé une fois pour toutes suffisamment grand devant ces paramètres
et devant m (lui aussi fixé assez grand).
5.3.1. Réductions à partir de la discrépance
Premier cas : aβη < u. D’après [3, pp. 469–470], pour estimer Card(Ei), il suffit de majorer
polynomialement en k la valeur Dk(Θ) pour tout k ∈ [Na/ log2(N),Na log2(N)]. Or, d’après la
Proposition 4.1, pour tout a˜ tel que Na˜ ∈ [Na/ log2(N),Na log2(N)] et tout β˜ > 0 on a, à une
constante multiplicative près indépendante de N et de β˜ :
DNa˜ (Θ)max
(
N−a˜β˜ , β˜Na˜(β˜ηNa˜β˜ −1) log
(
Na˜
))
.
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DNa˜ (Θ)max
(
N−aβ, aβNaβη−a˜ log(N)
)
.
Puisque N est supposé assez grand, on peut poser |a − a˜| < (a − u)/2. On a donc aβη− a˜ =
(aβη − a) + (a − a˜) < (u − a) + (a − u)/2 = (u − a)/2. Aussi la discrépance est-elle majorée
par une puissance négative de N ; on tire donc de [3] une majoration polynomiale du cardinal
de Ei .
Deuxième cas : aβη > u et aβ ′η′ < u′. Posons q ′ := ‖h‖2. Soit n ∈ Ei , soit j tel que n +
jq ′ ∈ Ei . Il existe alors ε ∈ [−1,1] tel que (n+ jq ′)F ((n+ jq ′)Θ)− iF (iΘ) = εNa , soit
{
(n+ jq ′)Θ} ∈ F−1([ iF (iΘ)−Na
n+ jq ′ ,
iF (iΘ)+Na
n+ jq ′
])
.
Fixons un réel α dans l’intervalle ]u′ + 2daβ,u − aβ[. Pour tout entier positif j < Nα , on a
alors ∥∥{jq ′Θ} − {jq ′Θ ′}∥∥= j‖h‖
Naβη
Nα+aβ−u.
Les dérivées partielles en {nΘ} de F selon n’importe quelle direction sont majorées en
module par m (puisque n ∈ Zm), donc, d’après ce qui précède, si j < Nα est tel que
(n+ jq ′)Θ ∈ Ei , alors {nΘ + jq ′Θ ′} ∈ F−1(Ijq ′), où Ijq ′ est l’intervalle défini par[
iF (iΘ)−Na
n+ jq ′ −mN
α+aβ−u, iF (iΘ)+N
a
n+ jq ′ +mN
α+aβ−u
]
.
À une constante multiplicative près, on a
μ(Ijq ′)
Na
i
+Nα+aβ−u max(Na−1 log2(N),Nα+aβ−u)=: μ0.
En supposant pour simplifier F(iΘ) positif (et, donc, plus grand que 1/m), on a que les Ijq ′
forment une suite d’intervalles décroissants en j . Pour que l’entier j < Nα vérifie Ijq ′ ∩ I0 = ∅,
il faut et il suffit donc que
iF (iΘ)+Na
n+ jq ′ +mN
α+aβ−u  iF (iΘ)−N
a
n
−mNα+aβ−u,
ce qui donne, en écartant les termes mNα+aβ−u, la condition suffisante jq ′  Na (à une
constante multiplicative près), qui est bien vérifiée pour j < Nα (puisque α < u − daβ). On
a donc I0 ∩ INαq ′ = ∅.
Notons I l’intervalle I0 ∪ INαq ′ . La mesure de I est majorée par 2μ0. Notons H˜ ′n l’hyperplan
affine de Td défini par {{nΘ+jq ′Θ ′}: j ∈ Z} et μB′
H˜ ′n
la mesure de Lebesgue sur H˜ ′n renormalisée
par rapport à la base B′ définie plus haut.
Notons génériquement Ck les composantes connexes de H˜ ′n \ R1/m : k prend un nombre de
valeurs de l’ordre de q ′, et le nombre de composantes connexes de l’ensemble (F−1(I ) ∩ H˜ ′n) \
R1/m est du même ordre de grandeur.
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tive près (et puisque B′ est q ′-lipschitzienne)
Card
(
j < Nα: (n+ jq ′) /∈ Zm, (n+ jq ′)Θ ∈ Ei
)
 Card
(
j < Nα: (n+ jq ′) /∈ Zm, {nΘ + jq ′Θ ′} ∈ F−1(I )
)
Nαq ′DB′Nα(q ′Θ ′)1/d +Nα
(
q ′∑
k=1
μB′
H˜ ′n
(
F−1(I )∩Ck
))
.
Soit β˜ le réel tel que αβ˜ = aβ ′. D’après la Proposition 4.2 appliquée à β˜ , et à la base B′
définie plus haut, on a
DB′Nα(q
′Θ ′)max
(
N−αβ˜ ,Nα(β˜η′−1) log(N)
)
max
(
N−aβ ′ ,Naβ ′η′−α log(N)
)
max
(
N−aβ ′ ,Nu′−α log(N)
)
,
d’où
q ′DB′Nα(q ′Θ ′)1/d max
(
N−a(β ′/d−2β),N(u′−α)/d+2aβ
)
.
La valeur de q ′DB′Nα(q ′Θ ′)1/d est donc majorée par une puissance négative de N . Notons
que c’est pour pouvoir parvenir à ce résultat que nous avons dû introduire une valeur β ′ dans la
construction des approximations hyperplanes successives de Θ : il s’agit d’éviter que la multi-
plication de la discrépance par le nombre de composantes connexes ne permette plus de garder
une puissance négative de N .
Lemme 5.5. Avec les mêmes notations que celles du Lemme 5.4, l’ensemble
Bm :=
{
n ∈ N \Zm: aβηNaβn (Θ) ∈ [u,1] et
∣∣Grad(FH˜ ′n)(nΘ)∣∣ ∈ ]0,1/m]}
est de densité asymptotique tendant vers 0 lorsque m tend vers +∞.
Démonstration. Le Lemme 5.2 garantit que, sur des intervalles suffisamment grands, H˜ ′n ne
dépend pas de n. Puisque F est de classe C2 (là où on la considère), son gradient est de
classe C1 et la frontière de l’ensemble où Grad(FH˜ ′n) = 0 est nulle : on conclut alors à l’aide
de [3, Lemme 2.4].
Le Lemme 5.5 est démontré. 
Le Lemme 5.5 permet de supprimer a priori les entiers n hors de l’ensemble Bm précédent.
On peut donc se restreindre à l’étude des parties du tore pour lesquelles la quantité Grad(F|Ck )
est soit nulle, soit minorée en module par 1/m. Les parties ouvertes connexes sur lesquelles
Grad(F|Ck ) = 0 constituent des parties où F est constante : pour que {nΘ} appartienne à l’une
de ces parties, il faut que n soit dans Zm, ce qui est exclu. Dans la suite, on suppose donc
|Grad(F|Ck )| > 1/m (pour tout k).
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μH˜ ′n
(
F−1|Ck (I )
)= ∫
I
( ∫
F−1|Ck (s)
dσ
|Grad(F|Ck )|
)
ds,
où μH˜ ′n désigne la mesure de Lebesgue sur H˜
′
n.
Puisque le gradient est minoré en module et que, par un argument de compacité, la mesure
de F−1|Ck (s) est uniformément majorée en s, on en déduit que μH˜ ′n(F
−1
|Ck (I )) est proportionnel à
la mesure de I , c’est-à-dire à μ0, qui est une puissance négative de N ; la mesure μB
′
H˜ ′n
d’un
ensemble donné s’obtient par ailleurs, d’après la renormalisation, en divisant μH˜ ′n par une valeur
de l’ordre de q ′. On obtient donc finalement que la valeur
Card
({
j < Nα: (n+ jq ′)Θ ∈ Ei
})
/Nα
est polynomialement décroissante en N . Il ne reste alors qu’à écrire l’ensemble [N/2,N[∩
(i + q ′Z) comme réunion disjointe d’intervalles de longueur Nα , pour obtenir une majoration de
Card
({
n+ jq ′ ∈ [N/2,N[ ∩ (i +Aq ′): n+ jq ′ ∈ Ei
})
qui soit une puissance de (N/q ′) strictement inférieure à 1 (cf. [3]).
Troisième cas : aβη > u, aβ ′η′ > u′ et aβ ′′η′′ < u′′. On pose q ′′ := ‖h‖2‖h′‖2B′ . Le rai-
sonnement est alors fondamentalement identique à celui du deuxième cas : on fixe α′ ∈ ]u′′ +
2da′(β + β ′), u′ − 2a(β + β ′)[, ce qui implique que, pour tout j < Nα′ , on a
∥∥{jq ′′Θ} − {jq ′′Θ ′′}∥∥= j(‖h‖‖h′‖2B′
Naβη
+ ‖h‖
2‖h′‖B′
Naβ
′η′
)
.
La suite du raisonnement est alors analogue à celui du cas précédent.
Dans toute la suite, on peut donc considérer que les inégalités suivantes ont lieu :
aβη > u, aβ ′η′ > u′, aβ ′′η′′ > u′′.
En particulier, on a ρ˜ > Nu′′ , ce qui permet d’énoncer le lemme suivant.
Lemme 5.6. Dans toute la suite du problème, on peut supposer la chose suivante : soit Hρ une
fonction de classe C1 Zd -périodique dépendant de la direction ρ ; si HρN n’est pas identiquement
égale à z, alors |HρN (nΘ)− z| > 1/m pour tout n ∈ [N,2N [.
Démonstration. Considérons l’ensemble Z des entiers n tels que ρ˜n > nu
′′
et pour lesquels
0 < |Hρn(nΘ) − z| < 1/m. Nous allons montrer que la densité asymptotique de cet ensemble
tend vers 0 quand m tend vers +∞, ce qui permet de conclure d’après [3, Lemmes 5.2 et 2.3].
D’après le Lemme 5.2, pour tout n′ compris entre n et nu′′/aβ ′′−1, on a ρn′ = ρn. On a ainsi
Hm :=
{
n′ ∈ [n,nu′′/aβ ′′−1[: 0 < ∣∣Hρn′ (n′Θ)− z∣∣< 1/m}
= {n′ ∈ [n,nu′′/aβ ′′−1[: 0 < ∣∣Hρn(n′Θ)− z∣∣< 1/m}.
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Card(Hm) nu′′/aβ ′′−1
(
D
nu
′′/aβ′′−1(Θ,F )+μ
(
H−1ρn
(]z − 1/m, z + 1/m[\{z}))).
La régularité de H indique que (DN(Θ,F ))N décroît vers 0, et que la mesure de l’ensemble
H−1ρn (]z − 1/m, z + 1/m[ \ {z}) tend vers 0 quand m tend vers +∞, d’où le résultat.
Le Lemme 5.6 est démontré. 
5.3.2. Étude des cas où η, η′ et η′′ sont grands
D’après ce qui précède, dans toute la suite, on suppose vérifiées les trois inégalités suivantes :
aβη > u, aβ ′η′ > u′ et aβ ′′η′′ > u′′. Rappelons que q = ‖h‖2‖h′‖2B′‖h′′‖2B′′ .
On se donne n ∈ [N/2,N] et, dans toute la suite, j > 0 est un entier vérifiant n + jq < N et
j < ρ˜/3, ce qui permet en particulier d’écrire que ‖{jqΘ}‖ = j/ρ˜. On pose alors
An,j := (n+ jq)F
(
(n+ jq)Θ)− nF(nΘ).
D’après le Lemme 5.6, on peut supposer que ∂ρF est soit partout nulle, soit partout de module
compris entre 1/m et m (quitte à partitionner l’intervalle [0,1[ en une union finie d’intervalles
sur lesquels on a cette alternative, à partitionner N en autant de sous-parties Xl et à considé-
rer (nF (nΘ))n∈Xl pour chaque l). Dans le premier cas, on a F((n + jq)Θ) = F(nΘ), d’où
An,j = jqF (nΘ), ce qui permet aisément de conclure par le Lemme 3.1 et le lemme métrique
de Koksma. Dans la suite, on suppose donc |∂ρF | ∈ ]1/m,m[ sur [0,1[d tout entier.
De la même manière, on peut supposer F = 0 ou 1/m< |F | <m, le premier cas pouvant être
écarté car impliquant que la suite (tnF (nΘ))n est distribuée selon la mesure de Dirac δ0 pour
tout t . On suppose donc |F | ∈ ]1/m,m[, ce qui implique que Gρ est majoré en module par m2.
On a
An,j = (n+ jq)
(
F(nΘ)+ ∥∥{jqΘ}∥∥∂ρF (nΘ)+O(∥∥{jqΘ}∥∥2))− nF(nΘ)
= nF(nΘ)+ jqF (nΘ)+ njq
ρ˜
∂ρF (nΘ)+ jqjq
ρ˜
∂ρF (nΘ)
+ (n+ jq)O
(
j2q2
ρ˜2
)
− nF(nΘ)
= jqF (nΘ)+ jq(n+ jq)
ρ˜
(
∂ρF (nΘ)+O
(
jq
ρ˜
))
= jq∂ρF (nΘ)
[
Gρ(nΘ)+ n+ jq
ρ˜
(
1 +mO
(
jq
ρ˜
))]
(1)
= jq∂ρF (nΘ)
[
Gρ(nΘ)+ n
ρ˜
+ n
ρ˜
mO
(
jq
ρ˜
)
+ jq
ρ˜
(
1 +mO
(
jq
ρ˜
))]
. (2)
Les O() des expressions (1) et (2) précédentes vérifient par ailleurs que, pour un certain
r > 0, pour tout ε ∈ ]−r, r[, on a |O(ε)| 1/2m. D’autre part, l’hypothèse stipulant que F est
de classe C3 nous permet d’utiliser les fonctions O() comme des fonctions au comportement
linéaire. On pourrait affaiblir cette hypothèse sur F tout en conservant la possibilité de faire des
calculs voisins de ceux qui suivent.
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∣∣∣∣ N1−v2 ;
∣∣∣∣1 +O(jqρ˜
)∣∣∣∣ 12 .
On en tire alors que, d’après l’inégalité 1 − v > 0, la première de ces deux expressions tend
vers l’infini. À une constante multiplicative près et pour tout j ∈ [12mNa−1+v/q,Nv/(r)], on a
|An,j | > jq
m
[
−m2 + N
1−v
4
]
>
jN1−v
6m
> 2Na.
Nous venons donc de montrer l’inégalité suivante, valable pour tout n ∈ [N/2,N[ :
Card
(
0 j  N
u
r
: (n+ jq) /∈ Zm|An,j | < 2Na
)
 6mN
a−1+v
q
.
D’après le Lemme 3.2, on en tire que
Card
(
j : n+ jq ∈ [n,N [, |An,j | <Na
)

(
1 + N
qNu/r
)
× 6mN
a−1+v
q
.
Cette dernière quantité est de l’ordre de Na+v−u/q2. D’après le Lemme 3.1, l’ensemble
Ei \Zm est donc de cardinal majoré à une constante multiplicative près (ne dépendant que de m
et de F ) par qNa+v−u/q2, une quantité elle-même majorée par Na+v−u, qui est une puissance
de N inférieure à 1.
Deuxième cas : Nv < ρ˜ <m3N . Si ∂ρGρ = −1 sur un ensemble ouvert, le Lemme 5.4 permet
de supposer a priori que |n/ρ˜ + Gρ(nΘ)| 1/m lorsque {nΘ} est dans cet ouvert. Dans le cas
contraire, d’après le Lemme 5.3, l’ensemble HN =⋃i H (i)N des n ∈ [N/2,N[ \ Zm vérifiant la
relation (∗) est de cardinal majoré à une constante multiplicative près par
q · max
(
1,
ρ˜N
1−γ
q
,
N
ρ˜N
,
N
ρ˜N
γ q
)
max
(
Na(β+β ′+β ′′),N1−γ ,N1−v+a(β+β ′+β ′′)
)
.
D’après les hypothèses posées sur a, β , β ′, β ′′, γ et v, ce maximum est majoré par une
puissance de N strictement inférieure à 1. Avec le lemme métrique de Koksma, on peut donc
négliger HN .
On utilise cette fois la forme (2) de An,j et l’on peut supposer que, dans tous les cas (et à une
constante multiplicative près, pour chacun des calculs suivants) :∣∣∣∣nρ˜ +Gρ(nΘ)
∣∣∣∣ 1m3Nγ ; ∣∣njqmO(ρ˜−2)∣∣Njq ·m2 1N2v = m2jqN2v−1 ;∣∣jqO(ρ˜−1)∣∣ 2jq
Nv
.
La relation v < 1 implique que la majoration de la deuxième de nos trois expressions ci-dessus
constitue aussi une majoration de la troisième.
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|An,j | > jq
[
N−γ
m3
− N
−γ
3m3
− N
−γ
3m3
]
> 6Na+γ ·N−γ /3 > 2Na.
On conclut alors comme au premier cas.
Troisième cas : ρ˜ > m3N . On utilise encore la forme (2) de An,j . On a, pour j < rNaβη :
n
ρ˜
 1
m3
;
∣∣∣∣nρ˜ mO
(
jq
ρ˜
)∣∣∣∣ 1m2 O
(
jq
qNaβη
)
 jq
m6N
;∣∣∣∣jqρ˜
(
1 +mO
(
jq
ρ˜
))∣∣∣∣ 3jq2m3N .
Soit j ∈ [4m3Na/q,min(2/3, rm3)N/q]. On a alors
|An,j | > jq
m
[
1
m2
− 1
m3
− 1
m3
− 1
m3
]
>
jq
2m3
> 1Na.
On conclut comme au premier cas.
Le Théorème 2.1 est démontré.
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