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Utilizzo di tecniche di derivazione numerica
Edoardo Rognini
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Abstract
Nel presente rapporto viene messo a punto un algoritmo per il calcolo numerico dei
coefficienti di derivazione di grado e ordine arbitrario. Viene proposta un’applicazione
alla differenziazione di una serie temporale di dati osservativi.
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1. Introduzione
I dati sperimentali costituiscono necessariamente un campionamento finito e discreto
del valore delle grandezze osservate, per cui si rende necessario un procedimento per
sfruttare i soli punti disponibili; situazioni di questo tipo possono essere dovute sia
ad insufficienza sperimentale che alla necessita` di contenere il volume di strutture dati
durante simulazioni numeriche. In particolare si pone il problema di ottenere valori
accurati delle derivate di grandezze fisiche rispetto ad una variabile spaziale o temporale
anche quando la grandezza stessa e` grossolanamente campionata nello spazio e/o nel
tempo. Questo problema e` genericamente noto come differenziazione compatta [1].
La derivazione numerica puo` essere utile anche quando si ha a disposizione l’espres-
sione analitica di una funzione, ma il calcolo delle sue derivate e` particolarmente oneroso;
essa e` indispensable nella risoluzione delle equazioni differenziali, in quanto si ha a di-
sposizione l’espressione della derivata della funzione incognita da mettere in relazione coi
valori assunti nei punti del dominio di integrazione.
2. Le formule di derivazione numerica secondo Bickley
Sia {xi, yi}i=1,...,N un insieme di punti nel piano cartesiano, campionamento di una
funzione y(x); sia h = xi − xi−1 il passo di campionamento, costante su tutto l’inter-
vallo. L’algoritmo di Bickley consiste nell’approssimare la derivata della funzione con
la derivata del polinomio interpolatore di Lagrange; indicando con L(x) il polinomio di
Lagrange che interpola i punti noti
L(xi) = yi, i = 1, ..., N (1)
si pone dunque
dy
dx
∣∣∣∣
x=xi
= L′(xi) +R, i = 1, ..., N, (2)
dove R e` il resto. Adoperando N punti, l’interpolazione polinomiale approssima la fun-
zione y(x) con un polinomio di grado N−1; dunque il polinomio interpolante approssima
la funzione a meno di termini O(hN) e ogni derivata k-esima e` corretta a meno di termini
O(hN).
Il polinomio interpolatore di Lagrange ha la forma
L(x) =
N∑
i=1
yi
∏
j 6=i
x− xj
xi − xj . (3)
Consideriamo ad esempio un’interpolazione a 3 punti: date le tre coppie
(x1, y1), (x2, y2), (x3, y3)
il polinomio interpolatore di Lagrange e`
L(x) = y1
x− x2
x1 − x2
x− x3
x1 − x3 + y2
x− x1
x2 − x1
x− x3
x2 − x3 + y3
x− x1
x3 − x1
x− x2
x3 − x2 (4)
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Vogliamo trovare l’approssimazione per la derivata prima nel punto centrale y2. La
derivata e`
L′(x) =
y1
(x1 − x2)(x1 − x3)(2x− x2 − x3) +
y2
(x2 − x1)(x2 − x3)(2x− x1 − x3) + (5)
+
y3
(x3 − x1)(x3 − x32)(2x− x1 − x2). (6)
Dunque, ponendo x = x2 si ottiene, ricordando che x2 − x1 = x3 − x2 = h,
dy
dx
∣∣∣∣
x=x2
≈ −y1 + y3
2h
. (7)
Questo risultato si puo` generalizzare ad un generico indice i, e tenendo conto dello
sviluppo in serie di Taylor della y(x) si ha
dy
dx
∣∣∣∣
x=xi
=
1
h
(
−1
2
yi−1 +
1
2
yi+1
)
− 1
6
y′′′(ξ)h2. (8)
Inoltre, derivando ancora si ottiene l’approssimazione per la derivata seconda:
d2y
dx2
∣∣∣∣
x=x2
≈ 1
h2
(y1 − 2y2 + y3) , (9)
ovvero, nel caso generale,
d2y
dx2
∣∣∣∣
x=xi
=
1
h2
(yi−1 − 2yi + yi+1)− 1
24
f iv(ξ)h2. (10)
In generale, dunque, la formula approssimata per la derivata k-esima di una funzione
y(x) e` data da una combinazione lineare dei valori della funzione calcolata in un certo
numero di punti circostanti equispaziati. Il valore dei coefficienti dipende dall’ordine
di derivazione, da quanti punti si usano e dallo sbilanciamento, ovvero da quanti punti
all’indietro e/o in avanti vengono considerati; risulta evidente come sia possibile una vasta
gamma di scelta, tuttavia ragioni di stabilita` numerica di calcolo indirizzano la scelta
verso formule particolari. Si possono adoperare contemporaneamente diverse formule
per la stessa derivata k-esima all’interno della medesima sessione di calcolo, poiche` i
punti estremali del dominio non hanno punti precedenti o successivi. Ad esempio, la
formula per la derivata prima (8) non puo` essere usata per calcolare la derivata nei
punti y0 e yN , in quanto tali punti non possiedono rispettivamente un precedente o un
successivo. Per tali casi e` necessario ricorrere a formule sbilanciate rispettivamente in
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avanti e all’indietro; per esempio, sempre nel caso di interpolazione a tre punti, abbiamo
dy
dx
∣∣∣∣
0
≈ 1
h
(
−3
2
y0 + 2y1 − 1
2
y2
)
, (11)
dy
dx
∣∣∣∣
N
≈ 1
h
(
1
2
yN−2 − 2yN−1 + 3
2
yN
)
. (12)
Bickley ha calcolato e tabulato i coefficienti di tali espressione lineari, per diversi ordini di
derivazione, numero di punti e sbilanciamento (cf. Ref. [2]). Nel nostro lavoro abbiamo
usato la derivazione a 6 punti con sbilanciamento 2 indietro e 3 in avanti, per la ragione
che ha dimostrato di possedere buone proprieta` di stabilita` negli algoritmi iterativi come
per esempio la soluzione di equazioni differenziali alle derivate parziali:
dy
dx
∣∣∣∣
i
=
1
120 h
(6yi−2 − 60yi−1 − 40yi + 120yi+1 − 30yi+2 + 4yi+3) , (13)
d2y
dx2
∣∣∣∣
i
=
1
60 h2
(−5yi−2 + 80yi−1 − 150yi + 80yi+1 − 5yi+2) , (14)
d3y
dx3
∣∣∣∣
i
=
1
20 h3
(−5yi−2 − 5yi−1 + 50yi − 70yi+1 + 35yi+2 − 5yi+3) . (15)
Per gli estremi del dominio abbiamo dovuto usare formule diverse; tutti i coefficienti per
la derivazione a 6 punti sono riportati in Appendice B.
3. Calcolo dei coefficienti di Bickley
Quando l’ordine di derivazione richiesto e/o l’ordine dello schema di differenziazione
finita diventano grandi, il calcolo analitico diretto dei coefficienti di differenziazione finita
mediante la tecnica precedentemente descritta diventa impraticabile. In questo caso, per
determinare gli n + 1 coefficienti mnApr, r = 0 . . . n, imponiamo che l’approssimazione
data nell’Eq. (16) sia esatta quando f(x) sia un monomio di grado k, f(x) = fk(x) = x
k.
In questo caso, detta ([2])
f (m)(xp) =
m!
n!
1
hm
n∑
r=0
mnAprf(xr), p = 0 . . . n (16)
l’approssimazione mediante differenze finite della derivata m-esima f (m)(x), calcolata
nella posizione xp = ph, della funzione f(x), essendo h = a/n il passo di campionamento
della coordinata x sull’intervallo [0, a] diviso in n intervalli uguali, si ha
fk(xp) = (ph)
k, (17a)
f
(m)
k (xp) =
{
0 per 0 ≤ k ≤ m− 1
k(k − 1) . . . (k −m+ 1)(ph)k−m per m ≤ k ≤ n . (17b)
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Ponendo f(x) = fk(x) nell Eq. (16), successivamente per k = 0, 1 . . . n, otteniamo
n∑
r=0
rk mnApr = qk = 0, per 0 ≤ k ≤ m− 1, (18a)
n∑
r=0
rk mnApr = qk =
n!
m!
k(k − 1) . . . (k −m+ 1)pk−m, per m ≤ k ≤ n, (18b)
con r0 = 1, p0 = 1 anche quando r = 0, p = 0.
Per la linearita` dell’operatore di derivazione, e` evidente che i vincoli dati dall’Eq. (18)
sono del tutto equivalenti a richiedere che l’esattezza dell’approssimazione data dall’Eq.
(16) si abbia quando f sia il polinomio interpolante di Lagrange di ordine n di f .
In forma matriciale, l’Eq. (18) si scrive
1 1 1 1 . . . 1
0 1 2 3 . . . n
0 12 22 32 . . . n2
0 13 23 33 . . . n3
0 . . . . . . . . . . . . . . .
0 1n 2n 3n . . . nn


mnAp0
mnAp1
mnAp2
mnAp3
. . .
mnApn
 =

q0
q1
q2
q3
. . .
qn
 . (19)
Si vede che, per ogni ordine di derivazione m, la matrice che opera sul vettore dei
coefficienti mnApr e` una matrice di Vandermonde, la cui inversione risulta semplificata
da ben note proprieta` (cf. p. es. [3], [4]); tale matrice si mantiene inoltre costante al
variare di m, dipendendo solo dal numero di intevalli n.
Per ordini di derivazione m fino a 6 e ordini dello schema di differenziatione n fino a
10, i coefficienti forniti dall’Eq. (19) risultano gli stessi di quelli calcolati nella Ref. [2].
Nell’Appendice A vengono riportati i coefficienti per la derivazione di ordini da m = 5 a
m = 9, usando una schema di ordine n = 10. Questi coefficienti non sono presenti nella
Ref. [2].
4. Applicazione al calcolo delle derivate di una funzione nota
Abbiamo applicato le formule di derivazione numerica a 6 punti a un profilo di po-
tenziale la cui forma e le derivate sono analiticamente note. Il potenziale in questione e`
quello tipico osservato nelle regioni tripolari ([5]). Per brevita` di notazione indicheremo
con il pedice x la derivazione rispetto alla variabile x. Osservativamente il potenziale
tende in modo esponenziale al suo valore asintotico per x → ±∞ con costante k. Si
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definisce la funzione di struttura del potenziale s ([5])
s =
{√
∆ + φ1/2
}1/2
(20)
da cui φ =
(
s2 −√∆
)2
. Considerando i limiti del potenziale per x→ ±∞ introduciamo
altre due grandezze: {
Z = limx→∞ s(φ)
z = − limx→−∞ s(φ) (21)
La derivata prima del potenziale φ e` esprimibile come
φx = s
(
s2 −
√
∆
)
(z + s) (Z − s) 4k
Z + z
S (s) . (22)
Il quadrato del fattore di forma S(s) e` sviluppabile in serie di potenze:
S2(s) =
∞∑
n=0
Sns
n. (23)
Si definisce la funzione di struttura riscalata come
r =
2s− (Z − z)
Z + z
, (24)
in modo da avere −1 < r < 1, in tal modo la serie (23) diventa
S2 =
∞∑
n=0
Rnr
n. (25)
Essendo il potenziale dell’ordine di ∆ la serie di potenze che esprime S2(s) puo` essere
fermata al secondo ordine; tenendo conto che vale la relazione R0 +R2 = 1 si ha
S2 = R0 + (1−R0)r2. (26)
La soluzione per r porta a
r =
√
R0 tanh(kx/2)√
1− (1−R0) tanh2(kx/2)
. (27)
Con quest’ultimo passaggio abbiamo tutte le informazione per scrivere analiticamente
l’espressione del potenziale e di tutte le sue derivate.
Per la derivata seconda abbiamo:
φxx =
dφx
dx
=
dφx
dφ
dφ
dx
=
d
dφ
(
1
2
φ2x
)
=
ds
dφ
d
ds
(
1
2
φ2x
)
. (28)
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Ponendo φ2x = F abbiamo
φxx =
1
8s
(
s2 −√∆
) dF
ds
=
G(s)
s2 −√∆ . (29)
Ricordando i passaggi e le definizioni precedenti si ha che F e` un polinomio di 12-esimo
grado in s, per cui
G(s) =
10∑
n=0
gns
n. (30)
I coefficienti gn sono stati calcolati col manipolatore algebrico Maple e vengono qui
omessi. Per la derivata terza abbiamo infine
φxxx =
dφxx
dx
=
dφxx
dφ
dφ
dx
. (31)
Effettuando un passaggio intermedio
dφxx
dφ
=
dφxx
ds
ds
dφ
=
1
dφ/ds
dφxx
ds
=
1
4s(s2 −√∆)
dφxx
ds
, (32)
si giunge a
φxxx =
k
Z + z
(z + s)(Z − s)(s
2 −√∆)dG
ds
− 2sG
(s2 −√∆)2 . (33)
L’errore commesso nella derivazione numerica e` ∝ φvih6. Con i particolari valori dei
parametri che abbiamo qui assunto abbiamo ottenuto:
max
∣∣∣φx − φ˜x∣∣∣ ≈ 1.3× 10−11,
max
∣∣∣φxx − φ˜xx∣∣∣ ≈ 2.4× 10−10,
max
∣∣∣φxxx − φ˜xxx∣∣∣ ≈ 1.3× 10−7,
essendo φ˜x, φ˜xx, φ˜xxx i valori delle derivate numeriche. L’algoritmo di Bickley ha dato
risultati in buon accordo con le previsioni analitiche, dimostrandosi quindi un valido
strumento di supporto in analisi numerica.
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Figura 1: Andamento del potenziale φ(x)
Figura 2: Derivata prima del potenziale
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Figura 3: Derivata seconda del potenziale
Figura 4: Derivata terza del potenziale
9
5. Ringraziamenti
Lavoro svolto nell’ambito della convenzione n. 352 del 05/05/2008 tra l’amministra-
zione provinciale di Pisa e il CNR, presso l’Istituto Processi Chimico-Fisici del CNR
(tirocinio prot. 0002235/2010)
10
Appendice A. Coefficienti per la differenziazione finita di ordine n = 10
m = 5
p
0 -515156 4312760 -16924464 39798048 -61865664 66468124 -49982100 25967904 -8915778 1825464 -169138
1 117573 -1238380 5097186 -12265152 19423236 -21154795 16065840 -8404896 2899872 -595836 55351
2 342063 -3075040 11892996 -27284352 41441736 -43580275 32157300 -16438656 5567922 -1127136 103441
3 390153 -3379540 12701286 -28423392 42292236 -43779355 31949400 -16216896 5469012 -1104036 101131
4 387843 -3306040 12269736 -27233952 40390896 -41861635 30683100 -15662495 5309622 -1075896 98821
5 385533 -3282940 12216186 -27284352 40818036 -42695755 31533600 -16166496 5482872 -1108236 101551
6 388263 -3315280 12389436 -27788352 41668536 -43529875 31960740 -16216896 5429322 -1085136 99241
7 385953 -3287140 12230046 -27233952 40402236 -41612155 30059400 -15027456 4997772 -1011636 96931
8 383643 -3264040 12131136 -27012192 40194336 -41811235 30909900 -16166496 5806062 -1316136 145021
9 431733 -3795340 14799186 -35045952 56285796 -64236715 52928400 -31185695 12601872 -3152796 369511
10 656223 -6216640 26614836 -69418752 122333736 -151859635 134217299 -83248896 34623522 -8703936 1002241
m = 6
p
0 71913 -690096 2864061 -7022872 11325146 -12552775 9689540 -5144696 1798542 -373846 35083
1 -22586 180563 -749619 1877768 -3086734 3481984 -2729019 1467784 -518598 108734 -10276
2 -67946 585023 -2373759 5748488 -9154894 10026424 -7650580 4018024 -1390517 286394 -26656
3 -84326 719843 -2870199 6827048 -10689574 11525824 -8673700 4501864 -1542977 315374 -29176
4 -86846 731183 -2873979 6746408 -10442614 11155384 -8338540 4310344 -1474937 301514 -27916
5 -85586 714803 -2793339 6534728 -10107454 10820224 -8126860 4229704 -1458557 300254 -27916
6 -85586 716063 -2809719 6615368 -10319134 11155384 -8462020 4441384 -1539197 316634 -29176
7 -86846 729923 -2877759 6806888 -10654294 11525824 -8708980 4522024 -1535417 305294 -26656
8 -84326 700943 -2725299 6323048 -9631174 10026424 -7174300 3443464 -1038978 170474 -10276
9 -67946 523283 -1853379 3772808 -4709614 3481984 -1106140 -427256 585162 -233986 35083
10 -22586 40703 463760 -2839672 7708946 -12552775 13305740 -9327896 4198842 -1104646 129583
m = 7
p
0 -7876 70254 -298338 755692 -1256182 1432346 -1134520 616483 -219975 46553 -4438
1 823 -12785 58241 -151507 258338 -301413 243920 -135196 49124 -10566 1021
2 6283 -64145 275501 -695827 1152938 -1309413 1032680 -558556 198344 -41766 3961
3 9223 -91025 385841 -963667 1578818 -1773093 1382960 -739996 260084 -54246 5101
4 10363 -100625 421661 -1041427 1687178 -1873893 1445960 -765916 266744 -55206 5161
5 10423 -100145 415361 -1015507 1629218 -1793253 1372880 -722716 250724 -51846 4861
6 10123 -96785 399341 -972307 1556138 -1712613 1314920 -696796 244424 -51366 4921
7 10183 -97745 406001 -998227 1619138 -1813413 1423280 -774556 280244 -60966 6061
8 11323 -110225 467741 -1179667 1969418 -2277093 1849160 -1042396 390584 -87846 9001
9 14263 -141425 616961 -1603027 2758178 -3285093 2743760 -1586716 607844 -139206 14461
10 19723 -198545 886061 -2354707 4136618 -5018853 4258280 -2493916 964424 -222246 23161
m = 8
p
0 335 -3878 17337 -45218 77337 -90596 73645 -41019 14983 -3240 315
1 -114 531 -2102 5541 -9602 11463 -9515 5420 -2026 449 -44
2 -474 4041 -17492 45501 -77642 90843 -73775 41060 -14986 3239 -314
3 -744 6651 -28832 74661 -126782 147543 -119135 65900 -23896 5129 -494
4 -924 8361 -36122 93021 -157022 181563 -145595 79940 -28756 6119 -584
5 -1014 9171 -39362 100581 -168362 192903 -153155 83180 -29566 6209 -584
6 -1014 9081 -38552 97341 -160802 181563 -141815 75620 -26326 5399 -494
7 -924 8091 -33692 83301 -134342 147543 -111575 57260 -19036 3689 -314
8 -744 6201 -24782 58461 -88982 90843 -62434 28100 -7696 1079 -44
9 -474 3411 -11822 22821 -24722 11463 5605 -11859 7693 -2430 315
10 -114 -278 5187 -23618 58437 -90596 92545 -62619 27133 -6840 765
m = 9
p
0 -17 109 -458 1215 -2116 2533 -2107 1202 -450 99 -9
1 -7 9 -8 15 -16 13 -7 2 0 0 0
2 2 -90 441 -1184 2083 -2506 2092 -1197 449 -100 10
3 12 -190 891 -2384 4183 -5026 4192 -2397 899 -200 20
4 22 -290 1341 -3584 6283 -7546 6292 -3597 1349 -300 30
5 32 -390 1791 -4784 8383 -10066 8392 -4797 1799 -400 40
6 42 -490 2241 -5984 10483 -12586 10492 -5997 2249 -500 50
7 52 -590 2691 -7184 12583 -15106 12592 -7197 2699 -600 60
8 62 -690 3141 -8384 14683 -17626 14692 -8397 3149 -700 70
9 72 -790 3591 -9584 16783 -20146 16792 -9597 3599 -800 80
10 82 -890 4041 -10784 18883 -22666 18892 -10797 4049 -900 90
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Appendice B. Coefficienti per la differenziazione finita di ordine n = 5
m p A0 A1 A2 A3 A4 A5 E
1 0 -274 600 -600 400 -150 24 − 1
6
fvih6
1 1 -24 -130 240 -120 40 -6 1
30
fvih6
1 2 6 -60 -40 120 -30 4 − 1
60
fvih6
1 3 -4 30 -120 40 60 -6 1
60
fvih6
1 4 6 -40 120 -240 130 24 − 1
30
fvih6
1 5 -24 150 -400 600 -600 274 1
6
fvih6
2 0 225 -770 1070 -780 305 -50 137
360
fvih6
2 1 50 -75 -20 70 -30 50 − 13
360
fvih6
2 2 -5 80 -150 80 -5 0 1
180
fvih6
2 3 0 -5 80 -150 80 -5 1
180
fvih6
2 4 5 -30 70 -20 75 50 − 13
360
fvih6
2 5 -50 305 -780 1070 -770 225 137
360
fvih6
3 0 -85 355 -590 490 -205 35 − 5
16
fvih6
3 1 -35 125 -170 110 -35 5 − 1
48
fvih6
3 2 -5 -5 50 -70 35 -5 1
48
fvih6
3 3 5 -35 70 -50 5 5 − 1
48
fvih6
3 4 -5 35 -110 170 -125 35 1
48
fvih6
3 5 -35 205 -490 590 -355 85 5
16
fvih6
4 0 15 -70 130 -120 55 -10 14
144
fvih6
4 1 10 -45 80 -70 30 -5 5
144
fvih6
4 2 5 -20 30 -20 5 0 − 1
144
fvih6
4 3 0 5 -20 30 -20 5 − 1
144
fvih6
4 4 -5 30 -70 80 -45 10 5
144
fvih6
4 5 -10 55 -120 130 -70 15 17
144
fvih6
5 0 -1 5 -10 10 -5 1 − 1
48
fvih6
5 0 -1 5 -10 10 -5 1 − 1
80
fvih6
5 0 -1 5 -10 10 -5 1 − 1
240
fvih6
5 0 -1 5 -10 10 -5 1 1
240
fvih6
5 0 -1 5 -10 10 -5 1 1
80
fvih6
5 0 -1 5 -10 10 -5 1 1
48
fvih6
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