We explain basic results in rough path analysis and their applications in stochastic analysis. §1. Introduction 
exists. Here D = {0 = t 0 < · · · < t N = T } and |D| = max 1≤i≤N (t i − t i−1 ). Moreover the functional x → I 0,T (x) is continuous in the topology of C 1 . Let p ≥ 1 and define the p-variation norm of x by
We denote by B p,T (R d ) the Banach space which consists of continuous paths starting at 0 with finite p-variation norm p . The 1-variation norm of x is the same as the total variation of x. The p-variation norm defines a weaker topology of the C 1 -path space with x 0 = 0. Actually it is proved that I 0,T (x) is a continuous functional of x in the p-variation topology for any 1 ≤ p < 2. However it is not a continuous function The iterated integral X 2 s,t naturally appears when we approximate the integral I 0,T (x) using Taylor's expansion. This observation leads to a notion of p-rough path (p ≥ 2) which is an extended notion of smooth (or p-bounded variation (1 ≤ p < 2)) path.
The aim of this paper is to introduce rough path analysis. Note that most of statements in this paper hold under weaker assumptions than we assume. In fact, the readers can easily see this for some statements by checking the proofs. We refer the readers to the forthcoming publication [14] and a paper [8] for the details. Also I recommend [23] as well as [22] and [14] as good references for rough path analysis. which gives a C 1 -path on R m . We consider two quantities which are approximations of I s,t (x). To this end we introduce the following notation.
where Using these notation, we definẽ
We use the convention: 
It is trivial that (2.14) where |D| = max 1≤i≤N (t i − t i−1 ). The limit of (2.13) is nothing but the definition of Stieltjes integral. Actually this limit exists for any continuous path x with finite p-variation with 1 ≤ p < 2. This is proved by L.C. Young [31] . The approximation of (2.14) is crucial to prove the continuity theorem which is mentioned in the Introduction. We define q-variation norms for continuous mappings from ∆ T to V . 
For a C 1 -path y, we define Y 1 , Y 2 by y in the same way as in Definition 2.1. We can prove the following.
where C is a constant which depends on p, R,
In the theorem above, the starting point of x and y is the same. For the case where x 0 = y 0 , we have the following. 
. That is µ is the unique probability measure such that for any increasing sequence 0 = t 0 < t 1 < . . . < t l = T and Borel subsets
where
) and x 0 = 0. The continuous
See [29] . Therefore we cannot define the integral ∫ T 0 f (w t )dw t as the Young integral. This integral is typical stochastic integral and is defined as an "Itô integral" or "Stratonovich integral" . However, note that Theorem 2.4 and the following theorem gives a meaning of this integral. Theorem 2.6. Let w(n) be the dyadic polygonal approximation of
by w(n) in the same way as in Definition 2.1. Let
By Theorem 2.4, for all w ∈ X, lim n→∞ I s,t (w(n)) exists. This is almost surely equal to the Stratonovich integral. That is, Theorem 2.7. For µ-almost all w,
The integral of the right-hand side is the Stratonovich integral.
Remark 2.8. Stratonovich integral is defined by
.
See [15] .
The limit exists in L 2 . It is not trivial that this limit equals to the limit of the left-hand side of (2.22) . However the proof is not difficult. For w ∈ X, we define I s,t (w) and W 
Definition 3.1. A continuous function ω(·, ·) : ∆ T → [0, ∞) is called a control function if it holds that for any
0 ≤ s ≤ u ≤ t ≤ T , (3.1) ω(s, u) + ω(u, t) ≤ ω(s,
t).
Let ω 1 and ω 2 be control functions. Then (ω
is also a control function but ω(s, t) = max{ω 1 (s, t), ω 2 (s, t)} may not be a control function. We give examples of control functions.
First we prove the following. 
where C denotes a constant which depends on p,
Remark 3.4.
(1) We give the proof for (2) only because the proof of (1) is almost similar to (1) and much easier. But here is an important remark. Assume that the continuous path x is of finite p-variation (1 ≤ p < 2) only. In this case, ω(s, t) = X (2) In the above theorem, we assume the boundedness of f and its derivatives. However, it is easy to check that the same theorem holds for C 2 -function (or C 1 -function in the case of (1)) without assuming the boundedness on ∇ i f (i = 0, 1, 2), for example, in the case of (2), replacing the supremum norm of
For the proof, we use the following simple two lemmas.
Lemma 3.5. Let N ≥ 2 be a natural number. For a partition
Proof. 
Proof. (3.8) is trivial. We prove (3.9).
Proof of Theorem 3.3 (2) . Let D = {s = t 0 < · · · < t N = t} and assume that N ≥ 2. Take a division point i satisfying (3.7). Set
Next using (3.9) and Taylor's theorem,
+∇f (
] ,
By the assumption on the division point t i ,
Next, we choose a division point t i from the partition D \ {t i } so that (3.7) holds replacing N − 1 by N − 2. Repeating this procedure N − 1 times, we obtain
Remark 3.7.
(1) The idea of the estimate of the integral choosing the minimum point is due to Young [31] . However, the use of the notion of control function seems to be due to Lyons [21] . 
. Then using the above argument,
This shows the convergence of lim |D|→0 J s,t (x, D). This proof can be extended to the case of classical Young's integral.
S. Aida
We prove Theorem 2.4. We state more general results using control functions.
Theorem 3.8. Let
C is a constant which depends on ω(0, T ), p and
Proof. Let N ≥ 2. We choose the sequence of division points as in (3.7) repeatedly from D = {s = t 0 < · · · < t N = t}. We denote the sequence of partitions by
By (3.10) and the assumption,
Taking the sum and the limit |D| → 0, we get the conclusion. Q.E.D.
We prove Theorem 2.4 using Theorem 3.8. 
Then all assumptions of Theorem 3.8 hold. 
and this is a continuous functional of X 1 s,t . Also it is not difficult to see that the functional x → y which is obtained by solving the integral equation below is continuous in the uniform convergence topology:
where σ is a bounded Lipschitz continuous function. In higher dimensional cases (x is a path on
) too, we have continuity property of the map in the uniform convergence topology under the assumptions that the vector fields {σ(x)e i ; 1 ≤ i ≤ d} commute. See [9, 15] . In this case, we do not need the iterated integrals to solve the equation.
§4. The notion of rough path
We can abstract the notion of rough paths from the discussion in the previous sections. Let us denote R d and R m by V and V respectively. But note that rough path theory can be formulated for Banach spaces V , V .
Definition 4.1 (Multiplicative functional). Let T (V ) = ⊕
This space is a non-commutative algebra by the product 
((s, t) ∈ ∆ T ). We denote the all continuous mapping
X from ∆ T to T (n) (V ) with X 0 s,t ≡ 1 by C 0 (∆ T , T (n) (V )). X ∈ C 0 (∆ T , T (n) (V )) is said to have finite to- tal p-variation if X i p/i < ∞ for all 1 ≤ i ≤ n. Let us denote by C 0,p (∆ T , T (n) (V )) the
subset consisting of all continuous maps of finite total p-variation. X
(4.1) is called Chen's identity.
Remark 4.2. (1) Let
We say that the multiplicative functional X is a lift of a path ξ + X 
0,t (ξ ∈ V ). The lift is not unique. See Remark 4.5 (3). (2) Let
is a control function. In [22] , X ∈ C 0 (∆ T , T (n) (V )) is said to be of finite p-variation if and only if there exists a control function ω such that
Thus two properties (i) "finite total p-variation", (ii) "finite p-variation are the same properties for the multiplicative functionals. [s,t] ,
Definition 4.3 (Signature of path). Let x : [0, T ] → V be a continuous bounded variation path
* . For (s, t) ∈ ∆ T , set X 1 s,t = x t − x s and X i+1 s,t = ∫ t s X i s,u ⊗ dx u ∈ V ⊗(i+1) (i ≥ 1) inductively. Let S(x) [s,t] = (1, X 1 s,t , X 2 s,t , . .
.). S(x) [0,T ] is called the signature of the path x. The first n + 1 element of S(x)
In previous sections, we assume that x is a C 1 -path. But the continuity and the bounded variation are enough in the arguments.
is an example of multiplicative functional of degree n. 
Definition 4.4 (p-rough path, geometric p-rough path).
This implies the symmetric part of X 2 is uniquely determined by X 1 . This suggests us another definition of subset of p-rough path. A p-rough path which satisfies the relation (4.2) is called a weak geometric p-rough path. We denote the set which consists of weak geometric p-rough paths by W GΩ p (V ). Therefore we may define a weak geometric rough path is a continuous mapping which takes the values in G (2) 
which is the free nilpotent Lie group of step 2. The group multiplication is defined as follows:
. Using the 
Here is an example for p > 2.
n , where T = 2π and d = 2. Then the limit of the associated smooth rough path
This also implies the non-uniqueness of the extension x → X. Also it is proved that the functional is not continuous with respect to any topology which are defined by measurable norms on the Cameron-Martin subspace of the classical Wiener space in [28] .
is also a p-rough path. The necessary and sufficient condition for that X is a weak geometric rough path is φ(t) is a skew-symmetric matrix for all t ∈ [0, T ]. Hence we see strict in-
is not a separable space. The following example is due to [17] . Let q > 1 and
f ε − f ε q > 2 which shows non-separability of B q,1 (R). On the other hand, GΩ p (V ) is separable since {C 1 -smooth rough paths} dp = {smooth rough path} dp .
Note that C 1 -smooth rough path (this terminology is not common) is a smooth rough path defined by a C 1 -path.
In the definition of p-rough path, the reason why it does not contain tensor elements in V ⊗k for k > [p] is in the following theorem. 
The following inequality is used to prove Theorem 4.6.
Lemma 4.7 (Neo-classical inequality). For any
In previous sections, we define a line integral along C 1 -path x t by the limit lim |D|→0 J s,t (x, D). Note that we use the algebraic relations ((3.8) and (3.9) ) and estimates ((3.5) and (3.6)) only to prove the convergence. By this we arrive at the notion of integral against a rough path. However, an integration of a one form against a rough path should be also a rough path. This is important when we solve a differential equation driven by a rough path because we use Picard's iteration procedure to solve the equation.
Definition 4.8 (Line integral along rough path). Let
Note that X t is a continuous path on R d starting at ξ. Line integral depends on the extra datum, the starting point ξ.
S. Aida
It can be proved that the following limits exist
is also a p-rough path, where
s,t and (4.9)
does not satisfies the Chen identity. But it belongs to C 0,p (∆ T , T (2) (V )) and satisfies the following relation: there exists a constant C such that for any s < u < t
where θ > 1 (in this case θ = (4) Let X = (1, X 1 , X 2 ) be a smooth rough path. Then the rough path ∫ f (X u )dX u is nothing but the smooth rough path which is defined by the continuous bounded variation path
Theorem 3.8 can be extended to the following theorem.
Theorem 4.10 (Continuity theorem of line integral as a functional of rough path
Assume that there exists a control function ω such that
Let us consider a differential equation driven by
We rewrite this equation as follows.
(ẋ 
Definition 4.11 (Differential equation driven by rough path). Let
Remark 4.12. Let 2 ≤ p < 3. Let A ∈ L(V, V ) be a linear map between euclidean spaces. This induces a map from T (2) 
The following theorem can be found in [22] . Actually, under weaker assumptions, the universal limit theorem holds but the continuity property of the solution is weaker than the following local Lipschitz continuity property.
Theorem 4.13 (Universal limit theorem). Let
Assume that there exists a control function ω such that 
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The solution Z(X) in rough path analysis is the smooth rough path associated to this z. (2) In terms of p-variation distance, the universal limit theorem implies that the map X → Z(X) is a continuous (actually locally Lipschitz continuous under the above strong assumption) mapping. (3) Note that we can define a line integral for a geometric p-rough path for p ≥ 3. We have the similar kind of continuity theorem for solutions driven by geometric p-rough paths for p ≥ 3. Recall that w(n) is the dyadic polygonal approximation of w. This shows that a version of the solution of SDE is a continuous functional on the space of Brownian rough path in p-variation distance. Once, this is checked using the polygonal approximation, we see the following theorem by the universal limit theorem. is an example. We refer the Japanese readers for this to Shinzo Watanabe: T. J. Lyons' theory of differential equations that are driven by a rough signal and its application to stochastic differential equations. (Japanese) Problems in stochastic numerical analysis, III, Surikaisekikenkysho Kokyuroku No. 1032 (1998), 1-12.
Fractional Brownian motion
Actually, [22] 
