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ABSTRACT
Many real-world applications are complex, dynamic, and uncertain. Human
operators play an important role in ensuring the safety and in achieving operational
effectiveness in such systems. Humans work with computerized processes in monitoring
the system state and are often involved in re-planning, troubleshooting, and supervisory
control tasks. During task performance, both humans and computerized processes bring
in varying strengths and limitations. Research on human-centered automation in aviation,
satellite ground control, and nuclear power plant control has resulted in broad guidelines
on system design involving human and computerized processes in supervisory control.
However, problems such as increased human error, lack of situational awareness, and
opacity from poorly automated systems remain, particularly in scenarios where human
operators must make decisions in time-pressured planning. While anecdotal evidence
does exist that interactive systems are better than completely manual or completely
automated systems, there is a lack of systematic studies of human-centered modeling in
joint cognitive systems.
This research addresses the issue of joint cognitive problem solving for a class of
problems related to supervisory control of vehicle routing. The key research question
addressed by this study is whether a human integrated approach helps in better generation
of alternatives and better evaluation of alternatives that would potentially lead to better
solutions to problems. This research aims to develop a systematic approach to couple
humans and machines to include effective task partitioning. The hypotheses related to the
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research questions are empirically evaluated, using human subjects, in prototypical
realistic scenarios.
Empirical results from a simulated military mission indicate that the human
integrated approach resulted in better overall performance when compared to purely
automated solutions for vehicle routing problems considered in this research study.
Specifically, significantly more high priority targets were covered in the human
integrated approach compared to the automated solution without any significant
degradation with respect to all the other dependent measures including percentage of total
targets covered, low priority targets covered, total targets covered in threat zone, high
priority targets covered in threat zone, and low priority targets covered in threat zone.
Results also indicated that that the graphical representation of the alternatives leads to
quicker evaluation time than tabular representation.
One of the primary contributions of this research is a framework to demonstrate
the rationale of using joint cognitive systems in time-pressured decision making. Some of
the other contributions include a methodology for the evaluation of alternatives in a
cognitively effective manner, and a baseline to compare results of future studies in
interactive modeling.
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1.

INTRODUCTION

In many complex systems, such as applications in nuclear power plants; vehicle
routing; emergency response situations, such as search and rescue missions; and in
military domains, human decision makers are required to make critical decisions in a
time-pressured environment. Typically, most of these applications are dynamic and
uncertain and require humans making supervisory control decisions through monitoring,
re-planning, troubleshooting, and control (Sheridan, 1997). Due to the critical nature of
decision making, human operators are responsible for the safe and efficient operation of
these applications. Delays and failures in making decisions, in these applications, are
often expensive in terms of money, system performance, and may even cost human lives.
Human supervisory controllers with computerized processes must work together
in achieving overall system objectives. Research on human-centered automation in
aviation, satellite ground control, and nuclear power plant control has resulted in broad
guidelines on system design involving human and computerized processes in supervisory
control. However, problems such as increased human error, lack of situational awareness,
and opacity from poorly automated systems remain, particularly in scenarios where
human operators must make decisions in time-pressured planning. There is a need for an
approach that supports a seamless integration of human decision making with computer
algorithms in complex, dynamic systems.
This research examines problem domains in supervisory control of complex
systems, assesses the literature in modeling of these systems to study human decision
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making, presents an approach to systematically use interactive models in human-centered
decision aiding in time pressured problem solving, and demonstrates the new approach
through empirical evaluations and analysis in a complex, dynamic system.
A complex system is one with a high level of interactions between and within the
various entities of the system (Koukam & Tarby, 1996). Rouse (2003) defines a complex
system as one “... whose perceived complicated behaviors can be attributed to one or
more of the following characteristics: large number of elements, large numbers of
relationships among elements, nonlinear and discontinuous relationships, and uncertain
characteristics of elements and relationships.”
Complex systems exhibit characteristics such as (a) the need for human decision
making, (b) the need for temporal information about the system, (c) the ability to be
decomposed into subsystems, (d) interactions between and within the subsystems, and (e)
the ability to have probabilities associated with the temporal information.
The behaviors of time-pressured systems are that they:
- tend to be non-causal as they continue to evolve regardless of whether or not any
control is exercised
- are dynamic because the future events depend on the system changes as well as
input generated by the humans
- have utilities of outcomes that diminish significantly with delays in taking
appropriate action by either the human or the computer
- have multiple competing goals
Typically, these complex systems need to achieve several objectives: minimizing
risks, maximizing reliability, minimizing deviations from desired levels, minimizing cost,
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etc. The main goal of a single objective optimization is to find a “best” solution, which
corresponds to the minimum or maximum value of a single objective function that
aggregates different objectives into one. It usually cannot provide a set of alternative
solutions that trade-off among different objectives. The interaction among different
objectives gives rise to a set of solutions with trade-off, or non-inferior or Pareto-optimal
solutions (Poulos et al., 2001).
The control of these complex, dynamic systems often requires integrating human
operators into the decision making process of the system. The state of the system keeps
changing and different information needs to be presented at various times for different
decision makers having different goals. Successful system performance depends on the
effectiveness and efficiency of the human- computer interactions and the timeliness of the
output. Hence, designs based on incorrect models of human-computer interaction and/or
decision aids for the human-machine systems could be less effective than the human
alone (Evans et al., 1991; Parasuraman et al., 1999). When authority and responsibility
are shared between humans and machines to enhance human-machine performance,
accountability becomes diffuse in terms of taking the ultimate responsibility for making
the decision (Sheridan, 1980).
Humans and computer algorithms have strengths and limitations that can be
brought into play for a joint cognitive problem solving approach. Human cognitive skills
are limited when voluminous data must be interpreted and analyzed, whereas computer
algorithms can fail when heuristic or intuitive knowledge about the system is required.
Hence, a hybrid computer-aided and operator-aided solution can potentially improve the
performance of the system.
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Previous studies have demonstrated that having humans-in-the-loop can enhance
system performance (Ammons et al., 1988; Ruff et al., 2002). However, there are several
unresolved questions in the overall research on human-centered automation particularly
involving the coupling of optimization methods and human reasoning in a joint problem
solving process and task allocation among the human and computer algorithm. In some of
the human-computer systems, the human interacts with the computer algorithm only in
the initial stages of solution finding and the solution generation process is still a black
box. In other cases, the user is included only as an afterthought. This study focuses on
designing an interactive system that facilitates seamless interaction of the human operator
with the underlying computerized processes to aid better human decision making.
Some of the issues associated with interactive systems are opacity/transparency of
automation, trust in automation, complacency, out-of-the-loop performance, and
(Sheridan, 2001; Thurman et al., 1999). These issues occur due to improper coupling of
humans and machines. Humans fail to understand why the automation is doing what it is
doing and this can lead to bad decisions.
This research extends the body of knowledge associated with human-computer
systems providing a methodology that suggests a better design of such human-computer
systems to reduce the issues associated with human-centered automation. The effective
design of human-machines systems is achieved in multiple phases. The first phase was to
identify the different stages where humans can be coupled with computerized processes
in supervisory control systems. The second phase was to provide human operators with
multiple solutions that they can select, modify and improve upon. Based on the results
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that human operators prefer to view multiple solutions a cognitively effective way of
providing the multiple solutions was designed.
Specific research focuses on the context of unmanned aerial vehicle routing. This
work first provided a framework for model-based human input for the generation of
alternatives. Second, results of this research led to the development of a model that
provides a meaningful and quantifiable comparison of solutions for time-pressured
systems. Third, this model was validated through empirical evaluations and outlined
results that are across other applications.
This dissertation is organized into seven chapters. Chapter 2 presents the research
background, outlines the issues associated with interactive modeling in human-centered
automation, and presents a detailed review on interactive modeling. From the literature
review, the effective stages of involving humans in decision making are identified and
discussed. Chapter 3 presents the research framework and the methodology to address the
research issues. Chapter 4 presents the domain overview and identifies the context used
to prototype, test, and demonstrate the research methodology. Chapter 5 describes the
evaluation and analysis of the prototype vehicle routing system. Chapter 6 discusses the
implication of this research and its results. Chapter 7 describes the contribution of this
research towards interactive model-based decision aiding of time-pressured systems.
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2.

RESEARCH BACKGROUND

This section motivates the need for human centered automation, research issues
associated with interactive modeling, and reviews the literature on the different levels of
human interaction.
2.1.

Human-Centered Automation

Automation is defined as machine assistance that a human operator uses to
perform some task that would be difficult or impossible without that machine aiding
(Tyler, 1999). The amount or level of automation built into a system will vary. These
levels of automation span a wide spectrum and have been classified into various levels in
different studies (Endsley & Kaber, 1987). The ten levels of automation proposed by
Sheridan (1997) are as listed below:
1. The computer offers no assistance
2. The computer offers a complete set of action alternatives
3. Narrows the selection down to a few
4. Suggests one, and
5. Executes that suggestion if the human approves
6. Allows the human a restricted time to veto before automatic execution, or
7. Executes automatically, then necessarily informs the human, or
8. Informs him or her after execution only if he or she asks
9. Informs him or her after execution if it, the computer, decides to
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10. The computer decides everything and acts autonomously, ignoring the human
Supervisory control can be defined as the process in which the human operator
manages the task environment by intermittently interacting with a computer (Sheridan,
1997). Supervisory control spans all but the first and last levels of Sheridan’s Model.
Levels 5 and 6 are also known as management by consent and management by exception,
respectively.
Endsley and Kaber (1987) defined five levels of automation based on this model of
information processing of the human operators. The five levels are as follows:
1. Manual control – with no assistance from the system
2. Decision support – by the operator with input in the form of recommendations
provided by the system
3. Consensual artificial intelligence (AI) – by the system with the consent of the
operator required to carry out actions
4. Monitored AI – by the system to be automatically implemented unless vetoed
by the operator; and
5. Full automation with no operator interaction
There are problems with using a fully automated system or a fully manual system.
Research literature indicates that full automation has generally failed to improve the
performance of the system due to various reasons such as (a) oversimplification of the
underlying automation model, (b) not responding at the right time due to lack of intuitive
knowledge, (c) due to automation biases, which can occur when humans use automated
aid for information gathering and processing and do not verify if the automated solution
is correct or not (Mosier et al., 1998; Smith et al., 1997), and (d) out-of-the-loop
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performance problems lead to user being not up to date on what the automation has
done, what the automation is doing at present and what automation is going to do in
future (Barnes & Matz, 1998; Endsley & Kiris, 1995; Entin et al., 1995; Thackray &
Touchstone, 1989). Automated expertise can be dangerous when novice user, aided by
decision-aiding systems, make decisions thinking that they (humans) are experts (Mosier
& Skitka, 1996). Also, perceived animacy (Sarter & Woods, 1994) is another problem
that is encountered with automation. Perceived animacy is defined as the change in the
system behavior to achieve a desired target (e.g., maintain proper air speed) without
requesting controllers.
In the case of a fully manual system, due to the dynamic and complex nature of
the system parameters handled by the human operators in planning, decision-making, and
executing, there are various issues that can result in degraded performance. First, human
operators tend to narrow their attention with respect to the task (i.e., if more tasks are
present, the amount of attention given each is narrowed to accommodate all the tasks). A
task can be any activity associated with decision making or planning. Second, human
operators tend to look at dominant system parameters needed for decision making,
neglecting others. This is known as cognitive tunnel vision (Sheridan, 1980). Third, the
human operator makes decisions too early before exploring all the possibilities which
Endsley (1996) termed premature closure. Fourth, it takes a long time for human
operators to retrieve information regarding the system parameters from their long-term
memory.
There is evidence that human operators perform better when humans and
machines operate in combination (information gathering, information analyzing, and
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decision making) versus when operated in either fully manual (humans alone) or in fully
automated mode (machine alone) (Ruff et al., 2002). A study conducted by Jentsch and
Bowers (1996) showed that a human centered automation system improved system
performance only when used in combinations of humans and machines and not when
each was used separately.
Although intermediate levels of automation are considered more realistic
compared to fully manual and fully automated modes, there are issues that affect
individual and environmental factors. Individual factors include stress, fatigue, boredom,
trust in automation, attention and mental models, while environmental factors include
complexity of the system, workload, situational awareness, and system capability.
2.2.

Levels of Automation - Issues

There are several research issues associated with modeling of intermediate levels
of human-centered automation, such as trust in automation, passive role of human
operator, out-of-the-loop performance, and opacity/transparency of automation (Sheridan,
2001; Thurman et al., 1999). In time-pressured missions, cognitive issues such as mode
error, cognitive workload, and situation awareness, are increasingly important in complex
systems that incorporate high levels of computer control and automation (Parasuraman, et
al., 1999).
2.2.1. Out-of-the-Loop Performance
When acting as a monitor of an automated system, humans are frequently slow in
detecting that a problem has occurred that necessitates their intervention. Once detected,
additional time is also needed to determine the state of the system and sufficiently
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understand what is happening in order to be able to act in an appropriate manner. The
extra time associated with performing these steps can be critical, prohibiting performance
of the very activities the human is present to handle. The result ranges from a slight delay
in human performance to catastrophic failures with major consequences (Endsley, 1996).
Controllers do not understand what the automation does when there is no feedback and
the issue of out-of-the-loop performance occurs.
2.2.2. Trust or Reliability
Trust in automation is an important factor or issue in the use of automated
systems by human operators. Some human operators will not use an automated tool, even
though it is reliable, accurate and trustworthy, if the operator does not trust the tool.
McDaniel (1988) defines the reliability of a system in terms of availability (the machine
does not fail) and functionality (the machine does its job as intended). Muir (1987)
described trust “as expectation of, confidence in, others.”
A study by Parasuraman et al. (1993) showed that even though there is a failure in
the automated tool, subjects started using the automation tool in the automated engine
monitoring system unlike predicted by Lee and Moray (1992) that subjects do not use
automation tool once a failure is recorded. These studies suggest how trust and distrust in
automation can affect the use or disuse of an automation tool. When we refer to trust we
are referring to the user’s confidence and acceptance of the automation. When the
operator relies on the automation too much, it is referred to as the complacency problem.
Complacency is defined as a process of the human operator failing to detect a
failure in the automated control of a system monitoring task (Parasuraman et al., 1993).
Parasuraman et al. (1993) showed that the human operator did not detect the failure of an
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automated tool in the case of a system with constant reliability. This implied operator
complacency. These studies suggest that trust and distrust in automation can affect the
use or disuse of an automation tool.
2.2.3. Passive Role of Human Operator
With the introduction of automation tools, most of the work had been taken away
by the computers giving the humans ample time to think and be creative in what they are
doing. Human operators may not have higher levels of situational awareness, as passive
monitors, as compared to that of active controllers and this leads to manual skill
degradation. The introduction of automated tools has changed the work environment of
the humans from manual controller to that of a supervisory controller. This deviation of
the controller has adverse affects on performance such as manual skill degradation,
vigilance decrement, and over reliance on automation.
2.2.4. Opacity/Transparency
Opacity can be defined as a factor that is attributed to the awareness of the human
operator regarding how, what and why automation is prescribing a solution (Thurman et
al., 1999). Automation opacity occurs due to the improper design of automation and lack
of feedback. Effective communication between humans and computer algorithms must be
provided to overcome this problem. Both the human and computer algorithms must share
information appropriately.
In order to overcome the problems associated with automation, the human must
be involved in the intermediate levels of automation in a meaningful way. Realizing the
limitations of the extreme levels of automation (manual at one extreme and fully
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automated at the other), there are a number of interactive modeling methods that have
proposed complex decision making. Human-computer interaction can be classified based
on the cognitive workload, communication, levels of automation, and on the task
performed by the human. Rouse (2003) classifies the modes of human computer
interaction, based on the communication between the human and the computer, into four
categories: (a) manual control, (b) automatic control, (c) overt interaction, and (d) covert
interaction.
Interactive modeling is a technique that allows decision makers or users to
interact with the underlying system to generate solutions. The next section discusses the
body of literature in interactive modeling and the limitations and assumptions of previous
studies.
2.3.

Interactive Modeling

Interactive modeling potentially augments the strengths of humans in complex
decision making, such as visual perception (Scott et al., 2002), strategic assessment, and
uncertainty handling. There are a number of interactive methods proposed for multicriterion decision making that attempt to address the automation issues mentioned earlier.
These interactive methods rely on the preference information generated interactively
from the decision maker by phases of decision making alternating in phases of
optimization. Human operators can guide systems to solutions that satisfy various realworld constraints, but it is often impossible for operators to specify, in advance, all
appropriate constraints and selection criteria for their problem. The following paragraphs
present details of related research efforts in interactive modeling.
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•

Klau et al. (2002), discuss interactive modeling in the context of a graph layout
problem, delivery, and job-shop scheduling. In their study, the human is involved
at the solution evaluation stage. The algorithm presents a solution and the user can
accept, reject or invoke a different solution, or modify the solution by modifying
the previous solution using visual descriptions. The underlying optimization
technique used is tabu Search. Some of the limitations of this study are that the
system is deterministic in nature and only a single solution is presented to the
user.

•

Venugopal and Narendra (1990), study multiple objective optimization of general
purpose multi-objective decision making problems. They describe the user
interaction with the system as on a “when needed” basis. The decision maker can
provide information, when required, during the course of interaction. The
underlying optimization technique uses the Nash Bargaining Principle and the
study supports a deterministic system.

•

Waters (1984), studies interactive vehicle routing. In his study, humans specify
parameters before a solution is generated and then interacts with the underlying
simulation using a menu-driven program. The limitation of this study is that the
humans are used only for parameter specification and the system is not interactive
while achieving the solution.

•

Harder et al. (2004) discuss interactive modeling in the context of vehicle routing
for target identification in a hostile UAV situation. Here, the humans initially
specify the system parameters and the computer algorithm generates the solution
using tabu search. The main limitation of this study is that the human is not
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effectively involved with the underlying optimization model at the different stages
of decision making such as the solution generation and solution evaluation stage.
•

In their study on fleet scheduling, Nulty and Ratliff (1991) modeled interactive
optimization for generating solutions. In this study, the human interacts with the
computer algorithm at two stages. The human input is used to specify the initial
parameters and for fine tuning the solution, by changing parameters such as the
requirement to the ship, port restriction rules for a ship, and so on.

•

Schneider et al. (2000) applied interactive modeling in the context of logistics
planning. In this study, the human input is only in the post optimization stage. The
underlying optimization technique used is a genetic algorithm. Some of the
limitations of this study, from a human-centered automation viewpoint, are that
the human cannot interact with the optimization algorithm and the humancomputer interaction is not iterative during the solution generation stage of
problem solving.

•

Fisher (1985) involved human interaction for parameter specification and post
optimization in the context of scheduling problems. The operator interacted with
the underlying simulation using graphical user interface. The model provided
support only for trained or expert users. The human computer interaction in this
study was not iterative.

Table 1 summarizes pertinent features of related research efforts in interactive
optimization. Each row classifies a particular study based on its domain, the level of
human interaction, assumptions/limitations, mechanism and the underlying optimization
algorithm. The first column is the study reference. The second column describes the
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domain examined. The third column lists the interactive optimization mechanism. The
fourth column lists key assumptions/limitations of the study. The fifth column lists the
interaction modalities and extent of human interaction for the given domain. The last
column lists the optimization algorithm employed. A common shortcoming is that these
studies are specific instances and there is a lack of a systematic study of human-centered
modeling approaches for interactive optimization.

Typically, in interactive models, the human operators interact with the underlying
model or system through an interface and perform activities such as monitoring,
parameter selection, and decision making. The cognitive process of decision making can
be divided into five steps — problem identification, generation of alternatives to solve the
problem, evaluation of the alternatives, selection of the best alternative, and
implementation of the selected alternative (Ganapathy & Narayanan, 2003). Among these
five steps, the generation of alternatives and evaluation of alternatives are critical as the
decision maker needs to be actively involved in these two steps. In order to effectively
model the human-machine interaction which will potentially lead to better alternative
selection and implementation there needs to be proper understanding of the steps of
decision making.
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Table 1: Overview of Interactive Modeling Research Efforts.

Reference
Klau,
Lesh,
Marks, &
Mitzenmac
her (2002)
Venugopal
&
Narendra
(1990)

Waters
(1984)
Harder,
Hill, &
Moore
(2004)
Nulty &
Ratliff
(1991)
Schneider,
Narayanan
, & Patel
(2000)
Fisher
(1985)

Domain
Graph Layout
Problem,
Delivery; Protein;
Jobshop
scheduling
Multiple Objective
Optimization
- General Purpose
MODM Problems

Underlying
Optimization
Technique

Mechanism

Assumptions/Limitations

Level of Human
Interaction

Algorithm presents
a solution and the
user can accept,
reject or invoke a
different solution

- Single solution is presented to the user
- Each problem contains finite number of
elements (deterministic)
- Solution alteration is based on a single
parameter

- Visual Metaphors
- Modify solution by
modifying single
parameter

- Decision maker will be able to provide
information, when required, during the
course of interaction
- Feasible region defined by the
constrained set is convex
- Supports deterministic system

- Operator can improve
upon the solution by
specifying the set of
objectives that need to
be improved

Nash
Bargaining
Principle

- Computer algorithm is
as a note-pad and
calculator
- User interacts using a
menu-driven program

----

Interactive
Optimization

Tabu search

Vehicle Routing

Interactive
Simulation

- Humans specify parameters before a
solution is generated
- Not interactive while achieving the
solution

Vehicle Router

Parameter
tweaking

- Humans specify parameters initially

Parameter setting

Tabu search

Fleet Scheduling

Interactive
Optimization

- Solution specific to the problem.

-Specifies parameters
- Tunes the solution

Relaxed Integer
Program

- Perform what – ifs on
the result set

Genetic
Algorithm

- Using graphics
-Assigning customers
thus modifying the
results

Bargaining
principle

Logistics planning

Post optimization

Scheduling

Parameter
Tweaking; Postoptimization

- Must be able to interact with the
optimization algorithm
- Human-computer interaction is not
iterative
- Modified results are not recomputed
- Supports only trained or expert users
- Human-computer interaction is not
iterative
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2.4.

Generation of Alternatives

Generating alternatives is an important step in decision problems for complex
multiple objective scenarios (Keeney, 1982). Brill et al. (1990) discuss their Modeling to
Generate Alternatives (MGA) as a technique for generating a small number of different
solutions for an incompletely defined problem using mathematical programming models.
The alternative solutions are close to the optimal solution with respect to an objective
function value, but considerably different from the optimal solution in terms of solution
characteristics. Brill et al. (1990) indicate the MGA technique has three phases. The first
phase is the development of algorithms to generate small sets of alternatives that are
different from each other. Two algorithms are used to generate alternatives. The first
algorithm is based on random generation and the second algorithm is based on
maximizing differences in an objective function called, Hop, Skip, and Jump (Brill et al.,
1982). The Hop, Skip, Jump algorithm works on minimizing the sum of the positive
valued decision variables from one solution subject to the original constraints of the
known objectives. The second phase of the process is to apply both algorithms to
generate the alternatives. The third phase performs an experimental test of the
alternatives. The MGA technique has been applied in the areas of water resources, land
use planning, waste water treatment, and agricultural economics (Batez et al., 1990; Brill
et al., 1982) and has been proven an effective tool for aiding decision makers.
The different alternatives generation approaches are listed below. Several
characteristics of these algorithms make them quite appropriate for the process of
generating alternatives, depending on the different settings of the problem.
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(a)

Dynamic Programming Approach: This approach uses dynamic programming

methods to generate the alternatives. Batez et al. (1990) propose a sequence of dynamic
programming tables and trace an optimal solution from the beginning of the stage of the
time horizon through the end at the final stage. Thus, a sequence of dynamic
programming tables is calculated, starting at the end of the time horizon and working
backwards to the first stage or beginning. Then, an optimal solution is traced, starting at
the first stage of the time horizon and working through the state space to the final stage or
end. In order to generate the first solution, the user defined a penalty cost to be added to
the total cost. The alternative solution is obtained by tracing through the new set of
programming tables (Batez et al., 1990).
(b)

Heuristic Approaches - Genetic algorithm and Tabu search algorithm. These two

approaches search for solutions of an optimization function. The genetic algorithm
creates a population of solutions based on the genomes and applies genetic operators such
as mutation and crossover to evolve the solutions in order to find a best solution. The
alternatives are generated based on the fitness function (Fazlollahi & Vahidov, 2001).
tabu search is a metaheuristic technique that can also be used to generate the alternatives.
A distinguishing feature of the tabu search is its exploitation of adaptive forms of
memory which allows it to cover a wider region of the search space. It performs a
responsive exploration for alternatives and this responsive exploration is based on the
assumption that strategic search yields more information than purely random search,
information that can be exploited to create efficient search processes. Some of the other
heuristic approaches include segmentation (Massaglia & Ostanello, 1989), cell structure
formation (Malakooti & Yang, 2002).
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(c)

Other Approaches: Systems engineering approaches such as brainstorming,

metamorphic connections, and creative thinking (MacCrimmon & Wagner, 1991) can be
classified as a human-based approach to generation of alternatives.
Decision theory is a normative process concerned with making trade-offs between
alternatives. The decision-maker should check whether the alternatives generated cover
the entire range (collectively exhaustive) available, and whether each is distinct (mutually
exclusive). Keeney (1994) discusses the application of a top-down approach to generating
alternatives. The first step in generating the alternatives is to specify the broad objectives
at the top level of the hierarchy and the detailed objectives further down that hierarchy.
2.5.

Evaluation of Alternatives

The second stage of this study is to develop a visual representation of the
alternatives that would act as a resource envelope. The resource envelope is a collection
of the solutions that allow the operator to select and analyze a solution among the various
solution choices.
Visual representation of the alternatives is a very important part in the evaluation
of the alternatives. It is essential to design the interface in an efficient manner in order to
facilitate seamless interaction of the human operator with the underlying
simulation/process. As a result, there is a need to develop visual-based methods for
presenting alternatives to the operator in a cognitively effective manner. Bell (1985)
classifies visual interactive models into two types – the representational graphic models
and iconic graphic models. A representational graphic model represents the output of the
model such as the pie charts, bar charts, and so on and the iconic graph represents the
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complete system and not just the output. He also suggests that right information needs to
be presented in order to not overwhelm the user with superfluous information.
Since the class of problems investigated will require actions to be taken within a
specified time window, it is important that the available information is filtered and
integrated, in an appropriate manner, to facilitate effective use. Since the operator uses
the interface to interact with the system, the system must be able to effectively
communicate information about the state of the system to the operator (Mosier & Skitka,
1996; Mouloua et al., 2003). This research focuses on studying the different forms of
information presentation to effectively involve humans in the decision making process.
2.6.

Summary

Thus, there is anecdotal evidence that interactive systems are better than
completely manual or completely automated systems, but these are specific instances and
there is a lack of a generic representation of time-pressured systems and a systematic
study of human-centered modeling approaches for these systems. This research
investigates research issues in effectively building joint cognitive problem solving for a
class of problems related to vehicle routing. The next chapter presents a methodology for
the development of the research framework to explore effective human decision making
in these systems.

20

3.

RESEARCH METHODOLOGY
3.1.

Introduction

This research focuses on developing a model-based framework to couple humans
and machine problem solving for a class of problems related to supervisory control of
vehicle routing. The research framework includes effective task partitioning and
prototyping, testing, and evaluating models and theories in realistic scenarios.
Modeling human computer interaction in a complex system is challenging and
various studies have focused on improving human computer interaction. Apart from
defining the problem as a mathematical model and presenting it to the human operator in
the loop in an ad-hoc fashion, most of the research studies on evaluating human-computer
interactions so far have been limited to specific scenarios. Hence, there is little
information that prescribes a framework in which the system modeler can define the level
of interaction needed to enhance the performance of the system. Applying a humancentered approach to time-critical planning in a dynamic multi-objective context
potentially helps alleviate the problems associated with human computer interactions
such as opacity, situational awareness, and human error. The human-centered approach
may also help in better generation of and evaluation of the alternatives that leads to a
better solution. As suggested by Norman and Draper (1986), interaction should be used
to minimize the gap between human and computer by reducing the distance between
representation and perception and the distance between action and manipulation.
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Various studies have attempted to classify the role/tasks of the operator in the
supervisory control of a complex system (Sheridan, 1997; Kirlik et al., 1993; Nishitani,
1996). Kirlik et al. (1993) provide an information model to support the operator through a
graphical display. Nishitani (1996) observed in a plant operation that the different roles of
an operator are in planning, instructing, supervising, intervening, and learning. The
classification of the role of the human in the system is based on the level of interaction of
automation with human. There has not been any research on identifying the stages where
human input can be used.
Several studies have tried to couple humans with computer algorithms in the
solution generation phase. Traditional models (Batez et al., 1990; Massaglia & Ostanello,
1989) do not use human input for generation of solutions. As shown in Figure 1(a), in
such approaches, the solution is generated based purely on mathematical model and
algorithms. These techniques may fail when applied to complex systems due to the
various interactions between the entities that would lead to uncertain events and may not
be captured dynamically in the model.
In interactive modeling (Figure 1 (b)), the computer algorithm uses input from the
human as well as information about the state of the system, and generates the alternatives.
Examples include studies by Wang & Shen (1989) and Aggarwal et al. (1999). The
domain applied in Wang’s study was deciding the food mix for a canteen. The
optimization technique used for the generation of alternatives was the multi-objective
simplex method. The alternatives were non-dominated solutions and the number of
alternatives generated was based on communication theory. Aggarwal et al. (1999)
coupled humans with computer algorithms for generation of alternatives in the solution
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generation stage, in the context of a paper industry domain. The human was used to
refine the generated alternatives and the generation of alternatives was provided by agentbased asynchronous team architecture. In this approach, the agent presented the user with
a non-dominant solution. The underlying optimization technique used network flow
methods, heuristics, and integer programming. Some of the limitations of these studies
are that the human is involved in an ad-hoc manner and the decision making does not
involve high risks or operator stress.
Figure 1 (c) shows the approach developed in this research to systematically and
effectively couple humans in the solution generation process. In this approach, an explicit
human-computer integrated module is coupled to the human input in the alternatives
generation process.
State of the
System

Computer
Algorithm

Solution

(a) Traditional Models
State of the
System

Solution

Computer
Algorithm

Human
Input

Human
Input
(b) Interactive Models
Feedback

State of the
System
Human Input

Human
Coupled
Module

Solution
Solution
Generator
(Computer
Algorithm)

(c) Proposed Methodology
Figure 1. Models of solution generation.
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Human
Input

3.2.

Research Framework

Figure 2 illustrates the research framework and its components. For a specific
instantiation of a complex system, there are temporal information updates that are input
to the solution generator. For a time-critical decision, the human operator is presented
with the system information and the human operator may also provide input to the
solution generator through the interface. The solution generator is the core of the decision
process as it integrates information from the computer algorithm, the domain knowledge
from the system simulation (representing the real system), and heuristic reasoning from
the interface, and generates a set of alternatives. Once the alternatives are generated by
the solution generator, the alternatives are presented to the human operator through an
interface allowing the human operator to evaluate and if needed, generate a better
solution.
MACHINE
Computer
Algorithm

Input

INTERFACE

Feedback

State of the
System

Feedback

Input

Solution
Generator

HUMAN

Human
Coupled
Module

Generation
/Selection of
alternatives

Input
Decision –
Makers
/Operators

Solution
Feedback

Complex, Dynamic, Timecritical Scenario (Problem
Specification)

Alternatives
Presentation
State of
the System

Input

Figure 2. Research framework and components.
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The interface component is not just a physical or visual interface but in a broader
sense is a combination of a set of rules and a taxonomy to effectively couple humans with
machines to improve overall performance. This approach involves identifying the stages
in which humans can be coupled with the machines. The human can provide their input to
the underlying simulation to facilitate generation of alternatives. They can also be
involved in the alternative generations and evaluation stage. Hence, the interface
component should provide the liaison for the human operators to interact with the system.
Given the differences among individual human operators and the types of task
performed by the operator, there is no single level of interaction that can be prescribed for
modeling these complex systems. For example, in the case of unmanned aerial vehicle
routing, the human operator could interact with the optimization algorithm depending on
the total number targets that need to be visited. If there are a few targets that need to be
visited and all the targets can be covered easily within the total mission time, the human
operator may not modify the automated solution. On the other hand, if a lot of targets
need to be covered, then the operator would modify the automated solution to cover
particular targets based on factors such as the priority of the targets, the location of the
targets, total mission time remaining and so on. Also, due to the complex nature of the
system, a fully automated system tends to be brittle in nature. They do not accommodate
the dynamic and uncertain nature of the complex system and hence they fail often
(Bainbridge, 1990). Studies based on classification of human interaction have focused on
prescribing the levels of interaction depending on the human interaction with the
automation (Sherdian 1997; Endsley 1988; Endsley and Kaber, 1999). These studies
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propose a hierarchical classification and do not necessarily describe where humans need
to be involved, what we automate, and why we automate what we automate.
The first stage of this research is to identify the steps where human interaction is
required. The second stage of this research is to develop a model to address the
limitations of the mathematical model for the generation of alternatives. The third stage
of this research is to develop a visual representation of the alternatives that would act as a
resource envelope. The resource envelope is a collection of the solutions that allow the
operator to select and analyze a solution among the various choices. The following
sections describe each of the stages in detail.
3.2.1. Identify the stages where human interaction is required
For the supervisory control of a complex system, the human operator is involved
in three stages of decision making: problem definition, solution generation, and solution
evaluation. At each specific stage of decision making, the human operator must be
presented with the temporal information regarding the system state, set of alternatives,
and the impact of the solutions on the overall system performance. The coupling of the
human to problem definition, solution generation, and to the solution evaluation process
would potentially help alleviate problems associated with human computer interaction
such as opacity, out-of-the-loop performance problems, and human error. Table 2 lists the
specific stages where humans should be coupled with computer algorithms to improve
decision making.
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Table 2: Stages of human interaction.
Stage 1.

Stage 2.

Stage 3.

Problem Definition

Solution Generation

Solution Evaluation

Human interaction for

Human interaction for defining

Human interaction for

defining

-

Aspiration conditions

-

Parameter tuning

-

System state

-

Size of the alternative list

-

Post optimization

-

Constraints

-

Stopping rules

-

Objectives

-

Time, effort of the

-

Weight of the objectives

analysis

optimization algorithm
-

Uniqueness between the
alternatives

3.2.2. Identify the areas to involve humans for generation of alternatives stage
Generating alternatives is an important step in decision problems having complex
multiple objective scenarios (Keeney, 1982). For a complex system, such as vehicle
routing or a search and rescue mission, it is desirable to achieve several objectives at once
and since this may not be done with a single alternative, it is important to improve the
degree to which each objective is achieved by competing alternatives. The preference of
alternatives can be based on the fitness of each candidate solution and on the average
fitness of the whole population of solutions and the alternatives can be fine-tuned through
sensitivity analysis.
The generation of alternatives becomes challenging in situations where there are
not enough alternatives or there exists too many alternatives. For a specific application, it
may be that the nature of the application makes it hard to frame the objective function.
Other key issues associated with the generation of alternatives are (1) defining the focus,
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(2) identifying the number of potential alternatives, (3) framing of the objectives, (4)
describing the difference between alternatives, (5) identifying the initial solution and
getting stuck at local optima, (6) ranking of the alternatives, (7) evaluating the impact of
the alternative, (8) assigning weights for different objectives, (9) formulating constraints,
and (10) computational constraints. Details of these issues are discussed below.
1. Defining the focus: Focus means defining a solution space within which the
algorithm searches. The focus of the solution space could become too narrow or too
broad and it could be difficult to specify the boundaries of the search space.
2. Identifying the number of potential alternatives: The number of potential alternatives
is very important as too many choices or too few choices inhibit effective evaluation.
Some of the key questions associated with the number of alternatives include: how to
decide on what is the right number of alternatives to be presented to the user, how to
deal with insufficiency of alternatives, and how to ensure that the alternatives offer
substantive choices. Wang and Shen (1989) identified seven as a best number of
alternatives to present, based on studies conducted to determine the amount of
information managed by a person (Kaufman et al., 1949).
3. Framing of the objectives: Framing is a key issue in the case of time-pressured
systems with high uncertainty as the objectives could change depending on the
dynamic nature of the system. Specification of the objectives is difficult particularly
for under or ill defined problems.
4. Describing the difference between the alternatives: The difference between the
alternatives defines the uniqueness of each alternative; the distance between
alternatives in the solution space. Since the alternatives generated could be too
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homogenous, the generation of alternatives technique must be able to define a
measure to ensure that the alternatives are distinct. For the decision maker to explore
the range of the solutions there needs to be a significant difference between solutions.
5. Identifying the initial solution and getting stuck at local optima: The algorithm must
be capable of identifying an initial solution and should escape local optima. Modern
local search heuristics make use of randomness and unimproving moves to guide the
search away from local optimal regions.
6. Ranking of alternatives: The ranking of alternatives is important in the generation of
alternatives as it is very hard to define a generic method for ranking alternatives.
Another problem is whether or not the alternatives should be given equal treatment
when they are being evaluated.
7. Evaluating the impact of the alternative: Enough information must be available to
evaluate the impact of the alternatives on the objective and the performance of the
system.
8. Weights for different objectives: It might be difficult to assign weights to the
objectives specifically in cases where there are conflicting goals.
9. Formulating constraints: Formulating constraints may pose a problem when
uncertain information has to be modeled.
10. Computational constraints: There could be constraints associated with the available
resources such as time, computer memory, or money when generating alternatives.
The key question is when to terminate the new alternative creation process.

29

Table 3 represents the limitations of computer algorithms with respect to the
various factors affecting the generation of alternatives. The table represents how humans
can possibly be coupled with the computer algorithms in order to improve the generation
of alternatives. The human operator has the domain knowledge that can guide the
algorithm to generate better alternatives. The first column represents the factors affecting
the generation of alternatives. Columns 2- 6 represent the different techniques for
generating alternatives and whether they influence the factors.
Table 3: Factors affecting the generation of alternatives.
Factors

HSJ

GA

Tabu

Human

Human +

Search

+ GA

Tabu Search

Defining the focus

No

No

No

No

Yes

Number of potential alternatives

No

Yes

Yes

Yes

Yes

Framing the objectives

Yes

No

No

Yes

Yes

Difference between the alternatives

Yes

Yes

Yes

Yes

Yes

Identify initial solution

No

No

No

Yes

Yes

Ranking of alternatives

No

No

No

Yes

Yes

Weights for objectives

No

No

No

Yes

Yes

Soft constraints

No

No

No

Yes

Yes

3.2.3. Evaluation of alternatives
The evaluation stage focuses on studying the performance of the system with
humans evaluating the alternatives. Since the class of problems investigated will require
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actions to be taken within a specified time window, it is important that the available
information is filtered and integrated, in an appropriate manner, to facilitate effective use.
Since the operator uses the interface to interact with the system, the system must be able
to effectively communicate information about the state of the system to the operator
(Mosier & Skitka, 1996; Mouloua et al., 2003).
Some of the key issues with interface design for the representation of choices are
that (a) ad-hoc designs do not support reusability and extensibility, (b) the interface
should provide useful cues and capture the attention of the user appropriately without
information overloading, and (c) the interface should identify and integrate relevant
information and present it to the user in a constructive way. Previous studies (Mitchell,
1987; Moody, 1993; Narayanan et al., 2000) have examined the use of cognitive models
to capture an expert decision maker’s mental process through techniques such as operator
function model, or task analysis. The operator function model is widely used to model
human action by providing a mathematical and visual representation of operator activities
in the control of complex, dynamic systems. Task analysis examines and presents the
information on the various actions, steps or cognitive processes taken by the user to
achieve a task. These models enable a modeler to specify what information the operator
will need, how it should be combined, and when it should be displayed.
Issues related to the design of visual-based methods for presenting alternatives
include some of the cognitive aspects related to situational awareness and information
overload. Information overload results because of too much information available
regarding the system. In order to enhance the situational awareness of the human
operator, the human operator and the automated portion of the human-computer system
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must be capable of effectively communicating information and commands among each
other. Situation awareness (SA) is thus considered a fundamental aspect of problem
management and action planning. Endsley (1988) defined SA “as a perception of
elements within a volume of time and space, the comprehension of their meaning, and the
projection of their status in the near future.” Smith and Hancock (1995) described
situational awareness “ as an interaction of the human with the environment.” Thus,
situational awareness not only involves being aware of the numerous pieces of
information about the system, but also being aware of the dynamic changes in the state of
the system such as an aircraft’s operational parameters and navigational procedures
which aids better decision making thereby enhancing human performance (Stanton et al.,
2001).
Endsley (1996) described three levels of SA in terms of the human operator’s role
in decision making: perceiving critical factors in the environment (Level 1: What is it
doing?); understanding what those factors mean, particularly when integrated together in
relation to the person’s goals (Level 2: Why is it doing that?); and, at the highest level, an
understanding of what will happen with the system in the near future (Level 3: What will
it do next?). The highest levels of SA are critical for allowing decision makers to function
in a timely and effective manner.
Zachary (1986) discusses the use of symbolic reasoning techniques as a
representation-aiding method. Some of the symbolic reasoning techniques include goalbased inference methods, means-ends analysis, and process driven methods. These
methods represent the state of the system and depict the sequence of actions that would
take the current state to achievement of the final goal.
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Various studies have shown that graphical visualization is a better representation
method for problem solving than textual methods (Norcio & Stanley, 1989; Woods,
1991). With respect to the evaluation of alternatives, the key issue is how to represent the
set of alternatives, highlight the salient alternatives among the set members, and have the
ability to represent the trade-off analyses of these alternatives.
Operationally, the objective of developing an effective visual representation for
time-critical decision making is to provide the operator the ability to:
-

fine-tune parameters for each of the alternatives;

-

understand the differences between the alternatives;

-

visualize the impact of the alternatives and their changes to decision maker;
and

-

perform sensitivity analysis.

A matrix representation is typically used for the types of applications that provide
multiple alternatives (Dave et al., 2004; Tkach & Simonovic, 1997). The disadvantage of
the matrix format, in these studies, is it does not present the trade-off analyses between
the different alternatives. The disadvantage of the matrix representation is that it covers a
single dimension, and in the case of ill-defined goals, specifying and adding appropriate
weights to couple multiple objectives might not be feasible. Also, this method of
representation could lead to oversimplification of the problem.
Hence the representation of the alternatives is very critical in effectively involving
the humans in the evaluation phase. The spatial representation of the alternatives helps
humans evaluate alternatives across multi dimensions of the factors affecting the system
performance. The human operators would use their intuition and the information
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presented to them to make an informed decision in order to evaluate the alternatives.
Radar graph has been used in a wide variety of applications such as 3D representation of
time series numerical data (Akaishi & Okada, 2004), visualization of climatic conditions
(Troyer et al., 2004), pressure measurement representation (Tanimoto et al., 2000). Radar
graph is a most directly readable representation that allows better visualization of the data
across various axes.
3.3.

Research Methodology

According to Beaudouin-Lafon (1993), the four models necessary for the
effective design of interactive systems are: the cognitive model, the conceptual model,
the structural model, and the perceptual model. The cognitive model represents the
analysis of the operators’ tasks. The conceptual model represents the organization of
these tasks. The structural model represents the implementation of the interface, and the
perceptual model represents the perception of the representation of the system to the end
user.
This research methodology creates an operator function model for the cognitive
piece of the interactive system (discussed in section 6.1.2). The conceptual model is
derived from the domain, and in this case it is an unmanned aerial vehicle routing system
(presented in section 5.4). The structural model and the perceptual model are developed
based on the representation techniques - graphical and tabular for the unmanned aerial
vehicle routing system.
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3.4.

Research Questions

The research methodology addresses the research issue from two viewpoints – the
generation of alternatives and the evaluation of alternatives. This research evaluates the
effect of interactive modeling in improving the efficiency and effectiveness of the
integrated approach. The research questions are summarized in Table 4.
Table 4: Overview of the research questions.
Research Questions
Will involving humans at the alternatives generation phase of decision making lead
to better coupling of human-computer systems?
Specific Questions:
1. Does the human integrated approach lead to better generation of alternatives
versus computer algorithms?
2. Does the human integrated approach lead to improved performance of the system
versus computer algorithms?
3. Does the generation of alternatives lead to better performance of the system
versus single solution approach?
4. Does the performance of the system vary with respect to different levels of
complexity for human integrated approach versus computer algorithms?
Will involving humans at the alternatives evaluation phase of decision making lead
to better coupling of human-computer systems?
Specific Questions:
1. Does involving humans in the alternatives evaluation stage lead to improved
performance of the system?
2. Does spatial representation of the alternatives facilitate better human interaction,
when compared to other techniques?
3. Does the performance of the system vary with respect to different levels of
complexity for human-integrated approach versus computer algorithms?
Will involving humans at both alternatives generation and evaluation lead to an
improved model of human-computer systems?
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3.5.

Summary

This research enables human operators to concurrently evaluate multiple feasible
alternatives. During this evaluation process, they gain insights on the solution being
evaluated and its impact on system performance. This coupling of the human to the
solution generation process could help alleviate the problems associated with human
computer interactions such as opacity, situational awareness, and human error. This
research thus contributes to the body of knowledge in interactive optimization by
investigating effective approaches to combine human capabilities and optimization
algorithms in the context of VRPs. The vehicle routing domain is chosen, as it provides a
rich foundation for modeling human-centered decision making and it involves systems
that are complex, dynamic, uncertain, and have multiple objectives. Also, the vehicle
routing domain covers many real world applications such as naval fleet scheduling,
unmanned aerial vehicle routing, scheduling of postal carriers, dial-a ride, and food
service delivery.

36

4.

DOMAIN OVERVIEW
4.1.

Introduction

This chapter presents the domain overview and identifies the context in which the
research contributions are tested. Vehicle routing is defined as the problem of
determining best routes for pickup or delivery of supplies to different locations or
customers in a distributed system. The vehicle routing problem (VRP) is an important
aspect of many logistics and distribution management systems. In a basic VRP model,
vehicles leave a depot (starting point of the vehicle), serve nodes or customers, and, on
completion of their routes, return to the depot. Every node is described as having a
certain demand. One of the best known VRPs is the Traveling Salesman Problem (TSP)
(Christofides, 1985). TSP is a variation of VRPs where the demand at the node is zero
and the number of vehicles used is one. TSP is an optimization problem that tries to
determine a path to minimize the total distance covered by the salesman visiting each city
exactly once. Dantzig and Ramser (1959) first described and mathematically formulated
VRPs; since then, research has examined different aspects of the vehicle routing problem.
Significant reviews include Bodin et al. (1983), Golden and Assad (1988), and Laporte
(1992). Other variations of the VRPs include the (a) capacitated VRP, (b) VRP with time
windows (hard or soft), (c) Chinese postman problems (Baker, 1990) such as street
sweeping, snow clearing, and police patrols.
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The primary objective of most routing problems is to minimize the total cost of
providing service. This could include the vehicle capital costs, mileage, and personnel
costs. For emergency services, such as ambulance, police, or fire services, minimizing
response time to an incident may be a primary objective. The other objectives could be:
(a) minimization of the transportation cost, (b) minimizing the number of vehicles used,
and (c) minimizing the penalties associated with partial service of the customers.
Typical constraints associated with VRPs might include: (a) vehicle capacity, (b)
travel time, (c) assignment of certain number of vehicles to certain customers, (d) driving
regulations such as working period during the day, maximum duration of driving period,
and overtime, (e) operational constraints such as the nature of the goods transported,
perishable or non-perishable; (f) time windows of the customers, (g) precedence
constraints, such as collection and then delivery; (h) backhauls constraints associated
with loading and unloading operations; (i) road constraints such as one-way street, no left
turn, etc.; and (j) grouping of customers or sequence of customers (Toth & Vigo, 2002)
4.2.

Classification of Vehicle Routing (Carlton, 1995)

Carlton (1995) classifies general vehicle routing problems into three levels or
floors (Figure 3). The first level of vehicle routing problem is the traveling salesman
problem. By adding vehicle capacity constraints, the second level of abstraction is the
vehicle routing problem. With the addition of precedence constraints, the third level of
classification is the pickup and delivery problems. The hierarchy includes possible
combinations of cases based on factors such as single vehicle, multiple homogenous
vehicles, multiple non homogenous vehicles, single depot, and multiple depots.
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Figure 3. GVRP hierarchical classification scheme (adapted from Carlton, 1995).
An extension of the multiple traveling salesman problem from Carlton (1995) was
conducted by Ryan (1998) to investigate the effectiveness of reactive tabu search (RTS)
in solving unmanned aerial vehicle routing problems. The UAV problem was an instance
of multiple traveling salesman problem with time window constraints. The routes were
calculated based on embedded optimization in a Monte-Carlo simulation. The simulation
model uses stochastic inputs such as wind magnitude and direction, survival and service
times (Ryan et al., 1998). Some of the other applications of VRPs are summarized in the
following section.
4.3.

Application of VRPs

Vehicle routing applications are ubiquitous and span a wide variety of
applications including commercial distribution of products, scheduling of postal carriers,
dial-a-ride, street sweeping, and military applications in routing of combat vehicles.
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Table 5 provides a sampling of real-world vehicle routing applications. The following
section discusses these applications in detail.
Table 5: Vehicle routing applications.
Application

Reference

1. Naval Fleet Scheduling

Nulty and Ratliff (1991)

2. Unmanned Aerial Vehicle (UAV) routing

Harder, Hill, and Moore (2004)

3. Scheduling of Postal Carriers

Levey and Bodin (1988)

4. Dial-a-ride

Cordeau and Laporte (2003)

5. Food Industries

Chung and Norback (1991)

1. Navy Fleet Scheduling (Nulty & Ratliff, 1991): This study addresses the problem of
scheduling the United States Navy’s Atlantic Fleet to satisfy overseas strategic
requirements. The primary objective of this study is to satisfy all the requirements
with the available fleet of ships given some main constraints such that a requirement
can be assigned to at most one ship, and ships may be unavailable for specified
periods due to scheduled overhaul service and so on. This study incorporates an
integer programming formulation in an interactive environment.
2. UAV Routing (Harder et al., 2004): This study discusses the routing of UAVs from
base locations to various reconnaissance sites. The system provides an interactive
environment and a “user-defined level-of-effort solver interface” for user
manipulation. The primary objective of the study is to minimize the number of
exceeded vehicle ranges and the number of skipped targets. The routing tool supports
both preplanning and real-time retasking of the UAVs. The underlying algorithm
employs a tabu search technique as a route-building heuristic.
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3. Scheduling of Postal Carriers (Levy & Bodin, 1988): This study specifically
focuses on generating work schedules for the carriers who hand-deliver mail to a
given area. This problem is modeled as an arc routing problem. The solution
approach uses two algorithms to evaluate the problem. The first algorithm is known
as the composite algorithm. The composite algorithm first develops a work schedule
and then includes the walking cycle into the work schedule. The second algorithm,
conventional algorithm, first develops a walking cycle and then groups the walking
cycle into a schedule.
4. Dial-a-ride (Cordeau & Laporte, 2003): This study attempts to model a dial-a-ride
service problem with multiple vehicles where the users can request service from a
specific origin to a specific destination. This study is a multiple objective problem in
which a tradeoff analysis is performed between transportation cost and user
convenience, when designing a solution. The underlying solution methodology uses
tabu search technique.
5. Food-Service Delivery (Chung & Norback, 1991): This study discusses an
integrated, interactive computer-based system for routing of food-service delivery
vehicles for a large food distributor. The interactive decision support system includes
clustering and insertion heuristics to generate routes and allocate drivers and vehicles
to the routes. It is a multi-objective optimization problem with primary objectives
being minimizing the delivery cost and the number of routes within the constraints of
vehicle capacities, drivers' time allowances, balance of drivers' work loads, and
desired number of routes. Some key constraints for this study are the desired level of
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customer service, balance between supply of distribution resources and the demand of
customers, and desired route times.
Specifically for a vehicle routing problem, the tasks or roles performed by the
human operator involve (a) monitoring the system, (b) identifying the targets/location, (c)
routing of vehicles to targets, (d) performing necessary action on a target depending on
the type of the mission, and (e) identifying the status of the vehicle e.g. scheduled
maintenance, repair, refueling state and so on. Table 6 lists the entities and behavior of a
basic routing problem. Entities can be defined as the objects that have certain attributes
associated with them and the behaviors represent the actions performed by the entities
that trigger events (Banks et al., 1996).
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Table 6: Entities and behavior of the basic routing problem.
Entities
Controller
(Automation
/ Human)

Vehicle

Attributes

State
 Routing
 Rerouting















Targets /
Customer







Roads /
Route





ID
Range
Fuel
Start time
Start location
Capacity
(carrying
ammunition,
goods)
Speed
Route
Status – good,
damaged, bad;
Driving
period
(maximum
duration)
Range
Time
windows
Location
(initial)
Path (maybe)
Speed
(maybe)
Obstacle
Time
windows
Rules (one
way, no fly
zone, etc.)
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Repair/
Maintenance
Searching
Stuck at an
obstacle/traffic jam
Moving to the next
destination (route)
from one waypoint
to another waypoint
Providing service
(identifying targets,
loitering, delivery
time)
At base/loading
freight,
Returning to base
Identified
Serviced (dead)
evasive mode (not
wanting to be
found)

Events
 Start
simulation
 Schedule
routes
 Identify
new targets
(customer)
 Re-plan
 End
simulation
 Leave base
 Move
 Find target
 Identify
target
 Start
service
 End service
 Return to
base
 Finish
repair /
refuel

4.4.

Unmanned Aerial Vehicle Routing – Reconnaissance mission

The domain for this research is the routing of UAVs for time-pressured target
identification. UAVs have been widely used in the areas of military intelligence
surveillance and reconnaissance. The UAVs have been operational in Bosnia and used to
monitor buildings, military forces, and battle activities in support of NATO. In a
reconnaissance missions the five steps are (1) finding the target, (2) fixing the location of
the target, (3) identifying the target, (4) engaging the target if it is an enemy target, and
(5) assessing the effects of the action on the target. The need for rerouting to cover new
reconnaissance targets en route is very important as such a mission could be crucial to
finding and destroying deadly pop-up targets such as mobile ballistic and surface-to-air
missiles (Tirpak, 2000). It is quite possible that future UAV operations will involve the
surveillance and location of terrorist activities and training facilities. The specific
scenario used in this study was adapted from the notional set of Bosnia reconnaissance
targets used in (O' Rourke et al., 2001). In our scenario the human operator supervises a
set of UAVs and is responsible for rerouting those UAVs when pop-up targets are
identified and assigned. The overall goal of the planning mission is to route the vehicles
to cover the maximum number of targets based on factors such as priorities of the targets,
restricted fly zones, and the loiter time of the UAVs. Each target is associated with a low
priority or a high priority. The location of the targets can determine whether the target is
present in a restricted fly zone such as a threat zone or not. Loiter time is the service time
that the vehicle spends on covering a target.
The decision to reroute the UAVs is based on the perspective of decision makers
involved in the decision. The principle factors used in forming the perspective of the
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decision maker are target coverage, target priorities, and/or restricted fly zones. The
human operator selects a route based on their perspective and what they are principally
looking for in a routing solution. The weights associated with the principle factors are
dynamic and may change with respect to the operator’s current assessment of the
scenario and the data presented through any real-time information feeds. The human
integrated approach provides an iterative approach that lets the solution evolve and be
improved by the human operator with their inputs, without having to reformulate the
underlying routing problem. In other words, an interactive optimization environment
allows the human to incorporate planning considerations not explicitly found in the
implied formulation employed by the optimization algorithm.
4.5.

Summary

In summary, a general description of vehicle routing in the context of various
applications was illustrated. A specific scenario for evaluating the research methodology
was identified. The research hypotheses and the associated experimental design are
discussed in the next chapter.
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5.

DESIGN OF EXPERIMENTS

This research evaluates the effect of interactive modeling in improving the
efficiency of the vehicle routing system. The objective of this research is to determine
whether the human integrated approach leads to better solution generation and to
effectively involve the humans in the evaluation of the solution. The hypotheses
associated with the research questions are listed in Table 7.
Table 7: List of research questions and related hypotheses.
RESEARCH QUESTION




Does a human integrated approach

NULL HYPOTHESIS


There is no significant difference

lead to improved performance of the

between the performance of the

vehicle routing system versus using

system for human integrated approach

just computer algorithms?

and just computer algorithms.

Does generation of alternatives lead to 

There is no significant difference

better performance of the system

between the performance of the

versus single solution approach?

system with alternative solutions
versus single solution.





Does human integrated approach lead



There is no significant difference

to better generation of alternatives

between the quality of alternatives

versus computer algorithms?

generated in the computer algorithms.

Does the performance of the system



There is no significant difference

vary with respect to different levels of

between the different techniques of

scenario complexity for human

solution generation with respect to the

integrated approach versus computer

scenario complexity.

algorithms?
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Does involving humans at the



There is no significant difference

alternatives evaluation stage lead to

between the performance of the

improved performance of the system?

system for graphical representation
versus tabular representation.



Does the performance of the system



There is no significant difference

vary with respect to different levels of

between the different techniques of

scenario complexity for human

alternatives evaluation with respect to

integrated approach versus computer

the scenario complexity.

algorithms?


Does graphical representation of the



There is no significant difference

alternatives facilitate better human

between ease of use for graphical

interaction, when compared to tabular

representation versus tabular

representation?

representation.

The experiment conducted was a 2 x 2 x 2 mixed factor design with 12 subjects.
The between factor design was the type of alternative representation (graphical
representation and tabular representation of solution) and the within-subject factors
include: type of solution generation (human integrated approach and automated solution)
and scenario complexity (simple and complex). Within the type of solution generation the
automated solution was subdivided into single solution and multiple alternative solutions.
The number of alternatives generated depended upon the number of alternatives that can
be generated in the algorithm. In the experiment, the number of alternatives presented
varied from two to three solutions. The specific differences between simple and complex
scenario are the number of targets to be routed. In the case of the simple scenario, the
total number of targets to be routed is ten or less and for complex scenario the total
number of targets to be routed is eleven or more. The maximum number of targets
presented to the participants was fourteen.
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The experimental design is graphically represented in Figure 4. The type of
scenarios represents the different levels of system complexity. The matrix rows represent
different types of alternative generation and the matrix columns represent the types of
alternative representation. The experiments are conducted in two steps: the first
experiment evaluates the need for human interaction; and the second experiment assesses
the generation of alternatives and the evaluation of the alternatives in affecting the

X

X

Multiple
alternatives

X

X

Single
Solution

X

X

HIA

Simple

Types of Alternative
Generation
Computer Human

Types of Alternative
Generation
Computer Human

performance of the system.

Complex

X

X

Multiple
Alternatives

X

X

Single
Solution

X

X

HIA

Types of Scenario

Simple

Complex

Types of Scenario

Spatial

Tabular
Types of Alternative Representation

Figure 4. Experimental design.

5.1.

Experiment 1 – Interactive Modeling

The hypotheses for the experiment verify if human-centered decision making is
better than computer algorithms alone and if humans prefer examining multiple
alternatives versus a single solution.
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5.1.1. Introduction
The experiment scenario involves the routing of UAVs to targets based on two
techniques – an automated method and a human interaction-based method. In the
automated method, the underlying optimization algorithm employs tabu search.
Tabu search is a metaheuristic technique used to generate sub-optimal but
generally good solutions (Harder et al., 2004). A distinguishing feature of the tabu search
is its exploitation of adaptive forms of search memory allowing the search to cover a
wider region of the overall search space. The tabu search performs a responsive
exploration for alternative solutions. This responsive exploration is based on the
fundamental assumption that a strategic search yields more useful information than a
purely random search. This information can be exploited to create an even more efficient
search processes.
In this scenario, when a new pop-up target is assigned to the operator, a new
automated route is calculated based on the tabu search algorithm using target priorities.
The algorithm for the generation of the automated route is based on the assumption that
pop-up targets are covered regardless of whether they are high priority or low priority, as
pop-up targets pose a potential threat in the military domain. The new route is graphically
presented to the human operator and includes information such as targets covered by the
vehicles, targets not covered by the vehicles, the order of the targets covered, and the
loiter time associated with the UAVs near each target.
In the human integrated solution method, the human operator can interactively
modify the current solution to generate a new solution. This new solution combines both
the human knowledge and the tabu search based optimization algorithm. This human-
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interaction method is potentially valuable when the operator perceives an improvement in
the automated solution based on their mental model of the various solution criteria and
their domain specific experience. Since the scenario is a multi-criteria problem, with the
goal to achieve several objectives at once, and since this may not be done with a single
solution, the human operator has the flexibility to iteratively modify a solution, thereby
generating a number of solutions giving the operator choices for a solution. The processes
adopted by the human, in solution generation, can be comprehensively represented using
the cognitive modeling method outlined in the next section.
5.1.2. Supervisory Control Model
In a supervisory control mode, humans are involved in cognitive functions such as
problem solving, judgment, decision making, attention, perception and memory
(Sheridan, 1997; Norman, 1986). Cognitive engineering techniques such as operator
function model (OFM) and task analyses, model domain tasks in terms of the goals of the
operators and the methods available to the operators to achieve those goals. The cognitive
load on the human operators or supervisory controllers is driven by the continual need for
situation assessment, active goal-setting and planning, and anticipatory as well as reactive
control actions and compensating for abnormal system conditions (Jones & Mitchell,
1994).
The OFM can be used both predictively and descriptively to explain the operator
action or in some cases lack of occurrence of an operator action (Mitchell, 1987). In order
to develop the cognitive model of the operator, it is essential to understand the tasks
performed by the operator and the content and form of information that should be
presented to the operator. These models can be used to support the design,

50

implementation, and evaluation of interactive systems. In order to develop the human
operator model, the research applied OFM representation techniques.
The OFM is widely used to model human action by providing a mathematical and
visual representation of operator activities in the control of complex, dynamic systems. It
is structured both heterarchically/hierarchically to model the operator tasks (Narayanan et
al., 2000). In an OFM, the nodes represent the action and the arcs describe the events that
lead to the operator activities.
The primary function of the operator, in our system, is to reroute vehicles in order
to cover any pop-up targets. In order to reroute the vehicles, the operator must analyze
the target location and priority, and then review the solution in order to maximize the
targets covered. The next step is to select the solution and reroute the vehicles. Figure 5
represents the OFM of supervisory control of vehicle routing. The top level functions
include (a) re-routing the vehicles for the mission, (b) analyzing the vehicles and target
locations and target priorities for re-routing, (c) analyzing the solution, and (d) selecting a
solution for re-routing the vehicles.
The selection of the solution is decomposed into three sub-tasks based on whether
the operator would choose the automated solution generation approach or interactive
solution approach. These are denoted by arcs 1 and 2, respectively. The possible states of
decision making under the human integrated solution assessment are as follows:
1. Avoid threat zones in the path of the vehicles when selecting targets;
2. Select targets that need to be covered by the vehicles;
3. Specify loiter time for the vehicle at the specified target; and
4. Assign a vehicle to cover a target and recalculate the solution.
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The recalculate solution can be reached from one of the three possible states –
select targets, specify loiter time, assign vehicle. These are denoted by arcs 3, 4, and 5 in
Figure 5. This modeling method was utilized in developing a model-based user interface
for the supervisory controller responsible for a simulated reconnaissance mission.

Monitor Status of
Vehicle Routing
System

Pop-up Targets
Identified

Select Solution

Assess
Automated
Solution

Reroute
Vehicles

2

1

Avoid
Threat Zone

Assess Human
Integrated
Solution

Assign
Vehicle

Specify
Loiter Time

Select
Targets

3

4

Figure 5. An OFM of a supervisory controller in UAV routing.
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5

Recalculate
Solution

5.1.3. Scenario Description
To assess the effectiveness of the model-based approach, we simulated a
reconnaissance mission using a Java™ Programming language-based simulation
embedded within an extension of the AFIT Router (Harder et al., 2004).

Figure 6 displays a snapshot of the operator console for the simulated mission.
The operator console interface allows operators to monitor and control multiple UAVs
traveling to various waypoints in order to identify targets. At the start of the simulation,
the operator is presented with two UAVs each traveling along predetermined flight paths.
The interface displays the map of the Bosnia scenario described earlier. Each UAV starts
from a base location and moves along a route of waypoints visiting assigned targets. The
route is represented by a line connecting waypoints. The targets are represented by blue
squares. The red label below the target location indicates the target priority as high and
the black label represents the target priority as low. At a specified time ‘t’, the simulation
pauses and pop-up targets appear on the screen. The pop-up targets are represented as
green triangles on the interface. Pop-up targets are time-critical targets tasked to the
operator (and the vehicle) by higher headquarters. Optimally routing among remaining
targets once a pop-up target is serviced is not a trivial task, as pop-up targets require
deviation from currently executing routes to accommodate coverage of the target
followed by resumption of the prior route consisting of the older targets.
When pop-up targets appear, the human operator is responsible for re-routing the
vehicles in order to accommodate the new targets. As shown in the upper right corner of
the interface, an automated solution is presented to the operator. The new route is
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represented by bold lines and the completed route to date represented by thin lines. The
operator can identify the target name, the order, and loiter time by moving the cursor over
the target.
The operator can accept the automated solution, analyze the automated solution,
or reject the automated solution. If the operator accepts or rejects the automated solution,
the appropriate solution will be selected and the vehicles will follow the selected path.
The operator may reject the automated solution, if the operator feels too many high
priority targets are left uncovered in the automated solution or if the operator feels they
can improve the automated solution presented by using their knowledge about the
system, past experiences, and/or criticality of the mission as inputs.
If the operator chooses to analyze the automated solution, an interactive panel is
presented. The interactive panel provides the system information such as the targets
skipped in the automated solution (represented with a rectangle around the label), loiter
time associated with targets, location of the targets (threat zone or not), and the vehicle
assignment to the targets. The priority of the targets is also represented in the label color
of the targets. Red represents high priority targets and black represents low priority
targets. Based on their knowledge, the operator can vary loiter time, assign a specific
vehicle to a target, or select the targets to cover. This information is then sent back to the
optimization module and the new route is presented to the operator, as shown in the lower
right corner of Figure 6. The operator can then accept or reject the new interactive
solution. The time remaining to make a decision is presented to the user at the top right
corner of the interface. The time remaining is determined based on the state change of the
UAVs. Within this time, the operator can iteratively interact with the computer algorithm
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and can generate new solutions if the operator perceives an improvement in the solution
presented. The simulation architecture was developed to facilitate both fully automated
solution generation and hybrid human-aided computer aided solution generation.
Automated Solution

Time Remaining

Base Location

Pop-up
Targets
Targets

Interactive
Panel

UAVs

Interactive Solution

Figure 6. Snapshot of the UAV routing mission simulation.
5.1.4. Methodology
This study evaluates the effect of model-based decision making in improving the
efficiency of the vehicle routing system. The objective of this study is to determine
whether or not the human integrated approach leads to better performance of the system.
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5.1.5. Independent and Dependent Variables
The simulation was used to investigate the effect of an independent variable (type
of solution generated) while monitoring and routing UAVs in a time-pressured system.
The two levels of “type of solution generated” investigated were: Automated solution and
Human interactive solution. To evaluate the efficiency of the solution type generated,
seven dependent variables were analyzed:


Percentage of total targets covered: The total targets visited or covered divided
by the total number of targets presented in a trial.



Percentage of high priority targets covered: The high priority targets covered
divided by the total number of high priority targets presented in a trial.



Percentage of low priority targets covered: The low priority targets covered
divided by the total number of low priority targets presented in a trial.



Percentage of total targets covered in threat zone: The total targets covered in
threat zone divided by the total number of targets presented in threat zone in a
trial.



Percentage of high priority targets covered in threat zone: The high priority
targets covered in threat zone divided by the total number of high priority targets
presented in threat zone in a trial.



Percentage of low priority targets covered in threat zone: The low priority targets
covered in threat zone divided by the total number of low priority targets
presented in threat zone in a trial.
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Number of times interactive solution was used: Number of times the interactive
solution was used to successfully route the UAVs to cover the targets that were
presented in a trial.
5.1.6. Participants
Twelve graduate student volunteers from Wright State University participated in

this experiment as novices. All participants have proficient knowledge in the areas of
operations research, decision making, and simulation modeling. All participants were
screened to have normal or corrected 20/40 vision and color vision capabilities. This
criterion was important as participants need to differentiate between different types of
targets (high priority, low priority, and pop-up targets), different UAVs, and also between
the new and completed UAV routes.
5.1.7. Apparatus
The simulation was written in JavaTM and run on a 3.20 GHz personal computing
system running Windows XP. A 17-inch LCD monitor was used to display the interface,
with a mouse and keyboard used as the input devices. The experiment took place in an
office type environment with dim lighting. The participants sat in an adjustable office
chair, and the mouse and keyboard were placed at a comfortable position as determined
by each participant.
5.1.8. Procedure
Participants were trained to use the interface for UAV monitoring and routing
tasks. Specific tasks taught during training included: detecting pop-up targets, identifying
high and low priority targets, assigning UAVs to pop-up targets, assigning UAVs to high
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and low priority targets, identifying threat zones, and to monitor mission time and
progress. Participants were not timed and took as long as necessary in training until they
were comfortable with the interface. Upon completion of training, participants ran five
experimental trials. The total number of targets covered, location of the targets, and the
base location of the UAVs were varied in each experimental trial to avoid participants’
learning effects.
During any given trial, participants monitored two UAVs traveling around
specified paths to cover the targets. At a specified time (different for each of the
experimental trial) the simulation paused and pop-up targets appeared on the interface.
An automated solution was generated and displayed on the interface. The pop-up targets
appeared in random locations. The participant could accept, reject, or analyze the
automated solution. If the analyze button was selected, the participant would have to reroute the UAVs based on the system parameters. Responses include mouse clicks and
keyboard data entry. Each experimental trial lasted 7 minutes. Time was displayed for the
participants in seconds from ‘420’ counting down to ‘0’. At the end of each trial, the
participants were asked to rank order the following factors considered in the generation
of the solution by the participants: priority of targets covered, total number of targets
covered, and the total time remaining for solution generation. In addition, the number of
times the participant’s used the human integrated solution approach to achieve a solution
was collected.
5.1.9. Results
A parametric analysis of the dependent measures was conducted to test for
statistically significant difference in the type of solution generated. A two-tailed t-test
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was conducted for each of the dependent measures. Results indicated that there was a
significant difference for the dependent measure percentage of high priority targets
covered t (0.025, 58) = 2.3152, (p = 0.0242). A significantly greater percentage of high
priority targets are covered (X=81.193) in the human interactive solution than in the
automated solution (X=50.0). There were no other statistically significant differences.
While statistically significant differences were not found for most of the
dependent variables, there is a trend for improved performance with respect to the human
interactive solution. Figure 7 illustrates the differences in the mean values between the
automated solution and the human interactive solution by for each of the dependent
measures. The percentage of total targets covered in a human interactive solution
(X=74.778) was slightly higher than in an automated solution (X=71.154), and within
this total, a statistically significant greater number of high priority targets were covered
using the human interactive solution (X=81.193) compared to the automated solution
(X=50.0) as previously indicated. The automated solution covered 13.65% more low
priority targets. When targets were in a threat zone, the difference between the two
solution generation conditions was only 4.48% (human interactive solution X=69.189
and automated solution X=64.706). However, when targets were in the threat zone, a
greater percentage of high priority targets were covered in the human interactive solution
condition (X=68.966) compared to the automated solution (X=50.0).
Participants using the human integrated solution ranked three factors on which
they based their solution. The rank ordering of the factors is illustrated in Table 8. Sixty
nine percent of the participants ranked the priority of targets as their first consideration.
Total number of targets was ranked second 56.36% of the time, and time remaining for
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solution generation was ranked third, 74.54% of the time. The average number of times
participants used the human integrated approach was found to be 1.66.
Table 8: Ranking of participants' decision factor.
Rank 1 Rank 2 Rank 3 Not Ranked

Factors
Priority of Targets

69.09

20

5.45

5.45

Total Targets Covered

29.09

56.36

12.72

1.82

Time Remaining

5.45

12.72

74.54

7.27

Difference in Mean Values for Type of Solution Generated
Automated solution

Human interactive solution

Mean Values (in Percentage)
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0
% Total targets % High priority % Low priority % Total targets % High priority % Low priority
targets covered targets covered
covered
targets covered targets covered
covered in
in threat zone
in threat zone
threat zone
Dependent Measures

Figure 7. Difference in mean values of performance metrics for type of solution
generated.
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5.2.

Experiment 2 & 3 – Generation and Representation of Alternatives for Novices
and Experts
The hypotheses for the experiment was to verify if multiple generation of

alternatives will lead to better selection of automated solution; if human operators
preferred multiple generation of alternatives; if human-integrated approach led to better
generation of alternatives versus computer generated alternatives; and to test the
performance of the system with respect to the type of representation of the alternatives. In
experiment 2, 12 graduates students were used as novice participants and in experiment 3
12 military based personnel were used as expert participants.
5.2.1. Presentation Method
As discussed in the previous section, the human operator was responsible for
rerouting of vehicles when pop-up targets are identified. The routing of any vehicle to
targets is based on two techniques – an automated method and a human interaction-based
method. The presentation of the alternatives was based on two techniques – a graphical
representation method and a tabular representation method. The evaluation of the new
route is presented to the human operator and includes information such as targets covered
by the vehicles, targets not covered by the vehicles, the order of the targets covered, and
the loiter time associated with the UAVs near each target.
5.2.2. Independent and Dependent Variables
The simulation was used to investigate the effect of the independent variable (type
of alternative generation and type of alternative representation). The two levels of “type
of alternative generation” investigated were: automated alternative generation and human
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integrated alternative generation. To evaluate the efficiency of the alternative type
generated, seven dependent variables were analyzed:


Number of times participant looked at different alternatives – the average number
of times the participant chose an alternative that was different than the automated
solution generated when only a single solution was presented.



The quality of the alternative generated was measured by – fraction of total
targets covered, fraction of high priority targets covered, fraction of low priority
targets covered, fraction of high priority targets covered in threat zone, fraction of
low priority targets covered in threat zone, fraction of total targets covered.



Time taken to select the solution – this variable was used for studying the type of
alternative evaluation technique. The time taken indicates the average time taken
by a participant for accepting or analyzing an automated solution and accepting
the final interactive alternative as the resulting solution.
5.2.3. Participants
All participants have proficient knowledge in the areas of operations research,

decision making, and simulation modeling. All participants were screened to have normal
or corrected 20/40 vision and color vision capabilities. This criterion was important as
participants should be able to differentiate between different types of targets (high
priority, low priority, and pop-up targets), different UAVs, and also between the new and
completed UAV routes. Twelve graduate student (Ph.D. candidates) volunteers from
Wright State University participated in this experiment as novice. Twelve military-based
personnel were used as expert participants. In order to qualify as experts, they were asked
to fill out a questionnaire (Appendix F) in which they were asked to enter the total
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number of years they have had military experience and the type of projects they have
worked on. As seen in Appendix F, the potential expert participants were asked to circle
one or more of the four projects - time-critical decision making, operations research
management, mission planning and modeling, vehicle routing that they had worked on
and a brief description of the projects. Table 9 summarizes the list of participants, the
total number of years of experience, and the type of project experience.
Table 9: Expert participant list.
Participant Number of
#
Years of
Experience
1
14+ years

2

3 years

3

9 years and 9
months

4

11 years

5

4 years

6
7

5 years
7 years

8

20 years

Projects worked on related to:


Time critical decision making – Military
operational planning for non-combatant evaluation
operations
 Time critical decision making
 Operations research management
 Time-Critical Decision making – school for
military, ASBC, ROTC, MBT, ALS
 Operations research management
 Mission planning and modeling
 Vehicle routing
 Operations research management
 Mission planning and modeling
 Battle strategy analysis
 Assign priorities to targets
 Time critical decision making – Changes in
flight times caused adjustments in timeline
 Operations research management – selecting
which equipment was highest priority to
mission success
 Mission planning and modeling – Assigning
personnel to tasks – developing timeline during
deployment
 Vehicle routing – Routing trucks to haul
equipment/personnel
 Other – Data analysis
 Time critical decision making
 Operations research management
 Mission planning and modeling
 Mission planning and modeling – Mission
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planning of air refueling tracks/orbits
Vehicle Routing - Mission planning of air
refueling tracks/orbits
Time-Critical Decision making –
communication allocation for Iraqi operations
Mission planning and modeling – AWACs
mission planning
Time-Critical Decision making – Capability
level CHOAFRL
Mission planning and modeling – professional
military education/battle development
Research and development/ Materials Research



Mission planning and modeling


9

14 years




10

7 years



11

3 years and 10
months



12

2 years and 5
months

5.2.4. Apparatus
The simulation was written in JavaTM and run on a 3.20 GHz personal computing
system running Windows XP. A 17-inch LCD monitor was used to display the interface,
with a mouse and keyboard used as the input devices. The experiment took place in an
office type environment with dim lighting. The participants sat in an adjustable office
chair, and the mouse and keyboard were placed at a comfortable position as determined
by each participant.
5.2.5. Stimuli
The stimuli were an interactive simulation of a prototypical unmanned aerial
vehicle routing system as shown in Figure 8 and Figure 9. The participants were initially
presented with the introduction screen (see Appendix A). They could rank order the
following factors considered for the generation of the solution – total travel time, total
targets covered, total number of high priority targets covered. As shown in Figure 8, the
participant will be monitoring two UAVs traveling on a predetermined path. Once the
pop-up targets appear, the operator needs to reroute the vehicles to cover the pop-up
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targets. The solution is presented in tabular format. The weights are calculated based on
the ranking of the factors. The higher the weight, the better the solution is. The operator
can choose a particular automated solution and accept the automated solution or analyze
the situation. If the operator selects analyze button, then the interactive panel is enabled.
The detailed interface is presented in Appendix E.

Figure 8. Screen shot of graphical representation of alternatives.
Figure 9 represents the graphical representation of the evaluation of the
alternatives. A radar graph approach is used for the graphical evaluation. This allows the
flexibility of extending the axes beyond three. The solutions are color coded to facilitate
faster evaluation.
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Figure 9. Screenshot of the graphical representation.
5.2.6. Procedure
Participants were trained to use the interface for UAV monitoring and routing
tasks. Specific tasks taught during training included: detecting pop-up targets, identifying
high and low priority targets, assigning UAVs to pop-up targets, assigning UAVs to high
and low priority targets, identifying threat zones, and to monitor mission time and
progress. Participants were not timed and took as long as necessary in training until they
were comfortable with the interface. Upon completion of training, participants ran five
experimental trials. The total number of targets covered, location of the targets, and the
base location of the UAVs were varied in each experimental trial to avoid participants’
learning effects.
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During any given trial, participants monitored two UAVs traveling around
specified paths to cover the targets. At a specified time (different for each of the
experimental trials) the simulation paused and pop-up targets appeared on the interface.
An automated solution was generated and displayed on the interface. The pop-up targets
appeared in random locations. The participant could accept, reject, or analyze the
automated solution. If the analyze button was selected, the participant would have to reroute the UAVs. Responses include mouse clicks and keyboard data entry. Each
experimental trial lasted 7 minutes. Time was displayed for the participants in seconds
from ‘420’ counting down to ‘0’. At the end of each trial, the participants were asked to
rank order the following factors considered in the generation of the solution by the
participants: priority of targets covered, total number of targets covered, and the total
time remaining for solution generation. In addition, the number of times the participant’s
used the human integrated solution approach to achieve a solution was collected.
5.2.7. Results
Participants’ performance was separately analyzed via planned analysis of
variance (ANOVA) for each separate dependent variable. A mixed factor ANOVA model
was used to test for significant differences where type of scenario and type of solution
generation are within-subjects and type of representation is a between-subject. The alpha
criterion was set to 0.05. Post-hoc Tukey’s tests were run to analyze main effects and
interactions. The Statistical Analysis System (SAS) release Te alpha criterion was set to
0.05. Post-hoc Tukey’s tests were run to analyze significant interactions and main effects.
The Statistical Analysis System (SAS) was used for this analysis.
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Fraction of high priority targets covered:
The results indicated a significant main effect of type of scenario F (1,10) =
74.76, (p=0.0001). Post-hoc Tukey’s tests indicated a significantly greater portion of high
priority target were covered in complex scenario (X=0.89896) than in a simple scenario
(X=0.70306). The results indicated a significant main effect of type of solution
generation F (1,10) = 45.89, (p=0.0001). Post-hoc Tukey’s tests indicated a significantly
greater portion of high priority targets were covered in human integrated approach (X=
0.87850) than in automated solution generation (X= 0.68433). There were no other
significant differences.
Fraction of high priority targets covered in threat zone:
The results indicated a significant main effect of type of scenario F (1,10) =
22.96, (p= 0.0007). Post-hoc Tukey’s tests indicated a significantly greater portion of
high priority target in threat zone were covered in simple scenario (X= 1.0) than in a
complex scenario (X= 0.84375). The results indicated a significant main effect of type of
solution generation F(1,10) = 22.96, (p=0.0007). Post-hoc Tukey’s tests indicated a
significantly greater portion of high priority targets in threat zone were covered in human
integrated approach (X= 1.0) compared to automated solution generation (X= 0.84375).
There were no other significant differences.
Fraction of low priority targets covered:
The results indicated a significant main effect of type of scenario F (1,10) =
104.55, (p=0.0001). Post-hoc Tukey’s test indicated a significantly greater portion of low
priority targets were covered in simple scenario (X=0.89792) compared to complex
scenario (X=0.69479). Figure 10 illustrates the significant interaction between the three
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factors F (1,10) = 6.60, (p= 0.0279). Post-hoc Tukey’s test indicated that in the case of
simple scenario, the portion of low priority targets covered is not significantly different
with respect to the factors type of solution generation and type of representation
(X=0.8880, X=0.8644, X=0.9050, and X=0.9138). However, a statistically significant
difference was observed in the case of complex scenario, a statistically significant
different number of low priority targets were covered in interactive graphical
representation (X=0.7880) compared to all other conditions. The number of low priority
targets that were covered in interactive tabular representation (X=0.6275) is not
significantly different from that of automated tabular representation and automated
graphical representation (X=0.6750, X=0.7083), respectively.
Comparison of mean values (low priority targets covered)
1

0.8

Mean

0.6

0.4

0.2

0
Simple
Interactive Graph

Complex

T ype of Scenario

Interactive Tabular

Automated Graph

Automated Tabular

Figure 10. Comparison of mean value of low priority targets covered.
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Fraction of low priority targets covered in threat zone:
Figure 11 illustrates a significant interaction between type of scenario and type of
solution generation F (1,10) = 6.72, (p=0.0268). Post-hoc Tukey’s test indicated that a
significantly higher number of low priority targets in threat zone were covered in
complex interactive scenario (X=0.7987) compared to all other conditions. There were no
other significant differences. There was also a significant interaction between type of
solution generation and type of representation F (1,10) = 7.55, (p=0.0205) as seen in
Figure 12 . Post-hoc Tukey’s test indicated that significantly more number of low priority
targets in threat zone were covered in interactive graphical representation (X=0.7390)
compared to all other conditions. There was also a significant difference between
automated graphical representation (X=0.6780) and automated tabular representation
(X=0.6166). The number of low priority targets in threat zone that were covered in
interactive tabular representation (X=0.6500) is not significantly different from that of
automated graphical and automated tabular representation. There were no other
significant differences.
C omparison of mean values (low priority targets covered
in threat z one)
1
0.9

0.7987

0.8

Mean

0.7
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0.63916
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0.5
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0.4
0.3
0.2
0.1
0
Simple

Complex
Type of Sce na rio

Figure 11. Comparison of mean values for low priority targets covered in threat zone.
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Comparison of mean values (low priority targets covered
in threat z one)
1
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Figure 12. Comparison of mean values for low priority targets covered in threat zone for
type of solution generation.
Fraction of targets covered:
Results indicated a significant main effect of type of scenario F (1,10) = 18.73,
(p=0.0015). Post-hoc Tukey’s tests indicated a significantly greater portion of targets
were covered in simple scenario (X=0.80819) than in a complex scenario (X=0.7593).
The results indicated a significant main effect of type of solution generation F(1,10) =
5.62, (p=0.0392). Post-hoc Tukey’s tests indicated a significantly greater portion of
targets were covered by the interactive system (X=0.82450) compared to the automated
system (X=0.7528). There was also significant interaction between all three factors F
(1,10) = 5.95, (p=0.0348) as shown in Figure 13. Post-hoc Tukey’s test indicated that in
the case of simple scenario, the portion of targets covered in interactive graphical
representation (X=0.8505) and interactive tabular representation (X=0.8477) was
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significantly different to automated graphical representation (X=0.7722) and automated
tabular representation (X=0.7622). A significant number of targets were covered in the
interactive system compared to the automated system. A significant difference was also
observed for the complex scenario where a greater portion of targets were covered in
interactive graphical representation (X=0.8458) compared to all other conditions
(X=0.7291, X=0.7225, and X=0.7400). There were no other significant differences.

Comparison of mean values (total targets covered)
1

0.8
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0.6

0.4
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Automated Graph
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Figure 13. Comparison of mean values for total targets covered.
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Fraction of targets covered in threat zone:
Results indicated a significant main effect of type of scenario F (1,10) = 11.59,
(p=0.0067). Post-hoc Tukey’s tests indicated a significantly greater portion of targets in
the threat zone were covered in simple scenario (X=0.8711) than in a complex scenario
(X=0.7718). The results indicated a significant main effect of type of solution generation
F(1,10) = 27.29, (p=0.0004). Post-hoc Tukey’s tests indicated a significantly greater
portion of targets in threat zone were covered in the interactive system (X=0.87933)
compared to automated system (X=0.7835). There was also significant interaction
between type of solution and type of representation F(1,10) = 16.99, (p=0.0021) as
shown in Figure 14 . Post-hoc Tukey’s test indicated that significantly more number of
targets in the threat zone were covered in interactive graphical representation (X=0.9183)
compared to all other conditions. Significantly more number of targets in threat zone
were covered in automated graphical representation (X=0.8246) than in automated
tabular representation (X=0.7423). Also, significantly more number of targets in threat
zone were covered in interactive tabular representation (X=0.8403) compared to
automated tabular representation (X=0.7423). There were no other significant
differences.
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Comparison of mean values (total targets covered in
threat z one)
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Figure 14. Comparison of mean values of total targets covered in threat zone.
Time Taken:
Results indicated a significant main effect of type of solution generation F(1,10) =
28.37, (p=0.0003). Post-hoc Tukey’s tests indicated a significantly greater amount of
time was taken in interactive system (X= 170.20) compared to automated (X=31.27).
There was also significant interaction between type of solution and type of representation
F(1,10) = 14.56, (p=0.0018) as shown in Figure 15. Post-hoc Tukey’s test indicated that a
significant more amount of time was spent by participants in interactive tabular
representation (X=205.9) compared to interactive graphical representation (X=134.5).
There was no significant difference in the amount of time spent by participants in
automated graphical representation (X=31.03) and automated tabular representation
(X=31.5).
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Comparison of mean values (time taken)
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Figure 15. Comparison of mean values for time taken to select a solution.
Number of times participant looked at different alternatives
On an average 4 participants chose alternative # 2 or #3 to analyze. The other 8
participants chose to analyze the default solution, alternative #1. This indicated that
participants preferred to see multiple alternatives for selecting a better solution.
5.2.8. Experiment 3 Results
As mentioned in section 6.2.7, participants’ performance was separately analyzed
via planned analysis of variance (ANOVA) for each separate dependent variable. A
mixed factor ANOVA model was used to test for significant differences where type of
scenario and type of solution generation are within-subjects and type of representation is
a between-subject. The alpha criterion was set to 0.05. Post-hoc Tukey’s tests were run to
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analyze main effects and interactions. The Statistical Analysis System (SAS) release Te
alpha criterion was set to 0.05. Post-hoc Tukey’s tests were run to analyze significant
interactions and main effects. The Statistical Analysis System (SAS) was used for this
analysis.
Fraction of high priority targets covered:
The results indicated a significant main effect of type of scenario F (1,10) =
133.91, (p=0.0001). Post-hoc Tukey’s tests indicated a significantly greater portion of
high priority target were covered in complex scenario (X= 0.9093) than in a simple
scenario (X= 0.7795). The results indicated a significant main effect of type of solution F
(1,10) = 345.29, (p=0.0001). Post-hoc Tukey’s tests indicated a significantly greater
portion of high priority targets were covered in human integrated approach (X= 0.9703)
than in automated solution generation (X= 0.6926). There was also significant
interactions between type of scenario and type of solution F (1,10) = 59.33, (p=0.0001) as
seen in Figure 16. Post-hoc Tukey’s test indicated that in both simple and complex
scenarios a significantly more number of high priority targets are covered in interactive
type of solution (X= 0.9630, X=0.9812) compared to automated solution. A significantly
more number of targets are covered in automated solution in complex scenario
(X=0.8375) compared to simple scenario (X=0.5961).
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M ean

Comparison of mean values (high priority targets covered)
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Figure 16. Comparison of mean values for high priority targets covered.
Fraction of high priority targets covered in threat zone:
The results indicated a significant main effect of type of scenario F (1,10) =
15.71, (p= 0.0027). Post-hoc Tukey’s tests indicated a significantly greater portion of
high priority target in threat zone were covered in simple scenario (X= 0.9791) than in a
complex scenario (X= 0.9265). The results indicated a significant main effect of type of
solution F(1,10) = 18.66, (p=0.0015). Post-hoc Tukey’s tests indicated a significantly
greater portion of high priority targets in threat zone were covered in human integrated
approach (X= 0.9778) compared to automated solution (X= 0.9173). There were no other
significant differences.
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Fraction of low priority targets covered:
The results indicated a significant main effect of type of scenario F (1,10) =
20.38, (p=0.0011). Post-hoc Tukey’s test indicated a significantly greater portion of low
priority targets were covered in simple scenario (X=0.8216) compared to complex
scenario (X=0.7006).
Fraction of targets covered:
Results indicated a significant main effect of type of scenario F (1,10) = 7.29,
(p=0.0223). Post-hoc Tukey’s tests indicated a significantly greater portion of targets
were covered in simple scenario (X=0.8029) than in a complex scenario (X=0.7578).
There were no other significant differences.
Fraction of targets covered in threat zone:
Results indicated a significant main effect of type of scenario F (1,10) = 8.72,
(p=0.0145). Post-hoc Tukey’s tests indicated a significantly greater portion of targets in
threat zone were covered in simple scenario (X=0.8709) than in a complex scenario
(X=0.7566). There were no other significant differences.
Time Taken:
Results indicated a significant main effect of type of solution F(1,10) = 19.45,
(p=0.0013). Post-hoc Tukey’s tests indicated a significantly greater amount of time was
taken in interactive system (X= 155) compared to automated (X=51.12).
Number of times participant looked at different alternatives
On an average 4 participants chose alternative # 2 or #3 to analyze. The other 8
participants chose to analyze the default solution, alternative #1. This indicated that
participants preferred to see multiple alternatives for selecting a better solution.
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5.3.

Summary

Table 10 summarizes the mean values of the dependent variables and the
respective independent variables. These results suggest that human operators performed
better overall (especially with respect to high priority targets) in the human interactive
approach compared to the automated solution. This trend has been observed in both the
single solution and multiple solution generation techniques. Results also indicated that
human operators were able to perform better with graphical representation technique.
Another interesting observation is that experts (have experience of more than 3 years)
performed better in the human interacted approach compared to the automated approach.
There were also no significant differences in terms of human operator’s performance on
the other dependent variables. The next section discusses the implication of the results in
detail.

79

Table 10: Results Summary.

Type of
alternative
generation

Automated
Solution
Human
Interactive
Approach
Automated
Multiple
Solution
Solution
Generation selected
Technique
Single
Solution
Generation
Technique

Novice

Mean
total
targets
covered
in
threat
zone

0.50

0.86

0.65

0.75
0.76
0.77
0.74
0.72

0.69
1.00
1.00
0.83
0.54

0.69
0.67
0.64
0.70
0.58

0.69
0.87
0.85
0.76
0.58

NA

0.86
0.89

0.85
0.85

1.00
1.00

0.61
0.64

0.85
0.91

108.12
98.05

0.98
0.96

0.61
0.79

0.73
0.85

1.00
1.00

0.71
0.89

0.82
0.93

139.86
96.22

Mean
low
priority
targets
covered

Mean
total
targets
covere
d

0.50

0.84

0.71

0.81
0.57
0.61
0.82
0.84

0.71
0.93
0.91
0.71
0.68

Tabular
Graphical

0.83
0.81

Complex Tabular
Graphical
Simple

NA

NA

NA

NA

Simple

Tabular
Graphical
Complex Tabular
Graphical
Simple

Mean
high
priority
targets
covered
in threat
zone

NA
NA

Automated
Solution
selected

Tabular
Graphical
Complex Tabular
Graphical

0.58
0.61
0.82
0.86

0.94
0.94
0.70
0.68

0.77
0.79
0.73
0.73

0.89
0.89
0.96
0.96

0.67
0.67
0.74
0.64

0.89
0.89
0.79
0.71

Experts

Simple

0.99
0.94
1.00
0.96

0.68
0.72
0.71
0.71

0.82
0.83
0.80
0.80

0.98
0.94
1.00
1.00

0.44
0.56
0.53
0.72

0.83
0.87
0.70
0.83

Tabular
Graphical
Complex Tabular
Graphical

Time
Taken

Mean
low
priority
targets
covered
in
threat
zone

Mean
high
priority
targets
covered

Independent variables
Type of
Type of Type of
solution
system
representation
generation
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NA

171.72
133.39
178.41
139.66

6.

DISCUSSION

This section analyses the results of the tasks associated with the hypotheses stated
and the implication of those results on interactive modeling, systems design.
6.1.

Research objectives discussion

This research had three main research objectives. The first research objective was
to analyze if a human operator preferred interactive modeling versus automated solution
generation and if a human operator preferred multiple solution presentation versus single
solution. To facilitate a seamless integration of the human operator input and the
computer algorithms a model-based simulation system that emulates real-time unmanned
aerial vehicle routing was developed. The second objective was to determine the quality
of solution generated by automation versus human integrated approach. The third
objective dealt with evaluating the type of representation of the alternatives. The type of
representation of alternative is measured in terms of the quality of solution generated and
time taken to select the solution. The performance measures for evaluating the solution
generated were percentage of high priority targets covered, percentage of low priority
targets covered, percentage of total targets covered, percentage of high priority targets
covered in threat zone, percentage of low priority targets covered in threat zone, and
percentage of total targets covered in threat zone.
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6.2.

Experiment 1

This section addresses the hypothesis that there is no significant difference
between the performance of the system for human integrated approach and computer
algorithms and that human operators prefer choosing from multiple solutions versus a
single solution for making a decision.
We compared the effects of interactive model-based solutions with respect to
automated solutions generated purely based on a mathematical model and algorithms.
Results indicated that a significantly higher number of high priority targets were covered
in the human integrated approach compared to the automated solution.
The automated solution showed a trend for covering a higher percentage of low
priority targets when targets were in the threat zone. While not statistically significant,
this outcome can affect the performance of the system in terms of the effective use of
resources such as munitions and fuel expended visiting the low priority targets.
Moreover, in the case of suppression of enemy air defense (SEAD) missions and search
and rescue/destroy missions, destroying a low priority target rather than a high priority
target may affect the nature of the mission and the outcome of the war. Considering these
possible cost outcomes, the difference of approximately 19% fewer higher priority targets
covered in the threat zone under automated condition may be meaningful. Based on the
ranking and results, participants considered priority as the most important factor.
Lack of statistically significant differences may be due to ceiling effects for the
dependent variable total targets covered. The percentage of total targets covered in the
specified time frame is based on the mission time. Additionally, the small subject pool
may have resulted in low statistical power. A meaningful measurement of cost for
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missing high priority targets to cover low priority targets should be created and analyzed
in future research. This study found that humans use their ability to detect subtle changes
in environments, intuitive knowledge, and apply knowledge based on past experiences to
present situations to achieve the goal or objective based on the total number of targets
covered and the total number of high priority targets covered.
Results indicated that the average number of times participants used the human
integrated approach was 2. This indicated that the participants did not use a ‘trial-anderror’ technique to come up with the solution. Instead, they used their knowledge about
the system as the input to the solution generator and came up with good solutions using
the human integrated solution approach. Since they had generated solutions multiple
times and analyzed these various solutions to select a route, it was inferred that human
operators prefer multiple alternatives versus single solution. Based on this inference a
second study was conducted to analyze how humans generated solutions multiple times
and how the performance of the vehicle routing system changed based on multiple
alternatives.
6.3.

Experiment 2

This section examines the hypotheses related to no significant difference between
the quality of alternatives generated by the computer algorithms; there is no significant
difference between the different techniques of alternative generation with respect to the
scenario complexity; and there is no significant difference between the performance of
the system for graphical representation versus tabular representation. These hypotheses
are discussed in terms of the main effects and interaction with respect to the seven
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dependent variables listed in Table 11 and with respect to the three independent variables
– type of scenario, type of solution generation, and type of representation.
Table 11: Summary of significant main effects and interactions on the dependent
variables.

Dependent Variables
High priority targets
covered
High priority targets
covered in threat zone
Low priority targets
covered

Significant Main Effects
- Type of scenario
- Type of solution
generation
- Type of scenario
- Type of solution
generation
- Type of scenario

Low priority targets
covered in threat zone

Total targets covered
Total targets covered in
threat zone
Time taken for selection of
an alternative

Significant Interactions

- Type of scenario
- Type of solution
generation
- Type of scenario
- Type of solution
generation
- Type of solution
generation

- Type of scenario, type of
solution generation, type
of representation
- Type of scenario, type of
solution generation
- Type of solution
generation, type of
representation
- Type of scenario, type of
solution generation, type
of representation
- Type of solution
generation, type of
representation
- Type of solution
generation, type of
representation

Type of scenario
Five out of seven dependent variables showed a significant main effect for the
factor, type of scenario (see Table 11). Of these five dependent variables, high priority
targets covered in threat zone, low priority targets covered, total targets covered, total
targets covered in threat zone showed a pattern of decrease in targets covered when the
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complexity of the system increased. Two of these four variables showed a significant
interaction with factors “type of solution generation” and “type of representation.” The
dependent variable, low priority targets covered, showed that in a simple scenario there
was no significant difference with respect to interactive and automated for the number of
targets covered. With increase in complexity of the scenario, clearly interactive approach
was significantly different than all the other conditions. This indicates that the human
integrated approach performs better when the complexity of the system scenario
increases.
Type of solution generation
As observed in experiment 1, the performance of the system for interactive model
was significantly better than automated system with respect to the dependent variables –
high priority targets covered, high priority targets covered in threat zone, and total targets
covered. This indicates that human apply their intuitive knowledge when modifying the
system state. One of the dependent variables (low priority targets covered in threat zone)
showed significant interaction between “type of scenario” and “type of solution
generation”. For this variable, there was a significant difference between complex
interactive system compared to all other conditions. Also, the dependent variable (low
priority targets covered) showed significant interaction between “type of scenario”, “type
of solution generation, and “type of representation”. Specifically, low priority targets
covered was not significantly different in the case of a simple scenario between
interactive model and automated model. But when the complexity of the system scenario
increased, the human integrated interactive model approach yielded better results than the
approach using just computer algorithm. This indicates that the human operators can
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modify the system state by deliberately removing some of the other targets and thereby
guiding the algorithm to generate better solutions.
Type of Representation
Data supported the hypothesis that the graphical representation of the alternatives
led to quicker evaluation time than tabular representation. These results support the body
of literature that visual interactive models make powerful decision-making aids because
the graphical representation could have better aided the human operator to make a
decision regarding the alternative than the tabular representation. Based on the
presentation method, the human operators can get a better understanding of the system
variables and the effect of the solution on the system performance. Hence, the
presentation method will affect the way in which the humans provide their input to the
interactive model. With respect to the quality of alternatives chosen in the case of
graphical versus tabular representation, results indicate that there was significant
interaction between the type of solution generated and the type of representation for the
dependent variables time taken for selection of an alternative, total targets covered in
threat zone, low priority targets covered in threat zone, and low priority targets covered
as listed in Table 11. In particular the dependent variable (total targets covered) showed
significant interaction between “type of scenario”, “type of solution generation”, and
“type of representation”. Clearly, the interactive approach was significantly different than
automated approach in the case of both simple and complex systems.
6.4.

Experiment 3

This section discusses the hypotheses related to no significant difference between
the quality of alternatives generated by the computer algorithms versus experts versus
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novice; there is no significant difference between the different techniques of solution
generation (human integrated versus computer algorithms) with respect to the scenario
complexity; and there is no significant difference between the performance of the system
for graphical representation versus tabular representation.
As shown in Table 12, five out of the seven dependent variables showed a
significant main effect for the factor- type of scenario. In four of these five dependent
variables, low priority targets covered, total targets covered, and total targets covered in
threat zone showed a pattern of decrease in targets covered when the complexity of the
system increased. In other words, there were statistically significant differences in terms
of targets covered in simple versus complex scenarios. Significantly more number of
targets were not covered with an increase in system complexity. A significant interaction
(dependent variable high priority targets covered) with factors type of scenario and type
of solution indicated that irrespective of the type of scenario (simple or complex) a
greater number of targets were covered compared to the automated solution. Also, a
significant main effect of high priority targets covered in threat zone indicated that
human interactive solution was superior to the automated solution. These results were not
surprising as humans always use their experience, skills, and training to solve problems.
No significant main or interaction effects were observed for the factor type of
representation.
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Table 12: Summary of significant main effects and interactions on the dependent
variables – experts.
Dependent Variables

Significant Main Effects

Significant
Interactions

High priority targets covered

- Type of scenario

- Type of scenario

- Type of solution generation

- Type of solution
generation

High priority targets covered in

- Type of scenario

threat zone

- Type of solution generation

Low priority targets covered

- Type of scenario

Low priority targets covered in
threat zone
Total targets covered

- Type of scenario

Total targets covered in threat

- Type of scenario

zone
Time taken for selection

- Type of solution generation

Issues related to human-centered automation
Results indicate that the problems associated with human-centered automation
such as opacity, situational awareness, and information overload were reduced by using
the current methodology. Factors such as time taken to complete the task, and total
number of targets covered were used as the dependent variables for this inference.
Qualitative data was also collected using post-experiment questionnaire
(Appendix F). The qualitative data indicated that participants rated the use of interactive

88

panel being very high. With respect to the use of the type of alternative representation,
the participants rated the graphical representation very high and the tabular representation
average. This indicates that the participants could gather more information from the
graphical representation quickly rather than the tabular representation. The quality of
information content in the case of the graphical representation was higher than in the case
of tabular representation. This improved the factors such as situational awareness and
information overload.
Novice versus Experts
There was no statistical significant difference between novices and experts in
terms of performance with respect to the two dependent variables, total targets covered
and total targets covered in threat zone. For the dependent variables high priority targets
covered and high priority targets covered in threat zone both novices’ and experts’
performance significantly increased (number of targets covered) in human integrated
approach compared to automated solution approach. The experts’ performance for the
number of high priority targets covered and high priority targets covered in threat zone in
human interactive solution was much closer to 100% compared to automated solution.
These results suggest that with the human interactive approach, not only could the system
performance increase but also it gives a chance for the human operators to look at
different “what-if” scenarios in order to maximize the system performance. The
dependent variable, time taken, indicated that on average human operators spent less than
two minutes in human interactive approach to come up with a solution that is
significantly better than the automated solution.
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Interaction effects between type of solution and type of representation in novices
indicates that novices are performing similar to experts. Analysis of the interactions
indicated that graphical representation was significantly more different than that of
tabular representation. These results support the body of literature that visual interactive
models make powerful decision-making aids. No interaction effects were found in the
case of expert human operators for the type of representation. This can be attributed to
the fact that since these human operators are experts in the field (i.e., greater than 3 years)
they were able to get an overview of the system status irrespective if the type of
representation.
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7.

SUMMARY & RESEARCH CONTRIBUTIONS
7.1.

Summary

The primary tenet of an integrated human-machine system is its use increases the
effectiveness of decision makers in situations where the computer can support and
enhance human judgment in the decision making. This study investigated the
effectiveness of a model-based approach to enable humans’ to interactively generate
alternatives in a VRP. This research contributes to the body of knowledge in interactive
modeling by focusing on effective approaches to combine human capabilities and
computer algorithms in the context of VRPs.
Traditional models (Batez et. al, 1990; Massaglia & Ostanello, 1989) do not use
human input for generation of alternatives. The model alternatives are generated purely
based on mathematical model and algorithms. Such approaches may fail when applied to
complex systems due to unforeseen events or the dynamic nature of interactions. The
proposed approach enables human operators to concurrently evaluate multiple feasible
alternatives. During this process, they gain insights on the alternatives being evaluated
and its impact on system performance. This coupling of the human to the solution
selection process could help alleviate the problems associated with human computer
interactions such as opacity, situational awareness, and human error.
Specific research questions addressed include: What is the role of optimization
methods and human reasoning in the joint problem solving process? What types of
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information and in what format do these need to be presented to the user? How can one
effectively map the mental model, with the temporal information, to the optimization
algorithm? Once effectively mapped, how would one present them?
7.2.

Research Contributions

The results of this research have both theoretical and practical implications. The
theoretical contributions are based on the exploration of a computational model that
supports the integration of human decision making with optimization tools. This research
reviewed the issues associated with human centered automation and proposed a
methodology towards coupling humans and computerized process in a systematic
manner. For human-centered automation, the fundamental and applied contributions of
this research include:
•

Framework to demonstrate the rationale of joint cognitive systems in time-critical
decision making

•

Method for the evaluation of alternatives in a cognitively effective manner
- Identify representative methods to reduce cognitive overload
- Develop the foundation for visual based methods for evaluating
alternatives



Infrastructure to support effective coupling of humans and machines at different
levels of supervisory control in real-time decision making



Simulation model that can be extended to support interactive decision making
across other applications such as search and rescue missions, supply chain
modeling, air-crew scheduling, and Air Force logistics

92

7.3.

Future Trends

With the changed nature of warfare and military operations, there is a need to
shift from traditional operations to a more dynamic response (Lin et al., 2004). Network
centric warfare enables mission planners to synthesize information efficiently and
effectively. The use of network centric operations enable dramatic increase in combat
power. Hence human input at a supervisory control level could enable the improved
performance of the system. Also as stated by Nowell and Simon, (1972, pp. 33), “given
the substantial differences among individuals and among tasks, a single theory of
problem solving does not exist.” This research can be extended to a tailored level of
interaction to support different levels of supervisory controllers. Expeditionary operations
refer to the ability to deploy units and set up logistics production processes quickly. The
operation unit needs to adapt rapidly to changes in the scenario with minimum
deployment support (Reid, 1999). Hence expert decision making may not be available at
all times for such operations. The domain knowledge of the expert decision maker could
be captured to develop a knowledge-based agent to enable novice decision makers with
decision aiding mechanism and train them adequately for expeditionary operations.
Behavior knowledge of the user can be encapsulated within the agents of the
automated system to include learning capabilities within these systems. The knowledge
acquisition process could consist of conducting an empirical study to capture the
cognitive process of the decision maker and identification of the criteria used by the
operator during dynamic planning.
As supervisory controllers of dynamic situations, humans make decisions based
on numerous factors including heuristics, biases, cognitive ability, time availability, and
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the amount of risk involved. Individual differences play an important role in how these
factors affect the decisions made. Thurman et al. (1997) propose what is called as an
“incremental automation” that allows the human operator to update the knowledge base
of the automated system. Hence, the automation tool starts initially with some of the
basic operations, but the knowledge base of the automated system builds over time when
a novel situation arises and human intervention is needed.
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APPENDIX A
Introduction Screen
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APPENDIX F
Questionnaire

SUBJECT: Last four digits of Social Security/ Student ID)

Please answer each question carefully and make any appropriate comments.
1.

Do you have experience working on military projects?
a. Yes

b. No

2.

How many years have you been with the military?

3.

Have you worked on projects related to (Please circle or mark)

4.

a.

Time-critical decision making

b.

Operations research management

c.

Mission planning and modeling

d.

Vehicle routing

e.

Other

Was the training session enough for you to understand the task?
a. Yes

5.

b. No

Was the interactive panel comfortable to use?
a. Yes

6.

b. No

How would you rate use of the interactive panel interface?
Excellent

7.

9.

2

3

4

5

Poor

How often did you use the interactive panel interface?
A lot

8.

1

1

2

3

4

5

Not at all

On what factors did you assign the vehicles to the targets? Please rank order the factors 1 high – 4 low
a.

Priority

b.

Time remaining

c.

Total targets covered

d.

Threat zones

Did the solution presentation aid you in selecting a better alternative?
a. Yes

b. No

10. How useful was the tabular/spatial representation of the interface?
Very useful

1

2

3

4

11. Do you have any additional comments?
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5

Not useful
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