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We propose a variant formulation of Hamiltonian systems by the use of variables includ-
ing redundant degrees of freedom. We show that Hamiltonian systems can be described
by extended dynamics whose master equation is the Nambu equation or its general-
ization. Partition functions associated with the extended dynamics in many degrees of
freedom systems are given. Our formulation can also be applied to Hamiltonian systems
with first class constraints.
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§ 1. Introduction
In general, we have a choice of variables describing a physical system. In most cases, we
choose a set of variables whose number is same as the total number of degrees of freedom of
the system so as to minimize the number of equations of motion. However, in some cases, it
is quite useful to formulate the system by the use of variables including redundant ones. A
system with gauge symmetry offers a typical example. To describe such a system, keeping
the gauge symmetry manifest, we should employ a formulation that includes redundant
variables. Although such a formulation is somewhat complicated, thanks to the symmetry,
we can clearly understand the important properties of the system such as conservation laws
and form of interactions, and can also calculate physical quantities in a systematic way [1, 2].
Therefore, it is interesting to explore the general features of formulations including redun-
dant degrees of freedom. Here we base this on a principle (or brief) that physics should
be independent of the choice of variables to describe it, and make an attempt to formulate
Hamiltonian systems (systems of Hamiltonian dynamics) in terms of new sets of variables
including redundant ones. What kind of dynamics describes the time evolution of the new
variables?
Our strategy and conjecture are as follows. Consider a Hamiltonian system described by a
canonical doublet (q, p). Take N(≥ 3) variables (x1, · · · , xN ) that are functions of the canon-
ical doublet, and deal with them as fundamental variables to describe the system. If they
contain redundant variables, constraints between some variables must be induced. To handle
the constraints, Dirac formalism [3, 4] provides a helpful perspective, where constraints with
Lagrange multipliers are added to the original Hamiltonian. The induced constraints play a
similar role to the Hamiltonian. As for the dynamics of N variables, Nambu mechanics [5] is
quite suggestive. In Nambu mechanics, fundamental variables form an N -plet, whose time
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evolution is generated by N − 1 Hamiltonians according to the Nambu equations. Combining
the advantages of the two theories, we conjecture that there is a formulation whose master
equation has a form of the Nambu equation or its generalization, where the Hamiltonians
consist of the original one and the induced constraints.
Nambu mechanics is a generalization of the Hamiltonian dynamics proposed by Nambu
forty years ago [5]. In his formulation, the dynamics of an N -plet is given by the Nambu
equation, which is defined by N − 1 Hamiltonians and the Nambu bracket, a generalization
of the Poisson bracket. The structure of Nambu mechanics is so elegant that many authors
have investigated its application. However, the applications have been limited to particular
systems such as constrained systems, superintegrable systems, and hydrodynamic systems,
because Nambu systems (systems of Nambu mechanics) should have multiple Hamiltonians
or conserved quantities. For example, researchers have studied how Nambu mechanics can
be embedded into constrained Hamiltonian systems [6–11] or how constrained systems can
be described in terms of Nambu mechanics [12].
In this article, we show that the structure of Nambu mechanics is, in general, hidden in
systems of Hamiltonian dynamics. That is, Hamiltonian systems can be described by Nambu
mechanics or its generalization by means of a change of variables from canonical doublets to
multiplets. Our formulation can be generalized to many degrees of freedom systems, and the
associated partition functions are given. We also apply our formulation to systems with first
class constraints. Our approach can be regarded as a complementary one to the previous
works [6–12].
The outline of this article is as follows. In the next section, we give a formulation of
Hamiltonian systems using Nambu mechanics and its generalizations. As an application,
Hamiltonian systems with first class constraints are also formulated as Nambu systems in
Sect. 3. In the last section, we give conclusions and discussions on the direction of future
work. In Appendix A, we derive the Nambu equation from the least action principle. In
Appendix B, we show that a Nambu system of an N -plet can be described by Nambu
mechanics with an N + r-plet (r ≥ 1).
§ 2. Nambu systems hidden in Hamiltonian systems
§ 2.1. Review
We begin with a brief review of Hamiltonian systems and Nambu systems [5]. A Hamiltonian
system is a classical system described by a generalized coordinate q = q(t) and its canonical
conjugate momentum p = p(t). These variables satisfy the Hamilton’s canonical equations
of motion,
dq
dt
=
∂H
∂p
,
dp
dt
= −
∂H
∂q
, (1)
where H = H(q, p) is the Hamiltonian of this system. For any functions A = A(q, p, t) and
B = B(q, p, t), the Poisson bracket is defined by means of the 2-dimensional Jacobian,
{A,B}PB ≡
∂(A,B)
∂(q, p)
=
∂A
∂q
∂B
∂p
−
∂A
∂p
∂B
∂q
. (2)
In terms of the Poisson bracket, the Hamilton’s canonical equation of motion for any function
f = f(p, q) can be written as
df
dt
= {f,H}PB . (3)
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On the other hand, a Nambu system is a classical system described by a multiplet. As
the most simple example, let us consider a Nambu system described by a triplet x = x(t),
y = y(t), and z = z(t). These variables satisfy the Nambu equations
dx
dt
=
∂(H1,H2)
∂(y, z)
,
dy
dt
=
∂(H1,H2)
∂(z, x)
,
dz
dt
=
∂(H1,H2)
∂(x, y)
, (4)
where H1(x, y, z) and H2(x, y, z) are “Hamiltonians” of this system. For any functions A =
A(x, y, z, t), B = B(x, y, z, t), and C = C(x, y, z, t), the Nambu bracket is defined by means
of the 3-dimensional Jacobian,
{A,B,C}NB ≡
∂(A,B,C)
∂(x, y, z)
. (5)
In terms of the Nambu bracket, the Nambu equation for any function f = f(x, y, z) can be
written as
df
dt
= {f,H1,H2}NB . (6)
It is straightforward to extend the above formalism to a system described by an N -plet xi
(i = 1, 2, · · · , N). These variables satisfy the Nambu equations
dxi
dt
=
N∑
i1,··· ,iN−1=1
εii1···iN−1
∂H1
∂xi1
· · ·
∂HN−1
∂xiN−1
, (7)
where Ha = Ha(x1, x2, · · · , xN ) (a = 1, · · · , N − 1) are “Hamiltonians” of this system and
εii1···iN−1 is theN -dimensional Levi–Civita symbol, the antisymmetric tensor with ε12···N = 1.
For any functions Aα = Aα(x1, x2, · · · , xN , t) (α = 1, · · · , N), the Nambu bracket is defined
by means of the N -dimensional Jacobian,
{A1, A2, · · · , AN}NB ≡
∂(A1, A2, · · · , AN )
∂(x1, x2, · · · , xN )
=
N∑
i1,i2,··· ,iN=1
εi1i2···iN
∂A1
∂xi1
∂A2
∂xi2
· · ·
∂AN
∂xiN
. (8)
In terms of the Nambu bracket, the Nambu equation for any function f = f(x1, x2, · · · , xN )
can be written as
df
dt
= {f,H1,H2, · · · ,HN−1}NB . (9)
§ 2.2. Hidden Nambu structure
Here let us describe a Hamiltonian system with a canonical doublet (q, p) by means of N
variables xi = xi(q, p) (i = 1, · · · , N).
§ 2.2.1. Formulation. First we study the case with N = 2, for completeness. We assume
that x = x1(q, p) and y = x2(q, p) satisfy {x, y}PB 6= 0. In this case, the equation for a
function f˜(x, y) = f(q, p) is written as
df˜
dt
=
∂(f,H)
∂(q, p)
=
∂(f˜ , H˜)
∂(x, y)
∂(x, y)
∂(q, p)
=
∂(f˜ , H˜)
∂(x, y)
{x, y}PB , (10)
where H˜(x, y) = H(q, p). If {x, y}PB = 1, the transformation (q, p)→ (x, y) is the canonical
transformation, and (x, y) are canonical variables.
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Next we study the case with N = 3. We assume that variables x = x1(q, p), y = x2(q, p),
and z = x3(q, p) satisfy at least two of the conditions {x, y}PB 6= 0, {y, z}PB 6= 0, and
{z, x}PB 6= 0. In this case, the equation for a function f˜(x, y, z) = f(q, p) is written as
df˜
dt
=
∂(f,H)
∂(q, p)
=
∂(f˜ , H˜)
∂(x, y)
{x, y}PB +
∂(f˜ , H˜)
∂(y, z)
{y, z}PB +
∂(f˜ , H˜)
∂(z, x)
{z, x}PB , (11)
where H˜(x, y, z) = H(q, p). Note that q, p, and H are, in general, not uniquely determined
as functions of x, y, and z.
Introducing a function G˜ = G˜(x, y, z) that satisfies the conditions
∂G˜
∂x
=
∂(y, z)
∂(q, p)
,
∂G˜
∂y
=
∂(z, x)
∂(q, p)
,
∂G˜
∂z
=
∂(x, y)
∂(q, p)
, (12)
Eq. (11) is rewritten as the Nambu equation in the form of Eq. (6),
df˜
dt
= {f˜ , H˜, G˜}NB , (13)
where we use the formula
∂(A˜, B˜, C˜)
∂(x, y, z)
=
∂(A˜, B˜)
∂(x, y)
∂C˜
∂z
+
∂(A˜, B˜)
∂(y, z)
∂C˜
∂x
+
∂(A˜, B˜)
∂(z, x)
∂C˜
∂y
. (14)
The conditions (12) are compactly expressed as
∂G˜
∂xi
=
1
2
3∑
j,k=1
εijk{xj , xk}PB or
3∑
k=1
εijk
∂G˜
∂xk
= {xi, xj}PB . (15)
In Appendix A, the Nambu equations in the form of Eq. (4) are also derived from a
Hamiltonian system with a canonical doublet (q, p) using the least action principle.
By the use of Eq. (15), it is shown that the Poisson bracket between G(q, p) = G˜(x, y, z)
and an arbitrary function u(q, p) = u˜(x, y, z) vanishes such that
{G,u}PB =
1
2
3∑
i,j=1
∂(G˜, u˜)
∂(xi, xj)
{xi, xj}PB =
1
2
3∑
i,j,k=1
εijk
∂(G˜, u˜)
∂(xi, xj)
∂G˜
∂xk
=
∂(G˜, u˜, G˜)
∂(x, y, z)
= 0 . (16)
This means that G is a constant. We can eliminate the constant by redefining G, and the
resulting G˜(x, y, z) = 0 can be regarded as a constraint , which is induced by enlarging the
phase space from (q, p) to (x, y, z).
Here we give two comments on the induced constraint G˜(x, y, z) = 0. First, in the case
in which ∂G˜/∂z 6= 0, we can solve G˜(x, y, z) = 0 for z and obtain z = z(x, y). Because the
condition ∂G˜/∂z = {x, y}PB 6= 0 also enables us to express q and p as functions of x and
y, the expression z = z(x, y) can also be obtained by inserting q = q(x, y) and p = p(x, y)
into z = z(q, p). Therefore the implicit form of the constraint G˜(x, y, z) = 0 has an equiva-
lent explicit form z = z(x, y), which clearly shows that z is a redundant variable in this
case. Second, H˜(x, y, z) is not uniquely determined as a function of x, y, and z, i.e.,
we can add a term λ˜(x, y, z)G˜(x, y, z) to H˜(x, y, z), where λ˜(x, y, z) is some function.
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If a Hamiltonian H˜(x, y, z) satisfies H˜(x, y, z) = H(q, p) and Eq. (13), another Hamilto-
nian H˜(x, y, z) + λ˜(x, y, z)G˜(x, y, z) also satisfies them. This is because the additional term
λ˜(x, y, z)G˜(x, y, z) always vanishes on the Nambu bracket.
It is straightforward to extend the above formulation to the case with general N(≥ 3). We
assume that at least N − 1 of {xi, xj}PB (i, j = 1, · · · , N) do not vanish. In this case, the
equation for any function f˜(x1, · · · , xN ) = f(q, p) is written as
df˜
dt
=
∂(f,H)
∂(q, p)
=
1
2
N∑
i,j=1
∂(f˜ , H˜)
∂(xi, xj)
{xi, xj}PB , (17)
where H˜(x1, · · · , xN ) = H(q, p).
Introducing functions G˜b = G˜b(x1, · · · , xN ) (b = 1, · · · , N − 2) that satisfy the conditions
1
(N − 2)!
N∑
i3···iN=1
εi1i2i3···iN
∂(G˜1, · · · , G˜N−2)
∂(xi3 , · · · , xiN )
= {xi1 , xi2}PB , (18)
Eq. (17) is rewritten as the Nambu equation in the form of Eq. (9),
df˜
dt
= {f˜ , H˜, G˜1, · · · , G˜N−2}NB , (19)
where we use the formula concerning Jacobians,
∂(A˜1, A˜2, · · · , A˜N )
∂(x1, x2, · · · , xN )
=
1
2(N − 2)!
N∑
i1,i2,i3,···iN=1
εi1i2i3···iN
∂(A˜1, A˜2)
∂(xi1 , xi2)
∂(A˜3, · · · , A˜N )
∂(xi3 , · · · , xiN )
. (20)
By the use of Eq. (18), it is shown that the Poisson bracket between any of N − 2 functions
Gb(q, p) = G˜b(x1, x2, · · · , xN ) and an arbitrary function u(q, p) = u˜(x1, x2, · · · , xN ) vanishes
such that
{Gb, u}PB =
1
2
N∑
i1,i2=1
∂(G˜b, u˜)
∂(xi1 , xi2)
{xi1 , xi2}PB
=
1
2(N − 2)!
N∑
i1,i2,i3,···iN=1
εi1i2i3···iN
∂(G˜b, u˜)
∂(xi1 , xi2)
∂(G˜1, · · · , G˜N−2)
∂(xi3 , · · · , xiN )
=
∂(G˜b, u˜, G˜1, · · · , G˜N−2)
∂(x1, x2, x3, · · · , xN )
= 0 . (21)
Hence Gb are constants. We can eliminate the constants by redefining Gb, and the resulting
G˜b(x1, x2, · · · , xN ) = 0 can be regarded as induced constraints, which are associated with
enlarging the phase space from (q, p) to (x1, x2, · · · , xN ).
In this way, Hamiltonian systems can be formulated as Nambu systems by the
use of N variables xi = xi(q, p) (i = 1, 2, · · · , N). The variables form an N -plet, and
the N − 1 Hamiltonians are given by the original Hamiltonian H˜(x1, x2, · · · , xN ) =
H(q, p) and induced constraints G˜b(x1, x2, · · · , xN ) = 0 (b = 1, · · · , N − 2). Note that
H˜(x1, x2, · · · , xN ) is not uniquely determined, because of the freedom to add a term∑
b λ˜b(x1, x2, · · · , xN )G˜b(x1, x2, · · · , xN ) to H˜(x1, x2, · · · , xN ). Here λ˜b(x1, x2, · · · , xN ) are
some functions.
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§ 2.2.2. Examples. Here we present two simple examples to show how induced constraints
are obtained for given multiplets.
(a) N = 3
Consider composite variables,
x =
1
4
(
q2 − p2
)
, y =
1
4
(
q2 + p2
)
, z =
1
2
qp , (22)
which satisfy the following relations:
{x, y}PB = z , {y, z}PB = x , {z, x}PB = −y . (23)
Then the conditions (Eq. (12)) become
∂G˜
∂x
= x ,
∂G˜
∂y
= −y ,
∂G˜
∂z
= z , (24)
and G˜ is obtained by
G˜ =
1
2
(
x2 − y2 + z2
)
+ C , (25)
where C is a constant. Redefining G˜ as G˜− C, we obtain the induced constraint G˜(x, y, z) =
G(q, p) = 0.
(b) N = 4
Consider variables including composite ones,
x1 = q , x2 = p , x3 = x3(q, p) , x4 = x4(q, p) , (26)
which satisfy the following relations:
{x1, x2}PB = 1 , {x1, x3}PB =
∂x3
∂p
, {x1, x4}PB =
∂x4
∂p
,
{x2, x3}PB = −
∂x3
∂q
, {x2, x4}PB = −
∂x4
∂q
,
{x3, x4}PB =
∂x3
∂q
∂x4
∂p
−
∂x3
∂p
∂x4
∂q
. (27)
Then the conditions (Eq. (18)) become
4∑
i3,i4=1
εi1i2i3i4
∂G˜1
∂xi3
∂G˜2
∂xi4
= {xi1 , xi2}PB , (28)
and G˜1 and G˜2 are given by
G˜1 = x3 − x3(x1, x2) + C1 , G˜2 = x4 − x4(x1, x2) +C2 . (29)
where C1 and C2 are constants. By redefiningG1 andG2 to eliminate the constants, we obtain
the induced constraints G˜1(x1, x2, x3, x4) = G1(q, p) = 0 and G˜2(x1, x2, x3, x4) = G2(q, p) =
0.
§ 2.3. Many degrees of freedom systems
Let us extend our formulation to Hamiltonian systems with many degrees of freedom.
Consider a Hamiltonian system described by n sets of canonical doublets (q(k), p(k)) (k=
1, 2, · · · , n). As is the case with n = 1 given in Sect. 2.2, hidden Nambu structure can also
be found in this system. Here we present the N = 3 case, i.e., the case with n sets of triplets
xi(k) = xi(k)(q(k), p(k)) (i = 1, 2, 3). Generalization to the N(≥ 3) cases is straightforward.
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§ 2.3.1. Dynamics. In this system, the Poisson bracket of A and B is defined as
{A,B}PB ≡
n∑
k=1
(
∂A
∂q(k)
∂B
∂p(k)
−
∂A
∂p(k)
∂B
∂q(k)
)
, (30)
and the Hamilton’s equation of motion for any function f = f(q(1), p(1), · · · , q(n), p(n)) can be
written as
df
dt
= {f,H}PB , (31)
where H = H(q(1), p(1), · · · , q(n), p(n)) is the Hamiltonian of the system. On the other hand,
the Nambu bracket of A˜, B˜, and C˜ is defined as
{A˜, B˜, C˜}NB ≡
n∑
k=1
∂(A˜, B˜, C˜)
∂(x(k), y(k), z(k))
, (32)
where x(k) = x1(k), y(k) = x2(k), and z(k) = x3(k). Then the Nambu equation for any function
f˜ = f˜(x(1), y(1), · · · , z(n)) can be written as
df˜
dt
= {f˜ , H˜ , G˜}NB . (33)
Here H˜ = H˜(x(1), y(1), · · · , z(n)) = H(q(1), p(1), · · · , q(n), p(n)) is the Hamiltonian and G˜ =
G˜(x(1), y(1), · · · , z(n)) =
∑
k G˜(k)(x(k), y(k), z(k)) is the sum of the induced constraints that
satisfy the conditions
∂G˜(k)
∂x(k)
=
∂(y(k), z(k))
∂(q(k), p(k))
,
∂G˜(k)
∂y(k)
=
∂(z(k), x(k))
∂(q(k), p(k))
,
∂G˜(k)
∂z(k)
=
∂(x(k), y(k))
∂(q(k), p(k))
. (34)
Note that the induced constraints are defined so as to be zero, G˜(k)(x(k), y(k), z(k)) =
G(k)(q(k), p(k)) = 0, and the Hamiltonian is not uniquely determined because of the freedom
to add a linear combination of G˜(k) to H˜.
The 3n variables xi(k) satisfy the relations
{xi1(k1), xi2(k2), xi3(k3)}NB = εi1i2i3 for k1 = k2 = k3 , (35)
{xi1(k1), xi2(k2), xi3(k3)}NB = 0 otherwise. (36)
The first type of relation (Eq. (35)) is invariant under the time evolution (Eq. (33)) irrespec-
tive of the form of H˜. To be more specific, for infinitesimal transformations xi(k) → x
′
i(k) =
xi(k) + (dxi(k)/dt)dt,
{x′(k), y
′
(k), z
′
(k)}NB = 1 (37)
hold. We can also show an important relation,
∂(x′(1), y
′
(1), z
′
(1), · · · , x
′
(n), y
′
(n), z
′
(n))
∂(x(1), y(1), z(1), · · · , x(n), y(n), z(n))
= 1 , (38)
which guarantees the Liouville theorem, the conservation law of the phase space volume
under time development. On the other hand, the second type of relation (Eq. (36)) does not
always hold, unless there is no interaction between the n subsystems, i.e., H˜ has a form such
as H˜(x(1), y(1), · · · , z(n)) =
∑
k H˜(k)(x(k), y(k), z(k)).
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§ 2.3.2. Partition functions. It is well known that the partition function ZH for a canonical
ensemble of the Hamiltonian system (q(1), p(1), · · · , q(n), p(n)) is defined as
ZH ≡
∫∫
···
∫ n∏
k=1
dq(k)dp(k)e
−βH , (39)
where β = 1/(kBT ) is the inverse temperature made up of the Boltzmann constant kB and
the temperature T . Here we study the partition function ZN for an ensemble of the Nambu
system (x(1), y(1), · · · , z(n)) hidden in the Hamiltonian system.
First let us conjecture the form of ZN on physical grounds. Since H˜ = H, ZN must contain
the “Boltzmann weight” such as e−βH˜ . The other Hamiltonian G˜ is the sum of the constraints
G˜(k)(x(k), y(k), z(k)) = G(k)(q(k), p(k)) = 0, and therefore there should be delta functions such as
δ(G˜(k)) in ZN. Furthermore, ZN must contain the volume element
∏n
k=1 dx(k)dy(k)dz(k) from
the Liouville theorem.
On the basis of the above observations, it is expected that ZN should have a form such
that
ZN ≡
∫∫
···
∫ n∏
k=1
dx(k)dy(k)dz(k)δ(G˜(k))e
−βH˜ (40)
=
∫∫
···
∫ n∏
k=1
dx(k)dy(k)dz(k)
∫
∞
−∞
dγ(k)
2π
e−βH˜−i
∑
k
γ(k)G˜(k) . (41)
We can derive ZH (Eq. (39)) from this expression for ZN. For example, let us consider
the case that ∂G˜(k)/∂z(k) 6= 0. We assume that there are Nk solutions of G˜(k) = 0, z
(ak)
(k)
(ak = 1, 2, · · · , Nk), and all of them satisfy the conditions (Eq. (34)). Then using the formula
for the delta function and the change of variables, Eq. (40) becomes
ZN =
∫∫
···
∫ n∏
k=1
dx(k)dy(k)dz(k)
Nk∑
ak=1
δ(z(k) − z
(ak)
(k) (x(k), y(k)))
∣∣∣∣∣∂G˜(k)∂z(k)
∣∣∣∣∣
−1
e−βH˜
=
∫∫
···
∫ n∏
k=1
dx(k)dy(k)dz(k)
Nk∑
ak=1
δ(z(k) − z
(ak)
(k) (x(k), y(k)))
∣∣∣∣∂(x(k), y(k))∂(q(k), p(k))
∣∣∣∣
−1
e−βH˜
= N
∫∫
···
∫ n∏
k=1
dq(k)dp(k)e
−βH = NZH , (42)
where N =
∏n
k=1Nk is a constant normalization factor. This factor is irrelevant to the
evaluation of physical quantities.
It is natural to require that ZN should agree with ZH (up to some normalization factor),
because we just describe the same physical system using different formulations. It should
be noted here that both expressions for ZN (Eq. (40) or Eq. (41)) are different from that
proposed in Ref. [5]. This comes from the fact that the Nambu mechanics considered here
is an effective one induced by the redundancy of the variables.
Finally, we just give the result for the case of general N(≥ 3). The possible form of the
partition function is given by
ZN =
∫∫
···
∫ n∏
k=1
dx1(k)dx2(k) · · · dxN(k)δ(G˜1(k))δ(G˜2(k)) · · · δ(G˜N−2(k))e
−βH˜ , (43)
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where G˜b(k) = 0 (b = 1, 2, · · · , N − 2) are induced constraints. This expression should agree
with ZH (Eq. (39)) up to some constant normalization factor.
§ 2.4. Generalized Nambu equations
We generalize our formulation to include a specific case that all multiplets share some
variables. In such a case, a generalization of the Nambu equation would be required.
Let us describe a Hamiltonian system with n sets of canonical doublets (q(k), p(k)) (k =
1, · · · , n) using 2n+m variables wℓ (ℓ = 1, · · · , 2n +m). We classify the variables wℓ into
two groups, xa (a = 1, · · · , 2n) and zs (s = 1, · · · ,m), where xa are assumed to satisfy
det{xa, xb}PB 6= 0. Note that the classification of variables is not unique.
First we study the case with m = 0 for completeness. In this case, the equation for any
function f˜(x1, · · · , x2n) = f(q(1), p(1), · · · , q(n), p(n)) can be written as
df˜
dt
=
n∑
k=1
∂(f,H)
∂(q(k), p(k))
=
1
2
n∑
k=1
2n∑
a,b=1
∂(f˜ , H˜)
∂(xa, xb)
∂(xa, xb)
∂(q(k), p(k))
=
2n∑
a,b=1
g˜ab
∂(f˜ , H˜)
∂(xa, xb)
, (44)
where H˜ = H˜(x1, · · · , x2n) = H(q(1), p(1), · · · , q(n), p(n)) and g˜ab is defined as
g˜ab(x1, · · · , x2n) = gab(q(1), p(1), · · · , q(n), p(n)) ≡
1
2
n∑
k=1
∂(xa, xb)
∂(q(k), p(k))
=
1
2
{xa, xb}PB . (45)
The g˜ab plays the role of a metric tensor, because it transforms under a change of variables
xa → x
′
a as follows:
g˜′ab(x
′
1, · · · , x
′
2n) =
2n∑
c,d=1
∂x′a
∂xc
∂x′b
∂xd
g˜cd(x1, · · · , x2n) . (46)
In the case in which g˜ab depends on xa, neither the transformation (q(1), p(1), · · · , q(n), p(n))→
(x1, · · · , x2n) nor the time evolution of xa is a canonical transformation. The latter means
that the Liouville theorem in general does not hold for the dynamics of xa. This fact reminds
us of the superiority of canonical variables.
Now let us proceed to the case with m ≥ 1. The equation for a function
f˜(w1, · · · , w2n+m) = f(q(1), p(1), · · · , q(n), p(n)) can be written as
df˜
dt
=
1
2
2n∑
a,b=1
∂(f˜ , H˜)
∂(xa, xb)
{xa, xb}PB
+
2n∑
a=1
m∑
s=1
∂(f˜ , H˜)
∂(xa, zs)
{xa, zs}PB +
1
2
m∑
s,t=1
∂(f˜ , H˜)
∂(zs, zt)
{zs, zt}PB , (47)
where H˜ = H˜(w1, · · · , w2n+m) = H(q(1), p(1), · · · , q(n), p(n)). Introducing functions G˜s (s =
1, · · · ,m) and g˜
(m)
ab that satisfy the following relations,
1
2
{xa, xb}PB = g˜
(m)
ab
∂(G˜1, · · · , G˜m)
∂(z1, · · · , zm)
, (48)
1
2
{xa, zs}PB = −
2n∑
b=1
g˜
(m)
ab
∂(G˜1, · · · , G˜s−1, G˜s, G˜s+1, · · · , G˜m)
∂(z1, · · · , zs−1, xb, zs+1, · · · , zm)
, (49)
{zs, zt}PB =
2n∑
a,b=1
g˜
(m)
ab
∂(G˜1, · · · , G˜s−1, G˜s, G˜s+1, · · · , G˜t−1, G˜t, G˜t+1, · · · , G˜m)
∂(z1, · · · , zs−1, xa, zs+1, · · · , zt−1, xb, zt+1, · · · , zm)
, (50)
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where s < t, Eq. (47) can be rewritten as
df˜
dt
=
2n∑
a,b=1
g˜
(m)
ab
∂(f˜ , H˜, G˜1, · · · , G˜m)
∂(xa, xb, z1, · · · , zm)
(51)
using a formula concerning Jacobians.
By the use of Eqs. (48)–(50), it is shown that the Poisson bracket between any of
the m functions Gs(q(1), p(1), · · · , q(n), p(n)) = G˜s(w1, · · · , w2n+m) and an arbitrary function
u(q(1), p(1), · · · , q(n), p(n)) = u˜(w1, · · · , w2n+m) vanishes such that
{Gs, u}PB =
1
2
2n∑
a,b=1
∂(G˜s, u˜)
∂(xa, xb)
{xa, xb}PB
+
2n∑
a=1
m∑
s=1
∂(G˜s, u˜)
∂(xa, zs)
{xa, zs}PB +
1
2
m∑
s,t=1
∂(G˜s, u˜)
∂(zs, zt)
{zs, zt}PB
=
2n∑
a,b=1
g˜
(m)
ab
∂(G˜s, u˜, G˜1, · · · , G˜m)
∂(xa, xb, z1, · · · , zm)
= 0 . (52)
Hence Gs(q(1), p(1), · · · , q(n), p(n)) are constants and, if necessary, we can define Gs = G˜s = 0
by shifting constants. We refer to Eq. (51) as the generalized Nambu equation. Note that
the Liouville theorem does not hold in general for the dynamics given by this equation.
This unfavorable property is a result of two factors: Eq. (51) has xa-dependent g˜
(m)
ab and
multiplets in Eq. (51) share common variables zs. The latter means that it is difficult to
define an appropriate phase space volume.
One of the non-vanishing components of g˜
(m)
ab can be set to
1
2 by redefinition of constraints
G˜s. For example, in the case in which n = 1, we can set g˜
(m)
12 =
1
2 (and g˜
(m)
21 = −
1
2) by
redefining G˜s, and Eq. (51) reduces to the Nambu equation (Eq. (19)) with N = 2 +m.
Finally, we consider the case in which the variables xa and zs are further classified
into M “irreducible” sets, {x(1)a1 , z
(1)
s1 }
⊕
{x(2)a2 , z
(2)
s2 }
⊕
· · ·
⊕
{x(M)aM , z
(M)
sM }, where a
i = 1, · · · , 2ni
(
∑M
i=1 n
i = n) and si = 1, · · · ,mi (
∑M
i=1m
i = m). Here “irreducible” means that the Poisson
bracket between any two elements that belong to different sets vanishes, i.e., {x(i)ai , x
(j)
aj}PB = 0,
{x(i)ai , z
(j)
sj }PB = 0, and {z
(i)
si , z
(j)
sj }PB = 0 for i 6= j. Note that this classification is not unique,
either. The equation of motion for any function f˜(w1, · · · , w2n+m) can be expressed in the
form of the generalized Nambu equation,
df˜
dt
=
M∑
i=1
2ni∑
ai,bi=1
g˜
(mi)
aibi
∂(f˜ , H˜, G˜(i)1 , · · · , G˜
(i)
mi)
∂(x(i)ai , x
(i)
bi , z
(i)
1 , · · · , z
(i)
mi)
. (53)
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Here G˜(i)si and g˜
(mi)
aibi should satisfy the following conditions:
1
2
{x(i)ai , x
(i)
bi }PB = g˜
(mi)
aibi
∂(G˜(i)1 , · · · , G˜
(i)
mi)
∂(z(i)1 , · · · , z
(i)
mi)
, (54)
1
2
{x(i)ai , z
(i)
si }PB = −
2ni∑
bi=1
g˜
(mi)
aibi
∂(G˜(i)1 , · · · , G˜
(i)
si−1, G˜
(i)
si , G˜
(i)
si+1, · · · , G˜
(i)
mi)
∂(z(i)1 , · · · , z
(i)
si−1, x
(i)
bi , z
(i)
si+1, · · · , z
(i)
mi)
, (55)
{z(i)si , z
(i)
ti }PB =
2ni∑
ai,bi=1
g˜
(mi)
aibi
∂(G˜(i)1 , · · · , G˜
(i)
si−1, G˜
(i)
si , G˜
(i)
si+1, · · · , G˜
(i)
ti−1, G˜
(i)
ti , G˜
(i)
ti+1, · · · , G˜
(i)
mi)
∂(z(i)1 , · · · , z
(i)
si−1, x
(i)
ai , z
(i)
si+1, · · · , z
(i)
ti−1, x
(i)
bi , z
(i)
ti+1, · · · , z
(i)
mi)
, (56)
where si < ti. We refer to the systems where the master equations are given by Eq. (51) or
Eq. (53) as generalized Nambu systems.
§ 3. Nambu systems in constrained Hamiltonian systems
§ 3.1. Subject
In the previous section, we found that a Hamiltonian system can be formulated as a Nambu
system with multiplets including composite variables of q and p. The main feature of our
formulation is the existence of induced constraints that are required just for consistency
between the variables. Together with the Hamiltonian of the original system, the induced con-
straints serve as Hamiltonians of the Nambu system. Therefore it is intriguing to study how
constrained Hamiltonian systems, systems with physical constraints, are cast into Nambu
systems in our formulation.
The relations between Nambu systems and constrained Hamiltonian systems have been
investigated by many authors [6–12]. To clarify the difference between previous works and
our approach, here we give a brief summary of the results obtained so far. In most works,
Nambu systems are treated as the original systems, and studies have been carried out to find
appropriate constrained Hamiltonian systems into which the Nambu systems can be embed-
ded [6–11]. Specifically, it has been shown that Nambu equations (Eq. (4)) are compatible
with the following equations:
pi = H1
∂H2
∂xi
, (57)
3∑
i=1
∂(H1,H2)
∂(xi, xj)
dxi
dt
= 0 . (58)
Here pi (i = 1, 2, 3) are the canonical conjugate momenta defined as pi ≡ ∂L/∂x˙i with the
Lagrangian
L = H1
3∑
i=1
∂H2
∂xi
dxi
dt
. (59)
Equation (58) can be derived as the Euler–Lagrange equation from this Lagrangian, and Eq.
(57) leads to the relations φi ≡ pi −H1∂H2/∂xi = 0, which can be regarded as constraints. In
this way, Nambu systems can be interpreted as Hamiltonian systems with specific constraints.
On the other hand, researchers have studied whether constrained systems can be described
as Nambu systems or not. Specifically, it has been shown that constrained Hamiltonian
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systems can be formulated in terms of (a generalized form of) Nambu mechanics by intro-
ducing an extra phase-space variable [12]. For a system with canonical variables (qk, pk)
(k = 1, · · · , n) and m first class constraints φl(q1, · · · , pn) = 0, the equations of motion are
given by
dqk
dt
=
∂H
∂pk
+
m∑
l=1
(
∂λl
∂pk
φl + λl
∂φl
∂pk
)
, (60)
dpk
dt
= −
∂H
∂qk
−
m∑
l=1
(
∂λl
∂qk
φl + λl
∂φl
∂qk
)
, (61)
where λl are Lagrange multipliers. Equations (60) and (61) are derived from (a generalized
form of) the Nambu equation
df
dt
=
n∑
k=1
∂(f,H1,H2)
∂(qk, pk, r)
, (62)
where f = f(q1, · · · , pn), r is an extra phase-space variable, and Hamiltonians are defined
as
H1 = H − r , H2 = r +
m∑
l=1
λlφl . (63)
The equation for r is given by
dr
dt
= −
m∑
l=1
(λl{φl,H}PB + φl{λl,H}PB) = −
m∑
l=1
λl
dφl
dt
, (64)
where the last equality holds after imposing constraints. Requiring the extra variable r to
decouple from the dynamics, i.e., dr/dt = 0, we obtain dφl/dt = 0.
Our approach differs from these previous works. Our starting point is not Nambu systems
but Hamiltonian systems with constraints, and we do not introduce extra variables but use
redundant variables.
§ 3.2. Nambu structure in constrained Hamiltonian systems
Here we demonstrate that systems with first class constraints can be formulated as Nambu
systems or generalized Nambu systems, without introducing extra degrees of freedom.
As a warm-up, we consider a system of two canonical doublets (q1, p1) and (q2, p2) with
one first class constraint φ(q1, p1, q2, p2) = 0 that is time independent: dφ/dt = {φ, h}PB = 0.
Here h = h(q1, p1, q2, p2) is the Hamiltonian of this system. The constraint φ is associated
with gauge degrees of freedom, and an auxiliary condition χ(q1, p1, q2, p2) = 0 such that
{φ, χ}PB 6= 0 should be imposed to fix the freedom.
By an appropriate canonical transformation (q1, p1, q2, p2)→ (Q1, P1, Q2, P2), we can elim-
inate one of the canonical variables. Here we show the case in which P2 is eliminated as
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follows:1
P2 = χ(q1, p1, q2, p2) = 0 . (65)
The new Hamiltonian K is given by K(Q1, P1, Q2, P2) = h(q1, p1, q2, p2), and the orig-
inal constraint φ is transformed as Φ(Q1, P1, Q2, P2) = φ(q1, p1, q2, p2). From {φ, χ}PB =
∂Φ/∂Q2 6= 0, the constraint Φ = 0 can be solved by Q2 to give Q2 = Q2(Q1, P1). Then we
obtain a constraint Ψ ≡ Q2 −Q2(Q1, P1) = 0, which is equivalent to the original constraint
φ = 0.
If we consider a system described by the variables (Q1, P1, Q2) with the constraint Ψ = 0,
it is easy to show that the equation of motion for any function f = f(Q1, P1, Q2) can be
written in the form of the Nambu equation,
df
dt
=
∂(f,H,Ψ)
∂(Q1, P1, Q2)
, (66)
where H = H(Q1, P1, Q2) = K(Q1, P1, Q2, P2 = 0) is the Hamiltonian. In fact, for f = Q1
and f = P1, Hamilton’s canonical equations of motion
dQ1
dt
=
∂H(Q1, P1, Q2(Q1, P1))
∂P1
,
dP1
dt
= −
∂H(Q1, P1, Q2(Q1, P1))
∂Q1
, (67)
are derived from Eq. (66), and for f = Ψ, we obtain time independence of the constraint,
dΨ/dt = 0. On the other hand, for f = Q2, the following equation is derived:
dQ2
dt
=
∂(H(Q1, P1, Q2),Ψ)
∂(Q1, P1)
=
∂(Q2(Q1, P1),H(Q1, P1, Q2(Q1, P1)))
∂(Q1, P1)
. (68)
Using dΨ/dt = 0 and Eq. (68), we obtain Hamilton’s equation of motion for Q2(Q1, P1),
dQ2(Q1, P1)
dt
=
∂(Q2(Q1, P1),H(Q1, P1, Q2(Q1, P1)))
∂(Q1, P1)
. (69)
By referring to the results in Sect. 2.2, let us formulate this system by means of
the composite triplet X = X(Q1, P1), Y = Y (Q1, P1), and Z = Z(Q1, P1), imposing a
constraint G˜(X,Y,Z) that is equivalent to the original constraint φ. We assume that
∂(X,Y )/∂(Q1, P1) 6= 0, i.e., Z is a redundant variable such that Z = Z(X,Y ). If the variables
satisfy the conditions
∂G˜
∂Z
=
∂(X,Y )
∂(Q1, P1)
,
∂G˜
∂X
=
∂(Y,Z)
∂(Q1, P1)
,
∂G˜
∂Y
=
∂(Z,X)
∂(Q1, P1)
, (70)
then the time evolution of any function f˜ = f˜(X,Y,Z) is given by the Nambu equation,
df˜
dt
=
∂(f˜ , H˜, G˜)
∂(X,Y,Z)
, (71)
where H˜ is equal to the original Hamiltonian, H˜(X,Y,Z) = H(Q1, P1, Q2). We can define
various types of Nambu systems depending on the choice of variables and the constraint.
1The canonical transformation generated by the generator G = λφ is the gauge transformation,
and the infinitesimal one is given by δqr = (∂G/∂pr)δξ and δpr = −(∂G/∂qr)δξ (r = 1, 2). Here
λ is an arbitrary function of the canonical variables and δξ is an infinitesimal parameter. If we
take λ = (p2 − χ)/((∂φ/∂q2)ξ) using a finite parameter ξ, p2 is transformed into P2 = χ under the
constraint φ = 0. In the same way, one of the canonical variables can be eliminated by an appropriate
canonical transformation. The variable to be eliminated depends on the physical systems.
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Here we present two simple examples. First, if we choose X = Q1, Y = P1, Z = Q2(Q1, P1),
and G˜(X,Y,Z) = Ψ(Q1, P1, Q2), Eq. (71) clearly holds from Eq. (66). Next, let us choose
Y = P1, Z = Q2(Q1, P1), and G˜(X,Y,Z) = Φ(Q1, P1, Q2). In this case, if the variable X is
given by
X =
∫
∂G˜
∂Z
dQ1 =
∫
∂Φ
∂Q2
dQ1 , (72)
then the variables satisfy the conditions (Eq. (70)), and the system is described as a Nambu
system.
It is straightforward to extend the above “warm-up” discussion to many degrees of freedom
systems. Consider a system of n sets of canonical doublets (qk, pk) (k = 1, · · · , n) with m
kinds of first class constraints φs(q1, p1, · · · , qn, pn) = 0 (s = 1, · · · ,m). The Hamiltonian of
this system is given by h(q1, p1, · · · , qn, pn). To fix the gauge degrees of freedom, m kinds of
auxiliary conditions χt(q1, p1, · · · , qn, pn) = 0 (t = 1, · · · ,m) that satisfy det{φs, χt}PB 6= 0
should be imposed.
By an appropriate canonical transformation (q1, p1, · · · , qn, pn)→ (Q1, P1, · · · , Qn, Pn), we
can eliminate some of the canonical variables. Here we show the case in which Pn−m+t are
eliminated as follows:
Pn−m+t = χt(q1, p1, · · · , qn, pn) = 0 . (73)
The new Hamiltonian is given byK = K(Q1, P1, · · · , Qn, Pn) = h(q1, p1, · · · , qn, pn), and the
original constraints φs are transformed as Φs(Q1, P1, · · · , Qn, Pn) = φs(q1, p1, · · · , qn, pn).
From det{φs, χt}PB = det(∂Φs/∂Qn−m+t) 6= 0, the constraints Φs = 0 can be solved by
Qn−m+t to give Qn−m+t = Qn−m+t(Q1, P1, · · · , Qn−m, Pn−m).
By referring to the results in Sect. 2.4, let us formulate this system by means of
composite variables Xa = Xa(Q1, P1, · · · , Qn−m, Pn−m) (a = 1, · · · , 2n − 2m) and Zs =
Zs(Q1, P1, · · · , Qn−m, Pn−m), imposing the constraints G˜s(X1, · · · ,X2n−2m, Z1, · · · , Zm)
that are equivalent to the original constraints φs. We assume that det{Xa,Xb}
′
PB 6= 0, where
the Poisson bracket is defined as
{A,B}′PB ≡
n−m∑
α=1
∂(A,B)
∂(Qα, Pα)
. (74)
This means that Zs are redundant variables such that Zs = Zs(X1, · · · ,X2n−2m).
If G˜s and g˜
(m)
ab satisfy the following relations:
1
2
{Xa,Xb}
′
PB = g˜
(m)
ab
∂(G˜1, · · · , G˜m)
∂(Z1, · · · , Zm)
, (75)
1
2
{Xa, Zs}
′
PB = −
2n−2m∑
b=1
g˜
(m)
ab
∂(G˜1, · · · , G˜s−1, G˜s, G˜s+1, · · · , G˜m)
∂(Z1, · · · , Zs−1,Xb, Zs+1, · · · , Zm)
, (76)
{Zs, Zt}
′
PB =
2n−2m∑
a,b=1
g˜
(m)
ab
∂(G˜1, · · · , G˜s−1, G˜s, G˜s+1, · · · , G˜t−1, G˜t, G˜t+1, · · · , G˜m)
∂(Z1, · · · , Zs−1,Xa, Zs+1, · · · , Zt−1,Xb, Zt+1, · · · , Zm)
,(77)
where s < t, then the time evolution of any function f˜ = f˜(X1, · · · ,X2n−2m, Z1, · · · , Zm)
can be written as
df˜
dt
=
2n−2m∑
a,b=1
g˜
(m)
ab
∂(f˜ , H˜, G˜1, · · · , G˜m)
∂(Xa,Xb, Z1, · · · , Zm)
, (78)
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where H˜ is the Hamiltonian,
H˜(X1, · · · ,X2n−2m, Z1, · · · , Zm) =
K(Q1, P1, · · · , Qn−m, Pn−m, Qn−m+1, Pn−m+1 = 0, · · · , Qn, Pn = 0) . (79)
We can define various types of Nambu systems depending on the choice of variables and the
constraint. For example, in the case in which we take Xn−m+α = Pα (α = 1, · · · , n −m),
Zs = Qn−m+s, and G˜s = Φs, if the variables Xα are functions of Qα that are given by
Xα = Xα(Qα) = 2
∫
g˜
(m)
α n−m+α
∂(G˜1, · · · , G˜m)
∂(Z1, · · · , Zm)
dQα
= 2
∫
g
(m)
α n−m+α
∂(Φ1, · · · ,Φm)
∂(Qn−m+1, · · · , Qn)
dQα , (80)
then the variables satisfy the conditions (Eqs. (75)–(77)), and the system is described as a
Nambu system.
In this way, Hamiltonian systems with first class constraints can be described as Nambu
systems where the master equations are Nambu equations or generalized ones. It is straight-
forward to formulate constrained Hamiltonian systems as Nambu systems where both the
original constraints and the induced ones serve as Hamiltonians. Such systems can be realized
by introducing many more redundant variables.
§ 3.3. Example: relativistic free particle
As an example, we consider a relativistic particle moving freely in 4-dimensional Minkowski
space. The motion is expressed by the space-time 4-vector qµ = qµ(τ) and corresponding
canonical momenta pµ = pµ(τ) (µ = 0, 1, 2, 3), where τ is the proper time. Here we use the
metric tensor ηµν = diag(1,−1,−1,−1). The system has four sets of canonical pairs (q
µ, pµ)
and one first class constraint
φ = pµpµ −m
2c2 = 0 , (81)
where m is the mass of the particle, c is the speed of light, and Einstein’s summation con-
vention is used. We impose an auxiliary condition χ = q0 − cτ = 0 to fix the gauge freedom.
Performing a canonical transformation
q0 → Q0 = χ, qi → Qi = qi ,
p0 → P0 = p0, pi → Pi = pi , (82)
where i = 1, 2, 3, we can eliminate Q0, and the system is described by three sets of canonical
pairs (Qi, Pi) with the new Hamiltonian K = −cP0. The original constraint φ is transformed
as
φ→ Φ = PµPµ −m
2c2 = 0 , (83)
which has an equivalent expression,
Ψ = P0 +
√
P
2 +m2c2 = 0 , (84)
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where P 2 =
∑
i P
2
i . Then Hamilton’s equations of motion for Q
i and Pi are given by
dQi
dt
=
∂K
∂Pi
=
cPi√
P
2 +m2c2
, (85)
dPi
dt
= −
∂K
∂Qi
= 0 . (86)
Using the results in Sect. 3.2, let us construct Nambu systems that are equivalent to this
system. The target equation is Eq. (78) with a, b = 1, · · · , 6 and m = 1. Here we present
three types of Nambu systems. In each case the Hamiltonian is given by H˜ = K.
(a) First we consider the simplest construction,
Xi = Q
i , Xi+3 = Yi = Pi , Z = P0 ,
G˜ = Ψ = Z +
√
Y
2 +m2c2 , (87)
where Y 2 =
∑
i Y
2
i . From Eq. (75) we obtain
g˜
(1)
ab =
1
2
(δa,b−3 − δa−3,b) , (88)
and Eq. (78) becomes
df˜
dt
=
3∑
i=1
∂(f˜ , H˜, G˜)
∂(Xi, Yi, Z)
. (89)
This equation reduces to Hamilton’s equations of motion (Eqs. (85)–(86)) and the energy
conservation law .
(b) Next we consider a slightly different construction,
Xi = Q
i , Xi+3 = Yi = Pi , Z = P
2
0 ,
G˜ = Φ = Z − Y 2 −m2c2 . (90)
In this case, g˜
(1)
ab has the same form as Eq. (88), because in both cases (a) and (b),
{Xi,Xi+3}
′
PB = 1 and ∂G˜/∂Z = 1 holds. Therefore the resulting equation is same as Eq.
(89).
(c) Finally we consider a case in which ∂G˜/∂Z 6= 1,
Xi = 2P0Q
i , Xi+3 = Yi = Pi , Z = P0 ,
G˜ = Φ = Z2 − Y 2 −m2c2 . (91)
From Eq. (75) each component of the factor g˜
(1)
ab is determined as follows:
g˜
(1)
ij = −
XiYj −XjYi
2Z2
,
g˜
(1)
il =
1
2
δi+3,l , g˜
(1)
li = −
1
2
δl,i+3 ,
g˜
(1)
lm = 0 , (92)
where i, j = 1, 2, 3 and l,m = 4, 5, 6. Although this is different from Eq. (88), we obtain the
same equation as Eq. (89) again. This is because ∂(f˜ , H˜ , G˜)/∂(Xi,Xj , Z) = 0 holds in this
case.
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§ 4. Conclusions and future work
We have given a variant formulation of Hamiltonian systems in terms of variables including
redundant degrees of freedom. By use of a non-canonical transformation that enlarges the
phase space from (q, p) to (x1, x2, · · · , xN ), we can reveal the Nambu mechanical structure
hidden in a Hamiltonian system. The Hamiltonians required for the Nambu mechanical
description are given by the Hamiltonian of the original system and constraints induced due
to the consistency between the variables. Our formulation can be extended to many degrees
of freedom systems and systems with first class constraints. Generalized forms of Nambu
equation (Eqs. (51) and (53)) are required in some cases. Our approach to constrained
systems is different from the preceding works [6–12], i.e., we treat Nambu mechanics as
effective mechanics, and we introduce not extra degrees of freedom but redundant degrees
of freedom.
Our formulation is not just a change of description, but gives a new insight into the sta-
tistical or quantum mechanical treatment of Hamiltonian systems. For example, the Nambu
equation (Eq. (19)) could give a basis for a novel quantization scheme for a Hamiltonian sys-
tem. In the present work, the constraints (G˜1, G˜2, · · · , G˜N ) are unphysical ones and they
all are set to zero. However, if we give them some appropriate values, Eq. (19) could
provide semi-classical equations for quantum-mechanical expectation values [13, 14]. The
non-vanishing G˜b come from quantum fluctuations, e.g., if we take x = 〈qˆ〉, y = 〈pˆ〉, and
z = 〈qˆ2〉, then G˜ = z − x2 has a non-zero value in general. The same argument holds for
statistical-mechanical expectation values. Therefore we expect that the Nambu equation
(Eq. (19)) with non-vanishing G˜b could be a master equation for the statistical or quan-
tum mechanics of Hamiltonian systems. More detailed studies will be presented in a future
publication, and they might provide important clues for handling the statistical or quantum
mechanics of Nambu systems [15–25].
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A. Derivation of the Nambu equation from the least action principle
Let us derive the Nambu equation (Eq. (19)) from a Hamiltonian system using the least
action principle. Here we show the case with N = 3, where the Nambu equations are given
in the form of Eq. (4).
Our starting point is the action integral such that
S =
∫ (
p
dq
dt
−H(q, p)
)
dt =
∫ (
p(x, y, z)
d
dt
q(x, y, z) − H˜(x, y, z)
)
dt , (A1)
where x = x(q, p), y = y(q, p), z = z(q, p), and we assume that the Hamiltonian H can be
expressed by
H(q, p) = H˜(x, y, z) . (A2)
As mentioned in Sect. 2.2, in general, q, p, and H are not uniquely determined as functions
of x, y, and z. Our goal is to obtain the equations of motion that hold independently of the
expressions of q and p.
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Let us regard x = x(t), y = y(t), and z = z(t) as independent variables, and consider their
variation x→ x+ δx, y → y + δy, and z → z + δz. Integrating by parts and ignoring the
surface terms, the variation of S can be written as
δS =
∫ (
δp
dq
dt
− δq
dp
dt
− δH˜
)
dt
=
∫ [(
∂p
∂x
δx+
∂p
∂y
δy +
∂p
∂z
δz
)
dq
dt
−
(
∂q
∂x
δx+
∂q
∂y
δy +
∂q
∂z
δz
)
dp
dt
−
(
∂H˜
∂x
δx+
∂H˜
∂y
δy +
∂H˜
∂z
δz
)]
dt
=
∫ [(
∂p
∂x
dq
dt
−
∂q
∂x
dp
dt
−
∂H˜
∂x
)
δx+
(
∂p
∂y
dq
dt
−
∂q
∂y
dp
dt
−
∂H˜
∂y
)
δy
+
(
∂p
∂z
dq
dt
−
∂q
∂z
dp
dt
−
∂H˜
∂z
)
δz
]
dt . (A3)
Imposing the least action principle δS = 0, we obtain the equations of motion
−
∂(q, p)
∂(x, y)
dy
dt
+
∂(q, p)
∂(z, x)
dz
dt
=
∂H˜
∂x
,
−
∂(q, p)
∂(y, z)
dz
dt
+
∂(q, p)
∂(x, y)
dx
dt
=
∂H˜
∂y
,
−
∂(q, p)
∂(z, x)
dx
dt
+
∂(q, p)
∂(y, z)
dy
dt
=
∂H˜
∂z
, (A4)
where we use the chain rule for the derivative of a function u˜(x, y, z),
d
dt
u˜(x, y, z) =
∂u˜
∂x
dx
dt
+
∂u˜
∂y
dy
dt
+
∂u˜
∂z
dz
dt
. (A5)
In the case in which ∂(x, y)/∂(q, p) 6= 0, q and p can be expressed by x and y, and then
the following equations are derived:
dx
dt
=
∂H˜
∂y
∂(x, y)
∂(q, p)
,
dy
dt
= −
∂H˜
∂x
∂(x, y)
∂(q, p)
, (A6)
using the relations
∂(q, p)
∂(x, y)
=
(
∂(x, y)
∂(q, p)
)
−1
,
∂(q, p)
∂(z, x)
= 0 ,
∂(q, p)
∂(y, z)
= 0 . (A7)
In the same way, for the case of ∂(y, z)/∂(q, p) 6= 0, q and p are expressed by y and z, and
then the following equations are derived:
dy
dt
=
∂H˜
∂z
∂(y, z)
∂(q, p)
,
dz
dt
= −
∂H˜
∂y
∂(y, z)
∂(q, p)
, (A8)
and for the case of ∂(z, x)/∂(q, p) 6= 0, we obtain
dz
dt
=
∂H˜
∂x
∂(z, x)
∂(q, p)
,
dx
dt
= −
∂H˜
∂z
∂(z, x)
∂(q, p)
. (A9)
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Combining Eqs. (A6), (A8), and (A9), we can write down a set of equations,
dx
dt
=
∂H˜
∂y
∂(x, y)
∂(q, p)
−
∂H˜
∂z
∂(z, x)
∂(q, p)
, (A10)
dy
dt
=
∂H˜
∂z
∂(y, z)
∂(q, p)
−
∂H˜
∂x
∂(x, y)
∂(q, p)
, (A11)
dz
dt
=
∂H˜
∂x
∂(z, x)
∂(q, p)
−
∂H˜
∂y
∂(y, z)
∂(q, p)
, (A12)
which is consistent with every expression of q and p. For example, in the case in which
q = q(x, y) and p = p(x, y) (∂(x, y)/∂(q, p) 6= 0), Eqs. (A10)–(A11) are reduced to Eq. (A6),
and Eq. (A12) is equivalent to Hamilton’s equation of motion.
Introducing a function G˜ = G˜(x, y, z) that satisfies the conditions (12), Eqs. (A10)–(A12)
are rewritten as Nambu equations in the form of Eq. (4),
dx
dt
=
∂(H˜, G˜)
∂(y, z)
,
dy
dt
=
∂(H˜, G˜)
∂(z, x)
,
dz
dt
=
∂(H˜, G˜)
∂(x, y)
. (A13)
These equations hold independently of the expression of q and p.
B. Hidden Nambu systems in Nambu systems
Let us formulate a Nambu mechanical system with an N -plet xi (i = 1, · · · , N) using N + r
variables yj = yj(x1, · · · , xN ) (j = 1, · · · , N + r), where r is a positive integer. We assume
that at least r + 1 of {yj1 , · · · , yjN}NB (j1, · · · , jN = 1, · · · , N + r) do not vanish, where
{yj1 , · · · , yjN}NB is the Nambu bracket defined by Eq. (8). Then the equation for any function
f˜(y1, · · · , yN+r) = f(x1, · · · , xN ) can be written as
df˜
dt
=
∂(f,H1, · · · ,HN−1)
∂(x1, x2, · · · , xN )
=
1
N !
N+r∑
j1,j2,··· ,jN=1
∂(f˜ , H˜1, · · · , H˜N−1)
∂(yj1 , yj2 , · · · , yjN )
{yj1 , yj2 , · · · , yjN}NB , (B1)
where H˜a(y1, · · · , yN+r) = Ha(x1, · · · , xN ) (a = 1, · · · , N − 1).
Introducing functions G˜c(y1, · · · , yN+r) = Gc(x1, · · · , xN ) (c = 1, · · · , r) that satisfy the
relation
1
r!
N+r∑
jN+1,··· ,jN+r=1
εj1j2···jNjN+1···jN+r
∂(G˜1, · · · , G˜r)
∂(yjN+1, · · · , yjN+r)
= {yj1 , yj2 , · · · , yjN}NB , (B2)
Eq. (B1) is rewritten in the form of the Nambu equation,
df˜
dt
=
∂(f˜ , H˜1, · · · , H˜N−1, G˜1, · · · , G˜r)
∂(y1, y2, · · · , yN , yN+1, · · · , yN+r)
, (B3)
where we use the formula for any functions A˜j = A˜j(y1, · · · , yN+r),
∂(A˜1, A˜2, · · · , A˜N , A˜N+1, · · · , A˜N+r)
∂(y1, y2, · · · , yN , yN+1, · · · , yN+r)
=
1
N ! r!
N+r∑
j1,j2,··· ,jN ,jN+1,··· ,jN+r=1
εj1j2···jNjN+1···jN+r
×
∂(A˜1, A˜2, · · · , A˜N )
∂(yj1 , yj2 , · · · , yjN )
∂(A˜N+1, · · · , A˜N+r)
∂(yjN+1, · · · , yjN+r)
. (B4)
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By the use of Eq. (B2), it can be shown that the Nambu bracket between Gc(x1, · · · , xN ) =
G˜c(y1, · · · , yN+r) and the arbitrary functions ua(x1, · · · , xN ) = u˜a(y1, · · · , yN+r) (a =
1, · · · , N − 1) vanishes such that
{Gc, u1, · · · , uN−1}NB =
1
N !
N+r∑
j1,j2,··· ,jN=1
∂(G˜c, u˜1, · · · , u˜N−1)
∂(yj1 , yj2 , · · · , yjN )
{yj1 , yj2 , · · · , yjN}NB
=
1
N ! r!
N+r∑
j1,j2,··· ,jN ,jN+1,··· ,jN+r=1
εj1j2···jNjN+1···jN+r
×
∂(G˜c, u˜1, · · · , u˜N−1)
∂(yj1 , yj2 , · · · , yjN )
∂(G˜1, · · · , G˜r)
∂(yjN+1, · · · , yjN+r)
=
∂(G˜c, u˜1, · · · , u˜N−1, G˜1, · · · , G˜r)
∂(y1, y2, · · · , yN , yN+1, · · · , yN+r)
= 0 . (B5)
Hence Gc are constants. We can eliminate the constants by redefining Gc, and the resulting
G˜c(y1, · · · , yN+r) = 0 can be regarded as induced constraints, which are associated with
enlarging the phase space from (x1, · · · , xN ) to (y1, · · · , yN+r).
In this way, Nambu systems with an N -plet xi (i = 1, · · · , N) can be formulated as Nambu
systems with an N + r-plet yj = yj(x1, · · · , xN ) (j = 1, · · · , N + r).
References
[1] S. Weinberg, The Quantum Theory of Fields: Volume I, Foundations, (Cambridge University Press,
Cambridge, UK, 1995).
[2] S. Weinberg, The Quantum Theory of Fields: Volume II, Modern Applications, (Cambridge University
Press, Cambridge, UK, 1996).
[3] P. A. M. Dirac, Can. J. Math. 2, 129 (1950).
[4] P. A. M. Dirac, Lectures on Quantum Mechanics, (Yeshiva University Press, New York, 1964).
[5] Y. Nambu, Phys. Rev. D7, 2405 (1973).
[6] F. Bayen and M. Flato, Phys. Rev. D11, 3049 (1975).
[7] I. Cohen, and A. J. Kalnay Int. J. Theor. Phys. 12, 61 (1975).
[8] G. J. Ruggeri, Int. J. Theor. Phys. 12, 287 (1975).
[9] N. Mukunda and C. G. Sudarshan, Phys. Rev. D13, 2846 (1976).
[10] A. J. Kalnay and R. Tascon, Int. J. Theor. Phys. 16, 635 (1977).
[11] A. J. Kalnay and R. Tascon , Phys. Rev. D17, 1552 (1978).
[12] C. C. Lassig and G. C. Joshi, Lett. Math. Phys. 41, 59 (1997).
[13] O. V. Prezhdo, Theor. Chem. Acc. 116, 206 (2006).
[14] A. Horikoshi, Mol. Simul. 38, 389 (2012).
[15] L. Takhtajan, Commun. Math. Phys. 160, 295 (1994).
[16] P. Gautheron, Lett. Math. Phys. 37, 103 (1996).
[17] R. Chatterjee and L. Takhtajan, Lett. Math. Phys. 37, 475 (1996).
[18] G. Dito, M. Flato, D. Sternheimer, and L. Takhtajan, Commun. Math. Phys. 183, 1 (1997).
[19] G. Dito and M. Flato, Lett. Math. Phys. 39. 107 (1997).
[20] J. Hoppe, Helv. Phys. Acta. 70, 302 (1997).
[21] H. Awata, M. Li, D. Minic, and T. Yoneya, J. High Energy Phys. 02, 013 (2001).
[22] D. Minic and C.-H. Tze, Phys. Lett. B536, 305 (2002).
[23] Y. Kawamura, Prog. Theor. Phys. 109, 153 (2003).
[24] T. Curtright and C. Zachos, Phys. Rev. D68, 085001 (2003).
[25] C. Zachos, Phys. Lett. B570, 82 (2003).
20/20
