In this paper we consider the directed path-width and directed tree-width of recursively defined digraphs. As an important combinatorial tool, we show how the directed path-width and the directed tree-width can be computed for the disjoint union, order composition, directed union, and series composition of two directed graphs. These results imply the equality of directed path-width and directed tree-width for all digraphs which can be defined by these four operations. This allows us to show a linear-time solution for computing the directed path-width and directed tree-width of all these digraphs. Since directed co-graphs are precisely those digraphs which can be defined by the disjoint union, order composition, and series composition our results imply the equality of directed path-width and directed tree-width for directed co-graphs and also a linear-time solution for computing the directed path-width and directed tree-width of directed co-graphs, which generalizes the known results for undirected co-graphs of Bodlaender and Möhring.
Introduction
Tree-width is a well-known graph parameter [36] . Many NP-hard graph problems admit polynomial-time solutions when restricted to graphs of bounded tree-width using the tree-decomposition [1, 3, 22, 27] . The same holds for path-width [35] since a path-decomposition can be regarded as a special case of a tree-decomposition. Computing both parameters is hard even for bipartite graphs and complements of bipartite graphs [2] , while for co-graphs it has been shown [9, 10] that the path-width equals the tree-width and how to compute this value in linear time.
During the last years, width parameters for directed graphs have received a lot of attention [16] . Among these are directed path-width and directed tree-width [25] . Since for complete bioriented digraphs the directed path-width equals the (undirected) path-width of the corresponding underlying undirected graph it follows that determining whether the directed path-width of some given digraph is at most some given value w is NP-complete. The same holds for directed treewidth. There is an XP-algorithm for directed path-width w.r.t. the standard parameter by [29] , which and implies that for each constant w, it is decidable in polynomial time whether a given digraph has directed path-width at most w. The same holds for directed tree-width by [25] . This motivates to consider the recognition problem restricted to special digraph classes.
We show useful properties of directed path-decompositions and directed tree-decompositions, such as bidirectional complete subdigraph and bidirectional complete bipartite subdigraph lemmas. These results allow us to show how the directed path-width and directed tree-width can be computed for the disjoint union, order composition, directed union, and series composition of two directed graphs. Our proofs are constructive, i.e. a directed path-decomposition and a directed tree-decomposition can be computed from a given expression. These results imply the equality of directed path-width and directed tree-width for all digraphs which can be defined by the disjoint union, order composition, directed union, and series composition. This allows us to show a linear-time solution for computing the directed path-width and directed tree-width of all these digraphs. Among these are directed co-graphs, which can be defined by disjoint union, order composition, and series composition [13] . Directed co-graphs are useful to characterize digraphs of directed NLC-width 1 and digraphs of directed clique-width 2 [19] and are useful for the reconstruction of the evolutionary history of genes or species using genomic sequence data [23, 33] . Our results imply the equality of directed path-width and directed tree-width for directed co-graphs and a linear-time solution for computing the directed path-width and directed tree-width of directed co-graphs. Since for complete bioriented digraphs the directed path-width equals the (undirected) path-width of the corresponding underlying undirected graph and the directed tree-width equals the (undirected) tree-width of the corresponding underlying undirected graph our results generalize the known results from [9, 10] .
Preliminaries
We use the notations of Bang-Jensen and Gutin [4] for graphs and digraphs.
Graphs
A graph is a pair G = (V, E), where V is a finite set of vertices and E ⊆ {{u, v} | u, v ∈ V, u = v} is a finite set of edges. A graph
If every edge of E with both end vertices in V ′ is in E ′ , we say that G ′ is an induced subgraph of digraph G and we write
Recursively defined Graphs

Operations
• The join composition of G 1 , . . . , G k , denoted by G 1 × . . . × G k , is defined by their disjoint union plus all possible edges between vertices of G i and G j for all 1 ≤ i, j ≤ k, i = j.
Co-graphs
Co-graphs have been introduced in the 1970s by a number of authors under different notations, such as hereditary Dacey graphs (HD graphs) in [39] , D * -graphs in [26] , 2-parity graphs in [11] , and complement reducible graphs (co-graphs) in [31] . Co-graphs can be characterized as the set of graphs without an induced path with four vertices [12] . From an algorithmic point of view the following recursive definition is very useful. Definition 2.1 (Co-graphs) The class of co-graphs is recursively defined as follows.
(i) Every graph on a single vertex ({v}, ∅), denoted by •, is a co-graph.
By this definition every co-graph can be represented by a tree structure, denoted as co-tree. The leaves of the co-tree represent the vertices of the graph and the inner nodes of the co-tree correspond to the operations applied on the subexpressions defined by the subtrees. For every graph G one can decide in linear time, whether G is a co-graph and in the case of a positive answer construct a co-tree for G, see [21] . Using the co-tree a lot of hard problems have been shown to be solvable in polynomial time when restricted to co-graphs. Such problems are clique, independent set, partition into independent sets (chromatic number), partition into cliques, hamiltonian cycle, isomorphism [12] .
Digraphs
A directed graph or digraph is a pair G = (V, E), where V is a finite set of vertices and E ⊆ {(u, v) | u, v ∈ V, u = v} is a finite set of ordered pairs of distinct vertices called arcs.
If every arc of E with both end vertices in V ′ is in E ′ , we say that G ′ is an induced subdigraph of digraph G and we write
and its converse digraph is defined by
• G is edgeless if for all u, v ∈ V , u = v, none of the two pairs (u, v) and (v, u) belongs to E.
• G is a tournament if for all u, v ∈ V , u = v, exactly one of the two pairs (u, v) and (v, u) belongs to E.
• G is semicomplete if for all u, v ∈ V , u = v, at least one of the two pairs (u, v) and (v, u) belongs to E.
• G is (bidirectional) complete if for all u, v ∈ V , u = v, both of the two pairs (u, v) and (v, u) belong to E.
Omitting the directions For some given digraph G = (V, E), we define its underlying undirected graph by ignoring the directions of the edges, i.e. und(
Orientations There are several ways to define a digraph G = (V, E) from an undirected graph G u = (V, E u ). If we replace every edge {u, v} ∈ E u by
• one of the arcs (u, v) and (v, u), we denote G as an orientation of G u . Every digraph G which can be obtained by an orientation of some undirected graph G u is called an oriented graph.
• one or both of the arcs (u, v) and (v, u), we denote G as a biorientation of G u . Every digraph G which can be obtained by a biorientation of some undirected graph G u is called a bioriented graph.
• both arcs (u, v) and (v, u), we denote G as a complete biorientation of G u . Since in this case G is well defined by G u we also denote it by ← → G u . Every digraph G which can be obtained by a complete biorientation of some undirected graph G u is called a complete bioriented graph.
Recursively defined Digraphs
Operations
The following operations have already been considered by Bechet et al. in [6, 25] . Let
• The series composition of G 1 , . . . , G k , denoted by G 1 ⊗ . . . ⊗ G k , is defined by their disjoint union plus all possible arcs between vertices of G i and G j for all 1 ≤ i, j ≤ k, i = j.
• The order composition of G 1 , . . . , G k , denoted by G 1 ⊘ . . . ⊘ G k , is defined by their disjoint union plus all possible arcs from vertices of G i to vertices of G j for all 1 ≤ i < j ≤ k.
• The directed union of G 1 , . . . , G k , denoted by G 1 ⊖ . . . ⊖ G k , is defined by their disjoint union plus possible arcs from vertices of G i to vertices of G j for all 1 ≤ i < j ≤ k. 
Directed co-graphs
We recall the definition of directed co-graphs from [13] .
Definition 2.2 (Directed co-graphs, [13] ) The class of directed co-graphs is recursively defined as follows.
(i) Every digraph on a single vertex ({v}, ∅), denoted by •, is a directed co-graph.
(
By the definition we conclude that for every directed co-graph G = (V, E) the underlying undirected graph und (G) is a co-graph, but not vice versa.
Similar as undirected co-graphs by the P 4 , also directed co-graphs can be characterized by excluding eight forbidden induced subdigraphs [13] .
Obviously for every directed co-graph we can define a tree structure, denoted as di-co-tree. The leaves of the di-co-tree represent the vertices of the graph and the inner nodes of the di-co-tree correspond to the operations applied on the subexpressions defined by the subtrees. For every directed co-graph one can construct a di-co-tree in linear time, see [13] . The following lemma shows that it suffices to consider binary di-co-trees. Lemma 2.3 Every di-co-tree T can be transformed into an equivalent binary di-co-tree T ′ , such that every inner vertex in T ′ has exactly two sons.
Proof Let G be a directed co-graph and T be a di-co-tree for G. Since the disjoint union ⊕, the series composition ⊗, and the order composition ⊘ is associative, i.e.
Using the di-co-tree a lot of hard problems have been shown to be solvable in polynomial time when restricted to directed co-graphs [17] . In [19] the relation of directed co-graphs to the set of graphs of directed NLC-width 1 and to the set of graphs of directed clique-width 2 is analyzed. By [23, 33] directed co-graphs are very useful for the reconstruction of the evolutionary history of genes or species using genomic sequence data.
Lemma 2.4 Let G be some digraph, then the following properties hold.
1. Digraph G is a directed co-graph if and only if digraph G is a directed co-graph.
Digraph G is a directed co-graph if and only if digraph G
c is a directed co-graph.
Extended directed co-graphs
Since the directed union generalizes the disjoint union and also the order composition we can generalize the class of directed co-graphs as follows.
Definition 2.5 (Extended directed co-graphs) The class of extended directed co-graphs is recursively defined as follows.
(i) Every digraph on a single vertex ({v}, ∅), denoted by •, is an extended directed co-graph.
Also for every extended directed co-graph we can define a tree structure, denoted as ex-di-cotree. The leaves of the ex-di-co-tree represent the vertices of the graph and the inner nodes of the ex-di-co-tree correspond to the operations applied on the subexpressions defined by the subtrees. Following Lemma 2.3 it suffices to consider binary ex-di-co-trees.
By applying the directed union which is not a disjoint union and an order composition we can obtain digraphs whose complement digraph is not an extended directed co-graph. An example for this leads the directed path on 3 vertices
Thus we only can carry over one of the two results shown in Lemma 2.4 to the class of extended directed co-graphs. Lemma 2.6 Let G be some digraph. Digraph G is an extended directed co-graph if and only if digraph G c is an extended directed co-graph.
Directed path-width
According to Barát [5] , the notation of directed path-width was introduced by Reed, Seymour, and Thomas around 1995 and relates to directed tree-width introduced by Johnson, Robertson, Seymour, and Thomas in [25] .
Definition 3.1 (directed path-width) A directed path-decomposition of a digraph G = (V, E) is a sequence (X 1 , . . . , X r ) of subsets of V , called bags, such that the following three conditions hold true.
(dpw-3) If u ∈ X i and u ∈ X j for some u ∈ V and two indices i, j with i ≤ j, then u ∈ X ℓ for all indices ℓ with i ≤ ℓ ≤ j.
The width of a directed path-decomposition
The directed path-width of G, d-pw(G) for short, is the smallest integer w such that there is a directed path-decomposition of G of width w.
The proof can be done straightforward since a for G of width k leads to a layout for ← → G of width at most k and vice versa.
Determining whether the (undirected) path-width of some given (undirected) graph is at most some given value w is NP-complete [28] even for bipartite graphs, complements of bipartite graphs [2] , chordal graphs [20] , bipartite distance hereditary graphs [30] , and planar graphs with maximum vertex degree 3 [32] . Lemma 3.3 implies that determining whether the directed pathwidth of some given digraph is at most some given value w is NP-complete even for digraphs whose underlying graphs lie in the mentioned classes. On the other hand, determining whether the (undirected) path-width of some given (undirected) graph is at most some given value w is polynomial for permutation graphs [8] , circular arc graphs [38] , and co-graphs [10] .
While undirected path-width can be solved by an FPT-algorithm [7] , the existence of such an algorithm for directed path-width is still open. The directed path-width of a digraph [29] . This leads to an XP-algorithm for directed path-width w.r.t. the standard parameter and implies that for each constant w, it is decidable in polynomial time whether a given digraph has directed path-width at most w.
In order to prove our main results we show some properties of directed path-decompositions. Similar results are known for undirected path-decompositions and are useful within several places.
Proof We show the claim by an induction on
Next suppose that i < r 1 or r 2 < i. If i < r 1 we define j ′ = r 1 and if i > r 2 we define j ′ = r 2 . We will show that
Since there are two arcs (v, w) and (w, v) in E by (dpw-2) there is some r 1 ≤ j ′′ ≤ r 2 such that v, w ∈ X j ′′ . By (dpw-3) we conclude w ∈ X j ′ . Thus
. . , i 2,r } (and both sets are disjoint). Let a ∈ A. Since (b 2 , a) ∈ E there is some i 2,ℓ ≤ i ≤ r such that a ∈ X i and since (a,
Lemma 3.7 Let X = (X 1 , . . . , X r ) be a directed path-decomposition of some digraph G = (V, E).
is a directed path-decomposition of the digraph induced by A ∪ B.
Since there is some i, 1 ≤ i ≤ r, such that A ⊆ X i we know that X = (X 1 , . . . , X r ) is also a directed path-decomposition of
For every b ∈ B the graph with vertex set {b} ∪ A is bidirectional complete subdigraph of G ′ which implies by Lemma 3.5 that there is some i, i 1 ≤ i ≤ i 2 such that A ∪ {b} ⊆ X i . Thus there is some i, i 1 ≤ i ≤ i 2 such that b ∈ X i which leads to (2.).
In order to show (3.) we observe that for the sequence
) condition (dpw-1) holds by (1.) and (2.).
By (1.) and (2.) the arcs between two vertices from A and the arcs between a vertex from A and a vertex from B satisfy (dpw-2). So let (b
Theorem 3.8 Let G = (V G , E G ) and H = (V H , E H ) be two vertex-disjoint digraphs, then the following properties hold.
Since G and H are induced subdigraphs of G ⊕ H, by Lemma 3.4 the directed path-width of both digraphs leads to a lower bound on the directed path-width for the combined graph.
2. By the same arguments as used for (1.).
3. By the same arguments as used for (1.).
In order to show d-pw(G
. . , X r ) be a directed pathdecomposition of G. Then we obtain by (X 1 ∪ V H , . . . , X r ∪ V H ) a directed path-decomposition of G ⊗ H. In the same way a directed path-decomposition of H leads to a directed path-decomposition of
For the reverse direction let X = (X 1 , . . . , X r ) be a directed path-decomposition of G ⊗ H.
By Lemma 3.6 we know that there is some i,
We assume that V G ⊆ X i . We apply Lemma 3.7 using G ⊗ H as digraph, A = V G and B = V H in order to obtain a directed path-decomposition
Thus the width of directed path-decomposition (X 1 , . . . , X r ) is at least d-pw(H) + |V G |.
If we assume that V H ⊆ X i it follows that the width of directed path-decomposition (X 1 , . . . , X r ) is at least d-pw(G) + |V H |.
Lemma 3.9 Let G and H be two directed co-graphs, then pw(und (G ⊘ H)) > d-pw(G ⊘ H).
Proof Let G and H be two directed co-graphs.
pw(und(G ⊘ H)) = pw(und(G) × und(H))
= min{pw(und(G)) + |V H |, pw(und (H)) + |V G |} (by [10] ) 
Directed tree-width
An acyclic digraph (DAG for short) is a digraph without any cycles as subdigraph. An out-tree is a digraph with a distinguished root such that all arcs are directed away from the root. For two vertices u, v of an out-tree T the notation u ≤ v means that there is a directed path on ≥ 0 arcs from u to v and u < v means that there is a directed path on ≥ 1 arcs from u to v. Let G = (V, E) be some digraph and Z ⊆ V . A vertex set S ⊆ V is Z-normal, if there is no directed walk in G − Z with first and last vertices in S that uses a vertex of G − (Z ∪ S). That is, a set S ⊆ V is Z-normal, if every directed walk which leaves and again enters S must contain only vertices from Z ∪ S. Or, a set S ⊆ V is Z-normal, if every directed walk which leaves and again enters S must contain a vertex from Z. Definition 4.1 (directed tree-width, [25] ) A (arboreal) tree-decomposition of a digraph G = (V G , E G ) is a triple (T, X , W). Here T = (V T , E T ) is an out-tree, X = {X e | e ∈ E T } and W = {W r | r ∈ V T } are sets of subsets of V G , such that the following two conditions hold true.
(dtw-1) W = {W r | r ∈ V T } is a partition of V G into nonempty subsets.
The width of a (arboreal) tree-decomposition (T, X , W) is
Here e ∼ r means that r is one of the two vertices of arc e. The directed tree-width of G, d-tw(G) for short, is the smallest integer k such that there is a (arboreal) tree-decomposition (T, X , W) of G of width k.
Remark 4.2 (Z-normality)
Please note that our definition of Z-normality slightly differs from the following definition in [25] where S and Z are disjoint. A vertex set S ⊆ V −Z is Z-normal, if there is no directed walk in G− Z with first and last vertices in S that uses a vertex of G− (Z ∪S). That is, a set S ⊆ V − Z is Z-normal, if every directed walk in G − Z which leaves and again enters S must contain only vertices from Z ∪ S. Or, a set S ⊆ V − Z is Z-normal, if every directed walk which leaves and again enters S must contain a vertex from Z, see [4] .
Every set S ⊆ V − Z which is is Z-normal w.r.t. the definition in [25] is also Z-normal w.r.t. our definition. Further a set S ⊆ V which is Z-normal w.r.t. our definition, is also Z − Snormal w.r.t. the definition in [25] . Thus the directed tree-width of a digraph is equal for both definitions of Z-normality. 
Lemma 4.4 ([25]) Let G be some complete bioriented digraph, then d-tw(G) = tw(und(G)).
Determining whether the (undirected) tree-width of some given (undirected) graph is at most some given value w is NP-complete even for bipartite graphs and complements of bipartite graphs [2] . Lemma 4.4 implies that determining whether the directed tree-width of some given digraph is at most some given value w is NP-complete even for digraphs whose underlying graphs lie in the mentioned classes.
The results of [25] lead to an XP-algorithm for directed tree-width w.r.t. the standard parameter which implies that for each constant w, it is decidable in polynomial time whether a given digraph has directed tree-width at most w.
In order to show our main results we show some properties of directed tree-decompositions. 
, where r T is the root of T , be a directed tree-decomposition of some digraph G = (V, E) and
Proof First we show the existence of a vertex s in
If there is a leaf ℓ in T , such that W ℓ ∩ V ′ = ∅, we can choose s = ℓ. Otherwise we look for vertex s among the predecessors of the leaves in T , and so on. Since V ′ ⊆ V = ∪ r∈VT W r we will find a vertex s with the stated properties. Next we show that W s leads to a set which shows the statement of the lemma. If s is the root of T , then
Lemma 4.7 Let G = (V, E) be some digraph, (T, X , W), T = (V T , E T ), where r T is the root of T , be a directed tree-decomposition of G. Further let A, B ⊆ V , A∩B = ∅, and
Proof Similar as in the proof of Lemma 4.6 we can find a vertex s in V T , such that W s ∩(A∪B) = ∅ but for every vertex s ′ such that s < s ′ holds W s ′ ∩ (A ∪ B) = ∅. If s is the root of T , then W s ′ ∩(A∪B) = ∅ for none of its successors s ′ in T , i.e. W s ′ ∩(A∪B) = ∅ for all of its successors s ′ in T , which implies by (dtw-1) that A ∪ B ⊆ W s . Otherwise let r be the predecessor of s in T . If A ∪ B ⊆ W s the statement is true. Otherwise we know that there is some a ∈ A such that a ∈ W s and B ⊆ W s or some b ∈ B such that b ∈ W s and A ⊆ W s . We assume that there is some a ∈ A such that a ∈ W s and B ⊆ W s . Let b ∈ B − W s and a ∈ A ∩ W s . Then (a, b) ∈ E and (b, a) ∈ E implies that b ∈ X (r,s) by (dtw-2). Thus we have shown B ⊆ W s ∪ X (r,s) .
If we assume that there some b ∈ B such that b ∈ W s , we conclude A ⊆ W s ∪ X (r,s) .
Lemma 4.8 Let G be a digraph of directed tree-width at most k. Then there is a directed treedecomposition (T, X , W), T = (V T , E T ), of width at most k for G such that |W r | = 1 for every r ∈ V T .
Proof Let G = (V, E) be a digraph and (T, X , W), T = (V T , E T ), be a directed treedecomposition of G. Let r ∈ V T such that W r = {v 1 , . . . , v k } for some k > 1. Further let p be the predecessor of r in T and s 1 , . . . , s ℓ be the successors of r in T . Let (T ′ , X ′ , W ′ ) be defined by the following modifications of (T, X , W): We replace vertex r in T by the directed path P (r) = ({r 1 , . . . , r k }, {(r 1 , r 2 ), . . . , (r k−1 , r k )}) and replace arc (p, r) by (p, r 1 ) and the ℓ arcs (r, s j ), 1 ≤ j ≤ ℓ, by the ℓ arcs (r k , s j ), 1 ≤ j ≤ ℓ in T ′ . We define the sets
By our definition W ′ leads to a partition of V into nonempty subsets. Further for every new arc (r i−1 , r i ), 1 < i ≤ k, the set {W
is at most the width of (T, X , W) since for every r j , 1 ≤ j ≤ k, the following holds:
If we perform this transformation for every r ∈ V T such that |W r | > 1, we obtain a directed tree-decomposition of G which fulfills the properties of the lemma.
Lemma 4.9 Let G = (V, E) be a digraph of directed tree-width at most k, such that
, of width at most k for G such that for every e ∈ E T holds V 1 ⊆ X e or for every e ∈ E T holds V 2 ⊆ X e .
Proof Let G = (V, E) be a digraph of directed tree-width at most k and (T, X , W), T = (V T , E T ), be a directed tree-decomposition of width at most k for G. By Lemma 4.8 we can assume that holds: |W r | = 1 for every r ∈ V T .
We show the claim by traversing T in a bottom-up order. Let t ′ be a leaf of T , t be the predecessor of t ′ in T and W t ′ = {v} for some v ∈ V 1 . Then the following holds:
′ is a non-leaf of T and there is a successor t
. Then the width of (T, X , W) is |V 1 | + |V 2 | − 1 which allows us to insert V 1 into every set X e as well as V 2 into every set X e .
Otherwise let t ′ be a non-leaf of T and V 2 ⊆ X (t ′ ,t ′′ ) for every successor t ′′ of t ′ . Let t be the predecessor of t ′ and s be the predecessor of t in T . We distinguish the following two cases.
• Let V 1 ⊆ ∪ t ′ ≤t Wt. We replace X (t,t ′ ) by X (t,t ′ ) ∪ V 2 in order to meet our claim for edge (t, t ′ ).
We have to show that this does not increase the width of the obtained directed treedecomposition at vertex t ′ and at vertex t.
The value of |W t ′ ∪ e∼t ′ X e | does not change, since V 2 ⊆ X (t ′ ,t ′′ ) by induction hypothesis and (t ′ , t ′′ ) ∼ t ′ .
Since V 1 ⊆ ∪ t≤t Wt by (dtw-2) we can assume that V 1 ∩ X (s,t) = ∅. Since all W r have size one we know that |W t ∪ e∼t X e | ≤ |W t ′ ∪ e∼t ′ X e |.
• Let V 1 ⊆ ∪ t ′ ≤t Wt. We distinguish the following two cases.
That is, all vertices of G which are not of one of the sets Wt for all successorst of t ′ are in set X (t,t ′ ) . We define X (t,t ′ ) = (V − ∪ t ′ ≤t Wt) ∪ V 2 in order to meet our claim for edge (t, t ′ ).
We have to show that this does not increase the width of the obtained directed treedecomposition at vertex t ′ and and vertex t.
The value of |W t ′ ∪ e∼t ′ X e | does not change, since V 2 ⊆ X (t ′ ,t ′′ ) by induction hypothesis and (t ′ , t ′′ ) ∼ t ′ and by (1) .
Further (1) implies that X (s,t) ⊆ X (t,t ′ ) and thus
Thus if T has a leaf t ′ such that W t ′ = {v} for some v ∈ V 1 we obtain a directed treedecomposition (T, X , W), T = (V T , E T ), such that V 2 ⊆ X e for every e ∈ E T . And if T has a leaf t ′ such that W t ′ = {v} for some v ∈ V 2 we obtain a directed tree-decomposition (T, X , W), T = (V T , E T ), such that V 1 ⊆ X e for every e ∈ E T . Theorem 4.10 Let G = (V G , E G ) and H = (V H , E H ) be two vertex-disjoint digraphs, then the following properties hold.
The width of (T
• Let s be a vertex in
In order to bound this value we observe that for W t ∩ V H = ∅ the following is true:
That is, X (s,t) consists of all vertices from V G and all vertices which are not of one of the sets Wt for all successorst of t. Applying this argument to X (t,t ′ ) we only can have v as an additional vertex. But since v ∈ V G we know that v ∈ X (s,t) by our assumption. This implies
which allows the following estimations:
Thus the width of (T If we assume that V H ⊆ X e for every e ∈ E T it follows that d-tw
The proof of Theorem 4.10 even shows that for any directed co-graph there is a treedecomposition (T, X , W) of minimal width such that T is a path.
Similar to the path-width results, we conclude the following results.
Lemma 4.11 Let G and H be two directed co-graphs, then tw(und 5 Directed tree-width and directed path-width of special digraphs
For general digraphs the directed tree-width is at most the directed path-width are by the following Lemma.
. . , Y r ) be a directed path-decomposition of some digraph G. We obtain a directed tree-decomposition of G by (T, X , W), where
There are several examples where the equality does not hold.
Example 5.2 Every complete biorientation of a rooted tree has directed tree-width 1 and a directed path-width depending on its height. The path-width of perfect 2-ary trees of hight h is ⌈h/2⌉ (cf. [37] ) and for k ≥ 3 the path-width of perfect k-ary trees of hight h is exactly h by Corollary 3.1 of [15] .
Directed Co-graphs
Proof Let G = (V, E) be some directed co-graph. We show the result by induction on the number of vertices |V |. 
For the other two operations a similar relation holds.
By Figure 1 : Computing the directed path-width of G for every vertex of a di-co-tree T G .
For general digraphs d-pw(G) leads to a lower bound for pw(und (G)) and d-tw(G) leads to a lower bound for tw(und(G)), see [5, 25] . For directed co-graphs we obtain a closer relation as follows.
Corollary 5.5 Let G be a directed co-graph and ← → ω (G) be the size of a largest bioriented clique of G. It then holds that
All values are equal if and only if G is a complete bioriented digraph.
Proof The equality pw(und (G)) − 1 = tw(und(G)) − 1 = ω(und(G)) has been shown in [9, 10] . 
Extended Directed Co-graphs
Theorem 5.3 can be generalized to extended directed co-graphs.
Theorem 5.6 For every extended directed co-graph G, it holds that d-pw(G) = d-tw(G).
The algorithm shown in Fig. 1 can be adapted to show the following result.
Theorem 5.7 For every extended directed co-graph G = (V, E) which is given by a binary ex-dico-tree the directed path-width and directed tree-width can be computed in time O(|V |).
In order to process the strong components of a digraph we recall the following definition. The acyclic condensation of a digraph G, AC(G) for short, is the digraph whose vertices are the strongly connected components V 1 , . . . , V c of G and there is an edge from V i to V j if there is an edge (v i , v j ) in G such that v i ∈ V i and v j ∈ V j . Obviously for every digraph G the digraph AC(G) is always acyclic.
Lemma 5.8 Every digraph G can be represented by the directed union of its strong components.
Proof Let G be a digraph, AC(G) be the acyclic condensation of G, and v 1 , . . . , v c be a topological ordering of AC(G), i.e. for every edge (v i , v j ) in AC(G) it holds i < j. Further let V 1 , . . . , V c be the vertex sets of its strong components ordered by the topological ordering. Then G can be obtained by
Theorem 5.9 Let G be a digraph, then it holds:
1. The directed tree-width of G is the maximum tree-width of its strong components.
2. The directed path-width of G is the maximum path-width of its strong components.
Proof Follows by Lemma 5.8 and Theorem 3.8 and Theorem 4.10.
The directed path-width result of Theorem 5.9 was also shown in [40] using the directed vertex separation number, which is equal to the directed path-width.
Conclusion and Outlook
In this paper we could generalize the equivalence of path-width and tree-width of co-graphs which is known from [9, 10] to directed graphs. The shown equality also holds for more general directed tree-width definitions such as allowing empty sets W r in [24] . This is not possible for the directed tree-width approach suggested by Reed in [34] , which uses sets W r of size one only for the leaves of T of a directed tree-decomposition (T, X , W). To obtain a counter-example let S 1,n = (V, E) be a star graph on 1 + n vertices, i.e. V = {v 0 , v 1 , . . . , v n } and E = {{v 0 , v i } | 1 ≤ i ≤ n}. Further let G n be the complete biorientation of S 1,n , which is a directed co-graph. Then tw(S 1,n ) = 1 and by Theorem 5.3 and Theorem 4.3 we know d-pw(G n ) = d-tw(G n ) ≤ 1. Using the approach of [34] in any possible tree-decomposition (T, X , W) for G n there is a leaf u of T such that W u = {v 0 }. Further there is some u ′ ∈ V T , such that (u ′ , u) ∈ E T . By normality for edge (u ′ , u) it holds X (u ′ ,u) = {v 1 , . . . , v n } which implies that using the approach of [34] the directed tree-width of G is at least n.
The approach given in [14, Chapter 6] using strong components within (dtw-2) should be considered in future work. Further research directions should extend the shown results to larger classes as well as consider related width parameters.
The class of directed co-graphs was studied very well in [13] . For the class of extended directed co-graphs it remains to show how to compute an ex-di-co-tree in order to apply Theorem 5.7.
