Partitions of a set satisfying certain set of conditions  by Mansour, Toufik & Mbarieky, Nohad
Discrete Mathematics 309 (2009) 4481–4488
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Partitions of a set satisfying certain set of conditions
Toufik Mansour ∗, Nohad Mbarieky
Department of Mathematics, University of Haifa, 31905 Haifa, Israel
a r t i c l e i n f o
Article history:
Received 5 February 2008
Received in revised form 22 January 2009
Accepted 5 February 2009
Available online 28 February 2009
Keywords:
Partitions of a set
Dyck paths
Catalan numbers
a b s t r a c t
In this paper we present a new combinatorial class enumerated by Catalan numbers. More
precisely, we establish a bijection between the set of partitions pi1pi2 · · ·pin of [n] such
that pii+1 − pii ≤ 1 for all i =, 1, 2 . . . , n − 1, and the set of Dyck paths of semilength
n. Moreover, we find an explicit formula for the generating function for the number of
partitions pi1pi2 · · ·pin of [n] such that either pii+` − pii ≤ 1 for all i = 1, 2, . . . , n − `,
or pii+1 − pii ≤ m for all i = 1, 2, . . . , n− 1.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A partitionΠ of the set [n] = {1, 2, . . . , n} is a collection B1, B2, . . . , Bk of nonempty disjoint subsets of [n]whose union
is [n]. The elements of a partition are called blocks. We assume that B1, B2, . . . , Bk are listed in the increasing order of their
minimum elements, that is min B1 < min B2 < · · · < min Bk. Any partition Π can be written in the canonical sequential
form pi = pi1pi2 · · ·pin, where i ∈ Bpii (see, e.g. [4]). From now on, we identify each partition with its canonical sequential
form. For example, ifΠ = {1, 5}, {2, 4, 7}, {3}, {6} is a partition of [7], then its canonical sequential form is pi = 1232142,
and in such a case we writeΠ = pi .
In [4,5], Klazar proved that the number of noncrossing partitions of [n] (a partition pi is called noncrossing partition if
there is no i1 < i2 < i3 < i4 such that pii1 = pii3 < pii2 = pii4 ), and the number of nonnesting partitions of [n] (a partition pi
is called nonnesting partition if there is no i1 < i2 < i3 < i4 such that pii1 = pii4 < pii2 = pii3 ) are given by the nth Catalan
number Cn = 1n+1
(
2n
n
)
. These results have been extended in several recent directions. For instance, Chen et al. [1,2] studied
m-regular noncrossing, k-noncrossing and k-nonnesting partitions. Recall that a partition pi is calledm-regular if |i− j| ≥ m
for any pii = pij. For other generalizations see [8,6].
A Dyck path of semilength n is a lattice path from (0, 0) to (2n, 0) in the plane integer lattice Z2 consisting of up steps
U = (1, 1) and down steps D = (1,−1), which never passes below the x-axis, see Fig. 1. An up step followed by down
step, UD, is called a peak. A return is a down step that returns the path to ground level. We denote the set of Dyck paths of
semilength n byDn.
Let P `n be the set of all partitions pi = pi1pi2 · · ·pin of [n] that satisfies
pii+` − pii ≤ 1, for all i = 1, 2, . . . , n− `,
and let P ` = ∪n≥0 P `n (including the empty partition). In this paper we establish a bijection between the set of partitions
inP 1n and the set of Dyck paths of semilength n, see Section 2. As a consequence of the bijection we find that the number of
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Fig. 1. A Dyck path UUDUUDDDUD.
Fig. 2. A Dyck path ρ(pi) = UUDDUUUDDDUDUUDUUDUUDDDD.
partitions in P `n , ` ≥ 1, is given by∑
σ=σ1σ2···σ`
∏`
j=1
σj + 1
σj + 1+ b n−j` c
(
2b n−j
`
c + σj
b n−j
`
c
)
, (1.1)
whereσ = σ1σ2 · · · σ` is any partition of [`], see Section 3. For instance, if ` = 1 then (1.1) gives that the number of partitions
inP 1n is given by Cn, the nth Catalan number, which implies a new combinatorial class enumerated by Catalan numbers and
a third class of partitions of [n] that is enumerated by Catalan numbers (for the first two classes, see [4,5]). Another example,
Eq. (1.1) for ` = 2 gives that the number of partitions in P 2n is given by Cb n+12 cCb n+22 c. At the end, in Section 4, we generalize
our study to find an explicit formula for the generating function for the number of partitions pi = pi1pi2 · · ·pin of [n]with k
blocks such that pii+1 − pii ≤ m for all i = 1, 2, . . . , n− 1.
2. Partitions inP 1n and Dyck paths
In this section, we establish a bijection between the set of partitions in P 1n and the set of Dyck paths of semilength n.
Let us define amap ρ whichmaps the set of partitions inP 1n to the set of Dyck paths of semilength n. Letpi = pi1pi2 · · ·pin
be any partition in P 1n and define pi0 = 0. We read the partition pi from left to right and successively generate the Dyck
path. When pii, i ≥ 1, is read, then in the Dyck path we adjoin exactly one up step if pii > pii−1, otherwise in the Dyck path
we adjoin exactly pii−1−pii+ 1 down steps followed by exactly one up step. At the end, in the Dyck path we adjoin as many
down steps as necessary to return to the x-axis. For example, let pi = 121231122334 be a partition inP 112. The first letter to
be read is pi1 = 1, therefore the path starts with one up step U . Next pi2 = 2 is read, therefore the path continues with one
up step U . Next pi3 = 1 is read, then the path continues with two down steps D followed by one up step U . The complete
path ρ(pi) = UUDDUUUDDDUDUUDUUDUUDDDD is shown in Fig. 2.
In fact, the map ρ can be formulated as follows. If pi = pi1pi2 · · ·pin ∈ P 1n , then pi can be decomposed as
pi = b1(b1 + 1) · · · (a1 − 1)a1b2(b2 + 1) · · · (a2 − 1)a2 · · · bp(bp + 1) · · · (ap − 1)ap, (2.1)
where ak ≥ bk+1 ≥ 1 for all k = 1, 2, . . . p and b1 = bp+1 = 1. In this context p is called the number of increasing subwords
of pi and we write NIS(pi) = p. Therefore, the map ρ is given by
ρ(pi) = Ua1+1−b1Da1+1−b2Ua2+1−b2 · · ·Dap−1+1−bpUap+1−bpDap+1−bp+1 , (2.2)
where U j (respectively, Dj) corresponds to j-times up steps (respectively, down steps). For instance, if pi = 121231122334,
then the decomposition of pi is
12 123 1 12 23 34
with NIS(pi) = 6, see Fig. 2.
Theorem 2.1. The map ρ is a bijection between the set of partitions in P 1n and the set of Dyck paths of semilength n. Moreover,
the number of partitions in P 1n is given by Cn, the nth Catalan number.
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Fig. 3. First return decomposition of a nonempty Dyck path.
Proof. It is well known that the number of Dyck paths of semilength n is given by Cn, see Stanley [9, Page 219 and
Exercise 6.19]. Now let us show that ρ is a bijection.
Let pi be any partition in P 1n as described in (2.1), and let ρ(pi) be the path in (2.2). Thus,
• ∑sk=1(ak + 1− bk) ≥∑sk=1(ak + 1− bk+1), for all s = 0, 1, . . . , p.
• ∑pk=1(ak + 1− bk) =∑pk=1(ak + 1− bk+1) = n (since b1 = bp+1 = 1).
Hence,ρ(pi) is a Dyck path of semilength n. The inverse ofρ can be defined uniquely from (2.1) and (2.2),which completes
the proof. 
Note that, our map ρ can be defined as follows: Let ρ() = ∅ (where  is the empty partition and ∅ is the Dyck path of
semilength 0), and for every nonempty partition pi ∈ P 1 we can state that
• ρ(pi) = Uρ(pi ′)D, where pi contains exactly one occurrence of the letter 1 and pi ′ consists of the letters of pi which start
from its second letter, reduced by one unit, see (2.2).
• ρ(pi) = Uρ(pi ′)Dρ(pi ′′), where pi contains at least two occurrences of the letter 1 and pi ′ (respectively, pi ′′) consists of
the letters of pi which lie between its first two 1’s, reduced by one unit (respectively, starting from its second 1), see (2.2).
Hence, ρ can be defined recursively by
ρ() = ∅ and ρ(θ) = Uρ(θ ′)Dρ(θ ′′), (2.3)
where θ ′ (respectively, θ ′′) consists of the letters of θ which lie between its first two 1’s, reduced by one unit (respectively,
starting from its second 1). Of course θ ′ and θ ′′ may be empty. This shows that the map ρ is a bijection between the set of
partitions in P 1 and the set of Dyck pathsD = ∪n≥0Dn. The map ρ preserves the length (i.e., it sends partitions of length
n to Dyck paths of semilength n). Using Eq. (2.3) together with Theorem 2.1, we can state the following result.
Corollary 2.2. Let pi be any partition in P 1n and let P = ρ(pi) be the corresponding Dyck path. Then
• NIS(pi) = # peaks in the Dyck path P.
• # occurrences of the letter 1 in pi = # returns in the Dyck path P.
• # blocks in the partition pi = the height of the Dyck path P.
In the following we will study the statistics of Corollary 2.2 through their analogous statistics of Dyck paths. It is well
known that the generating function G(x, a, b) of the number Dyck paths of semilength n according to the statistics number
of peaks (counted by a) and number of returns (counted by b) is given by
G(x, a, b) = 1
1− xab(1+ N(x, a)) ,
where N(x, a) is the generating function for the Narayana numbers according to [3]. Thus, by Corollary 2.2, this generating
function also counts the number of partitions P 1 according to the statistics NIS and number occurrences of the letter 1. In
what follows we restrict ourselves to partitions with bounded number of blocks, or equivalently Dyck paths with bounded
height.
LetGm(x, a, b)be the generating function of thenumber of theDyckpaths of semilengthnwithheight atmostm according
to the statistics number of peaks and number of returns, that is,
Gm(x, a, b) =
∑
n≥0
xn
∑
P∈Dn,m
a#peaks in Pb#returns in P,
where Dn,m consists of the elements of Dn with height at most m. A recurrence relation for the generating function
Gm(x, a, b) is obtained from the ‘‘first return decomposition’’ of a Dyck path P: P = UP ′DP ′′, where P ′, P ′′ are Dyck paths.
Thus, the two possibilities of P ′ being either empty or nonempty Dyck path, see Fig. 3, contribute
xabGm(x, a, b) and xb(Gm−1(x, a, 1)− 1)Gm(x, a, b).
Hence, we have the following recurrence
Gm(x, a, b) = 1+ xabGm(x, a, b)+ xb(Gm−1(x, a, 1)− 1)Gm(x, a, b),
G1(x, a, b) = 11− axb .
(2.4)
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The above recurrence relation for b = 1 gives that
Gm(x, a, 1) = 11+ x(1− a)− xGm−1(x, a, 1) .
Using the fact that the Chebyshev polynomials of the second kind satisfy Uk(t) = 2tUk−1(t) − Uk−2(t) with the initial
conditions U0(t) = 1 and U1(t) = 2t , and induction onmwe obtain that
Gm(x, a, 1) =
1−ax√
x Um−2
(
1+x(1−a)
2
√
x
)
− Um−3
(
1+x(1−a)
2
√
x
)
√
x
[
1−ax√
x Um−1
(
1+x(1−a)
2
√
x
)
− Um−2
(
1+x(1−a)
2
√
x
)] . (2.5)
Corollary 2.3. Fix m ≥ 1. Then the generating function for the number of partitions inP 1n with at most m blocks according to the
statistics NIS and the number of occurrences of the letter 1 is given by Gm(x, a, b), where Gm(x, a, b) is given by (2.4) and (2.5).
In particular, the number of partitions in P 1n with at mostm blocks is given by
Gm(x, 1, 1) =
Um
(
1
2
√
x
)
√
xUm+1
(
1
2
√
x
) . (2.6)
Note that, the generating function Gm(x, 1, 1) appears in different contexts such as in restricted height of Dyck paths and
pattern avoidance problem, see [7, Theorems 2.4 and 2.6].
3. Partitions inP `n
In this section, we find an explicit formula for the number of partitions in P `n . For every word pi = pi1pi2 · · ·pin on the
alphabet N∗ = {1, 2, . . .} and for every ` ∈ [n]we define the j-part pi (j) of pi to be
pi (j) = pi (j)1 pi (j)2 · · ·pi (j)sj ,
where sj = b n−j` + 1c and pi (j)i = pij+(i−1)`, for every i ∈ [sj]. The following lemma holds immediately from the definitions.
Lemma 3.1. For every word pi = pi1pi2 · · ·pin we have that pi ∈ P `n if and only if the following assertions hold:
• pi (j) is a word satisfying pi (j)i+1 − pi (j)i ≤ 1, i ∈ [sj − 1],
• pi (1)1 · · ·pi (`)1 is a partition of [`].
Note that, the condition pi (j)i+1− pi (j)i ≤ 1 ensures that pi (j) is a word on the alphabet [pi (j)1 + sj− 1], since pii ≥ 1 for every
i ∈ [n].
LetWt(s) be the set of all words σ = σ1 · · · σs on the alphabet [t + s − 1] such that σ1 = t , σi+1 − σi ≤ 1. In the next
result we give an explicit formula for the number of words inWt(s).
Proposition 3.2. The generating function Ft(x) =∑s≥1 |Wt(s)|xs is given by
Ft(x) = xC t+1(x),
where C(x) = 1−
√
1−4x
2x is the generating function of the Catalan numbers. Moreover, the number of words in Wt(s) is given by
t+1
t+s
(
2s−2+t
s−1
)
, for all s ≥ 1.
Proof. The word σ ∈ Wt(s) can be decomposed uniquely as σ = β(t)β(t−1) · · ·β(1), where β(j) is a word of lengthmj and it
is either the empty word or β(j) ∈ Wj(mj) such that each letter of β(j) is greater than or equal j for all j = 1, 2, . . . , t ,m1 ≥ 1,
and
∑t
j=1mj = s. On the other hand, Theorem 2.1 together with reducing each letter of β(j) by j − 1 units gives that the
generating function of the number words of the form β(j), j 6= t , is given by C(x) and the generating function of the number
words of the form β(t) is given by C(x)− 1 = xC2(x). Hence, the generating function Ft(x) equals
Ft(x) = xC2(x)
t−1∏
j=1
C(x) = xC t+1(x).
Using the well-known formula which gives the powers of the Catalan generating function (see, for example, [3]), we obtain
the cardinality ofWt(s). 
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Note that in the above proof a bijection ψ between Wt = ∪s≥1Wt(s) and the set of all paths of the form
QtDQt−1D · · ·Q2DQ1, (where Qi is a nonempty Dyck path) is hidden. This bijection can be formulated inductively by
ψ(w) = ρ(w(t))Dρ(w(t−1))D · · · ρ(w(2))Dρ(w(1)),
where w(j) is the word β(j) (see the proof of Proposition 3.2), each letter reduced by j − 1 units. Of course w(j) may
be empty. For example, if w = 44523311 (namely, w(4) = 112, w(3) =, w(2) = 122, w(1) = 11) then ψ(w) =
UDUUDDDDUUDUDDDUDUD.
Now we are ready to find the cardinality |P `n |.
Theorem 3.3. The number of partitions in P `n , n ≥ `, is given by∑
σ=σ1σ2···σ`
∏`
j=1
σj + 1
σj + 1+ b n−j` c
(
2b n−j
`
c + σj
b n−j
`
c
)
,
where σ = σ1 · · · σ` be any partition of [`].
Proof. Given pi = pi1pi2 · · ·pin ∈ P `n , we fix σ = pi1pi2 · · ·pi` and we consider the decomposition of pi into the j-parts
pi (j) ∈ Wpij(sj), where sj = b n+`−j` c and j ∈ [`].
Thus, using Proposition 3.2 we obtain that the number of words pi (j) in the decomposition is given by
σj + 1
σj + b n+`−j` c
(
2b n+`−j
`
c − 2+ σj
b n+`−j
`
c − 1
)
= σj + 1
σj + 1+ b n−j` c
(
2b n−j
`
c + σj
b n−j
`
c
)
.
It follows that the number of partitions pi ∈ P `n with fixed σ = σ1σ2 · · · σ` is given by the product∏`
j=1
σj + 1
σj + 1+ b n−j` c
(
2b n−j
`
c + σj
b n−j
`
c
)
.
Since σ runs through all partitions of [`], we obtain by summation over all possible values of σ the desired result. 
4. Partitions pi of [n] such that pii+1 − pii ≤ m
In this section, for fixed positive integermwe evaluate the number of partitions pi = pi1pi2 · · ·pin of [n] such that
pii+1 − pii ≤ m, i = 1, 2, . . . , n− 1.
In order to do that, at first, we focus on the generating functionWk(x) = Wk,m(x) of the number of all words σ = σ1 · · · σn on
the alphabet [k] such that σi+1 − σi ≤ m for all i = 1, 2, . . . , n− 1. More generally, letWk(x|i1i2 · · · is) = Wk,m(x|i1i2 · · · is)
be the generating function of the number of all words σ on the alphabet [k] of length n such that σ1σ2 · · · σs = i1i2 · · · is and
σi+1 − σi ≤ m for all i = 1, 2, . . . , n− 1. Clearly,
Wk(x) = 1+
k∑
i=1
Wk(x|i). (4.1)
Lemma 4.1. The generating function Wk(x|i) satisfies the following recurrence relation
Wk(x|i) = x(Wk(x)−Wk(x|i+m+ 1)− · · · −Wk(x|k))
with the initial conditions Wk(x|k) = · · · = Wk(x|k−m) = xWk(x).
Proof. From the fact that there is no letter a in the alphabet [k] with the property a − σ1 > m and σ1 ≥ k − m, we obtain
thatWk(x|i) = xWk(x) for all i = k−m, k−m+ 1, . . . , k. From the definitions we have that
Wk(x|i) = x+
i+m∑
j=1
Wk(x|ij) = x+ x
i+m∑
j=1
Wk(x|j).
Thus, by (4.1) we get that
Wk(x|i) = x+ x
(
Wk(x)− 1−
k∑
j=i+m+1
Wk(x|j)
)
,
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which is equivalent to
Wk(x|i) = x
(
Wk(x)−
k∑
j=i+m+1
Wk(x|j)
)
,
as claimed. 
Lemma 4.2. Let (an) be the sequence satisfying the recurrence relation
an = 1− xa0 − xa1 − · · · − xan−1−m, for n ≥ m+ 1,
and with the initial conditions a0 = · · · = am = 1. Then an = ∑j≥0(−1)j ( n−mjj ) xj, where ( ab ) is assumed zero whenever
a < b or b < 0.
Proof. The recurrence relation gives that
an − an−1 = −xan−1−m
with the initial conditions a0 = a1 = · · · = am = 1. Let A(t) =∑n≥0 antn. Then rewriting this recurrence relation in terms
of generating functions we obtain that
A(t)− 1− t − · · · − tm = t(A(t)− 1− t − · · · − tm−1)− xtm+1A(t),
which is equivalent to
A(t) = 1
1− t(1− xtm) =
∑
i≥0
∑
j≥0
(−1)j
(
i
j
)
xjt i+mj.
Hence, the coefficient of tn in A(t) is given by an =∑j≥0(−1)j ( n−mjj ) xj, as requested. 
For instance, Lemma 4.2 form = 1 gives that an = √xnUn( 12√x ), where Un is the nth Chebyshev polynomial of the second
kind.
Theorem 4.3. The generating function Wk(x) = Wk,m(x) is given by
Wk(x) = 1∑
j≥0
(−1)j
(
k+m−mj
j
)
xj
.
Moreover, the generating function Wk(x|k− p) is given by
Wk(x|k− p) =
x
∑
j≥0
(−1)j
(
p−mj
j
)
xj∑
j≥0
(−1)j
(
k+m−mj
j
)
xj
,
for all p = 0, 1, 2, . . . , k− 1.
Proof. LetWk(x|k− p) = xapWk(x). Then Lemma 4.1 gives that the sequence ap satisfies
ap = 1− xa0 − xa1 − · · · − xap−1−m
with the initial conditions a0 = a1 = · · · = am = 1. Using Lemma 4.2 we get that ap = ∑j≥0(−1)j ( p−mjj ) xj. Hence,
Wk(x|k− p) = xWk(x)∑j≥0(−1)j ( p−mjj ) xj for all p = 0, 1, . . . , k− 1. From Eq. (4.1) we obtain that
Wk(x) = 1+ xWk(x)
k−1∑
p=0
∑
j≥0
(−1)j
(
p−mj
j
)
xj.
Thus, by the definition of the sequence an we have that
Wk(x) = 1
1− x
k−1∑
p=0
ap
= 1
ak+m
= 1∑
j≥0
(−1)j
(
k+m−mj
j
)
xj
,
which completes the proof. 
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For instance, Theorem 4.3 form = 1 gives that
Wk,1(x) = 1∑
j≥0
(−1)j
(
k+1−j
j
)
xj
= 1√
xk+1Uk+1
(
1
2
√
x
) ,
where Un is the nth Chebyshev polynomial of the second kind.
Now we are ready to prove our main result in this section. Let Pn,k = Pn,k,m be the set of all partitions pi = pi1pi2 · · ·pin
of [n] with exactly k blocks such that pii+1 − pii ≤ m for all i = 1, 2, . . . , n − 1. We denote the corresponding generating
function by Pk(x) = Pm,k(x), that is,
Pk(x) =
∑
n≥0
|Pn,k|xn.
In the next theorem we find an explicit formula for the generating function Pk(x).
Theorem 4.4. The generating function Pk(x) is given by
Pk(x) = x
k∑
i≥0
(−1)i
(
k+m−mi
i
)
xi
k∏
s=2
1+
x
s−1∑
j=max{s−m,1}
∑
i≥0
(−1)i
(
j−1−mi
i
)
xi∑
i≥0
(−1)i
(
s−1+m−mi
i
)
xi
 .
Proof. Each partition pi = pi1pi2 · · ·pin of [n]with exactly k blocks can be decomposed as
pi = 1pi (1)2pi (2)3pi (3) · · · kpi (k),
where pi (i) is a word on [i]. Thus pi ∈ Pn,k if and only if pi (i) is a word on [i] of length ni such that
• if pi (i) is nonempty, i ∈ [k− 1], then the rightmost letter of it is at least max{i+ 1−m, 1};
• the word pi (i) = pi (i)1 · · ·pi (i)ni satisfies pi (i)j+1 − pi (i)j ≤ m for all j = 1, 2, . . . , ni − 1;• n1 + n2 + · · · + nk = n− k.
Then the generating function Pk,m(x) is given by
Pk(x) = xkWk(x)
k∏
s=2
(
1+
s−1∑
j=max{s−m,1}
Ws−1(x ‖ j)
)
,
whereWs−1(x ‖ j) is the generating function of the number of all words σ = σ1σ2 · · · σn on the alphabet [s − 1] of length
n such that σn = j and σi+1 − σi ≤ m for all i = 1, 2, . . . , n − 1. Using the complement operation (that is, the map
σ1 · · · σn 7→ (k+ 1− σ1) · · · (k+ 1− σn) for all words σ of length n over the alphabet [k]) and the reversal operation (that
is, the map σ1 · · · σn 7→ σn · · · σ1 for all words σ on the alphabet [k] of length n) we obtain that
Ws−1(x ‖ j) = Ws−1(x|s− 1− (j− 1)),
which is equivalent to (see Theorem 4.3)
Ws−1(x ‖ j) =
x
∑
i≥0
(−1)i
(
j−1−mi
i
)
xi∑
i≥0
(−1)i
(
s−1+m−mi
i
)
xi
.
If we substitute the expression of Ws−1(x ‖ j) in the formula of Pk(x), and if we use the explicit formula of Wk(x) (see
Theorem 4.3), we complete the proof. 
Theorem 4.4 for m = 1 gives that the generating function of the number of all partitions pi of [n] with exactly k blocks
such that pii+1 − pii ≤ 1 is given by
1
√
xUk+1
(
1
2
√
x
)
Uk
(
1
2
√
x
) .
The above formula can be also deduced from formula (2.6) since
Uk
(
1
2
√
x
)
√
xUk+1
(
1
2
√
x
) − Uk−1
(
1
2
√
x
)
√
xUk
(
1
2
√
x
) = U2k
(
1
2
√
x
)
− Uk+1
(
1
2
√
x
)
Uk−1
(
1
2
√
x
)
√
xUk+1
(
1
2
√
x
)
Uk
(
1
2
√
x
)
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and
U2k
(
1
2
√
x
)
− Uk+1
(
1
2
√
x
)
Uk−1
(
1
2
√
x
)
= 1,
for all k ≥ 1.
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