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Abstract
Let f (n) denote the number of non-isomorphic matroids on an n-element set. In 1969, Welsh
conjectured that, for all non-negative integers m and n, f (m + n)  f (m)f (n). In this paper, we
prove this conjecture.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The main result proved in this paper is the following theorem which was conjectured by
Welsh [6].
Theorem 1. If m and n are non-negative integers, then f (m + n) f (m)f (n).
This conjecture is listed as a problem in Oxley [5]. Blackburn, Crapo, and Higgs [1]
found all non-isomorphic simple matroids on at most eight elements and they said that this
conjecture is “surely correct” but it has still not been proved. The structure of the proof is
quite simple. We construct an injective function Ψ :Fm ×Fn →Fm+n, where Fk denotes
the set of non-isomorphic matroids on a k-element set. To construct Ψ , we define a new
operation between two matroids and, in Lemma 4, we characterize when we cannot recover
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few cases, we define another operation between these matroids, and in Lemmas 6 and 7,
we prove that we can recover the matroids from the result of this operation. To define these
two operations, we need to add an element freely in a matroid. In Lemma 3, we discuss the
structure of the tree decomposition of a matroid that has a free element. The structure is
quite simple and it will be fundamental in the proof of the subsequent lemmas. In Lemma 2,
we characterize the matroids that has both a free and cofree element. In this paper, we use
the notation and terminology set by Oxley in [5].
An important tool in the proof of the main theorem is the following idea of decomposing
a connected matroid M . Assume |E(M)| 3. A tree decomposition of M is a tree T with
edges labelled by e1, e2, . . . , ek−1 and vertices labelled by matroids M1,M2, . . . ,Mk such
that
(i) each Mi is a 3-connected matroid having at least four elements or is a circuit or
cocircuit with at least three elements;
(ii) E(M1) ∪E(M2) ∪ · · · ∪ E(Mk) = E(M) ∪ {e1, e2, . . . , ek−1};
(iii) if the edge ei joins the vertices Mj1 and Mj2 , then E(Mj1) ∩ E(Mj2) = {ei};
(iv) if no edge joins the vertices Mj1 and Mj2 , then E(Mj1) ∩ E(Mji ) is empty;
(v) M is the matroid that labels the single vertex of the tree T/e1, e2, . . . , ek−1 at the
conclusion of the following process: contract the edges e1, e2, . . . , ek−1 of T one by
one in this order; when ei is contracted, its ends are identified and the vertex formed
by this identification is labelled by the 2-sum of the matroids that previously labelled
the ends of ei .
Cunningham and Edmonds [2] proved the following result.
Theorem 2. Every connected matroid M has a tree decomposition T (M) in which no two
adjacent vertices are both labelled by circuits or are both labelled by cocircuits. Further-
more, the tree T (M) is unique to within relabelling of its edges.
We shall call T (M) the canonical tree decomposition of M . Let M be a connected
matroid and T be a tree decomposition of M . A connected subgraph H of T induces
a subset X of E(M) if X is the union, over all vertices Mj of H , of E(Mj) ∩ E(M).
Each edge e of T determines a partition of E(M) into the subsets Xe1 and Xe2 that are
induced by the components of T − e. We shall say that the edge e displays the partition
{Xe1,Xe2} of E(M). Now let M ′ be a vertex of T that is a circuit or a cocircuit. We say
that M ′ displays a partition {X,Y } of E(M) if every subset of E(M) that is induced by a
component of T −M ′ lies entirely in either X or Y . We need the next result of Cunningham
and Edmonds [2]:
Lemma 1. Let M be a connected matroid and {X1,X2} be a partition of E(M) such that
min{|X1|, |X2|} 2. Then the following statements are equivalent:
(i) {X1,X2} is a 2-separation of M;
M. Lemos / Advances in Applied Mathematics 33 (2004) 733–746 735(ii) T (M) has an edge or a vertex that displays {X1,X2} where, in the latter case, the
vertex is labelled by a circuit or a cocircuit.
For a short proof of this result, see Lemos and Oxley [4].
2. Proof of the main result
It is possible that the next two lemmas are known but we do not know a reference for
them.
Lemma 2. Let e be an element of a connected matroid M such that |E(M)| 2. If e is free
in both M and M∗, then M is a uniform matroid.
Proof. As e is free in M , it follows that
Ce(M) =
{
e ∪ B: B ∈ B(M\e)} and Ce
(
M∗
) = {e ∪C∗: C∗ ∈ C(M∗/e)},
where Ch(H) denotes the set of circuits of a matroid H that contain the element h. But e
is also free in M∗ and so Ce(M) = {e ∪ C: C ∈ C(M/e)}. Thus
C(M/e) = B(M\e). (1)
Now, we show that M\e is uniform. If X ⊆ E(M\e) and |X| = r(M), then X is dependent
in M/e. Hence there is a circuit C of M/e such that C ⊆ X. By (1), C is a basis of M\e
and so C = X. Hence every subset of E(M\e) with r(M) elements is a basis of M\e. Thus
M\e is a uniform matroid. As M is obtained from M\e by adding e freely, it follows that
M is uniform. 
For a matroid M and an element e not belonging to M , we denote by M + e the matroid
obtained from M by adding e freely. Denote by loop(M) the set of loops of M .
Lemma 3. Suppose that M is a matroid such that r(M) 1. If e is not an element of M ,
then loop(M + e) = loop(M) and N = (M + e)\loop(M) is connected. Moreover, when n
is the number of connected components of M\loop(M) and K labels the vertex of T (N)
having e as an element, then,
(i) when r(M) = 1, then K is a cocircuit and K is the unique vertex of T (N);
(ii) when r(M)  2 and n = 1, then K is a 3-connected matroid having at least four
elements and, for each non-trivial parallel class P of M , there is an edge of T (N)
labeled by eP which is incident to vertices labeled by K and by a cocircuit with
ground set P ∪ eP . Moreover, these are the only edges of T (N); and
(iii) when r(M) 2 and n 2, then K is a circuit having n + 1 elements and, for every
connected component H of M such that |E(H)| 2, there is eH ∈ E(K) such that
eH labels an edge of T (N) incident with the vertex labeled by K , and the connected
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to T (H + eH ). Moreover, these are the only edges of T (N) incident with the vertex
labeled by K .
Proof. We divide the proof of this lemma in some steps.
Step 1. Let {X,Y } be a partition of E(M). (By definition, X = ∅ and Y = ∅.) Then
(1) {X ∪ e,Y } is a 1-separation of M + e if and only if rM(Y ) = 0.
(2) {X ∪ e,Y } is an exact 2-separation of M + e if and only if |Y | 2 and
(a) {X,Y } is a 1-separation of M such that rM(Y ) = 0; or
(b) Y − loop(M) is a non-empty subset of a parallel class of M .
Observe that
rM+e(X ∪ e) + rM+e(Y )− r(M + e) =
[
rM(X) + rM(Y ) − r(M)
]+ δ, (2)
where δ = 0, when rM(X) = r(M), and δ = 1, when rM(X) < r(M). Thus {X ∪ e,Y } is a
1-separation of M + e if and only if rM(X)+ rM(Y )− r(M)= δ = 0. But this is equivalent
to rM(X) = r(M) and rM(Y ) = 0. Moreover, {X ∪ e,Y } is an exact 2-separation of M + e
if and only if |Y | 2 and
(c) rM(X) + rM(Y ) − r(M) = 0 and δ = 1; or
(d) rM(X) + rM(Y ) − r(M) = 1 and δ = 0.
Note that (c) is equivalent to (a) and (d) implies (b).
By Step 1, loop(M + e) = loop(M) and N is a connected matroid. If r(M) = 1, then (i)
follows. We may assume r(M) 2.
Step 2. If M\ loop(M) is connected, then (ii) follows.
Let P1, . . . ,Pk be the non-trivial parallel classes of M and let {e1, . . . , ek} be a k-
element set disjoint of E(M + e). There are matroids N0,N1, . . . ,Nk such that E(N0) =
[E(N)− (P1 ∪ · · · ∪Pk)] ∪ {e1, . . . , ek}, for i ∈ {1, . . . , k}, E(Ni) = Pi ∪ ei , Ni is a cocir-
cuit and N is the 2-sum of N0,N1, . . . ,Nk . As N\e = M\loop(M) is connected, it follows,
by Step 1, that each 2-separation of N has one of its sets contained in a non-trivial parallel
class of M and so N0 is a 3-connected matroid having at least four elements. Thus K = N0
and (ii) follows.
By Step 2, we may assume that M\ loop(M) is not connected. Let M1, . . . ,Mn be the
connected components of M\ loop(M). Suppose also that
∣
∣E(M1)
∣
∣ · · · ∣∣E(Mm)
∣
∣>
∣
∣E(Mm+1)
∣
∣ = · · · = ∣∣E(Mn)
∣
∣ = 1,
for some integer m such that 0  m  n. Let {f1, . . . , fm} be an m-element set dis-
joint of E(M + e). For i ∈ {1, . . . ,m}, let M ′ be the matroid obtained from N/[E(N) −i
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circuit with ground set {e, f1, . . . , fm} ∪ E(Mm+1) ∪ · · · ∪ E(Mn). By [3, Lemma 2.10],
N is the 2-sum of M ′0,M ′1, . . . ,M ′m. This 2-sum decomposition can be associated with
a star T with m + 1 vertices having center labeled by M ′0, the other vertices labeled
by M ′1, . . . ,M ′m and, for i ∈ {1, . . . ,m}, the edge incident with M ′i labeled by fi . For
i ∈ {1, . . . ,m}, let Ki be the matroid labeling a vertex of T (M ′i ) such that fi ∈ E(Ki).
As M ′i\fi = Mi is connected, it follows that Ki is not a circuit. If T ′ is the star obtained
from T by relabeling the terminal vertices M ′1, . . . ,M ′m respectively by K1, . . . ,Km, then
T (N) is the union of T ′, T (M ′1), . . . , T (M ′m). Thus (iii) follows with K = M ′0. 
Note that in (iii) of Lemma 3, the structure of T (H + eH ), where H is a connected
component of N having at least two elements, is described in (i), when r(H) = 1, or in (ii),
when r(H) 2. Thus this lemma describes completely the structure of the tree T (N).
Now, we define a new operation between matroids with disjoint ground sets. Let M
and N be matroids such that E(M) ∩ E(N) = ∅, |E(M) − loop(M)|  2 and |E(N) −
loop(N∗)| 2. If e /∈ E(M) ∪E(N), then we define M 
 N as
M 
 N = (M + e)⊕2
(
N∗ + e)∗.
(Remember that (N∗ + e)∗ is the free coextension of N .) Note that (M 
N)∗ = N∗ 
M∗.
By Lemma 3,
loop(M 
 N) = loop(M) and loop([M 
 N]∗)= loop(N∗). (3)
Moreover,
[
M\ loop(M)]
 [N\ loop(N∗)] = [M 
 N]\[loop(M) ∪ loop(N∗)]. (4)
For a matroid H and positive integers r, s and n such that max{r, s}  n, we say that
(M,N) is a (r, s, n,H)-pair provided M and N are matroids with disjoint ground sets and
M\loop(M) ∼= Us,n and N\ loop(N∗) ∼= Ur−1,n ⊕ H .
Lemma 4. If M,N,M ′ and N ′ are matroids such that E(M) ∩ E(N) = E(M ′) ∩
E(N ′) = ∅, |E(M)| = |E(M ′)|, |E(N)| = |E(N ′)| and M 
 N ∼= M ′ 
 N ′, then
(i) M ∼= M ′ and N∗ ∼= N ′ ∗; or
(ii) there is a matroid H and positive integers r, s and n such that (M,N) is a (r, s, n,H)-
pair and (M ′,N ′) is a (s, r, n,H)-pair; or
(iii) there is a matroid H and positive integers r, s and n such that (N∗,M∗) is a
(r, s, n,H)-pair and (N ′ ∗,M ′ ∗) is a (s, r, n,H)-pair.
(At some steps of the proof of this lemma, we use the expression taking the dual. This
means that we replace (M,N,M ′,N ′) by (N∗,M∗,N ′ ∗,M ′ ∗). Note that the hypothesis
of this lemma still holds after this modification since [M 
 N]∗ = N∗ 
 M∗. Moreover,
the conclusion described in (i) is invariant under duality and the conclusions described in
(ii) and (iii) form a dual pair.)
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that |E(M)| + |E(N)| is minimum. First, we prove that
loop(M) = loop(N∗) = loop(M ′) = loop(N ′ ∗) = ∅. (5)
By (3),
∣
∣loop(M)
∣
∣ = ∣∣loop(M ′)∣∣ and ∣∣loop(N∗)∣∣ = ∣∣loop(N ′ ∗)∣∣. (6)
By (4),
[
M\ loop(M)]
 [N\ loop(N∗)] ∼= [M ′\ loop(M ′)]
 [N ′\ loop(N ′ ∗)]. (7)
If | loop(M)| + | loop(N∗)| = ∅, then, by the choice of (M,N,M ′,N ′), (6) and (7),
the result holds for (M\ loop(M),N\ loop(N∗),M ′\ loop(M),N ′\ loop(N ′ ∗)); a contra-
diction by (3) and (6). Thus (5) follows. By Lemma 3, M 
 N is connected. Since
M 
 N ∼= M ′ 
N ′, we can relabel the elements of M ′ and N ′ so that M 
 N = M ′ 
N ′.
We may also assume that T (M 
 N) = T (M ′ 
 N ′).
By definition, we obtain M 
 N as the 2-sum of M + e and [N∗ + e]∗, for some
element e not belonging to E(M)∪E(N). Let He and Ke be the matroids labelling respec-
tively a vertex of T (M + e) and T ([N∗ + e]∗) such that e ∈ E(He)∩E(Ke). (Suppose that
the labels of the edges of T (M + e) and T ([N∗ + e]∗) are different.) Hence T (M 
 N) is
obtained by
(T1) making the union of T (M + e) and T ([N∗ + e]∗);
(T2) adding an edge labelled by e joining He to Ke ; and
(T3) when He and Ke are both circuits or both cocircuits, contracting e and labelling the
new vertex by He ⊕2 Ke.
By this construction, when the 2-separation {E(M),E(N)} of M 
 N is displayed by and
edge of T (M 
 N), then this edge has label equal to e. Now, we prove that e does not
display also the 2-separation {E(M ′),E(N ′)} of M 
 N . If e displays {E(M ′),E(N ′)},
then
(a) M + e = M ′ + e and [N∗ + e]∗ = [N ′ ∗ + e]∗; or
(b) M + e = [N ′ ∗ + e]∗ and [N∗ + e]∗ = M ′ + e.
We have a contradiction, when (a) happens, since M = M ′ and N = N ′. Thus (b) holds.
As e is both free and cofree in M + e, it follows, by Lemma 2, that M ∼= Us,n and
N ′ ∼= Us−1,n, for 1  s  n. Similarly, M ′ ∼= Ur,n and N ∼= Ur−1,n, for 1  r  n. Thus
(ii) follows for the empty matroid H ; a contradiction and so e does not display the 2-
separation {E(M ′),E(N ′)}. If the 2-separation {E(M ′),E(N ′)} is displayed by an edge
of T (M 
 N), then we denote this edge by e′. Observe that e or e′ or both may not label
edges of T (M 
 N). But when both e and e′ label edges of T (M 
 N), we have that
e = e′. (8)
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Lemma 5. If Ke is a cocircuit and e′ ∈ E(Ke), then there is a matroid H and positive
integers r and n such that r  n, M ′ ∼= Ur,n and N ∼= Ur−1,n ⊕ H .
By (8), e′ labels an edge of T ([N∗ + e]∗) incident with the vertex labeled by
Ke. As |E(M)| = |E(M ′)|, it follows that T (M ′ + e′) is the connected component
of T ([N∗ + e]∗) − e′ that does not include the vertex labeled by Ke. By the dual
of Lemma 3(iii), there is a connected component K of N such that T (M ′ + e′) =
T ([K∗ + e′]∗) and so M ′ + e′ = [K∗ + e′]∗. Thus e′ is both free and cofree in M ′ + e′.
Hence, by Lemma 2, M ′ + e is a uniform matroid and so there are positive integers r and
n such that r  n and M ′ ∼= Ur,n. Observe that K ∼= Ur−1,n. Thus N ∼= Ur−1,n ⊕ H , for
some matroid H , and so Lemma 5 follows.
Next, we show that:
If Ke is a cocircuit, then e′ /∈ E(Ke). (9)
Assume that e′ ∈ E(Ke). By Lemma 5, there is a matroid H and positive integers r and n
such that r  n, M ′ ∼= Ur,n and N ∼= Ur−1 ⊕ H . We have two cases to consider. First, if
e is an edge of T (M 
 N), then Ke = K ′e′ , where K ′e′ is the matroid labelling a vertex of
T ([N ′ ∗ + e′]∗) having e′ as an element. As e ∈ E(K ′
e′), it follows, by Lemma 5, that there
is a matroid H ′ and a positive integer s such that s  n,M ∼= Us,n and N ′ ∼= Us−1 ⊕ H ′.
Note that H = H ′ because these matroids are equal to K/{e, e′}, where K is the matroid
such that T (K) is equal to the connected component of T (M 
 N) − {e, e′} having the
vertex labeled by Ke. We have a contradiction because (ii) follows. Now, consider the
second case. If e is not an edge of T (M 
 N), then He is a cocircuit and so, by Lemma 3,
r(M) = 1. Thus M ∼= U1,n. Note that T ([N ′ ∗ + e′]∗) is obtained from T ([N∗ + e]∗) by
(T4) relabelling the vertex incident with e′ other than Ke by a cocircuit C∗ with ground
set E(M) ∪ e;
(T5) relabelling the edge e′ by e; and
(T6) contracting the edge e and labelling the vertex created by Ke ⊕2 C∗.
Thus N ′ ∼= U0,n ⊕ H . Again, we arrive at a contradiction because (ii) follows. Thus (9)
holds.
Now, we show that, in the construction of T (M 
N) from T (M +e) and T ([N∗ +e]∗),
(T3) does not happen. Assume the contrary. Taking the dual, when necessary, we may
suppose that both He and Ke are cocircuits. By Lemma 3, r(M) = 1 and so He = M + e.
First, we prove that
the 2-separation
{
E
(
M ′
)
,E
(
N ′
)}
is not displayed by the vertex He ⊕2 Ke. (10)
If He ⊕2 Ke displays {E(M ′),E(N ′)}, then r(M ′) = 1. Since |E(M ′)| = |E(M)|, it fol-
lows, by (5), that M ′ ∼= M . Observe that N ′ ∼= N because T ([N∗ +e]∗) and T ([N ′ ∗ +e′]∗)
are obtained from T (M 
 N) by ralabelling He ⊕2 Ke by a cocircuit having ground set
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a contradiction and so (10) follows. By (10), He ⊕2 Ke labels a vertex of T (M ′ + e′)
or T ([N ′ ∗ + e′]∗). As |E(He ⊕2 Ke)| > |E(M)| + 1, it follows that He ⊕2 Ke labels a
vertex of T ([N ′ ∗ + e′]∗). By the dual of Lemma 3, e′ must be an element of the cocir-
cuit He ⊕2 Ke. Hence e′ labels an edge of T (M 
 N) adjacent to the vertex labeled by
He ⊕2 Ke . As He = M + e, it follows, by (8), that e′ ∈ E(Ke); a contradiction to (9).
Hence (T3) does not occur. Thus the 2-separation {E(M),E(N)} is displayed by an edge
of T (M 
 N). Similarly, the 2-separation {E(M ′),E(N ′)} is displayed by and edge of
T (M 
 N). Hence e and e′ label edges of T (M 
 N).
Next, we show that
M or N is connected. (11)
Suppose (11) does not hold. As M and N are not connected, it follows, by Lemma 3 and its
dual, that He is a circuit and Ke is a cocircuit. Observe that both He and Ke label vertices
of T (M ′ + e′) or of T ([N ′ ∗ + e′]∗), since {E(M ′),E(N ′)} is displayed by an edge of
T (M 
 N) different of e. By Lemma 3 and its dual, a circuit or a cocircuit that labels a
vertex of T (M ′ + e′) or of T ([N ′ ∗ + e′]∗) contains e′ or labels a terminal vertex. Hence,
by (8), He or Ke does not contain e′ and so He or Ke is a terminal vertex of T (M ′ + e′) or
T ([N ′ ∗ + e′]∗). Taking the dual, when necessary, we may assume that He does not contain
e′ and so He is a terminal vertex of T (M ′ + e′) or T ([N ′ ∗ + e′]∗). Hence He is a terminal
vertex of T (M 
 N). Thus M + e = He and so r∗(M) = 0. By (8), e does not display
the 2-separation {E(M ′),E(N ′)} and so He is not the unique vertex of T (M ′ + e′) or of
T ([N ′∗ +e′]∗). Thus He is adjacent to a vertex labeled by the cocircuit Ke in T (M ′ +e′) or
T ([N ′∗ + e′]∗) because He is adjacent only to Ke in T (M 
N). By the dual of Lemma 3,
e′ ∈ E(Ke); a contradiction to (9) and so (11) follows.
Now, we prove that
M or N is not connected. (12)
Suppose that both M and N are connected. If min{r(M), r(N∗)}  2, then Ke and He
are 3-connected matroids having at least four elements. By Lemma 3 and its dual, there
is no edge of T (M ′ + e′) or T ([N ′ ∗ + e′]∗) joining two vertices labelled by 3-connected
matroids with at least four elements. Thus e = e′; a contradiction to (8). Hence r(M) = 1
or r(N∗) = 1. Taking the dual, when necessary, we may assume that r(M) = 1 and so
He = M + e is a cocircuit. As e does not display {E(M ′),E(N ′)}, by (8), it follows that
He labels a vertex of T ([N ′ ∗ + e′]∗) because |E(He)| = |E(M)| + 1 = |E(M ′)| + 1. By
the dual of Lemma 3, e′ ∈ E(He) because He is a cocircuit; a contradiction to (8), since
He is adjacent only to e in T (M 
 N).
From (11) and (12), exactly one of M and N is connected. Taking the dual, when neces-
sary, we may assume that M is connected and N is not connected. Hence Ke is a cocircuit.
As the 2-separation {E(M),E(N)} is displayed by an edge of T (M 
 N), it follows, by
Lemma 3, that He is a 3-connected matroid having at least four elements. By the dual of
Lemma 3, e′ is adjacent to Ke or Ke is a terminal vertex of T (M 
 N). By (9), Ke is a
terminal vertex of T (M 
N). Hence T (M 
N) is a star having He as its center. As e = e′,
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labels a terminal vertex of T (M 
 N) because |E(N)| = |E(N ′)|, |E(N)| = |E(Ke)| + 1
and Ke label a vertex of the connected component of T (M
N)−e′ that contains He. Thus
Ke and Ke′ are both cocircuits with cardinality |E(N)| + 1. In particular, N ∼= N ′. Let H ′′
be a matroid such that T (H ′′) is equal to the connected component of T (M 
N)− {e, e′}
having He as one of its vertices. Note that M + e = H ′′ ⊕2 Ke′ and M ′ + e′ = H ′′ ⊕2 Ke.
Thus both e and e′ are free elements of H ′′. Hence there is an automorphism of H ′′ that
fixes E(H ′′) − {e, e′} and permutes e with e′. This automorphism can be extended to an
isomorphism between M + e and M ′ + e′, since M + e and M ′ + e′ are obtained from H ′′
by replacing respectively e′ and e by a parallel class having as elements E(Ke) − e and
E(K ′e) − e′. Thus M ∼= M ′. We arrive to the final contradiction and the result follows. 
We define a new operation MN , for a (r, s, n,H)-pair (M,N), where H is a
matroid and r, s and n are positive integers such that max{r, s}  n, as follows: if H
is the empty matroid, then MN = M ⊕ N ; and if H is not the empty matroid,
then MN = M ⊕ [N∗ + e]∗\e. Observe that, when H is not the empty matroid,
loop(MN) = loop(M), loop([MN]∗) ⊇ loop(N∗) and
[
M\ loop(M)][N\ loop(N∗)] = [MN ′]∖[loop(M) ∪ loop(N∗)]. (13)
Lemma 6. Let H and H ′ be non-empty matroids and let r , r ′, s, s′, n and n′ be pos-
itive integers such that max{r, s}  n,max{r ′, s′}  n′ and 2  min{n,n′}. If (M,N) is
a (r, s, n,H)-pair and (M ′,N ′) is a (r ′, s′, n′,H ′)-pair such that |E(M)| = |E(M ′)|,
|E(N)| = |E(N ′)| and MN ∼= M ′N ′, then M ∼= M ′ and N ∼= N ′.
Proof. Suppose this result is not true and choose a counter-example (M,N,M ′,N ′) so
that |E(M)|+ |E(N)| is minimum. By the dual of Lemma 3, the matroid Ke having e as an
element and labelling a vertex of T ([N∗ + e]∗\ loop(N∗)) is a cocircuit and so [N∗ + e]∗\
[e ∪ loop(N∗)] is connected. As E([N∗ + e]∗\[e ∪ loop(N∗)]) = E(N) − loop(N∗), it
follows that [N∗ + e]∗\[e ∪ loop(N∗)] is the connected component of MN with the
maximum number of elements. Hence
[
N∗ + e]∗∖[e ∪ loop(N∗)] ∼= [N ′ ∗ + e]∗∖[e ∪ loop(N ′ ∗)]. (14)
By the choice of (M,N,M ′,N ′) and (13), loop(M) = loop(M ′) = loop(N∗) =
loop(N ′ ∗) = ∅. Thus M ∼= M ′. In particular,
n = n′. (15)
Since MN ∼= M ′N ′, we can relabel the elements of M ′ and N ′ so that MN =
M ′N ′. Hence T ([N∗+e]∗\[e∪ loop(N∗)]) = T ([N ′ ∗+e]∗\[e∪ loop(N ′ ∗)]). We arrive
at a contradiction by proving that it is possible to recover up to isomorphism the con-
nected components of N from T ([N∗ + e]∗\e). As these connected components are the
connected components of [N∗ + e]∗/e, it is enough to prove that it is possible to recover
T ([N∗+e]∗) from T ([N∗+e]∗\e) up to isomorphism. But we obtain T ([N∗+e]∗\e) from
T ([N∗ + e]∗),
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(b) when |E(Ke)| = 3, say E(Ke) = {e, a, b} (for x ∈ E(Ke), Hx denotes the matroid
different of Ke that labels a vertex of T ([N∗ + e]∗) and contains x , when it exists),
(b1) by contracting b and relabelling b by a in Hb, when both Ha and Hb exist and
Ha or Hb is not a circuit; or
(b2) by contracting a and b and relabelling the vertex obtained after the identifications
of the end vertices of a and b by a circuit having [E(Ha) − a] ∪ [E(Hb) − b] as
ground set, when both Ha and Hb are circuits; or
(b3) when Ha or Hb does not exist, say Ha , by contracting b and relabelling b by
a in Hb. (Note that, in this case, b labels an edge of T ([N∗ + e]∗), otherwise
|E(N)| = 2.)
Observe that (a) is reversible because Ke\e is a cocircuit that labels a vertex of
T ([N∗ + e]∗\e) and so, by the dual of Lemma 3, it is the unique cocircuit labeling a ver-
tex of T ([N∗ + e]∗\e). Hence T ([N∗ + e]∗) is obtained from T ([N∗ + e]∗\e) by adding
e to the ground set of the unique vertex labeled by a cocircuit. Thus (b) occurs. If (b3)
happens, then |E(H)| = 1 and r > 1. (Remember that n  2, by hypothesis.) Moreover,
[N∗ + e]∗\e ∼= Ur,n+1 and so N ∼= Ur−1,n ⊕U0,1. Thus N ∼= N ′ because, by (14) and (15),
N ′ is obtained from a matroid isomorphic to Ur,n+1 by adding an element e′ in parallel to
one of its elements and by doing the contraction of e′. Hence (b1) or (b2) occurs. If (b2)
holds, then [N∗ + e]∗\e is an [n + |E(H)|]-element circuit because every vertex labeled
by a circuit in T ([N∗ + e]∗) is terminal. Thus N ∼= Un−1,n ⊕ U|E(H)|−1,|E(H)|. By (14)
and (15), N ′ ∼= N . Thus (b1) holds. We have two cases to consider. First, if Ha and Hb
are both 3-connected matroids with at least four elements, then by the dual of Lemma 3,
a is the unique edge of T ([N∗ + e]∗\e) that joins two vertices labeled by 3-connected
matroids with at least four elements, since this does not happen in T ([N∗ + e]∗). In this
case, T ([N∗ +e]∗) is obtained from T ([N∗ +e]∗\e) by subdividing the edge that joins two
vertices labeled by 3-connected matroids with at least four elements and labelling the new
vertex by a triad that contains e. Thus we may assume that Ha or Hb is a circuit, say Hb.
Hence T ([N∗ + e]∗\e) is a star having Ha labeling its center and all the other vertices
labelled by circuits, by the dual of Lemma 3. Moreover, when this star has more than two
vertices, then E(Hb) = E(N) − [E(H)∪ loop(N∗)] and so |E(Hb)| = n. We also recover
T ([N∗ + e]∗) from it. To do this, it is enough to subdivide an edge c such that c is cofree
in Ha and |E(Hc)| = |E(Hb)| and to label the new vertex by a triad that contains e. With
this we arrive at the final contradiction and the result follows. 
Lemma 7. Let H and H ′ be non-empty matroids and let r, r ′, s, s′, n and n′ be pos-
itive integers such that max{r, s}  n, max{r ′, s′}  n′ and 2  min{n,n′}. If (M,N)
is a (r, s, n,H)-pair and (N ′ ∗,M ′ ∗) is a (r ′, s′, n′,H ′)-pair such that |E(M)| =
|E(M ′)|, |E(N)| = |E(N ′)| and MN ∼= [N ′ ∗M ′ ∗]∗, then s = n and s′ = n′. More-
over, MN ∼= [N ′ ∗M ′ ∗]∗ has just one connected component with at least two elements.
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that |E(M)| + |E(N)| is minimum. Hence s < n or s′ < n′. By definition,
[
N ′ ∗M ′ ∗
]∗ = [N ′ ∗ ⊕ ((M ′ ∗)∗ + e)∗\e]∗ = N ′ ⊕ [(M ′ + e)/e].
By the dual of Lemma 3, the matroid Ke having e as an element and labelling a ver-
tex of T ([N∗ + e]∗\loop(N∗)) is a cocircuit and so [N∗ + e]∗\[e ∪ loop(N∗)] is con-
nected. As E([N∗ + e]∗\[e ∪ loop(N∗)]) = E(N) − loop(N∗), it follows that [N∗ + e]∗\
[e ∪ loop(N∗)] is the connected component of MN with the maximum number of el-
ements. Similarly, [M ′ + e]/[e ∪ loop(M ′)] is the connected component of [N ′ ∗M ′ ∗]∗
with the maximum number of elements. Hence
[
N∗ + e]∗∖[e ∪ loop(N∗)] ∼= [M ′ + e]/[e ∪ loop(M ′)]. (16)
Moreover, these matroids have n + |E(H)| = n′ + |E(H ′)| elements. As s < n or s′ < n′,
it follows that M\ loop(M) or N ′\ loop(N ′ ∗) is a connected matroid having respectively n
or n′ elements. As min{n,n′} 2 and MN ∼= [N ′ ∗M ′ ∗]∗ has at most two connected
components with more than one element, one of them being described in (16), it follows
that M\ loop(M) ∼= N ′\loop(N ′ ∗) is connected. In particular, n = n′. By (16), |E(H)| =
|E(H ′)|. Thus
loop(MN) = loop(M) and loop([N ′ ∗M ′ ∗]∗)= loop(M ′)
and so | loop(M)| = | loop(M ′)|. As | loop(M)| = |E(M)|−n and | loop(M ′)| = |E(M ′)|−
(n′ + |E(H ′)|), it follows that
∣
∣E(M)
∣
∣− n = ∣∣E(M ′)∣∣− (n′ + ∣∣E(H ′)∣∣).
We have a contradiction because |E(M)| = |E(M ′)| and n = n′. The first part of this
lemma follows. The second part of it is straightforward. 
Observe that Theorem 1 is a consequence of the next result, when we apply it to the
class of all matroids.
Theorem 3. Let F be a class of matroids closed under duality, isomorphisms, minors,
1-sums, 2-sums and free extensions. If m and n are non-negative integers, then
f (m + n) f (m)f (n),
where f (k) denotes the number of non-isomorphic matroids belonging to F whose ground
set has k elements.
(In this theorem, it is not necessary to ask that F is closed under minors. We may ask
only that U0,1 belongs to F and so all the uniform matroids belong to F .)
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assume that Am ∩ An = ∅ and Am+n = Am ∪ An. We define a function Ψ :Fm × Fn →
Fm+n as follows. For matroids M ∈Fm and N ∈Fn such that
(D1) |E(M)| − | loop(M)| = 0 or |E(N)| − | loop(N∗)| = 0, we define Ψ (M,N) =
M ⊕ N ;
(D2) |E(M)| − | loop(M)| = 1 and |E(N)| − | loop(N∗)|  1, we define Ψ (M,N) =
(M\e) ⊕ [N∗ + e]∗, where e ∈ E(M) − loop(M);
(D3) |E(M)| − | loop(M)|  2 and |E(N)| − | loop(N∗)| = 1, we define Ψ (M,N) =
[M + e] ⊕ (N\e), where e ∈ E(N) − loop(N∗);
(D4) |E(M)| − | loop(M)| 2, |E(N)| − | loop(N∗)| 2 and there are positive integers
r, s, and n and a matroid H satisfying s < n, when H is non-empty, or s < r , when
H is empty, such that (M,N) is a (r, s, n,H)-pair, we define Ψ (M,N) = MN ;
(D5) |E(M)| − | loop(M)| 2, |E(N)| − | loop(N∗)| 2 and there are positive integers
r, s and n such that s < n and a non-empty matroid H such that (N∗,M∗) is a
(r, s, n,H)-pair, we define Ψ (M,N) = [N∗M∗]∗;
(D6) otherwise, we define Ψ (M,N) = M 
 N .
Observe that:
(a) If Ψ (M,N) is defined in (D1), then Ψ (M,N) has at least m loops or n coloops;
(b) If Ψ (M,N) is defined in (D2), then Ψ (M,N) has m − 1 loops and at most n − 1
coloops;
(c) If Ψ (M,N) is defined in (D3), then Ψ (M,N) has at most m − 2 loops and n − 1
coloops;
(d) If Ψ (M,N) is defined in (D4), (D5) or (D6), then Ψ (M,N) has at most m − 2 loops
and n− 2 coloops;
(e) If Ψ (M,N) is defined in (D4) or (D5), then Ψ (M,N) has exactly two connected
components with at least two elements. Moreover, these connected components have
different number of elements if and only if H is non-empty; and
(f) If Ψ (M,N) is defined in (D6), then Ψ (M,N) has exactly one connected component
with at least two elements.
The result follows provided we show that M ∼= M ′ and N ∼= N ′ if and only if
Ψ (M,N) ∼= Ψ (M ′,N ′). Note that the “only if” part of this assertion is easy to verify.
We will prove the “if” part only. Suppose that Ψ (M,N) ∼= Ψ (M ′,N ′). If Ψ (M,N) has at
least m loops, then, by (a) to (d), Ψ (M,N) and Ψ (M ′,N ′) are defined in (D1). Hence
M ⊕ N ∼= M ′ ⊕ N ′. If M ∼= M ′ ∼= U0,m, then N ∼= N ′. If M ∼= U0,m and N ′ ∼= Un,n,
then M ∼= M ′ and N ∼= N ′. We may assume that Ψ (M,N) has at most m − 1 loops.
Similarly, we may assume that Ψ (M,N) has at most n − 1 coloops. If Ψ (M,N) has
m − 1 loops, then, by (a) to (d), Ψ (M,N) and Ψ (M ′,N ′) are defined in (D2). Hence
M ∼= M ′ ∼= U0,m−1 ⊕ U1,1. Moreover, if e and e′ are the coloops of M and M ′ respec-
tively, then (M\e)⊕[N∗ + e]∗ ∼= (M ′\e′)⊕[N ′ ∗ + e′]∗. So N ∼= N ′. We may assume that
Ψ (M,N) has at most m − 2 loops. Similarly, we may assume that Ψ (M,N) has at most
n− 2 coloops.
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then, by (e) and (f), Ψ (M,N) and Ψ (M ′,N ′) are defined in (D6). Thus M
N ∼= M ′ 
N ′.
By Lemma 4, when M ∼= M ′ or N ∼= N ′, then
(g) there is a matroid H and positive integers r, s and n such that (M,N) is a (r, s, n,H)-
pair and (M ′,N ′) is a (s, r, n,H)-pair; or
(h) there is a matroid H and positive integers r, s and n such that (N∗,M∗) is a
(r, s, n,H)-pair and (N ′ ∗,M ′ ∗) is a (s, r, n,H)-pair.
If (g) happens, then r < s or s < r . If s < r  n, then Ψ (M,N) should be defined
in (D4); a contradiction. If r < s  n, then Ψ (M ′,N ′) should be defined in (D4);
a contradiction. We have similar contradictions when (h) happens. We may assume that
Ψ (M,N) ∼= Ψ (M ′,N ′) has exactly two connected components with at least two elements.
That is, Ψ (M,N) and Ψ (M ′,N ′) are defined in (D4) or (D5). If the two connected com-
ponents of Ψ (M,N) ∼= Ψ (M ′,N ′) with more than two elements have the same size, then
Ψ (M,N) and Ψ (M ′,N ′) are defined in (D4). Thus Ψ (M,N) = MN = M ⊕ N and
Ψ (M ′,N ′) = M ′ ⊕ N ′. Hence M ∼= M ′ and N ∼= N ′ because the rank of the connected
component with at least two elements of M (or M ′) is not bigger than the rank of the
connected component with at least two elements of N (or N ′). We may assume that the
two connected components of Ψ (M,N) ∼= Ψ (M ′,N ′) having at least two elements have
different sizes. Using Lemma 6, its dual and Lemma 7, we conclude that M ∼= M ′ and
N ∼= N ′. The result follows. 
We say that a class F of matroids is closed under Hamiltonian extensions provided, for
each N ∈F , there is M ∈F and e ∈ E(M) such that e belongs to a Hamiltonian circuit of
M and N = M\e.
Conjecture 1. Let F be a class of matroids closed under duality, isomorphisms, minors,
1-sums, 2-sums and Hamiltonian extensions. If m and n are non-negative integers, then
f (m + n) f (m)f (n),
where f (k) denotes the number of non-isomorphic matroids on a k-element set belonging
to F .
Observe that the class Fk of matroids linearly representable over a field k satisfies the
hypotheses of this conjecture. For FGF(2), this conjecture was made by Wild [7].
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