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NOTE DI GEOMETRIA LINEARE AFFINE ED EUCLIDEA
1. Spazi vettoriali geometrici
Abbiamo precedentemente introdotto in Rn la somma e il prodotto per scalari e abbiamo studiato i suoi
sottospazi vettoriali, cioe` i sottoinsiemi non vuoti chiusi rispetto a queste due operazioni. Vogliamo ora
considerare la corrispondente versione geometrica e per cio` andiamo a considerare lo spazio euclideo E3, cioe`
lo spazio tridimensionale che ci circonda. Chiameremo punti gli elementi di E3.
Fissato un punto a piacere O in E3 possiamo considerare l’insieme VO costituito da tutti i segmenti
orientati (o vettori, o “freccette”) aventi come estremo iniziale il punto O fissato e come estremo finale un
punto qualsiasi di E3. Indichiamo con OP il segmento orientato di estremi O e P . Indichiamo con OO il
vettore degenere che ha punto iniziale e finale conincidenti con O. Tuttavia, facendo un piccolo abuso di
notazione, talvolta identificheremo un punto P ∈ E3 con il corrispondente vettore OP ∈ VO.
Vogliamo definire su VO la somma e il prodotto per scalari in modo da renderlo uno spazio vettoriale
“geometrico”.
La somma tra due vettori OP e OQ non allineati si ottiene usando la regola del parallelogramma: si veda
la figura seguente.
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La somma OP +OQ e` per definizione il vettore OR, dove R e` il quarto vertice dell’unico parallelogramma
avente due lati consecutivi dati dai segmenti OP e OQ.
Osserviamo che il punto R si ottiene anche “concatenando” i due vettori OP e OQ, cioe` traslando il vettore
OQ in modo che il suo punto iniziale coincida con il punto P .
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Questa definizione ha il vantaggio che puo` essere applicata anche nel caso in cui i punti O,P,Q siano
allineati.
Osserviamo che il vettore nullo OO e` l’elemento neutro rispetto alla somma.
Se α ∈ R definiamo α · OP come l’unico vettore OR che soddisfa le seguenti condizioni:
• O,P,R sono allineati;
• O giace tra P ed R se e solo se α < 0;
• il rapporto tra le lunghezze di OR e di OP e` pari a |α|.
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E` un esercizio elementare mostrare le seguenti proprieta` distributive:
α · (OP +OQ) = α · OP + α ·OQ,
e
(α+ β) ·OP = α · OP + β ·OP
per ogni α, β ∈ R e per ogni P,Q ∈ R.
Diciamo quindi che VO e` uno spazio vettoriale geometrico e che un suo sottoinsieme e` un sottospazio
(geometrico) se e` non vuoto ed e` chiuso rispetto alla somma e al prodotto per uno scalare. Possiamo a questo
punto parlare di combinazione lineare di vettori, di vettori linearmente indipendenti e insieme di generatori
come siamo abituati a fare in Rn.
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Definizione. Dati P1, . . . , Pr, Q ∈ E3 diciamo che il vettore OQ e` una combinazione lineare di OP1, . . . , OPr
se esistono degli scalari α1, . . . , αr ∈ R tali che
OQ = α1 · OP1 + · · ·+ αr · OPr.
Diciamo che i vettori OP1, . . . , OPr sono linearmente indipendenti se ognuno di essi non e` combinazione
lineare degli altri o, equivalentemente, se l’unico modo di esprimere il vettore nullo come loro combinazione
lineare e` quello di scegliere tutti gli scalari uguali a 0.
L’insieme 〈OP1, . . . , OPr〉 dato da tutte le combinazioni lineari di OP1, . . . , OPr e` sempre un sottospazio
di VO e si dice sottospazio generato da OP1, . . . , OPr .
Il concetto di base e di dimensione sono anche analoghi al caso algebrico e non li ripetiamo.
Esempio 1.1. Se P e` un punto diverso da O il sottospazio 〈OP 〉 generato da OP e` costituito da tutti i
vettori della forma OQ al variare di Q sulla retta contenente O e P . Viceversa ogni retta passante per O
determina un sottospazio generato da un qualunque vettore OP parallelo ad essa (e non nullo).
Osserviamo che se una retta non passa per l’origine allora i vettori della forma OQ, al variare di Q sulla
retta non formano un sottospazio, vedi la figura seguente.
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Se i punti O,P,Q sono allineati (e distinti) allora OQ e` un multiplo scalare di OP e quindi 〈OP,OQ〉 =
〈OP 〉 e ricadiamo nel caso precedente. Se invece O,P,Q non sono allineati allora esiste un unico piano pi che
li contiene ed e` facile rendersi conto che il sottospazio 〈OP,OQ〉 e` dato da tutti i vettori OR al variare di R
nel piano pi. Non sorprendera` il seguente risultato
Teorema 1.2. dimVO = 3.
Dimostrazione. Abbiamo gia` osservato che due vettori non bastano per generare tutto VO, e quindi VO ha
dimensione almeno 3. Sara` quindi sufficiente mostrare che VO e` generato da 3 vettori. Consideriamo quindi
tre punti P1, P2, P3 non allineati e tali che il punto O non appartenga all’unico piano contenente P1, P2, P3.
Chiamiamo i, j,k i vettori OP1, OP2, OP3 rispettivamente. Dato un qualunque P ∈ E3 esiste un unico
parallelepipedo con diagonale OP e lati paralleli ad i, j,k.
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I vettori corrispondenti ai lati di questo parallelepipedo saranno quindi della forma α1 · i, α2 · j e α3 · k e
abbiamo quindi che
OP = α1 · i+ α2 · j+ α3 · k.
Possiamo quindi concludere che VO ha dimensione 3. 
Il fatto che VO abbia dimensione 3 ci permette di utilizzare delle “coordinate” su VO che lo rendono
“isomorfo” ad R3.
Teorema 1.3. Fissata una base i, j,k di VO la funzione F : VO → R3 data da
F (x · i+ y · j+ z · k) = (x, y, z)
e` un isomorfismo lineare.
Dimostrazione. Tutte le proprieta` sono ovvie e vengono dal fatto che una base di VO viene mandata nella
base canonica di R3. 
L’isomorfismo di cui al Teorema precedente permette di utilizzare le coordinate anche su VO, come se fosse
R
3.
2. Geometria affine
Definizione. Un sottoinsieme S di uno spazio vettoriale si dice sottovarieta` (lineare affine) se esiste un
sottospazio W e un vettore v tali che S =W + v = {w + v : w ∈W}.
Osserviamo che se S e` una sottovarieta` il sottospazio W che appare nella definizione e` univocamente
determinato, mentre si puo` sostituire v con un qualunque altro elemento di S. Lo enunciamo nel seguente
Lemma 2.1. Siano W,W ′ sottospazi di VO e v, v′ ∈ VO. Allora W + v = W ′ + v′ se e solo se W = W ′ e
v′ ∈W + v (o v ∈W ′ + v′).
Dimostrazione. Infatti, se S = v +W = v′ +W ′ allora v − v′ +W =W ′ e in particolare abbiamo che esiste
w ∈ W tale che v − v′ + w = 0 da cui v − v′ ∈ W e quindi v − v′ +W = W . Concludiamo che W = W ′.
Inoltre e` chiaro che v′ ∈ v′ +W ′ = v +W .
Viceversa, se v′ = v + w, con w ∈ W , allora v +W = v + w +W = c′ +W . 
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Definizione. Se una sottovarieta` S e` della forma S =W + v, il sottospazio W si dice giacitura della varieta`
S. Due sottovarieta` si dicono parallele se la giacitura di uno e` contenuta nella giacitura dell’altro.
Definizione. La dimensione di una sottovarieta` e` la dimensione della sua giacitura.
Andiamo ad analizzare le sottovarieta` di VO (e/o di R3) di dimensione 0,1,2,3.
In dimensione 0 le sottovarieta` sono i punti (o meglio i singoli vettori): infatti la giacitura e` data da
W = {OO} e quindi i suoi traslati sono tutti i possibili punti.
In dimensione 1 abbiamo le rette: la giacitura di una retta e` data dall’unica retta parallela alla retta data
passante per O. Similmente in dimensione 2 otteniamo tutti i piani dello spazio.
L’unica varieta` affine in dimensione 3 e` VO stesso.
Avendo fissato un riferimento affine O, i, j,k (che indicheremo con RA(O; i, j,k)) possiamo avvalerci delle
relative coordinate x, y, z per studiare le sottovarieta`. Identificheremo cioe` il vettore x · i + y · j+ z · k ∈ VO
con le sue coordinate e quindi con l’elemento (x, y, z) ∈ R3.
Sottovarieta` di dimensione 2, o piani. Un sottospazio W di dimensione 2 e` sempre dato dalle soluzioni
di una equazione lineare omogenea del tipo
ax+ by + cz = 0.
Una sottovarieta` S di giacitura W e` della forma W + v per un certo v = (x0, y0, z0): i suoi elementi saranno
quindi dati dall’equazione
ax+ by + cz = d,
dove d = ax0+ by0+ cz0. Infatti ogni elemento della forma w+ v soddisfa questa equazione e, viceversa, ogni
elemento che soddisfa questa equazione e` della forma w + v per un opportuno w ∈ W .
Parallelismo tra piani. Consideriamo due sottovarieta` di dimensione 2 (piani) di equazione rispettivamente
ax + by + cz = d e a′x + b′y + c′z = d′. Le rispettive giaciture sono date dalle equazioni ax + by + cz = 0
e a′x + b′y + c′z = 0. In particolare i due piani sono paralleli se e solo queste due equazioni individuano lo
stesso piano e quindi se e solo se sono proporzionali. Concludiamo che i piani sono paralleli se e solo se
rg
[
a b c
a′ b′ c′
]
= 1.
Sottovarieta` di dimensione 1, o rette. Un sottospazio W di dimensione 1 e` sempre dato dalle soluzioni
di due equazioni lineari omogenee non proporzionali del tipo ax+ by+ cz = 0 e a′x+ b′y+ c′z = 0. Detto in
altri termini una retta si puo` sempre vedere come intersezione di due piani. Una sottovarieta` S di giacitura
W e` della forma W + v per un certo v = (x0, y0, z0): i suoi elementi saranno quindi dati dal sistema lineare{
ax+ by + cz = d
a′x+ b′y + c′z = d′
dove d = ax0+ by0+ cz0 e d
′ = a′x0 + b′y0+ c′z0 (verificare). Un vettore direttore della retta e` un qualunque
elemento non nullo della sua giacitura, cioe` un qualunque vettore non nullo (l,m, n) che sia soluzione del
sistema omogeneo associato {
ax+ by + cz = 0
a′x+ b′y + c′z = 0
Parallelismo tra rette. Due rette aventi vettori direttori rispettivamente (l,m, n) e (l′,m′, n′) sono parallele
se e solo se i vettori direttori sono proporzionali, cioe` se e solo se
rg
[
l m n
l′ m′ n′
]
= 1.
Parallelismo tra un piano e una retta. Consideriamo un piano di equazione ax+ by + cz = d e una retta che
abbia vettore direttore (l,m, n). Essi saranno paralleli se e solo se la giacitura della retta (che e` generata da
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(l,m, n)) e` contenuta nella giacitura del piano (che ha equazione ax + by + cz = 0). In altre parole si ha il
parallelismo se e solo se
al+ bm+ cn = 0.
Fascio di piani proprio Data una retta r, il fascio di piani proprio determinato da r e` l’insieme di tutti i
piani che contengono la retta stessa. Se la retta r ha equazione{
ax+ by + cz = d
a′x+ b′y + c′z = d′
allora tale fascio e` composto da tutti i piani di equazione λ(ax + by + cz) + µ(a′x+ b′y + c′z) = λd + µd′ al
variare di λ, µ ∈ R. Infatti e` evidente che la retta r e` contenuta in ognuno di questi piani: le soluzioni del
sistema lineare che definisce r sono anche soluzioni delle equazioni di questi piani. Viceversa, sia pi un piano
che contiene r e sia a′′x+ b′′y + c′′z = d′′ la sua equazione. Allora il sistema
ax+ by + cz = d
a′x+ b′y + c′z = d′
a′′x+ b′′y + c′′z = d′′
ha infinite soluzioni dipendenti da un parametro e quindi la matrice associata (sia completa che incompleta)
ha rango 2. Concludiamo che la terza equazione e` combinazione lineare delle prime due.
Fascio di piani improprio Dato un piano pi, il fascio di piani proprio e` l’insieme di tutti i piani paralleli
al piano dato. Se il piano dato ha equazione ax+ by + cz = d allora i piani del fascio sono tutti e soli i piani
di equazione ax+ by + cz = λ, alvariare di λ ∈ R, per quanto detto prima sul parallelismo tra piani.
Esercizio 2.2. Nello spazio E3 con un riferimento affine RA(O; i, j,k) si considerino il piano pi : x−y+z = 2
e il punto P = (1, 1,−1). Si determinino:
a. le equazioni di una qualunque retta parallela a pi e passante per P ;
b. l’equazione del piano pi′ parallelo a pi e passante per P .
Esercizio 2.3. Nello spazio E3 con un riferimento affine RA(O; i, j,k) sono dati i tre punti
P = (1, 2, 3), Q = (2, 3, 5), R = (3, 4, k)
con k parametro reale.
a. Per quali valori del parametro k i tre punti sono allineati?
b. Posto k = 0, determinare l’equazione del piano per i tre punti;
c. Posto k = 1, determinare l’equazione della retta passante per Q e per R.
Esercizio 2.4. Nello spazio E3 con un riferimento affine RA(O; i, j,k) sono dati i tre punti
P = (0, 1,−1), Q = (1, 2, 2), R = (k, 3, 5)
con k parametro reale.
a. Per quali valori del parametro k i tre punti sono allineati?
b. Posto k = −2, determinare l’equazione del piano per i tre punti;
c. Posto k = 3, determinare l’equazione della retta passante per Q e per R.
Esercizio 2.5. Nello spazio E3 con un riferimento affine RA(O; i, j,k) sono dati il piano pi di equazione
2x+ 2y + 2z = 1
e l’insieme S dei punti le cui coordinate sono le soluzioni del sistema lineare{
x+ 2y − az = 0
x− ay + 2z = 1
con a parametro reale.
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a. Per quali valori del parametro a l’insieme S e` una retta?
b. Posto a = 1, determinare una rappresentazione parametrica della retta per l’origine parallela ad S;
c. Determinare una base del piano per l’origine parallelo a pi;
d. discutere la posizione reciproca di pi ed S al variare del parametro a.
Esercizio 2.6. Nello spazio E3 con un riferimento affine RA(O; i, j,k) e` dato il piano pi passante per l’origine
e per i punti (−1, 0, 2) e (1, 1, 1).
a. Determinare l’equazione del piano parallelo a pi passante per il punto (3, 2, 1);
b. determinare l’equazione di una retta parallela a pi passante per il punto (1,−1, 1).
Esercizio 2.7. Si consuderi la retta r di equazione{
x+ y = 5
y − 2z = 2
e la retta r′ di equazione {
2x− ay = 2
y + az = −1
dipendente da un parametro reale a.
• Stabilire per quali valori del parametro a esiste un piano che contiene sia r che r′.
• Stabilire per questi valori di a la rette r ed r′ sono parallele o incidenti.
Consideriamo due punti distinti a caso P e Q sulla retta r′: ad esempio possiamo scegliere
P = (1 − a
2
,−1, 0)
e
Q =
{
(1, 0,− 1a ) se a 6= 0
(1,−1, 1) se a = 0.
Consideriamo l’equazione del fascio di piani passanti per r: otteniamo
λ(x+ y − 5) + µ(y − 2z − 2) = 0
Determiniamo il piano di questo fascio passante per P : sostituendo le coordinate di P nell’equazione otteni-
amo:
λ(1 − a
2
− 1− 5) + µ(−1− 2) = 0
che, moltiplicata per −2 e semplificata da`
λ(a+ 10) + 6µ = 0
da cui otteniamo la soluzione λ = −6 e µ = a+10. Abbiamo quindi che l’equazione del piano passante per r
e per P e`
−6(x+ y − 5) + (a+ 10)(y − 2z − 2) = 0
che semplificata da`
−6x+ (a+ 4)y + (−2a− 20)z = −10 + 2a.
Andiamo ora a verificare se il piano avente questa equazione contiene anche Q: nel caso a = 0 otteniamo un
assurdo, e nel caso a 6= 0 abbiamo:
−6− a− 4− 2a− 201
a
= 10 + 2a
e dobbiamo capire per quali valori di a questa equazione e` soddisfatta. Moltiplicando per a e semplificando
otteniamo
a2 − 3a− 10 = 0
8 NOTE DI GEOMETRIA LINEARE AFFINE ED EUCLIDEA
che e` soddisfatta per a = 5 e per a = −2.
Per a = −2 i due piani che determinano r′ sono paralleli ai piani che determinano r e quindi r ed r′ sono
parallele. Per a = 5 possiamo calcolare i vettori direttori di r ed r′: essi sono rispettivamente (−2, 2, 1) e
(25, 10, 2) e quindi le rette, non essendo parallele, sono necessariamente incidenti. E infatti si intersecano nel
punto 17 (27, 8,−3).
3. Geometria euclidea
In questa sezione ci occupiamo di problemi che riguardano “lunghezze” di vettori e “angoli” tra vettori.
Partiamo dallo studio dello spazio geometrico VO per poi passare in modo naturale ad R3 grazie all’isomorfismo
studiato precedentemente e quindi generalizzare queste nozioni ad Rn.
Osserviamo inizialmente che due vettori v e w in VO formano due angoli (uno concavo e uno convesso)
aventi lo stesso coseno. Denotiamo comunque con v̂w quello convesso. Definiamo la componente di v lungo
w nel seguente modo
Cw(v) := |v| cos v̂w,
dove |v| indica la lunghezza del vettore v.
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Osserviamo che Cw(v) indica la lunghezza della proiezione “ortogonale” di v lunga la retta individuata da w
presa con il segno “+” se cos v̂w ≥ 0 (cioe` se v̂w e` acuto), e con il segno “−” se cos v̂w ≤ 0 (cioe` se v̂w e`
ottuso).
Ad esempio se v e w formano un angolo di ampiezza pi/3 e |v| = 3 allora
Cw(v) =
3
2
.
Facciamo la seguente osservazione fondamentale.
Lemma 3.1. La funzione Cw : VO → R e` un’applicazione lineare.
Dimostrazione. Mostriamo intanto che
Cw(λv) = λCw(v)
per ogni λ ∈ R. Per semplicita` di notazione poniamo v′ = λv per cui |v′| = |λ||v|. Se λ > 0 allora v̂w = v̂′w
e quindi il risultato segue dal fatto che |v′| = λ|v|. Se λ < 0 abbiamo che v̂w e v̂′w sono complementari e
quindi cos v̂′w = − cos v̂w. Abbiamo quindi
Cw(λv) = |λv| cos v̂′w = −λ|v|(− cos v̂w) = λCw(v).
Mostriamo ora che Cw(v1 + v2) = Cw(v1) + Cw(v2). Facciamo riferimento alla figura seguente in cui per
semplicita` gli angoli v̂1w e v̂2w sono entrambi acuti:
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Osserviamo che la proiezione del vettore v1 + v2 e` data dalla somma delle proiezioni dei vettori v1 e v2 che
e` proprio quanto dovevamo dimostrare. Se gli angoli v̂1w e v̂2w non sono entrambi acuti si procede con un
discorso analogo. 
Siamo ora pronti a definire il prodotto scalare su VO.
Definizione. Il prodotto scalare tra due vettori v, w ∈ VO e` definito nel seguente modo:
(v, w) = |v||w| cos v̂w = |w|Cw(v) = |v|Cv(w).
Il prodotto scalare soddisfa le seguenti proprieta`
• Simmetria: (v, w) = (w, v) per ogni v, w ∈ VO;
• Positivita`: (v, v) > 0 per ogni v 6= 0;
• Bilinearita`: (λv+µv′, w) = λ(v, w)+µ(v′, w) e (v, λw+µw′) = λ(v, w)+µ(v, w′) per ogni v, w ∈ VO
e per ogni λ, µ ∈ R.
La simmetria e la positivita` sono ovvie dalla definizione di prodotto scalare. La bilinearita` segue direttamente
dal Lemma 3.1.
Il modulo di un vettore puo` essere espresso tramite il prodotto scalare
|v| = (v, v) 12
e anche il coseno dell’angolo formato da due vettori v e w si puo` scrivere come
cos v̂w =
(v, w)
|v||w| .
In particolare abbiamo che due vettori sono ortogonali se e solo se il loro prodotto scalare e` nullo, formano un
angolo acuto se e solo se il loro prodotto scalare e` positivo, e formano un angolo ottuso se e solo se il prodotto
scalare e` negativo.
Definizione. Una base {i, j,k} di VO si dice ortonormale se i suoi elementi sono a due a due ortogonali e
hanno modulo 1, cioe` se
• (i, j) = (i,k) = (j,k) = 0;
• (i, i) = (j, j) = (k,k) = 1.
Se identifichiamo VO con R3 utilizzando le coordinate rispetto ad una base ortonormale {i, j,k} il prodotto
scalare si puo` esprimere facilmente nella seguente forma:
(x · i+ y · j+ z · k, x′ · i+ y′ · j+ z′ · k) = xx′ + yy′ + zz′.
Questa identita` si ottiene facilmente utilizzando la bilinearita` del prodotto scalare e la condizione di ortonor-
malita` della base scelta. Inoltre questa formula si presta ad essere facilmente generalizzata ad Rn per ogni
n.
Definizione. Il prodotto scalare (canonico) su Rn e` definito da(
(x1, . . . , xn), (x
′
1, . . . , x
′
n)
)
= x1x
′
1 + · · ·+ xnx′n.
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Le proprieta` di simmetria, positivita` e bilinearita` continuano chiaramente a valere anche in Rn.
Definiamo quindi il modulo di un vettore v = (x1, . . . , xn) ponendo
|v| := (v, v)1/2 =
√
x21 + · · ·+ x2n.
Vorremmo ora poter definire l’angolo tra due vettori di Rn. Abbiamo bisogno del prossimo famosissimo
Lemma 3.2 (di Schwarz). Siano v, w ∈ Rn. Allora
(v, w)2 ≤ |v|2|w|2.
Dimostrazione. Il risultato e` chiaramente vero se w e` il vettore nullo. Supponiamo quindi che w non sia il
vettore nullo e calcoliamo il quadrato del modulo di v + αw al variare di α ∈ R. Abbiamo
|v + αw|2 = (v, v) + 2(v, w)α + (w,w)α2.
Questa quantita` e` sempre ≥ 0 per ogni α ∈ R, essendo un quadrato. Vedendolo come polinomio di secondo
grado in α esso ha quindi discriminante ≤ 0: tale discriminante (ridotto) e` proprio
(v, w)2 − (v, v)(w,w).

Il lemma di Schwarz ci assicura che la quantita`
(v, w)
|v||w| ,
se v e w non sono il vettore nullo, e` sempre compresa tra -1 ed 1. Generalizzando quindi quanto visto in VO
definiamo l’angolo vˆw come l’unico angolo convesso tale che
cos vˆw =
(v, w)
|v||w|
e diciamo che vˆw e` l’angolo formato da v e w. In particolare diremo ancora che v e w sono ortogonali se il
loro prodotto scalare e` 0.
Esempio 3.3. Determinare l’angolo formato da v = (1, 2, 3, 4) e da w = (2,−1, 8,−6) in R4.
Determinare l’angolo formato da v = (1, 2, 1, 2) e da w = (1 +
√
3, 2− 2√3, 1−√3, 2 + 2√3).
Nel primo caso abbiamo (v, w) = 1 · 2 + 2 · (−1) + 3 · 8 + 4 · (−6) = 0 e quindi v e w sono ortogonali e
l’angolo da essi fornato e` l’angolo retto.
Nel secondo caso abbiamo (v, w) = 10, |v| = √10 e |w| = 2√10. Abbiamo quindi
cos v̂w =
10√
10 · 2√10 =
1
2
e concludiamo che v̂w = pi3 .
Definizione. Diremo che una base {b1, . . . , bn} di Rn e` ortonormale se i suoi elementi hanno tutti modulo 1
e sono ortogonali tra loro.
Il complemento ortogonale. Dati due sottospazi U e W di Rn diremo che essi sono ortogonali se ogni
elemento di U e` ortogonale ad ogni elemento di W , cioe` se
(u,w) = 0
per ogni u ∈ U e w ∈ W .
Lemma 3.4. Siano U e W due sottospazi di Rn, B una base di U e C una base di W . Allora U e W sono
ortogonali se e solo se ogni elemento di B e` ortogonale ad ogni elemento di C.
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Dimostrazione. E` chiaro che se U eW sono ortogonali allora ogni elemento B e` ortogonale ad ogni elemento di
C. Viceversa, supponiamo che ogni elemento di B sia ortogonale ad ogni elemento di C. Se B = {u1, . . . , uk}
e C = {w1, . . . , wh} e u ∈ U , w ∈W allora possiamo trovare degli scalari xi e yj tali che
u = x1u1 + · · ·xkuk, w = y1w1 + · · ·+ yhwh
e quindi sfruttando la bilinearita` del prodotto scalare concludiamo che
(u,w) =
(
x1u1 + · · ·xkuk, y1w1 + · · ·+ yhwh
)
=
∑
i
∑
j
xiyj(ui, wj) = 0
per l’ipotesi di ortogonalita` delle basi B e C. 
Siamo ora pronti a dimostrare il seguente fondamentale risultato.
Teorema 3.5. Sia U un sottospazio (non banale) di Rn. Allora esiste un unico sottospazio W di Rn ortog-
onale a U tale che U ⊕W = Rn.
Dimostrazione. Sia B = {u1, . . . , uk} una base di U . Poniamo u1 = (u1,1, . . . , u1,n), . . . , uk = (uk,1, . . . , uk,n)
e consideriamo il vettore generico v = (x1, . . . , xn) di R
n. Per costruire un sottospazio ortogonale a U
dobbiamo imporre le condizioni di ortogonalita` ai vettori della base B. Ma abbiamo che v e` ortogonale a u1
se e solo se
(u1, v) = u1,1x1 + · · ·u1,nxn = 0
e similmente per gli altri vettori della base. Abbiamo quindi che v = (x1, . . . , xn) e` ortogonale a U se e solo
se e` soluzione del sistema lineare omogeneo
u1,1x1 + · · ·u1,nxn = 0
· · ·
uk,1x1 + · · ·uk,nxn = 0.
Chiamiamo W l’insieme delle soluzioni di questo sistema, cioe` l’insieme di tutti i vettori di Rn ortogonali a
tutti i vettori di U . Sappiamo che W e` un sottospazio di Rn perche´ il sistema e` omogeneo. Osserviamo ora
che la matrice dei coefficienti ha rango k: infatti le righe di questa matrice sono proprio i vettori della base B
che sono quindi linearmente indipendenti e concludiamo che dimS = n− k. Abbiamo inoltre W ∩U = {0} in
quanto un vettore che sta sia in S che in U dovrebbe essere ortogonale a se stesso; e l’unico vettore ortogonale
a se stesso e` proprio il vettore nullo. Concludiamo quindi che
U ⊕W = Rn.
Supponiamo ora che esista un altro W ′ ortogonale a U tale che U ⊕W ′ = Rn. Abbiamo che W ′ ⊆W perche´
W ′ deve essere ortogonale a U e dimW ′ = n− k perche´ deve essere un complemento di U . Concludiamo che
necessariamente W =W ′. 
Definizione. Dato un sottospazio U di Rn l’unico sottospazio che soddisfa le condizioni del Teorema 3.5 si
dice il complemento ortogonale a U e si indica con U⊥.
Esempio 3.6. Consideriamo il sottospazio U di R4 di equazione x1 + 2x2 − x4 = 0. Determinare U⊥. In
questo caso dimU = 3 e quindi dimU⊥ = 1. Facciamo ora la seguente osservazione: l’equazione di U puo`
essere letta nel modo seguente:
(
(x1, x2, x3, x4), (1, 2, 0,−1)
)
= 0, cioe` U consiste di tutti i vettori ortogonali
al vettore (1, 2, 0,−1) e quindi necessariamente
U⊥ = 〈(1, 2, 0,−1)〉.
Esempio 3.7. Sia U il sottospazio di R4 di equazione{
x1 − x4 = 0
x2 + x3 + x4 = 0
12 NOTE DI GEOMETRIA LINEARE AFFINE ED EUCLIDEA
Ragionando come nell’esempio precedente abbiamo che U consiste dei vettori ortogonali ai vettori (1, 0, 0,−1)
e (0, 1, 1, 1) e quindi U⊥ e` generato da questi due vettori. Per trovare le equazioni di U⊥ abbiamo bisogno di
due equazioni lineari omogenee indipendenti soddisfatte da questi due vettori; ad esempio possiamo scegliere{
x2 − x3 = 0
x1 − x2 + x4 = 0
La proiezione ortogonale. Dato un sottospazio U ricordiamo che l’ortogonale U⊥ e` tale che
R
n = U ⊕ U⊥.
Se quindi v e` un qualunque vettore di Rn abbiamo che esistono unici PU (v) ∈ U e PU⊥(v) ∈ U⊥ tali che
v = PU (v) + PU⊥(v) e diciamo che PU (v) e` la proiezione ortogonale di v su U (e che PU⊥(v) e` la proiezione
ortogonale di v su U⊥). Come possiamo fare a calcolare questa proiezione ortogonale? Cominciamo dal caso
piu` semplice in cui U ha dimensione 1.
Sia quindi U = 〈u〉 con u non nullo. Ricordiamo che nel caos di VO la componente Cu(v) rappresenta la
lunghezza della proiezione di v sulla retta individuata da u, presa con un certo segno, a seconda che questa
proiezione stia “dalla parte di u” o dalla parte opposta. Il vettore di lunghezza 1 avente stessa direzione e
verso di u e` dato da u|u| e quindi abbiamo l’intuizione geoemtrica che la proiezione di v su U sia data da
Cu(v)
u
|u| . Lo verifichiamo anche algebricamente:
v =
Cu(v)
|u| u+ (v −
Cu(v)
|u| u)
=
(u, v)
(u, u)
u+ (v − (u, v)
(u, u)
u)
Ricordando che Cu(v) =
(u,v)
|u| . Inoltre, sfruttando la bilinearita` del prodotto scalare abbiamo(
u, v − (u, v)
(u, u)
u
)
= (u, v)− (u, (u, v)
(u, u)
u
)
= (u, v)− (u, v)
(u, u)
(u, u) = 0
per cui
v − (u, v)
(u, u)
u ∈ U⊥.
Concludiamo che la decomposizione
v =
(u, v)
(u, u)
u+ (v − (u, v)
(u, u)
u)
e` proprio l’unica decomposizione di v nella somma di un elemento di U e di un elemento di U⊥ per cui
PU (v) =
(u, v)
(u, u)
u.
Vediamo ora cosa accade se dimU = 2. Sia {u1, u2} una base di U e chiamiamo U1 = 〈u1〉 ⊂ U . A meno di
sostituire u2 con la sua proiezione su U
⊥
1 (cioe` a meno di sostituire u2 con u2− (u1,u2)(u1,u1)u1) possiamo supporre
che u1 e u2 siano ortogonali.
Sia quindi v un qualunque vettore di Rn. In base a quanto visto nel caso di dimensione 1 sappiamo scrivere
v nella forma v = v1 + v
′ con v1 ∈ U1 e v′ ∈ U⊥1 . Dopodiche´ possiamo riapplicare la stessa procedura per
scrivere v′ = v2 + v′′ con v2 ∈ U2 e v′′ ∈ U⊥2 . Osserviamo ora che v′′ e` ortogonale ad u2 per costruzione ed e`
ortogonale anche a u1 in quanto v
′′ = v′ − v2 e sia v′ che v2 sono ortogonali ad u1.
Possiamo quindi concludere che v = (v1 + v2) + v
′′ e` la decomposizione ortogonale di v rispetto ad U e
quindi
PU (v) = v1 + v2.
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Un’ultima osservazione porta al seguente risultato.
Teorema 3.8. Sia U un sottospazio di dimensione 2 di Rn, {u1, u2} una base ortogonale di U , cioe` tale che
(u1, u2) = 0. Poniamo inoltre U1 = 〈u1〉, U2 = 〈u2〉. Allora
PU (v) = PU1(v) + PU2 (v)
Dimostrazione. Riprendiamo la notazione della discussione precedente. Bastera` mostrare che v2 = PU2(v).
Ma questo segue dal fatto che v1 e` ortogonale a u2 e quindi anche v1 + v
′′ e` ortogonale a u2 e quindi
v = v2 + (v1 + v
′′)
e` la decomposizione ortogonale di v rispetto a U2. 
Questo algoritmo puo` essere facilmente esteso al caso in cui dimU > 2.
Proposizione 3.9. Sia U un sottospazio di Rn. Allora
PU : R
n → Rn
e` un’applicazione lineare tale che
• Ker(PU ) = U⊥;
• Im(PU ) = U ;
• PU ◦ PU = PU .
Dimostrazione. Sia v = u + u′ con u ∈ U , u′ ∈ U⊥. Abbiamo che v ∈ Ker(PU ) se e solo se u = 0 cioe`
v = u′ ∈ U⊥.
Il fatto che Im(PU ) = U e` anche immediato: si ha subito dalla definizione che Im(PU ) ⊆ U . Inoltre, per
ogni u ∈ U si ha PU (u) = u per cui U ⊆ Im(PU ).
Infine PU (PU (v)) = PU (u) = u = PU (v). 
Esempio 3.10. Sia U il sottospazio di R4 di equazione{
x2 − x3 = 0
x1 − x2 + x4 = 0
Determinare la proiezione ortogonale di v = (1, 1, 1,−1) su U .
Procediamo in generale determinando la proiezione ortogonale del vettore generico (x, y, z, t) ∈ R4. In base
all’algoritmo abbiamo bisogno di determinare una base ortogonale di U . Cerchiamo innanzitutto una base
qualunque: abbiamo che u = (1, 0, 0,−1) e u′ = (0, 1, 1, 1) formano una base di U . Tuttavia questi vettori
non sono ortogonali e quindi andiamo a sostituire u′ con un altro vettore in modo da renderlo ortogonale a
u. Calcoliamo
u′ − (u, u
′)
(u, u)
u = (0, 1, 1, 1)− −1
2
((1, 0, 0,−1)) = 1
2
(1, 2, 2, 1).
Possiamo quindi scegliere come base ortogonale di U l’insieme {u1, u2} con u1 = (1, 0, 0,−1) e u2 = (1, 2, 2, 1).
Possiamo a questo punto procedere con il calcolo della proiezione: inziamo con la proiezione ortogonale di v
su 〈u1〉. Otteniamo
v =
(v, u1)
(u1, u1)
u1 +
(
v − (v, u1)
(u1, u1)
u1
)
=
x− t
2
(1, 0, 0,−1) + ((x, y, z, t)− x− t
2
(1, 0, 0,−1)
=
x− t
2
(1, 0, 0,−1) +
(x+ t
2
, y, z,
x+ t
2
)
= v1 + v
′
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A questo punto dobbiamo determinare la proiezione ortogonale di v′ su 〈u2〉. Otteniamo
v′ =
(v′, u2)
(u2, u2)
u2 +
(
v′ − (v
′, u2)
(u2, u2)
u2
)
=
x+ 2y + 2z + t
10
(1, 2, 2, 1) +
1
10
(4x− 2y − 2z + 4t,−2x+ 6y − 4z − 2t,−2x− 4y + 6z − 2t, 4x− 2y − 2z + 4t)
= v2 + v
′′.
Concludiamo che la proiezione del vettore generico (x, y, z, t) su U e`
vU = v1 + v2 =
x− t
2
(1, 0, 0,−1) + x+ 2y + 2z + t
5
(1, 2, 2, 1)
=
1
10
(6x+ 2y + 2z − 4t, 2x+ 4y + 4z + 2t, 2x+ 4y + 4z + 2t,−4x,+2y+ 2z + 6t)
Per v = (1, 1, 1,−1) otteniamo
vU = v1 + v2 =
1
10
(14, 8, 8,−6)
e
vU⊥ = v
′′ =
1
10
(−4, 2, 2,−4)
Completiamo verificando che il risultato ottenuto e` corretto controllando che vU ∈ U (cioe` che soddisfa le
equazioni di U), vU⊥ ∈ U⊥ (cioe` che vU⊥ ha prodotto scalare nullo con gli elementi di una base di U) e che
v = vU + vU⊥ .
Esercizio 3.11. Calcolare il modulo dei seguenti vettori ed il coseno dell’angolo che essi formano a coppie:
v1 = (−1, 0,−5, 2), v2 = (0,−3, 1, 3), v3 = (1/2, 1, 0, 0), v4 = (−1, 0, 0,−1).
Esercizio 3.12. Verificare che i vettori u1 =
1√
3
(1, 1, 1), u2 =
1√
2
(1, 0,−1), u3 = 1√6 (−1, 2,−1) formano una
base ortonormale di R3.
Esercizio 3.13. Determinare la proiezione ortogonale di v = (1,−1, 0) su U = 〈(1,−2, 1), (1, 0,−1)〉.
Esercizio 3.14. Scrivere esplicitamente le equazioni della proiezione PU dove U e` il sottospazio di R
3 generato
da (1/2,−3,−1/2).
Esercizio 3.15. Determinare la proiezione ortogonale del vettore v = (−1, 2, 0, 0) ∈ R4 sul sottospazio U
dato da
U = 〈(1, 0, 0, 1), (1, 0, 2,−1), (0, 1, 0, 0)〉.
