Many models have been developed to predict the sediment transport in watercourses. This paper attempts to test the effectiveness of log-linear models (LLM) to estimate the suspended (S-LMM), 
INTRODUCTION
From their graph structure, it is easy to read off the conditional independence relationships; and graph-based algorithms usually provide efficient computational algorithms for parameter estimation and model selection (Gauraha ) . Often, it is of interest to predict the response variable or to estimate the mean of the response variable at the original scale for a new set of covariate values. In particular, log-normal linear models are widely used in applications in which linear models need to be fitted to logarithmically transformed response variables. Log-normal linear models have been applied to a wide range of studies, from water quality control (Gilliom & Helsel ) , insurance reserves estimation (Doray ) , and mining (Marcotte & Groleau ) , to monitoring of air pollutant concentrations (Holland et al. ) and sediment discharge estimation (Cohn ; Elliott & Anders ).
The main purpose of this study was to evaluate the effectiveness of regression LLMs with regard to estimating the SSL, dissolved solid load (DSL), and total suspended solid load (TSL) in a Mediterranean semiarid karst stream. The environmental conditions of the Argos River basin (Southeast Spain) and the availability of water and sediment discharge measurements at the entrance of the Argos reservoir, and detailed sedimentological reports for the reservoir, justify the choice of this stream and its watershed as a study area. In many cases, the flow and sediment gauging data of reservoirs are an important source of information for the validation of these models in headwater streams. Specific objectives were: (1) to develop techniques to construct a complete total suspended sediment time series from incomplete datasets of discharge and sediments, in order to use in the calibration and validation of erosion models (e.g., SWAT, WEPP) and (2) to estimate the uncertainty in the prediction of sediment loads, so the model can be extrapolated to other areas with similar characteristics knowing the reliability of the predictions obtained.
In addition, their usefulness has already been suffi- who did not find a significant improvement in the prediction accuracy of multiple regression models, compared to individual regression models that used only the relationships between flow and sediment transport.
In accordance with this approach, we propose here three transport LLMs based on all the available gauging records: (1) suspended sediment load (S-LLM), (2) dissolved solid load (D-LLM), and (3) total suspended load (T-LLM).
These were statistically tested for the study stream. In addition, different model variants, according to two flow patterns (base flow and rising water level), were developed.
A previous univariate analysis, the logarithmic transformation of the variables (discharge and sediment load), the evaluation of the validity assumptions for each model, and LOOCV (leave-one-out cross-validation) were carried out in all cases. Finally, the estimated values were compared with recorded data and the performance of these models was evaluated using analysis of variance (ANOVA) and statistical estimators of fit, such as RMSE (root-mean-square error), MSE (mean squared error), PE (percentage error), MAPE (mean absolute percentage error) and R 2 (coefficient of determination). Such procedure could be used to provide reliable estimations of sediment loads in watercourses that have complex discharge-sediment relationships, as is the case with semiarid karst streams. Together, the above models would also be an appropriate tool to monitor and quantify the effects of changes in climate and land-use on the sediment yield in this type of watershed.
STUDY AREA
The Argos reservoir watershed (510 km 2 ) (Segura River basin, in southeast Spain) was chosen as the study area There is also a total of 11 aquifers, whose recharge is produced mainly by infiltration of rainwater and, to a lesser extent, by lateral contributions and irrigation returns.
Due to the aridity, the plant cover is very low, sparse, and As part of this analysis, it was tested whether all the variables followed a normal distribution. In the cases where this assumption was violated, a logarithmic transformation was performed ( Figure 2) . Then, the compliance with the assumption of normality was tested again and three LLM were implemented, as described below.
Finally, the validity assumptions of each linear regression model were evaluated, and, once these were met, a cross-validation process (LOOCV) was carried out.
In fact, the model produced to estimate SSL breached an assumption of validity and the Box-Cox procedure had to be applied to achieve compliance.
Input data
The input data for the statistical models were obtained from the gauging performed to measure river sediment discharge between 1983 and 1994, by the Center for Public Works Studies and Experimentation (CEDEX). In total, 44 records of the daily SSL, DSL), total suspended load (TSL), and discharge (Q) in the Argos River at the tail end of its reservoir were used. In order to group these measurements we con- 
Univariate analysis
To detect the presence of possible errors in the introduction of the data, as well as atypical or omitted values, a descriptive analysis of the variables was carried out, focusing on the trend, distribution, and dispersion of the data.
To determine the types of trend, statistics such as the mean and median were applied, the dispersion was defined according to the standard deviation and the coefficient of variation, and the distribution of the data using the standardized asymmetry bias and standardized kurtosis (Table 1 ). The Shapiro-Wilk test was adopted to check whether the data followed a normal distribution. In those cases in which the assumption of normality was not met, the logarithmic transformation of the variables was performed.
Log-linear model
Because the variables did not conform to a normal distribution, a transformation was carried out for all of them (discharge, dissolved solids, suspended sediments, and total SSL) as the breach of this assumption leads to invalid conclusions. When the relationship between these variables is power, as happened in all cases, they can be linearized using the least-squares function, applying a logarithmic transformation to both the independent and dependent variable, according to the expression:
where β 0 and β 1 are the regression coefficients and e is the perturbation or random error that represents model uncertainty. The least-squares function (Equation (2)) is used to minimize the mean square error in the distances between the observed and predicted values, by the linear regression line:
where S b ð Þ is the quadratic function of a Hessian matrix and y i Àŷ i is the residual error for the i-th observation. To predict the response variable in its original scale an inverse transformation was carried out, which allows the actual values and those predicted by the model to be represented (Equation (3)):
As the proposed models require an inverse logarithmic transformation, it was necessary to take into account the additive error or bias generated in the linear model, since it becomes multiplicative in each transformation (Ferguson ; Cohn & Gilroy ; Amin & Jacobs ). For this purpose, a correction factor was calculated from the standard estimation error according to Equations (4) and (5) (Sprugel ):
where N is the sample size; K, the number of parameters in the model; LnY i , the observed value; and LnY i , the value predicted by the model.
Evaluation and validation of the log-linear regression model
The goodness of fit for each log-linear model was evaluated using ANOVA and the statistics R 2 (coefficient of determination) (Equation (6)), RMSE (Equation (7)), MSE (Equation (8)), PE (Equation (9)), and MAPE (Equation (10)): 
In addition, in order to guarantee the validity of the formulated models, the following basic assumptions were tested: normality (Shapiro-Wilk test), homoscedasticity 
where g is the geometric mean of the observations after adding λ 2 :
The parameter λ 2 is set to 0 unless a different value is specified. At the center of the previous transformations is the power to which values are raised, λ 1 . Frequently, a power between À2 and þ2 will give the data a normal distribution.
Finally, the validation method LOOCV (leave-one-out cross-validation) (Stone ) was applied to prevent the error of the test data from being higher than those of the source of the model, thereby avoiding an overestimation of the errors. In this case, it allowed us to evaluate the goodness of fit using a set of independent data, the error of the of 0.87% in the discharge, the standard error of the residuals being around 0.16%.
In the case of the SSL, a relatively higher dispersion is appreciated during medium discharges, which implies relatively greater uncertainty in the prediction of the sediment transport in this type of flow. This could be explained by the fact that the water samples are not very representative during such discharges with respect to the suspended sediment concentration.
There are two points outside the 95% CI, so basic diagnostic graphs were used to check if they are atypical values.
In the Residuals vs Leverage graph in Figure 4 , it can be seen that observation '38' deviates from the trace and '22' results in a possible dispersion of the model towards that obser- Figure 5 shows the analysis of the Cook distances. It can be seen again that the most influential measurements are observations '38' and '22', but also that in no case is there a distance greater than 1. In fact, the highest value is 0.29, which shows that neither of these observations is an atypical case and therefore it is not necessary to eliminate them. 
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As can be seen in Figure 6 , the point cloud is within the limits of the 95% confidence interval (95% CI). The homogeneous dispersion of the points around the line of linear adjustment shows a low uncertainty in the prediction of TSL for the different discharges.
To ensure that the basic assumptions were met by the linear regression model, the hypothesis tests were applied, the results of which were satisfactory for all models (Table 2) .
LLM to predict suspended sediment and DSL from different flow pattern
In addition, in accordance with the same methodological approach described above, the influence of two flow patterns associated with the occurrence of rainfall prior to the discharge and sediment gauging dates was analyzed.
The first pattern (FP1) represents the conditions of base flow, fed by waters of rainfall events far from the sampling dates (more than one month earlier). This base flow is directly related to the regulatory function exerted by the karstic terrains on the flow regime. In our case, the FP1-SLLM model (Figure 7(a) ) gives a poor fit between SSL and base flow (R 2 ¼ 0.49). A wide dispersion was observed To ensure compliance with the basic regression assumptions, the quantitative hypothesis tests described above were applied, obtaining a satisfactory result for all the models created, with both current patterns. Table 3 shows the ANOVA results for the S-LLM, D-LLM, and T-LLM models. These verify that the variability of these models and the residuals that explain it are not random -which implies their acceptance and validity, since there is a statistically significant relationship between the variables. Table 4 shows the values of the RME, RMSE, MAPE, and R 2 statistics obtained in the cross-validation (LOOCV)
Validation of LLM of sediment load
for each of the models, calculated on the basis of the resampling of the dataset. These data have been used to select the model with the smallest errors and best fit, based on its The separation of the data into different sediment transport modalities did not improve the sediment load estimations, especially in the case of SSL. In fact, the estimation of SSL and DSL was less accurate than that of TSL, for which an R 2 value of 0.98 and low prediction errors, concentrated between ±5.5 and 6.6%, were obtained.
However, the prediction of sediment transport by LLMs may improve or worsen depending on the flow pattern Neural networks offer a series of advantages, including the requirement of less statistical knowledge, the ability to In these courses of irregular hydrological regime with karstic influence, in which it is very complicated to discriminate the effects of the multiple environmental processes that take part, log-linear regression models constitute an adequate option, despite their apparent simplicity. The statistical evaluation of these models provides, in terms of robustness, a generally satisfactory and realistic result in relation to the available records of water and sediment discharge at the entrance to the reservoir. Such a degree of statistical reliability means that the LLMs described here can be used to predict the transport of sediments, both suspended and dissolved, from daily discharge data in other basins with similar environmental characteristics.
CONCLUSIONS
There is a certain lack of knowledge regarding the sedimentation rates in reservoirs, which, in many cases, leads to the situation where the real state of the useful capacity is not known. Therefore, the study of sediment transport dynamics -through solid material gauging, statistical analysis, and application of sediment-load models -constitutes a reinforcement to determine reservoir sedimentation, until now mainly dependent on bathymetric reports.
The regression models are free of the limitations that affect physical-base models (high data requirement) and empirical equations (specific situation and localization requirement). Physical-base models are supported by simpli- This study assumes that the errors in the LLM have a normal distribution, and are independent and homoscedastic. In practice, these assumptions can be violated and require the adoption of approaches similar to those already described in order to achieve normality in the distribution of residual errors and homogeneity in the variance of errors. Also, taking into account the principle of parsimony, the complexity of the transport processes in this type of stream, and the quality of the registered data available, it is more practical and effective to implement linear prediction models instead of non-parametric models.
Despite the limitations found, the LLMs generated reached 
