Recently, wavelet transform has been applied widely in watermarking research as its excellent multi-resolution analysis properties. Almost all previous works on watermarking capacity are realized in spatial domain. This paper proposes a new adaptive watermarking capacity analysis method in wavelet domain. This paper also analyzes the relationship between watermarking capacity and watermarking detection bit error rate (BER), and derives the relation between capacity and the limit of BER. According to the result of research, watermarking detection BER is mainly influenced by the watermarking average energy and watermarking capacity. The BER rises with the increase of watermarking capacity.
INTRODUCTION
Image watermarking capacity is an evaluation of how much information can be hidden with in a digital image. Watermarking capacity is determined by the statistical model used for the host image, by the distortion constraints on the data hider and the attacker, and by the information available to the data hider, to the attacker, and to the decoder. The purpose of watermarking capacity research is to analyze the limit of watermarking information while keep watermarking invisibility and robustness.
Recently, some works in watermarking capacity have been presented. Servetto consider each pixel as an independent channel and calculated the capacity based on the theory of Parallel Gaussian Channels (PGC) [1] . Barni's research focus on the image watermarking capacity in DCT and the DFT domain [2] . Moulin's work introduc a game-theoretic approach for the evaluation watermarking capacity problem under attacks [3, 4] . Lin present zero-error information hiding capacity analysis method in JPEG compressed domain using adjacency-reducing mapping technique [5] .
Image watermarking capacity is a complex problem. It may be influenced by many factors. The content of image has great influence on watermarking capacity. This influence has two aspects, on the one hand, we hide information using the content of image, on the other hand, in blind watermarking, the content of image becomes an obstacle when we detect watermark. We think that watermarking capacity should be associated with the content of image; different image has different watermarking capacity. Obviously, more watermark information can be transmitted in a complex image compare with a flat image (such as a pure white image). Most of the previous works calculated watermarking capacity using a given power signal-to-noise ratio. Some previous works calculated each image pixel's watermarking capacity respectively or treated each image pixel as a separate channel. These methods ignore the relationship among image pixels. According to information theory, the diversity of image amplitude is very important for watermarking to transmit information.
Almost all previous works on watermarking capacity are realized in spatial domain. Recently, wavelet transform has been applied widely in watermarking research as its excellent multi-resolution analysis property. Watermarking algorithms based on wavelet become the major research direction. According to those watermarking methods, watermark's embedding and extracting realized in wavelet domain, we think that watermarking capacity should be analyzed in wavelet domain.
According to above analysis, we think that the watermark power should be constrained according to the content of wavelet subbands. In this paper, we realize a content adaptive watermarking algorithm in wavelet domain by using Watson quantization matrix and Noise Visibility Function (NVF), and discuss capacity problem of watermarking in this scenario. Capacity and reliability are two important properties of digital watermarking. The research of relation between watermarking capacity and reliability will help us finding how to transmit more watermark information while keeping acceptable watermark detection Bit Error Rate.
In this paper, we analyze the relation between watermarking capacity and watermark detection Bit Error Rate, and derive the relation between capacity and the limit of BER.
ADAPTIVE WATERMARKING ALGORITHM
Watson proposed a mathematical model about noise detection thresholds for the Discrete Wavelet Transform (DWT), which is a function of level, orientation, and display visual resolution [6] . This allows calculation of a perceptually lossless quantization matrix, if the image distortion under the visual threshold, the distortion will invisible in theory. The quantization matrix is composed of quantization factor for each wavelet level and orientation, it can be written as:
where λ and θ is wavelet level and orientation respectively, γ is display resolution, A λ,θ is the basis function amplitudes, and a, k, f 0 , g θ are constant.
According to Eq. (1), when display resolution is 32 pixel/degree, the quantization factors for four-level DWT shows in Table (1). Watson's perceptual model based on experience, it satisfies the requirement of HVS. But this model is independent of the content of image. In image compression of wavelet domain, wavelet coefficients are quantized using same quantization factor in a subband. Some watermarking schemes have been proposed according to this idea. If we control the watermark amplitude value (distortion) under the quantization factor in a wavelet subband, the watermark will invisible. But because the watermark strength is same in a wavelet subband, the watermarking capacity is one bit in each subbands. Almost no information is transmitted. For estimating the maximum information of watermark, we should design watermark strength based on the content of wavelet subbands.
Noise Visibility Function (NVF) is the function that characterizes local image properties, identifying texture and edge regions where the watermark should be more strongly embedded [7, 8] . The NVF can be applied in either spatial domain or wavelet domain. Assuming the host image subjects to generalized Gaussian distribution, the NVF at each pixel position can be written as:
where σ 2 n is the noise variance, σ 2 x (i, j) is the local variance of the image in a window centered on the pixel with coordinates (i, j). w(i, j) is weighting function depends on shape parameter γ. w(i, j) can be written as:
where
du is gamma function. The parameter γ is called the shape parameter, and x(i, j) is the local mean of the image.
Assume the host image subject to generalized Gaussian distribution, the NVF at each pixel position can be written as:
Once we computed the NVF, we can obtain the allowable distortion of each pixel by computing:
We know the quantization factor denote the visual threshold in a wavelet subband. It can be used as the maximum allowable distortions for wavelet coefficients. Set S 0 = Q λ,θ , then we can obtain the maximum allowable distortions of each coefficient in wavelet domain, it can be written as:
where S 1 is usually about 3. In flat regions the NVF tends to 1 so the first term of Eq. (6) tends to 0, and consequently the allowable distortion dependents on S 1 . In textured regions, the NVF tends to 0, so the allowable distortion dependents on Q λ,θ . According to above equation, the watermark embedded in texture or edge regions is stronger than in flat regions. If we embed maximum allowable watermark in each wavelet coefficient, the robustness of watermarking will gets a good performance. By this way, we can achieve the best trade-off between robustness and invisibility.
WATERMARKING CAPACITY
IIn watermarking schemes, watermarking can be considered as a form of communications, image is the communication channel to transmit messages, and watermark is the message to be transmitted [9, 10] . So, watermarking capacity problem can be solved using traditional information theory. Some previous works in image watermarking capacity consider each pixel as an independent Additive White Gaussian Noise (AWGN) channel, and the watermarking capacity is summation of all channels capacity. According to the analysis of Section 1, we think that the whole image should be treated as one AWGN channel. Assuming P S denotes watermark power constraint and P N denotes noise power constraint. Then, apply Shannon's well-known channel capacity formula, watermarking capacity in non-blind watermarking scenario is:
where W is the bandwidth of channel. Assume the size of image is N × N , the number of pixels is M = N × N . According to Nyquist sampling theory, if we want to express all the pixels correctly, sampling points should be 2W at least. So the bandwidth of an image is W = M/2.
We think that the watermarking capacity should not be calculated according to a given power signal-tonoise ratio, the watermark power constraint P S should be associated with the content of image. In Section 2, we introduce a content adaptive watermarking algorithm; obtain the strongest watermark while keep watermark's invisibility. All watermark amplitude can build an image. We name this image as Maximum Watermark Image (MWI). In this paper, we calculated the power constraint based on the MWI, which depends on the content of image. Assume σ 2 w denotes the variance of the MWI and σ 2 n denotes the variance of noises, then, in non-blind watermarking scenario, image watermarking capacity can be written as:
RELATION BETWEEN WATERMARKING CAPACITY AND BER
Watermark detection usually using correlation test method. Assume w 0 denotes host (original) image, w 1 denotes stego (watermarked) image, and test statistics are z = n and z = n + w respectively, where n denotes the noise and subjects to Gaussian distribution with zero mean and variance σ 2 n , w denotes watermark. Then the conditional probability density function p(z|w 0 ) and p(z|w 1 ) are:
There are two types of testing errors during watermarking detection, one mistake is false negative (failing to detect the presence of a watermark when it should) and probability is:
where γ 0 is the optimization test threshold.
Another mistake is false positive (detecting the presence of a watermark when it should not) and probability is:
Assume priori probabilities are P (w 0 ) = 1/2 and P (w 1 ) = 1/2 respectively. If the conditional probability density function is symmetrical, then the optimization test threshold is γ 0 = µ + µ w /2, where µ is the mean of noise, µ w is the mean of watermark. The sum BER can be written as:
Apply Eq. (9) to Eq. (13), then:
Set v = z/σ n , dv = dz/σ n , then:
where Q(x) is Complementary Error Function, defined as:
Consider µ
then
Finally, combine Eq. (8) and Eq. (18), then the Bit Error Rate can be written as:
Eq. (19) shows the relation between watermarking capacity and detection BER. Where E(w 2 ) is the watermarking average energy. From Eq. (19), we can see that the higher watermarking average energy is, the smaller BER is. The BER rises with the increase of watermarking capacity.
This result can be comprehended easily. High watermarking average energy means high average intensity watermark can be embedded in an image. Watermark is easy to extracted, and in this case the BER is small. Watermarking capacity is also an influence factor to BER. For example, in the simplest case, assume a watermarking algorithm is to add a given value to each pixel's amplitude, the watermark information is only one bit, in this scenario the watermark detection is very easy and the BER is smallest. If we want to transmit more information, the modification of host pixel's amplitude become complex and the BER will rises with the increase of watermarking capacity.
LIMIT OF BIT ERROR RATE
According to the result of Section 2, we calculate the watermark amplitude value in wavelet domain by:
Since σ 2 x , Q λ,θ , S 1 are positive, and S 1 ≤ Q λ,θ , so:
Thus we can deduce:
Because
Apply Eq. (24) to Eq. (19), and consider the properties of Complementary Error Function, we can derive an expression as follows:
Proc. of SPIE Vol. 5637 661 
Then we derive the limit of watermark detection bit error rate in wavelet domain. The result shows that the limit of BER is also relate to watermarking capacity. 
EXPERIMENTS
In experiments, the 256×256 standard test images are used. Biorthogonal 9/7 DWT is used to decompose the host image into four levels. A 3×3 window is used for NVF computing.
According to Eq. (6) we can calculate the maximum allowable watermark amplitude value of each wavelet coefficient while keeping watermark's invisibility. Fig. (1) shows Lena's Maximum Watermark Image. In Fig.  (1) , bright parts denote the regions allow bigger watermark amplitude, dark parts denote the regions allow smaller watermark amplitude. In Fig. (1) , an approximate outline of Lena can be identified. In the complex texture regions or in edge regions, for example, the regions of Lena's hair, allow bigger watermark amplitude. We calculate the variance of MWI, and finally we can calculate image's watermarking capacity according to Eq. (8), Noises are assumed to be white Gaussian with its standard deviation from the range of 1 to 10. Table  ( 2) and Fig. (3) are Lena image watermarking capacity comparison in spatial domain and wavelet domain.
