We propose a model for a point-referenced spatially correlated ordered categorical response and methodology for estimation of model parameters. Models and methods for spatially correlated continuous response data are widespread, but models for spatially correlated categorical data, and especially ordered multicategory data, are less developed. Bayesian models and methodology have been proposed for the analysis of independent and clustered ordered categorical data, and also for binary and count point-referenced spatial data. We combine and extend these methods to describe a Bayesian model for point-referenced (as opposed to lattice) spatially correlated ordered categorical data. We include extensive simulation results and show that our model offers superior predictive performance as compared to a non-spatial cumulative probit model and a more standard generalized linear model with spatial random effects. We demonstrate the usefulness of our model using a real-world example to predict ordered categories describing stream health within the state of Maryland.
Introduction
Ordered categorical data arise in a variety of scientific disciplines. The ordered categories may be of primary interest, or they may be recorded in an attempt to simplify data collection. We use the term "ordered categorical" to include both ordinal variables and interval variables, the latter having a meaningful numerical distance between two category labels. When the motivation for the categorization is simplification of a continuous variable, the categories are typically created using a set of (approximate) threshold values. While such a response may be easier and cheaper to obtain, the categorization complicates the statistical analysis since information regarding the continuous variable is clearly lost. However, an analysis of ordered categorical data can indirectly involve a latent (unobserved) underlying continuous variable. In fact, this concept creates a convenient platform on which to build models for ordered categorical data, both from an analytical and computational perspective. The goal of this paper is to describe an appropriate model for ordered categorical data collected at point-referenced locations over space. Such data are produced by a variety of research areas, such as ecology, epidemiology, and the social sciences.
Latent variable models for independent and correlated ordered categorical data has been an active area of research for over a decade. Bayesian inference is particularly attractive because the latent variables can naturally be incorporated as additional parameters using data augmentation. Methods for the analysis of independent data, most commonly using the ordinal probit model, are described by Albert and Chib (1993) ; Cowles (1996) ; Nandram and Chen (1996) ; Liu and Wu (1999) ; Chen and Dey (2000) ; Paquet et al. (2005) ; Roy and Hobert (2007) , among others. The models for independent data have been extended to include correlation in the response(s), focusing on clustered and repeated measures data (Best et al., 1996; Chib and Greenberg, 1998; Chen and Dey, 2000; Ishwaran and Gatsonis, 2000; Li and Schafer, 2008) .
Spatial models for point-referenced binary and count data have also received recent attention (e.g., Diggle et al., 1998; Gelfand et al., 2000; Christensen and Waagepetersen, 2002; Kammann and Wand, 2003; Christensen, 2004; Christensen et al., 2006; Eidsvik et al., 2006; Zhao et al., 2006) . Most of these models remain within the convenient context of the one-parameter exponential family, and embed a Gaussian process within the framework of generalized linear mixed models (GLMMs). Such models have been coined generalized linear spatial models or generalized geostatistical models. Paciorek and Ryan (2005) provide a comparison of penalized likelihood and Bayesian models for point-referenced spatial logistic regression, focusing on computational issues. Generalized estimating equations (GEEs) and quasi-likelihood approaches for spatial generalized linear models are also available (Gotway and Stroup, 1997; Albert and McShane, 1995) . Spatial and temporal models are more commonly described for areal (or lattice) binary, multinomial, and/or count data where inference is based on Markov random fields or autoregressive specifications (Vounatsou et al., 2000; Fahrmeir and Lang, 2001; Brewer et al., 2004; Zhu et al., 2005) . Paquet et al. (2005) adopt a machine learning perspective for hierarchical ordinal regression. Bogaert (2002) introduces the use of Bayesian Maximum Entropy (BME) for spatial prediction of categorical variables, and also provides a thorough description of the severe limitations of indicator kriging (IK) and indicator co-kriging (ICK) when used to obtain the conditional probabilities needed to make categorical predictions. Namely, the estimated conditional probabilities obtained from IK do not sum to one since the probabilities of belonging to each category are obtained separately and those obtained from ICK are often negative.
An alternative approach to the generalized linear spatial model utilizes the concept of a clipped Gaussian random field, as described by De Oliveira (1997, 2000) for binary data. De Oliveira takes a step away from the GLMM approach to more directly model the binary outcome, assuming a binary random field is created directly by clipping a Gaussian random field at a fixed threshold level, i.e. cut-point. This provides the theoretical basis for predicting the value of the binary random field based on a finite number of observations at point-referenced locations. Heagerty and Lele (1998) propose a similar stragey for binary data relying on a composite likelihood approach.
We propose a model we call the Clipped Gaussian model which extends De Oliveira's work to multiple ordered categories. We assume a categorical random field is created by directly clipping an underlying latent Gaussian spatial process. A visual illustration of this concept is shown in Figure 1 , with additional details given in Section 2. We offer an Bayesian algorithm for estimation of the model parameters. Our primary goal for the model is prediction. We assess predictions within the Bayesian decision theory paradigm, and evaluate predictions at new locations using hold-out data sets. The remainder of this paper is organized as follows. In Section 2 we introduce the model, and in Section 3 we develop a Gibbs sampling algorithm (e.g., Givens and Hoeting, 2006) to facilitate Bayesian inference. Section 4 focuses on the details of prediction at new locations, Section 5 assesses predictive ability and estimation of parameters via simulation, and Section 6 provides an application of the model to ordinal data describing stream health through an "index of biotic integrity" (IBI) in Montgomery County, Maryland. Section 7 concludes with a brief discussion of the results and future work.
Model
Let Y (s) be the categorical response at location s which can take on one of K categorical values. In what follows, we drop the dependence on s for notational convenience, so we define Y = Y (s).
We assume a categorical random field, Y, over the region of interest that is modeled by clipping, or thresholding, a continuous Gaussian spatial process, W. The main goal is to map, or predict, an ordered multi-categorical value over a region of interest based on data collected at a finite number of locations within the region. The connection of the categorical random field to a Gaussian random field places the problem into the familiar context of spatial prediction for a continuous random field and geostatistical models, creating a workable mathematical framework (De Oliveira, 2000) .
We define the latent Gaussian process, W, as having a mean possibly depending on covariates and a valid spatial covariance matrix. That is,
where X is the covariate matrix, β is the vector of regression coefficients, and Σ is the covariance matrix. We use a no-nugget specification for Σ(γ) to write
, where ρ is a correlation function that produces a valid covariance matrix and depends on the spatial separation of the locations.
Using integer labels 1, . . . , K for the K categories, the categorical random field is assumed to be obtained from a realization of W as,
where the θ's are referred to as the cutpoints, and we assume that θ 0 = −∞, θ 1 = 0, and θ k = ∞. The associated category probabilities arise from the deterministic relationship between Y and W such that
The cumulative probabilities are similarly defined. Analogous non-spatial definitions are common (Agresti, 1999; Albert and Chib, 1993) , and alternative parameterizations are described in Gelman and Hill (2007) . The unaugmented likelihood of the observed data, y = [y 1 , . . . , y n ] T , is an n-dimensional integral of a multivariate Gaussian distribution with parameters from the latent Gaussian process:
where γ = (ψ, σ 2 ).
Inference
For inference, we appeal to data augmentation in order to incorporate the latent variable, W, into the model. We estimate model parameters within the Bayesian paradigm using a Gibbs sampling algorithm paralleling that of De Oliveira (1997, 2000) . However, unlike the binary case, we must sample the constrained cut-point parameters, thus increasing the level of complexity of the algorithm and leading to additional challenges in terms of convergence.
We factor the distribution of the unknown parameters and latent variable, given the observed data, as
It is clear that the multidimensional integral in (2) is obtained by integrating f (y|w, β, θ, γ) with respect to w. However, use of the latent w's within the Gibbs sampler avoids the need for direct evaluation of this integral since the likelihood of y given the latent vector w is simply a product of indicator variables specifying whether w i falls within the interval used to define the observed category, y i , for i = 1, . . . , n:
This fact greatly simplifies the construction of the Gibbs sampling algorithm, which samples in turn from the complete conditional distributions of the unknown parameters and the latent variable.
Gibbs sampling algorithm
The algorithm iteratively proceeds through the following steps:
1. Update the spatial parameters, γ, using the Metropolis-Hastings algorithm. 2. Update the latent spatial variable, W, using the truncated multivariate Gaussian complete conditional distribution. 3. Update the cut-point parameters, θ, via reparameterization and a blocking algorithm. 4. Update the regression parameters, β, using the multivariate Gaussian complete conditional distribution.
The details involved in these steps and the derivation of the complete conditionals are described in this section.
3.1.1. Spatial parameters, γ = (σ 2 , ψ) The complete conditional distribution of the spatial parameters, γ = (σ 2 , ψ), depends only on the latent variable, W, and not on the observed data. It can be factored as f (γ|y, w, β, θ) ∝ f (w|β, θ, γ)f (γ|β).
Until this point, it has been convenient to follow the standard parameterization for the spatial parameters of a geostatisical model, including both σ 2 and ψ. However, in the context of ordered categorical data, we are limited in the number of parameters we can estimate. For example, imagine a zero-mean normal distribution. By changing the cutpoints and the variance, identical categorical random variables can be obtained by infinitely many distributions. For example, consider P r(Y i = 1) in the presence of a single covariate when θ 1 = 0,
As described by De Oliveira (2000) for binary data, it is clear from (3) that if σ and β are multiplied by the same constant, the probabilities do not change. This problem does not arise in non-spatial models, since the link function is typically specified as the cumulative distribution function (cdf) with fixed mean and variance, such as the standard logistic or standard normal. We follow the convention of setting σ 2 = 1, though one could choose another value, as long as estimates of the regression parameters are then appropriately interpreted. That is, if data are generated under σ 2 = 1 and you fit a model assuming that σ 2 = 2, then the estimates of the regression parameters will be √ 2 times larger than the data generating values. We must remember that information is lost when going from a continuous variable to a categorical variable, and thus we cannot hope to estimate all the parameters specified in traditional spatial models for continuous data.
De Oliveira (1997 Oliveira ( , 2000 also describes near non-identifiability problems that can arise when estimating the smoothness (or roughness) parameter of the underlying correlation function using binary data. He points out that after clipping the continuous random field, the binary data contain no information about the parameter, even if we could observe the complete binary realization rather than at a finite number of locations. This is also a problem for multi-categorical data, and thus we restrict the set of correlation functions of interest to those using only one scale parameter to control the range of spatial correlation. For example, for this initial investigation we use the exponential correlation function so that γ = (1, φ) and ρ(s i − s j ; φ) = exp{−dφ} where d is the distance between locations s i and s j .
Our general strategy for prior specification is to find proper, yet relatively non-informative, distributions. That is, we seek to specify a prior distribution that spreads its density over a reasonable (practical) range of values while letting the data do most of the informing of the posterior distribution. We investigated several prior distributions for φ, and found the best convergence and most reasonable estimates by placing the prior on the theoretical effective range of the correlation function, rather than on φ itself. We denote the effective range as d 0 , and for the exponential correlation function it is approximately 3/φ. We then specify a uniform prior on the effective range from d max /100 to d max , where d max is the maximum intersite distance in the data. This obviously assumes that the effective range is less than d max . This prior places most of the probability density over reasonable values of φ and avoids the unreasonably large values that are often obtained using other common priors. Another strategy that was adequate for some artificial data sets was that described by Banerjee et al. (2004) , using a gamma distribution for φ with a mean specified using the effective range concept and d max . For this specification, we found that setting the variance to "some large value" is much too general of statement, as small differences can lead to very different shapes of the distribution and that relatively large variances lead to obviously inappropriate prior distributions when visually examined, something also noted by Schmidt et al. (2007) .
Spatial latent vector, W
The assumption that W follows a Gaussian process with σ 2 = 1 and use of a one parameter correlation function implies that any vector of observations at n locations from one realization of the process has a multivariate Gaussian distribution,
Let w −i be the w vector with the ith element deleted. The full conditional distribution for each component of W, for i = 1, 2, . . . , n, is given by
Through the deterministic relationship between Y and W, f (y i |w, β, θ, φ) is simply an indicator function. The multivariate Gaussian distribution of W specifies a univariate Gaussian distribution for f (w i |w −i , β, θ, φ) using the standard result found in texts such as Hocking (2003) . It follows that f (w i |w −i , y, β, θ, φ) ∝ f (w i |w −i , β, θ, φ)I {θy i −1≤wi<θy i } , which is a truncated univariate Gaussian distribution which can be sampled using published techniques (Geweke, 1991; Rodriquez-Yam et al., 2004) .
Cut-point parameters, θ
For the ordered multi-category case, we estimate K − 2 cut-point parameters since we parameterize the model by fixing the first cutpoint at zero and estimating β 0 as part of the β vector. We develop a method which utilizes the transformation proposed by Albert and Chib (1997) and the blocking algorithm proposed by Cowles (1996) . The blocking method samples from the joint conditional distribution of the spatial latent variable, W, and the cut-points, θ. The goal of the blocking is to reduce the correlation in the MCMC chain, thus accelerating convergence (Cowles, 1996) . The strategy essentially translates into sampling the cut-points from their complete conditional distributions after marginalizing over the latent variable, W. The below factorization of the joint conditional distribution provides insight into this step,
The de-constraint transformation of the cut-points expresses θ = (θ 2 , . . . , θ K−1 ) as an unconstrained and real-valued vector α = (α 2 , . . . , α K−1 ), where α 2 = log(θ 2 ) and α k = log(θ k − θ k−1 ) for k = 3, . . . , K − 1. The inverse transformation is then given by θ k = k i=2 exp(α i ). The target conditional distribution, assuming independence between α, β, and φ, is
The density f (y|α, β, φ) is the multi-dimensional integral given as the original likelihood function of interest in (2). The Metropolis-Hastings algorithm requires evaluation of both f (y|α, β, γ) and f (α) at current and proposed values of the transformed cut-point parameters. These values are readily available from evaluations of the multivariate Gaussian cdf and pdf, which can be accomplished with available software (Genz et al., 2009) .
The transformation allows for use of a multivariate Gaussian prior distribution on α, α ∼ M V N K−2 (a 0 , A 0 ). To specify the values of the elements in a 0 and A 0 , we investigate the resulting prior on the original, untransformed cut-point parameters. For data with four categories, a diagonal specification of A 0 with variance 0.5 or 1 results in a reasonable prior for θ. For larger diagonal elements, the mass is collected near the origin, giving a large amount of prior density to small values. Recall that the cut-point parameters are constrained to be greater than 0, since θ 1 = 0. Smaller diagonal elements of A 0 lead to accumulation of the mass farther from the origin. Specifying non-zero values for the off-diagonal elements of A 0 resulted in very little difference in the posterior estimates, but slowed convergence of the algorithm for some values. Thus, after much investigation, we conveniently set A 0 = I (further details can be found in Higgs, 2007) .
Using Gaussian prior and proposal distributions for α leads to the following transition probability defined by the Metropolis-Hastings ratio,
3.1.4. Regression parameters, β The full conditional distribution for the regression parameters, β, is derived assuming prior independence between β, θ, and φ
where W|β, φ has a multivariate Gaussian distribution. We also specify a conjugate multivariate Gaussian prior for β, β ∼ M V N (b 0 , B 0 ). Collecting the terms involving β, we obtain the standard linear models result,
We investigated the effect of many specifications on the convergence of the parameters for the case of a single covariate (p = 2) and finally selected the common specification of b 0 = 0 and B 0 = λ 2 I, where λ 2 is set at a relatively large value to specify a vague prior. We noticed little difference in the results or convergence behavior for values of λ 2 > 20 and thus typically used 20. This agrees with the findings of De Oliveira (1997). The results were very insensitive to the values of b 0 when they were specified within the range of −10 to 10, and thus we chose the convenient zero vector.
Prediction at new locations
A primary goal of our models, and of spatial models in general, is prediction at new locations. Thus, we evaluate the ability of our models to predict the categorical response at new, unobserved locations. We denote the vector of categorical response values at m new locations as Y 0 = (Y 01 , Y 02 , . . . , Y 0m ), and that of the latent variable as W 0 . Predictions at the new locations are made using the Bayesian posterior predictive distribution, f (y 0 |y), and are denoted byỸ 0 . We assess predictions within the Bayesian decision theory framework (De Oliveira, 1997 , 2000 Berger, 1985) , where prediction is based on the Bayesian expected loss, defined as the expected value of the loss function given the data. The loss function can be defined to suit the problem of interest, and the optimal Bayes predictor is found by minimizing the Bayesian expected loss.
Loss functions and Bayesian expected loss
We restrict our attention to a multi-category extension of the common additive binary loss function also employed by De Oliveira (1997, 2000) . This additive loss function assigns zero loss to correct predictions and is given as,
where d kl quantifies the loss incurred for predicting category l when the true category is k and d kl ≥ 0 for all k and l. The optimal Bayes predictor for (5) is simply the category with the largest probability. If we set all d kl = 1, the loss function is the usual misprediction rate and the Bayesian expected loss (BEL) is
The Bayesian posterior predictive distribution
To make predictions, we must estimate the conditional probabilities, P r(Y 0j = k|y), for k = 1, 2, . . . , K. These probability estimates are easily obtained from the MCMC algorithm, using the posterior predictive distribution f (y 0 |y) = f (y 0 |η)f (η|y)dη, where η represents the vector of all unknown parameters. Because we cannot directly sample from the posterior predictive distribution of Y 0 , we again augment the set of unknown parameters with W 0 , the unknown latent values at the new locations. Thus, the desired augmented joint posterior distribution is f (w 0 , w, β, θ, φ|y), from which we can obtain draws from f (w 0 |y), the posterior predictive distribution needed to estimate the conditional probabilities.
As noted in De Oliveira (1997, 2000) , the sampling can be divided into two stages due to the factorization,
Thus, we first use the algorithm described in Section 3.1 to obtain T draws (after a burn-in period) from the original posterior distribution, f (w, β, θ, φ|y). Then, we use (
), for t = 1, . . . , T . Given the defined prior distributions, f (w 0 |w, β, θ, φ) is conveniently multivariate Gaussian.
Estimating the conditional probabilities
Recall that to make predictions we must estimate the conditional probability that a new location falls in category k given the observed data, P r(Y 0j = k|y), for each k = 1, . . . , K. The rule defined by minimizing the Bayesian expected loss is then applied to assign a categorical value,Ỹ 0j , to a particular location, s j . For the BEL in (6), this is simply assigning the category with the largest estimated probability. We obtain P r(Y 0j = k|y) by calculating P r(θ k−1 < W 0j ≤ θ k |y) using Monte Carlo integration over T iterations of the chain:
where T is the total number of iterations considered after a burn-in period.
Bayesian expected loss as a measure of predictive uncertainty
To assess the adequacy of our predictive model, we desire measures of prediction uncertainty. Bayesian expected loss (BEL) provides a useful measure toward this end (De Oliveira, 1997 , 2000 . In this context, the term uncertainty refers to the decision to assign a certain value as the prediction, and not to the variability in the probability estimates used to make the predictions. De Oliveira (1997, 2000) refers to the Bayesian expected loss of the optimal Bayes predictor for binary data as a global measure of uncertainty about an estimated map based on the prediction locations. For the multi-category case and loss function in (5), we plug the K estimated probabilities for a location into (6) to obtain what we term the estimated BEL ( BEL). For the jth location, BEL j = k =Ỹ0j P r(Y 0j = k|y), which is the sum of the K −1 conditional probabilities after excluding the predicted category. Thus a prediction is considered to be more uncertain as the total probability is more spread out among the K categories. A global measure of predictive uncertainty is obtained by averaging BEL j estimates over all locations (De Oliveira, 1997 , 2000 .
It should be noted that the estimated BEL measure involves only the predicted value and is not appropriate for model validation. For example, the model could allocate the largest probability to category 1, when the true category is actually 4. This scenario results in a deceptively small BEL and is obviously bad behavior for a model; not only is it making incorrect predictions, but it is doing so with false confidence. Validation measures of predictive ability relying on true values must also be used, such as use of hold-out data or cross validation.
Validation measures
We discuss assessment in the context of a hold-out data set, but analogous quantities can be obtained via cross-validation. The use of a hold-out data set is computationally much easier for a simulation study or large data set. Mis-prediction rate (MPR) is defined as the proportion of incorrect predictions, which again is (5) when all d kl = 1.
In the context of ordered categories, it is also useful to employ a measure of absolute mis-prediction rate (AMPR) to account for the "size" of the misprediction. We define AMPR as
given successive integer labels for the K categories. We jointly utilize information from all three measures, BEL, MPR, and AMPR, to make conclusions regarding a model's predictive ability. Another useful technique that we do not report here is a BEL validation measure where BEL is calculated using the true values rather than the predicted values (Higgs, 2007) . This is an easy check for the bad behavior mentioned in Section 4.4.
Simulation
To explore the usefulness of our model under realistic scenarios, we simulated data under a variety of scenarios. Previous work on ordered categorical data typically includes little simulation, most likely due to the computational expense. There clearly remains a need for more investigation via simulation of models for correlated ordered categorical data and even spatial models for non-Gaussian data in general. For the simulation results discussed here, we fit the model to over 150 different data sets, created under four different sets of parameter values using one covariate.
Sampling design
We are interested in comparing results from different realizations over fixed sampling locations. That is, we are interested in assessing the performance of the model over possible realizations the spatial process for one fixed sampling design. The locations were chosen to have a relatively large number of small inter-site distances, while at the same time providing adequate coverage over the study area (Zimmerman, 2006) . In general, combining the two objectives suggests the use of a cluster-type design with more coverage introduced around the edges of the study region. In our experience, for larger sample sizes we obtain similar coverage from random designs, and thus the set of locations was chosen at random over a 10 by 10 unit region (Figure 2 ).
Spatial correlation
The success of our model's estimates and predictions will depend, in part, on the spatial correlation in the categorical random field. We seek sets of parameter values that vary the degree of smoothness, or alternatively patchiness, in the categorical data. This is not simply an exercise in changing the parameters of the correlation function defining the Gaussian random field as it is for continuous data. Correlation in the categorical random field involves not only the spatial parameters, but also the regression parameters, β, the covariates, X, and the cut-point parameters, θ. For illustration, Figure 3 compares the correlation in the categorical random field to that of the continuous random field for different values of a constant mean at a fixed distance and value for φ. For simplicity, the calculations use the integer labels for the categories, assuming they are meaningful as they would be for interval data. Notice that the correlation is always less than in the continuous random field. We use the results of such investigations of the second-order structure (details in Higgs, 2007) to set the values of the intercept and cutpoint parameters to obtain different levels of correlation in the categorical random field, along with different category compositions. We fixed β 1 = 1 for ease of comparison, and restrict our attention to the Figure 3: Correlation between two locations at a distance of 1.41 using (θ 1 , θ 2 , θ 3 ) = (0, 1, 2) and φ = 0.5. The horizontal lines indicate the correlation in the continuous random field for the specified value of φ.
Simulation scenarios
We create data under four parameter scenarios (Table 1) for a response with with four categories, labeled with integers 1 through 4 (Table 2) . We use comparisons of the four scenarios to investigate our method's ability to produce accurate predictions and reasonable parameter estimates.
The model is fit using the algorithm detailed in this paper and implemented using R software (R Development Core Team, 2007). Prior distributions are specified as previously described and we use the same priors and starting values for all scenarios. The algorithm is generally insensitive to reasonable starting values with the specified priors. For each data realization, we ran the MCMC (1997, 2000) . Posterior summaries for prediction and estimation are based on the last 2500 iterations of the chain. Ideally, longer and multiple chains would be run, however we were limited by computational speed. Table 3 gives the minimum, average, and maximum values over all realizations for mis-prediction rate (MPR), absolute mis-prediction rate (AMPR), and the estimated Bayesian expected loss (BEL) for σ 2 f ix = 1. The minimum and maximum values are included to flag the existence of realizations that result in particularly good or bad predictions.
Prediction results
Looking at three measures, the model appears most effective in terms of prediction on data generated under Scenario A, with low AMPR values indicating that the mispredictions were rarely more than one category away from the truth. This was an interesting and unexpected result given that the correlation among the categorical response values generated under A is lower than that of B and C for most values of the covariate. We initially suspected that the predictive success was simply a consequence of the large proportion of observations in the lowest category, however this conclusion is not consistent with the comparable results from Scenarios B and C. Interestingly, Scenario C reveals the lowest values for all three measures of BEL, meaning that it resulted in higher maximum probabilities and thus greater certainty in the predictive decision. However, coupled with the relatively large AMPR values, it's clear that predictions for Scenario C data were often made with false certainty. The main difference between A and C data is the proportion of observations in second category.
An important observation from this investigation of artificial data is that the variability among realizations generated under the same scenario is nearly as great as the variability among scenarios. Sets of parameter values were chosen to produce visually distinguishable realizations while at the same time maintaining consistency in the values for the purpose of comparison. Despite this, when the data were ultimately randomly generated, it was often impossible to visually distiguish among realizations generated under different scenarios. This investigation demonsrates the applicability of the model to a great variety of potential data sets with different degrees of patchiness and category compositions. That being said, rather than averaging over many realizations, we now take a closer look at individual realizations in an attempt to identify attributes of data realizations for which the model is particularly successful, or unsuccessful.
Not surprisingly, less patchy realizations (more smooth) were generally accompanied by better predictions than those from more patchy (less smooth) realizations. The lowest minimum MPR and AMPR are observed on the same realization from Scenario A. The values are 0.14 and 0.16, respectively, meaning that 43 out of the 50 hold-out sites are correctly predicted, with only one prediction falling more than one category from the true value. The true category composition for the realization is (42, 5, 1, 2) and the predicted composition is (41, 7, 2, 0) . This obviously represents a relatively smooth realization with a large proportion in the lowest category. Application of the model to artificial and real data indicates that the model does a particularly good job predicting values in the extreme categories. Another Scenario A realization resulting in relatively poor predictions had MPR and AMPR values of 0.44 and 0.56, respectively, corresponding to correct prediction of 28 out of 50 sites, with most mispredictions off by only one category. The true category composition for the realization is (22, 16, 8, 4) and the predicted composition is (18, 21, 8, 3) .
De Oliveira (2000) reported mis-prediction rates of 0.16 and 0.19 for his relatively smooth simulated realizations, and 0.16 and 0.22 for the patchier realizations. These values are consistent with the values we obtain for our better predicted realizations. This is encouraging given that we are predicting a multi-category response rather than binary, along with the fact that our realizations are typically more patchy. The range of our BEL measures are also consistent with De Oliveira (2000), ranging from 0.21 to 0.41. In fitting the model to over 150 different sets of data, on average 65% of the hold-out values were correctly predicted, with as many as 88% for some realizations. Importantly, the predictions were rarely more than one category away from the true value.
Parameter estimation results
We focus our discussion of estimation on β 1 since it is the parameter that will most likely be interpreted, and first discuss the effects of fixing σ 2 at a value different from the data generating one (truth). The effect on prediction of σ 2 f ix = σ 2 true is barely noticeable, which is not surprising because the estimates of the regression parameters and cutpoints should simply be adjusted so that the model is estimating β 1,true × σ f ix , rather than β 1,true . For example, if σ 2 true = 1 and we fit a model with σ 2 f ix = 2, the estimates of the regression parameters and cutpoints must be multiplied by √ 2 to obtain correct category probability estimates. This results in posterior draws for β 1 /σ f ix that are centered on β 1,true /σ true . Figure 4 Figure 4 also provides another glimpse of model behavior over many data realizations. The posterior distributions in Figure 4 clearly show that while the posterior distributions are centered near the true value on average, there are a few realizations for which the distribution almost excludes the data-generating value. However, using 95% posterior intervals to summarize the range of plausible values, it's clear that the model was successful at capturing the datagenerating value for most realizations. Of the 60 model fits on the 30 realizations shown in Figure 4 , 13 fail to include the true generating value, but none include zero, which could potentially be taken as a wrong conclusion of no relationship between the response and the covariate. Therefore, the model is clearly leading to the correct conclusion regarding the existence and direction of the relationship between the response and the covariate. This was true of all parameter scenarios.
Assessing stream health
The goal of the Clean Water Act of 1977 is "restoring and maintaining the chemical, physical, and biological integrity of the nation's waters" (U.S. Environmental Protection Agency, 2003) . Toward this end, streams and rivers must be monitored to both assess current state of health and provide reference values to compare with future observations. It is primarily the responsibility of individual states to conduct monitoring programs. Work initially focused on chemical integrity, but has more recently also emphasized biological integrity One common measure of stream health is the Index of Biotic Integrity (IBI). Biotic integrity is defined by the U.S. EPA as "the condition of the biological communities (usually benthic macroinvertebrate and/or fish) of a waterbody based on comparison to a reference that is a relatively undisturbed system and represents the best quality to be expected for the ecoregion" (U.S. Environmental Protection Agency, 2007). They define IBI as a combination of metrics which describes community structure, function, and pollution sensitivity and view the index as providing a picture of overall ecological stream health. Separate IBIs are constructed for benthic macroinvertebrates (aquatic animals without backbones that dwell on the bottom of aquatic environments and are larger than 0.5 mm) and for fish and then categorized using a set of cut-point values based on reference streams to create the IBI narrative describing the overall health of a site as poor, fair, good, or excellent (U.S. Environmental Protection Agency, 2007).
Exploratory data analysis
The main goal of our analysis is to predict the categorical benthic IBI for new, unsampled locations within the study region. The streams of Montgomery County were densely sampled over this relatively small region (497 square miles or 1287 km 2 ), providing an attractive data set for which to apply spatial models ( Figure 5 ). We utilized data at N = 299 stations over 8 years, from 1996 to 2003, with the majority of observations coming from 1996 to 1999. Montgomery County had a population of 855, 000 in the year 2000, and lies adjacent to Washington D.C. We assume for the purpose of this analysis that the response is constant over this time span. The spatial distribution of the benthic IBI narratives for this sample is shown in Figure 6 . For ease of visualizing the response over space, linear interpolation is used to provide a relatively smooth image over the study area, despite the fact that streams are obviously not found continously over the plotted region. Universal Transverse Mercator (UTM) coordinates are used for the analysis and are scaled to obtain distances in a numerically convenient range. This results in a maximum distance between stations (d max ) of 4.92, corresponding to a distance of 49.2 kilometers, or 30.6 miles. To informally explore the spatial correlation in the categorical data, a naive empirical semi-variogram for the benthic IBI scores was made using integer labels, k = 1, . . . , 4 (Figure 7 ). Notice that before accounting for any spatial trend, the spatial correlation appears to exhibit a large range relative to the maximum inter-site distance in the data. We explored the use of such variograms for many artificial data sets where we could compare the semi-variogram of the underlying continuous data to that of the categorical data. For a constant mean, the continuous and categorical empirical semi-variograms are surprisingly similar. On-going work is exploring the construction and use of variograms for exploratory data analysis for ordered categorical data. It is clear from Figure 6 that there is a spatial trend beyond what could be described by isotropic spatial correlation. We cannot, however, simply investigate the residuals after fitting a mean structure, as we would typically do with continuous data. After incorporating a covariate, the variance of observations at a distance of d apart depends on all parameters in the model, as well as the value of the covariate. We choose the covariate of conductivity, or specific conductance, as it appears to account for much of the trend. Conductivity was also chosen because it is easily obtained and generally useful for detecting contaminants in water since it is used as an indirect measure of the total dissolved solids (Murphy, 2007) . Its value can indicate the presence of agricultural and road runoff and it can also be used as a surrogate measure for the geology and soil type at or upstream of the station Murphy (2007) .
For model validation, we select a hold-out data set of m = 100, leaving a sample size of n = 199 from which to fit the model (Figure 8) . A hold-out data set was used due to the relatively large sample size and the large computational burden associated with K-fold cross-validation.
Model specification
As in the simulation study, we use σ 2 f ix = 1 and specify priors as described in Section 3. We again adopt the one-parameter exponential correlation function, ρ(d) = exp{−dφ}. This isotropic correlation function depends only on the Euclidean distance between locations, which obviously does not take into account the networked structure and flow inherent of streams. A more appropriate application to stream data, which is beyond the scope of this paper, may be to Cressie et al. (2006) into the framework of the clipped Gaussian random field.
Results are compared to a non-spatial cumulative probit model (abbreviated as "non-spatial" below) fit using maximum likelihood through the polr function in the MASS package of R statistical software (Venables and Ripley, 2002) . The Bayesian version of the non-spatial cumulative probit model with our relatively non-informative priors gives nearly identical results, and can be fit with available software such as winBUGS (Lunn et al., 2000) . We also compare the results to the generalized linear spatial model (GLSM) obtained by adding a random effect (with the same correlation structure as the CG model) to the usual cumulative probit model, and fit using winBUGS.
Prediction of benthic IBI
A primary goal of this analysis is to predict the categorical benthic IBI, as an indicator of stream health, for unobserved locations in Montgomery County. Toward this end, we evaluate predictions for the m = 100 hold-out locations. After tuning of the algorithm to obtain adequate convergence behavior, the results are based on one run of the MCMC algorithm for 8, 000 iterations after a burn-in of 2000 iterations. Table 4 compares the predictive abilities of the three models, and clearly shows the superior prediction of the Clipped Gaussian model over the naive non-spatial cumulative probit model. The Clipped Gaussian model also outperforms the GLSM, particularly in the extreme categories. This may have important practical implications if, for example, only the sites predicted as poor are to be remediated.
Estimation of model parameters
We report and compare the estimates and posterior intervals for the most interesting parameters, β 1 and φ, among four models (Table 5 ). The GLSM 1 is the generalized linear spatial model parameterized such that the spatial process (second-stage) has zero mean and the first stage has mean X β + W, while GLSM 2 is parameterized such that the spatial process has mean (X β). We Table 5 : Posterior means of the coefficient for conductivity (β 1 ) and the scale parameter for the exponential correlation function (φ) with 95% posterior intervals for the Clipped Gaussian (CG) and generalized linear spatial models (GLSMs). An estimates and approximate 95% Wald's confidence interval is given for the non-spatial cumulative probit model. include the second parameterization because the CG model incorporates the mean structure directly into the spatial process.
Model
Notice that all models produce a negative estimate for β 1 , indicating that the benthic IBI score tends to be lower for sites with higher measures of conductivity, as expected. The 95% Wald's confidence interval for the non-spatial model and the 95% posterior interval for GLSM 1 exclude zero, giving convincing evidence for this negative relationship. The posterior means for the spatial models are closer to zero than the estimate from the non-spatial model. This may perhaps indicate that some of the spatial structure is explained through the correlation, rather than solely through the covariate. The estimate of β 1 for GLSM 2 is more similar to that of the CG than that of GLSM 1 , showing that the level at which the mean structure is specified is important for inference.
We use the estimate of the correlation scale parameter, φ, to infer about the effective (or practical) range of spatial correlation. The effective range is commonly defined as the distance at which the correlation reaches 0.05 or where the variogram reaches 95% of its sill (Banerjee et al., 2004) . The effective range for the exponential correlation function is approximately 3/φ. From the empirical semi-variogram shown in Figure 8 , we visually estimate the effective range to be about 3.5, before accounting for the spatial trend explained by conductivity. The estimates of φ from CG and GLSM 1 both appear practically reasonable, giving an estimated effective range of 1.79 for CG and 2.5 for the GLSM 1 (accounting for a nugget fixed at 1, which is inherent in the GLSM model specification due to the probit link). The estimated effective range of 0.70 from GLSM 2 is closer to that of the CG model. The differences between CG, GLSM 1 , and GLSM 2 , have sparked further investigation into the behavior of the different parameterizations and the resulting implications for inference.
Discussion
In this work, we have described the Clipped Gaussian model for ordered categorical data, provided methodology for estimation, and demonstrated the success of the model for both simulated and real data sets. This model provides a logical and important extension to the current literature surrounding spatial models for point-referenced ordered categorical data.
The application presented here provides a useful context for illustrating our method, however we do not comment on the appropriateness of benthic IBI as a measure of stream health (an issue of ongoing discussion in the ecological community). For new developments regarding the use of multimetric indices, such as IBI, for ecological health assessment, see Chiu et al. (2008) .
An important area of future research is computational efficiency of the method, particularly for large data sets. Some techniques to consider include use of the spectral representation (Royle and Wikle, 2005; Paciorek and Ryan, 2005) , marginal augmentation (Meng and van Dyk, 1999) , approximate Bayesian methods Christensen et al., 2006; Eidsvik et al., 2006) , and non-parameteric methods (Kammann and Wand, 2003) .
On-going work involves understanding the theoretical and practical differences between the generalized linear spatial model (GLSM) (use of spatial random effects) strategy and our Clipped Gaussian strategy. The GLSM has a natural two-stage conditional specification with the first stage distribution defined by the probit link and the second stage defined by the assumed distribution for the spatial random effects. If the GLSM is reexpressed in its marginal form, the unit variance of the normal distribution associated with the probit link translates into a "nugget" term in the variance-covariance matrix that is fixed at one. This term is not inherent in the CG model, which is purposely specified with no nugget because it is not clear how its magnitude ultimately relates to properties of the categorical random field. The implications of this difference on the assumed spatial correlation structure of the ordered categorical variable are not well understood. For some discussion of the differences between a conditional (two-stage) and marginal (one-stage) specification in the context of continuous data see Banerjee et al. (2004) , pages 131 and 148. Our results indicate that the Clipped Gaussian model has better predictive ability than the GLSM, especially when modeling a relatively smooth realization of a categorical random field, or when prediction of the extreme categories is of particular importance.
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