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a b s t r a c t
The impact of oxygen evolution and bubble formation on the performance of an all-vanadium redox
ﬂow battery is investigated using a two-dimensional, non-isothermal model. The model is based on
mass, charge, energy and momentum conservation, together with a kinetic model for the redox and
gas-evolving reactions. The multi-phase mixture model is used to describe the transport of oxygen in
the form of gas bubbles. Numerical simulations are compared to experimental data, demonstrating good
agreement. Parametric studies are performed to investigate the effects of changes in the operating tem-eywords:
edox ﬂow battery
xygen evolution
ubble formation
athematical model
emperature
perature, electrolyte ﬂow rate and bubble diameter on the extent of oxygen evolution. Increasing the
electrolyte ﬂow rate is found to reduce the volume of the oxygen gas evolved in the positive electrode. A
larger bubble diameter is demonstrated to increase the buoyancy force exerted on the bubbles, leading to
a faster slip velocity and a lower gas volume fraction. Substantial changes are observed over the range of
reported bubble diameters. Increasing the operating temperature was found to increase the gas volume
as a result of the enhanced rate of O2 evolution. The charge efﬁciency of the cell drops markedly as a
consequence.
. Introduction
Energy storage systems can provide a solution to the prob-
em of balancing the generation and consumption of power. Large
uantities of energy can be stored to meet immediate changes in
emand, allowing effective operation of base-load units at high
nd essentially constant levels of power. Life cycle costs, simplic-
ty of operation, ﬂexibility and the state of the technology are
mong the factors that determine the selection of systems for stor-
ge applications. Redox ﬂow batteries (RFB), examples of which
nclude the all-vanadium, vanadium/bromine, zinc-ceriumand sol-
ble lead-acid cells, are particularly suited to medium and large
cale applications, including load levelling and peak shaving, un-
nterruptible power supplies and emergency backup [1–4].
The all-vanadium redox ﬂow battery (VRB) employs the
(II)/V(III) redox couple in the negative electrolyte and the
(IV)/V(V) redox couple in the positive electrolyte [5]. Electrolyte
olutions containing the redox couples are circulated through the
lectrodes via reservoirs external to the electrochemical cell. To
rovide electrical and vanadium ion insulation, an ion-exchange
embrane, often a Naﬁon® type, is used to separate the positive
nd negative electrodes as shown in Fig. 1. The power output of the
ystem increases with the size of the cell stack and the active elec-
rode surface area,while the energy storage capacity increaseswith
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the volume of the electrolyte reservoir and the reactant concentra-
tions. The ratio of energy storage topowerdemanddetermineshow
long the battery can be operated without recharging. Power can
ﬂow undiminished as long as there is fresh electrolyte to circulate
through the stack. The VRB can, therefore, be tailored to speciﬁc
storage applications. VRBs have several advantages over some of
the established storage systems such as static lead-acid batteries,
namely, high energy efﬁciencies of up to 90% in large installations,
a decreasing cost per kW h at higher storage capacity and ease of
maintenance. The use of the same element in both half-cells also
avoids problems due to cross-contamination during long-term use.
When solution cross-over occurs, the vanadium half-cell solutions
can be remixed and the system returned to its original state.
Optimisation, scale-up and eventual commercialisation of VRB
aredependentonan improvedunderstandingof several issues, par-
ticularly gas evolution, electrolyte stability, carbon oxidation and
membrane fouling. The effects associatedwith gas evolution on the
performance and longevity of VRBs are still largely unknown. Side
reactions consume a portion of the current density applied to the
cell and, therefore, lower its efﬁciency. Bubble formation reduces
the electrolyte volume in the electrodes, lowering the active sur-
face area for reaction and affecting the bulk transport coefﬁcients
of the reactants and the bulk permeability of the porous electrode
[6–9]. It is important to understand the extent of performance
degradation and the conditions under which performance is severe
affected. Shah et al. [10] investigated the effects of hydrogen evo-
lution using a two-dimensional, transient model. The multi-phase
mixture model was used to describe the transport of gas bubbles
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medium. Since the liquid-phase density and volume fraction areig. 1. A schematic of the all-vanadium battery and of the components modelled in
his paper: carbon plates, porous carbon electrodes, membrane and reservoirs.
hrough the electrodes [11]. In this paper, O2 evolution and the
ccompanying gas bubble formation are studied. The framework
n [10] is extended to include a thermal energy balance, previ-
usly described in [12]. The effect of O2 evolution on the efﬁciency
f the battery and the inﬂuence of reactant concentration, tem-
erature variations, electrolyte ﬂow rate and bubble diameter are
xplored.
Details of the experimental work are given in the next section.
he model is presented in Section 3, together with the underly-
ng assumptions, numerical details and the model parameters. In
ection 4, the simulation results are discussed, along with com-
arisons to the experimental data. The results are summarised and
onclusions are drawn in Section 5.
. Experimental
The cell was symmetrical about the Naﬁon® 117 ion-exchange
embrane (150mm × 150mm × 0.1mm). Each half-cell con-
isted of a PVC outer plate (200mm × 200mm × 20mm), a
opper and plate (150mm × 150mm × 3mm), a graphite foil
150mm × 150mm × 2mm), a carbon end plate (150mm ×
50mm × 6.35mm) and a Sigratherm GFA5 carbon felt (100mm ×
00mm × 4mm). The cell assembly was compressed using PTFE
askets as seals (with M6 stainless steel tie bolts). Electrical con-
ections to the copper end plates were made using tight-screwed
onnections.
A peristaltic pump was used to circulate the electrolyte (as a
(III)/V(IV) mixture in 4000molm−3 H2SO4) from a glass reservoir
f volume 250mL, with a nitrogen gas atmosphere at a tempera-
ure of 297 ± 2K. The cell was charged and discharged at a constant
urrent of 10A, corresponding to a current density of 100mAcm−2,
ased on the projected area of each electrode. An in-house personal
omputer and interface was used to monitor the cell potential dif-
erence and current. An open-circuit cell, divided by a Naﬁon® 117
ationexchangemembraneandcontainingagraphite rodelectrode
n each compartment was used to monitor the cell potential dif-
erence between carbon-rod electrodes. The ratios of oxidised to
educed species, which indicated the state of charge, were esti-
ated using a Nernst equation applied to the monitoring cell:
= E − E + 2.3RT log
(
[V(V)] [V(II)]
)cell 0,1 0,2 F 10 [V(IV)] [V(III)]
here E01 and E
0
2 are the standard potentials for positive and nega-
ive electrode reactions (1) and (2), respectively.Acta 55 (2010) 3192–3205 3193
3. Model assumptions and development
The kinetics of reduction and oxidation at the electrodes are
approximated by the following simpliﬁed set of half-cell reactions,
the forward direction representing charge conditions:
Positive electrode : VO2+ + H2O VO+2 + 2H+ + e− (1)
Negative electrode : V(III) + e−  V(II) (2)
The actual kinetics are highly complex [14,15] but the work
of Shah and coworkers [12,13] has demonstrated that the above
mechanism provides a good approximation.
In this paper, the evolutionof oxygen in thepositive electrodeon
charge, a known side reaction [15,16] with the effects of operating
temperature are also incorporated into the model:
2H2O O2 + 4H+ + 4e− (3)
The species considered are V(II), V(III), V(IV), V(V), H2O, H+,
HSO4−, O2 and SO42−. The basic model equations and boundary
conditions were derived in [13] for the case without gas evolu-
tion and were later extended to include a thermal energy balance
[12] and hydrogen gas formation [10]. The model is only brieﬂy
described below and the reader is referred to the earlier papers for
further details. The following simplifying assumptions are made:
1. The dilute-solution approximation is used [17], and the ﬂow is
considered laminar and incompressible, due to the fact that the
bulk of the electrolyte is water.
2. The overall momentum equation for the gas bubbles and elec-
trolyte is approximated by that of the liquid since the liquid
volume fraction and density are much larger than those of
gaseous oxygen.
3. The oxygen gas forms spherical bubbles that maintain their
shape when detaching from the electrode surface and do not
coalesce [10,18–20]. Small bubbles remain spherical as a result
of high surface tension and their coalescence can be neglected
[21]. This is believed to be a result of repulsive electrical forces
acting between the bubbles [22].
4. The gas-phase and liquid-phase pressures are equal, which is a
good approximation for non-expanding bubbles [23,24].
5. The liquid and solid phases in the electrodes attain the same
temperature.
Included in the solution domain are the carbon plates, the elec-
trodes, the membrane and the reservoirs, as depicted in Fig. 1.
In the porous carbon electrodes, the evolved oxygen bubbles
in the electrolyte are dispersed, while the electrolyte forms a con-
tinuous phase. The volume fractions of gas, ˛g , and liquid, ˛l , are
constrained by volume conservation: ˛l + ˛g = 1. In the follow-
ing, l and g are the liquid-phase and gas-phase densities and
ul = (u, v) and ug = (ug, vg) are the liquid-phase and gas-phase
velocities, respectively.
The liquid velocity, ul , is given by continuity and Darcy’s law,
combinedwith the Kozeny–Carman relationship for hydraulic con-
ductivity [25]:
∇ · ul = 0; ul = −
d2
f
Kl
3(1 − ˛g)3
(1 − (1 − ˛g))2
∇p (4)
where  is the electrode porosity, p is the liquid-phase pressure,l
is the dynamic viscosity of the liquid, df is the mean pore diameter
in the electrode and K is the Kozeny–Carman constant for a ﬁbrousmuch greater than those of the gas phase, the overall momen-
tum equation is approximated by that of the liquid, ∇ · ul = 0. In
the absence of turbulence, the electrolyte and bubble velocities are
related by uslip = ug − ul , where uslip = (uslip, vslip) is the so-called
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Table 1
Sources and sinks for the liquid phase in Eq. (7).
Source term Positive electrode Negative electrode
Sg (oxygen volume fraction
equation)
MO2∇ · jO2/F n/a
S2 (V(II) concentration
equation)
n/a ∇ · j2/F
S3 (V(III) concentration
equation)
n/a −∇ · j2/F
S4 (V(IV) concentration
equation)
−∇ · j1/F n/a
S5 (V(V) concentration
equation)
∇ · j1/F n/a
SH O (water concentration −∇ · j1/F n/a
s
b
y
u
w
m

w
b
M
w
t
e

D
i
[
t
t
t
e
c
t
e
−
w
t
e
Table 2
Default values for constants related to the transport of charge and mass.
Symbol Quantity Size
D2 V(II) diffusion coefﬁcient in electrolyte 2.4 × 10−10 m2 s−1 [40]
D3 V(III) diffusion coefﬁcient in electrolyte 2.4 × 10−10 m2 s−1 [40]
D4 V(IV) diffusion coefﬁcient in electrolyte 3.9 × 10−10 m2 s−1 [40]
D5 V(V) diffusion coefﬁcient in electrolyte 3.9 × 10−10 m2 s−1 [40]
DH2O Water diffusion coefﬁcient in
electrolyte
2.3 × 10−9 m2 s−1 [41]
Dw Water diffusion coefﬁcient in the
membrane
5.75 × 10−10 m2 s−1 [42]
DH+ Proton diffusion coefﬁcient in the
membrane
1.4 × 10−9 m2 s−1 [43]
DHSO−
4
HSO4− diffusion coefﬁcient in the
membrane
1.4 × 10−9 m2 s−1 [43]
DSO2−
4
SO42−diffusion coefﬁcient in the
membrane
1.4 × 10−9 m2 s−1 [43]
K Kozeny–Carman constant: porous
electrode
5.55 [44]
 Electrokinetic permeability:
membrane
1.13 × 10−19 m2 [43]
p Hydraulic permeability: membrane 1.58 × 10−18 m2 [45]
H2O Water viscosity 10
−3 Pa s
f Electronic conductivity of porous
carbon electrode
363Sm−1a
T
S2
equation)
SH+ (proton concentration
equation)
n/a 2∇ · j1/F
lip velocity. If it is further assumed that the pressure forces on the
ubble are balanced by the viscous drag, a force balance on a bubble
ields an expression for the slip velocity [11]:
slip =
1
18l
d2g∇p (5)
here dg is the bubble diameter.
The volume fraction of oxygen bubbles is determined from a
ass balance:
g
∂˛g
∂t
+ g∇ · (˛g ug) = −Sg (6)
here the rate of O2 evolution, Sg is given in Table 1 and discussed
elow.
Let ci denote the concentration of each species i considered.
ass balances in the porous electrode regions yield:
∂
∂t
((1 − ˛g)ci) + ∇ ·
(
ulci − Deffi ∇ci −
zici
RT
Deffi ∇e
)
= −Si (7)
here the source terms, Si, representing consumption by elec-
rochemical reaction, are deﬁned in Table 1. The Nernst–Planck
quation has been used for the concentration ﬂux [17], in which
e is the electrolyte potential, zi is the charge of species i and Deffi =
i3/2(1 − ˛g)3/2 is the effective diffusion coefﬁcient of species i,
.e., the free-space value, Di subject to a Bruggemann correction
26]. Transport parameter values are given in Table 2.
Charge conservation demands that the charge entering the elec-
rolyte, je, is balanced by the charge leaving the solid phase, js. The
otal current density transferred from the solid phase to the elec-
rolyte, ∇ · j = ∇ · je = −∇ · js, is equal to the net volumetric rate of
lectrochemical reaction (derived below) multiplied by Faraday’s
onstant and the number of electrons transferred. Since the elec-
rolyte is electroneutral,
∑
izici = 0, the total current density in the
lectrolyte satisﬁes [13]:
∇ ·
(
effe ∇e + F
∑
ziD
eff
i ∇ci
)
= ∇ · j (8)i
here effe = (F2/RT)
∑
iz
2
i
Deff
i
ci is the effective electrolyte conduc-
ivity. T is the cell temperature and R is the molar gas constant. This
quation is applied only in the porous carbon electrodes.
able 3
ources and sinks for the energy Eq. (13). They are, from top to bottom, heating by activa
Term Membrane − ve electrode
qact 0 
1∇ · j1
qrev 0 −S1T∇ · j1/F
qohm effm |∇|2 effs |∇ |2 + effe |∇|2c Electronic conductivity of carbon
plates
5000Sm−1a
a Manufacturer’s estimate.
The electronic potential is given by [13]:
−s∇2s =
{
−∇ · j carbon electrodes
0 carbon plates
(9)
In the carbon electrodes, the electronic conductivity is s =
(1 − )3/2f , where f is the electronic conductivity of carbon, and
in the carbon plates, s = c .
The dissolved water concentration in the membrane, cH2O is
given by [13]:
∂cH2O
∂t
− ∇ · (Dw∇cH2O)+ ∇ · (ulcH2O) = 0 (10)
where Dw = 4.17 × 10−8	(1 + 161e−	) exp(−2436/T) is the dis-
solved water diffusion coefﬁcient [27] and 	 = 22 is the water
content of a liquid-saturated membrane. The liquid velocity, ul , is
subject to an incompressibility constraint, ∇ · ul = 0, and is given
by Schloegl’s equation:
ul = −

H2O
FcH+∇e −
p
H2O
∇p (11)
where  is the electrokinetic permeability and p is the hydraulic
permeability. Electroneutrality in the membrane demands a ﬁxed
proton concentration, cH+ = −zf cf , where cf is the ﬁxed-charge site
concentration in the membrane and zf is the ﬁxed-site charge [13].
The equation for current conservation in the membrane can be
derived using Eq. (11) and the incompressibility condition:
F2−
RT
DH+cH+∇2e = 0 (12)
An energy balance for the entire region (carbon plates, porous elec-
trodes andmembrane)wasderived in [12], taking into accountheat
conduction, convective heat transport, the heats of reaction and
tion losses, electrochemical reaction and ohmic resistance.
+ ve electrode Current collector

2∇ · j2 0
S2T∇ · j2/F 0
effs |∇ |2 + effe |∇|2 c |∇ |2
H. Al-Fetlawi et al. / Electrochimica
Table 4
Default parameter values for the heat Eq. (13).
Symbol Quantity Size
	l Electrolyte thermal
conductivity
0.67Wm−1 K−1
	e Electrode thermal conductivity 0.15Wm−1 K−1
	m Membrane thermal
conductivity [38]
0.67Wm−1 K−1
	c Current collector thermal
conductivity
16Wm−1 K−1
	air Thermal conductivity of air at
293K
0.0257Wm−1 K−1
lCl Liquid thermal capacitance
(water)
4.187 × 106 Jm−3 K−1
eCe Porous electrode thermal
capacitance a
3.33 × 105 Jm−3 K−1
mCm Membrane thermal
capacitance b
2.18 × 106 Jm−3 K−1
cCc Current collector thermal
capacitance
4.03 × 106 Jm−3 K−1
−S0,1 Entropy associated with
reaction (1) [39]
−21.7 Jmol−1 K−1
−S0,2 Entropy associated with
reaction (2) [39]
−100 Jmol−1 K−1
−S0,O2 Entropy associated with
reaction (3) [39]
65.35 Jmol−1 K−1
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Ea Estimate based on a speciﬁc heat capacity for graphite of 710 J kgK−1 and a
igratherm® GFA5 density of 469kgm−3 (68% porous).
b Estimate based on a speciﬁc heat capacity for water and a typical dry density of
aﬁon® , 1500kgm−3.
hmic heating:
∂
∂t
(CpT) + ∇ · (vlClT) − 	¯∇2T =
∑
k
qk (13)
here qk (deﬁned in Table 3). In this equation, l and Cl are the
ensity and speciﬁc heat capacity of the liquid, respectively. 	¯ is
he volume-averaged thermal conductivity and Cp is the volume-
veraged thermal capacitance, which are given by:
	¯ = ˛l	l + ˛g	g + (1 − )	e; Cp = ˛llCl + ˛ggCg
+ (1 − )eCe
	¯ = 	m; Cp = mCm
	¯ = 	c; Cp = cCc
(14)
n the porous electrode,membrane and carbon plates, respectively.
j and 	j are the speciﬁc heat capacities (at constant pressure) and
hermal conductivities of the individual phases: the subscripts ‘g’,
l’, ‘e’, ‘m’ and ‘c’ refer to the gas phase, liquid electrolyte, electrode,
embrane and current collector, respectively.
The standard reaction entropies are given by:
S0,j =
⎛
⎝ ∑
products
Sproducts0,j
⎞
⎠−
( ∑
reactants
Sreactants0,j
)
(15)
here Sproducts0,j (S
reactants
0,j ) are the standard entropies of formation of
he products (reactants) in reactions (1) and (2), j = 1,2 and reac-
ion (3), j = O2. Their values at298.15Kare listed inTable4. For each
eaction j, the standard reaction entropy is related to the standard
ibbs free energy change of the reaction, G0,j , and the standard
nthalpy change of reaction, H0,j , by the thermodynamic rela-
ion G0,j =H0,j + TS0,j . Since G0,j = −nFE0,j , where E0,j is
he standard potential of reaction j, the temperature dependence
fS0,j is given by:nF
∂E0,j
∂T
= ∂G0,j
∂T
=S0,j (16)
he standard potentials, as functions of temperature, are given in
q. (25) below.Acta 55 (2010) 3192–3205 3195
3.1. Reaction kinetics
Butler–Volmer expressions are used for the transfer current
densities in the positive and negative electrode compartments,
∇ · j1 and ∇ · j2, respectively [10]:
∇ · j1 = a(1 − ˛g)Fk1
√
cs4c
s
5
[
exp
(
F
1
2RT
)
− exp
(
− F
1
2RT
)]
∇ · j2 = aFk2
√
cs3c
s
2
[
exp
(
− F
2
2RT
)
− exp
(
F
2
2RT
)] (17)
whereA is the speciﬁc active surface area of the porous carbon elec-
trode, and k1 and k2 are the standard rate constants for reactions (1)
and (2), respectively. The porosity of the positive electrode is mul-
tiplied by a factor (1 − ˛g) to give the volume fraction of the liquid,
taking into account the presence of the bubbles. cs
i
are the reactant
concentrations at the liquid–solid interfaces in the porous regions.
Expressions for cs
i
in terms of the bulk values, ci were derived in
[13]:
cs4 =
c4 + (1 − ˛g)k2e
−F(s−e−E′0,1)/(2RT)((c4/5) + (c5/4))
1 + (1 − ˛g)k2((1/5)e
−F(s−e−E′0,1)/(2RT) + (1/4)e
F(s−e−E′0,1)/(2RT))
cs5 =
c5 + (1 − ˛g)k2e
F(s−e−E′0,1)/(2RT)((c4/5) + (c5/4))
1 + (1 − ˛g)k2((1/5)e
−F(s−e−E′0,1)/(2RT) + (1/4)e
F(s−e−E′0,1)/(2RT))
(18)
where4 = D4/d and5 = D5/d. Similar expressions canbederived
for the negative electrode reactants.
The overpotentials in the positive and negative electrodes, 
1
and 
2, respectively, are deﬁned as follows:

1 = s − e − E0,1; 
2 = s − e − E0,2 (19)
where E′0,1 and E
′
0,2 are the open-circuit potentials for reactions
(1) and (2), respectively, given by Nernst equations (changes in the
proton concentration areneglected since they are small for a typical
charge/discharge cycles):
E′0,1 = E0,1 +
RT
F
(ln c5 − ln c4)
E′0,2 = E0,2 +
RT
F
(ln c3 − ln c2)
(20)
The reaction constants are temperature dependent. They can be
written in Arrhenius form as follows [28]:
kj = kref,j exp
(
−G0,j
R
[
1
Tref
− 1
T
])
= kref,j exp
(
nFE0,j
R
[
1
Tref
− 1
T
])
(21)
for j = 1,2. G0,j = −nFE0,j is the standard Gibbs free energy
change for the respective reaction and the constant kref,j is the
values of kj at a reference temperature Tref.
The current density associated with the O2 evolution reaction
(3), which takes place predominantly during charge at the positive
electrode, is approximated by the Tafel relationship:
∇ · jO2 = a(1 − ˛g)j0,O2 exp
(
FˇO2
O2
RT
)
(22)
where j0,O2 is the O2 evolution exchange current density given by:( [ ])
j0,O2(T) = j0,O2(Tref) exp −
G0,O2
R
1
Tref
− 1
T
= jref,O2 exp
(
nFE0,O2(Tref)
R
[
1
Tref
− 1
T
]) (23)
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Table 5
Default values of the constants related to the electrochemical reactions.
Symbol Quantity Size
kref,1 Standard rate constant: reaction (1) 3 × 10−9 ms−1 [15]
kref,2 Standard rate constant: reaction (2) 1.25 × 10−7 ms−1a
jref,O2 Oxygen evolution exchange current density 1 × 10−9 Am−2 [16]
ˇO2 Transfer coefﬁcient: reaction (3) 0.3 [35]
E01 Standard potential: V(IV)/V(V) 1.004V vs. SHE [36]
E02 Standard potential: V(II)/V(III) −0.255V vs. SHE [36]
E0O2
Standard potential: H2O/O2 1.23V vs. SHE [36]
i
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Table 7
Default initial and boundary values.
Symbol Quantity Value
Tref Reference temperature 25 ◦C
T0 Initial temperature 25 ◦C
c03 V(III) concentration at inlet 1053molm
−3
c02 V(II) concentration at inlet 27molm
−3
c04 V(IV) concentration at inlet 1053molm
−3
c05 V(V) concentration at inlet 27molm
−3
c0
d
Water concentration at inlets 4.2 × 103 molm−3
pout,c Negative electrode outlet pressure 300kPa
pout,a Positive electrode outlet pressure 300kPa
Q Negative electrode volumetric ﬂow rate 1mL s−1
satisﬁes a pressure outlet condition, p = pout. At the inlets, the reac-
tants enter with a prescribed bulk velocity and concentrations that
depend on the pump rate, while the electrolyte is assumed to becf Fixed-charge site (sulfonate) concentration 1200molm−3 [37]
zf Charge of ﬁxed (sulfonate) sites −1
a Fitted parameter.
n which jref,O2 = j0,O2(Tref) andG0,O2 = −4FE0,O2 is the standard
ibbs free energy change. ˇO2 is the transfer coefﬁcient and 
O2 is
he overpotential for the O2 evolution reaction:
O2 = s − e − E0,O2 (24)
here E0,O2 is the standard potential.
All of the standard potentials above are functions of tempera-
ure. The measured temperature dependence for each can be found
n [29]:
E0,1 = E01 + 1.5 × 10−3 × (T − 298.15)
E0,2 = E02 − 9 × 10−4 × (T − 298.15)
E0,O2 = E0O2 − 8.5 × 10
−4 × (T − 298.15)
(25)
here E01, E
0
2 and E
0
O2
are the standard potentials at T = 298.15K for
eactions (1)–(3), respectively, given in Table 5. The total current
ensity in the positive electrode used in Eqs. (8) and (9) is the sum
f the redox reaction and O2 evolution current densities:
· j = ∇ · j1 + 4∇ · jO2 = j1 + jO2 (26)
here a simpler notation for the volumetric current densities j1
nd jO2 associated with the two reactions (1) and (3), respectively,
ave been deﬁned.
.2. Boundary and initial conditions
It is assumed that there is no leakage of reactant or charge
hrough the external surfaces of the cell (see Fig. 1), no cross-
ver of vanadium species through the membrane and no heat loss.
imilarly, protons cannot penetrate the carbon plates and elec-
rons cannot penetrate the membrane. All of these conditions are
nforced with a zero concentration, charge or heat ﬂux across the
espective surface or interface. Along the interfaces between the
lectrode and the current collector, the liquid velocity satisﬁes a
o-slip condition, u = 0.
able 6
efault values of the constants related to structure.
Symbol Quantity Size
h Electrode height 10 cm
Lt Carbon electrode thickness 4mm
Lw Carbon electrode width 10 cm
Lm Membrane thickness 180m
Lc Carbon plate thickness 6mm
 Carbon electrode porosity 0.68 a
df Carbon electrode ﬁbre diameter 172m [31]
dg Oxygen gas bubble diameter 50m
Lw Electrode width 10 cm
VT Electrolyte volume (half-cell) 250mL
a Speciﬁc surface area: electrode 3 × 106 m−1b
a Measured.
b Estimated.c
Qa Positive electrode volumetric ﬂow rate 1mL s−1
Iappl Applied current 10A
The pressure is subject to a Neumann condition at the external
surfaces, ∇p · n = 0, except at the inlets and outlets. At the outlets,
the ﬂow is considered to be fully developed, so that the reactant dif-
fusive ﬂuxes are prescribed zero values, ∇ci · n = 0. Bubbles ﬂow
outwards with the oxygen bubble velocity, ug and the pressureFig. 2. Simulated and experimentally obtained cell voltage, Ecell curves during
charge/discharge at (a) two different concentrations of c03 = c04 = 1080molm−3 and
c03 = c04 = 1440molm−3 at aﬂowrateofQ = 1mLs−1 and (b) twodifferentﬂowrates
of Q = 1mLs−1 and Q = 3mLs−1 at a concentration of c03 = c04 = 1080molm−3. For
all cases Iappl = 10A, dg = 50m and T0 = 298K. The other parameter values are
given in Tables 2, 4–7.
H. Al-Fetlawi et al. / Electrochimica
F
O
T
F
r
T
sig. 3. A comparison between simulated cell voltage, Ecell curves with and without
2 evolution at c03 = c04 = 1080molm−3, Iappl = 10A, Q = 1mLs−1, dg = 50m and
0 = 298K. The other parameter values are given in Tables 2–7.
ig. 4. (a and b) Plots of the O2 evolution current density, jO2 (in mAm
−2) in the positi
espectively. (c and d) The corresponding O2 evolution overpotential, 
O2 (in mV). In the
0 = 298K. The other parameter values are given in Tables 2, 4–7. The left-hand side, x =
ide, x = 9.8mm, corresponds to the electrode/current collector interface.Acta 55 (2010) 3192–3205 3197
free of bubbles:
ci = cini (t); g = 0; ul = (0, vin) (27)
Concentrations at the inlet boundaries vary with time depending
on the movement of the electrolyte solution through the electrode
and pump. By conservation of volume, the volumetric ﬂow rate
at the outlet boundaries is Q = vinAout, where Aout = LtLw is the
cross-sectional area of the outlet/inlet boundaries, Lt is the elec-
trode thickness and Lw is the electrode width (Table 6). The inlet
concentrations are approximated from the following mass balance,
which assumes instantaneousmixing and negligible reaction in the
reservoir of volume V :
dcin
i
dt
= Q
V
(
1
Lt
∫
y=h
ci dx − cini
)
; cini (0) = c0i (28)
The integral on the right-hand side is the average concentration of
species i at the outﬂow boundaries and c0
i
is the initial concentra-
tion of species i. The total volume of electrolyte on each side of the
battery, VT , is the sum of the electrode and the reservoir volumes,
hAout and V , respectively. It is assumed that the volume in the
pipes is negligible.
ve electrode during charge at t = 20min and at the end of charge, t = 33.67min,
se simulations, c03 = c04 = 1080molm−3, Iappl = 10A, dg = 50m, Q = 1mLs−1 and
5.8mm, corresponds to the membrane/electrode interface while the right-hand
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During charge, the current is assumed to enter uniformly
hrough the carbon plates:
c∇s · n =
⎧⎨
⎩
Iappl
a
; positive electrode
− Iappl
a
; negative electrode
(29)
here Iappl is the applied current and a is the surface area of the
urrent collector. For discharge conditions the signs are reversed.
he use of electronically conductive carbon feeders with a large
ross-sectional justiﬁes the assumption of a uniform current at the
ack edges of the feeders. This assumption is further justiﬁed by
he presence of the highly conductive copper plates between the
arbon feeders and electrical connections.
The initial conditions are as follows:
T = T0; ci = c0i ; s = E′0,1; e = 0; positive electrode
T = T0; ci = c0i ; s = E′0,2; e = 0; negative electrode
(30)
he initial and boundary values are given in Table 7..3. Numerical details and parameters
The default values for parameters used in the simulations are
iven in Tables 2, 4–7 The electrical conductivity of the carbon
lateswas taken from the data sheet provided by Entegris, whereas
ig. 5. (a and b) Plots of the redox reaction current density,∇ · j = ∇ · j1 (inmAm−2) in the
t = 33.67min). (c and d) The V(V) concentration (in molm−3) in the positive electrode d
n these calculations, c03 = c04 = 1080molm−3, Iappl = 10A, dg = 50m, Q = 1mLs−1 and TActa 55 (2010) 3192–3205
the thermal properties (not supplied) were estimated by the values
for carbon. Sigratherm GFA5 were used for the porous carbon elec-
trodes andNaﬁon® for themembrane.Most of the values have been
discussed in detail elsewhere [10,13]. Values for the electrolyte
were based on water, in the absence of data for the electrolyte.
The value of the speciﬁc heat capacity of the membrane was also
estimated by the value for water (since the bulk of the membrane
is liquid water). In the membrane, the only form of heat transport
is conduction while the ohmic heating in the electrolyte solution in
the electrodes is assumed to be based only on the term containing
effe in Eq. (8), which would be expected to be the main contrib-
utor. This permits a simpler form for the corresponding Qk value
(Table 3).
The average pore diameter of the porous carbon foam or felt
electrodes is typically in the range 100–800m [30], with a value
of around 150m [31,32] for Sigratherm electrodes. The bubble
diameterdependsonvarious factors, including theelectrolyte com-
position, current density and ﬂow rate. A wide range of diameter
values has been reported [19,33,34], from 25 to 100m. In this
work, a range of bubble diameter is considered.The rate constant for the reaction at the positive electrode was
determinedbyGattrel et al. [15],while the rate constant for theneg-
ative electrode reaction was derived through a ﬁtting procedure as
in [10,13]; the value was adjusted until the desired ﬁt to the exper-
imental charge–discharge curve in the base case (described below)
positive electrode, with andwithout O2 evolution, respectively, at the end of charge
uring discharge at t = 64.33min with and without oxygen evolution, respectively.
0 = 298K. The other parameter values are given in Tables 2, 4–7.
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as achieved. The values used for the reference exchange current
ensity, jref,O2 and the transfer coefﬁcient, ˇO2 were determined
y Saleh [16] for O2 evolution on bare reticulated vitreous carbon.
hese values were calculated by ﬁtting a rather simpliﬁed model to
xperimental data. Given the possible inaccuracies in these values,
sensitivity analysis in jref,O2 was performed and the results are
resented in Section 4.5. These results also provide an indication of
he characteristics of O2 evolution on non-RVC electrodes.
The model was solved using the COMSOL Multiphysics® pack-
ge,which is based on the ﬁnite-elementmethod. A quadratic basis
as used in all of the simulations, together with a minimum of
548 elements and a maximum of 7256 elements, based on grid
ependency checks that compared the times to SOC for succes-
ively more reﬁned meshes. This measure was found to be a good
ndicator of convergence. The relative error tolerancewas set to 1 ×
0−6. The base-case calculation (a charge–discharge of 63min with
= 1mLs−1, c03 = c04 = 1080molm−3, T0 = 298K, dg = 50m and
appl = 10A) took 33min on a Viglen Intel(R) Xeon(R) CPU, 64-bit
esktop with 4Gb RAM.. Results and discussion
The state of charge in the calculations was estimated from the
esidual V(IV) concentration, 1 − c4,av/c04. The quantity c4,av is the
verage V(IV) concentration in the positive half-cell (including
ig. 6. (a and b) Contour plots of the gas volume fraction, ˛g in the positive electrode at th
= 3mLs−1, respectively. (c and d) The corresponding contour plots of the y component
n these simulations, c03 = c04 = 1080molm−3, Iappl = 10A, dg = 50m and T0 = 298K. ThActa 55 (2010) 3192–3205 3199
both the electrode and reservoir volumes [13]). The cell potential
difference was calculated as the difference between the elec-
tronic potentials along the intersections between the carbon plates
and electrodes. This approximates the experimental measurement
fromthepotential differenceacross thedummycell, i.e.,withcondi-
tionspertaining to theoutlets. At theendof the chargeperiod, 2min
of operation at zero current followed by discharge were simulated
in each calculation.
4.1. Validation and the effects of oxygen evolution
Simulated and experimental cell voltage, Ecell curves for
two concentrations, c03 = c04 = 1080molm−3 and c03 = c04 =
1440molm−3, with an electrolyte ﬂow rate of Q = 1mLs−1
and for two ﬂow rates, Q = 1mLs−1 and Q = 3mLs−1, with a
concentration of c03 = c04 = 1080molm−3 are shown in Fig. 2(a)
and (b), respectively. The other parameter values are given in
Tables 2, 4–7 The model captures the trends well, both sets of
results showing an increase in the cell potential difference at the
end of charge for the lower ﬂow rate and concentration and an
increase in the charge efﬁciency as the ﬂow rate and concentration
are increased as a result of greater spatial uniformity of the
reactants at the equivalent SOC, as discussed in detail elsewhere
[13]. As the concentration increases from c03 = c04 = 1080molm−3
to c03 = c04 = 1440molm−3, the simulated charge efﬁciencies
e end of the charge (t = 33.67min and t = 33.8min) for the cases Q = 1mLs−1 and
of the gas velocity, vg (in mms−1) for Q = 1mLs−1 and Q = 3mLs−1, respectively.
e other parameter values are given in Tables 2, 4–7.
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11.8% higher than the initial liquid velocity (3.57mms−1), while
in Fig. 6 (d), vg is only 8.2% higher than the initial liquid velocity
(10.71mms−1), i.e., the departure of the gas velocity from the liq-
uid velocity (the slip velocity) is relatively smaller at thehigherﬂow200 H. Al-Fetlawi et al. / Electroc
ncrease from 88.42% to 91.2% and the corresponding experimen-
al efﬁciencies increase from 85.1% to 93.1%. Likewise, increasing
he ﬂow rate from Q = 1mLs−1 to Q = 3mLs−1, increases the
imulated and the experimental charge efﬁciencies to 91.8% and
2.6%, respectively. The charge time (to the equivalent SOC)
or Q = 1mLs−1 was 33.67min, while for Q = 3mLs−1 it was
stimated to be 33.8min and for c03 = c04 = 1440molm−3 to be
4.53min. The latter two theoretical times were a good ﬁt to the
xperimental times, in which the state of charge was measured by
onitoring the open-circuit potential.
The effects of O2 evolution on the charge/discharge behaviour
re illustrated in Fig. 3, which shows the cell voltage, Ecell curves
or the base-case parameters both with and without O2 evolu-
ion included in the model. The charge time is 33.67min in each
ase, resulting in different SOC values at the end of charge for the
wo cases. The effects O2 evolution are most strongly felt towards
he end of charge, when the cell potential difference in the case
ncluding O2 evolution decreases relative to the case without O2
volution. During discharge, the presence of O2 evolution reduces
he time to discharge and, consequently, reduces the Coulombic
charge) efﬁciency of the battery; the charge efﬁciency is 88% with
volution and 94.15% without evolution.
Fig. 4(a) and (b) shows the distributions of the O2 evolution
urrent density, jO2 = 4∇ · jO2 (in mAm−2) during charge, t = 20
in, and at the end of charge, t = 33.67min. The left-hand side of
he plots, x = 5.8mm, corresponds to the membrane/positive elec-
rode interface while the right-hand side, x = 9.8mm corresponds
o the positive electrode/current collector interface. The bottom
ine, y = 0 cm, corresponds to the inlet surface and the upper line,
= 10 cm, corresponds to the outlet. The maximum at both times
ccurs at the intersection between the outlet and the current col-
ector (x = 9.8mm, y = 10 cm) while the minimum occurs at the
ntersection between the inlet and the membrane (x = 5.8mm,
= 0 cm). The O2 current density increases along any vertical line
s the outlet is approached and along any horizontal line as the
urrent collector approached. The corresponding distributions of
he O2 evolution overpotential, 
O2 (in mV) are given in Fig. 4(c)
nd (d). There is a close link between the O2 evolution current den-
ity, jO2 and the O2 evolution overpotential, 
O2 , their distributions
esembling a similar pattern during charge. It appears that the O2
volution current density is controlled by the O2 evolution over-
otential, which is controlled primarily by the electronic potential,
s, and the open-circuit potential E0,O2 , as given in Eq. (24).
Fig. 5(a) and (b) shows the proﬁles of the redox reaction cur-
ent density, ∇ · j = j1 (in mAm−2) with and without O2 evolution,
espectively, at the end of charge in the positive electrode (t =
3.67min). In both cases, the maximum occurs at the intersection
etween the inlet and the current collector surface (x = 9.8mm,
= 0 cm). The maximum value of the total current density with
volution is approximately 20% lower than its maximum value in
he case without evolution. This is clearly due to the presence of
he O2 evolution reaction, which consumes a portion of the applied
urrent and reduces the value of j1 by a factor of ˛g . The state
f charge at t = 33.67min is, therefore, higher in the case with-
ut O2 evolution, leading to a longer time required to reach full
ischarge (consume the V(V) in the positive electrode and V(II)
n the negative electrode). Consequently, the charge efﬁciency is
igher. Fig. 5(c) and (d) shows the V(V) concentration proﬁles at
= 64.33min during discharge, with clearly higher concentrations
n the case without O2 evolution..2. Inﬂuence of electrolyte ﬂow rate
Contour plots of the O2 volume fraction, ˛g in the positive elec-
rode at the end of charge (to an equivalent SOC) for two different
ow rates, Q = 1mLs−1 and Q = 3mLs−1 are shown in Fig. 6(a)Acta 55 (2010) 3192–3205
and (b), respectively. The other parameter values are given in
Tables 2, 4–7 The increase in the ﬂow velocity by a factor of three
reduces the volume fraction of gas by a factor of three The value of
˛g increases as the height above the inlet surface increases along
any vertical line. The assumption of an inlet free of bubbles main-
tains a zero value of ˛g at the inlet, y = 0. The degree of variation
of the gas volume fraction in the horizontal direction is minimal
since the ﬂow is convection dominated in the vertical direction.
The maximum value in the gas volume fraction, attained at the
outlet surface, is approximately 68% lower at the higher ﬂow rate,
Q = 3mLs−1. Adecrease in the gas volume fraction,with other con-
ditions ﬁxed, would decrease the slip velocity, uslip = (uslip, vslip)
given by Eq. (5), with the pressure gradient given by Eq. (4)[10].
As the gas volume fraction decreases, the Kozeny–Carman factor in
the relative permeability in Eq. (4) increases, resulting in a higher
liquid velocity and a smaller value of ∇p; the reduced volume of
liquid lowers the permeability and increases pressure gradients.
In Fig. 6(c), therefore, the y component of the gas velocity, vg isFig. 7. (a) Contour plots of the O2 evolution current density, jO2 (in mAm
−2) and
(b) the corresponding O2 evolution overpotential, 
O2 (in mV) at the end of the
charge in the positive electrode for Q = 3mLs−1. In these simulations, c03 = c04 =
1080molm−3, Iappl = 10A, dg = 50m and T0 = 298K. The other parameter values
are given in Tables 2, 4–7
H. Al-Fetlawi et al. / Electrochimica Acta 55 (2010) 3192–3205 3201
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oig. 8. (a and b) Contour plots of the oxygen gas volume fraction, ˛g in the positive e
c and d) The corresponding y component of the slip velocity, vslip (in mms−1). In th
arameter values are given in Tables 2, 4–7.
ate. The increase in the liquid velocity, however, is the dominant
ffect, which leads to the much lower gas gas volume fraction for
= 3mLs−1.
Fig. 7(a) and (b) shows contours of theO2 evolution current den-
ity, jO2 , and theO2 evolutionoverpotential,
O2 , respectively, at the
nd of charge (t = 33.8min) forQ = 3mLs−1 (to be compared with
ig. 4(b) and (d), respectively). The higher ﬂow rate leads to a more
ven distribution of reactant and, consequently lower overpoten-
ial values. Thus, the O2 evolution rate is decreased (compared to
ig. 7 (a)). This leads to a further reduction in the O2 volume frac-
ion, though this reduction is small in comparison to the reduction
aused by the higher liquid velocity.
.3. Inﬂuence of bubble diameter
The average (equivalent) diameter of the bubbles formed from
as evolution can range from 25 to 100m, depending on the
perating conditions [19,33,34]. Simulationswereperformedusing
alues of dg = 25m and dg = 100m (to an equivalent SOC) with
ther parameter values as in the base case in which dg = 50m
Figs. 4 and 5). Fig. 8(a) and (b) shows the distribution of the O2
olume fraction, ˛g in the positive electrode at the end of charge
t ≈ 33.7min in all cases). Aswas the case for dg = 50m, the value
f ˛g increases as the height above the inlet surface increases con-de at the end of charge for two gas bubble diameters, dg = 25m and dg = 100m.
imulations, c03 = 1080molm−3, Iappl = 10A, Q = 1mLs−1 and T0 = 298K. The other
siderably along any vertical line, whereas its degree of variation
in the horizontal direction is minimal. The maximum value of the
gas fraction, ˛g , attained at the outlet, is decreased by approxi-
mately 27% as the bubble diameter increases from dg = 25m to
dg = 100m.
The lower gas volume fraction for the larger diameter is caused
by a considerably greater slip velocity, as indicated by Fig. 8(c) and
(d), which shows the y component of the slip velocity, vslip for the
two diameters. Eq. (5) suggests that the slip velocity increases with
an increase in the bubble diameter, for a ﬁxed pressure gradient.
The gas velocity, which is the sumof the liquid and slip velocities is,
therefore, increased. From a physical perspective, the drag force is
proportional to surface area of the bubble (or d2g ) and the buoyancy
force is proportional to the bubble volume (or d3g ). Larger bubbles,
therefore, induce a higher slip velocity through an increased net
force. The higher gas velocity removes the bubbles at a faster rate,
thereby lowering the gas volume fraction.
4.4. Inﬂuence of operating temperatureFig. 9(a) shows the simulated cell potential difference curves
during a charge/discharge cycle for three operating temperatures,
T0 = 288,298and313K for theaforementionedbasecase. Theother
parameter values are given in Tables 2, 4–7 In all three cases the
3202 H. Al-Fetlawi et al. / Electrochimica Acta 55 (2010) 3192–3205
Fig. 9. (a) A comparison between simulated cell voltage, Ecell curves at three operating temperatures, T0 = 288, 298 and 313K, using the same charge time in each case
(33.67min). (b) Cell potential difference (in V) curves at the three operating temperatures with the charge time deﬁned by SOC = 0.73 in each case In all simulations,
c03 = c04 = 1080molm−3, Iappl = 10A, Q = 1mLs−1 and dg = 50m. The other parameter values are given in Tables 2, 4–7.
Fig. 10. (a and b) Contour plots of the oxygen gas volume fraction, ˛g in the positive electrode at the end of charge (t = 33.67min) for T0 = 288K and T0 = 313K, respectively,
corresponding to Fig. 9(a). (c and d) The corresponding y component of the gas velocity, vg (in mms−1). In these calculations, c03 = 1080molm−3, Iappl = 10A andQ = 1mLs−1.
The other parameter values are given in Tables 2, 4–7.
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ystem is assumed to be adiabatic. In each case, charging was ter-
inated at the same time of 33.67min. The state of charge was
stimated to be 0.9, 0.87 and 0.73 from the lowest to the highest
emperature, respectively. As the temperature increases, the cell
otential difference decreases during charge and increases during
ischarge, i.e., the departure from the open-circuit voltage (OCV)
ecreases. The capacity of the battery (at the constant charge time)
ecreases markedly between T0 = 298K and T0 = 313K, with only
small decrease between T0 = 288K and T0 = 298K. The charge
fﬁciency of the battery decreases from 92% at an operating tem-
erature of T0 = 288K to 77% at T0 = 313K.
The decreased deviation of the cell potential difference from
CV with increasing temperature is due to several factors [12].
he equilibrium potentials given by Eqs. (20) and (25) decrease
n magnitude, for ﬁxed initial concentrations of the reactants—the
ell potential difference at t ≈ 0 in Fig. 9 (a) decreases as the tem-
erature is increased. An increased temperature increases the rate
onstants, ki given in Eq. (21). An increased reaction rate constant
eads to an decrease in the magnitude of the overpotential, in the
bsence of other effects such as gas evolution, in order to maintain
he (ﬁxed) applied current, as is seen from the Butler–Volmer equa-
ions (17). Note that the potential-dependent exponential in the
utler–Volmer equations would tend to decrease with an increase
n temperature, for a ﬁxed potential, which would tend to require
ig. 11. (a and b) Plots of the O2 evolution current density, jO2 (in mAm
−2) in the pos
espectively, corresponding to Fig. 9(a). (c and d) The corresponding O2 evolution over
g = 50m, Q = 1mLs−1 and T0 = 298K. The other parameter values are given in TablesActa 55 (2010) 3192–3205 3203
an increase in the magnitude of the overpotential. The increase in
the reaction constant, however, dominates this effect due to the
large activation energies in Eq. (21). With gas evolution included,
an increase at a ﬁxed current density in one or both of the rate con-
stants for the two reactions (1) and (3) will, in the absence of other
variations, lower the overpotentials 
O2 and 
1, which differ by the
difference between the equilibrium potentials for the reactions:

O2 = 
1 + E′0,1 − E0,O2 .
Fig. 10(a) and (b) shows the gas volume fraction, ˛g at the
end of the charge time (t = 33.67min) for the two temperatures
T0 = 288K and T0 = 313K (compared with Fig. 6(a)). The maxi-
mum in the volume fraction increases from approximately 3.2% to
approximately 13% from the lower to the higher temperature. This
is despite an increase in the gas velocity, the y component ofwhich,
vg is shown in Fig. 10(c) and (d) for the two temperatures T0 = 288K
to T0 = 313K, respectively, at the end of charge; the maximum in
vg increases by 8.5% from T0 = 288K to T0 = 313K.
The increase in the gas velocity is due to the increased gas vol-
ume fraction, which increases the slip velocity as described above.
The increase in ˛g is due to the increase in the value of the O2
evolution current density. Fig. 11(a) and (b) shows contours of
the O2 evolution current density, jO2 (in mAm
−2) in the positive
electrode at the end of charge (t = 33.67min). As the operating
temperature increases from T0 = 288–313K, the maximum value
itive electrode at the end of charge (t = 33.67min) at T0 = 288K and T0 = 313K,
potential, 
O2 (in mV). In these calculations, c
0
3 = c04 = 1080molm−3, Iappl = 10A,
2, 4–7.
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Fig. 12. Plots of the maximum value of: (a) the gas volume fraction, ˛g ; (b) the y
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Fig. 13. The cell potential difference curves during charge for different values of
jref,O2 . In these calculations, c
0
3 = c04 = 1080molm−3, Iappl = 10A, Q = 1mLs−1, dg =
50m and T0 = 298K. The other parameter values are given in Tables 2, 4–7omponent of the slip velocity, vslip (in mm s−1) in the positive electrode during
he charge cycles (to SOC = 0.73) at different temperatures in Fig. 9 (b). In these
alculations, c03 = c04 = 1080molm−3, Iappl = 10A, dg = 50mandQ = 1mLs−1. The
ther parameter values are given in Tables 2, 4–7
f the O2 evolution current density increases by more than 350%,
n the order of the increase in the gas volume fraction. In contrast,
ig. 11(c) and (d) shows that O2 evolution overpotential in the pos-
tive electrode, 
O2 at the end of the charge decreases by as much
s 148 mV as the temperature is increased from T0 = 288–313K.
he rate constant for the O2 evolution reaction, given in Eq. (23)
epends exponentially on temperature. The increase in the over-
otential value at the lower temperature is outweighed by the
ecrease in the reaction rate constant, which leads to much lower
alues of jO2 .
Fig. 9(b) shows the cell potential difference curves at three tem-
eratures when the charge phase is terminated at an equivalent
tate of charge (SOC = 0.73) in all cases. As the temperature is
aised, the O2 evolution reaction consumes a greater portion of
he applied current density, leading to increasingly longer (charge)
imes to the same SOC: 27.07, 27.93 and 33.67min, in order of
scending temperature. The trend in these values reﬂects the expo-
ential increase in the rate constant for the O2 reaction with
emperature, as does the plot of the maximum gas volume fraction
hown in Fig. 12(a). The slip velocity increases as a consequence,
hich will partially offset the increase in ˛g (Fig. 12(b)). Also evi-
ent from Fig. 9(b) is that the charge efﬁciencies at the different
emperatures are roughly similar since the capacity of the battery
t the end of charge is theoretically the same in each case.
Fig. 14. The O2 volume fraction for (a) jref,O2 = 1 × 10−10 Am−2 and (b) 1 ×
10−8 Am−2. In these calculations, c03 = c04 = 1080molm−3, Iappl = 10A,Q = 1mLs−1,
dg = 50m and T0 = 298K. The other parameter values are given in Tables 2, 4− 7.
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.5. Oxygen evolution parameters
The electrochemical parameters for O2 evolution will clearly
epend on the electrode material. To provide an indication of the
ifferences between O2 evolution on different materials, and to
onﬁrm that the behaviour described above is robust to changes
n the parameter values, calculations were performed with differ-
nt jref,O2 values (all other parameters unchanged). Fig. 13 shows
he cell potential difference curves during charge for all cases. The
2 volume fractions at the end of charge for jref,O2 = 1 × 10−10 and
× 10−8 Am−2 are plotted in Fig. 14. These ﬁgures show that, as
xpected, an increased value of jref,O2 leads to a greater decrease in
he cell potential difference, as a consequence of a increased cur-
ent consumed by the parasitic O2 evolution reaction and a greater
olume of O2. The results discussed in previous sections, however,
re qualitatively unchanged.
. Conclusions
A non-isothermal two-dimensional dynamic model of an all-
anadium redox ﬂow battery based on mass, charge, energy and
omentum transport and conservation, together with a kinetic
odel for redox and gas-evolving reactions has been developed.
he impact of O2 evolution and gas bubble formation in the posi-
ive electrode during charge on the performance was investigated.
volved oxygen, in the form of bubbles, impacts performance by
educing the active surface area for electrochemical reaction in
he electrode, reducing the effectivediffusion coefﬁcients, lowering
he effective ionic and thermal conductivities and by altering the
ow ﬁeld. Comparison between numerical simulations and experi-
ental data, for different vanadium concentrations and electrolyte
ow rates, demonstrate good qualitative and quantitative agree-
ent. The maximum in the oxygen volume was shown to range
rom 2% to approximately 13% of the total volume over a typical
harge–discharge cycle, for the parameter values used. The effect
f oxygen evolution is a drop in charge efﬁciency on the order of
–10%.
The O2 evolution reaction consumes a portion of the (ﬁxed)
pplied current, reducing the amount of current available for the
xidation of V(IV). The time to an equivalent state of charge is,
herefore, increased and the capacity of the cell for a ﬁxed-charge
ime is reduced. Increasing the mean linear electrolyte ﬂow rate
as found to reduce the volume of the oxygen gas in the positive
lectrode. This is due mainly to the increased rate at which the gas
s removed from the cell since the ﬂow is convection dominated.
he lower overpotentials achieved with a higher ﬂow rate further
educe the gas volume fraction.
The oxygen gas volume fraction and velocity are strongly inﬂu-
nced by the bubble diameter. The slip velocity increases with
ubble diameter as a result of a greater buoyancy force exerted
n the bubbles. The gas volume fraction decreases as the gas is
emoved at a faster rate. Substantial changes are observed over the
ange of reported bubble diameters.Increasing the operating temperature was found to enhance O2
volution and, therefore, increase the volume of gas in the pos-
tive electrode. The exponential dependence of the reaction rate
onstant for O2 evolution outweighs several competing factors,
ncluding increases in the slip velocity and the magnitudes of
[
[
[
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the overpotentials, to increase the gas volume fraction at higher
temperatures. Since the rateof evolution is enhancedathigher tem-
perature, and the onset occurs sooner in the charge cycle, at ﬁxed
values of the other parameters, the rate of oxidation in the positive
electrode decreases at any ﬁxed time. Thus, the time required to
reach an equivalent state of charge (charge time) increases with
temperature. The charge efﬁciency of the cell drops markedly as
a consequence. The drop in efﬁciency is nonlinear since the main
factor associated with the drop (the O2 reaction constant) has an
exponential dependence on temperature.
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