Generalized hyperbolic distribution and some of its subclasses like normal, hyperbolic and variance gamma distributions are used to fit daily log returns of eight listed companies in Nairobi Securities Exchange and Montréal Exchange. EM-based maximum likelihood estimation procedure is used to estimate parameters of the model. Kernel densities and empirical distribution of data are compared. The goodness of fit statistics of proposed distributions are used to measure how well model fits the data. Empirical results show that Generalized hyperbolic Distribution seems to improve partially, the geometric Brownian assumption on modeling returns of the underlying process, both in a developed and emerging market. Both markets seem to have different stochastic time.
Introduction
Geometric Brownian motion assumption for modeling log returns is used in the Black and Scholes [1] and Merton [2] methodology. This has become the dominant paradigm for valuing options and other derivatives. The method uses a delta hedging argument to value options based on the absence of arbitrage strategies that profit instantaneously. Despite the success of the Black Scholes model assumption, there is a non-negligible discrepancy between the model and the real market data. We set out to investigate the geometric assumption of modeling the underlying asset in Kenya's Nairobi securities exchange and Canada Montréal exchange, as well as confirming some of the stylized facts documented by Cont [3] .
To incorporate the asymmetric and leptokurtic features in asset pricing, Madan and Senata [4] and [5] studied a time changed Brownian Motion in the context of asymmetric variance gamma process. Among these models, (see Car and Wu [6] ,Eberlein and Keller [7] etc), several studies have applied the exponential generalized hyperbolic Lévy motion and its subclasses to study log returns. We focus our attention to the generalized hyperbolic(GH), Hyperbolic(HY) and Variance Gamma(VG) and normal(NM) distributions in modeling log returns. The Generalized Hyperbolic distribution was first introduced by Barndoff-Nielsen [8] in the context of the sand project. In 1995 Eberlein and Keller [7] introduced and applied the hyperbolic distribution, to price vanilla options based on German stocks.
In this paper we use empirical evidence to investigate the basic geometric Brownian assumption on modeling log returns. In addition, we compare kernel density estimates against the maximum likelihood estimate of generalized hyperbolic distribution and some of its subclasses like the hyperbolic and the variance gamma distributions of daily log returns of eight listed companies i.e. (four from each exchange) in Montréal and Nairobi Securities Exchange.
The rest of this paper is organized as follows. Section 2 presents data description and empirical evidence of imperfections log-normality assumption of modeling equities. In Section 3, the generalized hyperbolic distribution and some of its subclasses, hyperbolic and variance gamma are defined. Details of parameter estimation are presented. Section 4, Kolmogorov distance and frequency distribution are used to test the normality assumption and proposed model fit. Section 5 concludes.
where µ is the drift, σ is the assumed market constant volatility and B t is standard Brownian motion. This implies that
Data Description and the Empirical Distribution
A sample of eight listed companies were collected from Nairobi Securities Exchange(NSE), Barclay's Bank of Kenya (BBK), Kenya Commercial Bank (KCB), East Africa Breweries ltd (EABL), Kenya Airways (KQ and the restof the data was downloaded from yahoo finance for Montérial exchange(Mx),i.e) Angnico Eagle Mines limited (AEM), Alcan Inc (AL), Royal Bank of Canada (RY)and Sun life Financial (SLF). Daily adjusted closing prices from January 4th, 2000 to August 30th, 2005, were used to determine daily log returns. Let S j := S(t j ) be the price on day t j , j = 0, 1, 2, ..., n − 1. Sample increments of log returns is defined by x j = log S j − log S j−1 , j = 1, 2, ..., n − 1. We are guided by the geometric Brownian motion assumption that the sequence (x j ) 0<j≤n−1 is independent and identically distributed to model stock prices S = (S t ) t≥0 . The discrete financial time series data correspond to the value of the continuous time process S at equidistant integer points. Therefore, to obtain a discrete time series from our continuous model, we shall consider
As an illustration in Figure 1 we use the kernel density versus maximum likelihood fit of the normal distribution of daily log returns for Kenya Commercial Bank (KCB) and Royal Bank of Canada (RY) daily log returns respectively. Clearly the normal distribution does not reflect the empirical distribution. Similar results were obtained for the other six equities. This supports the fact that the simplifying assumptions of geometric Brownian motion about the dynamics of the underlying assets, on many occasions, is dotted with several shortcomings as pointed out in Schoutens [9] . Many modifications of modeling returns have been proposed and among them is the generalized hyperbolic distribution(GH).
The Generalized Hyperbolic Distribution
The GH distribution possesses a lot of attractive properties, such as asymmetry, skewness and presence of semi-heavy tails. Therefore, the classes of GH distribution appears to be a good candidate for modeling log returns. In this section we provide a definition of the generalized hyperbolic distribution along with its classical representation as a variance mean-mixture of the normal with Generalized Inverse Gaussian(GIG) distribution. Hyperbolic and variance gamma distributions as special cases of GH are defined.
The random variable W is said to have a generalized inverse gaussian (GIG) distribution if its probability density function is
where K λ is a modified Bessel function of the third kind with the index λ.
The parameters λ ∈ R, γ ≥ 0, δ ≥ 0 such that γ = δ if either of them takes the value zero. The random variable X is said to have a normal mean-variance distribution if
where Z ∼ N (0, 1), W is a positive random variable independent of Z; µ and β are real numbers and σ is a positive real number. From the definition, we can see that the conditional distribution of X given W is normal with mean µ + βW and variance σ 2 W . Note that if the mixture variable W is GIG (λ, γ, δ) distributed, then X is a generalized hyperbolic distribution with the (λ, α, β, δ, µ) parametrization, where α 2 = γ 2 + β 2 . The probability density function of the one-dimensional generalized hyperbolic distribution is given by the following equation,
In all cases, µ is the location parameter and can take any real value, δ is a scale parameter; where α and β determine the distribution shape and λ defines the subclasses of GH, and its related to the tail flatness as well. see Barndoff-Nielsen [8] , McNeil et al [10] etc for more information.
Hyperbolic Distributions and Variance Gamma Distribution
Limiting distributions of the generalized hyperbolic distribution is obtained by varying parameter λ. When λ = 1, and using the fact that K 1/2 (x) = π 2 x −1/2 e −x , we obtain the subclass of hyperbolic distribution with probability density function
When δ = 0, in equation (2),and using the fact that
If we take β = θ σ 2 , λ = 1/ν and α = β 2 + (2λ/σ 2 ), we obtain the probability density function of the variance gamma process (see Raible [11] )
Parameter Estimation
Guided by the geometric Brownian motion assumption, that the daily log returns x 1 , x 2 , ..., x n are i.i.d.s, let the parameters to be estimated be denoted by Θ = (λ,ᾱ, µ, σ, γ). We maximize
The parameters of the mixture are found by introducing EM algorithm concept. It is assumed that log returns are the observed data and the incomplete data is generated by latent mixing variable w 1 , w 2 , ..., w n which is GIG distributed. Thus the joint log likelihood function
Calculate the conditional expectation E-step of the joint log-likelihood fuction given the data and the current estimates of the parameters followed by M-step Maximizing the objective function with respect to Θ to obtain an updated estimate. Repeating the E step and M step sequentially will obtain the maximum likelihood estimation of the parameter set Θ ( see Hu [12] ).
Empirical Results

Parameter estimates of GH distribution and its subclasses
Estimated parameters for the variance gamma distribution are given in Table 1 . It is clear from both markets that the distributions are skewed. From Table 2 , the absolute values of β are greater than zero (|β| > 0) from both markets. One can observe that the underlying distribution is not only asymmetrical, but also leptokurtic. Note that for all the samples from NSE, the value of the scale parameter δ is very close to zero.
The variance gamma QQ-plots, GH QQ-plots, and their corresponding kernel densities are as shown in Figure 2 . AL RY and KCB log returns fit VG well. The value of θ determines the nature of skewness for the variance gamma distribution. Most important, though we notice that both markets have different stochastic time. The value of ν in lies between (0.52, 0.87) which implies a higher frequency of business activity (time) compared to emerging market (1.5, 2.6) relatively lesser business activity in NSE in comparison to Montérial.
In most cases, the log-likelihood value for the fitted generalized hyperbolic distribution is higher than those of hyperbolic distribution and variance gamma. Table 3 gives the maximum likelihood estimates of generalized hyperbolic parameters. BBK KCB and RY fit the data well as evidenced by the QQ plots given in Figure 2 .Therefore, the generalized hyperbolic distribution model, which is a five-parameter model, seems to fit the returns better, from both markets than models with fewer parameters like hyperbolic, variance gamma and gaussian distribution.
Goodness of Fit Test and Frequency Distribution
We analyze and compare the goodness of fit of the generalized hyperbolic distribution and some of their subclasses, using Kolmogorov distance and frequency distribution.
Kolmogorov distance
Kolmogorov distance is the supremum over the absolute differences between two density functions. Its expression is given by: where F emp and F est are the empirical and the estimated CDFs respectively. Kolmogorov distance is used because it pays more attention to the tails of distributions see Gyórfi et al. [13] and Prause [14] . The Kolmogorov distances of the normal, the hyperbolic, the variance gamma and the generalized hyperbolic distributions are presented in Table 4 . From Table 4 , we make inference based on the p-value being the measure of how much evidence one can have against the null hypothesis. The general rule is that a small p-value is evidence against the null hypothesis, while a large p-value means no evidence against the null hypothesis. At 1% level of significance, level we accept the null hypothesis that the data fits the three models for all the log returns from Montréal exchange. Generalized hyperbolic distribution appears to fit well the data in both markets. BBK and EABL of the Nairobi Securities Exchange fit VG at 1% level of confidence. Unfortunately at all levels, of all the four stocks from NSE considered, hyperbolic distribution is rejected .
Frequency distributions
In each column of the table, the relative frequencies of the returns in the intervals (−kσ, kσ) i.e (P (|x| < kσ), k = 1, 2, 3, 4, 5. andσ is the standard deviation) are compared with the probabilities of the fitted distributions. We observe from Table 5 and Table 6 that among the fitted distributions, the probabilities of the generalized hyperbolic distribution are closer to the empirical (EMP) probabilities in most cases.
Concluding Remarks
In this study, we have tried to investigate geometric Browinan assumption of modeling univariate underlying process from an empirical perspective. We fitted four asset prices from the Montréal exchange and four asset prices from Nairobi Securities Exchange to models based on normality assumption and generalized hyperbolic distribution and its subclasses. Empirical evidence suggest that the underlying distribution of log returns is heavy-tailed in both markets and not normally distributed as provided for by the geometric Brownian motion assumption. About 83-84% of empirical data from the Nairobi Securities Exchange lies between the first standard deviation compared to 72-75 % from Montérial Exchange instead of 68% if log returns were to be normally distributed. This implies that the normality assumption may not be the best option for modeling returns. It is clear from our study that emerging market and developed market too are affected by shocks that produce a diversity of jumps. One can argue, from the estimated Kolmogorov distance in addition to calculated p-values and QQ plots, that normal distribution which is a two-parameter function, gives poor fit. Variance gamma fit the log returns of developed market and only two of the companies from emerging market. The hyperbolic distribution seems inferior when modeling returns from emerging market as opposed to developed market. However Generalized hyperbolic distribution, which is a five-parameter density seems to explain better the behavior of the empirical distribution of log returns from both markets. This seems to confirm more about stylist facts observed in existing literature, in any market. The data used was not large enough to make a generalized observation. Empirically, both markets are not operating at the same business time and the log return are not normally distributed. It would be interesting to incorporate serial joint dependency in the future studies. 
