A nanoscopic technique based on electrostatic force spectroscopy in the time domain is introduced. This technique is used to characterize the ion dynamics in nanoscale subvolumes of solid electrolytes. Nanoscopic polarization spots can be created and directly visualized, and their time evolution can be studied. In the case of partially crystallized glass ceramics, the dynamic processes in different phases (glassy, crystalline and interface) can be distinguished and their activation energies and pre-exponential factors can be quantified. By applying grid-type spectroscopic measurements, maps of the local relaxation strength are obtained, giving information about the spatial distribution of the glassy and crystalline phase.
Introduction
Crystalline, glassy and polymeric ion conductors are used as solid electrolytes for various applications. Important examples are energy storage and conversion in batteries, super-capacitors, and fuel cells. Despite intensive research efforts, many of these applications are still lacking optimized materials, which satisfy the complex requirements of high ionic conductivity as well as chemical and electrochemical stability. Often changes in the chemical composition for enhancing ion conductivity lead in return to a reduction of the chemical and/or electrochemical stability [1] . Disorder plays an important role for ion transport processes. For instance, glassy ion conductors do not exhibit a periodic structure and, therefore, the distinction between ions on regular lattice sites and ionic defects, as in crystalline ion conductors, is not valid. Potentially, all ions possess a long-range mobility via thermally activated jump diffusion between the energetically favorable sites in the glass matrix, as depicted in Fig. 1a . In this example, the glass consists of a rigid silicate network with the alkali ions occupying voids in this network.
A promising method for material optimization, which is increasingly used, is the preparation of nanostructured materials with a high amount of internal interfaces. For example, Indris and Heitjans observed a distinct enhancement of the ionic conductivity, when they added insulating B 2 O 3 nanocrystals to ion conducting Li 2 O nanocrystals [2] . This apparent paradox can be resolved by assuming that the interfaces between the ionic conductor Li 2 O and the insulator B 2 O 3 are preferred diffusion pathways for the mobile Li + ions. For nanocrystalline materials, the volume fraction of the interfaces is high enough that the fast interfacial ionic conduction contributes significantly to the macroscopic conductivity. Similar effects were observed in hetero-structures consisting of ultra-thin films with different ionic conductivities. For example, Sata et al. investigated the ionic conductivity of hetero-structures with alternating layers of CaF 2 and BaF 2 [3] , while varying the layer thickness. Layer thicknesses in the range from 100-400 nm resulted in a conductivity proportional to the number of interfaces in the hetero-structure. Below 100 nm, the conductivity increased even more strongly with the number of interfaces.
Korte et al. studied the ion conductivity at interfaces between oxide ion conductors and insulating oxides [4] . They found that the interfacial ion conductivity is determined by the interfacial strain. Dilatative strain results in an increase of the conductivity, while compressive strain leads to a decrease of the conductivity.
Another interesting example are partially crystallized glass ceramics containing nanocrystallites (see Fig. 1b ). Adams et al. performed in-situ conductivity measurements on a 0.57AgI · 0.29Ag 2 O · 0.14V 2 O 5 glass ceramic during partial crystallization and observed a clear enhancement of the conductivity in the early stages of crystallization [5] . A direct comparison of the conductivities with X-ray diffraction data indicated that the observed conductivity enhancement is proportional to the interfacial area between nanocrystallites and glassy matrix.
Also polymer electrolytes show a strong influence of the internal interfaces on the ionic conduction. An example is the addition of oxide nanoparticles (Al 2 O 3 , TiO 2 or SiO 2 ) with diameters around 10 nm to salt-in-polymer electrolytes [6, 7] . The addition inhibits the crystallization affinity of these electrolytes, while the lithium ion conductivity is enhanced. However, from a theoretical point of view, the influence of the interfaces on the ion transport mechanisms is not well understood so far.
In nanocrystalline materials, the space charge concept of Maier [8] is often used to explain interfacial effects. In the case of a material with conducting and insulating nanocrystallites, the following scenario is envisaged in the framework of this concept: Mobile ions from the ion conducting crystallites accumulate at the internal interfaces due to the local gradients in their chemical potential. This generates space charge regions extending into the ion conducting crystallites, in which defects with opposite charge accumulate. Due to the higher defect density, the ion conductivity in the space charge regions is enhanced with respect to the bulk of the nanocrystals.
For ion conducting glass ceramics and polymer electrolytes, space charge effects are presumably of subordinate significance, since the high number density of mobile ions leads to a Debye length which is of the order of atomic dimensions. Alternatively, a high mobility of ions at the interfaces might be responsible for the conductivity enhancement. In this case, the percolation of the interfaces would be an important prerequisite for a large conductivity enhancement. Unfortunately, such mobility effects at interfaces could not be directly verified by experiments so far.
One of the main reasons for this is the traditional characterization of the ion dynamics by means of macroscopically averaging techniques, such as conductivity spectroscopy, tracer diffusion measurements, and NMR relaxation techniques. Therefore, an experimental method capable of probing ion transport on nanoscopic length scales would be highly desirable. In this paper, a recently developed approach based on electrostatic force microscopy is presented. The method utilizes an atomic microscope and is non-onvasive, while being sensitive to ion conduction properties in nanoscopic volumes below the surface.
The atomic force microscope (AFM) [9] traditionally visualizes surface topography by scanning a sharp tip over a sample while simultaneously detecting the tip-sample forces. The tip is mounted on a soft cantilever which deflects due to the force between tip and surface. The cantilever deflection, which is proportional to the force, is typically measured by a laser beam deflection system. Electrical scanning force methods are characterized by an additional electrical potential difference between tip and substrate. Figure 2a shows the principle setup of an electrical force microscope. In good approximation, the electric field around the tip decays radially, so that most of the potential drop in the sample occurs within a small subvolume underneath the tip, the subvolume being of the order of the cube of the tip diameter. This allows measuring the electric sample properties with a local resolution of the order of the tip diameter. In contrast to conventional force microscopy, which is sensitive to surface properties, here the signal is sensitive to subsurface properties. Typical tip radii are of the order of 20 nm, which results in a local resolution of about one hundred times better than methods using micro-electrodes [10] .
In recent years the application of electrical scanning force methods for the investigation of different classes of materials has strongly increased. The method of scanning capacitance microscopy is used to investigate the electrical properties of semiconductors and semiconductor devices [11] [12] [13] . Here, the investigated semiconductor is covered with a thin insulating oxide layer, and the scanning tip is in contact with this layer. An alternating voltage is applied in order to obtain spatially resolved information about the electrical capacitance, which depends on the number density of mobile electrons and holes. This method has also allowed to investigate the nanoscopic conduction pathways for electrons and holes in electroluminescent polymers [14] , in metal-insulatornanocomposites [15] and in networks of nanotubes [16] .
The conventional AFM mode, where the tip is in contact with the surface during scanning (static or contact mode), has been refined by oscillating the cantilever some nanometers above the sample, avoiding direct contact (dynamic or non-contact mode) [17] . In this case, tip-sample forces induce a change in the resonant frequency of the cantilever oscillation. This detection technique features a higher sensitivity and is commonly used for atomic resolution imaging of surfaces (for a review see [18] ). If a voltage is applied between tip and sample in non-contact mode AFM, the additional electrostatic forces will induce changes in the oscillation frequency of the system. On the one hand, this method can be used to perform pure electrical microscopy by measuring the local changes of the resonant frequency during scanning of the sample surface. This has been used, e.g., to investigate the electrical conductivity of nanotubes and biological molecules [19, 20] . On the other hand, spatially resolved spectroscopy can be carried out by monitoring the resonant frequency as a function of time after applying the tip-sample voltage. Such time-domain spectroscopic techniques have successfully probed the dynamics of thin polymer films close to the glass transition temperature [21, 22] .
Despite the high potential and success of electrical force microscopy techniques, they have been rarely applied to ion conducting materials. Exceptions are measurements of the ion conductivity of CaF 2 [23] , and the dynamics of solute ions at the step edges of simple salts (e.g., NaCl, KCl, KBr, KI) [24] . Other examples are investigations of local ionic conductivites in salt-in-polymer electrolytes by Layson et al. [25] and by Bhattacharyya et al. [26] . Both groups used spreading resistance microscopy to measure separately the ion conductivity of amorphous and crystalline parts of the samples, while not exploiting the high spatial resolution of the method. O'Hayre et al. [27] reached a local resolution of about 100 nm for the investigation of proton transport in wet Nafion membranes allowing them to discriminate between hydrophobic and hydrophilic areas of the membranes. Figure 3 shows the working principle of the TD-EFS (time domain electrostatic force spectroscopy) technique. The tip of a conductive cantilever is oscillating with small amplitudes of 1-3 nm above the surface of the solid ionic conductor. While the sample is fixed on a metallic plate at ground potential, a potential in the range from −1 to −4 V is applied to the tip. The electrical field emanating from the tip penetrates the sample causing the positively charged ions to accumulate underneath the tip.
Results and discussion

Time domain electrostatic force spectroscopy
In the case of small cantilever oscillations and long ranged electrostatic interactions, the frequency shift Δ f induced by the bias voltage U is given by [28] :
where C(t) denotes the overall capacitance between biased tip and ground, c is the normal spring constant and f 0 is the free resonance frequency. C(t) can be modeled by an equivalent circuit illustrated in Fig. 2b . The probed nanoscopic subvolume of the sample is represented by a resistor R nano in parallel to a capacitor C nano . The resistor R nano models ionic conduction, while C nano models the capacitance due to electronic and vibrational polarization. The gap between tip and probed subvolume is represented by a vacuum capacitor Fig. 3 . a) When a negative potential is applied to the tip, the positively charged ions within the probed subvolume move towards the tip, creating an electrical polarization in the subvolume. b) The polarization leads to an additional attractive force between tip and sample, which is reflected in a decrease of the resonance frequency.
C V in series to the R nano C nano element. Additionally, a capacitor C S in parallel to the other elements is introduced, which represents all stray capacitances between tip and ground. Upon application of the voltage U, all capacitors are instantaneously charged. Subsequently, the capacitor C nano is discharged through the resistor R nano . This leads to an increase of the overall capacitance C(t) and thus to a decrease of the resonant frequency f(t). In the framework of the equivalent circuit, the time dependence of C(t) is given by [29] :
. From a microscopic point of view, the discharge of the sample capacitor is due to mobile ions moving in the direction of the externally applied electric field, until the field in the probed subvolume becomes zero. Thus, the time-dependent drop of the cantilever resonance frequency reflects the time-dependent built-up of an electrical polarization in the subvolume caused by jump processes of mobile ions. One of the most important features of this measurement technique is the probed subvolume. Finite element simulations show that the electric potential drop occurs in a subvolume with a depth and width of the order of the tip diameter. With a typical tip diameter of 20 nm and a tip-sample distance of 10 nm, the approximate probed sample volume is (40 nm) 3 . Taking into account the number densities of alkali ions in typical glass samples, which is of the order of 10 22 cm −3 , the dynamic behaviour of an ensemble of less than 10 6 ions is measured, many orders of magnitude below the macroscopic level. In particular, at lower temperatures, only a fraction of these ions are expected to carry out hopping movements. This opens up the possibility to study movements of only a few ions. 
Creation and visualization of a nanoscopic polarization spot
A direct experimental verification of the probed subvolume was obtained by the following procedure: A single nanoscopic polarization spot in a K 2 O · 2CaO · 4SiO 2 glass sample was generated by biasing the tip with −4 V. At the sample temperature of 295 K the electrical relaxation time was τ = 30 s.
Subsequently, the tip was set to ground potential, and a rapid line scan was performed above the electrical polarization spot. During the scan, the polarization induces mirror charges in the tip changing the forces between sample and tip. In Fig. 4 , these force changes are visualized as apparent height profiles after subtracting the zero-voltage height profile, which was obtained before the creation of the polarization spot.
The lateral width of the peak (FWHM) is about 160 nm. This corresponds roughly to twice the width of the polarization spot, since the peak width results from a convolution of the tip size and the polarization spot size. The peak height decreases with time, since the spot depolarizes after setting the tip to ground potential. As seen from Fig. 4 , the relaxation time of the depolarization corresponds to the electrical relaxation time τ.
Homogeneous solid ion conductors
Further proof-of-principle experiments were carried out by applying the TD-EFS technique to two homogenous glass samples and by comparing the results to their macroscopic electrical properties [29] . The chemical compositions of these glasses were 0.25Na 2 O · 0.75GeO 2 (NG glass) and 0.143K 2 O · 0.286CaO · 0.571SiO 2 (KCS glass), respectively. The activation energies of the dc conductivity, E dc A , reflecting the thermally activated long-range alkali ion transport, are 0.74 eV in the case of the NG glass and 1.05 eV in the case of the KCS glass, respectively. Since the structure of both glasses is homogeneous on length scales of 10-30 nm, the differences in the mobility of the alkali ions should also manifest in the nanoscopic electrical properties as probed by TD-EFS.
In the case of the KCS glass, the time-dependent resonance frequency change was measured at different temperatures in a range from 376-570 K. Figure 5a shows selected relaxation curves, which were normalized to their respective saturation frequency shift values Δ f saturation . This normalization was done for a better comparison of the relevant time scales. The relaxation curves were fitted by a stretched exponential function of the form [28] :
Here, Δ f fast denotes the instantaneous frequency shift due to ultrafast relaxation processes (vibrational and electronic polarization). The same type of measurement was also performed on the NG glass sample in a temperature range from 253-296 K. The stretch factors are β = 0.65 for the KCS glass and β = 0.55 for the NG glass, respectively. In Fig. 5b we show an Arrhenius plot of the relaxation time τ. The data of both samples follow, to a good approximation, an Arrhenius law. This is expected, since the temperature dependence of τ is governed by the temperature dependence of R nano , which, in turn, is governed by the activation energy of ion transport in the probed subvolume. The solid lines in Fig. 5b represent the macroscopic relaxation times τ macro = R macro C macro , which we calculated from the macroscopic resistances R macro and capacitances C macro of the samples. Clearly, there is good agreement between the relaxation times τ and τ macro and their respective temperature dependencies. This shows that the same dynamic processes are probed by electrostatic force spectroscopy and by macroscopic electrical spectroscopy, namely the dynamics and transport of the mobile ions. On the other hand, a quantitative comparison between nanoscopic und macroscopic results is difficult for two reasons. First, the values of τ are influenced by the vacuum capacitor C V . Secondly, the description of the electrical properties of the probed subvolume by a parallel R C element is an approximation. The time-dependent electrical properties of the glass samples lead to a stretched exponential relaxation of the experimental C(t) data, in contrast to the simple exponential time dependence of C(t) in Eq. (2).
Nanostructured solid ion conductors
An interesting class of nanostructured model materials for TD-EFS measurements are glass ceramics based on the system Li 2 O · Al 2 O 3 · SiO 2 . These glass ceramics are lithium ion conductors with a conductivity that depends on the degree of crystallinity. From macroscopic conductivity measurements [30] it is known that LiAlSiO 4 glass is a moderate ion conductor with an activation energy of 0.72 eV, while a completely crystallized LiAlSiO 4 sample is a poor ion conductor with a high activation energy of 1.07 eV. At room temperature, the macroscopic electrical relaxation times of the pure glass and of the completely crystallized ceramic are about 10 −2 s and 10 3 s, respectively.
Investigations of the lithium ion conductivity of LiAlSiO 4 glass ceramics with different degrees of crystallinity [30] revealed that in a range from χ = 0 to χ = 0.4, the conductivity increases with increasing χ, see Fig. 6 . This effect is most likely related to fast ion conduction at the interfaces between crystallites and glassy phase, see the schematic illustration in Fig. 7a . On the other hand, at χ > 0.4, the ionic conductivity drops strongly with increasing χ, suggesting that lithium ion transport is blocked by the poorly conducting crystallites, see Fig. 7a . When the TD-EFS technique is applied to such a class of materials, the probed subvolume contains, depending on the position of the tip, different amounts of glassy phase, crystallites and interfacial areas. Since the ionic conductivity in these phases is different, we expect the electrostatic force spectra to vary with the position of the tip.
But how can we separate the contributions from the three phases? At different temperatures, the contribution from the different phases should vary strongly, since their relaxation times exhibit different activation energies. The time scale of our TD-EFS measurements is limited to a range from 1 ms to 10 s and thus we have to adjust the sample temperature in a way that the contribution from one phase predominates. For example, at room temperature, movements of ions in the glassy phase govern the relaxation, while the ions in the crystalline phase are immobile on the TD-EFS time scale [31] . On the other hand, at elevated temperatures, the ions in the crystallites start to contribute significantly, while the relaxation of the ions in the glassy phase becomes so fast, that we can not resolve it anymore. Hence, the relaxation of the latter ions will simply add to the ultrafast relaxation processes caused by electronic and vibrational polarization.
For each sample temperature we performed TD-EFS measurements at different positions of the tip above the surface of a glass with 42% crystallinity. As an example, Fig. 8 shows the frequency shift of the oscillating cantilever as a function of time for T = 506 K and at five different positions. As expected, we find a large instantaneous frequency shift Δ f fast , which results from both fast ion movements in the glassy phase and ultrafast electronic and vibrational polarization. In addition, there is a slow relaxation process with τ = 1 s, which can be attributed to ionic movements in the crystalline phase.
Qualitatively similar relaxation curves were obtained for a glass ceramic with 13% crystallinity, see Fig. 9 . For a better comparison of curves obtained at different temperatures, the frequency shifts were normalized to unity. The thermally activated ionic movement in the different phases leads to a decrease of the relaxation time τ with increasing temperature T . The curves in Fig. 9a in a temperature range from 231-275 K reflect ionic movements in the glassy phase, while the curves in Fig. 9b in a temperature range from 545-620 K reflect movements in the crystalline phase.
However, from the macroscopic measurements we expect, in addition, the existence of a third phase, namely the interfacial areas between the glassy and crystalline phases. These areas should exhibit a high ionic conductivity and a low activation energy. In order to detect movements at the interfaces, the sample temperature should be below room temperature. Figure 9c shows relaxation measurements of a glass ceramic with 13% crystallinity in a temperature range from 127 to 162 K. Apart from the instantaneous offset in the frequency shift originating from the ultra-fast processes, we detect an additional relaxation process, which may originiate from movements of the ions in the interfacial regime. Similar to the relaxation curves at higher temperatures we find a systematic shift of the curves to the left with increasing temperature, indicative of a thermally activated ion hopping process. In order to exclude possible artifacts we performed additional test measurements on a homogeneous glass sample without internal interfaces. Figure 9d shows representative relaxation curves of the pure glass sample and of the glass ceramic with 13% crystallinity in direct comparison at the same temperature T = 139 K. While the fast process due to the ubiquitous electronic and vibrational polarisation is seen in both curves, only the partially crystallized sample shows a clear slower relaxation process.
In the Arrhenius plot in Fig. 10 we show a compilation of the TD-EFS relaxation times. We can identify three distinct regimes: Around room temperature, a fit with the Arrhenius law yields an activation energy of 0.58 and 0.61 eV for the samples with 13 and 42% crystallinity, respectively. Macroscopic conductivity measurements on a pure glass sample show an activation energy of 0.71 eV. Within the experimental error, which is mainly due to uncertainties in the sample temperature during the TD-EFS measurements, the nanoscopic and the macroscopic results are in reasonable agreement.
At temperatures above 500 K, the TD-EFS relaxation processes exhibit activation energies of 1.03 and 1.11 eV for the two samples with 13 and 42% crystallinity, respectively (see red markers (data) and dashed red line (fit) in Fig. 10 ). These activation energies are very close to the activation energy of 1.07 eV determined from macroscopic conductivity measurements of a completely crystallised LiAlSiO 4 ceramic.
Below room temperature, the Arrhenius fit yields an activation energy of 0.04 and 0.08 eV for the two investigated samples, which indicate ionic movements at the interfaces with activation energies of only a few times k B T [32] . This result for the interfacial activation energy clearly shows that the interfacial areas do not form percolating pathways through the glass ceramic. If that was the case, the macroscopic activation energy would also be in the range from 0.04 to 0.08 eV. We conclude that the ions have to cross the glassy phase in order to find macroscopic diffusion pathways, as sketched in Fig. 7a . Con-sequently, the higher activation energy for ion transport through the glassy phase governs the activation energy for macroscopic transport. However, the interfacial regions act as local electrical shorts, thus leading to a moderate but significant increase of the ionic conductivity as compared to a pure LiAlSiO 4 glass.
The short relaxation times of the interfacial process together with the low relaxation strengths indicate that the mobility of the ions in the interfacial regions is high, but that their number density is not enhanced as compared to the bulk. This picture differs from space charge scenarios, but is consistent with the assumption that in the interfacial regions the chemical bonds between lithium ions and alumino-silicate network are weaker than in the bulk, resulting in a higher ionic mobility.
The pre-exponential factor
When studying glass ceramics with different crystallinities, we find that the TD-EFS relaxation times of the glass ceramics averaged over many different positions of the tip above the sample surface deviate in a systematic fashion from the macroscopic electrical relaxation times. The pre-exponential factor of the TD-EFS relaxation time obtained for a specific phase increases with decreasing relative amount of this phase in the glass ceramic. For instance, when we decrease the degree of crystallinity from 42 to 13%, the pre-exponential factor obtained for the crystalline phase increases, while that obtained for the glassy phase decreases. This type of information is not obtainable from macroscopic impedance spectra.
In Fig. 11 , Arrhenius plots of the relaxation time for the glassy phase, τ g , and for the crystalline phase, τ c , are shown for the pure glass and for crystallinities of 13, 42, 80 and 97% crystallized samples, respectively. Here, the τ g data can be fitted with an activation energy of 0.63 eV, independent of the degree of crystallinity, χ, while the pre-exponential factor of τ g increases continuously with increasing degree of crystallinity, χ. On the other hand, all τ c data points can be reasonably well fitted with an average activation energy of 1.04 eV, again in good agreement with the activation energy of the macroscopic lithium conductivity of a completely crystallised LiAlSiO 4 ceramic (E A = 1.07 eV). Here, the pre-exponential factor of τ c decreases continuously with increasing degree of crystallinity, χ.
In Fig. 12 , we plot the pre-exponential factors of τ g and τ c vs. the degree of crystallinity χ. An important result is that the relaxation times in the single-phase materials, i.e. in the pure glass and in the completely crystallised ceramic, are characterised by pre-exponential factors in the range from 10 −13 to 10 −14 s. These are typical values for the inverse attempt frequency of ion hopping in the bulk of homogeneous solid electrolytes [33] . However, with increasing amount of a second phase, the relaxation time of the first phase increases, mainly due to an increase of its pre-exponential factor. Or in other words: With increasing amount of glassy phase, the relaxation due to ion movements in the crystallites becomes slower, and with increasing amount of crystallites, the relaxation due to ion movements in the glassy phase becomes slower.
This observation can be explained in a qualitative fashion by considering simple equivalent circuit models of the tip/gap/sample system [34] . In these models, the glassy phase is represented by a resistor R G in parallel with a capacitor C G , and the crystallites by a resistor R C in parallel with a capacitor C C . From macroscopic measurements on a pure glass and on an almost completely Fig. 13 . Equivalent circuit models for the capacitance relaxation of the tip/gap/sample system on the time scale of ionic movements in the glassy phase. a) Surface resistance is higher than bulk resistance. b) Surface resistance is lower than bulk resistance. crystallised ceramic [30] , we conclude that R C R G and C G ∼ = C G . In the probed subvolume, these R G C G and R C C C elements are connected in parallel and in series, so that ion conduction pathways exist depending on the amount and the spatial distribution of the elements. Here, we simplify these models by considering only representative ion conduction pathways.
On the time scales of τ g , the capacitors C G are discharged through the resistors R G . Since R C R G , the capacitors C C are not discharged on this time scale, so that the crystalline phase can be represented exclusively by a capacitance C C . A simplified equivalent circuit for one such conduction pathway is shown in Fig. 13a . We assume that mainly R G C G elements are present, some of which are replaced by C C elements, thus representing the case of a small degree of crystallinity.
At the sample surface two scenarios are considered: In the first scenario we assume that the surface resistance is higher than the bulk resistance. In this case, we can model the displacement currents by individual vacuum capacitances C V representing the gaps between the end point of the ion current at the surface and the tip. This is shown in Fig. 13a , where we sketch two representative pathways, the right one containing exclusively R G C G elements and the left one containing in addition a C C element. The second scenario includes a highly conductive surface region with a resistance lower than R G . On the time scale of τ G , this leads to a short-circuiting of the surface, as illustrated in Fig. 13b .
In the first scenario we must realize that in the left pathway the length of the current pathway through the crystallite is small compared to the distance between sample surface and tip. Therefore, the capacitance C C is much larger than the vacuum capacitance C V . In this case, the larger capacitance C C acting in series to C V can be neglected. As derived in [34] the effective relaxation time of N P parallel current pathways is then:
We assume that C G C V and C G /N G > C V , due to the much higher permittivity of the glassy phase and of the crystalline phase (ε ∼ = 10) as compared to vacuum. Therefore, the relaxation time τ G can be approximated by
Hence in this scenario τ G is roughly independent of the number of crystallites along the pathways, in clear disagreement with our experiments in Fig. 12 .
In the second scenario the highly conductive surface region causes the whole subvolume to be connected in series to a single vacuum capacitance C V . This single vacuum capacitance is much larger than the individual vacuum capacitances in Fig. 13a . Therefore, in this alternative model, we have to assume that C C < C V and that C G /N G < C V . This results in a blocking of the ion current pathways by the crystalline phase, so that only pathways leading completely through the glassy phase contribute significantly to the overall capacitance relaxation. The number of such parallel pathways, N P , decreases with increasing number of C C -elements.
Following a similar approach as above, the effective relaxation time is [34] :
This equation implies that the decreasing number of parallel current pathways, N P , with increasing crystallinity results in an increase of the relaxation time τ G . This result is in qualitative agreement with our experiments. An equivalent analysis can be performed on the time scale of the ion relaxation in the crystallites [34] . Again, only for the second scenario, where the surface resistance is lower than R c , we find that the reduction of the number of parallel pathways through the crystalline phase, N P , with decreasing crystallinity χ leads to an increase of τ C , in qualitative agreement with our experimental results. Thus only the equivalent circuit models with a low surface resistance lead to a qualitative agreement with our experimental results for τ G (χ) and τ C (χ) in Fig. 12 . The assumption of a reduced surface resistance as compared to the bulk resistance seems plausible, since (i) ions close the surface may be more loosely bound to the glass ceramic matrix and therefore more mobile, and (ii) differences in chemical composition between surface and bulk may lead to a higher surface mobility.
Of course, the simplified equivalent circuit models presented here can only be considered as a first approach for modeling the TD-EFS results of heterogeneous ion conductors and can, therefore, only be used for a qualitative comparison between experimental and theoretical results. The next step will be the numerical simulation of three-dimensional networks of R G C G and R C C C elements and a comparison of the obtained complex capacitances with our simplified circuits and with our experimental results.
In any case, the model analysis shows that the surface conductivity of the studied materials has to be taken into account for the interpretation of TD-EFS measurements.
The exponential stretch factor β
So far we have not given an interpretation of the second fit parameter used to describe the time dependence of the relaxation curves, that is the exponential stretch-factor β in Eq. (3). This factor is typically in a range from 0.5 to 1.0, and not correlated to the time constant τ. In Fig. 14a we show a systematic analysis of the β factors for the same partially crystallized glass ceramic LiAlSiO 4 as before, for different levels of crystallization, χ = 13, 42 and 80%. Depending on the sample temperature, either the relaxation processes in the glassy phase (T < 380 K) or the crystalline phase (T > 380 K) are probed. The β factor for each individual relaxation curve is shown, indicating a comparably large variation of around 20% for each sample.
Despite the considerable spread of the individual data points we observe consistently that the β factors are systematically lower for the relaxation curves in the glassy phase (with an average value of β glassy = 0.6) than in the crystalline phase (average value of β cryst = 0.8). Figure 14b shows the β factors as averages for each sample system separated for the glassy and crystalline phases. Independent of the level of crystallization, the β factors are always systematically lower for the ion dynamics in the glass phase.
Values of β below unity imply that the ion movements in the probed subvolume cannot be described by a simple resistor as shown in the equivalent circuit in Fig. 2 . The reason is that on short time scales, the ion dynamics is characterised by correlated back-and-forth hops leading to a frequency dependence of the macroscopic ionic conductivity [33] . This frequency dependence can approximately be described by a Jonscher power law:
with σ dc and ν * denoting the dc conductivity and a characteristic frequency, respectively. The Jonscher exponent p can be considered as a measure for the strength of the backward correlation effects in the ion motion. In our TD-EFS experiments, the back-and-forth hopping motion leads to a stretched exponential relaxation with the stretch parameter β being the lower, the larger is the Jonscher exponent p. For ionic glasses, typical p values are in the range from 0.6-0.7 [35] . For crystals, the exponent p depends strongly on the dímensionality of the conduction pathways [35] . For three-dimensional pathways, the exponent is typically in the range p = 0.6-0.7, for two-dimensional pathways in the range p = 0.5-0.6, and for one-dimensional pathways in the range p = 0.3-0.5.
In the case of LiAlSiO 4 , the crystalline β-eucryptate phase has the same chemical composition as the glassy phase. In β-eucryptate, the ionic conductivity parallel to the c-axis is much higher than in the perpendicular directions [36] . Thus, the ion conduction pathways are essentially one-dimensional. In contrast, in the disordered glassy phase, the ion conduction pathways are expected to have a higher dimensionality [37] . Consequently, the crystalline phase should be characterised by lower Jonscher exponents p and by higher stretch parameters β than the glassy phase, as found in our TD-EFS experiments.
Local analysis of relaxation dynamics
In Fig. 8 we have shown that the observed relaxation strengths depend strongly on the position of the tip. This implies that our TD-EFS measurements provide spatially resolved information on the distribution of glassy phase and of crystallites, i.e. information on the nano-and mesostructure of the material. In order to study this in more detail, we combine the technique of grid spectroscopy with the TD-EFS method. As shown in the sketch in Fig. 15a , an equally spaced grid is predefined, and at each position the time evolution of the frequency shift signal is acquired. In general, the signal will be a mixture of the partial volumes of the two phases, glassy and crystalline, within the probed subvolume (here we neglect the comparably minute contributions from the interfacial areas). Since at room temperature, the ions in the crystalline phase are too slow to contribute to the TD-EFS signal, the relaxation strength should increase with increasing volume fraction of the glassy phase in the probed subvolume.
A corresponding measurement is shown in Fig. 15b on a glass ceramic with 42% crystallinity. The 1000 × 1000 nm 2 surface area was divided into a 40 × 40 grid of 1600 spectroscopy points. At each position of the tip, the relaxation strength is shown, color coded from red (lower relaxation strength) to blue (higher relaxation strength). The positions of lower relaxation strength are coherent red areas, indicating the presence of a large amount of crystalline phase. The resulting picture in Fig. 15b suggests that crystallites with diameters in the range from 100-200 nm exist in the glassy matrix, in good agreement with the results of TEM studies [38] .
Thus, for nanomaterials with strong correlations between structural and dynamic heterogeneities, TD-EFS is an ideal tool for obtaining structural information on nanoscopic length scales.
Conclusions and outlook
We have demonstrated that the TD-EFS technique is capable of extracting quantitative information about the ion dynamics in solid electrolytes. In the case of nanostructured electrolytes, ionic movements in different phases and at interfaces can be much more easily distinguished than in macroscopic electrical spectra. Grid spectroscopy allow visualizations of the time evolution of a nanoscopic polarization as well as of structural features on nanoscopic length scales. We anticipate that the spatial resolution of the TD-EFS method can be further improved by using ultrasharp tips. Thereby, it should be possible to investigate the ion dynamics at individual interfaces. Furthermore, the high sensitivity of the method opens up the possibility to investigate movements of only few ions within the probed subvolume. In particular at low sample temperatures, only a small fraction of all ions in the subvolume carry out hopping movements, and we anticipate that our new method should be capable to detect individual ion hopping events.
