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Abstract
The iterative ensemble Kalman filter (IEnKF) is widely used in inverse problems to estimate system param-
eters from limited observations. However, the IEnKF, when applied to nonlinear systems, can be plagued
by poor convergence. Here we provide a comprehensive convergence analysis of the IEnKF and propose a
new method to improve its convergence. A theoretical analysis of the standard IEnKF is presented and we
demonstrate that the interaction between the nonlinearity of the forward model and the diminishing effect
of the Kalman updates results in “early stopping” of the IEnKF, i.e. the Kalman operator converges to
zero before the innovation is minimized. The steady state behavior of the early stopping phenomenon and
its relation to observation uncertainty is demonstrate. We then propose an approach to prevent the early
stopping by perturbing the covariance with hidden parameter ensemble resampling. The ensemble mean
and covariance are kept unchanged during the resampling process, which ensures the Kalman operator at
each iteration maintains a correct update direction. We briefly discuss the influence higher moments, such
as kurtosis, of the resampling distribution on algorithm convergence. Parallel to the above developments,
an example problem is presented to demonstrate the early stopping effect, and the application and merit of
the proposed resampling scheme.
1 Introduction
The Kalman filter provides optimal estimation for linear dynamics with Gaussian noise [1] and has been
widely used in engineering applications. There have been several variants of this classic method aimed
to improve its generality and efficiency. The extended Kalman filter (EKF) [2] and unscented Kalman
filter (UKF) [3] were introduced to better address state estimation for nonlinear systems, and the ensemble
Kalman filter (EnKF) [4, 5, 6] was proposed to reduce computational cost by utilizing ensemble-based
covariances. The iterative ensemble Kalman filter (IEnKF) [7] was developed to handle nonlinear inverse
problems and leverage the computational efficiency of ensemble-based sampling. The IEnKF has since been
applied to highly nonlinear inverse problems in areas such as turbulence [8, 9], geophysics [10] and biomedical
engineering [11]. Performance analyses of the IEnKF can be found in [12, 13, 14].
Despite its broad applicability, the IEnKF can suffer from poor convergence and stability. A major
reason the IEnKF can fail to provide accurate estimation is due to a progressively diminished estimation
(shrinking) of the covariance. This was initially addressed by including covariance “inflation” in the updates
[15]; however, tuning the inflation parameter can be inefficient. More recently, several adaptive covariance
inflation methods have been proposed, which tune the inflation based on the innovation [16, 17, 18, 19, 20].
Similarly, [21] proposed an adaptive covariance inflation method where the inflation parameter depends on
both the innovation and the covariance between the observed and unobserved components.
The objective of the work herein is to provide a mathematical explanation of the covariance shrinking
effect observed with the IEnKF, and based on that, propose a new method to improve its convergence
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without covariance inflation. To achieve this goal, in §2 we first motivate the need for iterations of the EnKF
in nonlinear inverse problems from a constrained optimization viewpoint. Then in §3, we explain how the
interplay between covariance shrinkage and the effect of the nonlinearity of the forward model can lead to
“early stopping” whereby the method fails to converge before the innovation is minimized. In section 4, we
show that this early stopping can be prevented and convergence can be improved by adding an ensemble
resampling step where first and second moments of the hidden parameter ensemble are kept unchanged. In
§4.2, different resampling distributions are compared to demonstrate the influence of higher order moments
(particularly kurtosis) on the convergence of IEnKF.
2 The IEnKF Method
Consider a system described by a known forward model
x = f(θ) (1)
where x ∈ Rdx is the system state and θ ∈ Rdθ are the model parameters. Assume we have knowledge of the
system state through observations
y = Hx +  (2)
where y ∈ Rdy and  ∈ Rdy represents measurement error. Without loss of generality, we assume the
observation operator H is linear. If H is nonlinear, the nonlinearity can be absorbed into the nonlinearity of
the forward model by redefining the state variable.
The inverse problem seeks to estimate θ from observations y. This estimation can be performed using
the IEnKF, which employs a two-stage iterative estimation process. The first stage entails an ensemble-
based Kalman update, and the second stage entails a subsequent prediction to ensure an overall update that
is consistent with the forward model. This two-stage process is iteratively repeated until convergence, as
reviewed below.
2.1 Update stage
Assume we have a set of prior ensembles for θ and x:{
θˆ
(j)
t
}J
j=1
and
{
xˆ
(j)
t
}J
j=1
.
Index (j) denotes an ensemble member, J is the number of ensembles, and index t denotes the iteration
number in what will be an iterative update process, and the hat (ˆ·) denotes a prior estimate. The difference
between the observations y
(j)
t and reconstructed output Hxˆ
(j)
t is often termed the innovation, which is used
to define an ensemble-based Kalman update to produce posterior ensembles for θ and x:
θ
(j)
t = θˆ
(j)
t + CθˆtxˆtH
T
(
HCxˆtxˆtH
T + Γ
)−1 (
y
(j)
t −Hxˆ(j)t
)
, (3a)
x
(j)
t = xˆ
(j)
t + CxˆtxˆtH
T
(
HCxˆtxˆtH
T + Γ
)−1 (
y
(j)
t −Hxˆ(j)t
)
, (3b)
where Cθˆtxˆt , Cxˆtxˆt are the discrete covariance matrices derived from the prior ensembles:
Cθˆtxˆt =
1
J
J∑
j=1
(
θˆ
(j)
t − ¯ˆθt
)(
xˆ
(j)
t − ¯ˆxt
)T
,
Cxˆtxˆt =
1
J
J∑
j=1
(
xˆ
(j)
t − ¯ˆxt
)(
xˆ
(j)
t − ¯ˆxt
)T
. (4)
The bar notation (¯·) denotes ensemble mean. For each ensemble member j, the observation y(j)t is drawn
from a normal distribution N (y¯,Γ), where Γ denotes the covariance of the observation error  (see [7] for
details).
2
2.2 Prediction stage
The Kalman update (3b) may generate posterior estimates x
(j)
t that do not satisfy the forward model, Eq. (1).
Therefore, instead of using Eq. (3b), a prediction is used to apply the forward model to the current posterior
parameter estimates to generate prior states for the next iteration step. Namely, the prior ensembles for the
next step
{
θˆ
(j)
t+1
}J
j=1
and
{
xˆ
(j)
t+1
}J
j=1
are obtained by setting
θˆ
(j)
t+1 = θ
(j)
t , (5a)
xˆ
(j)
t+1 = f(θ
(j)
t ) . (5b)
2.3 Iterative process
The results of Eq. (5) are plugged back into Eq. (3), with t← t+ 1, and the process is repeated until some
stopping criterion is satisfied, e.g., the innovation becomes less than some user-defined error tolerance (tol):
‖y¯ −Hxt‖2 < tol with xt .= f(θ¯t) , (6)
where y¯ is the mean of the observation ensemble
{
y
(j)
t
}J
j=1
, which is independent of t. Here, the overall
estimation of the unknown parameters at step t is computed as the posterior ensemble mean
θ¯t =
1
J
J∑
j=1
θ
(j)
t , (7)
Note that when the forward model is linear (i.e., f(θ) = Fθ), the prediction step (5) is not necessary, because
x
(j)
t = xˆ
(j)
t + CxˆtxˆtH
T
(
HCxˆtxˆtH
T + Γ
)−1 (
y
(j)
t −Hxˆ(j)t
)
= F θˆ
(j)
t + FCθˆtxˆtH
T
(
HCxˆtxˆtH
T + Γ
)−1 (
y
(j)
t −Hxˆ(j)t
)
= Fθ
(j)
t . (8)
However, when f(·) is nonlinear, the posterior estimates from Eq. (3) will not satisfy Eq. (1) in general,
which is why an iterative estimation process is needed. It is the convergence of this iterative process for
nonlinear problems that is the focus of this paper.
2.4 Example
Here we introduce an example that demonstrates the “early stopping” of the IEnKF for nonlinear systems.
Consider the following forward model:[
x1
x2
]
= f(θ) =
[
exp(−(θ1 + 1)2 − (θ2 + 1)2)
exp(−(θ1 − 1)2 − (θ2 − 1)2)
]
, (9)
with observation operator
H = [−1.5,−1.0] . (10)
Assume the observation data has mean y¯ = −1 and uncertainty Γ = 0.01.
Figure 1a and 1b show, respectively, the solution path for θ in parameter space, and the solution path
for x in state space, during progressive iterations of the IEnKF. It can be observed in Fig. 1a that the
parameter estimate does not converge to a solution where ‖y¯ −Hf(θt)‖2 = 0. In Figure 1b the prior mean
and posterior mean are sequentially plotted at each iteration. It can be observed that the solution oscillates
between these two means. In particular, the update stage makes the solution approach ‖y¯ −Hxt‖2 = 0
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(a) The solution path of the ensemble mean θ¯t at
each iteration t plotted along with the level sets of
‖y¯ −Hf(θ)‖2. The green circle denotes the starting
value. The red “+” highlight optimal locations where
‖y¯ −Hf(θ)‖2 = 0.
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(b) The solution path of the prior mean ¯ˆxt and poste-
rior mean x¯t at each iteration t, along with level sets
of ‖y¯ −Hx‖2. The green circle denotes the starting
value. The red line highlights the optimal locations
where y¯−Hx = 0. The dotted region represents the
image of the forward mapping f(·).
Figure 1: Convergence of the IEnKF applied to the model problem demonstrating (a) parameter and (b)
state values do not converge to the desired solution (red locations).
shown in red, and the prediction stage makes the solution approach the dotted region where the forward
model Eq. (1) is satisfied. This example demonstrates that although innovation is not minimized, further
iterations of the IEnKF will not improve the estimation of θ, nor enable the state estimate converge to a
value that simultaneously satisfies the forward model and minimizes misfit with the observations. These two
phenomena will be considered more rigorously in the next section.
3 Early Stopping of the IEnKF
In this section, we describe why the standard IEnKF leads to poor convergence when applied to nonlinear
inverse problems. We first demonstrate how sequential Kalman updating alone affects the covariance matrices
and resulting Kalman operator. We then demonstrate how the full IEnKF procedure, involving both Kalman
update and prediction, affects the covariance matrices and Kalman operator.
3.1 Shrinking covariance
If we ignore the prediction stage Eq. (5) and only consider the Kalman update Eq. (3), it can be shown that
the covariance matrix CHxˆ,θˆ resulting from two sequential Kalman updates is
CHxˆt+1,θˆt+1 =
(
I −HCxˆt,xˆtHT
(
HCxˆt,xˆtH
T + Γ
)−1)
CHxˆt,θˆt , (11)
where I denotes the identity matrix. The above equation can be written as
CHxˆt+1,θˆt+1 = PtCHxˆt,θˆt , (12)
where
Pt
.
= I −HCxˆt,xˆtHT
(
HCxˆt,xˆtH
T + Γ
)−1
= Γ
(
HCxˆt,xˆtH
T + Γ
)−1
. (13)
4
Note that the observation uncertainty usually takes the form Γ = αI with α > 0. Thus, an upper bound for
the Frobenius norm ‖ · ‖F of CHxˆt+1,θˆt+1 can be derived∥∥∥CHxˆt+1,θˆt+1∥∥∥F = ∥∥∥PtCHxˆt,θˆt∥∥∥F
≤ α
λmin (HCxˆt,xˆtH
T ) + α
∥∥∥CHxˆt,θˆt∥∥∥F
≤
t∏
τ=1
α
λmin (HCxˆτ ,xˆτH
T ) + α
∥∥∥CHxˆ1,θˆ1∥∥∥F . (14)
If there exists an uniform lower bound δ > 0 such that
λmin
(
HCxˆτ ,xˆτH
T
)
> δ, ∀τ = 1, 2, ... , (15)
then ∥∥∥CHxˆt+1,θˆt+1∥∥∥F ≤
(
α
δ + α
)t ∥∥∥CHxˆ1,θˆ1∥∥∥F . (16)
Therefore, CHxˆt,θˆt or Cθˆt,Hxˆt will approach to zero as the iteration number increases, i.e.,
lim
t→+∞
∥∥∥CHxˆt,θˆt∥∥∥F = 0 . (17)
Similarly, it can be shown that Cxˆt,Hxˆt will also converge to a zero matrix as t increases, unless Eq. (15)
is violated. By checking the Kalman update Eq. (3), it can be noted that the convergence of Cθˆt,Hxˆt and
Cxˆt,Hxˆt to zero matrices will cause the Kalman gains
Kt = CθˆtxˆtH
T
(
HCxˆtxˆtH
T + Γ
)−1
, (18)
K ′t = CxˆtxˆtH
T
(
HCxˆtxˆtH
T + Γ
)−1
, (19)
to approach to zero as t increases. This implies that further iterations will not update the parameter
estimation θt, regardless of the innovation ‖y¯ −Hxt‖.
3.2 Effect of forward model nonlinearity
We now consider the prediction step Eq. (5) and show how the nonlinearity of the forward model affects the
convergence of the IEnKF. First, consider the prior ensembles for the current step{
θˆ
(j)
t
}J
j=1
and
{
xˆ
(j)
t
}J
j=1
.
The mean of the prior ensembles can be computed as
¯ˆ
θt =
1
J
J∑
j=1
θˆ
(j)
t , (20)
¯ˆxt =
1
J
J∑
j=1
f
(
θˆ
(j)
t
)
=
1
J
J∑
j=1
f
(
¯ˆ
θt
)
+∇f
(
¯ˆ
θt
)(
θˆ
(j)
t − ¯ˆθt
)
+O
(∥∥∥θˆ(j)t − ¯ˆθt∥∥∥2)
= f
(
¯ˆ
θt
)
+∇f
(
¯ˆ
θt
) 1
J
J∑
j=1
(
θˆ
(j)
t − ¯ˆθt
)
+O
(∥∥∥θˆ(j)t − ¯ˆθt∥∥∥2)
= f
(
¯ˆ
θt
)
+O
(∥∥∥θˆ(j)t − ¯ˆθt∥∥∥2) , (21)
5
by Taylor expansion. Recall that update for θ is given by
θˆ
(j)
t+1 = θ
(j)
t = θˆ
(j)
t +Kt
(
y
(j)
t −Hxˆ(j)t
)
. (22)
The mean of the prior ensemble for θ at step t+ 1 can be computed as
¯ˆ
θt+1 =
1
J
J∑
j=1
θˆ
(j)
t+1 =
1
J
J∑
j=1
θ
(j)
t =
¯ˆ
θt +Kt
(
y¯ −H ¯ˆxt
)
, (23)
Combining (20), (21), (22), (23), we can obtain the deviation of each ensemble member to its ensemble mean
at the next step t+ 1 as
θˆ
(j)
t+1 − ¯ˆθt+1 = θˆ
(j)
t − ¯ˆθt −Kt
(
Hxˆ
(j)
t −H ¯ˆxt
)
+Kt
(
y
(j)
t − y¯
)
, (24)
xˆ
(j)
t+1 − ¯ˆxt+1 = f
(
θˆ
(j)
t+1
)
− f
(
¯ˆ
θt+1
)
+O
(∥∥∥θˆ(j)t+1 − ¯ˆθt+1∥∥∥2)
= ∇f
(
¯ˆ
θt+1
)(
θˆ
(j)
t+1 − ¯ˆθt+1
)
+O
(∥∥∥θˆ(j)t+1 − ¯ˆθt+1∥∥∥2)
= ∇f
(
¯ˆ
θt+1
)(
θˆ
(j)
t − ¯ˆθt −Kt
(
Hxˆ
(j)
t −H ¯ˆxt
)
+Kt
(
y
(j)
t − y¯
))
+O
(∥∥∥θˆ(j)t+1 − ¯ˆθt+1∥∥∥2) . (25)
Multiplying Eq. (25) with H yields the deviation of the reconstructed output with its ensemble mean:
Hxˆ
(j)
t+1 −H ¯ˆxt+1 = H∇f
(
¯ˆ
θt+1
)(
θˆ
(j)
t − ¯ˆθt −Kt
(
Hxˆ
(j)
t −H ¯ˆxt
)
+Kt
(
y
(j)
t − y¯
))
+O
(∥∥∥θˆ(j)t+1 − ¯ˆθt+1∥∥∥2) . (26)
Define a new state vector that includes the model parameters and the reconstructed outputs, centered with
respect the corresponding means
z
.
=
[
θ − θ¯, Hx−Hx¯]T , (27)
and combine with Eqs. (24)) and (26) to yield the following update equation for z
zˆ
(j)
t+1 = Atzˆ
(j)
t +At∆
(j)
y,t + Λ
(j)
t , (28)
where the evolution matrix
At
.
=
[
I −Kt
H∇f
(
¯ˆ
θt+1
)
−H∇f
(
¯ˆ
θt+1
)
Kt
]
, (29)
∆
(j)
y,t
.
= −
[
0
y
(j)
t − y¯
]
, O(j)θ,t
.
= O
(∥∥∥θˆ(j)t+1 − ¯ˆθt+1∥∥∥2) , Λ(j)t .=
[
0
O(j)θ,t
]
. (30)
Therefore the evolution equation of the covariance matrix of zˆ can be obtained from (28)
Czˆt+1,zˆt+1 = AtCzˆt,zˆtA
T
t +AtC∆y,t,∆y,tA
T
t +AtCzˆt,Λt + CΛt,zˆtA
T
t + CΛt,Λt , (31)
where
Czˆt+1,zˆt+1 =
[
Cθˆt+1,θˆt+1 Cθˆt+1,Hxˆt+1
CHxˆt+1,θˆt+1 CHxˆt+1,Hxˆt+1
]
, (32)
C∆y,t,∆y,t =
[
0 0
0 Cyt,yt
]
=
[
0 0
0 Γ
]
. (33)
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Note that in obtaining Eq. (31) we have used that the observations y are independent of the new state z,
and thus ∆y,t is independent of zˆt and Λt. To understand how different terms in Eq. (32) evolve, Eq. (31)
is re-written in the matrix form[
Cθˆt+1,θˆt+1 Cθˆt+1,Hxˆt+1
CHxˆt+1,θˆt+1 CHxˆt+1,Hxˆt+1
]
= At
[
Cθˆt,θˆt Cθˆt,Hxˆt
CHxˆt,θˆt CHxˆt,Hxˆt + Γ
]
ATt
+At
[
0 Cθˆt,∆t
0 CHxˆt,∆t
]
+
[
0 0
C∆t,θˆt C∆t,Hxˆt
]
ATt
+
[
0 0
0 C∆t,∆t
]
. (34)
Clearly the properties of matrix At determine the evolution of the covariances. Thus, we next consider the
spectral properties of At. To reduce notational clutter, let
At =
[
I −Kt
H∇f
(
¯ˆ
θt+1
)
−H∇f
(
¯ˆ
θt+1
)
Kt
]
.
=
[
Idθ×dθ a
b ba
]
, (35)
and the characteristic equation for At is given by
det(At − λI) = det ((1− λ)Idθ×dθ ) det
(
ba− λIdy×dy − b ((1− λ)Idθ×dθ )−1 a
)
= (1− λ)dθ−dyλdy det (λIdy×dy − (Idy×dy + ba)) = 0 , (36)
where dθ and dy are the dimensions for the model parameters θ and the observed outputs y, respectively.
Solving the equation above yields the three different kinds of eigenvalues (the multiplicities are not necessarily
equal to one):
λ1 = 0 , (37)
λ2 = λ(I + ba) = λ
(
I −H∇f
(
¯ˆ
θt+1
)
Kt
)
≈ λ
(
Γ
(
HCxˆtxˆtH
T + Γ
)−1)
, (38)
λ3 = 1 , (39)
where we have used ∇f(¯ˆθt+1)(θˆt − ¯ˆθt) ≈ f(θˆt) − f(¯ˆθt). Note that λ2 are the eigenvalues of the matrix
Γ
(
HCxˆtxˆtH
T + Γ
)−1
, and therefore 0 < λ2 < 1. Additionally, λ3 occurs for under-observed problems where
the dimensionality of observations is less than the dimensionality of the hidden parameters (dy < dθ), which
is common in practical applications.
3.2.1 Convergence of Cθˆ,θˆ and Cθˆ,Hxˆ
From Eq. (34), the update equation for Cθ,θ is
Cθˆt+1,θˆt+1 = Cθˆt,θˆt − Cθˆt,Hxˆt (CHxˆt,Hxˆt + Γ)
−1
CHxˆt,θˆt . (40)
Note that θˆt is a vector of dimension dθ. For each scalar entry of θˆt, the evolution equation is
Cθˆst+1,θˆ
s
t+1
= Cθˆst ,θˆ
s
t
− Cθˆst ,Hxˆt (CHxˆt,Hxˆt + Γ)
−1
CHxˆt,θˆ
s
t
, (41)
where the superscript s denotes that θˆ
s
t is scalar. Since the second term on the right hand side of the above
equation is non-negative, the sequence
{
Cθˆst ,θˆ
s
t
}∞
t=1
is a monotone decreasing sequence for which all elements
are bounded below (θˆ
s
t ≥ 0). Thus the sequence is convergent based on monotone convergence theorem.
This indicates that the incremental term must converge to zero, i.e.
lim
t→∞Cθˆ
s
t ,Hxˆt
(CHxˆt,Hxˆt + Γ)
−1
CHxˆt,θˆ
s
t
= 0 ⇒ lim
t→∞Cθˆ
s
t ,Hxˆt
= 0,∀s = 1, ..., dθ , (42)
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which is equivalent to
lim
t→∞Cθˆt,Hxˆt = 0 . (43)
This further indicates the convergence of Cθˆt,θˆt as
lim
t→∞
∥∥∥Cθˆt+1,θˆt+1 − Cθˆt,θˆt∥∥∥F = 0 , (44)
and the sequence of Cθˆt,θˆt lies in a complete space (based on the Cauchy Convergence Criterion). However,
this does not mean that the Cθˆt,θˆt will converge to zero (In real applications, we only require the covariance
of Cθˆ,θˆ to decrease below a preset tolerance for true convergence [7]). And in the case of dy < dθ, Cθˆt,θˆt will
not converge to zero. This is related to the eigenvalue λ3 = 1 for the evolution matrix At. To see this, the
eigenvector of the matrix At for λ3 = 1 is solved,
(At − λ3I) z =
[
0 a
b ba− I
] [
zθ
zHx
]
= 0⇒ zHx = 0 . (45)
Therefore, the eigenvector v3 corresponding to λ3 = 1 lies in the subspace of θ and has zero component in
the Hx direction. The evolution matrix At plays a key role in shrinking the covariances Cθˆt,θˆt , Cθˆt,Hxˆt and
CHxˆt,Hxˆt because 0 < λ1, λ2 < 1. However it does not have the variance shrinking effect in the direction
of the eigenvector v3 corresponding to λ3 = 1 (violating the contraction requirement). Therefore, due to
the non-shrinking direction v3 lies in the subspace of θ, the sequence of Cθˆt,θˆt will converge, but will not
converge to 0.
Cθˆt+1,Hxˆt+1 = Cθˆt,Hxˆt − Cθˆt,Hxˆt (CHxˆt,Hxˆt + Γ)
−1
CHxˆt,Hxˆt
+ Cθˆt,∆t − Cθˆt,Hxˆt (CHxˆt,Hxˆt + Γ)
−1
CHxˆt,∆t (46)
3.2.2 Convergence of CHxˆ,Hxˆ
Based on Eq. (34), the evolution equation for CHxˆ,Hxˆ can be derived as
CHxˆt+1,Hxˆt+1 = H∇f
(
¯ˆ
θt+1
)(
Cθˆt,θˆt − Cθˆt,Hxˆt (CHxˆt,Hxˆt + Γ)
−1
CHxˆt,θˆt
)(
H∇f
(
¯ˆ
θt+1
))T
+H∇f
(
¯ˆ
θt+1
)(
Cθˆt,∆t − Cθˆt,Hxˆt (CHxˆt,Hxˆt + Γ)
−1
CHxˆt,∆t
)
+
(
C∆t,θˆt − C∆t,Hxˆt (CHxˆt,Hxˆt + Γ)
−1
CHxˆt,θˆt
)(
H∇f
(
¯ˆ
θt+1
))T
+ C∆t,∆t , (47)
and by applying Eq. (24), the above equation can be simplified to
CHxˆt+1,Hxˆt+1 = H∇f
(
¯ˆ
θt+1
)
Cθˆt+1,θˆt+1
(
H∇f
(
¯ˆ
θt+1
))T
+H∇f
(
¯ˆ
θt+1
)
Cθˆt+1,∆t + C∆t,θˆt+1
(
H∇f
(
¯ˆ
θt+1
))T
+ C∆t,∆t . (48)
Because Cθˆt,Hxˆt is equal to zero in the steady state based on Eq. (43), a steady state condition of the
nonlinear term ∆t can be derived
Cθˆt,Hxˆt = E
(
θˆt − ¯ˆθt, H∇f
(
¯ˆ
θt
)(
θˆt − ¯ˆθt
)
+ ∆t−1
)
= Cθˆt,θˆt
(
H∇f
(
¯ˆ
θt
))T
+ Cθˆt,∆t−1 = 0 , (49)
which is equivalent to
Cθˆt,∆t−1 = −Cθˆt,θˆt
(
H∇f
(
¯ˆ
θt
))T
. (50)
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This is the stationary condition for the nonlinear term. Substituting the stationary condition (50) into Eq.
(48) yields
CHxˆt+1,Hxˆt+1 = H∇f
(
¯ˆ
θt+1
)
Cθˆt+1,θˆt+1
(
H∇f
(
¯ˆ
θt+1
))T
−H∇f
(
¯ˆ
θt+1
)
Cθˆt+1,θˆt+1
(
H∇f
(
¯ˆ
θt+1
))T
−H∇f
(
¯ˆ
θt+1
)
Cθˆt+1,θˆt+1
(
H∇f
(
¯ˆ
θt+1
))T
+ C∆t,∆t
= −H∇f
(
¯ˆ
θt+1
)
Cθˆt+1,θˆt+1
(
H∇f
(
¯ˆ
θt+1
))T
+ C∆t,∆t . (51)
The nonlinear term ∆t = O
(∥∥∥θˆt+1 − ¯ˆθt+1∥∥∥2) as a random variable can be decomposed into two parts: (a)
a term that is correlated with θˆt+1 and (b) a term that is uncorrelated
∆t = β
T θˆt+1 + γt+1 (52)
where β can be obtained by using standard linear regression and applying Eq. (50):
β = C−1
θˆt+1,θˆt+1
Cθˆt+1,∆t = C
−1
θˆt+1,θˆt+1
Cθˆt+1,θˆt+1
(
H∇f
(
¯ˆ
θt+1
))T
= −
(
H∇f
(
¯ˆ
θt+1
))T
, (53)
and the covariance of ∆t can be computed as
C∆t,∆t = β
TCθˆt+1,θˆt+1β + Cγt+1,γt+1
= H∇f
(
¯ˆ
θt+1
)
Cθˆt+1,θˆt+1
(
H∇f
(
¯ˆ
θt+1
))T
+ Cγt+1,γt+1 (54)
Therefore, Eq. (51) can be reduced to the following simple form in the steady state.
CHxˆt+1,Hxˆt+1 = Cγt+1,γt+1 (55)
where γt represents the uncorrelated component of the nonlinear effect and it cannot be reduced by usual
Kalman iterations. Intuitively, this can also be directly observed from Eq. (34) as the nonlinear term C∆t,∆t
on the right hand side that is not shrunk by At acts directly to the entry corresponding to CHxˆ,Hxˆ.
In conclusion, for the IEnKF,
• Cθˆt,Hxˆt will converge to zero as t increases.
• CHxˆt,Hxˆt will generally not converge to zero because of the nonlinearity effect of f(θ).
• Cθˆt,θˆt will generally not converge to zero because the insufficiency of observations.
3.2.3 Example: Evolution of covariances
We return to the example in §2.4 to demonstrate the above conclusions. Figure 2 plot the evolution of
the norms of the various covariance matrices, Kalman gain and innovation. The covariance matrix Cθˆt,Hxˆt
converges to zero in relatively few iterations. Consequently, Cθˆt,θˆt stops updating. CHxˆt,Hxˆt oscillates and
fails to converge due to the nonlinearity. The Kalman gain converges to zero, and the innovation fails to
improve with subsequent iterations. This example demonstrated a typical situation that standard ensemble
Kalman filter fails due to early stopping of the Kalman updates. The numerical simulation results are
consistent with the theoretical analysis above.
3.3 Steady-state
In §3.2, we focused on the transient behavior of the various covariance matrices and their relation to the
“early stopping” of the IEnKF in nonlinear problems. In this section, the steady-state behavior of the IEnKF
is studied as well as the effect of observation uncertainty Γ.
9
iteration step t
0 20 40 60 80 100
3.55
3.6
3.65
3.7
3.75
3.8
3.85
(a)
(a) ‖Cθˆ,θˆ‖
iteration step t
0 20 40 60 80 100
0
0.05
0.1
0.15
(b)
(b) ‖Cθˆ,Hxˆ‖
iteration step t
0 20 40 60 80 100
0.11
0.12
0.13
0.14
0.15
0.16
0.17
(c)
(c) ‖CHxˆ,Hxˆ‖
iteration step t
0 20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
1.2
1.4
(d)
(d) ‖Kt‖
iteration step t
0 20 40 60 80 100
‖
y¯
−
H
xˆ
‖
0.6
0.7
0.8
0.9
1
(e) ‖y¯ −Hxt‖
Figure 2: Evolution of the norms of the covariances, Kalman gain and innovation for the IEnKF applied to
the example in §2.4.
Let t = f denote the iteration number where θt is effectively unchanged with further iterations. Denote
the (fixed) ensemble for θ at this step (and beyond) as{
θ
(j)
f
}J
j=1
. (56)
There is no need to distinguish between the prior and posterior ensemble of θ as they are assumed the same
for t ≥ f . Therefore, the prior ensemble of the state x will be{
xˆ
(j)
f
}J
j=1
=
{
f
(
θ
(j)
f
)}J
j=1
, (57)
and will not change with respect to t since
{
θ
(j)
f
}J
j=1
is fixed. The mean of the prior ensemble for x is
¯ˆxf =
1
J
J∑
j=1
f
(
θ
(j)
f
)
. (58)
The mean of the posterior ensemble of x is
x¯f =
1
J
J∑
j=1
x
(j)
f
=
1
J
J∑
j=1
(
xˆ
(j)
f + Cxˆf xˆfH
T
(
HCxˆf xˆfH
T + Γ
)−1 (
y
(j)
t −Hxˆ(j)f
))
= ¯ˆxf + Cxˆf xˆfH
T
(
HCxˆf xˆfH
T + Γ
)−1 (
y¯ −H ¯ˆxf
)
. (59)
based on the relation between prior and posterior state estimation Eq. (3b). Therefore the final difference
(i.e., oscillation magnitude) of the prior and posterior mean of the state x is
x¯f − ¯ˆxf = Cxˆf xˆfHT
(
HCxˆf xˆfH
T + Γ
)−1 (
y¯ −H ¯ˆxf
)
. (60)
Left multiplying the above by H,
Hx¯f −H ¯ˆxf = HCxˆf xˆfHT
(
HCxˆf xˆfH
T + Γ
)−1 (
y¯ −H ¯ˆxf
)
, (61)
gives the oscillation magnitude of the reconstructed output. We can also obtain the relation between the
output reconstruction error of the prior mean and posterior mean:
Hx¯f − y¯ = Γ
(
HCxˆf xˆfH
T + Γ
)−1 (
H ¯ˆxf − y¯
)
. (62)
It can be seen from Eq. (61) and (62) that the relative magnitudes of Γ and CHxˆf ,Hxˆf determine the steady-
state oscillation magnitude and mean output reconstruction error. Based on the derivations above, the
following summarizes the steady-state behavior of the standard IEnKF:
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Figure 3: (Left) the solution path of the ensemble mean of x when Γ = 0.1. (Right) the solution path of the
ensemble mean of x when Γ = 0.0001.
• The prior and posterior ensembles of the parameter θ will approach to a fixed ensemble
{
θ
(j)
f
}J
j=1
.
• The estimate for the system state x will oscillate between a prior and posterior ensemble that both are
fixed with respect to t. The oscillation magnitude of the prior and posterior means is given by (61).
• The larger the uncertainty in the observation, Γ, the smaller the oscillation magnitude, Hx¯f −H ¯ˆxf ;
• The larger the uncertainty in the observation, Γ, the larger the final mean output reconstruction error,
Hx¯f − y¯.
3.4 Example
Figure 3 plots the convergence of the system state for different observation uncertainties Γ = 0.1 and
Γ = 0.0001. It shows that the oscillation magnitude is smaller in the case of Γ = 0.1 than that for Γ = 0.0001.
The intuition behind this is that when the observation uncertainty Γ is smaller, the magnitude of the Kalman
filter is larger. Therefore, the Kalman updates tend to be larger. It can also be shown that when Γ is
smaller, the posterior after each Kalman update is closer to the line of y¯−Hx = 0. This is because when the
observation has less uncertainty, the reconstructed output Hx is more likely to approach to the observation
y¯.
4 The Ensemble Resampling Method
To prevent early stopping of the IEnKF we propose an ensemble resampling method whereby the prior
ensemble members θˆ
(j)
t and xˆ
(j)
t are resampled before each Kalman update. For notational simplicity, we
drop the hat (ˆ·) and superscript (j) unless needed. Namely, denote parameter and state values before
resampling as random variables θt and xt, and parameter and state values after resampling as random
variables θr,t and xr,t, with
xt = f (θt) , xr,t = f (θr,t) . (63)
The Kalman updates in Eq. (3a) and (3b) depends on the Kalman operators (Eq. 18 and 19), which
effectively determine the “update direction” in parameter/state space. These operators depend on the
covariance matrices Cθˆtxˆt and Cxˆtxˆt , which are updated each iteration based on the priors θt and xt.
Therefore, our strategy is to resample the prior (θt ← θr,t, xt ← xr,t) so that the covariance matrices (and
hence Kalman operator) do not converging to zero before the innovation is minimized, while maintaining a
consistent update direction with the traditional IEnKF strategy. We demonstrate in Thm. 1 below that a
consistent “update direction” is asymptotically maintained by ensuring the first and second moments of the
prior distributions are maintained through the resampling process.
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Theorem 1. Considering the IEnKF defined by the update step Eq. (3) and the prediction step Eq. (5), if
the first and second moment of the parameter θ are kept unchanged during the resampling process, i.e.,
E (θr,t) = E (θt) = θ¯t, V ar (θr,t) = V ar (θt) = σ
2
t .
then the deviations of the covariances have the following upper bounds∥∥Cθr,t,xr,t − Cθt,xt∥∥ ≤ 2√2Mσ2t , (64)∥∥Cxr,t,xr,t − Cxt,xt∥∥ ≤ 2√2M2σ2t , (65)
where the constant M is a uniform upper bound for the gradient of the forward model mapping f(θ),
‖∇f(θ)‖ ≤M . (66)
Proof. Assume the forward model f(θ) is continuous on the closed interval
[
θt, θ¯t
]
and differentiable on the
open interval
(
θt, θ¯t
)
, where θt is an ensemble member at the step t and θ¯t is the ensemble mean. Without
loss of generality, assume θt < θ¯t. Based on the mean value theorem,
xt = f (θt) = f
(
θ¯t
)
+∇f(θη)
(
θt − θ¯t
)
(67)
where θη is some value in the open interval
(
θt, θ¯t
)
. Taking the expectation of the above equation yields
x¯t = E (f (θt)) = f
(
θ¯t
)
+ E
(∇ff(θη) (θt − θ¯t)) . (68)
Therefore the deviation of the ensemble member from the ensemble mean is
xt − x¯t = ∇f(θη)
(
θt − θ¯t
)− E (∇f(θη) (θt − θ¯t)) . (69)
From the upper bound on∇f(θ), we can obtain an upper bound on the variance of the state before resampling
E (xt − x¯t)2 = E
(∇f(θη) (θt − θ¯t)− E (∇f(θη) (θt − θ¯t)))2
= E
(∇f(θη) (θt − θ¯t))2 − (E (∇f(θη) (θt − θ¯t)))2
≤ E (∇f(θη) (θt − θ¯t))2
≤M2E (θt − θ¯t)2
= M2σ2t . (70)
Similarly, an upper bound of the variance of the state after resampling can be obtained as
E (xr,t − x¯r,t)2 ≤M2σ2t . (71)
Because the ensemble members before and after resampling are independent, the mean square difference
between θt and θr,t can be computed as
E (θr,t − θt)2 = E
(
θr,t − θ¯t + θ¯t − θt
)2
= E
(
θr,t − θ¯t
)2
+ E
(
θt − θ¯t
)2
= 2σ2t . (72)
Applying the mean value theorem again, the difference between the states before and after resampling is
xr,t − xt = ∇f (θζ) (θr,t − θt) , (73)
where θζ ∈ (θr,t,θt). Again assume θr,t < θt without loss of generality. Taking expectation of the above
equation, we can obtain an upper bound for the expected mean square difference between xr,t and xt
E (xr,t − xt)2 = E (∇f (θζ) (θr,t − θt))2
≤M2E (θr,t − θt)2
≤ 2M2σ2t . (74)
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Based on (70), (71), (72) and (74) and applying the Cauchy-Schwarz inequality, the upper bounds for the
differences of covariances before and after resampling are∥∥Cθr,t,xr,t − Cθt,xt∥∥
=
∥∥Cθr,t,xr,t − Cθr,t,xt + Cθr,t,xt − Cθt,xt∥∥
≤ ∥∥Cθr,t,xr,t − Cθr,t,xt∥∥+ ∥∥Cθr,t,xt − Cθt,xt∥∥
=
∥∥E (θr,t − θ¯t) (xr,t − xt)∥∥+ ‖E (θr,t − θt) (xt − x¯t)‖
≤
√
E
(
θr,t − θ¯t
)2
E (xr,t − xt)2 +
√
E (θr,t − θt)2E (xt − x¯t)2
≤ 2
√
2Mσ2t , (75)∥∥Cxr,t,xr,t − Cxt,xt∥∥
=
∥∥Cxr,t,xr,t − Cxr,t,xt + Cxr,t,xt − Cxt,xt∥∥
≤ ∥∥Cxr,t,xr,t − Cxr,t,xt∥∥+ ∥∥Cxr,t,xt − Cxt,xt∥∥
= ‖E (xr,t − x¯r,t) (xr,t − xt)‖+ ‖E (xr,t − xt) (xt − x¯t)‖
≤
√
E (xr,t − x¯r,t)2E (xr,t − xt)2 +
√
E (xr,t − xt)2E (xt − x¯t)2
≤ 2
√
2M2σ2t . (76)
The above theorem establishes an upper bound for
∥∥Cθr,t,xr,t − Cθt,xt∥∥ and ∥∥Cxr,t,xr,t − Cxt,xt∥∥. How-
ever, for the IREnKF to be consistent with the IEnKF, we should demonstrate these differences converge
to zero as t → ∞. This will be established below by studying the behavior of σt. Moreover, to prevent
early stopping of the IEnKF, we should demonstrate that Cθr,t,Hxr,t does not converge to zero before the
innovation is minimized. We next consider these two main requirements.
We first note that the process of resampling can be equivalently viewed as adding a random deviation
∆
(j)
r,t to the jth posterior ensemble member before assigning it as a prior ensemble member for the next
Kalman update
θˆ
(j)
t+1 = θ
(j)
r,t = θ
(j)
t + ∆
(j)
r,t = θˆ
(j)
t +Kt
(
y
(j)
t −Hxˆ(j)t
)
+ ∆
(j)
r,t , (77)
where ∆
(j)
r,t
.
= θ
(j)
r,t − θ(j)t . Note that E(∆r,t) = 0 and V ar (∆r,t) = V ar (θr,t) + V ar (θt) = 2σ2t .
Analogous with Eq. (28), with resampling implemented, an evolution equation for the extended state z
can be derived as
zˆ
(j)
t+1 = Atzˆ
(j)
t +At∆
(j)
y,t + Λ˜
(j)
t , (78)
except the additional term Λ˜
(j)
t now takes the form
Λ˜
(j)
t
.
=
[
∆
(j)
r,t
∆˜
(j)
t
]
, ∆˜
(j)
t := ∆
(j)
t +H∇f
(
¯ˆ
θt+1
)
∆
(j)
r,t , (79)
which includes both the effects from the nonlinearity, ∆
(j)
t , and resampling, ∆
(j)
r,t . And similar to Eq. (34),
it can be shown that now with resampling,[
Cθˆt+1,θˆt+1 Cθˆt+1,Hxˆt+1
CHxˆt+1,θˆt+1 CHxˆt+1,Hxˆt+1
]
= At
[
Cθˆt,θˆt Cθˆt,Hxˆt
CHxˆt,θˆt CHxˆt,Hxˆt + Γ
]
ATt
+At
[
Cθˆt,∆r,t Cθˆt,∆˜t
CHxˆt,∆r,t CHxˆt,∆˜t
]
+
[
C∆r,t,θˆt C∆r,t,Hxˆt
C∆˜t,θˆt C∆˜t,Hxˆt
]
ATt
+
[
C∆r,t,∆r,t C∆r,t,∆˜t
C∆˜t,∆r,t C∆˜t,∆˜t
]
. (80)
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In contrast to Eq. (34), due to the deviation caused by resampling, the fourth term has non-zero contributions
to all four entries of the covariance matrix. Therefore, Cθˆ,θˆ, Cθˆ,Hxˆ or CHxˆ,Hxˆ will not converge to zero unless
the nonlinear effect ∆t and the resampling deviation ∆r,t both approach zero. In turn, this prevents the
Kalman operator Kt from approaching to zero before the innovation y¯ −Hxˆ approaches to zero.
We next consider the asymptotic behavior of the covariance matrices. Similar to Eq. 40, a covariance
update equation for θ can be obtained as
Cθˆr,t+1,θˆr,t+1 = Cθˆr,t,θˆr,t − Cθˆr,t,Hxˆr,t
(
CHxˆr,t,Hxˆr,t + Γ
)−1
CHxˆr,t,θˆr,t , (81)
For the case where θ and Hx are scalar, the above relation reduces to
σ2t+1 = σ
2
t −
Cθˆr,t,Hxˆr,tCHxˆr,t,θˆr,t
CHxˆr,t,Hxˆr,t + Γ
. (82)
Because σ2 is always non-negative and the second term on the right is non-negative, from the monotone
convergence theorem, it can be shown that the sequence {σt}∞t=1 is convergent, and we will denote the limit
as σ∗. Also, since {σt}∞t=1 is convergent, the following equation also holds true:
lim
t→∞
∣∣∣Cθˆr,t,Hxˆr,t ∣∣∣ = 0 . (83)
There are two reasons for the above covariance Cθˆr,t,Hxˆr,t to converge to zero:
• The ensembles
{
θˆ
(j)
t
}J
j=1
and
{
Hxˆ
(j)
t
}J
j=1
becomes uncorrelated while the ensembles do not collapse
to a single point.
• The ensemble
{
θˆ
(j)
t
}J
j=1
collapses to a single point (thus
{
Hxˆ
(j)
t
}J
j=1
also collapses to a single point),
and therefore Cθˆr,t,Hxˆr,t converges to zero.
The first case corresponds to the false convergence of IEnKF and the second case corresponds to the true
convergence [12] (note that this only denotes the convergence of IEnKF and does not guarantee convergence
to the true global minimum in a non-convex setting). Both cases are possible in numerical simulations of
IEnKF. However, because of the additional random disturbance added by resampling ∆r,t, the covariance
Cθˆr,t,Hxˆr,t will not be equal to zero unless ∆r,t = 0 (i.e. σt = 0). Mathematically, this can be formulated as
the following conjecture.
Conjecture 1. There exists a non-negative function g(σt) ≥ 0 such that∣∣∣Cθˆr,t,Hxˆr,t ∣∣∣ ≥ g (σt) > 0, ∀σt 6= 0, (84)
and g (σt) = 0 only when σt = 0.
Based on the above conjecture, Eq. (82) can be converted to
σ2t+1 ≤ σ2t − cg2 (σt) , (85)
where c > 0 is a constant that accounts for the denominator of the second term on the right side of Eq. (82).
Taking the limit t→∞ on both sides of the above inequality yields
σ2∗ ≤ σ2∗ − cg2(σ∗)⇒ g2 (σ∗) ≤ 0⇒ g (σ∗) = 0 . (86)
Because zero is the only stationary point of g(·), it follows that σ∗ = 0, i.e.
lim
t→∞σ
2
t = 0 . (87)
Therefore, from Eq. (75), as the iteration step t increases, the difference between Cθr,t,xr,t and Cθt,xt will
asymptotically converge to zero. This result also holds for the difference between Cxr,t,xr,t and Cxt,xt . There-
fore, except at the early stage of the iteration process (where resampling prevents Cθˆ,Hxˆ from converging to
zero), the change of the Kalman gains will be small and asymptotically converge to zero if the mean and the
covariance of the parameter ensemble are kept the same before and after the resampling process.
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4.1 Resampling applied to example
To verify the conclusions above, proposed IREnKF is applied to the example problem defined in Eq. (9)
and (10). A Gaussian distribution was used as the resampling distribution. Figure 4 shows the evolution of
the covariances with resampling implemented. Compared to the results without resampling, the covariance
Cθˆ,Hxˆ and the Kalman gain Kt do not approach to zero in the early stage to cause Cθˆ,θˆ and CHxˆ,Hxˆ to stop
updating. Instead, all covariances converge to zero simultaneously and roughly at the same time that the
magnitude of the innovation ‖y¯ −Hxˆ‖ converges to zero (see Fig. 5). This indicates that the “early stopping”
of the standard IEnKF is prevented by resampling as compared to the simulations without resampling where
the Kalman gain Kt converges to zero before the innovation is minimized (i.e. converges to zero).
Figure 4(a) also shows that Cθˆ,θˆ converges to zero as t increases. This verifies the conclusion from Eq. (87),
and along with Thm 1, leads to the conclusion that the change of the Kalman gain after resampling will
remain small and asymptotically converge to zero. This conclusion is numerically verified by results shown
in Fig. 6, which demonstrates that the difference of the Kalman gain before and after resampling quickly
decreases, remains bounded by a small quantity, and ultimately converges to zero as t increases.
Figure 7 and Figure 8 show the solution path with resampling implemented in parameter θ and state x
space, respectively. Both figures show that the “early stopping” of IEnKF is prevented and the solutions are
able to converge to the true solution. Note that there are multiple local minima for this test problem and
the solution only converges to one of them depending on the initial condition given.
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Figure 4: The evolution of the norms of the covariances and the Kalman gain with resampling implemented.
(a):
∥∥∥Cθˆ,θˆ∥∥∥, (b): ∥∥∥Cθˆ,Hxˆ∥∥∥, (c): ‖CHxˆ,Hxˆ‖, (d): ‖Kt‖
4.2 Influence of Higher Order Moments on Convergence
In the example application above, a Gaussian distribution was used during the resampling process, with the
first and second order moments kept unchanged from the posterior distribution of the previous iteration step.
However, other distributions with different higher order moments can also be used to resample the ensemble.
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Figure 6: The difference between the Kalman gains before and after resampling: ‖Kt,before −Kt,after‖.
It would be unusual to consider skewness (the third order moment) of the resampling distribution without
prior knowledge, thus we mainly focus here on the influence of kurtosis (the fourth order moment) on the
convergence of the proposed IREnKF. Namely, three different resampling distributions will be considered
(see Fig. 9):
• Uniform distribution: kurtosis = 1.8;
• Gaussian distribution: kurtosis = 3;
• Laplace distribution: kurtosis = 6.
These distributions have zero skewness, and the mean and variance are set to be the same as the ensemble
before resampling. The numerical simulation results for the above resampling distributions are shown in
Fig. 10, which yield two main conclusions:
• Larger kurtosis makes the convergence more oscillatory. In Fig.10, the main trends of the convergence
for uniform and gaussian resampling (smaller kurtosis) are almost monotonic while the convergence
for Laplace resampling (larger kurtosis) is more oscillatory. This is because the distribution with
larger kurtosis is more likely to generate outliers, which will be reflected by increased fluctuations in
the ensemble mean parameter estimation. This is not necessarily a disadvantage, however, as this
naturally adds mutation that may help the solution to avoid local minima and converge to the global
minimum.
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Figure 7: The solution path of the ensemble mean of θ with resampling implemented. The red “+” represent
the θ values that minimize ‖y¯ −Hf(θ)‖2. The green circle denotes the starting point.
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Figure 8: The solution path of the ensemble mean of x with resampling implemented. The red line in the
middle represents the level sets of y¯ − Hx = 0. The dotted region in the lower left corner represents the
image of the forward mapping f(·). The green circle denotes the starting point.
• Smaller kurtosis accelerates the convergence rate. It can also be observed in Fig. 10 that Laplace
resampling (with the largest kurtosis) yields the largest iteration number for convergence (about 1200
steps). Even comparing uniform resampling and Gaussian resampling, which yield almost the same
convergence (about 600 steps), we can find that Gaussian resampling (with larger kurtosis) takes
more iterations to converge to the neighborhood of local minimums around (−1,−1) than uniform
resampling. This is because resampling distribution with smaller kurtosis is less likely to generate
outliers and most of the new ensembles will be near the ensemble mean, which is in general a better
estimator of the parameter value than an individual ensemble member.
5 Conclusion
Herein a comprehensive study of the convergence of iterative ensemble Kalman filter is conducted and a
potential method to improve its convergence was proposed. We first showed the necessity of iterations
for ensemble Kalman method applied to nonlinear inverse problems by reformulating it as a constrained
optimization minimizing the innovation ‖y −Hx‖ while satisfying the forward model equation x = f(θ).
Then the shrinking effect of the standard Kalman iterations on ensemble covariances was studied and, along
with the nonlinearity of the forward model, was shown to be the reason the Kalman gain approaches zero
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Figure 9: The probability density functions of the three distributions used for resampling. Uniform distri-
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Figure 10: The convergence of parameter θ estimation with different resampling distributions implemented.
(Left) Uniform distribution. (Middle) Gaussian distribution. (Right) Laplace distribution.
before innovation was minimized, i.e. leading to the early stopping of the IEnKF. To resolve this issue,
we added an additional step at each iteration to resample the parameter posterior ensemble with the mean
and covariance kept unchanged before assigning as prior to the next iteration. The idea is to prevent early
stopping by perturbing the shrinking of the ensemble covariances while still keeping the correct Kalman
update direction. Consideration of high moments of the resampling distribution demonstrated that higher
kurtosis adds more mutations each iteration, which may be advantageous to avoid local minima, whereas
smaller kurtosis concentrates ensemble members around the mean and thus speeds convergence when the
ensemble mean is a good estimator of the solution. Numerical simulations were presented to reproduce the
early stopping phenomenon and demonstrate the effectiveness of the proposed resampling method.
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