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Abstract
A class of algebras forms a variety if it is characterised by a collection of identities. There is a well-known method, often called
the standard construction, which gives rise to algebras from m-cycle systems. It is known that the algebras arising from {1}-perfect
m-cycle systems form a variety for m ∈ {3, 5} only, and that the algebras arising from {1, 2}-perfect m-cycle systems form a variety
for m ∈ {3, 5, 7} only. Here we give, for any set K of positive integers, necessary and sufﬁcient conditions under which the algebras
arising from K-perfect m-cycle systems form a variety.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
An algebraA=(A, f1, f2, . . . , ft ) consists of a setA togetherwith functionsf1, f2, . . . , ft ,where for i=1, 2, . . . , t ,
there is a non-negative integer ni , and fi maps Ani to A. The function fi is called an ni-ary operation. We will be
concerned only with binary operations. A classV of algebras is a variety when it is characterised by a set of identities.
That is, there exists a set  of identities such that A ∈ V if and only if A satisﬁes each of the identities in .
A fundamental theorem of universal algebra, see [1], says that a class of algebras forms a variety if and only if it is
closed under taking of direct products, subalgebras and homomorphic images.
A groupoid is an algebra (S, ∗)with one binary operation.The binary operation is sometimes denoted by juxtaposition
with the symbol ∗ being omitted, but we will include the symbol whenever confusion is possible. The class of all
groupoids forms a variety deﬁned by the empty set of identities. We say that a groupoid in which xa = b has a unique
solution for all a, b ∈ S is column latin, and a groupoid in which ax = b has a unique solution for all a, b ∈ S is row
latin. A quasigroup is a groupoid that is both row and column latin. An algebraic quasigroup is an algebra (Q, ∗, /, \)
in the variety deﬁned by the following four identities.
(xy)/y = x,
(x/y)y = x,
y\(yx) = x,
y(y\x) = x.
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If (Q, ∗, /, \) is an algebraic quasigroup then (Q, ∗) is a quasigroup. The unique solution to xa = b is b/a, and the
unique solution to ax = b is a\b. Conversely, given any quasigroup (Q, ∗), one can construct an algebraic quasigroup
(Q, ∗, /, \) by deﬁning, for all a, b ∈ Q, b/a to be the unique solution to xa = b, and a\b to be the unique solution to
ax = b.
There is a well-known method for constructing groupoids, and sometimes quasigroups, from certain decompositions
of graphs into circuits, but to describe it we ﬁrst need the following concepts. LetG be a simple graph.A circuit inG is a
closedwalk inGwith no repeated edges.The lengthof a circuit is the number of edges it contains, and a circuit of lengthm
is called anm-circuit.We do not distinguish the ﬁrst vertex of a circuit, or the direction (forwards or backwards) in which
it is traversed. Thus, we may denote the m-circuit which traverses, in order, the edges v1v2, v2v3, . . . , vm−1vm, vmv1
by (v1, v2, . . . , vm) or (vm, vm−1, . . . , v1) or by any cyclic permutation of either of these. Note, however, that the order
in which the edges are traversed is important. For example, the following two 6-circuits traverse the same edges but
are distinct.
(1, 2, 3, 1, 4, 5) (1, 2, 3, 1, 5, 4).
A circuit system of order n is a pair (S,C) where S is a set of cardinality n and C is a set of circuits such that every
edge of the complete graph on S is traversed by exactly one circuit in C (note that S can have inﬁnite cardinality).
If all the circuits in C are m-circuits, then (S,C) is an m-circuit system. A circuit system (S,C) gives rise to a groupoid
(S, ∗) if we deﬁne a binary operation ∗ on S as follows:
• For all x ∈ S, x ∗ x = x.
• For distinct x, y ∈ S, x ∗ y = z and y ∗ x = w where (. . . , w, x, y, z, . . .) is the unique circuit in C containing the
edge xy.
This method of constructing the binary operation ∗ on the underlying set of a circuit system is usually called the
standard construction and was introduced by Kotzig in [8].
Clearly, the groupoid (S, ∗) arising from a circuit system satisﬁes the identities x2 = x and (xy)y = x. The second
identity ensures that the groupoid is column latin. There is a nice characterisation of when these groupoids are also row
latin, and hence give rise to quasigroups, but to describe it we ﬁrst need the notion of K-perfect, which we now deﬁne.
Given anm-circuitC=(v1, v2, . . . , vm) and an integer k, we denote byC(k) the graphwith vertex set {v1, v2, . . . , vm}
and edge set {vivi+k : i = 1, 2, . . . , m} (the subscripts being reduced modulo m on the residues 1, 2, . . . , m). Note that
|E(C(k))| = m. Note also that for k > 1, C(k) may contain loops and/or multiple edges. If C is a collection of circuits
then we deﬁne C(k) = {C(k) : C ∈ C}. We say that a circuit system (S,C) is k-perfect if the graphs in C(k) partition
the edge set of the complete graph on S. Let K be a set of integers. We say that a circuit system is K-perfect if it is
k-perfect for each k ∈ K .
Given an m-circuit C = (v1, v2, . . . , vm) and vertices u and v, if u = vi and v = vi+k we say that the walk
vi, vi+1, . . . , vi+k is a C-walk of length k between u and v, and also between v and u. It is clear that the number
of times the edge uv occurs in C(k) is the number of different C-walks of length k between u and v. Given a collection
of circuits C, we say that a C-walk exists between u and v if a C-walk exists between u and v for some C ∈ C. It is
clear that a circuit system (S,C) is k-perfect if and only if there is exactly one C-walk of length k between each pair
of vertices.
If an m-circuit system (S,C) is k-perfect, then clearly it is also (m − k)-perfect and (m + k)-perfect. It is also clear
that every m-circuit system is 1-perfect and no m-circuit system is m/2-perfect. Hence, when considering m-circuit
systems, it sufﬁces to consider K ⊆ {1, 2, . . . , (m − 1)/2} with 1 ∈ K .
Now, let (S,C) be a K-perfect circuit system and let (S, ∗) be the groupoid arising from (S,C) via the standard
construction. We inductively deﬁne words in the variables x and y by W0(x, y) = x, W1(x, y) = y, and Wi(x, y) =
Wi−2(x, y) ∗ Wi−1(x, y) for all i2. For i < 0 Wi(x, y) is also well deﬁned because
Wi−1 = (Wi−1(x, y) ∗ Wi(x, y)) ∗ Wi(x, y) = Wi+1(x, y) ∗ Wi(x, y).
For any distinct a, b ∈ S, the unique circuit in C traversing the edge ab is given by
(W0(a, b),W1(a, b), . . . ,Wm−1(a, b)),
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where m is the length of the circuit. This notation was introduced in [5]. For each k ∈ K we can now deﬁne a binary
operation \k as follows:
• For all a ∈ S, a\ka = a.
• For all distinct a, b ∈ S, a\kb is the unique solution to Wk(a, x) = b.
Notice that Wk(a, x) = b does indeed have a unique solution. The edge ab is in C(k) for some unique circuit C ∈ C,
and if
C = (. . . , a, u1, u2, . . . , uk−1, b, . . .)
then u1 is the unique solution.
It is well known, and straightforward to prove, that the groupoid arising from a circuit system (S,C) is row latin if
and only if (S,C) is 2-perfect [8]. Thus, if (S,C) is a 2-perfect circuit system we can construct an algebraic quasigroup
(S, ∗, /, \) where ∗ = / is the binary operation given by the standard construction, and \ is the binary operation \2
deﬁned above.
It is natural to generalise these ideas as follows. Let K = {k1, k2, . . . , kt } be any subset of {1, 2, . . . , (m − 1)/2}
with 1 ∈ K , and let (S,C) be a K-perfect m-circuit system. We construct an algebra (S, ∗, \k1 , \k2 , . . . , \kt ), which
we call the algebra arising from the K-perfect circuit system (S,C). Here, ∗ is the binary operation given by the
standard construction, and \k1 , \k2 , . . . , \kt are the binary operations deﬁned above. As an abbreviation we will denote
the algebra (S, ∗, \k1 , \k2 , . . . , \kt ) as (S, ∗, \K) where K = {k1, k2, . . . , kt }. Of course \K is not itself an operation.
The underlying graph of an m-circuit C = (v1, v2, . . . , vm) (equivalently the graph C(1)) in which v1, v2, . . . , vm
are distinct is an m-cycle. Thus, we call an m-circuit system (S,C) an m-cycle system if v1, v2, . . . , vm are distinct for
each m-circuit (v1, v2, . . . , vm) ∈ C. The technical difference between our deﬁnition of m-cycle system and the usual
deﬁnition, in which the elements of C are m-cycles rather than walks around them, is of no consequence. For all m3
and any subset K of {1, 2, . . . , (m − 1)/2} with 1 ∈ K , we deﬁne CKm to be the class of algebras arising from all
K-perfect m-cycle systems (of both ﬁnite and inﬁnite order).
The purpose of this paper is to give a complete solution to the question of when CKm is a variety. As such we prove
the following theorem.
Theorem 1.1. Let m3 be an integer and let K ⊆ {1, 2, . . . , (m − 1)/2} with 1 ∈ K . The class CKm is a variety if
and only if
• m = 4,
• m /≡ 2 (mod 4), and
• for all t in the range 1 t <m/2, at least one of t, t/2 or (m − t)/2 is in K.
Moreover, when CKm is a variety it is deﬁned by the following identities:
x2 = x,
(xy)y = x,
Wm(x, y) = x,
x\kWk(x, y) = y for all k ∈ K,
Wk(x, x\ky) = y for all k ∈ K.
It follows immediately from this theorem that C{1}m is a variety for m ∈ {3, 5} only, and that C{1,2}m is a variety for
m ∈ {3, 5, 7} only. These results are well known, see [5,6]. Also see [2–4,7,9–12] for related results.
2. Some existence results
In this section we will show that certain K-perfect m-circuit systems exist by using methods from [12]. To use the
methods we need to introduce a number of deﬁnitions. An edge coloured graph G∗ is a graph G, which may contain
parallel edges but does not contain loops, along with an assignment of colours to the edges G. We denote by rK∗n the
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graph with n vertices and with exactly one edge of each of r colours between each pair of vertices. Two edge coloured
graphsG∗ andH ∗ are isomorphic if there is a bijection  : V (G∗) → V (H ∗) such that the edge ab is inG∗ if and only
if the edge (a)(b) is in H ∗, and ab and (a)(b) are assigned the same colour in G∗ and in H ∗. An edge coloured
G∗-decomposition of rK∗n is an edge disjoint collection of edge coloured subgraphs of rK∗n, each isomorphic to G∗,
whose edge sets partition the edge set of rK∗n. When we wish to identify the set S of vertices of rK∗n and the set G∗ of
edge coloured subgraphs, we write the edge coloured G∗-decomposition as a pair (S,G∗). We will use the following
theorem and corollary from [12].
Theorem 2.1 (Li Marzi et al. [12]). Let G∗ be an edge coloured subgraph of rK∗n with the property that each of the
r colours is assigned to exactly m edges of G. Suppose there exists an assignment of the integers 1, 2, 3, . . . , m to the
edges of G such that:
• parallel edges are assigned the same integer, and
• for each colour , the integers assigned to the edges coloured  are distinct.
Then there exists an edge colouredG∗-decomposition of rK∗q for all sufﬁciently large prime powers q ≡ 1 (mod 2m).
Corollary 2.1 (Li Marzi et al. [12]). If G∗ is a simple edge coloured subgraph of rK∗n with each of the r colours
assigned to m edges of G then there exists an edge coloured G∗-decomposition of rK∗q for all sufﬁciently large prime
powers q ≡ 1 (mod 2m).
In [12], the next corollary was only stated for K = {1, 2, 3}, but essentially the same proof gives the result for
general K.
Corollary 2.2. Let m be a positive integer and let K ⊆ {1, 2, . . . , (m − 1)/2} with 1 ∈ K . There exists a K-perfect
m-cycle system of order q for all sufﬁciently large prime powers q ≡ 1 (mod 2m).
Proof. Let C be an m-cycle. Let r = |K| and let {k | k ∈ K} be a set of r distinct colours. For each k ∈ K , let
C∗(k) be C(k) with all of its edges coloured k . Let C∗ be the edge coloured graph with vertex set V (C) and edge set⋃
k∈KE(C∗(k)). ClearlyC∗ is a simple subgraph of rK∗m, withm edges of each of the r colours. Hence byCorollary 2.1,
there is an edge coloured C∗-decomposition (S,C∗) of rK∗q for all sufﬁciently large prime powers q ≡ 1 (mod 2m).
Let C∗ = {C∗1 , C∗2 , . . . , C∗t } and for i = 1, 2, . . . , t let Ci be the unique m-cycle whose edges are the edges of colour
1in C∗i . Then it is clear that (S, {C1, C2, . . . , Ct }) is a K-perfect m-cycle system of order q. 
A (t, m− t)-hourglass is anm-circuit (v1, v2, . . . , vt , v1, vt+1, vt+2, . . . , vm−1), where v1, . . . , vm−1 are all distinct.
For convenience we always assume that tm − t . Thus for a (t, m − t)-hourglass to exist we must have 62tm.
We call v1 the centre point of (v1, v2, . . . , vt , v1, vt+1, . . . , vm). A (t, m − t)-hourglass system is an m-circuit system
(S,C) where all the m-circuits in C are (t, m − t)-hourglasses.
Corollary 2.3. Let m and t be positive integers with 62tm and let K be any subset of {1, 2, . . . , (m−1)/2}\{t/2,
t, (m − t)/2} with 1 ∈ K . Then there is a K-perfect (t, m − t)-hourglass system of order q for all sufﬁciently large
prime powers q ≡ 1 (mod 2m).
Proof. Let H = (v1, v2, . . . , vt , v1, vt+1, . . . , vm−1) be a (t, m − t)-hourglass. Let r = |K| and let {k | k ∈ K} be a
set of r distinct colours. LetH ∗(k) beH(k)with all the edges coloured k . For each k ∈ K , letH ∗ bethe edge coloured
graph with vertex set {v1, . . . , vm−1} and edge set⋃k∈KE(H ∗(k)). There are no loops in H ∗ because t /∈K .
We want to show that H ∗ is an edge coloured subgraph of rK∗n for nm− 1 and that its edges can be labelled with
integers so that the conditions of Theorem 2.1 are satisﬁed. Firstly we will show that any two parallel edges in H ∗ have
v1 at one of the end points. Choose two parallel edges with end points vi and vj and suppose they are assigned colours
k and l . This implies that there are H-walks of length k and l between vi and vj . If neither vi nor vj is the centre
point it follows that k + l = m. But then k or lm/2 which is a contradiction as k and l ∈ K . So all pairs of parallel
edges are incident with the centre point.
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Now we show that parallel edges have distinct colours, which means that H ∗ is indeed a subgraph of rK∗n for
nm− 1. Suppose two parallel edges, with end points at v1 and vi are assigned the same colour k . Since k <m/2, it
is easy to see that vi must be opposite v1 in the t-cycle, or opposite v1 in the (m − t)-cycle. That is, i = (t + 2)/2 or
i = (m + t)/2. But then k = t/2 or (m − t)/2 which is a contradiction.
We now obtain the required labelling for Theorem 2.1. We have seen that every set of parallel edges has v1 as an
end point. There are m − 2 vertices in H other than v1, so there are at most m − 2 sets of parallel edges. For each set
X of parallel edges, label all the edges in X with an integer between 1 and m − 2 inclusive so that distinct sets receive
distinct labels. We need to label the remaining edges. Given a speciﬁc k ∈ K , consider all the edges of colour k , there
are m of these. Those which occur in sets of parallel edge have been labelled already, say with integers {1, . . . , s}.
Label the remaining edges of colour k with integers from the set {1 . . . , m}\{1, . . . , s} so that distinct edges are
labelled with distinct integers. By repeating this process for all k ∈ K we obtain a labelling of H ∗ which satisﬁes the
conditions of Theorem 2.1.
Hence, by Theorem 2.1 there exists an edge coloured H ∗-decomposition (S,H∗) of rK∗q for all sufﬁciently large
prime powers q ≡ 1 (mod 2m). LetH∗={H ∗1 , H ∗2 , . . . , H ∗t } and for i=1, 2, . . . , t letHi be the uniquem-circuit whose
edges are the edges of colour 1 in H ∗i . Then it is clear that (S, {H1, H2, . . . , Ht }) is a K-perfect (t, m − t)-hourglass
system of order q. 
3. Homomorphisms
An n×m array is a function, A : {1, . . . , n}× {1, . . . , m} → S where S is some set. The ith row of A is the sequence
A(i, 1), . . . , A(i,m) and the jth column of A is the sequence A(1, j), . . . , A(n, j). We denote the jth column of A by
A[j ]. Two columns A[i] and A[j ] are orthogonal if put side by side the rows list all the ordered pairs of S, that is
{(A(1, i), A(1, j)), . . . , (A(n, i), A(n, j))} = S × S. We denote this by A[i] ⊥ A[j ]. If every pair of columns in A
are orthogonal then A is an orthogonal array. We call two columns A[i] and A[j ] parallel if A(k, i) = A(k, j) for
k = 1, 2, . . . , n. We denote this by A[i]‖A[j ]. If A : {1, . . . , n} × {1, . . . , m} → {1, 2, . . . , N} is an array then the
array A + k : {1, . . . , n} × {1, . . . , m} → {1, 2, . . . , N} is deﬁned by (A + k)(i, j) = A(i, j) + k reduced modulo N
on the residues {1, 2, . . . , N}.
Theorem 3.1. Let m3 be an integer, let K be any subset of {1, 2, . . . , (m − 1)/2} with 1 ∈ K , and let (S, ∗, \K)
be the algebra arising from aﬁnite K-perfect m-circuit system (S,C). Then there is an algebra arising from a ﬁnite
K-perfect m-cycle system which has a homomorphism onto (S, ∗, \K).
Proof. Let s = |S|. Choose large enough r such that:
• a K-perfect m-cycle system (R,C′) exists with R = {1, 2, . . . , r};
• an orthogonal array A : {1, . . . , r2} × {1, . . . , m} → R exists.
By Theorem 2.1 and [13] such an r exists. We use these to construct a K-perfect m-cycle system of order rs. Then
we show it gives rise to an algebra which has a homomorphism onto (S, ∗, \K). For each C = (v1, . . . , vm) ∈ C we
construct an r2 × m array AC which has the following properties:
(i) For i = 1, 2, . . . , m if k ∈ K then AC[i] ⊥ AC[i + k] (column indices are reduced modulo m on the residues
1, 2, . . . , m)
(ii) If vi = vj and i = j then AC[i]‖AC[j ].
We construct AC from A. Consider vertex vi ∈ C. If vj = vi for all j < i then we let AC[i] =A[i]. Otherwise, we ﬁnd
the smallest j such that vj = vi and let AC[i] = (A+ (j − i))[j ] so that AC[i]‖AC[j ]. We do this for i = 1, 2, . . . , m.
Note that any pair of columns of AC are orthogonal or parallel. Suppose AC[i] /⊥ AC[i + k]. Then AC[i]‖AC[i + k],
so vi = vi+k and hence k /∈K . So by contraposition, property (i) holds for AC . The array AC also satisﬁes property (ii)
because if vi = vj and i = j then AC[i] = (A + (i − h))[h] and AC[j ] = (A + (j − h))[h] where h is the smallest
integer such that vh = vi = vj . Clearly (A + (i − h))[h]‖(A + (j − h))[h].
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On R × S deﬁne a set D of circuits as follows:
(1) For each v ∈ S, place a copy of (R,C′) on R × {v} and place all these m-cycles in D.
(2) For each circuit C = (v1, . . . , vm) in C and each row x1, . . . , xm of AC place the m-cycle ((x1, v1), . . . , (xm, vm))
in D. Property (ii) of AC ensures that these are indeed cycles.
To show that (R × S,D) is a K-perfect m-cycle system it is sufﬁcient to show that
• |D| = rs(rs − 1)/2m;
• for every pair of vertices (x, u) and (y, v) ∈ R × S and each k ∈ K there is a D-walk of length k from (x, u) to
(y, v).
The number of cycles given by (1) is sr(r − 1)/2m and the number of cycles given by (2) is r2s(s − 1)/2m, so
|D| = rs(rs − 1)/2m. Let k ∈ K and (x, u), (y, v) ∈ R × S. Since (R,C′) is K-perfect there is a C′-walk of length
k from x to y, let it be v1, . . . , vk+1. If u = v then (v1, u), (v2, u), . . . , (vk+1, u) is a D-walk of length k from (x, u)
to (y, v). If u = v, there is a C-walk of length k between u and v for some C ∈ C as (S,C) is K-perfect. Suppose the
C-walk is ui, . . . , ui+k . By property (i) of AC , AC[i] ⊥ AC[i + k] so we can ﬁnd a row x1, . . . , xm of AC such that
xi = x and xi+k = y. Then (xi, ui), (xi+1, ui+1), . . . , (xi+k, ui+k) is a D-walk of length k from (x, u) to (y, v). So
(R × S,D) is a K-perfect m-cycle system.
Let (R×S, ∗, \K) be the algebra arising from the standard construction on (R×S,D). It is straightforward to show
that  : R × S → S deﬁned by (x, v) = v is the required homomorphism. 
4. Main results
The following lemma gives ﬁve properties of Wi which we use in this section.
Lemma 4.1. Let (S, ∗, \K) be an algebra arising from a K-perfect circuit system and let i and j be integers.
(i) Wi(Wj (x, y),Wj+1(x, y)) = Wi+j (x, y),
(ii) if Wm(x, y) = x for all x, y ∈ S then Wi+m(x, y) = Wi(x, y) for all x, y ∈ S,
(iii) Wi(x, y) = W1−i (y, x),
(iv) Wi(Wj (x, y),Wj−1(x, y)) = Wj−i (x, y),
(v) Wi(x, x) = x for all x ∈ S.
Proof. (i) This property was proven in [5].
(ii) Wi(x, y) = Wm(Wi(x, y),Wi+1(x, y)) since Wm(x, y) = x for all x, y ∈ S
=Wi+m(x, y) by Property (i).
(iii) We use induction on i to prove this property. The property holds for i = 0 as W0(x, y)= x =W1(y, x). Suppose
the property holds for i = k so Wk(x, y) = W1−k(y, x). Let i = k + 1. Then
Wi(x, y) = Wk+1(x, y)
=Wk(y, xy) by Property (i)
=W1−k(xy, y) by inductive hypothesis
=W1−k(W−1(y, x),W0(y, x))
=W−k(y, x) by Property (i)
=W1−i (y, x).
Hence by induction Wi(x, y) = W1−i (y, x) holds for all i0.
If i < 0 let i = 1 − j where j > 1. Then
Wi(x, y) = W1−j (x, y) = Wj(y, x) = W1−i (y, x).
2044 R. Brier, D. Bryant / Discrete Mathematics 306 (2006) 2038–2046
So Wi(x, y) = W1−i (y, x) for all i ∈ Z.
(iv) Wi(Wj (x, y),Wj−1(x, y)) = W1−i (Wj−1(x, y),Wj (x, y)) by Property (iii)
=Wj−i (x, y) by Property (i).
(v) We use induction to show that this is true for i0. The property holds for i = 0, 1 and 2. Assume it holds for
0 ik. Then Wk+1(x, x) = Wk−1(x, x) ∗ Wk(x, x) = x ∗ x = x. Thus Wi(x, x) = x for i0. Now if i < 0 then
1 − i > 0 so Wi(x, x) = W1−i (x, x) = x. 
Now for the ﬁrst major theorem of this section.
Theorem 4.1. Let m be a positive integer with m6 and let K be any subset of {1, 2, . . . (m− 1)/2} with 1 ∈ K . If
• m /≡ 2 (mod 4) and
• for all integers t, 1 tm/2 at least one of t, t/2 or (m − t)/2 ∈ K
then CKm is a variety and a deﬁning set of identities is
x2 = x,
(xy)y = x,
Wm(x, y) = x,
x\kWk(x, y) = y for all k ∈ K,
Wk(x, x\ky) = y for all k ∈ K.
Proof. Firstly we need to show that CKm satisﬁes these equations, but this just follows from the discussion in Section
1 because the algebras in CKm arise from K-perfect m-circuit systems. Conversely, we need to show that any algebra
(S, ∗, \K) which satisﬁes these identities arises from a K-perfect m-cycle system on S. Deﬁne a collectionC of circuits
by
C= {(W0(a, b),W1(a, b),W2(a, b),W3(a, b), . . . ,Wm−1(a, b)) | a = b ∈ S}.
For brevity we write Wi(a, b) as Wi from now on. We want to show that (S,C) is a K-perfect m-cycle system.
Firstly we show that C is a set of m-cycles. Let (W0,W1, . . . ,Wm−1) ∈ C and suppose W0,W1, . . . ,Wm−1 are
not all distinct. Then there exist i ∈ {0, 1, . . . , m − 1} and j ∈ {1, . . . , m/2} such that Wi = Wi+j . If j = 1 then
Wi ∗ Wi+1 = Wi+2, so then Wi+1 ∗ Wi+2 = Wi+3 and so it follows that
Wi = Wi+1 = Wi+2 = · · · = Wm = a = Wm+1 = b
which is a contradiction as a = b. If j = 2 then
Wi+1−m/2 = Wm/2(Wi+1,Wi) (by Lemma 4.1 (iv))
=Wm/2(Wi+1,Wi+2)
=Wi+1+m/2 (by Lemma 4.1(i)).
Now if m is odd then
Wi+1+m/2 = Wi+1−m/2 (from above)
=Wi+1−(m−1)/2
=Wi+1+(m+1)/2 (by Lemma 4.1(ii))
=Wi+2+(m−1)/2
=Wi+2+m/2.
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But from this we can conclude that a = b (similarly to the case j = 1), thus m is even. Now at least one of 4, 2 or
(m − 4)/2 ∈ K so K contains an even element say 2l. Then
W2l (Wi+1−l ,Wi+2−l ) = Wi+1+l (by Lemma 4.1(i))
=Wl(Wi+1,Wi+2) (by Lemma 4.1(i))
=Wl(Wi+1,Wi)
=Wi+1−l (by Lemma 4.1(iv))
=W2l (Wi+1−l ,Wi+1−l ) (by Lemma 4.1(v)).
Thus either Wi+1−l = Wi+2−l from which we can conclude that a = b which is a contradiction, or that 2l /∈K which
is a contradiction, so j = 2.
Thus j ∈ {3, . . . , m/2}. Now
Wj(Wi,Wi+1) = Wi+j (by Lemma 4.1(i))
=Wi
=Wj(Wi,Wi) (by Lemma 4.1(v))
implies that j /∈K . If j is odd then clearly j/2 /∈K . If j is even then
Wj/2(Wi+j/2,Wi+(j/2)−1) = Wi (by Lemma 4.1(iv))
=Wi+j
=Wj/2(Wi+j/2,Wi+(j/2)+1) (by Lemma 4.1(v)).
Thus either Wi+(j/2)−1 = Wi+(j/2)+1 or j/2 /∈K . But the former leads to a contradiction similarly to the j = 2 case.
So j/2 /∈K .
If m − j is odd then clearly (m − j)/2 /∈K . If m − j is even then
W(m−j)/2(Wi−(m−j)/2,Wi−(m−j)/2+1) = Wi (by Lemma 4.1(i))
=Wi+j
=W(m−j)/2(Wi+(m+j)/2,Wi+(m+j)/2−1) (by Lemma 4.1(iv))
=W(m−j)/2(Wi−(m−j)/2,Wi−(m+j)/2−1) (by Lemma 4.1(iii)).
Then either Wi−(m−j)/2+1 = Wi−(m−j)/2−1 or (m − j)/2 /∈K . But the former leads to a contradiction similarly to the
j = 2 case. So (m − j)/2 /∈K .
But then j, j/2 and (m − j)/2 /∈K which is a contradiction. So (W0,W1, . . . ,Wm−1) contains no repeats, hence
(W0,W1, . . . ,Wm−1) is an m-cycle.
Now we show that (S,C) is an m-cycle system. Clearly every edge in the cycle (W0(a, b),W1(a, b),W2(a, b), . . . ,
Wm−1(a, b)) generates the same cycle by the deﬁnition of Wi and the fact that Wm(a, b)= a. So an edge ab cannot be
in two different cycles. Furthermore, every edge ab will be in some cycle in C. So (S,C) is an m-cycle system.
Finallywe show that (S,C) isK-perfect.Givendistincta andb inS and k ∈ K let c=a\kb andC=(W0(a, c),W1(a, c),
W2(a, c), . . . ,Wm−1(a, c)). ThenC(k) contains the edge ab. Furthermore, no other graph inC(k) can contain the edge
ab as \k is well deﬁned. So C(k) partitions the edge set of the complete graph on S and (S,C) is k-perfect. Since k is
an arbitrary element of K, (S,C) is K-perfect. Clearly (S,C) gives rise to the algebra (S, ∗, \K). 
We now prove the converse of the above theorem:
Theorem 4.2. Let m be a positive integer with m6 and let K be any subset of {1, 2, . . . , (m − 1)/2} with 1 ∈ K .
If either:
(i) m ≡ 2 (mod 4) or
(ii) there is an integer t, 1 tm/2, such that t, t/2 and (m − t)/2 /∈K
then CKm is not a variety.
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Proof. First supposem ≡ 2 (mod 4). Then byCorollary 2.3 there is a ﬁniteK-perfect (m/2,m/2)-hourglass system. By
Theorem 3.1 there is a K-perfect m-cycle system which gives rise to an algebra with a homomorphism onto the algebra
arising from this K-perfect (m/2,m/2)-hourglass system. Now suppose there is an integer t, 1 tm/2, such that t,
t/2 and (m− t)/2 /∈K . Since 1 ∈ K , 3 tm/2. Thus by Corollary 2.3 there is a ﬁnite K-perfect (t, m− t)-hourglass
system. By Theorem 3.1 there is a K-perfect m-cycle system which gives rise to an algebra with a homomorphism onto
the algebra arising from this K-perfect (t, m − t)-hourglass system.
Finally we show that algebras arising from (t, m− t)-hourglass systems cannot arise from m-cycle systems. Because
of the results proven in the previous paragraph, this implies that CKm is not closed under the taking of homomorphic
images and hence is not a variety. Given a speciﬁc integer t, with 3 tm/2, algebras arising from m-cycle systems
have the property that Wt(x, y) = x implies x = y. Algebras arising from (t, m − t)-hourlgass systems, however, do
not have this property for if (v1, . . . , vt , v1, vt+1, . . . , vm−1) is a (t, m− t)-hourglass in a (t, m− t)-hourglass system
then Wt(v1, v2) = v1. Thus, in no case does an algebra arising from a (t, m − t)-hourglass system also arise from an
m-cycle system. We conclude that CKm is not closed under homomorphic images and hence is not a variety. 
Theorems 4.1 and 4.2 prove Theorem 1.1 for m6. For m ∈ {3, 4, 5} the result for K = {1} follows from [5] and
for K = {1, 2} from [6].
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