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Abstract
A modified regularized robust filter is proposed for spacecraft attitude determination in the presence of relative misalignment
of attitude sensors. The filter is designed to minimize the worst-possible residual norm on condition that there is parametric un-
certainty in the measurement model. The weighting matrix of the residual norm is designed to minimize the upper bound of the 
estimation error variance. The performance of the proposed attitude determination robust filter is illustrated with the use of real
test data from a real three-floated gyroscope. Simulation results demonstrate that the attitude estimation accuracy is improved by 
using the proposed algorithm. 
Keywords: Kalman filter; regularized robust filter; spacecraft attitude estimation; misalignment; nonlinear system 
1. Introduction1
The Kalman filter is the optimal linear least-mean 
square estimator for systems that are described by lin-
ear state-space models. One central assumption of the 
Kalman filter is that the state-space model is exactly 
known. However, in practice, this assumption is often 
violated. In this case, the performance of the Kalman 
filter can deteriorate significantly. This problem has 
been well recognized, and several robust filters are 
proposed to limit the effect of model uncertainties on 
filtering performance. Some known robust filters are 
H filtering [1-4], set-valued estimation [5-6], and guar-
anteed-cost estimation [7-8]. A common limitation of the 
robust filters is that they require testing of certain ex-
istence condition at each iteration. If the existence con-
dition fails at some step, the robustness of the filter is 
not valid anymore [9].
The regularized robust filters are developed in 
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Refs. [9]-[10]. Instead of iteratively minimizing the 
regularized residual norm as the standard Kalman filter 
does, the regularized robust filter minimizes the worst 
possible regularized residual norm over the set of the 
considered uncertainties. The main advantage of the 
regularized robust filter is that it does not require exis-
tence condition, which facilitates the application of the 
method. The regularized robust filter for descriptor 
systems is proposed in Ref. [11]. To achieve good 
tradeoff between the accuracy and the robustness, a 
new robust filter is proposed in Ref. [12] by interpo-
lating the standard Kalman filter and the regularized 
robust filter. It should be mentioned that only the un-
certainty in the dynamic model is taken into considera-
tion in Ref. [9] and Ref. [12]. 
The attitude determination system composed of gy-
roscopes and star sensors is widely used in the space-
craft with precision pointing requirement. The meas-
urements of the gyroscopes and the star sensors are 
usually combined with a Kalman filter [13-16]. One of 
the most dominant sources degrading the performance 
of the Kalman filter is the misalignment of the attitude 
sensors [17-19]. Even if the on-orbit calibration is im-
plemented, the filtering performance will still suffer 
from the residual alignment calibration error. In fact, 
the misalignment can be described as parametric un-Open access under CC BY-NC-ND license.
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certainty in the measurement model. It is expected that 
a robust filter can be derived to suppress the unfavor-
able effect of the misalignment or the residual align-
ment calibration error.  
Motivated by the encouraging results in Refs. [9]- 
[12], the regularized robust filtering technique is 
adopted to design the spacecraft attitude estimator in 
the presence of measurement model uncertainty, such 
that the accuracy of the attitude estimate is improved. 
The proposed method is different from the regularized 
robust filters in previous works in that the weighting 
matrix of the residual norm is chosen so as to mini-
mize the upper bound of the estimation error. To the 
best of authors’ knowledge, regularized robust filters 
to deal with the misalignment in the spacecraft attitude 
determination system have not been considered in the 
literature yet. 
Notation: |||| stands for the largest singular value for 
matrix, tr(·) is the trace for matrix, and ||x||P the weight 
norm of a vector x defined by ||x||P=(xTPx)1/2, AT and 
A+ are the transpose and the pseudoinverse of the ma-
trix A, respectively; P > 0 (P t 0) denotes a posi-
tive-definite (semidefinite) matrix. 
2. Problem Statement 
Consider the following uncertain discrete-time lin-
ear stochastic system: 
1k k k k x F x w              (1) 
( )k k k k k  G y H H x v           (2) 
where xkRl is the state vector, ykRm the measure-
ment output, wkRl and vkRm are the process and 
measurement noises, FkRlul and HkRmul the known 
nominal system matrices, GHkRmul is time-varying 
uncertainty in the measurement model. wk and vk are 
assumed to be uncorrelated white zero-mean random 
variables with covariance matrices 
T T( ) , ( )k k k k k kE E  w w Q v v R        (3) 
where Qk and Rk are known positive-definite matrices. 
The uncertainty GHk is modeled as 
Hk k k kG  H M E'             (4) 
where Mk and Ek are known scaling matrices with ap-
propriate dimensions. In Section 5, we will illustrate 
how to determine the quantities of Mk and Ek for the 
considered spacecraft attitude determination system. 
'Hk is an unknown matrix that satisfies 
T
H Hk k d I' '                (5) 
From Eq. (5), the largest singular value for the ma-
trix 'Hk is less or equal to 1, or ||'Hk||d1. In addition, it 
is assumed that the following conditions are satisfied:  
T 2 T
H H( ) ,k k x k kE Jd dx x I I' '        (6) 
T
k k dE E I     (7) 
Generally, for physical processes with finite energy, it 
is reasonable to assume that the covariance of the state 
vector xk is bounded. Especially, for the considered 
attitude determination system, as the state vector is the 
attitude error whose magnitude is limited in the pres-
ence of the star sensor, the bound Jx can be obtained 
according to the accuracy of the star sensor. As the 
magnitude of the model uncertainty GHk can be scaled 
by the matrix Mk, the condition       d I will be ful-
filled if Mk is large enough. The conditions in Eqs. (6)- 
(7) will be used in Section 4 to formulate the upper 
bound of the estimation error variance of the desired 
filter. 
In this paper, we pursue the design of a modified 
regularized robust filter for the system with uncertainty 
in the measurement model, and try to enforce certain 
minimum error variance property. The algorithm is 
designed by following a two-step procedure.  
Firstly, we determine the structure of the desired fil-
ter by solving a min-max problem with the cost func-
tion shown as follows: 
1 1
2 2
| 1ˆ( ) ( )
k k
k k k k k k k kJ       G& & & &S Tx x x y H H x
        (8) 
where 1k
S  and 1k
T  are weighting matrices to be de-
termined, | 1ˆk kx is the prediction of the state calcu-
lated as 
| 1 1ˆ ˆk k k k  x F x                (9) 
where ˆkx  is the estimate of the state.  
Secondly, we choose the matrices Sk and Tk so as to 
minimize the upper bound of the estimation error vari-
ance.
3. Solution of Min-Max Problem 
The min-max problem can be solved by using the 
following theorem. 
Theorem 1  Consider the following optimization 
problem: 
2
{ , }
ˆ arg min max [
G G
 & &
x A b
x x 3
2( ) ( ) ] G   G& &WA A x b b         (10) 
where A is a known matrix, b a known vector, and x an 
unknown vector; 3 =3 T> 0 and W=W T> 0 are given 
weighting matrices; GA and Gb are uncertainties mod-
eled by 
a b[ ] [ ]G G  A b C E E'           (11) 
where C, Ea and Eb are known matrices, and ' is an 
unknown matrix that satisfies ||' ||d1. The solution of 
Eq. (10) is given by 
T 1 T T
a b
ˆˆ ˆˆˆ ( ) ( )E  x A WA A Wb E E3    (12) 
where the matrices 3ˆ  and Wˆ  are defined by 
T
a a
T T
ˆˆ
ˆˆ ( )
E
E 
­  °®   °¯
E E
W W WC I C WC C W
3 3
    (13) 
T
k kE E
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and Eˆ  is a positive scalar parameter obtained by 
solving the following optimization problem: 
T
ˆ arg min ( )GEE Et & &C WC    (14) 
where the function G(E ) is defined as follows: 
2 2
( ) a b( ) ( ) ( )G EE E E E   & & & &x E x E3
2
( )( ) EE & &WAx b           (15) 
The auxiliary functions are defined by 
T
a a
T T
( )
( ) ( )
E E
E E 
­  °®   °¯
E E
W W WC I C WC C W
3 3
  (16) 
and
T 1 T T
a b( ) ( ( ) ( ) ) ( ( ) )E E E E E  x A W A A W b E E3
         (17) 
The proof of Theorem 1 can be found in Ref. [20]. It 
is argued in Ref. [10] that a reasonable approximation 
for Eˆ  is to choose it as Eˆ =(1+D)E l, for some D > 0 
and where E l=||CTWC||. With this approximation, the 
pseudoinverse operation in Eq. (13) can be replaced by 
normal matrix inversion. By using the matrix inversion 
lemma, we obtain the following expression: 
1 1 T 1ˆˆ ( )E   W W CC          (18) 
With the appropriate definition of the parameters, 
the recursive form for the desired robust filter can be 
obtained by applying Theorem 1. The vector in the 
second term of Eq. (8) is rewritten as 
( )k k k k  G  y H H x
| 1 | 1ˆ ˆ( )( )k k k k k k k k   G   G H H x x H x
| 1ˆ( )k k k k  y H x
| 1ˆ( )( )k k k k k k  G  G  H H D x x
| 1ˆ( )k k k ky H x              (19) 
where GDkRlul is an unknown time-varying matrix 
that satisfies 
| 1 | 1ˆ ˆ( )k k k k k k k G  G H x D x x       (20) 
The matrix GDk is modeled as 
Dk kG  D G'    (21) 
where 'DkRlul is an unknown matrix that satisfies 
T
D Dk k d I' '              (22) 
and GRlul is a constant scaling matrix introduced to 
facilitate the application of Theorem 1. Surely, it may 
be difficult to determine G. In Section 4, we will show 
that the quantity of G is not required for the imple-
mentation of the filter. Considering Eq. (19), the filter 
design problem is written as the following min-max 
problem: 
{ }
ˆ arg min max ( )
k k
k kJcG
  
x H
x x
1
2
| 1{ }
ˆarg min max[
kk k
k k k cG
 & &Sx H x x
| 1ˆ( )( )k k k k k k G  G  & H H D x x
1
2
| 1ˆ( ) ]
k
k k k k  &Ty H x           (23) 
where
H
D
[ ] k kk k k k
k
ª º ª ºcG  G  G  « » « »¬ ¼« »¬ ¼
E
H H D M I
G
'
'
        (24) 
Eq. (23) can be written more compactly in the form 
of Eq. (10) with the following identifications: 
1
| 1ˆ , ,k k k k k

m  m mx x x S A H3
| 1ˆ,k k k k k kG m G  G m A H D b y H x
1, , [ ]k k
G m m m0b W T C M I
H
a b
D
, ,k k
k
ª º ª º ª ºm m m« » « » « »¬ ¼ ¬ ¼« »¬ ¼
0
0
E
E E
G
'' '
From Theorem 1, the solution ˆkx  of Eq. (23) is 
given by 
1 T T
| 1
ˆˆ ˆ { ( )k k k k k k kE    x x S E E G G
T 1 T 1 1 Tˆ[ ( )] } [k k k k k k k kE     H T I M M H H T
1 T 1
| 1
ˆ ˆ( )] ( )k k k k k k kE    I M M y H x     (25) 
The parameter ˆkE  is approximated by  
l
ˆ ˆ(1 )k kE D E 
where D is a positive scalar and 
T
1
l
ˆ [ ]kk k kE ª º « »¬ ¼
M T M I
I
Defining a gain matrix Kk as 
1 T T Tˆ{ ( ) [k k k k k k kE    K S E E G G H T
1 T 1 1 Tˆ ( )] } [k k k k k kE    I M M H H T
1 T 1ˆ ( )]k k kE  I M M          (26) 
And Eq. (25) for ˆkx  becomes 
| 1 | 1ˆ ˆ ˆ( )k k k k k k k k   x x K y H x   (27) 
So far, we obtain the recursive form of the desired 
filter shown in Eq. (9) and Eqs. (26)-(27). The weigh- 
ting matrices 1k
S  and 1k
T  remain to be determined. In 
Ref. [10], Tk is chosen as Tk=Rk, and Sk is chosen as 
error variance in the worst case, which is calculated 
via a Ricatti recursion. In this paper, Sk and Tk are 
treated as free design parameters that give the possibil-
ity for achieving further performance requirements. 
4. Optimization of Weighting Matrices 
We define the estimation error as 
ˆk k k x x x                (28) 
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and the predication error as 
| 1 | 1ˆk k k k k  x x x             (29) 
In this section, the freedom on the weighting matri-
ces in the expression of the desired filter is applied to 
minimizing the upper bound of the covariance of kx .
The main result is summarized in the following theo-
rem. 
Theorem 2  Consider the uncertain system de-
scribed by Eqs. (1)-(5) and the robust filter described 
by Eq. (9), Eqs. (26)-(27). If the conditions in Eqs. (6)- 
(7) are fulfilled, the state estimation error variance of 
the filter will satisfy the boundedness condition 
T( )k k kE d x x 6              (30) 
for 0 < k d n, where n is an arbitrary positive integer 
and 6k is the solution of the following discrete-time 
Riccati difference equation: 
T
| 1 1k k k k k k  F F Q6 6           (31) 
T
| 1(1 )( ) ( )k k k k k k kH     I K H I K H6 6
1 2 T T T(1 ) x k k k k k k kH J K M M K K R K     (32) 
with the initial condition 
T
0 0 0( )Et  x x6              (33) 
where H is a positive scalar. Moreover, if the weighting 
matrices are chosen as 
1 1 1 T T
| 1
ˆ(1 ) ( )k k k k k kH E      S E E G G6    (34) 
1 1 2 T[ (1 )k k x k kH J    T R M M
1 T 1ˆ ( )]k k kE  I M M           (35) 
then the gain matrix shown in Eq. (26) minimizes the 
trace of the upper bound 6k.
Proof  We will first formulate the upper bound for 
T( )k kE  x x , and then derive the gain matrix Kk that 
minimizes 6k. The matrices 1kS  and 1kT  are deter-
mined according to the derived Kk.
Substituting Eq. (27) into Eq. (28), the estimation 
error is given as 
| 1 | 1ˆ ˆ( )k k k k k k k k k    x x x K y H x     (36) 
From Eq. (2) and Eq. (29), Eq. (36) becomes 
| 1( )k k k k k k k k k k   G  x I K H x K H x K v   (37) 
Considering the conditions in Eq. (3), the error co-
variance matrix is expressed by 
T
| 1( ) {[( )k k k k k kE E     x x I K H x
| 1][( )k k k k k k kG  K H x I K H x
T T] }k k k k k kG K H x K R K         (38) 
From the matrix inequality 
1 2 1 2 1 2
| 1[ ( ) ][ (k k k k k k kH H H  G I K H x K H x I
1 2 T
| 1) ]k k k k k k kH   G t 0K H x K H x     (39) 
it follows that  
T T
| 1 | 1( ) ( )k k k k k k k kH     I K Ǿ x x I K H
T T T
| 1( )k k k k k k k G I K H x x H K
T T
| 1( )k k k k k k kG  K H x x I K H
1 T T T
k k k k k kH  G G t 0K H x x H K         (40) 
From Eq. (38) and Eq. (40), it is easy to see that 
T T
| 1 | 1( ) (1 )( ) ( )k k k k k k k kE EH  d      x x I K H x x
T 1 T( ) (1 ) ( )k k k k k kEH    G I K H K H x x
T T T
k k k k kG H K K R K            (41) 
Considering Eq. (4) and Eqs. (6)-(7), we obtain the 
following inequality 
T T 2 T( )k k k k x k kE JG G dH x x H M M        (42) 
Substituting Eq. (42) into Eq. (41) yields 
T T
| 1 | 1( ) (1 )( ) ( )(k k k k k k k kE EH  d      x x I K H x x I
T 1 2 T T) [(1 ) ]k k k x k k k kH J  K H K M M R K  (43) 
Substituting Eq. (1) and Eq. (9) into Eq. (29), and 
from Eq. (28), the prediction error is written as 
| 1 1k k k k k   x F x w             (44) 
According to Eq. (3), the covariance matrix of the 
predication error is expressed as 
T T T
| 1 | 1 1 1( ) ( )k k k k k k k k kE E       x x F x x F Q   (45) 
Then the induction method is used to prove Eq. (30). 
First, let k = 1. From Eq. (45) and Eq. (33), we have 
T T T
1|0 1|0 1 0 0 1 1( ) ( )E E  d   x x F x x F Q
T
1 0 1 1F F Q6              (46) 
From Eq. (31), the inequality Eq. (46) is modified as 
T
1|0 1|0 1|0( )E d x x 6            (47) 
From Eq. (32), Eq. (43) and Eq. (47), we obtain the 
upper bound of the error covariance matrix for k = 1: 
T T
1 1 1 1 1|0 1 1( ) (1 )( ) ( )E Hd     x x I K H I K H6
1 2 T T
1 1 1 1 1 1[(1 ) ]xH J   K M M R K 6    (48) 
Next, let k = ní1. Assume that 
T
1 1 1( )n n nE   d x x 6            (49) 
From Eq. (31), Eq. (45) and Eq. (49), it follows that 
T T
| 1 | 1 1 | 1( )n n n n n n n n n nE    d    x x F F Q6 6   (50) 
From Eq. (32), Eq. (43) and Eq. (50), it is easy to see 
that 
T T
| 1( ) (1 )( ) ( )n n n n n n n nE H d     x x I K H I K H6
1 2 T T[(1 ) ]n x n n n n nH J   K M M R K 6     (51) 
From Eq. (48) and Eq. (51), we conclude that for 
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0 < k d n, the boundedness condition Eq. (30) is satis-
fied.
Furthermore, we take the partial derivatives of tr(6k)
with respect to Kk as follows: 
T
| 1
tr( )
2(1 )( ) ( )k k k k k k
k
H w     w I K H HK
6 6
1 2 T2 [(1 ) ]k x k k kH J K M M R        (52) 
Let tr( ) / ,k kw w  0K6  we obtain the optimized fil-
ter gain matrix as follows: 
T T
| 1 | 1(1 ) [(1 )k k k k k k k kH H    K H H H6 6
1 2 T 1(1 ) ]x k k kH J  M M R         (53) 
Finally, we try to find appropriate 1k
S  and 1k
T
such that the gain matrix Eq. (26) will be identical to 
Eq. (53). From Eq. (32) and Eq. (53), Kk and 6k can be 
rewritten as equivalent forms 
T 1 2 T 1[(1 ) ]k k k x k k kH J   K H M M R6     (54) 
and
1 1 1 T 1
| 1(1 ) [(1 )k k k kH H       H6 6
2 T 1]x k k k kJ M M R H            (55) 
Substituting Eq. (55) into Eq. (54) yields 
1 1 T 1 2 T
| 1{(1 ) [(1 )k k k k x k kH H J      K H M M6
1 1 T 1 2 T 1] } [(1 ) ]k k k x k k kH J    R H H M M R   (56) 
It is clear that if 1k
S  and 1k
T  are chosen as Eq. (34) 
and Eq. (35), Eq. (26) is identical to Eq. (56). This 
completes the proof of Theorem 2. 
Substituting Eqs. (34)-(35) into Eq. (26), we obtain 
the resulting filter which is summarized by the follow-
ing equations. For the implementation of the filter, it is 
not necessary to calculate the matrices 1k
S  and 1k
T .
(1) Difference equation for state estimate: 
1 1ˆ ˆ ˆ( )k k k k k k k k   x F x K y H F x     (57) 
(2) Riccati difference equation: 
1 T 1
1[(1 ) ( )k k k k kH     F F Q6 6
T 1 1ˆ ]k k k
 H R H              (58) 
where
1 2 Tˆ (1 )k x k k kH J  R M M R         (59) 
(3) Gain matrix: 
T 1ˆ
k k k k
 K H R6             (60) 
Remarks: 
(1) As can be seen from Eqs. (57)-(60), the form of 
the modified regularized robust filter resembles that of 
the Kalman filter. This characteristic makes it familiar 
to the practicers. There are other robust Kalman filters 
that resemble the standard Kalman filter, such as the 
robust extended Kalman filter for discrete-time 
nonlinear system [21], the robust Kalman filter for dis-
crete-time system with multiplicative noises [22], the 
Kalman filter for continuous-time system with meas-
urement delay [23], and the extended robust H filter for 
nonlinear system with parameter uncertainties [1].
These algorithms are different in the uncertain models 
and the performance objectives. The gain matrix of the 
filter is calculated based on the solution of the Riccati 
equation, which is suitable for recursive computation 
in online applications.  
(2) Note that the scalar matrix G defined by 
Eqs. (20)-(21), which is difficult to determine in prac-
tice, is not present in the resulting filter. In order to 
obtain high performance of the proposed filter, the 
matrix Mk should be designed appropriately such that 
it can well scale the magnitude of the model uncer-
tainty; while the parameter H is generally set as a small 
positive scalar, such that the calculated upper bound 6k
is not enlarged dramatically. 
(3) In the proposed algorithm, the upper bound for 
6k may be somewhat conservative due to the use of 
the inequality Eq. (40). Such conservatism can be re-
duced by appropriate choice of the free parameter H.
Relevant discussions can be found in Ref. [24]. From 
Eq. (34), the weighting matrix 1k
S  may be not posi-
tive-definite. Nevertheless, for the considered space-
craft attitude determination system, such as the matrix 
1
| 1k k

6  which is the inverse of the bound of the vari-
ance of kx , is rather large; while the term Tˆ (k k kE E E +
GTG), whose value is closely related to the magnitude 
of the model uncertainty, is relatively small, and the 
problem is not serious. Furthermore, even if 1k
S  is not 
positive-definite, the filter can still be interpreted as a 
linear estimator with the objective to minimize the 
upper bound of the error variance. 
(4) The derivation of the proposed filter is similar to 
that of the regularized robust filter in Ref. [10]. The 
difference relative to Ref. [10] is that the weighting 
matrix of the residual norm is properly designed, such 
that the resulting filter can not only minimize the 
worst-possible residual norm, but also minimize the 
upper bound of the estimation error variance. The 
proposed algorithm can be seen as a modification of 
the regularized robust filter. A specific comparison is 
shown as follows. 
For the state-space system with uncertainty in the 
matrix Hk, the structure of the regularized robust filter 
in Ref. [10] is given as follows: 
1 T
| 1 | 1
ˆˆ ˆ (k k k k k k k kE    x x E E6
T 1 1 T 1
| 1 | 1
ˆˆ ˆ ˆ ˆ) [ ( ) ]k k k k k k k k k k k kE     H H H y H x x 
               (61) 
where
1 Tˆˆ ,k k k k k k kE    T M M T R   (62) 
Surely, the regularized robust filter in Ref. [10] is cor-
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rectly derived with a reasonable cost function. How-
ever, in the presence of the measurement model uncer-
tainty, how to design the weighting matrix Tk is still an 
open problem. To facilitate the comparison between 
the regularized robust filter and the modified one, the 
proposed filter is rewritten as an alternative form by 
combining Eqs. (57)-(58) and Eq. (60), 
1 1
| 1 | 1ˆ ˆ [(1 )k k k k kH      x x 6
T 1 1 T 1
| 1
ˆ ˆ ˆ] ( )k k k k k k k k k
  
H R H H R y H x     (63) 
where ˆkR  is shown in Eq. (59). It is evident that the 
matrices ˆkR  and ˆ k  are different. The regularized 
robust filter can be interpreted as decreasing the value 
of Rk, while the proposed filter can be interpreted as 
increasing the value of Rk. In principle, decreasing the 
value of Rk may enhance the effect of the uncertainty 
in Hk. In my option, this problem can be solved by 
tuning the matrix Tk. Thus, we develop a method to 
obtain appropriate Tk, and the result is shown in Theo-
rem 2. 
One can also observe that there is an extra additive 
term 1 T 1 1| 1 | 1ˆ ˆˆ ˆ( )k k k k k k k k kE E     I H H x6   in Eq. (61) 
of the regularized robust filter. We suspect that an in-
appropriate ˆkE  may cause biased estimate. In contrast, 
as the identification adopted to obtain the proposed 
filter (see the equations above Eq. (25)) from Theorem 
1 is different from that in Ref. [10], such term does not 
exist in Eq. (63).  
It should be mentioned that the regularized robust 
filter has a different form whose gain matrix is calcu-
lated according to the solution of an optimization 
problem. Thus it is omitted for brevity. 
5. Attitude Determination System 
Many spacecraft missions require precise pointing 
of their payload boresight and precise knowledge of 
the payload boresight attitude. The relative misalign-
ment of the attitude sensors may degrade the perform-
ance of the attitude determination Kalman filter. To 
achieve high performance, the augmented filter can be 
adopted to estimate the sensor alignments relative to 
the payload (or another attitude sensor). A heuristic 
method based on tuning the measurement covariance 
matrix is offered in Ref. [18] to mitigate the effect of 
the residual alignment estimation error, which can be 
seen as minor misalignment. In this section, to im-
prove the attitude determination accuracy, the meas-
urement covariance matrix is designed by using the 
robust filtering technique. 
We assume that the reader is familiar with the basics 
of the attitude determination Kalman filter, which is 
given in Ref. [13]. The considered attitude determina-
tion system consists of the gyroscopes and the star 
sensors. The quaternion is used as the representation 
for the attitude. The desired algorithm is based on the 
linearization of the nonlinear system equation around 
each attitude estimate. The process equation of attitude 
error is shown as follows: 
3 3
3 3 3 3
1ˆ[ ]
2 u
u u
ª ºª º G u  ª ºG « » « » « »« » GG ¬ ¼¬ ¼ « »¬ ¼0 0
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a3 3 3 3
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3 3 3 3
1
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ª º ª º« » « »« » ¬ ¼« »¬ ¼
0
0
I
I
K
K           (64) 
where G Gq =[Gq1 Gq2 Gq3]T is the vector part of the 
error quaternion, Gb = [Gbx Gby Gbz]T the gyroscope 
bias error, Tˆ ˆ ˆ ˆ[ ]x y zZ Z Z Z  the estimate of the 
body angular rate vector obtained from the measure-
ment of the gyroscope. The vector cross product op-
erator matrix ˆ[ ]uZ  is defined as 
ˆ ˆ0
ˆ ˆ ˆ[ ] 0
ˆ ˆ 0
z y
z x
y x
Z Z
Z Z
Z Z
ª º« »u  « »« »¬ ¼
Z    (65) 
Ka is the angular random walk noise with the covari-
ance T 2a a a( )E V IK K , Kr the rate random walk noise 
with the covariance T 2r r r( )E V IK K , where Va and Vr
are the angular random walk coefficient and rate ran-
dom walk coefficient of the gyroscope. The dis-
crete-time solution to Eq. (64) can be found in 
Ref. [13]. 
Assume that three star sensors are used for attitude 
determination. The relative misalignment of the star 
sensors is taken into consideration. The measurement 
equation of the attitude error is given as 
A 3 3 3 3 A
B 3 3 B 3 3 B
C 3 3 C 3 3 C
[ ]
[ ]
u u
u u
u u
Gª º ª º ª ºGª º« » « » « »G   u « »« » « » « »G¬ ¼« » « » « »G  u¬ ¼ ¬ ¼ ¬ ¼
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q I v
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q I v
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  (66) 
where AGGq , BGGq  and CGGq  are the vector part of the 
attitude measurement error quaternion obtained from 
the star sensors, the subscripts A, B and C are used to 
distinguish different star sensors. The star sensor A is 
seen as the reference for the alignment calibration. 
\B=[\Bx \By \Bz]T and \C=[\Cx \Cy \Cz]T are the 
star sensors’ misalignment vectors relative to the star 
sensor A. The matrices [\Bu] and [\Cu] have the form 
0
[ ] 0
0
iz iy
i iz ix
iy ix
\ \
\ \
\ \
ª º« »u  « »« »¬ ¼
\   (i = B, C)  (67) 
vA, vB and vC are the measurement noises. 
In order to implement the modified regularized ro-
bust filter, the measurement equation Eq. (66) is writ-
ten in the form of Eq. (2) with the identification 
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Consider the following identification between the 
component of the misalignment vectors and the pa-
rameters of the model uncertainty shown in Eq. (4): 
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ij
ij
ij
\' V      (i = B, C; j = x, y, z)   (71) 
B C
0 0 1
0 1 0
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The parameter Vij ( i=B, C; j = x, y, z) is positive scalar. 
According to Eqs. (69)-(72), it can be easily verified 
that the equation GHk=Mk'HkEk is satisfied. The de-
scription of the misalignment in the form of parametric 
uncertainty is a new result. 
As can be seen from Eq. (59) and Eq. (69), in order 
to account for the uncertainties in the measurement 
models of certain sensors, in the proposed filter, the 
corresponding term in the measurement covariance 
matrix is enlarged. The main idea of the filter is similar 
to “tuning the Kalman filter”. The derivation in the 
paper can be seen as a justification for the practical 
method. 
The parameter Vij should be properly chosen such 
that the conditions in Eqs. (5)-(7) are satisfied. Prior 
information is required to determine the value of Vij.
Especially, if the alignment calibration is implemented 
previously, the misalignment \B and \C can be seen as 
the residual alignment estimation error, whose magni-
tude is expected to be scaled by the error covariance 
matrix of the alignment calibration filter. In this case, 
the parameter Vij can be chosen as a certain multiple of 
the square root of the corresponding error covariance. 
Generally, if Vij is chosen to be large enough, 'ij will 
be virtually less than 1, and the inequalities TH Hk k' ' d
I and TH Hk k' ' d I will be fulfilled. In addition, it is 
apparent that the inequality Tk k dE E I  is fulfilled. 
6. Simulation Results 
In this section, performance comparisons among the 
Kalman filter, the regularized robust filter and the 
modified one are made through simulated examples 
using a certain geostationary spacecraft model. In or-
der to guarantee the fidelity of the simulation, both the 
disturbances induced by the solar array paddles and the 
reaction wheels, and the characteristics of the attitude 
control law are taken into consideration. The star sen-
sor accuracy is assumed to be 3Ǝ. The measurement 
error of the gyroscope is obtained based on real test 
data from a three-floated gyroscope with the angular 
random walk coefficient Va=1×10í3 (°)/h1/2. The com-
ponents of the star sensor misalignment vector are se-
lected randomly at the interval [í2s, 2s]. The mis-
alignment vectors are assumed to be unknown during 
the design of the attitude determination filter. 
For a fair comparison, the three algorithms are ini-
tialized with the same initial error. The initial error 
covariance is diagonal with attitude error elements set 
to (3×10í3 (°))2 and bias error elements set to 
(0.1 (°)/h)2. The filters’ measurement update interval is 
1.024 s. In the modified regularized robust filter, the 
model parameter Vij ( i = B, C; j = x, y, z) is set to 4Ǝ.
The filter parameter H is chosen as 0.01. The chosen 
parameter H is too small to obtain a tighter upper 
bound for the mean square error of the state estimate. 
The parameter Jx in Eq. (59) is (1+H)1/2. Note that 
both the attitude error GGq  and the bias error Gb are 
relatively small. The condition T 2( )k k xE Jdx x I  in 
Eq. (6) can be verified during the simulation. In the 
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regularized robust filter, the parameter ˆkE  is chosen as 
a positive constant 16. 
The attitude error of the Kalman filter (solid line) 
and the 3Verror bounds computed from the filter’s 
covariance matrix (dash dot line) is shown in Fig. 1. 
The attitude estimate is offset due to the misalignment. 
Obviously, the standard Kalman filter is sensitive to 
the considered model uncertainty. 
Fig. 1  Attitude errors of Kalman filter with 3V error bounds. 
The estimation results of the regularized robust filter 
are shown in Fig. 2. The performance of the regular-
ized robust filter is even worse than the Kalman filter. 
This occurs mainly because the measurement covari-
ance matrix is decreased inappropriately (see 
Eq. (62)), such that the unfavorable effect of the mis-
alignment is enlarged. The simulation result indicates 
that this algorithm is not effective in this scenario. 
Fig. 2  Attitude errors of regularized robust filter with 3V
error bounds. 
Fig. 3 gives the performance of the modified regu-
larized robust filter. As increasing the value of Rk may 
enforce the ability of the filter to suppress the effect of 
the uncertainty in Hk, the estimation error is decreased 
by using the proposed algorithm instead of the stan-
dard Kalman filter. In addition, the error is generally 
within the r3V  error bounds. The effect of the uncer-
tainty in the measurement model to the state estimate is 
suppressed with properly designed measurement co-
variance matrix.  
Fig. 3  Attitude errors of modified regularized robust filter 
with 3V error bounds. 
In order to illustrate the superiority of the proposed 
algorithm, a Monte Carlo type simulation is per-
formed. The norm of the attitude error of each filter is 
averaged over 10 runs, and the resulting error curves 
are given in Fig. 4, where KF, RRF and modified RRF  
denote the Kalman filter, the regularized robust filter 
and the modified regularized robust filter respectively, 
and ST1 denotes the case that only the data of star 
sensor A is combined with that of the gyroscope in the 
attitude determination Kalman filter.  
Fig. 4  Norm of attitude errors of different algorithms. 
The mean of the error curves obtained from the 
Kalman filter, the Kalman filter with one star sensor, 
the regularized robust filter and the modified regular-
ized robust filter are 2.356 8Ǝ, 2.102 4Ǝ, 2.073 0Ǝ and 
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1.716 1Ǝ respectively. It is clear that the result obtained 
from the proposed algorithm is the most accurate.  
7. Conclusions 
This paper proposes a modified regularized robust 
filter for linear stochastic system with parametric un-
certainty in the measurement model. The form of the 
resulting filter is similar to the standard Kalman filter, 
hence can be easily implemented on-line. In compari-
son with the regularized robust filter, the main advan-
tage of the modified one is that its measurement co-
variance matrix seems to be more reasonable. The effi-
ciency of the modified regularized robust filter for 
attitude determination is verified through numerical 
simulations. The simulation results illustrate that the 
proposed algorithm can reduce the effect of the atti-
tude sensor misalignment. The estimate of the pro-
posed algorithm is more accurate than those of the 
standard Kalman filter and the traditional regularized 
robust filter. 
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