First-principles Markov Chain Monte Carlo sampling is used to investigate uncertainty quantification and uncertainty propagation in parameters describing hydrogen kinetics. Specifically, we sample the posterior distribution of thirty-one parameters focusing on the H 2 O 2 and HO 2 reactions resulting from conditioning on ninety-one experiments. Established literature values are used for the remaining parameters in the mechanism. The samples are computed using an affine invariant sampler starting with broad, noninformative priors. Autocorrelation analysis shows that O(1M) samples are sufficient to obtain a reasonable sampling of the posterior. The resulting distribution identifies strong positive and negative correlations and several non-Gaussian characteristics. Using samples drawn from the posterior, we investigate the impact of parameter uncertainty on the prediction of two more complex flames: a 2D premixed flame kernel and the ignition of a hydrogen jet issuing into a heated chamber. The former represents a combustion regime similar to the target experiments used to calibrate the mechanism and the latter represents a different combustion regime. For the premixed flame, the net amount of product after a given time interval has a standard deviation of less than 2% whereas the standard deviation of the ignition time for the jet is more than 10%. The samples used for these studies are posted online. These results indicate the degree to which parameters consistent with the target experiments constrain predicted behavior in different combustion regimes. This process provides a framework for both identifying reactions for further study from candidate mechanisms as well as combining uncertainty quantification and propagation to, ultimately, tie uncertainty in laboratory flame experiments to uncertainty in end-use numerical predictions of more complicated scenarios.
Introduction
Assembling combustion kinetic mechanisms is an arduous task, in which computation and simulation have increasing importance. A mechanism is specified by giving the functional form of the rate equations and a "calibration" that determines numerical values for the unknown parameters. Traditionally, parameters in the rate expressions (the "calibration" in our terminology) are determined from direct measurements designed to isolate specific reactions, and from theory. These experiements are typically difficult to design since most observable quantities are the result of many reaction steps and first-princples calculation of elementrary rates from quantum mechanics principles is an active research area. The resulting mechanism is then tested against simplified laboratory flame experiments, with sensitivity analysis used to identify how predictions depend on specific parameters. The sensitivity analysis, combined with estimated error bars on parameters, can be used to identify reactions that require further study.
A complementary approach is to augment direct experiments and theory with 0D (homogeneous ignition) and 1D (steady flame) experiments and integrate that data into the mechanism design and calibration process. In these experiments, the highly nonlinear parameter dependence can be determined only through simulation. The calibration is optimized to find the best fit to a set of flame experiments. Prior knowledge about the reactions is incorporated into the operation as inequality bounds on the parameters. This approach was used to develop GRIMech [1] and is currently used by a number of groups in the chemical kinetics community [2, 3, 4] . To reduce the computational effort required for the optimization, most groups have adopted a response surface approach. In this approach, sensitivity analysis is used to determine what parameters are most important for a given experiment and a response surface model of the experiment is constructed based on that reduced set of parameters.
Here, we adopt the philosophical approach of Bayesian uncertainty quantification, see e.g., [5] and many references there. Rather than finding the best fit to kinetic parameters, our goal is to characterize the distribution of parameters that are consistent with a given set of experimental data. This approach allows us to assess not only which parameters are important for a given set of experiments but also which parameters are not. Capturing the broader distribution of parameters consistent with the data provides a natural framework for assessing the predictive capabilities of the resulting model. Results from this type of study can be used to identify which reactions have the greatest impact on uncertainty and evaluate the impact of additional experiments on reducing that uncertainty.
Our methodology uses first principles Bayesian uncertainty quantification followed by uncertainty propagation. The uncertainty quantification methodology is similar to that used by Braman et al. [6] to quantify the distribution of parameters in several syngas mechanisms consistent with a database of premixed laminar flames. But there are several technical differences. One difference is that we use broad uninformative priors. Informative priors lead to posteriors that depend strongly on subjective judgements based on presupposed knowledge of the parameters. When the posterior depends strongly on prior bounds, we believe this may indicate that the new experiments partly contradict previous understanding and therefore may be given precedence. Unfortunately, broad priors lead to much larger regions of parameter space to explore, which puts stringent demands on the sampling methodology. We have used an affine invariant ensemble sampler [7] that can handle wide ranges in scales, strong correlations between parameters and non-Gaussian behavior. The present study would have been impossible without this type of methodology.
Here we will focus on hydrogen kinetics. Although hydrogen kinetics have been studied extensively, some aspects of the hydrogen oxygen mechanism are still uncertain. The present study focuses on 31 calibration parameters related to pre-exponential factors and third body coefficients in the HO 2 and H 2 O 2 pathways that are thought to be significant at high pressure. Given the complex interactions between reactions and parameters, we believe it is more informative to study the simultaneous impact of many parameters than to isolate them into smaller subgroups. We note that our decision to use broad priors for this study disregards current knowledge of these 2 parameters. Here our goal was to eliminate strong dependence of the posterior distribution on the prior for the selected parameters and assess what can be learned about the parameters solely from the given target experiments. For all of the other parameters describing the mechanism, we used the accepted values in the literature and exclude them from the sampling, effectively adopting a zero-variance prior for these parameters. As well as shedding light on a particularly thorny set of reactions, this is an examplar for how to treat a plausible situation in mechanim development. Often a number of reactions are well understood (e.g., through elementary rate experiments or quantum calculations) while others are less well characterized. For those that are less well characterized it is useful to have a rigorous procedure to guide further study. The procedure adopted here can be used to identify parameters that the experiments are insensitive to as well as to understand if there are alternative combinations of parameter sets that are equally consistent with the data. Equipped with this knoweldge, the unimporant parameters can be left with very approximate values and new experiments can be designed that can discriminate between the pathways that are indistinguishable with existing data. The present study uses published data from 91 experiments, primarily laminar flame speed measurements augmented with a small number of flow reactor and ignition delay experiments. The Bayesian posterior is defined in terms of the mismatch between computational predictions and measured exerimental data normalized by experimental error bars. Each likelihood requires computation of steady flames and time-dependent 0D flow reactor and ignition delay experiments. We use the PREMIX code [8] for steady flames, and VODE for the 0D and ignition delay simulations. After a long MCMC run and an auto-correlation analysis of the output, we used the samples to represent the posterior distribution as a set of points. Each sample represents a collection of 31 parameters that is consistent with the 91 experiments. This representation of the posterior makes it easy to examine projections into lower dimensions to facilitate visualization and also draw samples from the posterior by selecting points at random while avoiding any constraints on the form of the distribution.
We also explored the potential impact of posterior parameter uncertainty using computational uncertainty propagation. We chose two numerical experiments whose results would be sensitive to kinetics effects and ran them for several hundred parameter sets that characterize the posterior. We emphasize that the parameter sets for the different runs are different, but all of them are consistent with the experiments. The first experiment is propagation of a flame in a pre-mixed medium from a small crenelated kernel. The resulting flame is thermodiffusively unstable, making it senstitive to kinetics; however, it is in a similar combustion regime to many of the target experiments used for calibration. For this case, although the flames show some differences in structure, the net fuel consumption is fairly insensitive to the different choices of parameters. The other experiments is the ignition of a jet of cold H 2 fuel into a bath of a hot mixture of O 2 and N 2 . This non-premixed ignition experiment represents a combustion regime that is not well represented by the calibration experiments. Not surprisingly, in this case the predicted ignition time of the jet shows a strong dependence on the parameters, indicating that for this type of problem there is still significant uncertainty in the predictions.
The results of our Bayesian calibration are posted online in the form of 576 sample calibrations. These are the samples used for the uncertainty propagation experiments just described. In the Bayesian philosophy, the posterior distribution is the calibration. This set of samples seems to be the best representation of the posterior that we can offer. We forego the traditional practice of publishing the best fit calibration and error bars because we do not feel that this is an accurate representation of the posterior. The posterior means and covariances are readily estimated from the samples.
3
The organization of the rest of the paper is as follows. Section 2 contains a detailed description of the problem setup. This includes a discussion of the kinetic mechanism and a discussion of our choice of parameters. We also discuss the experiments that were selected for the study along with the associated experimental error distributions. Finally we give a precise definition of the prior distributions. In Section 3, the affine invariant MCMC sampler that we selected is motivated and described. Section 4 presents an analysis of the MCMC output. This includes an auto-correlation analysis that studies the quality of the resulting chain. It also includes some statistical analysis of the samples to explore the posterior distribution. Finally, in Section 5, we describe the two uncertainty propagation experiments and present the results.
Problem setup

Hydrogen kinetics
Hydrogen-oxygen kinetics have been the subject of extensive study, both because of interest in hydrogen and hydrogen-enriched fuels and because the H 2 /O 2 mechanism forms an important submechanism in hydrocarbon kinetic mechanisms.
Two primary datasources have led to the current state-of-the-art hydrogen oxidation mechanisms. First, elementary rate measurements, taken from carefully constructed experiments sensitive to one or a small number of individual reaction rates are used to infer individual rate parameters such as done by [9, 10] . Secondly, macro experiments where the observable depends on the entire reaction mechanism have been used to validate and understand reaction pathways through mechanisms created by assembling the elementary reactions. Such mechanisms have been developed and updated as individual rates have been refined, e.g. the sequence of work by Yetter et al. [11] , Mueller et al. [12] .
In addition to exploring how the various elementary reactions interact, comparison of macro observables to experimental measurements has been used for refinement of the mechanism in a 'comprehensive' sense, such as undertaken by by Li et al. [13] and O'Conaire et al. [14] . The Li et al. mechanism has been updated by Burke et al. [15, 16] while the O'Conaire et al. mechanism has been updated by Keromnes et al. [17] . A similar kinetic mechanism has been developed by Konnov [18] , also by assembling elementary reactions from the literature.
Closely related developments have been made for kinetic models involving hydrogen and carbon monoxide (syngas). Li et al. [19] augmented their earlier H 2 /O 2 mechanisms with C 1 /O 2 kinetics and then adjusted key rate constants identified by sensitivity analysis to improve predictions of the macro experiments. Davis et al. [3] placed somewhat heavier emphasis on macro optimization and developed a H 2 /CO mechanism based on assembling a trial mechanism drawing significantly the H 2 /C 1 /O 2 chemistry from GRI-Mech [1] and then optimizing a significant number of kinetics parameters against a library of laminar flame, flow reactor and shock-tube experiments. You et al. [20] produced a viable hydrogen mechanism as a byproduct of establishing the 'data collaboration' method as part of a workflow to automate mechanism generation. The mechanism was subsequently the focus of an uncertainty analysis study performed by Li et al. [4] .
We note that the literature cited above represents two significantly different approaches to mechanism development. One approach relies on adjustment of individual reactions done in the context of insight and analysis of reaction pathway fluxes whereas the other places greater reliance on sensitivity studies and global optimization to provide a mechanism that targets a specific set of macro experiments. The Bayesian approach used here represents, in some sense, an intermediate approach that attempts to develop a more general purpose mechanism and uses macro experiments to constrain parameters rather than fit parameters. Although not pursued here, detailed reaction path analysis can be incorporated into the Bayesian framework, which would represent a more blended approach.
Choice of parameters
For the analysis here, we have started with the basic reaction model developed by Burke et al. [15, 16] . We have augmented that basic reaction set by incorporating two additional reactions identified by Burke as X1 and X6. The baseline mechanism is summarized in Table 1 . For this baseline mechanism, we have chosen to vary the pre-exponential factors and third-body coefficients for reactions involving HO 2 and H 2 O 2 . These active parameters are indicated in red and green in Table 1 . (The two green coefficients, the Ar and He third body coefficients, were set equal to each other and represent a single parameter.) These parameters play an important role in high-pressure lean flames and are not as well understood as the reactions involving H, O and OH radicals.
As noted above, for the present study we will select broad priors so that the prior does little to constrain the portion of parameter space that is explored. (We again acknowledge that this choice ignores much of the prior art.) The prior is a product of one variable priors for each parameter. This makes the parameters independent in the prior. Figure 2 shows strong dependences between variables in the posterior. We first select a Gaussian for each parameter with a mean given by the value of the parameter as specified by Burke et al. and a standard deviation equal to the mean. For reactions X1 and X6, we use the characterization of the reactions in You et al. [20] to set the mean values. There values are summarized in Table 1 . We then restrict these priors with upper and lower bounds to prohibit nonphysical parameter choices, such as negative pre-exponential factors or extremely large values that lead to excessive failures of the software used to evaluate the different experiments. These upper and lower bounds are also summarized in the table. Thus, the prior for each parameter is a "truncated" Gaussian.
Choice of experiments
We have selected 91 experiments to provide data for the calibration. Of these experiments, 77 are laminar premixed flame experiments across a broad range of stoichiometries and pressure. Of these 77 premixed flames, 71 were taken from Burke et al. [16] . The remaining 6 premixed flames were taken from (Refs 27-31 in [3] ). Data from the 77 premixed flames were augmented with measurements from 14 experiments used by Davis, et al. for optimization of a syngas mechanism, including 6 flow reactors (Ref 13 in [3] ) and 8 ignition experiments (Refs 36-39 in [3] ). The premixed flame cases were simulated using PREMIX [8] ; for each case we extracted the propagation speed of the steady, unstrained flame. The flow reactor and ignition delay experiments were simulated as point (0D) reactors at constant pressure or volume, respectively, using the backward-difference integration method in VODE [22] ; the data extracted from each of these simulations is detailed in the relevant references, as are the measured values and experimental errors bars. For each experiment, we have assumed that measurement errors can be characterized by a Gaussian distribution with mean given by the experimental measurement and variance set by experimental error bars reported in the experiment. Table 1 : Arrhenius rate parameters for syngas combustion model (kinetics, and accompanying thermodynamics and transport -in [21] format). Parameter database taken from [16] ), except for the final two, which were taken from [20] . Parameters in red and green are active for the present study; the green parameters are varied synchronously. The forward rate constant, K f = AT β exp (−E a /RT ). * The number in parentheses is the exponent of 10, i.e., 2.65 (16) 
Sampling Methodology
Our goal is to characterize the distribution of reaction parameters that is consistent with the available data. We will adopt a Bayesian sampling approach that allows us to sample this distribution. To make this precise, we define a combustion model M(θ) that computes a predicted model vector z θ given a vector θ of active parameters. Here the number of active parameters n θ = 31 and the output vector is of size n z = 91. We assume that we are given measurements d k for the suite of experiments and denote the standard deviation of the measurement error by σ k . Given a prior distribution, p(θ) of θ, we can estimate the likelihood that z θ will match experimentally measured data. Using Bayes' rule (see e.g. [5] )
where p(d|θ) is the distribution of predicted data given θ and Z f is normalization factor. Here we assume that measurement uncertainty for experiment k is a Gaussian with mean d k and variance σ 2 k so that
If one assumes p θ (θ) is Gaussian and M is linear, then p(θ|d) is also Gaussian, and so its posterior would be completely determined by its mean and variance. The mean can be found by minimizing the quantity
Define the minimizer, µ = arg min θ F(θ). When the model is nonlinear, this posterior mode (also called MAP point, for maximum a-posterior point) need not be the posterior mean. There is no guarantee that there is only a single global posterior mode. The optimization package MINPACK was unable to reliably identify the posterior mode.
We have used Markov Chain Monte Carlo (MCMC) to produce samples of the posterior distribution (1) . Specifically, we use the emcee hammer software package of Foreman-Mackey [7] , which is based on the stretch-move ensemble sampler of Goodman and Weare [23] . The stretch move ensemble sampler addresses several challenges in MCMC sampling. First, the sampler is affine invariant, which makes the sampler good at long narrow valleys and avoids the need to precondition the problem by a change of sampling variables; such optimizations typically require hand-tuning. Second, the sampler uses multiple walkers that can be divided into two groups each of which can be evaluated in parallel.
Sampling study
This section has two parts. First we describe the results of the MCMC process. Autocorrelation studies show that many MCMC steps are needed for good sampling. We explore possible reasons for this. Next we visualize the posterior sample.
We ran the emcee hammer code with an ensemble size L = 64 for approximately T = 1.5 × 10 4 steps. This produced 9.6 × 10 5 samples, many of which are highly correlated. The initial ensemble is constructed by sampling each parameter from a Gaussian distribution with the same mean as the prior but with the variance reduced by a factor of 100. The sampler has 7 a single dimensionless tuning parameter, a > 1, that sets the length scale of proposed moves as a multiple of distance between samples. We took a = 1.3 throughout. We used the red-black parallel version of the sampler, which allows for 32 = 64/2 independent likelihood evaluations per re-sampling sweep.
Autocorelation
We assess the quality of the samples by studying the auto-correlation functions of the individual variables in the calibration. We refer the reader to [24] for background on the role of auto-correlation studies in analysis of MCMC output. We write θ i,k,t for the value of parameter i in walker k after t sampler sweeps through the ensemble. Then θ k,t = (θ 1,k,t , . . . , θ d,k,t ) is the sample calibration corresponding to walker k at sweep t. For each i and k, the numbers θ i,k,t form a time series with a theoretical auto-covariance function
The theoretical lag s auto-covariance is the same for each walker, k. We estimate (2) as follows.
We omit the first T b = T/2 samples, T b being a burn-in time. This unusually large burn-in time reflects the impact of using a tight cluster of initial sample points to initialize the sample and the long decay times of the auto-covariance function we observed. For each walker and parameter, we estimate the empirical auto-covariance as
with θ i,k being the sample mean. Our overall estimate of C i,s is found from these by averaging over walkers in the ensemble
The auto-correlations are the auto-covariances normalized by the lag zero covariance:
It is a peculiar feature of the emcee hammer algorithm, which is not shared by other samplers, that the auto-correlation functions of different parameters are similar. This is evident in Figure 1 , which plots ρ i,s for all d = 31 parameters. It shows that the auto-correlations decay on a time scale of a thousand sweeps. This suggests that our run of T = 15 (10 3 ) sweeps produces a modest number of effectively independent ensembles. In principle, we should give a quantitative estimate of the auto-correlation time. But we judged that our run was too short (measured in auto-correlation times) to make such an estimate reliable. The samples that we used for uncertainty propagation were extracted from the second half of the run.
The long auto-correlation times indicate that this posterior distribution is particularly hard to sample. This makes a striking contrast with other experience with the sampler, which is extensive. See [7] for references to applications. The triangle plots below do not indicate that the distribution is strongly multi-modal, but such effects may only be visible in higher dimensions. 
Posterior
As we already stated, we represent the posterior as a point cloud consisting of a number of sample calibrations. It is a challenging research area to visualize the properties of a point cloud in 31 dimensions. The triangle plot (described below) may be used to explore single parameter distributions and pairwise correlations. We emphasize that many more subtle correlations and relationships between parameters are possible. Uncertainty propagation is likely to be the only reliable way to determine how parameter uncertainties and correlations effect a target experiment.
A triangle plot is a collection of histograms and scatterplots. It is organized as a 2D array, with the plots indexed by parameter pairs, (i, j), with i on the horizontal axis and j on the vertical. For each j < i we show the histogram of pairs (X i,k,t , X j,k,t ) over all k and t. On the diagonal positions, (i, i), we show a histogram of the parameter X i,k,t . For 31 parameters, the individual plots in the triangle plot shown on a printed page in this format would be too small to be very useful. Figure 2 is a sparse triangle plot, drawn using eight of the variables chosen to be representative of the qualitative features of the full triangle plot. The parameters chosen are shown in Table 4 .2. Table 2 : Subset of active parameters appearing in triangle plot in Figure 2 ID Role 2 Pre-exponential factor in low pressure part of R9 4
Third body efficiency of H 2 O in R9 7
Third body efficiency of He in R9 8
Pre-exponential factor in R10 9
Pre-exponential factor in R11 10 Pre-exponential factor in R12 19 Third body efficiency of N 2 in R15 22 Pre-exponential factor in R16
The last two parameters have highly skewed distributions and the bottom two rows of Figure  2 in particular display strongly non-Gaussian behavior. The bottom row is indicative of a parameter where the posterior apparently has non-negligible likelihood right up to a parameter bound. The second row from the bottom on the other hand displays a non-Gaussian character that drops 9 to zero before encountering the parameter bound. With the exception of several parameters discussed below, the posterior is contained within the parameter bounds. That is, the entire posterior is captured within the bounds of the priors, indicating that the priors is sufficiently broad that they do not effect overall results. Other interesting qualitative behavior includes shapes that indicate positively correlated (9, 8) ; negatively correlated (7,4); inverse (10,2), (22,2), (22, 8) ; Gaussian (10,9), (10,9); and complex relationships (19, 10) , (22, 10) . Many of the pairs do not seem to have strong correlations. Not included in Figure 2 but of interest because of lack of dependence is the high pressure pre-exponential factor in R9 and, to a lesser degree, the pre-exponential factor in reaction X1. In both cases the posterior is broad and tends towards uniformity. This is interesting as it suggests these parameters are not constrained by the data: the experiments chosen are simply not sensitive to these parameters. Some of observed behavior can be traced back to physically meaningful relationships. For example, the positive correlation in (9, 8) is between the pre-exponential factors in competing reactions R10 and R11:
R10 HO 2 + H ⇔ H 2 + O 2 R11 HO 2 + H ⇔ 2 OH Previous work ( [25] ) noted that the competition between these two reactions contributes substantially to the pressure dependent behavior of the mechanism. The positive correlation in the distribution of the posterior reflects a constraint on the relative flux through these competing pathways.
The negative correlation between parameters (7, 4) involves the third body efficiency of He and H 2 O in reaction R9:
where the net rate of this reaction can be maintained by equivalently by either third body. A further observation is that for several of the parameters (e.g., ID 4, 10, 19, 22 ) the mode of the posterior has shifted substantially from the prior mean. The behavior in the bottom row, where the mode is at the lower bound (recall from Table 1 that the lower bound is two orders of magnitude less than the prior mean), suggests that the mechanism might be more consistent with the data if this reaction was removed.
Uncertainty Propagation Results
In the previous section, we showed that there is a wide range of mechanism parameters that are consistent with our target experiments. An important question to ask is how much do the resulting uncertainties in the mechanism influence predictions for other experiments. To quantify the resulting uncertainty, we select samples from the posterior distribution and use those samples to perform simulations of additonal experiments. Statistical analysis of the resulting simulations provides an assessment of the uncertainty that does not rely on any assumptions about the distribution of the uncertainty.
Here we select 576 samples from the posterior, at uniform intervals from the second half of the Markov chain -i.e., the values of the 64 walkers at step numbers 7500 + 7500 · n, for n ∈ (0 : 8). We then considered two additional computational experiments: one designed to be similar to the experiments used to calibrate the mechanism and the second designed to explore a different combustion regime. For the first case, we consider the propagation of a perturbed premixed hydrogen flame kernel at lean conditions. Specifically, we consider an open domain filled with premixed air and H 2 at 20 atm and stoichiometry φ = 0.4. A perturbed flame kernel is initialized at the center of the domain and allowed to propagate outward for 130 ms. Because this 11 flame is thermodiffusively unstable, the detailed morphology of any finite-time realization of the flame is expected to be strongly dependent on the initial data. However, the mean propagation of the integrated flame surface is less sensitive. In Figure 3 we show the final configuration for a set of three such flames, indicating the typical range of variability observed over the 576 samples of the posterior. Figure 4 shows a histogram of the integrated mass of H 2 O at the final time (this is a surrogate measure of the mean flame propagation throughout the domain). The results indicate a fairly narrow overall distribution and, given the inherent instability of this configuration, suggests that the mechanism has been reasonably well characterized for problems in this regime.
For the second example, we inject a cold H 2 jet (T = 400K) into a 1 atm heated chamber filled with air at T = 1000K. For these simulations we are interested in the time it takes for the jet to ignite, which we define to be the time at which the maximum temperature in the domain first exceeds T = 1850K. Figure 5 presents a histogram of the ignition time for the 576 posterior samples discussed above. In this case, we see substantial variability with a standard deviation of more than 10% of the mean. This variability is reflected in the details of the ignition process. In Figure 6 we show T and the mole fraction of H 2 O 2 for a slow, an intermediate and and a fast ignition case from the simulated ensemble. Figures 7 shows the same quantities four milliseconds later as the flames continue to ignite. In this case the images show considerable variability. This is not surprising given that the bulk of the experimental data used to calibrate the mechanism represents a different combustion regime. More experimental data, specifically representative of this combustion regime, would likely reduce the variability in the predictions for this experiment.
Conclusion
We have performed a first principles Bayesian analysis of a chemical kinetic mechanism for hydrogen. We have calibrated simultaneously 31 parameters effecting third body interactions and the H 2 O 2 an HO 2 pathways that are thought to be important at high pressure. We used data from 91 relevant experiments, 77 of which involve steady premixed flames. For this study we assumed broad priors to isolate impact of the data on the parameter distribution. The posterior distribution of the 31 parameters was constructed. We generated samples from the posterior using an advanced Markov chain Monte Carlo (MCMC) algorithm. Each evaluation of the posterior in the MCMC involved accurate simulation of all 91 experiments.
Posterior sampling is significantly harder when using broad non-informative priors. We felt it was important to use broad priors in order for the results to not be determined by details 13 of the prior, such as prior bounds on specific parameters. Sampling is also harder in higher dimensions. It is much harder to sample the present 31 dimensional posterior distribution than a posterior distribution involving significanly fewer unknown fitting parameters. Nevertheless, we felt it was important to vary as many of the parameters in the H 2 O 2 and HO 2 submechanism as was feasible. Letting parameters vary simultaneously gives a more accurate view of posterior parameter uncertainties. The posterior samples allowed us to do first principles Bayesian uncertainty propagation to two distinct complex unsteady flames: (1) an expanding lean premixed flame at high pressure, and (2) ignition of a cold jet of fuel entering a bath of oxidizer. For the first case, the predictions of the posterior samples were similar, as expected given that premixed flames were well-represented amongst the calibration experiments. In the second case, the results show considerable variability. Distinct parameter sets consistent with all available calibration data lead to dramatically different predictions of ignition time. This type of uncertainty propagation gives more useful information about the uncertainty in parameter estimation than individual error bars, confidence intervals, or even a posterior covariance matrix. The posterior distribution is not well approximated by a multivariate normal. At present we are unaware of shortcuts (response surface modeling, polynomial chaos expansions, etc.) that would allow us to learn posterior uncertainties with this level of fidelity. That said, it is possible that reduced order modeling of the experiments or the log likelihood function, together with multi-fidelity Monte Carlo techniques, could speed the sampling process.
An important area for further research is understanding why simultaneous fitting of many parameters is so difficult. The MCMC sampler we are using has proven able to sample distributions in much higher dimensions. But the present mechanism calibration problem seems significantly harder. Flame physics and chemistry are highly non-linear and the log-likelihood surface is nonconvex. We were unable to identify simple structures such as multiple local probability peaks corresponding to locally optimal fits. It seems possible to us that the log-likelihood surface has a complex landscape. We believe that a better understanding of complex log-likelihood surfaces would allow faster samplers. Slow sampling was the primary bottleneck in the present work.
Another useful extension of the present work would be in first principles experimental design, also based on Bayesian uncertainty propagation. One may be able to determine what new experiments would most reduce the uncertainty in a specific target application or a target parameter.
It may be inappropriate to model experimental measurement errors as Gaussian. The Gaus-14 sian distribution makes large errors less likely than they may be in practical experiments. This may distort the results by making the calibrations too sensitive to outlier experiments. It is not clear whether a fatter tailed distribution than the Gaussian in (1) would lead to significantly different results.
