Abstract: This paper focuses on the Wireless Sensor Network (WSN) synchronization problem for event-driven measurement applications. The objective is twofold: i) to provide high accuracy in the area where an event is detected, ii) to ensure a long network life time. These two objectives are conflicting. In fact, to increase the synchronization accuracy packets must be exchanged at higher rate, thus affecting the network lifetime. In several interesting applications a trade-off can be achieved based on the observation that, if the goal is to observe a localized event, only the portion of the network surrounding the detected event requires a higher accuracy. The proposed algorithm represents a formalization of this idea. Simulations are done to show the effectiveness of the proposed algorithm.
INTRODUCTION
A Wireless Sensor Network (WSN) consists of a collection of nodes deployed within an environment to perform a given task. Each node is equipped with a radio transceiver, a micro-controller and a set of sensors. Node exchange data to reach the common objective. A wide range of problems can be tackled by using WSN, ranging from network localization (Gasparri & Pascucci 2010) , civil infrastructures (Lamonaca & Carrozzini 2010) , medical care (Ko, et al. 2010) , environmental monitoring (Yu, et al. 2010 ) to home and office applications (HyungBong, et al. 2010) . In these field, the deployment of a sensor network has provided interesting advancements. For instance, in the context of environmental monitor the introduction of a sensor network made it possible to continuous surveillance of hazardous environments (Wang & Liu 2011) . Similarly, in the context of medical care it made it possible to remotely monitor the health condition of patients by continuously extracting clinical relevant information (Suryadevara & Mukhopadhyay 2012) .
In this work, a novel clock synchronization algorithm for measurements applications is proposed. The proposed algorithm aims at achieving a trade-off between synchroniza- tion accuracy and the network life-time. The starting point is the observation that a higher accuracy is required only around the area where an event is detected. Exploiting this intuition, a synchronization protocol which selectively increase or reduce the exchange packets rate according to the monitoring requirement is provided. The main idea is to let WSN modify its topological properties so that a quick convergence (and consequently a good accuracy despite of external disturbances) is ensured for all these sensors deployed around the area where the event is detected. The rest of the network will maintain a slower convergence rate and a lower synchronization accuracy.
Several applications might benefit from this protocol. Indeed, the signals characterizing many physical phenomena tend to rapidly decrease their intensity as the distance from the phenomena increases (Lamonaca & Carrozzini 2010) . Therefore only the sensors near to the signal source are interested in the monitoring process (Lamonaca, et al. 2012) , thus requiring high synchronization accuracy.
The contribution of this paper be summarized as follows:
(1) The introduction of a general framework where consensus algorithms may be employed in an energy efficient way so as to obtain accurate synchronization only where it is needed, while preserving the global convergence property. (2) An improvement of the consensus algorithm of (Schenato & Fiorentin 2011 ) with a correction term that avoid "jumps" anytime a clock speed correction is performed.
(3) The introduction of a preliminary algorithm capable of building up connected "accurate synchronization" areas 2. PROBLEM STATEMENT Consider a wireless sensor network composed of N nodes whose topology is described through an undirected graph G = {V, E} where V = {1, . . . , N } is the set of nodes representing the sensors and E = {(i, j)} is the set of edges describing the point-to-point channel availability, that is an edge (i, j) exists if node i can transmit to node j. Since the network topology is undirected, the existence of an edge (i, j) implies the existence of the edge (j, i). The neighborhood N i of an agent i is defined as the set N i = {j : (i, j) ∈ E}, with |N i | the cardinality of the neighborhood. Moreover, denote with t k the instant when the k-th communication on the wireless sensor network happens and G(t k ) = {V, E(t k )} the possibly directed graph describing the communication at
will denote the graph obtained by the union of the links activation in the time window
It is assumed that each node i is equipped with a (local) hardware clock τ i defined as:
where α i is the local clock speed and β i is the offset. Please note that the coefficients (α i , β i ) are slightly different for each node. This is mainly due to construction imperfections and different operative conditions (e.g. different temperatures for the quartz oscillators). Note that, due to these discrepancies, the notion of time for each note may quickly diverge with respect to the others.
For this reason, each node is provided with a tunable software clockτ i (t) defined as:
whereα i (t) andô i (t) are scalars parameter that can be used to adjust the i-th clock speed and offset, respectively. The goal of synchronization is to tune these parameters so that a common sense of time in the software clock is reached. More formally the distributed clock synchronization problem can be defined as follows: Problem 1. Consider an undirected connected graph G = {V, E} describing the network topology of a sensor network. Design a distributed algorithm based only on local interactions among neighboring nodes such that all the software clocks converge to a common sense of time, that is: lim
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Most of WSN clock synchronization approaches, e.g. (Schenato & Fiorentin 2011 ), (Werner-Allen, et al. 2005 , (Carli, et al. 2008) , (Simeone & Spagnolini 2007) , (Garone, et al. 2013 ) are based on the idea that all nodes over the network exchange information with their neighbors at a given frequency. Please note that this frequency is directly linked to the synchronization accuracy of the network (the higher the communication frequency, the higher the convergence rate and, ultimately, the more accurate the synchronization). Although this general strategy is suitable in many applications, can be ineffective in some specific scenarios. For instance, in structural monitoring with Acoustic Emission, each time an event is detected only a small portion of the network is actually collecting data while the rest of the network remains inactive. In this contexts, it is reasonable that only the active nodes are synchronized with high accuracy while the rest of the network continue with a low communication frequency for the sake of energy preservation. Based on this idea, in this paper, the following problem will be considered: Problem 2. Consider an undirected graph G = {V, E} describing the network topology of a sensor network. Design a synchronization protocol for measurement applications such that:
(1) Problem 1 is solved (2) Depending on the measurement requirements the synchronization algorithm adapts to ensure a fast convergence rate (and consequently an high accuracy) only where it is needed.
In the next section, an algorithm to tackle Problem 2 is described.
THE PROPOSED SYNCHRONIZATION STRATEGY -AN OVERVIEW
In this work, a novel event-driven synchronization strategy based on consensus techniques is proposed. The main idea is that, if no event is detected, nodes exchange synchronization packets at a default low rate to achieve a default loose synchronization. Whenever an event is detected, the portion of network surrounding the detection area increases the packet rate (and consequently the synchronization accuracy), while the rest of the network will keep the default loose packet rate for the sake of energy preservation. As a consequence, the network will be split into a Finely Synchronized Subnetwork (FSS) an a Default Synchronized Subnetwork (DSS). After a certain amount of time, if the event ceases, the FSS disappears and all the nodes move back to a default lose synchronization by reducing the exchange packet rate.
To implement the above idea in an effective way, the following aspects are tackled:
• Distributed Consensus Algorithm -A novel distributed synchronization algorithm is presented. This algorithm improves the Average TimeSync (ATS) algorithm proposed in (Schenato & Fiorentin 2011) and easily adaptable to multi-rate communication policies.
• FSS and DSS Policies -A multi-rate policy ensuring that the FSS is synchronized with high accuracy while the entire network remains synchronized with a lower one will be defined. This policy is based on the fulfillment of some topological conditions on the FSS.
• Event-Driven FSS Creation -A preliminary algorithm that, in response to some external triggering event, builds a FSS complying with the latter topology conditions is presented.
These aspects will be detailed in the next three sections.
THE REVISITED ATS ALGORITHM
In this section the first block of our strategy, based on the seminal consensus-based ATS algorithm proposed in (Schenato & Fiorentin 2011), is described. This method is improved by the introduction of a different offset compensation policy so as to ensure the continuity ofτ i (t) during clock speed compensations. The convergence of the new proposed strategy will be proved for rooted communication topologies. In the rest of the paper, we will denote with t k the time when a message is exchanged over the network and with t + k the time when the parameters update is carried out.
The ATS Algorithm
For the reader's convenience the main features of the consensus-based synchronization method proposed in (Schenato & Fiorentin 2011) are summarized and discussed.
Briefly speaking, this synchronization algorithm is based on the idea that each node determines its ownα i (t) andô i (t) on the basis of the messages received from its neighbors.
Let t k be the time when the node j sends a packet to the network. The packet contains the tuple (id j ,α j ,ô j , τ j ) where id j is an identifier of the j-th nodeα jôj are the local clock corrections at time t k , i.e.,α j =α j (t k ),ô j =ô j (t k ), and τ j is the hardware timestamp of the packet, i.e. the value of the hardware clock in the moment the message is sent τ j = τ j (t k ). When the node i receives the packet, it stores the current value of its "hardware" local clock in a variable τ ij . Unde the assumption the transmission and time-stamping operations is instantaneous it follows that τ ij = τ i (t k ).
At this point, the node i executes the local synchronization procedure consisting of three steps:
1 Relative drift estimation: The i-th node makes a relative drift estimation α ij (t + k ) comparing τ i and τ j in two different instants and evaluating the relative slopes. To this end, each node i must store two variables τ old j , τ old ij for each neighbor j in an internal structure. It follows:
where α i , α j are the real slopes for the agents i and j, respectively. Furthermore, τ j and τ ij are stored in τ old j and τ old ij after this update. 2 Drift compensation:α i is updated by using the drift estimation computed above as follows:
3 Offset compensation:ô i is updated as follows: 
exponentially fast.
Remark 2. In order to reduce the sensitivity of the relative slopes estimate, the update of α ij (t) in (4) can be modified by introducing a low pass filter making use of the previous slope estimate
where ρ l is a design parameter between 0 and 1. Having low values of ρ l is particularly useful for high communication frequencies. Note that the use of this low pass filter does not affect the asymptotical properties of the algorithm.
The ATS Revisited and its properties
In this paper a slightly modified version of the ATS algorithm is proposed. The main difference is that the offset compensation term (6) is replaced with the following onê
. The importance of this improvement is that the additional correction term prevents the virtual clock timeτ i (t) from having discontinuities due to changes of the α i values.
To understand why this correction is important consider a case where the agent j sent a packet to the agent i at a certain time t k . Moreover assume that a slope variation is detected. Then ∆α i (t k ) is different from zero while, at the same time, the virtual time are synchro-
If we now consider the software clock time using the correction equation (2) we havê
Please note that the term ∆α i (t k )τ i (t k ) would introduce a sudden discontinuity that is proportional to the value of the hardware clock τ i (t k ) and then as the time goes on can be arbitrarily large in the transient, this significantly affecting the synchronization. The introduced correction term counterbalance for this effect. Interestingly enough, even with this amendment, the following convergence properties may be proved:
Theorem 2. Consider a WSN synchronized through the Revisited ATS Algorithm. Under the assumption α i and o i are constants values ∀i ∈ V and there are no transmission delays, if it exists an integer ∆t > 0 such that for any integer k > 0 the graph G(t k , ∆t) is rooted, then all the software clock will be synchronized lim
Proof. It follows the same line of Theorem 6 (Schenato & Fiorentin 2011). The only differences are that :
• in (Schenato & Fiorentin 2011) the case of strongly connected graph is considered. This can be extended to rooted graph by noticing that Theorem 3 in (Schenato & Fiorentin 2011) holds true also in the case an integer K such that Q l = P (l+1)K−1 ....P lK+1 P lK has at least one column whose elements are all positive for all l = 0, 1, ....
• The presence of the term
, in thê τ i convergence proof, which being an exponentially vanishing term can be treated using the same arguments of Theorem 6 in (Schenato & Fiorentin 2011).
Remark 3. Using the above arguments also Theorem 1 results can be extended to rooted graphs. As it will be clear soon, the extension to rooted graphs is fundamental for the development of a consensus algorithm with selective convergence rate.
Implementation and Technological Aspects
In line principle both the ATS algorithm and the revisited version of it can be implemented in a completely eventdriven fashion. In theory. each node could send its information in any moment and the receiving nodes making their operation when they receive something. However to adopt a completely asynchronous implementation is not a good engineering practice for energetic reasons related to the receiver. In fact, as clearly pointed out in several papers on WSN (see e.g. (Yilin, et al. 2011) , (Mo, et al. 2011 ) and references therein), to maintain the radio in the listening mode to wait for arriving packets is a very expensive operation from the energetic standpoint. To avoid this problem, the transmission scheduling policy of each node should be known by its neighbors. In such way, the nodes may enter in the listening mode only for specific temporal windows whose length is linked to the WSN synchronization accuracy.
In this paper a very simple but effective transmission policy is used. Namely, each node i sends packets when the virtual clock is such that it exists an integer n satisfyinĝ τ i (t) =t i + nT i . In other words, the node i will send a packet periodically on the basis of its virtual clock with a period T i and with an offsett i ∈ [0, T i ). In order to mitigate the occurrence of packet collisions no agent in the same neighborhood should have the same offset
If possible all the offsets in a same neighborhood should be equally spaced over the communication period.
Another important aspect in the implementation of the seen algorithm regards the use of expedients to minimize the effect of transmission delays. In particular, to reduce the effect of the random delay between the reading and the sending of the local clock, τ j (t k ) should be time stamped at the MAC layer level of the ISO/OSI stack. Similarly, when a packet is received the value τ i (t k ) should be stored as soon as the receiving process starts. Any possible expedient to reduce delay or to correct predictable transmission and computation delays should be implemented.
A last implementation aspect that should be mentioned regards the time data to be stored for possible postprocessing operations. Due to adjustments of the correction parameters during transients it may happens that for short temporal periodsτ
Even if this fact is negligible for the majority of applications, still there can be special cases in which this fact matters. In these cases correction techniques may be employed to restore a strict increasing time line. The discussion of these techniques goes beyond the scope of this paper, however it should be remarked that for these purposes both the hardware clock time τ i (t) and the software clock timê τ i (t) should be stored. An efficient way to do that would be to store the hardware clock τ i (t k ) and the parameterŝ
FSS AND DSS POLICIES
In this section the second block of our strategy is presented. In particular we will define a multi-rate communication policy able to ensure that a FSS is synchronized with high accuracy while the entire network remains synchronized with a lower one.
Let V be the set of the nodes of a WSN and letV ⊆ V be the FSS, i.e. the subset of nodes that are required to be synchronized with higher accuracy. Recall that the remaining nodesV = V \V belongs to the DSS, i.e., the subset of nodes synchronized with the default accuracy.
As already pointed out, in order to reach a higher accuracy, nodes belonging to the FSS are required to exchange packets more frequently compared to the remaining nodes. Moreover to avoid that the FSS and the DSS drift away, some communication between the two subnetworks is still needed. At the same time, it is important to avoid that the accuracy of the FSS is degraded by the interaction with the DSS.
To build a communication policy complying with the latter constraints, the idea is to modify the topological structure of the communication network in such a way that the FSS synchronization would not be influenced by the non-FSS nodes and the resulting communication graph ensures the convergence of the consensus procedure for the whole WSN. This is ensured by the following policy:
Communication Policy:
• Every node i ∈V communicates every T i = T F SS seconds while every node i ∈V communicates at T i = T DSS , with T DSS a multiple integer of T F SS ; • Every node i ∈V discards synchronization packets received from nodes j ∈V ; •V is a strongly connected subgraph, i.e. for any i, j ∈V , it exists a path from i to j internal toV .
Note that if the sensor network adopts the above communication policy, the DSS does not affect the synchronization of the FSS. Moreover, as it will be shown in the next Lemma, the network topology is rooted, thus the convergence of the overalls network is ensured by the result given in Theorem 2.
Lemma 1. Let G = {V, E} a connected undirected graph and letV a connected subgraph. The graph G = {V,Ẽ}
exists a node i ∈ V such that for any j ∈ V there exists a path connecting i to j.
Proof.
Consider a node i ∈V . BeingV a connected subgraph, for any j ∈V it exists a path internal toV from i to j. Let us denote with SeqV (i, j) such a path. Being G connected, if we select a node in i ∈V then, for any j ∈ V it exists a path in G from i to j composed of a certain sequence of arcs. The proof is concluded by noticing that if a sequence (
is a path connecting i to j.
Note that, Lemma 1 assumesV , that is the FSS, to be a connected subgraph. In the context of wireless sensor networks this might not be a trivial task to achieve especially if the network is expected to react and self-organize in response to an external event triggering a certain number of nodes in the fine synchronization modality.
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Remark 4. In this paper we often mention the link between communication frequency and synchronization accuracy. To give to the reader an insight of this link, let us consider a very simplified case where only offset adjustment is performed (ρ l = 0) and that all the agents (fictitiously) communicate in a synchronous way with a period n T where n is a positive integer. Realistically we may think that the clock evolution every T seconds is given by a nominal value plus an unknown time-varying term:
whereᾱ is the clock nominal value and d i (k) is a timevarying bounded disturbance such that ||d i (k)|| < d max .
Clearly if we consider the clock evolution every n T steps we will have
where ∥d n,i (k)∥ < n d max . Furthermore, for the sake of simplicity let us denote the time update as t k = (k) n T .
2 A distributed policy to effectively build a FSS will be discussed in our upcoming work (Lamonaca, et al. 2013 ).
Since we supposed to consider only the offset adjustment (9), the following holds:
. By substituting the offset update we obtain:
where the fact ∆α(t k ) = 0 follows from the assumptions. This can be equivalently expressed in a vector form, when considering a synchronous communication model, as: At this point, let us consider the next update at t k+1 , we have:
where the factτ (t k+1 ) =τ (t
Let us define now the generic synchronization error between node i and j as y ij (k) = C ij τ (t + k ) where
T with e i , e j the it-th and j-th vectors of the canonical basis. It should be noticed that the term C ij 1 n×1 nᾱ = 0, thus it does not affect the synchronization error y ij . We can then consider the relationship between the disturbance and the synchronization error in the Z domain as:
If the graph topology is strongly connected, this transfer function is BIBO stable since the only eigenvalue not strictly inside the unit circle is not observable from e ij . As a consequence it has a finite L1 norm, ||G ij (z)|| 1 < ∞ which finally, for negligible initial conditions, allows to bound the synchronization error as
Note that this bound is directly proportional to n and then we can show that the higher the communication rate, the better the synchronization accuracy. 2
Numerical Results
Simulations have been carried out to show the effectiveness of the proposed algorithm. To this end, a sensor network composed of 100 nodes has been considered. For the sake of the analysis, we organized the network topology in such a way to have a FSS composed of 20 nodes, while the remaining 80 belonged to the DSS. In order to (i) reduce the effect of numerical approximations and (ii) make the results independent from to the particular mote hardware characteristics, the interval time between two clock impulses has been normalized respect to the clock period. In the numerical tests the effect of the noise on the period has been also taken into account. In particular, for each simulation step the period of each node clock has been computed as random value extracted from a normal distribution characterized by mean value equal to 1 and standard deviation equal to 0.0028 4 . The nodes in quiet state synchronize each 1 × 10 6 T clk , the ones in alert state each 1 × 10 5 T clk . The simulation time is 3 × 10 8 T clk . Figure 1 shows the trend of the delay between each node and node#1 taken as reference. In green the trend of the nodes in quiet state belonging to the DSS, while in black the trend of the nodes in alert state belonging to the FSS. The numerical results highlight: (i) the convergence of all nodes to a common sense of time and (ii) the faster convergence of the node in alert state respect to the ones in quiet state. 
CONCLUSIONS
In this work we addressed the clock synchronization problem in Wireless Sensor Network for measurement applications. The proposed algorithm represents a trade-off between between synchronization accuracy and network life-time preservation. A theoretical characterization of the convergence properties has been carried out. Furthermore, simulation results to corroborate the theoretical analysis have been also provided. Future work will be focused on the extension of the proposed algorithm to a scenario where several events can occur simultaneously. Furthermore, an experimental validation will be carried out in order to evaluate the effectiveness of the proposed algorithm in a real context.
