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We revisit the issue of the resistivity of a two-dimensional electronic system tuned to a nematic
quantum critical point (QCP), focusing on the non-trivial impact of the coupling to the acoustic
phonons. Due to the unavoidable linear coupling between the electronic nematic order parameter
and the lattice strain fields, long-range nematic interactions mediated by the phonons emerge in
the problem. By solving the semi-classical Boltzmann equation in the presence of scattering by
impurities and nematic fluctuations, we determine the temperature dependence of the resistivity as
the nematic QCP is approached. One of the main effects of the nemato-elastic coupling is to smooth
the electronic non-equilibrium distribution function, making it approach the simple cosine angular
dependence even when the impurity scattering is not too strong. We find that at temperatures lower
than a temperature scale set by the nemato-elastic coupling, the resistivity shows the T 2 behavior
characteristic of a Fermi liquid. This is in contrast to the T 4/3 low-temperature behavior expected
for a lattice-free nematic quantum critical point. More importantly, we show that the effective
resistivity exponent αeff(T ) in ρ(T )− ρ0 ∼ Tαeff(T ) displays a pronounced temperature dependence,
implying that a nematic QCP cannot generally be characterized by a simple resistivity exponent.
We discuss the implications of our results to the interpretation of experimental data, particularly in
the nematic superconductor FeSe1−xSx.
I. INTRODUCTION
Recent experiments in several quantum materials have
revealed the widespread presence of electronic nematic-
ity, i.e. the lowering of the crystalline point-group sym-
metry by electronic degrees of freedom [1–11]. Assess-
ing the impact of these nematic degrees of freedom on
the normal-state and superconducting properties of these
materials remains an important challenge, particularly
near a putative nematic quantum critical point (QCP)
[12–20]. Experiments provide some evidence that the ne-
matic transition can indeed be tuned to zero temperature
by doping or pressure [9, 10, 21]. However, progress in
elucidating the properties of a nematic quantum critical
metal is often hindered by the fact that other types of
ordered states are observed concomitantly, such as mag-
netic order in the pnictides [22], or charge order in the
cuprates [23]. The simultaneous presence of fluctuations
associated with multiple ordered phases makes it diffi-
cult to disentangle the relevance of the putative nematic
QCP to the non-Fermi liquid behavior or to the uncon-
ventional superconducting dome often observed in these
systems.
However, materials have been recently discovered that
seem to display only nematic order, disentangled from
other ordered states. This is the case of the chemically
substituted iron chalcogenide FeSe1−xSx [5]: for x = 0,
the system displays a nematic transition at Tnem ≈ 90 K,
whereas for x = 1 the system is tetragonal. A putative
nematic QCP is inferred near the x ≈ 0.18 concentra-
tion, although it is not clear whether the transition is
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first-order (in which case the QCP would be avoided)
or second-order. A nickel-based cousin of the iron pnic-
tides, Ba1−xSrxNi2As2, and LaFeAsO1−xFx also show
evidence for a putative nematic QCP without magnetic
order [24, 25], although for the former charge fluctuations
may be important. Finally, certain 4f intermetallics,
such as TmAg2, undergo a single transition to a nematic
phase as temperature is lowered [26]. It has been pro-
posed that shear strain can be used to tune this nematic
transition to zero temperature [27], promoting a putative
nematic QCP.
These observations motivate a closer theoretical inves-
tigation of the metallic nematic QCP and, particularly,
of its transport properties, since resistivity is one of the
most widely employed probes for non-Fermi liquid behav-
ior. Within the so-called Hertz-Millis approach [28–30],
in which electronic degrees of freedom are integrated out,
the dynamic exponent z characterizing the nematic QCP
is the same as that of a ferromagnetic QCP, z = 3 [31].
This is because Landau damping has the same form in
both cases, since the two ordered states have zero wave-
vector. A semi-classical Boltzmann-equation approach
then predicts that, for a two-dimensional system, the re-
sistivity ∆ρ(T ) ≡ ρ(T ) − ρ0, where ρ0 is the residual
resistivity, vanishes as the QCP is approached according
to ∆ρ(T ) ∼ T 4/3 [30, 32]. Importantly, the presence of
impurity scattering to provide a mechanism for momen-
tum relaxation and multiple bands to avoid geometrical
cancellation effects are essential [33, 34]. Such an expo-
nent, however, has not been observed in recent transport
measurements in “optimally doped” FeSe1−xSx [21] – in
contrast, the resistivity of certain metallic ferromagnets
near the QCP seems to be consistent with Hertz-Millis
predictions [30]. There are several reasons that could be
behind this disagreement, from the possible unsuitability
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2of the Boltzmann-equation approach to describe a system
without well-defined quasi-particles to the possible fail-
ure of the Hertz-Millis description. Indeed, calculations
using the memory matrix formalism have found different
temperature dependencies for ∆ρ(T ) [35, 36]. Quantum
Monte Carlo simulations also provide evidence for non-
Hertz-Millis behavior near a nematic QCP [18, 19].
Although both the ferromagnetic and nematic QCPs
are characterized by the same dynamic exponent z = 3 in
the Hertz-Millis approach, a crucial distinction between
them is that the nematic order parameter couples linearly
to elastic modes of the tetragonal lattice [37–43], which
are associated with acoustic phonon modes. As a result,
the acoustic phonons mediate long-range interactions in-
volving the nematic order parameter [44]. While these
interactions render the classical (i.e., thermal) nematic
transition mean-field like, they also restore Fermi-liquid
like thermodynamic behavior near the nematic QCP, as
shown in Ref. [42].
In this paper, we focus on the impact of the cou-
pling to elastic degrees of freedom on the transport
properties of a two-dimensional (2D) electronic system
close to a nematic QCP. Because this coupling promotes
well-defined quasi-particles near the QCP, we employ
a Hertz-Millis Boltzmann-equation approach to calcu-
late the temperature-dependence of the resistivity ∆ρ(T )
upon approaching the QCP [45–48]. We go beyond
the relaxation-time approximation by solving numeri-
cally the Boltzmann equation, from which we obtain the
non-equilibrium electronic distribution function. Impu-
rity scattering is included as the main source for elec-
tronic momentum relaxation. We obtain a momentum-
anisotropic distribution function due to the interplay be-
tween the d-wave nematic form factor and the coupling
to the elastic degrees of freedom. The main effect of
the latter is to cause the nematic correlation length to
diverge only along certain momentum-space directions,
as discussed previously in Refs. [41, 42]. At the low-
est temperatures, we obtain the standard Fermi-liquid-
like behavior ∆ρ(T ) ∼ T 2, which is consistent with
the Fermi-liquid behavior previously found in equilib-
rium thermodynamic properties of the same model [42].
But our key result is that, upon approaching the ne-
matic QCP, the resistivity cannot be described by a sim-
ple power-law ∆ρ(T ) ∼ Tα over a wide temperature
range. Instead, the effective temperature-dependent ex-
ponent αeff(T ) ≡ ∂ ln [∆ρ(T )] /∂ lnT displays a promi-
nent temperature dependence, crossing over from 4/3 at
moderate temperatures to 2 at very low temperatures.
This regime in which αeff(T ) is strongly temperature de-
pendent is particularly sizable for systems with strong
nemato-elastic coupling and small Fermi energy, as it is
presumably the case of the iron-based superconductors.
We also contrast our theoretical results with recent ex-
periments performed in FeSe1−xSx [21, 49], and discuss
the limitations of our approach.
This paper is structured as follows. In Sec. II, we
describe the 2D electronic model for the nematic QCP
coupled to elastic degrees of freedom. In Sec. III, we
give a brief description of the formalism involved in the
derivation of the Boltzmann equation and present its nu-
merical solution as a function of temperature as well as
other parameters of the model. After that, we describe
the low-temperature behavior of the resistivity obtained
from the solution of the Boltzmann equation. Lastly, Sec.
IV is devoted to the discussion of the results and the pre-
sentation of our concluding remarks. The details of some
numerical calculations are given in the Appendix.
II. MICROSCOPIC MODEL
We consider here a two-dimensional tetragonal elec-
tronic system coupled to nematic quantum fluctuations
and the elastic degrees of freedom of the lattice, simi-
lar to that in to Ref. [42]. The Hamiltonian is given
by H = Hel-nem + Hnem-latt, where Hel-nem describes
the coupling between the fermions and the B1g nematic
order parameter φ(q), whereas Hnem-latt denotes, from
a renormalization-group point of view, the most rele-
vant coupling of φ(q) to the local orthorhombic strain
(r) = xx(r)−yy(r). Here, strain is defined in the stan-
dard way in terms of the displacement vector u, such that
ij = ∂iuj + ∂jui [44, 50]. To keep the analysis as simple
as possible, we consider a single circular Fermi surface
that has nematic cold spots, with dispersion ξk = εk−µ,
where µ is the chemical potential, and write Hel-nem ac-
cording to
Hel-nem =
∑
k,σ
ξkψ
†
σ(k)ψσ(k) +
gnem√
ν0
∑
k,q,σ
hkψ
†
σ(k+ q/2)ψσ(k− q/2)φ(q), (1)
where ψ†σ(k) [ψσ(k)] creates (annihilates) electrons with momentum k and spin projection σ ∈ {↑, ↓}, gnem is the
nematic coupling, and hk denotes the d-wave nematic form factor. We introduced the density of states ν0 for
convenience. In the case of a B1g nematic instability, in which the tetragonal symmetry is broken by making the x
and y directions inequivalent, hk is given by:
hk = cos(kx)− cos(ky), (2)
where the momentum k is restricted to the vicinity of the Fermi surface. Note that hk vanishes along the diagonals
of the Brillouin zone. Thus, the electronic states at the points where the Fermi surface intercepts these diagonals are
3effectively uncoupled from the nematic fluctuations. For this reason, they are known as cold spots.
The nematic degrees of freedom are described by the bare propagator:
(
χ0nem
)−1
(q, iΩn) = ν
−1
0
(
r0 + q
2 +
Ω2n
c2
)
, (3)
where c is a constant, Ωn = 2npiT for n ∈ Z is the bosonic Matsubara frequency, and r0 is the control parameter
proportional to the distance to the bare nematic QCP. Hereafter, all momenta are given in units of the inverse lattice
constant, whereas all length scales are given in units of the lattice constant.
As for the Hamiltonian Hnem-latt, it is given by
Hnem-latt = 1
2
∑
q 6=0
u†(q)M(q)u(q) + iglatt
∑
q6=0
aq · u(q)φ(−q), (4)
where u(q) denotes the Fourier transform of the displacement vector, aq = (qx,−qy, 0) is a two-dimensional vector,
glatt represents the nemato-elastic coupling, and M(q) stands for the matrix:
M(q) =
C11q2x + C66q2y + C44q2z (C12 + C66)qxqy (C13 + C44)qxqz(C12 + C66)qxqy C66q2x + C11q2y + C44q2z (C13 + C44)qyqz
(C13 + C44)qxqz (C13 + C44)qyqz C44(q
2
x + q
2
y) + C33q
2
z
 , (5)
with the Cij denoting the elastic constants for a system with tetragonal symmetry [44, 50].
The effect of the elastic coupling on the nematic de-
grees of freedom can be evaluated by integrating out the
u(q) fields. Following the procedure outlined in Ref. [42],
we first project u(q) onto the basis of the polarization
vectors of the acoustic phonons eˆµ(q):
u(q) =
∑
µ
Uµ(q)eˆµ(q). (6)
The polarization vectors are given by the eigenvalue
equation M(q)eˆµ(q) = %ω2µ(q)eˆµ(q), where ωµ(q) are
the phonon dispersions and % is the mass density. Next,
we use a path integral representation for Hnem-latt and
then integrate out the elastic degrees of freedom. As a
result, we obtain the renormalized nematic propagator
χ−1nem (q, iΩn) =
(
χ0nem
)−1
(q, iΩn)−Πlatt(q, iΩn), (7)
with the polarization bubble:
Πlatt(q, iΩn) =
g2latt
%
∑
µ
|aq · eˆµ(q)|2
ω2µ(q) + Ω
2
n
. (8)
This last expression, when Fourier-transformed back
to real space, corresponds to a long-range interaction ex-
perienced by the nematic degrees of freedom φ(q) [42].
To proceed, since we are mostly interested in layered
systems, we hereafter set qz = 0. By defining the an-
gle ϕ = tan−1(qy/qx) between the two components of
q restricted to the x-y plane and the elastic constants
combinations γ1 = C11 + C66, γ2 = C11 − C66, and
γ3 = C12 + C66, we find that the eigenvalues of M(q)
can be written as ωµ(q) = vµ(ϕ)|q|, with anisotropic
sound velocities [51]:
v±(ϕ) =
1√
2%
√
γ1 ±
√
γ22 + γ
2
3
2
+
γ22 − γ23
2
cos(4ϕ), (9)
Accordingly, the normalized eigenvectors of that matrix
are given by:
eˆ±(ϕ) =
1√
2Υ[Υ∓ γ2 cos(2ϕ)]
 γ3 sin(2ϕ)±Υ− γ2 cos(2ϕ)
0
 ,
(10)
where Υ (ϕ) =
√
1
2 (γ
2
2 + γ
2
3) +
1
2 (γ
2
2 − γ23) cos(4ϕ) is a
C4-symmetric function.
By inserting Eqs. (9)–(10) into Eq. (8), we can de-
termine straightforwardly the static polarization bub-
ble Πlatt(q, iΩn = 0) and, consequently, the effective
mass of the nematic fluctuations defined according to
ν−10 r ≡ χ−1nem(0, 0). We obtain
r(ϕ) = r0 − 2g
2
lattν0
γ21 −Υ2 (ϕ)
[
γ1 + γ3 − (γ2 + γ3) cos2(2ϕ)
]
.
(11)
Note that r(ϕ) is invariant under pi/2 rotations, and has
a set of minima for ϕn = (2n + 1)pi/4 with n ∈ Z. It is
convenient to consider the case in which C11−C122 = C66,
which corresponds to a lattice that is equally hard with
respect to the two types of orthorhombic distortion fluc-
tuations. In this case, one has γ2 = γ3 and, consequently,
the expression above becomes:
r(ϕ) = r0 − r0,c + λlatt cos2(2ϕ), (12)
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FIG. 1. (Color online) Density plot of the effective mass r(ϕ)
(in units of λlatt) of the critical nematic fluctuations around
a circular Fermi surface (dashed black circumference). No-
tice that r(ϕ) only goes to zero at the cold spots located
at the intersection of the Brillouin-zone diagonals with the
Fermi surface. In this situation, the quantum critical regime
becomes directional-selective.
with r0,c ≡ g
2
lattν0
C66
and λlatt ≡ r0,c2
(
1 + C12C11
)
being two
positive parameters. Thus, the elastic degrees of freedom
have two effects: Firstly, they shift the nematic QCP
from r0 = 0 to r0 = r0,c > 0 and, secondly, they endow
the effective nematic mass with an angular dependence.
As a result, the nematic correlation length ξnem ∝ r−1/2
only diverges along the special momentum-space direc-
tions ϕn = (2n + 1)pi/4, which coincide with the cold
spots positions. This is illustrated in Fig. 1. For this
reason, the quantum critical regime becomes directional
selective, as discussed in Ref. [42]. This non-analytic
behavior in momentum space can be recast in terms of
long-range, dipolar-like interactions in real space involv-
ing the nematic order parameter [37, 41].
III. RESISTIVITY NEAR THE NEMATIC QCP
The consequences of the directional-dependent ne-
matic correlation length, Eq. (11), to the thermody-
namic and single-particle electronic properties near the
nematic QCP were established in Ref. [42]. The main
result is that, at low enough temperatures, electronic
quasi-particles are well-defined, and the system displays a
conventional Fermi-liquid behavior. Of course, this tem-
perature scale depends crucially on the nemato-elastic
coupling constant glatt. Our goal here is to determine
the transport properties near the QCP. While one may
be tempted to employ a relaxation-time approximation
and replace the transport lifetime by the single-particle
lifetime, it is well known that this approximation can
be problematic in the case of anisotropic scattering [46–
48, 52]. Furthermore, the relaxation-time approximation
makes no reference to momentum relaxation mechanisms,
which are particularly important near instabilities with
zero wave-vector [33].
A. Boltzmann equation formalism
We calculate the electrical resistivity by employing a
semi-classical Boltzmann-equation approach [45–48]. Be-
cause the coupling to the elastic degrees of freedom re-
stores well-defined quasi-particles at the QCP, as dis-
cussed above, such a semi-classical approach is not unrea-
sonable. We will come back to discuss the shortcomings
of this approach in the next section. The main quan-
tity calculated through the Boltzmann equation is the
non-equilibrium electronic distribution function fk. In
the linearized approximation, which is valid for small de-
parture from equilibrium, it can be expanded as fk =
f0k − Φk(∂f0k/∂εk), where f0k ≡ (eβξk + 1)−1 is the equi-
librium Fermi-Dirac distribution. In this case, the Boltz-
mann equation is a linear integral equation for Φk:
−eE·vk
(
∂f0k
∂εk
)
=
1
T
∑
k′
(Φk−Φk′)f0k(1−f0k′)tk,k′ , (13)
where E represents a uniform electric field applied to
the electronic quasi-particles with charge −e and vk =
∇kεk is the momentum dependent velocity. The quantity
tk,k′ is the collision integral; in our problem, we consider
that momentum relaxation is provided by collision with
impurities. Using the Kadanoff-Baym ansatz [53] with
the effective self-energy correction in Fig. 2(a) and the
Born approximation, the collision integral evaluates to
tk,k′ =
2g2imp
ν0
δ(εk − εk′) + 2g
2
nem
ν0
h2(k+k′)/2n(εk′ − εk)
× Im[χnem(k′ − k, εk′ − εk + iη)], (14)
where η → 0+, gimp and gnem [defined previously in Eq.
(1)] correspond, respectively, to the impurity and ne-
matic transition rate amplitudes, n(ω) ≡ (eβω − 1)−1 is
the Bose-Einstein distribution, and χnem(q, iΩn) is the
nematic susceptibility renormalized by the coupling to
both elastic and electronic degrees of freedom. Note that
gimp is proportional to both the impurity scattering po-
tential and the impurity concentration. It is important
to note that the nematic fluctuations here are assumed to
effectively behave as a bath that is always in equilibrium.
This can only be justified if there are additional pro-
cesses by which the nematic fluctuations equilibrate much
faster than the electronic ones. One option is the phonon
subsystem, particularly due to the coupling between the
nematic order parameter and acoustic phonons, as de-
scribed by Eq. (1). Morever, if nematic fluctuations arise
from separate degrees of freedom (e.g. composite spin
5FIG. 2. Self-energy corrections for (a) the electronic and (b)
the nematic degrees of freedom. The electronic and bosonic
propagators are denoted here by the solid and dashed lines,
respectively. The black dots (“•”) correspond to the product
of the nematic interaction gnem with the nematic d-wave form
factor hk.
order parameters [22]), these fast equilibration processes
can take place within the nematic subsystem. However,
if the nematic fluctuations arise from a Pomeranchuk-
like interaction between low-energy fermions, additional
bands are necessary to ensure a finite resistivity and avoid
special geometric cancellations [33, 34, 36].
Generally, we can write the renormalized nematic sus-
ceptibility as:
χ−1nem (q, iΩn) = ν
−1
0
[
r0 + q
2 +
Ω2n
c2
− ν0Πlatt(q, iΩn)− ν0Πelec(q, iΩn)
]
,
(15)
where Πlatt(q, iΩn) and Πelec(q, iΩn) are bosonic self-
energy corrections due to the coupling to elastic fluctu-
ations and particle-hole excitations [see Fig. 2(b)]. The
former was exactly computed in Eq. (8), and its main
effect is to replace r0 by the renormalized mass r (ϕ)
given by Eq. (12). As for the latter, within a Hertz-
Millis approach, its main effect is to change the dynam-
ics of the nematic fluctuations by giving rise to additional
frequency-dependent terms:
Πelec(q, iΩn) =− g2nem cos2(2ϕ)
|Ωn|
vF q
− 4g2nem sin2(2ϕ)
(
Ωn
vF q
)2
, (16)
where vF ≡ |vkF | is the Fermi velocity. Although the
second term yields a sub-leading frequency dependence
as compared to the first term, it is the only non-zero
term along the directions ϕn = (2n + 1)pi/4 (see also
Refs. [35, 42, 54]). These are the same directions along
which the renormalized mass r (ϕ) vanishes, and along
which the nematic form factor hk vanishes, i.e. the cold
spots directions.
Within the Boltzmann-equation formalism, the electri-
cal resistivity ρ(T ) can be computed by the minimization
of the functional [46, 47]
ρ[Φ] =
1
ν0e2
∮ ∮
dk
|vk|
dk′
|vk′ |Fk,k′(Φk − Φk′)
2[∮
dk
|vk| (vk · nˆ)Φk
]2 , (17)
where the unitary vector nˆ points in the direction of
the electric field E, the momentum integrals are defined
around the Fermi surface, and the function Fk,k′ encodes
the scattering by impurities and nematic fluctuations. In
our case, it is given by
Fk,k′ = g2imp + g2nem
h2(k+k′)/2
T
∫ ∞
−∞
dω ω n(ω)[n(ω) + 1]
× Im[χnem(k− k′, ω + iη)], (18)
with the nematic susceptibility:
χ−1nem (q, iΩn) = ν
−1
0
[
r0 − r0,c + λlatt cos2(2ϕ) + q2
+ ν0g
2
nem
|Ωn|
vF q
(
cos2 2ϕ+ 4 sin2 2ϕ
|Ωn|
vF q
)]
.
(19)
Eq. (18) can be evaluated analytically by using the
residue theorem and by linearizing the form factor hk at
the Fermi surface. As a result, we find:
F(q) = g2imp + g2nemν0 cos2(2ϕ)
[ Bq −
√
B2q − 4AqRq
2piTAq
√
B2q − 4AqRq
ψ(1)
Bq −
√
B2q − 4AqRq
4piTAq
−
 Bq +
√
B2q − 4AqRq
2piTAq
√
B2q − 4AqRq

× ψ(1)
Bq +
√
B2q − 4AqRq
4piTAq
− 2piT
Rq
]
, (20)
where Fk,k′ = F(k−k′), ψ(1)(z) is the trigamma function, Rq ≡ r0− r0,c +λlatt cos2(2ϕ) + q2, Aq ≡ 4ν0g2nem sin
2(2ϕ)
(vF q)2
,
and Bq ≡ ν0g2nem cos
2(2ϕ)
vF q
. In order to simplify some of the numerical calculations, we will henceforth approximate
6ψ(1)(z) by the simpler function
ψ(1)(z) ≈ 1
z2
+
18z(z + 1)(2z + 1)
(6z2 + 6z + 1)2
, (21)
which describes almost exactly the behavior of ψ(1)(z) for |z| > 1 [55]. We also note that this approximation does not
change the sign of F(q), which stays positive for all values of the momentum q and the parameters of the model.
The minimization of the functional ρ[Φ] or, in other
words, the demand of the condition δρ[Φ]/δΦ = 0, leads
to an integral equation for Φk equivalent to the one ob-
tained by the integration of the momentum component
perpendicular to the Fermi surface in the Boltzmann
equation itself [see Eq. (13)]. For a circular Fermi sur-
face, the equation for the distribution function Φ in terms
of the angle θ between the momentum k and the electric
field E becomes a Fredholm equation of the second kind
given by
Φ(θ) =
∫ 2pi
0
dθ′K(θ, θ′)Φ(θ′) + f(θ), (22)
with:
K(θ, θ′) ≡ F(θ, θ
′)∫ 2pi
0
dθ′′F(θ, θ′′)
, (23)
f(θ) ≡ ζ cos(θ)∫ 2pi
0
dθ′′F(θ, θ′′)
. (24)
Here, ζ = 2pi2ev2F /kF and F(θ, θ′) is obtained by substi-
tuting 2ϕ = θ + θ′ − pi and q2 = 4k2F sin2[(θ − θ′)/2] in
Eq. (18) for F(q). It is convenient to separate the terms
arising from scattering by impurities and by nematic fluc-
tuations according to F(θ, θ′) ≡ g2imp + g2nemFnem(θ, θ′),
and express the resistivity as a sum of two terms:
ρ(T ) = ρimp(T ) + ρnem(T ), (25)
where
ρimp(T ) =
κimpρ
0
nem
4
∫ 2pi
0
∫ 2pi
0
dθdθ′[Φ(θ)− Φ(θ′)]2[∫ 2pi
0
dθ cos(θ)Φ(θ)
]2 ,
(26)
ρnem(T ) =
ρ0nem
4
∫ 2pi
0
∫ 2pi
0
dθdθ′Fnem(θ, θ′)[Φ(θ)− Φ(θ′)]2[∫ 2pi
0
dθ cos(θ)Φ(θ)
]2 .
(27)
For convenience, we defined the ratio between the im-
purity and nematic transition rate amplitudes, κimp ≡
g2imp/g
2
nem, which we refer hereafter as the dimension-
less impurity coupling, and the nematic resistivity scale
ρ0nem ≡ 4g2nem/(ν0e2v2F ). Notice that the residual resis-
tivity is given simply by ρ0 ≡ κimpρ0nem. For later conve-
nience, we also define the ratio between the lattice cou-
pling and the nematic coupling, κlatt ≡ λlatt/(ν0g2nem) =
1
2C66
(
1 + C12C11
)
g2latt
g2nem
, which we refer hereafter as the di-
mensionless lattice coupling, and the reduced tempera-
ture t ≡ T/εF , where εF = vF kF denotes the Fermi
energy.
B. Solution of the Boltzmann equation
We first solve analytically the Boltzmann equation in
the low-temperature regime near the QCP, which cor-
responds to setting r0 = r0,c. At low enough tempera-
tures, inelastic scattering by nematic fluctuations is al-
ways subleading with respect to the elastic scattering by
impurities. Of course, this temperature scale depends on
the dimensionless lattice coupling κlatt, which we con-
sider to be finite. In this regime, the out-of-equilibrium
distribution function can be well approximated by the
solution of the Boltzmann equation in the presence of
impurity scattering only, which gives the standard ex-
pression Φ(θ) = cos(θ) for the normalized distribution
function [45].
We first consider the case in which the coupling to the
lattice vanishes, κlatt = 0. By employing Eq. (21), we are
able to approximate F(q) in the low-temperature limit
by the expression
F(q) ≈ g2imp + g2nemν0 cos2(2ϕ)
4pi2BqT
2
3(Rq + 2piBqT )2
, (28)
where Rq = r0 + q
2. In this situation, the electrical
resistivity [see Eqs. (25)–(27)] evaluates to
ρ(T ) = ρ0nem
[
κimp+
21/3Γ
(− 43)Γ ( 116 ) ν1/30 g2/3nem
27pi7/6k
2/3
F
(
T
εF
)4/3]
,
(29)
with Γ(z) being the Gamma function. Therefore, we re-
produce within the Boltzmann-equation formalism the
expected T 4/3 scaling behavior of the resistivity for a
dirty 2D electronic system close to a nematic QCP.
We now move to the case where the coupling to the
lattice κlatt is finite. By making use once again of Eq.
(21) and then considering the temperature range T 
κ
3/2
lattεF , one finds
F(q) ≈ g2imp + g2nemν0 cos2(2ϕ)
4pi2BqT
2
3R2q
. (30)
As a result, for the range of nemato-elastic interactions
defined by 0 < κlatt . k2F /(ν0g2nem), the electrical resis-
7FIG. 3. (Color online) Behavior of the normalized quasi-particle distribution Φ(θ) obtained by solving Eq. (22) as a function
of the reduced temperature t = T/εF , the dimensionless impurity coupling κimp = g
2
imp/g
2
nem, and the dimensionless lattice
coupling κlatt = λlatt/(ν0g
2
nem). In panels (a)–(c), we fix κlatt = 10
−2 and vary κimp, whereas in panels (d)–(f) we set
κimp = 10
−1 and then change the value of κlatt. Notice that the effect on the quasi-particle distribution Φ(θ) of increasing
either the impurity coupling or the lattice coupling is quite similar. In addition, note that Φ(θ) approaches asymptotically the
cosine function in the low-temperature limit.
FIG. 4. (Color online) (a-b) Behavior of the resistivity ∆ρ(T ) = ρ(T ) − ρ0 as a function of the temperature T and the
dimensionless lattice coupling κlatt. We fix here the dimensionless impurity coupling to κimp = 10
−1. In the absence of κlatt,
the low-temperature behavior of the resistivity is characterized by ∆ρ(T ) ∼ T 4/3 [panel (a)], although when κlatt is O(1),
namely when the lattice coupling glatt is comparable to the nematic interaction gnem, the resistivity is given by ∆ρ(T ) ∼ T 2
[panel (b)]. (c) This behavior is rather insensitive to changes in the impurity coupling κimp, particularly at low temperatures.
In this particular case, we fix κlatt = 0.5.
tivity at the nematic QCP becomes
ρ(T ) = ρ0nem
[
κimp +
C0
κlatt
(
T
εF
)2]
, (31)
where C0 ≈ 0.17 is a numerical constant. Consequently,
the resistivity in this particular case describes Fermi-
liquid-like behavior, which agrees with the results in Ref.
[42] based on the calculations of thermodynamics and
single-particle properties.
Our asymptotic analysis for the low-temperature be-
havior of the resistivity suggests that a crossover from
∆ρ(T ) ∼ T 4/3 at moderate temperatures to ∆ρ(T ) ∼ T 2
at low temperatures can be expected, with the crossover
temperature scale being determined by the dimension-
less lattice coupling κlatt. To verify this expectation,
we numerically solve the integral equation (22) to find
the non-equilibrium distribution function Φ (θ) and then
compute the resistivity in Eqs. (26) and (27). To make
the numerical calculations convergent, we consider that
at the QCP the effective nematic mass vanishes linearly
with temperature, i.e. r0 = r0,c+a(T/εF ). Such a linear
T dependence is characteristic of a mean-field behavior,
8which is theoretically expected to the be case for the
nematic transition due to the coupling to the lattice (see
Ref. [41]); this is also the experimentally observed behav-
ior [6, 10]. Here, we set the dimensionless constant a to
be a = 1. As explained in more details in the Appendix,
the low-temperature behavior of ∆ρ(T ) is independent
of the value of a.
In Fig. 3, we show the numerical solution for the
non-equilibrium distribution function Φ(θ) by varying
the reduced temperature T/εF , the impurity coupling
κimp, and the lattice coupling κlatt. It is clear that, at
low enough temperatures, the distribution function al-
ways approaches the cos(θ) function, characteristic of the
impurity-scattering only problem. As discussed above,
this is a consequence of the fact that, at low enough tem-
peratures, inelastic scattering is subleading compared to
elastic scattering. As a result, by comparing panels (a)-
(c), which have the same κlatt = 10
−2 parameter, it is
clear that the temperature scale below which the dis-
tribution function approaches cos(θ) increases as κimp
increases. Above this temperature scale, the main de-
viations from the cos(θ) distribution are located at the
angles θn = (2n + 1)pi/4, which correspond to the cold
spots of the Fermi surface. Although this may seem con-
tradictory at first sight, since the nematic form factor
vanishes for quasi-particle scattering at the cold spots,
one can understand this behavior as arising from the sim-
ple fact that we have to average over all processes within
the Fermi surface to find the quasi-particle distribution.
Consequently, this also depends on the Fermi-surface re-
gions where the nematic form-factor contribution is fi-
nite. Furthermore, we also notice that the zeros of the
quasi-particle distribution Φ(θ) occur at the same points
where the function cos(θ) goes to zero. In fact, at these
points the Boltzmann equation becomes a homogeneous
integral equation [see Eq. (22)], which has only a trivial
solution due to the dependence of K(θ, θ′) on the impu-
rity coupling κimp.
In panels (d)–(f), we fix κimp = 10
−1 and vary the
dimensionless lattice coupling κlatt. It is interesting to
note that the nemato-elastic coupling plays a similar role
as the disorder coupling, in the sense that it also favors a
distribution function that is similar to the cos(θ) distri-
bution. The reason is because the coupling to the lat-
tice makes the nematic mass finite everywhere except
at the cold spots, thus removing much of the strongly
anisotropic behavior associated with the nematic QCP.
Having determined Φ(θ) numerically, we plot in Fig. 4
the temperature-dependence of the resistivity ∆ρ(T ) ≡
ρ(T )−ρ0. In panels (a)-(b), we fix the impurity coupling
to κimp = 10
−1 and vary the lattice coupling κlatt. As
shown in panel (a), when the nematic degrees of free-
dom are uncoupled from the lattice, κlatt = 0, we find
the expected ∆ρ(T ) ∼ T 4/3 behavior of a nematic QCP.
Upon increasing κlatt, we start noting deviations from
this power law. In particular, when κlatt ∼ 1, there is
a wide range of temperatures in which ∆ρ(T ) ∼ T 2, as
illustrated in panel (b). However, for intermediate val-
FIG. 5. (Color online) Temperature-dependent effective expo-
nent αeff(T ) of the electrical resistivity ∆ρ(T ) ∼ Tαeff (T ) for
different values of the dimensionless lattice coupling κlatt and
fixed dimensionless impurity coupling κimp = 10
−1. At very
low temperatures and at a finite value of κlatt, αeff(T ) will
eventually saturate at αeff = 2, which marks the emergence
of Fermi-liquid regime for the system. The bigger empty cir-
cles, indicated by κexplatt, are the experimental data reported in
Ref. [56] for the resistivity exponent αeff(T ) of “optimally”
doped FeSe1−xSx with x = 0.18, which harbors a putative
nematic QCP. Here, we used the value εF = 250 K for the
Fermi energy of this material.
ues of κlatt, it is clear that the temperature dependence
of the resistivity cannot be described by a single power
law. This is reminiscent of the effect of impurity scat-
tering on the resistivity near an antiferromagnetic QCP,
which makes the temperature dependence of ∆ρ(T ) not
display a simple power-law behavior [47, 52]. In our case,
however, impurity scattering has little effect on the tem-
perature dependence of ∆ρ(T ), as shown in panel (c).
The main effect comes from the coupling to the lattice
κlatt, which endows the nematic susceptibility with an
anisotropic correlation length.
To better illustrate the behavior of ∆ρ(T ) near the
nematic QCP coupled to the lattice, we plot in Fig. 5
the effective temperature-dependent exponent αeff(T ) ≡
∂ ln [∆ρ(T )] /∂ lnT for different values of the lattice cou-
pling κlatt. It is clear that, for κlatt < 1, the exponent
varies between the approximate range 4/3 . αeff(T ) . 2,
as anticipated from our analytical results. Note that the
T 2 behavior may be achieved only at extremely low tem-
peratures, depending on the value of κlatt. Similarly, the
T 4/3 behavior may be essentially inaccessible if κlatt is
not small enough.
IV. CONCLUDING REMARKS
In summary, we evaluated the impact of the coupling
to the elastic degrees of freedom on the electrical resis-
9tivity near a two-dimensional metallic nematic QCP. Our
main result is that the temperature-dependent resistivity
∆ρ(T ) = ρ(T ) − ρ0 cannot generally be described by a
simple power law. This is a consequence of the fact that
the elastic coupling favors, at low enough temperatures, a
Fermi-liquid like behavior, characterized by ∆ρ(T ) ∼ T 2.
In contrast, quantum critical nematic fluctuations, which
are cutoff by the lattice coupling, favor a ∆ρ(T ) ∼ T 4/3
behavior. As a consequence of these opposing tendencies,
the effective exponent ∆ρ(T ) ∼ Tαeff(T ) shows a pro-
nounced temperature dependence, as illustrated in Fig.
5, roughly crossing over between 4/3 and 2.
The lattice is always present in real systems, and its ef-
fects on the nematic degrees of freedom are profound even
in the qualitative level, as manifested in the directional-
dependence of the nematic correlation length. Thus, a
full understanding of experimental data requires eluci-
dating how the elastic degrees of freedom affect the trans-
port properties near the nematic QCP. Before discussing
comparisons with experimental results, it is important
to further discuss the limitations of our approach. The
main reason to consider a Boltzmann-equation approach
is because quasi-particles are well-defined near the ne-
matic QCP due to the coupling to the elastic degrees of
freedom, as previously shown in Ref. [42]. Of course,
as the coupling to the lattice becomes smaller, this ap-
proximation becomes more questionable. Furthermore,
even within this approximation, it is not obvious that
the Hertz-Millis approach employed here to account for
the dynamics of the nematic fluctuations will hold. It
would be interesting, in this regard, to go beyond the
Boltzmann equation approach and consider a different
technique, such as the memory matrix formalism [57].
Previous applications of this approach to the transport
properties of the nematic QCP revealed important devi-
ations from the expectations of the Boltzmann-equation
approach under certain conditions [35, 36]. In particular,
the recent work [36] found an interesting broad tempera-
ture range in which the resistivity displays a linear-in-T
behavior, which is absent in the Boltzmann formalism.
However, the impact of the lattice degrees of freedom was
not considered in those investigations. Similarly, sign-
problem-free Quantum Monte Carlo simulations [18, 19]
of the coupled nemato-elastic QCP would be desirable.
The most transparent experimental evidence of an iso-
lated putative nematic QCP is on the phase diagram of
FeSe1−xSx [5]. While the very large values of the ne-
matic susceptibility and its temperature dependence sug-
gest a second-order transition, the sudden drop of the ne-
matic transition temperature for a small change of dop-
ing concentration x is typical of first-order transitions.
The temperature dependence of the resistivity near this
possible nematic QCP has been experimentally studied.
Ref. [21] finds a wide temperature regime near the ne-
matic QCP at the concentration xc where the resistivity
displays a nearly linear behavior, which is not captured
by our model. This could be suggestive of additional
excitations at play or non-Hertz-Millis behavior. On the
FIG. A1. (Color online) Dependence of the effective exponent
αeff(T ) of the electrical resistivity ∆ρ(T ) ∼ Tαeff (T ) on the
nematic mass r0 = r0,c + δ(T ) for δ(T ) = a(T/εF ). We fix
here the impurity scattering and the elastic coupling accord-
ing to κimp = 10
−1 and κlatt = 10−1, respectively. In the
low-temperature regime, one can notice that the behavior of
αeff(T ) is not altered by the value of the constant a.
other hand, Ref. [56] reported a temperature dependence
of αeff that is qualitatively consistent with our findings,
increasing from close to 3/2 at higher temperatures to
close to 2 at lower temperatures. The data points are
also shown in Fig. 5, for comparison. A similar temper-
ature dependence of αeff was observed in Ref. [49] when
the nematic QCP was tuned by pressure in an “under-
doped” composition of FeSe1−xSx. Of course, while our
model is certainly too simplified to capture the complex
band structure of FeSe1−xSx, the overall trend in αeff is
what one would expect from our analysis. Overall, our
work unveils the crucial role played by the lattice on the
transport properties near a nematic QCP.
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APPENDIX: DETAILS OF THE NUMERICAL
SOLUTION OF THE BOLTZMANN EQUATION
As discussed in the main text, to reach numerical con-
vergence we included the temperature dependence of the
effective nematic mass at the nematic QCP, i.e., we set
r0 = r0,c + δ(T ). This is a reasonable assumption, since
the correlation length only diverges at the QCP. Since a
full self-consistent calculation of δ(T ) is beyond the scope
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of our Boltzmann-equation calculations, here we employ
a phenomenological approach. Motivated by the exper-
imental observations [6, 58] that the nematic suscepti-
bility in iron-based superconductors displays an approxi-
mate Curie-Weiss behavior, χnem ∝ (T −Tnem)−1, we set
near the QCP (where Tnem = 0) δ(T ) = a(T/εF ), where
a is a dimensionless constant. As shown in Fig. A1,
and already anticipated by the analytic results in Eqs.
(29) and (31), the value of a does not change the low-
temperature behavior of ∆ρ(T ). It does affect how the
effective exponent αeff(T ) behaves at high temperatures,
which is not unexpected, since at high temperatures the
resistivity exponent is not universal.
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