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1. INTRODUCTION 
In animal studies of the effect of the deposition of radioactive debris in 
the lung, use is made of very small spheres (about 10 pm diameter) of ZrO, 
impregnated with plutonium, an a-particle emitter. A quality control problem 
that arises in the manufacture of these spheres is that of determining the 
radial density distribution of plutonium throughout the sphere. It turns 
out that the sphere diameters are shorter than the a-particle range in ZrO, 
(about 20 pm), so that, with a knowledge of the enqrgy-path length relation 
in ZrO,, one may obtain information on the plutonium distribution by 
measuring the energy spectrum of emitted or-particles. 
An idealized description of the experimental set up goes as follows: A 
monolayer of spheres rests upon the bottom of a right circular cylinder of 
radius a and height 12; the top of the cylinder represents the “detector.” 
Every a-particle striking the detector will have traveled some distance x in 
the sphere of its birth. We have 0 < .T < 2R, where R is the radius of the 
sphere. We assume that the ratio a/h is small enough that the geometry is 
well collimated and no a-particle path can intersect more than one sphere. 
We also assume that all a-particles are born with the same energy, and that 
all spheres have the same radial plutonium density distribution (actually, 
all we can determine is an ensemble average of this quantity). 
Let the number of plutonium atoms in a small increment of radius dr 
about r be p(r) dr + o(dr). Our goal is the determination of p. Let the emission 
rate of a-particles that have path lengths in their spheres in a small increment 
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dl about 1 be f(l) dl + o(dl). The function f(l) is obtained by applying the 
known range energy relationship to the energy density of the a-particles. 
(The output of the detector gives a step function approximation to the latter. j 
\Ve now seek an equation relating p(r) to the known function f(l). For this 
consider a sphere of radius R centered at the origin of a three-dimensional 
Cartesian coordinate system (see Fig. 1). The other spheres lie in the (.Y. ?I)- 
FIGURE 1 
plane, and the detector is high on the z-axis. For an a-particle to hit the 
detector it must travel essentially straight up. Consider a spherical surface 
of radius I < R concentric with the first sphere, and a point on its surface, 
call it A4, whose position vector makes an angle 8 with the z-axis. Draw a 
line through A parallel to the z-axis, and denote the upper intersection of 
this line with the outer sphere by B. Put 1 equal to the length of the line 
segment -gB. Then by the law of cosines we hare 
cos 0 = (R” - rL - /9)!(Z). (I.11 
The probability that a point chosen at random on a sphere of radius Y will 
lie in d0 about ~9 is (l/2) sin(e) de + o(d8). Th us, the conditional probabilit! 
densitr of path lengths for a-particles originating on the sphere of radius r is 
Using (I. 1) and (1.2) we obtain 
(1.2) 
P(I, r) == F + & , R--r<.:l<R+r 
z 0, otherwise. 
(1.3) 
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If fl is the a-particle emission rate per plutonium atom (that is, the emission 
rate for a large number of atoms, divided by the number of atoms), then 
we have 
or 
f(l) = 4m’l j”” ,o(Y) rV’(l, Y) dr, 
0 
f(l) = mf J,;-[, ;(f + 1) y - f] p(y) dy, (1.4) 
since P(1, Y) = 0 if Y < 1 R - I I. 
Equation (1.4) yields two equations according to whether 1 E (0, R) or 
1 E (R, 2R). To display these equations in a more conventional, form we 
introduce the following definitions: put 
x = 74, (1.5) 
K(x, y) = R + (2R2r2 - 1) y - 3R~-~y~ + x-~JJ~, (W 
44 = ,@ - 4, (1.7) 
z)(x) = ,o(x - R). (1.8) 
Then C# and $ satisfy the following two Volterra integral equations of the 
first kind: 
fC.4 = h joz K(x, Y) d(v) 4, O<x<R, (1.9) 
f(x) = --h j-z2R K(x, Y) #(y> dy, R < x < 2R. (1.10) 
The statistical error associated with the measured functionf(x) is substan- 
tially greater for R < x < 2R (low energy) than for 0 < s < R (high energy). 
For this reason, we will limit our attention in what follows to (1.9). Without 
loss of generality, we may put h = 1, and this will be done in what follows. 
That a-particle energy spectra could be used to obtain plutonium densities 
in small spheres was first noted by Anderson and Bell [I]. An experimental 
apparatus similar to that described here has been built, and a numerical 
method of obtaining p(r) given f(Z) has been developed. This method, 
called “spectral stripping,” bypasses the formulation of an integral equation 
for p(y), but exhibits numerical instabilities. The present paper was motivated 
by the desire to stabilize the calculation of p. 
2. ANALYSIS OF THE INTEGRAL OPERATOR 
Denote the integral operator in (1.9) by A: 
4 = jir W, Y) 4(y) 4x x > 0. (2.1) 
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We wish to study the operator A as a mapping of one Banach space into 
another. Since the ultimate goal is to solve the problem -44 =f, and sincef 
is a function that is given by physical measurement, it is reasonable to first 
discuss a desired range for A. Surely it makes sense to ask that this range 
lies in the space P[O, R] of all real valued functions defined and square 
integrable on the interval [0, R]. W e employ the usual inner product and 
norm: 
(h, g) = 1 R 44 g(4 d.r, 1; h ‘I2 = (h, h)““. (2.2) 
0 
Such a range will account for all physically reasonable functionsf. 
Having decided on a range space, we now search for an appropriate 
domain space. It should contain all physically sensible functions 4. We shall 
show that an appropriate domain space is C*[O, R] defined as follows: 
C*[O, Ii] is the set of all real valued functions 4 such that 
d(x) = 40(x*)(.\. - RI-‘, (2.3) 
where 4, is any continuous real-valued function on the closed interval [0, R]. 
In C*, two functions g and h are defined as equal if h(x) = g(x) for all s 
in [0, R). Scalar multiplication and sums are defined in an obvious fashion. 
The norm of a function in C* is taken to be 
That this is a proper norm and that the space C* is a Banach space follows 
readily from the same results for the more common space C[O, R] of con- 
tinuous functions with the usual sup norm. 
We may now state 
THEOREM 1. For every 4 E C*, /et (-44)(x) for .x > 0 be dejined by (2.1). 
Then lim I+o+ (A+)(x) exists. Define (-4+)(O) as the value of this limit. Then -4 is 
a bounded linear operator which maps all of C* into LP. 
Proof. We first note that the kernel K(x, 4’) contains (y - R) as a factor 
and write 
(y - R)-l I+, y) = .+I~” - ~R.Y-~F - 1 = Ko(s, J). 
The kernel Ko(x, 4’) is strictly negative for every? E [0, R] and every x E (0, R]. 
By the definition of C* for every q5 E C* there is a (uniformly) continuous 
4, such that 
do(x) = (X - R) &xj, (2.5) 
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and for x > 0 
= .I+ 
r 
0 
y’+,(y) dy - 2Rx-* 
‘0 
joz~bo(r) 4 - jox do(~) dye 
(2.6) 
The function (A+)(X) is obviously continuous for x > 0. That the limit of 
(A+)(x) exists as x - 0 through positive values now follows readily from the 
properties of $. . Defining (,4$)(O) as this limit we find that (A+)(x) is con- 
tinuous in [0, R], and hence, is bounded and trivially in 5P. 
The linearity of iz is evident. That A is a bounded operator is easily seen: 
We note first that 
xz;gl I -44 I = max / jz KO(T Y) CO(Y) 4 1 rs[O,Rl o 
< y~f;l 1 +o(~)l max j’ =rO.Rl ” [-Koh ~11 dy = C II d /I* > 
(2.7) 
where C is a constant. Hence, 
This completes the proof. 
Let the range of A be denoted by W(A). Theorem 1 states that k%‘(A) E 9*. 
Our next theorem concerns the existence, uniqueness, and in a sense, the 
computability of + E C* such that 
with f E W(A). 
A4#l =f (2.9) 
THEOREM 2. There exists a linear operator A-l de$ned on 9(A) such that 
A-4-if = f for every f E W(A), and such that A-l-44 = $ for every 4 E C*. 
The operator -4-l is unbounded on &?(A). 
Proof. -4-l exists if and only if 114 II* # 0 implies that I/ A+ II2 f  0. But 
~i+ii, # 0 implies that 1 +(x)1 > 0 f  or every x in some closed interval 
[ x0, x0 + S] E [0, R). It follows from the strict negativity of Ko(x, y) that 
1 A+ I > 0 on a set of positive measure and so jj rZ$ II2 # 0. 
To show that -4-l is unbounded, choose a sequence of functions &(x) = 
(x - R)-l sin(nx). Each member of this sequence is in C*. For n sufficiently 
large, II& IIf f  1. I-I owever, an application of the Riemann-Lebesgue lemma 
(or, alternatively, direct calculation) reveals that jl A& II2 - 0 as n - co. 
This completes the proof. 
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This theorem assures us of the unique solubility of -44 ==f, f  E 3(.4), 
+ E C*. However, the unboundedness of d-l means that the problem is 
ill-posed in the sense of Hadamard [4]. That is, the function 4 does not 
depend in a continuous way on f. Small changes in f  can result in very large 
changes in 4. Since, in the physical problem of interest, f  is obtained experi- 
mentally, this creates grave problems in trying to compute & 
3. A RESOLUTION OF THE PROBLEM 
That -4 has the behavior found in the previous section is hardly surprising 
since such behavior is characteristic of ‘I-olterra operators. Actually some 
relatively elementary manipulations lead to an explicit solution of (1.9). 
This solution is in terms of the first derivative off. -4nalytically, the occur- 
rence of this derivative is simply a reflection of the unboundedness of -4; 
numerically, the derivative creates great difficulty since the function f  is, 
as noted, obtained from experimental data. The problem of “differentiating” 
such data is often considerable. 
A growing literature exists on ill-posed problems in general and on 
integral equations of the first kind in particular. See [2, 3, 55lO]and references 
cited therein. To obtain a reliable and meaningful numerical solution to 
(2.9) one must possess some additional information. Typically this informa- 
tion has taken the form of adding conditions to the solution function 4. 
Often the form of this function is specified to within a very few arbitrar!, 
parameters or 4 is required to be smooth, bounded, unimodal, etc. [3, 6, 71. 
In essence this approach restricts the domain of the operator -4 to a suhspacr 
tJf c-‘. 
This procedure is somewhat unaesthetic in that one is claiming to knol\ 
a great deal about the solution to the problem at hand. While in man! 
physical cases this is a valid claim, there is always the possibility that one 
has erred and fooled himself into taking an incorrect functional form. A 
quantity that is available and whose properties are known (to within the 
experimental limits) is f.  Therefore, in this paper, we restrict the class of 
functions f  that will occur in (2.9), choosing, of course, functions that 
approximate the experimental data. This is equivalent to restricting the range 
of -4. I f  this restriction is properly chosen it may well be the case that .-I mL 
restricted to this subspace S of W(-4) is a bounded operator. In that event 
the problem (2.9) becomes well-posed. 
\I’e therefore search for a subspace S E a(;l) such that the functions in S 
are good approximations to the experimental f  functions and such that -4-i 
is bounded on S. Actually, f  is usually well represented by a polynomial of 
relatively low degree, and so we tentatively choose S as the set of all real 
valued polynomials on [0, R]. 
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To approach this problem we turn first of all to the functions +,, and 
consider any q5,, of the form 
40(x) = f %axn, (2.10) 
12=0 
and such that the power series converges for all / x 1 < CO. Thus, while the 
+a that occur in the definition of C* need only be continuous on [0, R], we 
are now looking at those 4. that can be extended as entire functions in the 
complex plane. An easy calculation yields for such a $. : 
(A4) (x) = --Au, - 2 gl [ i(iay2) + +] xi. (2.11) 
It is evident that the radius of convergence of this new power series is infinite. 
We wish more; namely, we desire that the right-hand side of (2.11) is actually 
a polynomial, say 
--Iiao - 2 %El [ ;(i”y2) + +] xi = go bpi. (2.12) 
This condition yields a recursion formula 
aimI + iRa, = -i(i + 2) bJ2, 1 <i, 
-Ra, = b,; bi = 0, for i > n. 
The solution to (2.13) is 
(2.13) 
aj = (2Ri!)-1 i (-l)“+l (i - k + 2) (i - A)! Rdkbtek , O<i<?Z, 
k=O 
ai = (-l>i-n (2R”++li!)-l f  (-l)“+l (n - K + 2) (n - k)! R-“b,,-, , 
k=O 
i > n. (2.14) 
Substituting into (2.10), we obtain 
4,(x) = i d,x’ + (-1)” n! Rna, exp(--x/R), 
i=O 
(2.15) 
with 
di = (2Ri!)-1 i (-l)“+l (i - k + 2) (i - A)! Rykbimk 
k=O 
- (-l)n+l (i!)” n! Rn--ia, . 
(2.16) 
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It may seem that our approach has been exactly the opposite of the one 
promised, since we did start by looking at functions associated with the 
domain of 3 rather than with those belonging to the range. However, the 
steps of the above argument now simply may be reversed. 
THEOREM 3. Let S,” be the set of all real polynomials qf the form 
and of degree not exceeding N. Then S, lies in the range of -4. Moreover, 
L- ‘f := (x - R)-1 c$() ) where +,, is given by (2.15) with coejkients provided 
by (2.14) and (2.16). The operator -4-l restricted to Sv is bounded, and in fact, 
(1 -4-l I!* = O(N). 
Proof. The theorem has been proved except for the alleged boundedness 
of A-l. This follows immediately from the fact that SN is finite dimensional. 
That the bound is O(N) may be seen by direct calculation using the relation- 
ships among the coefficients a,, bk , and dk . This completes the proof. 
In a sense, Theorem 3 is disappointing since one would like to be able to 
show that A-i is bounded on the set of all polynomials. This is apparently 
not the case; the bound depends linearly on N. On the other hand, from a 
practical viewpoint, one will always be dealing with some finite-dimensional 
subspace of the polynomials in making calculations. Moreover, the estimate 
on the bound is of value in determining the effectiveness of the overall 
method. 
4. D~scrrssro~ 
It is at once evident from the form of (2.4) that 4(x) has, in general, a pole 
at x := R, unless unusually fortuitous circumstances produce a zero of 
+,,(x) at R. Such singular behavior of 4 is not physically reasonable since it 
implies that p(r) behaves like l/r at the center of the sphere. There are 
several ways to overcome this difficulty. 
(a) An additional condition might be imposed on the coefficients di 
(Eq. 2.16). This has the disadvantage that one is actually putting a further 
restriction on the domain of A, and this can result in the changing the range 
of A from the set of polynomials to some other class of functions. Since 
our aim is to specify the desired range so as to adequately represent the 
physical data, this approach is not appealing. 
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(b) The solution 4 may be approximated by a polynomial; for example, 
by the method of least squares. Thus, one writes 
and minimizes 
j(c) = J(co 9 Cl ,*.., cm) = If - &t II2 . 
That this is possible follows from the existence of A-l, which in turn shows 
that the functions il.lci, i = 0, 1, 2 ,... are linearly independent. Thus, the 
Gram determinant 1 Axi, Axj 1 is nonzero, and the system of linear equations 
arising from the attempt to minimize J(c) has a unique solution (c,, , c, ,..., c,). 
The minimum is, in fact, global. 
Additional conditions on the approximating functions & may be imposed. 
For example, one may ask that the plutonium density p(r) has zero slope at 
the origin; there is some reason to believe this to be the case physically. 
This implies that the first derivative of& vanishes at x = R. This condition 
also may be achieved. 
Since such “smoothing” ideas as are being outlined here are quite routine, 
we pursue the matter no further. 
(c) Finally, we may observe that while aesthetically the singularity of 
p(r) is undesirable, it is of little physical import. The quantity of real physical 
interest is the volume integral of p: 
I(Y) = 47r j-r p(t) t2 dt = 4~ fr c$(R - t) t2 dt 
0 '0 
= -47~ ()15~(t) (R - t) dt. 
Since a small change in f produces only a small change in $. , the integral 
will respond accordingly. In fact, the norm 11 ..* II* is seen to be a particularly 
good one since it assures this behavior. In the example that follows, we shall 
compute both the ill-behaved density function p and certain integrals of 
this function. 
5. A NUMERICAL EXAMPLE 
The example that we present uses data from an actual physical experiment. 
The function f is shown in Fig. 2. The dots indicate the actual data points. 
The smooth curve is a polynomial of degree IO fitted by least squares. 
Polynomials of degrees 8 and 12 were also fitted and will be discussed, 
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though they are not shown. A degree of at least 8 was deemed necessary 
for an adequate fit. High degree polynomials exhibited the “wiggly” behavior 
characteristic of such fits and will be ignored in our exposition. For con- 
venience, we have normalized so thatf(0) = 1 with R = 1. 
Results are shown in Fig. 3, where the function p(.v)/p(l) is plotted for 
each of the fits of degree n = 8, 10, and 12. It is interesting to note that in 
2.25 I I I I I I I I I I 
200-f .-.-. “~8 
I .75$ - n=iO 
----- n=[2 
0.25- 
I I I I I I I I I I 
0.0 0.1 0.2 0.3 0.4 x 0.5 0.6 0.7 07 0.9 1.0 
FIGURE 3 
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the region x > 0.1 the agreement is very good. As anticipated, the functions 
behave badly near x = 0. 
In Table I the values of 
J 
.O.lj 
Ij = 
O.l(j-1) 
p(t) tP dt 
are presented forj = 1, 2,..., 10 and for polynomial fits of degree II = 8, 10, 
and 12. The last column is a measure of the relative error, taken to be 
(max, Ij - min, li)/max, Ij . As expected, the worst behavior is for j = 1. 
However, it must also be noted that only 0.1 y/o of the volume of the sphere 
lies between zero and x = 0.1 so that the overall contribution from this 
case is really very small. 
TABLE 1 
j n 
\ 
1 0.2161 x 10m3 0.1975 x IO-3 0.1557 x IO-” 0.28 
2 0.1203 x 1O-2 0.1153 x 10-L 0.1094 x IO-” 0.09 
3 0.2712 x lo-” 0.2861 x 1O-L 0.2978 x IO-’ 0.09 
4 0.5263 x 1O-2 0.5339 A. 10-z 0.5547 x 10-z 0.05 
5 0.8978 x IO-? 0.8885 x 1O-5 0.8757 x 1O-p 0.02 
6 0.1411 x IO-’ 0.1382 x IO-’ 0.1350 x 10-l 0.04 
7 0.2051 A 10-l 0.2031 x 10-l 0.2047 x 10-l 0.01 
8 0.2794 x 10-l 0.2803 x 10-l 0.2852 x 10-l 0.02 
9 0.4002 x 10-l 0.4003 x IO-’ 0.3988 x IO-’ 0.00 
10 0.7057 x 10-l 0.7019 x 10-l 0.7056 x 10-l 0.01 
8 10 12 Relative error 
- - 
TABLE 2 
8 10 12 Relative error 
1 0.2161 x 1O-3 
2 0.1419 v lo-” 
3 0.4131 % 10-z 
4 0.9394 x IO-2 
5 0.1837 x 10-l 
6 0.3248 x 10-l 
7 0.5299 x 10-l 
8 0.8093 x 10-l 
9 0.1210 
10 0.1915 
0.1975 x 10-s 
0.1351 x 10-2 
0.4212 x lo-? 
0.9551 x 10-Z 
0.1844 x 10-l 
0.3226 x IO-’ 
0.5257 x 10-l 
0 . 8050 / Y 10-l 
0.1206 
0.1908 
0.1557 x IO-3 0.28 
0.1247 x IO-? 0.12 
0.4228 x lo-* 0.02 
0.9795 x 10-Z 0.04 
0.1853 x 10-l 0.01 
0.3203 x 10-l 0.01 
0.5250 x 10-l 0.01 
0.8102 x IO-’ 0.01 
0.1209 0.00 
0.1915 0.00 
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Finally, Table II gives the value of the cumulative integrals 
The last column contains the relative error, defined analogousl\- to that in 
Table I. 
6. REMARKS AND CoiwursIoNs 
It appears that the overall approach used in this paper, together with 
the rather unusual norm provided in the domain space, yield results that 
are physically meaningful and valuable. Of course, if some sort of “confidence 
limit” could be defined , giving some measure of how close the results are 
to the physical solution, one’s sense of security would be greatly enhanced. 
This matter has been considered but not fully formalized. 
-4s noted in the text, the basically unique feature of the argument utilized 
is that the real burden in such problems should lie on the range space used, 
since that is where the experimental data is found. The possibility of extending 
this concept to other integral equations of the first kind (whether or not of 
Volterra type) and to more general ill-posed problems is intriguing. Of 
course, determination of the corresponding domain space, together with 
the requirement that the restricted inverse operator be bounded, will 
ordinarily be difficult. In this paper, a relatively ad hoc approach was used. 
Surely some sort of an algorithm, to match range and domain, at least in 
special classes of problems, is very desirable. The question remains open. 
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