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Riassunto
Obiettivo della tesi e` sviluppare un sistema per la scoperta di discriminazione
sociale attraverso l’utilizzo di tecniche di data mining basate sulla classifi-
cazione bayesiana. Viene presentata una rassegna delle fonti legislative e
giurisprudenziali, per poi passare al compendio di alcuni lavori economico-
statistici al fine di mostrare la difficolta` degli approcci analitici in tale campo.
Il contributo della tesi consiste nella proposta di un sistema per estrarre re-
gole di classificazione che diano evidenza di comportamenti discriminatori
sulla base di attributi a valori continui. La parte analitica della tesi si
fonda su modelli Bayesiani e distribuzioni continue. La parte sperimentale
estende l’algoritmo NDCR proposto in letteratura, che e` ristretto ai soli at-
tributi categorici o a discretizzazioni di attributi continui, implementando
una discretizzazione a posteriori dell’attributo discriminatorio. Il sistema e`
testato empiricamente.
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Capitolo 1
Introduzione
1.1 Presentazione del problema
La discriminazione sociale e` un cancro dell’umanita` ormai radicato in buona
parte di essa. Tale comportamento, in chi e` portato a tenerlo, si manife-
sta in ogni aspetto della vita quotidiana. Piu` grave, pero`, e` quando esso si
manifesta nelle pratiche economiche e sociali, svantaggiando un gruppo di
persone rispetto ad altre per una caratteristica razziale, religiosa, politica o
altro.
Le legislazioni civili dei Paesi piu` avanzati sanzionano i comportamenti di-
scriminatori in modo fermo. Ovviamente, come accade molto spesso, la
reazione alla legislazione puo` essere non quella di adeguare il proprio com-
portamento alle sue direttive, ma trovare dei modi per nascondere le proprie
pratiche fraudolente. E` risaputo, ad esempio, che negli Stati Uniti d’Ameri-
ca gli afro-americani sono onerati in modo spropositato rispetto ai bianchi
in molte attivita`, dalla concessione dei mutui al reclutamento sul lavoro.
Prendendo ad esempio quest’ultimo caso, analizzare il problema della di-
scriminazione partendo dallo studio del solo tasso di disoccupazione non
basta. Qualsiasi datore di lavoro potra` affermare di aver assunto bianchi
in proporzione spropositatamente piu` alta rispetto ai neri perche´ nei casi
specifici questi avevano requisiti migliori.
Un’ulteriore complicazione potrebbe essere data dalla cosiddetta discrimi-
nazione indiretta: se ammettessimo che esista qualche relazione tra un at-
tributo potenzialmente non discriminatorio ed una caratteristica di una mi-
noranza, e che una qualsiasi operazione economica abbia una limitazione
proprio su tale attributo, saremmo comunque di fronte a trattamento discri-
minatorio, anche se occultato (ad esempio, se un limite per il reclutamento
della polizia fosse l’altezza minima, anche se in modo indiretto si farebbe
discriminazione sulle donne, mediamente piu` basse dei maschi). La trat-
tazione della discriminazione indiretta richiede un’analisi piu` approfondita
sulle relazioni tra i due attributi, ma non cambia le conclusioni teoriche che
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si possono trarre.
Il primo problema, invece, trova una soluzione con l’introduzione del concet-
to di background. Se ammettessimo di avere un insieme di richiedenti il lavo-
ro con uguali requisiti che interessino la loro produttivita` (che costituiranno
il background della regola discriminatoria) e il numero spropositatamente
maggiore di bianchi sui neri dovesse permanere, allora s`ı che potremmo di-
mostrare in maniera inconfutabile la presenza di discriminazione.
Nell’ipotesi di avere a disposizione un dataset attendibile su una qualsia-
si attivita` a rischio discriminazione e di conoscere quali attributi possono
essere potenzialmente discriminatori, sicuramente i metodi di data mining
potrebbero rappresentare un ottimo approccio al problema.
Questa tesi intende da una parte presentare una rassegna della legislazione
e dei lavori economico-giuridici sul problema della discriminazione, e dall’al-
tro introdurre e sviluppare un approccio per la scoperta di discriminazione
attraverso le tecniche di data mining, basato su regole e su classificatori
bayesiani.
1.2 Rassegna della letteratura
Il punto di partenza per la definizione del problema e` consistito nella com-
prensione della definizione giuridica di discriminazione e gli approcci che le
varie legislazioni intraprendono per regolamentarla. Sono state studiate, per
questo fine, la legislazione degli USA [Civ08], del Canada [Can08] e dell’I-
talia [Dip08]. Tutte queste prendono spunto dalla Dichiarazione Universale
dei Diritti dell’Uomo [OHC08] e dalla Carta dei Diritti Fondamentali del-
l’Unione Europea [Car08].
Quindi si e` proceduto con il prendere in rassegna i lavori esistenti nel
campo delle scienze sociali, economico e statistiche [Kno86] [AO87].
Il test della sotto-rappresentazione descritto in [Kno86] rappresenta la
base per la successiva formulazione quantitativa di una misura di discrimi-
nazione nota come e-lift.
I lavori [Squ03], [LL99] e [AC77] esprimono le difficolta` di un approccio
analitico ad un problema che ha dei rapporti troppo stretti con la com-
ponente soggettiva umana. Le discussioni sulle difficolta` incontrate e sulle
cause dei fallimenti dei vari approcci sono state comunque importanti per
individuare i diversi punti deboli di un’analisi teorica della discriminazione.
Il concetto alla base delle teorie proposte in questa tesi e` quello di α-
protection presente in [PRT07]. L’applicazione NDCR descritta nel rapporto
CAPITOLO 1. INTRODUZIONE 3
tecnico e` stata punto di partenza e uno dei due strumenti di verifica del
codice sviluppato.
1.3 Contenuto della tesi
La tesi parte dalla definizione giuridica di discriminazione e, attraversando
varie fasi, arriva a definire un ambiente di analisi basato sul data mining.
• Nel Capitolo 2 si presentano le varie leggi ritenute interessanti, utili
soprattutto a far comprendere i campi di applicazione di uno strumento
di discrimination discovery.
• Il Capitolo 3 vuole essere, oltre che una rassegna di lavori statistico-
economici volti a far capire le difficolta` della trattazione analitica di
tale argomento, anche un punto di unione tra la definizione giuridica
di discriminazione ed un modello di data mining che lo rappresenti
realisticamente.
• Il Capitolo 4 descrive lo stato dell’arte e successivamente il modello
teorico sviluppato per il trattamento, attraverso l’utilizzo dei classi-
ficatori bayesiani, di attributi continui come input per un lavoro di
discrimination discovery.
Viene proposto innanzitutto un primo approccio basato sul data mi-
ning (NDCR), sviluppato nel Dipartimento di Informatica dell’Uni-
versita` di Pisa [PRT07]. Tale approccio ha pero` una forte limitazione:
necessita di dati discretizzati (ovvero dati che assumano un numero
finito, e di poche unita`, di valori). Esistono, pero`, nella realta`, molti
tipi di attributi che sono rappresentati da dati continui (si pensi allo
stipendio, all’eta`, ecc.). Un metodo semplice per rientrare nelle as-
sunzioni del sistema NDCR e` quello di discretizzare a priori i valori
continui in fasce, tipicamente sulla base della frequenza o dell’ampiez-
za dei valori. Ma se e` invece il dato continuo che fornisce evidenza
di comportamento discriminatorio, mentre il suo valore discretizza-
to rimuove tale evidenza? Ha senso “snaturare” le informazioni su
tale dato rischiando, quindi, di perderne proprieta` fondamentali per
strada? L’esempio classico e` l’eta`, attributo potenzialmente discrimi-
natorio e continuo: con NDCR bisognerebbe dividere questa in insiemi
di intervalli di valori e poi cercare la discriminazione su tali intervalli.
Ma questa operazione potrebbe rivelare un problema: se la soglia di
discriminazione per l’eta` fosse all’interno di un intervallo, e venissero
quindi inseriti nello stesso gruppo sia record che rappresentino soggetti
discriminati (con il valore dell’eta` vicino al limite superiore del grup-
po) che soggetti non discriminati (vicini al limite inferiore), NDCR
non troverebbe, come e` logico, nessuna informazione (o comunque i
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suoi risultati non sarebbero del tutto attendibili) riguardo alla discri-
minazione su tale attributo.
Qui viene proposto un metodo di discretizzazione “a posteriori” del-
l’attributo continuo sulla base delle informazioni fornite dai possibili
contesti di discriminazione.
• Il Capitolo 5 descrive il dataset utilizzato per lo sviluppo dell’applica-
zione B-NDCR e le fasi significative dello stesso.
• Il Capitolo 6 descrive le due verifiche svolte sull’output dell’applicazio-
ne sviluppata ed analizza i problemi che si sono verificati nell’utilizzare
tale tipo di strumento.
Capitolo 2
Legislazione sulla
discriminazione
La discriminazione sociale nelle pratiche economiche e` un problema che, nel
campo giuridico, vede la ricerca di regolamentazione da ormai oltre 50 an-
ni. Questa sezione vuole essere una raccolta critica di leggi, organizzata per
provenienza e campo di applicazione, per mostrare quanto il problema sia
reale, essendo stato affrontato praticamente in ogni suo aspetto. Le Nazioni
delle quali i Codici sono stati studiati sono Italia [Dip08], USA [Civ08] e
Canada [Can08], oltre, naturalmente, alla Dichiarazione Universale dei Di-
ritti dell’Uomo [OHC08] ed alla Carta dei Diritti Fondamentali dell’Unione
Europea [Car08].
2.1 Fonte: ONU
Dichiarazione Universale dei Diritti dell’Uomo (Assemblea Gene-
rale delle Nazioni Unite, 10 Dicembre 1948)
Articolo 2: Ad ogni individuo spettano tutti i diritti e tutte le liberta` enun-
ciati nella presente Dichiarazione, senza distinzione alcuna, per ragio-
ni di razza, di colore, di sesso, di lingua, di religione, di opinione
politica o di altro genere, di origine nazionale o sociale, di ricchezza,
di nascita o di altra condizione.
Articolo 7: Tutti sono eguali dinanzi alla legge e hanno diritto, senza
alcuna discriminazione, ad un’eguale tutela da parte della legge. Tutti
hanno diritto ad un’eguale tutela contro ogni discriminazione che vio-
li la presente Dichiarazione come contro qualsiasi incitamento a tale
discriminazione.
I due articoli hanno valenza generale, come ci si aspetta dal Documento,
che deve dare semplicemente le linee guida ai legislatori dei Paesi Membri.
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2.2 Fonte: UE
Carta dei Diritti Fondamentali dell’Unione Europea, Capo III
(Parlamento, Consiglio e Commissione Europea, Nizza, 7 Dicem-
bre 2000)
Articolo 21: Non discriminazione 1. E` vietata qualsiasi forma di
discriminazione fondata, in particolare, sul sesso, la razza, il co-
lore della pelle o l’origine etnica o sociale, le caratteristiche gene-
tiche, la lingua, la religione o le convinzioni personali, le opinioni
politiche o di qualsiasi altra natura, l’appartenenza ad una mino-
ranza nazionale, il patrimonio, la nascita, gli handicap, l’eta` o le
tendenze sessuali.
2. Nell’ ambito d’applicazione del trattato che istituisce la Comu-
nita` europea e del trattato sull’Unione europea e` vietata qual-
siasi discriminazione fondata sulla cittadinanza, fatte salve le
disposizioni particolari contenute nei trattati stessi.
Articolo 22: Diversita` Culturale, religiosa e linguistica L’Unione ri-
spetta la diversita` culturale, religiosa e linguistica.
Articolo 23: Parita` tra uomini e donne La parita` tra uomini e don-
ne deve essere assicurata in tutti i campi, compreso in materia di
occupazione, di lavoro e di retribuzione. Il principio della parita` non
osta al mantenimento o all’adozione di misure che prevedano vantaggi
specifici a favore del sesso sottorappresentato.
Articolo 26: Inserimento dei disabili L’Unione riconosce e rispetta il
diritto dei disabili di beneficiare di misure intese a garantirne l’auto-
nomia, l’inserimento sociale e professionale e la partecipazione alla
vita della comunita`.
La Carta riprende rigorosamente i principi dell’Articolo 22 della Dichia-
razione, con l’aggiunta di alcuni caratteri molto interessanti, quali l’eta`, le
tendenze sessuali e gli handicap in termine di discriminazione. Evidente-
mente questi caratteri si sono manifestati come oggetto di discriminazione
in un momento successivo al 1948, come e` facile immaginare.
2.3 Fonte: diritto civile italiano
• Legge Mancino 205/93
Articolo 2: E` vietata ogni organizzazione, associazione, movimento
o gruppo avente tra i propri scopi l’incitamento alla discrimina-
zione o alla violenza per motivi razziali, etnici, nazionali o religio-
si. Chi partecipa a tali organizzazioni, associazioni, movimenti o
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gruppi, o presta assistenza alla loro attivita`, e` punito, per il solo
fatto della partecipazione o dell’assistenza, con la reclusione da
sei mesi a quattro anni. Coloro che promuovono o dirigono tali
organizzazioni, associazioni, movimenti o gruppi sono puniti, per
cio` solo, con la reclusione da uno a sei anni.
Prima legge in Italia che tratta di discriminazione, si concentra, pero`,
solo sulla discriminazione razziale e specificatamente per manifestazio-
ni di odio e violenza, non sulla discriminazione in ambito economico.
• Legge 40/98, Articolo 41, Comma 1: Discriminazione per
motivi razziali, etnici, nazionali o religiosi
Capo 1: Ai fini del presente capo, costituisce discriminazione ogni
comportamento che, direttamente o indirettamente, comporti una
distinzione, esclusione, restrizione o preferenza basata sulla raz-
za, il colore, l’ascendenza o l’origine nazionale o etnica, le con-
vinzioni e le pratiche religiose, e che abbia lo scopo o l’effetto di
distruggere o di compromettere il riconoscimento, il godimento o
l’esercizio, in condizioni di parita`, dei diritti umani e delle liberta`
fondamentali in campo politico economico, sociale e culturale e in
ogni altro settore della vita pubblica.
Capo 2: In ogni caso compie atto di discriminazione:
1. il pubblico ufficiale o la persona incaricata di pubblico ser-
vizio o la persona esercente un servizio di pubblica necessita`
che nell’esercizio delle sue funzioni compia od ometta atti nei
riguardi di un cittadino straniero che, soltanto a causa della
sua condizione di straniero o di appartenente ad una deter-
minata razza, religione, etnia o nazionalita`, lo discriminino
ingiustamente;
2. chiunque imponga condizioni piu` svantaggiose o si rifiuti di
fornire beni o servizi offerti al pubblico ad uno straniero sol-
tanto a causa della sua condizione di straniero o di apparte-
nente ad una determinata razza, religione, etnia o naziona-
lita`;
3. chiunque illegittimamente imponga condizioni piu` svantag-
giose o si rifiuti di fornire l’accesso all’occupazione, all’allog-
gio, all’istruzione alla formazione e ai servizi sociali e socio-
assistenziali allo straniero regolarmente soggiornante in Ita-
lia soltanto in ragione della sua condizione di straniero o
di appartenente ad una determinata razza, religione, etnia o
nazionalita`;
4. chiunque impedisca, mediante azioni od omissioni, l’eserci-
zio di un’attivita` economica legittimamente intrapresa da uno
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straniero regolarmente soggiornante in Italia, soltanto in ra-
gione della sua condizione di straniero o di appartenente ad
una determinata razza, confessione religiosa, etnia o nazio-
nalita`;
5. il datore di lavoro o i suoi preposti i quali, ai sensi dell’arti-
colo 15 della legge 20 maggio 1970, n. 300, come modificata
e integrata dalla legge 9 dicembre l977, n. 903, e dalla legge
11 maggio 1990, n. 108, compiano qualsiasi atto o compor-
tamento che produca un effetto pregiudizievole discriminan-
do, anche indirettamente, i lavoratori in ragione della loro
appartenenza ad una razza, ad un gruppo etnico o linguisti-
co, ad una confessione religiosa, ad una cittadinanza. Co-
stituisce discriminazione indiretta ogni trattamento pregiudi-
zievole conseguente all’adozione di criteri che svantaggino in
modo proporzionalmente maggiore i lavoratori appartenenti
ad una determinata razza, ad un determinato gruppo etni-
co o linguistico, ad una determinata confessione religiosa o
ad una cittadinanza e riguardino requisiti non essenziali allo
svolgimento dell’attivita` lavorativa.
Capo 3: Il presente articolo e l’articolo 42 si applicano anche agli
atti xenofobi, razzisti o discriminatori compiuti nei confronti dei
cittadini italiani, di apolidi e di cittadini di altri Stati membri
dell’Unione europea presenti in Italia.
Con questa legge del 1998 si allarga il campo di applicazione della
precedente legge Mancino, riferendosi alle pratiche economiche, anche
se l’oggetto di discriminazione resta sempre quello etnico-religioso.
• D. LGS. 216/03, Articolo 2
Comma 1: Ai fini del presente decreto e salvo quanto disposto dal-
l’articolo 3, commi da 3 a 6, per principio di parita` di tratta-
mento si intende l’assenza di qualsiasi discriminazione diretta o
indiretta a causa della religione, delle convinzioni personali, degli
handicap, dell’eta` o dell’orientamento sessuale. Tale principio
comporta che non sia praticata alcuna discriminazione diretta o
indiretta, cos`ı come di seguito definite: a) discriminazione diret-
ta quando, per religione, per convinzioni personali, per handicap,
per eta` o per orientamento sessuale, una persona e` trattata meno
favorevolmente di quanto sia, sia stata o sarebbe trattata un’altra
in una situazione analoga; b) discriminazione indiretta quando
una disposizione, un criterio, una prassi, un atto, un patto o un
comportamento apparentemente neutri possono mettere le perso-
ne che professano una determinata religione o ideologia di altra
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natura, le persone portatrici di handicap, le persone di una par-
ticolare eta` o di un orientamento sessuale in una situazione di
particolare svantaggio rispetto ad altre persone.
Comma 2: E` fatto salvo il disposto dell’articolo 43, commi 1 e 2 del
testo unico delle disposizioni concernenti la disciplina dell’immi-
grazione e norme sulla condizione dello straniero, approvato con
decreto legislativo 25 luglio 1998, n. 286.
Comma 3: Sono, altres`ı, considerate come discriminazioni, ai sen-
si del comma 1, anche le molestie ovvero quei comportamenti
indesiderati, posti in essere per uno dei motivi di cui all’articolo
1, aventi lo scopo o l’effetto di violare la dignita` di una persona
e di creare un clima intimidatorio, ostile, degradante, umiliante
od offensivo.
Comma 4: L’ordine di discriminare persone a causa della religione,
delle convinzioni personali, dell’handicap, dell’eta` o dell’orienta-
mento sessuale e` considerata una discriminazione ai sensi del
comma 1
Questo decreto legislativo fornisce innanzitutto l’interessantissima de-
finizione di discriminazione indiretta. Inoltre, allarga il campo di ap-
plicazione anche alla discriminazione sulla base di handicap, eta` ed
orientamento sessuale, mai considerate prima d’ora.
2.4 Fonte: diritto civile USA
Questa sezione e` molto piu` complessa delle precedenti, dato che negli Stati
Uniti e` presente, senza dubbio, la piu` completa legislazione riguardo alle
discriminazioni. Le grandi categorie nelle quali possono essere raccolte le
norme sono:
1. Fair Housing (pari opportunita` nell’alloggio)
2. Equal Credit (pari opportunita` nelle operazioni di credito finanziario)
3. Equal Employment (pari opportunita` nell’occupazione)
4. Civil Right (pari opportunita` nella capacita` civile)
5. Disabilities (pari opportunita` per i disabili)
Si approfondira`, ora, ognuna delle suddette categorie, apportando i testi
delle leggi (opportunamente selezionati e scremati).
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2.4.1 Fair housing
Uno dei problemi piu` affrontati dai legislatori, che da oltre 40 anni cercano
di regolamentare in modo opportunno e sicuro la concessione di locazioni,
le vendite e le ipoteche. Una riassunto dei principali Atti promulgati e` in
Tabella 2.1 [LL99].
Le principali leggi esaminate sono:
• United States Code, Title 42, Chapter 45, Subcharapter I,
Section 3601 (Fair Housing Act)
It is the policy of the United States to provide, within constitutional
limitations, for fair housing throughout the United States.
• United States Code, Title 42, Chapter 45, Subcharapter I,
Section 3604 (Fair Housing Act) - Discriminazione nella ven-
dita o locazione delle abitazioni e di altre pratiche vietate
As made applicable by section 3603 of this title and except as exempted
by sections 3603(b) and 3607 of this title, it shall be unlawful:
1. To refuse to sell or rent after the making of a bona fide offer, or to
refuse to negotiate for the sale or rental of, or otherwise make unavai-
lable or deny, a dwelling to any person because of race, color, religion,
sex, familial status, or national origin.
2. To discriminate against any person in the terms, conditions, or privi-
leges of sale or rental of a dwelling, or in the provision of services or
facilities in connection therewith, because of race, color, religion, sex,
familial status, or national origin.
3. To make, print, or publish, or cause to be made, printed, or published
any notice, statement, or advertisement, with respect to the sale or
rental of a dwelling that indicates any preference, limitation, or di-
scrimination based on race, color, religion, sex, handicap, familial sta-
tus, or national origin, or an intention to make any such preference,
limitation, or discrimination.
4. To represent to any person because of race, color, religion, sex, handi-
cap, familial status, or national origin that any dwelling is not avai-
lable for inspection, sale, or rental when such dwelling is in fact so
available.
5. For profit, to induce or attempt to induce any person to sell or rent
any dwelling by representations regarding the entry or prospective entry
into the neighborhood of a person or persons of a particular race, color,
religion, sex, handicap, familial status, or national origin.
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Atto Storia Provvedimento
Fair Housing
Act (FH), 1968
Promossa nel 1968 co-
me parte di legislazione
sui diritti civili. Vieta
specialmente la discri-
minazione nell’housing
e nei prestiti ipotecari
Proibisce la discriminazione
nell’housing e nei prestiti ipo-
tecari basata su razza, colore,
origine nazionale, religione,
sesso, stato civile o handicap.
Regola i prestiti ipotecari e
tutti gli altri tipi di credito
Equal Credit
Opportunity
Act (ECOA),
1974
Originalmente struttu-
rato per proteggere le
donne da trattamento
discriminante, ha in-
cluso la razza ed altre
categorie protette nel
1976. E` lo Statuto
principale sotto il quale
i procedimenti sono
attuati.
Regola i prestiti ipotecari e
tutti i tipi di credito. Proibi-
sce la discriminazione basata
su razza, colore, religione,
origine nazionale, sesso, stato
di famiglia, eta`, ricezione di
pubblica assistenza o esercizio
in buona fede dei diritti spe-
cificati nel Consumer Credit
Protection Act.
Home Mortga-
ge Disclosure
Act (HMDA),
1975
Come presupposto ha
l’idea che il controllo
pubblico dei modelli di
prestito istituzionale
avrebbe costretto a
maggiore responsabilita`
gli Istituti di Credito
La legislazione originale ri-
chiede il reporting dei pre-
stiti fatti su area censuaria.
L’emendamento FIRREA del
1989 richiede il reporting de-
gli esiti dei prestiti individua-
li. La copertura istituziona-
le e` aumentata nel corso del
tempo
Community
Reinvestment
Act (CRA),
1977
Scaturito dalla pre-
occupazione che le
Istituzioni depositarie
stavano prendendo i de-
positi dei centri urbani
ed esportandoli nelle
periferie piuttosto che
erogarli alle comunita`
locali
Riguarda solo le Istituzioni di
deposito assicurato. Richiede
alle Istituzioni di adottare mi-
sure protettive per soddisfare
le esigenze di credito di tutti i
segmenti di mercato, tra cui i
quartieri di basso e moderato
reddito.
Financial
Institutions
Reform, Re-
gulation and
Enforcement
Act (FIR-
REA), 1989
Scaturito dalla crisi
degli anni ’80. Contiene
emendamenti sia ad
HMDA che a CRA.
L’emendamento ad HMDA
richiede il reporting del livello
di domanda dei prestiti.
Quello a CRA rivede lo sche-
ma di rating e rende i rating
stessi pubblici.
Tabella 2.1: Caratteristiche chiave della legislazione federale sull’housing
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6. (a) To discriminate in the sale or rental, or to otherwise make una-
vailable or deny, a dwelling to any buyer or renter because of a
handicap of:
i. that buyer or renter,
ii. a person residing in or intending to reside in that dwelling
after it is so sold, rented, or made available; or
iii. any person associated with that buyer or renter.
(b) To discriminate against any person in the terms, conditions, or
privileges of sale or rental of a dwelling, or in the provision of
services or facilities in connection with such dwelling, because of
a handicap of:
i. that person; or
ii. a person residing in or intending to reside in that dwelling
after it is so sold, rented, or made available; or
iii. any person associated with that person.
(c) For purposes of this subsection, discrimination includes:
i. a refusal to permit, at the expense of the handicapped person,
reasonable modifications of existing premises occupied or to
be occupied by such person if such modifications may be ne-
cessary to afford such person full enjoyment of the premises
except that, in the case of a rental, the landlord may where
it is reasonable to do so condition permission for a modi-
fication on the renter agreeing to restore the interior of the
premises to the condition that existed before the modification,
reasonable wear and tear excepted.
ii. a refusal to make reasonable accommodations in rules, poli-
cies, practices, or services, when such accommodations may
be necessary to afford such person equal opportunity to use
and enjoy a dwelling
La legge, come si puo` vedere, e` divisa principalmente in due parti: nella
prima si regolamentano atti di vendita e locazione proteggendoli da discri-
minazione etnica, religiosa, sessuale e civile. Nella seconda parte, invece, si
fa chiaro riferimento ai disabili (comprensibilmente, visto che questi hanno
sicuramente maggiori difficolta` nel godimento degli alloggi), proteggendo-
li, oltre che da discriminazione diretta da parte dei proprietari, anche da
eventuali barriere architettoniche.
2.4.2 Equal credit
Viene regolamentata l’erogazione del credito da parte di Istituti finanziatori
privati e pubblici. Anche questo e` un campo molto importante di applicazio-
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ne, dove discriminare e` da sempre una pratica comune e dove, in teoria, sono
disponibili piu` dati (anche in formato elettronico) per eventuali controlli.
• United States Code, Title 42, Chapter 76, Section 6101 (Age
Discrimination Act of 1975)
It is the purpose of this chapter to prohibit discrimination on the basis
of age in programs or activities receiving Federal financial assistance
• United States Code, Title 15, Chapter 41, Sections 1691 (The
Equal Credit Opportunity Act)
Scope of prohibition
1. Activities constituting discrimination: It shall be unlawful for
any creditor to discriminate against any applicant, with respect to any
aspect of a credit transaction:
(a) on the basis of race, color, religion, national origin, sex or ma-
rital status, or age (provided the applicant has the capacity to
contract);
(b) because all or part of the applicant’s income derives from any
public assistance program; or
(c) because the applicant has in good faith exercised any right under
this chapter.
2. Activities not constituting discrimination: It shall not constitute
discrimination for purposes of this subchapter for a creditor:
(a) to make an inquiry of marital status if such inquiry is for the pur-
pose of ascertaining the creditor’s rights and remedies applicable
to the particular extension of credit and not to discriminate in a
determination of credit-worthiness;
(b) to make an inquiry of the applicant’s age or of whether the appli-
cant’s income derives from any public assistance program if such
inquiry is for the purpose of determining the amount and pro-
bable continuance of income levels, credit history, or other per-
tinent element of credit-worthiness as provided in regulations of
the Board;
(c) to use any empirically derived credit system which considers age
if such system is demonstrably and statistically sound in accor-
dance with regulations of the Board, except that in the operation
of such system the age of an elderly applicant may not be assigned
a negative factor or value; or
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(d) to make an inquiry or to consider the age of an elderly applicant
when the age of such applicant is to be used by the creditor in the
extension of credit in favor of such applicant.
3. Additional activities not constituting discrimination It is not a
violation of this section for a creditor to refuse to extend credit offered
pursuant to:
(a) any credit assistance program expressly authorized by law for an
economically disadvantaged class of persons;
(b) any credit assistance program administered by a nonprofit orga-
nization for its members or an economically disadvantaged class
of persons; or
(c) any special purpose credit program offered by a profit-making or-
ganization to meet special social needs which meets standards pre-
scribed in regulations by the Board; if such refusal is required by
or made pursuant to such program.
Legge che abbraccia quasi tutti gli aspetti della persona che possono esse-
re oggetto di discriminazione, escluse, comprensibilmente, solo orientamento
sessuale ed handicap, visto che le suddette caratteristiche sono entrambe non
finanziarie, nel senso che non lasciano spazio a nessuna interpretazione sulla
capacita` o sull’attendibilita` come debitore. Se, ad esempio, l’appartenere
ad una minoranza (come neri o ispanici) puo` voler significare una maggiore
propensione all’illegalita` o l’essere una donna single puo` suggerire una mi-
nore stabilta` economica in certi contesti, nulla si puo` presupporre, in questo
senso, su portatori di handicap e su persone con tendenze sessuali diverse.
2.4.3 Equal employment
Altro campo fondamentale dove la discriminazione e` da sempre presente,
dove mobbing e soprusi sono all’ordine del giorno e dove certe condizioni
lavorative sembrano appartenere piu` ai tempi dello schiavismo che al Terzo
millennio.
• United States Code, Volume 29, Section 621 (Age Discrimi-
nation in Employment Act of 1967)
1. The Congress hereby finds and declares that:
(a) in the face of rising productivity and aﬄuence, older workers find
themselves disadvantaged in their efforts to retain employment,
and especially to regain employment when displaced from jobs;
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(b) the setting of arbitrary age limits regardless of potential for job
performance has become a common practice, and certain other-
wise desirable practices may work to the disadvantage of older
persons;
(c) the incidence of unemployment, especially long-term unemploy-
ment with resultant deterioration of skill, morale, and employer
acceptability is, relative to the younger ages, high among older
workers; their numbers are great and growing; and their employ-
ment problems grave;
(d) the existence in industries affecting commerce, of arbitrary discri-
mination in employment because of age, burdens commerce and
the free flow of goods in commerce.
2. It is therefore the purpose of this chapter to promote employment of
older persons based on their ability rather than age; to prohibit arbi-
trary age discrimination in employment; to help employers and wor-
kers find ways of meeting problems arising from the impact of age on
employment.
• United States Code, Title 42, Chapter 21, Subchapter VI,
Section 2000e-2 (Equal Employment Opportunities)
1. Employer practices: It shall be an unlawful employment practice
for an employer:
(a) to fail or refuse to hire or to discharge any individual, or other-
wise to discriminate against any individual with respect to his
compensation, terms, conditions, or privileges of employment, be-
cause of such individual’s race, color, religion, sex, or national
origin; or
(b) to limit, segregate, or classify his employees or applicants for
employment in any way which would deprive or tend to deprive
any individual of employment opportunities or otherwise adver-
sely affect his status as an employee, because of such individual’s
race, color, religion, sex, or national origin.
2. Employment agency practices: It shall be an unlawful employ-
ment practice for an employment agency to fail or refuse to refer for
employment, or otherwise to discriminate against, any individual be-
cause of his race, color, religion, sex, or national origin, or to classify
or refer for employment any individual on the basis of his race, color,
religion, sex, or national origin.
3. Labor organization practices: It shall be an unlawful employment
practice for a labor organization:
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(a) to exclude or to expel from its membership, or otherwise to discri-
minate against, any individual because of his race, color, religion,
sex, or national origin;
(b) to limit, segregate, or classify its membership or applicants for
membership, or to classify or fail or refuse to refer for employ-
ment any individual, in any way which would deprive or tend to
deprive any individual of employment opportunities, or would li-
mit such employment opportunities or otherwise adversely affect
his status as an employee or as an applicant for employment, be-
cause of such individual’s race, color, religion, sex, or national
origin; or
(c) to cause or attempt to cause an employer to discriminate against
an individual in violation of this section.
4. Training programs: It shall be an unlawful employment practi-
ce for any employer, labor organization, or joint labor-management
committee controlling apprenticeship or other training or retraining,
including on-the-job training programs to discriminate against any in-
dividual because of his race, color, religion, sex, or national origin in
admission to, or employment in, any program established to provide
apprenticeship or other training.
5. Businesses or enterprises with personnel qualified on basis
of religion, sex, or national origin; educational institutions
with personnel of particular religion: Notwithstanding any other
provision of this subchapter:
(a) It shall not be an unlawful employment practice for an employer
to hire and employ employees, for an employment agency to clas-
sify, or refer for employment any individual, for a labor organi-
zation to classify its membership or to classify or refer for em-
ployment any individual, or for an employer, labor organization,
or joint labor-management committee controlling apprenticeship
or other training or retraining programs to admit or employ any
individual in any such program, on the basis of his religion, sex,
or national origin in those certain instances where religion, sex,
or national origin is a bona fide occupational qualification reaso-
nably necessary to the normal peration of that particular business
or enterprise, and
(b) it shall not be an unlawful employment practice for a school, col-
lege, university, or other educational institution or institution of
learning to hire and employ employees of a particular religion if
such school, college, university, or other educational institution
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or institution of learning is, in whole or in substantial part, ow-
ned, supported, controlled, or managed by a particular religion or
by a particular religious corporation, association, or society, or if
the curriculum of such school, college, university, or other educa-
tional institution or institution of learning is directed toward the
propagation of a particular religion.
6. Members of Communist Party or Communist-action or Communist-
front organizations: As used in this subchapter, the phrase un-
lawful employment practice shall not be deemed to include any ac-
tion or measure taken by an employer, labor organization, joint labor-
management committee, or employment agency with respect to an in-
dividual who is a member of the Communist Party of the United States
or of any other organization required to register as a Communist-action
or Communist-front organization by final order of the Subversive Acti-
vities Control Board pursuant to the Subversive Activities Control Act
of 1950 [50 U.S.C. 781 et seq.]
7. National security: Notwithstanding any other provision of this
subchapter, it shall not be an unlawful employment practice for an
employer to fail or refuse to hire and employ any individual for any po-
sition, for an employer to discharge any individual from any position,
or for an employment agency to fail or refuse to refer any individual
for employment in any position, or for a labor organization to fail or
refuse to refer any individual for employment in any position, if:
(a) the occupancy of such position, or access to the premises in or
upon which any part of the duties of such position is performed
or is to be performed, is subject to any requirement imposed in
the interest of the national security of the United States under
any security program in effect pursuant to or administered under
any statute of the United States or any Executive order of the
President; and
(b) such individual has not fulfilled or has ceased to fulfill that requi-
rement.
8. Seniority or merit system; quantity or quality of produc-
tion; ability tests; compensation based on sex and authorized
by minimum wage provisions: Notwithstanding any other provi-
sion of this subchapter, it shall not be an unlawful employment practice
for an employer to apply different standards of compensation, or dif-
ferent terms, conditions, or privileges of employment pursuant to a
bona fide seniority or merit system, or a system which measures ear-
nings by quantity or quality of production or to employees who work
in different locations, provided that such differences are not the result
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of an intention to discriminate because of race, color, religion, sex, or
national origin, nor shall it be an unlawful employment practice for an
employer to give and to act upon the results of any professionally de-
veloped ability test provided that such test, its administration or action
upon the results is not designed, intended or used to discriminate be-
cause of race, color, religion, sex or national origin. It shall not be an
unlawful employment practice under this subchapter for any employer
to differentiate upon the basis of sex in determining the amount of the
wages or compensation paid or to be paid to employees of such em-
ployer if such differentiation is authorized by the provisions of section
206(d) of title 29.
9. Businesses or enterprises extending preferential treatment
to Indians: Nothing contained in this subchapter shall apply to any
business or enterprise on or near an Indian reservation with respect to
any publicly announced employment practice of such business or en-
terprise under which a preferential treatment is given to any individual
because he is an Indian living on or near a reservation.
• United States Code, Title 42, Chapter 21, Subchapter VI,
Section 2000e-3 (Equal Employment Opportunities)
1. Discrimination for making charges, testifying, assisting, or
participating in enforcement proceedings: It shall be an unlawful
employment practice for an employer to discriminate against any of
his employees or applicants for employment, for an employment agen-
cy, or joint labor-management committee controlling apprenticeship or
other training or retraining, including on-the-job training programs, to
discriminate against any individual, or for a labor organization to di-
scriminate against any member thereof or applicant for membership,
because he has opposed any practice made an unlawful employment
practice by this subchapter, or because he has made a charge, testified,
assisted, or participated in any manner in an investigation, proceeding,
or hearing under this subchapter.
2. Printing or publication of notices or advertisements indica-
ting prohibited preference, imitation, specification, or discri-
mination; occupational qualification exception: It shall be an
unlawful employment practice for an employer, labor organization, em-
ployment agency, or joint labor-management committee controlling ap-
prenticeship or other training or retraining, including on-the-job trai-
ning programs, to print or publish or cause to be printed or published
any notice or advertisement relating to employment by such an em-
ployer or membership in or any classification or referral for employ-
ment by such a labor organization, or relating to any classification or
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referral for employment by such an employment agency, or relating
to admission to, or employment in, any program established to provi-
de apprenticeship or other training by such a joint labor-management
committee, indicating any preference, limitation, specification, or di-
scrimination, based on race, color, religion, sex, or national origin,
except that such a notice or advertisement may indicate a preference,
limitation, specification, or discrimination based on religion, sex, or
national origin when religion, sex, or national origin is a bona fide
occupational qualification for employment.
• United States Code, Title 29, Chapter 28, Section 2601 (Fa-
mily and Medical Leave Act))
1. Findings: Congress finds that:
(a) the number of single-parent households and two-parent house-
holds in which the single parent or both parents work is increasing
significantly;
(b) it is important for the development of children and the family
unit that fathers and mothers be able to participate in early chil-
drearing and the care of family members who have serious health
conditions;
(c) the lack of employment policies to accommodate working parents
can force individuals to choose between job security and paren-
ting;
(d) there is inadequate job security for employees who have serious
health conditions that prevent them from working for temporary
periods;
(e) due to the nature of the roles of men and women in our society,
the primary responsibility for family caretaking often falls on wo-
men, and such responsibility affects the working lives of women
more than it affects the working lives of men; and
(f) employment standards that apply to one gender only have se-
rious potential for encouraging employers to discriminate against
employees and applicants for employment who are of that gender.
2. Purposes: It is the purpose of this Act:
(a) to balance the demands of the workplace with the needs of families,
to promote the stability and economic security of families, and to
promote national interests in preserving family integrity;
(b) to entitle employees to take reasonable leave for medical reasons,
for the birth or adoption of a child, and for the care of a child,
spouse, or parent who has a serious health condition;
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(c) to accomplish the purposes described in paragraphs (a) and (b)
in a manner that accommodates the legitimate interests of em-
ployers;
(d) to accomplish the purposes described in paragraphs (a) and (b)
in a manner that, consistent with the Equal Protection Clause
of the Fourteenth Amendment, minimizes the potential for em-
ployment discrimination on the basis of sex by ensuring general-
ly that leave is available for eligible medical reasons (including
maternity-related disability) and for compelling family reasons,
on a gender-neutral basis; and
(e) to promote the goal of equal employment opportunity for women
and men, pursuant to such clause.
Quello presentato rappresenta sicuramente il set di leggi piu` completo
della legislazione riguardante la discriminazione. Il lavoro, e con esso la fa-
miglia e la capacita` civile delle persone, sono tutelati in ogni loro aspetto da
pratiche discriminatorie sia da parte di datori di lavoro che da parte di agen-
zie di collocamento e sindacati. Interessante notare che venga citata, solo
in questa sezione, come oggetto di discriminazione anche l’appartenenza al
Partito Comunista. La presenza di questo item e` dovuta al forte risentimen-
to americano contro ogni forma di comunismo, mentre l’assenza nelle altre
sezioni e` spiegabile con il forte legame che c’e` tra comunismo e lavoro, che
potrebbe portare, appunto, un datore di lavoro, onde evitare “problemi”, ad
escludere un membro iscritto al Partito.
2.4.4 Civil right
Una piccola, ma importante parte della legislazione, si occupa anche esclu-
sivamente della protezione della capacita` civile delle persone da discrimina-
zione.
• United States Code, Title 42, Chapter 21, Subcharapter I
1. Statement of equal rights: All persons within the jurisdiction of
the United States shall have the same right in every State and Terri-
tory to make and enforce contracts, to sue, be parties, give evidence,
and to the full and equal benefit of all laws and proceedings for the
security of persons and property as is enjoyed by white citizens, and
shall be subject to like punishment, pains, penalties, taxes, licenses,
and exactions of every kind, and to no other.
2. ”Make and enforce contracts” defined: For purposes of this
section, the term ”make and enforce contracts” includes the making,
performance, modification, and termination of contracts, and the en-
joyment of all benefits, privileges, terms, and conditions of the con-
tractual relationship.
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3. Protection against impairment: The rights protected by this
section are protected against impairment by nongovernmental discri-
mination and impairment under color of State law.
2.4.5 Disabilities
Ultimo aspetto riguarda la condizione dei portatori di handicap, tutelata
praticamente da quasi tutte le leggi gia` presentate, ma che e` oggetto uni-
co della seguente legge, interessante soprattutto per le considerazioni ed i
giudizi piu` che per le disposizioni pratiche.
• United States Code, Title 42, Chapter 126, Section 12101(Ame-
ricans with Disabilities Act)
1. Findings: The Congress finds that:
(a) some 43,000,000 Americans have one or more physical or mental
disabilities, and this number is increasing as the population as a
whole is growing older;
(b) historically, society has tended to isolate and segregate individuals
with disabilities, and, despite some improvements, such forms of
discrimination against individuals with disabilities continue to be
a serious and pervasive social problem;
(c) discrimination against individuals with disabilities persists in su-
ch critical areas as employment, housing, public accommodations,
education, transportation, communication, recreation, institutio-
nalization, health services, voting, and access to public services;
(d) unlike individuals who have experienced discrimination on the ba-
sis of race, color, sex, national origin, religion, or age, individuals
who have experienced discrimination on the basis of disability
have often had no legal recourse to redress such discrimination;
(e) individuals with disabilities continually encounter various forms
of discrimination, including outright intentional exclusion, the
discriminatory effects of architectural, transportation, and com-
munication barriers, overprotective rules and policies, failure to
make modifications to existing facilities and practices, exclusio-
nary qualification standards and criteria, segregation, and rele-
gation to lesser services, programs, activities, benefits, jobs, or
other opportunities;
(f) census data, national polls, and other studies have documented
that people with disabilities, as a group, occupy an inferior status
in our society, and are severely disadvantaged socially, vocatio-
nally, economically, and educationally;
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(g) individuals with disabilities are a discrete and insular minority
who have been faced with restrictions and limitations, subjected
to a history of purposeful unequal treatment, and relegated to a
position of political powerlessness in our society, based on charac-
teristics that are beyond the control of such individuals and resul-
ting from stereotypic assumptions not truly indicative of the indi-
vidual ability of such individuals to participate in, and contribute
to, society;
(h) the Nation’s proper goals regarding individuals with disabilities are
to assure equality of opportunity, full participation, independent
living, and economic self-sufficiency for such individuals; and
(i) the continuing existence of unfair and unnecessary discrimination
and prejudice denies people with disabilities the opportunity to
compete on an equal basis and to pursue those opportunities for
which our free society is justifiably famous, and costs the United
States billions of dollars in unnecessary expenses resulting from
dependency and nonproductivity.
2. Purpose: It is the purpose of this chapter:
(a) to provide a clear and comprehensive national mandate for the eli-
mination of discrimination against individuals with disabilities;
(b) to provide clear, strong, consistent, enforceable standards addres-
sing discrimination against individuals with disabilities;
(c) to ensure that the Federal Government plays a central role in
enforcing the standards established in this chapter on behalf of
individuals with disabilities [...]
2.5 Fonte: Canadian Human Rights Act
Anche il Canada ha una legislazione piuttosto forte in materia di discrimina-
zione, organizzata nel modo seguente: ogni Provincia ha la sua, poi, a livello
federale, esiste la Canadian Human Rights Act, statuto approvato dal
Governo del Canada nel 1977, che si occupa delle attivita` non regolamenta-
te a livello territoriale (principalmente housing ed impiego). Esiste, inoltre,
una Commissione sui diritti umani che indaga per scoprire casi di discrimi-
nazione e un Tribunale per i diritti umani che li giudica. Di seguito verranno
presentate alcune sezioni scelte della suddetta legge:
• Section 2
The purpose of this Act is to extend the laws in Canada to give effect,
within the purview of matters coming within the legislative authority of Par-
liament, to the principle that all individuals should have an opportunity equal
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with other individuals to make for themselves the lives that they are able and
wish to have and to have their needs accommodated, consistent with their
duties and obligations as members of society, without being hindered in or
prevented from doing so by discriminatory practices based on race, national
or ethnic origin, colour, religion, age, sex, sexual orientation, marital sta-
tus, family status, disability or conviction for an offence for which a pardon
has been granted.
• Section 3
1. For all purposes of this Act, the prohibited grounds of discrimination
are race, national or ethnic origin, colour, religion, age, sex, sexual
orientation, marital status, family status, disability and conviction for
which a pardon has been granted.
2. Where the ground of discrimination is pregnancy or child-birth, the
discrimination shall be deemed to be on the ground of sex.
Le due sezioni presentate sono a carattere generale, danno una breve
definizione del problema e degli scopi. Da notare che si aggiunge un altro
oggetto di discriminazione, rispetto alle leggi presentate precedentemente,
ovvero condanna per la quale e` stata ricevuta la grazia.
• Section 5
It is a discriminatory practice in the provision of goods, services, facili-
ties or accommodation customarily available to the general public
1. to deny, or to deny access to, any such good, service, facility or ac-
commodation to any individual, or
2. to differentiate adversely in relation to any individual,
on a prohibited ground of discrimination.
• Section 6
It is a discriminatory practice in the provision of commercial premises
or residential accommodation
1. to deny occupancy of such premises or accommodation to any indivi-
dual, or
2. to differentiate adversely in relation to any individual,
on a prohibited ground of discrimination.
Queste due sezioni riguardano, come si puo` vedere, la regolamentazione
dell’housing, in modo molto meno prolisso ma non meno efficace rispetto
alle leggi USA.
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• Section 7
It is a discriminatory practice, directly or indirectly,
1. to refuse to employ or continue to employ any individual, or
2. in the course of employment, to differentiate adversely in relation to
an employee,
on a prohibited ground of discrimination.
• Section 8
It is a discriminatory practice
1. to use or circulate any form of application for employment, or
2. in connection with employment or prospective employment, to publish
any advertisement or to make any written or oral inquiry
that expresses or implies any limitation, specification or preference based on
a prohibited ground of discrimination.
• Section 9
1. It is a discriminatory practice for an employee organization on a pro-
hibited ground of discrimination
(a) to exclude an individual from full membership in the organization;
(b) to expel or suspend a member of the organization; or
(c) (c) to limit, segregate, classify or otherwise act in relation to an
individual in a way that would deprive the individual of employ-
ment opportunities, or limit employment opportunities or other-
wise adversely affect the status of the individual, where the in-
dividual is a member of the organization or where any of the
obligations of the organization pursuant to a collective agreement
relate to the individual.
2. Notwithstanding subsection (1), it is not a discriminatory practice for
an employee organization to exclude, expel or suspend an individual
from membership in the organization because that individual has rea-
ched the normal age of retirement for individuals working in positions
similar to the position of that individual.
• Section 10
It is a discriminatory practice for an employer, employee organization
or employer organization
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1. to establish or pursue a policy or practice, or
2. to enter into an agreement affecting recruitment, referral, hiring, pro-
motion, training, apprenticeship, transfer or any other matter relating
to employment or prospective employment,
that deprives or tends to deprive an individual or class of individuals of any
employment opportunities on a prohibited ground of discrimination.
• Section 11
1. It is a discriminatory practice for an employer to establish or maintain
differences in wages between male and female employees employed in
the same establishment who are performing work of equal value.
2. In assessing the value of work performed by employees employed in the
same establishment, the criterion to be applied is the composite of the
skill, effort and responsibility required in the performance of the work
and the conditions under which the work is performed.
3. Separate establishments established or maintained by an employer so-
lely or principally for the purpose of establishing or maintaining dif-
ferences in wages between male and female employees shall be deemed
for the purposes of this section to be the same establishment.
4. Notwithstanding subsection (1), it is not a discriminatory practice to
pay to male and female employees different wages if the difference is ba-
sed on a factor prescribed by guidelines, issued by the Canadian Human
Rights Commission pursuant to subsection 27(2), to be a reasonable
factor that justifies the difference.
• Section 15
It is not a discriminatory practice if:
1. any refusal, exclusion, expulsion, suspension, limitation, specification
or preference in relation to any employment is established by an em-
ployer to be based on a bona fide occupational requirement;
2. employment of an individual is refused or terminated because that indi-
vidual has not reached the minimum age, or has reached the maximum
age, that applies to that employment by law or under regulations, whi-
ch may be made by the Governor in Council for the purposes of this
paragraph;
3. an individual’s employment is terminated because that individual has
reached the normal age of retirement for employees working in posi-
tions similar to the position of that individual;
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4. the terms and conditions of any pension fund or plan established by
an employer, employee organization or employer organization provide
for the compulsory vesting or locking-in of pension contributions at a
fixed or determinable age in accordance with sections 17 and 18 of the
Pension Benefits Standards Act, 1985;
5. an individual is discriminated against on a prohibited ground of discri-
mination in a manner that is prescribed by guidelines, issued by the
Canadian Human Rights Commission pursuant to subsection 27(2), to
be reasonable;
6. an employer, employee organization or employer organization grants a
female employee special leave or benefits in connection with pregnancy
or child-birth or grants employees special leave or benefits to assist
them in the care of their children; or
7. in the circumstances described in section 5 or 6, an individual is denied
any goods, services, facilities or accommodation or access thereto or
occupancy of any commercial premises or residential accommodation
or is a victim of any adverse differentiation and there is bona fide
justification for that denial or differentiation.
Queste sezioni riguardanti la regolamentazione dell’impiego lavorativo ri-
prendono a grandi linee gli stessi principi della legislazione USA, regolando
sia datori di lavoro che sindacati e agenzie di collocamento, prevedendo di-
scriminazione sessuale e sull’eta`, regolando sia i bandi di concorso che la
formazione sul lavoro.
Capitolo 3
Discrimination discovery:
approcci statistici
Lo studio della discriminazione attraverso l’utilizzo delle statistiche e del-
le scienze economiche e` una linea di ricerca nata intorno ai primi anni 50,
grazie agli studi di Gary S. Becker[Bec57]. Da allora, ovviamente, le teorie
economiche e le ricerche empiriche si sono susseguite in modo forsennato,
sia trovando dei notevoli problemi alle applicazioni che facendo interessan-
tissime scoperte. Un grosso limite strumentale a questi studi, soprattutto
nei primi anni, e` stato il non avere i mezzi tecnologici necessari per poter
trattare la mole di dati che il contesto richiedeva. Oggi, invece, con le tecno-
logie informatiche che si hanno a disposizione, e grazie alle applicazioni del
Data Mining, le teorie in questo campo possono trovare uno sbocco pratico.
Questo capitolo, che ha l’intento di segnare il passaggio dal testo delle leggi
alle vere e proprie formule che verranno applicate ai valori contenuti nei
dataset, si articolera` nel seguente modo: innanzitutto si definira` il campo di
applicazione “statistico” per la discrimination discovery, illustrando alcuni
problemi che sorgono nella “rappresentazione della realta`” con la statistica,
in secondo luogo verranno presentate brevemente alcune questioni legate al
rapporto tra scienze giuridiche ed evidenze statistico-economiche, ed infine
verranno presentati alcuni lavori del passato, sia teorici che pratici, applicati
ai principali “ambiti di discriminazione”. L’intento, quindi, di questo capi-
tolo, e` di far comprendere al lettore le varie problematiche che si possono
incontrare in una disciplina dove la linea di confine tra scoperta geniale e
totale fallimento e` molto sottile.
3.1 Campo di applicazione ed interpretazioni sta-
tistiche
La politica anti-discriminazione proibisce, principalmente, due tipi di com-
portamenti discriminatori:
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• [Discriminazione Diretta] tutti i comportamenti, regole, procedu-
re o richieste che comportano una discriminazione diretta, chiara e
volontaria verso un gruppo di minoranza.
• [Discriminazione Sistemica] tutti i comportamenti, regole, proce-
dure o richieste che, anche non recitando deliberatamente discrimina-
zione contro gruppi identificati dalla specifica legislazione, impongono
carichi spropositati a tali gruppi.
Un esempio del primo tipo e` abbastanza lampante: una banca che siste-
maticamente non concede credito a richiedenti di colore sta tenendo un
comportamento di discriminazione diretta sulla base della razza. Molto
piu` interessante e` l’esempio di discriminazione sistemica: un concorso per
entrare nella polizia che imponga limiti fisici quali altezza minima o peso
minimo abbastanza elevati, anche se apparentemente e direttamente non sta
discriminando nessuno, in pratica sta restringendo notevolmente il “pool di
richiedenti” di sesso femminile, in quanto, mediamente, le donne sono piu`
basse e leggere dei maschi. Di seguito verranno analizzati i diversi metodi
e le diverse problematiche che derivano dall’utilizzo di prove statistiche per
dimostrare i due tipi di discriminazione sopra elencati.
3.1.1 Le prove statistiche per la discriminazione intenzionale
Nella legislazione anti-discriminazione il denunciante ha l’onere di stabilire
che c’e` stata discriminazione diretta. La miglior prova, ovviamente, e` l’e-
videnza diretta e palese di discriminazione, ma oggi come oggi questo tipo
di discriminazione o non esiste piu` o comunque, se e dove viene applicata,
e` camuffata in modo abilissimo. Cos`ı, la prova legale deve essere spesso
circostanziale. Alcune di queste prove circostanziali sono usate per stabili-
re un’evidenza “prima facie” di discriminazione. Se questo riesce, l’onere
della prova passa alla parte convenuta, che deve confutare il caso prima
facie presentando prove di intento non discriminatorio delle sue azioni, o
comunque stabilire una difesa legale per esse. Se la confutazione e` atten-
dibile, il denunciante ha ancora l’opportunita` di dimostrare che la difesa e`
basata su pretesti piuttosto che su valide giustificazioni. A questo punto,
quindi, le prove circostanziali sono le uniche utilizzabili, e le statistiche ne
rappresentano un importante tipo. La via piu` comune di usare le statistiche
per dimostrare una discriminazione intenzionale e` mostrare che un grup-
po non viene rappresentato in una popolazione selezionata comparata alla
sua rappresentazione piu` ampia (popolazione di background) dalla quale la
selezione e` nata. Se alcune non presenze sono rilevanti, questa puo` essere
considerata una prova prima facie di discriminazione intenzionale. Questo
approccio viene chiamato “test della non rappresentazione” o “test
della sotto-rappresentazione”. In questo modello, che in un primo ap-
proccio sembra assolutamente limpido e di facile utilizzo, e` nascosta una
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grossa insidia: quella di trovare una popolazione di background adatta alla
corretta valutazione della sotto-rappresentazione. Le variabili sono tante,
ma di seguito verranno riportate le tre piu` esplicative della questione:
• I gruppi sono raramente distribuiti equamente in termini geografici,
quindi il definire una popolazione di background piu` ampia rispetto a
quella che interessa l’attivita` discriminatoria potrebbe distorcere l’a-
nalisi (ad esempio, avrebbe senso prendere come popolazione di back-
ground l’intero popolo americano quando il campo di applicazione che
interessa e` una Chinatown?)
• Le qualifiche sono inegualmente distribuite sui gruppi, quindi un
gruppo potrebbe essere non rappresentato in una attivita` non per di-
scriminazione, ma perche´ uno spropositato numero di rappresentanti
di tale gruppo non ha le qualifiche adatte all’attivita` (ad esempio, le
femmine sono meno portate dei maschi ai lavori dove lo sforzo fisico e`
predominante, quindi e` abbastanza normale che ci sia una bassissima
percentuale di donne che fa il carpentiere).
• Si potrebbe, infine, ignorare il cosiddetto fattore di interesse: non
sono solo le qualifiche ad essere inequamente distribuite sui gruppi, ma
anche la disposizione e gli interessi verso certe attivita` (un lavoro, uno
strumento finanziario e cos`ı via) (ad esempio i maschi sono solitamente
meno attratti dalla pulizia e dall’ordine rispetto alle femmine, quindi
e` normale che un’impresa di pulizie che cerchi dipendenti si vedra`
recapitare poche richieste da soggetti di sesso maschile).
Ovviamente, la sotto-rappresentazione legata a questi fattori non puo` asso-
lutamente essere attribuita alla discriminazione intenzionale.
Alla luce di queste considerazioni, si capisce che l’utilizzo del totale della
popolazione come background puo` essere il modo peggiore di stabilire una
comparazione sulla quale trarre inferenze sulla discriminazione intenzionale.
Tali metodi non controllano ne´ le distorsioni geografiche dei gruppi ne´ l’i-
neguale distribuzione di qualifiche ed interessi negli stessi. Due alternative
al pool di popolazione totale comunemente usate sono il pool locale degli
interessati all’attivita` (come, ad esempio, nel caso del lavoro il “pool di
lavoratori locali”) e il pool di richiedenti. Entrambi risolvono in toto i
problemi geografici e parzialmente il problema sulle qualifiche. Il pool di
richiedenti qualificati, inoltre, ha il beneficio del controllo parziale degli
interessi. Utilizzando, quindi, popolazioni di background con questi limiti,
sicuramente si avra` una inferenza di gran lunga piu` precisa.
L’approccio, pero`, del pool di richiedenti qualificati, ha alcune lacune,
quantomeno apparenti, che sara` bene menzionare. Innanzitutto c’e` l’obie-
zione che le disparate qualifiche tra i gruppi, la disponibilita` geografica e gli
interessi possono tutti essere il risultato di una discriminazione intenzionale
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passata. Se si assume cio`, allora, in assenza di discriminazione intenzionale,
ci si aspetterebbe un perfetto bilanciamento statistico su un modello de-
mografico piu` ampio. Se questo non ci fosse, si avrebbe allora la prova di
discriminazione intenzionale. Ancora: questo non puo` provare la discrimi-
nazione intenzionale nel presente. Il modello demografico piu` ampio sarebbe
appropriato solo se la legislazione potesse essere utilizzata per proibire non
solo la discriminazione intenzionale nel presente, ma anche gli effetti di quel-
la passata. In questo caso, bisognerebbe pero` forzare i soggetti discriminanti
a porre rimedio alle ingiustizie fatte. Tale questione non e` ancora stata risol-
ta, e risulta, comunque, abbastanza controversa, visto che e` difficle trovarne
un buon metodo valutativo.
Una seconda obiezione e` che la discriminazione intenzionale potrebbe influire
sul pool di richiedenti. Se e` ben noto che un soggetto discrimini, ad esempio,
contro gli appartenenti ad un dato gruppo, molti di questi non effettueran-
no alcuna domanda di applicazione, anche se avessero sia gli interessi che i
requisiti giusti. In questo caso, alla piccola rappresentazione nel gruppo dei
“positivi” degli appartenenti ad una minoranza corrisponderebbe una picco-
la rappresentazione della stessa minoranza nel pool di richiedenti qualificati,
e non sarebbe quindi trovata nessuna sotto-rappresentazione. Ovviamente,
questa limitazione vale solo per il caso statistico, ma molto probabilmente
non sarebbe utile a questo livello: se e` cos`ı noto che un soggetto discrimi-
na, al punto da crearsi una sotto-rappresentazione nel pool di richiedenti
qualificati, allora le vie per dimostrare la discriminazione intenzionale po-
trebbero essere altre prove dirette o circostanziali, senza scomodare i metodi
statistici.
E` bene ricordare, a questo punto, che l’evidenza statistica puo` portare
alla scoperta di un comportamento discriminatorio, ma i casi legali solita-
mente concernono le lamentele portate da particolari individui. Per decidere
un caso in favore del denunciante, deve essere dimostrato non solo che il sog-
getto accusato ha spesso discriminato contro i membri di un dato gruppo,
ma che l’abbia fatto in quel caso specifico. Cos`ı, benche´ le statistiche
possono dare un notevole aiuto alla costituzione di una prova prima facie
di intento generale a discriminare, bisognera` comunque collegarsi alla spe-
cifica vicenda contestata. L’evidenza statistica, quindi, deve essere trattata
con molta cautela: essa e` adatta a descrivere il contesto storico delle prati-
che discriminatorie, ma non puo` comunque determinare il risultato del caso
particolare.
3.1.2 Le Prove statistiche per la discriminazione sistemica
Nel formarsi, la prova legale della discriminazione sistemica e` molto simile
a quella della discriminazione intenzionale: in entrambi i casi le statisti-
che possono essere usate per stabilire un caso prima facie, e per fare cio`
la parte lesa deve dimostrare che gli standard apparentemente neutrali in
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questione selezionano richiedenti in un modo significativamente discrimina-
torio. La parte accusata puo` rifiutare il caso statistico dimostrando che
il comportamento discriminatorio abbia una manifesta relazione con l’og-
getto della discriminazione. Se riesce, allora la parte lesa puo` dimostrare
che altri dispositivi di selezione senza un effetto simile di discriminazione
servirebbero gli scopi dell’accusato ugualmente bene. In sostanza, pero`, il
tipo di informazione statistica rilevante per dimostrare la discriminazione
sistemica e` abbastanza differente da quella richiesta da un test di sotto-
rappresentazione. Una regola di richiesta costituisce una barriera sistemica
se la caratteristica richiesta o esclusa e` irregolarmente distribuita lungo i
gruppi protetti. Per provare cio`, quindi, bisogna comparare i gruppi non ri-
spetto alla loro attuale rappresentazione in una popolazione di background,
ma rispetto al loro possedimento della caratteristica in questione. Nel ca-
so “Coffee vs. Ottawa Board of Commissioners of Police”, ad esempio, la
richiesta di una altezza minima di 5’10” (1 metro e 77 centimetri) e` risulta-
ta discriminatoria verso le donne in quanto solo il 5% di esse e` piu` alto di
5’10” mentre una stragrande maggioranza dei maschi lo e`. In questo caso,
quindi, l’attuale rappresentazione di un gruppo in una popolazione rispetto
ad un background e` irrilevante. Per distinguere questo approccio dal test
della sotto-rappresentazione usato nei casi di discriminazione diretta, es-
so verra` chiamato test della distribuzione delle caratteristiche. Come
per la distribuzione diretta, questo test solleva la questione di come definire i
gruppi pertinenti agli scopi del confronto, ed ancora le principali alternative
sono il pool dei richiedenti e la popolazione totale. In questo caso, pero`,
dovendo trattare le caratteristiche di ogni singola persona, sembra molto
piu` appropriato, come popolazione di background, l’utilizzo del gruppo piu`
ampio del quale si dispone, che verra` appunto approssimato con il pool della
popolazione totale. Caso esplicativo di quanto appena detto e` “Dothbard vs.
Rawlison”: Rawlison, donna che voleva lavorare come guardia carceraria in
Alabama, e` stata rifiutata perche´ pesava meno di 120 pounds (circa 55 chi-
logrammi). Le guardie carcerarie devono anche essere alte piu` di 5’2” (circa
1 metro e 57 centimetri). Il successo di Rawlison e` arrivato dallo stabilire il
caso prima facie di discriminazione mostrando che, combinate, le restrizioni
su peso ed altezza escludevano il 41,13% delle donne e solo l’1% dei maschi.
Quando l’Alabama ha argomentato che le statistiche rilevanti non fossero
basate sulla popolazione nazionale, ma sull’attuale pool di richiedenti quel
posto di lavoro, la Corte Suprema ha replicato che quest’ultima popolazione
“potrebbe non riflettere adeguatamente l’attuale pool di richiedenti, proprio
perche´ le persone qualificate potrebbero essere state scoraggiate dalle richie-
ste”. Il controllo geografico e` molto problematico da trattare: un soggetto
potrebbe essere accusato facilmente di discriminazione intenzionale se un
gruppo e` sotto-rappresentato nella propria attivita` rispetto agli standard
nazionali, ma magari il gruppo in questione e` anche sotto-rappresentato nel
pool di “potenziali richiedenti” locali. La stessa considerazione, pero`, non si
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applica con la stessa forza quando si usa il “test della distribuzione delle ca-
ratteristiche” per scoprire caratteristiche che potrebbero sproporzionalmente
escludere un gruppo anche se attualmente non lo fa. Se si e` interessati ai
requisiti che potrebbero escludere un gruppo rispetto ad un altro, perche´
non comparare tutti gli appartenenti ai due gruppi? Queste considerazioni,
quindi, mostrano che il confronto di gruppi sotto il test di distribuzione delle
caratteristiche deve aver luogo entro una popolazione piu` ampia rispetto al
test della sotto-rappresentazione. I controlli per le qualifiche e gli interessi
sono controproduttivi nella ricerca di barriere sistemiche, ed i controlli geo-
grafici appaiono essere non necessari. Questo, pero`, non significa che non
deve esserci nessun tipo di controllo sui due gruppi da comparare. Per fare
un semplice esempio, un datore di lavoro che impone un certo livello di edu-
cazione come prerequisito, sta anche implicitamente imponendo i requisiti
che il futuro impiegato debba essere oltre una certa eta`. Sapendo, pero`, che
anche l’eta` media e` distribuita in modo sproporzionato rispetto ai gruppi,
alcuni di questi sono semplicemente troppo giovani, in media, rispetto ad
altri, se si includessero i bambini nel gruppo di background.[Kno86]
Prima di passare ad affrontare i punti successivi, e` importante dire
che tutti i concetti presentati fin qui in questo capitolo saranno utilizzati
nel modello teorico di “Discrimination Aware Data Mining” del capitolo
successivo.
3.2 Rapporti tra evidenze statistico-economiche e
giurisprudenza
Anche se, in prima apparenza, puo` sembrare che economista e giurista siano
mossi dagli stessi obiettivi per quanto riguarda la discrimination discovery,
le cose non stanno proprio cos`ı. Mentre l’economista (o statistico) ha come
unico scopo la scoperta, analizzando i dati, di differenti livelli di risposte
positive all’applicazione di una richiesta fatta da due generici gruppi, tra
i quali uno rappresenta uno status di minoranza, per l’“uomo di legge” la
discriminazione non e` altro che una qualsiasi azione fatta da qualcuno per
svantaggiare qualcun altro a causa di razza, sesso, eta`, etc. Il confine tra
i due sembra quasi inesistente, ma in realta` non e` cos`ı, come si vedra` tra
breve. Di seguito verranno illustrati due esempi che renderanno un’idea delle
possibili questioni che potrebbero sorgere nell’utilizzo di prove economico-
statistiche nei casi di discriminazione.
3.2.1 La difesa da linee di fondo
I membri qualificati di un gruppo non proporzionalmente gravato da un
requisito potrebbero, in teoria, applicare richieste e/o essere selezionati in
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numero sufficientemente alto da assicurare una rappresentazione proporzio-
nale dello stesso nella popolazione di background. Questo si puo` verificare
o perche´ i membri del gruppo manifestano un inusuale alto interesse nel-
l’attivita`, cos`ı da richiederla in numero sproporzionalmente alto, o perche´ il
soggetto solitamente discriminante sta tenendo un’azione affermativa (ov-
vero una “discriminazione al contrario”, preferendo i membri di gruppi di
minoranza esclusivamente per la loro appartenenza a questi). Se e` vero che
la rappresentazione proporzionale non prova l’assenza di barriere sistemiche,
e` vero anche che la sotto-rappresentazione non ne prova la presenza. Cio-
nonostante, l’uso delle evidenze statistiche di sotto-rappresentazione e` stata
raccomandata nei casi di discriminazione sistemica, non come prova della
stessa ma come “grilletto” delle prove. Da questa prospettiva, la ricerca di
barriere sistemiche comincera` solo dopo che la sotto-rappresentazione sara`
stabilita. Il corollario di quanto appena detto e` che le barriere sistemiche
saranno immuni alle sfide legali fintanto che non saranno associate con la
sotto-rappresentazione. In altre parole, un soggetto discriminante che riesca
a limitare (o a far scomparire del tutto) il diverso impatto negativo della
sua pratica discriminatoria, non sara` interrogato circa i dettagli del proprio
sistema o, nel caso dei test, costretto a validarli. Per ovvie ragioni, questo
e` noto come “difesa da linee di fondo”. Questo approccio, molto discus-
so nel mondo giuridico, puo` essere giustificato in due modi: innanzitutto
esso porta a convenienza amministrativa. Tutte le proibizioni della discri-
minazione sistemica includono una “procedura di salvezza”, che protegge le
barriere sistemiche se ragionevoli ed in buona fede nelle circostanze. Non e`
sufficiente, sotto queste previsioni, che i soggetti discriminanti credano sin-
ceramente che i requisiti siano ragionevoli. Lo standard e` una delle necessita`
di business oggettivo, ovvero giudicato da una terza parte indipendente (la
Human Right Commission in USA o un tribunale giudiziario). Il problema e`
che, virtualmente, ogni regola, procedura o requisito e` potenzialmente con-
dannabile, viste le numerose caratteristiche che differenziano le persone in
ambito sessuale, razziale, religioso e cos`ı via. Per questo, la difesa da linee
di fondo fornisce un modo per limitare i requisiti di validazione. La seconda
giustificazione all’approccio sta nella premessa che il male verso il quale e`
diretta la legislazione anti-discriminazione non e` la politica discriminatoria
o l’atto in se`, ma i disuguali risultati che generano: non avrebbe senso con-
dannare un soggetto apparentemente discriminatorio se poi la sua pratica
non svantaggia in modo palese e sistematico un gruppo rispetto ad un altro.
[Kno86]
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3.2.2 Un caso teorico: la discriminazione economica
Definizione del modello economico
Prima di affrontare la discussione giuridica, in questo paragrafo, bisogna
capire il ragionamento economico che sta alla base della discussione. La
discriminazione economica e` definita come la non corrispondenza nei salari
di due soggetti aventi medesimi fattori di produttivita` sulla base di carat-
teristiche oggetto di discriminazione. Da questo, l’idea di fondo e` che tale
discriminazione (chiamata anche discriminazione di mercato) e` definita dal-
la comparazione dei tassi di salari tra 2 gruppi: W (whites=bianchi) e N
(not-whites=non bianchi),
1. come sono realmente osservati
2. come dovrebbero essere osservati in assenza di discriminazione
Per esempio, se W e N sono perfetti sostituti nella produzione, in assen-
za di discriminazione dovrebbero avere lo stesso salario. In questo caso, la
differenza tra i tassi di salari di due gruppi W e N e` una misura di discri-
minazione. Piu` in generale, se i salari osservati dei gruppi W e N sono piW
e piN ma dovrebbero essere pi0W e pi
0
N in assenza di discriminazione, allora la
discriminazione proporzionata al mercato contro il gruppo N e`:
(1) D = [piW /piN − pi0W /pi0N ]/(pi0W /pi0N ) ≈ ln(piW /piN )− ln(pi0W /pi0N )
D e` la diminuzione proporzionata nel salario diN rispetto aW che ci sarebbe
in assenza di discriminazione. Dal momento che il tasso di salario piW /piN
e` davvero osservato, implementare questa definizione di discriminazione di
mercato e` equivalente a specificare una teoria empirica di determinazione di
salario che dovrebbe prevalere in assenza di discriminazione. Come Oxaca
ha osservato, vi sono 2 alternative naturali per fare cio`: supponiamo che
sia chiaro che alcune caratteristiche nel vettore X determinino il salario in
assenza di discriminazione. Supponiamo ulteriormente che per il gruppo W
la relazione tra il salario piW e queste caratteristiche sia della forma
(2) ln(piW ) = βWX + u
dove βW e` un coefficiente di regressione sconosciuto ed u e` il rumore. La
discriminazione proporzionata di mercato sara` allora approssimativamente:
(3) D ≈ ln(piW /piN )− βW (XW −XN )
dove XN e XW rappresentano le caratteristiche degli N e dei W compa-
rati. In questa situazione, la discriminazione e` misurata come la differenza
tra la differenza di salario osservato proporzionato tra gli N e i W e la dif-
ferenza di salario proporzionato che sarebbe attesa se gli N fossero pagati
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nello stesso modo dei W. Se gli N sono i gruppi contro i quali la discrimina-
zione e` presunta, e` molto comune usare questa definizione di discriminazione
di mercato. In modo analogo, comunque, una misura della discriminazione
di mercato che assuma i W pagati allo stesso modo degli N in assenza di
discriminazione potrebbe essere costruita.
Applicazioni giuridiche
Sebbene queste definizioni di discriminazione di mercato siano diventate di
senso comune tra gli economisti, per i legali sono irrilevanti e di trattazione
disperatamente complessa. Per la mente legale, la discriminazione e` soprat-
tutto, come detto precedentemente, una qualsiasi azione fatta da qualcuno
per svantaggiare qualcun altro a causa della sua razza, sesso, religione e cos`ı
via. Classici esempi di tale azione sono il mantenimento di linee di pro-
gressione razziali separate nella carta dei fattori di produzione, il rifiuto di
assumere donne per certe posizioni o il mantenimento di scale di pagamento
separate per bianchi e neri in lavori simili. Non e` difficile notare che per
un datore di lavoro risulterebbe abbastanza facile eliminare l’apparenza di
questi trattamenti disparati senza cambiarne in alcun modo l’impatto. Sa-
lari differenti possono essere giustificati dalla semplice asserzione che siano
determinati dal merito, ed il merito e` determinato dalla supervisione dello
stesso datore di lavoro. Ma chi puo` dire se tale supervisione abbia come
linee guida veramente il merito? Questa ovvia difficolta` ha portato le corti
a riconoscere che alcune azioni possono essere discriminatorie perche´ hanno
un diverso impatto sull’occupazione e sulla compensazione di una o piu` raz-
za/sesso protetti. Per gli economisti la prova della discriminazione richiede
solamente la presenza di differenze “non spiegate” nella compensazione o
nell’impiego. e` semplice, comunque, capire come un uomo di legge si op-
porrebbe alle procedure degli economisti. Per prima cosa, bisogna notare
che anche se il vettore X e` accettato come fattore che determina la paga,
l’equazione (2) indica che esiste qualche fattore inosservato di disturbo u.
Anche assumendo che gli u sono incorrelati con gli X e distribuiti identica-
mente per gli N e i W , rimane comunque una possibilita`, seppur piccola,
che la stima di D, ovvero Dˆ = ln(piW /piN ) − βW (XW − XN ) sara` sostan-
zialmente il risultato dell’errore di campionamento. Come puo`, quindi, un
economista affermare con certezza che Dˆ non e` interamente il risultato di
una configurazione degli u? Ovviamente, nessuna garanzia puo` essere data.
Dˆ ha una qualche distribuzione di campionamento e, come con gli studi eco-
nometrici ordinari, e` possibile la sola dichiarazione di probabilita` riguardo
alla presenza o assenza di discriminazione. Nel 1976 la Corte Suprema co-
mincio` il movimento verso l’utilizzo del concetto di evidenza statistica nella
loro decisione in “Castaneda vs. Partida”. Il caso riguardava il fatto che
la selezione del Gran Giur`ı nel Country Hildago, TX, non rappresentava
sistematicamente gli ispanici americani. La proprieta` importante apportata
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dalla decisione in questo caso fu il fatto che non costituisse prova dimostrare
che fosse presente l’intento a discriminare. La Corte concluse che dal mo-
mento che la decisione non fu strategia casuale, la sola evidenza statistica
era sufficiente alla condanna da parte dello Stato. E` molto interessante leg-
gere come la Corte ha raggiunto la conclusione che la disparita` statistica sia
accettabile come unica prova. In una lunga nota, la Corte ha presentato un
calcolo che indicava la differenza tra il numero reale di giurati ispanici nel
Country Hidalgo in un periodo di 11 anni ed il numero atteso degli stessi che
sarebbe dovuto essere in proporzione alla loro presenza nella popolazione.
Questa formulazione e`, ovviamente, precisamente quella usata nell’equazio-
ne (1) ed usa nell’equazione (2) un modello con termine di errore distribuito
binomialmente. Malgrado quello che alcuni commentatori hanno provato a
suggerire, la Corte non ha adottato un livello di significanza statistica per
determinare cosa costituisse prova. Invece, la Corte ha dichiarato:
“Come ruolo generale per qualche campione in larga scala, se la differen-
za tra il valore atteso ed il numero osservato e` piu` grande di 2 o 3 deviazioni
standard, allora l’ipotesi che la giuria sia formata casualmente insinua un
giusto sospetto” [p. 512, fn. 17]
Il punto chiave nel caso “Castaneda vs. Partida” e` l’esplicita ricogni-
zione che la presenza di un termine di errore nell’equazione (2) non escluda
automaticamente l’approccio econometrico, ma bisogna prendersi il rischio
che questo sia errato in quel caso specifico. In una serie di susseguenti deci-
sioni, questa idea di base e` stata elaborata al punto che l’evidenza data dai
modelli stocastici e` ora caratteristica regolare in diverse parti di legge, ma
specialmente in quelle riguardanti la discriminazione.
Una seconda obiezione alla procedura economica e` piu` sottile. Dal mo-
mento che ci sono fattori omessi che determinano il pagamento come da
equazione (2), quali garanzie possono essere fatte che questi fattori sono
incorrelati con razza o sesso del lavoratore? Potrebbero non essere omesse
procedure pregiudizievoli per trovare che Dˆ e` significativamente differente
da zero quando la versione correttamente specificata dell’equazione (2) non
ci fosse? L’ovvia risposta a questa domanda e` che nessun economista puo`
dare garanzia appropriata che non sono presenti errori di specificazione in
(2). Invece, le analisi saranno piu` o meno convincenti rispetto a:
1. quanto siano ben documentati in generale i modelli di determinazione
della paga
2. quanto sia ben documentato e completo lo studio particolare
In altre parole, un economista sara` piu` o meno convinto a cercare uno studio
sperimentale a seconda di quanto sia fatto bene.
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Un’ultima obiezione legale all’uso delle misure economiche della discrimina-
zione e` che c’e` la necessita` di azioni discriminatorie fatte durante il periodo
in cui questa sia illegale. Per esempio, supponiamo che Dˆ sia misurata quan-
do la discriminazione e` legale nel periodo t− 1 come Dˆ(t− 1). Supponiamo
anche che Dˆ sia misurata nel periodo t (quando e` illegale) come Dˆ(t). Sup-
poniamo inoltre che Dˆ(t − 1) = Dˆ(t). Per molti uomini di legge questo
significherebbe che qualche atto discriminatorio che porti a Dˆ #= 0 debba
essere avvenuto durante il tempo in cui la discriminazione era legale, non
implicando ovviamente la corrente discriminazione. Per gli economisti que-
sta discussione sembra mancare completamente il punto. Dal momento che
D #= 0 (e quindi per l’equazione (1) siamo in presenza di discriminazione),
significa che e` vero che la discriminazione e` iniziata quando era legale, ma
anche che e` continuata durante il periodo di illegalita` della stessa. La comu-
nita` legale e` stata divisa su questo punto per molto tempo, fino alla decisione
nel caso “Bazemore et al.” del Luglio 1986, dove le corti minori trovarono
che dal 1965 il “North Carolina Extention Service” manteneva due separate
linee di pagamento caratterizzate dalla razza. La Corte di Appello, inoltre,
riconobbe che L’Extention Service non elimino` queste disparita` anche nei
susseguenti, punibili, anni, anzi affermo` che non fosse affatto compito dei
datori di lavoro modificare le proprie linee paga per seguire la legge. La
decisione della Corte Suprema fu:
“Quello che l’Extention Service ha discriminato rispetto ai salari prima
del tempo che fosse materia coperta dal Titolo VII non scusa il perpetuarsi
di questa discriminazione dopo che l’Extention Service fu coperto dal Titolo
VII ”[pag. 328]
Questa decisione e`, ovviamente, equivalente ad applicare la definizione
economistica della discriminazione di mercato.[AO87]
3.3 Lavori passati: evidenze empiriche e conside-
razioni
Ultimo passo per avvicinarsi alla piena comprensione dell’utilizzo degli stru-
menti statistico-economici per la discrimination discovery e` quello di capire
come numeri e formule si comportino nei vari “campi” vietati di discrimina-
zione e quali problemi possono sorgere durante le analisi. In questo capitolo
sono stati raccolti diversi lavori, sia teorici che sperimentali, che affrontano
il problema nei seguenti mercati:
• Assicurazione sulle proprieta`
• Mercato del lavoro
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• Mercato dei mutui ipotecari
Soprattutto in quest’ultimo campo i lavori sono numerosi (viene considerato,
infatti, uno dei mercati dove le pratiche discriminatorie sono piu` radicate).
3.3.1 Discriminazione razziale nel mercato delle assicurazio-
ni sulle proprieta`
I motivi
Il settore assicurativo sulle proprieta` ha una lunga e continua storia di pro-
filing razziale. Se tali pratiche sono state a lungo approvate, pochi, oggi, le
difendono pubblicamente. Mentre il settore dei mutui ipotecari sono spesso
stati oggetto di ricerca e di iniziative pubbliche, molto meno analizzato e` sta-
to il settore assicurativo , eppure l’assicurazione sulle proprieta` e` essenziale
nella vita umana: se un potenziale compratore di casa non puo` ottenere
una polizza sulla proprieta`, nessun Istituto di Credito potra` fornirgli un
mutuo. Il rischio di perdita finanziaria per il creditore ipotecario sarebbe
semplicemente troppo grande se il proprietario non fosse assicurato. Se la
casa dovesse venire danneggiata, il creditore deve sapere che il suo investi-
mento e` stato protetto e che il prestito sara` rimborsato. Senza mutuo, la
stragrande maggioranza di proprietari di casa non sarebbe stata in grado di
acquistarla. Come ha dichiarato la Seventh Circuit Court of Appeals nel ca-
so del 1992 “NAACP vs. American Family Mutual Insurance Co.”: “niente
assicurazione, niente prestito; nessun prestito, nessuna casa: la mancanza
di assicurazione rende le case non disponibili”.
Le famiglie che l’industria assicurativa considera come piu` rischiose non so-
no sparse in modo casuale nelle aree metropolitane: esse tendono ad abitare
tutte nei centri, quartieri di solito a forte densita` di abitanti di colore. Ad
esempio a Milwaukee il 72,4% delle case nelle aree dei bianchi rispetto al
61,6% delle abitazioni nelle aree dei neri sono state coperte dagli assicurato-
ri tenuti a conformarsi alle richieste statali nel 1999. Le restanti case o non
hanno copertura assicurativa o sono state assicurate da piccole imprese o da
assicuratori non riconosciuti (ovvero agenzie non riconosciute dallo Stato,
quindi i consumatori non sono tutelati in caso di fallimento delle stesse).
Le comunita` urbane tendono ad avere case vecchie con apparecchiature
elettriche, riscaldamenti ed altri grandi sistemi che non sono stati aggiornati
negli ultimi anni. Case fatte con legno vecchio, generalmente concentrate
nelle citta`, rappresentano un maggiore rischio di incendio rispetto alle nuove
case di mattoni suburbane. La densa disposizione delle case significa che un
incendio su una proprieta` puo` danneggiare anche quella vicina, portando
gli assicuratori ad evitare alta concentrazione di polizze in un quartiere.
Le percentuali di furto sono piu` elevate in molti quartieri urbani che nella
maggior parte delle comunita` suburbane. Inoltre i valori piu` bassi delle
abitazioni cittadine le rendono meno profittevoli da assicurare. Un recente
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studio nel settore assicurativo sulle perdite in 8 grandi aree metropolitane
tra il 1989 ed il 1994 ha rilevato che la frequenza di sinistri e` stata del 18%
piu` alta in citta` che nella vicina comunita` entro 5 miglia dai confini cittadini:
124 sinistri su 1000 case assicurate contro 105.
Ma in aggiunta a fattori di rischio che possono differire tra alcune citta`
e periferie in generale, una serie di altre pratiche che non siano basate sul
rischio alterano le comunita` urbane. Le minoranze razziali tendono ad avere
redditi piu` bassi, a vivere in case di valore inferiore e risiedono in citta`. La
connessione tra assicurazione delle proprieta` e il destino delle citta` e` stato
discusso anche da un comitato federale nel 1968, che osserva: “L’assicura-
zione e` essenziale per rivitalizzare le nostre citta`. Si tratta di una pietra
angolare del credito. Senza assicurazione, banche ed altre istituzioni finan-
ziarie non potranno fare prestiti. Nuove case non potranno essere costruite,
alloggi esistenti non potranno essere riparati. Le nuove imprese non potran-
no espandersi, o addirittura sopravvivere. Senza assicurazione , gli edifici
sono lasciati a deteriorarsi; i servizi, le merci e i posti di lavoro diminui-
scono. Gli sforzi per ricostruire i centri delle citta` della nostra Nazione non
possono andare avanti. Comunita` senza assicurazioni sono comunita` senza
speranza” [President’s National Advisory Panel, 1968, p.1]
Gli assicuratori generano i loro proventi dalla vendita di polizze. In tal mo-
do essi sostengono una serie di costi. Nel 2000 per ogni dollaro raccolto in
premi di assicurazione hanno pagato 79,6 cent per i crediti, 25 cent per le
vendite e le spese amministrative, 2,5 cent di tasse e 1,3 cent di dividen-
di. Tali costi valgono piu` del 100%, il che e` normale per la maggior parte
degli assicuratori. I redditi da investimento compensano queste perdite e
consentono di generare un profitto.
Ma per restare competitivi e massimizzare il ritorno, gli assicuratori de-
vono stabilire se un determinato richiedente possa beneficiare di una polizza,
e, se cos`ı fosse, quanto la debba pagare. Il settore assicurativo ha un grosso
problema: non conosce il costo effettivo del suo prodotto (la polizza di assi-
curazione) quando il prodotto viene venduto. Questo rende la decisione di
vendere una polizza, il prezzo al quale venderla ed altri termini e condizioni
della transazione piu` problematici. Le polizze assicurative sulle proprieta`
che coprono abitazioni sono in genere vendute su base annua. Il premio e` a
carico ed e` spesso pagato in pieno all’inizio del periodo che la polizza copre.
Ma il costo per l’assicuratore non sara` noto fino alla fine di tale periodo di
tempo. Nella maggior parte dei casi non vi sara` nessun danno misurabile
all’abitazione cos`ı che nessuna domanda di risarcimento verra` presentata e
l’assicuratore si assumera` solo delle spese di transazione legate al processare
la domanda e al pagamento del premio. Ma in altri casi la proprieta` assicu-
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rata subisce un danno e, talvolta, viene totalmente distrutta, e questi costi
sono generalmente molto piu` elevati del premio annuale che viene riscosso.
Cos`ı l’industria cerca di determinare in anticipo dove e` probabile per-
dere e quanto puo` essere grande tale perdita, e siccome e` troppo oneroso
raccogliere informazioni sulle singole caratteristiche di ogni cliente, i clienti
vengono classificati in gruppi sulla base della perdita attesa. L’industria
tenta di identificare gli attributi che sono causa di perdite e quali persone li
condividono. Due serie di considerazioni in genere entrano nel processo di
sottoscrizione di una polizza da parte degli assicuratori:
• caratteristiche del bene da assicurare e quartiere in cui si trova
• caratteristiche delle persone assicurate
Ad aggravare le complessita` c’e` il fatto che le decisioni degli assicuratori
possono influenzare il comportamento degli assicurati. Una volta che la ca-
sa e` stata assicurata contro un rischio particolare o un evento che potrebbe
causare una perdita, la famiglia che la abita non ha piu` incentivi ad evi-
tare tali situazioni e puo` assumere un numero inferiore di precauzioni che
riducano l’evento di un sinistro. I fattori che influiscono sull’elegibilita` di
un richiedente sono svariati: dal tipo di costruzione (legno, mattoni, etc.),
all’utilizzo che si fa della abitazione (solo domestico o anche per svolgere
qualche attivita`), ai sistemi di protezione presenti (allarmi di fumo, sistemi
di sicurezza, vicinanza ad idranti, etc.). Le caratteristiche delle persone so-
no quindi molto importanti. L’industria assicurativa identifica due tipi di
rischi che riguardano il carattere ed il comportamento dei richiedenti una
assicurazione:
• moral hazards
• morale hazards
Il primo si riferisce a qualsiasi condizione che aumenti il rischio di frode.
L’individuazione dei richiedenti potenzialmente appartenenti a questo grup-
po rappresenta una grossa sfida per le imprese assicuratrici. Essi sostengono,
ad esempio, che persone in difficolta` finanziaria possano essere piu` portate a
presentare reclami fraudolenti. E` quindi giustificabile che vengano richiesti
rapporti sul credito nel processo di sottoscrizione. Alcune societa`, inoltre,
non forniscono una polizza a piena sostituzione del costo (vale a dire una
polizza che paghera` il pieno valore del danno risultante, se il valore del dan-
no e` sostanzialmente inferiore al costo di sostituzione).
Il secondo tipo di rischio (morale hazards) si riferisce ad una situazione
in cui un assicurato semplicemente diventa meno attento una volta che la
sua proprieta` e` coperta da assicurazione. Anche se non c’e` frode, il sapere
che una polizza sia in vigore puo` portare alcune persone a non prevenire
adeguatamente i sinistri. Questo problema puo` essere affrontato, almeno
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parzialmente, offrendo incentivi ad adottare misure preventive. Ad esempio
potrebbero essere offerti sconti per l’installazione di allarmi anti-fumo o si-
stemi di sicurezza.
La razza e` stata spesso usata come parte del processo volto a risolvere il
problema dei costi non conosciuti al momento della sottoscrizione delle po-
lizze. E` infatti una pratica storica del settore l’utilizzo della stessa sia degli
individui che devono sottoscrivere che quella prevalente nel quartiere in cui
vivono. Dove la razza e` associata alla perdita, gli assicuratori potrebbero
avere un incentivo finanziario a fare discriminazione statistica, ma queste
pratiche sono, in teoria, illegali. E` illecito utilizzare caratteristiche medie di
un gruppo razziale per determinare se i servizi connessi alle abitazioni ver-
ranno fornite ad un qualsiasi, particolare, individuo. C’e`, pero`, da dire che,
sulla base di tradizionali stereotipi che persistono in tutti gli U.S.A. (come
quello che le minoranze, soprattutto i neri, siano meno motivati a lavorare
ed abbiano una maggiore predisposizione al crimine), il profiling razziale nel
settore assicurativo e` diventato un fatto di vita. Queste pratiche economiche
danno meno opportunita` ai gruppi di minoranze ed ostacolano la riqualifi-
cazione urbana. [Squ03] Di seguito un esempio empirico di quanto trattato
fin’ora.
L’esperimento
La National Association of Insurance Commissioners, un’associazione com-
merciale di Stato che regola il settore assicurativo, ha esaminato la distribu-
zione ed i costi di assicurazione di una casa di proprieta` in 33 aree metropoli-
tane di 25 Stati intorno alla meta` degli anni 90. I ricercatori hanno scoperto
che la composizione razziale dei quartieri e` legata in maniera statisticamente
significativa con il numero ed i costi delle polizze. In questi esperimenti, ac-
quirenti fittizi bianchi e non bianchi (o acquirenti in quartieri a prevalenza
bianca e non) hanno contattato varie compagnie di assicurazione presen-
tandosi come famiglia interessata a sottoscrivere una polizza per la loro
abitazione. L’unica differenza era, appunto, la razza, che assumeva, quindi,
il ruolo di unica causa delle differenze di trattamento. Sono state scoperte,
in questo modo, notevoli differenze routinarie nel trattamento da parte degli
assicuratori. Dove i testers bianchi (o di quartieri prevalentemente bianchi)
sono stati generalmente accolti come clienti, i testers neri o ispanici hanno
trovato grandi ostacoli. Le differenze comprendono:
• disponibilita` a fornire una polizza per i bianchi, ma rifiuto per altre
razze
• nessun ricontatto telefonico ai testers di minoranza mentre pronta
risposta per i bianchi
• polizze offerte con diversi termini e condizioni (ad esempio polizze a
pieno costo per i bianchi e polizze a valore di mercato per i non bianchi)
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• prezzi di tariffazione diversi per la stessa polizza
• richieste di ispezioni per i non bianchi
• richiesta ai non bianchi di fornire numeri per la sicurezza sociale (pra-
tica, questa, eseguita per gli assegni di credito), ma nessun sollecito di
tale informazione ai bianchi
Tra il 1992 ed il 1994, la National Fair Housing Alliance ha testato le
maggiori compagnie assicurative in 9 citta` ed ha scoperto discriminazione
illegale con le percentuali (comportamenti sopra elencati per le minoranze
su numero totale di richieste delle stesse) riportate in tabella 3.1
LUOGO %
Chicago 83%
Atlanta 67%
Toledo 62%
Milwaukee 58%
Louisville 56%
Cincinnati 44%
Los Angeles 44%
Akron 37%
Memphis 32%
Tabella 3.1: Livelli di discriminazione nel mercato assicurativo tra il ’92 ed
il ’94 nello studio della National Fair Housing Alliance
Analogo trattamento di disparita` e` stato scoperto in circa la meta` dei
test svolti sui grandi assicuratori da diverse organizzazioni di Fair Housing.
Uno studio che ha cercato di valutare la portata della discriminazione raz-
ziale a livello di mercato (piuttosto che tra gli assicuratori in particolare)
non ha trovato differenze in termini di accesso all’assicurazione. I ricercatori
hanno esaminato i mercati di Phoenix e di New York City ed hanno trovato
che preventivi sono stati offerti alla maggior parte di testers bianchi, neri ed
ispanici. Ma a Phoenix gli ispanici hanno avuto meno probabilita` di vedersi
offerta la piena sostituzione del contenuto della loro casa rispetto ai bianchi
(92% contro 95%) ed hanno avuto piu` probabilita` di vedersi non garantito
il preventivo previa ispezione della casa (3% contro 0,4%). A New York
City, invece, i testers bianchi hanno avuto una leggera ma sostanziale mag-
giore probabilita` di avere un preventivo sia scritto che orale (18,1% rispetto
all’11,8% dei neri, che hanno avuto il solo preventivo orale). Anche se non
di grandi dimensioni, tali differenze sono statisticamente significative.
Altra osservazione interessante e` la seguente: due linee guida comunemente
utilizzate per la sottoscrizione di polizze assicurative sono l’eta` della pro-
prieta` ed il suo valore. Per esempio, gli assicuratori spesso rifiutano o limi-
tano la copertura per abitazioni costruite prima del 1950 o che abbiano un
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valore minore di 100.000$. La diversa incidenza di queste due linee guida e`
molto evidente. Nel 1999, il 23,6% delle case occupate da bianchi era stata
costruita prima del 1950 contro il 30,6% di quelle occupate dai neri ed il
41,7% di quelle degli ispanici. E mentre il 46% degli alloggi dei bianchi non
superava il valore di 100.000$, per i neri si arrivava al 65% e per gli ispanici al
50,8%. Da come e` facile immaginare, queste due linee guida rappresentano
un classico caso di discriminazione sistemica. [Kle95]
3.3.2 Teorie statistiche di discriminazione nel mercato del
lavoro
Il modello base
Si introdurra` il modello statistico della discriminazione con la versione di
Phelps [Phe72]. Le caratteristiche essenziali sono le seguenti: nell’assunzione
e nel collocamento dei lavoratori, i datori di lavoro basano la loro decisione su
alcuni indicatori di abilita`, y (ad esempio un test di performance) che misuri
il loro reale livello di abilita`, q. In pratica, y dovrebbe essere composto da un
numero molto piu` elevato di misure, ma l’assunzione fatta e` che sia ricavata
dal risultato di un unico test. L’equazione di misura e`:
(1) y = q + u
dove u e` l’errore distribuito normalmente, indipendente da q, con media α e
varianza costante. I datori di lavoro possono osservare i risultati del test y,
ma sono interessati a questi solo nella misura in cui essi diano informazioni
sulle variabili inosservabili, q. Percio` l’interesse immediato del datore di
lavoro si concentra sul valore predetto di q, etichettato qˆ. Il valore atteso di
q dato y, E(q|y) e`:
(2) qˆ = E(q|y) = (1− γ)α+ γy
dove α e` la media di gruppo di q (ed y) e
(3) γ =
V ar(q)
V ar(q) + V ar(u)
=
Cov(q, y)
V ar(y)
=
[
Cov(q, y)2
V ar(q)V ar(y)
= r2
]
dove r2 e` il coefficiente quadrato di correlazione tra q ed y. Nella teoria
classica dei test, γ e` l’affidabilita` del risultato del test, y, come misura del
valore reale, q. Chiaramente, 0 < γ < 1.
Secondo la teoria della distribuzione normale, l’equazione (2) e` la regressione
dei minimi quadrati, esprimendo q in termini di effetto di gruppo [(1− γ)α]
e di effetto individuale (γy).
E` utile pensare all’equazione (2) come un’aspettativa condizionale di una
funzione di regressione di popolazione lineare.
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(4) q = (1− γ)α+ γy + u′
dove u′ e` l’errore usuale. In principio, la regressione e` operazionale, poiche´
i datori di lavoro potrebbero misurare il reale q di un lavoratore sulla base
di una valutazione “post hoc” della sua performance.
Ora si considerino due diversi “tipi” di lavoratori, chiamati W (whites) e
B (blacks), che abbiano possibilmente diverse medie, αW e αB e diverse
varianze di q ed u (anche se vengono utilizzati come esempio bianchi e neri,
lo stesso discorso vale per maschi e femmine). Il datore di lavoro, quindi,
accettera` di pagare al lavoratore un ammontare, qˆ, basandosi sulle specifiche
informazioni disponibili per ciascun gruppo ed individuo (vedi equazione
(2)):
(5a) qˆW = (1− γW )αW + γW yW
(5b) qˆB = (1− γB)αB + γByB
La pendenza γ differira` generalmente tra i due gruppi se le varianze di q ed
u saranno differenti, come mostrato in equazione (3).
La natura del processo di assunzione e collocamento richiede che il datore
di lavoro faccia un accertamento soggettivo dell’abilita` del lavoratore. As-
sumiamo che questo accertamento di q, dato y, sia uguale al valore atteso
di q, condizionale in y. Questa assunzione e` in linea con il comportamento
di massimizzazione dei salari da parte del lavoratore e con quello di mas-
simizzazione dei profitti da parte del datore di lavoro, dal momento che la
funzione nel mercato di questi ultimi e` di valutare (o predire) i fattori di
produttivita`, dati i costi delle informazioni disponibili, e pagare i fattori di
produzione di conseguenza. I datori di lavoro che sono inefficienti in queste
funzioni tenderanno ad essere “estirpati” dal meccanismo della concorren-
za.. Detto questo, due possibili cause della discriminazione economica verso
i neri, potrebbero essere:
• Errore nella percezione dei valori di q da parte dei datori di lavoro
• Tendenza a discriminare
Questo punto verra` approfondito piu` avanti.
Definizioni di discriminazione economica
La discriminazione economica e` quel tipo di discriminazione particolare che
si viene a creare quando i lavoratori non ricevono paghe o remunerazio-
ni commensurate alla loro produttivita`. Verra` di seguito adottata la con-
venzione prevalente di definire la produttivita` in termini di output fisici o
performance di lavoro, riconoscendo, comunque, che questa definizione puo`
essere ambigua. Come sottolineato gia` in numerosi studi, la discriminazione
contro particolari gruppi di lavoratori puo` sempre essere spiegata associando
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un costo ad ogni caratteristica del gruppo che non sia direttamente colle-
gata all’abilita` sul lavoro. E` necessario distinguere la discriminazione di
gruppo dalla discriminazione individuale, che e` indipendente dall’apparte-
nenza o meno ad un gruppo. La discriminazione sulla base di razza o sesso
e`, ovviamente, una conseguenza diretta della discriminazione di gruppo; la
discriminazione tra individui all’interno di un gruppo, d’altro canto, non
comporta nessuna presunzione sulla discriminazione dello stesso. La discri-
minazione economica, in generale, e` inevitabile: il fatto che tutti i lavoratori
con le stesse abilita` non ricevano la stessa paga e` chiaramente mostrato nel-
l’equazione (4), dove q non e` esattamente predetta da y. Per dimostrare
che questo fatto non evolva necessariamente in discriminazione di gruppo,
considerare il caso in cui tutti i laureati si vedono offerti un salario, uguale
alla loro produttivita` media e piu` alto rispetto al salario offerto ai diplomati.
Sebbene la discriminazione si verifichi entro ogni gruppo scolastico (eccetto
nel caso irrealistico di varianza zero dell’abilita` entro ciascun gruppo), nes-
suna presunzione di discriminazione intra-gruppo e` garantita. Forse non e`
molto ovvio il fatto che la discriminazione di gruppo possa essere assente
anche se i salari, qˆ, di bianchi e neri con la stessa abilita`, q0, non siano
simili. Generalmente, E(qB|q0) #= E(qW |q0) (questa espressione e` stata ot-
tenuta prendendo le aspettative condizionali di q dalla equazione (2)). Cos`ı:
E(qˆ|q) = (1− γ)α+ γE(y|q). Ma E(y|q) = q, quindi:
(6) E(qˆ|q) = (1− γ)α+ γq
e γ ed α potrebbero differire tra bianchi e neri.
Modello di Phelps
Le implicazioni del modello di Phelps, illustrato precedentemente, dipendono
da assunzioni che vengono fatte sulle abilita` medie, sulle varianze delle abilita`
e sulle varianze degli errori di misurazione per i due gruppi (bianchi e neri).
Phelps ha fatto fondamentalmente 3 assunzioni:
• uW ed uB hanno la stessa varianza
• la varianza di qW e` inferiore alla varianza di qB
• l’abilita` media dei neri e` inferiore a quella dei bianchi.
E` da notare, in ogni caso, che quest’ultima assunzione sia abbastanza strana,
poiche´ la discriminazione e` definita come differenza nei salari per lavoratori
con la medesima abilita`. Per ragioni espositive, inizialmente si assumera` la
stessa abilita` media per i due gruppi: αW = αB = α. Le altre due assunzioni
del modello base di Phelps, V ar(uB) = V ar(uW ) e V ar(qB) > V ar(qW ),
indicano che la pendenza, γ, della regressione q-in-y nell’equazione (2) o (4)
e` piu` ripida per i neri rispetto ai bianchi. Questo e` chiaro dall’equazione
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(3). Cio` significa che il risultato del test, y, e` un predittore piu` affidabile
di q per i neri rispetto ai bianchi. Accettando questo risultato inusuale
per il momento, ne verranno analizzate le conseguenze. Come ha notato
Phelps, “per risultati alti del test, al richiedente nero viene predetta dal
datore di lavoro una produttivita` pia` alta di ogni richiedente bianco con lo
stesso risultato del test; mentre la cosa inversa succede per risultati bassi del
test”. Questa forma di compensazione e` mostrata chiaramente dalla figura
3.1.
Figura 3.1: Predizioni della produttivita` (q) per Razza e Risultato del Test
(y) assumento una pendenza piu` ripida per i neri
In che senso, quindi, puo` questo quadro raffigurare una discriminazione
economica razziale? Ogni lavoratore viene pagato in base alla sua produt-
tivita` attesa, basata su un predittore imparziale. Inoltre, i due gruppi, che
hanno (per assunzione) la stessa abilita` media, ricevono lo stesso salario me-
dio. Questa definizione apparente di discriminazione economica rivelata in
figura 3.1, e che bisogna attribuire a Phelps, e` “paghe differenti per lo stesso
risultato y”. Ma dal momento che il risultato y e` inteso ad indicare solo la
produttivita` attesa, e` la discriminazione rispetto a q e non ad y che e` econo-
micamente rilevante. Anche un intervento a livello giuridico che richiedesse
pagamenti uguali per uguali y non contribuirebbe al miglioramento generale
della situazione dei neri, dal momento che, come chiaro in figura 3.1, quello
che i neri dovrebbero avere a bassi valori di q viene loro restituito per alti
valori dello stesso. In ogni caso, l’assunzione che γB > γW (o che il punteg-
gio y e` un indicatore di q piu` affidabile per i neri rispetto ai bianchi), e` poco
attraente. Il Test di Attitudine Scolastica e` stato dimostrato, per esempio,
essere un indicatore poco affidabile del voto di college dei neri rispetto ai
bianchi. Allo stesso tempo, non si vedono ragioni per assumere che le varian-
ze delle abilita` reali differiscano per le due razze. Inoltre, una implicazione
dell’ipotesi che γB > γW e` che le differenze tra bianchi e neri nei salari, che
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riflette, quindi, una differenza nell’aspettativa di q, diminuisce, ed eventual-
mente diventa negativa, quando l’indicatore y aumenta. La maggior parte
delle evidenze empiriche, in ogni caso, affermano, al contrario: se y viene
misurato in “anni di scuola completati” o in “anni di esperienza” (due dei
piu` importanti e comuni indicatori utilizzati per predirre la produttivita`), la
relazione empirica tra y e salari mostra un valore per i neri peggiore rispet-
to ai bianchi quando y aumenta (che e` esattamente l’opposto del modello
precedente). Un modello che riflette questa evidenza e` mostrato in figura
3.2.
Figura 3.2: Predizioni della produttivita` (q) per Razza e Risultato del Test
(y) assumento una pendenza piu` ripida per i bianchi
Qui la discriminazione economica, al contrario della figura 3.1, non e`
molto evidente. Come prima, ogni lavoratore viene pagato rispetto alla sua
produttivita` attesa, facendo risultare la stessa media di salario per i due
gruppi. L’unica differenza mostrata in figura 3.2 e` che i bianchi con punteg-
gio y al di sopra della media ricevono salari piu` alti rispetto ai neri, mentre
vale esattamente il contrario per punteggi al di sotto della media.
Come si puo` intuire, quindi, il nocciolo della questione e` l’individuazio-
ne del predittore y delle abilita` reali q utilizzato dai datori di lavoro. A
seconda di questo, il comportamento di questi ultimi nel mercato del la-
voro varia drasticamente, portando alle conseguenze discriminatorie sopra
menzionate. L’individuazione, pero`, di suddetto predittore e` decisamente
complicata: spesso entrano fattori, nelle decisioni, totalmente inosservabili
perche´ di natura soggettiva. Se si trovasse un sistema empirico per rilevarne
in modo affidabile una buona approssimazione, questo modello risulterebbe
sicuramente utile.
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Un modello alternativo
Fino a questo punto erano valide l’assunzione esplicita che i datori di la-
voro conoscessero E(q|y) e quella implicita che la dispersione di q|y fosse
senza costi. Cio` e` equivalente ad assumere che q entri nella funzione di pro-
fitto linearmente, o che il datore di lavoro sia neutrale al rischio rispetto
a q. Sarebbe, pero`, piu` realistico permettere a q di entrare nella funzione
del profitto (o nella funzione di “utilita` del profitto”) in modo non lineare,
in modo da consentire la corretta regola di decisione per l’assunzione della
manodopera in modo da non coinvolgere le fasi piu` alte di q. Nel semplice
modello adottato precedentemente, solo la varianza condizionale di q, ovvero
V ar(q|y) = V ar(q)(1−γ), serve per riflettere l’avversione al rischio e per da-
re una spiegazione teorica alla discriminazione economica. Per semplificare
il problema, assumiamo che la manodopera sia il solo fattore di produzione,
che l’output sia fissato e che i prezzi ed i salari siano determinati esoge-
namente. Cos`ı, i profitti, pi, sono esclusivamente in funzione dei servizi di
manodopera. Dato il numero di lavoratori richiesto per massimizzare la fun-
zione di utilita` del profitto, U(pi), il datore di lavoro ha bisogno solamente
di scegliere il tipo di manodopera (da qui l’ipotesi di uguaglianza produttiva
del gruppo B o W) per massimizzare U(q). Alcune ben conosciute funzioni
risultano utili nel ruolo decisionale che dipende dalla varianza degli argo-
menti. Verra` ora adottata una funzione usata da Michael Parkin [Par70],
che per gli scopi potrebbe essere scritta come:
(7) U(q) = a− be−cq b, c > 0
dove
(8) E[U(q|y)] = a− be−c E(q|y)+c2/2 V ar(q|y)
dove a, b e c sono parametri della funzione di utilita` ed e e` la base del lo-
garitmo naturale. E` facilmente constatabile che massimizzare E[U(q|y)] e`
equivalente a massimizzare il suo logaritmo, che a sua volta e` equivalente a
massimizzare [E(q|y) − kV ar(q|y)], dove k = c/2 e R = kV ar(q|y) rappre-
senta il fattore di rischio. Quindi, un datore di lavoro che abbia tale funzione
di utilita` cerchera` di assumere dal gruppo di lavoratori che massimizzi la pro-
duttivita` attesa, q, scontata per il rischio. Questo rischio puo` aumentare con
le diverse varianze nella distribuzione: di q, di u o di entrambe. Sostanzial-
mente, i costi del rischio derivano dalla varianza in output tra lavori simili
o dai costi degli errori nell’assegnare i lavoratori a slot di lavoro eterogenei.
Per motivi di convenienza viene adottata una varianza condizionale che non
dipenda dal livello di y, cos`ı che il fattore di rischio sia costante sul range
dei risultati dei test. La questione empirica sulla relazione delle varianze
condizionali in q, dato y, tra i gruppi W e B diventa, pertanto, cruciale per
determinare la “direzione” della discriminazione. Assumendo l’uguaglianza
della razza in V ar(q), il tutto dipende dall’affidabilita` di y come predittore
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di q, chiamata γ. Cos`ı γB < γW (come mostrato in figura 3.2) segue dall’as-
sunzione che V ar(uB) > V ar(uW ). La figura 3.3 mostra la nuova relazione
y, q incorporando i fattori di rischio, RB ed RW , e le assunzioni γB < γW
ed αB = αW = α.
Figura 3.3: Predizioni della produttivita` (q) per Razza e Risultato del Test
(y) con Sconti di Rischio e pendenza piu` piatta per i neri
Le linee W e B sono nell’equazione (2) in accordo con l’assunzione che
αW = αB e γB < γW . Le linee parallele, W −RW e B−RB sono le contro-
parti scontate di rischio che rappresentano E(q|y)−kV ar(q|y) o E(q|y)−R.
Per vedere che la figura rivela discriminazione economica contro i neri, notare
semplicemente il piu` basso valore nei neri di (q −R), dato γ = α.
Il valore atteso di q sia per i bianchi che per i neri e` uguale ad α per γ = α,
percio` la piu` bassa paga per i neri e` interamente attribuibile al loro piu`
grande fattore R. La figura 3.4, invece, mostra la distribuzione condizionale
di q per i punti dove γ = α = E(y) e dove E(q) = α per entrambe le
razze. L’osservata varianza condizionale piu` piccola di qW in figura 3.4 (che
dovrebbe essere la stessa ad ogni valore di y) e`, ovviamente, esattamente la
causa delle maggiori dimensioni di γW , dato che V ar(qB) = V ar(qW ).
Lo sconto di rischio sopportato dai lavoratori neri nella forma di un
salario relativo minore dovrebbe essere interpretato nei termini di costi di
ricerca extra dei quali i datori di lavoro necessitano per ridurre la varianza
condizionale di qB ad uguale V ar(qW |y). In ogni caso, il modello non richie-
de nessuna assunzione ad hoc sui costi diretti di assunzione che siano piu`
grandi per i neri rispetto ai bianchi, anche se potrebbero esistere differenze.
La segregazione geografica dei lavoratori neri lontani dai datori bianchi, ad
esempio, potrebbe imporre una ricerca extra e quindi costi di informazione
maggiori. La figura 3.3 rappresenta un modello ipotetico, ovviamente, ma
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Figura 3.4: Distribuzione della produttivita` (q), dato il risultato del test,
y = E(y), per razza
e` consistente alla realta` in due importanti aspetti. Primo, come conseguen-
za delle attuali pratiche dei datori di lavoro, la discriminazione economica
contro i neri, le donne ed altri gruppi esiste, facendo risultare tra i gruppi
differenze nelle paghe malgrado abilita` simili. In ogni caso, se la definizione
di abilita` includesse l’affidabilita` nel fare test allora si potrebbe negare che la
discriminazione economica esiste, anche se non sarebbe vera e propria discri-
minazione, visto che non sarebbe guidata da “gusto a discriminare”. Una
seconda realistica caratteristica e` che salari diversi o vantaggi dei lavoratori
bianchi incrementano come incrementa la variabile indicatrice. In figura 3.3,
in ogni caso, i salari dei lavoratori B avanzano quelli dei lavoratori W con
lo stesso risultato y per y < y0, e solo se la penalita` di rischio fosse grande
quanto q2 − q1, ogni lavoratore W potrebbe essere pagato piu` di qualche
lavoratore B per un dato risultato y, su tutto il suo range. In ogni caso, ci
sono 3 importanti ragioni per essere scettici sulla grandezza di R:
• imprese grandi hanno una certa capacita` ad auto-assicurarsi contro il
rischio di variabilita` dell’output o assegnamenti sbagliati del lavoro
• la dispersione nell’avversione al rischio dei datori di lavoro conduce ad
una situazione in cui chi ha la minima avversione riduce lo sconto di
R offrendo salari equi ai lavoratori neri, nello stesso modo in cui lo fa
un datore di lavoro con un piccolo gusto a discriminare
• un grande fattore R potrebbe attivare un mercato di strumenti di test
su misura per i diversi gruppi per raggiungere un’affidabilita` livellata
Questo modello introduce un fattore chiave nello spiegare le motivazioni che
portano alla discriminazione da parte dei datori di lavoro: la loro avversita`
al rischio legata alla stima delle abilita` reali q. Il fatto e` pero` che, anche se il
problema, dal punto di vista economico, e` comprensibile, tale pratica e` lungi
dall’essere giustificabile, proprio perche´, come appena detto, esistono diverse
altre soluzioni per ridurre l’impatto dell’incertezza sui datori di lavoro.
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Altri modelli di discriminazione
Un secondo modello che cerca di spiegare la differenza dei salari viene da
Spence [Spe73]. Egli fornisce un’analisi di equilibrio dinamico in quei gruppi
dove persiste la differenza nei salari nei mercati competitivi del lavoro. Nel
suo modello i datori di lavoro sono incerti sui valori di q dei lavoratori e
basano la loro offerta di salario (qs) sul risultato y dei test (che, come gia`
detto in precedenza, non rappresenta strettamente l’abilita` o la produtti-
vita`). I lavoratori ottengono il risultato y investendo il loro tempo e le loro
risorse, ed il modello di Spence assume che il costo di y e` negativamente
correlato con q. Questa assunzione guida il sistema dei salari, sotto plau-
sibili condizioni, ad un equilibrio nel quale q e` positivamente correlato con
y. Nel modello di Spence, in ogni caso, il livello di y (chiamato y∗) che
distingue i lavoratori con alte abilita` da quelli con basse abilita` e` arbitrario,
definito per un certo range. Questo porta a molti equilibri per due gruppi di
lavoratori, anche se questi hanno distribuzioni di produttivita` identiche ed
affrontano gli stessi costi segnalati per unita` di y. In particolare, se il livello
y∗ e` piu` alto per i neri che per i bianchi, ma ancora sufficientemente basso
affinche´ si continui a pagare neri con alte abilita` per raggiungere y∗, allora
i bianchi guadagneranno un salario netto (offerta di salario meno i costi i
costi per ottenere y∗) maggiore. La questione e`, comunque, se questo tipo
di situazione discriminatoria sia stabile. Se il lavoratore conosce la propria
produttivita` (o, equivalentemente, il proprio costo per ottenere y∗), allora
quelli di alta abilita` neri si renderanno conto di essere sottopagati rispetto
ai lavoratori di alta abilita` bianchi. In equilibrio ci sarebbero offerte comuni
di salario, raggiungimento di y e, quindi, salari netti per produttivita` simi-
li tra bianchi e neri, in altre parole non ci sarebbe discriminazione economica.
Un altro modello di discriminazione economica e` stato suggerito dal la-
voro dello psicologo R. L. Thorndike (presentato da Linn) [Lin73]. Egli
incorpora le differenze di affidabilita`, ma senza ricorrere all’avversione al ri-
schio. Questo modello a “selezione troncata” contiene una caratteristica del
modello di Spence, vale a dire il limite inferiore di soglia del valore di y. Al
di sopra della soglia minima, la relazione y, q e` positiva e continua come era
nel modello precedente. Come nel precedente caso, i lavoratori neri hanno
stessa abilita` media ma ricevono un salario medio inferiore; qui, pero`, i da-
tori di lavoro non praticano discriminazione razziale. L’assunzione cruciale
e` che il reclutamento o la selezione di forza lavoro e` confinata all’estremita`
superiore della distribuzione di y. Dato il loro vantaggio nell’affidabilita` dei
test, i bianchi tendono ad essere preferiti sulla base del valore atteso di q, da-
to y, anche se la loro distribuzione di q e` realmente identica a quella dei neri.
La potenziale preferenza per i neri all’estremita` inferiore della distribuzione
y e` annullata perche´ i lavoratori con risultati bassi di y non sono assunti.
Chiaramente, una piu` alta media di qˆ per i bianchi emerge, prova di discri-
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minazione economica, nonostante il fatto che i datori di lavoro non abbiano
parzialita` nel loro processo di assunzione, ma e` cos`ı, visto che loro assumo-
no sulla base di E(q|y). La figura 3.5 mostra questo risultato in una forma
estrema. Sono assunte perfetta affidabilita` per i W ed affidabilita` nulla per
i B (che li porta ad avere funzione con pendenza nulla). La distribuzione di
q e` identica per i W ed i B (come indicato sull’asse verticale). Solo i valori
di q > α sono eleggibili per l’assunzione (assumendo che α rappresenti un
salario minimo comprensibile e legale). Dati i costi di assunzione ed i costi
associati agli errori, tutti i neri, ma solo meta` dei bianchi, potrebbero essere
respinti, dato che i primi non supereranno mai la soglia α mentre i secondi
la supereranno per un y > α.
Figura 3.5: Predizioni della produttivita` (q), per razza e risultato del
test (y), assumendo affidabilita` perfetta e nulla per i bianchi e i neri,
rispettivamente
Il modello ha, ovviamente, una grande rilevanza sul mercato del lavoro,
ma potrebbe essere interessante per ogni situazione economica. Infatti le
teorie del mercato del lavoro che enfatizzano una rigidita` pervasiva a lungo
termine dei salari (come la teoria della “competizione sul lavoro” di Thurow
[Thu75]) sono terreni fertili per il modello di discriminazione a troncamento
della selezione appena presentato.
Abilita` medie diverse
Fin’ora, nell’illustrare il modello di Phelps, e` stata fatta l’assunzione, con-
travvenendo alle ipotesi dello stesso autore, che le abilita` medie tra i due
gruppi fossero identiche. Venendo meno questa proprieta` si sviluppano di-
verse questioni di un certo interesse, che verranno illustrate di seguito. Nel
lavoro originale si assumono varianze di q ed u identiche per i due gruppi e,
come appena detto, abilita` media dei neri minore di quella dei bianchi. Qui,
l’effetto sistematico dell’essere neri, αB < αW , porta ad un valore predetto
minore di q per gli stessi, anche se il risultato y e` uguale, poiche´ y e`, per
assunzione, un indicatore fallibile. Phelps rimarca che αB < αW potrebbe
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riflettere “fattori sociali svantaggiosi”. La relazione tra y, q rilevante per i
W ed i B e` mostrata in figura 3.6.
Figura 3.6: Predizioni della produttivita` (q), per razza e risultato del test
(y), assumendo pendenze identiche
La linea B e` al di sotto e parallela alla linea W; l’uguaglianza della pen-
denza e` la conseguenza dell’assunzione di uguali varianze di q,u e, quindi, y.
Le forze competitive di mercato portano i datori di lavoro a pagare meno i
lavoratori rispetto alla loro produttivita` attesa; percio` i lavoratori bianchi
saranno preferiti ai lavoratori neri con lo stesso risultato y. In ogni caso
non e` vero che diversi salari per lo stesso y dimostrino discriminazione eco-
nomica. Infatti, i B erano pagati come i W quando entrambi avevano lo
stesso risultato y, e questo dovrebbe manifestare una discriminazione con-
tro i W, dal momento che, secondo Phelps, questi sono piu` produttivi. Si
potrebbe argomentare, ovviamente, che la vera esistenza di diverse abilita`
medie, αB < αW , dimostra il tipo di discriminazione in quei lavoratori che
non sono pagati in accordo con le loro capacita` innate. Ma si cerca la fonte
di tale discriminazione principalmente nella fase di pre-mercato, come nella
scuola o nell’acquisizione di altre forme di qualita` che i lavoratori posseggono
quando entrano nel mondo del lavoro. Da questi handicap, in ogni caso, il
salario differente appare essere non molto economicamente discriminatorio
quanto lo siano i salari piu` bassi pagati ai lavoratori con poca esperienza.
Infine, sebbene la figura 3.6 dimostra la non discriminazione secondo il cri-
terio dell’esito di una relazione proporzionale tra compensazione media per i
gruppi e la loro rispettiva media di produttivita`, ad ogni livello di abilita` un
nero sara` pagato meno della sua controparte bianca. Questo e` visibile an-
che nell’equazione (6), assumendo stessa abilita` (q), stessa pendenza (γ), ed
αB < αW . Questo apparente paradosso e` risolto semplicemente richiaman-
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do quanto detto sull’abilita` media dei neri e sull’informazione imperfetta.
[AC77]
3.3.3 Teorie economiche di discriminazione nel mercato dei
mutui ipotecari
Modelli aggregati di flusso di ipoteche
Sono i primi lavori fatti in questo senso, nati con l’originale HMDA (vedi
tabella 2.1) per identificare la redlining modellando i flussi aggregati di cre-
dito ipotecario in particolari aree geografiche, generalmente a livello di area
censuaria. Per esempio, Ahlbrantdt [Ahl77], genero` i seguenti modelli:
(1) MD = f(T, P, I)
(2) MS = f(I, Y,E, P )
(3) T = f(I,MS , P, Y,E)
(4) MD =MS =M, in equilibrio
dove:
• MD = aggregato della domanda di ipoteche
• MS = aggregato della fornitura di ipoteche
• T = numero di transazioni potenziali del mercato immobiliare
• E = aspettative sulla direzione dei cambi di quartiere (una misura del
rischio di quartiere)
• P = prezzo di terreni ed alloggi
• I = vettore dei termini del prestito, inclusi tassi di interesse, anticipi
e scadenze
• Y = reddito medio delle famiglie
Dopo una semplificazione, Ahlbrantdt ha stimato una equazione ridotta:
(5) M = f(P, Y,E)
Questi modelli aggregati sono stati stimati utilizzando tipicamente ordinari
minimi quadrati, con l’area censuaria come unita` di osservazione. Ci sono
una serie di difficolta` con questo approccio. Innanzitutto, a causa del feno-
meno del razionamento del credito identificato successivamente da Stiglitz e
Weiss [SW81] e Vandell [Van33], non e` chiaro come la domanda e l’offerta
di ipoteche possano raggiungere di fatto l’equilibrio. Inoltre, Alhbrantdt
CAPITOLO 3. DISCR. DISC.: APPROCCI STATISTICI 55
utilizza il reddito medio per famiglia come rappresentante del merito di cre-
dito (assunzione altamente discutibile) ed include fattori demografici come
percentuale di neri e cambiamenti nella percentuale di neri come misura
del rischio di quartiere. Partendo dal presupposto che un largo incremento
della popolazione afro-americana indica una crescita del rischio di quartie-
re, Alhbrantdt arriva, in ultima analisi, ad una piccola prova di redlining di
quartiere sulla base della composizione razziale. Gli studi aggregati pongono
la difficolta` di separare gli effetti della domanda e dell’offerta, in particolare
quando le differenze sarebbero rilevate solo attraverso l’analisi delle singo-
le domande di prestito. Non si puo` sapere, comparando le caratteristiche
medie dei quartieri, se le persone si vedono rifiutare i prestiti per ragioni
discriminatorie o perche´ le loro caratteristiche particolari giustificano un ri-
fiuto della domanda per motivi di business giusti. Allo stesso modo non si
e` in grado di sapere se una carenza di prestiti in un determinato quartiere
sia dovuta alla discriminazione da parte dei finanziatori nei confronti dei
richiedenti e non a causa di una carenza di questi ultimi. In sintesi, mentre
i modelli di flusso possono fornire alcune informazioni descrittive sul fun-
zionamento degli alloggi e del mercato delle ipoteche locali, una inferenza
conclusiva sulla discriminazione dei fornitori di ipoteche e` impossibile.
Modelli di scelta delle ipoteche
La scelta ipotecaria, o “di spiazzamento”, inizia a modellarsi con l’assun-
zione che i prestiti assicurati dal governo siano sottoscritti con fare non
discriminatorio, cosa che non accade per i prestiti convenzionali. Dal mo-
mento che i due tipi di prestito sono stretti sostituti, i tipi di mutui soggetti a
discriminazione nel segmento convenzionale sono “affollati” dal segmento di
quelli assicurati dal governo. I prestiti della Federal Housing Administration
(FHA) sono generalmente utilizzati come perfetti sostituti delle ipoteche as-
sicurate dal governo. Il vantaggio di questo approccio e` che i ricercatori pos-
sono utilizzare grandi insiemi di dati nazionali, come ad esempio l’American
Housing Survey, in cui i convenuti riportano il loro tipo di ipoteca. Un note-
vole svantaggio, tuttavia, e` l’assunzione richiesta che le sottoscrizioni FHA
siano non discriminatorie, dal momento che la FHA e` stata storicamente
uno strumento di discriminazione. Tuttavia, tale approccio viene utilizzato
con continuita` sin da prima che ci fosse l’attuale enorme disponibilita` di dati
sui richiedenti. Un modello rappresentativo potrebbe essere il seguente:
(6) Prob(FHA = 1) = β′X+ γz + ε
dove FHA = 1 se il mutuatario sceglie un prestito FHA, FHA = 0 se sce-
glie un prestito convenzionale, β e` un vettore di parametri da stimare, X e`
un vettore di caratteristiche e proprieta` del mutuatario e z e` un indicatore
di status di minoranza: z = 1 se si fa parte di una minoranza, altrimenti
z = 0. Il parametro di interesse e` γ, ed un valore positivo significativamente
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diverso da zero e` considerata misura di discriminazione, in quanto membri
del gruppo di minoranza si troverebbero affollati nel segmento di mercato
FHA. Dopo il controllo per un certo numero di caratteristiche dei mutuatari
e delle proprieta`, il tipico risultato e` che le minoranze sono significativamen-
te piu` portate a scegliere prestiti FHA rispetto ai bianchi. Se questo puo`
essere coerente con un comportamento discriminatorio, non ne e` di certo
la prova, poiche´ i prestiti FHA possono avere caratteristiche non catturate
in nessuna specifica del modello. In particolare, i prestiti FHA tradizional-
mente usano norme di sottoscrizione meno rigorose, come, ad esempio, un
rapporto piu` alto di loan-to-value (LTV, prestito su valore). Storicamente,
i finanziatori convenzionali limitavano il loro LTV al 90%, con assicurazione
privata sull’ipoteca, mentre il LTV dei prestiti FHA variavano dal 95% al
99%. La situazione e` cambiata un po’ durante gli anni 90, con i finanziatori
che hanno cominciato ad offrire prodotti al 95%.
Modelli di probabilita` di default
Sia i modelli di flusso aggregati che i modelli di scelta tentano di controllare
i mutuatari o i fattori di rischio dei quartieri. Un approccio alternativo e`
quello di studiare ex-post i tassi di default delle ipoteche. Questi studi si
concentrano sulle differenze inter-gruppo dopo il controllo dei fattori di ri-
schio noti. Seguendo Becker, i fautori di questo approccio sostengono che i
finanziatori discriminatori richiederebbero ai beneficiari di minoranza etnica
standard piu` elevati, con il risultato che i prestiti concessi alle minoranze sa-
rebbero ancora piu` profittevoli rispetto agli altri. Una maggiore redditivita`
generalmente significa minori tassi ex-post di default effettivi, dal momento
che i prestiti effettuati allo stesso tempo portano all’incirca lo stesso prez-
zo. Berkovec, Canner, Gabriel ed Hannan [BCGH96] offrono le seguenti
specifiche del processo di default:
(7) D(C) =
∫
g(C2, η)dη η < −C1
dove D(C) e` la probabilita` di default per una determinata famiglia con me-
rito di credito C ed η e` la quota di capitale del proprietario. Il merito di
credito C consiste di due componenti, C1 e C2: C1 e` il valore della soglia
del patrimonio netto negativo quando si verifica il default; C2 rappresenta i
fattori della proprieta` che influenzano la distribuzione del patrimonio netto
futuro del proprietario. Quindi, come il patrimonio netto del proprietario
si evolve nel tempo, la probabilita` di default cambia; integrando su tutte
le probabilita` i rendimenti attesi di default. Empiricamente questi modelli
sono tipicamente stimati con la probabilita` di regressione di default per un
dato prestito su un vettore degli stessi. I risultati sono probabilita` condizio-
nali di default, dato che il prestito e` stato approvato. La lacuna principale
di questi modelli e` proprio questa: non si potranno mai osservare inadem-
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pienze su prestiti che non sono stati fatti. Inoltre, molti di questi modelli
danno per scontato che l’impatto della perdita, condizionata al default, e`
proporzionale alla probabilita` di default. Questa e` un’assunzione forte, dal
momento che l’impatto della perdita e` una variabile random che potrebbe
variare nel tempo, nel tipo di proprieta`, nel prezzo o nei quartieri e ci si puo`
essere totalmente o parzialmente assicurati contro.
Modelli di probabilita` di rifiuto
Per testare la discriminazione nei confronti di classi o tipi di quartieri, sono
molto usati i modelli di rifiuto. Questi studi tentano di stimare la probabilita`
di rifiuto della domanda, dopo aver controllato i criteri di sottoscrizione del
prestito. Effetti residui della composizione razziale del quartiere o della razza
del mutuatario sono prese come prova di sottoscrizione discriminatoria. I
modelli di probabilita` di rifiuto richiedono dati difficili da recuperare rispetto
ai precedenti, in quanto servono le informazioni dettagliate delle singole
domande di prestito. Un certo numero di modelli di rifiuto sono stati stimati
e tutti prendono una forma simile ai modelli di scelta:
(8) Prob(R = 1) = β′X+ γz + ε
ma ora R = 1 se la domanda di prestito e` rifiutata, R = 0 se e` accettata, X
e` il vettore delle caratteristiche di sottoscrizione delle domande, z = 1 se il
richiedente fa parte di una minoranza, z = 0 altrimenti ed ε e` il solito termine
di errore. Come nei modelli di scelta delle ipoteche, γ > 0 e` presa come prova
di discriminazione. La principale difficolta` e` specificare completamente i
criteri di sottoscrizione. Il piu` ambizioso sforzo fatto fino ad ora, da parte del
Boston Federal Reserve Study (BFS), include rapporti loan-to-value, housing
e rapporto debito/PIL, tre misure di storia del richiedente, se il richiedente e`
libero lavoratore o impiegato in industria ad alto tasso di occupazione e tipo
di proprieta`. In una formulazione piu` complessa, Maddala e Trost [MT82]
hanno messo a punto un modello di fornitura e di domanda alla base del
processo osservato di rifiuto:
(9) (Loan Demand) LD = β1X1 + δ1RM + γ1z + ε1
(10) (Loan Supply) LS = β2X2 + δ2RM + γ2z + ε2
dove RM e` un insieme esogeno di tassi di interesse sulle ipoteche, X1 e X2
sono vettori di determinanti indipendenti di domanda e fornitura (come ad
esempio il reddito e la domanda nel primo caso e l’onere di credito e di debito
nel secondo) e z e` l’indicatore dello status di minoranza del richiedente:
z = 1 se di minoranza, z = 0 altrimenti. I parametri β, δ e γ sono da
stimare, simboleggiando gli effetti delle variabili indipendenti incluso il tasso
di interesse e lo status di minoranza nella domanda e nell’offerta del prestito.
Il prestito e` garantito se LD < LS . Il parametro γ2 misura la differenza
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di offerta di prestito ai richiedenti di minoranza: γ2 = 0 sta ad indicare
che lo status di minoranza non comporta una riduzione della fornitura di
credito da parte dei finanziatori. Maddala e Trost mostrano come una stima
della probabilita` di rifiuto leggermente modificata puo` rivelare la base e
la funzione dell’offerta. Yezer, Phillips e Trost [YPT94] hanno esteso il
concetto che la funzione di rifiuto e` solo una delle relazioni simultanee che
deve essere modellata, enfatizzando il ruolo dei termini del prestito. Essi
indicano tre equazioni del processo di prestito ipotecario:
(11) Lt = α0 + α1R∗t + αDD
∗
t + αCCt + αMMt + εLt
(12) R∗t = β0 + β1Lt + βDD
∗
t + βCCt + βMMt + εRt
(13) D∗t = γ0 + γLLt + γCCt + γMMt + εDt
dove:
• Lt = termini del prestito
• R∗t = probabilita` di rifiuto
• D∗t = probabilita` di default
• C = merito di credito
• M = status di minoranza
• ε = il solito termine di errore
Yezer, Phillips e Trost sostengono che i termini di richiesta del presti-
to, come il tasso loan-to-value, dipendano sia dalla probabilita` di rifiuto (i
mutuatari incrementano gli anticipi per evitare di essere respinti) che dalla
probabilita` di default (i mutuatari con grande probabilita` di default pre-
feriscono un alto LTV). Dal momento che i termini del prestito sono tutti
determinanti per, e determinati da, la probabilita` di rifiuto, una piccola
parte della stima dell’equazione di rifiuto soffrira` di errori dovuti alla si-
multaneita` dell’input e dell’output. Volendo eliminare quest’effetto, LTV
perderebbe la sua caratteristica di esogenita`. Qui la funzione di rifiuto deve
essere nota prima della domanda; altrimenti la probabilita` di rifiuto po-
trebbe non coprire i termini del prestito. Cronologicamente, il mutuatario
sceglie i termini del prestito prima di fare la domanda, quindi questi possono
essere endogeni all’equazione di rifiuto. Sia D∗ che R∗ sono inosservabili. Si
osservera` D = 1 (default) se D > D∗ e R = 1 (rifiuto) se R > R∗. Yezer,
Phillips e Trost implicitamente assumono che si verifichi una forma di con-
trattazione. I mutuatari iniziano chiedendo un alto tasso loan-to-value, ma
poi reagiscono alle regole di sottoscrizione, che rendono chiaro che la proba-
bilita` di rifiuto cresce con il LTV. I mutuatari rispondono incrementando gli
anticipi per ridurre la probabilita` di rifiuto. Nonostante l’opportunita` per
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ogni negoziazione tra finanziatore e mutuatario esista chiaramente, queste
rappresentano probabilmente una parte molto piccola delle transazioni nel
mercato. Piuttosto che negoziare con uno specifico finanziatore, i mutua-
tari, spesso aiutati da broker che hanno un incentivo a far concludere la
transazione in modo da vedersi pagata la loro commissione, scelgono termi-
ni di prestito che credono possano essere accettati dal finanziatore. Questi
ultimi prendono una decisione basandosi sull’ammontare e sui termini del
prestito e la negoziazione finisce. Se il prestito viene rifiutato, ovviamente i
mutuatari sono liberi di contattare altri finanziatori.
Le stime empiriche dei modelli di Probabilita` di Rifiuto sono fatte con mo-
delli statistici particolari (come il Logit ed il Probit). Una volta specificato il
giusto modello, la difficolta` principale risiede nell’identificazione dell’insieme
dei fattori chiave nella sottoscrizione di un prestito ipotecario. I finanziatori
impegano una ben noto insieme di valori, principalmente il LTV, il paga-
mento dell’alloggio su reddito e il debito totale su reddito, ma, ovviamente,
il fattore predominante nella decisione finale e` quello soggettivo. Sono stati
individuati una moltitudine di fattori collaterali, inclusi i beni liquidi, la
performance del precedente prestito, la natura dell’occupazione e la proba-
bilita` di disoccupazione, il numero ed eta` dei familiari a carico, il tasso di
aumento del salario e cos`ı via, ma come un finanziatore pesi questi fattori
quando si trovi davanti ad un richiedente e` ancora incerto.
Un modello generale
Nella descrizione piu` generale sviluppata fin’ora, Yinger [Yin93] inizia con
la nozione che la decisione di rifiuto del finanziatore dipenda dai rendimenti
attesi:
(14) R = g(r,M,N)
dove g() e` un’altra funzione e la prova di discriminazione dovrebbe essere
evidenziata da una derivata parziale positiva di R rispetto ad M ed N . Il
problema e` che il ritorno atteso r e` difficile da osservare, quindi:
(16) r = h(D,C,T)
dove:
• D = probabilita` di default
• C = costi di default
• T = vettore dei termini di prestito, che include implicitamente il tasso
di interesse
• h() e` un’altra funzione
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Ma D e C non sono osservabili, quindi:
(17) D = v(A,P,T)
(18) C = w(P,T)
dove:
• A = vettore delle caratteristiche dei richiedenti, che include implicita-
mente un indicatore di merito del credito
• P = vettore di caratteristiche di proprieta`
• T = vettore dei termini del prestito
• v() e w() due funzioni
sostituendo, si avra`:
(19) R = h(v(A,P,T), w(P,T),T)
che puo` essere semplificata in:
(20) r = h∗(A,P,T)
e
(21) R = g{h(vA,P,T), w(P,T),M,N}
o
(22) R = g∗(A,P,T,M,N)
La maggior parte degli studi empirici che hanno cercato di individuare
discriminazione o redlining sulle ipoteche hanno stimato equazioni simili alla
(22). Il problema essenziale e` che M, l’indicatore di status di minoranza, e N,
l’indicazione di composizione razziale del quartiere di residenza, sono spesso
negativamente correlati con gli elementi di A, il vettore delle caratteristiche
dei richiedenti e P, il vettore delle caratteristiche della proprieta`. Per esem-
pio, il reddito e il patrimonio netto possono essere correlati negativamente
con lo status di minoranza o con la composizione razziale del quartiere di
residenza. La probabilita` di default D ed i costi di default C possono an-
ch’essi essere in relazione con M ed N . Lo status di minoranza puo` essere,
per esempio, negativamente correlato al merito di credito o positivamente
correlato alla probabilita` di default. [LL99] La mancanza, quindi, di indi-
pendenza tra i fattori della probabilita` della decisione di rifiuto del prestito,
rende impossibile la stima di questi singolarmente per poter giungere a trarre
delle conclusioni seguendo le linee guida del modello. Queste caratteristiche
rendono il modello di Yinger un approccio sicuramente attrattivo per la sua
generalita`, ma allo stesso tempo totalmente inutile.
Capitolo 4
Discrimination discovery:
l’approccio col data mining
4.1 Stato dell’arte
4.1.1 Definizioni di base
Innanzitutto bisogna descrivere l’ambiente di riferimento, dando alcune im-
portanti definizioni: Sia $ una relazione con attributi a1,....,an. Un attributo
classe e` un attributo fissato c della relazione. Un a-item e` una espressione
a=v, dove a e` un attributo e v appartiene al dominio dei valori di a.Un c-item
e` chiamato item di classe. Un item e` un qualsiasi a-item. Sia I l’insieme
di tutti gli item. Una transazione e` un sottoinsieme di I con esattamente
un a-item per ogni attributo a. Un database di transazioni, chiamato D, e`
un insieme delle transazioni. Un itemset X e` un sottoinsieme di I. Verra`
denotato con 2I l’insieme di tutti gli itemset. Per una transazione T, si
dira` che T verifica X se X⊆T. Il supporto di un itemset X rispetto ad un
database di transazioni non vuoto D e` il rapporto di transazioni in D che
verificano X: suppD(X) = |{ T ∈ D | X ⊆ T }| / |D|, dove | | e` l’operatore
di cardinalita`. Una association rule e` una espressione X → Y dove X ed
Y sono itemset. X e` chiamata premessa ed Y conseguenza dell’association
rule. X → Y sara` chiamata classification rule se Y e` un item di classe e
X non contiene item di classe. Il supporto di X → Y rispetto a D e` defini-
to come: suppD(X→Y) = suppD(X,Y). La confidenza di X → Y, definita
quando suppD > 0, e`:
confD(X → Y) = suppD(X,Y) / suppD(X).
Supporto e confidenza ricadono nel range [0,1].
Un concetto chiave per la prosecuzione del lavoro e` quello di extended-
lift.
Definizione 1 (Extended-lift). SiaA,B→ C una association rule che abbia
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conf(B → C) > 0. Si definisce l’extended lift della regola rispetto a B come:
conf(A,B→ C)
conf(B→ C)
dove B sara` il contesto e B → C la regola base.
Intuitivamente, l’extended lift esprime la variazione relativa della con-
fidenza in seguito all’aggiunta di un itemset extra ad una regola base. In
generale, il range dell’extended lift e` [0,∞[ .
4.1.2 Itemset e regole discriminatorie
Bisogna innanzitutto identificare a livello sintattico quegli itemset che pos-
sono essere potenzialmente discriminatori. Un insieme di itemset I ⊆ 2I e`
chiuso verso il basso se quando A1 ∈ I e A2 ∈ I allora A1,A2 ∈ I
Definizione 2 (Itemset PD e PND). Un insieme di itemset Potenzialmente
Discriminatori (PD) Id e` un qualsiasi insieme di itemset chiuso verso il
basso. Gli itemset in 2I\Id sono chiamati potenzialmente non discriminatori
(PND).
Un modo semplice per definire itemset PD e` scegliere tra questi quelli
che, ai sensi di legge o per conoscenze di background, potrebbero costitui-
re termine di discriminazione, come, ad esempio, genere, eta`, razza, credo
religioso, etnia.
Definizione 3 (Classification rule PD). Una classification rule X → C e`
Potenzialmente Discriminatoria (PD) se X = A,B con A un itemset PD
non vuoto e B un qualsiasi itemset PND. E` Potenzialmente Non-Discriminatoria
(PND) se X e` un itemset PND.
Esempio 1. Considerare, in un dataset bancario di concessione di crediti,
due regole del tipo:
1. sesso=F,scopo=AcquistoCasa ⇒ esito=Negativo
2. scopo=AcquistoCasa ⇒ esito=Negativo
dove:
• sesso ∈ Id, ovvero e` un item PD
• scopo e` un item PND
• esito e` la classe
(1) e` una regola PD in quanto la sua premessa contiene un item appar-
tenente ad Id (sesso). Al contrario, (2) e` una regola PND. Notare che (2)
e` la regola base di (1) se consideriamo come contesto la parte PND della
premessa.
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4.1.3 α-protection
Per spiegare al meglio la relazione che esiste tra itemset PD e discrimina-
zione, verra` introdotto il concetto chiave di classification rule α-protettiva:
Definizione 4 (α-protection). Sia c = A,B → C una classification rule
PD, dove A e` un itemset PD e B un itemset PND, e siano:
γ = conf(A,B→ C)
δ = conf(B→ C) > 0
Per una data soglia α ≥ 0, c si definisce α-protettiva se e-lift(γ,δ) < α,
dove:
elift(γ, δ) = γ/δ
e c e` definita α-discriminatoria se e-lift(γ, δ) ≥ α
Intuitivamente, la definizione assume che l’extended lift di c rispetto a
B e` la misura del grado di discriminazione di A nel contesto B.
Esempio 2. Riprendendo i dati dell’Esempio 1, si tentera` di spiegare le
implicazioni pratiche di quanto appena enunciato:
Avendo:
sesso=F,scopo=AcquistoCasa⇒ esito=Negativo
con:
• conf(sesso=F,scopo=AcquistoCasa ⇒ esito=Negativo)=0,7
• conf(scopo=AcquistoCasa ⇒ esito=Negativo)=0,2
Si avra` che:
e−lift(sesso=F,scopo=AcquistoCasa⇒ esito=Negativo) = 0, 7/0, 2 = 3, 5
Quanto presentato nell’esempio puo` essere interpretato nel seguente mo-
do: nel contesto delle persone che chiedono un mutuo per l’acquisto di una
casa, gli individui di sesso femminile si vedono restituire una percentuale
di risposta negativa 3,5 volte superiore rispetto alla media. In questo ca-
so, quindi, se si scegliesse un valore di α pari a 3, la regola risulterebbe
α-discriminatoria. [PRT07]
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4.1.4 Classificatori bayesiani
In alcune applicazioni la relazione tra gli attributi e la classe e` non determini-
stica, ovvero l’etichetta di classe di un record di test non puo` essere predetta
con certezza anche se l’insieme di attributi di classificazione e` identico ad
alcuni dei dati di training. Questa situazione puo` verificarsi in presenza di
dati che costituiscono “rumore” o di alcuni fattori che influenzano la classi-
ficazione ma che non sono inclusi nell’analisi. Per questo motivo sono nati i
classificatori bayesiani, che sfruttano al meglio l’idea di base delTeorema di
Bayes e del calcolo delle probabilita` in generale per costruire classificatori
che risultano essere a volte molto performanti ed attendibili.
Definizione 5 (Probabilita`). La probabilita` di un evento P(X=x) rappre-
senta il numero dei casi in cui quell’evento si verifica (nella fattispecie, che
la variabile X assuma il valore x) sul numero dei casi possibili. La definizione
stessa limita il range dei valori di tale rapporto a [0,1].
Definizione 6 (Probabilita` Congiunta). Siano X ed Y una coppia di va-
riabili casuali. La loro probabilita` congiunta P(X=x,Y=y) si riferisce al-
la probabilita` che la variabile X assuma valore x e contemporaneamente la
variabile Y assuma valore y.
Definizione 7 (Probabilita` Condizionale). La probabilita` condizionale e` la
probabilita` che una variabile casuale assuma un determinato valore assu-
mendo noto il valore di un’altra variabile. Per esempio, la probabilita` con-
dizionale P(Y=y|X=x) si riferisce alla probabilita` che la variabile Y assuma
il valore y dopo aver osservato che la variabile X abbia assunto il valore x.
Teorema 1 (Teorema di Bayes). La relazione che intercorre fra probabilita`
congiunta e la probabilita` condizionale per X ed Y e` riassumibile nel seguente
modo:
P (X,Y ) = P (Y |X)× P (X) = P (X|Y )× P (Y ) da cui :
P (Y |X) = P (X|Y )P (Y )
P (X)
Prima di descrivere come il terorema di Bayes possa essere usato per la
classificazione, bisogna formalizzare il problema della classificazione da un
punto di vista statistico. Sia X l’insieme di attributi di classificazione ed Y
la variabile classe. Se la variabile di classe ha una relazione non determini-
stica con gli attributi, allora X ed Y potranno essere trattate come variabili
casuali e si potra` quindi derivare la loro relazione probabilistica P(Y | X).
Questa probabilita` condizionale e` anche conosciuta come probabilita` a po-
steriori per Y, che si oppone alla probabilita` a priori, P(Y). Durante la
fase di training, bisogna “imparare” la probabilita` a posteriori P(Y | X)
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per ogni combinazione di X ed Y basandosi sulle informazioni recuperabili
dai dati di training. Per conoscere queste probabilita`, un record di test X′
puo` essere classificato cercando la classe Y ′ che massimizzi la probabilita`
a posteriori, P(Y ′ | X′). P(X) e P(Y) sono banalmente calcolabili su un
training set, mentre per quanto riguarda il calcolo di P(X | Y), esistono due
approcci: quello dei classificatori Naive e quello delle Reti Bayesiane. Di
seguito verra` illustrato il primo, visto che e` stato quello utilizzato.
Classificatori bayesiani naive
I classificatori Bayesiani Naive stimano la probabilita` condizionale sulla clas-
se assumendo che gli attributi sono condizionalmente indipendenti, data l’e-
tichetta di classe y. Questa assunzione e` di fondamentale importanza, in
quanto rende questi tipi di classificatori utilizzabili per dataset di qualsiasi
dimensione, cosa non vera al contrario, infatti utilizzando la formula della
probabilita` condizionata estesa
P (A∩B) = P (A|B)× P (B)
si rischierebbe, in presenza di pochi dati di training, di avere il fattore
P (A|B) nullo, rendendo nulla, e quindi inutilizzabile, la probabilita` totale.
Definizione 8 (Indipendenza Condizionale). Dati i 3 insiemi di variabi-
li condizionali X, Y e Z; le variabili in X sono dette condizionalmente
indipendenti a quelle in Y, dato Z, se vale la seguente condizione:
P (X|Y,Z) = P (X|Z)
ovvero, intuitivamente, se la conoscenza di un dato evento (nella fattispe-
cie Y) non influenza la previsione di un altro evento (X). L’indipendenza
condizionale tra X ed Y puo` essere anche scritta nella seguente forma:
P (X,Y|Z) = P (X,Y,Z)
P (Z)
=
P (X,Y,Z)
P (Y,Z)
× P (Y,Z)
P (Z)
=
= P (X|Y,Z)× P (Y|Z)⇒ P (X,Y|Z) = P (X|Z)× P (Y|Z)
Con l’assunzione della indipendenza condizionale, per calcolare la proba-
bilita` condizionale di ogni combinazione di X, bastera` stimare la probabilita`
condizionale per ogni Xi, dato Y. Quindi, per classificare un record di test,
i classificatori Bayesiani Naive calcolano la probabilita` a posteriori per ogni
classe Y:
P (Y |X) = P (Y )
∏d
i=1 P (Xi|Y )
P (X)
ed assegnano al record la classe che risulta con probabilita` piu` alta.
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Stima della probabilita` condizionale per attributi continui
Esistono due modi per stimare probabilita` per attributi a valori continui nei
Classificatori Bayesiani Naive:
1. Discretizzare gli attributi, rimpiazzare i valori continui con gli insie-
mi o intervalli di appartenenza e poi effettuare la classificazione sulle
variabili discrete.
2. Assumere una certa forma di distribuzione di probabilita` per la varia-
bile continua e stimare i parametri della distribuzione utilizzando i dati
di training. Genericamente viene utilizzata la distribuzione Gaussiana
per rappresentare la probabilita` condizionale per attributi continui.
La distribuzione e` caratterizzata da due parametri: la media µ e la va-
rianza σ2. Per ogni classe yj , la probabilita` condizionale per l’attributo
Xi e`:
P (Xi = xi|Y = yi) = 1√
2piσij
e
− (xi−µij)
2
2σ2ij
dove il parametro µij puo` essere stimato con la media campionaria di
Xi (x¯) per tutti i casi di training che appartengono alla classe yi e σ2ij
con la varianza campionaria (s2) degli stessi record. [TSK06]
4.2 Utilizzo dei classificatori bayesiani per la di-
scrimination discovery su variabili continue
Il primo passo consiste nell’approssimare in modo veritiero l’Extended-lift
descritto nella Definizione 1 con le probabilita` utilizzate dai classificatori
Bayesiani piuttosto che con le confidenze delle association rules:
Definizione 9 (Bayesian Extended-lift). Sia A,B → C una classification
rule, dove:
• A e` un item su valori continui e PD
• B e` un itemset su valori discreti e PND
• C e` la classe
Si definisce Bayesian Extended-lift della regola rispetto a B come:
P (C|A,B)
P (C|B)
In questo caso, diversamente dalla versione su attributi a valori discreti,
il Bayesian Extended-lift non puo` essere direttamente implicato nella verifica
della α-discriminatorieta` di una classification rule, questo proprio perche´ A
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e` un item su valori continui, rendendo cos`ı la probabilita` al numeratore
impossibile da calcolare sul dataset. Sarebbe, pero`, interessante trovare una
soglia x∗ tale che la regola, fissato un α¯, passi dall’essere α-protettiva ad
α-discriminatoria, ovvero:
if {x [qualche operatore] x∗} then P (C|A,B)
P (C|B) > α¯ ⇒
⇒ if {x [qualche operatore] x∗} then P (C|A,B) [is α−discriminatoria]
Lemma 4.2.1 (Estensione del Teorema di Bayes). Siano A,B,C variabili
aleatorie con B e C condizionalmente indipendenti, allora:
P (A|B,C) = P (B|A,C)× P (A,C)
P (B|C)
dimostrazione:
P (A|B∩C) Bayes Theorem= P (A∩B∩C)
P (B∩C)
Bayes Theorem=
P (B|A∩C)× P (A∩C)
P (C)× P (B∩C)
Bayes Theorem=
Bayes Theorem=
P (B|A∩C)× P (C)× P (A|C)
P (C)× P (B|C)
Elementary Algebra=
P (B|A∩C)× P (A|C)
P (B|C)
Per poter sostituire una distribuzione di probabilita` e` necessario che la
variabile continua si trovi isolata alla sinistra dell’operatore condizionale, in
modo da poter effettuare le restrizioni sul dataset che sono implicate dalle
condizioni e poter calcolare quindi i parametri.
Corollario 1. Siano A,B,C Variabili come da Definizione 9
ENUNCIATO:
P (C|A,B)
P (C|B) =
P (A|C,B)× P (B)
P (A|B)
PROVA:
P (C|A,B)
P (C|B)
Bayes Rule=
P (C|A,B)
P (B|C)×P (C)
P (B)
El. Algebra=
P (C|A,B)× P (B)
P (C)× P (B|C)
Lemma 4.2.1=
Lemma 4.2.1=
P (A|C,B)×P (C,B)
P (A|B) × P (B)
P (C)× P (B|C)
El.Algebra=
P (A|C,B)× P (C,B)× P (B)
P (A|B)× P (C)× P (B|C)
BayesTheorem=
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Bayes Theorem=
P (A|C,B)× P (C,B)× P (B)
P (A|B)× P (C)× P (B,C)P (C)
Elementary Algebra=
P (A|C,B)× P (B)
P (A|B)
Siano ora:
• D[B,C] la distribuzione che seguono i valori dell’item A con restrizioni
sulla classe C e sull’itemset B e df(D[B,C]) la sua funzione di densita`
• D[B] la distribuzione che seguono i valori dell’item A con restrizione
sul solo itemset B e df(D[B])
• α¯ un valore predeterminato
La relazione sara`, quindi:
df(D[B,C])× P (B)
df(D[B]) > α¯
Facendo, quindi, l’assunzione che nelle conoscenze di background dell’anali-
sta siano disponibili informazioni sul tipo di distribuzione che segue l’item
PD con valori continui (facendo l’esempio dell’eta`, si puo` pensare di accedere
a dati censuari o ad altre informazioni che possono essere fornite dall’Ente
Stastico Nazionale) sara` possibile calcolare, se esiste, l’x∗ (o i valori x∗1 ed
x∗2) che fa (fanno) da soglia tra l’α-discriminatorieta` e l’α-protettivita` della
regola.
Nel seguito si considerano alcune distribuzioni “classiche”, in modo da
poter fare esperimenti sui dataset che si hanno in possesso.
4.2.1 Utilizzo della distribuzione gaussiana
Definizione 10 (Distribuzione Gaussiana). Una Variabile Aleatoria Con-
tinua che segue la distribuzione di probabilita` Gaussiana avra` funzione di
densita` cos`ı definita:
f(t) =
1
σ
√
2pi
e−
(t−µ)2
2σ2
Dove µ e` la media e σ2 la varianza della distribuzione, che al variare di
questi parametri avra` l’andamento mostrato in Figura 4.1.
Se si suppone, quindi, che i valori dell’item PD A seguono, in entrambi i
casi di restrizione, una distribuzione Gaussiana con media µx e varianza σ2x,
gli sviluppi sarebbero i seguenti:
df(D[B,C])× P (B)
df(D[B]) > α¯
Sostituzione Funzioni di Densita`⇒
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Figura 4.1: Funzione di densita` della Distribuzione Normale Gaussiana
Sostituzione Funzioni di Densita`⇒
1√
2piσ[C,B]
exp
(
− (x∗−µ[C,B])2
2σ2[C,B]
)
× P (B)
1√
2piσ[B]
exp
(
− (x∗−µ[B])2
2σ2[B]
) > α¯ Elementary Algebra⇒
El. Algebra⇒ 1
σ[C,B]
× exp
(
−(x
∗ − µ[C,B])2
2σ2[C,B]
)
× P (B) >
>
α¯
σ[B]
× exp
(
−(x
∗ − µ[B])2
2σ2[B]
)
El. Algebra⇒
El. Algebra⇒ ln
(
exp
(
−(x
∗ − µ[C,B])2
2σ2[C,B]
)
× P (B)
σ[C,B]
)
>
> ln
(
exp
(
−(x
∗ − µ[B])2
2σ2[B]
)
× α¯
σ[B]
)
El. Algebra⇒
El. Algebra⇒
(
−(x
∗ − µ[C,B])2
2σ2[C,B]
)
+ ln
(
P (B)
σ[C,B]
)
>
>
(
−(x
∗ − µ[B])2
2σ2[B]
)
+ ln
(
α¯
σ[B]
)
El. Algebra⇒
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El. Algebra⇒
(
(x∗ − µ[B])2
2σ2[B]
)
−
(
(x∗ − µ[C,B])2
2σ2[C,B]
)
> ln
 α¯σ[B]
P (B)
σ[C,B]
 El. Algebra⇒
σ2[C,B](x
∗ − µ[B])2 − σ2[B](x∗ − µ[C,B])2
2σ2[B]σ
2
[C,B]
> ln
(
α¯× σ[C,B]
P (B)× σ[B]
)
El. Algebra⇒
El. Algebra⇒ σ2[C,B](x∗
2
+ µ2[B] − 2x∗µ[B])− σ2[B](x∗
2
+ µ2[C,B] − 2x∗µ[C,B]) >
> ln
(
α¯× σ[C,B]
P (B)× σ[B]
)
× 2× σ2[B] × σ2[C,B]
El. Algebra⇒
El. Algebra⇒ (σ2[C,B] − σ2[B])x∗
2
+ (2σ2[B]µ[C,B] − 2σ2[C,B]µ[B])x∗+
+σ2[C,B]µ
2
[B] − σ2[B]µ2[C,B] − ln
(
α¯× σ[C,B]
P (B)× σ[B]
)
× 2σ2[B]σ2[C,B] > 0
Quindi, assumendo che i valori dell’item PD A seguono una distribuzione
Gaussiana, cercare la soglia, se esiste, x∗, significa risolvere la disequazione
di secondo grado ax2 + bx+ c > 0 dove:
• a = (σ2[C,B] − σ2[B])
• b = 2(σ2[B]µ[C,B] − σ2[C,B]µ[B])
• c = σ2[C,B]µ2[B] − σ2[B]µ2[C,B] − ln
(
α¯×σ[C,B]
P (B)×σ[B]
)
× 2σ2[B]σ2[C,B]
4.2.2 Utilizzo della distribuzione esponenziale negativa
Definizione 11 (Distribuzione Esponenziale Negativa). Una Variabile Alea-
toria Continua che segue la distribuzione di probabilita` Esponenziale Nega-
tiva avra` funzione di densita` cos`ı definita:
f(t) = λe−λt
Dove λ = x¯−1. Al variare di λ la distribuzione avra` l’andamento mostrato
in Figura 4.2.
CAPITOLO 4. DISCR. DISC.: L’APPROCCIO COL DATA MINING 71
Figura 4.2: Funzione di densita` della Distribuzione Esponenziale Negativa
Se si suppone, quindi, che i valori dell’item PD A seguono, in entrambi i
casi di restrizione, una distribuzione Esponenziale Negativa con parametro
λx, gli sviluppi sarebbero i seguenti:
df(D[B,C])× P (B)
df(D[B]) > α¯
Sostituzione Funzioni di Densita`⇒
Sostituzione Funzioni di Densita`⇒ λ[C,B]e
−λ[C,B]x∗ × P (B)
λ[B]e
−λ[B]x∗ > α¯
Elementary Algebra⇒
El. Algebra⇒ λ[C,B]e−λ[C,B]x∗ × P (B) > α¯λ[B]e−λ[B]x∗ El. Algebra⇒
El. Algebra⇒ −λ[C,B]x∗ + ln(λ[C,B] × P (B)) >
> −λ[B]x∗ + ln(α¯λ[B]) El. Algebra⇒
El. Algebra⇒ ln
(
λ[C,B] × P (B)
α¯λ[B])
)
> x∗(λ[C,B] − λ[B]) El. Algebra⇒
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x∗

<
ln
„
λ[C,B]×P (B)
α¯λ[B]
«
λ[C,B]−λ[B] if (λ[C,B] − λ[B]) > 0
>
ln
„
λ[C,B]×P (B)
α¯λ[B]
«
λ[C,B]−λ[B] if (λ[C,B] − λ[B]) < 0
nonsignificativa if (λ[C,B] − λ[B]) = 0
4.2.3 Utilizzo della distribuzione casuale triangolare
Definizione 12 (Distribuzione Esponenziale Negativa). Una Variabile Alea-
toria Continua che segue la distribuzione di probabilita` Casuale Triangolare
avra` funzione di densita` cos`ı definita:
f(t) =

2(t−a)
(b−a)(c−a) if a ≤ t ≤ c
2(b−t)
(b−a)(b−c) if c < t ≤ b
Dove:
• a = valore minimo
• b = valore massimo
• c = 3x¯− a− b
La distribuzione, quindi, avra` l’andamento mostrato in Figura 4.3.
Se si suppone, quindi, che i valori dell’item PD A seguono, in entrambi
i casi di restrizione, una distribuzione Casuale Triangolare con parametri
ax, bx e cx, gli sviluppi sarebbero i seguenti:
df(D[B,C])× P (B)
df(D[B]) > α¯
Sostituzione Funzioni di Densita`⇒
Caso c < t ≤ b
Sostituzione Funzioni di Densita`⇒
2(b[C,B]−x∗)
(b[C,B]−a[C,B])(b[C,B]−c[C,B]) × P (B)
2(b[B]−x∗)
(b[B]−a[B])(b[B]−c[B])
> α¯
Elementary Algebra⇒
El. Algebra⇒ 2(b[C,B] − x
∗)× P (B)× (b[B] − a[B])× (b[B] − c[B])
(b[C,B] − a[C,B])× (b[C,B] − c[C,B])× 2(b[B] − x∗) > α¯
El. Algebra⇒
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Figura 4.3: Funzione di densita` della Distribuzione Casuale Triangolare
El. Algebra⇒ 2(b[C,B] − x∗)× P (B)× (b[B] − a[B])× (b[B] − c[B]) >
> α¯(b[C,B] − a[C,B])× (b[C,B] − c[C,B])× 2(b[B] − x∗)) El. Algebra⇒
El. Algebra⇒ 2b[C,B][P (B)× (b[B] − a[B])× (b[B] − c[B])]+
−2x∗[P (B)× (b[B] − a[B])× (b[B] − c[B])] >
> 2b[B][α¯(b[C,B] − a[C,B])× (b[C,B] − c[C,B])]+
−2x∗[α¯(b[C,B] − a[C,B])× (b[C,B] − c[C,B])] El. Algebra⇒
El. Algebra⇒ 2b[C,B][P (B)× (bB] − a[B])× (b[B] − c[B])]+
−2b[B][α¯(b[C,B] − a[C,B])× (b[C,B] − c[C,B])] >
> 2x∗[P (B)× (b[B] − a[B])× (b[B] − c[B])]+
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−2x∗[α¯(b[C,B] − a[C,B])× (b[C,B] − c[C,B])]
chiamati ora
• k = 2[P (B)× (b[B]− a[B])× (b[B]− c[B])− α¯(b[C,B]+ a[C,B])× (b[C,B]+
−c[C,B])]
• h = 2b[C,B][P (B)×(bB]−a[B])×(b[B]−c[B])]−2b[B][α¯(b[C,B]−a[C,B])×
×(b[C,B] − c[C,B])]
avremo che (tenendo presente che la relazione vale per c < x∗ ≤ b) :
h
k < x
∗ ≤ b if k < 0 AND c < hk ≤ b
c < x∗ < hk if k > 0 AND c <
h
k ≤ b
non significativa otherwise
Caso a ≤ t ≤ c
Sostituzione Funzioni di Densita`⇒
2(x∗−a[C,B])
(b[C,B]−a[C,B])(c[C,B]−a[C,B]) × P (B)
2(x∗−a[B])
(b[B]−a[B])(c[B]−a[B])
> α¯
Elementary Algebra⇒
El. Algebra⇒ 2(x
∗ − a[C,B])(b[B] − a[B])(c[B] − a[B])× P (B)
2(x∗ − a[B])(b[C,B] − a[C,B])(c[C,B] − a[C,B]) > α¯
El. Algebra⇒
El. Algebra⇒ 2(x∗ − a[C,B])(b[B] − a[B])(c[B] − a[B])× P (B) >
> 2α¯(x∗ − a[B])(b[C,B] − a[C,B])(c[C,B] − a[C,B]) El. Algebra⇒
El. Algebra⇒ 2x∗[(b[B] − a[B])(c[B] − a[B])× P (B)]+
−2a[C,B][(b[B] − a[B])(c[B] − a[B])× P (B)] >
> 2x∗[α¯(b[C,B] − a[C,B])(c[C,B] − a[C,B])]+
−2a[B][α¯(bC,B] − aC,B])(c[C,B] − a[C,B])] El. Algebra⇒
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El. Algebra⇒ 2x∗[(b[B] − a[B])(c[B] − a[B])× P (B)]+
−2x∗[α¯(b[C,B] − a[C,B])(c[C,B] − a[C,B])] >
2a[C,B][(b[B] − a[B])(c[B] − a[B])× P (B)]+
−2a[B][α¯(b[C,B] − a[C,B])(c[C,B] − a[C,B])]
chiamati ora
• m = 2[(b[B] − a[B])(c[B] − a[B]) × P (B) − α¯(b[C,B] − a[C,B])(c[C,B] +
−a[C,B])]
• n= 2a[C,B][(b[B]−a[B])(c[B]−a[B])×P (B)]−2a[B][α¯(b[C,B]−a[C,B])(c[C,B]+
−a[C,B])]
avremo che (tenendo presente che la relazione vale per a ≤ x∗ ≤ c) :
n
m < x
∗ ≤ c if m > 0 AND a ≤ nm ≤ c
a < x∗ < nm if m < 0 AND a ≤ nm ≤ c
non significativa otherwise
4.2.4 Utilizzo della distribuzione casuale logonormale
Definizione 13 (Distribuzione Casuale Logonormale). Una Variabile Alea-
toria Continua che segue la distribuzione di probabilita` Casuale Logonormale
avra` funzione di densita` cos`ı definita:
f(t) =
1
tσ
√
2pi
e−
[ln(t)−µ]2
2σ2
Dove µ e` la media e σ2 la varianza della distribuzione, che al variare di
questi parametri avra` l’andamento mostrato in Figura 4.4.
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Figura 4.4: Funzione di densita` della Distribuzione Casuale Logonormale
Tale distribuzione di densita` e` spesso utilizzata in ambito economico-
finanziario per descrivere in particolar modo la distribuzione dei redditi. Se
si suppone, quindi, che i valori dell’item PD A seguono, in entrambi i casi di
restrizione, una distribuzione Casuale Logonormale con media µx e varianza
σ2x, gli sviluppi sarebbero i seguenti:
df(D[B,C])× P (B)
df(D[B]) > α¯
Sostituzione Funzioni di Densita`⇒
Sostituzione Funzioni di Densita`⇒
1
x∗σ[C,B]
√
2pi
e
− [ln(x
∗)−µ[C,B]]2
2σ2
[C,B] × P (B)
1
x∗σ[B]
√
2pi
e
− [ln(x
∗)−µ[B]]2
2σ2
[B]
> α¯
Elementary Algebra⇒
El. Alg.⇒ e
− [ln(x
∗)−µ[C,B]]2
2σ2
[C,B] × P (B)
x∗σ[C,B]
>
α¯ e
− [ln(x
∗)−µ[B]]2
2σ2
[B]
x∗σ[B]
El. Alg.⇒
El. Algebra⇒ σ[B]x∗e
− [ln(x
∗)−µ[C,B]]2
2σ2
[C,B] × P (B) > α¯σ[C,B]x∗e
− [ln(x
∗)−µ[B]]2
2σ2
[B]
El. Algebra⇒
El. Algebra⇒ ln[σ[B]P (B)] + ln(x∗)−
[ln(x∗)− µ[C,B]]2
2σ2[C,B]
>
CAPITOLO 4. DISCR. DISC.: L’APPROCCIO COL DATA MINING 77
> ln[α¯ σ[C,B]] + ln(x∗)−
[ln(x∗)− µ[B]]2
2σ2[B]
A questo punto effettuiamo la sostituzione:
y = ln(x∗) AND x∗ > 0 El. Algebra⇒
El. Algebra⇒ ln[σ[B]P (B)] + y −
y2 + µ2[C,B] − 2yµ[C,B]
2σ2[C,B]
>
> ln[α¯ σ[C,B]] + y −
y2 + µ2[B] − 2yµ[B]
2σ2[B]
El. Algebra⇒
2σ2[C,B]ln[σ[B]P (B)] + 2σ
2
[C,B]y − y2 + µ2[C,B] − 2µ[C,B]y
2σ2[C,B]
>
>
2σ2[B]ln[α¯ σ[C,B]] + 2σ
2
[B]y − y2 + µ2[B] − 2µ[B]y
2σ2[B]
El. Algebra⇒
El. Algebra⇒ 2{2σ2[B]σ2[C,B]ln[σ[B]P (B)]− σ2[B]y2 + σ2[B]µ2[C,B] − 2σ2[B]µ[C,B]y} >
> 2{2σ2[B]σ2[C,B]ln[α¯ σ[C,B]]− σ2[C,B]y2 + σ2[C,B]µ2[B] − 2σ2[C,B]µ[B]y}
El. Algebra⇒
El. Algebra⇒ 2(σ2[C,B] − σ2[B])y2 + 4(σ2[C,B]µ[B] − σ2[B]µ[C,B])y+
+2{2σ2[B]σ2[C,B]ln[σ[B]P (B)] + σ2[B]µ2[C,B]+
−2σ2[B]σ2[C,B]ln[α¯σ[C,B]]− σ2[C,B]µ2[B]} > 0
Quindi bisognera` risolvere la disequazione di secondo grado ay2+ by+ c > 0
dove:
• a = 2(σ2[C,B] − σ2[B])
• b = 4(σ2[C,B]µ[B] − σ2[B]µ[C,B])
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• c = 2{2σ2[B]σ2[C,B]ln[σ[B]P (B)] + σ2[B]µ2[C,B] − 2σ2[B]σ2[C,B]ln[α¯σ[C,B]] +
−σ2[C,B]µ2[B]}
• x∗ > 0
Una volta trovate le radici y1 ed y2, si procedera` al calcolo delle soluzioni
della disequazione in x:
0 < x∗ < ey1 AND x∗ > ey2 if a > 0
ey1 < x∗ < ey2 if a < 0
risolvere bx∗ + c > 0 AND x∗ > 0 if a = 0
4.2.5 Utilizzo della distribuzione casuale paretiana
Definizione 14 (Distribuzione Casuale Logonormale). Una Variabile Alea-
toria Continua che segue la distribuzione di probabilita` Casuale Paretiana
avra` funzione di densita` cos`ı definita:
f(t) =
Hδ
tδ+1
dove 0 < H ≤ t <∞ AND δ > 0
Dove H e` il valore minimo campionario e δ = − x¯H−x¯ , con x¯ media campio-
naria, ed al variare di questi parametri avra` l’andamento mostrato in Figura
4.5.
Figura 4.5: Funzione di densita` della Distribuzione Casuale Paretiana
CAPITOLO 4. DISCR. DISC.: L’APPROCCIO COL DATA MINING 79
Tale distribuzione di densita` e` anch’essa spesso utilizzata in ambito
economico-finanziario per descrivere in particolar modo la distribuzione dei
redditi in presenza di un reddito minimo. Se si suppone, quindi, che i valori
dell’item PD A seguono, in entrambi i casi di restrizione, una distribuzione
Casuale Paretiana con media µx e reddito minimo Hx, gli sviluppi sarebbero
i seguenti:
df(D[B,C])× P (B)
df(D[B]) > α¯
Sostituzione Funzioni di Densita`⇒
Sostituzione Funzioni di Densita`⇒
δ[C,B]
H
δ[C,B]
[C,B]
x
∗δ[C,B]+1 × P (B)
δ[B]
H
δ[B]
[B]
x
∗δ[B]+1
> α¯
Elementary Algebra⇒
El. Algebra⇒
δ[C,B]H
δ[C,B]
[C,B] × P (B)
x∗δ[C,B]+1
>
α¯δ[B]H
δ[B]
[B]
x∗δ[B]+1
El. Algebra⇒
El. Algebra⇒ x
∗δ[C,B]+1
x∗δ[B]+1
<
δ[C,B]H
δ[C,B]
[C,B] × P (B)
α¯δ[B]H
δ[B]
[B]
El. Algebra⇒
El. Algebra⇒ x∗(δ[C,B]−δ[B]) <
δ[C,B]H
δ[C,B]
[C,B] × P (B)
α¯δ[B]H
δ[B]
[B]
El. Algebra⇒
Per il calcolo delle soluzioni verranno considerati, per semplicita`, i soli
valori positivi di x∗.
x∗

0 < x∗ < δ[C,B]−δ[B]
√√√√ δ[C,B]Hδ[C,B][C,B] ×P (B)
α¯δ[B]H
δ[B]
[B]
if δ[C,B] − δ[B] > 0
> δ[B]−δ[C,B]
√√√√ α¯δ[B]Hδ[B][B]
δ[C,B]H
δ[C,B]
[C,B] ×P (B)
if δ[C,B] − δ[B] < 0
non significativa if δ[C,B] − δ[B] = 0
Capitolo 5
Sviluppo e verifica del
sistema B-NDCR
In questo capitolo vengono presentate le attivita` di sviluppo e di verifica
di un sistema che implementa quanto teoricamente descritto nel capitolo
precedente. Verra` innanzitutto presentato il dataset di prova, in seguito si
descrivera` l’applicazione B-NDCR ed infine si discuteranno la fase di verifica
ed i risultati.
L’ambiente di sviluppo e` stato Java 1.6 1 ed Eclipse 3.4.1 2, e si disponeva,
in partenza, dell’applicazione in java NDCR descritta in [PRT07] per la
discrimination discovery basata su α-protection su variabili discrete. Tutte
le applicazioni sono state eseguite su un Apple Macbook Pro con processore
Intel Core Duo 2Ghz, 2 GB di memoria DDR2 SDRAM a 667Mhz e Sistema
Operativo Microsoft Windows XP Professional Edition con Service Pack 2.
5.1 Il dataset
Il dataset rappresenta il caso della concessione di credito da parte di un
Istituto di Credito tedesco. Esso si compone di 21 attributi (di cui una
classe) e 1.000 record, dei quali 700 con classe good e 300 bad. Il formato
del dataset e` arff 3 (Attribute Relationship File Format), ma tutti i files
intermedi e finali saranno in formato csv4 (Comma Separated Values). Gli
attributi sono i seguenti:
• Checking Status: Stato di un conto corrente esistente, e trasferi-
menti di salario da almeno un anno.
Insiemi discreti: <0 , 0≤x<200 , ≥200 , “no checking”
1http://java.sun.com/
2http://www.eclipse.org/
3http://www.cs.waikato.ac.nz/∼ml/weka/arff.html
4http://en.wikipedia.org/wiki/Comma-separated values
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• Duration: Durata in mesi del mutuo.
Insiemi discreti: ≤17.6 , 17.6<x≤31.2 , >31.2
• Credit History: Storia dei crediti di questa banca verso il cliente.
Insiemi discreti: “no credits/all paid” , “all paid” , “existing paid” ,
“delayed previously” , “critical/other existing credit”
• Purpose: Motivo del prestito.
Insiemi discreti: “new car” , “used car” , “furniture/equipment” ,“radio/tv/domestic
appliance” , “repairs” , “education” , “vacation” , “retraining” , “bu-
siness” , “other”
• Credit Amount: Ammontare del credito richiesto.
Insiemi discreti: ≤3884.8 , 3884.8<x≤7519.6 , 7519.6<x≤11154.4 ,
11154.4<x≤14789.2 , x>14789.2
• Savings Status: Stato dei risparmi del cliente.
Insiemi discreti: <100 , 100≤x<500 , 500≤x<1000 , ≥1000 , “no
known savings”
• Employment: Durata in anni dell’attuale impiego del cliente.
Insiemi discreti: “unemployed” , <1 , 1≤x<4 , 4≤x<7 , ≥7
• Installment Commitment: Rata di pagamento in percentuale del
reddito disponibile.
Insiemi discreti: ≤1.6 , 1.6<x≤2.2 , 2.2<x≤2.8 , >2.8
• Personal Status: Stato civile del richiedente.
Insiemi discreti: “male div/sep” , “female div/dep/mar” , “male sin-
gle” , “male mar/wid” , “female single”
• Other Parties: Presenza di terze parti nel rapporto di credito.
Insiemi discreti: “none” , “co applicant” , “guarantor”
• Residence Since: Durata dell’attuale residenza in anni.
Insiemi discreti: ≤1.6 , 1.6<x≤2.2 , 2.2<x≤2.8 , >2.8
• Property Magnitude: Proprieta` conosciute del richiedente.
Insiemi discreti: “real estate” , “life insurance” , “car” , “no known
property”
• Age: Eta` del richiedente.
Valore continuo
• Other Payment Plans: Eventuali altri piani di rateizzazione.
Insiemi discreti: “bank” , “stores” , “none”
• Housing: Condizioni di utilizzo della casa del richiedente.
Insiemi discreti: “rent” , “own” , “for free”
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• Existing Credits: Numero di crediti esistenti in questa banca.
Insiemi discreti: ≤1.6 , 1.6<x≤2.2 , >2.2
• Job: Condizioni di lavoro.
Insiemi discreti: “unemp/unskilled non res” , “unskilled resident” ,
“skilled” , “high qualif/self emp/mgmt”
• Num Dependents: Numero di persone a carico del richiedente.
Insiemi discreti: ≤1.2 , >1.2
• Own Telephone: Possesso del richiedente di un telefono privato.
Insiemi discreti: “yes” , “none”
• Foreign Worker: Il richiedente e` un lavoratore straniero.
Insiemi discreti:“yes” , “no”.
• Class: Esito della richiesta di prestito.
Insiemi discreti:“good” , “bad”
5.2 L’applicazione B-NDCR
Riferendosi al modello teorico del Bayesian Extended Lift (def. 9), verra`
considerato item discriminatorio l’eta`, gli item PND saranno tutti gli altri
attributi non discriminatori e la classe sara` class=bad. L’idea di fondo e`
molto semplice: bisogna innanzitutto eliminare gli attributi che contengono
item PD (vedi def. 2) dal dataset. In seguito si dovranno trovare tutte le
classification rules X→ Y dove l’itemset Y conterra` il solo item class=bad
e con supporto deciso a priori (nel caso specifico 0.01). Il tempo di comple-
tamento di questa operazione e` stato di 399,766 secondi e sono state trovate
107.151 regole.
A questo punto, per ogni classification rule trovata (dove l’itemset X
rappresentera` le informazioni di background B e la classe C sara` appunto
l’item class=bad), bisognera` calcolare i valori che serviranno per ricavare le
soglie, seguendo le linee guida delle sezioni 4.2.1-4.2.5. I valori in questione
da ricavare e sostituire saranno i seguenti:
• µ[B]: media campionaria dell’eta` sui record che appartengono al back-
ground B
• σ[B]: varianza campionaria dell’eta` sui record che appartengono al
background B
• µ[CB]: media campionaria dell’eta` sui record che appartengono al
background B e che hanno class=bad
• σ[B]: varianza campionaria dell’eta` sui record che appartengono al
background B e che hanno class=bad
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• a[B]: valore minimo campionario dell’eta` sui record che appartengono
al background B
• b[B]: valore massimo campionario dell’eta` sui record che appartengono
al background B
• a[BC]: valore minimo campionario dell’eta` sui record che appartengono
al background B e che hanno class=bad
• b[BC]: valore massimo campionario dell’eta` sui record che appartengo-
no al background B e che hanno class=bad
Da questi valori si potranno poi ricavare analiticamente (con x che puo`
assumere i valori [B] o [BC] ed i significati sopra discussi):
• λx = µ−1x
• cx = 3µx − ax − bx
• Hx = ax
• δx = − µxHx−µx
Il valore di α¯ verra` deciso a priori (nel caso specifico e` stato settato
a 1,5). Una volta conclusa questa operazione, si avranno a disposizione,
per ogni classification rule trovata, tutti i dati per calcolare le soglie di
discriminazione sull’eta` (come da sez. 4.2). Il tempo di completamento e`
stato di 813,688 secondi (tempo decisamente alto, ma bisogna considerare
che si e` dovuto processare 1.000 Stringhe (il dataset iniziale) per 107.151
volte (il numero di crule) per 2 volte (la prima volta per calcolare la media
campionaria e la seconda per calcolare la varianza campionaria, propedeutica
alla prima per definizione).
A questo punto non rimane nient’altro che applicare le formule risolutive
descritte nelle sez. [4.2.1-4.2.5] e recuperare i diversi valori di soglia per
ogni classification rule. Questa fase ha avuto un tempo di completamento
di 6,453 secondi ed i risultati sono illustrati nella tabella 5.1.
DISTRIBUZIONE NUMERO SOGLIE
Gaussiana 6195
Esponenziale Negativa 0
Triangolare 33219
Lognormale 4073
Paretiana 0
Tabella 5.1: Numero soglie trovate applicando B-NDCR al dataset
raggruppate per distribuzione utilizzata
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Si osserva subito che l’utilizzo delle distribuzioni Esponenziale Negativa
e Paretiana non hanno trovato risultati utili.
La cosa, a mio parere, e` anche logica, visto che avere l’eta` con andamento
mostrato in figura 4.2 o 4.5 sarebbe alquanto insolito, dato che significhe-
rebbe trovarsi di fronte ad una popolazione con moltissimi teenager, pochi
esponenti della mezza eta` e pochissimi anziani.
Per quanto riguarda le tre distribuzioni apparentemente utili all’analisi, e`
bene, vista l’impossibilita` di riportare in questa tesi il file con le soglie per ov-
vi motivi(sono 41110 righe), per poter quantomeno dare un’idea, aggregare
tutte le soglie facendone la media, riportate in tabella 5.2.
DISTRIBUZIONE MEDIA SOGLIE
Gaussiana 62.78516944036127
Triangolare 28.4354631162791
Lognormale 41.01073179439577
Tabella 5.2: Media soglie trovate applicando B-NDCR al dataset
raggruppate per distribuzione
Osservando la tabella, e conoscendo il dominio del problema (ha senso
per un Istituto di Credito discriminare i richiedenti anziani), appare abba-
stanza logico eliminare dall’analisi i dati risultanti utilizzando la distribu-
zione Triangolare e quella Lognormale (sia 28 che 41 anni appaiono soglie
troppo basse per poter pensare a discriminazione). Resta, quindi, la sola
Distribuzione Gaussiana come papabile per essere utilizzata con profitto in
B-NDCR. Le classification rules interessanti, quindi, si riducono a 6195. Si
puo`, infine, operare un ulteriore restrizione, considerando le sole regole con
supporto maggiore di 0,02 (almeno 20 occorrenze su 1000 record)5. Il numero
delle regole si riduce a 400 (vedi Appendice A). Di seguito lo pseudo-codice
ad alto livello che riassume il lavoro svolto:
1 <estrai regole di background utilizzando NDCR su dataset
senza attributi PD>
2 <aggiungi l’eta’ al dataset input(1)>
3 for <ogni regola estratta in fase 1>
3.1 <calcola i valori campionari interessanti dal set
dei valori di age dal dataset di output(2)>
3.2 <ricava la soglia utilizzando output(3.1)>
5in realta` questa operazione si sarebbe potuta fare anche precedentemente, aumentando
l’efficienza dell’applicazione, ma dato che il dataset e` abbastanza piccolo, ho preferito
arrivare a tutti i risultati, in modo da ridurre il numero di regole solo se il numero di
queste fosse stato abbastanza grande
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4 <elimina risultati non significativi e con supporto basso
da output(3)>
Si riporta anche la struttura del codice, organizzata in Progetti di Eclipse:
• Progetto: 0ETLcredit Contiene la sola classe RemovePDItem, che
serve, appunto, a rimuovere dal dataset gli item Potenzialmente Di-
scriminatori al fine di poter estrarre crule sui soli item PND.
• Progetto: 1CreateRules Contiene l’originale applicazione NDCR,
utilizzata (attraverso l’utilizzo di parametri speciali) per estrarre le
crule frequenti
• Progetto: 2AddAge Contiene la sola classe AddAge, e serve a ri-
aggiungere l’eta` al dataset codificato senza attributi PD
• Progetto: 3RecuperoVariabiliStatistiche Contiene la sola classe
CalcoloValori, che prende in input il dataset in output nella precedente
fase e il file contenente tutte le crule frequenti e calcola, per ogni
crule che funge da contesto, le variabili che serviranno ad utilizzare le
funzioni di densita`
• Progetto: 4TrovaSoluzioni Contiene la sola classe CalcoloSoluzio-
ni, che utilizza le formule sviluppate e trova le soglie di discriminazione
dell’eta` per ogni contesto.
• Progetto: 4AggiungiSupporto Contiene la sola classe Aggiungi-
Supporto, che aggiunge ad ogni contesto il proprio supporto
• Progetto: 5EliminaRegoleSenzaRisultatiSignificativi La clas-
se PulisciRegole seleziona le sole regole che abbiano un valore di soglia
calcolato con la Distribuzione Gaussiana ed elimina tutti i contesti che
abbiano supporto<2%
Capitolo 6
Verifica dei risultati
La base teorica su cui si fonda il nostro approccio e` che la distribuzione del-
l’attributo continuo sia conosciuta. Nel capitolo precedente abbiamo visto
che, per il dataset in analisi, la distribuzione Gaussiana puo` essere ragio-
nevolmente essere presa in considerazione. Occorre pero` verificare che il
superamento della soglia di discriminazione previsto dal nostro modello sia
effettivamente presente nei dati. Questa verifica puo` essere condotta in due
modi:
1. Discretizzare l’eta` per la soglia corrispondente alla crule, applicare
NDCR (che non lavora su dati continui) specificando la sola eta` di-
scretizzata come item PD e cercando la sola discriminazione diretta
(lo strumento prevede anche una fase di ricerca di discriminazione
indiretta), calcolare i risultati e controllare se NDCR trova la crule
corrispondente alla soglia come background di discriminazione
2. Calcolare l’elift mediante una scansione dei dati per ogni regola e con-
trollare se il valore risultante e` maggiore del valore α¯ (nel nostro caso
1,5)
Di seguito le descrizioni piu` dettagliate di entrambi i processi:
6.1 Utilizzo di NDCR
6.1.1 Procedimento
Prima importante considerazione da fare e` la seguente: nel dataset l’eta` e`
un valore intero positivo con valore minimo 19 e valore massimo 75. Con-
seguenza di questo e` che non ha senso discretizzare tale valore, ad esempio,
due volte per soglie del tipo >56,2 e >56,3, visto che verrebbero fuori esatta-
mente gli stessi insiemi. Detto questo, lo pseudo-codice del lavoro di verifica
e` stato il seguente:
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S=insieme delle soglie intere gia’ considerate
S=∅
for any <riga della tabella delle soglie>
if <valoreIntero(soglia) #∈ S>
<aggiungi valoreIntero(soglia) ad S>
<discretizza per insiemi
[19,valoreIntero(soglia)] , ]valoreIntero(soglia),75]>
<esegui NDCR con item discriminatorio ">valoreIntero(soglia)">
6.1.2 Discussione dei risultati
I risultati di questa fase sono quelli illustrati in tabella 6.1.
Soglia Numero Regole
51 7
53 5
54 12
55 11
56 18
57 3
58 1
59, 60...74 0
Tabella 6.1: Numero regole trovate da NDCR con class=bad per soglie intere
Osservando la tabella 6.1 ci si accorge di una cosa alquanto strana: esi-
stono regole discriminatorie discretizzando l’attributo eta` fino a 58 anni.
Oltre tale valore pare non esservi nessun tipo di discriminazione da parte
dell’Istituto di Credito rilevabile con l’elift su class=bad. La cosa puo` essere
parzialmente spiegata osservando la tabella 6.2
Soglia Occorrenze per eta` >Soglia Rapporto Good/Bad per eta` >Soglia
51 105 2,5
56 68 2,57
59 51 2,92
60 45 3,5
70 6 5
Tabella 6.2: Occorrenze e rapporti class=good/class=bad per eta` >Soglia
Partendo da 51 anni (valore soglia minimo trovato con B-NDCR) ed au-
mentando la soglia, si nota che il rapporto good/bad va sempre aumentando
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(ovvero aumenta il numero di chi riceve credito per eta`>soglia rispetto a chi
non lo riceve), ma il numero di occorrenze, com’e` ovvio, diminuisce. Questo
significa, ad esempio, che la banca potrebbe tranquillamente permettersi di
attuare un’azione affermativa (ovvero una sorta di discriminazione al con-
trario, che serva soprattutto a rendere difficile il lavoro degli analisti alla
ricerca di discriminazione, come il sottoscritto) per utenti con eta` maggiore
di 70 anni, visto che questi rappresentano il solo 0,6% dei richiedenti. Questo
spiega, insieme alla piccola dimensione del dataset (1000 record sono un po’
pochi considerando le restrizioni da fare sui background ed avendo presente
che su tali restrizioni devono essere calcolate funzioni di densita` di distri-
buzioni statistiche), la non corrispondenza di tale verifica con le evidenze
trovate in fase di sviluppo.
Inoltre, anche per le soglie che hanno dato un output, non c’e` alcuna corri-
spondenza tra i background discriminatori in output da NDCR e quelli di B-
NDCR. Questo puo` essere spiegato dal seguente fatto: le crule frequenti sono
state estratte senza considerare l’eta`, mentre ora si sta utilizzando NDCR
con la stessa come unico item discriminatorio. Evidentemente aggiungendo
l’item “age>soglia” ad ogni singola crule estratta, il suo supporto crolla dra-
sticamente. Questa e` una cosa comprensibile, dato che le soglie sono tutte
molto alte e che le occorrenze di clienti con “age>soglia” sono bassissime
(vedi tabella 6.2). Se ad esempio una crule frequente e` A → class=bad,
dove A e` un itemset PND, ma di tutti i record che contengono l’itemset A
nessuno o solo uno contiene l’item age>65, ovviamente NDCR non dara` tale
regola in output, anche se analizzando tale itemset con le regole di statistica
inferenziale della sezione 4.2, la tendenza nel caso specifico e` a discriminare.
Ancora una volta il dataset sembra troppo piccolo (o troppo omogeneo) per
supportare tale analisi.
6.2 Calcolo dell’e-lift su misura per ogni regola
trovata
6.2.1 Procedimento
Riprendendo la def. 4, si puo` giungere alla seguente formula (dove il simbolo
# sta per “numero di occorrenze di”):
elift(age > soglia, background→ class = bad) =
=
conf(age > soglia, background→ class = bad)
conf(background→ class = bad)
conf(A,B→C)= supp(A,B,C)supp(A,B)⇒
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⇒
#(age>soglia,background,class=bad)
1000
#(age>soglia,background)
1000
#(background,class=bad)
1000
#(background)
1000
⇒
elift(age > soglia, background→ class = bad) =
#(age>soglia,background,class=bad)
#(age>soglia,background)
#(background,class=bad)
#(background)
Eseguendo tale calcolo per ogni coppia (soglia, itemset di background),
si intende validare le soglie estratte.
6.2.2 Discussione dei risultati
Si ricorda che il numero di regole di partenza era 400 (vedi Appendice A). I
risultati del calcolo dell’elift che appartengono all’insieme dei Numeri Reali
sono quelli mostrati in tabella 6.31 2
Per tutte le altre regole non e` stato possibile calcolare l’elift a causa del
termine #(A,B)=0. Questo e` dovuto, come prima, alle poche occorrenze di
richiedenti anziani, e rende difficile trovare record che contengano sia l’item
age>soglia che l’itemset di background. E` comunque importante notare che,
delle 38 crule che abbiano dato risultati reali (ovvero per le quali il termi-
ne #(A,B)#=0), ben 34 abbiano effettivamente elift>1, 5. Questa verifica,
quindi, rende sicuramente piu` merito a B-NDCR: il dataset era difficile da
trattare in quanto contenente pochi richiedenti con eta` elevata, ma per le
regole di background presenti tra questi, il B-NDCR fallisce solo nel 10,53%
dei casi (e comunque di pochi decimi di unita` di elift).
Un esempio
Consideriamo la prima riga della tabella 6.3. Codificando la crule che rap-
presenta il contesto ed aggiungendo l’item age>soglia, avremo la seguente
regola:
RuleA: age>65.407 , job=skilled , installment_commitment=’\’(1.6-2.2]\’’
dove:
• age e` l’attributo continuo e discriminatorio
• job e installment commitment sono gli attributi discreti che formano
il contesto
1A=age>soglia,B=background,C=class=bad
2le codifiche degli Item di background sono in Appendice A
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Soglia Background #(A,B,C) #(A,B) #(B,C) #(B) e-lift esito
65,407 14 24 1 1 30 108 3,59¯
√
73,487 8 9 35 1 1 29 88 3,034
√
64,874 8 14 24 2 2 26 99 3,808
√
70,445 8 28 35 1 1 26 71 2,73
√
63,881 14 15 24 2 2 20 78 3,9
√
63,809 15 24 29 2 3 50 151 2,013
√
64,828 21 29 47 1 1 42 110 2,619
√
61,648 0 16 24 29 1 1 27 53 1,963
√
59,225 7 21 26 47 1 1 20 45 2,25
√
67,667 8 14 16 24 1 1 22 85 3,864
√
55,326 8 14 23 47 1 2 22 66 1,5
√
66,114 8 15 24 29 1 1 42 128 3,048
√
64,027 8 21 29 47 1 1 39 106 2,718
√
67,227 12 15 24 29 1 1 37 125 3,378
√
53,081 13 15 24 29 2 4 30 109 1,817
√
53,616 15 16 21 22 1 1 21 42 2
√
65,749 15 16 24 29 1 1 46 137 2,978
√
59,279 15 23 24 29 1 2 32 94 1,469
51,41 15 24 29 47 2 2 20 53 2,65
√
64,91 16 29 47 48 1 1 20 32 1,6
√
62,466 0 12 16 24 29 1 1 20 41 2,05
√
60,967 0 16 23 24 29 1 1 20 45 2,25
√
55,492 4 13 15 24 29 1 3 22 87 1,31¯8
62,422 4 15 23 24 29 1 2 24 75 1,562
√
59,225 7 8 21 26 47 1 1 20 45 2,25
√
63,262 7 12 23 24 29 1 1 21 70 3,3¯
√
53,824 8 13 15 24 29 2 3 26 94 2,41
√
61,899 8 15 23 24 29 1 1 27 78 2,8¯
√
57,045 12 15 16 21 22 1 1 20 38 1,9
√
59,136 12 15 23 24 29 1 2 22 75 1,704
√
53,523 13 15 16 24 29 2 4 28 102 1,821
√
58,942 15 16 23 24 29 1 2 28 85 1,518
√
64,298 4 8 15 23 24 29 1 1 20 62 3,1
√
56,375 4 13 15 16 24 29 1 3 22 82 1,242
62,780 4 15 16 23 24 29 1 2 24 71 1,479
62,226 8 12 15 23 24 29 1 1 20 63 3,15
√
54,588 8 13 15 16 24 29 1 2 24 89 1,854
√
61,566 8 15 16 23 24 29 1 1 23 70 3,043
√
Tabella 6.3: Occorrenze ed elift per soglia e background
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Calcolare, quindi elift(RuleA)>1,5 significhera` fare la seguente afferma-
zione: “Tra i richiedenti il prestito che abbiano un lavoro specializzato e che
chiedono rate di risarcimento che vanno dall’1,6% al 2,2% del loro reddito, le
persone che abbiano piu` di 65,407 anni si vedono rifiutare tale prestito con
una frequenza del 50% maggiore rispetto a tutti i richiedenti che abbiano un
lavoro specializzato e che chiedono rate di risarcimento che vanno dall’1,6%
al 2,2% del loro reddito”. Osservando la prima riga della tabella, questa
affermazione risulta vera, visto che l’elift e` addirittura pari a 3,59 (quindi la
suddetta frequenza di rifiuto e` del 259%).
Capitolo 7
Conclusioni e sviluppi futuri
La discrimination discovery e` sicuramente un’attivita` difficile da trattare, se
non altro perche´, per sua natura, abbraccia diverse discipline: per conoscere
il dominio del problema bisogna saper trattare con le varie regolamentazioni
date dalla giurisprudenza; per dare una buona rappresentazione analitica
della realta` e per sviluppare dei modelli realistici di classificazione bayesiana
bisogna avere delle basi di analisi e statistica ed infine bisogna saper svilup-
pare applicazioni informatiche per il trattamento dei dataset e per la vera e
propria estrazione della conoscenza.
7.1 Conclusioni
Il lavoro si articola in due fasi principali: una piu` teorica con la ricerca e
lo studio del materiale in letteratura e l’altra piu` pratica con l’estensione di
NDCR agli attributi continui grazie all’utilizzo delle teorie di classificazione
bayesiana.
Nella fase teorica ci siamo innanzitutto concentrati sulla definizione del
dominio del problema, tentando di capire cosa significasse realmente il ter-
mine discriminazione e come i legislatori l’abbiano nel tempo affrontata. In
seguito ci siamo spostati sullo studio della letteratura economico-statistica
riguardante la descrizione di diversi approcci intrapresi da lavori piu` o meno
empirici volti a costruire modelli di scoperta di discriminazione attraverso
teorie statistiche.
La parte teorica della tesi si conclude con l’introduzione ai concetti fon-
damentali di data mining e con la definizione di α-protection su variabili
discrete, alla base dell’algoritmo NDCR.
La fase implementativa, invece, si articola nelle seguenti attivita`:
• esntensione del concetto di α-protection con le probabilita` alla base
della classificazione bayesiana
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• sostituzione delle probabilita` sopra citate con le funzioni di distribu-
zione statistica, ove presenti gli attributi continui
• sviluppo di formule risolutorie parametriche rispetto ai dati
Le distribuzioni prese in esame sono state 5, e sono quelle piu` rilevanti
dal punto di vista economico:
• Distribuzione Gaussiana
• Distribuzione Esponenziale negativa
• Distribuzione casuale Triangolare
• Distribuzione casuale Logonormale
• Distribuzione casuale Paretiana
La fase di validazione dei risultati e` consistita nelle seguenti attivita`:
• Validazione dei risultati utilizzando l’algoritmo NDCR:
– discretizzazione dell’attributo continuo age del dataset di “Ger-
man Credit” con le soglie trovate nella fase di implementazione
– applicazione di NDCR per ogni dataset discretizzato
– controllo dei contesti in output di NDCR con i contesti attesi in
output da B-NDCR
• Validazione dei risultati calcolando l’elift per ogni coppia (soglia ,
contesto) scorrendo il dataset e confrontandolo con l’elift deciso a priori
Le conclusioni che abbiamo tratto dall’analisi del dataset German Credit
sono le seguenti:
• Proprieta` fondamentale del dataset per implementare le discussioni
teoriche di questa tesi e verificarne la validita` deve essere l’eterogeneita`
dell’attributo continuo. Se questa dovesse mancare (come e` capitato),
gli algoritmi sviluppati non possono avere una sicura validazione.
• Per i contesti per i quali e` stato trovato un elift appartenente all’Insie-
me dei Numeri Reali, l’algoritmo si e` dimostrato abbastanza affidabile
(34 regole su 38 sono dimostrate in fase di validazione, e le 4 regole che
non trovano riscontro in tale fase sono comunque vicine in valore as-
soluto alla soglia utilizzata), nonostante, come gia` detto, il dataset in
questione contenesse un numero troppo ristretto di richiedenti anziani.
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7.2 Possibili sviluppi futuri
Il lavoro presenta davvero tanti aspetti dove puo` essere migliorato, visto che
raccoglie diverse discipline:
• Dal punto di vista analitico, si potrebbero implementare gli algoritmi
per la gestione delle crule di classe good
• Dal punto di vista statistico, si potrebbe utilizzare uno strumento che
serva a scegliere la Distribuzione (tra quelle presentate) che meglio
approssimi i valori continui, senza dover ricorrere a scelte che abbiano
come unico fondamento la conoscenza del dominio. Un buon sistema
per fare cio` potrebbe essere il test del Chi-Quadrato [Tay99].
• Sul lato dello strumento sviluppato, si potrebbe migliorare l’implemen-
tazione di B-NDCR, rendendo tale applicazione piu` efficiente con l’u-
tilizzo di strutture dati ad-hoc e parametrizzandola al fine di adattarla
il piu` possibile ai diversi tipi di dataset ed esigenze.
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Appendice A
Soglie utili con supporto
regola >0,02
In questa Appendice vengono riportate l’output dello strumento B-NDCR
applicato al dataset German Credit e la decodifica degli item
A.1 Soglie codificate
In questa Sezione viene riportato l’output di B-NDCR. Le regole sono codifi-
cate con numeri interi positivi, si presenteranno prima le soglie con supporto
e regola codificata ed in seguito le codifiche delle stesse. Il significato della
regola corrispondente alla seconda riga, ad esempio, e` il seguente:
3 23⇒ decodifica(3) , decodifica(23)→ class = bad⇒
⇒ purpose = radio/tv , employment = 1 <= X < 4→ class = bad
Da questo segue che la seconda riga avra` il seguente significato: “Se
consideriamo il contesto dei richiedenti il prestito che abbiano come scopo
l’acquisto di una radio o una tv e per i quali l’impiego attuale ha una durata
che va da 1 a 4 anni (contesto che ha un supporto di 28/1000 nel data-
set), se discretizzassimo l’eta` con soglia 73,52856960653247, avremmo che
l’item age=“> 73, 52856960653247” risulterebbe discriminatorio, in quanto
implicherebbe un elift>1,5”
sogliaGauss,supportoRegola,regola
>71.63689185142795,28,40
>73.52856960653247,27,3 23
>71.63260046412263,28,8 40
>74.25231060697917,29,11 33
100
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>69.98445413494036,21,12 40
>65.40722111147255,30,13 23
>73.49071511327439,31,13 25
>74.95756298981557,71,14 23
>63.71335466453577,21,14 52
>72.03902988498348,22,15 40
>73.12721381841867,33,15 51
>69.89104680411404,38,18 25
>73.75687086527917,24,18 54
>73.45064435976488,31,19 23
>73.95085001184063,22,25 56
>74.67285491671991,27,26 33
>73.85540174962716,41,0 8 23
>72.13707902181973,35,0 11 23
>65.90915875966628,38,0 15 23
>63.392930350343114,25,0 15 50
>68.90658661573613,33,0 23 27
>69.67106869389569,21,0 25 27
>74.18096907036953,23,0 27 37
>72.14781851907424,21,3 4 23
>74.15830821939541,23,3 11 23
>69.09010345314829,20,3 14 23
>65.50683638074551,32,4 25 39
>70.37146657370164,22,7 18 25
>66.58886834013548,20,7 18 45
>73.61649032998848,20,7 18 50
>67.45069702583338,40,7 20 45
>65.09100714420708,32,7 22 50
>65.3460845459175,30,7 39 45
>73.48724668271771,29,8 9 33
>69.98445413494036,21,8 12 40
>64.87427722339275,26,8 13 23
>72.68092524055025,26,8 13 25
>71.4955587838165,63,8 14 23
>69.35994362173429,25,8 14 33
>72.14681712057411,22,8 15 40
>72.68948074513705,30,8 15 51
>71.01413042395326,35,8 18 25
>70.85819969519328,20,8 18 54
>70.44545607028262,26,8 26 33
>74.77156132726064,40,8 39 45
>69.38835725837615,20,9 11 33
>64.96043558359969,29,11 18 25
>73.1272063640345,20,11 18 46
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>70.3539477482632,22,11 19 23
>70.09953634537361,20,11 45 50
>66.55383714712292,25,12 15 51
>72.78726896213927,21,12 19 21
>72.3478497081879,23,12 26 51
>63.88111007869686,20,13 14 23
>69.2880653709236,25,13 15 23
>73.68666734992063,25,13 22 45
>73.92669725580095,24,14 19 23
>68.93546013614365,35,14 22 46
>63.80914962778586,50,14 23 27
>71.46931371265507,35,15 18 25
>61.16396329459254,24,15 46 50
>69.50918826124732,21,16 20 25
>73.1071135940695,24,18 22 25
>68.59087635486416,22,18 25 27
>62.4776779054559,20,18 27 45
>72.87798437528093,24,19 23 26
>63.38931008742512,20,20 25 39
>62.32332794185531,27,20 25 45
>64.82882514991859,42,20 27 45
>74.32402185968654,20,20 45 46
>63.564762736638166,29,25 27 39
>68.70237028400042,22,27 45 46
>71.06672304751595,29,0 4 15 23
>64.61389752730153,20,0 4 15 50
>73.72558595907968,27,0 4 23 27
>70.72446263956019,35,0 8 15 23
>66.74854756767105,24,0 8 15 50
>72.89510882121213,26,0 8 20 23
>73.6235874216856,30,0 8 23 27
>69.16774584744248,22,0 8 27 37
>70.49173829522492,21,0 9 15 23
>69.81273786330172,29,0 11 15 23
>73.4658694228972,24,0 11 20 23
>71.81383033645078,27,0 11 22 23
>69.4091291144371,26,0 11 23 27
>70.66569001587649,30,0 14 15 23
>73.84138576425312,25,0 14 23 27
>67.06750817330972,24,0 15 20 23
>68.48749271784641,31,0 15 22 23
>62.86312589148251,28,0 15 23 26
>61.64771230557619,27,0 15 23 27
>66.19204514050465,20,0 15 27 37
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>72.18007169634181,22,0 20 23 27
>67.15451465682476,25,0 22 23 27
>74.55771344459117,20,3 4 15 23
>71.06024788745606,24,3 7 11 20
>68.15428331838719,23,3 7 14 20
>69.34766041396664,20,3 14 15 23
>68.17147213287167,22,3 14 20 27
>64.43185878346007,30,4 7 20 45
>64.64136547598022,27,4 7 22 50
>71.5901175543943,27,4 7 25 39
>70.09514907184723,23,4 7 39 45
>68.46055538312125,29,4 8 25 39
>69.65081671553668,37,4 14 23 27
>66.18808371933206,27,4 15 25 39
>71.14562774575516,34,4 20 27 45
>70.70358808735297,24,4 25 27 39
>74.28983260003561,21,4 27 39 45
>74.78485872437984,20,7 8 13 45
>66.58886834013548,20,7 8 18 45
>67.94795326646376,40,7 8 20 45
>66.23998465320021,30,7 8 22 50
>65.44238880667702,29,7 8 39 45
>70.42838202624144,29,7 11 22 50
>71.14741467899456,20,7 11 39 45
>57.42236367470083,20,7 12 22 50
>74.62665272133049,30,7 12 23 27
>66.8757865399976,21,7 12 39 45
>74.8235810031277,21,7 14 19 20
>73.06788170441386,33,7 14 23 27
>74.33411332408059,21,7 14 26 50
>70.92280264740118,20,7 15 18 25
>63.73551198779627,30,7 15 22 50
>66.10431044884102,26,7 15 39 45
>62.885935179517986,22,7 18 22 27
>59.22552544879723,20,7 20 25 45
>65.9632766387224,27,7 20 27 45
>65.55271312818634,30,7 22 23 27
>62.46362485607521,26,7 22 26 50
>53.65847441542281,20,7 22 27 50
>74.54777545539665,21,7 22 39 45
>63.75446544914408,28,8 11 18 25
>71.56341795962707,20,8 11 19 23
>74.81287578906542,30,8 12 13 14
>67.11689580489599,23,8 12 15 51
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>74.05010086741328,25,8 12 16 39
>67.66729353065116,22,8 13 15 23
>55.32618495645428,22,8 13 22 45
>74.3252358782671,42,8 14 22 23
>70.54389197967258,28,8 14 22 46
>66.11401865714713,42,8 14 23 27
>73.17772368397559,32,8 15 18 25
>74.21556221458758,35,8 15 39 45
>62.64450791623009,21,8 15 46 50
>69.5157140671584,20,8 16 20 25
>74.56254135805642,22,8 18 22 25
>67.40867433280374,20,8 18 25 27
>61.416381910046354,26,8 20 25 45
>64.02699636933666,39,8 20 27 45
>71.98228138799557,43,8 22 27 45
>65.36328878916807,26,8 25 27 39
>71.40807829737997,27,9 14 22 46
>67.91978257740541,21,11 12 15 51
>73.53477817941659,33,11 14 22 23
>69.18509998928766,29,11 14 22 46
>67.22753437827107,37,11 14 23 27
>64.69310123068205,27,11 15 18 25
>73.1272063640345,20,11 15 18 46
>69.47243391779014,39,11 15 22 46
>68.00641398427693,20,11 15 45 50
>60.89166483269054,23,11 15 46 50
>69.44462120186928,20,11 18 22 25
>67.46130279753085,23,11 18 25 26
>67.65389820297509,28,11 22 26 46
>69.4500869704287,25,12 13 14 22
>72.86915550662891,28,12 14 19 22
>66.78595196695306,20,12 14 21 22
>53.0806831019257,30,12 14 23 27
>74.47820519554126,20,12 15 19 21
>70.76470943300443,22,12 15 20 21
>71.22209635043811,38,12 15 23 27
>72.13984333388481,20,12 15 26 51
>72.33239533551361,20,12 20 21 26
>72.82789835730361,29,13 14 22 27
>72.40490361898253,21,13 15 22 45
>73.2678439161205,21,14 15 19 23
>53.615844520861245,21,14 15 20 21
>67.5710982009341,33,14 15 22 46
>65.74948509798804,46,14 15 23 27
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>71.33834210722787,30,14 15 26 46
>59.27912505634297,32,14 22 23 27
>67.12063340535462,21,14 22 26 46
>64.35050527081914,24,14 23 25 27
>51.409645725513265,20,14 23 27 45
>72.0784358957037,20,15 16 20 25
>73.86524724591187,23,15 18 22 25
>69.02663762043558,21,15 18 25 27
>64.86934096358846,24,15 20 25 45
>68.95002074157824,36,15 22 23 27
>61.06551346241841,23,15 25 27 39
>64.91043357582578,20,15 27 45 46
>74.80018198572557,31,20 22 23 27
>68.70639498679142,21,22 23 27 39
>67.06448017345639,21,22 27 39 45
>74.62851281082871,27,0 4 8 15 23
>69.1929621181273,20,0 4 8 15 50
>74.49164599772348,22,0 4 11 15 23
>72.24556659688305,20,0 4 11 23 27
>71.44166925133253,20,0 4 15 20 23
>73.94011500786186,23,0 4 15 22 23
>65.86995468024722,22,0 4 15 23 26
>66.74429263526403,24,0 4 15 23 27
>69.41319243459937,20,0 4 22 23 27
>72.92546188752729,22,0 7 8 23 26
>68.82453330227858,21,0 7 15 23 26
>69.99132544007618,20,0 7 15 23 27
>74.34260639803254,20,0 8 9 15 23
>73.88058138288523,24,0 8 11 23 27
>72.01906848986273,21,0 8 11 27 37
>69.57000353695395,23,0 8 15 20 23
>74.55528249236488,28,0 8 15 22 23
>66.29525202576495,27,0 8 15 23 26
>66.32663217918915,24,0 8 15 23 27
>72.16634926029037,20,0 8 20 22 23
>74.1011378149633,21,0 8 20 23 27
>69.78548220018189,24,0 8 22 23 26
>72.13876591018371,22,0 8 22 23 27
>70.64735649124793,21,0 11 15 20 23
>69.46932192418704,22,0 11 15 22 23
>65.59222428537754,23,0 11 15 22 46
>67.90512024272215,22,0 11 15 23 26
>62.466003337483045,20,0 11 15 23 27
>62.135646419812716,22,0 14 15 22 46
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>65.59336935367821,21,0 14 15 23 26
>68.77810351641733,22,0 14 15 23 27
>69.40481623611052,21,0 15 20 23 26
>64.36715555566188,22,0 15 22 23 26
>60.96676834872794,20,0 15 22 23 27
>70.72516270494144,20,3 4 7 11 20
>68.21142513843634,20,3 4 7 14 20
>73.90675834298489,21,3 7 8 11 20
>71.86687243386794,23,3 7 11 15 20
>66.92267594191792,22,3 7 14 15 20
>65.00547368031272,21,3 14 15 20 27
>64.81488040126487,30,4 7 8 20 45
>67.38151369476218,26,4 7 8 22 50
>74.81478173785797,24,4 7 8 25 39
>70.11334563814398,22,4 7 8 39 45
>73.15417156169372,24,4 7 11 22 23
>74.26038733321215,20,4 7 12 18 27
>57.20840902995939,25,4 7 15 22 50
>70.7413598650214,22,4 7 15 25 39
>72.33650227399245,20,4 7 15 39 45
>67.3421203881654,20,4 7 18 22 26
>69.14411797603397,23,4 7 20 27 45
>69.14173111305229,25,4 7 22 23 27
>70.14633365145697,23,4 7 22 26 50
>72.72673705765907,30,4 8 14 23 27
>69.46313206336643,24,4 8 15 25 39
>69.94767475373122,32,4 8 20 27 45
>73.0023955397338,21,4 8 25 27 39
>55.4921237468818,22,4 12 14 23 27
>74.72273210038615,23,4 12 15 18 27
>71.03690268254438,37,4 14 15 23 27
>62.421649091832116,24,4 14 22 23 27
>71.62470787247952,30,4 15 22 23 27
>70.12154961824861,27,7 8 11 22 50
>72.50450078013776,20,7 8 11 39 45
>73.10989489793793,25,7 8 12 14 23
>68.05250026459981,21,7 8 12 39 45
>74.83145364870488,27,7 8 14 23 27
>74.33411332408059,21,7 8 14 26 50
>65.19097167215088,29,7 8 15 22 50
>66.24672409749756,25,7 8 15 39 45
>63.10815790811844,20,7 8 18 22 27
>59.22552544879723,20,7 8 20 25 45
>65.9632766387224,27,7 8 20 27 45
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>68.26223863814083,26,7 8 22 23 27
>63.594454813347745,25,7 8 22 26 50
>73.71033637328154,24,7 11 14 22 23
>73.2330254122741,23,7 11 14 23 27
>67.19794416405696,27,7 11 15 22 50
>63.26238044014465,21,7 11 22 23 27
>62.505702737884235,24,7 11 22 26 50
>68.00600198070879,20,7 12 22 25 45
>73.46089442259118,31,7 14 15 23 27
>69.16467607878874,23,7 14 22 23 27
>66.36539620902965,20,7 15 18 22 27
>69.41337105024081,21,7 15 20 27 45
>67.58085670494546,27,7 15 22 23 27
>61.52697044555415,24,7 15 22 26 50
>65.12378641988425,20,7 18 20 22 26
>74.55761952629783,22,8 9 14 22 46
>69.32258246621744,24,8 11 14 22 46
>72.02447080326463,32,8 11 14 23 27
>74.6156982578979,23,8 11 14 26 46
>63.073705841994354,26,8 11 15 18 25
>74.30979658633748,22,8 11 15 20 21
>69.43050355268487,32,8 11 15 22 46
>62.28647632152181,20,8 11 15 46 50
>69.31957081407613,23,8 11 18 25 26
>68.05344383165045,25,8 11 22 26 46
>71.29338946103802,31,8 11 22 27 45
>66.35330762767325,21,8 12 13 14 22
>74.42488439964235,26,8 12 14 19 22
>53.82360194356919,26,8 12 14 23 27
>72.79237293207036,33,8 12 15 23 27
>70.18782662771098,33,8 12 22 27 45
>69.08978510181645,26,8 14 15 22 46
>69.3697866557547,38,8 14 15 23 27
>70.69646460983843,24,8 14 15 26 46
>61.89947544763166,27,8 14 22 23 27
>74.2018528630748,24,8 14 22 26 50
>66.19333904144057,20,8 14 23 25 27
>63.47020116898059,23,8 15 20 25 45
>73.52598303630553,31,8 15 22 23 27
>61.85345089796279,20,8 15 25 27 39
>74.90682486525044,25,8 15 27 39 45
>71.9738878388765,22,9 11 14 22 46
>69.21785017617948,28,9 11 15 22 46
>71.70386038786064,21,9 11 22 26 46
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>70.24567672705268,25,9 14 15 22 46
>73.2442938250706,23,9 14 15 26 46
>72.71858436729732,21,11 13 14 22 27
>57.04485372143901,20,11 14 15 20 21
>68.4889779584668,28,11 14 15 22 46
>73.08714373393371,28,11 14 15 26 46
>59.13620431856458,22,11 14 22 23 27
>67.44402125433552,21,11 15 18 25 26
>68.30738102169809,25,11 15 22 23 27
>66.7589642814086,26,11 15 22 26 46
>64.70652930793955,26,11 15 22 27 46
>69.80849885825131,25,11 20 22 23 27
>69.13284926629473,23,12 13 14 15 22
>53.52262138679401,28,12 14 15 23 27
>65.96377543056141,20,12 14 22 23 27
>67.75744571406565,23,12 14 23 26 27
>73.54539728282954,22,13 14 15 22 27
>58.94257066804627,28,14 15 22 23 27
>67.12063340535462,21,14 15 22 26 46
>72.6076934133563,25,14 15 22 27 46
>61.16147185635414,22,14 15 23 25 27
>69.57182486487318,21,14 20 22 23 27
>74.88755820476491,20,0 4 8 15 20 23
>70.42641875754862,22,0 4 8 15 23 26
>70.69705792527058,22,0 4 8 15 23 27
>69.54060874922352,21,0 7 8 15 23 26
>74.01873930940293,20,0 8 11 15 20 23
>71.44899090725944,21,0 8 11 15 23 26
>70.98140458088783,20,0 8 14 15 23 26
>73.40552005321221,20,0 8 15 20 23 26
>68.28991016523449,21,0 8 15 22 23 26
>74.14807389884444,20,3 4 11 14 15 20
>74.09747969827522,20,3 7 8 11 15 20
>74.95584733849365,20,3 8 14 15 20 22
>73.30784321599717,23,4 7 8 11 22 23
>59.328268528642504,25,4 7 8 15 22 50
>74.06632473421439,23,4 7 8 16 22 26
>69.14411797603397,23,4 7 8 20 27 45
>70.45942726918229,21,4 7 8 22 23 27
>73.61269721701379,22,4 7 8 22 26 50
>74.02660855692429,23,4 7 11 15 22 23
>69.63492437985222,24,4 7 15 22 23 27
>61.10238264871568,21,4 7 15 22 26 50
>73.87042809259901,23,4 8 11 22 27 45
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>74.6668005305336,30,4 8 14 15 23 27
>64.29827618209852,20,4 8 14 22 23 27
>74.81538070842224,26,4 8 15 22 23 27
>56.3755038182264,22,4 12 14 15 23 27
>62.77981997210842,24,4 14 15 22 23 27
>73.55748455552123,23,7 8 11 14 22 23
>67.41936217158722,26,7 8 11 15 22 50
>66.78313470572799,20,7 8 11 22 23 27
>62.505702737884235,23,7 8 11 22 26 50
>73.97313607503091,24,7 8 12 14 15 23
>64.00986166322251,20,7 8 12 22 25 45
>69.41337105024081,21,7 8 15 20 27 45
>68.97956877365569,23,7 8 15 22 23 27
>62.748358244193355,24,7 8 15 22 26 50
>60.35140915240217,22,7 11 15 22 26 50
>67.19997455068335,21,7 14 15 22 23 27
>69.71788556155806,22,8 9 11 15 22 46
>74.9831382112139,21,8 9 11 15 26 46
>73.05621674939238,20,8 9 14 15 22 46
>69.19366407961706,22,8 11 12 22 27 45
>68.63510806234142,23,8 11 14 15 22 46
>71.22527249159671,23,8 11 14 15 26 46
>62.226344402523196,20,8 11 14 22 23 27
>73.59398701011997,24,8 11 15 18 22 27
>69.04432016712039,21,8 11 15 18 25 26
>74.12393727912972,23,8 11 15 22 23 27
>67.09262318619848,23,8 11 15 22 26 46
>65.80514279131772,21,8 11 15 22 27 46
>54.58840400436137,24,8 12 14 15 23 27
>70.73059802383592,20,8 12 14 23 26 27
>61.566497512163586,23,8 14 15 22 23 27
>71.33008266714481,21,9 11 14 15 22 46
>74.91228307243466,21,9 11 14 15 26 46
>73.87077216522445,22,11 14 15 22 27 46
>69.99355128287701,21,11 15 20 22 23 27
>68.1784051547969,22,12 14 15 23 26 27
>70.49695427569701,20,14 15 20 22 23 27
>73.11413055934665,22,4 7 8 11 15 22 23
>69.92273781671432,20,4 7 8 15 22 23 27
>63.35778353469473,21,4 7 8 15 22 26 50
>65.09643932195308,20,4 8 14 15 22 23 27
>74.21662396448077,20,7 8 11 14 15 22 23
>74.15406982605101,21,7 8 11 15 20 22 23
>60.35140915240217,22,7 8 11 15 22 26 50
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A.2 Codifica
In questa Sezione viene riportata la codifica degli item utilizzata da B-NDCR
e in fase di verifica dello strumento. Il significato, ad esempio, della prima
riga e` il seguente:
29 checking status=‘no checking’ ⇒ l’item checking status=‘no checking’
e` stato codificato con l’intero 29.
29 checking_status=’no checking’
18 checking_status=0<=X<200
0 checking_status=<0
59 checking_status=>=200
1 duration=’\’(-inf-17.6]\’’
39 duration=’\’(17.6-31.2]\’’
19 duration=’\’(31.2-inf)\’’
60 credit_history=’all paid’
2 credit_history=’critical/other existing credit’
40 credit_history=’delayed previously’
20 credit_history=’existing paid’
55 credit_history=’no credits/all paid’
63 purpose=’domestic appliance’
41 purpose=’new car’
44 purpose=’used car’
52 purpose=business
30 purpose=education
34 purpose=furniture/equipment
66 purpose=other
3 purpose=radio/tv
64 purpose=repairs
68 purpose=retraining
4 credit_amount=’\’(-inf-3884.8]\’’
58 credit_amount=’\’(11154.4-14789.2]\’’
67 credit_amount=’\’(14789.2-inf)\’’
21 credit_amount=’\’(3884.8-7519.6]\’’
35 credit_amount=’\’(7519.6-11154.4]\’’
5 savings_status=’no known savings’
54 savings_status=100<=X<500
43 savings_status=500<=X<1000
22 savings_status=<100
48 savings_status=>=1000
23 employment=1<=X<4
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31 employment=4<=X<7
50 employment=<1
6 employment=>=7
49 employment=unemployed
53 installment_commitment=’\’(-inf-1.6]\’’
24 installment_commitment=’\’(1.6-2.2]\’’
7 installment_commitment=’\’(2.8-inf)\’’
62 other_parties=’co applicant’
36 other_parties=guarantor
8 other_parties=none
51 residence_since=’\’(-inf-1.6]\’’
25 residence_since=’\’(1.6-2.2]\’’
9 residence_since=’\’(2.8-inf)\’’
37 property_magnitude=’life insurance’
42 property_magnitude=’no known property’
10 property_magnitude=’real estate’
45 property_magnitude=car
56 other_payment_plans=bank
11 other_payment_plans=none
61 other_payment_plans=stores
38 housing=’for free’
12 housing=own
46 housing=rent
26 existing_credits=’\’(-inf-1.6]\’’
13 existing_credits=’\’(1.6-2.2]\’’
57 existing_credits=’\’(2.2-inf)\’’
47 job=’high qualif/self emp/mgmt’
65 job=’unemp/unskilled non res’
32 job=’unskilled resident’
14 job=skilled
15 num_dependents=’\’(-inf-1.2]\’’
33 num_dependents=’\’(1.2-inf)\’’
27 own_telephone=none
16 own_telephone=yes
28 class=bad
17 class=good
Appendice B
Codice sorgente del software
Progetto: 0ETLcretit
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.io.FileWriter;
import java.io.IOException;
import java.util.StringTokenizer;
/**
* Questa classe serve per rimuovere gli attributi PD dal dataset di
* GermanCredit
* @author Diego Pennacchioli
*
*/
public class RemovePDItem {
static String temp;
static BufferedReader input=null;
static BufferedWriter outp;
static int count=0;
/**
* metodo che legge il file in input e scrive in output
* eliminando gli attributi PD
* @param args
*/
public static void main(String[] args) {
try {
input = new BufferedReader(new FileReader("../data/credit.arff"));
outp = new BufferedWriter(new FileWriter("../data/pulitoSenza" +
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"PD.arff"));
//per ogni riga del dataset
while (true){
String output="";
temp=input.readLine();
StringTokenizer token = new StringTokenizer(temp,",");
int i=0;
while (token.hasMoreElements()){
if (i==8 || i==12 || i==19){
token.nextToken();
i++;
continue;
}
output=output+token.nextToken();
if(token.hasMoreElements()){
output=output+",";
} else {output=output+"\n";};
i++;
}
outp.write(output);
count++;
outp.flush();
}
} catch (FileNotFoundException e) {
e.printStackTrace();
} catch (IOException ioe) {
ioe.printStackTrace();
} catch (NullPointerException npe) {
System.out.println("FINITO!, elaborate "+count+" " +
"righe del file");
}
}
}
Progetto: 2AddAge
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileNotFoundException;
import java.io.FileReader;
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import java.io.FileWriter;
import java.io.IOException;
import java.util.StringTokenizer;
/**
* Questa classe serve ad aggiungere l’eta’ al dataset senza attributi PD
* @author Diego Pennacchioli
*
*/
public class AddAge {
static BufferedReader inputFimi,inputAge;
static BufferedWriter output;
static int count=0;
/**
* metodo main
* @param args
*/
public static void main(String[] args) {
try {
inputFimi = new BufferedReader(new FileReader("../data/pulito" +
"SenzaPD.fimi"));
inputAge = new BufferedReader(new FileReader("../data/credit" +
"Age.arff"));
output = new BufferedWriter(new FileWriter("../data/credit" +
"WithAge.fimi"));
String tokenFimi="";
String tokenAge="";
while(true){
tokenFimi=inputFimi.readLine();
tokenAge=inputAge.readLine();
//recover age
StringTokenizer st = new StringTokenizer(tokenAge,",");
int i=0;
while(true){
String temp=st.nextToken();
if(i==12){
tokenFimi=temp+" "+tokenFimi;
output.write(tokenFimi+"\n");
break;
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}
i++;
}
count++;
}
} catch (FileNotFoundException e) {
e.printStackTrace();
} catch (IOException e) {
System.out.println("lette e scritte "+count+" righe");
} catch (NullPointerException npe){
System.out.println("lette e scritte "+count+" righe");
}
}
}
Progetto: 3RecuperoVariabiliStatistiche
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.io.FileWriter;
import java.io.IOException;
import java.util.StringTokenizer;
import java.util.Vector;
/**
* classe che prende in input le crule frequenti con classe=bad,
* il dataset senza PD tranne l’eta’ e recupera tutte le variabili statistiche
* che servono a calcolare le soglie
* @author Diego Pennacchioli
*
*/
public class CalcoloValori {
static BufferedReader inputDataset,inputBad;
static BufferedWriter outputBad,log;
static String tokenRegolaBad;
static Vector<Integer> attributiBad;
static double meanB,meanCB,varB,varCB,pB;
public static long inizio,tempo;
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/**
* metodo main
* @param args
*/
public static void main(String[] args) {
inizio=System.currentTimeMillis();
try {
inputBad = new BufferedReader(new FileReader("../data/" +
"cRuleBad(28)toltaCodifica.fimi"));
outputBad = new BufferedWriter(new FileWriter("../data/" +
"tempoCalcoloRecuperoStat.log"));
outputBad.write("meanB varB meanCB varCB P(B) aB bB " +
"aBC bBC lambdaB lambdaBC alphaB alphaBC\n");
} catch (FileNotFoundException e) {
e.printStackTrace();
} catch (IOException ioe) {
ioe.printStackTrace();
}
/**PER OGNI VALORE BAD**/
int tot1=1;
long inizio1=System.currentTimeMillis();
while (true){
try {
inputDataset = new BufferedReader(new FileReader("../data/" +
"creditWithAge.fimi"));
} catch (FileNotFoundException e1) {
e1.printStackTrace();
}
try{
tokenRegolaBad = inputBad.readLine();
} catch(IOException e){
tempo = System.currentTimeMillis()-inizio1;
System.out.println("calcolo di "+tot1+" valori terminato" +
" in "+tempo+" millisecondi");
try {
log=new BufferedWriter(new FileWriter("../data/" +
"tempoCalcoloRecuperoStat.log"));
log.write("calcolo di "+tot1+" valori terminato" +
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" in "+tempo+" millisecondi");
log.flush();
} catch (IOException excc) {
excc.printStackTrace();
}
break;
}
StringTokenizer st=null;
try{
st = new StringTokenizer(tokenRegolaBad," ");
} catch (NullPointerException npex){
tempo = System.currentTimeMillis()-inizio1;
System.out.println("calcolo di "+tot1+" " +
"valori terminato in "+tempo+" millisecondi");
try {
log=new BufferedWriter(new FileWriter("../data/" +
"valoriStatisticiBad.log"));
log.write("calcolo di "+tot1+" valori " +
"terminato in "+tempo+" millisecondi");
log.flush();
} catch (IOException e) {
e.printStackTrace();
}
break;
}
attributiBad = new Vector<Integer>();
while(st.hasMoreTokens()){
String temp = st.nextToken();
if (temp.length()<=3){
attributiBad.add(new Integer(temp));
}
}
String resultTemp="";
resultTemp = calcola(attributiBad,inputDataset,28);
try {
outputBad.write(resultTemp+"\n");
outputBad.flush();
if (tot1%1000 == 0){
System.out.println("scrivo riga "+tot1); }
tot1++;
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} catch (IOException e) {
e.printStackTrace();
}
}
}
/**
* metodo che restituisce la stringa contenente tutte le variabili
* ricavata considerando il contesto contenuto in attributi
* ed il dataset dataset
*
* @param attributi
* @param dataset
* @param classe
* @return String contenente la riga da scrivere con tutte le var stat
*/
public static String calcola (Vector<Integer> attributi,
BufferedReader dataset,int classe){
Vector<Integer> valoriCorrispondentiEClasse = new Vector<Integer>();
Vector<Integer> valoriCorrispondenti = new Vector<Integer>();
/**MI SCORRO IL DATASET**/
while (true){
try {
String tmp = dataset.readLine();
StringTokenizer stok = new StringTokenizer(tmp," ");
int i=0;
Vector<Integer> tempor = new Vector<Integer>();
Integer age=null;
while (stok.hasMoreTokens()){
if (i==0){
age=Integer.parseInt(stok.nextToken());
i++;
continue;
}
tempor.add(new Integer(stok.nextToken()));
}
if (cointainedAll(attributi,tempor)){
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valoriCorrispondenti.add(age);
if (tempor.get(tempor.size()-1).intValue()==classe){
valoriCorrispondentiEClasse.add(age);
}
}
} catch (IOException e) {
break;
} catch (NullPointerException npe){
break;
}
}
double[] valB = new double[valoriCorrispondenti.size()];
double[] valCB = new double[valoriCorrispondentiEClasse.size()];
for (int i=0;i<valB.length;i++){
valB[i]=valoriCorrispondenti.get(i);
}
for (int j=0;j<valCB.length;j++){
valCB[j]=valoriCorrispondentiEClasse.get(j);
}
double sumB=0;
double minB=1000;
double maxB=0;
double sumCB=0;
double minCB=1000;
double maxCB=0;
double length=valB.length;
pB=length/1000;
/** PER B **/
//calcolo media, min, max
for (int k=0;k<valB.length;k++){
if (valB[k]<minB){
minB=valB[k];
}
if (valB[k]>maxB){
maxB=valB[k];
}
sumB+=valB[k];
}
meanB=sumB/valB.length;
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//calcolo varianza
varB=0;
for (int i=0;i<valB.length;i++){
varB= varB + ((meanB-valB[i])*(meanB-valB[i]));
}
varB=varB/valB.length;
/** PER CB **/
//calcolo media, min max
for (int k=0;k<valCB.length;k++){
if (valCB[k]<minCB){
minCB=valCB[k];
}
if (valB[k]>maxCB){
maxCB=valCB[k];
}
sumCB+=valCB[k];
}
meanCB=sumCB/valCB.length;
//calcolo varianza
varCB=0;
for (int i=0;i<valCB.length;i++){
varCB= varCB + ((meanCB-valCB[i])*(meanCB-valCB[i]));
}
varCB=varCB/valCB.length;
//costruisco string nel seguente modo:
//muB varB muCB varCB P(B) aB bB aCB bCB lambaB lambdaCB alphaB alphaCB
double lambdaB=1/meanB;
double lambdaCB=1/meanCB;
double alphaB=-(meanB/(minB-meanB));
double alphaCB=-(meanCB/(minCB-meanCB));
String ritorna=meanB+" "+varB+" "+meanCB+" "+varCB+" "+pB+" "+minB+
" "+maxB+" "+minCB+" "+maxCB+" "+lambdaB+" "+lambdaCB+" "+
alphaB+" "+alphaCB;
return ritorna;
}
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/**
* metodo che restituisce true se contenuto e’ un sottoinsieme
* di contenitore
* @param contenuto
* @param contenitore
* @return boolean
*/
public static boolean cointainedAll(Vector<Integer> contenuto,
Vector<Integer> contenitore) {
int numero=0;
for (int i=0;i<contenitore.size();i++){
for (int j=0;j<contenuto.size();j++){
if (contenuto.get(j).equals(contenitore.get(i))){
numero++;
}
}
}
boolean esito;
if(numero==contenuto.size()){
esito=true;
} else{esito=false;}
return esito;
}
}
Progetto: 4TrovaSoluzioni
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.io.FileWriter;
import java.io.IOException;
import java.util.StringTokenizer;
/**
* Classe che provvede a calcolare le soglie con le 5 distribuzioni
* prese in considerazione
* @author Diego Pennacchioli
*
*/
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public class CalcoloSoluzioni {
public static double alpha=1.5;
public static double meanB, varB, meanBC, varBC, pB, aB, bB, aBC;
public static double bBC, lambdaB, lambdaBC, alphaB;
public static double alphaBC,stDevB,stDevBC,cB,cBC;
public static double aGauss,bGauss,cGauss,solGauss,solGauss1;
public static double solGauss2,solExp,kTri,hTri,solTri;
public static double aLog,bLog,cLog,solLog1,solLog2,solLog;
public static double solPareto,minAge=1000,maxAge=0;
public static String expSol,triSol;
public static long inizio;
public static int countBadGauss=0,countBadExp=0;
public static long countBadTri=0,countBadLog=0,countBadPar=0;
public static BufferedReader br,dataset;
public static BufferedWriter output,log,log2;
/**
* metodo main
* @param args
*/
public static void main(String[] args) {
try {
log=new BufferedWriter(new FileWriter("../data/" +
"valoriStatisticiBad.log"));
log2=new BufferedWriter(new FileWriter("../data/" +
"soglieTrovateGoodGauss.log"));
} catch (FileNotFoundException e) {
e.printStackTrace();
} catch (IOException ioe){
ioe.printStackTrace();
}
/** CALCOLO ETA MINIMA E MASSIMA NEL DATASET **/
try {
dataset=new BufferedReader(new FileReader("../data/" +
"creditWithAge.fimi"));
} catch (FileNotFoundException e2) {
e2.printStackTrace();
}
//per ogni riga del dataset
while (true){
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String temp="";
try {
temp = dataset.readLine();
} catch (IOException e2) {
e2.printStackTrace();
}
try{
StringTokenizer s = new StringTokenizer(temp," ");
Double letto = Double.parseDouble(s.nextToken());
double read = letto.doubleValue();
if (minAge>read){
minAge=read;
}
if (maxAge<read){
maxAge=read;
}
} catch(NullPointerException i){
System.out.println("trovati min e max: "+minAge+" "+maxAge);
try {
log.write("Valore minimo eta’ su tutto il dataset:" +
" "+minAge+"\n");
log.write("Valore massimo eta’ su tutto il dataset:" +
" "+maxAge+"\n");
log.flush();
} catch (IOException e) {
e.printStackTrace();
}
break;
}
}
try {
br=new BufferedReader(new FileReader("../data/" +
"valoriStatisticiBad.csv"));
output=new BufferedWriter(new FileWriter("../data/" +
"SourcesoluzioniBad.dat"));
} catch (FileNotFoundException e) {
e.printStackTrace();
} catch (IOException ioe){
ioe.printStackTrace();
}
boolean cicla=true;
String riga="";
try {
log2.write("valoreAlpha soglia\n");
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log2.flush();
} catch (IOException e1) {
e1.printStackTrace();
}
int i=0;
inizio=System.currentTimeMillis();
//per ogni crule di contesto
while(cicla){
try {
riga=br.readLine();
} catch (IOException e) {
e.printStackTrace();
} catch (NullPointerException npe){
System.out.println("finito");
try {
log.write("operazione terminata per "+i+" " +
"record in "+(System.currentTimeMillis()
-inizio)+" millisecondi\n");
log.flush();
} catch (IOException e) {
e.printStackTrace();
}
break;
}
try{
if (riga.equals("null")){
cicla=false;
break;
}
} catch (NullPointerException npexc){
System.out.println("finito");
try {
log.write("operazione terminata per "+i+
" record in "+(System.currentTimeMillis()-inizio)
+" millisecondi\n");
log.flush();
} catch (IOException e) {
e.printStackTrace();
}
break;
}
String out=calcolo(riga)+"\n ";
try {
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output.write(out);
output.flush();
} catch (IOException e) {
e.printStackTrace();
}
if (i%10000==0){
System.out.println("elaboro riga "+i+" alpha= "+alpha);
}
i++;
}
/** REPORT **/
//log bad lo1 good
try {
log.write("valori utili trovati con Gaussiana ed Alpha=" +
"1.5: "+countBadGauss+"\n");
log.write("<da qui i valori sono solo per alpha=1.5>\n");
log.write("valori utili trovati con Esponenziale Negativa:" +
" "+countBadExp+"\n");
log.write("valori utili trovati con Triangolare: "
+countBadTri+"\n");
log.write("valori utili trovati con LogNormale: "+
countBadLog+"\n");
log.write("valori utili trovati con Paretiana: "+
countBadPar+"\n");
log.flush();
} catch (IOException e) {
e.printStackTrace();
}
}
/**
* metodo che, passandogli la Stringa contenente tutte le variabili
* statistiche, produce in output la stringa contenente
* le soglie
* @param input
* @return
*/
public static String calcolo(String input){
StringTokenizer st = new StringTokenizer(input," ");
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int i=0;
while (st.hasMoreTokens()){
if (i==0){
String meanBst=st.nextToken();
Double tmp = Double.parseDouble(meanBst);
meanB=tmp.doubleValue();
i++;
}
if (i==1){
String varBst=st.nextToken();
Double tmp = Double.parseDouble(varBst);
varB=tmp.doubleValue();
i++;
}
if (i==2){
String meanBCst=st.nextToken();
Double tmp = Double.parseDouble(meanBCst);
meanBC=tmp.doubleValue();
i++;
}
if (i==3){
String varBCst=st.nextToken();
Double tmp = Double.parseDouble(varBCst);
varBC=tmp.doubleValue();
i++;
}
if (i==4){
String pBst=st.nextToken();
Double tmp = Double.parseDouble(pBst);
pB=tmp.doubleValue();
i++;
}
if (i==5){
String aBst=st.nextToken();
Double tmp = Double.parseDouble(aBst);
aB=tmp.doubleValue();
i++;
}
if (i==6){
String bBst=st.nextToken();
Double tmp = Double.parseDouble(bBst);
bB=tmp.doubleValue();
i++;
}
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if (i==7){
String aBCst=st.nextToken();
Double tmp = Double.parseDouble(aBCst);
aBC=tmp.doubleValue();
i++;
}
if (i==8){
String bBCst=st.nextToken();
Double tmp = Double.parseDouble(bBCst);
bBC=tmp.doubleValue();
i++;
}
if (i==9){
String lambdaBst=st.nextToken();
Double tmp = Double.parseDouble(lambdaBst);
lambdaB=tmp.doubleValue();
i++;
}
if (i==10){
String lambdaBCst=st.nextToken();
Double tmp = Double.parseDouble(lambdaBCst);
lambdaBC=tmp.doubleValue();
i++;
}
if (i==11){
String alphaBst=st.nextToken();
Double tmp = Double.parseDouble(alphaBst);
alphaB=tmp.doubleValue();
i++;
}
if (i==12){
String alphaBCst=st.nextToken();
Double tmp = Double.parseDouble(alphaBCst);
alphaBC=tmp.doubleValue();
i++;
}
}
stDevB=Math.sqrt(varB);
stDevBC=Math.sqrt(varBC);
cB=(3*meanB)-aB-bB;
cBC=(3*meanBC)-aBC-bBC;
/** ora ho tutti i valori **/
String ritorna="";
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/**GAUSSIANA**/
aGauss=varBC-varB;
bGauss=2*((varB*meanBC)-(varBC*meanB));
cGauss=(varBC*meanB*meanB)-(varB*meanBC*meanBC)-
(Math.log((alpha*stDevBC)/(pB*stDevB))*2*varB*varBC);
if (aGauss>0){
if(bGauss==0 && cGauss!=0){
if((Math.sqrt(((-cGauss)/aGauss)))>minAge &&
(Math.sqrt(((-cGauss)/aGauss)))<maxAge){
countBadGauss++;
ritorna=ritorna+">"+(String.valueOf((Math.sqrt
(((-cGauss)/aGauss)))))+" ";
}else {ritorna=ritorna+"no ";}
}
if (cGauss==0 && bGauss!=0){
if((-(bGauss/aGauss))>minAge && (-(bGauss/aGauss))
<maxAge && (-(bGauss/aGauss))>0){
countBadGauss++;
ritorna=ritorna+">"+String.valueOf((-(bGauss/aGauss)))+" ";
} else{ritorna=ritorna+"no ";}
}
if (bGauss!=0 && cGauss!=0){
solGauss1=(-bGauss-(Math.sqrt((bGauss*bGauss)-
(4*aGauss*cGauss))))/(2*aGauss);
solGauss2=(-bGauss+(Math.sqrt((bGauss*bGauss)-
(4*aGauss*cGauss))))/(2*aGauss);
if (solGauss1>solGauss2){
solGauss=solGauss1;
} else{solGauss=solGauss2;}
if (solGauss>minAge && solGauss<maxAge){
countBadGauss++;
ritorna=ritorna+">"+String.valueOf(solGauss)+" ";
} else{ritorna=ritorna+"no ";}
}
if (bGauss==0 && cGauss==0){
ritorna=ritorna+"no ";
}
}
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if (aGauss<0){
if (bGauss==0 && cGauss!=0){
ritorna=ritorna+"no ";
}
if (cGauss==0 && bGauss!=0){
if(((-bGauss)/aGauss) >0 && ((-bGauss)/aGauss)>minAge
&& ((-bGauss)/aGauss)<maxAge ){
countBadGauss++;
ritorna=ritorna+">"+String.valueOf(((-bGauss)/aGauss))+" ";
}
}
if (bGauss!=0 && cGauss!=0){
solGauss1=(-bGauss+(Math.sqrt((bGauss*bGauss)-
(4*aGauss*cGauss))))/(2*aGauss);
solGauss2=(-bGauss-(Math.sqrt((bGauss*bGauss)-
(4*aGauss*cGauss))))/(2*aGauss);
if (solGauss1<solGauss2){
solGauss=solGauss1;
} else{solGauss=solGauss2;}
if (solGauss>minAge && solGauss<maxAge){
countBadGauss++;
ritorna=ritorna+">"+String.valueOf(solGauss)+" ";
}else {ritorna=ritorna+"no ";}
}
if (bGauss==0 && cGauss==0){
ritorna=ritorna+"no ";
}
}
if (aGauss==0){
if(bGauss>0){
solGauss=-(cGauss/bGauss);
if (solGauss>minAge && solGauss<maxAge){
countBadGauss++;
ritorna=ritorna+"<"+solGauss+" ";
}else{ritorna=ritorna+"no ";}
}else{ritorna=ritorna+"no ";}
}
/**ESPONENZIALE NEGATIVA**/
expSol="";
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if (lambdaBC-lambdaB==0){
expSol="no ";
}
if (lambdaBC-lambdaB>0){
solExp=(Math.log((lambdaBC*pB)/(alpha*lambdaB))/
(lambdaBC-lambdaB));
if (solExp>minAge && solExp<maxAge){
expSol = "<"+String.valueOf(solExp)+" ";
countBadExp++;
}else {expSol="no ";}
}
if (lambdaBC-lambdaB<0){
solExp=(Math.log((lambdaBC*pB)/(alpha*lambdaB))/
(lambdaBC-lambdaB));
if (solExp>minAge && solExp<maxAge){
expSol = "<"+String.valueOf(solExp)+" ";
countBadExp++;
} else {expSol="no ";}
}
ritorna=ritorna+expSol;
/** UTILIZZO FUNZIONE TRIANGOLARE **/
//N.B. si prendera’ solo il caso c<x<b
kTri=2*((pB * (bB-aB) * (bB-cB)) - (alpha * (bBC+aBC)
* (bBC - cBC)));
hTri=(2 * bBC * (pB * (bB-aB) * (bB-cB))) - (2 * bB *
(alpha * (bBC-aBC) * (bBC - cBC)));
solTri=hTri/kTri;
if (kTri<0 && solTri>minAge && solTri<maxAge){
triSol=">"+String.valueOf(solTri);
countBadTri++;
} else{triSol="no";}
ritorna=ritorna+triSol+" ";
/** LOGONORMALE **/
aLog=2*(varBC-varB);
bLog=4*((varBC*meanB)-(varB-meanBC));
cLog=2*((2*(varB*varBC*Math.log((stDevB*pB)))) + (varB*meanBC*meanBC)
- (2*(varB*varBC*(Math.log((alpha*stDevBC))))) -
(varBC*meanB*meanB));
if (aLog>0){
if(bLog==0 && cLog!=0){
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if(Math.pow(Math.E,(Math.sqrt(((-cLog)/aLog))))>minAge &&
Math.pow(Math.E,(Math.sqrt(((-cLog)/aLog))))<maxAge){
countBadLog++;
ritorna=ritorna+">"+(String.valueOf(Math.pow(Math.E,
(Math.sqrt(((-cLog)/aLog))))))+" ";
}else {ritorna=ritorna+"no ";}
}
if (cLog==0 && bLog!=0){
if(Math.pow(Math.E,(-(bGauss/aGauss)))>minAge &&
Math.pow(Math.E,(-(bGauss/aGauss)))<maxAge && Math.pow
(Math.E,(-(bGauss/aGauss)))>0){
countBadLog++;
ritorna=ritorna+">"+String.valueOf(Math.pow(Math.E,
(-(bGauss/aGauss))))+" ";
} else{ritorna=ritorna+"no ";}
}
if (bLog!=0 && cLog!=0){
solLog1=(-bLog-(Math.sqrt((bLog*bLog)-(4*aLog*cLog))))/
(2*aLog);
solLog2=(-bLog+(Math.sqrt((bLog*bLog)-(4*aLog*cLog))))/
(2*aLog);
if (solLog1>solLog2){
solLog=solLog1;
} else{solLog=solLog2;}
solLog=Math.pow(Math.E, solLog);
if (solLog>minAge && solLog<maxAge){
countBadLog++;
ritorna=ritorna+">"+String.valueOf(solLog)+" ";
} else{ritorna=ritorna+"no ";}
}
if (bLog==0 && cLog==0){
ritorna=ritorna+"no ";
}
}
if (aLog<0){
if (bLog==0 && cLog!=0){
ritorna=ritorna+"no ";
}
if (cLog==0 && bLog!=0){
if(Math.pow(Math.E,((-bLog)/aLog)) >0 && Math.pow(Math.E,
((-bLog)/aLog))>minAge && Math.pow(Math.E,((-bLog)/aLog))<maxAge ){
countBadLog++;
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ritorna=ritorna+">"+String.valueOf(Math.pow(Math.E,
((-bLog)/aLog)))+" ";
}
}
if (bLog!=0 && cLog!=0){
solLog1=Math.pow(Math.E,(-bLog+(Math.sqrt((bLog*bLog)-
(4*aLog*cLog))))/(2*aLog));
solLog2=Math.pow(Math.E,(-bLog-(Math.sqrt((bLog*bLog)-
(4*aLog*cLog))))/(2*aLog));
if (solLog1<solLog2){
solLog=solLog1;
} else{solLog=solLog2;}
if (solLog>minAge && solLog<maxAge){
countBadLog++;
ritorna=ritorna+">"+String.valueOf(solLog)+" ";
}else {ritorna=ritorna+"no ";}
}
if (bLog==0 && cLog==0){
ritorna=ritorna+"no ";
}
}
if (aLog==0){
if(bLog>0){
solLog=Math.pow(Math.E,-(cGauss/bGauss));
if (solLog>minAge && solLog<maxAge){
countBadLog++;
ritorna=ritorna+"<"+solLog+" ";
}else{ritorna=ritorna+"no ";}
}else{ritorna=ritorna+"no ";}
}
/** PARETIANA **/
if((alphaBC-alphaB)>0){
ritorna = ritorna+"no";
}
if((alphaBC-alphaB)<0){
solPareto=Math.pow(((alphaBC*pB*Math.pow(aBC,alphaBC))/
(alpha*alphaB*Math.pow(aB, alphaB))),
(1/(alphaB-alphaBC)));
if(solPareto>minAge && solPareto<maxAge){
ritorna = ritorna+"<"+String.valueOf(solPareto)+" ";
countBadPar++;
}else{ritorna=ritorna+"no ";}
}
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if((alphaBC-alphaB)==0){
ritorna=ritorna+"no ";
}
return ritorna;
}
}
Progetto: 5AggiungiSupporto
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.io.FileWriter;
import java.io.IOException;
import java.util.StringTokenizer;
import java.util.Vector;
/**
* classe che aggiunge il supporto alle regole significative
* @author Diego Pennacchioli
*
*/
public class AggiungiSupporto {
static BufferedReader suppBad,solBad;
static BufferedWriter finalBad;
/**
* metodo main
* @param args
*/
public static void main(String[] args){
try {
suppBad=new BufferedReader(new FileReader("../data/" +
"CopyofcRuleBad(28)toltaCodifica.fimi"));
solBad=new BufferedReader(new FileReader("../data/" +
"SourcesoluzioniBad.dat"));
} catch (FileNotFoundException e) {
e.printStackTrace();
}
try {
finalBad=new BufferedWriter (new FileWriter("soluzioniBad.dat"));
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finalBad.write("sogliaGaussAlpha=4 sogliaGaussAlpha=3 " +
"sogliaExp sogliaTri sogliaLog sogliaPar supportoRegola\n");
finalBad.flush();
} catch (IOException e) {
e.printStackTrace();
}
String ritorna="",temp;
StringTokenizer st=null,st1=null;
long inizio=System.currentTimeMillis();
while (true){
try {
ritorna=solBad.readLine();
temp=suppBad.readLine();
try{
st = new StringTokenizer(temp," ");
}catch(NullPointerException npe){
System.out.println("tempo di completamento: "+(System.
currentTimeMillis()-inizio)+" millisecondi");
break;
}
Vector<String> vect = new Vector<String>();
while (st.hasMoreTokens()){
vect.add(st.nextToken());
}
st1=new StringTokenizer(vect.get(vect.size()-1), ",");
ritorna=ritorna+" | supp="+st1.nextToken().substring(1);
finalBad.write(ritorna+"\n");
finalBad.flush();
} catch (IOException e) {
e.printStackTrace();
}
}
}
}
Progetto: 5EliminaRegoleSenzaRisultatiSignificativi
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.io.FileWriter;
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import java.io.IOException;
import java.util.StringTokenizer;
/**
* classe che elimina le soglie non significative per il
* dataset in questione, alla fine ci sono vari output
* quello preso in esame e’ stato finalBadSoloGaussESup20.dat
* @author WinDie
*
*/
public class PulisciRegole {
static BufferedReader regole,soglie;
static BufferedWriter soluzioni,soluzioniSenzaTri,soloGauss,soloGaussESupp20;
static StringTokenizer st,st1,stTri;
String[] soglieString;
static String tmp;
/**
* metodo main
* @param args
*/
public static void main(String[] args) {
long i=0,j=0;
try {
regole=new BufferedReader(new FileReader("../data/" +
"cRuleBad(28)toltaCodifica.fimi"));
soglie=new BufferedReader(new FileReader("../data/" +
"soluzioniBad.dat"));
soglie.readLine();
} catch (FileNotFoundException e) {
e.printStackTrace();
} catch(IOException ioexc){
ioexc.printStackTrace();
}
try {
soluzioni=new BufferedWriter(new FileWriter("../data/" +
"finalBad.dat"));
soluzioni.write("sogliaGaussAlpha=4 sogliaGaussAlpha=3 " +
"sogliaExp sogliaTri sogliaLog sogliaPar | " +
"supportoRegola | regola\n");
soluzioni.flush();
soluzioniSenzaTri=new BufferedWriter(new FileWriter("../data/" +
"finalBadSenzaTri.dat"));
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soluzioniSenzaTri.write("sogliaGaussAlpha=4 sogliaGaussAlpha=3 " +
"sogliaExp sogliaTri sogliaLog sogliaPar | " +
"supportoRegola | regola\n");
soluzioniSenzaTri.flush();
soloGauss=new BufferedWriter(new FileWriter("../data/" +
"finalBadSoloGauss.dat"));
soloGauss.write("sogliaGauss2,supportoRegola,regola\n");
soloGauss.flush();
soloGaussESupp20=new BufferedWriter(new FileWriter("../data/" +
"finalBadSoloGaussESup20.dat"));
soloGaussESupp20.write("sogliaGauss2,supportoRegola," +
"regola\n");
soloGaussESupp20.flush();
} catch (IOException e1) {
e1.printStackTrace();
}
String tempRegole="",tempSoglie="";
while (true){
try {
tempRegole=regole.readLine();
tempSoglie=soglie.readLine();
} catch (IOException e) {
e.printStackTrace();
}
try{
st=new StringTokenizer(tempSoglie,"|");
}catch(NullPointerException e){
System.out.println("trovate "+i+" regole con almeno una " +
"soglia utile\ntrovate "+j+" regole che hanno una soglia " +
"non data dalla triangolare");
break;
}
String valori=st.nextToken();
if (valori.equals(" no no no no no no ") ||
valori.equals(" no no no no no no ")){
continue;
}else{
i++;
//String supporto = st.nextToken();
st1=new StringTokenizer(tempRegole,"[");
tmp=st1.nextToken();
try {
soluzioni.write(tempSoglie+" | "+tmp+"\n");
soluzioni.flush();
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} catch (IOException e) {
e.printStackTrace();
}
}
stTri=new StringTokenizer(valori," ");
String tempor1 = stTri.nextToken();
String tempor2 = stTri.nextToken();
String tempor3 = stTri.nextToken();
stTri.nextToken();
String tempor4 = stTri.nextToken();
if (tempor1.equals("no") && tempor2.equals("no") &&
tempor3.equals("no") && tempor4.equals("no")){
continue;
}else{
try {
soluzioniSenzaTri.write(tempSoglie+" | "+tmp+"\n");
soluzioniSenzaTri.flush();
j++;
} catch (IOException e) {
e.printStackTrace();
}
}
if (!tempor2.equals("no")){
StringTokenizer st3=new StringTokenizer(tempSoglie,"|");
String sup=st3.nextToken();
sup=st3.nextToken();
sup=sup.substring(6);
String onlyGauss=tempor2+","+sup+","+tmp+"\n";
try {
soloGauss.write(onlyGauss);
soloGauss.flush();
} catch (IOException e) {
e.printStackTrace();
}
Integer tempSupt=Integer.parseInt(sup);
int tempSup=tempSupt.intValue();
if (tempSup>=20){
try {
soloGaussESupp20.write(onlyGauss);
soloGaussESupp20.flush();
} catch (IOException e) {
e.printStackTrace();
}
}
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}
}
}
}
Progetto: 6TestConNDCR
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.File;
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.io.FileWriter;
import java.io.IOException;
import java.util.StringTokenizer;
import java.util.Vector;
/**
* clasee che implementa la verifica di B-NDCR
* utilizzando NDCR
* @author Diego Pennacchioli
*
*/
public class TestNDCR {
static BufferedReader inputSoglia,inputDataset;
static BufferedWriter outputDisc,outputOpt;
static long inizio;
static Vector<String> soglieFatte;
/**
* metodo main
* @param args
*/
public static void main(String[] args){
soglieFatte=new Vector<String>();
inizio=System.currentTimeMillis();
String intestazione1="@relation german_credit-weka." +
"filters.unsupervised.attribute." +
"Discretize-O-B5-M-1.0-Rfirst-last\n"+"\n"+
"@attribute checking_status {<0,0<=X<200,>=200,’no checking’}\n"+
"@attribute duration {’\’(-inf-17.6]\’’,’\’(17.6-31.2]\’’," +
"’\’(31.2-inf)\’’}\n"+
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"@attribute credit_history {’no credits/all paid’,’all paid’," +
"’existing paid’,’delayed previously’,’critical/other " +
"existing credit’}\n"+
"@attribute purpose {’new car’,’used car’,furniture/equipment," +
"radio/tv,’domestic appliance’,repairs,education," +
"vacation,retraining,business,other}\n"+
"@attribute credit_amount {’\’(-inf-3884.8]\’’,’\’(3884" +
".8-7519.6]\’’,’\’(7519.6-11154.4]\’’,’\’(11154.4-14789" +
".2]\’’,’\’(14789.2-inf)\’’}\n"+
"@attribute savings_status {<100,100<=X<500,500<=X<1000," +
">=1000,’no known savings’}\n"+
"@attribute employment {unemployed,<1,1<=X<4," +
"4<=X<7,>=7}\n"+
"@attribute installment_commitment {’\’(-inf-1.6]\’’,’\’(1.6-" +
"2.2]\’’,’\’(2.2-2.8]\’’,’\’(2.8-inf)\’’}\n"+
"@attribute other_parties {none,’co applicant’,guarantor}\n"+
"@attribute residence_since {’\’(-inf-1.6]\’’,’\’(1.6-" +
"2.2]\’’,’\’(2.2" +
"-2.8]\’’,’\’(2.8-inf)\’’}\n"+
"@attribute property_magnitude {’real estate’,’life insurance’,"+
"car,’no known property’}\n"+
"@attribute age {";
String intestazione2="}\n"+
"@attribute other_payment_plans {bank,stores,none}\n"+
"@attribute housing {rent,own,’for free’}\n"+
"@attribute existing_credits {’\’(-inf-1.6]\’’,’\’(1.6-" +
"2.2]\’’,’\’(2.2-inf)\’’}\n"+
"@attribute job {’unemp/unskilled non res’,’unskilled " +
"resident’,skilled,’high qualif/self emp/mgmt’}\n"+
"@attribute num_dependents {’\’(-inf-1" +
".2]\’’,’\’(1.2-inf)\’’}\n"+
"@attribute own_telephone {none,yes}\n"+
"@attribute class {good,bad}\n\n@data\n\n";
int ciclo=0;
try {
inputSoglia=new BufferedReader(new FileReader("../data/" +
"finalBadSoloGaussESup20.dat"));
inputSoglia.readLine();
} catch (FileNotFoundException e) {
e.printStackTrace();
} catch(IOException ioe){
ioe.printStackTrace();
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}
int i=0;
//per ogni regola
while(true){
String temp="";
try {
temp=inputSoglia.readLine();
} catch (IOException e) {
break;
}
StringTokenizer soglia;
try{
soglia=new StringTokenizer(temp,",");
}catch(NullPointerException e){
break;
}
///crea directory
String valueSoglia=soglia.nextToken().substring(1, 3);
if(!contiene(soglieFatte,valueSoglia)){
soglieFatte.add(valueSoglia);
String Dir = "../ndcr/bin/working"+valueSoglia;
boolean success = (new File(Dir)).mkdirs();
boolean success1 = (new File(Dir+"/5")).mkdirs();
boolean success2 = (new File(Dir+"/10")).mkdirs();
boolean success3 = (new File(Dir+"/3")).mkdirs();
boolean success4 = (new File(Dir+"/eps")).mkdirs();
boolean success5 = (new File(Dir+"/plt")).mkdirs();
if (success){
System.out.println("Ho creato: " + Dir);
}else{
System.out.println("Impossibile creare: " + Dir);
}
///fine crea directory
try {
outputDisc=new BufferedWriter(new FileWriter(Dir+
"/credit.arff"));
} catch (IOException e1) {
e1.printStackTrace();
}
try {
inputDataset=new BufferedReader(new FileReader("../data/" +
"creditWithAgeWithoutForeignAndStatus.csv"));
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} catch (FileNotFoundException e1) {
e1.printStackTrace();
}
Double sogliaa=Double.parseDouble(valueSoglia);
double sog=sogliaa.doubleValue();
try {
outputDisc.write(intestazione1);
outputDisc.write(">"+sog+",<="+sog);
outputDisc.write(intestazione2);
outputDisc.flush();
outputOpt=new BufferedWriter(new FileWriter(Dir+
"/credit.opt"));
outputOpt.write("class=bad\nclass=good\n%\nage=>"+sog+
"\n%\nage=>"+sog+"\nage=<="+sog);
outputOpt.flush();
} catch (IOException e1) {
e1.printStackTrace();
}
String record="";
//per ogni riga del dataset e per quella soglia
while(true){
String tempor="";
try {
tempor=inputDataset.readLine();
} catch (IOException e) {
break;
}
StringTokenizer stok;
try{
stok = new StringTokenizer(tempor,",");
}catch(NullPointerException npex){
break;
}
int j=0;
String discretizzato="";
//scorro gli attributi
while(stok.hasMoreTokens()){
String ttemp=stok.nextToken();
if (j==0){
discretizzato=ttemp;
j++;
}else if(j==1){
Double tmp=Double.parseDouble(ttemp);
double tmp1=tmp.doubleValue();
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if(tmp1<17.6){
discretizzato=discretizzato+
",’’(-inf-17.6]’’";
}else if(tmp1<31.2){
discretizzato=discretizzato+
",’’(17.6-31.2]’’";
}else{discretizzato=discretizzato+
",’’(31.2-inf)’’";}
j++;
}else if(j==4){
Double tmp=Double.parseDouble(ttemp);
double tmp1=tmp.doubleValue();
if (tmp1<3884.8){
discretizzato=discretizzato+
",’’(-inf-3884.8]’’";
}else if(tmp1<7519.6){
discretizzato=discretizzato+
",’’(3884.8-7519.6]’’";
}else if(tmp1<11154.4){
discretizzato=discretizzato+
",’’(7519.6-11154.4]’’";
}else if(tmp1<14789.2){
discretizzato=discretizzato+
",’’(11154.4-14789.2]’’";
}else{discretizzato=discretizzato+
",’’(14789.2-inf)’’";}
j++;
}
else if (j==7){
Double tmp=Double.parseDouble(ttemp);
double tmp1=tmp.doubleValue();
if (tmp1<1.6){
discretizzato=discretizzato+
",’’(-inf-1.6]’’";
}else if (tmp1<2.2){
discretizzato=discretizzato+
",’’(1.6-2.2]’’";
}else if (tmp1<2.8){
discretizzato=discretizzato+
",’’(2.2-2.8]’’";
}else {discretizzato=discretizzato+
",’’(2.8-inf)’’";}
j++;
}
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else if (j==9){
Double tmp=Double.parseDouble(ttemp);
double tmp1=tmp.doubleValue();
if (tmp1<1.6){
discretizzato=discretizzato+
",’’(-inf-1.6]’’";
}else if (tmp1<2.2){
discretizzato=discretizzato+
",’’(1.6-2.2]’’";
}else if (tmp1<2.8){
discretizzato=discretizzato+
",’’(2.2-2.8]’’";
}else{discretizzato=discretizzato+
",’’(2.8-inf)’’";}
j++;
}
else if(j==14){
Double tmp=Double.parseDouble(ttemp);
double tmp1=tmp.doubleValue();
if (tmp1<1.6){
discretizzato=discretizzato+
",’’(-inf-1.6]’’";
}else if (tmp1<2.2){
discretizzato=discretizzato+
",’’(1.6-2.2]’’";
}else{discretizzato=discretizzato+
",’’(2.2-inf)’’";}
j++;
}
else if(j==16){
Double tmp=Double.parseDouble(ttemp);
double tmp1=tmp.doubleValue();
if (tmp1<1.2){
discretizzato=discretizzato+
",’’(-inf-1.2]’’";
}else{discretizzato=discretizzato+
",’’(1.2-inf)’’";}
j++;
}
else if (j!=11){
discretizzato=discretizzato+","+ttemp;
j++;
}else {
Double eta=Double.parseDouble(ttemp);
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double age=eta.doubleValue();
if (age>sog){
discretizzato=discretizzato+",>"+sog;
}else{
discretizzato=discretizzato+",<="+sog;
}
j++;
}
}
try {
outputDisc.write(discretizzato+"\n");
outputDisc.flush();
} catch (IOException e) {
e.printStackTrace();
}
}
soglia.nextToken();
try {
BufferedWriter regola=new BufferedWriter(
new FileWriter(Dir+"/regola.txt"));
regola.write(soglia.nextToken());
regola.flush();
} catch (IOException e) {
e.printStackTrace();
}
try {
BufferedWriter ndar = new BufferedWriter
(new FileWriter("../ndcr/bin/ndar.props"));
String opts="wDir=working"+valueSoglia+"\ndataset=" +
"credit\n\nmin_support" +
"=10\nmin_supp=0.01\nmin_conf=0.0\nmax_len=" +
"9999\nalpha=1.5\n\n"+
"arff2fimi=true\nfp_extract=true\nfp_select=true\nch" +
"eck_direct=true\ncheck_negated=false\ncheck_inferred=" +
"false\ndistribution=false\n"+
"output=true\ndecode=true";
ndar.write(opts);
ndar.flush();
} catch (IOException e) {
e.printStackTrace();
}
System.out.println("eseguo NDCR per la "+ciclo+" volta");
ciclo++;
File f = new File("../ndcr/bin");
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System.out.println(f.getAbsolutePath());
try {
Process run = Runtime.getRuntime().exec("run.bat " +
"ndar.props >log"+valueSoglia+".txt");
try {
run.waitFor();
} catch (InterruptedException e) {
e.printStackTrace();
}
} catch (IOException e) {
e.printStackTrace();
}
i++;
}
}
}
/**
* metodo che restituisce true se la String string e’ un elemento
* del Vector vect
* @param vect
* @param string
* @return boolean
*/
public static boolean contiene(Vector<String> vect,String string){
boolean contiene=false;
for (int i=0;i<vect.size();i++){
if (vect.get(i).equals(string)){
contiene=true;
break;
}
}
return contiene;
}
}
Progetto: 7AltroTest
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.io.FileWriter;
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import java.io.IOException;
import java.util.StringTokenizer;
/**
* classe che provvede a costruire il dataset
* German Credit in fimi con l’eta’ in testa
* @author WinDie
*
*/
public class CostruisciDataset {
static BufferedWriter output;
static BufferedReader inputAge,inputFimi;
static String tempAge="",tempFimi="";
/**
* metodo main
* @param args
*/
public static void main(String[] args) {
try {
output=new BufferedWriter(new FileWriter("../data/" +
"creditWithContinousAge.fimi"));
} catch (IOException e1) {
e1.printStackTrace();
}
try {
inputAge=new BufferedReader(new FileReader("../data/" +
"creditAge.arff"));
inputFimi=new BufferedReader(new FileReader("../data/" +
"credit.fimi"));
} catch (FileNotFoundException e) {
e.printStackTrace();
}
while(true){
try {
tempAge=inputAge.readLine();
tempFimi=inputFimi.readLine();
} catch (IOException e) {
e.printStackTrace();
}
boolean bad;
StringTokenizer st1=null;
try{
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st1=new StringTokenizer(tempAge, ",");
}catch(NullPointerException e){
break;
}
for (int i=0;i<12;i++){
st1.nextToken();
}
tempFimi=st1.nextToken()+","+tempFimi;
try {
output.write(tempFimi+"\n");
output.flush();
} catch (IOException e) {
e.printStackTrace();
}
}
}
/**
* metodo che controlla se nella Stringa riga
* e’ presente il valore 30
* @param riga
* @return boolean
* @throws NullPointerException
*/
public static boolean contains30(String riga) throws NullPointerException{
StringTokenizer st=null;
boolean ritorna=false;
st=new StringTokenizer(riga, " ");
while(st.hasMoreTokens()){
if (st.nextToken().equals("30")){
ritorna=true;
break;
}
}
return ritorna;
}
}
import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.io.FileWriter;
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import java.io.IOException;
import java.util.StringTokenizer;
import java.util.Vector;
/**
* classe che esegue la verifica vera a propria
* @author Diego Pennacchioli
*
*/
public class ValidazionePerTest {
static BufferedWriter output;
static BufferedReader regole=null,creditBad=null;
static String tempCredit="",tempRegole="",regola="";
static double abc=0,ab=0,bc=0,b=0,age,age2,res;
static Double temp,temp2;
static int conta,contaTot;
/**
* metodo main
* @param args
*/
public static void main(String args[]){
try {
output=new BufferedWriter(new FileWriter("../data/" +
"rulesWithElift.dat"));
} catch (IOException e2) {
e2.printStackTrace();
}
try {
regole=new BufferedReader(new FileReader("../data/" +
"finalBadSoloGaussESup20CodificateNDCR-NEW.dat"));
} catch (FileNotFoundException e) {
e.printStackTrace();
}
try {
regole.readLine();
} catch (IOException e1) {
e1.printStackTrace();
}
while(true){
abc=0;
ab=0;
bc=0;
b=0;
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try {
tempRegole=regole.readLine();
} catch (IOException e) {
e.printStackTrace();
}
StringTokenizer st=null;
try{
st=new StringTokenizer(tempRegole,",");
}catch(NullPointerException e){
break;
}
temp=Double.parseDouble(st.nextToken().substring(1,3));
age=temp.doubleValue();
st.nextToken();
regola=st.nextToken();
try {
creditBad=new BufferedReader(new FileReader("../data/" +
"creditWithContinousAge.fimi"));
} catch (FileNotFoundException e) {
e.printStackTrace();
}
while(true){
try {
tempCredit=creditBad.readLine();
} catch (IOException e) {
e.printStackTrace();
}
StringTokenizer st1=null;
try{
st1=new StringTokenizer(tempCredit,",");
}catch(NullPointerException e){
System.out.println("finita una regola");
break;
}
temp2=Double.parseDouble(st1.nextToken());
age2=temp2.doubleValue();
String record=st1.nextToken();
//A vale
if (age2>age){
if (containsBC(record,regola)){
abc++;
ab++;
bc++;
b++;
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}else if(containsB(record,regola)){
ab++;
b++;
}
}else{
if (containsBC(record,regola)){
bc++;
b++;
}else if(containsB(record,regola)){
b++;
}
}
}
res=(abc/ab)/(bc/b);
if(res>=1.5){
conta++;
}
if (ab!=0 && b!=0){
contaTot++;
}
tempRegole=tempRegole+"[ "+abc+" "+ab+" "+bc+" "+b+" ]"
+" ELIFT= "+res;
try {
output.write(tempRegole+"\n");
output.flush();
} catch (IOException e) {
e.printStackTrace();
}
}
try {
output.write("trovate "+conta+" regole su "+contaTot+
" per le quali la cosa funziona!!\n");
output.flush();
} catch (IOException e) {
e.printStackTrace();
}
}
/**
* metodo che controlla se rec sia di classe bad
* e contiene tutto il contesto rule
* @param rec
* @param rule
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* @return boolean
*/
public static boolean containsBC(String rec, String rule){
boolean ritorna=false;
boolean isBad=false;
StringTokenizer st=new StringTokenizer(rec," ");
StringTokenizer st1=new StringTokenizer(rule, " ");
Vector<String> record=new Vector<String>();
Vector<String> regola=new Vector<String>();
while(st.hasMoreTokens()){
record.add(st.nextToken());
}
while(st1.hasMoreTokens()){
regola.add(st1.nextToken());
}
int count=0;
for (int k=0;k<record.size();k++){
if (record.get(k).equals("30")){
isBad=true;
}
for (int h=0;h<regola.size();h++){
if (record.get(k).equals(regola.get(h))){
count++;
}
}
}
if((count==regola.size()) && isBad){
ritorna=true;
}
return ritorna;
}
/**
* metodo che controlla se rec
* contiene tutto il contesto rule
* @param rec
* @param rule
* @return boolean
*/
public static boolean containsB(String rec, String rule){
boolean ritorna=false;
StringTokenizer st=new StringTokenizer(rec," ");
StringTokenizer st1=new StringTokenizer(rule, " ");
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Vector<String> record=new Vector<String>();
Vector<String> regola=new Vector<String>();
while(st.hasMoreTokens()){
record.add(st.nextToken());
}
while(st1.hasMoreTokens()){
regola.add(st1.nextToken());
}
int count=0;
for (int k=0;k<record.size();k++){
for (int h=0;h<regola.size();h++){
if (record.get(k).equals(regola.get(h))){
count++;
}
}
}
if((count==regola.size())){
ritorna=true;
}
return ritorna;
}
}
