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Scuola Internazionale Superiore di Studi Avanzati (SISSA), via Bonomea 265, 34136 Trieste, Italy
*S Supporting Information
ABSTRACT: Many recently introduced enhanced sampling techni-
ques are based on biasing coarse descriptors (collective variables) of a
molecular system on the ﬂy. Sometimes the calculation of such
collective variables is expensive and becomes a bottleneck in molecular
dynamics simulations. An algorithm to treat smooth biasing forces
within a multiple time step framework is here discussed. The
implementation is simple and allows a speed up when expensive
collective variables are employed. The gain can be substantial when
using massively parallel or GPU-based molecular dynamics software.
Moreover, a theoretical framework to assess the sampling accuracy is
introduced, which can be used to assess the choice of the integration
time step in both single and multiple time step biased simulations.
■ INTRODUCTION
Molecular simulations allow the dynamics of a system to be
followed at atomistic resolution and thus can be used as virtual
microscopes to investigate chemical reactions and conforma-
tional transitions in molecular systems.1−3 The time scale that
can be simulated with current computers and algorithms is on
the order of a microsecond for a system of a few tens of
thousands of atoms modeled with a typical atomistic empirical
force ﬁeld. Even though recently developed ad hoc hardware
allowed for a sudden jump in this scale,4 many relevant
processes are still out of range for atomistic molecular dynamics
(MD). A lot of eﬀort has been made in the last decades to
tackle or, at least, to alleviate this issue by means of modiﬁed
algorithms known as enhanced sampling techniques. Among
these, a class of methods is based on the idea of biasing a few
carefully selected collective degrees of freedom, known as
collective variables (CVs).5−15 Biased enhanced-sampling
simulations require these descriptors to be computed on the
ﬂy at every simulation time step. The cost of computing the
CVs can in principle slow down the calculation. This is
particularly true for expensive CVs, such as Steinhardt order
parameters,16,17 path CVs,18 template-based CVs,19 property
maps,20 social permutation−invariant coordinates,21 sketch
maps,22 and Debye−Hückel energy,23 just to mention a few.
The calculation of the CVs and of the resulting biasing forces
can be done in dedicated routines of MD software or can be
implemented in external plugins.24−26 It is very diﬃcult to
optimize the calculation of the CVs for several reasons. First,
they sometime involve long-range exchange of information that
makes them diﬃcult to be compatible with domain-
decomposition algorithms. Second, because their deﬁnition is
highly system dependent, routines implementing these schemes
should be ﬂexible, thus paying an unavoidable price in terms of
eﬃciency. On the opposite side, the calculation of physical
force ﬁelds is becoming faster and faster thanks to the use of
massively parallel and optimized software27−29 and hardware.4
The overall consequence of this trend is that the calculation of
CVs can be expected to become a relevant bottleneck in
enhanced sampling simulations, particularly in the context of
massively parallel or GPU-accelerated MD.
We here introduce a scheme based on multiple time step
integration (MTS) in its reference system propagator algorithm
(RESPA) formulation.30,31 More precisely, MTS is used here to
split the integration of biasing forces and physical forces. The
underlying principle is that often the former have a smoother
dependence on atomic positions; thus, they change at a lower
rate and can be integrated with a larger time step. This splitting
allows for a substantial increase in the computational eﬃciency
of biased sampling methods. Furthermore, we introduce a
theoretical framework so as to assess the unavoidable time-step
discretization errors. This is done by extending the concept of
ef fective energy32,33 so as to take into account the eﬀect of
biasing forces separately. This scheme allows artifacts that could
be hidden when observing total-energy conservation to be
highlighted. In the Method section, we introduce the
methodology, ﬁrst reviewing the MTS integration then
introducing the scheme to assess sampling accuracy. We then
present numerical tests of our algorithm on a one-dimensional
model, on alanine dipeptide and on a large protein/RNA
complex, using CVs of increasing complexity. In the latter case,
we show that the use of MTS can greatly improve the
performance without introducing signiﬁcant errors.
■ METHODS
Multiple Time Step. We consider here a system of Nat
atoms evolving accordingly to biased Hamilton equations in the
form:
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Here, qi, pi, and mi are respectively coordinates, momenta, and
mass of i-th atom; U(q) is the physical potential, typically
obtained evaluating an empirical force ﬁeld (see, e.g., ref 34);
V(s) is a biasing potential, which depends on the atomic
positions only through Ncv collective variables sα(q).
The choice of the time step Δt for the integration of the
equations of motion is dictated by the fastest frequencies of the
system, which depend on the atomic masses and on the
functional form of U. In reversible MTS, forces are typically
split in a fast-changing part and slow-changing part, so that
diﬀerent integration time steps can be used for the two
parts.30,31 Ideally, the slow-changing part is the most computa-
tionally expensive one.
We remark here that CVs are often smoother functions of
atomic coordinates than the stiﬀest force-ﬁeld terms. As an
example, CVs used for isomerization processes such as torsional
angles are typically slower when compared with bond
ﬂuctuations. Biasing forces are thus good candidates for the
time-reversible MTS scheme itemized below:
1. Integrate momenta according to biasing force (−∂V/∂qi)
for a single time step of length nΔt/2.
2. Integrate momenta and positions according to the
physical forces (−∂U/∂qi) for n times, with time step Δt.
3. Integrate momenta according to biasing force (−∂V/∂qi)
for a single time step of length nΔt/2.
Here, Δt is the inner time step and n is the order of the MTS
scheme, so that biasing forces and, as a consequence, CVs are
only evaluated with a time step nΔt. This algorithm can be
straightforwardly integrated in existing codes. Indeed, it is
suﬃcient to apply the biasing forces every n steps scaling them
by a factor n so as to take correctly into account the transferred
momentum. In the intermediate (n − 1) steps, CVs do not
need to be computed. The algorithm is by construction
symplectic and reversible, as long as the underlying integrator
for the Hamilton equations is symplectic and reversible.
We note that a too large outer time step nΔt can lead to the
well-known occurrence of resonances35 and thus to signiﬁcant
systematic errors. Several possible solutions have been recently
proposed to tackle this issue.36,37 These recent improvements
could be easily coupled with the presented algorithm and might
decrease the systematic errors. We also observe that so-called
multigrators38 do not suﬀer from resonances because they are
based on splitting in two equations of motion both having the
same stationary distribution and thus can be used with
arbitrarily large n. Such an approach is not suitable in the
context discussed here. However, we notice that in typical
situations even small values of n are already enough to largely
decrease the eﬀective computational cost of CV calculation.
Finally, we observe that MTS has been also employed in ref 11
with a diﬀerent purpose, that is, to allow for a large time step
for the physical force-ﬁeld to be combined with a short time
step for the integration of the CVs.
Assessment of Sampling Error. In order to provide
results free from systematic errors, enhanced sampling methods
should be paired with integration of the equations of motion
able to correctly sample the target statistical ensemble, which is
typically the isothermal or the isobaric one. In general, the
errors in the stationary distribution depend in a nontrivial way
on the integration algorithm and on the details of the
underlying potential (see, e.g., ref 39) so that it is very useful
to have error indicators that can be used in practical
simulations. For example, in microcanonical simulations, it is
customary to check energy conservation. A similar procedure
can be used, for example, with the Nose−́Hoover thermo-
stat,40,41 where a conserved energy can be deﬁned, and has
been generalized to stochastic simulations through the
deﬁnition of an ef fective energy drift.32,33 The eﬀective energy
represents the total energy of the extended system (physical
system plus thermostat), and its drift has been interpreted as
the work performed by the integrator on the system.42 We here
extend this idea to MTS biased simulation. Furthermore, we
show how it is possible to compute separately the portion of
energy drift due to biasing forces alone. This makes it possible
to assess the accuracy with which biasing forces are integrated,
thus providing a safe framework that can be used to choose n in
practical cases. We also notice that this approach to assess
integration accuracy is not limited to MTS calculations but can
be used also in single time step biased calculations (n = 1) to
verify that the biasing forces are compatible with the chosen Δt.
Eﬀective Energy Derivation and Analysis. Eﬀective energy
drift32,33 was introduced as a direct measure of the detailed
balance violation:
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Here, H is the Hamiltonian, H̃ the eﬀective energy, x(t)
denotes the state of the system (positions and momenta) at
time t, kBT the thermal energy, and M(x′ ← x) the probability
of choosing x′ as coordinates at the next step provided the
system is in x at the present step. We here use the notation x*
to denote the reversal of the velocities, so that strictly speaking
the drift measures generalized detailed balance violation.43 The
eﬀective energy is then conventionally initialized to zero and
computed as a sum over time
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Assuming integration is performed using velocity Verlet,2,3 eq
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where fi
(tot) = −(∂U/∂qi) − (∂V/∂qi) is the total force (physical
plus bias) acting on i-th atom. Here, ΔU = U(t + Δt) − U(t)
represents the change in the physical potential, and ΔV = V(t +
Δt) − V(t) the change in the bias potential. We remark that
this expression is exact, except for numerical roundoﬀ, when
equations of motion are integrated using velocity Verlet and
when system is thermostated using a scheme that exactly
preserves detailed balance. Any thermostatting procedure could
then be used, provided it is implemented on top of velocity
Verlet (see, e.g., Appendix E in ref 2) and provided the
integration of the thermostat is accurate.
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One can make some considerations about eq 2:
1. The ﬁrst term represents a numerical path integral of the
forces with trapezoidal rule. Therefore, in the limit of
small Δt, its value tends to compensate the second and
third terms.
2. The second, third, and fourth terms are exact diﬀer-
entials; therefore, they contribute to ﬂuctuations of the
eﬀective energy and not to its drift. In the limit of small
Δt, the fourth term can be neglected with respect to the
second and third ones.
3. No assumption has been made about the protocol used
to evaluate such forces, which in principle could diﬀer
from the actual gradient of the potential energy. For
instance, if f is computed as an approximate estimate of
the actual force, the eﬀective energy drift will still
measure exactly the violation of detailed balance for the
correct Hamiltonian. Thus, the eﬀective energy drift will
be smaller if better estimates of the forces are used.
4. The ﬁrst three terms are linear in the force and in the
potential energy, so that they can be split in a
contribution coming from the physical forces and a
contribution coming from the biasing forces.
Point 3 is particularly important in this context. Indeed, one
can consider the MTS algorithm as the application of artiﬁcially
modiﬁed forces. Namely, biasing forces are neglected on some
steps and augmented by a factor n on other steps. The forces
that should be used in evaluating eq 2 are thus the artiﬁcially
modiﬁed forces, whereas the potential U + V should be the
correct one. Provided the artiﬁcially modiﬁed forces are used in
a symplectic integrator such as velocity Verlet, the eﬀective
energy drift can be used to check detailed-balance violations
and, thus, to detect sampling errors.
Based on these considerations, we deﬁne an approximated
bias eﬀective energy drift as
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Here, V denotes the biasing potential and fi
(b) = −(∂V/∂qi) the
biasing force on i-th atom. We notice that here only the change
in the biasing potential ΔV = V(t + Δt) − V(t) is considered.
The bias eﬀective energy drift is therefore equal to the
diﬀerence between the actual increment of bias potential and
the estimate of that increment through a numerical path
integration of the biasing force. We underline here that in a
MTS framework Δt is the inner time step and not the one used
to compute the bias potential. However, the biasing force fi
(b) is
only contributing at steps that are multiple of the MTS factor n.
In other words, in eq 3, the biasing force is scaled by a factor n
and the increment in position is considered for the inner step. If
the coordinates on which the biasing force is acting were
evolved at constant velocity in the inner integration step (i.e., if
the physical potential did not aﬀect them) then this expression
would be equal to a numerical path integral of the forces.
Discrepancies from this behavior are caused by the unavoidable
interplay between the CV dynamics and the microscopic one
and can be ultimately ascribed to resonance eﬀects. The goal of
our procedure is indeed to highlight these eﬀects and quantify
them.
We remark here that, whereas eq 2 is exact and can be
derived just enforcing detailed balance, the expression in eq 3 is
approximate. A few comments can be made comparing these
two expressions. First, we notice that the last term of eq 2 has
been neglected in eq 3. More precisely, since our goal is to track
any violation of detailed balance that is due to the bias, an
additional term
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should have been included in eq 3. As we will show in the
numerical examples, this term is negligible in practical
situations. Moreover, by construction it does not contribute
to the overall eﬀective energy drift, but only to its ﬂuctuations.
As a consequence, the calculation of H̃(b) only requires the
knowledge of the biasing force. This allows in principle to
implement it eﬃciently also in external plugins24−26 that do not
have access to physical forces computed in the MD software.
Moreover, we observe that eq 3 can be straightforwardly
parallelized, also when domain decomposition algorithms are
employed, and requires the reduction of a single scalar number
thus with a minimal impact on the performance.
Once the change in eﬀective energy per time step has been
computed with eq 3, the eﬀective energy can be computed as
∑̃ = Δ ̃ ′
′<
H t H t( ) ( )b
t t
b( ) ( )
■ NUMERICAL EXAMPLES
One-Dimensional Double-Well Potential. As a ﬁrst
example, we discuss a simple one-dimensional toy model of a
single particle conﬁned into a double well potential. All
quantities are here expressed in arbitrary units, and we assume
the thermal energy kBT = 1 and particle mass m = 1. We
consider a potential energy
= − +U q A q Bq( ) (1 )2 2 3 (5)
where A = 10 and B = 2. As shown in Figure 1, such potential
has two stable minima, which are separated by a barrier of
several kBT. Transitions are accelerated by means of an
umbrella potential5 in the form
= −V q U q( ) 0.9 ( ) (6)
Using a negative fraction of the potential energy as bias
potential is convenient because, as it is evident from Figure 1, it
lowers the barriers keeping the system conﬁned into the
interesting regions of phase space. Moreover, this choice is
Figure 1. Model 1D potential is shown. Unbiased potential U (solid)
and total potential U + V (dashed), as deﬁned in eqs 5 and 6. Notice
that the barriers is decreased by a factor 10 in the biased potential.
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consistent with the expected bias potential obtained in the long-
time limit in a well-tempered metadynamics simulation.10
The system is then evolved according to a Langevin
equation:
γ γ η̈ = − ∂∂
− ∂
∂
− ̇ +mq U
q
V
q
mq mk T t2 ( )B
with friction γ = 1. Equations are integrated with the scheme
proposed in ref 33, using an inner time step Δt = 0.01. MTS is
implemented by scaling the biasing force (−∂V/∂q) by a factor
n and by applying it every n-th step.
The bias eﬀective energy drift is then computed and shown
in Figure 2 for n = 1, 2, 3, 4, and 5. Notice that the bias eﬀective
energy is clearly drifting for n > 2, and that its drift is growing
with n. This is in agreement with the intuitive observation that a
larger time step would make the path integral of the forces
more and more diﬀerent from the corresponding potential, as it
can be seen in eq 3. We observe that the actual value of the drift
also depends on the Langevin thermostat and that the drift
could be reduced by decreasing the friction γ or by integrating
the thermostat in the outer time step (see Figures S1, S2, and
S3). However, this 1D model is meant to mimic a dimensional
reduction of a ﬁner grain model. Thus, friction should not be
considered as a tunable parameter but as an actual part of the
model which depends on how coupled is the biased CV with
the other microscopic degrees of freedom.
We also compute the diﬀerence between the observed
distribution and the theoretical one using the Kullback−Leibler
divergence DKL = ∑i log(pi/hi)pi, where pi is the theoretical
distribution and hi is the empirical histogram, both computed
with a bin size of 0.01. In Figure 2, we show the relationship
between the slope of the eﬀective energy drift and the
Kullback−Leibler divergence. The results clearly show that the
eﬀective-energy drift is a good proxy for the sampling error and
can be used in situations where a reference result does not exist
so as to simplify the choice of n and to allow errors to be
detected.
To verify that the neglect of terms related to forces deﬁned in
eq 4 is not aﬀecting the overall eﬀective energy drift, we
compute it explicitly. Figure 3 shows that such a force term
only contributes to ﬂuctuations and not to the overall drift.
The tests on this one-dimensional potential were performed
using Langevin dynamics. The idea of deﬁning an eﬀective
energy drift in a stochastic equation of motion is relatively
new.32,33 However, the theoretical considerations discussed in
this paper apply to any thermostatting procedure, including
deterministic ones. As it can be appreciated in Supporting
Information Figure S4, the drift computed using eq 3 is close to
the one obtained by monitoring the total energy conservation
with a conventional Nose−́Hoover thermostat.40,41
Dihedral Angles in Alanine Dipeptide. As a second test,
we study the free energy surface (FES) of the alanine dipeptide
with umbrella sampling simulations, using diﬀerent values for
the multiple time step order n. Alanine dipeptide in water is a
standard model system for many theoretical and computational
studies of biomolecules44 and is known to exhibit multiple
minima on the FES computed as a function of the ϕ,ψ torsional
angles (see Figure 4). The terminally blocked alanine peptide
(sequence Ace-Ala-Nme) was solvated with 542 TIP3P45 water
molecules in a rhombic dodecahedral box, whose dimensions
were chosen to ensure a minimum distance to the box
boundaries of 10 Å. Molecular dynamics simulations were
performed with the AMBER99SB46 force ﬁeld using Gromacs
4.647 in combination with an in house version of PLUMED 2.26
Long range electrostatic forces were treated using particle-mesh
Ewald summation,48 and the equations of motion were
integrated with time step Δt = 2 fs. All simulations were
performed in the canonical ensemble (T = 300 K) with
stochastic velocity rescaling,33 and bond lengths were con-
strained using the LINCS algorithm.49
We ﬁrst performed a 100 ns well-tempered metadynamics
simulation7,10 using the ϕ,ψ angles as collective variables. The
Gaussian width was set to 0.35 rad, and the deposition interval
was 3.2 ps with a starting Gaussian height of 0.4 kJ/mol and a
bias factor of 10, corresponding to an enhancement in the CV
temperature of ΔT = 2700 K. We then used the obtained bias
potential to perform an umbrella sampling (US) reﬁnement as
in ref 50. A reference free energy landscape was obtained by
running a 500 ns US simulation with single time step (n = 1).
We then performed a set of 100 ns US simulations using
Figure 2. Bias eﬀective energy drift as a function of time (left panel)
for diﬀerent values of the multiple time step order n, as indicated.
Notice that the line corresponding to n = 1 has been shifted downward
by 100 kBT for clarity. Time derivative of bias eﬀective energy as a
function of Kullback−Leibler divergence DKL (right panel) for n
ranging from 1 to 8, as indicated. Both the drift and the DKL are
growing monotonically with n.
Figure 3. In the three panels, neglected terms α (see eq 4) for the bias
eﬀective energy are shown as a function of time for selected choices of
the multiple time step order n = 1, 3, 5, as indicated. Although for n =
5 there are spikes on the order of a few kBT, this term does not present
any signiﬁcant drift.
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diﬀerent multiple time step orders n, and compared the results
with the reference simulation. As for the 1D double-well case,
the accuracy on the reconstructed free energy surface decreases
for increasing values of n (Figure 4). The discrepancy is
noticeable around the free energy maxima, but much less
pronounced in the relevant low-free-energy regions. The
agreement between the reference and the MTS simulation
with stride n was quantiﬁed by calculating the deviation
ΔΔ = Δ − ΔF F F nREF MTS,
where ΔFREF and ΔFMTS,n are the free energy diﬀerences
between the region ϕ ∈ [−π,−0.4] and the region ϕ ∈
[0.4,1.6] for the reference and the MTS simulation,
respectively. As a measure of the error, we additionally
computed the deviation from the reference free-energy
landscape as
∫ ϕ ψ ϕ ψ ϕ ψϵ = − −
Γ
⎜ ⎟
⎛
⎝
⎞
⎠A F F C
1
[ ( , ) ( , ) ] d dnREF MTS,
2
1/2
where Γ is the region in dihedral space such that FREF(ϕ, ψ) −
min(FREF(ϕ, ψ)) < 25 kJ/mol and A is the corresponding area.
Note that Γ includes all the minima as well as the transition
states. The value of C is chosen so as to align the averages of
FREF and FMTS over Γ. As shown in Figure 5A, both |ΔΔF| and
ϵ slowly grow with n. Notably, for n ≤ 8, the error on the free
energy estimate is comparable with the statistical ﬂuctuations
obtained with n = 1. The sampling error introduced by the
multiple time step can be eﬀectively monitored by considering
the bias eﬀective energy drift (Figure 5B). This is particularly
convenient in real-case scenarios, where one does not have a
reference simulation to compare.
Electrostatic Energy in a Protein/RNA Complex. As a
third and more realistic test case, we consider the calculation of
the free-energy landscape using metadynamics on a protein/
RNA complex. The nonstructural protein 3 from the Hepatitis
C Virus (NS3 HCV) is a motor protein that unwinds and
translocates the double and single stranded nucleic acids in the
3′ → 5′ direction hydrolyzing ATP.51 Here we compute the
free-energy proﬁle of the NS3 helicase complexed with a single
stranded RNA, performing a short well-tempered metady-
namics. We use here as a collective variable the Debye−Hückel
approximation to the electrostatic component of protein/RNA
interaction deﬁned as in ref 23.
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where ϵw is the water dielectric constant, qi is the charge of
atom i, rij is the vector connecting atoms i and j and 1/κ is the
screening length. Here atom indexes i and j run over the
protein and RNA respectively. Although we do not characterize
protein/RNA binding in this application, this is a prototype
setup for the study of complexes of charged molecules (e.g.,
nucleic acids, charged ligands, etc.). All the simulation
parameters were the same as for alanine dipeptide, but
simulations were performed in the NPT ensemble using a
Parrinello−Rahman barostat with an isotropic pressure
coupling of 1 bar52 and the AMBER99sb-ILDN* force
ﬁeld53,54 with parmbsc0 and χOL3 corrections.
55,56 The system
was prepared starting from the crystal structure of the complex
between the protein and an ssRNA of 6 nucleotides by Appleby
et al.57 (PDB: 3O8C). The simulation box contains 100012
atoms and includes 31058 water molecules and NaCl 0.1 M (70
Na+ and 62 Cl− ions).
The biased CV (GDH) was computed using a nominal ionic
strength of 0.1 M. Protein and RNA here contain respectively
≈6500 and ≈180 atoms, so that the cost of evaluating the CV is
relevant. Bias was deposited with a Gaussian width of 0.25 kJ/
mol, a bias factor of 2, an initial Gaussian height of 0.1 kJ/mol,
and a deposition pace of 0.12 ps. The low value of the bias
factor was chosen to avoid the complex to dissociate resulting
in a diﬃcult-to-converge free-energy landscape. We performed
well-tempered metadynamics simulations of 3 ns length testing
diﬀerent values for the multiple time step order (n = 1,2,3,6).
We notice that it is very diﬃcult to obtain a converged free-
energy landscape with these very short simulations. However,
as it can be seen in Figure 6, the free-energy landscape obtained
after 3 ns is very consistent across simulations performed with
values of n = 1 and 2. On the contrary, with n = 3, we obtain a
clear systematic error in the computed landscape. Remarkably,
the calculation with n = 6 leads again to a relatively small error.
The particularly bad case of n = 3 could be related to resonance
eﬀects between the biased CV and the internal degrees of
freedom of the system.
Figure 4. Free energy surfaces of alanine dipeptide projected onto the
ϕ,ψ dihedral angles obtained from umbrella sampling simulations. The
reference FES (top left panel) is compared with results obtained using
diﬀerent stride values of the multiple time step order n, as labeled.
Figure 5. Two diﬀerent estimates of the sampling error in umbrella
sampling simulations of alanine dipeptide, namely free-energy
diﬀerence between two regions (ΔΔF, circles) and average error (ϵ,
squares). Left: Sampling error vs multiple time step order. Right:
Sampling error vs time derivative of bias eﬀective energy drift.
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Also, in this case, one can compute the bias eﬀective energy
drift for diﬀerent choices of n. It is worth noting that two extra
contributions have to be included here in order to compute the
eﬀective energy properly, one to take into account the out of
equilibrium nature of metadynamics (see Appendix A) and
another one to take into account the change in the cell volume
due to the barostat at every time step (see Appendix B). As it
can be appreciated in Figure 7, the drift is clearly increasing
with n. Already at n = 3 a drift of several tens of kJ/mol·ns can
be observed. We notice that electrostatic interaction is not a
smooth function of the atomic coordinates. Indeed, in standard
MD codes, only its long-range tail is sometime integrated using
a larger time step. Thus, a large drift for n = 3 can be expected
here. Notably, the drift at n = 2 is much smaller, consistently
with the fact that no systematic error is observed in Figure 6.
This suggests that eﬀective energy conservation is a suﬃcient
criterion to assess the integration with our MTS scheme.
This application can be considered as an example of a
realistic system. Performance that can be obtained with this
setup is shown in Figure 8. As it can be seen for a highly
expensive CV, the performance gain can be large. Notably, the
contribution to the total calculation time of the calculation of
the CVs scales inversely with the MTS order n. Even for n = 2
the gain is signiﬁcant.
■ DISCUSSION AND CONCLUSIONS
We presented a scheme based on a reversible multiple time step
to integrate physical forces and biasing forces using diﬀerent
strides. This can be convenient when biasing collective variables
(CVs) that are smooth and computationally expensive, since it
allows the CVs to be computed every few steps. The
implementation is straightforward, since it just requires biasing
forces to be scaled by a factor n equal to the stride used for their
calculation. The accuracy of the algorithm is discussed in detail
on a one-dimensional model and on alanine dipeptide in
explicit solvent. Additionally, a protein/RNA complex has been
used as a model for a realistic application. Although in this case
it is diﬃcult to converge a free-energy landscape within a short
simulation, the impact of the introduced algorithm on
performance is clear. A multiple time step order n = 2 has
been shown to provide a remarkable speed up without
signiﬁcantly aﬀecting the accuracy of the calculation. We stress
that the case of electrostatic interaction is particularly diﬃcult
because this CV is not a smooth function of the atomic
coordinates. In the alanine dipeptide, where CVs that are
smooth functions of the coordinates were employed, values up
to n ≈ 8 were shown to introduce no signiﬁcant error. In
practical applications, diﬀerent CVs could require diﬀerent
values of n and thus the performance gain could be diﬀerent.
To help the users in this choice, we introduced here a
theoretical framework for assessing the accuracy of the explored
ensemble. This formalism is very powerful in that it allows an
energy drift to be deﬁned that includes selected portions of the
potential energy. We here used it to isolate the contribution to
the eﬀective energy drift given by the biasing force from the
contribution given by the physical forces. This decomposition
allows one to focus the assessment to the relevant portion of
the potential-energy function, thus avoiding relevant errors to
be masked by, for example, solvent ﬂuctuations. In this manner,
although sampling errors are not corrected, it is easy to detect
an improper choice of n. Even though it is not possible to
deﬁne a universal relationship between the drift and the error, it
is clear that the eﬀective energy is a powerful tool to validate
MTS simulations. Finally, we observe that this check can, in
principle, be used also with a single time step integration
scheme (n = 1) because, also in this case, the forces added by
enhanced sampling techniques could be too stiﬀ to be
integrated with a conventional time step.
Figure 6. Free-energy proﬁle as a function of the GDH collective
variable (see eq 7) as obtained from a well-tempered metadynamics
performed on the protein/RNA complex. Results from diﬀerent values
of the MTS order n are shown.
Figure 7. Bias eﬀective energy as a function of time as obtained from a
well-tempered metadynamics simulation biasing the GDH collective
variable performed on the protein/RNA complex. Results for diﬀerent
values of the MTS order n are shown as indicated. Energies are in kJ/
mol.
Figure 8. Performance measured on the metadynamics calculation on
a protein/RNA complex for diﬀerent multiple time step orders n
(squares), estimated on a GPU-based Linux workstation (CPU: 12
cores Intel E5-2620; GPU: 1 GeForce GTX TITAN). A linear ﬁt is
also shown (dashed line). Both force-ﬁeld calculation and CV
calculation were parallelized on 12 threads using OpenMP. Perform-
ance without metadynamics is indicated as a horizontal dotted line.
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The discussed algorithm has been implemented in a locally
modiﬁed version of the PLUMED plugin and is available on
request. It will be publicly available in the next PLUMED
release.
■ APPENDIX A: OUT OF EQUILIBRIUM
SIMULATIONS
The eﬀective energy drift provides a rigorous way to asses the
validity of detailed balance. However, there are a number of
relevant situations where detailed balance is by construction
violated during the simulation, for example, all nonequilibrium
free-energy techniques.15 As an example, in steered molecular
dynamics58 the work can be used to compute free energies59 or
to reweight the obtained conformations.60 However, for the
sake of validating the integration of the equations of motion,
one can limit the analysis to the portion of work performed by
the integrator. In the case of steered molecular dynamics, the
work accumulated by moving the restraint should be removed
from the eﬀective energy drift. In a similar fashion, in
metadynamics,7 the sum of the height of the accumulated
Gaussians should be subtracted from the eﬀective energy drift.
■ APPENDIX B: VARIABLE CELL SIMULATIONS
In the case of variable cell simulations52,61 an additional
contribution related to cell change should be added to the
eﬀective energy drift. Additionally, attention should be paid
when computing the increment of positions Δq when particles
cross the boundaries. Equation 3 should be replaced with
∑Δ ̃ = Δ · + + Δ
+ Δ + + Δ + Δ
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where h is the matrix of lattice vectors (as rows), si = (h
T)−1qi
are the scaled coordinates of i-th atom, gi = hfi are the scaled
biasing forces on i-th atom, and W(b) = (∂V/∂h) is related to
the bias contribution to the virial tensor. The ﬁrst term in eq 8
is deﬁned in terms of scaled coordinates and forces so as to
allow the distance vector Δsi to be evaluated with the minimal
image convention when the cell is modiﬁed. This term reduces
to the ﬁrst term in eq 3 when the cell matrix is constant. The
second term is only present for variable cell simulations.
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