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Dynamic Global Path Planning with Uncertainty for Mobile Robots in Manufacturing

Huosheng Hu and Michael Brady
Abstract-In this paper, we propose a probabilistic approach to the problem of global path planning with uncertainty for mobile robots in a dynamic manufacturing environment. To model the changing environment, we use a topological graph weighted by scalar cost functions. The cost functions consist of two elements: a deterministic cost for the known part of the robot's environment, and an uncertainty cost for the unknown part of the environment. Statistical models are built to quantify the unknown part of the environment, forming uncertainty costs for handling unexpected events. These uncertainty costs are dynamically updated by available sensor data when the mobile robot moves around. An optimal path (suboptimal in practice) is then found from the weighted topological graph using dynamic programming.
Index Terms-Global path planning, manufacturing, mobile robots, statistical models, uncertainty.
I. INTRODUCTION
Global path planning for mobile robots in a known environment with known static objects has been studied extensively [1] . Computational geometry methods such as graph searching and numerical methods such as potential fields are two popular approaches used to solve the path-finding problem. In the graph searching approach, a graph is created that shows the free spaces and forbidden spaces in the robot's environment, typically based on a representation called Configuration Space [2] . A path is then generated by piecing together the free spaces or by tracing around the forbidden area [3] - [5] . In contrast, the potential field approach uses a scalar function to describe both objects and free space. The negative gradient of the potential field is the direction in which to move to avoid obstacles [6] - [8] .
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However, globally planning a path for a mobile robot in a dynamic or partially unknown environment poses a difficult problem. The main difficulty is how to model the dynamic, uncertain environment in a manner that makes it possible to solve for an optimal path subject to real world constraints [9] . Changes in the robot's environment may be due to the motion of the robot, the appearance and disappearance of objects, and to object motion. If the changes are predictable, they can be taken into account when the robot plans its optimal path. But, if the world changes unpredictably, the robot has to plan and replan a collision-free path dynamically. This is the problem of planning under uncertainty. In such a case, a robot has to rely on its on-board sensors to detect unexpected events and then adapt its path accordingly [10] . Various grid representations of the environment have been proposed to attack the problem [11] - [13] . In these approaches, probabilistic models are built based on grid cells and updated dynamically using sensor data. A path is then found by minimizing the probability of encountering obstacles.
In this paper, we address dynamic global path planning with uncertainty for mobile robots in manufacturing environments. We assume that prior information about the environment is available, but that unexpected obstacles may appear randomly. To handle the uncertainty, we adopt a Bayesian approach to build statistical models for encountering unexpected obstacles, which are based on assumed prior distributions and updated dynamically on the basis of sensor data. These statistical models provide quantified uncertainty costs which are used to assign merit scores to each portion of paths. When the robot searches for an optimal path using dynamic programming, it takes the uncertainty cost into account in making a decision. Based on prior information and sensor data, we show that the proposed method allows the robot vehicle to cope with unexpected obstacles, plan an optimal path and learn global knowledge from its travels in real time.
We begin in the next section with an overview of the proposed planning strategy. Section III presents a factory-like robot environment, its topological map, and the global path planning algorithm. A statistical model for counting unexpected obstacles is proposed in Section IV. Section V presents the implementation of the proposed global path planner. Finally, brief conclusions are given in Section VI.
II. OVERVIEW OF THE APPROACH
A. Motivation
Autonomous mobile robots need high efficiency, safety and flexibility for operation in manufacturing and in warehouses. For instance, the time to carry raw material from warehouses to workstations and to remove finished parts from workstations to warehouses must be minimized, while the possibility of collision should be avoided. We assume that the mobile robot is provided with a 2-D geometrical model, a projection of the factory layout, and populated by machine tools, workstations, stores, paths, and free space. However, unknown objects such as tools, pallets, and boxes, may change their positions randomly during mobile robot missions. In addition, people and other robots may move around. Fig. 1 shows a situation in which there are three robots operating in the same environment. They try to reach their goal positions along predefined paths. Robot R 1 transfers tools from the Tool Store to Workstation 4 along a preplanned path, but encounters an unexpected obstacle (a pallet in this case). Since the path has been completely blocked, the robot has to backtrack to take an alternative path. A question that arises naturally is which decision should be made next time the same task is commanded: try this path again or not? Similarly, robot R 2 meets an unexpected object (a box in this case) when it transfers finished parts to the Warehouse. It may sidestep the obstacle incurring extra path traversal cost, but should it take this into account during future planning? In contrast, robot R 3 detects a moving object (a person in this case) when it deliveries raw materials to Workstation 5. Should the robot wait or should it try another path? How should it learn something new from this experience? Answering these questions leads us to a probabilistic approach to the problem and to look for solutions that are optimal in an average sense.
B. Methodology
We propose that the model of a changing environment consists of two parts: the known part and the unknown part. For the known part, we decompose free space into a tessellation that takes account of the geometry of the environment, and from this we construct a topological model that contains information about how the different parts of the world interconnect [14] . This information is typically invariant for the environment and allows the robot to plan a feasible path and verify its location as it travels. The exact details of the tessellation are given in the next section, but they are not crucial to the approach: any suitable tessellation could be substituted for use with our global planner.
To deal with the unknown part of the environment, we model the appearance and disappearance of unexpected events (obstacles) as stochastic processes following a Poisson or Bernoulli distribution. This makes it possible to evaluate the average merit of a path based on a particular criterion, say distance or time. Considering dynamical changes in the real environment, the parameters which define the probability distribution functions of the random events, such as the mean or variance, are unknown a priori. These unknown parameters are learned recursively by Bayesian estimators from the outcomes of random events, i.e., observations of the environment provided by on-board sensors, during the traversals of the mobile robot. Then the global path planner modifies its internal world model dynamically on the basis of the estimated properties and searches for an optimal path using dynamic programming [15] .
More precisely, the method we propose can be divided into three steps. First, we construct a topological search graph G to model the robot's environment. In this graph, the nodes n i represent local spaces of the environment, while the arcs are the connection paths between such nodes. Together, they represent the static part of free space. Each arc has an associated cost function, including a deterministic cost T proportional to its length. Second, we develop a statistical model to quantify the uncertainty cost u which is also used to weight each arc and increases when the number of unexpected obstacles encountered increases. Finally, dynamic programming is used to search for an optimal path (a set of intermediate points) that minimizes the total cost between the current position and the goal as shown in Fig. 2 .
III. ENVIRONMENT MODEL AND GLOBAL PATH PLANNER
A. Environment Model
The spatial representation methods for a known environment, and corresponding approaches to the map-building problem in an unknown environment, are based mostly on the accumulation of accurate geometrical descriptions of the environment. They perform reasonably well where environments are sufficiently small that most of the important features can be observed from the robot's position [16] . However, it is often difficult to build such an accurate map in a large-scale space because of sensory errors. Therefore, various types of topological models or graph models have been proposed to represent the connectivity of a large-scale environment. A more detailed survey of world model representations for mobile robots can be found in [17] .
We propose a topological map for a manufacturing environment which has a hierarchical structure in terms of buildings, floors, and rooms. It is abstracted from the geometrical features of the environment, and includes variable cost functions. Such a model is used mainly for global path planning. Although only the model of a floor is constructed in this paper, the method can be extended straightforwardly to build similar models for many floors and for large-scale factories. Fig. 3 shows how we decompose a typical manufacturing floor in terms of distinct spaces: rooms (1, 34, 40), corridors (4, 6, 8, 9, 10 1 1 1, 32), junctions (3, 5, 12, 14, 16, 1 1 1 ; 38), corners (7), and doorways (2, 11, 30, 33, 35, 39) . Note that corridors are spaces with two opposite boundaries, junctions are spaces with one boundary or no boundary, corners are spaces with two adjacent boundaries. Then we select the center positions of distinct spaces to be nodes to build the graph presented in the next section.
More generally, one can use a regular cell complex tessellation to incorporate geometric features of the environment with cells at any desired spatial scale. This is clearly sufficient for modeling any 2-D environment that contains edges, corners, etc., that occur in real manufacturing and office environments. Note that the planning algorithm scales as N log N where N is the number of nodes; even for N 1000 it can be computed in real time on a moderately powerful computer.
B. Weighted Graph
Definition 1: Let N = fn1; n2; 1 11; npg be the set of nodes in a graph. Let A = f111; a ij ; 111 g denote a set of arcs which join the adjacent nodes in the graph. Each arc a ij 2 A has an associated cost function Cij. We assume that Cij 0 and that Cij = 0 for i = j.
Then a weighted graph G is defined as G = (N; A; C).
To take account of the appearance and disappearance of obstacles, we define the cost function of any portion of a path to consist of two parts: the deterministic cost (time spent without obstacles) and the uncertainty cost (time spent avoiding obstacles).
Definition 2:
Let T ij denote the deterministic cost and u ij the uncertainty cost for an arc between two adjacent nodes. u ij is estimated by the statistical models described in Section IV and from available sensor data. u ij is 0 when there are no obstacles, otherwise it is strictly positive. The total cost C ij associated with a portion of an arc between adjacent nodes is defined to be Cij = Tij + uij. The deterministic cost T ij depends on path parameters such as its length, width, and straightness [14] . T ij has the same value for both directions of traversal Tij = Tji. It is calculated off-line before planning, and doesn't change for a specific environment. The definition of the uncertainty cost u ij is given later. Note that each cost Cij can be calculated based on prior information and then updated on the basis of sensor data. Changes depend only on the uncertainty cost uij. The cost function defined above is used to weight each arc of the topological model to form a nondirected search graph. Fig. 4 shows a nondirected search graph with edge costs. The labels and costs of some nodes are suppressed for clarity. Based on this weighted graph, the global path planning algorithm generates an optimal path by minimizing the total cost from the start to the goal position using dynamic programming.
C. Global Path Planner
Dynamic programming was developed by Bellman [15] , and arose from the study of multistage decision processes. It has been applied successfully to a class of problems which require an optimal trajectory or route [18] - [20] . A usual objective in such problems is to find the route between two points which minimizes a given cost function, such as the travel time or the distance. Fundamental to the theory of dynamic programming is the principle of optimality. Using it, we derive a path planning algorithm. 
The optimal planning problem for a mobile robot system is defined as follows: given an initial state xs and the goal state xg, make a sequence of N decisions = fa(0); a(1); 111 ; a(N 0 1)g in such a way as to minimize the accumulated cost
subject to the constraints
Note that Ef1g denotes the expectation operation, C[x(N)] is the terminal cost, A is defined to be the admissible decision space, and X is the state space (or nodes in a search graph).
Using the principle of optimality, we can simplify the problem of minimizing (1) . In other words, the calculation involved in the dynamic programming algorithm can be reduced to the following recurrence relation which involves the calculation of an optimal value function (2) This effectively states that the optimal value for a sequence of k stages is expressed in terms of its value for preceding k + 1 and its value at stage k. It can be iteratively evaluated backward to yield an optimal solution.
IV. PROBABILISTIC APPROACH
A. Assumptions
Assume that an obstacle can appear at a random location in the robot's environment. That is, the presence of unexpected obstacles is a discrete random event, say described by W . For a predefined path, unexpected obstacles can be classified into the following three types:
• O1-a randomly-positioned static obstacle that partially blocks the robot's path.
• O 2 -a randomly-positioned static obstacle that totally blocks the robot's path.
• O 3 -a randomly-moving obstacle that crosses the robot's path.
These different situations have different effects on the robot's motion. For instance, in Fig. 1 , the box is of type O 1 , and causes the robot to detour around it, but the robot continues its forward motion. The pallet is classified as type O 2 and forces the robot to stop and pay the extra cost to backtrack. In contrast, the moving operator is of type O3 and forces the robot to change its speed, as well as its steering angle in order to avoid a collision. In fact, O 1 and O 3 can be dealt with in the same way since the path remains passable. It should be noticed that many other types of obstacles may exist but may be classified as one of the three types defined above. arrival rate is updated using the statistical model defined below. In this way, dynamic changes in the environment are quantified as a cost to be taken into account during planning.
B. Statistical Model for O 1 Encountered
The application of statistics to the planning problem enables the uncertainty to be assigned a measure, and alternative paths to be compared quantitatively. Assume that the presence of an unexpected O1 is a discrete random event W
1 . O1 may appear at any time along any portion, a ij , of the path. The numbers of unexpected O 1 in nonoverlapping path portions are assumed independent of each other.
Also, the number of unexpected O1 in an interval is proportional to the interval length, i.e., uniformly distributed in time. Therefore, a Poisson distribution is naturally chosen to model the random event W 1 . This distribution has been used as a model for traffic control [21] and for local path planning of mobile robots [22] . It is given by
(k = 0; 1; 2; 1 11)
where the parameter 1 > 0 is initially unknown. To estimate the parameter 1 , we use Bayes' estimator described above and to do this we need to assume that 1 has a particular conjugate prior density function. In fact, we assume 1 is subject to the Gamma distribution, i.e., 1 0(1; 1) 
where 1 > 0, and 1 > 0.
There are two reasons for this. First, the Gamma density function depends on two parameters, 1 and 1 , providing a flexible class for modeling nonnegative random variables. It maps to our application as follows: 1 is interpreted as the number of obstacles encountered on any portion of the path during 1 traversals. Second, the choice of the conjugate form for 1 is mostly for computational convenience, since the posterior can be evaluated simply, i.e., it has an analytic solution. Of course, other forms of prior distribution can be used, but almost inevitably lead to a large increase in computation. That is, numerical methods of integration would have to be used to evaluate the posterior [21] .
Suppose that r1 obstacles O1 are encountered the first time that the path is traversed. Then the posterior density can be calculated using Bayes' theorem as follows:
where 1 is the parameter being estimated, W 1 = r1 is the current evidence, p( 1 ) is the a priori probability distribution of the parameter, and p(W 1 = r 1 j 1 ) is the probability that the evidence would be present given that the path is traversed. p(1jW 1 ) is what we need for decision-making, namely the conditional probability that the path is in the first traversal in light of the evidence.
From (3) and (4) 
where r 1 = 0; 1; 2; 1 11. The posterior density for 1 is also Gamma but with parameters 1 + r1 and 1 + 1.
This updating process can be iterated over time using independent observations when the path is traversed repeatedly. We identify the path state at stage k as ( k 1 ; k 1 ). By iterating (5) recursively, the posterior density at the kth stage can be denoted as p(1j k 1 ; k 1 ) = 0( k 1 ; k 1 ) = 0( 1 + r 1k ; 1 + k) (7) where r 1k is the number of obstacles that has been encountered during k traversals of the path.
The mean and variance of the posterior Gamma density arê 
where k is zero if no obstacle is present and one if there is an obstacle. The constant parameter p is initially unknown and is to be estimated. Assume that p is an unknown random variable. Again, the Bayes estimator is used to estimate it from the observation of the outcomes of W 2 . We need to assume that p has a particular conjugate prior density and we choose the Beta distribution with parameters ( 2 ; 2 ), i.e., p B ( 2 ; 2 ) f(p) = 0( 2 + 2 ) 0 ( 2 )0( 2 ) p 01 (1 0 p) 01 (0 p 1) 0 (otherwise) (13) where 2 and 2 are positive parameters. The two reasons for choosing the Beta distribution are exactly as for Gamma above: it has a natural interpretation for the problem, and it permits a fast update rule. In the application, 2 interpreted as the number of the unexpected O2 present, i.e., W 2 = 1, and 2 as the number of unexpected O 2 absent, i.e., W 2 = 0.
Suppose that the first traversal along a portion of path is successful, then the posterior density is calculated using Bayes' Theorem 
However, if the first traversal failed, the posterior density is calculated as follows:
p (1 0 p) 01 dp = B( 2 + 1; 2 ): (15) Obviously, this updating process can be iterated over time using independent observations when the path is traversed. We can identify the state at stage k as ( k 2 ; k 2 ). So the posterior density of p at the kth stage can be described as f(pj k 2 ; k 2 ) = B( k 2 ; k 2 ) = B(2 + h1; 2 + h2) (16) where h 1 is the number of present O 2 , h 2 is the number of absent O2, and k = h1 + h2 is the total traveling time. k! e 0 (k = 0; 1; 2; 111 ) (21) where the parameter 3 > 0 is initially unknown and is to be estimated.
We assume again that 3 has a conjugate prior density function subject to the Gamma distribution, i.e., 3 0(3; 
where 3 > 0 and 3 > 0. We interpret 3 as the number of moving obstacles encountered on any portion of the path during 3 traversals. Using Bayes' Theorem, the posterior density of 3 after k traversals of the path is p(3j k 3 ; k 3 ) = 0( k 3 ; k 3 ) = 0( 3 + r 2k ; 3 + k) (23) where r 2k is the number of obstacles encountered during k traversals of the path.
The mean and variance of the posterior Gamma density arê
It is seen that the variance of 3 monotonically decreases as the number of observations k increases. Hence, the value of 3 can be estimated with more certainty as more observations are made. 
Based on (26), the expected number,v 3 ij , of unexpected obstacles O3 encountered along the partial path between nodes i and j is continuously updated, i.e., increased or decreased, by new observations r 2k 0 when the robot travels along this portion of the path. 
E. Modeling Persistence and Change
The total uncertainty cost, u ij , for a portion of path between adjacent nodes i and j can be obtained using (11) , (20) , (27). ij . Since changes in the environment are measured by the on-board sensors during the motion, and there are no other sensors to monitor the whole environment all the time, reasoning about dynamic changes in the environment requires a prediction of how long the uncertainty cost for each portion of the path, once estimated, will continue to remain true if there is no new information available. For example, curve 1 in Fig. 5 keeps the same value after k = 4, since this portion of path is no longer chosen and no further information about O 1 is available. This value will persist until the robot travels along this portion of the path again. But when (and why) should the robot return to this path? It is likely that the robot will choose this path when the costs of other paths to the goal increase to values which are no longer less than one travelling along this path. Otherwise, the path will be hardly considered again.
To solve this problem of persistence, we propose a heuristic. We assume that the uncertainty costs (11), (20) , and (27), decay exponentially over time when no new information is available. In other words, we employ a survivor function, e 0t , to encapsulate the tendency of the established uncertainty cost to reduce as obstacle disappear [23] . Then, (11) , (20) , and (27) become u 1 ij = e 0(101)t1 ij 1 + r 1k 1 + k 
where is an exponential rate determined by experiments, and 1 is the time duration between two updating instances. By adding a survivor function into the equations calculating the uncertainty costs, the u 1 ij , u 2 ij , and u 3 ij no longer persist even though there is no new information available. As we see in Fig. 5 , the dashed line 4 shows the exponential decay in the uncertainty cost curve 1. Therefore, in a few steps, the uncertainty cost between adjacent nodes i and j will decrease to zero. That means that the robot will once more try this path.
V. REAL-TIME IMPLEMENTATION
The global path planner described above runs to run in real time on a range of mobile robots in our AGV Laboratory [24] , [25] . The local path planner (the avoiding level) uses an array of twelve sonar sensors as a Safety Curtain to detect and handle unexpected obstacles, and sends updating information to the global path planner (upper level) to update the internal world model dynamically [26] . In this way, the robot learns global knowledge about its environment.
As shown in Fig. 6 , the global planner generates an optimal path, a straight line between the current position and the goal. The robot will move along this path until the sensors detect unexpected obstacles.
Since the planned path is completely blocked by an obstacle O2, the local planner requests an alternative path from the global planner. The robot has to backtrack along the alternative path to reach the goal. At the same time, the global planner increases the cost of that portion of the path for the next planning stage. Note that costs for the other portions of the path that the robot travels along are decreased by the statistical models. If more obstacles are found, path search will continue in the same way until all paths have been attempted. If none is successful, the mobile robot returns to the start node and reports failure.
Based on the statistical models we have proposed, the mobile robot is able to learn global knowledge from path execution. Therefore, if the mobile robot frequently encounters obstacles which block the way completely in a portion of the path, the cost of this partial path will quickly increase so that this partial path is removed from planning for some time. As its cost function decays exponentially, this portion of the path will be a candidate path later and the robot will try it again. Fig. 7 shows that the robot chooses a curved path rather than the straight one because obstacles have appeared frequently during past traversals. Fig. 8 shows how the cost function of the path section joining node 4 and node K changes during 25 traversals, corresponding to 6 . The decay rate for graph 1 is chosen to be 0.025. After 16 traversals, the cost C 4k in graph 1 has decreased to the level that is no longer larger than choosing other arcs. Therefore, the robot once again chooses this path section, ending with backtracking again but learning new information. In contrast, the cost C 4k in graph 2 decreases very quickly, and the path section is retried more often since the decay rate is chosen to be 0.1.
VI. CONCLUSIONS
This paper presents a probabilistic approach to real-time global path planning for a mobile robot. This approach has been formulated to handle the uncertainty which arises in a dynamically changing environment. The free space and dynamic changes in the robot's environment are represented by a topological model, forming a weighted search graph consisting of a deterministic cost and an uncertainty cost. The statistical models are built to quantize uncertainty (three types of obstacles) and assign a merit to a path. The Bayesian approach is used to estimate the unknown parameters based on the sampled data during the traversals of the robot. Based on prior information and sensor data, the mobile robot is able to find optimal paths in average sense and learn global knowledge of the environment from its traversals.
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A Abstract-Kinematically redundant manipulators admit an infinite choice of inverse kinematic solutions and hence lend themselves to the optimization of different performance measures corresponding to various task requirements. Joint velocities for these mechanisms are most often computed by optimizing various criteria defined using the Euclidean norm of vectors in the joint space. This paper investigates the use of an alternate norm, viz. the infinity norm, in formulating the optimization measures for computing the inverse kinematics of redundant arms. The infinity norm of a vector is its maximum absolute value component and hence its minimization implies the determination of a minimumeffort solution as opposed to the minimum-energy criterion associated with the Euclidean norm. In applications where individual magnitudes of the vector components are of concern, this norm represents the physical requirements more closely than does the Euclidean norm. We first study the minimization of the infinity-norm of the joint velocity vector itself, and discuss its physical interpretation. Next, a new method of optimizing a subtask criterion, defined using the infinity-norm, to perform additional tasks such as obstacle avoidance or joint limit avoidance is introduced. Simulations illustrating these methods and comparing the results with the Euclidean norm solutions are presented. 
I. INTRODUCTION
Differential kinematics, introduced by Whitney [16] , utilizes this differential relation to solve for joint motions at successive joint configurations, given a desired end-effector trajectory. This technique, which is termed resolved motion rate control, uses a local linearization of the nonlinear function f to compute the inverse kinematic solution. An important advantage of this method is that the linear relationship used, allows the utilization of general techniques for determining the solution, which do not depend on the specific kinematic design of the robotic manipulator.
A robotic manipulator is said to be redundant when it possesses more degrees of freedom than are necessary for the specified task i.e., the dimension n of its joint space is greater than the dimension m of its task space. The extra degrees of freedom in the joint space Manuscript received December 14, 1994; revised February 26, 1996 . This paper was recommended for publication by Associate Editor Y. Nakamura and Editor S. Salcudean upon evaluation of the reviewers' comments.
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allow the existence of infinite number of inverse kinematic solutions at most joint configurations, lending the manipulator the property of self motion. This can be utilized to determine the best joint velocity vector (for a given end-effector velocity) corresponding to a specified optimality criterion. Various redundancy resolution schemes have been studied in the literature (for a review, see [13] , [14] ).
The Moore-Penrose pseudoinverse J + of the Jacobian matrix is commonly employed to compute the joint velocities of a redundant manipulator as _ + = J + _
x. This solution uses the Euclidean norm (or two-norm) as the optimality criterion, i.e., it solves the problem represents the instantaneous kinetic energy of the manipulator and so, the solution _ + D represents the joint velocity that minimizes the instantaneous kinetic energy. Thus, the pseudoinverse can be considered to approximately minimize instantaneous power [5] . However, the more typical way of interpreting the pseudoinverse solution is the fact that it is a minimum-norm solution (the norm in this case being the Euclidean norm or the 2-norm) and hence is expected to yield "low" joint velocities.
One of the main reasons for the popularity of the 2-norm as an optimality criterion, is the fact that the related optimization problems yield closed-form analytical expressions, which can be conveniently computed using well-known techniques (such as the Singular Value Decomposition [6] ). Thus, in many problems, the two-norm is utilized, not necessarily because it best represents the physical constraint but because of its analytical tractability. However, in certain instances, criteria defined using the Euclidean norm may not represent the real problem that we are trying to solve.
One such case is when we want to obtain the lowest possible magnitudes of joint velocities that will perform the given task. The pseudoinverse solution is not the ideal choice for satisfying this constraint even though it minimizes the Euclidean norm of the joint velocities. This is because, minimizing the two norm minimizes the sum of squares of the joint velocities and hence will not necessarily minimize the magnitudes of the individual joint velocities, i.e., there could be unequal distribution of the "energy" resulting in a relatively high velocity for a particular joint. This will be undesirable in situations where the individual joint velocities (and not the value of the 2-norm itself) are of primary interest.
The following simple example serves to illustrate this point. Consider a two-link manipulator with prismatic joints having identical actuators, connected as shown in Fig. 1 .
