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1. Introduction
Throughout this paper, the following notation is used:
• J = diag{1,−1, . . . , (−1)n−2, (−1)n−1} ∈ Rn×n;
• 〈n〉 = {1, 2, . . . , n};
• Qk,n denotes the set of strictly increasing sequences of k natural numbers less than or equal to n;• α′ = 〈n〉\α for any α ∈ Qk,n;• A[α|β] denotes the submatrix of A with rows and columns indexed by α ∈ Qk,n and β ∈ Qk,n,
respectively, and A[α] = A[α|α] for any α ∈ Qk,n;
• for any A ∈ Rn×n, if A[α] is nonsingular, then the Schur complement of A[α] in A is deﬁned by
∗ Corresponding author.
E-mail addresses: rongh98@yahoo.cn (R. Huang), matchudl@nus.edu.sg (D. Chu).
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.12.043
2932 R. Huang, D. Chu / Linear Algebra and its Applications 432 (2010) 2931–2941
A/A[α] = A[α′] − A[α′|α](A[α])−1A[α|α′];
• δ = (1, . . . , k) is a signature sequence if k n and |i| = 1 (i = 1, . . . , k);• for any sequence α = (α1, . . . ,αk), α − 1 denotes the sequence (α1 − 1, . . . ,αk − 1), and
d(α) = ∑k−1i=1 (αi+1 − αi − 1) = αk − α1 − (k − 1) if k > 1 and d(α) = 0 if k = 1.
Sign regular matrices have been studied extensively [1–11] and have found a wide variety of ap-
plications in approximation theory, numerical mathematics, statistics, economics, computer aided
geometric design, and others ﬁelds [6,10,11].
Deﬁnition 1. Let A ∈ Rn×n and δ = (1, . . . , n) be a signature sequence.
(a) If kdetA[α|β] 0 for all α,β ∈ Qk,n with k ∈ 〈n〉, then A is called sign regular with signature δ.
(b) If detA[α|β] 0 for all α,β ∈ Qk,n with k ∈ 〈n〉, then A is called totally nonnegative.
(c) If detA[α|β] 0 for all α,β ∈ Qk,n with k ∈ 〈n〉, then A is called totally nonpositive.
Reduction of the number of the minors to be checked for determining if a given matrix is sign
regular, totally nonnegative or totally nonpositive is a major topic in the study of sign matrices. The
following results can be found in [1,2,7].
Lemma 2 [1,2]. A ∈ Rn×n is sign regular with signature δ = (1, . . . , n) if and only if for any k ∈ 〈n〉,
kdetA[α|β] 0, ∀α,β ∈ Qk,n such that d(α) = 0 (1)
provided A is nonsingular.
Lemma 3 [7]. A ∈ Rn×n is nonsingular and totally nonnegative if and only if for any k ∈ 〈n〉,⎧⎨
⎩
detA[α|1, . . . , k] 0, ∀α ∈ Qk,n,
detA[1, . . . , k|β] 0, ∀β ∈ Qk,n,
detA[1, . . . , k] > 0.
(2)
Lemma3has led to signiﬁcant reduction of the number ofminors to be checked for determining the
total nonnegativity. It is natural to ask if there exist analogous results for totally nonpositive matrices.
Recently, some elegant results for nonsingular totally nonpositive matrices with (1, 1) entry negative
are given in [3], as follows:
Lemma 4 [3]. Let A = (aij) ∈ Rn×n.
(i) If A is nonsingular and totally nonpositive with a11 < 0, then aij < 0 for all i, j ∈ 〈n〉 with (i, j) /=
(n, n).
(ii) Let A be nonsingular with all entries negative except for a nonpositive (n, n) entry. Then A is totally
nonpositive if and only if for any k ∈ 〈n〉, the following inequalities hold:⎧⎨
⎩
detA[α|1, . . . , k] 0, ∀α ∈ Qk,n,
detA[1, 2, . . ., k|β] 0, ∀β ∈ Qk,n,
detA[1, . . . , k] < 0.
(3)
The assumption with (1, 1) entry being negative plays an important role in [3]. However, the (1, 1)
and (n, n) entries of nonsingular totally nonpositive matrices can be zero. For example, let
A =
[
0 −1
−1 0
]
.
Then A is nonsingular and totally nonpositive, but, a11 = a22 = 0. As a result, themethod in [3] cannot
be applied to general nonsingular totally nonpositive matrices. So there is a great deal of work to be
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done in order to completely characterize nonsingular totally nonpositive matrices. This is the main
purpose of this paper. Other characterizations of nonsingular totally nonpositive matrices can be seen
in Theorem 3.1 of [12]. Our main result is the following theorem.
Theorem 5. Let A = (aij) ∈ Rn×n (n 2) be nonsingular. Then the following three statements are
equivalent:
(a) A is totally nonpositive.
(b) For any k ∈ 〈n − 1〉,
a11  0, ann  0, an1 < 0, a1n < 0, (4)
detA[α|k + 1, . . . , n] 0, ∀α ∈ Qn−k,n, (5)
detA[k + 1, . . . , n|β] 0, ∀β ∈ Qn−k,n, (6)
detA[k, . . . , n] < 0. (7)
(c) For any k ∈ 〈n − 1〉,⎧⎪⎪⎨
⎪⎪⎩
a11  0, ann  0, an1 < 0, a1n < 0,
detA[α|1, . . . , k] 0, ∀α ∈ Qk,n,
detA[1, . . . , k|β] 0, ∀β ∈ Qk,n,
detA[1, . . . , k + 1] < 0.
(8)
It is interesting to note that the conditions in (8) of Theorem 5 are almost the same as those in
(3) of Lemma 4. However, these two results are substantially different in the sense that Theorem 5
characterizes the general nonsingular totally nonpositive matrices but Lemma 4 is only for the ones
with (1, 1) entry negative. The following example is to illustrate this difference of Theorem 5.
Example 1. Let
A =
⎡
⎢⎣
0 −1 −1
−1 −1 − 1
2−1 − 3
4
0
⎤
⎥⎦ .
Note that permutation transformations do not necessarily preserve the total nonpositivity of A. Clearly,
Lemma 4 is not applicable to matrix A. But, it is easy to verify that Statement (c) in Theorem 5 holds,
so we know that A is nonsingular and totally nonpositive.
The characterizations given inTheorem5 fornonsingular totallynonpositivematrices are analogous
to the results for nonsingular totally nonnegative matrices given in Lemma 3. The main tool we use
to prove Theorem 5 is the tridiagonal factorization of sign regular matrices. Thus the present paper
is organized as follows. In Section 2, some properties of tridiagonal sign regular matrices are studied.
Next the tridiagonal factorization of sign regular matrices is considered under some assumptions in
Section 3. Theorem 5 is then proved in Section 4.
2. Characterization of tridiagonal sign regular matrices
In this section, some important properties of certain tridiagonal sign regular matrices are estab-
lished.
Lemma 6. Let A ∈ Rn×n be a tridiagonal nonnegative matrix. If
detA 0, (9)
detA[1, . . . , n − 1] 0, (10)
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detA[1, . . . , k] > 0, ∀k ∈ 〈n − 2〉, (11)
then A is totally nonnegative.
Proof. We use induction on the order n of A = (aij) to prove the lemma. The cases n = 1, 2 are trivial.
Now we assume that the lemma is true for the orders less than n.
Denote
B = A/a11 = (bij), C = A[2, . . . , n] =: (cij).
B is well-deﬁned since a11 = detA[1] > 0 by the condition (11). From the conditions (9)–(11), we have
detB = detA
a11
 0, detB[1, . . . , n − 2] = detA[1, . . . , n − 1]
a11
 0,
detB[1, . . . , k] = detA[1, . . . , k + 1]
a11
> 0, ∀k ∈ 〈n − 3〉.
So B is totally nonnegative by our induction assumption. Note that 0 b11 = c11 − a12a21a11  c11 and
bij = cij otherwise. Since B is totally nonnegative, we have
detC[1, . . . , k] = detB[1, . . . , k] + a12a21
a11
detB[2, . . . , k]
 detB[1, . . . , k], ∀k ∈ 〈n − 1〉,
which implies
detC  0, detC[1, . . . , n − 2] 0,
detC[1, . . . , k] > 0, ∀k ∈ 〈n − 3〉.
By our induction assumption, C is totally nonnegative.
For any α = (α1, . . . ,αk),β = (β1, . . . ,βk) ∈ Qk,n with all k ∈ 〈n〉, denote
α˜ = α\{1} − 1, αˆ = α\{2} − 1, β˜ = β\{1} − 1, βˆ = β\{2} − 1.
• If 1 /∈ α ∪ β , then detA[α|β] = detC[α − 1|β − 1] 0;
• if 1 ∈ α ∩ β , then detA[α|β] = a11detB[α˜|β˜] 0;• if 1 ∈ α and 1 /∈ β , then using a1j = 0 (j = 3, . . . , n) we have detA[α|β] = 0 or detA[α|β] =
a12detC[α˜|βˆ] 0;• if 1 /∈ α and 1 ∈ β , then using aj1 = 0 (j = 3, . . . , n) we have detA[α|β] = 0 or detA[α|β] =
a21detC[αˆ|β˜] 0.
Therefore, detA[α|β] 0, and thus we conclude that A is totally nonnegative. 
Lemma 7 [1]. If A ∈ Rn×n is a nonsingular totally nonnegative matrix, then for any k ∈ 〈n〉,
detA[α] > 0, ∀α ∈ Qk,n.
The following corollary is a direct consequence from Lemmas 6 and 7.
Corollary 8. Let A ∈ Rn×n be a tridiagonal nonnegative matrix. Then A is nonsingular and totally non-
negative if and only if detA[1, . . . , k] > 0 for any k ∈ 〈n〉.
Everywhere in the sequel, we use P = (pij) ∈ Rn×n to denote the matrix with pij = 1 if i + j =
n + 1 and 0 otherwise.
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Theorem 9. Let A ∈ Rn×n be a tridiagonal nonnegative matrix. Then the following three statements are
equivalent:
(i) A is nonsingular and sign regular with signature δ = (1, . . . , 1, n).
(ii) The following conditions are satisﬁed:
ndetA > 0, (12)
detA[2, . . . , n] 0, (13)
detA[1, . . . , n − 1] 0, (14)
detA[1, . . . , k] > 0, ∀1 k n − 2. (15)
(iii) The following conditions are satisﬁed:
ndetA > 0,
detA[2, . . . , n] 0,
detA[1, . . . , n − 1] 0,
detA[k + 1, . . . , n] > 0, ∀2 k n − 1.
Proof. Since PAP is sign regular with signature δ if and only if A is sign regular with signature δ, the
equivalence between the statements (i) and (iii) follows once the equivalence between the statements
(i) and (ii) is proved. So, in the following we only show the equivalence between the statements (i)
and (ii).
We ﬁrst prove that A is sign regular with signature δ under the statement (ii).
Let
C = A[2, . . . , n].
From the condition (15) and Corollary 8, we obtain that A[1, . . . , n − 2] is nonsingular and totally
nonnegative, which with Lemma 7 together gives that
detC[1, . . . , k] = detA[2, . . . , k + 1] > 0, ∀k ∈ 〈n − 3〉.
Furthermore, according to Lemma 6 and the conditions (14) and (15), we have that A[1, . . . , n − 1] is
totally nonnegative. Thus
detC[1, . . . , n − 2] = detA[2, . . . , n − 1] 0.
In addition, the condition (13) is reduced to
detC = detA[2, . . . , n] 0.
Therefore, by using Lemma 6 we get that C is totally nonnegative.
For any α = (α1, . . . ,αk),β = (β1, . . . ,βk) ∈ Qk,n with d(α) = 0 and k ∈ 〈n − 1〉, let
α˜ = α\{1} − 1, αˆ = α\{2} − 1, β˜ = β\{1} − 1, βˆ = β\{2} − 1.
• If 1 /∈ α ∪ β , then
detA[α|β] = detC[α − 1|β − 1] 0;
• if 1 /∈ α and 1 ∈ β , then
detA[α|β] = 0 or detA[α|β] = a21detC[αˆ|β˜] 0;
• if 1 ∈ α and 1 /∈ β , then
detA[α|β] = 0 or detA[α|β] = a12detC[α˜|βˆ] 0;
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• if 1 ∈ α ∩ β , then we need to consider two cases as follows:
Case (a) α = β: since 1 ∈ α ∩ β and d(α) = 0, the conditions (14) and (15) imply
detA[α|β] = detA[1, . . . , k] 0;
Case (b) α1 = β1, . . . ,αr = βr andαr+1 /= βr+1 for some r: thenaαr ,βr+1 = . . . = aαr ,n = 0,
and so,
detA[α|β] = detA[1, . . . , r]detA[r + 1, . . . , k|β\{1, . . . , r}]
= detA[1, . . . , r]detC[r, . . . , k − 1|β\{1, . . . , r} − 1]
 0,
that is, detA[α|β] 0. Therefore, according to Lemma 2 and noticing that A is nonsingular, we know
that A is nonsingular and sign regular with signature δ.
Conversely, let A be sign regular with signature δ. Then the conditions (12)–(14) follow. To prove
the condition (15), we consider two cases in the following:
Case 1: n = 1. Then the condition (15) follows directly from Corollary 8.
Case 2: n = −1. Obviously, A[1, . . . , n − 2] is totally nonnegative. Moreover,
anndetA[1, . . . , n − 1] − an,n−1an−1,ndetA[1, . . . , n − 2] = detA < 0,
and
detA[1, . . . , n − 1] 0, detA[1, . . . , n − 2] 0, ann  0, an,n−1  0, an−1,n  0.
Then
detA[1, . . . , n − 2] > 0.
HenceA[1, . . . , n − 2] isnonsingular and totallynonnegative. Therefore,weget thecondition
(15) by applying Corollary 8 to A[1, . . . , n − 2]. 
Remark. Wemust point out that Theorem 9 does not holdwithout the condition (13) or (14) as shown
by the following example. Let
A =
⎡
⎣2 1 01 3 5
0 1 1.4
⎤
⎦ .
Then detA = −3 < 0, detA[1, 2] = 5 > 0 and detA[1] = 2 > 0. But A is not sign regular because
detA[2, 3] = −0.8 < 0.
3. Tridiagonal factorization
Tridiagonal factorization will play as a useful tool in the next section for the proof of Theorem 5.
Tridiagonal factorizations of totally nonnegative matrices were already used by Rainey and Habeltler
in [13]. Denote the block diagonal matrix
[
A 0
0 B
]
by diag(A, B).
Theorem 10. Let A ∈ Rn×n (n 2). Assume
detA[2, . . . , n|1, . . . , n − 1] > 0, (16)
detA[1, . . . , n − 1|2, . . . , n] > 0, (17)
and for any k ∈ 〈n − 1〉,
detA[α|1, . . . , k] 0, ∀α ∈ Qk,n, (18)
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detA[1, . . . , k|β] 0, ∀β ∈ Qk,n, (19)
detA[1, . . . , k − 1] > 0. (20)
Then A can be written as A = LTU, where L = diag(1, L˜) is lower triangular and U = diag(1, U˜) is upper
triangular bothwith all diagonal elements being1, and T = (tij) is tridiagonalwith tij > 0 for all |i − j| 1
except for the entry tnn.
Proof. We start the proof by proving that if the conditions (16), (18) and (20) hold, then there exists a
lower triangular matrix L = diag(1, L˜)with all diagonal elements being 1 such that B = L−1A = (bij)
is an upper Hessenberg matrix with bi+1,i > 0 for all i ∈ 〈n − 1〉.
For this purpose, ﬁrst we show a21 > 0. Otherwise, the conditions (18) and (20) yield ai1 = 0 for
all 2 i n, which imply detA[2, . . . , n|1, . . . , n − 1] = 0. This contradicts the condition (16). So we
must have a21 > 0. Thus, by Gaussian elimination, there exists a lower triangular L1 = diag(1, L˜1)
with all diagonal elements being 1 such that B1 = L−11 A = (b(1)ij ) with b(1)i1 = 0 (i = 3, . . . , n) and
b
(1)
ij = aij (i = 1, 2, j = 1, . . . , n). In particular, b(1)21 = a21 > 0. By the condition (18) and our Gaussian
elimination, it is easy to check
b
(1)
i2 =
b
(1)
21 b
(1)
i2
b
(1)
21
= detA[2, i|1, 2]
a21
 0, i = 3, . . . , n.
Observe
detB1[1, . . . , k − 1] = detA[1, . . . , k − 1] > 0, ∀k ∈ 〈n − 1〉,
detB1[2, . . . , n|1, . . . , n − 1] = detA[2, . . . , n|1, . . . , n − 1] > 0,
so the conditions (20) and (16) are true for B1.
Nextwe show b
(1)
32 > 0. In fact, suppose b
(1)
32 = 0. Then the condition (20) gives that detB1[1, 2] > 0
and b
(1)
33 detB1[1, 2] = detB1[1, 2, 3] > 0, which implies b(1)33 > 0. Note that b(1)i2  0 for all 4 i n,
b
(1)
21 > 0 and b
(1)
33 > 0. It follows from
−b(1)i2 b(1)33 b(1)21 = detB1[2, 3, i|1, 2, 3] = detA[2, 3, i|1, 2, 3] 0
that b
(1)
i2 = 0 for all 4 i n, so detB1[2, . . . , n|1, . . . , n − 1] = 0,which contradicts that the condition
(16) also holds for B1. Hence, we get b
(1)
32 > 0. By Gaussian elimination again, there exists a lower
triangular L2 = diag(1, 1, L˜2) with all diagonal elements being 1 such that
B2 = (b(2)ij ) = (L1L2)−1A = L−12 B1
with b
(2)
ij = 0 and b(2)j+1,j > 0 for j = 1, 2 and i = j + 2, . . . , n.
By the condition (18), we have
b
(2)
i3 =
detB2[2, 3, i|1, 2, 3]
b
(2)
21 b
(2)
32
= detB1[2, 3, i|1, 2, 3]
b
(2)
21 b
(2)
32
= detA[2, 3, i|1, 2, 3]
b
(2)
21 b
(2)
32
 0,∀ 4 i n,
detB2[1, . . . , k − 1] = detB1[1, . . . , k − 1] = detA[1, . . . , k − 1] > 0, ∀ k ∈ 〈n − 1〉,
and
detB2[2, . . . , n|1, . . . , n − 1] = detB1[2, . . . , n|1, . . . , n − 1] = detA[2, . . . , n|1, . . . , n − 1] > 0.
Therefore, by repeating these procedures, we can ﬁnally get a lower triangular matrix Ln−3 =
diag(1, L˜n−3) with all diagonal elements being 1 such that
Bn−3 = (b(n−3)ij ) = (L1 · · · Ln−3)−1A = L−1n−3Bn−4
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with b
(n−3)
ij = 0 for j = 1, . . . , n − 3 and i = j + 2, . . . , n, and b(n−3)j+1,j > 0 for j = 1, . . . , n − 3. Fur-
thermore, by the condition (18), we have
b
(n−3)
i,n−2 =
detBn−3[2, . . . , n − 2, i|1, . . . , n − 2]∏n−3
j=1 b
(n−3)
j+1,j
= detA[2, . . . , n − 2, i|1, . . . , n − 2]∏n−3
j=1 b
(n−3)
j+1,j
 0, ∀ i = n − 1, n,
and
detBn−3[1, . . . , k − 1] = detA[1, . . . , k − 1] > 0, ∀k ∈ 〈n − 1〉,
detBn−3[2, . . . , n|1, . . . , n − 1] = detA[2, . . . , n|1, . . . , n − 1] > 0,
so the conditions (20) and (16) are true for Bn−3.
Nowwewant to show b
(n−3)
n−1,n−2 > 0. To do so, we assume b
(n−3)
n−1,n−2 = 0. Then, using the conditions
(16) and (18), we have
−b(n−3)n,n−2b(n−3)n−1,n−1
(
b
(n−3)
21 . . . b
(n−3)
n−2,n−3
)
= detBn−3[2, . . . , n|1, . . . , n − 1]
= detA[2, . . . , n|1, . . . , n − 1] > 0,
and
b
(n−3)
n−1,n−1detA[1, . . . , n − 2] = b(n−3)n−1,n−1detBn−3[1, . . . , n − 2]
= detBn−3[1, . . . , n − 1]
= detA[1, . . . , n − 1] 0,
so, taking into account (20), b
(n−3)
n,n−2 < 0, which is impossible since b
(n−3)
n,n−2  0. So we must have
b
(n−3)
n−1,n−2 > 0. Thus, by Gaussian elimination again, there exists a lower triangular Ln−2 =
diag(1, . . . , 1, L˜n−2) with all diagonal elements being 1 such that Bn−2 = L−1n−2Bn−3 = (b(n−2)ij ) with
b
(n−2)
ij = 0 for j = 1, . . . , n − 2 and i = j + 2, . . . , n, and b(n−2)j+1,j > 0 for j = 1, . . . , n − 2. Moreover,
the condition (16) gives that
b
(n−2)
21 · · · b(n−2)n−1,n−2b(n−2)n,n−1 = detBn−2[2, . . . , n|1, . . . , n − 1]
= detA[2, . . . , n|1, . . . , n − 1] > 0
which means b
(n−2)
n,n−1 > 0.
Let L = L1 . . . Ln−2. Then L = diag(1, L˜), all its diagonal elements are 1, and B = (bij) = Bn−2 =
L−1Awith bij = 0 for i = j + 2, . . . , n and j = 1, . . . , n − 2, and bj+1,j > 0 for j = 1, . . . , n − 1.
Clearly, the following is true for our elimination
detB[1, . . . , k − 1] = detA[1, . . . , k − 1] > 0, ∀k ∈ 〈n − 1〉,
detB[1, . . . , k|β] = detA[1, . . . , k|β] 0, ∀k ∈ 〈n − 1〉,
detB[1, . . . , n − 1|2, . . . , n] = detA[1, . . . , n − 1|2, . . . , n] > 0.
From the conditions above and applying the same argument to BT , we ﬁnd an upper triangular matrix
U = diag(1, U˜) with all diagonal elements being 1 such that T = (tij) = BU−1 with tij = 0 for all|i − j| > 1 and tij > 0 for all |i − j| = 1. Hence A = LTU.
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In the following we still need to show that tkk > 0 for all k ∈ 〈n − 1〉. It is easy to see that
detT[1, . . . , k − 1] = det(LTU)[1, . . . , k − 1] = detA[1, . . . , k − 1] > 0, ∀k ∈ 〈n − 1〉, (21)
and
detT[1, . . . , n − 1] = det(LTU)[1, . . . , n − 1] = detA[1, . . . , n − 1] 0. (22)
Obviously, the properties that t12 > 0, t21 > 0, detT[1] = t11 > 0 and detT[1, 2] = t11t22 − t12t21 >
0 yield that t11 > 0, and t22 > 0. Further,{
tk+1,k > 0, tk,k+1 > 0,
tkkdetT[1, . . . , k − 1] − tk,k−1tk−1,kdetT[1, . . . , k − 2] = detT[1, . . . , k], ∀k ∈ 〈n − 1〉.
Thus we obtain from (21) and (22) that
tkk > 0, k = 3, . . . , n − 1. 
4. Proof of Theorem 5
We still need two lemmas for the proof of Theorem 5.
Lemma 11. Let A = (aij) ∈ Rn×n be a nonsingular totally nonpositivematrix. Then an1 < 0 and a1n < 0.
Proof. Obviously, an1  0. Suppose an1 = 0. Since detA < 0, ar1 /= 0 for some 1 r  n − 1. So ar1 <
0, which with anj  0 and
ar1anj = detA[r, n|1, j] 0
gives anj = 0 for j = 2, . . . , n. This implies detA = 0, a contradiction. Hence, we must have an1 < 0.
Similarly, we also have a1n < 0. 
Lemma 12 (Corollary 2.2 of [1]). Let A ∈ Rn×n be a nonsingular lower triangularmatrix. Then A is totally
nonnegative if detA[α|1, . . . , k] 0 for any k ∈ 〈n〉 and α ∈ Qk,n.
We are now ready to prove Theorem 5.
Proof of Theorem 5. We only show the equivalence between the statements (a) and (b), since the
relation between the statements (a) and (c) is exactly the same as the one between the statements (a)
and (b) for matrix PAP.
First assume A is nonsingular and totally nonpositive. Then, obviously, the conditions (4)–(6) follow
by using Lemma 11. Hence, in the following we only show the condition (7).
Let B = JA−1J = (bij). By the formula (1.32) of [1],
detB[α|β] = det(JA−1J)[α|β] = detA[β
′|α′]
detA
, ∀α,β ∈ Qk,n and k ∈ 〈n − 1〉. (23)
It is easy to check that B is nonsingular sign regular with signature δ = (1, . . . , 1,−1). So bij  0. In
particular, we have b11 > 0. Otherwise, if b11 = 0, then we obtain from the following{
b1j  0, bi1  0,−b1jbi1 = detB[1, i|1, j] 0, i, j = 2, . . . , n
that either bi1 = 0 (i = 2, . . . , n) or b1j = 0 (j = 2, . . . , n), which, in return, gives that B is singular.
This contradicts the fact that B is nonsingular. Hence, we have b11 > 0.
Now we apply the induction method on the order n of B to prove
detB[1, . . . , k − 1] > 0, ∀k ∈ 〈n − 1〉. (24)
First, for the case n = 3, B[1, . . . , k − 1] = B[1] = b11 > 0 for any k ∈ 〈n − 1〉, so, (24) holds. Next
we assume that (24) is true for the orders less than n. Observe that the Schur complement B/b11 ∈
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R(n−1)×n−1) is sign regularwith signature δ′ = (1, . . . , 1,−1). Thus, we get by applying our induction
assumption to B/b11 that for any k ∈ 〈n − 1〉,
detB[1, . . . , k − 1] = b11det(B/b11)[1, . . . , k − 2] > 0,
that is, (24) is true. Therefore, we obtain the condition (7) by using (24) and (23) directly.
From now on, we assume the conditions in the statement (b) hold true. We want to prove that A is
nonsingular and totally nonpositive. To do so, in the following we show equivalently that B = JA−1J is
sign regular with signature δ = (1, . . . , 1,−1).
By using the formula (23) and the conditions (4)–(7), we deduce
detB[2, . . . , n] 0, detB[1, . . . , n − 1] 0,
detB[2, . . . , n|1, . . . , n − 1] > 0, detB[1, . . . , n − 1|2, . . . , n] > 0.
and for any k ∈ 〈n − 1〉,
detB[α|1, . . . , k] 0, ∀α ∈ Qk,n,
detB[1, . . . , k|β] 0, ∀β ∈ Qk,n,
detB[1, . . . , k − 1] > 0.
According to Theorem 10, B can be factorized as
B = LTU,
where L = diag(1, L˜) is lower triangular and U = diag(1, U˜) is upper triangular, all diagonal elements
of both L and U are 1, and T = (tij) is tridiagonal with tij > 0 for all |i − j| 1 except for the entry tnn.
Consequently, we have
detT[1, . . . , k − 1] = detB[1, . . . , k − 1] > 0, ∀k ∈ 〈n − 1〉,
detT[1, . . . , n − 1] = detB[1, . . . , n − 1] 0,
and
detT[2, . . . , n] = detB[2, . . . , n] 0.
Thus, using Lemma 6 and Corollary 8 we have that T[1, . . . , n − 1] is totally nonnegative and
T[1, . . . , n − 2] is nonsingular and totally nonnegative, which imply
detT[2, . . . , n − 1] 0 and detT[2, . . . , n − 2] > 0.
Hence, the properties
tn,n−1 > 0, tn−1,n > 0,
tnndetT[2, . . . , n − 1] − tn,n−1tn−1,ndetT[2, . . . , n − 2] = detT[2, . . . , n] 0
yield tnn > 0. Thus, T is a nonnegative tridiagonal matrix. Observe that detT = detB < 0. Therefore,
by Theorem 9, T is nonsingular and sign regular with signature δ. By a simple calculation, we have that
for any k ∈ 〈n − 1〉, α,β ∈ Qk,n with 1 /∈ α and 1 /∈ β ,
detL[α|2, . . . , k + 1]detT[2, . . . , k + 1|1, . . . , k] = detB[α|1, . . . , k] 0,
detT[1, . . . , k|2, . . . , k + 1]detU[2, . . . , k + 1|β] = detB[1, . . . , k|β] 0.
Thus, we get
detL[α|2, . . . , k + 1] = detB[α|1, . . . , k]
ki=1ti+1,i
 0,
detU[2, . . . , k + 1|β] = detB[1, . . . , k|β]
ki=1ti,i+1
 0.
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Hence, we obtain by taking L = diag(1, L˜), U = diag(1, U˜) and detL = detU = 1 into account and
using Lemma 12 that L and U are totally nonnegative. Therefore, by Theorem 3.1 of [1], B = LTU is sign
regular with the same signature δ. Hence, we conclude by using (23) that A is nonsingular and totally
nonpositive. 
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