Abstract. We prove that there are no n-agonal musquashes for n odd, apart from the standard ones. This completes the classification of musquashes.
. The standard pentagonal musquash This paper is the sequel to [2] , in which we showed that there are no n-agonal musquashes with n even and n > 6. In this present paper we exploit the same ideas in order to complete the classification of musquashes. We maintain the notation and terminology of [2] . By stereographic projection, we regard musquashes as being drawn on the 2-sphere S 2 . We regard two musquashes as being equivalent if one can be obtained from the other by a homeomorphism of S 2 ; this equivalence is also called geotopy [3] .
Theorem. For n odd, every n-agonal musquash is equivalent to the standard one.
Before proving this theorem, let us make some remarks concerning the notion of equivalence. First, recall that given a musquash M, and an orientation of M, the intersection table of M is the table whose i-th row gives the sequence of edges crossed by edge e i (see [8] ). The (i + 1)-th row is the i-th row +1 (mod n), so the table is completely determined by the top row. Furthermore, the crossings on the edges e i can be given a positive or negative sign according to the orientation of the crossing: a positive sign is given if the curve that is crossed by e i is passing from left to right (see [2] ). For example, Table 1 gives the signed intersection table, for the musquash of Figure 1 . The standard musquash has the signed intersection table whose top row is: −(n − 2), −(n − 4), . . . , −5, −3, n − 1, n − 3, . . . 6, 4.
The equivalence class of M and the signed intersection table of M are essentially equivalent. The equivalence class, together with a choice of orientation of M, uniquely determines the signed intersection table, up to a complete change of signs at all crossings. To understand the converse, recall that every closed normal curve in S 2 has its associated Gauss word; one gives a label to each crossing, and the Gauss word is the sequence of labels that one encounters as one passes along the curve. Similarly, in the signed Gauss word, each crossing label is given a sign ±, according to the orientation of the crossing. In the case where the curve is a musquash, one can write down the Gauss word (resp. signed Gauss word) from the intersection table (resp. signed intersection table). It is well known that the signed Gauss word determines the geotopy type of the curve (see [3] ). Hence the equivalence class of a musquash is determined by its signed intersection table.
Edge Intersections Table 1 The following proof could be presented as a direct argument that the musquash is equivalent to the standard one. Instead, for convenience of presentation, it is easier to show merely that the signed intersection table of the musquash is the same as that of the standard musquash, up to a complete change of signs.
Although we will not use this fact, it is not difficult to see that for n odd, the intersection table determines the signed intersection table, up to a complete change of signs. This follows from the fact that in this case, the interlinking graph is connected [6, 4, 1] .
Proof of the Theorem. Suppose that M is an n-agonal musquash, where n is odd and n ≥ 5. Recall from [2] that there is a homeomorphism Φ of S 2 , of period n, which preserves M, and the orientation of M and sends each edge of M to the successive edge of M. For even musquashes, Φ is orientation reversing. In the present case, we have:
Proof. It suffices to note that the group G of homeomorphisms of S 2 generated by Φ has odd order. So the group homomorphism ψ : G → Z 2 defined by
0, if g is orientation preserving must be trivial.
Remark 1.
Notice that Lemma 1 implies that the signs are constant in each of the columns of the signed intersection table of M. By Eilenberg's theorem [7] (see also [5] for a modern account), Φ is topologically conjugate to a rotation of order n. In particular, Φ has exactly two fixed points, x 1 and x 2 say. Now M forms the 1-skeleton of a 2-cell decomposition S of S 2 . Clearly, Φ preserves the faces F 1 , F 2 of S which contain x 1 and x 2 respectively. Notice that if an edge e i is incident with the boundary ∂F j of F j , then from the definition of Φ, the edges e i+k are all incident with ∂F j , for all k, where the edge subscripts are computed modulo n. In particular, the edges e k are all incident with both ∂F 1 1 and r 2 , the fixed points, x 1 and x 2 , are both contained in the same region, say r 1 , and for small , one has γ(t 2 + 1 + ) ∈ r 2 . The restriction δ of γ to the interval [t 2 + 1 + , t 3 ] does not meet c since it doesn't meet ∂F 1 and can't cross e 1 . Moreover, γ(t 3 ) ∈ ∂F 2 and so γ(t 3 ) can be connected to x 2 by a curve δ which lies in F 2 and hence doesn't meet c. Together δ and δ give a curve which joins γ(t 2 + 1 + ) ∈ r 2 to x 2 ∈ r 1 without crossing c. This is the desired contradiction. 
We now investigate what happens when we draw the odd musquash M edge by edge, starting with e 1 . The first intersection one encounters is the intersection between e 3 and e 1 . The only choice here is that in R 1 (M), one could have +3 or −3. In fact, by applying the antipodal map of S 2 if necessary, we may restrict our attention to the −3 case. When we draw in e 4 there are, a priori, 4 possibilities for the appearances of 3 and 4 in R 1 (M):
However, from the remark following the proof of Lemma 1, as the intersection of e 1 with e 3 is negative, the intersection of e 2 with e 4 must also be negative. It follows that the only possible case is −3, 4 (see Figure 2 ). Now use Lemma 2. Let F 1 be the face in whose boundary the edges e 1 , . . . , e n occur with clockwise orientation. Then F 1 is a subset of some connected component Ω 4 of S 2 \M 4 . It follows that the edges e 1 , e 2 , e 3 , e 4 occur in the boundary of Ω 4 with clockwise orientation. This uniquely determines Ω 4 (see the shaded region in Figure 2 ). A priori, there may be several segments of the edges e 1 , e 2 , e 3 , e 4 in ∂F 1 . However, notice that the segments of the edges e 1 , e 2 , e 3 , e 4 are not intertwined, that is, for i, j ∈ {1, 2, 3, 4}, i = j, there does not exist a cyclic sequence of the form e i . . . e j . . . e i . . . e j in ∂F 1 . In fact, the edges e 1 , e 2 , e 3 , e 4 occur in blocks in the cyclic clockwise order 3, 1, 4, 2.
The remainder of the proof is an induction argument. 
Notice that the intersection table in the statement of Lemma 3 is just a succinct way of stating what
Here the vertical dots indicate that down each column the (unsigned) numbers increase successively by 1, modulo k. Unlike the intersection table of a complete musquash, the intersection table of M k cannot be deduced immediately from its first row. For example, in R 3 (M k ), the place of the 1 is not immediately determined by R 1 (M k ); a priori, the 1 could occur anywhere in R 3 (M k ).
Before proving this lemma, notice that it does establish the Theorem. Indeed, in the case n = k, Lemma 3 implies that the first row of the intersection table is
as required.
Proof of Lemma 3.
We first establish the case k = 5. As remarked above, in ∂Ω 4 the edges e 1 , e 2 , e 3 , e 4 occur in the cyclic order: 3, 1, 4, 2. In particular, e 1 , e 2 , e 4 occur in the order: 1, 4, 2. Applying Φ, it follows that e 2 , e 3 , e 5 occur in the order: 2, 5, 3. Hence the edges e 1 , . . . , e 5 occur in ∂Ω 5 in the cyclic order 5, 3, 1, 4, 2. Consequently, edge e 5 crosses Ω 4 as shown in Figure 3 . Notice that this doesn't completely determine M 5 : there are 4 possibilities (see Figure 4) . However, the table of intersections is as claimed in Lemma 3 (it is the same as Table 1 ). Now assume that the lemma is true for some odd k ≥ 5 with k < n. We will prove it true for k + 2.
We must show that 
First note that in R k (M), 1 does not occur between 2 and k − 2. Indeed, this follows immediately from the inductive hypothesis of Lemma 3, since the segment of e k between the crossings of e 2 and e k−2 is part of the boundary of Ω k .
If k = 5, we are finished. Suppose that k = 7. Consider the crossings of e 7 by e 4 and by e 2 ; from R 7 (M 7 ), these are both negative crossings (see Figure 5) . From R 4 (M 7 ), one sees that e 7 is the last crossing of M 7 on e 4 and the crossing immediately before e 7 is e 2 , which is a positive crossing. From R 2 (M 7 ), one sees that after e 7 , the next crossing of M 7 on e 2 is e 5 , and the previous crossing is e 4 ; the first is a positive crossing and the latter is a negative crossing (see Figure 5) . Now, from R 5 (M 7 Figure 6 ). This completes the case k = 7.
Figure 5
Now suppose that k ≥ 9. We must show that in R k (M), 1 does not occur between i + 2 and i, for any i = 2, 4, . . . , k − 5. First consider the crossings of e k by e k−3 and by e k−5 ; from R k (M k ), these are both negative crossings (see Figure  7) . From R k−3 (M k ), one sees that e k is the last crossing of M k on e k−3 and the crossing immediately before e k is e 2 , which is a positive crossing. From R k−5 (M k ), after e k , the next crossing of M k on e k−5 is e k−2 , and the previous crossing is e 2 , and they are both positive crossings (see Figure 7) . Now, from R k−2 (M k ), one sees that e k−5 is the first crossing of M k on e k−2 . From R 2 (M k ), after e k−3 , the next crossing of M k on e 2 is e k−5 . Hence e k does not cross e 1 between e k−3 and e k−5 , since e 1 cannot enter the square region shown in Figure 7 .
Now consider the crossings of e k by e 4 and by e 2 . These are negative crossings (see Figure 8) . From R 2 (M k ), after e k , the next crossing of M k on e 2 is e k−2 , and this is a positive crossing, while the crossing immediately before e k is e 4 , and this is a negative crossing. Similarly, from R 4 (M k ), after e k , the next crossing of M k on e 4 is e k−2 , and the previous crossing is e 2 , and they are both positive crossings (see Figure 8 ). Now, from R k−2 (M k ), after e 4 , the next crossing of M k on e k−2 is e 2 . Hence e k does not cross e 1 between e 4 and e 2 , since e 1 cannot enter the triangular region shown in Figure 8 .
Figure 8
If k ≥ 11, suppose that i ∈ {4, 6, . . . , k − 7} and consider the crossings of e k by e i+2 and by e i . These are negative crossings (see Figure 9) . From R i (M k ), after e k , the next crossing of M k on e i is e k−2 , and this is a positive crossing, while the crossing immediately before e k is e 2 , and this is also a positive crossing. Similarly, from R i+2 (M k ), after e k , the next crossing of M k on e i+2 is e k−2 , and the previous crossing is e 2 , and they are both positive crossings (see Figure 9) . Now, from R k−2 (M k ), after e i+2 , the next crossing of M k on e k−2 is e i . And from R 2 (M k ), after e i+2 , the next crossing of M k on e 2 is e i . Hence e k does not cross e 1 between e i+2 and e i , for i = 4, 6, . . . , k − 7, since e 1 cannot enter the square region shown in Figure 9 .
We have shown that e k does not cross e 1 between e i+2 and e i , for i = 2, 4, . . . , k− 5. A similar argument shows that e k does not cross e 1 between e i+2 and e i , for i = 3, 5, . . . , k − 4.
Remark 2.
By the inductive hypothesis, the edges e 1 , . . . , e k occur in ∂Ω k in the order: k, k − 2, . . . , 3, 1, k − 1, k − 3, . . . , 4, 2. In particular, since e 2 , e k−2 , e k occur in the order k, k − 2, 2, the edges e 3 , e k−1 , e k+1 must occur in ∂Ω k+1 in the order: k + 1, k − 1, 3. It follows that the edges e 1 , . . . , e k+1 occur in ∂Ω k+1 either in the order k, k − 2, . . . , 3, 1, k + 1, k − 1, k − 3, . . . , 4, 2 or the order k, k − 2, . . . , 3, k + 1, 1, k − 1, k − 3, . . . , 4, 2 (see Figure 10 ). We will show that the second case is impossible. For the moment, notice that in either case, along the edge e 1 , the edges e 3 , e k−1 and e k+1 are crossed in the order 3, k + 1, k − 1. So R 1 (M) contains the following ordered list: Since R k (M k ) is:
it follows that R k+1 (M) contains the following ordered list:
Moreover, as we have just seen, the edges e 1 , . . . , e k+1 occur with clockwise orientation in ∂Ω k+1 in the order k, k − 2, . . . ,
. . , 4, 2 and in either case, along the edge e k+1 , the edges e 1 , e 3 and e k−1 are crossed in the order 3, 1, k − 1. Thus R k+1 (M) contains the following ordered list:
Proof of Sub-Lemma 2. Suppose that in R k (M k+1 ), 1 comes first. Then, from the above argument, R k (M) contains the following ordered list:
and R k+1 (M k+2 ) is:
Figure 10
Consider the shaded region Σ of Figure 11 . Since R k (M) contains the numbers 1, 2, 3 in the order: ±1, −2, 3, we see that e k enters Σ when it crosses e 2 , leaves Σ when it crosses e 3 , and does not re-enter Σ. So e k terminates outside Σ. But R k+1 (M) contains the numbers 1, 2, 3 in the order: ±2, −3, ±1, which is impossible since then e k+1 would have to enter Σ when it crosses e 2 , but it would subsequently be forced to cross e 3 with the wrong orientation. 
Proof of Sub-Lemma 3. From R k−2 (M k ), one sees that e k−2 crosses e 2 before e 1 with the orientations shown in Figure 12 . From the previous Sub-Lemma, R k (M) contains the following ordered list:
In particular, in R k (M), the numbers 1, 2, k − 2 occur in the order −2, k − 2, ±1. Suppose that in R 1 (M k+1 ), k does not come first. Thus e k crosses the segment of e 1 in the boundary of the triangle Σ shown in Figure 12 . Notice also that e k begins outside Σ; indeed, from R k−1 (M k ), e k−1 crosses e 2 as its last crossing and from R 2 (M k ), k − 1 occurs before k − 2 and is negatively signed. It follows that e k terminates inside Σ. However, using ( * ) and the Remark preceding Sub-Lemma 2, one has that in R k+1 (M), the numbers 1, 2, k−2 occur in the order −(k−2), ±1, ±2. But this is impossible, since it implies that e k+1 leaves Σ by crossing e k−2 with the wrong sign. This establishes Sub-Lemma 3.
Figure 12
Remark 4. Combining the information in the Sub-Lemmas and Remarks so far, we have (a) R 1 (M k+2 ) is:
(b) R k (M k+2 ) contains the following list: Figure 13 ; it is bounded by the Jordan curve γ composed of the segment of e 1 from the crossing with e k to the crossing with e k+1 , the segment of e k from the crossing with e 1 to its end vertex, and the segment of e k+1 from its initial vertex to the crossing with e 1 . Let A denote the point at which e 1 crosses e k−1 and let B be the initial vertex of e k . Notice that A occurs on e 1 after the crossing e k−1 . It follows that A and B lie in different connected components of the complement of γ. But this is impossible, since e k−1 joins A and B and doesn't cross γ. Hence (a) implies (b). A similar argument shows that (b) implies (a).
Figure 13
Sub-Lemma 5. In R 1 (M), k is negatively signed.
Proof of Sub-Lemma 5. Suppose that in R 1 (M), k is positively signed. It follows that in R 2 (M), k + 1 is positively signed and in R 3 (M), k + 2 is positively signed. We will derive a contradiction by showing that e k+2 does not meet e 1 ; that is, e k+2 does not cross e 1 , and nor does it terminate at the initial vertex of e 1 .
Consider the two regions Σ 1 , Σ 2 , shown in Figures 14, and 15 respectively; the orientations of the crossings shown in these Figures come directly from our information concerning the rows of M k+1 . First note that by Remark 4(c), in R k+1 (M k+2 ), 2 comes last. Moreover, from Sub-Lemma 4, in R k (M), 1 is negatively signed. Hence in R k+1 (M), 2 is negatively signed. Hence e k+1 terminates inside Σ 1 , and so e k+2 commences inside Σ 1 .
The interior of Σ 2 is outside Σ 1 . Indeed, a segment of e 2 forms part of the boundary of Σ 2 . The claim then follows, since by Remark 4(a), e 2 cannot re-enter Σ 1 after it crosses e k , and e 2 does not cross e 5 before e k . (See Figure 15 . The case k = 5 would be drawn differently, but the argument is the same).
Notice that by Remark 4(a), k appears before k − 2 in R 1 (M), and so k + 2 appears before k in R 3 (M). Since k + 2 is positively signed in R 3 (M), we conclude Figure 14 that e k+2 enters Σ 2 by crossing e 3 . From Sub-Lemma 4 and Remark 4(c), R k+2 (M) contains the following ordered list:
In particular, e k+2 crosses e 3 after e 2 , e k and e 5 . So e k+2 terminates in Σ 2 .
We have established that e k+2 commences inside Σ 1 and terminates outside Σ 1 . From Sub-Lemma 4 and Remark 4(a), R 2 (M) contains the following ordered list:
So e k+2 does not cross the segment e 2 in the boundary of Σ 1 . Moreover, as we saw above, in R k+2 (M), k − 1 and k occur in the following order:
Hence, a priori, the possibilities for the order of the intersections of e k+2 with the boundary of Σ 1 ; they are (a) e k+2 exits Σ 1 by crossing the segment of e 1 in the boundary of Σ 1 , and doesn't re-enter Σ 1 , Figure 15 (b) e k+2 exits Σ 1 by crossing the segment of e k in the boundary of Σ 1 , and doesn't re-enter Σ 1 , (c) e k+2 exits Σ 1 by crossing e 1 , re-enters Σ 1 by crossing e k−1 , and exits Σ 1 again by crossing e k . In fact, case (c) is not possible, since if e k+2 re-enters Σ 1 by crossing the segment of e k−1 in the boundary of Σ 1 , then e k+2 would enter the region shown in Figure  16 . But from above, in R k+2 (M), 2 occurs before k and is positively signed, which would be impossible. Case (a) is also impossible, since otherwise e k+2 must meet e k at some point on e k after the crossing of e 1 with e k . But this segment of e k is entirely contained in Σ 1 . We conclude that case (b) holds and hence e k+2 does not cross e 1 at any point on e 1 after the crossing of e k with e 1 .
Finally, consider the region Σ 3 shown in Figure 17 . Notice that e k+2 commences and terminates outside Σ 3 . We have already seen that e k+2 does not cross the segments of e k and e 1 in the boundary of Σ 3 . As we have already remarked, in R 3 (M), k + 2 appears before k. Hence e k+2 does not cross the segment of e 3 in the boundary of Σ 3 . Consequently, e k+2 does not enter Σ 3 , and hence e k+2 does not cross the segment e 1 in the interior of Σ 3 .
This establishes that e k+2 does not meet e 1 , which is impossible.
Remark 5. By Sub-Lemmas 4 and 5 and Remark 4, we have:
(b) R k (M k+2 ) contains the following list: 
Proof of Sub-Lemma 6. By Remark 2 and Sub-Lemma 5, the edges e 1 , . . . , e k+1 occur with clockwise orientation in ∂Ω k+1 in the order k, k − 2, . . . , 3, 1, k + 1, k −  1, k − 3 order k + 2, k, k − 2, . . . , 3, 1, k +  1, k − 1, k − 3, . . . , 4, 2, as required.
Remark 6. It follows that in R k (M k+2 ), k + 2 occurs immediately before k − 2, and is negatively signed. So R k (M k+2 ) is:
Proof of Sub-Lemma 7. First suppose that i is odd. By Remark 5, in R 1 (M k+2 ), i occurs before k + 1, and is negatively signed, while in R k+1 (M k+2 ), i occurs before 1, and is also negatively signed. Suppose that in R i (M k+2 ), 1 comes after k + 1. From Remark 5, e k has no crossing with M k+1 after its crossing with e 1 . Hence e i must terminate inside the region Σ shown in Figure 18 ; so e i+1 commences inside Σ. But by Remark 5, in R 1 (M k+2 ), i + 1 occurs after k + 1, and in R k+1 (M k+2 ), i + 1 occurs after 1. This is impossible, as it leaves e i+1 no way of exiting Σ. This completes the case where i is odd. The case where i is even is treated by an analogous argument; see Figure 19 .
In order to complete the inductive step in the proof of Lemma 3, it remains to show that the rows of M k+2 are as claimed in the Lemma. Remarks 5 and 6 show that rows R 1 (M k+2 ), R k (M k+2 ) and R k+1 (M k+2 ) are as claimed. It is easy to see that R 2 (M k+2 ) and R k+2 (M k+2 ) are uniquely determined, and are also as claimed. The inductive hypothesis tells us the order and sign of the numbers 1, . . . , k in each row. Let i ∈ {3, . . . , k − 1}. It remains to see where k + 1 and k + 2 go in R i (M k+2 ); the sign of k + 1 and k + 2 is determined by the sign of k in rows R i−1 (M k+2 ) and R i−2 (M k+2 ) respectively. First note that the place of k + 2 in R k (M k+2 ) correctly determines the place of k + 1 in R k−1 (M k+2 ). By the previous SubLemma, in R k−2 (M k+2 ), k + 1 occurs after 1. This correctly determines the place of k + 1 in R k−2 (M k+2 ), since 1 occurs at the end of R k−2 (M k ). If k = 5, we have determined the place of k + 1 in each row. If k ≥ 7, assume that i ∈ {3, . . . , k − 3}. By the previous Sub-Lemma, in R i (M k+2 ), k + 1 occurs after 1. By the inductive hypothesis, k occurs before k − 2 in R i−1 (M k+2 ) and hence, in R i (M k+2 ), k + 1 occurs before k − 1; thus k + 1 occurs between 1 and k − 1, as claimed in the Lemma. Hence in all cases, the position of k + 1 is correctly determined. It remains to consider the place of k + 2 in each row. In R 2 (M k+2 ), k + 1 occurs before k − 1 and hence, in R 3 (M k+2 ), k + 2 occurs before k, as claimed in the Lemma. In R k−2 (M k+2 ), k + 1 occurs after 1 and hence, in R k−1 (M k+2 ), k + 2 occurs after 2, as claimed in the Lemma. If k = 5, we have determined the place of k + 2 in each Figure 18 row. If k ≥ 7, we have just seen that, for i ∈ {4, . . . , k − 2}, in R i−1 (M k+2 ), k + 1 occurs between 1 and k − 1 and hence, in R i (M k+2 ), k + 2 occurs between 2 and k, as claimed in the Lemma.
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