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ABSTRACT Intelligent robots are required to fully understand human intentions and operations in order
to support or collaborate with humans to complete complicated tasks, which is typically implemented by
employing human-machine interaction techniques. This paper proposes a new robotic learning framework
to perform numeral writing tasks by investigating human-machine interactions with human preferences.
In particular, the framework implements a trajectory generative module using a generative adversarial
network (GAN)-based method and develops a human preference feedback system to enable the robot to learn
human preferences. In addition, a convolutional neural network, acting as a discriminative network, classifies
numeral images to support the development of the basic numeral writing ability, and another convolutional
neural network, acting as a human preference network, learns a human user’s aesthetic preference by taking
the feedback on two written numerical images during the training process. The experimental results show
that the written numerals based on the preferences of ten users were different from those of the training data
set and that the writingmodels with the preferences from different users generate numerals in different styles,
as evidenced by the Fréchet inception distance (FID) scores. The FID scores of the proposed framework with
a preference network were noticeably greater than those of the framework without a preference network. This
phenomenon indicates that the human-machine interactions effectively guided the robotic system to learn
different writing styles. These results prove that the proposed approach is able to enable the calligraphy robot
to successfully write numerals in accordance with the preferences of a human user.
INDEX TERMS Human-machine interaction, human preference, neural networks, robotic calligraphy,
robotic writing trajectory.
I. INTRODUCTION
Intelligent machines, including robots, autonomous vehicles,
and assistance systems, have been widely applied in our
daily lives to support various activities, such as commu-
nication, business, transportation, and healthcare. Effective
interactions between humans and machines are essential
The associate editor coordinating the review of this manuscript and
approving it for publication was Luigi Biagiotti .
for high performance of intelligent machines. By effec-
tive information exchange and interpretation, intelligent
machines are able to understand the human intentions, and
thus, human-machine interactions (HMIs) are considered
an important research topic to assist humans in completing
tasks. A number of HMI methods have been developed to
improve the capabilities of intelligent machines. For instance,
human gesture and activity recognition is a useful and
widely used tool for HMI [1]–[4], in addition to speech
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recognition [5], [6], emotion recognition [7]–[9], elec-
troencephalography (EEG), electromyography (EMG), and
electrocardiography (ECG) signal interpretation [10]–[13].
In addition, Alsamhi et al. [14] reported the current devel-
opment of artificial intelligence techniques for the appli-
cation areas of robotic communications, including artificial
neural networks, adaptive neuro-fuzzy interference sys-
tems, machine learning, and genetic algorithms. This report
inspires us to explore artificial intelligence techniques in
robotics. These techniques not only allow information or
instructions exchange between humans and machines but
also allow machines to deepen their understanding of human
intention.
The application of HMI to robotic calligraphy is, how-
ever, very limited. Most of the writing robots generate tra-
jectories using matching and fitting methods [15]–[19]. Our
previous studies [20], [21] focused on building trajectory
generative models for robotic Chinese calligraphy systems
by integrating AI techniques, such as convolutional autoen-
coder (CAE), differential evolution (DE), and generative
adversarial networks (GANs). Nevertheless, some research
work has indeed applied HMI to transfer human handwrit-
ing skills to robots [22]–[25]. However, these HMI-based
approaches only allowed robots to directly use instructions
(i.e., pen movements) given by a human to write charac-
ters or letters, rather than interpreting human preferences
via HMI. As a result, the robots can use only one fixed
writing style, which might not follow a human user’s pref-
erences. Furthermore, to increase the diversity of writing
results, human engineers must perform a large number of
demonstrations for training. Therefore, it is difficult to create
new writing styles for calligraphy robots using this type of
HMI method.
Note that deep reinforcement learning has been recently
developed to guide robots to learn human preferences [26].
This method transforms the evaluations of robot motions
to human-robot interaction processes by employing human
users to evaluate each action generated by the robots. The
evaluation marks are provided based on the alignment of
robot actions with human expectation. Such a method has
successfully guided a simulated robot to perform complex
actions. However, more investigation is required for such
a reinforcement learning method to write desired numbers
or letters with diverse writing styles; otherwise, the method
requires an unexpectedly long training time to converge.
This paper proposes a learning framework to enable cal-
ligraphy robots to learn to write numerals with human pref-
erences by further developing the work of [26] to address
the above two challenges. The proposed approach takes both
human preferences and robot performance feedback simulta-
neously in the learning framework. In addition, to improve the
learning efficiency, we incorporate our previous method [20],
i.e., a GAN-based calligraphy system, into this proposed
learning framework; a maximum-likelihood-like method is
also designed to train the robot writing framework in order
to avoid an overly lengthy training time caused by the
conventional training methods in reinforcement learning.
Thus, the proposed learning framework allows the robot
to develop a high-performance writing skill consistent with
human preferences.
The main contributions of this work are twofold: 1) a robot
learning framework based on both human-robot interactions
and the feedback of robotic writing results; and 2) an effi-
cient GAN training approach for trajectory generativemodule
optimization. The main contributions of this work and our
previous two works are different. The goal of the previous
work, i.e., the DE- and GAN-based calligraphy systems, was
to find trajectory generative models for the Chinese strokes;
in contrast, this work aims to enable the robot to learn the
writing preferences of humans by using HMI. Note that
a Bayesian policy learning method was proposed in [27]
to introduce preferences into an agent’s movement trajec-
tories. The proposed approach shares some of the human-
in-the-loop ideas, but it is implemented using different
machine learning approaches, feedback systems, and training
procedures.
The remainder of this paper is organized as follows:
Section II briefly summarizes deep reinforcement learning
from human preferences, which is a basic technology used
in the work. Section III specifies the implementations of
the proposed learning framework. Section IV presents the
experimental setup and discusses the experimental results.
Section V concludes the paper and indicates important future
work.
II. PRELIMINARY
Deep reinforcement learning from human preferences as
reported in [26] is able to train a preference network to reflect
a human’s preference, where the preference feedback is used
as the reward function for a reinforcement learning (RL) sys-
tem. The basic idea of the system is shown in Fig. 1. Human
users are required only to mark one of four preference options
(i.e., ‘‘First one’’, ‘‘Second one’’, ‘‘Both’’, and ‘‘Neither’’)
to pairs of video clips, each of which shows one action of
an agent. Thus, the agent uses human feedback for training,
rather than a predefined reward function like other conven-
tional reinforcement learning methods. A reward predictor
is created to learn human preferences; then, the predictor’s
FIGURE 1. Deep reinforcement learning with human preference.
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output is used as the reward signal of the RL system. The
marked video data of human preferences are used to train the
reward predictor. The learning process is outlined in the next
two subsections.
A. HUMAN PREFERENCE SELECTION
The learning system first generates a number of samples for
user selection. As a reinforcement learning system, a policy,
pi (at |ot ), must interact with the agent’s working environment
to obtain a set of trajectory samples, {τ 0, τ 1, . . . , τN−1}.
In the training phase, two action segments, (σ 1, σ 2), ran-
domly selected from the robot’s actions {τ 0, τ 1, . . . , τN−1},
are presented in the form of video clip to a human user for
comparison. The human user evaluates the performance as
presented in the two video clips and then chooses a prefer-
able one out of four preference options, i.e., the first one,
the second one, both of them, and neither of them.ABernoulli
distribution, as shown in Table 1, is adopted to define the
preference. In the table, a random variable, Y , indicates which
one of the two given segments, σ 1 and σ 2 , is preferable.
In this table, µ denotes the parameters of the Bernoulli dis-
tribution. Thus, the values of µ for the three options‘‘First
one’’, ‘‘Second one’’, and ‘‘Both’’ are set to 1, 0, and 0.5,
respectively. For the option ‘‘Neither’’, the two segments are
abandoned. In fact, the selection process effectively assigns
scores to the two presented segments of the video.
TABLE 1. The Bernoulli distribution indicating the preferred segment.
B. TRAINING OF THE REWARD PREDICTOR
The predictor is implemented by a neural network, rˆHPθ (σ
i),
to predict the human user’ preferences over the perfor-
mance of agents. To obtain accurate predictions from the col-
lected preference data, a probability distribution, Phuman(Y ),
is established for the reward predictor; thus, Phuman(Y ) is
defined as:
Pˆθ (Y = σ 1) = exp rˆ
HP
θ (σ
1)
exp rˆHPθ (σ
1)+ exp rˆHPθ (σ 2)
, (1)
where θ denotes the parameter of the preference network. To
train the reward function, the optimal parameters of the pref-
erence network must be obtained by minimizing the cross-
entropy loss between the preference network’s output and
the actual scores given by the user. Thus, the entropy loss is
computed as:
loss(θ ) = −
K−1∑
k=0
[µk log Pˆθ (σ 1k )+ (1− µk ) log Pˆθ (σ 2k )]. (2)
In the learning system proposed in [26], any RL algorithm
can be used to optimize the policy, such as asynchronous
advantage actor-critic (A3C) [28], trust region policy opti-
mization (TRPO) [29] and proximal policy optimization
(PPO) [30], but none of these is very efficient for calligraphy
robots. Therefore, in our application scenario, the training
efficiency of these optimization methods must be improved.
III. PROPOSED FRAMEWORK
A learning framework for robotic writing to obtain the robotic
writing trajectory ability with human preferences is presented
in this section. The proposed framework is shown in Fig. 2;
it consists of a trajectory generative module, a human pref-
erence network, a discriminative network, and a robotic arm.
First, the trajectory generative module generates writing tra-
jectories of ten numerals. The generative module consists
of a generative network (Gη(z)) and a multivariate normal
distribution. The output ofGη(z) is the parameters of the mul-
tivariate normal distribution, which generates each numeral’s
trajectory. By using the generated trajectories, the robotic arm
writes the corresponding numerals on a white board. Then,
thewriting results are captured by a camera, and both the pref-
erence network (Hθ (x)) and discriminative network (Dω(x))
FIGURE 2. The proposed framework for robotic writing system to obtain the numeral writing ability with human preferences. The framework is
a closed-loop system that is mainly composed of a trajectory generative module, a preference network, a discriminative network, and a robot
system.
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evaluate the quality and correctness of the writing results
and generate two reward signals, rHP and rD, respectively.
rHP and rD are then combined into one reward score to jointly
obtain the loss values (loss(ω)), which are used to update the
parameters of Gη(z) in the trajectory generative module.
In the proposed framework, the human preference network
mimics a human user to provide the preferences over the
writing results from a writing robot; therefore, the preference
network plays an important role in optimizing the trajectory
generative module. The training process of the preference
network is based on HMI. However, if the feedback is given
by the preference network only, the calligraphy robot cannot
rapidly generate a basic writing ability in the early stages of
the training process. This is because a generative network
with random initialization cannot possess anywriting abilities
for numerals, and the HMI cannot supply sufficient informa-
tion to train the generative network. As a result, the opti-
mization of the trajectory generative module consumes a
large amount of training time. To overcome this limitation,
a discriminative network is designed to improve the learning
efficiency of the robotic writing system. In the early stage of
training, the feedback of the discriminative network responds
whether the robot writes the correct numerals. The implemen-
tations of the proposed framework and the training process
are specified in the rest of this section.
A. TRAJECTORY GENERATIVE MODULE
The trajectory generativemodule aims to generate writing tra-
jectories for the calligraphy robot. The module is composed
of a generative network, Gη(z), and a multivariate normal
distribution, N (Gη(zn),6). The module’s input is a noise
vector, z, and the output is themean of themultivariate normal
distribution, where Gη(z) is responsible for generating the
parameters of the multivariate normal distribution. Note that
the noise vector, z, is a random vector that follows spherical
multivariate normal distribution, N (0, I). Gη(z) is a feed-
forward neural network with four fully connected layers.
The input layer contains 10 neurons; the two hidden layers
contain 100 and 50 neurons, separately; and the output layer
contains 3 × Np neurons; in addition, rectified linear units
(ReLUs) are used as the transfer function in the hidden layers.
The multivariate normal distribution and the generative
network, i.e., N (Gη(zn),6), jointly determine the numeral
trajectory information. The probability density of multivari-
ate normal distribution is defined by:
p(x) = 1
(2pi )D/2|6|1/2 exp [−
1
2
(x−m)T6−1(x−m)], (3)
where x denotes a D-dimensional random vector, and m and
6 denote the mean and covariance matrix of the distribution,
respectively. Notice that in the proposed framework, m is
determined by Gη(z), and the covariance matrix is a hyper-
parameter.
In the proposed framework, the writing trajectory of a
numeral is defined as a sequence of position values of a
pen tip. The end-effector position of a calligraphy robot is
considered as a 3×Np-dimensional random vector given by:
ξ= (px,1, py,1,pz,1, px,2,py,2,pz,2, . . . , px,T ,py,T , pz,Np), (4)
where px,t , py,t , pz,t jointly represent the position of the end-
effector in the space at a moment, t; Np is the number of
trajectory points; px,t , py,t ∈ [0, 28], t = 1, 2, . . . ,Np
determine the two-dimensional trajectory of a numeral; and
pz,t ∈ [0, 5], t = 1, 2, . . . ,T determines the pressure
sequence of the writing brush.
B. PREFERENCE NETWORK
In the proposed learning framework, the input of the pref-
erence network, Hθ (x), is numeral images written by the
calligraphy robot, rather than the conventional set of obser-
vations and actions of the robot; the output is a value that
represents the evaluation feedback of the inputs. Note that
the numeral images must be processed and converted to
relatively low-dimensional (28× 28) grayscale images prior
to being sent to the preference network. To better extract
image features, a convolutional neural network is used as
the preference network. The convolutional neural network
consists of two convolution layers, two pooling layers, and
two fully connected layers. The first convolution layer has
10 kernels with strip = 2 and zero-padding, and the first
pooling layer has a 2×2 kernel. The second convolution layer
contains 20 kernels, and the second pooling layer also has a
2 × 2 kernel. Then, the second pooling layer is followed by
the two fully connected layers.
The training of the preference network, Hθ (x), is inspired
by the deep reinforcement learning method described in
Section II. The training process of Hθ (x) via HMI is shown
in Fig. 3. The robot first writes a set of numerals using the
trajectories generated by the generative module. In a certain
training iteration, a pair of the written numerals are presented
to the user via a graphical user interface (GUI) window,
as shown in Fig. 4. Then, the user chooses one of the four
preference options: ‘‘Left one’’, ‘‘Right one’’, ‘‘Both’’ and
‘‘Neither’’.
‘‘Left one’’ means that the left writing result, x1k , is prefer-
able; in this case, µk is set to 1. ‘‘Right one’’ means that
the right writing result, x2k , is preferable; in this case, µk is
set to 0. ‘‘Both’’ means that x1k and x
2
k are equally prefer-
able; in this case, µk is set to 0.5. ‘‘Neither’’ means that
neither of the results is preferable; in this case, the two
images are abandoned. The remaining pairs of images,
(x1k , x
2
k ), and parameters, µk , are retained in two data sets:
D = {(x10, x20), (x11, x21), . . . , (x1K−1, x2K−1)} and M ={µ0, µ1, . . . , µK−1}. These data sets are used to optimize the
preference network by using the Adam method [31] with the
loss function of the preference network, which is defined in
Eqs. (1) and (2). The above training process is summarized in
Algorithm 1.
C. DISCRIMINATIVE NETWORK
The objective of the discriminative network, Dω(x), is to
improve the learning efficiency of the robotic calligraphy
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FIGURE 3. The training process of the preference network via HMI.
FIGURE 4. Graphical user interfaces for human preference selection,
including four preference options: ‘‘Left one’’, ‘‘Right one’’, ‘‘Both’’ and
‘‘Neither’’.
system, which is done by providing an additional feedback
that indicates whether the robot writes the desired numerals
correctly. Similar to the preference network, the discrimina-
tive network also uses the processed numeral images (i.e.,
28 × 28 grayscale images) as input, and its output is a value
that represents the reward signal. Dω(x) is also a convolu-
tional neural network, which consists of two convolution, two
pooling, and two fully connected layers. The first convolution
layer contains 10 kernels with strip = 2 and zero-padding,
Algorithm 1 Training Process of the Preference Network via
HMI
Require: Initial parameters of human preference, θ0; writing
trajectory generator, Gη(z); the number of iterations, T ;
the number of human selections in each iteration, K .
Ensure: optimal θ1.
1: for each i ∈ [0,T ] do
2: Input noise z ∼ N (0, I) and obtain writing trajecto-
ries, {ξ0, ξ1, . . . , ξN−1}, from ξn ∼ N (Gη(zn),6).
3: Robot performs writing; after image capture
and processing, the images of the writing results,
{x0, x1, . . . , xN−1}, are obtained.
4: for each k ∈ [0,K − 1] do
5: Randomly choose a pair of images, (x1k , x
2
k ), with-
out replacement; obtain option from a user.
6: switch option do
7: case ‘‘Left one’’
8: µk = 1.
9: case ‘‘Right one’’
10: µk = 0.
11: case ‘‘Both’’
12: µk = 0.5.
13: case ‘‘Neither’’
14: Abandon (x1k , x
2
k ).
15: end for
16: The image data, D = {(x10, x20), (x11, x21), . . . ,
(x1K−1, x2K−1)}, and the parameters of the Bernoulli dis-
tribution,M = {µ0, µ1, . . . , µK−1}, are obtained. Take
a step from θ i to θ i+1, using Adamwith the loss function:
loss(θ ) = −∑K−1k=0 [µk log Pˆθ (x1k )+ (1−µk ) log Pˆθ (x2k )]
17: end for
and the first pooling layer has a 2 × 2 kernel. The second
convolution layer contains 20 kernels, and the second pooling
layer has a 2×2 kernel as well. Then, the second pooling layer
is followed by the two fully connected layers.
The training of the discriminative network is based on
that of the generative adversarial network (GAN) [32]. The
original objective function of GAN is represented as:
min
ω
max
η
V (D,G) = Ex∼pdata [− logDω(x)]
+Ez∼pz [− log(1− Dω(Gη(z)))], (5)
where pdata is the real probability distribution of images;
pz represents the probability distribution of noise;
Dω(·) denotes the discriminative network; andGη(·) indicates
the generative module. However, in this framework, the out-
put of Gη(·) is a writing trajectory, rather than an image.
Therefore, the objective function is rewritten as:
min
ω
max
η
V (D,G) = Ex∼pdata [− logDω(x)]
+ Ex∼pz [−log(1−Dω(W(Gη(z)))))], (6)
where W(·) denotes the writing process of robotic arm.
Thus, the loss function of the discriminative network is
VOLUME 7, 2019 144047
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represented as:
loss(ω) = Ex∼pdata [− logDω(x)]
+Ex∼pz [− log(1− Dω(W(Gη(z)))))]. (7)
This loss function of the discriminative network is optimized
by using the Adam algorithm [31]. The loss function of the
generative module is specified in Section III-E. In addition,
the following methods are adopted to ensure the stability
of the proposed model: (1) The input noise of the genera-
tor is sampled from the latent space using a Gaussian dis-
tribution, not a uniform distribution. (2) In order to avoid
overconfidence, the labels are smoothed, i.e., the real labels
are replaced by random numbers between 0.7 and 1.2, and
the fake labels are replaced by random numbers between
0.0 and 0.3. (3) The discriminative network is trained more
frequently than the generative network.
D. ROBOTIC SYSTEM
The robotic hardware system is illustrated in Fig. 5; it consists
of a 4-axis robotic arm and a camera mounted in a fixed
position. A brush pen is mounted at the end-effector of the
robotic arm. The working range of the arm is predefined.
A writing board is placed flat in front of the robot. A coor-
dinate conversion function, which converts the positions of
thewriting trajectories into the calligraphic robot coordinates,
is defined as: 
pγx = xS + γ · px
pγy = yS + γ · py
pγz = zS + γ · pz,
(8)
where γ denotes a scale parameter controlling the size of the
numerals; xS , yS , and zS jointly define the initial position for
each numeral; and px , py, and pz jointly define the position of
the end-effector at a certain point in time.
FIGURE 5. The robotic hardware.
Before writing a numeral, an inverse kinematics method as
specified in the work of [25] converts every generated writing
trajectory from the sequences of the end-effector positions
to the robotic joint parameters. After writing a numeral,
the end-effector returns to a predefined position. The written
result is captured by the camera, processed by several image
processing procedures, and then delivered to the preference
and discriminative networks. Furthermore, to retain the con-
sistency with the training data, the black numerals with a
white background are then inverted to white lines with a black
background.
E. TRAINING OF THE TRAJECTORY GENERATIVE MODULE
Obtaining the generative module with human preferences is
equivalent to finding the optimal parameters of Gη(z). Two
pieces of feedback, rHP and rD, are used for optimizing
Gη(z), which are provided by the preference and discrimi-
native networks, respectively. The reward feedback given by
the preference network, rHP = Hθ (x), determines the esti-
mated preference extent of the written numerals. The reward
feedback given by the discriminative network, rD = Dω(x),
determines whether the robot writes the correct numerals.
A common solution of optimizingGη(z) is to maximize the
two rewards using the following gradient:
1ηj ∝ ∂r(r
HP, rD)
∂ηj
. (9)
The solution uses the partial derivative of the combined
rewards of rHP and rD with respect to the parameters of the
generative network, {η0, η1, . . . , ηNη }. However, the writing
is a physical process that cannot be expressed in an equation,
and thus, the gradient cannot be calculated using the back-
propagation algorithm. Therefore, the parameters cannot be
updated using this common solution.
Alternatively, a maximum-likelihood-like method is used
to optimize the trajectory generative module. By using the
two feedback signals, the log likelihood of trajectories corre-
sponding to highly rewarded written numerals can be max-
imized. Thus, the partial derivative of the likelihood with
respect to the network’s parameters and the reward signal
can be used as the optimization direction and step size of the
updating iterations. The network in the i-th iteration is given
by:
η
j
i+1 = ηji + r(rHP, rD) ·
∂ log p(Gη(z))
∂η
j
i
. (10)
The above process is equivalent to minimize the following
loss function:
loss(η) = −
N−1∑
n
[log pGη(zn)(ξn) · r(rHP, rD)], (11)
where ξn is the n-th sample drawn from N (Gηi (zn),6). The
combined reward function, r(rHP, rD), is defined as:
r(rHP, rD) = α · rHP + (1− α) · rD, (12)
where α is a variable that varies inversely with the current
number of the iteration, i. Then, α is defined by:
α = i
T
. (13)
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Here, α is used to change the weights based on the two
reward signals. rD plays a more significant role in the early
stage of training than rHP does; however, rHP becomes more
significant in the later stages. The training process of the
generative network is outlined in Algorithm 2.
Algorithm 2 Training Process of Writing Trajectory Model
with Human Preferences
Require: Prepared numeral images as the samples of
pdata(x); initial parameters of discriminative, preference
and generative network,ω0, θ0 and η0; covariance matrix
for multivariate normal distribution, 6; the number of
iterations, T ; the number of the iteration at which to start
HMI,H ; the interval between human selections, S; batch
size, N .
Ensure: optimal ω1, θ1 and η1.
for each i ∈ [0,T − 1] do
2: Input noise z ∼ N (0, I) and get writing trajectories,
{ξ0, ξ1, . . . , ξN−1}, from ξn ∼ N (Gηi (zn),6).
Robot performs writing; after image capture and
processing, the image samples, {x0, x1, . . . , xN−1}, are
obtained.
4: Training Discriminative Network:
Take a step fromωi toωi+1, using Adamwith the loss
function:
loss(ω) = Ex∼pdata [− logDω(x)]+ Ex∼pz [− log(1−
Dω(W(Gη(z)))))]
6: Training Preference Network:
if i > H and iMOD S = 0 then
8: Update θ i using the method described in Algo-
rithm 1.
end if
10: Training Generative Network:
Calculate the signal, r0, r1, . . . , rN−1, using:
rn = αHθ i (xn)+ (1− α)Dω(xn),
where α = iT .
12: Take a step from ηi to ηi+1, using Adam with the loss
function:
loss(η) = −∑N−1n [log p(Gη(zn)) · rn]
end for
Themaximum-likelihood-like method is used here to solve
the difficulty to represent the reasoning process as an equation
and thus to calculate the partial derivative for the popular
back-propagation solution. Note that other adaptive learning
approaches may also be used here to represent the process
and implement the trajectory generative module, such as [33],
supported with the recent relevant development as of [34],
which remains a topic for future work.
IV. EXPERIMENTATION
A. EXPERIMENTAL SETUP
The framework proposed above was applied to the tasks of
writing ten Arabic numbers, i.e., the numerals from ‘‘0’’ to
‘‘9’’, by a calligraphic robot system to validate and evaluate
the proposed system. For comparison, ten human users were
invited to participate in these experiments to supply human
preferences to the robot. The ten users selected numerals
based on their owned preferences; thus, each numeral has
different writing styles when the training is completed.
During the training process of the trajectory generative
modules, each user made 300 selections for each numeral. In
addition, the training data for the training of the discrimina-
tive network were randomly chosen from the ‘‘MNIST’’ [35]
database of handwritten digits; each numeral has 500 images
(i.e., 5,000 images in total in the database). The covariance
matrix, 6 was an identity matrix; the numbers of trajectory
points (Np), iterations (T ), and the iteration at which to start
HMI (H ) were set to 6, 800, and 500, respectively; the batch
size (N ) was set to 64; the interval between human selec-
tions (S) was set to 10; and the number of human selections
in each iteration (K ) was set to 10.
B. EXPERIMENTAL RESULTS
At the end of the experiment, the ten users were asked if
the results met their expectations. As shown in Table 2,
most of the users confirmed that the robotic writing results
were basically consistent with their preferences. Two sets of
selected writing results of the ten numerals after 800 training
epochs are shown in Fig. 6. Fig. 6a demonstrates the final
writing results with the preferences of selected User 1, and
Fig. 6b shows the results with the preferences of selected
User 2. Each numeral contains 16 images to show the writing
diversity using the proposed framework. All the numerals
were written by the calligraphy robot using the trajectories
generated from the corresponding generative modules. This
figure clearly demonstrates that all the writing results are
slightly different from each other. This observation indicates
that the proposed framework does not simply repeat a simple
template to write the numerals; in contrast, the framework can
exhibit a certain level of writing diversity.
TABLE 2. The results of satisfaction survey.
The two subfigures in Fig. 6 also illustrate the preference
difference between the two selected human users. Addition-
ally, the two subfigures indicate that the two types of writing
results belong to different styles. For example, the writing
results of ‘‘1’’ and ‘‘7’’ in Fig. 6a (with the preferences of
user 1) were written in a form that is close to the printed
character style; in particular, the writing results in the top row
of ‘‘1’’ and the top-left corner of ‘‘7’’ are closer to the printed
character style. However, the writing results in Fig. 6b are in a
simpler style. Furthermore, several other details in the writing
results also reveal the differences in writing styles between
the two subfigures. The writing results of ‘‘0’’, ‘‘4’’, and ‘‘9’’
in Fig. 6b were written in italic type, whereas the numerals
in Fig. 6a did not possess this feature. In addition, the results
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FIGURE 6. Two sets of selected writing results of all 10 numerals. (a) shows the writing results drawn from the trajectory generative modules with
the preferences of User 1, and (b) shows the writing results drawn from the trajectory generative modules with the preferences of User 2.
of ‘‘5’’s in Fig. 6b were sharper than those in Fig. 6a. From
these figures, it can be seen that User 1 preferred a formal
writing style, whereas User 2 preferred a casual one.
C. ANALYSIS
To prove the effects of HMI on the final writing results,
a comparative experiment was conducted. In this exper-
iment, HMI and the preference network were eliminated
from the learning framework of the robotic calligraphy. This
means that only the discriminative network influenced the
results. In addition, to analyze the differences inmathematics,
the Fréchet inception distance (FID) [36] was used to com-
pare the difference between the experimental results, which
is given by:
d2((m,C),(mw,Cw))=||m||22+Tr(C+Cw−2(CCw)1/2), (14)
where m and C denote the mean and covariance of the
model samples, respectively, andmw andCw denote the mean
and covariance of the samples from real world, respectively.
In this work, FID is used to measure the similarity between
the generated images and those included in the MNIST
database.
The comparison results of FID are listed in Table 3. The
table presents the FID scores of ten users, as well as FID
scores from the robot framework without the preference
network, i.e., GAN-based calligraphic robotic framework
(labeled ‘‘Without Preference Network’’ in the table). Larger
values indicate that the writing results are much more dif-
ferent from the training samples. Therefore, in each column,
the smallest FID values are highlighted in bold font. ‘‘Without
Preference Network’’ produced eight of the ten smallest FID
values in the table; only the least values of the numbers ‘‘1’’
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TABLE 3. The FID values of the writing results.
and ‘‘7’’ were generated by User 7’s preference network. This
situation proved that the HMI effectively guided the robotic
system to learn different writing styles. Once the preference
network has truly learned each user’s preferences, the whole
system must generate the writing results that are different
from those of the network trained by another user. Therefore,
the FID values in Table 3 also demonstrated the different
writing styles shown in Fig. 6.
It is interesting to investigate the causes of different
writing styles. In the training process, via HMI, a human
user provided data with his/her preferences for the learn-
ing system; then, the preference network used the data for
training; next, the parameters of the trajectory generative
module were updated by means of the reward signals from
both the preference and discriminative networks. Therefore,
the training data guided the trajectory generative module to
fit the user’s preferences. As the preference network played a
significant role in this process, the robot can discern the user’s
preferences for the written numerals.
Based on the experimental results and the analysis, the pro-
posed framework allows a robot to autonomously develop its
writing skill, although the final writing results showed limited
aesthetic effects compared to those written by a well-trained
human. However, the success of the proposed framework ver-
ifies that effective interactions between humans andmachines
can boost the work performance of robots.
V. CONCLUSION
This paper proposes a new learning framework for robots to
learn writing skills with human preferences. The proposed
method incorporated human-machine interactions to obtain
a trajectory generative model. The experimental results show
that the proposed framework can successfully allow the robot
to write numerals in accordance with human users’ pref-
erences. Moreover, the FID scores proved that the human-
machine interaction effectively enables the robot to write in
various writing styles.
While our proposed approach is promising, there is room
for improvement. The current work ignored the writing
sequence of numerals, i.e., the order of the trajectory points.
The writing sequence is a difficult issue in robotic writing,
especially for Chinese calligraphy [37], [38]; more research
effort is required to further investigate the recurrent neural
network to improve robotic writing.
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