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AN ALGEBRAIC PROOF OF THE HYPERPLANE PROPERTY
OF THE GENUS ONE GW-INVARIANTS OF QUINTICS
H-L. CHANG AND J. LI
Abstract. Li-Zinger’s hyperplane theorem states that the genus one GW-
invariants of the quintic threefold is the sum of its reduced genus one GW-
invariants and 1/12 multiplies of its genus zero GW-invariants. We apply
the Guffin-Sharpe-Witten’s theory (GSW theory) to give an algebro-geometric
proof of the hyperplane theorem, including separation of contributions and
computation of 1/12.
1. Introduction
GW-invariants of a smooth projective varietyX are virtual enumeration of stable
maps to X . Let d ∈ H2(X,Z), and let Mg(X, d) be the moduli of genus g stable
morphisms to X ; it is a proper, separated DM-stack, and carries a canonical virtual
cycle [Mg(X, d)]
vir. When X is a Calabi-Yau threefold, this class is a dimension
zero class, and the degree d genus g GW-invariants of X are
Ng(d)X = deg[Mg(X, d)]
vir.
Investigating GW-invariants of Calabi-Yau threefolds is one of the main focus in
the subject of Mirror Symmetry. The subclass of genus zero invariants is largely
known by now, thanks to the works of [Ko, Gi, LLY], in case the Calabi-Yau
threefold X is a complete intersection in a product of projective spaces P, which
can be realized as an equivariant integral of the top Chern class of a vector bundle
E0,d on the moduli of stable morphisms to P:
(1.1) [M0(X, d)]
vir =
∫
[M0(P,d)]
ctop(E0,d).
We call this property the “hyperplane property of the GW-invariants”. The tech-
niques developed in [Gi, LLY] allow one to completely solve the genus zero invariants
for such X .
Generalizing this to high genus requires new approach, in part because the hy-
perplane property stated fails for positive genus invariants. In [LZ] Zinger and the
second named author introduced the reduced g = 1 GW-invariants N1(d)
red
Q of the
quintic Q ⊂ P4 by applying the hyperplane peoperty to the primary component of
M1(P
4, d), and proved that the reduced g = 1 GW-invariants N1(d)
red
Q relates to
the ordinary GW-invaraints N1(d)Q by a simple linear relation.
In this paper, we give an algebraic proof of this theorem.
Theorem 1.1. (Li-Zinger) The reduced and the ordinary GW-invariants of a quin-
tic Calabi-Yau Q ⊂ P4 are related by
N1(d)Q = N1(d)
red
Q +
1
12
N0(d)Q.
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In algebraic geometry, the reduced genus one GW-invariants of quintics take
the following form. Let f : C → P4 and π : C → M1(P4, d) be the universal
family of M1(P
4, d); let M1(P
4, d)pri ⊂ M1(P4, d) be the primary component that
is the closure of all stable morphisms with smooth domains. We then pick a DM-
stack X˜pri and a proper birational morphism ϕ : X˜pri → M1(P
4, d)pri so that with
f˜pri : C˜pri → P4 and π˜pri : C˜pri → X˜pri the pull back of (f, π), the direct image sheaf
π˜pri∗f˜
∗
priOP4(5)
is locally free on X˜pri. According to [VZ], (see also [HL1],) such ϕ exists. We state
the working definition of the reduced invariants of Q.
Definition 1.2. We define the reduced g = 1 GW-invariants of Q be
(1.2) N1(d)
red
Q =
∫
[X˜pri]
ctop(π˜pri∗f˜
∗
priOP4(5)).
To prove Theorem 1.1, one needs to separate [Mg(Q, d)]
vir into its “primary”
part and its “ghost” part. One then shows that the “primary” part can be evaluated
using (1.2), and shows that the “ghost” part contributes 112 multiple of the genus
zero GW-invariants.
The original proof of this theorem uses analytic method, which succeeds the
desired separation by perturbing the complex structure of Q to a generic almost
complex structure, through hardcore analysis [Zi2].
The proof worked out in this paper uses the Guffin-Sharpet-Witten’s invariants.
The GSW invariants originates from Guffin and Sharpe’s pioneer work in [GS].
Later an algebraic geometric treatment is given and GSW invariants can be realized
as the GW-invariants of stable maps with p-field developed in [CL1]. Since the
structure of the moduli of stable maps to P4 with fields is much easier to analyze,
it allows us to separate the “primary” and the “ghost” contributions algebraically.
We are confident that this method can be pushed to higher genus GW-invariants
of quintics and other complete intersections of product of projective spaces.
We now outline our proof. Given a positive integer d, we form the moduli
M1(P
4, d)p of genus 1 degree d stable morphisms to P4 with p-fields:
M1(P
4, d)p = {[u,C, p]
∣∣ [u,C] ∈M1(P4, d), p ∈ Γ(u∗OP4(−5)⊗ ωC) }/ ∼ .
It is a Deligne-Mumford stack, with a perfect obstruction theory. The polyno-
mial w = x51 + . . . + x
5
5 (or any generic quintic polynomial) induces a cosection
(homomorphism) of its obstruction sheaf
(1.3) σ : ObM1(P4,d)p −→ OM1(P4,d)p ,
whose non-surjective locus (called the degeneracy locus) is
M1(Q, d) ⊂M1(P
4, d)p, Q = (x51 + . . .+ x
5
5 = 0) ⊂ P
4,
which is proper. The cosection localized virtual class construction of Kiem-Li de-
fines a localized virtual cycle
[M1(P
4, d)p]virσ ∈ A0M1(Q, d).
(For convention of cosection localized virtual cycles, see discussion after (2.6).) The
GW-invariant of M1(P
4, d)p is
N1(d)
p
P4
= deg[M1(P
4, d)p]virσ .
REDUCED GENUS ONE GROMOV-WITTEN INVARIANTS OF QUINTICS 3
Theorem 1.3 ([CL1]). For d > 0, the GW-invariant of M1(P
4, d)pcoincides with
the GW-invariant N1(d)Q of the quintic Q up to a sign:
N1(d)
p
P4
= (−1)5d ·N1(d)Q.
By this theorem, to prove Theorem 1.1 it suffices to study the separation of the
cycle [M1(P
4, d)p]virσ . Following [VZ] and [HL1], we perform a modular blowing-up
Y˜ of M1(P4, d)p. The blown-up Y˜ is a union of Y˜pri, which is birational to the
primary component of M1(P
4, d), and other smooth components Y˜µ, indexed by
partitions µ of d:
Y˜ = Y˜gst ∪ (∪µ⊢dY˜µ).
Geometrically, general elements of Y˜pri are stable morphisms in M1(P4, d) having
smooth domains; general elements of Y˜µ (with µ = (d1, · · · , dℓ)) consist of
(1). stable morphisms [u,C] ∈ M1(P4, d) whose domains C are smooth elliptic
curves attached on with ℓ rational curves, and the morphisms u are constant along
the elliptic curves and have degree di along the i-th rational curves;
(2). a p-field ψ ∈ Γ(C, u∗O(−5)⊗ ωC), and
(3). auxiliary data from the modular blowing-up.
Let D be the Artin stack of pairs (C,L) of degree d line bundles L on arithmetic
genus one nodal curves C. We perform a parallel modular blowing-up of D to
obtain D˜ → D. The pullback of O(1) via the universal morphism on Y˜ induces
a morphism Y˜ → D˜. By working out the relative perfect obstruction theory of
Y˜ → D˜, we obtain its obstruction complex EY˜/D˜. The intrinsic normal cone CY˜/D˜
of Y˜ → D˜ is embedded in h1/h0(EY˜/D˜).
By picking a homogeneous quintic polynomial, say x51 + · · · + x
5
5, we construct
a cosection (homomorphism) σ˜ : h1/h0(EY˜/D˜) → OY˜ . By a cosection localized
version of [Cos, Thm 5.0.1] we have
(1.4) deg[M1(P
4, d)p]virσ = deg 0
!
σ˜,loc[CY˜/D˜].
Using the explicit local defining equation of Y˜, which is obtained following the
work of [Zi1, ?], we conclude that the cone CY˜/D˜ is separated into union
[CY˜/D˜] = [Cpri] +
∑
µ⊢d
[Cµ],
where Cpri is an irreducible cycle lies over Y˜gst; each Cµ lies over Y˜µ. Thus
(1.5) deg 0!σ˜,loc[CY˜/D˜] = 0
!
σ˜,loc[Cpri] +
∑
µ⊢d
0!σ˜,loc[Cµ].
In Section four, we show that 0!σ˜,loc[Cpri] equals the reduced GW-invariant de-
fined in (1.4); in Section six, we show that 0!σ˜,loc[Cµ] = 0 for all partitions µ 6= (d),
where (d) is the partition of d into a single block, and finally in Section seven, we
prove that 0!σ˜,loc[C(d)] =
(−1)5d
12 N0(d)Q. Together with (1.4),(1.5) and Theorem 1.3,
we prove the main Theorem 1.1.
The authors’ original (algebro-geometric) approach to prove Theorem 1.1 is to
introduce an auxiliary substack ofM1(P
4, d) to capture the contribution 112N1(d)Q.
Using this, the authors showed that the union of this auxiliary substack with the
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primary component of M1(P
4, d) contains M1(Q, d), and has (in principle) a per-
fect relative obstruction theory, thus it has the “hyperplane property” induced by
the relative obstruction theory. However, the theories developed to study the defor-
mation theory of the union of this auxiliary substack with the primary component
of M1(P
4, d) were far from satisfactory, and were never finalized.
After the discovery of the GW-theory of stable maps with p-field (Guffin-Sharpe-
Witten invariants) and its equivalence with the GW-invariants of quintics, we use
the new moduli spaces and their localized virtual cycles to provide the current
proof of Theorem 1.1. We expect that this approach can be generalized to prove
a conjecture of Zinger and the second named author on high genus reduced GW-
invariants of quintics and other complete intersection Calabi-Yau threefolds in the
product of projective spaces. For instance, the partial blowing-up of moduli of
genus two stable maps to Pn [HL2] should lead to a proof of this conjecture for the
genus two case.
Acknowledgement. The authors thank B. Fantechi, A. Kresch, Y-B. Ruan,
R. Vakil and A. Zinger for helpful discussions and explanations of their results.
The first author also thanks A. Tanzini and G. Bonelli for introduction to mirror
symmetry. The first named author is partially supported by Hong Kong GRF
grant 600711. The second named author is partially supported by NSF-0601002
and DARPA HR0011-08-1-0091.
2. Moduli of stable morphisms with fields
We recall the moduli of stable morphisms with fields and its associated invariants
introduced in [CL1]. To simplify the notation, we will focus on the genus one case.
We begin with the moduli of stable maps. Let M1(P
4, d) be the moduli of genus
one degree d stable maps to P4. In this paper, we abbreviate it to X := M1(P4, d),
with g = 1 and d implicitly understood. We denote by
(fX , πX ) : CX → P
4 ×X
its universal family of X .
We recall the definition of the Moduli of stable morphisms with fields.
Definition-Proposition 2.1. We let M1(P
4, d)p be the groupoid that associates
to any scheme S the set M1(P
4, d)p(S) of all S-families (CS , fS , ψS) where (1).
[CS, fS ] ∈ M1(P4, d)(S), and (2). ψS ∈ Γ(CS , f∗SO(−5) ⊗ ωCS/S). An arrow from
(CS , fS, ψS) to (C′S , f
′
S, ψ
′
S) consists of an arrow η from (CS , fS) to (C
′
S , f
′
S) such
that η∗(ψ′S) = ψS.
The groupoid M1(P
4, d)p is a separated Deligne-Mumford stack of finite type.
In [CL1], this moduli space is constructed as the direct image cone over the the
Artin stack of pairs of curves with line bundles. Let D be the groupoid whose
objects τ ∈ D(S), S is a scheme, are pairs (Cτ ,Lτ ), where πτ : Cτ → S is a flat
family of genus one connected nodal curves and Lτ a fiberwise degree d line bundle
on Cτ ; an arrow from τ to τ ′ in D(S) consists of an S-isomorphism φ1 : Cτ → Cτ ′
and an isomorphism φ2 : Lτ → φ∗1Lτ ′ . Note that the invertible sheaf LX := f
∗
XO(1)
on CX induces a tautological morphism X → D.
We let π : C → D with L on C be the universal curve and line bundle of D; we
introduce an auxiliary invertible sheaf P = L⊗(−5) ⊗ ωC/D. We define the direct
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image stack
(2.1) C(π∗(L
⊕5 ⊕ P))
to be the category whose objects in C(π∗(L
⊕4⊕P))(S) consists (Cτ ,Lτ , ui, ψ), where
τ ∈ D(S) with πτ : Cτ → S and Lτ on Cτ its associated families, (u1, · · · , u5) ∈
Γ(πτ∗L
⊕5
τ ) and ψ ∈ Γ(πτ∗Pτ ). An arrow from (Cτ ,Lτ , ui, ψ) to (Cτ ′ ,Lτ ′ , u
′
i, ψ
′)
(over the same S) consists of an arrow τ → τ ′ in D(S) plus the identity of (ui, ψ)
with the pullback of (u′i, ψ
′) under the mentioned arrow τ → τ ′. By construction,
C(π∗(L
⊕5 ⊕ P)) is a stack over D.
For simplicity, in this paper we abbreviate Y = M1(P4, d)p, with g = 1 and d
implicitly understood. Like before, we let
(fY , πY) : CY −→ P
4 × Y, ψY ∈ Γ(CY ,PY) and PY = f
∗
YO(−5)⊗ ωCY/Y
be the universal family of Y. We denote LY = f∗YO(1). After fixing a homogeneous
coordinates [z1, · · · , z5] of P4, the morphism fY is given by (uY,i), uY,i = f∗Yzi. The
data (CY ,LY , uY,i, ψY) induces an open embedding M1(P4, d)p → C(π∗(L⊕5⊕P)).
We let p be the composite
p : Y = M1(P
4, d)p ⊂ C(π∗(L
⊕5 ⊕ P)) −→ D.
After working out the obstruction theory of C(π∗(L
⊕5 ⊕ P)) relative to D (cf.
[CL1, Prop 3.1]), we obtain a perfect relative obstruction theory (of Y → D)
(2.2) φY/D : (EY/D)
∨ −→ L•Y/D, EY/D := R
•πY∗(L
⊕5
Y ⊕ PY).
In the same spirit, a relative perfect obstruction theory of X → D (cf. [CL1, Prop
2.5 and 2.7]) is (denoting LX = f
∗
XO(1)):
(2.3) φX/D : (EX/D)
∨ −→ L•X/D, EX/D := R
•πX∗L
⊕5
X .
According to the convention, we call the cohomology sheaf
ObY/D := H
1(EY/D) = R
1πY∗(L
⊕5
Y ⊕ PY)
the relative obstruction sheaf of φY/D.
Since Y is non-proper, we use Kiem and the second named author’s cosection
localized virtual class to construct its GW-invariants. In [CL1], the authors have
constructed a cosection of ObY/D; namely, a homomorphism
(2.4) σ : ObY/D −→ OY ,
based on a choice of a quintic polynomial, say w = x51 + · · · + x
5
5. It was verified
in the same paper that this cosection lifted to a cosection σ¯ : ObY → OY of the
(absolute) obstruction sheaf ObY , where ObY is defined by the exact sequence
p∗Ω∨D −→ ObY/D −→ ObY −→ 0.
It was also verified that the degeneracy locus D(σ) of σ, which is the locus where
σ is not surjective, is the closed subset
(2.5) D(σ) =M1(Q, d) ⊂M1(P
4, d)p = Y.
Here Q = (w = 0) ⊂ P4 is the smooth Calabi-Yau quintic defined by the vanish-
ing of the quintic polynomial w = x51 + · · · + x
5
5 used to construct the cosection
σ; M1(Q, d) is the moduli of stable morphisms to Q, and the embedding is via
the tautological embedding M1(Q, d) ⊂ M1(P4, d) composed with the embedding
M1(P
4, d) ⊂ Y = M1(P
4, d)p defined by assigning ψ = 0.
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The cosection σ induces a morphism of bundle-stack (see [BF] for bundle stacks)
(2.6) σ : h1/h0(EY/D) −→ OY
that is surjective over U = Y −D(σ). (By abuse of notation, we use the same σ;
also, we use OY to denote the rank one trivial line bundle on Y.) We let
h1/h0(EY/D)σ =
(
h1/h0(EY/D)×Y D(σ)
)
∪ ker{σ|U : h
1/h0(EY/D)|U → OU},
endowed with reduced stack structure.
Applying [KL] on cosection localized virtual class, we know that the intrinsic
normal cone (cycle) [CY/D] ∈ Z∗h
1/h0(EY/D) lies in
(2.7) [CY/D] ∈ Z∗h
1/h0(EY/D)σ;
applying the localized Gysin map
0!σ,loc : A∗h
1/h0(EY/D)σ −→ A∗−nD(σ),
where −n = rankEY/D, we obtain a localized virtual class
(2.8) [Y]virloc := 0
!
σ,loc[CY/D] ∈ A0D(σ) = A0M1(Q, d).
We define its degree to be the GW-invariants of stable morphisms to P4 with fields:
N1(d)
p
P4
= deg [Y]virloc.
This is well-defined since M1(Q, d) is proper.
Theorem 2.2 ([CL1]). Let N1(d)Q be the GW-invariants of genus one degree d
stable morphisms to Q, then we have
N1(d)
p
P4
= (−1)5dN1(d)Q.
We remark that this Theorem holds for all genus g. For our purpose, we only
state in the case g = 1.
We will use the modular blow-up of X = M(P4, d) to study N1(d)
p
P4
. The version
we use is that worked out by Hu and the second named author [HL1], following the
original construction of Vakil-Zinger’s modular blow-up of the primary component
of X [VZ].
Let Mw be the Artin stack of weighted genus one curves. (A weighted nodal
curve is a nodal curve with its irreducible components assigned non-negative weights;
the sum of the weights of all irreducible components is called the total weight.) Re-
placing L (of the universal family (C,L) of D) by its degrees along irreducible
components of fibers of C → D, we obtain an induced morphism D →Mw. Let
(2.9) X −→Mw, Y −→Mw
be the composites of X , Y → D with D →Mw.
Let M˜w be modular blow up of Mw described in [HL1]. (Since we do not need
the explicit form of this blow-up in this paper, we will be content to describe the
consequence of this blow-up.) We define the modular blow-up of X and Y to be
X˜ = X ×Mw M˜
w, Y˜ = Y ×Mw M˜
w, and D˜ = D ×Mw M˜
w.
We denote CY˜ = CY ×Y Y˜ and let fY˜ : CY˜ → P
4 be the composition of fY with
CY˜ → CY . We call (fY˜ , πY˜) : CY˜ → P
4 × Y˜ the tautological family of Y˜.
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Let ζ : Y˜ → Y be the projection. Since Y˜ is derived from Y by a base change,
we endow the relative obstruction of Y˜ → D˜ the pullback of that of Y → D:
(2.10) φY˜/D˜ : (EY˜/D˜)
∨ −→ L•
Y˜/D˜
, EY˜/D˜ = ζ
∗EY/D .
Thus, ObY˜/D˜ = ζ
∗ObY/D; the cosection σ pullbacks to a cosection
(2.11) σ˜ = ζ∗σ : ObY˜/D˜ → OY˜ ,
and the degeneracy locus
D(σ˜) = D(σ)×Y Y˜ =M1(Q, d)×Mw M˜
w,
which is proper. We define h1/h0(EY˜/D˜)σ˜ parallel to that defined after (2.6). Then
by (2.7), we have
[CY˜/D˜] ∈ Z∗h
1/h0(EY˜/D˜)σ˜.
We define [Y˜ ]virloc = 0
!
σ˜,loc[CY˜/D˜] ∈ A0D(σ˜) to be the cosection localized virtual
class.
Proposition 2.3. We have identity
deg[Y˜]virloc = deg[Y]
vir
loc = (−1)
5dN1(d)Q.
Proof. We offer two proofs. The first is to use Theorem 2.2 and to prove deg [Y˜]virloc =
deg [Y]virloc; the later is proved using the cosection localization version of [Cos, Thm
5.0.1], and that D˜ → D is a birational morphism between two smooth Artin stacks.
The second proof is to show that deg [Y˜ ]virloc = deg [X˜ ]
vir, which can be proved
parallel to the proof of deg [Y]virloc = deg [X ]
vir worked out in [CL1], and with
deg [X˜ ]vir = deg [X ]vir using [Cos, Thm 5.0.1].
Since both proofs are repetition of the known proofs with routine modifications,
we skip the details. 
3. The decomposition of cones
Following [HL1], we know that the blown-up X˜ is a union of smooth Deligne-
Mumford stacks: one is the proper transform of Xpri ⊂ X , which we denote by
X˜pri; the others are indexed by partitions µ of d, denoted by X˜µ. Geometrically,
a generic element of X˜pri is a stable morphism whose domain is smooth; a generic
element of X˜µ of µ = (d1, · · · , dℓ) is a stable morphism whose domain is ℓ rational
curves attached to a smooth elliptic curve so that the stable morphism is constant
along the elliptic curve and has degree di along the i-th attached rational curve.
The corresponding stack Y˜ has similar structure. First, we have the induced
projection
p : Y˜ −→ X˜ .
We let Y˜α = Y˜ ×X˜ X˜α, where α = pri or µ ⊢ d; we denote X˜gst = ∪µ⊢dX˜µ ⊂ X˜ and
Y˜gst = ∪µ⊢dY˜µ (= Y˜ ×X˜ X˜gst). Thus
(3.1) X˜ = X˜pri ∪ X˜gst and Y˜ = Y˜pri ∪ Y˜gst.
We group the property of this decomposition as follows.
Proposition 3.1. For any closed y ∈ Y˜, we can find an e´tale neighborhood X˜ → X˜
of x = p(y) ∈ X˜ , an embedding X˜ into a smooth affine scheme Z, and an embedding
Y˜ := X˜ ×X˜ Y˜ → Z
′ := Z × A1, such that
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(1) let pZ : Z
′ = Z × A1 → Z be the first projection; then Y˜ → X˜ commutes
with pZ : Z
′ → Z;
(2) there are regular functions z1, . . . , z4 and wµ ∈ Γ(OZ), µ ⊢ d, such that
all subschemes (zi = 0), and (wµ = 0) ⊂ Z are smooth; further, let w =∏
µwµ, then (z1 · · · z4 · w = 0) ⊂ Z has normal crossing singularities;
(3) there is a smooth morphism Z →Mw so that the composite Y˜ → Z →Mw
is identical to the composite Y˜ → Y˜ → Mw; further, locally the functions
wµ are pullbacks of functions on Mw;
(4) let t ∈ Γ(OZ′) be the pull back of the standard coordinate function of A1 via
pA1 : Z
′ → A1; then as subschemes of Z ′, Y˜ = (w · z1≤i≤4 = w · t = 0)
1;
Y˜pri = (z1≤i≤4 = t = 0); Y˜µ = (wµ = 0), and Y˜gst = (w = 0);
(5) identify Z ∼= Z ′ ∩ (t = 0); then as subschemes of Z, X˜ = Y˜ ∩ (t = 0);
X˜pri = Y˜pri, and X˜µ = Y˜µ ∩ (t = 0);
Proof. Recall that the proof of the structure result of X˜ carried out in [HL1] is by
deriving the local defining equation of X , which was originally derived by Zinger
using analytic method. The derivation of such defining equation relies on solving
the following resolution problem: Let S be a scheme and pS : CS → S be a flat
family of nodal arithmetic genus one curves together with an invertible sheaf LS
on CS so that its restriction to closed fibers Cs, s ∈ S, are generated by global
sections; one then finds an explicit complex of locally free sheaves of OS-modules
that is quasi-isomorphic to R•pS∗LS .
Once such explicit complex is found, using that deforming a stable map u : C →
P4 amounts to deforming the data (C,L, u1, · · · , u5) (up to equivalence) of a pair
of a line bundle on a curve and sections ui ∈ Γ(C,L), we obtain the local defining
equation of X (cf. [HL1]).
Deriving the resolution property of R•pS∗LS is an elementary problem in alge-
braic geometry. It was done in [HL1] as follows: Suppose S as before is a scheme;
s0 ∈ S is a closed point so that Cs0 = E ∪ R is a union of a smooth elliptic curve
and a smooth rational curve, and LS |E ∼= OE and LS |R is ample. Let ξ ∈ Γ(OS)
be such that (ξ = 0) is the locus where CS is nodal. Then after shrinking S if
necessary, we have quasi-isomorphism of derived objects
R•pS∗LS ∼=q.i. [OS
×ξ
−→OS ]⊕ [O
⊕r
S −→ 0],
where r = degL|Cs0 .
We now derive the local defining equation of Y. Since deforming a closed point
([u,C], ψ) ∈ Y is equivalent to deforming (C,L, ui, ψ) up to equivalence, where
(C,L, ui) is as before and ψ ∈ Γ(C,L⊗(−5) ⊗ ωC), we need to have, for the family
(CS → S,LS) as before, the resolution property of R•pS∗(L
⊕5
S ⊕ L
⊗(−5)
S ⊗ ωCS/S).
Like the case for R•pS∗LS , this case can be derived from the simple case where
Cs0 = E ∪R and LS |E ∼= OE as before. In this case, by [HL1],
R•pS∗L
⊗5
S
∼=q.i. [OS
×ξ
−→OS ]⊕ [O
⊕5r
S −→ 0].
By Serre duality, we obtain
R•pS∗L
⊗(−5)
S ⊗ ωCS/S
∼=q.i. [OS
×ξ
−→OS ]⊕ [0 −→ O
⊕5r
S ].
1We use w · z1≤i≤4 = 0 to mean w · z1 = · · · = w · z4 = 0.
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Since it is a direct sum of [OS
×ξ
−→OS ] with a shift of a locally free sheaf, the proof
of [HL1] can be adopted line by line to the case of Y to prove the statement of the
Lemma. Since the details are parallel, we will omit the details here. 
Corollary 3.2. All X˜α and Y˜α, where α = pri or µ ⊢ d, are smooth; the tautological
projection Y˜α → X˜α is an isomorphism (resp. an A1-bundle) for α = pri (resp.
α = µ ⊢ d).
Lemma 3.3. Let CY˜/D˜ ⊂ h
1/h0(EY˜/D˜) be the intrinsic normal cone embedded via
the obstruction theory φY˜/D˜ of Y˜ → D˜.
(1) Away from Y˜gst, it is the zero section of h1/h0(EY˜/D˜)|Y˜−Y˜gst .
(2) Away from Y˜pri, it is a rank two subbundle stack of h1/h0(EY˜/D˜)|Y˜−Y˜pri .
Proof. We consider the morphism
p : Y˜ −→ D˜.
By the previous Proposition and Corollary, we know that both Y˜ − Y˜gst and the
tautological morphism Y˜ −Y˜gst →Mw are smooth. Since the morphism fY˜ : CY˜ →
P4 has positive degree along the (minimal) genus one subcurves of the fibers of
CY˜ |Y˜−Y˜gst → Y˜ − Y˜gst, one checks that p|Y˜−Y˜gst : Y˜ − Y˜gst → D˜ is also smooth.
Therefore, CY˜/D˜|Y˜−Y˜gst is the zero section of h
1/h0(EY˜/D˜)|Y˜−Y˜gst .
For Y˜ − Y˜pri, by the previous Proposition and Corollary, the tautological Y˜ −
Y˜pri → Mw has its image a locally closed Cartier divisor in Mw, and Y˜ − Y˜pri
is smooth onto this image. Further, because the restriction of the tautological
line bundle LY˜ to the minimal genus one subcurves of the fibers of CY˜ |Y˜−Y˜pri →
Y˜ − Y˜pri are generated by global sections and have degree zero, they are trivial
line bundles. Thus the image p(Y˜ − Y˜pri) ⊂ D˜ is a locally closed local complete
intersection codimension two substack, and p|Y˜−Y˜pri is smooth onto this image.
Thus CY˜/D˜|Y˜−Y˜pri is a rank two bundle stack over Y˜ − Y˜pri. 
By this Lemma, we know that to each α = pri of µ ⊢ d, the cone CY˜/D˜ contains
a unique irreducible component (of multiplicity one) that dominates Y˜α. For the
irreducible component that dominates Y˜pri, it is the closure of the zero section of
h1/h0(EY˜/D˜)|Y˜−Y˜gst (in h
1/h0(EY˜/D˜)|Y˜pri); we denote it by Cpri. For µ ⊢ d, it is
the closure of a rank two subbundle stack in h1/h0(EY˜/D˜)|Y˜µ described in Lemma
3.3; we denote this subcone by C′µ.
There are possibly other irreducible components of CY˜/D˜ lying over ∆˜ = Y˜pri ∩
Y˜gst. We group them into
∑
µ⊢dC
′′
µ such that C
′′
µ lies over ∆˜µ = ∆˜ ×Y˜ Y˜µ. We
comment that this grouping is not unique. We write Cµ = C
′
µ ∪C
′′
µ.
Therefore
(3.2) [CY˜/D˜] = [Cpri] +
∑
µ⊢d
[Cµ] ∈ Z∗h
1/h0(EY˜/D˜).
Consequently, (denoting [Cgst] =
∑
µ⊢d[Cµ],)
(3.3) [Y˜]virloc = 0
!
σ˜,loc[Cpri] + 0
!
σ˜,loc[Cgst] = 0
!
σ˜,loc[Cpri] +
∑
µ⊢d
0!σ˜,loc[Cµ].
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LetN1(d)
red
Q be the reduced genus one GW-invariants of the quinticQ introduced
in [LZ] (cf. Introduction).
Proposition 3.4. We have deg 0!σ˜,loc[Cpri] = (−1)
5dN1(d)
red
Q .
Let (d) be the partition of d into a single part; i.e., the non-partition of d.
Proposition 3.5. For µ 6= (d) ⊢ d, we have deg 0!σ˜,loc[Cµ] = 0.
Proposition 3.6. We have deg 0!σ˜,loc[C(d)] =
(−1)5d
12 N0(d)Q.
These three Propositions, the identity (3.3) and Proposition 2.3 combined give an
algebraic proof of the hyperplane property of genus one GW-invariants of quintics
proved originally via analytic method in [LZ, VZ, Zi1].
4. Contribution from the primary component
Let (fY˜ , πY˜) : CY˜ → P
4 × Y˜ with ψY˜ ∈ Γ(CY˜ ,PY˜) be the tautological family of
Y˜, where LY˜ = f
∗
Y˜
O(1) and PY˜ = L
⊗(−5)
Y˜
⊗ ωCY˜/Y˜
. Recall that (the deformation
complex of the relative obstruction theory) EY˜/D˜ = R
•πY˜∗(L
⊕5
Y˜
⊕ PY˜). We let
H1 = h
1/h0
(
(R•πY˜∗L
⊕5
Y˜
)|Y˜pri
)
and H2 = h
1/h0
(
(R•πY˜∗PY˜)|Y˜pri
)
.
By the base change property of the h1/h0-construction, we have
h1/h0(EY˜/D˜)×Y˜ Y˜pri = H1 ×Y˜pri H2.
Now let Y˜◦pri = Y˜pri − ∆˜. where ∆˜ = Y˜gst ∩ Y˜pri. By its definition and an
easy vanishing argument, we have (R1πY˜∗L
⊕5
Y˜
)|Y˜◦pri
= 0, and (R1πY˜∗PY˜)|Y˜◦pri
∼=
((πY˜∗f
∗
Y˜
O(5))|Y˜◦pri
)∨, which is locally free of rank 5d over Y˜◦pri. We let 0H2 ⊂ H2 be
the closure of the zero section of H2|Y˜◦pri
(in H2).
Lemma 4.1. Let ι : H1 ×Y˜pri H2 → h
1/h0(EY˜/D˜) be the inclusion, then we have
[Cpri] = ι∗[H1 ×Y˜pri 0H2 ] ∈ Z∗h
1/h0(EY˜/D˜).
Proof. First, over Y˜◦pri, H1 is the zero bundle-stack. Thus by Lemma 3.3 and the
discussion afterwards, the identity stated in the Lemma holds when restricted to
Y˜◦pri. By their constructions, both Cpri and H1 ×Y˜pri 0H2 are irreducible. Thus the
identity holds. 
Corollary 4.2. We have 0!σ˜,loc([Cpri]) = 0
!([0H2 ]), where the first is taken under
the localized Gysin map of A∗h
1/h0(EY˜/D˜)σ˜, and the second is taken under the
ordinary Gysin map of H2.
Proof. Since Y˜pri is proper, and since the cosection localized Gysin map is the
same as the ordinary Gysin map over proper bases, the proposition follows from
that 0![H1×Y˜pri 0H2 ] = 0
![0H2 ], where the first 0
! is taken inH1×Y˜priH2 and second
0! is taken in H2. 
To proceed, we prove a useful result.
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Lemma 4.3. Let R = [R0 → R1] be a complex of locally free sheaves on an integral
Deligne-Mumford stack M such that H1(R) is a torsion sheaf on M and the image
sheaf of R0 → R1 is locally free. Let U ⊂ M be the complement of the support of
H1(R), and let B ⊂ h1/h0(R∨[−1]) be the closure of the zero section of the vector
bundle h1/h0(R∨[−1]|U ) = H
0(R|U )
∨. Then
0![B] = e(H0(R)∨) ∈ A∗M.
Proof. Let Ki = H
i(R), which fit into the exact sequence
(4.1) 0 −→ K0
α
−→R0
β
−→R1
γ
−→K1 −→ 0.
(Since K0 and Ri are locally free, we will use the same symbol to denote its associ-
ated vector bundle.) By assumption and the choice of U , β∨|U is a sub-bundle ho-
momorphism. Hence [R∨0 /R
∨
1 ]|U is a vector bundle over U . Viewing U ⊂ [R
∨
0 /R
∨
1 ]|U
as the zero-section, its closure in the bundle stack h1/h0(R∨[−1]|U ) = [R∨0 /R
∨
1 ] is
the B referred to in the statement of the Lemma.
Let b : R∨0 −→ [R
∨
0 /R
∨
1 ] be the quotient. As β
∨(R∨1 |U ) ⊂ R
∨
0 |U is a sub-bundle;
we let D be the closure of β∨(R∨1 |U ) in R
∨
0 . The smoothness of b implies b
−1(B) =
D. Hence
0!([B]) = 0!([D]) ∈ A∗M,
where the two Gysin maps are intersecting with the zero sections of [R∨0 /R
∨
1 ] and
of R∨0 , respectively.
We are left to show 0!([D]) = e(K∨0 ). (By assumption, K0 is locally free.) Since
kerγ is locally free, α∨ : R∨0 → K
∨
0 is a surjection of vector bundles. On the other
hand since K1|U = 0 we can restrict (4.1) on U and take its dual to get an exact
sequence of locally free sheaves
0 −→ R∨1 |U
β∨
−→R∨0 |U
α∨
−→K∨0 |U −→ 0.
Hence the closure of β∨(R∨1 |U ) in R
∨
0 equals the closure of ker(α
∨)|U in R∨0 ; thus
D = kerα∨. As R∨0 → K
∨
0 is a surjective bundle homomorphism, we have 0
!([D]) =
e(K∨0 ). 
Let (fY˜pri , πY˜pri) be the restriction of (fY˜ , πY˜) to Y˜pri. Let
R = (R•πY˜∗f
∗
Y˜
OP4(5))|Y˜pri = R
•πY˜pri∗f
∗
Y˜pri
OP4(5).
By Serre duality, R∨ ∼= (R•πY˜∗f
∗
Y˜
PY˜)|Y˜pri . Like in [Beh, LT], we can represent
R•πY˜pri∗f
∗
Y˜pri
OP4(5) = [R0 → R1] as a complex of locally free sheaves. On the other
hand, by [VZ] (see also [HL1], or Prop. 3.1), πY˜pri∗f
∗
Y˜pri
OP4(5) is locally free of rank
5d, and R1πY˜pri∗f
∗
Y˜pri
O(5) is torsion. Thus applying Corollary 4.2 and Lemma 4.3,
we obtain
Corollary 4.4. We have identity
deg 0!σ˜,loc[Cpri] = c5d
(
(πY˜pri∗f
∗
Y˜pri
OP4(5))
∨
)
= (−1)5dc5d
(
πY˜pri∗f
∗
Y˜pri
OP4(5)
)
.
Note that the right hand side is the reduced genus one GW-invariants introduced
in [LZ].
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5. Cosection localized Gysin map via compactifications
We begin with a general discussion of a special type of localized Gysin maps. Let
M be a Deligne-Mumford stack, L be a line bundle on M , and V1 and V2 be two
vector bundles on M . Suppose we are given two vector bundle homomorphisms2
(5.1) ξ1 : V1 ⊗ L −→ OM , and ξ2 : V2 → OM
such that ξ1 is surjective. (Here OM is viewed as the rank one trivial line bundle
on M .)
We let γ : W = Total(L) → M be the total space of L. The tautological
(identity) section ǫ ∈ Γ(W,γ∗L) paired with γ∗(ξ1) defines a bundle homomorphism
(5.2) ξ˜1 := γ
∗(ξ1)(· ⊗ ǫ) : V˜1 := γ
∗V1 −→ OW .
We let ξ˜2 = γ
∗(ξ2) : V˜2 := γ
∗V2 → OW .
Let
ξ˜ = (ξ˜1, ξ˜2) : V˜ := V˜1 ⊕ V˜2 −→ OW .
Since ξ1 is surjective, ξ˜1 is surjective away from the zero-section 0W = M ⊂ W ;
thus the non-surjective locus D(ξ˜) of ξ˜ is contained in the zero-section 0W ⊂ W .
We let U = W −D(ξ˜), and form
V˜ (ξ˜) = V˜ |D(ξ˜) ∪ ker{ξ˜ |U : V˜ |U → OU} ⊂ V˜ .
The cosection ξ˜ defines a localized Gysin map (cf. [KL])
(5.3) 0!
ξ˜,loc
: A∗V˜ (ξ˜) −→ A∗D(ξ˜).
This localized Gysin map has a simple interpretation in the situation under
consideration. We let
γ¯ :W = P(L⊕ OM ) −→M
be the obvious compactification of W = W − D∞, where D∞ = P(L ⊕ 0) is a
divisor of W . We extend V˜1 and V˜2 to W via
V 1 = γ¯
∗V1(−D∞) and V 2 = γ¯
∗V2.
We let ξ¯2 = γ¯
∗ξ2, which is the extension of ξ˜2. Because of the expression (5.1), ξ˜1
extends to a homomorphism ξ¯1 : V 1 = γ¯
∗(−D∞)→ OW . Let
ξ¯ = (ξ¯1, ξ¯2) : V := V 1 ⊕ V 2 −→ OW .
Because ξ˜1 has the form (5.2) and ξ1 is surjective, ξ¯1 is surjective along D∞; thus
so does ξ¯. Consequently, the non-surjective locus of ξ¯ and ξ˜ are identical; namely
(5.4) D(ξ¯) = D(ξ˜).
Lemma 5.1. Let ι! : Z∗V˜ (ξ˜)→ Z∗V be defined by sending a closed integral [C] ∈
Z∗V˜ (ξ˜) to the cycle of its closure in V : ι![C] = [C] ∈ Z∗V , and then extending to
Z∗V˜ (ξ˜) by linearity. Let τ : D(ξ˜)→M be the inclusion. Then we have
γ¯∗ ◦ 0
!
V
◦ ι! = τ∗ ◦ 0
!
ξ˜,loc
: Z∗V˜ (ξ˜) −→ A∗M.
2Bundle homomoprhisms in this paper are possibly degenerate, (i.e. those induced by sheaf-
homomorphisms of respective bundles).
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Proof. We let V (ξ¯) be defined similar to V˜ (ξ˜) with “˜” replaced by “¯”. Let 0!
ξ¯,loc
:
Z∗V (ξ¯)→ A∗D(ξ¯) be the localized Gysin map associated to ξ¯. Let τ ′ : V (ξ¯)→ V¯
and τ ′′ : D(ξ¯)→W be the inclusions. By [KL, Prop 1.3], we have the commutative
square
Z∗V (ξ¯)
0!
ξ¯,loc
−−−−→ A∗D(ξ¯)yτ ′∗
yτ ′′∗
Z∗V
0!
V−−−−→ A∗W.
On the other hand, since ξ¯ is an extension of ξ˜, the homomorphism ι! : Z∗V˜ (ξ˜)→
Z∗V factors through ι
′
! : Z∗V˜ (ξ˜)→ Z∗V (ξ¯). Composing, we obtain
τ ′′∗ ◦ 0
!
ξ¯,loc ◦ ι
′
! = 0
!
V
◦ τ ′∗ ◦ ι
′
! = 0
!
V
◦ ι!.
Since ξ¯ is an extension of ξ˜ and D(ξ¯) = D(ξ˜), tracing through the construction
of the localized Gysin maps, we conclude 0!
ξ¯,loc
◦ ι′! = 0
!
ξ˜,loc
. Composed with γ¯∗ :
A∗W → A∗M , we obtain
γ¯∗ ◦ 0
!
V
◦ ι! = γ¯∗ ◦ τ
′′
∗ ◦ 0
!
ξ¯,loc ◦ ι
′
! = τ∗ ◦ 0
!
ξ˜,loc
: Z∗V˜ (ξ˜) −→ A∗M.
This proves the Lemma. 
Corollary 5.2. Let C ⊂ V˜ (ξ˜) be closed and integral; let C ⊂ V be its closure, and
let Cb = C ∩ (0 ⊕ V 2). We let NCbC be the normal cone to Cb in C; it is a cycle
in V . Then we have
(5.5) deg 0!
ξ˜,loc
[C] = deg 0!
V
[C] = deg 0!
V
[NCbC].
The intersection Cb has an easy description in the homogeneous case. Since W
is the total space of the line bundle L, we have the dilation morphism
(5.6) mt :W −→W
defined by sending x ∈ L|x′ (over x′ ∈ M) to tx ∈ L|x′ ⊂ W . This defines a
C∗-action on W that preserves the morphism W →M with C∗ acting trivially on
M ; its fixed locus is the zero section 0W ⊂W .
We define Φi,0(t) : V˜i −→ m∗t V˜i to be the homomorphism that keeps γ
∗e invari-
ant, where γ :W →M and γ∗e ∈ Vi; and for k ∈ Z, we define
(5.7) Φi,k(t) = t
k · Φi,0(t) : V˜i −→ m
∗
t V˜i.
Definition 5.3. We say a closed integral C ⊂ V˜ homogeneous of weight (k1, k2)
if it is invariant under (Φ1,k1(t),Φ2,k2(t)) for all t ∈ C
∗. We say a cycle α ∈ Z∗V˜
is homogeneous of weight (k1, k2) if each of its integral components is homogeneous
of weight (k1, k2).
We now investigate the intersection Cb = C ∩ (0⊕ V 2) near D∞. Since this is a
local problem, by replacing M by its affine e´tale chart, we can assume M = SpecA
is affine, and L ∼= OM and Vi ∼= O
⊕ni
M are trivialized. Using such trivializations, we
have induced isomorphisms
(5.8) W = M × P1, V 2 ∼= (M × P
1)× An2 ,
and D∞ = M × {∞} ⊂M × P
1.
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Lemma 5.4. Let M = SpecA, and L and Vi are trivialized as stated. Let C ⊂ V˜
be a homogeneous closed integral substack of weight (0, 1). Then under (5.8), and
for a B ⊂M × An2 ,
C ∩ (0⊕ V 2)|W−0W = B × (P
1 − 0).
Proof. Adding V1 ∼= O
⊕n1
M , we have the induced isomorphism
V˜ ∼= (M × P1)× An1 × An2 .
We let t (resp. x = (xi); resp. y = (yj)) be the standard coordinate variables of
A1 = P1 − {∞} (resp. of An1 ; resp. of An2). Because C is homogeneous of weight
(0, 1), the ideal of C|W−0W ⊂ V |W−0W is generated by elements
{f(x1, · · · , xn1 , t
−1y1, · · · , t
−1yn2) | f ∈ J ⊂ A[x, y]},
where J is an ideal in the polynomial ring A[x, y] = A[x1, · · · , xn1 , y1, · · · , yn2 ].
We now pick a new trivialization of V 1 over W − 0W . We let ǫ1, · · · , ǫn1 be
a basis of V 1 that is the pullback of a basis of V1 (over M). As t
−1 extends to
a regular function near D∞ and has vanishing order one along D∞, ei = t
−1 · ǫi,
1 ≤ i ≤ n1, form a basis of V 1|W−0W .
We let
(5.9) V |W−0W
∼=M × (P1 − 0)× An1 × An2
be the isomorphism induced by the given trivializations of L and V2, and the new
trivialization of V 1 using the basis ei. We let x
′ = (x′i) be the standard coordinate
variables of An1 in (5.9), then xi and x
′
i are related by xi = t
−1x′i. Thus in the
coordinates (x′i, yj), C|W−0W is defined by the ideal generated by
(5.10) {f(t−1x′1, · · · , t
−1x′n1 , t
−1y1, · · · , t
−1yn2) | f ∈ J ⊂ A[x, y]}.
Finally, since C ⊂ V˜ is a cone, J is a homogeneous ideal; thus the same ideal is
also generated by
(5.11) {f(x′1, · · · , x
′
n1 , y1, · · · , yn2) | f ∈ J ⊂ A[x, y]}.
Therefore, C ∩ V |W−0W ⊂ V |W−0W is defined by the ideal generated by (5.11).
Thus C ∩ V |W−0W = B
′ × (P1 − 0) for a B′ ⊂ M × An1 × An2 . Intersecting with
V 2|W−0W proves the Lemma. 
We will show that the pair X˜gst ⊂ Y˜gst fits into the description of the pairM ⊂W
described. To this end, we introduce the corresponding vector bundles Vi and V˜i.
As the deformation complex of Y˜/D˜ is EY˜/D˜ = R
•πY˜∗(L
⊕5
Y˜
⊕ PY˜), we introduce
V˜1 = h
1/h0((R•πY˜∗L
⊕5
Y˜
)|Y˜gst), V˜2 = h
1/h0((R•πY˜∗PY˜)|Y˜gst), V˜ = V˜1 ×Y˜gst V˜2.
By the base change property of the h1/h0-construction, and the construction of
Cgst (cf. (3.3)),
[Cgst] ∈ Z∗V˜; V˜ = h
1/h0(EY˜/D˜)|Y˜gst .
We let
(5.12) V˜1 = H
1((R•πY˜∗L
⊕5
Y˜
)|Y˜gst), V˜2 = H
1((R•πY˜∗PY˜)|Y˜gst), and V˜ = V˜1⊕ V˜2.
Since both V˜1 and V˜2 are locally free on Y˜gst, by abuse of notation, we will
view them as vector bundles as well. Then using the arrow (R•πY˜∗L
⊕5
Y˜
)|Y˜gst →
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H1((R•πY˜∗L
⊕5
Y˜
)|Y˜gst), we obtain a canonical morphism ρ1 : V˜1 → V˜1; similarly, we
have a canonical ρ2 : V˜2 → V˜2. Note that both ρi are proper, and V˜i are (relative
to Y˜gst) coarse moduli spaces of V˜i. By the definition of V˜i, the sheaf of sections
of V˜ is ObY˜/D˜|Y˜gst . We denote by ξ˜ the restriction
(5.13) ξ˜ := σ˜|Y˜gst : V˜ −→ OY˜gst ,
where σ˜ is given in (2.11).
We now justify the symbols for the pair M ⊂ W . Let (fX˜gst , πX˜gst) : CX˜gst →
P4×X˜gst be the pullback of the universal family ofM1(P4, d). Let LX˜gst = f
∗
X˜gst
O(1)
and PX˜gst = L
⊗(−5)
X˜gst
⊗ ωCX˜gst/X˜gst
. Then by [HL1], Y˜gst is the total space of a line
bundle on X˜gst:
L = (πX˜gst)∗PX˜gst .
Thus letting M = X˜gst and W = Y˜gst fit into the description W = Total(L) given
before.
We next introduce Vi and ξi on M that fit the whole package as well:
(5.14) V1 = R
1πX˜gst∗L
⊕5
X˜gst
, V2 = R
1πX˜gst∗PX˜gst , and V = V1 ⊕ V2.
They are vector bundles (locally free sheaves) on X˜gst(=M). Let
γ :W := Y˜gst = Total(L) −→ X˜gst =M
be the induced (tautological) projection.
Lemma 5.5. We have canonical isomorphisms γ∗Vi = V˜i; further there are ξ1 :
V1⊗L→ OM and ξ2 : V2 → OM so that ξ˜ in (5.13) is identical to the ξ˜ constructed
from (ξ1, ξ2) via the construction given in (5.2) and after.
Proof. We let fY˜gst , πY˜gst , CY˜gst ,LY˜gst and PY˜gst be objects over Y˜gst defined similarly
as that over X˜gst. Then the V˜1 and V˜2 in (5.12) are V˜1 = R
1πY˜gst∗L
⊕5
Y˜gst
and
V˜2 = R
1πY˜gst∗PY˜gst . On the other hand, since we have canonical isomorphism
CY˜gst
∼= CX˜gst ×X˜gst Y˜gst, letting γ˜ : CY˜gst → CX˜gst be the induced projection, then
we obtain γ˜∗LX˜gst = LY˜gst , and same for PY˜gst . Applying the base change formula,
(since R2πX˜gst∗ = 0,) we obtain the canonical isomorphisms
V˜1 = R
1πY˜gst∗L
⊕5
Y˜gst
= R1πY˜gst∗γ˜
∗
L
⊕5
X˜gst
∼= γ∗R1πX˜gst∗L
⊕5
X˜gst
= γ∗V1;
the same reason gives a canonical V˜2 ∼= γ
∗V2.
For the ξ˜ defined in (5.13), we recall the construction of the cosection σ in
(1.3). For any closed y ∈ Y˜gst over x ∈ X˜gst associated to [u,C] with u =
(ui) ∈ H0(u∗O(1)⊕5) and ψ ∈ H0(u∗O(−5) ⊗ ωC), V˜1|y = H1(u∗O(1)⊕5), V˜2|y =
H1(u∗O(−5)⊗ ωC), and
σ˜(y) : V˜1|y ⊕ V˜2|y −→ C; (u˙i, ψ˙) 7→ 5ψ
5∑
i=1
u4i u˙i + ψ˙
5∑
i=1
u5i .
Accordingly, we define ξ1 : V1 ⊗L→ OX˜gst and ξ2 : V2 → OX˜gst over x ∈ X˜gst to be
σ1(x)((u˙i)⊗ ψ) = 5ψ
∑
u4i u˙i, and ξ2(x)(ψ˙) = ψ˙
∑
u5i .
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With this definition, by [CL1, Prop 3.4], ξ1 is surjective. As ξ˜ is constructed
following (5.13) that is the restriction of σ˜ over Y˜gst, this proves the Lemma. 
In the following, we will view Vi, V˜i and ξ˜ be defined in (5.12), (5.13) and (5.14),
which also satisfy the properties specified at and before (5.2).
Following [CL1], the non-surjective locus D(ξ˜) of ξ˜ = σ˜|Y˜gst is
D(σ˜)×X˜ X˜gst =M1(Q, d)×M1(P4,d) X˜gst,
which is proper. As before, we form the substack V˜ (ξ˜) ⊂ V˜ ; we let Cgst be the
coarse moduli of Cgst relative to Y˜gst, thus Cgst ⊂ V˜ since V˜ is the coarse moduli
of V˜. Further, since the projection ρ := ρ1 × ρ2 : V˜ → V˜ is smooth, we have an
identity of cycles ρ∗[Cgst] = [Cgst] ∈ Z∗V˜. Finally, because [Cgst] ∈ Z∗V˜(σ˜) (cf.
[CL1]), we have
[Cgst] ∈ Z∗V˜ (ξ˜).
As before, 0!
ξ˜,loc
: A∗V˜ (ξ˜)→ A∗D(ξ˜) is the localized Gysin map.
Proposition 5.6. We have the identity
0!σ˜,loc[Cgst] = 0
!
ξ˜,loc
[Cgst] ∈ A∗D(ξ˜).
Proof. We can find a vector bundle F on Y˜gst and a surjective bundle map φ :
F → V˜. Let σ˜φ : F → OY˜gst be the pullback cosection. Then D(σ˜φ) = D(ξ˜),
φ∗[Cgst] ∈ F (σ˜φ), and
0!σ˜φ,loc(φ
∗[Cgst]) = 0
!
σ˜,loc[Cgst] ∈ A∗D(ξ˜).
On the other hand, let φ¯ : F → V˜ be the composition of φ with ρ, then σ˜φ = φ¯∗(ξ˜)
and φ¯∗[Cgst] = φ
∗[Cgst]. Thus
0!σ˜φ,loc(φ
∗[Cgst]) = 0
!
φ¯∗(ξ˜),loc
(φ¯∗[Cgst]) = 0
!
ξ˜,loc
[Cgst] ∈ A∗D(ξ˜).
This proves the Proposition. 
Finally, we verify
Lemma 5.7. The substack Cgst ⊂ V˜ is homogeneous of weight (0, 1).
Proof. As the obstruction theory of Y˜ → D˜ is the pullback of that of Y → D, and
the later is via the open D-embedding (cf. (2.1))
(5.15)  : Y =M1(P
4, d)p
⊂
−→S := C(π∗(L
⊕5 ⊕ P)),
we will prove a corresponding result for S.
Let πS : CS → S, LS and PS be the pullback of (π : C → D,L,P). The
modular construction of S provides us a universal section
(5.16) (uS,i, ψS) ∈ Γ(CS,L
⊕5
S
⊕ PS) = Γ(S, πS∗(L
⊕5
S
⊕ PS)), (i = 1, · · · , 5).
Namely, each closed ξ = (Cξ, uξ,i, ψξ) ∈ S has uS,i|ξ ≡ uξ,i and ψS|ξ ≡ ψξ.
For t ∈ C∗, we introduce an automorphism
at : L
⊕5 ⊕ P −→ L⊕5 ⊕ P
that is idL⊕5 when restricted to the summand L
⊕5, and is t · idP when restricted
to the summand P. Clearly, at commutes with the arrows of D, and thus is a well-
defined automorphism. The collection {at | t ∈ C∗} defines a C∗-action on L⊕5⊕P,
where C∗ acts trivially on D.
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Following the moduli construction of S, the automorphism at induces a D-
automorphism a˜t : S → S: it is defined by sending (Cτ ,Lτ , ui, ψ) ∈ S(T ), where
T is any scheme, to (Cτ ,Lτ , ui, ψ)t = (Cτ ,Lτ , ui, t ·ψ). The collection {a˜t | t ∈ C∗}
forms a C∗-action on S; under this action the tautological projection S → D is
C∗-equivariant.
Because CS = C ×D S, and because S → D is C∗-equivariant (via a˜t on S
and the trivial C∗-action on D), the trivial C∗-action on C and the a˜t on S lifts
to a C∗-action on CS → S. We denote this action by ϕ0(t) : CS → a˜∗tCS. Then
since LS and PS are pullback of L and P on C, LS and PS admit the obvious
C∗-linearizations
(5.17) ϕ1(t) : LS −→ ϕ0(t)
∗
LS, ϕ2(t) : PS −→ ϕ0(t)
∗
PS
characterized by that their C∗-equivariant sections are pullback sections of L and
P, respectively.
The action a˜t induces a tautological C
∗-action (linearlization)
(5.18) ϕ¯1(t) : LS → ϕ0(t)
∗
LS, ϕ¯2(t) : PS → ϕ0(t)
∗
PS
characterized by that the universal section (5.16) is C∗-equivariant under this lin-
earization; i.e.,
(5.19) (ϕ¯1(t)(uS,i), ϕ¯2(t)(ψS)) = (ϕ0(t)
∗(uS,i), ϕ0(t)
∗(ψS)).
By the construction of a˜t and the two C
∗-actions, we see that
ϕ¯1(t) = ϕ1(t) and ϕ¯2(t) = t · ϕ2(t).
Let φS/D : L
•
S/D → (ES/D)
∨ be the perfect relative obstruction theory con-
structed in [CL1] by use of (uS,i, ψS). (Its pullback to Y via Y → S is the
relative perfect obstruction theory of Y → D.) Tracing through the construction
of the obstruction theory φS/D in [CL1, Prop 2.5], using that the universal section
(uS,i, ψS) is equivariant under the tautological C
∗-linearization (ϕ¯1, ϕ¯2), we con-
clude that the obstruction theory φS/D is C
∗-equivariant with respect to the same
C∗-linearization.
We consider the composite
˜ : Y˜ −→ Y

−→S.
of the tautological Y˜ → Y with the open embedding  in (5.15). Since the ob-
struction theory of Y˜ → D˜ is the pullback of that of S → D, we have canonical
isomorphism
(5.20) ˜∗ES/D
∼=
−→EY˜/D˜.
Secondly, since ˜ is a D-morphism and Y˜ is constructed from Y → D via a base
change D˜ → D. the C∗-action on S lifts to a unique C∗-action on Y˜ that makes ˜
C∗-equivariant. Using (5.20), we endow EY˜/D˜ the C
∗-linearlization induced based
on (ϕ¯1, ϕ¯2). This way, since φS/D is C
∗-equivariant (via (ϕ¯1, ϕ¯2)), we conclude
that φY˜/D˜ is C
∗-equivariant with the C∗-linearlization just introduced.
Finally, it is direct to check that the introduced C∗-action on Y˜ restricting to
Y˜gst is the C∗-action mt constructed in (5.6); also, by [CL1, Prop 2.5], ES/D =
R•πS∗(L
⊕5
S
⊕ PS), and the introduced C∗-linearization on EY˜/D˜
∼= ˜∗ES/D re-
stricting to Y˜gst gives the linearization (Φ1,0,Φ2,1) of V˜1 ⊕ V˜2, in the notation of
(5.7).
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Since φY˜/D˜ is C
∗-equivariant, the intrinsic normal cone CY˜/D˜ ⊂ h
1/h1(EY˜/D˜)
is C∗-equivariant; therefore Cgst is C
∗-equivariant under the C∗-action (Φ1,0,Φ2,1),
which is equivalent to say that Cgst is homogeneous of weight (0, 1). This proves
the Lemma. 
6. Proof of Proposition 3.5
We study the cone Cgst ⊂ V˜ in this section. Let ∆ = X˜pri ∩ X˜gst, and recall
∆˜ = Y˜ ×X˜ ∆ = Y˜gst ×X˜gst ∆ = W ×M ∆
is a line bundle over ∆. We continue to denote by γ : Y˜gst → X˜gst the projection.
Proposition 6.1. We have Cgst∩ (0⊕ V˜2)|Y˜gst−∆˜ = Y˜gst− ∆˜ ⊂ Y˜gst; further, there
is a sub-line bundle F ⊂ V2|∆ so that, denoting F˜ = γ∗F ⊂ V˜2|∆˜,
Cgst ∩ (0⊕ V˜2)|∆˜ ⊂ F˜ ⊂ V˜2|∆˜.
The proposition will be proved via a sequence of Lemmas. First, following the
argument in [CL1, Sect 5.2], the relative obstruction theories of the triple (Y˜ , X˜ , D˜)
fit into a compatible diagram of distinguished triangles:
(6.1)
γ∗(EX˜/D˜)
∨ −−−−→ (EY˜/D˜)
∨ −−−−→ (EY˜/X˜ )
∨ +1−−−−→yγ∗φX˜/D˜
yφY˜/D˜
yφY˜/X˜
γ∗L•
X˜/D˜
−−−−→ L•
Y˜/D˜
−−−−→ L•
Y˜/X˜
+1
−−−−→ .
Here EY˜/D˜ is given by (2.10); EX˜/D˜ = R
•πX˜∗L
⊕5
X˜
and EY˜/X˜ = R
•πY˜∗PY˜ . (As
usual, LY˜ = f
∗
Y˜
O(1) and PY˜ = L
⊗(−5)
Y˜
⊗ ωCY˜/Y˜
.) Taking the cohomologies of the
duals of the top row over Y˜gst, we obtain exact sequences of sheaves on Y˜gst:
(6.2)
H1(EY˜/X˜ |Y˜gst) −−−−→ H
1(EY˜/D˜|Y˜gst) −−−−→ H
0(γ∗EX˜/D˜|Y˜gst)∥∥∥
∥∥∥
∥∥∥
V˜2
β˜1
−−−−→ V˜ = V˜1 ⊕ V˜2
β˜2
−−−−→ V˜1.
Here the vertical identities are given by the explicit form of the complexes EY˜/D˜,
etc.; β˜1 (resp. β˜2) is the tautological inclusion (resp. projection), and the diagram
commutes that follows from the proof of [CL1, Prop 2.5 and 3.1].
Let N be the coarse moduli space of the the stack h1/h0((L•
Y˜/X˜
)∨)|Y˜gst relative
to Y˜gst. Then φ
∨
Y˜/X˜
induces an embedding
N ⊂ H1(EY˜/X˜ ) = V˜2.
Lemma 6.2. Viewing N as a substack of V˜ = V˜1 ⊕ V˜2 via β˜1 in (6.2), then
(6.3) Supp(Cgst) ∩ (0 ⊕ V˜2) ⊂ N .
Proof. It suffices to show that for any closed y ∈ Y˜gst, we have
(Cgst ∩ (0⊕ V˜2))|y ⊂ Ny := N ×Y˜gst y.
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First, it is shown in [BF] that Ny = H1((L•Y˜/X˜ )
∨|y). Dualizing (6.1), restricting
it to y and taking its cohomology groups, we obtain the commutative diagram of
arrows
(6.4)
Ny −−−−→ H1((L•Y˜/D˜)
∨|y) −−−−→ H1(γ∗(L•X˜/D˜)
∨|y)y
y̺y
y
V˜2|y
β˜1|y
−−−−→ (V˜1 ⊕ V˜2)|y
β˜2|y
−−−−→ V˜1|y ,
where the vertical arrows are H1 of φ∨
Y˜/X˜
|y, φ∨Y˜/D˜|y and γ
∗φ∨
X˜/D˜
|y, respectively,
and the bottom line follows from (6.2). Since φY˜/D˜, etc., are perfect obstruction
theories, the vertical arrows in (6.4) are injective.
We now prove (6.3). First, the inclusion Cgst ⊂ CY˜/D˜ = h
1/h0((L•
Y˜/D˜
)∨) in-
duces an inclusion of their respective fibers over y
Cgst|y ⊂ h
1/h0((L•
Y˜/D˜
)∨)|y = h
1/h0((L•
Y˜/D˜
)∨|y).
(Here we use the base change property of h1/h0-construction; see [CL2, Lemm 2.3].)
Taking coarse moduli, we have Cgst|y ⊂ H
1((L•
Y˜/D˜
)∨|y). Hence
(Cgst ∩ (0 ⊕ V˜2))|y = Cgst|y ∩ (0⊕ V˜2|y) ⊂ Im (̺y) ∩ ker(β˜2|y).
Because in (6.4) all vertical arrows are injective and the squares are commutative,
Im (̺y) ∩ ker(β˜2|y) ⊂ 0⊕Ny ⊂ 0⊕ V˜2|y.
This proves (6.3). 
Lemma 6.3. The substack N ⊂ V˜2 is reduced and its support is the union of the
zero section 0V˜2 ⊂ V˜2 with the total space of a line subbundle F˜ ⊂ V˜2|∆˜ that is the
pullback of a line subbundle F ⊂ V2|∆.
Proof. Let y ∈ W = Y˜gst be a closed point. We pick a chart ι : Y˜ → Y˜ of y ∈ Y˜
and its associated embedding given in Proposition 3.1. (We follow the notation
introduced there.) Then by e´tale base change
ι∗h1/h0((L•
Y˜/X˜
)∨)|Y˜gst
∼= h1/h0((L•Y˜ /X˜)
∨)|Y˜gst .
We denote Z ′
X˜
= X˜ ×Z Z
′ ∼= X˜ ×A1. Lemma 3.1 induces a closed X˜-embedding
Y˜ → Z ′
X˜
. Let I be the ideal of Y˜ in Z ′
X˜
. By definition,
(6.5) L•≥−1
Y˜ /X˜
∼= [I/I2
δ
−→ΩZ′
X˜
/X˜ |Y˜ ],
where δ(a) = dX˜a. (dX˜ is the relative differential that annihilates OX˜ .) We denote
S•(·) the symmetric product, and denote
N := Spec S•OY˜gst
(I/I2 ⊗OY˜ OY˜gst).
Following [BF], since h1/h0((L•
Y˜ /X˜
)∨) = h1/h0((L•≥−1
Y˜ /X˜
)∨), we have
h1/h0((L•
Y˜ /X˜
)∨)|Y˜gst = [(Spec S
•
OY˜
(I/I2))/(TZ′
X˜
/X˜ |Y˜ )]|Y˜gst = [N/(TZ′
X˜
/X˜ |Y˜gst)].
Here the TZ′
X˜
/X˜ |Y˜gst -action on N is induced by the arrow δ in (6.5).
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By Lemma 3.1, I = (wt) ⊂ OZ′
X˜
= OX˜ [t]. Using Y˜gst = (w = 0) ∩ Z
′
X˜
, we
obtain δ|Y˜gst(wt) = dX˜(wt)|Y˜gst = w · dt|Y˜gst = 0; hence the TZ′
X˜
/X˜ |Y˜gst-action on N
is trivial, and the coarse moduli of h1/h0((LY˜ /X˜)
∨)|Y˜gst is N ; namely
N ×Y˜gst Y˜gst = N.
We determine N . Define α : OZ′ → I/I2 ⊗OY˜ OY˜gst to be the homomorphism
via α(1) = wt⊗ 1; because I = (wt), α is surjective. We observe α(w) = w2t⊗ 1 =
wt ⊗ w = 0, because w = 0 ∈ OY˜gst ; we also have α(zi) = wzit ⊗ 1 = 0, because
wzi = 0 in OX˜ ⊂ I. A further check shows that kerα = (w, z1, z2, z3, z4); hence
I/I2⊗OY˜ OY˜gst
∼= OY˜∆ , where Y˜∆ = Y˜ ×Y˜ ∆˜. As Spec S
•
OY˜gst
(OY˜∆) is the union of Y˜gst
with a line bundle F˜ over Y˜∆ so that Y˜gst ∩ F˜ = Y˜∆, this proves that N = Y˜gst ∪ F˜
with Y˜gst ∩ F˜ = Y˜∆.
As Y˜ → Y˜ is an arbitrary e´tale chart, it shows that there is a line bundle F˜ on
∆˜ ⊂ Y˜gst such that
(1) both Y˜gst are F˜ are closed substacks of N ;
(2) N = Y˜gst ∪ F˜ and Y˜gst ∩ F˜ = ∆˜, where Y˜gst ⊂ N is the zero section 0V 2 .
Since N ⊂ V˜2 is a subcone, F˜ = N ×Y˜gst ∆˜ ⊂ V˜2|∆˜ is also a subcone and we
conclude that F˜ ⊂ V˜2|∆˜ is a subline bundle.
Finally, we show that there is a subline line bundle F ⊂ V2|∆ that pullbacks
to F˜ ⊂ V˜2|∆˜. For this, we use the C
∗-action on Y˜gst introduced in the proof of
Lemma 5.7. By Lemma 5.7, Y˜gst − X˜gst → X˜gst is a C
∗-quotient morphism. By
its construction, the relative obstruction theory of Y˜ → X˜ is C∗-equivariant. Thus
F˜ |Y˜gst−X˜gst ⊂ V˜2|Y˜gst−X˜gst is C
∗-equivariant, where the C∗-action on V˜2|Y˜gst−X˜gst is
via the linearization Φ2,1.
As this linearization Φ2,1 differs from Φ2,0 by a scalar multiplication, and because
F˜ |y ⊂ V˜2|y for y ∈ ∆˜ is a linear subspace, F˜ |∆˜ ⊂ V˜2|∆˜ is also invariant under the
linearization Φ2,0. Since Φ2,0 is induced from the pullback V˜2 = γ
∗V2, by descent
theory, F˜ |∆˜−∆ ⊂ V˜2|∆˜−∆ descends to a subline bundle F ⊂ V2|∆. (As usual, we
view ∆ ⊂ ∆˜ via the zero section of W = Total(L).) Thus F˜ |∆˜−∆ = γ
∗F|∆˜−∆ ⊂
V˜2|∆˜−∆. Finally, since ∆˜−∆ is dense in ∆˜, we have F˜ = γ
∗F ⊂ V˜2|∆˜. This proves
the Lemma. 
We now apply Corollary 5.2 to the situation W = Y˜gst and M = X˜gst. As will
be clear later, we will work with each individual component Wµ = Y˜µ of Y˜gst, and
the corresponding components Mµ = X˜µ. Accordingly, we will add the subscript
µ to denote the corresponding objects restricting to Mµ, Wµ or Wµ =W ×M Mµ.
For instance, V i,µ = V i|Wµ , ∆µ = ∆ ∩Mµ and ∆˜µ = ∆˜×M Mµ, etc.
Following (3.3), the cycle [Cgst] ∈ Z∗V˜ is a union [Cgst] =
∑
µ⊢d ιµ∗[Cµ], where
[Cµ] ∈ Z∗V˜µ and ιµ : V˜µ → V˜ is the inclusion. Here as argued before (3.2), [Cµ] =∑
k nµ,k[Cµ,k] could be a union of integral multiples of irreducible components Cµ,k.
Let Cµ be the closure of Cµ in V µ, which by the given irreducible decomposition
is
∑
k nµ,k[Cµ,k]; we let Cµ,k,b = Cµ,k ∩ (0⊕ V 2,µ), and let
Rµ =
∑
k
nµ,kNCµ,k,bCµ,k
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be the normal cone to Cµ,b =
∑
k nµ,kCµ,k,b in Cµ.
By Corollary 5.2, we have
(6.6) deg 0!
ξ˜,loc
[Cgst] = deg 0
!
V
[Cgst] =
∑
µ⊢d
deg 0!
V µ
[Rµ].
We look more closely the term 0!
V µ
[Rµ]. By Lemma 6.3 we have a line subbundle
Fµ := F|∆µ ⊂ V2,µ|∆µ = V2|∆µ . By Lemma 5.4, Lemma 5.7 and Proposition
6.1, [Cµ,b] lies over the union of the zero section 0V µ with the total space Fµ =
Total(Fµ), where ∆µ =Wµ ×Mµ ∆µ, and γ¯µ := γ¯|Wµ :Wµ →Mµ. We let
(6.7) Zµ = 0V 2,µ ∪ Fµ.
Thus Rµ lies in the bundle V 1,µ ×Wµ Zµ over Zµ, where Zµ → Wµ is the identity
map when restricted to 0V 2,µ , and is composite of the projection Fµ → ∆µ →Wµ.
We claim that dimWµ = 5d+4, dimRµ = 5d+6, rankV 1,µ = 5 and rankV 2,µ =
5d+1. Indeed, by Proposition 3.1, we know that all X˜µ are smooth and are of equal
dimensions. Thus
dim X˜µ = dim X˜(d) = dimM0,1(P
4, d) + dimM1,1 = 5d+ 3.
As Y˜µ is a line bundle over X˜µ, we obtain dimWµ = dim Y˜µ = 5d + 4. For
dimRµ, since Cµ has pure-dimension, and dimRµ = dimCµ, we only need to verify
dimCµ = dim Y˜µ + 2. But this follows from (2) of Lemma 3.3. The remainder two
identities follows from Riamenn-Roch theorem.
We denote by |Cµ,b| the support of Cµ,b, which is the union ∪kCµ,k,b. Since
Rµ is a normal cone, by its construction, it is a cone inside the vector bundle
V 1,µ ×Wµ |Cµ,b| ⊂ V 1,µ ⊕ V 2,µ. (Here as total space of vector bundles, V 1,µ ×Wµ
V 2,µ = V 1,µ ⊕ V 2,µ.)
Therefore, we have
(6.8) 0!
V 1,µ
[Rµ] ∈ A5d+1|Cµ,b|.
We write 0!
V 1,µ
[Rµ] = [Pµ,1] + [Pµ,2], where Pµ,1 ⊂ 0V µ and Pµ,2 ⊂ Fµ.
Lemma 6.4. We have the vanishing deg 0!
V 2,µ
[Pµ,i] = 0 in the following cases:
(1) µ ⊢ d and i = 2;
(2) µ 6= (d) ⊢ d and i = 1.
Proof. We prove the vanishing for i = 2. By Lemma 6.3, the subline bundle Fµ ⊂
V1|∆µ pullbacks to Fµ ⊂ V 2,µ|∆µ . Let ηµ : Fµ → Fµ be the projection; it is proper
since ∆→ ∆ is proper. Then by the projection formula,
deg 0!
V 2,µ
[Pµ,2] = deg 0
!
V2,µ(ηµ∗[Pµ,2]).
Since ηµ∗[Pµ,2] ∈ A5d+1Fµ and dimFµ = dim∆µ+1 = (dim X˜pri− 1)+ 1 = 5d, we
have ηµ∗[Pµ,2] = 0. This proves the first vanishing.
To prove the second vanishing, we will construct a proper DM stack B˜µ, a vector
bundle K˜µ on B˜µ, and a proper morphism with an isomorphism
(6.9) ρµ :Mµ = X˜µ −→ B˜µ and ρ
∗
µK˜
∨
µ
∼= V2,µ,
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such that dim B˜(d) = 5d + 1, and dim B˜µ ≤ 5d for µ 6= (d). Once (B˜µ, K˜µ) is
constructed, we let δµ : V 2,µ → K˜∨µ be the projection induced by the mentioned
isomorphism; then, for µ 6= (d), by the projection formula we have deg 0!
V 2,µ
[Pµ,1] =
deg 0!
K∨µ
(δµ∗[Pµ,1]) = 0 because Pµ,1 ⊂ 0V 2,µ and A5d+1B˜µ = 0 for dimension
reason.
Constructing B˜µ and K˜µ with the required properties will occupy the remainder
of this Section. 
We first state a decomposition result, which follows from the construction in
[HL1]. Let µ = (d1, · · · , dℓ) be a partition of d and let (fX˜µ , πX˜µ , CX˜µ) be the
tautological family of X˜µ. By the construction of X˜gst, the map associated to a
closed point in X˜µ is by attaching ℓ one-pointed [ui, Ci, pi] ∈M0,1(P4, di) such that
ui(pi) = uj(pj) for all i, j to an ℓ-pointed stable elliptic curve. We state this in the
family version
Proposition 6.5. The tautological family CX˜µ → X˜µ admits an ℓ-section Σµ ⊂ CX˜µ
(a codimension one closed substack, proper, and an ℓ-e´tale cover of X˜µ) that lies in
the locus of nodal points of the fibers of CX˜µ/X˜µ, and splits CX˜µ into two families
of curves: CX˜µ,pr and CX˜µ,tl (⊂ CX˜µ), such that
(1) the pair (CX˜µ,pr,Σµ) is a family of ℓ-pointed (unordered) stable genus one
curves; the morphism fX˜µ is constant along fibers of CX˜µ,pr → X˜µ;
(2) the pair (CX˜µ,tl,Σµ) is a family of ℓ-pointed (unordered) nodal rational
curves over X˜µ such that each closed fiber of CX˜µ,tl → X˜µ has ℓ connected
components, and each connected component contains one marked point.
Here the subscript “pr” stands for the “principal part” and the subscript “tl”
stands for the “tail”. We comment that the total space CX˜µ,tl may have less than
ℓ connected components.
Proof. The proof follows from the modular construction of X˜µ in [HL1]. 
We now fix a partition µ and assume ℓ ≥ 2. Using this decomposition, we can
relate X˜µ to a stack that parameterizes the tails of [u,C] ∈ X˜µ. We take the moduli
of genus zero stable morphisms M0,1(P
4, di), considered as a stack over P
4 via the
evaluation morphism evi :M0,1(P
4, di)→ P4 (of the marked points); we form
Bµ =M0,1(P
4, d1)×P4 · · · ×P4 M0,1(P
4, dℓ).
We let Sµ be the subgroup of permutations α ∈ Sℓ that leave the ℓ-tuple (d1, · · · , dℓ)
invariant (i.e. di = dα(i) for all 1 ≤ i ≤ ℓ). Each α ∈ Sµ acts as an automorphism
of Bµ by permuting the i-th and the α(i)-th factors of Bµ. This gives an Sµ-action
on Bµ; we define the stacky quotient
B˜µ = Bµ/Sµ.
SinceM0,1(P
4, di) are proper DM stacks and have dimensions 5di+2, B˜ is a proper
DM-stack and
(6.10) dim B˜µ = (5d+ 2l)− (4l − 4) = 5d− 2l + 4.
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For each i we denote the universal family of M0,1(P
4, di) by (πi, fi) : Ci →
M0,1(P
4, di) × P4 with si : M0,1(P4, di) → Ci the section of marked point. We
introduce
Ki = πi∗f
∗
i O(5),
a rank 5di+1 locally free sheaf (vector bundle) on M0,1(P
4, di) with an evaluation
homomoprhism ei : Ki → ev
∗
iO(5).
We let vi : Bµ →M0,1(P4, di) be the projection. Since Bµ is constructed as the
fiber-product using the evaluations evi, the collection {evi}ℓi=1 descends to a single
evaluation morphism ev : Bµ → P4. We form a sheaf Kµ on Bµ defined via the
exact sequence
0 −→ Kµ −→ ⊕
ℓ
i=1v
∗
iKi
β
−→ ⊕ℓ−1j=1 ev
∗
O(5) −→ 0,
where β = (v∗1e1 − v
∗
2e2, · · · , v
∗
ℓ−1eℓ−1 − v
∗
ℓ eℓ). Since each ei : Ki → ev
∗
iO(5) is
surjective, Kµ is locally free. Further, Kµ is invariant under Sµ, thus descends to
a locally free sheaf K˜µ on B˜µ. (Caution, the arrow β is not invariant under ∼, due
to the choice of indexing.) As rankKi = 5di + 1, rank K˜µ = 5d+ 1.
We define the desired morphism ρµ : X˜µ → B˜µ stated in (6.9). Given any
closed x ∈ X˜µ, we let [fx, Cx] with Σx ⊂ Cx be the restriction of fX˜µ and Σµ to
Cx = CX˜µ ×X˜µ x. By Proposition 6.5, Σx divides Cx into a union of a genus one
curve with ℓ one-pointed genus zero curves, and the restriction of fx to these ℓ genus
zero curves form ℓ one-pointed genus zero stable maps to P4, of degrees d1, · · · , dℓ,
respectively. We label these ℓ-stable maps as [ui, Ci, pi] so that [ui] ∈M0,1(P4, di).
We define ρµ(x) be the equivalence class in B˜µ of ([u1], · · · , [uℓ]) ∈ Bµ. It is routine
to check that this pointwise definition defines a morphism ρµ as indicated.
We verify that ρ∗µK˜
∨
µ
∼= V2,µ. First, by Serre duality,
V2,µ = R
1πX˜µ∗PX˜µ
∼= (πX˜µ∗f
∗
X˜µ
O(5))∨.
Let fX˜µ,tl and πX˜µ,tl be the restrictions of fX˜µ and πX˜µ to CX˜µ,tl. We obtain the
restriction homomorphism
(6.11) πX˜µ∗fX˜µO(5)
⊂
−→ (πX˜µ,tl)∗f
∗
X˜µ,tl
O(5).
Since fibers of CX˜µ,pr → X˜µ are connected, and fX˜µ restricting to them are constants,
(6.11) is injective and its cokernel is the difference of the evaluations along Σµ ⊂
CX˜µ,tl. On the other hand, denoting (⊕
ℓ
i=1v
∗
iKi)/Sµ the quotient of ⊕
ℓ
i=1v
∗
iKi over
Bµ by Sµ, (which is its descent to B˜µ,) then via ρµ, we have a canonical isomorphism
ρ∗µ((⊕
ℓ
i=1v
∗
iKi)/Sµ)
∼= (πX˜µ,tl)∗f
∗
X˜µ,tl
O(5).
A direct inspection shows that under this isomorphism, ρ∗µK˜µ
∼= πX˜µ∗f
∗
X˜µ
O(5). This
proves ρ∗µK˜
∨
µ
∼= V2,µ.
In case µ = (d), we let B˜(d) = M0(P
4, d), and all others are the same.
Completing the proof of Lemma 6.4. The pair (B˜µ,Kµ) satisfies the requirements
stated in the proof of Lemma 6.4, except possibly the dimensions part. By (6.10),
for ℓ ≥ 2, we have dim B˜µ ≤ 5d; for µ = (d), we have dim B˜(d) = dimM0(P
4, d) =
5d+ 1, which are as required. This completes the proof of Lemma 6.4. 
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7. proof of Proposition 3.6
In this section, we treat the remainder case left out in Lemma 6.4. Following
the discussion in the previous section, we know that [P(d),1] ∈ A5d+1W(d) and B˜(d)
is irreducible and of dimension 5d+ 1; thus
(7.1) (ρ(d) ◦ γ¯(d))∗[P(d),1] = c[B˜(d)]
for a c ∈ Q. Applying the projection formula to ρ(d) ◦ γ¯(d), we obtain
(7.2) deg 0!
V 2,(d)
[P(d),1] = c · deg c5d+1(K˜(d))[B˜(d)] = c · (−1)
5d+1N0(d)Q.
Therefore, all we need is to determine c.
To this end, we need to determine the cone C(d) ⊂ V˜ |W(d) . By the construction
in [HL1], M1(P
4, d) contains an open substack consisting of stable maps [u,C] such
that their domains C are union of elliptic curves with P1, and the maps u restricted
to the elliptic curves are constant and restricted to P1 are regular embeddings
P1 → P4. We denote this open substack by M◦ ⊂M1(P4, d). By [HL1], M◦ is away
from the blowing up loci of the modular blowing up X˜ → X = M1(P4, d). Thus,
the preimage of M◦ in X˜ is identical to M◦, and thus Y˜ ×X M◦ = Y ×X M◦.
We denote W◦ = Y ×X M◦. By the prior discussion, we know W◦ = Y˜ ×X M◦ ⊂
W(d), and is dense in W(d). Since we need to work with various obstruction theories
that are originally constructed for Y and X , we will view M◦ ⊂ M(d) and also an
open substack of X ; same for W◦ ⊂W(d) and W◦ ⊂ Y.
Since W◦ ⊂ Y is open, the obstruction theory φY/D restricted to W◦ gives a
perfect relative obstruction theory φY/D|W◦ : (EY/D)
∨|W◦ → L
•
W◦/D
.
Lemma 7.1. Restricting to W◦, we have
C(d)|W◦ = H
1((L•W◦/D)
∨)
⊂
−→H1(EY/D|W◦) = V˜ |W◦ .
Further, H1((L•W◦/D)
∨) is a rank two locally free sheaf of OW◦-modules, and the
arrow above is injective with locally free cokernel.
Proof. Let q◦ : W◦ → D be the projection induced by Y → D; let D◦ = q◦(W◦) be
its image stack. By the description of W◦ and the argument in the proof of Lemma
3.3, D◦⊂D is a smooth codimension two locally closed substack. By [Il, Chap. III
Prop. 3.2.4], H1(L∨D◦/D) is isomorphic to the normal sheaf to D◦ in D, which is a
rank two locally free sheaf on D◦.
On the other hand, since W◦ → D◦ is smooth, [Il, Chap. III Prop. 3.1.2 ]
implies that Hi((L•W◦/D◦)
∨) = 0 for i ≥ 1. Taking H1 of the distinguished triangle
(L•W◦/D◦)
∨ −→ (L•W◦/D)
∨ −→ q∗◦(L
•
D◦/D
)∨
+1
−→ ,
we obtain canonical
q∗◦H
1((L•D◦/D)
∨) ∼= H1((L•W◦/D)
∨),
thus they are rank two locally free sheaves on W◦.
Next, for any closed point y ∈ Y, since φY/D is a perfect obstruction theory,
H1(φ∨Y/D|y) is injective. This combined with W◦ being smooth shows that the
arrow in the statement of Lemma 7.1 is injective with locally free cokernel.
Finally, we show that C(d)|W◦ = H
1((L•W◦/D)
∨). Because W◦ → D◦ is smooth
and D◦ ⊂ D is smooth of codimension two, we conclude that L•W◦/D is per-
fect of amplitude [0, 1], and Hi((L•W◦/D)
∨) are locally free. Hence the coarse
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moduli of h1/h0((L•W◦/D)
∨) is H1((L•W◦/D)
∨). By [BF, Prop 3.1.2], CY/D|W◦ =
h1/h0((L•W◦/D)
∨). Taking coarse moduli, we obtain C(d)|W◦ = H
1(L•W◦/D)
∨). This
proves the Lemma. 
Let γ◦ : W◦ → M◦ be the projection induced by Y → X . We denote by M the
Artin stack of genus one nodal curves; (this is consistent with Mw is the stack of
weighted genus one nodal curves). SinceMw →M is e´tale, the obstruction theory
of X →M is the same as that of X →Mw.
We determine the subsheaf H1((L•W◦/D)
∨) ⊂ V˜ |W◦ by studying the following
diagrams:
(7.3)
H1((L•W◦/D)
∨)
α1−−−−→ γ∗◦H
1((L•M◦/D)
∨)
α2−−−−→ γ∗◦H
1((L•M◦/M)
∨)yH1(φ∨Y/D)
yH1(φ∨X/D)
yH1(φ∨X/M)
H1(EY/D|W◦)
β˜2|W◦−−−−→ γ∗◦H
1(EX/D|M◦)
γ∗◦β◦−−−−→ γ∗◦H
1(EX/M|M◦).
Here, β˜i is defined in (6.2) and β◦ is the tautological projection induced by the
comparison of the obstruction theories of X → D and X →M:
(7.4) β◦ : H
1(EX/D|M◦) −→ H
1(EX/M|M◦).
We comment that the left commutative square is induced by that the obstruc-
tion theories (relative to D) of Y ⊂ C(π∗(L⊕5 ⊕ P)) and of X ⊂ C(π∗(L⊕5))
are compatible under C(π∗(L
⊕5 ⊕ P)) → C(π∗(L⊕5)) induced by the projection
pr : L⊕5 ⊕ P→ L⊕5. The right square is commutative following [CL1, Lemm 2.8].
We let (fM◦ , πM◦) : CM◦ → P
4 ×M◦ be the universal family of M◦ ⊂ X .
Lemma 7.2. All sheaves in the diagram (7.3)are locally free sheaves of OW◦-
modules; all vertical arrows are injective with locally free cokernels; the arrow α1
is an isomorphism; the arrow α2 is surjective and has rank one kernel; the arrow
β˜2|W◦ is the obvious projection V˜ |W◦ = (V˜1 ⊕ V˜2)|W◦ → V˜1|W◦ ; the arrow β◦ is the
projection
β◦ : H
1(EX/D|M◦) = R
1πM◦∗f
∗
M◦O(1)
⊕5 −→ H1(EX/M|M◦) = R
1πM◦∗f
∗
M◦TP4
induced by the tautological projection O(1)⊕5 → TP4 in the Euler sequence of P
4.
Finally, the cokernels of the middle and the third vertical arrows are isomorphic.
Proof. We let M◦ ⊂ M be the image stack of M◦ → M. By the description of
M◦, M◦ is a locally closed smooth divisor in M. Thus the normal sheaf NM◦/M
is invertible and the canonical
(7.5) ND◦/D −→ NM◦/M ⊗OM◦OD◦
is surjective.
Following the proof of Lemma 7.1,H1((L•M◦/D)
∨) andH1((L•M◦/M)
∨) are canon-
ically isomorphic to the pullbacks of the normal sheaves ND◦/D and NM◦/M, re-
spectively, and the arrow α1 and α2 are induced by the identity map of ND◦/D and
(7.5), respectively. This proves the statements about the sheaves and arrows in the
top horizontal line.
Parallel to the proof Lemma 7.1, we obtain that the vertical arrows are injective
with locally free cokernels.
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By definition of V˜i, the first two sheaves in the lower horizontal line are V˜ |W◦
and γ∗◦V1|M◦ = V˜1|W◦ , and the arrow β˜2|W◦ is the obvious projection as stated.
The statement about γ∗◦β◦ and β◦ follows fom [CL1, Lemm 2.8].
A direct calculation shows that R1πM◦∗f
∗
M◦
O(1)⊕5 and R1πM◦∗f
∗
M◦
TP4 have rank
five and four, respectively, and γ∗◦β◦ is surjective, therefore ker(γ
∗
◦β◦) is an invertible
sheaf, and is isomorphic to ker(α2), using that the middle and the third vertical
arrows are injective with locally free cokernel. Consequently, the cokernels of the
middle and the third vertical arrows are isomorphic. These complete the proof of
the Lemma. 
We now determine the image sheaf of the third vertical arrow in (7.3). Let
ξ = [u,C] ∈ M◦ be a closed point. By the description of M◦, C = E ∪ R such
that E (resp. R) is a nodal genus one curve (resp. R ∼= P1) and p = E ∩ R is
a node of C, and that u|E = const. and u|R : R → P4 is a regular embedding.
Let ξ ∈ M be the image of ξ under the tautological M◦ → M; let v ∈ TM,ξ be
a non-zero vector normal to M(d) ⊂ M. According to the obstruction theory, the
image of H1(φ∨X/M)|ξ in H
1(EX/M)|ξ is the linear span of the image of v under
the composite
(7.6) obP4 : H
0((L•M)
∨|ξ) −→ H
1((L•M◦/M)
∨|ξ) −→ H
1(EX/M|ξ)
induced by the obstruction theory φX/M (it is the obstruction assignment map).
Because u|E is constant, we have
H1(EX/M|ξ) = H
1(u∗TP4) = H
1(OE)⊗C (u
∗TP4)|p = H
1(OE)⊗C TP4,u(p).
Lemma 7.3. The linear span of the image of v ∈ H0((L•M)
∨|ξ) in H1(EX/M|ξ)
is the subspace
H1(OE)⊗C u∗(TR,p) ⊂ H
1(OE)⊗C TP4,u(p).
Proof. Let H = u(R) ⊂ P4. Since u|R is a regular embedding, H ⊂ P4 is a
smooth curve. We let u′ : C → H be the factorization of u : C → P4. Thus
ξ′ = [u′, C] ∈M1(H, d′), where d′ = u′∗[R] ∈ H2(H,Z). We let M1(H, d
′)→M be
the tautological projection; thus ξ ∈ M is also the image of ξ′.
Since H ∼= P1, it is known that there is no first order deformation of [u′, C] in
M1(H, d
′) whose image in TξM is v (cf. [Zi1], [HL1]). Thus the image of v under
the obstruction assignment
obH : H
0((L•M)
∨)|ξ) −→ H
1(EM1(H,d′)/M|ξ′) = H
1(OE)⊗C TH,u′(p)
is non-zero. Since dimH1(OE) = dim TH,u′(p) = 1, the linear span of obH(v) is
H1(OE)⊗C TH,u′(p).
Then, because the obstruction theories of moduli of stable morphisms to schemes
are compatible via morphisms between schemes, we conclude that the linear span
of the image obP4(v) ⊂ H
1(EX/M|ξ) is identical to the image of the linear span of
obH(u
′) under the canonical
H1(EM1(H,d′)/M|ξ′) −→ H
1(EM1(P4,d)/M|ξ) = H
1(EX/M|ξ).
Adding TH,u′(p) = u∗(TR,p) as subspace in TP4,u(p), we prove the Lemma. 
We consider H1((L•M◦/D)
∨) → H1(EX/D|M◦) = V1|M◦ of the middle vertical
arrow in (7.3). By Lemma 7.2, H1((L•M◦/D)
∨) is a rank two locally free sheaf
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on M◦, and the arrow is injective with locally free cokernel. Let S◦ ⊂ V1|M◦ be
associated sub-vector bundle.
We continue to denote by γ¯ : W → M the projection (cf. Section five). We let
W ◦ =W ×MM◦ and γ¯◦ :W ◦ →M◦ the projection. Recall that V 1 = γ¯∗V1(−D∞).
Thus S◦ ⊂ V1|M◦ provides a subbundle
(7.7) S◦ = γ¯
∗
◦S◦(−D∞) ⊂ V 1|W◦ .
We let
η◦ : V 1|W◦ → V |W ◦ = (V 1 ⊕ V 2)|W ◦
be the inclusion; let j◦ : W ◦ → W be the open embedding, which is flat. Recall
R(d) = NC(d),bC(d) (cf. before (6.6), see also (6.8)).
Lemma 7.4. As cycles, we have
(7.8) j∗◦ [R(d)] = η◦∗[S◦] ∈ Z∗(V 1|W◦).
Proof. Lemma 7.1 shows that C(d) ×W W◦ is a rank two subbundle of V˜ |W◦ . By
Proposition 6.1 and Lemma 5.4, we have C(d),b ⊂ V 2, C(d),b ∩V 2|W ◦ = 02¯×W W ◦,
and C(d) ×W W ◦ is a rank two subbundle of V |W ◦ . Further, they fit into the
commutative diagram (the left one is a Cartesian product)
0V ×W W ◦ −−−−→ C(d) ×W W ◦
∼=
−−−−→ S◦y⊆
y⊆
y⊆
V 2|W◦
β¯1|W◦−−−−→ V |W◦ = (V 1 ⊕ V 2)|W◦
β¯2|W◦−−−−→ V 1|W ◦ ,
where β¯1|W◦ and β¯2|W◦ are the obvious inclusion and projection, which implies
that
R(d) ×W W ◦ = (NC(d),bC(d))×W W ◦ = η◦(S◦) ⊂ V |W ◦ .
Since j◦ :W ◦ →W is an open embedding,
j∗◦ [R(d)] = [R(d) ×W W ◦] = [η◦(S◦)] = η◦∗[S◦] ∈ Z∗(V 1|W◦).
This proves the Lemma. 
We pick a degree d regular embedding h : P1 → P4, viewed as a closed point in
B˜(d) =M0(P
4, d). We form
Mh = {[u,C] ∈M◦ | u|R ∼= h} ⊂M◦.
Using the convention introduced in the proof of Lemma 6.4, we have that W (d) ∪
F¯(d) ⊂ V 2,(d), whereW (d) is the zero-section of V 2,(d). We formWh = W ◦×M◦Mh
and the inclusions
jh :Wh −→ W (d) ∪ F¯(d), and Jh : V 1|Wh −→ V 1 ×W (d) (W (d) ∪ F¯(d)),
where the last term is viewed as a vector bundle over W (d) ∪ F¯(d). Since jh(Wh) ∩
F¯(d) = ∅, both jh and Jh are proper, regular embeddings; thus the Gysin map j
!
h
and J !h are well-defined.
Lemma 7.5. The constant c in in (7.1) is given by the degree c = deg e(j∗hV 1/j
∗
hS◦).
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Proof. Let φh : Wh → [h] be the projection to the point, and let φ(d) be the
projection that fits into the Cartesian product
Wh
jh−−−−→ Z(d) =W (d) ∪ F (d)yφh
yφ(d)
[h]
ιh−−−−→ B˜(d).
(Here φ(d) is the composite of Z(d) → W (d) mentioned after (6.7), the morphism
γ¯(d) :W (d) → X˜(d), and the ρ(d) : X˜(d) → B˜(d) constructed in (6.9).)
Since jh(Wh) ∩ F (d) = ∅, j
!
h[P(d),2] = 0. Thus
j!h[P(d),1] = j
!
h([P(d),1] + [P(d),2]) = j
!
h0
!
V 1,(d)
[R(d)].
Since Gysin maps commute, we obtain
j!h[P(d),1] = j
!
h0
!
V 1,(d)
[R(d)] = 0
!
j∗hV 1
[J !hR(d)] = 0
!
j∗hV 1
[S◦|Wh ] = e(j
∗
hV 1/j
∗
hS◦).
On the other hand, since the Gysin maps commute with proper push-forwards,
φh∗
(
e(j∗hV 1/j
∗
hS◦)
)
= φh∗
(
j!h[P(d),1]
)
= ı!h
(
φ(d)∗[P(d),1]
)
= ı!h
(
c[B˜(d)]
)
= c.
This proves the Lemma. 
Finally, we evaluate c. Let E →M1,1 with s1 :M1,1 → E be the universal family
of (the moduli of pointed elliptic curves) M1,1. We form
ϕ : B = M1,1 × P
1 ∼=−→Mh ⊂M◦
as follows. Let q1 and q2 be the first and the second projections of B. We denote
q∗1E = E ×M1,1 B with q
∗
1s1 : B → q
∗
1E be the pullback section of s1. Over P
1, we
form R = P1 × P1 → P1 (the second projection) the constant family of P1 over
P1, and let s2 : P
1 → R be its section so that the image s2(P1) ⊂ P1 × P1 is the
diagonal. We let q∗2R → B with q
∗
2s2 : B → q
∗
2R the pullback family with section.
We then glue q∗1s1(B) ⊂ q
∗
1E with q
∗
2s2(B) ⊂ q
∗
2R to form a B-family of genus one
nodal curves, denoted by πB : CB → B. We define fB : CB −→ P4 be the composite
fB : CB = q
∗
1E ∪ q
∗
2R
ctr.
−→ q∗2R
pr
−→P1
h
−→P4,
where the first arrow is contracting q∗1E , namely it maps q
∗
1E onto q
∗
2s2(B) ⊂ q
∗
2R
and is the identity on q∗2R; pr is the projection to the fiber of the constant family
q∗2R→ P
1, and h is the map we picked.
It is clear that (πB , fB) : CB → B × P4 is a family of stable morphisms in
X = M1(P4, d), thus induces a morphism B → X that factors through Mh ⊂ X
and induces an isomorphism B ∼= Mh. In the following, we will not distinguish B
from Mh; in particular, (CB , fB) is the tautological family on B ∼=Mh ⊂ X .
Let HB = πB∗ωCB/B
∼= (R1πB∗OCB )
∨ be the Hodge bundle over B. Using the
family (CB, fB), and because of (7.3), Lemma 7.2 and Lemma 7.3 , we have
(V1/S◦)|Mh = H
∨
B ⊗OB q
∗
2(h
∗TP4/TP1) = H
∨
B ⊗OB q
∗
2NR/P4 ,
where R = h(P1) ⊂ P4, and NR/P4 is the normal bundle to R in P
4. Also, for the
line bundle L on M defined before (5.14) and giving W = Total(L), we have
LB := L|Mh = πB∗(f
∗
BO(−5)⊗ ωCB/B)
∼= HB ⊗OB (q
∗
2s2)
∗f∗BO(−5).
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Thus, Wh = PB(LB ⊕ OB), and for jh : Wh → Z(d) ⊃ W (d), we have DB :=
P(0⊕ OB) = j
−1
h (D∞). Following the construction of V 1 and S◦, we have
(7.9) j∗hV 1/j
∗
hS◦
∼= γ¯∗h(q
∗
2NR/P4 ⊗H
∨
B)(−DB).
Let ξ ∈ A1P1 and ζ ∈ A1M1,1 be defined via c1(H) =
1
24ζ and c(TP1) = 1 + 2ξ,
where H is the Hodge bundle on M1,1. We calculate c(h
∗TP4) = 1 + 5dξ, and
c(NR/P4) = 1 + (5d− 2)ξ. Let ξ¯ = γ¯
∗
hq
∗
2ξ and ζ¯ = γ¯
∗
hq
∗
1ζ ∈ A
1Wh be pullbacks of ξ
and ζ via Wh to P
1 and to M1,1, respectively. We calculate
(7.10) c(γ¯∗hq
∗
2NR/P4) = 1 + (5d− 2)ξ¯ and c(γ¯
∗
hq
∗
1H
∨) = 1−
1
24
ζ¯.
Let F ∈ A2Wh be the Poincare dual of the fiber class of γ¯h : Wh →Mh. Using
ξ¯ζ¯ = F and ξ¯2 = ζ¯2 = 0, (7.10) gives
c
(
γ¯∗h(q
∗
2NR/P4 ⊗ q
∗
1H
∨)
)
= 1 +
(
(5d− 2)ξ¯ −
1
8
ζ¯)−
5d− 2
12
· F.
Hence the euler class
(7.11) e(j∗hV 1/j
∗
hS◦) = [−DB]
3+
(
(5d− 2)ξ¯−
1
8
ζ¯) · [DB]
2− (5d− 2)/12 ·F · [DB].
(Here we view [DB] ∈ A1Wh as the Poincare dual of the cycle DB in Wh.)
Let τ : DB → B =Mh be the projection (isomorphism). We compute each term.
First, direct calculations give c1[NDB/Wh ] = 5dτ
∗q∗2ξ −
1
24τ
∗q∗1ζ, a · [DB]
2 = −124 ,
and b · [DB]2 = 5d. Thus the middle term in (7.11) is
1
12 −
5d
6 . The c1[NDB/Wh ]
just calculated implies [DB] · τ∗q∗2ξ =
−1
24 and [DB] · τ
∗q∗1ζ = 5d. Using [DB]
2 =
c1[NDB/Wh ], we obtain −[DB]
3 = −[DB]2 · [DB] =
5d
24 +
5d
24 =
5d
12 . Finally, we
calculate − (5d−2)[F ]12 · (−[DB]) =
5d−2
12 . Hence (7.11) is equal to −
1
12 . By Lemma
7.5, c = − 112 .
Proof of Proposition 3.6. By (6.6), Lemma 6.4 and (7.2) we conclude
deg 0!σ˜,loc[C(d)] = 0
!
V 2,(d)
[P(d),1] = c · deg c5d+1(K˜(d))[B˜(d)] =
(−1)5d
12
N0(d)Q.
This completes the algebro-geometric proof of the hyperplane property of the re-
duced genus one GW-invariants of the quintics. 
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