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We present a method to detect lower bounds to the classical capacity of quantum communica-
tion channels by means of few local measurements (i.e. without complete process tomography),
reconstruction of sets of conditional probabilities, and classical optimisation. The method does not
require any a priori information about the channel. We illustrate its performance for significant
forms of noisy channels.
The classical capacity of a noisy quantum communica-
tion channel quantifies the maximum amount of classical
information per channel use that can be reliably trans-
mitted [1]. In general, its computation is a hard task,
since it requires a regularisation procedure over an infi-
nite number of channel uses [2–4], and it is therefore by
itself not directly accessible experimentally. Its analyti-
cal value is known mainly for some channels that have the
property of additivity, since regularisation is not needed
in this case. In fact, in such case the problem is recast
to the evaluation of the Holevo capacity [2–4], which is a
single-letter expression quantifying the maximum infor-
mation when only product states are sent through the
uses of the channel.
When a complete knowledge of the channel is available,
then several methods can be used to calculate the Holevo
capacity [5–9], which is always a lower bound to the ul-
timate capacity of the channel. In many practical situa-
tions, however, a complete knowledge of the kind of noise
present along the channel is not available, and sometimes
noise can be completely unknown. It is then important
to develop efficient means to establish whether in these
situations the channel can still be profitably employed
for information transmission. A standard method to es-
tablish this relies on quantum process tomography [10–
20], where a complete reconstruction of the completely
positive map describing the action of the channel can be
achieved, but it is a demanding procedure in terms of the
needed number of different measurement settings, since
it scales as d4 for a finite d-dimensional quantum system.
When one is not interested in reconstructing the com-
plete form of the noise but only in detecting lower bounds
to the classical capacity a novel and less demanding pro-
cedure in terms of measurements is presented in this Let-
ter. In the same spirit as it is done, for example, for
detection of entanglement-breaking property [21, 22] or
non-Markovianity [23] of quantum channels, or for detec-
tion of lower bounds to the quantum capacity [24], the
method we present allows to experimentally detect lower
bounds to the classical capacity by means of a number
of local measurements that scales at most as d2. The
method proposed in Ref. [24] for detecting bounds QDET
to the quantum capacity Q can be applied to generally
unknown noisy channels and has been proved to be very
successful for many examples of single qubit channels,
for generalized Pauli channels in arbitrary dimension,
and for two-qubit memory Pauli and amplitude damping
channels [25]. Moreover, the first experimental demon-
stration has been also recently shown in Ref. [26], based
on a quantum optical implementation for various forms
of noisy channels.
In principle, since the procedure of Ref. [24] allows to
experimentally reconstruct bounds QDET on the quan-
tum capacity Q, private capacity P , and entangled-
assisted capacity CEA, and since for the classical capac-
ity C generally one has [27, 28] the chain of inequalities
C ≥ C1 ≥ CEA − log2 d ≥ QDET , the method to mea-
sure QDET also gives a bound to the classical capacity.
However, unfortunately, such a bound is in general very
loose. In the present Letter we will show a more effec-
tive method constructed specifically to measure a lower
bound to the classical capacity.
Quantum channels are described by completely posi-
tive and trace preserving maps E , which can be expressed
in the Kraus form [1] as E(ρ) = ∑k AkρA†k, where ρ is
the density operator of the quantum system on which
the channel acts and the Kraus operators {Ak} fulfill the
constraint
∑
k A
†
kAk = I. The classical capacity C of
the channel E quantifies the maximum number of bits
per channel use that can be reliably transmitted through
the noisy quantum channel. It is defined [2–4] by the
regularized expression C = limn→∞ χ(E⊗n)/n, in terms
of the Holevo capacity
χ(Φ) = max
{pi,ρi}
S[Φ(
∑
i piρi)]−
∑
i piS[Φ(ρi)] , (1)
where the maximum is over all possible ensembles of
quantum states, and S(ρ) = −Tr[ρ log ρ] denotes the von
Neumann entropy (we use logarithm to the base 2). The
Holevo capacity χ(E) ≡ C1 is a lower bound for the chan-
nel capacity, and corresponds to the maximum informa-
tion when only product states are sent through the uses
of the channel, whereas joint (entangled) measurements
are allowed at the output. Then, clearly, the Holevo ca-
pacity is also an upper bound for any expression of the
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2mutual information [29–31]
I(X;Y ) =
∑
x,y
pxp(y|x) log p(y|x)∑
x′ px′p(y|x′)
, (2)
where the probability transition matrix p(y|x) corre-
sponds to the conditional probability of an arbitrary mea-
surement with outcome y at the output for a single use of
the channel with input ρx, and px denotes an arbitrary
prior probability, which describes the distribution of the
encoded alphabet.
Here, we are interested to detect a lower bound to
the capacity when the number of measurement settings
is smaller than the one needed for complete process-
tomography, going from a single one to d2 − 1. The sce-
nario we will focus on to achieve our detection strategy
consists in the following steps: prepare a bipartite maxi-
mally entangled state |φ+〉 = 1√
d
∑d−1
k=0 |k〉|k〉 of a system
qudit and a noiseless reference qudit, and send it through
the channel E⊗IR, where the unknown channel E acts on
the system qudit alone. Then measure locally a number
of observables of the form Xi ⊗XTi , where T represents
the transposition w.r.t. to the fixed basis defined by |φ+〉.
By denoting the d eigenvectors of Xi as {|φ(i)n 〉} and
using the identity [32]
Tr[(A⊗BT )(E ⊗ IR)|φ+〉〈φ+|] = 1
d
Tr[AE(B)] , (3)
it is straightforward to see that the measurement pro-
tocol allows us to reconstruct the conditional probabil-
ities p(i)(m|n) = 〈φ(i)m |E(|φ(i)n 〉〈φ(i)n |)|φ(i)m 〉. We can then
write the optimal mutual information for the encoding-
decoding scheme (i) as
I(i) = max
{p(i)n }
∑
n,m
p(i)n p
(i)(m|n) log p
(i)(m|n)∑
l p
(i)
l p
(i)(m|l)
. (4)
Then, one has the following chain of inequalities
C(E) ≥ C1(E) ≥ CDET ≡ max
i
{I(i)} , (5)
where CDET is the experimentally accessible bound to
the classical capacity, which depends on the chosen set
of measured observables labeled by i. It is then clear
that the bound improves by increasing the number of
performed measurements.
We want to point out that such a detection method
based on the measurements of the local operators does
not necessarily require the use of an entangled bipartite
state at the input. Actually, each conditional probabil-
ity p(i)(m|n) can be obtained equivalently by considering
only the system qudit, preparing it in the eigenstates of
Xi with equal probabilities, and measuring Xi at the out-
put of the channel. We notice also that if one has the pos-
sibility of optimizing over all input ensembles, whereas
the output measurements are fixed, the problem is recast
to evaluate the informational power of the noisy quan-
tum measurements [33] corresponding to the Heisenberg
evolution E∨({|φ(i)n 〉〈φ(i)n |}), and then maximise over i.
The maximisation over the set of prior probabilities
{p(i)n } in Eq. (4) for each i can be achieved by means
of the Blahut-Arimoto recursive algorithm [34–36], given
by
c(i)n [r] = exp
(∑
m
p(i)(m|n) log p
(i)(m|n)∑
l p
(i)
l [r]p
(i)(m|l)
)
;
p(i)n [r + 1] = p
(i)
n [r]
c
(i)
n [r]∑
l p
(i)
l [r]c
(i)
l [r]
. (6)
Starting from an arbitrary prior {p(i)n [0]}, this guaran-
tees convergence to an optimal prior, thus providing the
value of I(i) for each i with the desired accuracy. For
completeness we mention that a slight modification of
the recursive algorithm (6) can also accommodate possi-
ble constraints of the channel, e.g. the allowed maximum
energy in lossy Bosonic channels [37].
We remind that in some special forms of transition
matrices p(i)(m|n) there is no need of numerical max-
imisation, since the optimal prior is known. This is the
case of a conditional probability p(i)(m|n) correspond-
ing to a weakly symmetric channel [38], where every col-
umn p(i)(·|n) is a permutation of each other and all sums∑
n p
(i)(m|n) are equal. In fact, in such case the corre-
sponding optimal prior is the uniform p
(i)
n = 1/d, and the
mutual information is given by I(i) = log d−H[p(i)(·|n)],
where H(~x) = −∑i xi log xi denotes the Shannon en-
tropy and therefore H[p(i)(·|n)] is the Shannon entropy
of an arbitrary column (since all columns have the same
entropy).
A further example is the case of the transition matri-
ces obtained by preparation and measurements on the
eigenstates of the generalized Pauli (or Weyl) matrices
Uls =
∑d−1
k=0 e
2pii
d kl|k〉〈(k+s) mod d|, with l, s ∈ [0, d−1],
and the channel is a generalized Pauli channel E(ρ) =∑d−1
l,s=0 qlsUlsρU
†
ls [39]. In fact, when d is prime, for each
(l, s) all columns (and rows) of p(ls)(m|n) are permuta-
tions of each other [40], i.e. one has a symmetric channel,
and then each optimal prior is uniform [38]. In this case,
then, the detected capacity will be given by
CDET = log d−min{l,s}H[p
(ls)(·|n)] . (7)
Actually, the present result has been recently used to
provide efficient detectable bounds to the Holevo capacity
of generalized Pauli channels [41].
As a final example we mention the case of binary chan-
nels, where p(i)(m|n) are 2 × 2 transition matrices, and
the maximisation in Eq. (4) can be analytically found
(see the Supplemental Material).
In order to study in more detail the case of qubit chan-
nels, we use their representation on the Bloch sphere. A
3qubit channel Φ maps the sphere of possible input states
to an ellipsoid, and may be expressed as [42, 43]
Φ(ρ) =
1
2
[I + ~σ · (Λ~r + ~t)], (8)
where ~r denotes the Bloch vector of the input state ρ, Λ
is a real 3×3 matrix, and ~t is the output Bloch vector for
input ρ = I2 . That is, the channel Φ produces the affine
mapping ~r 7→ Λ~r+~t. Via local unitary operations acting
before and after the map, the transformation matrices Λ
and ~t may be brought to the form
Λ =
 λ1 0 00 λ2 0
0 0 λ3
 , ~t =
 t1t2
t3
 , (9)
namely, an arbitrary qubit channel Φ may be expressed as
Φ = ΓU◦Φ~t,Λ◦ΓV , where ΓU and ΓV are unitary channels
(thus not varying the capacity), and Φ~t,Λ is the channel
with Λ and ~t given by Eq. (9). So the Bloch sphere
is mapped to an ellipsoid with principal axes parallel to
the Cartesian axes, and center shifted by the vector ~t.
We recall that the condition of complete positivity puts
some constraints on the admissible values of λi’s and ti’s
[42–45].
Let us consider our detection scheme for channels of
the form Φ~t,Λ and measurements of the Pauli operators.
The conditional probabilities of outcomes±1 for the mea-
surement of σi at the output of a channel Φ~t,Λ given the
input states ρ
(i)
+1 =
1
2 (1 + σi) and ρ
(i)
−1 =
1
2 (1 − σi) are
given respectively by
p(i)(±1|+ 1) = 1
2
[1± (ti + λi)] ,
p(i)(±1| − 1) = 1
2
[1± (ti − λi)] . (10)
Upon defining 
(i)
0 =
1
2 (1 − max{|λi + ti|, |λi − ti|}) =
1
2 (1 − |λi| − |ti|) and (i)1 = (i)0 + |ti|, each of the three
measurements then provides a transition matrix of a bi-
nary channel, and the detected bound for the classical
capacity takes the form
CDET = max
i
{CB((i)0 , (i)1 )} , (11)
with CB(0, 1) given by Eq. (A.4) in the Supplemental
Material.
The case of Pauli channels E(ρ) = (1−px−py−pz)ρ+
pxσxρσx + pyσyρσy + pzσzρσz corresponds to the unital
case, i.e. E(I) = I, for which λ1 = 1 − 2py − 2pz, λ2 =
1− 2px − 2pz, λ3 = 1− 2px − 2py, and t1 = t2 = t3 = 0.
Hence, the detected capacity in this case is given by
CDET = 1−H
(
1−maxi{|λi|}
2
)
= (12)
1−min{H(py + pz), H(px + pz), H(px + py)} ,
which equals the Holevo and the classical capacity (since
the additivity hypothesis holds true for unital qubit chan-
nels [46]), i.e. C = C1 = CDET , and just corresponds to
the result of Eq. (7) for d = 2.
It is useful to recall the following results from [47],
where the notion of pseudoclassical channel is introduced.
In a pseudoclassical channel the Holevo capacity C1 is
achieved without quantum correlations in the measure-
ments between different uses of the channel. In other
words, for pseudoclassical channels the Holevo capacity
can be attained when the optimal measurement with a
single transmission is performed on each system. A chan-
nel is pseudoclassical iff the capacity C1 is achieved by
an ensemble of input states such that the corresponding
output states are mutually commuting. All unital qubit
channels are pseudoclassical [47] and, as we have seen,
C = C1 = CDET . In the nonunital case, a channel (8) is
pseudoclassical iff [47, 48]
i) ~t 6= 0 is an eigenvector of ΛΛ† with eigenvalue r2,
and
ii) by denoting as r20 the maximum of the other two
eigenvalues, one has
r20 ≤ T (‖~t‖, r) ≡ r2 − ‖~t‖r +
(‖~t‖ − r)
[
H
(
1+‖~t‖+r
2
)
−H
(
1+‖~t‖−r
2
)]
H ′
(
1+‖~t‖−r
2
) , (13)
where H ′ = dH(x)dx = log
1−x
x . Geometrically, condition
i) requires that the direction of the shift must be parallel
to one of the principal axes, and condition ii) requires
that the ellipsoid must be sufficiently thin around this
direction. For qubit nonunital pseudoclassical channels
the Holevo capacity is given by [47]
C1 = CB
(
1− ‖~t‖ − r
2
,
1 + ‖~t‖ − r
2
)
, (14)
namely it corresponds to the capacity of a classical binary
asymmetric channel.
In the following we consider the case of Eq. (9) with
t1 = t2 = 0 and t3 = t, which are the most studied non-
unital channels in the literature [7, 49–51]. In this case
the condition of complete positivity is equivalent [42–44]
to the constraints (λ1 ± λ2)2 ≤ (1± λ3)2 − t2. Note that
the condition of pseudoclassicality (13) rewrites as
λ2m ≡ max{λ21, λ22} ≤ T (t, λ3) . (15)
When this condition is satisfied the detected capacity
provides the exact value of the Holevo capacity, namely
C1 = CDET = CB(
(3)
0 , 
(3)
1 ) , (16)
which is achieved by the two orthogonal eigenstates of
σz as input states. This is also due to the fact that the
corresponding output states ρ = 12 [I ± (λ3 + t3)σz] are
commuting, and hence the Holevo information is satu-
rated by the projective measurement on σz eigenstates
4[52]. On the other hand, when condition (15) is not sat-
isfied, one has CDET < C1, since typically the capacity
C1 is achieved by an ensemble of two nonorthogonal in-
put states, or even a three- or four-state ensemble [7, 49],
while only input orthogonal states are tested by our de-
tection method. In the following we test our method on
further explicit examples.
Example: generalized amplitude damping channel, for
which λ1 = λ2 =
√
1− γ, λ3 = (1−γ), and t3 = (2p−1)γ,
where both γ and p ∈ [0, 1]. This channel describes qubit
dynamics with exchanges of excitations with the thermal
environment at finite temperature [1, 53, 54]. Then one
has x0 = 
x
1 = 
y
0 = 
y
1 = (1 −
√
1− γ)/2, and z0 =
γmin{p, 1− p}, z1 = γmax{p, 1− p}. It follows that the
detected classical capacity is given by
CDET (γ, p) = max
{
1−H
(1−√1− γ
2
)
,
CB(γmin{p, 1− p}, γmax{p, 1− p})
}
. (17)
We numerically checked that the maximum is always
achieved by the first term in Eq. (17), which is inde-
pendent of the value of p. In fact, one can also check
that condition (15) is never satisfied, and so the chan-
nel is never pseudoclassical (except the degenerate case
p = 12 , when the channel becomes unital). Hence, the de-
tected capacity is strictly lower than the Holevo capacity.
For p = 1, corresponding to the customary amplitude
damping channel at zero temperature, one can compute
the Holevo capacity according to the following equation
[55, 56]
C1(γ, 1) = max
t∈[0,1]
(H[t(1− γ)]−H [g(γ, t)]) , (18)
with g(γ, t) ≡ 1+
√
1−4γ(1−γ)t2
2 . Clearly, C1(γ, 1) provides
a known lower bound to the classical capacity. In Fig.
1 we plot the detected capacity CDET (γ) ≡ CDET (γ, p)
versus the damping parameter γ, along with the Holevo
capacity C1(γ, 1). Notice that CDET (γ) = C1(γ, 1/2),
which corresponds to the capacity of a Pauli channel.
0.2 0.4 0.6 0.8 1.0
γ
0.2
0.4
0.6
0.8
1.0
CDET (γ)
FIG. 1. Detected classical capacity CDET (γ) for a qubit gen-
eralized damping channel versus damping parameter (solid
line), along with the Holevo capacity C1(γ, 1) for the damp-
ing channel with p = 1 (dotted line).
Further examples corresponding to a stretched damp-
ing channel [49] and to extremal qubit channels [43, 45]
are reported in the Supplemental Material.
Our method can also be successfully applied to other
forms of amplitude damping processes. For instance,
when d = 3, we can consider the decay processes of a
three-level system in V -shaped configuration [57]. The
Kraus operators take the form
A0 = diag{1,
√
1− γ01,
√
1− γ02},
A1 =
√
γ01|0〉〈1|, A2 = √γ02|0〉〈2|, (19)
with both γ01 and γ02 ∈ [0, 1]. We consider the case
where only two projective measurements are used to de-
tect the classical capacity, namely the two mutually un-
biased bases
B1 = {|n〉1 = |n〉, n = 0, 1, 2} ;
B2 =
{
|n〉2 = (
∑2
j=0 ω
nj |j〉)/√3, n = 0, 1, 2
}
, (20)
with ω = e2pii/3. The corresponding transition matrices
Q(1) and Q(2) are reported in the Supplemental Material.
Notice that Q(2) corresponds to a symmetric channel,
and hence the maximal mutual information is given by
the analytical expression I(2) = log 3−H({γ˜, γ˜, 1−2γ˜}),
with γ˜ as in Eq. (A.12). The maximisation of the mu-
tual information pertaining to Q(1) can be obtained by
the algorithm of Eq. (6), thus giving I(1). In Fig. 2
we plot the detected capacity, corresponding to CDET =
max{I(1), I(2)}, versus the damping parameters γ01 and
γ02.
FIG. 2. Detected classical capacity CDET (γ01, γ02) for a
qutrit damping channel with V -configuration versus damping
parameters γ01 and γ02. Inside (outside) the enclosed region,
the detected capacity is achieved by the basis B2 (B1) in Eq.
(20).
The present example shows that our method allows to
derive lower bounds to the classical capacity of quantum
channels which are even theoretically poorly studied. In
addition, our method provides also the explicit form of
the encoding corresponding to the detected lower bound.
Before concluding, we notice that when the measurement
bases are badly matched with respect to the structure of
the unknown channel, then the detected capacity may
give a bound to the classical capacity which becomes
looser. An example is provided in the Supplemental Ma-
terial, for the case of a dephasing channel for qubits on
5an unknown basis. Moreover, we want to point out that
there are situations where a priori information is avail-
able on the form of the channel, but quantum process
tomography cannot be performed because the number of
allowed measurements is not enough. A simple example
is the case of a channel whose structure is known to be
of the form as in Eq. (9), but only two measurements
are available. On the other hand, in the same scenario,
our method provides a significant detected capacity. A
further example is given by a Pauli channel followed by
a phase rotation, which is explicitly reported in the Sup-
plemental Material, along with a quantitative analysis of
the tradeoff between the available a priori information on
the probability distribution for the value of the unknown
phase and the performance of our detection method.
In summary, we presented an efficient method to de-
tect lower bounds to the classical capacity of noisy quan-
tum channels with few local measurements, by testing
orthogonal ensembles and output measurements, along
with classical optimisation algorithms. The method can
be applied to completely unknown quantum channels and
to all situations where quantum process tomography is
not available. The scheme we presented can be easily
implemented in the lab with present day technology, e.g.
as in Ref. [26].
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SUPPLEMENTAL MATERIAL
Capacity for classical binary asymmetric channels
Without loss of generality we can fix the labeling of zeros and ones in a classical binary channel such that 0 ≤ 0 ≤ 12 ,
0 ≤ 1, and 0 ≤ 1 − 1, where 0 denotes the error probability of receiving 1 for input 0 and 1 denotes the error
probability of receiving 0 for input 1. The Shannon capacity CB(0, 1) of the binary channel is given by the maximum
over the prior probability p0 of the mutual information
I(p0) = H[p0(1− 0) + (1− p0)1]− p0H[0]− (1− p0)H[1] . (A.1)
From the condition ∂I(p0)∂p0 = 0 and straightforward algebra one achieves
p0 =
1− 1(1 + z)
(1− 0 − 1)(1 + z) , (A.2)
where
z = 2
H[0]−H[1]
1−0−1 . (A.3)
By substituting the optimal value (A.2) of p0 in Eq. (A.1) and simplifying, one obtains the capacity
CB(0, 1) = log
[
1 + 2
H[0]−H[1]
1−0−1
]
+
0
1− 0 − 1H[1]−
1− 1
1− 0 − 1H[0] . (A.4)
In the limiting case 0 = 1 =  one recovers the classical capacity for the binary symmetric channel
CB(, ) = 1−H[] . (A.5)
For 0 = 0, only input 1 is affected by error, and one obtains the capacity of the so-called Z-channel
CB(0, ) = log[1 + (1− ) 1− ] . (A.6)
Detected capacity for a stretched damping channel
A stretched damping channel can be specified by the parameters λ3 = 1−γ, t3 = γ, and λ1 = λ2 = s, with γ ∈ [0, 1]
and |s| ≤ √1− γ. Applying Eq. (11) of the main text, one obtains
CDET (γ, s)=max
{
1−H
(1− |s|
2
)
, CB(0, γ)
}
. (A.7)
In Fig. 1. we plot the detected capacity for damping parameter γ = 12 , versus the respective allowed values of the
stretching parameter s, along with the Holevo capacity C1 (obtained numerically). In this case T (1/2, 1/2) =
ln 2
2 , and
then from Eqs. (15) and (16) of the main text it follows that the channel is pseudoclassical for |s| ≤
√
ln 2
2 ' 0.589,
for which CDET = C1 = CB(0, 1/2) = log
5
4 ' 0.32193.
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|s|
0.35
0.40
0.45
CDET (0.5,s)
FIG. 1. Detected classical capacity CDET (γ, s) for a stretched damping channel with damping parameter γ = 0.5, versus
allowed values of stretching s (solid line), along with the Holevo capacity (dotted line).
Extremal qubit channels
We consider here extremal qubit channels, which, up to rotations, can be parametrized as λ1 = cosα, λ2 = cosβ,
λ3 = λ1λ2 = cosα cosβ, and t3 = sinα sinβ, with 0 ≤ α ≤ β ≤ pi2 . It follows that x0 = x1 = sin2 α2 , y0 = x1 = sin2 β2 ,
z0 = sin
2 β−α
2 , and 
z
1 = sin
2 β+α
2 . Since H(x) is monotonically increasing in x ∈ [0, 12 ], one easily finds that the
detected capacity is given by
CDET (α, β) = max
{
1−H
(
sin2
β
2
)
, CB
(
sin2
β − α
2
, sin2
β + α
2
)}
. (A.8)
We numerically checked that the first term is always the maximizer in Eq. (A.8), for all values of α and β. In
fact, numerically one also can check that these channels never satisfy the pseudoclassicality condition in Eq. (15) of
the main text, except for the degenerate unital case of α = 0 or β = pi2 , otherwise one would have C1 = CDET =
CB
(
sin2 β−α2 , sin
2 β+α
2
)
for some values of α and β.
Transition matrices for a V-shaped qutrit channel
A decay process for a three-level system in V -shaped configuration is depicted in Fig. 2. The transition matrices
A
A
A
AU



|2〉 |1〉
|0〉
FIG. 2. Decay processes for a three-level atom with V-shaped pattern
Q(1) and Q(2) for the channel E with Kraus operators as in Eq. (19) of the main text correspond to the conditional
probabilities pertaining to the bases B1 and B2 in Eq. (20), namely
Q(i) = p(i)(m|n) = i〈m|E(|n〉ii〈n|)|m〉i . (A.9)
A straightforward calculation gives
Q(1) =
1 γ01 γ020 1− γ01 0
0 0 1− γ02
 , (A.10)
and
Q(2) =
1− 2γ˜ γ˜ γ˜γ˜ 1− 2γ˜ γ˜
γ˜ γ˜ 1− 2γ˜
 , (A.11)
3where
γ˜ =
1
3
− 1
9
(√
1− γ01 +
√
1− γ02 +
√
(1− γ01)(1− γ02)
)
. (A.12)
Notice that Q(2) corresponds to a symmetric channel, i.e. all rows (and columns) are permutation of each other. Hence,
there is no need of numerical optimisation over the prior probability p
(2)
n , since the optimal is the uniform distribution.
The corresponding maximal mutual information is given by the analytical expression I(2) = log 3−H({γ˜, γ˜, 1− 2γ˜}).
The maximisation of the mutual information pertaining to Q(1) can be obtained by the Blahut-Arimoto algorithm in
Eq. (6) of the main text, which provides the optimal prior probability p
(1)
n and the corresponding value of I(1). The
detected capacity is then given by CDET = max{I(1), I(2)}.
Detected capacity for qubit dephasing channels on an unknown basis
In the main text we noticed that when the measurement bases are badly matched with respect to the structure of
the unknown channel, then the detected capacity may give a bound to the classical capacity which becomes looser.
This is the price to pay if one has to avoid complete process tomography and the channel is completely unknown. We
give here an example for the case of a dephasing channel for qubits with probability p on an unknown basis. This
channel can be written as
E(ρ) = (1− p)ρ+ p~σ · ~n ρ~σ · ~n , (A.13)
where ~σ is the vector of Pauli operators (σx, σy, σz), and ~n = (sin θ cosφ, sin θ sinφ, cos θ) is a unit vector on the Bloch
sphere (θ ∈ [0, pi/2] and φ ∈ [0, 2pi]). The classical capacity is one bit and is clearly achieved by encoding on the
eigenstates of ~σ · ~n which are noise-free.
Consider now the detection method with measurements of the Pauli matrices. The conditional probabilities of
outcomes ±1 for the measurement of σi (with i = x, y, z) at the output of the dephasing channel in Eq. (A.13) with
input state ρ
(i)
∓ =
1
2 (1∓ σi) are given by
p(x)(±1| ∓ 1) = p(cos2 θ + sin2 θ sin2 φ) ,
p(y)(±1| ∓ 1) = p(cos2 θ + sin2 θ cos2 φ) ,
p(z)(±1| ∓ 1) = p sin2 θ . (A.14)
Hence, these three conditional probabilities correspond to three classical binary symmetric channels, and the detected
capacity is given by
CDET (p) = 1−min{H[p(cos2 θ + sin2 θ sin2 φ)], H[p(cos2 θ + sin2 θ cos2 φ)], H[p sin2 θ]} . (A.15)
Notice that the detected capacity in Eq. (A.15) is invariant for φ → φ + pi2 . The effect of basis-mismatch can be
detrimental, and in the present example, the worst-case scenario corresponds to φ = pi/4 and θ = arcos(1/
√
3), for
which CDET (p) = 1−H(2p/3). In Fig. 3 we plot the detected capacity for p = 0.9 versus the angles θ and φ.
Detected capacity for a Pauli channel followed by a phase rotation
Let us consider a Pauli channel with unknown probabilities px, py, and pz, followed by a rotation around the σz-axis
by an unknown angle φ, i.e.
E(ρ) = eiφ2 σz [(1− px − py − pz)ρ+ pxσxρσx + pyσyρσy + pzσzρσz]e−i
φ
2 σz . (A.16)
One can easily verify that our detection method based just on the measurements of σx, σy, and σz provides a significant
detected capacity. The conditional probabilities of outcomes ±1 for the measurement of σi (with i = x, y, z) at the
output of the channel with input state ρ
(i)
∓ =
1
2 (1∓ σi) are given by
p(x)(±1| ∓ 1) = 1− cosφ
2
+ (py + pz) cosφ ,
p(y)(±1| ∓ 1) = 1− cosφ
2
+ (px + pz) cosφ ,
4FIG. 3. Detected classical capacity for a qubit dephasing channel on unknown basis with error probability p = 0.9 versus basis
parameters θ, φ.
p(z)(±1| ∓ 1) = px + py , (A.17)
and hence Eq. (12) of the main text is replaced by
CDET (φ) = 1−min
{
H
[
1− cosφ
2
+ (py + pz) cosφ
]
, H
[
1− cosφ
2
+ (px + pz) cosφ
]
, H[px + py]
}
. (A.18)
We notice that even if the structure of the channel were known, the measurement results would not allow to perform
quantum process tomography, since the expectations Tr[σxE(σy)] and Tr[σyE(σx)] are not available. This can also
be recognized by the fact that Eqs. (A.17) obtained by the measurements cannot be solved to determine the four
variables px, py, pz, and φ.
When some prior information is available about the quantum channel, one can also quantify a sort of tradeoff between
such information and the performance of our detection method. For example, let us formalize our uncertainty about
φ ∈ [−pi, pi] by a von Mises probability density
p(φ) =
exp(Kφ cosφ)
2piI0(Kφ)
, (A.19)
where I0(x) denotes the modified 0-order Bessel function, and Kφ is a parameter which measures the concentration
(i.e., it is analogous of the reciprocal of variance for normal distributions). In other words, Eq. (A.19) encapsulates
our knowledge that the most likely value of φ is zero, with increasing confidence for increasing values of Kφ (clearly,
if the expected value of φ is different from zero, say φ∗, one could consequently change the set of measured observales
to {σx cosφ∗ + σy sinφ∗, σy cosφ∗ − σx sinφ∗, σz} and achieve the same performance).
The expected detected capacity can then be evaluated by the weighted average of Eq. (A.18) with the function
(A.19), namely
CDET =
∫ pi
−pi
CDET (φ)p(φ)dφ . (A.20)
In Fig. 4 we plot a specific result for channel parameters px = 0.15, py = 0.05, and pz = 0.1, versus the concentration
parameter Kφ. The average detected capacity grows from CDET ' 0.3031 (corresponding to Kφ = 0, i.e. a flat
distribution and hence total ignorance on the phase φ) to the theoretical classical capacity given by C = 1−H(0.15) '
0.3902 for increasing values of Kφ, i.e. of the available information on φ.
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FIG. 4. Average detected classical capacity for a Pauli channel with error propabilities px = 0.15, py = 0.05, and pz = 0.1,
followed by a σz-phase rotation by φ, versus the concentration parameter Kφ characterizing the available prior information on
φ described by the probability density in Eq. (A.19). The detected capacity grows from CDET ' 0.3031 for Kφ = 0 (complete
ignorance on φ) towards the theoretical classical capacity C = 1 − H(0.15) ' 0.3902 for increasing values of Kφ, i.e. of the
available information on φ.
