Abstract. We study the differentiabilty of the topological equivalence between a uniformly asymptotically stable linear nonautonomous system and a perturbed system with suitable nonlinearities. For this purpose, we construct a uniform homeomorphism inspired in the Palmer's homeomorphism restricted to the positive half line, providing sufficient conditions ensuring its smoothness. The resulting diffeomorphism allows us to derive a Lyapunov function for the nonlinear system based on a Lyapunov function for the linear one.
Introduction
This work is devoted to study the relation between the solutions of the systems (P2) The system (1) is uniformly asymptotically stable, namely, there exist constants K ≥ 1 and α > 0 such that its transition matrix Φ(t, s) verifies (3) ||Φ(t, s)|| ≤ Ke −α(t−s) for any t ≥ s ≥ 0.
(P3) For any t ≥ 0 and any couple (y,ȳ) ∈ R n × R n it follows (4) | f (t, y) − f (t,ȳ) |≤ γ | y −ȳ | and | f (t, y) |≤ µ,
where || · || and | · | denote a matrix norm and vector norm respectively. In the autonomous case, P. Hartman and D.M. Grobman found a local homeomorphism between the solutions of a nonlinear system and the solutions of its linearization around an hyperbolic equilibrium point. C. Pugh in [10] constructed an explicit and global homeomorphism for the particular case of quasilinear systems, also requiring hyperbolicity of the equilibrium point.
In the nonautonomous case, K.J. Palmer in [8] extended the Pugh's result using the exponential dichotomy as a natural version of the hyperbolicity property. In for any t ≥ s t, s ∈ J, ||Φ(t)(I − P )Φ −1 (s)|| ≤Ke −ᾱ(s−t)
for any s ≥ t, t, s ∈ J.
Definition 2. The systems (1) and (2) are J−topologically equivalent if there exists a function H : J × R n → R n with the properties
In addition, the function G(t, u) = H −1 (t, u) has properties (i)-(iii) also.
Definition 3. The systems (1) and (2) are J−strongly topologically equivalent if they are J−topologically equivalents and H is a uniform homeomorphism. Namely, for any ε > 0, there exists δ(ε) > 0 such that |u −ũ| < δ then |H(t, u) − H(t,ũ)| < ε and |G(t, u) − G(t,ũ)| < ε for any t ∈ J.
Notice that Definition 1 implies uniform asymptotic stability when P = I and J = R + as in the property (P2). We point out that definitions 2 and 3 are slight modifications of the ones introduced by Palmer and Shi since they considered the particular cases J = R in [8, 12] and J = R + in [9] .
1.1. Novelties of this work. This article contains three results.
The first one provides sufficient conditions ensuring the R + −strongly topological equivalence between the systems (1) and (2) . We emphasize that this result has a subtle difference with the classical ones since we consider R + ×R n instead of R×R n as the domain of H. When a dichotomic approach is used to construct the maps H and G as done in [6, 8, 11, 12, 13] , considering J = R + has strong consequences such as the Lipschitz continuity of the obtained map G. On the other hand, to the best of our knowledge it has been always assumed that (1) has an exponential dichotomy in R rather than in R + . The second result states that G is a C 1 −diffeomorphism provided some additional conditions. Moreover, as (1) is uniformly asymptotically stable, the restriction to R + makes possible to carry out a study of the smoothness of the map H(t, x) for any fixed t, which is considerable simpler than the work carried out in [1] . It is important to note that in the nonautonomous framework there are few results about the differentiability of maps H and G, contrarily to the autonomous context.
The last result shows how to use the C 1 −diffeomorphism G to construct a Lyapunov function for the nonlinear system (2) in terms of a Lyapunov function V of the linear system (1) .
The rest of the article is organized as follows. In Section 2 we show a result of R + −strongly topological equivalence under technical assumptions. The smoothness of the homeomorphism H is studied in the Section 3. The last section combines the previous results to construct a Lyapunov function for the nonlinear system using a Lyapunov function for the linear one.
Strongly topological equivalence on the half line
From now on, the solution of (2) passing through η at t 0 will be denoted by y(t, t 0 , η). Similarly, x(t, t 0 , ξ) denotes a solution of (1). If y → f (t, y) is C 1 , Df (t, y) is the partial derivative of f with respect to y, while D 2 (t, y) is the second derivative.
The following result shows a R + −strongly topological equivalence between the systems (1) and (2).
Then, the systems (1) and (2) are R + −strongly topologically equivalent.
Proof. In order to make a more readable proof, we will decompose it in several steps. Namely, the step 1 defines two auxiliary systems whose solutions are used to construct the maps H and G in the step 2. To prove that these maps defines a topological equivalence, the properties (i)-(ii) are verified in the step 3, while the uniform continuity is proved in the steps 4 and 5.
Step 1: Preliminaries Let t → x(t, τ, ξ) and t → y(t, τ, η) be solutions of (1) and (2) passing through ξ and η (both different to the origin) at t = τ . Now, we will consider the initial value problems
By using the variation of parameters formula we have that
is the unique solution of (7). Let BC(R + , R n ) be the Banach space of bounded continuous functions with the supremum norm. Now, for any couple (τ, ξ) ∈ R + × R n , we define the operator Γ (τ,ξ) :
Since γK/α < 1 it is easy to see by (P2)-(P3) that the operator Γ (τ,ξ) is a contraction and by the Banach fixed point theorem it follows that
is the unique solution of (8) .
On the other hand, by uniqueness of solutions it can be proved that (10) z * (t; (τ, ξ)) = z * (t; (r, x(r, τ, ξ))) for any r ≥ 0, and (11) w * (t; (τ, ν)) = w * (t; (r, y(r, τ, ν))) for any r ≥ 0.
Step 2: Construction of the maps H and G. For any t ≥ 0 we define the maps H(t, ·) : R n → R n and G(t, ·) : R n → R n as follows:
and
Let t → x(t, τ, ξ) be a solution of (1). By using (10), we can verify that
Step 3: H and G satisfy properties (i)-(ii). By (1) and (8) combined with the above equality, we have that
) is solution of (2) passing through H(τ, ξ) at t = τ . As consequence of uniqueness of solution we obtain
Similarly, it can be proved that t → G(t, y(t, τ, η)) is solution of (1) passing through G(τ, η) at t = τ and
and the property (i) follows. Secondly, by using (3) and (4) it follows that
for any t ≥ 0. A similar inequality can be obtained for |G(t, η)−η| and the property (ii) is verified.
Step 4: H is bijective for any t ≥ 0. We will first show that H(t, G(t, η)) = η for any t ≥ 0. Indeed,
Hence by using (P2) and (P3) we have that
Notice that,
x(s, t, G[t, y(t, τ, η)]) + z * (s; (t, G[t, y(t, τ, η)])) = H(s, x(s, t, G[t, y(t, τ, η)]))
and recalling that
Hence, we can see
H(s, x(s, t, G[t, y(t, τ, η)])) = H(s, G[s, y(s, τ, η)]).
Therefore, we obtain
The supremum is well defined by property (i) and the fact that all the solutions of systems (1) and (2) are bounded on R + . Now, we take the supremum on the left side above and due to Kγ/α < 1 it follows that ω(t) = 0 for any t ≥ 0. In particular, when we take t = τ we obtain H(τ, G(τ, η)) = η.
Next, we will prove that G(t, H(t, ξ)) = ξ. In fact, due to (12) we have that
G[t, H[t, x(t, τ, ξ)]] = H[t, x(t, τ, ξ)]
and taking t = τ leads to G(τ, H(τ, ξ)) = ξ. In consequence, for any t ≥ 0, H is a bijection and G is its inverse.
Step 5: H and G are uniformly continuous for any fixed t. Firstly, we prove that G is uniformly continuous. Indeed by (P2) and (P3), 
Upon inserting the above inequality in the previous estimation of |G(t, η) − G(t,η)|,
by (6) we obtain that
Finally, H is uniformly continuous for any t ≥ 0. As the identity is uniformly continuous, we will only prove that ξ → z * (t; (t, ξ)) is uniformly continuous. Note that the fixed point z * (t; (t, ξ)) can be seen as the uniform limit on R + of a sequence z * j (t; (t, ξ)) defined recursively as follows:
The uniform continuity of ξ → z * (t; (t, ξ)) will be made by induction following the lines of [6, 12] . First, it is clear that ξ → z * 0 (t; (t, ξ)) verify this property. Secondly, we will assume that the inductive hipothesis ∀ε > 0 ∃δ j (ε) > 0 s.t. |ξ −ξ| < δ j ⇒ |z * j (t; (t, ξ)) − z * j (t; (t,ξ))| < ε 3 for any t ≥ 0.
For the step j + 1 we define
Now, for any t ≥ 0 and |ξ −ξ| < δ j+1 using (P1) and the estimation
we can verify that
where is used that γ < α K . Thus the uniform continuity follows for any j. Finally, we choose J ∈ N such that for any j > J it follows that
and therefore, if |ξ −ξ| < δ j with j > J, it is true that
+|z * (t; (t,ξ)) − z * j (t; (t,ξ))| < ε, and the uniform continuity of ξ → z * (t; (t, ξ)) and ξ → H(t, ξ) follows for any fixed t ≥ 0. Remark 1. Let us emphasize that η → G(t, η) is a Lipschitz map with constant (1 + Kγ α−M−γ ) > 0 independent of t. This result is not usual in the topological equivalence literature. It is a consequence of considering R + × R n as the domain combined with uniform asymptotic stability assumption.
Remark 2.
It is interesting to note that under the assumptions of Theorem 1 the system (2) is also uniformly asymptotically stable. Corollary 1. Considering the assumptions of Theorem 1 without the condition γ < α − M, the systems are R + −topologically equivalent.
Proof. The proof is the same of the Theorem, however in the Step 5 the Lipschitz constant for η → G(t, η) is
Smoothness of the Homeomorphisms H and G
Throughout this section we will assume that x → f (t, x) is at least C 1 for any t. In addition, let us recall that the solution of (2) passing through η at τ is denoted by y(t, τ, η). As f is C 1 , it is well known (see e.g. [2, Chap. 2]) that ∂y(t, τ, η)/∂η satisfies the matrix differential equation
∂y ∂η (τ, τ, η) = I.
Theorem 2. Under the assumptions of Theorem
Proof. It is proved that (see e.g., Theorem 4.1 from [5, Ch.V]) if f is C r with r ≥ 1, then the map η → y(t, τ, η) is also C r for any fixed t. Then, as f is C 1 , it follows that Df and ∂y/∂η are continuous. This allows to calculate the first derivatives of the map η → G(t, η) for any t ≥ 0 as follows
which implies that the partial derivatives exists and are continuous for any fixed t, then G is C 1 . By using the identity Φ(t, s)A(s) = − ∂ ∂s Φ(t, s) combined with (14) we can deduce that for any t ≥ 0, the Jacobian matrix is given by > 0 for any t ≥ 0. Finally, by Hadamard's Theorem G is a diffeomorphism for any fixed t ≥ 0 due to the fact that G is C 1 , its Jacobian never vanishes and |G(t, η)| → +∞ when |η| → +∞, which is a consequence of property (ii) of Definition 2.
Remark 3. It is interesting point out that (a) As η → G(t, η) is a Lipschitz map, the Rademacher's Theorem (see e.g [4] ) implies that is differentiable with the exception of a set with Lebesgue measure zero. (b) The computation of the partial derivatives is remarkably simple when considering R + × R n as domain of G. In the case when the domain is R × R n we refer to [1] for details.
Remark 4. In particular, if f is C 2 , we can verify that the second derivatives ∂ 2 y(s, τ, η)/∂η j ∂η i are solutions of the system of differential equations
with y = y(t, τ, η), for any i, j = 1, . . . , n. The last step is a consequence of (3), continuity with respect of initial conditions of the solution of (2) and Gronwall's lemma.
Upon inserting the last inequality in ( By using (19) the result follows. is a Lyapunov function for (2).
Proof. We will show that the function W (t, η) satisfies inequalities of type (17) For the remaining inequality we must prove that the scalar function α(h) = W (t, y(t + h, t, η)) is strictly decreasing. Since V and G are differentiable, we may calculate the derivative of α at h = 0: 
