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Abstract
We discuss various forms of the Luxemburg norm in spaces of random vectors
with coordinates belonging to the classical Orlicz spaces of exponential type. We
prove equivalent relations between some kinds of these forms. We also show
when the so-called uniform norm is majorized by norms of coordinates up to
some constants. We give an application of other norm to study of chaos in
random vectors with sub-exponential coordinates.
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1 Introduction
The most important classes of exponential type Orlicz spaces of random variables are
spaces generated by the functions ψp(x) = exp(|x|p) − 1 (p ≥ 1). For p = 1, we have
the space of sub-exponential random variables and, for p = 2, the space of sub-gaussian
random variables.
The Luxemburg norm for the function ψp is called ψp-norm of a random variable ξ
and has the form
‖ξ‖ψp = inf
{
K > 0 : E exp(|ξ/K|p) ≤ 2
}
.
The Orlicz space Lψp = Lψp(Ω,Σ,P) consists of all random variables ξ on the proba-
bility space (Ω,Σ,P) with finite Luxemburg norm, i.e.
Lψp := {ξ : ‖ξ‖ψp <∞}.
Elements of Lψp we will call p-sub-exponential random variables.
Let us note that Lψp1 ⊂ Lψp2 , if p1 ≥ p2, and moreover L∞ ⊂ Lψp ⊂ Lr (p, r ≥ 1),
where L∞, Lr denote the classical Lebesgue spaces. In other words, spaces Lψp form
increasing family, by decreasing p, smaller than all of Lp-spaces but larger than the
space of bounded random variables L∞.
For p-sub-exponential random variables one can formulate the following lemma,
whose proof can be found in [9, Lem. 2.1]
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Lemma 1.1. Let ξ be a random variable and p ≥ 1. There exist positive constants
K,L,M such that the following conditions are equivalent:
1. E exp(|ξ/K|p) ≤ 2 (i.e. ξ is p-sub-exponential r.v. with ‖ξ‖ψp ≤ K);
2. P(|ξ| ≥ t) ≤ 2 exp (− (t/L)p) for all t ≥ 0;
3. E|ξ|α ≤ 2MαΓ(α/p+ 1) for all α ≥ 1.
Example 1.2. Apart from mentioned sub-exponential and sub-gaussian random vari-
ables, the Weibull random variables with scale parameter λ and shape parameter
p ≥ 1 form model examples of p-sub-exponential r.v.s, since their α-moments equal
λαΓ(α/p+ 1).
Remark 1.3. Because for the gamma function we have Γ(α/p+1)1/α ∼p α1/p, where∼p
means that there is a constant cp, depending on p, such that c
−1
p α
1/p ≤ Γ(α/p+1)1/α ≤
cpα
1/p, then, by property 3 of Lemma 1.1, one can introduce an equivalent definition
to the Luxemburg norm of the form supα≥1 α
−1/p(E|ξ|α)1/α.
Centered sub-gaussian random variables have another important classical charac-
teristic (see Kahane [5]): a random variable ξ is sub-gaussian if there exists a positive
constant K such that E exp(tξ) ≤ exp(K2t2/2) for all t ∈ R. In other words when the
moment generating function of ξ is majorized by the moment generating function of
centered gaussian variable g with the variation K2.
Remark 1.4. It is possible to introduce the other norm, equivalent to ‖ · ‖ψ2 in the
space of centered sub-gaussian random variables, of the form
τ(ξ) = inf{K > 0 : ∀t∈R E exp(tξ) ≤ exp(K2t2/2)};
see Buldygin and Kozachenko [2, Def.1.1.1].
Let us note that sums of independent, mean zero, sub-gaussian random variables
(ξi)
n
i=1 have the very important approximate rotation invariance property:
τ 2
( n∑
i=1
ξi
)
≤
n∑
i=1
τ 2(ξi);
see Buldygin and Kozachenko [2, Lem.1.1.7]
In general, it is a problem to indicate some majorant for the moment generating
function of a given p-sub-exponential random variable, for any p ≥ 1, because this
majorant must be not only N -function (see [2, Def.2.2.2]), as the function |x|p (p > 1),
but must also satisfy so-called the quadratic condition, i.e. be quadratic function at a
neighborhood of zero (see [2, p.67]).
We propose some standardization ϕp of the function φp(x) := |x|p, for p > 1, in the
form: ϕp(x) = x
2/2 if |x| ≤ 1 and ϕp(x) = |x|p/p− 1/p+ 1/2 if |x| > 1. The functions
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ϕp and φp are equivalent ([9, Lem.2.5]) and, for this reason, generate the same Orlicz
spaces (see for instance [2, Th. 2.3.2]). Moreover, the Young transform of ϕp equals ϕq
where q = p/(p− 1), what we write as ϕ∗p = ϕq (see [9, Lem.2.6]). Similarly as in the
sub-gaussian case, one can define p-sub-exponential norm of centered random variables
in the form:
τϕp(ξ) = inf{K > 0 : ∀t∈R E exp(tξ) ≤ expϕq(Kt)} (q = p/(p− 1)).
The general form of the above definition one can find in Buldygin and Kozachenko [2,
Def.2.4.1]. It is known that this norm is equivalent to ψp-norm restricted to the space
of centered random variables belonging to Lψp (compare Buldygin and Kozachenko [2,
Th.2.4.2 and Th.2.4.3] and Giuliano Antonini et al. [3, Cor.5.1], and see especially [9,
Th.2.7]).
From now on let cp denote a constant such that c
−1
p ‖ · ‖ψp ≤ τϕp(·) ≤ cp‖ · ‖ψp
(p > 1). Let us emphasize that, for p = 1, there is not an equivalent of the norms τϕp,
since the moment generating functions of 1-sub-exponential (simply sub-exponential)
random variables may be defined (take finite values) only on some neighborhoods of
zero different for different variables.
Let us stress that sums of independent, mean zero, p-sub-exponential random vari-
ables (ξi)
n
i=1 possess the approximate rotational invariance property only for p ≥ 2. In
general, if r = min{2, q} then we have
τ rϕp
( n∑
i=1
ξi
)
≤
n∑
i=1
τ rϕp(ξi); (1)
compare Buldygin and Kozachenko [2, Th.2.5.2].
2 Norms of sub-exponential random vectors
Let 〈·, ·〉 stand for the standard inner product in Rn. For x = (xi)ni=1 ∈ Rn and p ≥ 1,
let |x|p denote the p-th norm of x, i.e. |x|p = (
∑n
i=1 |xi|p)1/p and |x|∞ = max1≤i≤n |xi|.
We define three types of norms of random vectors ξ = (ξi)
n
i=1. First one is the simple
maximum of ψp-norms of coordinates: max1≤i≤n ‖ξi‖ψp. For the following second norm
we preserve the notation as in one dimension:
‖ξ‖ψp := sup
|t|q=1
‖ 〈ξ, t〉 ‖ψp = inf
{
K > 0 : sup
|t|q=1
E exp
(∣∣∣〈ξ, t〉
K
∣∣∣p) ≤ 2}.
The third norm we define as follows
‖ξ‖Ep := ‖|ξ|p‖ψp = inf
{
K > 0 : E exp
(∣∣∣ ξ
K
∣∣∣p
p
)
= E exp
(∑n
i=1 |ξi|p
Kp
)
≤ 2
}
.
We have the following estimates of the Luxemburg norms of random vector by the
Luxemburg norms of its coordinates.
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Proposition 2.1. Let max1≤i≤n ‖ξi‖ψp <∞ and ξ = (ξ1, ..., ξn).Then
max
1≤i≤n
‖ξi‖ψp ≤ ‖ξ‖ψp ≤ ‖ξ‖Ep ≤ n1/p max
1≤i≤n
‖ξi‖ψp .
Proof. Let K ≥ ‖ξ‖ψp. Because |ei|p = 1 for all p ∈ [1,∞] (ei are vectors of the
standard basis in Rn) and 〈ξ, ei〉 = ξi then
E exp
(∣∣∣ ξi
K
∣∣∣p) ≤ sup
|t|q=1
E exp
(∣∣∣〈ξ, t〉
K
∣∣∣p) ≤ 2.
It means that ‖ξi‖ψp ≤ ‖ξ‖ψp for all 1 ≤ i ≤ n. It implies the first inequality.
Let now K ≥ ‖ξ‖Ep. By the Ho¨lder inequality in Rn we have 〈ξ, t〉 ≤ |ξ|p|t|q = |ξ|p,
if |t|q = 1. Thus
sup
|t|q=1
E exp
(∣∣∣〈ξ, t〉
K
∣∣∣p) ≤ E exp (∣∣∣ ξ
K
∣∣∣p
p
)
≤ 2.
It gives the second inequality.
Assume now that K ≥ max1≤i≤n ‖ξi‖ψp. Using the multi-factorial Ho¨lder inequality
with exponents pi = n, 1 ≤ i ≤ n, we get
E exp
(∑n
i=1 |ξi|p
nKp
)
= E
( n∏
i=1
exp
( |ξi|p
nKp
))
≤
n∏
i=1
(
E exp
( |ξi|p
Kp
))1/n
≤ 2,
since K ≥ ‖ξi‖ψp, for 1 ≤ i ≤ n, and, in consequence, each factor is less or equal 21/n.
It implies the last inequality.
By Lnψp = L
n
ψp
(Ω,Σ,P) we will denote spaces of random vectors with p-sub-exponential
coordinates. It can be expressed as
Lnψp(Ω,Σ,P) = {ξ : Ω 7→ Rn : ‖ξ‖ψp <∞}.
Let us emphasize that in the above definition of the Lnψp-space we can use other equiv-
alent norms but the norm ‖ · ‖ψp is the most convenient because for p ≥ 2 and centered
independent coordinates it is majorized by the maximum norms of coordinates up to
constant that depends only on p but not depend on dimension n.
Proposition 2.2. Let p > 1 and r = min{q, 2} (q = p/(p−1)). Assume that a random
vector ξ = (ξi)
n
i=1 has independent, mean zero, p-sub-exponential coordinates. Then
‖ξ‖ψp ≤ n1/r−1/qc2p max
1≤i≤n
‖ξi‖ψp.
.
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Remark 2.3. If p ≥ 2 then q ≤ 2 and r = q. Thus we get the estimate of ψp-norm of
a random vector ξ by maximum ψp-norms of its coordinates up to the constant that
depends only on p. If 1 < p < 2 then on the right hand side appears the additional
factor n1/2−1/q , which tends to
√
n as p→ 1.
Proof. Let t ∈ Rn and |t|q = 1. By equivalence of ‖ · ‖ψp and τp(·) and by the rotation
invariance property (1) we get
‖ 〈ξ, t〉 ‖ψp ≤ cpτϕp
( n∑
i=1
tiξi
)
≤ cp
( n∑
i=1
τ rϕp(tiξi)
)1/r
≤ cp
( n∑
i=1
tri
)1/r
max
1≤i≤n
τϕp(ξi) ≤ c2p|t|r max
1≤i≤n
‖ξi‖ψp.
Taking supremum over |t|q = 1 we get our estimate on the ψp-norm of ξ:
‖ξ‖ψp = sup
|t|q=1
‖ 〈ξ, t〉 ‖ψp ≤ ( sup
|t|q=1
|t|r)c2p max
1≤i≤n
‖ξi‖ψp = n1/r−1/qc2p max
1≤i≤n
‖ξi‖ψp,
since sup|t|q=1 |t|r = n1/r−1/q (r ≤ q).
The ψ2-norm is best known, the most important and the most commonly used. But
sometimes it is natural to use other norms and not just for p = 2. In the next section,
we show an application of the norms ‖·‖Ep to study of chaos in sub-exponential random
vectors.
3 Chaos in sub-exponential random vectors
To prove our main result of this section we will need the following technical lemma,
whose proof can be found in [10, Lem. 2.1].
Lemma 3.1. Let η be a centered random variable. If there exist positive constants a, b
such that E exp(tη) ≤ exp(a2t2/2) if t ∈ [−b, b] then for every s ≥ 0 we have
P
(|η| ≥ s) ≤ 2e−g(s),
where
g(s) =
{
s2
2a2
if 0 ≤ s ≤ a2b,
bs− a2b2
2
if a2b < s.
Remark 3.2. Let us observe that g(t) ≥ min{t2/(2a2), bt/2} and we may rewrite the
claim of the above lemma in a weaker but more traditional, for the Bernstein-type
inequality, form as follows
P
(|η| ≥ t) ≤ 2 exp(−min{ t2
2a2
,
bt
2
})
.
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Remark 3.3. Equivalence of properties 4 and 5 in Vershynin [8, Lem. 2.1] implies
that for a centered sub-exponential random variable η the assumptions of Lemma 3.1
are satisfied with a =
√
2C‖η‖ψ1 and b = 1/(C‖η‖ψ1), where C is a universal constant.
So, for such variables, we can rewrite the above estimate in the following form
P
(|η| ≥ t) ≤ 2 exp(−min{ t2
4C2‖η‖2ψ1
,
t
2C‖η‖ψ1
})
.
Let us emphasize that one of the ways to obtain Bernstein-type inequalities for sub-
exponential random variables is to find (estimate) their ψ1-norms. Now we proceed to
an estimate of norms of chaos in sub-exponential random vectors but first we recall the
notion of chaos of order d.
Let A be a multi-indexed array of real numbers [ai1,...,id]
n
i1,...,id=1
and
Sd(x) =
n∑
i1,...,id=1
ai1,...,idxi1 · · ·xid
for x = (x1, ..., xn) ∈ Rn. For a random vector ξ = (ξi)ni=1 a random variable Sd(ξ) is
called chaos of order d.
Now we show some estimate of the ψ1-norm of chaos of order d in d-sub-exponential
random vectors. Let ‖A‖p denote the p-th norm of A for p ∈ [1,∞], i.e.
‖A‖p =
( n∑
i1,...,id=1
∣∣ai1,...,id∣∣p
)1/p
and ‖A‖∞ = max
1≤i1,...,id≤n
∣∣ai1,...,id∣∣.
Observe that applying the Ho¨lder inequality to Sd(x) with exponents p and p/(p− 1)
we get
∣∣∣
n∑
i1,...,id=1
ai1,...,idxi1 · · ·xid
∣∣∣ ≤ (
n∑
i1,...,id=1
∣∣ai1,...,id∣∣p/(p−1)
)(p−1)/p( n∑
i1,...,id=1
|xi1 · · ·xid |p
)1/p
= ‖A‖ p
p−1
( n∑
i=1
|xi|p
)d/p
= ‖A‖ p
p−1
|x|dp
It means that
|Sd(x)| ≤ ‖A‖ p
p−1
|x|dp. (2)
Let us notice that for sub-exponential random vectors we have the following
Lemma 3.4. Let ξ ∈ Lnψd then Sd(ξ) ∈ Lψ1 and
‖Sd(ξ)‖ψ1 ≤ ‖A‖d′‖ξ‖dEd,
where d′ = d/(d− 1).
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Proof. By (2) we get
E exp
( |Sd(ξ)|
‖A‖d′‖ξ‖dEd
)
≤ E exp
( |ξ|dd
‖ξ‖dEd
)
≤ 2.
It means that the Luxemburg norm of Sd(ξ) in Lψ1 is less or equal ‖A‖d′‖ξ‖dEd.
By the definition of the norm ‖ · ‖ψ1 and the Jensen inequality applied to a convex
function exp{| · |/a} (a > 0) we get
2 ≥ E exp
( |Sd(ξ)|
‖Sd(ξ)‖ψ1
)
≥ exp
( |ESd(ξ)|
‖Sd(ξ)‖ψ1
)
= E exp
( |ESd(ξ)|
‖Sd(ξ)‖ψ1
)
,
which means that ‖ESd(ξ)‖ψ1 ≤ ‖Sd(ξ)‖ψ1.
To sum up, we get the following estimate for ψ1-norm of centered chaos of order d
in d-sub-exponential random vectors:
‖Sd(ξ)− ESd(ξ)‖ψ1 ≤ 2‖Sd(ξ)‖ψ1 ≤ 2‖A‖d′‖ξ‖dEd.
By Remark 3.3 and the above inequality, taking in Lemma 3.1 a = 2
√
2C‖A‖d′‖ξ‖dEd
and b = 1/(2C‖A‖d′‖ξ‖dEd) we get the main result of this section.
Proposition 3.5. Let ξ ∈ Lnψd(Ω) then
P
(∣∣Sd(ξ)− ESd(ξ)∣∣ ≥ t
)
≤ 2e−g(t),
where
g(t) =


t2
16C2‖A‖2
d′
‖ξ‖2d
Ed
if 0 ≤ t ≤ 4C‖A‖d′‖ξ‖dEd
t
2C‖A‖d′‖ξ‖
d
Ed
− 1 if t > 4C‖A‖d′‖ξ‖dEd
and d′ = d/(d− 1) and C is the absolute constant as in Remark 3.3.
Remark 3.6. For d = 2 we have quadratic forms S2(ξ) = ξ
TAξ (A = [aij ]1≤i,j≤n) of
sub-gaussian random vectors ξ (‖ξ‖E2 <∞). Let K denote the norm ‖ξ‖E2. In the case
of quadratic forms we can take the operator norm ‖A‖ instead of the Hilbert-Schmidt
norm ‖A‖2. Using the weaker form of Bernstein-type estimate (see Rem. 3.2) we get
P
(∣∣ξTAξ − E(ξTAξ)∣∣ ≥ t) ≤ 2 exp(−min{ t2
16C2‖A‖2K4 ,
t
4C‖A‖K2
})
.
The similar result was obtained in [1, Th.2.5] but under the assumption that ξ has the
convex concentration property with a constant K (see therein). Let us emphasize that
in our approach K is the Luxemburg norm ‖ξ‖E2.
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The above result has the form of the Hanson-Wright inequality for independent
random variables which was proved in [4, 6] and recently derived in [7]. In [10, Lem.2.5,
Lem.2.7] one can find another estimate of quadratic forms in dependent sub-gaussian
random variables with different norms of random vectors and another form of bounds
on tail probabilities (see [10, Prop.2.6, Th.2.9]). Let us emphasize that the introduced
norm ‖ · ‖E2 can be used for investigation of chaos of order greater than two.
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