Information-theoretic quantities, such as mutual information and conditional entropy, are useful statistics for measuring the dependence between two random variables. However, estimating these quantities in a non-parametric fashion is difficult, especially when the variables are high-dimensional, a mixture of continuous and discrete values, or both. In this paper, we propose a decision forest method, Conditional Forests (CF), to estimate these quantities. By combining quantile regression forests with honest sampling, and introducing a finite sample correction, CF improves finite sample bias in a range of settings. We demonstrate through simulations that CF achieves smaller bias and variance in both low-and high-dimensional settings for estimating posteriors, conditional entropy, and mutual information. We then use CF to estimate the amount of information between neuron class and other cellular features in a connectome dataset.
Introduction
In data science investigations, it is often crucial to ask whether a relationship exists between a pair of disparate data modalities. Only when statistically significant relationships are discovered is further investigation warranted. For example, deciphering relationships is fundamental in high-throughput screening for drug discovery, precision medicine, and causal analyses [1] [2] [3] . From an information theoretic perspective, this question can be answered through two closely related quantities, conditional entropy and mutual information. Suppose we are given a pair of random variables (X, Y ), where X is a d-dimensional vector and Y is a 1-dimensional, categorical variable of interest. Conditional entropy H(Y |X) measures the remaining uncertainty in Y given the outcome of X. On the other hand, mutual information quantifies the shared information between X and Y .
Although both statistics are readily estimated when X and Y are low-dimensional and "nicely" distributed, an important problem arises in measuring these quantities from higher-dimensional data in a nonparametric fashion [4] . Additional issues emerge when dealing with mixtures of continuous and discrete random variables [5] .
We present Conditional Forests (CF) to estimate these information-theoretic quantities. Conditional forests combine quantile regression forests [6] with honest sampling [7] , and introduce a finite sample correction to improve performance while preserving asymptotic consistency. Simulation demonstrate CF performs well in low and highdimensional settings for estimating conditional distributions and conditional entropy. We extend our algorithm to estimate mutual information which compares favorably to state of the art (SOA) methods. Finally, we provide a real-world application of our estimator by measuring information contained in Drosophila neuron types about the biological neural network (connectome). As compared to the SOA, CF achieves a larger estimate of mutual information neuron features and cell type.
Problem Formulation and Related Works
Suppose we are given two random variables X and Y with support sets X and Y respectively. Let x, y denote specific values that the random variables take on and p(x), p(y) be the probabilities of X = x and Y = y. The unconditioned Shannon entropy of Y is: H(Y ) = y∈Y p(y) log p(y). Analogously, conditional entropy is:
where p(y|x) is the conditional probability that Y = y given X = x and H(Y |X = x) is the entropy of Y conditioned on X equaling x. In the case of a continuous random variable, the sum over the corresponding arXiv:1907.00325v2 [cs. LG] 3 Jul 2019 support is replaced with an integral. Mutual information, I(X, Y ), can be computed from conditional entropy:
However, a common approach to estimating mutual information is the 3-H principle [5] , I(X, Y ) = H(Y ) + H(X) − H(X, Y ). Mutual information has many appealing properties, such as symmetry, and is widely used in data science applications [5] . The most popular approaches for estimating mutual information rely on the 3-H principle. Different family of entropy estimators include kernel density estimates and ensembles of k -NN estimators [8] [9] [10] [11] . One method, the KSG estimator, popularized by excellent empirical performance, improves k -NN estimates via heuristics [12] . Other approaches include binning [13] and von Mises estimators [14] .
However, many modern datasets contain a mixture of discrete and continuous variables. In these general mixture spaces, few of the above methods work well. This is mainly because individual entropies (H(X), H(Y ), H(Y, X)) are not well defined or easily estimated; thus rendering the 3-H approach intractable [5] . A recent approach, referred to as Mixed KSG, focuses on this issue by modifying the KSG estimator for mixed data [5] .
Computing both mutual information and conditional entropy becomes difficult in higher dimensional data. Numerical summations or integration becomes computationally intractable and nonparametric methods (k-NN, kernel density estimates, binning, etc.) typically do not scale well with increasing dimensions [15] . A neural network approach addresses this issue and scales better in high-dimensions [4] . However, existing open implementations require X and Y to be the same dimension, which is an unnecessary restriction and not within scope of this paper (because we focus on categorical Y ).
We address both problems of mixed spaces and high-dimensionality by proposing a decision forest method for estimating conditional entropy under the framework that X is any d-dimensional random vector and Y is categorical. Because we restrict Y to be categorical, we can easily use our estimator to compute mutual information using Equation 2.
Random Forest Estimate of Conditional Entropy

Background
CART Random Forest is a robust, powerful algorithm that leverages ensembles of decision trees for classification and regression tasks [16] . In a study of over 100 classification problems, Férnandez-Delgado et al. [17] showed that random forests have the best performance over 178 other classifiers. Furthermore, random forests are highly scalable. Efficient implementations can build a forest of 100 trees from 110 Gigabyte data (n = 10,000,000, d = 1000) in little more than an hour [18] .
A brief summary of the algorithm follows: given a labeled set of data {(x 1 , y 1 ), . . . , (x n , y n )} ⊂ R d × R as an input, individual decision trees are grown by recursively splitting a randomly selected subsample of the input data based on an impurity measure [16] . The randomly subsampled points used in tree construction are called the 'in-bag' samples, while those that are left out (usually for evaluation) are called 'out-of-bag' samples. Additionally, only a random subset of features in X are considered for each node. The trees are grown until nodes reach a certain criterion (for example, a minimum number of samples). The bottom-most nodes are called leaf nodes. For regression tasks, an individual decision tree predicts the response value for a given x by averaging the y values in the leaf node that x "falls" into. For classification tasks, averaging is replaced by a plurality vote. The random forests algorithm outputs the average of the response values from all decision trees in the ensemble.
Conditional Forests
We now present conditional forests (CF). Unlike CART forests, conditional forests employ techniques that provide an asymptotically unbiased estimate of the conditional entropy, and empirically a minimally biased estimate in practice. Suppose we have a decision forest trained on data drawn from random variables (X i , Y i ) for i = 1, . . . , n. Given a point x ∈ R d , the samples in each appropriate leaf node can be viewed as the remaining uncertainty about y after knowing x. In other words, leaf estimators in each decision tree represent the posterior distribution of Y given the value of X = x [19] . By aggregating the samples in leaf nodes across multiple decision trees in the random forest ensemble, we arrive at an estimate for the conditional distribution of Y given X = x,P (Y |X = x). Plugging this result into the entropy equation yieldsĤ(Y |X = x). Finally, to es-timate conditional entropy, note that conditional entropy can be written as an expected value (See Equation (1)):
. Thus, given a dataset x of size n, the conditional entropy estimate is just the sample mean ofĤ(
There are two main differences between CART random forest and conditional forests. First, we employ honest subsampling [7, 20] . Honest subsampling partitions the data into structure and estimation points. Honest subsampling empirically results in less biased estimates, and is required for certain theoretical guarantees for random forests [21] .
Additionally, conditional forests address issues that arise when building probability distributions from finite samples. When Y is categorical, all samples in a leaf estimator may belong to one class even though the probabilities for other classes are nonzero. As a result, the empirical distribution function is biased and does not accurately capture the population class probabilities. To remedy this, we adapt a robust finite sampling technique described in Vogelstein et al. [22] . We replace all zero probabilities with 1/kη where η is the number of samples in a leaf node and k is the number of unique Y values. Similarly, we replace all one probabilities with 1 − (k − 1)/kη. The conditional forest estimator is described in detail in Algorithm 1.
Algorithm 1 Conditional Forests Estimator for Conditional Entropy, operates on
, n_trees, min_samples_leaf , max_depth, max_f eatures
for i in range(n_trees) do 3: Partition data into STRUCT, EST, EVAL sets 4: Train decision tree on STRUCT
5:
for (x i , y i ) in EST do 6: Retrieve leaf node that x i falls into 7: Store y i at leaf node 8: end for 9: end for 10: Initialize empty array estimates 11: for (x i , y i ) in EVAL subsamples do 12: Initialize empty array posterior 13: for tree in forest do 14: Retrieve leaf node that x i falls into 15: Append y samples in leaf to posterior 16: end for 17: ConstructP (Y |X = x i ) from posterior counts and robust finite sampling 18: ComputeĤ(Y |X = x i )
19:
AppendĤ(Y |X = x i ) to estimates In constructing random forests, the two main considerations are 1) how to split the nodes and 2) how to introduce randomness between trees. Since we focus on Y being categorical, we split leaves by minimizing gini impurity, a measure popularized by its great performance in classification [19] . To introduce randomness, we randomly partition our data into structure, estimation, and evaluation data points. This technique is used in Denil, Matheson, and Freitas both for its good performance and as a requirement for theoretical consistency [7] . Additionally, when our data is multi-dimensional, we select a random set of features per node.
Hyperparameters
Several hyperparameters must be set when constructing random forests. These include minimum samples in a leaf in order for it to undergo a split (min_samples_leaf ), maximum tree depth (max_depth), number of features to subsample (max_f eatures), and number of trees (n_trees). Fortunately, however, random forest has been shown in practice to be very robust to hyperparameters [23] . For conditional forests, we allow our trees to grow relatively deep (max_depth = range (30, 40) ) and use general rule-of-thumbs for the other choices (min_samples_leaf = 6, max_f eatures = √ d, n_trees = 300).
Consistency of Conditional Forest Estimates of Mutual Information
We begin by summarizing the theoretical results shown in Athey, Tibshirani, and Wager [21] . Suppose we have a dataset where for all i = {1, . . . , n}, we have (x i , y i ) ∈ X × Y and are seeking forest estimates of θ(x) defined by a local estimating equation of the form 1 :
where ψ(·) is a scoring function. To simplify notation, let
. Random forests provide a consistent estimate to the estimating equation under the following assumptions (see Athey, Tibshirani, and Wager [21] for details):
[0] M θ(x) varies smoothly in the parameters.
[1] For fixed θ, M θ(x) is Lipschitz continuous in x.
[2] ψ-functions are regular.
[3] For any weights α i with α i = 1, the estimating equation (3) returns a minimizerθ that approximately solves ||
The score function ψ θ is a negative subgradient of a convex function and M θ is the negative gradient of a strongly convex function. Proof. From Theorem 1 of [6] , as sample size n → ∞ it holds pointwise that
Since the estimated conditional entropy is a function ofp(y|X = x) andp(y), both of which are bounded in [0, 1] and converge to the population (the MLE for p(y) is immediately available when y is categorical), the estimated conditional entropy and mutual information converge to the truth.
Simulated Experiments on Conditional Distribution and Entropy Estimation
In this section, we perform simulations to demonstrate that the conditional forests provide good estimates of conditional entropy in low and high-dimensional settings. We first compare the effect honesty and robust finite sampling has on estimating the posterior distributions. Consider the following setting: let each Y i be Bernoulli with 50% probability to be either +1 or −1; let each X i be normally distributed with mean y × µ and variance one, where µ is a hyperparameter controlling effect size. A CART random forest, random forest with honest subsampling, and conditional forest (using both honest sampling and finite sample correction) are trained on data drawn from the above distribution with µ = 1. We estimate posterior distributions as described in Algorithm 1 and plot the posterior for y = 1 in Figure 1 .
As x increases, the probability thatŷ is one increases. Thus, unsurprisingly, all random forest algorithms have P (Y = 1) decrease to 0 as x becomes more negative, and increase to 1 as x becomes more positive. However, the posterior estimated from conditional forests has significantly lower variance than both normal CART forests and honest forests (Figure 1, right) .
These better posterior estimates from conditional forests carry over to better estimates of conditional entropy. The top two plots of Figure 2 show that conditional forest estimates converge to truth as sample size increases, whereas honest forest estimates and CART forest estimates are biased. All three algorithms behave as expected when the effect size (µ) increases: they all converge to zero conditional entropy. CART forests, however, exhibits a bias for small effect size.
For the high-dimensional experiment, X i 's are multivariate Gaussians, where the mean of the first dimension is still y × µ but each additional dimension has mean 0 and identity covariance 2 :
Identity matrix
).
Bottom plots for Figure 2 show that when d = 40, conditional forest estimate still converges to truth as sample size increases. Interestingly, the bias in honest forests is also improved in this multi-dimensional setting, whereas CART forests remain highly biased.
Mutual Information Estimation
Because Y is categorical, one can estimate H(Y ) by plugging in sample frequencies for each class divided by total number of samples. Plugging this result into our estimate of conditional entropy in Equation 2 yields mutual information. We compare CF to the KSG and mixed KSG estimators of mutual information [5, 12] . We consider five simulation settings in two dimensions, all based on mixtures of Gaussians with equal priors, unless otherwise specified. We compute normalized mutual information, I(X, Y )/min(H(X), H(Y )), for each setting when d = 6 and d = 40; each added dimension is an independent, standard Gaussian. Again, because every additional dimension is noise, mutual information does not change. [24] .
Spherical Gaussians
Elliptical Gaussians To demonstrate that conditional forests can achieve accurate estimates even when the 1 An optional nuisance parameter is also allowed but we do not include it since it is unneeded for conditional entropy estimation. 2 Because each added dimension is noise, the conditional entropy does not change. This allows us to compare behavior of our forest estimates to truth [24] . discriminant boundary is non-linear
Imbalanced Classes Same as "Spherical Gaussians" except the class probabilities vary from zero to one, and µ = 1, to demonstrate that conditional forests do not require equal classes Truncated Gaussians We truncate the Gaussians so when the first dimension of x is positive the class label is always 1, and otherwise it is −1. This renders normalized mutual information to be one, no matter the effect size.
This demonstrates that conditional forest does not require Gaussian distributions. Three Classes To demonstrate the efficacy of conditional forests in greater than two classes . Figure 3 shows the performance of each estimator. When d = 6, conditional forests, KSG, and mixed KSG all do reasonably well. However, when the Gaussians are truncated, the KSG estimator is not able to discern the separating boundary. The mixed KSG does better but still suffers a bias when the two classes are close (µ is small). Only the conditional forest estimator tends to get the mutual information correct. When d = 40, the KSG estimator suffers a significant bias while the mixed KSG drops to 0 completely for all settings. In the three class case, the KSG suffers a worse bias in both low and high-dimensional settings. On the other hand, the conditional forest estimator is robust to high-dimensional noise, with its estimate being nearly equal to the truth in essentially all settings 
Mutual Information in Drosophila Neural Network (Connectome)
An immediate application of our random forest estimate of conditional entropy is measuring information contained in neuron types for the larval Drosophila mushroom body (MB) connectome [25] . This dataset, obtained via serial section transmission electron microscopy, provides a real and important example for investigation into synapselevel structural connectome modeling [26] . 
Conclusion
We presented conditional forests, a nonparametric method of estimating conditional entropy through randomized decision trees. Empirically, conditional forests performs well in low and high dimensional settings. Furthermore, when extending our estimator to estimate mutual information, conditional forest performs better than the mixed KSG and KSG estimators in a variety settings.
Although in this paper focuses on categorical Y , it is easy to modify the conditional forest algorithm for continuous Y as well. Regression trees can be used in place of classification trees. Computing the posterior distribution P (Y |X = x) can be accomplished with a kernel density estimate instead of simply binning the probabilities. When Y is multivariate, a heuristic approach such as subsampling Y dimensions or using multivariate random forests can be explored.
On the theoretical side, important next steps include rigorous proofs for convergence rates. Studying the behavior of conditional forest estimates in more complicated nonlinear, high-dimensional settings should be explored as well. Practical applications such as dependence testing and k-sample testing for high-dimensional, nonlinear data will be natural applications for these information theoretic estimates.
