Abstract. This contribution presents investigations of the usage of computer generated 3D stimuli for psycholinguistic experiments. In the first part, we introduce VDesigner. VDesigner is a visual programming environment that operates in two different modes, a design mode to implement the materials and the structure of an experiment, and a runtime mode to actually run the experiment. We have extended VDesigner to support interactive experimentation in 3D. In the second part, we describe a practical application of the programming environment. We have replicated a previous 2½D study of the production of spatial terms in a 3D setting, with the objective of investigating the effect of the presentation modes (2½D vs. 3D) on the choice of the referential system. In each trial, on being presented with a scene, the participants had to verbally specify the position of a target object in relation to a reference object. We recorded the answers of the participants as well as their reaction times. The results suggest that stereoscopic 3D presentations are a promising technology to elicit a more natural behavior of participants in computer-based experiments.
Introduction

Computer-based experiments raise the bar for empirical scientists
Modern empirical methods, such as eye gaze tracking or electroencephalography, provide the experimenter with high resolution data. However, to fully exploit their capabilities, the experimental setting has to be highly controlled and allow for exactly timed repetitions. Hence, the presentation of the multi-modal stimuli material is often controlled by computers. Conveniently, the presentation of auditory and visual stimuli is done directly using the multimedia hardware of today's standard computers.
This, however, increases the requirements for empirical scientists, who, in addition to their own profession, often have also to develop extensive skills in computer science to accomplish their daily work. Fortunately, there is a variety of tools available supporting the scientist's enterprise. Programming libraries, such as the free Python library Vision Egg for vision research, provide a powerful set of common routines to start with. Full featured packages, such as Neurobehavioral Systems' Presentation software or the Experiment Builder from SR Research, offer more guidance and also support for a broad range of hardware (e.g. fMRI scanners, EEG recording systems or response boxes). They often come with a programming language of their own. The eyetracking group at our Faculty of Technology (see Pomplun et al., this volume) have developed VDesigner, a visual programming environment for computer-based experiments (Koesling and Höner 2005; Koesling and Ritter 2001) . VDesigner is as powerful and versatile as other, commercial experiment builder software; it has been in use for several years now and comes with an extensive set of components for stimuli presentation (audio, still pictures and movies) and recording. The developers of the VDesigner are driven by the motivation to make the implementation of an experiment design as easy as possible. VDesigner's high-level visual programming language is only one, but in our opinion a very effective way to achieve this. So fortunately, the bar seems to be lowering again.
3D stimuli presentations for psycholinguistic experiments
In our natural surroundings, we perceive and organize our environment in a three-dimensional way (3D). We are, however, also familiar with two-dimensional (2D) representations -due to our experience with drawings or paintings, movies or television, to our exposure to advertising or to our work at the computer. This fact is exploited intensively in everyday life. In the context of computer assisted experimentation, the use of 2D materials, e.g. photographs, is particularly relevant as a convenient means to simulate 3D stimuli. Often, pictorial materials are presented in what has been termed 2½D mode (Marr 1982) , i.e. 2D images of 3D scenes where only a restricted set of depth cues (Carr 1935 ) is available. In 2D images, linear perspective, relative or known size, coverage, shadows or texture gradients give at least a hint at depth (Hershenson 1999; Hochberg 1978) . These monocular cues, however, then provide information different from those provided by binocular vision: Stereopsis, accommodation and convergence (Hershenson 1999) still tell us of the 2D nature of the picture we are looking at. Especially convergence and accommodation are relevant cues for computer-based experiments. They are used to discriminate depth information for distances between 0 m and 2 m (Cutting and Vishton 1995; Tresilian, Mon-Williams, and Kelly 1999) , the typical distance between participant and screen. Yet when traditional monoscopic stimuli are presented, these cues cannot contribute to depth perception.
In a visual search experiment, Pomplun (1998) had participants view images using anaglyphic stereo (red-green). He showed that the presentation of 3D stimuli led to a variety of scanning strategies broader than when presenting the stimuli in 2D and suggested that even more natural conditions could be realized by means of 3D shutter glasses instead of the anaglyphic approach. Gaggioli and Breining (2001) showed that the precision of depth estimation of single objects was significantly better when using stereoscopic instead of monoscopic presentations. According to their findings, this also holds for estimating depth differences of two objects. In their experiment on mental rotation -a stereoscopic version of Shepard and Metzler's (1971) classic that was originally run in monoscopic mode -they demonstrated that using stereoscopic presentation did not take a significant effect in terms of reaction times, but significantly increased the accuracy of the responses given by the participants.
Hence, it may be misleading to generalize the knowledge gained from psychological or psycholinguistic experiments using 2½D stimuli to the processing of visual information in natural environments without careful consideration. The restricted perception of depth could render such stimuli insufficient for the investigation of issues concerning 3D space, e.g. verbal localization or categorization.
1.3. Computer based 3D stimuli presentation -raising the bar even more?
Recent advances in 3D graphics hardware made Virtual Reality techniques available at reasonable prices. Using these for computer-based experimental research, we are able to overcome the restrictions of 2½D visual stimuli and allow a full stereoscopic presentation -something that Wheatstone (1838) certainly would have appreciated. Thus, we might increase external validity, i.e. get closer to natural experiences, while retaining internal validity, i.e. maintaining a high level of control.
While hardware is no longer an issue, the complexity of Virtual Reality software makes it difficult to apply Virtual Reality techniques to experimental research. The bar is rising again.
Lowering the bar -a visual programming approach
We believe that Virtual Reality technology probably is, but surely will be, a cornerstone to empirical research in cognitive sciences. This motivates us to put effort in the development of a high-level tool for experiment design. Our goal is provide scientists -novices to programming techniques -with the means to swiftly build robust Virtual Reality experiments. We start by extending our visual programming language for traditional computer-based experiment design to support a stereoscopic presentation of visual materials. In the interest of applicability and usability, the implementation will be based on a freely available 3D framework which will be encapsulated into a manageable set of active software components. In the following section we will first describe the stereoscopic presentation technique and the hardware we used. The next section will then describe the VDesigner and a first implementation of basic components for the stereoscopic presentation of still images. After that, as a demonstration of the applicability of our approach, we will present a first experiment of a series comparing presentations using 2½D stimuli with presentations based on stereoscopic 3D (Figure 1 ). Besides testing the usability of our framework, the main objective of this study is to investigate whether or not the mode of presentation of stimuli has an effect on specific aspects of cognitive processing, in particular, on the choice of a frame of reference. The theoretical basis regarding the choice of a frame of reference for the verbal localization of objects has given rise to numerous pertinent experiments (see Vorwerg, 2001; Vorwerg, Wachsmuth, and Socher 2006) . One of these experiments (Vorwerg and Sudheimer 2006) serves as the starting point for our empirical comparison. We will conclude this chapter with the discussion of these first results, an overview of the experiments to follow, and an outline of the next steps regarding our 3D toolkit for experimental design.
2.
Virtual Reality technology and hardware
Stereoscopic display
We choose a stereoscopic procedure for 3D stimulus presentation ( Figure 1 , right panel). Technically, the procedure is based on presenting perspectively correct pictures for the viewers' left and right eye respectively. A recent overview of the current state of the art regarding stereoscopic presentation technology can be found in McAllister (2002) . For our study, we were interested in a low-cost solution, so we finally decided to use 3D shutter glasses ( Figure 2 ). These are available for less than EUR 100.00 and are on the market for more than a decade. With 3D shutter glasses, the alternative perspectives are presented on a screen in rapid succession and the view of the "unstimulated" eye is obstructed through liquid crystal displays (LCDs).
Figure 2.
A selection of the low-cost 3D shutter glasses tested in preparation of the experiments. The model on the right is a wired model from ELSA, the two others are infra-red wireless models from eDimensional (top) and H3D (left). The device at the left is a breakout box necessary for the software based solutions.
However, 3D shutter glasses are not the optimal solution, as they are obtrusive because the participants have to wear glasses. And the pictures are darker, as each eye only gets half the amount of light. Also, while the two perspectively shifted pictures allow the eyes to converge or diverge according to the intended depth, they still accommodate to the display screen (Holliman 2003) and thus not all binocular depth cues can be realized using this technique.
The glasses come in two kinds, wired or wireless using infra-red technology. The wireless models are slightly less obtrusive,but have been too prone to losing synchrony in our tests. For experiments we therefore recommend the wired models. They provide for an inexpensive solution for 3D presentation and, at the same time, for a naturalistic reproduction of colors, unlike anaglyphic (red-green) presentation techniques.
Computer hardware and graphic cards
The experiments were run on a 1.8 GHz Intel Celeron PC with 512 MB RAM running Windows XP with SP2. For the stereoscopic display we used a cathode ray tube display with 120 Hz in combination with 3D shutter glasses. The glasses (Figure 2 ) are low-cost models, which are sold for gaming purposes. In combination with standard 3D graphic adapters from NVIDIA and ATI, we first attempted to use an external breakout box in combination with a dedicated driver -a solution provided with most of the shutter glasses. As it turned out, these facilities did not prove as robust as required for scientific purposes. For one, they only allowed for full-screen stereoscopic display. Also, before switching to stereo mode, they needed a short initialization period during which the content was still presented monoscopically. And finally, we did not manage to switch back and forth between 3D and 2D content presentation during an experiment. These problems were overcome by resorting to 3D graphics adapters that were capable of providing quad-buffer stereo facilities. These models provide the necessary output signal on board and no longer need the separate breakout box. Basic models with sufficient capabilities are available on the market at reasonable prices. We obtained a nVidia Quadro 4 980XGL AGP 128 from hp Compaq. In our tests, the graphics adapter-based solutions proved to be more stable, not exposing any of the restrictions of the breakout box solution: They did not require initialization and could even mix 2D and 3D content on one screen. Taken together, this provides substantially more freedom for experimental design. An additional advantage is that, with the graphics adapter-based solution, the debugging facilities of VDesigner can still be used when working with 3D components. Altogether, we can highly recommend the investment in this special purpose hardware -as it has saved us a lot of trouble..
Software
A visual programming environment for interactive experiments
For the implementation of our ideas of a stereoscopic presentation of stimuli, we cooperated with the eyetracking group at the Faculty of Technology. As a result, we were privileged to access the source code of VDesigner. Making use of its component based architecture we wrote a plug-in module, realizing our ideas. In the following, we will give a brief introduction to VDesigner and then go into detail about the extensions that we made to add support for stereoscopic 3D.
VDesigner basics
VDesigner is a visual programming environment for the design of computerbased experiments. It operates in two different modes, a design mode where the user can implement the experiment, and a runtime mode. Its graphic user interface (GUI) in design mode is divided into three major areas ( Figure 3 ). The area in the center is a multilayer worksheet where an experiment can be programmed by selecting and joining high-level visual software components. The area on the left is a property page which shows the attributes of the visual component that is currently selected. The bar at the top provides menus for program control and a toolbar with a comprehensive repository of visual components.
Programming with VDesigner is done easily by selecting an appropriate component from the repository shown in the toolbar, placing the component on the workplace and connecting it to other components, thus specifying the program flow. The repository already contains a number of pre-defined components arranged by functional categories like 'Basics', 'System', 'Input', 'Graphics2D', 'FileIO', 'ScreenIO', and the like. . The active property page shows a sample of the settings for the 3D presentation object.
The pre-defined components of VDesigner that provide functionality for stimulus presentation (audio, video, bitmap, or shapes), interaction handling (keyboard, mouse, or eye gaze), controlling the flow of the experiment, logging of events, and data recording.
Once an appropriate component, say an ImageView object for presenting a 2D picture, has been chosen from the repository and placed on the worksheet, it can further be configured using the property page. Here, all the attributes of the component (e.g. the location of the picture on the hard drive, or its position on the screen) can be modified. Finally, the components can be 'wired' to define the order of their execution. This way, a typical experiment comprising the presentation of pictures and the registration of key-strokes for reaction time measurement can be implemented with less than 20 components. More complex experiments like we did, involving the movement of objects by the participants accompanied by speech presentations, required up to one hundred or more components. Still it is easy to maintain an overview in such large projects, as special Macro components supply additional worksheet layers, allowing a high-level structuring of the experiment design. Thus, if required, researchers may define separate worksheets for introductory information, for training trails, and for different phases of the actual experiment (Figure 3 ).
Extending VDesigner to 3D
VDesigner provides a plug-in mechanism to allow for the integration of new components or collections of components. We decided to write our 3D extension as a collection of components which can be plugged into existing installations of VDesigner. This simplifies migration and ensures compatibility to existing projects. With an easy-to-use interface in mind, one of our design guidelines was to comply with the behavior of the existing components for presenting visual material. In our view, users should concentrate on what to present where and when, rather than having to bother about details of the presentation format. Switching between 2D and 3D modes should be as easy as exchanging a few components -this should also facilitate the upgrade of existing experiments to 3D. Still, while the design of 3D experiments within VDesigner has been kept as simple as possible, the creation of the 3D content may require additional skills. Fortunately, large collections of ready-to-go 3D objects are freely accessible via the internet. A good starting point could be the archive of stimulus material provided by Michael J. Tarr.
Components for 3D programming
For our implementation, we focused on the presentation of static 3D scenes, as we first wanted to be able to manage a robust 3D projection which is applicable for scientific research on visuospatial information processing in 3D.
To date, the extension comprises four basic components:
In VDesigner, the screen where 2D stimuli are to be shown is represented by a special Screen object. In line with this, we provided a Screen3D object for 3D stimuli. The difference is that the Screen3D ob-ject is again associated with the Screen object, so that 3D scenes can be shown either in a window against a 2D background or in full screen. ---ConfigureScreen3D: All the settings of the Screen3D object, such as its position and its size, its background color or the visibility of the mouse cursor, can be reconfigured during an experiment by means of the ConfigureScreen3D object. SceneGraph: While 2D content is defined in terms of bitmaps or videos, 3D content is defined in terms of a so-called scene graph. A scene graph provides all the information necessary to view 3D objects from any perspective. Each 3D scene presented during an experiment is represented by one special SceneGraph object. The presentation of the 3D scene is managed by ChangeScene. ChangeScene: This object is used to actually show the 3D content specified in a SceneGraph object on a Screen3D. This is different from the concept for presenting 2D content, as generally one and the same object is used to both specify the content and present it on the Screen. But since 3D scenes are more complex than 2D images, loading them from a file may take some time. While this may be a negligible factor for small scenes, the loading of larger scenes could impede the experiment. Therefore, we separated the functionality so that the scenes can be loaded at an uncritical point in time.
This surprisingly small number of components is all that is needed for ordinary experiments where static visual stimuli are presented to the participants for comprehension and reaction. We believe that the experiment presented below convincingly demonstrates this. There we use 3D stimuli in combination with reaction time measurement and speech recording. Beyond that, we are interested in the presentation of dynamic content and, in connection with that, the possibility to allow for an interaction of the user with the 3D scenery. This, however, is work yet to be done.
System integration
Technically, the implementation of the 3D extension is based on the open source Coin3D library (http://www.coin3d.org), a clone of the well-known Open Inventor framework. Coin3D is platform independent (it is available for Windows, Linux and MacOS), and it offers several advanced features of interest: ----Monoscopic and stereoscopic projection: Switching between monoscopic and stereoscopic display is as simple as pushing a button. Both software stereo and quad-buffer stereo are supported out of the box, and so is anaglyphic stereo. File formats: Coin3D supports popular file formats for 3D content: VRML, DXF and MultiGen Open Flight. VRML is also supported by free 3D editors, e.g. Blender 3D or WhiteDune, which can be used to create materials. Animation: It is possible to define dynamic content, e.g. moving objects or changing colors. This can be done in advance during the creation of the materials, or -in a more controlled manner -during the experiment. Interaction: All 3D objects are ready for interactive manipulation, for instance by means of a mouse or some special input devices.
Critical points in the software integration process were the embedding of the Coin3D window in VDesigner, the merger of the two different event systems for keyboard and mouse handling, and the synchronization of the different threads. Apart from these issues, the integration was straightforward.
The experiment
Participants
Ninety-six students from the University of Bielefeld participated in the 3D experiment in return for a payment of EUR 2.50 each. The mean age of the participants was 24.6 years. Of the 96 participants, 64 were females and 32 were males, 38 were enrolled in life sciences or technology, and 55 in social sciences or the humanities (3 answers missing). All participants had normal or corrected-to-normal vision; none were color blind.
Materials and procedure
Every participant viewed 32 pictorial stimuli in a fixed sequence. The stimuli were adapted from an earlier 2½D experiment (Vorwerg and Sudheimer 2005 ; see also Vorwerg, Wachsmuth, and Socher, this volume); they each showed a toy aircraft (as a reference object, or relatum) and a washer (as a target object). The participants' task was to verbally specify the location of the washer in relation to the aircraft. The actual position of the target was varied in 22.5° steps along a circle with the relatum at its center. In half of the trials, the relatum was rotated counterclockwise by 45° from the viewing axis (-45°; see Fig. 4a ). In the other trials, it was rotated clockwise by 135° (+135°; see Fig. 4b ). In Figures 4a and 4b , the arrowheads indicate the nose of the toy aircraft, and the numbered squares mark the positions of the washer. Participants were randomly assigned to one of two groups. One group viewed the 16 trials of the -45° condition first and then, without a break, the 16 trials of the +135° condition. For the other group of participants, the order of the trials was reversed.
In principle, it would have been possible to arrange the objects on different planes and at different levels (as indicated by the dotted lines in Figure  4c ). However, in order to restrict to spatial layouts that lent themselves to interpretation, we did not exploit this possibility. We exclusively constructed 3D pictures in which the objects were located at the same level on a horizontal plane. The circle with the continuous line in Figure 4c marks this particular plane. We were able to hold constant a number of factors by adopting the design of the previous 2½D experiment (orientation of the aircraft, positions of the washer) and by borrowing other materials from the previous study (e.g., the kind of objects used, the sequence of trials, and the instructions given to the participants).
Beyond that, it seemed reasonable to modify two details of the previous experiment. In their study, Vorwerg and Sudheimer (2006) used pictures which showed the aircraft and the washer lying on a wooden countertop. We are of the opinion that the (clearly visible) horizontal grain of the wooden countertop might take an effect on the verbal specifications of the relative positions of the objects. Therefore, we chose a uniform black background for the 3D displays.
The second modification was a limitation of the speech recording interval. We restricted this interval to 3000 ms in order to make the participants produce spontaneous utterances. This limitation also prevented any spillover from one trial to the next. With regard to data analysis, this modification called for robustification which will be discussed below.
Results
First, we computed the mean reaction times for all the trials in the 3D experiment (M = 1533 ms, SD = 549 ms). Trials with reaction times in excess of M ± 2 SD were excluded from the analyses. For the sake of comparison of the 2½D experiment and the 3D experiment, we had to employ a standardized reaction time measure. So, the data from 2½D experiment were truncated in the same way as the data from the 3D experiment.
Answers
In the first step of the analysis, we compared the distributions of the answers given in the two experiments. For analysis, the answers were assigned to categories: Answers such as somewhat below on the left, a little below on the left, or slightly below on the left were pooled. Overall, there was a significant difference between the two experiments in the distributions of the answer categories (χ² (1, N = 5339) = 952.61, p < .001). Strikingly, the frequencies of the answers above and below (each with or without additional specifications such as above on the right) differed in that these answers hardly ever occurred in the 2½D experiment but were comparatively frequent in the 3D experiment (Fig. 5) . In contrast, the answers in front and in back (again with or without additional specifications such as in back on the left) were given more frequently in the 2½D experiment than in the 3D experiment. Moreover, there was a comparatively high proportion of answers in the 3D experiment that had to be categorized as "other". Among these, there were contradictory answers (e.g. below in front, or above in back) or answers that contained self-corrections (left; no, right in front, or left in front; oops, in back).
Choice of referential system by mode of presentation
Each answer was categorized as to its occurrence under the various modes of presentation (2½D vs. 3D). Also, each answer was categorized as to its indicating the use of a particular referential system. At that, the categorization of an answer was done according to the factorial structure of the experiments: We had to take into consideration the combination of the orientation of the relatum (-45° vs. +135°) and the absolute position of the target object (16 levels). To give an example: If the washer were located at an (approximate) "10 o'clock" position (cf. Fig. 4a and 4b) , the utterance left in front would indicate an intrinsic (i.e., relatum-based) referential system if the aircraft were rotated by -45° but a deictic (i.e., viewer-based) frame of reference if the aircraft were rotated by +135°. Figure 6 . Choice of referential system by mode of presentation The frequencies (Fig. 6 ) show significant differences between the two modes of presentation in the choice of an intrinsic or a deictic referential system (χ² (1, N = 5297) = 229.79, p < .001). More detailed analyses elucidate the origin of this difference. If we take into consideration only those answers that allow a clear-cut assignment to either an intrinsic or a deictic frame of reference (Fig. 6 , right side), we find a statistically significant difference between distributions (χ² (1, N = 3931) = 134.82, p < .001): The deictic referential system is preferred (with almost the same frequency) in both presentation modes; in contrast, the non-preferred intrinsic system is even less likely to occur in 3D mode than in 2½D mode. No such effects were found for those answers (Fig. 6 , left side) which could not be assigned unequivocally to one of the two referential systems (χ² (1, N = 1366) = 0.98, p = .323).
Choice of referential system by orientation of the relatum
In the further course of the analyses, we checked whether the orientation of the relatum takes an effect on the participants' choice of a referential system. When considering all valid answers (Fig. 7) , it is obvious that the orientation of the relatum (-45° vs. +135°) indeed is a factor to be taken into account in the establishment of a frame of reference for the generation of a verbal object localization (χ² (3, N = 5297) = 192.07, p < .001).
Figure 7. Choice of referential system by orientation of the relatum
On separating the two modes of presentation, and again taking into consideration only those answers that unequivocally can be assigned to either an intrinsic or a deictic frame of reference, analyses of the frequency distributions show that the effect can be traced back to the 2½D presentation mode ( 
Choice of referential system by target position
We also investigated if, and in which way, the choice of a referential system depends on the position of the washer in relation to the aircraft. In order to simplify the analysis, the trials were divided into 3 categories, according to the location of the target: Trials in which the target was located ideally in terms of a deictic referential system (25% of the trials), those with the target located ideally in terms of an intrinsic referential system (another 25% of the trials), and finally, those trials with the target located not ideally (the remaining 50%). Overall analyses of the frequency distributions showed that the position of the target object did in fact influence the choice of referential system, both in 2½D presentation mode (χ² (6, N = 2732) = 432.85, p < .001) and in 3D presentation mode (χ² (6, N = 2565) = 174.02, p < .001). Figure 9 gives a summary overview of the empirical frequencies. On a closer look, however, the contingencies did not turn out as hypothesized: A deictic frame of reference was clearly chosen in 2778 trials (52.4% of the trials), and thus, clearly preferred over an intrinsic frame of reference which was chosen in 1153 trials (21.8%). A preference for the deictic reference frame even showed in those trials that lent themselves to structuring in terms of intrinsic reference. Likewise, the participants chose the deictic referential referential in 1287 (48.4%) of 2660 trials in which the target was not located ideally. 
Reaction times by mode of presentation
The difference between the onset of the 3D stimulus presentation and the onset of the speech in the wave recordings was taken to measure the reaction times of the participants. The wave files have been semi-automatically annotated for this. For analysis, we computed the means for both presentation modes separately. The mean reaction time in the 2½D experiment was 1439 ms (SD = 456.2); the mean reaction time in the 3D experiment was 1532 ms (SD = 445.9). The difference of approximately 100 ms proved to be statistically significant (F (1, 5337) = 56.32; p < .001).
Reaction times by referential system
The dependency of the reaction times on the referential system chosen is visualized in Figure 10 separately for the 2½D and the 3D experiment. The answers that were clearly given on the basis of a deictic reference frame took 1489 ms while those that were given on the basis of an intrinsic referential system took 1405 ms on average. Answers that were not assignable to any of the referential systems took 1632 ms, and indifferent answers took 1164 ms. Separate one-way analyses of variance showed a significant effect of the choice of referential system on reaction times for the 2½D mode of presentation (F (3, 2728) = 12.79; p < .001) as well as for the 3D presentation mode (F (3, 2561) = 20.16; p < .001). Scheffé post hoc comparisons revealed the same pattern of results to hold for the two modes of presentation: The reaction times for the non-assignable answers were significantly longer than those for the other answer categories (all p < .001). Furthermore, the reaction times for answers given on the basis of a deictic frame of reference were longer than those given on the basis of an intrinsic frame of reference (p = .034 and p = .001, respectively). The remaining post hoc comparisons did not reach significance. Figure 11 . Reaction times by target position categories Next, we investigated if and how reaction times were affected by the position of the target. As described above, target positions were encoded as a three-level factor comprising the categories 'location ideal for deictic reference', 'location ideal for intrinsic reference', and 'location not ideal'. Again, we conducted separate one-way analyses of variance of the 2½D and the 3D data. These data are visualized in summary in Figure 11 . In the 2½D experiment, the position of the target had a significant effect on reaction time (F (2, 2729) = 5.72; p = .003). Scheffé post hoc tests revealed a significant difference between the non-ideal location and the ideal-intrinsic location of the target (p = .009) on the one hand, and a marginally significant difference between the non-ideal and the ideal-deictic location of the target (p = .067) on the other hand. In contrast to this, in the 3D experiment no such effects were found (F (2, 2604) = 0.53; p = .589). Figure 12 . Reaction times by the orientation of the relatum and the order of presentation Finally, we were interested in finding out how far the orientation of the relatum (-45° vs. +135°) and the change in orientation after the first half of the trials influenced reaction times. As described above, one group of participants completed the -45° trials before proceeding to the +135° trials in the second half of the experiment; in a second group, the order of presentation was reversed. We hypothesized that, in comparison, the +135° orientation of the relatum would be the more difficult one because, irrespective of the participant's choice of the referential system, it calls for a higher mental rotation effort in order to correctly name the position of the target. This higher cognitive effort should manifest in longer reaction times, and any effects of routinization should become apparent in a decrease in reaction latency over time.
Reaction times by target positioning
Reaction times by orientation of the relatum and presentation order
Separate two-way analyses of variance were conducted for the 2½D and the 3D experiment. The factors entered in the analyses were the orientation of the relatum (-45° vs. +135°) and the order of presentation (-45°/+135° vs. +135°/-45°). Figure 12 gives the mean reaction times.
In the 2½D data, we found significant main effects of the orientation of the relatum (F (1, 2728) = 5.85; p = .016) and of the order of presentation of trials (F (1, 2728) = 42.63; p < .001) on reaction time. In addition, there was a significant interaction between the two factors, orientation and order (F (1, 2731) = 8.84; p = .003). In contrast, in the 3D data, neither the orientation (F (1, 2603) = 0.59; p = .44), nor the order (F (1, 2603) = 1.17; p = .28), nor their interaction (F (1, 2606) = 0.14; p = .71) took any effect.
Discussion
A previous 2½D experiment was the starting point for our study. We intended to investigate to what extent the findings from the 2½D experiment transfer to information processing in three-dimensional space. Therefore, we did a replication of the 2½D study in 3D, borrowing the design from the previous experiment but using stereoscopic presentation instead. In the experiment presented we removed the table from the stimuli, as its presence and especially its texture are controversial. The experiment was programmed and the stimuli were presented using an extended version of the VDesigner visual programming environment.
We found differences between the two modes of presentation in several of the analyses conducted. Generally, the processing of 3D materials took longer, and led to different answering strategies, than the processing of the 2½D materials. Hence, we assume that the processing of our three-dimensional pictorial stimuli takes more cognitive effort -and possibly, requires different cognitive processes -than the processing of the 2½D stimuli. As a consequence, this means that the results obtained in the 2½D scenario cannot be generalized to the 3D scenario without caution. This view is substantiated by two converging lines of evidence -one concerning the referential systems chosen in verbal object localization, i.e., qualitative aspects of processing, and one concerning the time required to accomplish this task, i.e., quantitative aspects.
Qualitatively, we found a wider variety of answers in 3D mode as compared to 2½D mode, although the instructions were identical in both experiments. The fact that the terms above and below were used frequently in the 3D experiment but hardly ever in the 2½D experiment, together with the fact that these terms often were accompanied by some further specification, suggest that simple answers are not sufficient to unequivocally describe the relative position of an object in three-dimensional space. The large proportion of answers that could not clearly be assigned to one particular frame of reference in the 3D experiment emphasizes the difficulties that are inherent in the verbal localization task.
Regarding referential systems, we were able to demonstrate that the deictic referential system which requires comparatively little cognitive effort was preferred, and used almost equally often, in both modes of presentation. In contrast, the intrinsic referential system which, in terms of cognitive effort, is rather demanding, was used much less frequently with 3D stimuli.
We were able to observe a comparable result for the choice of the referential system in dependence of the position of the relatum. We found that the effect of the simpler position of the relatum (-45°) was that the intrinsic referential system was chosen more often with the 2½D-presentation. The facilitating effect was not present for the 3D presentation; here the deictic system was always preferred. The preference of the simpler deictic referential system for the 3D mode of presentation was an observation we made with various independent variables (position of the relatum, ideal positioning of the target).
Further indication in favor of our assumption that the processing of the tasks in the three-dimensional mode of presentation shows a higher level of complexity is provided by the observations on the reaction times. On average, the reaction times for the 3D experiment were by 100 ms longer when looking at all measurements.
We found concordances between the experiments in regard to reaction times in connection with the chosen referential system. In both modes of presentation the fastest answers were given when an intrinsic referential system was chosen. At first sight, this finding is counterintuitive; one might have expected that the processing of the pictures on the basis of the intrinsic referential system increases the effort for the participants, thus leading to longer reaction times. Therefore, we assume that once the participant has mastered the task of "imagining oneself" to be in the scenario, he or she can name the target positions very quickly from the intrinsic point of view. This is even the case when the position of the relatum changes.
The increase in reaction times may be surprising and cannot be explained with this first experiment alone. A potential explanation is that the presence of the table surface with the structured texture in the 2½D stimuli induces a reduction of space to two degrees of freedom. Target and relatum are constantly perceived to be at the same level, the plane defined by the tabletop.
The increased freedom present in the 3D stimuli, which is documented by the diversification in the answer categories, consequentially made it harder to qualify the exact positions. This might be the case even though the participants have explicitly been told that both objects are positioned in the same plane. A more direct explanation could be that the stereoscopic display based on 3D glasses is more obtrusive and might have induced a feeling of uncertainty in untrained participants.
Conclusion
From a psycholinguistic perspective, the qualitative results of the experiments are promising. When perceiving 3D stimuli using a stereoscopic display, the participants used categories for the full range of 3D space. Thus research in e.g. spatial localization can benefit from this way of stimulus presentation.
Further experiments
The experiment presented is the first of a series of psycholinguistic experiments to investigate differences between 2½D and perspective or stereoscopic 3D presentations. In an upcoming experiment we will investigate how the presentation of the textured background influences both reaction times and categorization. This experiment and the experiment presented in this chapter will then be replicated using perspective 3D presentations only. The settings will be exactly the same, the participants will still have to wear the glasses, but there will be no difference between the images presented to both eyes and thus no stereoscopic effect. We hope that these conditions will shed more light on the questions raised in Section 4.4. Another important question which remains to be investigated under a psycholinguist's perspective is, how close the computer-based experiments using stereoscopic 3D are to natural settings in "real (laboratory) life".
Remarks on the visual programming approach
The experiment presented was programmed with our extension for 3D stereoscopic presentations for the visual programming environment VDesigner. A student of computer linguistics, novice to the concepts of Virtual Reality graphics, was able to swiftly realize the implementation with only shallow training. As expected, the creation of the VRML files representing the 3D stimuli turned out to be the time consuming factor. Under the objective to achieve a similar visual appearance when rendered to screen, we had to carefully recreate the complex toy aircraft with our 3D models for the replication of the original experiment. We expect that the modeling time will be negligible, once a pool of appropriate generic 3D models for a research line has been built.
Future work
Having the possibility of producing static 3D stimuli on low-cost hardware greatly enhances the empirical methods available, especially for our own psycholinguistic research interests. Our research focuses on natural language instructions in construction task domains. In this scenario instructions are mostly about actions over objects. Investigating the processes involved in producing and understanding spatial references is therefore one of our special interests. Here the presentation of static 3D scenes already is sufficient. The next logical step is the development of components for manipulating these scenes dynamically during the experiment, either controlled programmatically or mediated through user interaction. This would further assist in the understanding of the part of the instruction describing the action.
The experiment presented in this chapter recorded speech and measured reaction-times. This allows us to get some idea of the general performance of the cognitive processes. To get closer to the processes involved especially when understanding spatial references, we are planning to combine the presentation of 3D stimuli with eye gaze tracking. While the VDesigner already provides components for eye gaze tracking, the following issues remain to be solved:
3D calibration of eye tracker systems
Eye gaze tracking is an unobtrusive and highly informative measurement technique that has become increasingly popular in experimental research in cognitive science during the last years (e.g., Hyönä, Radach, and Deubel 2003) . It is also a highly sensitive technique though, which requires careful calibration of the system prior to an experiment and frequent recalibrations (for drift correction) during an experiment. Standard eye tracking software provides extensive calibration facilities for both small-scale and large-scale presentation; however, these are tailored for 2D stimuli in that the software only returns the coordinates of fixations on the vertical plane that is used for stimulus presentation.
In order to enable eye movement tracking in 3D environments or in combination with 3D stimulus presentation, the software should ideally provide information on fixation coordinates in 3D space. As this is not supported yet by the standard software available from the manufacturers of eye tracking systems, we will have to develop our own calibration routines for the 3D setting. First experiments have already been carried out by Pomplun (1998) , Essig, Pomplun, and Ritter (2004; 2005) , and Pomplun et al. (2005) who used anaglyphic projections. Their solution is based on Parameterized SelfOrganizing Maps (PSOMs), and we are confident that this solution will scale up when applied to our shutter glass approach.
Combining shutter glasses with eye tracker cameras
There is a conflict between the shutter-glasses needed to present the 3D content and the camera-based eye tracking technique being used. On the one hand the eye tracker wants to track the eyes and on the other hand we have to cover them with glasses. Looking through the glasses is not an option, as they always switch from a transparent to a blackened state, thus irritating the eye tracking software. We already managed to handle this problem by adjusting the cameras to look at the eyes from beneath the frame of the shutterglasses, but we need to thoroughly test this approach before we can use it in an experiment. An alternative would be the usage of auto-stereoscopic displays which allow the presentation of stereoscopic images without the need for glasses.
