Estimating the unknown number of classes in a population has numerous important applications. In a Poisson mixture model, the problem is reduced to estimating the odds that a class is undetected in a sample. The discontinuity of the odds prevents the existence of locally unbiased and informative estimators and restricts confidence intervals to be one-sided. Confidence intervals for the number of classes are also necessarily one-sided. A sequence of lower bounds to the odds is developed and used to define pseudo maximum likelihood estimators for the number of classes.
1. Introduction. The species problem has a wide variety of applications [3] . The term "species" has been endowed with many meanings such as taxa, words known by an author and expressed genes in a tissue. Consider a population of infinitely many individuals belonging to c distinct classes labeled by i = 1, 2, . . . , c. In a sample of S individuals, Y i individuals belong to the ith class. The ith class is not detected when Y i = 0. Estimating the number of classes c from those Y i > 0 is a well-known difficult problem. For example, I. J. Good pointed out that "I don't believe it is usually possible to estimate the number of species, but only an appropriate lower bound to that number. This is because there is nearly always a good chance that there are a very large number of extremely rare species" [3] .
In the literature, Y i is usually treated as a Poisson random variable with mean λ i and the λ i are assumed to follow a mixing distribution P over (0, ∞). The Y i arise as a sample from g P (y) = e −λ λ y /(y!) dP (λ). There are n = c i=1 I(Y i > 0) detected classes in the sample. Because n ∼ binomial(c, 1 − g P (0)), the maximum likelihood estimator (MLE) of c given P is the integer part ofĉ(θ) = n(1 + θ), where θ = g P (0)/{1 − g P (0)} is the odds that a single class is undetected in the sample. When an estimatorθ for θ is substituted intoĉ(θ), we obtain a pseudo MLE for c [11] . The problem of estimating c is thereby reduced to that of estimating θ.
The idea of the nonexistence of inferential procedures is not unfamiliar to statisticians (e.g., [1, 10, 13, 17] ). To make Good's point concrete, we will show that the odds θ is discontinuous. There are several consequences: no locally unbiased and informative estimator for θ, no genuine two-sided confidence intervals and arbitrarily bad informativity when reducing bias to zero. However, because θ is lower semicontinuous, there exist nonparametric lower confidence limits. A sequence of closed-form lower bounds to θ is developed. Similar results concerning inference on the number of classes c hold. The upper confidence limits for c are often infinite. The estimators for the lower bounds to θ yield estimators for lower bounds to c.
This article is organized as follows. The mixture model will be described in Section 2. In Section 3 the discontinuity of θ and its consequences will be investigated. In Section 4 we will demonstrate the lower semicontinuity of θ, construct lower confidence limits and propose its lower bounds. The problem of estimating c will be considered in Section 5. In Section 6 an epidemiological application and a genomic application will be studied. In Section 7 extensions to related problems will be discussed. All proofs are contained in Section 8.
The mixture model. Let
Since the Y i arise from g P (y), (n 0 , n 1 , . . .) follows a multinomial density. When n 0 , the number of classes in the population unobserved in the sample, is replaced with c − n, this yields
This likelihood can be written as p 1 (c, P ) = p 2 (c, P )p 3 (n, P ), where p 2 (c, P ) is the density of n and p 3 (n, P ) is the conditional density of (n 1 , n 2 , . . .) given n:
The likelihood of n is binomial, as indicated before, and depends on both c and θ. The conditional likelihood has no dependence on c, but contains most of the information about P . It can be analyzed as follows. Conditioning on n, those Y i > 0 follow a zero-truncated mixture g P (x)/{1 − g P (0)}. Rewrite them as X 1 , X 2 , . . . , X n . Let f λ (x) = λ x /{x!(e λ − 1)} and f Q (x) = f λ (x) dQ(λ), where
Because f Q (x) = g P (x)/{1 − g P (0)} for x ≥ 1, the X i can be treated as a sample from a mixture of zero-truncated Poisson densities. The joint density of the X i is
Note that Q has no mass on zero. The nonparametric mixture model refers to F = {f Q : Q ∈ Q}, where Q contains all legitimate mixing distributions.
Finally, note that n plays a dual role as the number of detected classes and the sample size of the X i , and c also plays a dual role as the parameter of interest and the "sample size" of the Y i . Our asymptotic results concerning θ-estimation will be based on n becoming infinite, which implies that c goes to infinity as c = E(n) × (1 + θ), a common natural practice in the literature that deals with nonstandard problems with integer parameters. However, our key result for c-estimation will be finite-sample in nature, so that no asymptotics are required.
3. Discontinuity. We will show that estimating θ is difficult in several aspects.
We write θ = θ(f Q ) because of Lemma 2.1 and the fact that θ = (e λ − 1) −1 dQ(λ). As the mass of Q at zero is nonidentifiable and mass near zero is nearly undetectable, we have the following result.
Lemma 3.1. θ is Hellinger discontinuous at any f Q ∈ F .
The discontinuity excludes the existence of estimators that have desirable properties in terms of unbiasedness and informativity [13] .
An estimatorθ n for θ is locally unbiased at f Q if there exists ε > 0 such that
where E G (·) means taking expectation given G ∈ Q and where B(f Q , ε) is a ball,
The estimatorθ n is locally informative at f Q if there exists K(f Q ) > 0 such that
An estimator (sequence)θ n for θ is locally asymptotically unbiased (l.a.-unbiased) at f Q with the rate of convergence r(n) ≥ n −1/2 if there exists ε > 0 such that
Theorem 3.1. θ has no locally unbiased and locally informative estimator. Although bias is often the main concern, the discontinuity of θ will challenge our endeavor to reduce bias as a method for improving estimation accuracy.
is a sequence of estimators for θ with fixed n, such that
Our ability to construct two-sided confidence intervals is also challenged. If, somewhere in F , a confidence interval has a finite upper confidence limit with probability one, then, somewhere in F , its coverage probability is zero [10] .
One can also consider the possibility thatθ n,u is an upper confidence limit, that is,
If the advertised confidence level is guaranteed, then the upper confidence limit will be infinite with large probability.
4. Lower bounds. We will construct lower bounds to θ. Although θ is discontinuous, it admits lower bounds, because of the following.
Lemma 4.1. θ is Kolmogorov lower semicontinuous at any f Q ∈ F .
From [10] , given ε > 0 and a distribution function F 0 , with
is the Kolmogorov distance of distribution functions F 0 and
= n x /n and ε n is the 1 − α quantile of the Kolmogorov distance of uniform(0, 1) and the empirical distribution of n random variables from it.
Calculating θ( F n ; ε n ) requires the solution of the optimization problem in (4.1). Given a grid {ξ j } J j=1 ⊂ (0, ∞) with Q = J j=1 π j δ(ξ j ), where δ(λ) is a degenerate distribution at λ, the discretized version of (4.1) is a linear program, due to the use of the Kolmogorov distance and the linearity of θ(f Q ) and F Q (x) in Q.
There are alternative lower bounds to θ. Let µ(x) = λ x dΦ(λ) be the xth moment of a measure Φ over (0, ∞) with dΦ(λ) = (e λ − 1) −1 dQ(λ). Note that
The approximation bias refers to θ k − θ, whose absolute value decreases in k. The inferential challenge arises because the variance in θ k -estimation increases in k.
To find the condition under which the lower bound θ k is Fisher consistent, we consider partitioning the mixture model F into "sieves" F k = {f Q : χ(Q) = k}. 
The lower bound θ k is a functional that approximates θ. A pre-existing nonparametric estimator for c can also define an approximation functional to θ. For example, from [6, 7, 9 ] one recognizes, with
Unlike the θ k , it is not easy to specify the conditions under which each one is Fisher consistent, except that
The lower bound θ k is the odds of a mixing distribution from which the derived measure has the same first 2k + 1 moments as Φ derived from Q.
To estimate θ k , we consider the empirical momentsμ(x) = x!f n (x) and
Theorem 4.5. As n goes to infinity,χ n estimates χ(Q) consistently when χ(Q) < ∞. For finite k ≤ χ(Q), as n goes to infinity,θ k exists almost surely and n 1/2 (θ k − θ k ) converges to a zero-mean normal distribution.
Finally, an estimator for an approximation functional can also be calculated from f Q with Q being the nonparametric MLE [12, 14] . Note that θ(f Q ) = θ χ( Q) (f Q ) is the most greedy one among the θ k (f Q ) in terms of approximation bias reduction.
5. Inference on c. We turn to unconditional inference on c. As c is identifiable given θ from p 2 (c, P ) and θ is identifiable, it follows that c is identifiable.
Letĉ u be a (1 − α)-level upper confidence limit for c, that is,
The conclusion in Theorem 5.1 is slightly weaker than that in Theorem 3.5, as the distribution of n retains a small amount information about c from the testing affinity (see, e.g., [10] ) of binomial(c, ̺) and binomial(c ′ , ̺ ′ ), with ̺ = 1 − g P (0), such that c ′ ̺ ′ approaches c̺ when c ′ goes to infinity. The bound A(c, ̺) − α in Theorem 5.1 depends on c and P through the functional ̺. From the fact that A(c, 0) ≡ 1, we can find a pair of (c, ̺) such that A(c, ̺) is arbitrarily close to one. For a fixed c, when the probability ̺ of a class of being detected increases, the probability of the upper confidence limit being infinite will decrease. [18] .
Note thatĉ k = n(1 +θ k ) is a pseudo MLE for c and is a consistent estimator for c k = c(1 + θ k )/(1 + θ) ≤ c. In particular,ĉ 1 = n + n 2 1 /(2n 2 ) is given in [4] . The asymptotic variance ofĉ k increases in c, while that of logĉ k decreases in c because both c −1/2 (ĉ k − c k ) and c 1/2 (logĉ k − log c k ) converge to zero-mean normal distributions as c goes to infinity.
6. Applications. We consider two applications. The first (cholera) concerns an epidemic of cholera in a village in India [2, 15] . There were households affected by cholera but having no case. Note that n x is the number of households having x cases, with n 1 = 32, n 2 = 16, n 3 = 6 and n 4 = 1 among n = 55 identified infected households with S = 85 cholera cases. The second (EST) concerns S = 2586 expressed sequence tags (ESTs) from which n = 1825 genes were found [14, 15] . An EST is a partial sequence identifying an mRNA and ESTs are generated by sequencing randomly selected clones in a cDNA library made from an mRNA pool. There were expressed genes from which no EST was generated. Note that n x is the number of expressed genes from which x ESTs were generated, with n 1 = 1434, n 2 = 253, n 3 = 71, n 4 = 33, n 5 = 11, n 6 = 6, n 8 = 3, n x = 2 for x ∈ {7, 10, 11, 16} and n x = 1 for x ∈ {9, 12, 13, 14, 23, 27}.
The estimates for approximation functions are shown in Table 1 , together with the lower 5% quantiles of estimates from 400 model-based resamples, using the nonparametric MLE Q. All estimates are comparable in cholera, as χ( Q) = 1. The pre-existing estimates are not comparable in EST, as χ( Q) > 1. The linear program yields the conservative 95% nonparametric lower confidence limits: θ( F n ; ε n ) = 0.250 with n = 55 and ε n = 0.180 in cholera; θ( F n ; ε n ) = 1.408 with n = 1825 and ε n = 0.032 in EST. These bounds are considerably smaller than the resampling quantiles. If θ 1 (f Q ) is used to estimate θ in cholera, then a pseudo MLE for the number of infected households is 88. If θ 2 (f Q ) is used to estimate θ in EST, then a pseudo MLE for the number of expressed genes is 7392.
To learn something about the approximation bias, we treat Q as the true distribution and read across the rows labeled f Q in Table 1 , with the largest value of the θ k being θ(f Q ). The other pre-existing approximation functionals are not better than the θ k in EST because θ DR /θ = 0.41, θ CL /θ = 1.46 and θ CB < 0.
7. Discussion. Conditioning on the sample size S, the Y i arise from a multinomial distribution with index c and probabilities
The multinomial model is more cumbersome analytically as the Y i are not independent. Just as in contingency table analysis using log-linear models, a Poisson-based analysis usually gives quantitatively similar or identical results, even for fixed size samples.
Results similar to those developed here can be established for a multiplepopulation species problem modeled by truncated mixtures of multivariate densities [16] . There are also lower bounds that can be developed for the total number of classes.
Estimating the population size by partially sampling a population is another important and difficult problem [5] . It could be investigated by means of various models of mixtures (e.g., binomial mixtures). Although the population size is nonidentifiable nonparametrically, we claim that by adapting and extending the techniques used here, we can show that confidence intervals for the population size must be one-sided, but identifiable lower bounds to the population size exist. 8. Proofs.
Proof of Lemma 2.1. Let dΨ(λ) = λ(e λ − 1) −1 dQ(λ). As λe −λ ≤ e −1 ,
The existence of a moment generating function (m.g.f.) implies that Ψ is uniquely determined by its identifiable moments λ x dΨ(λ) = (x + 1)!f Q (x + 1), x ≥ 0. The measure Ψ and the distribution Q are identifiable.
The total variation distance τ (ψ, φ) and the Hellinger distance h(ψ, φ) between two densities ψ(x) and φ(x) over R K with Borel field B are given by
Note that τ (ψ, φ) and h(ψ, φ) satisfy
We introduce a useful single-parameter submodel of F . Let π(s) and η(s) be two functions of s ∈ (0, 1) with π(s) ∈ (0, 1) and η(s) ∈ (0, ∞). Given Q, define
It is clear that Proof of Theorem 3.2. Letθ n be l.a.-unbiased and l.a.-informative for θ with the rate of convergence r(n) ≥ n −1/2 . Let s = 1/n, π(n −1 ) = ε 2 /(2n 2 ) and η(n −1 ) = 1/(r(n)n 3 ) in (8.3) . Let G n = Q 1/n and
Note that lim n→∞ nπ(n −1 ) = 0 and lim n→∞ d n = ∞, and that 
n }, due to the l.a.-informativeness and l.a.-unbiasedness, we have 
By the l.a.-unbiasedness, from (8.7), (8.8) and (8.9) , it follows that
which is in contradiction to (8.6) . This implies that Theorem 3.2 holds.
Proof of Theorem 3.4. Given z > θ(f Q ), let π(s) = s and η(s) = s/{z − θ(f Q )} in (8.3). As lim s→0 τ (f Qs , f Q ) = 0 and lim s→0 θ(f Qs ) = z from (8.4) and (8.5) 
from Lemma A.1 in [10] and (8.4), we conclude that lim s→0 τ (f
Q ) = 0. From the condition in (3.1), the definitions in (8.1) and the fact that
we have by the triangle inequality,
By letting s go to zero, Pr Q (θ n,u = ∞) ≥ 1 − α as lim s→0 θ(f Qs ) = ∞ from (8.5) . This inequality holds for all Q, which implies that Theorem 3.5 holds.
Proof of Lemma 4.1. Let Q and G m be in Q with lim m→∞ d(F Gm , F Q ) = 0. As a function of f Q (x), x = 1, . . . , 2k, θ k (f Q ) is continuous, so it is continuous in F Q on its domain. If θ k (f Q ) exists, then θ k (f Gm ) will exist for sufficiently large m and
the odds θ(f Q ) is lower semicontinuous.
Proof of Theorem 4.1. This holds following application of (3.13) from [10] and Lemma 4. 
k b) becauseH k can be obtained, by exchanging the rows k times, from
This means that if θ k+1 exists, then θ k+1 and θ k satisfy
The sequence θ k is strictly increasing in k and bounded above by µ(0) so that ξ = lim k→∞ θ k exists. Consider (ξ, µ(1), µ(2), . . .) associated with Hankel matrices H k,ξ andH k,ξ . Note that |H k,ξ | > 0 becausē H k,ξ =H k , and |H k,ξ | > 0 because θ k < ξ and |H k,ξ | = |Γ k |(ξ − θ k ). From Lemma 8.2, (ξ, µ(1), µ(2), . . .) is a moment sequence of a measure Φ ξ on (0, ∞) with χ(Φ ξ ) = ∞. Let dΨ(λ) = λ dΦ(λ) and dΨ ξ (λ) = λ dΦ ξ (λ). Note that Ψ and Ψ ξ have the same moment sequence and that Ψ has an m.g.f. from the proof of Lemma 2.1. This implies that Ψ = Ψ ξ , so that Φ = Φ ξ and ξ = µ(0).
Proof of Theorem 4.3. From Lemma 8.2, it follows that for k ≤ χ(Q), Γ k > 0 as Γ k is identical to the Hankel matrixH k−1 of the moments of a measure Ψ with dΨ(λ) = λ dΦ(λ). This observation and Theorem 4.2 imply that Theorem 4.3 holds.
Proof of Theorem 4.4. Let H k,z be obtained from H k with µ(0) replaced by z ∈ R. If Γ k > 0, then |H k,z | = |Γ k |(z − θ k ). When θ k exists, because Γ i > 0 and θ i < θ k it follows that |H i,θ k | = |Γ i |(θ k − θ i ) > 0 for i = 1, . . . , k − 1. In addition, |H k,θ k | = 0 andH k−1 > 0. From [8] , there exists a measure Φ k with χ(Φ k ) = k such that dΦ k (λ) = θ k and λ x dΦ k (λ) = µ(x), x = 1, . . . , 2k. With Φ k having no mass at zero, Theorem 4.4 holds by letting Q k = (e λ − 1) dΦ k (λ).
Proof of Theorem 4.5. By the strong law of large numbers, the empirical moments, moment matrices and their determinants converge almost surely, implying the consistency ofχ n and the almost sure existence ofθ k for k ≤ χ(Q) as n goes to infinity. The delta method yields the asymptotic normality ofθ k as n 1/2 (f n,k − f Q,k ) converges to a multivariate normal distribution, where f Q,k = (f Q (1), . . . , f Q (2k)) ′ andf n,k = (f n (1), . . . ,f n (2k)) ′ .
Proof of Theorem 5.1. With κ given by (2.1) and Q s used to show Theorem 3.5, let Q = κ(P ), P s = κ −1 (Q s ) and c s be the integer part of c{1 + θ(f Qs )}/{1 + θ(f Q )}. Let τ s = τ (p 1 (c s , P s ), p 1 (c, P )). It can be shown that τ (p 3 (n, P s ), p 3 (n, P ))p 2 (c, P ).
Let ̺ = 1 − g P (0). Because the mean of p 2 (c s , P s ) goes to that of p 2 (c, P ) as s goes to zero, p 2 (c s , P s ) tends to a Poisson density with mean c̺, lim s→0 τ (p 3 (n, P s ), p 3 (n, P )) = lim The proof is completed by letting s go to zero.
