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Optical cameras are gaining popularity as the suitable sensor for relative navigation in space
due to their attractive sizing, power and cost properties when compared to conventional flight
hardware or costly laser-based systems. However, a camera cannot infer depth information on
its own, which is often solved by introducing complementary sensors or a second camera. In
this paper, an innovative model-based approach is instead demonstrated to estimate the six-
dimensional pose of a target object relative to the chaser spacecraft using solely a monocular
setup. The observed facet of the target is tackled as a classification problem, where the three-
dimensional shape is learned offline using Gaussian mixture modeling. The estimate is refined
by minimizing two different robust loss functions based on local feature correspondences. The
resulting pseudo-measurements are then processed and fused with an extended Kalman filter.
The entire optimization framework is designed to operate directly on the SE(3) manifold,
uncoupling the process and measurement models from the global attitude state representation.
It is validated on realistic synthetic and laboratory datasets of a rendezvous trajectory with the
complex spacecraft Envisat. It is demonstrated how it achieves an estimate of the relative pose
with high accuracy over its full tumbling motion.
I. Introduction
The concept of using optical sensors for spacecraft navigation has originated concurrently to the need for developing
autonomous operations. The main rationale behind is twofold: the acquisition and processing of images is relatively
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simple enough to be self-contained on-board the spacecraft, avoiding the requirement of ground processing the data; and
the same sensor feeds used for imaging detection and recognition can be used for navigation and mapping, alleviating
additional sensors size and cost constraints. The maiden voyage of autonomous navigation was the Deep Space
1 (DS1) mission [1], which culminated in a fly-by with comet 19P/Borrelly in 2001. More recently, in 2014 the
Rosetta mission [2] used optical navigation to rendezvous with the comet 67P/Churyumov–Gerasimenko. Historically,
passive camera-based navigation has been reserved for orbit determination, cruise, and fly-by sequences. For proximity
operations to small bodies, such as rendezvous, docking, or landing, the full relative pose is typically required. The
difficulty of these scenarios is amplified when the target is uncooperative, meaning it does not relay direct information
about its state. This is often overcome by resorting to more precise active sensors, such as Lidar, which have the
advantage of supplying range information and being invariant to illumination changes [3–5], but remain difficult
to integrate in on-board systems due to size and power constraints. The motivation is therefore set to increase the
technology readiness level of passive optical navigation through the development of supporting image processing (IP)
techniques, in order to make it a viable alternative to active systems for the close range relative navigation problem.
European Space Agency (ESA)’s e.Deorbit mission is a proponent of this strategy and is set to test it in an active debris
removal (ADR) scenario by performing an uncooperative rendezvous with the non-functioning Envisat spacecraft to
ultimately capture and de-orbit it [6].
The most used manner to retrieve depth information in camera-based navigation systems involves the addition of a
second camera forming a stereo setup: knowing the baseline between both, common landmarks detected in each image
can be triangulated to obtain their relative distances to the camera frame. This has been investigated by Tweddle et al.
[7] for the reconstruction and relative pose estimation of a tumbling body within the microgravity environment of the
International Space Station. The center of mass and ratios of inertia of the target were also estimated. Still, adding a
second camera increases not only the physical size of the system, but also the IP requirements. An alternative method
is to measure the depth of the landmarks with a different sensor, or to initialize them based on a conjecture. Olson
et al. [8] and Razgus et al. [9] estimate a chaser’s pose relative to an asteroid with catalogued landmarks. For the
latter, the distance is obtained using a laser range finder, but it is not mentioned how the automatic correspondences
between the observed landmarks and the catalog are established. Yılmaz et al. [10] and Augenstein and Rock [11]
estimate the shape and relative pose of man-made crafts through landmark depth initialization with information from
the previous rendezvous stage (e.g. another sensor or inertial data); they are suitable when the distance to the target is
large when compared to its dimensions, and the convergence of each landmark’s depth to their true values becomes the
responsibility of the algorithm.
A different technique, and the one adopted in this paper, consists in a model-based approach, which assumes that
information about the three-dimensional structure of the target is known a priori. This structure can be decomposed into
elementary landmarks (“features”, as they are commonly called in the computer vision literature) that are annotated with
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3D information. IP algorithms are then developed to solve the model-to-image registration problem, i.e. the coupled
pose and correspondence problems, the latter which consists in establishing matches between the target’s 3D structural
information and the 2D features obtained by the camera and often overlooked in pure guidance, navigation and control
(GNC) literature. In the circumstances where the target is artificial, such as in ADR, on-orbit servicing, or docking, it is
justifiable to assume that its structure, or at least part of it, is known. Indeed, to the authors’ best knowledge, the first
model-based yet marker-free method to estimate the six relative pose parameters via passive spacecraft imagery goes
back to Cropp’s doctoral thesis from 2001 [12]. In his work, pre-generated 3D straight line features of a model of the
target matched to detected 2D image lines were used to retrieve the pose. In 2006, Kelsey et al. [13] expanded further on
this idea, applying concepts from industrial virtual visual servoing (VVS) to track the pose of a spacecraft in laboratory
using its known wireframe model. Later on, Petit et al. [14] upgraded the VVS pipeline to include information from
point and color features for tracking. A significant drawback of his design is that it relies on a graphics processing
unit (GPU) for real-time rendering of the target model’s depth map, making an implementation on current flight-ready
hardware unlikely. For the past decade, advances on model-based methods have focused more on feature tracking
[15–18], and not as much on feature initialization.
In this paper, a complete and innovative relative navigation framework using a monocular setup on the visible
wavelength is proposed. The main contribution is the accurate pose estimation, with a single passive sensor, for the full
“360 degrees” circular trajectory of a complex spacecraft undergoing tumbling motion. Additional contributions are
made in the subjects of i) pose initialization; ii) cataloguing 3D model information for online use; iii) and the fusion
in a robust estimation process of different IP feature types. The spacecraft considered for simulations and also for
experimental validations is Envisat, one of the few ESA-owned debris in low Earth orbits and a possible target of the
e.Deorbit mission. The presented work follows a coarse-to-fine approach where a collection of training keyframes
representing different facets of the target object are rendered offline using a 3D model of it. The method first determines
the keyframe in the database closest to what the camera is imaging, producing a coarse estimate of the relative pose,
which is then refined using local feature matching. This reduces the problem into a 2D-2D matching process, and shifts
most of the computational burden to an offline training stage. Different hypothesis generated by the matching of features
are fused with an extended Kalman filter (EKF), where the error state is defined to lie on the tangent space of the special
Euclidean group SE(3), providing a concise and elegant way to update the attitude using the exponential map. The
prediction stage of the EKF is taken advantage of to help predict the locations of the features in the next frame, greatly
improving the matching performance under adverse imaging conditions. Numerical simulations show that the coarse
pose estimator achieves an accuracy of 90% for 20 deg bounds in azimuth and 92% for 20 deg in elevation, whereas the
fine pose estimation algorithm errors do not exceed 5% of range for the translation and 2.5 deg for the attitude.
Section II provides a review of the background theory used as the basis of this paper. Section III presents a top-view
outline of the developed framework. Section IV illustrates the classifier designed to retrieve a coarse estimate of the
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Fig. 1 Geometric relationships between frames of reference and landmark imaging.
relative pose. Section V explains the motion estimation pipeline that runs nominally to generate fine estimates of the
pose based on local feature matching. The EKF used for measurement fusion is presented in Section VI. Lastly, Section
VII showcases the results of the designed synthetic simulations and laboratory experiments, and Section VIII presents
the gathered conclusions.
II. Mathematical Preliminaries
A. Camera Geometry
The relative pose estimation problem can be defined in terms of determining the rigid body transformation
T = TB/T that links the frame of reference centered on the target object, FT , to the chaser spacecraft’s body frame,
FB. It is assumed that the chaser carries an on-board digital camera, which defines an additional frame of reference
FC = {c1, c2, c3}, and that TB/C is known. Figure 1 illustrates the different frames of reference used.
Let the origin of FC define the camera center of projection, or optical center, and let c3 be aligned with the sensor’s
boresight. To model the relationship between the three-dimensional scene and the two-dimensional image, a pinhole
camera model is adopted, which assumes the projection of all rays through the common optical center [19]. Then,
the scene is said to be projected on a plane Π perpendicular to c3 at a distance f to the optical center, i.e. the image
plane, represented by the coordinate system FP . Thus, a point zP = z = (z1, z2)> ∈ Π is obtained from a point in space
pT = (p1, p2, p3)>T ∈ R3 in coordinates of frame FT (cf. Fig. 1) via perspective projection:
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z = pi (KT ⊗ pT ) , with K B

fx 0 d1
0 fy d2
0 0 1
 , (1)
where fx, fy are the scalings of f by the sensor’s dimensions and resolution in pixels, and d = (d1, d2)> are the
coordinates of the principal point. The operator ⊗ is used to denote pose-point composition and general pose-pose
composition. The matrix K represents the intrinsic parameters of the camera (in contrast to the extrinsic parameters,
which are contained in T ), and can be obtained a priori through appropriate camera calibration. pi( z˜) B z˜−13 (z˜1, z˜2)> is a
projective function that applies the mapping from the 2D projective space P2 to R2 on a point expressed in homogeneous
coordinates. Note that the equivalence z˜ = λ z˜ exists for any λ ∈ R \ {0}. For simplicity, the tilde (·˜) notation for
homogeneous points is dropped whenever the involved dimensions are unambiguous. Equation (1) shows that the depth
of a 3D point is lost after projection.
B. Lie Groups
The rigid body transformation matrix T is the homogeneous representation of an element of the 3-dimensional
special Euclidean group [20]:
SE(3) B
{
T =
[
R t
01×3 1
]  R ∈ SO(3), t ∈ R3} ⊂ R4×4. (2)
SE(3) is a 6-dimensional smooth manifold. In particular, it is a non-abelian matrix Lie group G with matrix multiplication
as the group operation. Note that SE(3) (or, analogously, SO(3)) is not a vector space. This means that the sum of
two transformation (resp. rotation) matrices is not a valid transformation (resp. rotation) matrix. Since optimization
frameworks are usually designed for corrective steps that consist in the addition of Euclidean spaces, incorporating a
pose (resp. a rotation) is not a direct task.
However, one can exploit the local Euclidean of a manifoldM, i.e. the tangent space at each point x ∈M, TxM.
The tangent space of a Lie group G at the identity, TIG, is the Lie algebra, which is a vector space [21]. The Lie algebra
therefore linearizes the Lie group near the identity element while conserving its structure [21, 22].
The retraction mapping TIG → G is the exponential map, and for matrix Lie groups it corresponds to matrix
exponentiation:
exp (X) =
∞∑
k=0
1
k!
Xk, X ∈ Rn×n. (3)
The (·)∧ operator∗ is used to map a vector φ ∈ R3 to the Lie algebra of SO(3):
∗Not to be confused with ·ˆ , (·)∧.
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(·)∧so(3) : R3 → so(3), φ∧ B
©­«
φ1
φ2
φ3
ª®¬
∧
7→

0 −φ3 φ2
φ3 0 −φ1
−φ2 φ1 0
 . (4)
This is frequently found in the literature with the analogous representation (·)× since the mapping yields a 3 × 3
skew-symmetric matrix such that a × b = a×b. The inverse mapping so(3)→ R3 is performed with the (·)∨ operator.
These two operators are overloaded to achieve a mapping between R6 and the Lie algebra of SE(3):
(·)∧se(3) : R6 → se(3), ξ∧ B
(
ρ
φ
)∧
7→
[
φ∧ ρ
01×3 0
]
with ρ, φ ∈ R3. (5)
For SO(3) and SE(3), Eq. (3) has a known closed form expression [20]:
expSE(3) : se(3)→ SE(3), ξ∧ 7→
[
expSO(3)
(
φ∧
)
N (φ)ρ
01×3 1
]
, (6)
with expSO(3)(·) given by the Rodrigues rotation formula and N (φ) B I3 + (1 − cos ‖φ‖)φ∧/‖φ‖2 + (‖φ‖ −
sin ‖φ‖)φ∧2/‖φ‖3.
It is occasionally convenient to use the adjoint action of a Lie group on its Lie algebra [23]. For SE(3):
AdSE(3) : SE(3)→ R6×6, T 7→
[
R t∧R
03×3 R
]
. (7)
Let g ∈ G. If T = T (g) is the homogeneous representation of the group element g, then ξ ′∧ = Tξ∧T−1 also yields an
element of se(3) and the relation can be written linearly in R6 as ξ ′ = Ad(T )ξ . Furthermore, the adjoint action of the
Lie algebra on itself is
adse(3) : se(3)→ R6×6, ξ∧ 7→
[
φ∧ ρ∧
03×3 φ∧
]
, (8)
such that the expression for the Lie bracket of se(3) can be written as [ξ0, ξ1] B ξ0ξ1 − ξ1ξ0 = (ad(ξ∧0 )ξ1)∧.
C. Optimization Framework for Manifolds
The manifold optimization framework developed for this work revolves around the importance of the tangent space
as a local vector space approximation for the pose manifold. Let Rx be a retraction at x ∈M that maps TxM→M. In
addition, let 0x be the 0-element of TxM such that Rx(0x) = x, and h a real-valued function acting inM. Then, ifM
is endowed with a Riemannian metric, one can write:
∇ (h ◦ Rx) (0x) = ∇h(x), (9)
i.e. the retraction preserves gradients at x [24]. This means that optimization problems based on Euclidean spaces
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relying on the computation of gradients (or some approximation thereof) can be generalized to (nonlinear) manifolds
via retraction mappings.
By extension, since a Lie group is a smooth manifold, any G such as SE(3) can be endowed with a Riemannian metric
[25] and Eq. (9) applies. As such, the exponential map can be used as the bridge to locally convert an optimization
problem stated in terms of T to the more tractable vector space of the corresponding Lie algebra element ξ∧ (or simply
its compact representation ξ ∈ R6), where methods of Euclidean analysis can be used. Formally, for an incremental
correction ξ , a solution in the manifold can be propagated as
T ′ = exp
(
ξ∧
)
T, with T ′,T ∈ SE(3) and ξ∧ ∈ se(3), (10)
where the left-product convention has been adopted. It is also useful to see SE(3) as a semi-direct product of manifolds
SO(3) o R3, as one might be interested in working with isomorphic representations of SO(3), such as the special unitary
group SU(2) of unit quaternions, with the well-known isomorphism [26]:
R(q) =
(
q2 − ‖e‖2
)
I3 − 2qe∧ + 2ee>, with q ∈ SU(2) and R ∈ SO(3), (11)
where e and q are the vector and scalar parts of the quaternion, respectively, which is written as
q B
(
e
q
)
(12)
As it is familiar in the space domain, the composition of two attitude quaternions is taken in the form of Shuster’s
product [27], meaning that rotations are composed in the same order as for rotation matrices:
q0 ⊗ q1 =
[
q0I3 − e∧0 e0−e>0 q0
]
q1. (13)
If a Lie group G is a manifold obtained through the semi-direct product of some isomorphism of SO(3) and R3, then G is
isomorphic to SE(3) as a manifold, but not as a group [22]. The operator ⊕ : G × R6 → G is thus defined to generalize
a composition of a group element g ∈ G representing a pose and an element ξ which is the compact representation in
R6 of ξ∧ ∈ se(3):
g′ = g ⊕ ξ, with g, g′ ∈ G, and G  SE(3). (14)
Likewise, one defines the inverse operation 	 : G × G → R6 that yields the compact representation of an element of the
Lie algebra.
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Fig. 2 Simplified flowchart of the relative navigation framework’s structure.
III. System Overview
Figure 2 illustrates the architecture of the relative navigation framework presented in this paper. It is divided into
two fundamental components: an offline training stage (in red), and an online pipeline (in blue).
The offline training stage has as its objective to discretize, categorize, and represent the three-dimensional structure
of the target so that it can be utilized in the two-dimensional environment of the online stage. Two sets of images
are sampled from different viewing angles of the target’s computer aided design (CAD) model. The first is a set of
keyframes, each of which contains textural information from the target as imaged from that viewpoint. The second is a
set of depth maps, each of which has the same scene structure as its corresponding keyframe, but the value of each
pixel represents the distance of that point in the target to the image plane. For each keyframe, the shape of the target is
mathematically represented using complex Zernike moment (ZM). The distribution of the ZM feature vector elements
per class is modeled using Gaussian mixture models (GMMs), which will define the likelihood probabilities in the
training of a Bayesian classifier later employed to match the target’s facet as observed by the on-board camera to the
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closest keyframe in the database, defining the coarse pose classification module (Section IV).
The keyframes are also processed with a feature point detector. The aim is to identify keypoints distinguishable
enough to be matched to the same keypoint in the context of the online pipeline. Each keypoint is subjected to a
feature descriptor, which generates a signature vector used to search and match in the descriptor space. Using the depth
map corresponding to its keyframe, each keypoint is annotated with its position on the target’s structure, generating
a 3D-to-2D keypoint catalog to be used with IP algorithms compatible with camera-based navigation. Additionally,
the target’s limb (or contour) in each keyframe is locally sampled into control points using edge detection. The edge
points are converted to 3D using the depth map and grouped into 3D straight keylines. It was found that existing keyline
descriptors were not mature enough for the present application, so alternative strategies were instead designed (Section
V).
The online stage has the purpose of providing a fine pose estimate based on local feature matching after the closest
keyframe has been found using coarse pose classification. If no estimate of the pose, uˆ ∈ U  SE(3), has been
determined, local features are matched by detection: keypoints from the database pertaining to the current keyframe
are matched by brute-force to the ones detected in the camera image, whereas the edges are matched by aligning the
keyframe contour to the camera image contour in the least squares sense. Otherwise, the features are matched by
tracking. This is not meant in the typical sense that the features are propagated from one camera image to the next, but
instead the search space is reduced by reprojecting them from 3D into 2D based on uˆ (Section V.B).
The feature matches are processed separately and used to generate direct pseudo-measurements of the 6 degrees
of freedom (DOF) relative pose. This is achieved by minimizing the reprojection error using Levenberg-Marquardt
(LM) (Section V.A) in an M-estimation framework (Section V.D), which implements the rejection of outlying matches.
The measurements are fused with an EKF to produce an estimate of the relative pose and velocity (Section VI). Both
the M-estimator and the filter are accordant in representing the pose error as an element of se(3), meaning that the
measurement covariance determined from the former is used directly as the measurement noise in the latter, avoiding
the need for tuning. The pose predicted by the filter for the following time-step is used to select the next keyframe and in
the matching by tracking, providing temporal consistency.
IV. Coarse Pose Classification
A. Viewsphere Sampling
The concept of this module is to recover the viewpoint of the three-dimensional target object imaged in a two-
dimensional scene using its pre-computed and known CADmodel. The objective is to provide an initial, coarse, estimate
of the appearance of the object based on its view classification so that then more precise pose estimation algorithms can
be used to refine its pose.
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Fig. 3 The viewsphere for aspect sampling of a spacecraft (not to scale).
In order to capture the full three-dimensional aspect of the target, sampled views from the CAD are generated by
resorting to the concept of the viewsphere: the model is located at the centre of a sphere, on the surface of which several
cameras are placed, pointed at its centre of mass. The necessary viewpoints can be obtained by varying the spherical
coordinates of the camera’s position, i.e. the azimuth, elevation, and distance. The viewsphere is illustrated in Fig. 3.
Each dot represents a camera position on the target body frame FT that will sample a view. Regarding the training of
the sampled data, two different approaches using this viewsphere can be outlined. The first approach involves treating
each dot on the viewsphere as a class. This has the immediate disadvantage that if a very fine mesh is defined (low
∆mesh), the classes will not be distinctive enough, which could affect the performance of the view classification. On the
other hand, selecting a high ∆mesh does not solve the issue that each class will have only exactly one training image
to use for the classification scheme. In order to solve both problems, a second approach is adopted in which dots are
grouped into patches of width ∆class to form a class, illustrated as the cyan patch in Fig. 3.
B. Global Feature Description
The following step is to select a measure to mathematically describe each training image obtained as explained
above. Such a descriptor will be the basis to establish a correspondence between two viewpoints. The choice for a
descriptor for viewpoint classification was motivated by by two main points: i) it must be a global representation of the
target and ii) it must be robust to changes likely to be experienced during a space imaging scenario. The first point is
justified by the fact that the goal is a classification of the aspect of the target, i.e. what is the view from the database that
most closely resembles what the camera is observing. While it is possible in theory to use local descriptors for this task
the query space would be much larger given that several features would be required to describe a single view. When the
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target is a spacecraft, the same local features can be expected to be present in multiple views (e.g. those sampled from
multi-layer insulation (MLI) or solar panels), which would make the view classification harder. The second point refers
to robustness against the model and what is actually observed during the mission; since modeling all the expected cases
would be intractable, the descriptors should be resilient towards these, namely: translation, rotation, and scale changes
(i.e. the expected 6-DOF in space), off-center perspective distortions, and illumination changes.
1. Image Moments
One type of descriptor that satisfies the above requirements are image moments. Moments are projections of an
image I onto a d-variable polynomial basis χn, with n = (n1, . . . , nd) of the space of image functions defined on Π
[28]. Formally:
Mn =
∫
Π
χn(z)I(z) dz, (15)
I(z) denotes the intensity value of pixel z in the image. Taking χn(z) = zn leads to the well known geometric image
moments that describe the “mass distribution” of the image: M00 is the mass of the image, M10/M00 and M01/M00
define the centroid, and so on. Moment computation over a regular image is dependant on the intensity value I(z)
of each pixel. This implies that the result of Eq. (15) will not be robust to illumination changes. Normalizing the
image would provide global illumination invariance, but not local, therefore another strategy is needed. To this end, the
viewpoint image is first binarized before computing the moments. This involves processing the image such that the
resulting pixel intensities are mapped to either I(z) = 0 or I(z) = 1. In this way, the target is analyzed in terms of its
shape, independently of how each patch is illuminated.
2. Complex Zernike Moments
Consider the Zernike moment (ZM) of the n-th degree with repetition `, defined in 2D polar coordinates as [28]:
An` =
n + 1
pi
2pi∫
0
1∫
0
V∗n`(r, θ) f (r, θ)r drdθ, (16)
where
V∗n`(r, θ) = Rn`(r)ei`θ with n = 0, 1, 2, . . . and ` = −n,−n + 2, . . . , n
Rn`(r) =
∑
s=0
(n − |` |)/2(−1)s (n − s)!
s!
(
n+ |` |
2 − s
)
!
(
n−|` |
2 − s
)
!
rn−2s .
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and (·)∗ denotes complex conjugation. ZMs have two main attractive properties. Firstly, they are circular moments,
meaning they change under rotation in a simple way which allows for a consistent rotation invariant design. Secondly,
they are orthogonal moments, which means that they present significant computational advantages with respect to
standard moments, such as low noise and uncorrelation. Additionally, orthogonal moments can be evaluated using
recurrent relations.
Since they carry these two traits, ZMs are said to be orthogonal on a disk. Scale invariance is obtained when the
image is mapped to the unit disk before calculation of the moments. Translation invariance is obtained by changing the
coordinate system to be centered on the centroid. Regarding rotation invariance, one option occasionally seen is to take
the ZM as the magnitude |An` |. This is not a recommended approach, as essentially the descriptor is cut in half, leading
to a likely loss in recognition power. Instead, this work will deal explicitly with both real and complex parts of each
ZM, in which case rotation invariance can be achieved by normalizing with an appropriate, non-zero moment Am′`′
(typically A31).
A fast computation of the Zernike polynomials up to a desired order can be obtained recursively since any set of
orthogonal polynomials obeys a recurrent relation for three terms; in the case of ZMs the following formula has been
developed by Kintner [29]:
k1Rn+2,`(r) = (k2r2 + k3)Rn`(r) + k4Rn−2,`(r), (17)
where ki, i = 1, . . . , 4 are constants dependant on n and `.
C. Training the Data
Given the process of generating the data and its descriptors, the final step is defining the classification method.
The classifier algorithm shall recognize the aspect of the target given a database of ZM descriptor representation
of viewpoints. Given the large volume of data involved, a Bayesian classifier is considered for this task, where the
probability density function of each class is approximated using Gaussian mixture models (GMMs).
1. Bayesian Classification
Given a specific class Cm, m = 1, . . . , k, and a d-dimensional feature vector y = (y1, . . . , yd)>, a Bayesian classifier
works by considering y as the realization of a random variable Y and maximizing the posterior probability P (Cm |y), i.e.
the probability that the feature vector y belongs to Cm. This probability can be estimated using Bayes’ formula [30]:
P (Cm |y) = p (y |Cm) P (Cm)
k∑
i=1
p(y |Ci)P(Ci)
. (18)
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The denominator is independent fromCm and hence can be simply interpreted as a scaling factor ensuringP (Cm |y) ∈ [0, 1].
Therefore, maximizing the posterior is equivalent to maximizing the numerator in Eq. (18).
The prior probability, P (Cm), expresses the relative frequency with which Cm will appear during the mission
scenario; for a general case where one has no prior knowledge of the relative motion, an equiprobable guess can be
made and the term can be set to 1/N for any m. The challenge is therefore to estimate the likelihood p(y |Cm) of class
Cm, which is given by the respective probability density.
2. Gaussian Mixture Modeling
The Gaussian distribution is frequently used to model the probability density of some dataset. In the scope of the
present work, it may prove overly optimistic to assume that all elements of the ZM descriptor vectors for each class are
clustered into a single group. On the other hand, it can be too restrictive to model their distribution using hard-clustering
techniques in case boundaries are not well defined. A more controllable approach to approximate a probability density
function, while keeping the tractability of a normal distribution, is to assume the data can be modelled by a mixture of
Gaussians:
p(y |θ) =
n∑
i=1
αiN (y; µi,Σi) , with N (y; µ,Σ) =
1√
(2pi)d |Σ |
exp
(
−1
2
(y − µ)T Σ−1 (y − µ)
)
, (19)
where αi are scalar weighing factors, n is the number of mixture components, µ denotes the mean vector, and Σ the
covariance matrix, and θ = {µ1,Σ1, α1, . . . , µn,Σn, αn} is the full set of parameters required to define the GMM.
When the number of mixture components n is known, the “optimal” mixture for each class, in the maximum
likelihood (ML) estimation sense, can be determined using the classical expectation-maximization (EM) algorithm.
EM works on the interpretation that the set of known points Y = {y1, . . . , ym} is part of a broader, complete, data set
X = Y ∪ Yˇ that includes unknown features [30]. In the case of GMMs, or finite mixtures in general, Yˇ = { yˇ1, . . . , yˇm}
can be defined as the set of m labels denoting which component generated each sample in X . Each yˇi = (yˇi,1, . . . , yˇi,n)>
is a binary vector such that yˇi,p = 1, yˇi,q = 0 for all p , q if sample yˇi has been produced by component p.
However, the number of components is usually not known a priori. There are several methods to iteratively estimate
the n; for this work the method of Figueiredo and Jain [31] is adopted. The algorithm provides an alternative to the
generation of several candidate models, with different numbers of mixture components, and subsequent selection of the
best fit, as this approach would still suffer from the drawbacks of EM; namely, the fact that it is highly dependant on
initialization, and the possibility of one of the mixtures’ weight αi approaching zero (i.e. the boundary of the parameter
space) and the corresponding covariance becoming close to singular. Instead, Figueiredo and Jain’s method aims to
find the best overall model directly. This is achieved by applying the minimum message length criterion to derive the
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following cost function for finite mixtures:
L (θ,Y) = N
2
n∑
i=1
ln
(mαi
12
)
+
n
2
ln
m
12
+
n (N + 1)
2
− ln p (Y; θ) , (20)
where N is the number of parameters specifying each component. A modified EM is utilized to minimize Eq. (20), with
the M-step given by:
αˆp(k + 1) =
max
{
0,
(∑m
i=1 wi,p
) − N2 }∑n
j=1 max
{
0,
(∑m
i=1 wi, j
) − N2 } , θˆm(k + 1) ← arg maxθm Q(θ, θˆ(k)), (21)
for m = 1, . . . , n, where t = k, k + 1 are sequential time-steps, and wi,p ∈ W B E[Yˇ |Y; θˆ(k)] is the a posteriori
probability that yˇip = 1 after observing yi , computed as in the regular EM. The modified M-step performs explicit
component annihilation, meaning that when one of the m components becomes unsupported by the data (i.e. close to
zero), it is removed, thus impeding the algorithm from approaching the boundary of the parameter space. On the other
hand, robustness towards initialization is achieved by starting the procedure with a large n and iteratively removing
the unnecessary ones. If n is too large, it may occur that no component is granted enough initial support, leading
the αˆi to be underdetermined. This is avoided by performing a component-wise update, i.e. recomputingW every
time each element αi, θi is updated, rather than doing it until the last i = n; in this way, if one component dies off,
its probability mass is automatically redistributed to the other components, increasing their chance of survival. The
proposed modifications will allow the modeling of each training class as a probability density in an unsupervised way.
3. Remarks
This section is concluded with some practical observations on the training procedure. The number of free parameters
on a GMM will depend on the dimensionality of the data d, on the number of mixture parameters n, and on the
constraints placed on the covariance Σ. A “free” covariance matrix will have 1/2(d2 + d) independent elements, since
it is symmetric, and hence the total number of mixture parameters will be (1/2d2 + 3/2d + 1)n − 1. On the other hand,
the covariance can be assumed as diagonal, in which case the total number of parameters to estimate becomes 2nd − 1.
Figure 4a plots the evolution of the number of parameters to estimate for a free covariance matrix and for a diagonal one
in terms of the dimensionality of the features for n = 1. It can be considered as a lower bound for the number of samples
m to be used in the training. The quadratic term in the free covariance case quickly diminishes the tractability of the
problem when d is increased, which can pose a problem when training data is limited.
In [32], it was shown that the recognition power of complex ZMs for image retrieval begins to plateau beyond
moments of the tenth order, which corresponds to approximately d = 60. This corresponds to 1890 parameters to be
estimated for the free covariance case, while only 120 are necessary if a diagonal covariance is assumed. Since the ZMs
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are orthogonal, the correlation between moments is minimized and a diagonal covariance is an acceptable approximation.
However, even if adjacent keyframes are grouped to form classes, the generated data might not be enough in terms of
training. To this end, each keyframe Ci j imaged for class Ci is subjected to a pipeline before the ZMs are computed and
added to the training pool (Fig. 4b). First, the target is segmented from the background and binarized. Then, a closed
contour (the limb) can be defined. The contour is perturbed by changing the segmentation threshold to account for noise
in the online images. Lastly, small perspective distortions are applied along the in-plane axes (i.e. the axes of FP ) to
account for the fact that in the online pipeline the target is not always guaranteed to be imaged at the center.
V. Motion Estimation
A. Problem Statement
The problem of solving the 2D-3D point correspondences for the 6-DOF pose of a calibrated camera is termed
Perspective-n-Problem (PnP) and has a well-known closed form solution for n = 3 points (P3P). It relies on the fact that
the angle between any image plane points zi, z j must be the same as the angle defined between their corresponding
world points pi, p j [19]. Additional methods have been developed for n ≥ 4, such as EPnP [33], which expresses the n
3D points as a weighted sum of four virtual control points and then estimates the coordinates of these control points in
the camera frame FC . While relatively fast to compute, these methods are notwithstanding less robust to noise and
fail in the presence of erroneous correspondences. On the other hand, iterative approaches that take these aspects into
account, giving the best possible estimate of the pose under certain assumptions are often called the “gold standard”
algorithm [34]. In this section, given an initial, coarse evaluation of the relative pose, an iterative refinement of its
estimate based on nonlinear manifold parameterization is proposed.
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Fig. 5 Geometric correction and parametric fitting on manifolds.
Let u represent the object to be determined. Its domain is a manifold U ⊂ Rm which defines the parameter space.
Let a be the vector of measurements in Rn. Suppose a is observed in the presence of noise with a covariance matrix Σa,
and let a¯ be its true value, i.e. a = a¯ + ∆a. Let h : Rm → Rn be a mapping such that, in the absence of noise, h(u¯) = a¯.
Varying the value of u¯ traces out a manifold A ⊂ Rn defining the set of allowable measurements, i.e. the measurement
space. The objective is, given a measurement a, to find the vector aˆ ∈ Rn lying on A that is closest to a¯ (Fig. 5).
Given the form of the multivariate normal probability density function, under the assumption of Gaussian noise, it is
straightforward that the maximum likelihood (ML) solution is obtained by minimizing the Mahalanobis distance:
dΣa (a, h(uˆ)) B
(
(a − h(uˆ))> Σ−1a (a − h(uˆ))
)1/2
, with h(uˆ) = aˆ. (22)
It is reasonable in most cases to assume that, in the neighborhood of a¯, the surface of A is essentially planar and
well approximated by the tangent space within the order of magnitude of the measurement noise variance [34]. Then,
the ML corrected measurement aˆ is the foot of the perpendicular from a onto the tangent plane. The benefit of this
approximation is that it allows the measurement residual error to be modelled as a Gaussian distribution in the normal
space of A, whereas the measurement estimation error is a Gaussian distribution in the tangent space Ta¯A. In computer
vision it is common to have image or world points as measured variables, so typically one can safely write the estimation
error as aˆ − a¯. Analogously, the parameter estimation error δu is, to a first approximation, constrained to be in the
tangent space Tu¯U . In general terms, the present work shall assume this local distribution approximation is valid
for small errors whenever dealing with the probability distribution of a variable constrained to a manifold [35]. Let
g : Rn → A map a point to the surface of the measurement space, as defined in Eq. (22). Assuming that h is invertible
such that h−1 : A→ Rm, then the mapping h−1 ◦ g can be used to propagate the measurement noise covariance Σa to
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obtain the covariance matrix of the ML estimate u¯.
Let ϕ(u) = d2Σa (a, h(u)) for succinctness. Then, the problem can be posed as:
uˆ = arg min
u∈U
ϕ(u). (23)
When the function h is nonlinear, Eq. (23) may be solved iteratively by linearizing it around a reference parameter
ϕ(u0). In the case where the parameter space U can be identified with Euclidean space, linearizing and differentiating
ϕ(u) at u0, u ∈ Rm, leads to the well-known normal equations yielding a correction ∆u at iteration t = k such that
uˆk+1 = uˆk + ∆u. If not, this update is not valid: as noted in Section II, uk+1 is not guaranteed to be an element of U .
One possible solution is to nevertheless apply the correction via standard addition and then project the result back to
the parameter manifold U , which could introduce additional noise in the system and drive the result away from the ML
estimate uˆ . A more elegant alternative solution is to exploit the local Euclidean structure of U around u0 to generate a
new set of normal equations. Taking U  SE(3) and using the composition operator from Eq. (14), linearizing ϕ(u)
yields:
ϕ(u) ≈ ϕ(u0) + (u 	 u0)>∇ϕ

u	u0=0 . (24)
Equation (24) thus motivates working with the pose estimation error δu = u 	 u0 explicitly, which is an element of
se(3). This can be shown to lead to the normal equations of the form:
J>ΣaJδu = −J>Σa r, (25)
where r = h(u0) − a is the residual vector. The other advantage of Eq. (25) is that the Jacobianmatrix J B ∂h(u0⊕δu)∂(δu) |δu=0
is computed with respect to the basis of se(3). At the end of each iteration, the updated parameter is obtained via the
exponential map by following Eq. (14), thus ensuring it naturally remains an element of U .
B. Structural Model Constraints
1. From Visual Point Feature Correspondences
This subsection explains how to find a relationship between some pre-existing knowledge of the target’s structure
and measurements taken of it with a digital camera that allows for the relative pose to be estimated in accordance with
the theory developed above. Note that Eq. (1) describes such a relationship, as z is the reprojection in the image plane
of a 3D point p defined in FT . Therefore, given a number of m correspondences zi ↔ pi between 2D image points
and 3D structural points, the task is to find T such that zi = pi(KT ⊗ pi), for all i = 1, . . . ,m. Of course, the relative
pose does not have to be represented in the homogeneous form T ; the problem is simply posited as such because of the
significance of Eq. (1) in the computer literature and, as shall be seen, because it leads to a simple form of the Jacobian.
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The obvious difficulty in this formulation lies in solving the feature correspondence problem due to the topological
difference between zi and pi . The proposed work solves this difference by attributing to each structural point a
representation on the image plane in an offline training stage. This is achieved as follows: in each model keyframe,
point features (keypoints) are selected by a detector algorithm as centers of regions of interest (blobs) in the image.
These regions are typically deemed “interesting” when they have a defining property (e.g. brightness) that differs from
their surroundings. Once detected, a keypoint can then be extracted by applying a descriptor algorithm which will
encode its characterizing traits into a vector. This descriptor vector normally incorporates information about the blob
as well, allowing keypoints to be matched in different images of the same object in a robust manner with respect to
changes in scale, orientation, and brightness, among others. Since the relative pose is known for each keyframe, Eq. (1)
is inverted to generate a ray passing through each keypoint. The depth of the ray is the image of the keypoint in the
depth map corresponding to that keyframe, thus determining the equivalent 3D structural point. In this way, each pi is
annotated offline with a 2D descriptor computed from the reprojection z ′i in the current keyframe. Then, computing
a descriptor vector for the keypoints detected online zi grants the equivalence {zi ↔ pi} ⇔ {zi ↔ z ′i}, reducing a
3D-2D correspondence problem to a 2D-2D one.
Since the structural points pi are obtained via ground truth depth maps for keyframes with perfectly known T , they
are considered to be measured with maximum accuracy, and the error is thus concentrated in the measured image points
zi . In other words, the measurement space A is a manifold embedded in R2m (i.e. a is construed by stacking the x and
y components of all zi) and the parameter space U is 6-dimensional (i.e. the dimensions of se(3)). Furthermore, as
each measured image point is obtained algorithmically with the same feature detector, each zi is modelled as a random
variable sampled from an isotropic (Gaussian) distribution. The ML estimate of the pose is in this manner obtained by
minimizing the geometric error (cf. Eq. (22)) which is reduced to the standard squared Euclidean distance:
Tˆ = arg min
T ∈SE(3)
m∑
i=1
d (zi, pi (KT ⊗ pi))2 . (26a)
The solution to Eq. (26a) is found iteratively via LM with the Jacobian matrix given by:
J sp =
∂pi(K (T ⊕ ε) ⊗ p)
∂ε

ε=0
=
∂pi ′(p′)
∂ p′
pi′(p′)Bpi(Kp′)
p′=T ⊗p
∂T ′ ⊗ p
∂T ′

T ′=T ⊕ε=T
∂ exp(ε)T
∂ε

ε=0
=

fx
p′3
0 − fx p
′
1
p′23
− fx p
′
1p
′
2
p′23
fx
(
1 + p
′2
1
p′23
)
− fx p
′
2
p′3
0 fyp′3 − fy
p′2
p′23
− fy
(
1 + p
′2
2
p′23
)
fy
p′1p
′
2
p′23
fy
p′1
p′3
 , (26b)
where fx, fy is the focal length and ε ∈ se(3) is a small perturbation of the pose.
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2. From Visual Edge Feature Correspondences
The structural model constraints may also be formulated in terms of different types of features, such as straight line
segments. This is likewise an important element to consider in space relative navigation, as spacecraft often resemble
cuboid shapes or are composed of elements shaped as such; therefore it is expected to have detectable line features
(keylines) when imaging this kind of targets. It has been shown in this context that, while keypoints are more distinctive
in the context of minimizing Eq. (26a), keylines are actually more robust in terms of preventing the solution from
diverging [36].
In two dimensions, a point z lies on a line l = (l1, l2, l3)> if z> l = 0. Assume there exist m correspondences li ↔ `i
between the 2D lines and 3D lines. Therefore, one can formulate a geometric distance for 2D-3D line correspondences
in terms of the reprojection of a point pi j ∈ `i onto the image plane:
Tˆ = arg min
T ∈SE(3)
m∑
i=1
k∑
j=0
l>i KT ⊗ pi j, (27)
The Jacobian matrix J sl corresponding to the minimization of Eq. (27) can be derived in a similar manner to Eq. (26b).
In practice, matching keylines is not as straightforward as matching keypoints, as the former are typically less
distinctive than the latter. For the scope of this work, only the contour of the target is considered, which is discretized
into a finite number of edge points that are assumed to belong to a (straight) keyline. Additionally, edge points can be
registered in the same way as structural keypoints through the use of depth maps.
C. Local Feature Processing
1. Detection
Distinct point features are identified in an image of the target using the Oriented FAST and Rotated BRIEF (ORB)
detector [37]. The basis of ORB is the Features from Accelerated Segment Test (FAST) algorithm [38], developed
with the purpose of creating a high-speed keypoint finder for real-time applications†. It first selects a pixel zi in the
image as candidate. A circle of 16 pixels around zi and a threshold α are defined. If there exists a set of n contiguous
pixels in the circle which are all brighter than I(zi) + α or all darker than I(zi) − α, then zi is classified as a keypoint.
The algorithm is made robust with an offline machine learning stage, training it to ignore regions in an image where it
typically lacks interest points, thus improving detection speed. As the original method is not robust to changes in size or
rotation, ORB applies a pyramidal representation of FAST for multi-scale feature detection and assigns an orientation
to each one by defining a vector from its origin to the intensity baricenter of its support region. The choice for the
keypoint algorithms (see also Section V.C.2) is the product of the authors’ previous survey on IP techniques for relative
navigation in space [39].
†Although ORB has also been developed for feature description, using a modification of the Binary Robust Invariant Scalable Keypoints (BRIEF)
algorithm, it is applied herein for detection only.
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The Canny algorithm is the basis for edge detection [40]. First, the image is filtered with a Gaussian kernel in order
to remove noise. Secondly, the intensity gradients at each pixel are computed. Then, non-maximal suppression and a
double thresholding are applied to discard spurious responses and identify edge candidates. The method from Ref. [41]
is used to efficiently extract keylines from the edge image by incrementally connecting edge pixels in straight lines and
merging those with small enough differences in overlap and orientation.
2. Description
For each detected keypoint, a binary string is generated encoding information about its support region using the Fast
Retina Keypoint (FREAK) descriptor [42], which takes inspiration in the design of the human retina. The method adopts
the retinal sampling grid as the sampling pattern for pixel intensity comparisons, i.e. a circular design with decreasing
density from the center outwards, achieved using different kernel sizes for the Gaussian smoothing of every sample
point in each receptive field; these overlap for added redundancy leading to increased discriminating power. Each bit in
the descriptor thus represents the result of each comparison test, which only has two possible outcomes: either the
first pixel is brighter than the second, or vice-versa. A coarse-to-fine pair selection is employed to maximize variance
and uncorrelation between pairs. In this way, the first 16 bytes of the descriptor represent coarse information, which is
applied as a triage in the matching process, and a cascade of comparisons is performed to accelerate the procedure even
further.
3. Brute-Force Detection Matching
In an initial stage, the features are matched using brute force, since no estimate of the pose is yet available. In the
case of the point features, this implies that all those detected in the initial frame are compared against those in the train
keyframe. This is achieved by computing the Hamming distance dHam(·, ·) between their corresponding descriptors, i.e.
the minimum number of substitutions required to convert one into the other. It can be swiftly computed by applying
the exclusive-OR (XOR) operator followed by a bit count, which provides an advantage in terms of computational
performance with respect to the Euclidean distance test used with more traditional floating point descriptors. For each
query, the two closest train descriptor matches are selected and subjected to a nearest-neighbour distance ratio (NNDR)
test: the matching of the descriptors si and s j is accepted if
dHam(si, s j)
dHam(si, sk) < µNNDR, (28)
where s j, sk are the 1st and 2nd nearest neighbours to si and µNNDR is a ratio from 0 to 1.
As descriptors for edge features are not employed, an alternative strategy was devised to match them. The full
contoursDq,Dt ⊂ R2 of the target in the query image and the train keyframe, respectively, are considered. Each contour
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is a set of n discretized edge points of the same size, i.e. Dq = {zq,1, . . . , zq,n} and Dt = {zt,1, . . . , zt,n}. Even though
the query image and train keyframe represent the same aspect of the target, there will be differences that are reflected
on the contours. In particular, Dq and Dt will be different by a 2D affine transformation Λ(β, θ, t) : Dt → Dq , where
β > 0 is a scaling factor, θ ∈ [−pi, pi[ rad is an angle of rotation and t = (t1, t2)> is a translation vector. The contour
alignment problem is posed in the least squares sense as
arg min
t,β,θ
dFro
(Dq,Λ (Dt )) , (29)
where dFro(·, ·) is the Frobenius distance. Because of the multiplicative trigonometric terms of Λ, Eq. (29) is nonlinear.
However, the problem can be converted into an equivalent linear one by a change of variables [43]:
arg min
(t1,t2,b1,b2)∈R4
d
©­­­­­­«
©­­­­­­«
zq,1,1
zq,1,2
...
zq,n,1
zq,n,2
ª®®®®®®¬
,

1 0 zt,1,1 −zt,1,2
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...
...
...
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2
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√
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2
2
ª®®¬ ,
(30)
where zu,v = (zu,v,1, zu,v,2)>. In this way, a global solution of the minimum can be calculated using standard linear
algebra. However, Eq. (30) depends on the correspondences between the query and train edge points, which are
not known a priori. To simultaneously solve for the edge point correspondence problem and contour alignment, the
algorithm is modified by solving n linear least squares problems, each time shifting the order of the edge points in Dt by
one, and selecting the minimum of the n residual norms. Thus, the only necessary inputs are two sets of sequential but
not necessarily correspondent edge points.
4. Predictive Tracking Matching
Once the algorithm is initialized, knowledge of the current solution can be used to improve the performance of the
feature matching processes. In particular, the predicted estimate of the pose output by the filtering module is used to
help anticipate where the features will be located in the next frame in time, in this way introducing a temporal tracking
constraint that improves the pose estimation accuracy.
In the case of point features, tracking matching is achieved by fitting a grid of p × q cells on the boundary of the
target in the query camera image. The detected keypoins are binned into the resulting cells. Then, the 3D structural
points of the currently selected database keyframe are reprojected onto the query image according to the predicted pose
(cf. Eq. (1)) and equally binned according to the grid. Lastly, descriptor-based matching is applied on a per-cell basis,
vastly reducing the number of possible matching candidates. This step was found essential in order to maintain the
accuracy of the algorithm during sequences where ambiguous modules are imaged (e.g. MLI) or when the query image
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(a) 0% outliers (b) 25% outliers (c) 50% outliers
Fig. 6 Sequential feature matching in false-color composite overlay.
is too distinct from the train one (e.g. due to reflections).
In the case of edge features, tracking matching is done by first detecting keylines on the query edge image. Each
query keyline is then drawn on the image plane with a unique color. The 3D edge points and corresponding keylines from
the train keyframe are reprojected onto the image plane. Then, the matching algorithm iterates over each reprojected
edge point and a 1D search is performed perpendicularly to it according to the corresponding keyline, obtained in
the offline training stage, until the closest colored pixel is found. Hence, 3D edge points are matched to 2D keylines
satisfying the conditions to minimize Eq. (27).
D. Robust Estimation
When the measurements are assumed to have equal variance, the ML estimate is found by solving
uˆ = arg min
u∈U
r>r, (31)
where r B d(a, h(u)) is the residual vector. The problem becomes one of classical least squares (LS) estimation, where
the covariance Σa vanishes as Eq. (31) is equivariant with respect to scale. However, ordinary LS is not robust to
outliers, i.e. spurious data that may contaminate the measurements. In the scope of this work, measurements are
matches between features, which can be erroneous due to the typical space rendezvous scenario as imaged by a camera.
For instance, a solar panel might resemble a repeating pattern that yields many features which look identical, or intense
illumination from the Sun acting on the spacecraft can change its local aspect with respect to a model image. Consider
Fig. 6, where sequential frames of a simulated rendezvous sequence are represented with a false-color overlay. Point
feature matches are also represented and connected by lines for several levels of outlier contamination. Whereas,
from the reader’s perspective, it may seem that for a 25% outlier level (middle image) the true trajectory can still be
determined, in theory the presence of a single outlier is enough to make the LS estimate diverge [44].
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Robustness with respect to outliers can be achieved by generalizing Eq. (31) into an M-estimator:
uˆ = arg min
u∈U
N∑
i=1
ρ
( ri
σˆ
)
, (32)
where ρ is a symmetric, positive-definite function with subquadratic growth, and σˆ2 is an estimate of the variance, or
scale, of r . Solving Eq. (32) implies
N∑
i=1
ψ
( ri
σˆ
) dri
du
1
σˆ
= 0, (33)
where ψ(x) B dρ(x)/dx is defined as the influence function of the M-estimator. This function measures the influence
that a data point has on the estimation of the parameter u. A robust M-estimator ρ(x) should meet two constraints:
convexity in x, and a bounded influence function [45]. By acknowledging the latter point, it becomes clear why the
general LS is not robust, since ρ(x) = x2/2 and therefore ψ(x) = x.
There are two possible approaches to define the normal equations for M-estimation that avoid the computation of the
Hessian [46]:
J>Jδu = −J>ψ
( r
σˆ
)
σˆ, (34a)
J>WJδu = −J>Wr, (34b)
where W = diag(w(r1/σˆ), . . . ,w(rn/σˆ)) and w(x) B ψ(x)/x. The first method was developed by Huber [47] and
generalizes the normal equations through the modification of the residuals via ψ and σˆ. Huber proposed a specific loss
function, the Huber M-estimator ρHub(x). Huber’s algorithm provides a way to jointly estimate the scale σ alongside
the parameter u with proven convergence properties. The minimization algorithm (e.g. LM) is simply appended with
the procedure:
σ2k+1 =
1
(n − p)β
n∑
i
(
ri
σk
)2
σ2k , (35)
where β is a bias-correcting factor. The second method was developed by Beaton and Tukey [48] and is commonly
known as iteratively reweighed least squares (IRLS), due to the inclusion of the weights matrixW that assumes the role
of Σa (cf. Eq. (25)). Tukey proposed an alternative robust loss function, ρTuk(x).
Each robust loss function, ρHub(x) and ρTuk(x), can be compared regardless of the formulation. The Huber
M-estimator is considered to be adequate for almost all situations, but does not eliminate completely the influence of
large errors [45]. On the other hand, the Tukey M-estimator is non-convex, but is a “hard redescender”, meaning that its
influence function tends to zero quickly so as to aggressively reject outliers, explaining its frequent use in computer
vision applications, where the outliers typically have small residual magnitudes [49].
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Fig. 7 Minimization of the reprojection function from the images of a randomly generated point cloud, averaged
over 100 runs.
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The scale estimation step warrants special attention. In several applications, it can be found that σ is often ignored
and set to 1. This is erroneous since Eq. (32) is non-equivariant with respect to scale [44]. Whereas the Huber algorithm
(Eq. (34a)) grants a procedure to jointly estimate the parameter and scale, convergence is not guaranteed when applying
the scale estimation step to IRLS (Eq. (34b)) [50]. Instead, a common method when resorting to IRLS is to recursively
estimate σ using the median absolute deviation (MAD) for the first few iterations, and then allowing the minimization
to converge on u with fixed σ [45, 49].
In order to study the effect of scale estimation on the parameter estimation and to compare the different possible
approaches, an experiment has been devised. First, a number of 3D world points is randomly sampled from the volume
of a cube. They are subsequently projected onto the image plane according to a random pose. Points that fall outside the
image plane are culled. Matches between 3D world points and 2D camera points are contaminated artificially with
outliers. Then, the pose is M-estimated with ρHub(x) according to the cost function of Eq. (26a), where the initial
guess is defined by contaminating the true pose with zero-mean, white, Gaussian noise. Five distinct methods are
benchmarked: i) LS, ii) Huber’s algorithm, iii) IRLS with σ = 1, iv) IRLS with σ estimated by one iteration of MAD,
v) IRLS with σ estimated by three iterations of MAD, vi) IRLS with σ estimated by Huber’s algorithm. The experiment
is repeated for several trials.
The results are shown in Fig. 7. The pose estimation error is decomposed into translation and rotation normalized
according to the initial guess. The evolution of the scale estimation is also shown. The percentage of outliers present in
the data ranges from 10% to 30%. It can be seen that Huber’s algorithm yields the best estimate for every case. The
regular LS is able to somewhat reduce the attitude error in the presence of outliers, but diverges in the case of translation.
Interestingly, all the IRLS methods that estimate the scale perform worse than the case where the scale is ignored. These
results show the impact on the solution of proper scale estimation and the preference of Huber’s algorithm over others.
This suggests that robust estimation should be initiated with Huber’s algorithm until convergence; to ensure that the
rejection of outliers is maximized, some additional iterations can be performed with IRLS and a hard redescender, such
as Tukey’s function, using the (fixed) previously obtained estimate of σ, as suggested in Ref. [45].
VI. Filtering
A. Rigid Body Kinematics
The kinematics equation for SE(3) in matrix form is [20]:
ÛTB/T = $B∧B/TTB/T , with$BB/T B
(
νB
B/T
ωB
B/T
)
, (36)
where TB/T is the rigid body pose mapping FT to FB, and$BB/T is the rigid body velocity of FT with respect to FB
expressed in FB. It is the concatenation of two terms: ω, the instantaneous angular velocity of the target as seen from
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the chaser; and ν, the velocity of the point in FT that corresponds instantaneously to the origin of FB. Dropping the
subscripts and superscripts for succinctness, Eq. (36) is a first-order ordinary differential equation, and hence admits a
closed-form solution of the form:
T (t) = exp((t − t0)$∧)T (t0). (37)
Equation (37) has the same form as Eq. (10), implying that$ is an element of se(3). In agreement with the previous
sections, this fact suggests that uncertainty can be introduced in the pose kinematics by modeling it as a local distribution
in se(3). As such, it is of interest to develop perturbation equations in terms of the kinematics in se(3) so that these can
be included as additive noise in a filtering scheme.
Following the approach of Ref. [51], the first two terms of Eq. (3) are used to linearize Eq. (10) as T ′ ≈ (I + δξ∧)T ,
where T is the nominal pose, δξ is a small perturbation in se(3), and hence T ′ is the resulting perturbed pose. Since
$ ∈ se(3), this generalized velocity can be written directly as the sum of a nominal term with a small perturbation
$ ′ = $ + δ$. Substituting in Eq. (36), one has:
d
dt
( (
I + δξ∧
)
T
) ≈ ($ + δ$)∧ (I + δξ∧) T . (38)
Expanding, ignoring the product of small terms and applying the Lie bracket of se(3) yields the perturbation kinematics
equation for SE(3):
δ Ûξ = ad($)δξ + δ$, (39)
which is linear in both δξ and δ$.
B. Extended Kalman Filter Formulation
1. Motion Model
Equation (39) describes effectively the linearization of the rigid body kinematics around a nominal pose. Since it is
defined with respect to elements of se(3), perturbations in the motion can be modelled stochastically in terms of a local
distribution (Section V). The mean of this distribution may be injected into the nominal values via the exponential
map. Under the assumption of Gaussian noise, this equation can therefore be regarded as the first step in defining an
error-state to model how the motion evolves in time in the framework of an extended Kalman filter.
The kinematics of the target’s motion with respect to the chaser spacecraft are correctly modelled by Eqs. (36)
and (39). Modelling the relative dynamics, however, is not a clear-cut task. In the case of an asteroid mission, for
example, the chaser could be considered to be inside the sphere of influence of the target and then Newton’s second law
of motion and Euler’s rotation equation could be applied. However, in the case where both chaser and target are under
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the influence of the same primary, the relative dynamics cannot be shaped as such.
In order to design a filter exclusively with relative states, and inspired by the method of Ref. [52], a broader constant
generalized velocity motion model is adopted:
Û$(t) = η$(t), η$(t) ∼ N (0, Q(t)δ(t − τ)), (40)
where it is assumed that the spectral density matrix Q(t) is diagonal. Note that, as stated in Ref. [52], this model
does not assume that the chaser moves at a constant velocity over the entire sequence, but instead that undetermined
accelerations with a Gaussian profile are expected to occur on average. In other words, one assumes that sizeable
(relative) accelerations are unlikely to be experienced, which is a valid expectation for a space rendezvous.
Integrating Eq. (40) yields$(t) = $(t0) +
∫ t
t0
η$(τ) dτ. The relation$ ′ = $ + δ$ was assumed earlier, meaning
that one can admit
δ$(t) =
t∫
t0
η$(τ) dτ. (41)
Defining the error state δx B (δξ, δ$)>, the continuous-time error kinematics are written directly:
d
dt
δx(t) = F(t)δx(t) + G(t)w(t) =
[
ad($) I6
06×6 06×6
] (
δξ
δ$
)
+
[
06×6
I6
] (
03×1
η$
)
, (42)
which shows that process noise is introduced in the system through the error generalized velocity vector. Equation (42)
has the familiar solution [53]:
δx(t) = exp ©­«
t∫
t0
F(τ)dτª®¬ δx(t0) +
t∫
t0
exp ©­«
t∫
s
F(τ)dτª®¬G(s)w(s)ds (43)
The error-state transition matrix has a known closed form [51]:
Φ(t, s) B exp ©­«
t∫
s
F(τ)dτª®¬ =
[
Ad(exp((t − s)$∧)) (t − s)B((t − s)$))
03×3 I3
]
, with B(ξ) B
[
M(φ) N (ξ)
03×3 M(φ)
]
, (44)
where, defining φ B ‖φ‖,
M(ξ) B 1
2
ρ∧ +
(
φ − sin φ
φ3
) (
φ∧ρ∧ + ρ∧φ∧ + φ∧ρ∧φ∧
)
+
(
φ2 + 2 cos φ − 2
2φ4
) (
φ∧φ∧ρ∧ + ρ∧φ∧φ∧ − 3φ∧ρ∧φ∧)
+
(
2φ − 3 sin φ + φ cos φ
2φ5
) (
φ∧ρ∧φ∧φ∧ + φ∧φ∧ρ∧φ∧
)
.
(45)
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A closed-form of the discrete-time error process noise covariance matrix is found by directly solving the integral:
Γ(t, s) B
t∫
t0
Φ(t, s)G(s)Q(s)G>(s)Φ>(t, s) ds, (46)
The derivation is monotonous but a matter of integrating each matrix element. To simplify it, the small angle
approximation is applied and terms of O((t − s)4) are discarded; the final result is not presented here.
2. Measurement Model
The correction stage of the EKF admits pseudo-measurements of the relative pose yi ∈ Y  SE(3) as obtained
through the refinement scheme of visual features correspondence from Section V. These pseudo-measurements are
acquired at each sampling time and modelled as being corrupted by a zero-mean white Gaussian noise term. One can
thus write directly in discrete-time and matrix form:
Y = exp(η∧y )T, ηy ∼ N (0, R), (47)
where Y ∈ SE(3) is the matrix form of y. To linearize Eq. (47), similarly to the motion model, the elements of SE(3)
are rewritten as a small perturbation around a nominal term, i.e. Y ′ = exp(δy∧)Y , T ′ = exp(δξ∧)T , and the exponential
map is approximated by its first-order expression. Replacing in Eq. (47), expanding and neglecting the product of small
terms, the following linearized relationship is obtained:
Y ′ = T ′, δy = δξ + ηy . (48)
The full linearized measurement model is therefore:
δyi = Hδx + ηyi =
[
I6 06×6
] ( δξ
δ$
)
+ ηyi , ηyi ∼ N (0, Ri) (49)
The covariance matrices of each pseudo-measurement are obtained as a product of the minimization scheme. In the
case of the structural model constraints, the Jacobians J s are of rank 6, so the covariance of the solution is given by
backpropagation of the visual feature correspondences’ own covariance [34]:
Rs = Σs =
(
J>s Σz,sJ s
)−1
, (50a)
with Σz,s = σ2z,sI and σz,s is obtained via M-estimation (cf. Subsection V.D). The EKF innovation term at t = k is:
υs,k = ys,k 	 uˆ−k ∈ se(3), (50b)
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where uˆ−
k
is the predicted pose at t = k.
3. Measurement Gating
An additional step is employed prior to the correction to ensure the accurate functioning of the filter. This involves
subjecting the incoming measurements to a validation gate, thus discarding potential spurious data. The validation gate
is a threshold on the root mean square error (RMSE) of the residuals r as obtained by the M-estimation:
RMSE(r) B
√∑n
i=1 r
2
i
n
. (51)
The RMSE provides an objective and clear interpretation of how close, in pixels, does the feature matching agree with
the estimate of the pose.
C. Manifold State Prediction and Correction
The nominal state is construed as x> = (u>,$>), with u ∈ U  SE(3) representing the relative pose mapping
FT → FB and$ ∈ R6 is the generalized velocity satisfying the kinematics equation for SE(3), Eq. (36). The nominal
state estimate is updated with a linearized error state estimate δx> = (δξ>, δ$>) ∈ se(3) × R6 via pose composition
(cf. Eq. (14)), ensuring that u remains an element of U  SE(3). The algorithm’s equations are valid for any chosen
representation of u provided the appropriate composition ⊕ is used. State prediction is performed as:
uˆ−k = uˆk−1 ⊕ ∆t$ˆk−1, $ˆ−k = $ˆk−1. (52)
The state correction is given by:
uˆ+k = uˆ
−
k ⊕ δξˆ
+
k , $ˆ
+
k = $ˆ
−
k + δ$ˆ
+
k , (53)
where δx−>
k
= (uˆ−>
k
, $ˆ−>k ), δx+>k = (uˆ+>k , $ˆ+>k ) are the a priori and a posteriori error states, respectively. The covariance
is calculated using the standard EKF equations.
In terms of the parameterization of u, a possible choice would be taking u→ T directly, in which case the composition
operation is given by Eq. (10). Alternatively, the unit quaternion is a popular choice for attitude parameterization
due to its compact and singularity-free representation, particularly in aerospace applications. The exponential map
so(3)→ SU(2) has a simple closed form given by expq = (φ> sin(φ/2)/φ, cos φ/2)>, with φ = ‖φ‖. [54]. In this case,
the state vector becomes, with some abuse of notation, x> = (u>,$>) = (t>, q>,$>), which has dimension 13 × 1.
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Table 1 Settings used for k-folds validation of the coarse pose classification module.
Parameter Units Value
Viewsphere azimuth mesh step, ∆azmesh [deg] 1
Viewsphere elevation mesh step, ∆elmesh [deg] 1
Viewsphere azimuth class step, ∆azclass [deg] 10
Viewsphere elevation class step, ∆elclass [deg] 10
Total classes [-] 648
ZM vector dimension [-] 60
Folds, k [-] 10
VII. Results
This section presents the the experimental results that validate the framework proposed herein. The considered
target spacecraft is Envisat, a complex debris object, formed by several modules, namely a solar panel array, a synthetic
aperture radar (SAR), and several antennae, among others, connected to a main body unit which is covered by multi-layer
insulation (MLI). The experiments are structured into three main parts: i) evaluation of the coarse pose classification
module, ii) evaluation of the full pose estimation pipeline on a synthetic dataset, and iii) evaluation of the full pose
estimation pipeline on a laboratory dataset.
All processing and simulations are carried out on a setup using an Intel® CoreTM i7-6700 @ 3.40 GHz × 8 core
processor, 16 GB RAM system.
A. Coarse Pose Classification
The performance of the coarse pose classification module is first evaluated independently. Data is generated from
the viewsphere of a CAD model of Envisat freely available from the space simulator Celestia‡. CAD manipulation
and keyframe generation are performed using the open-source 3D computer graphics software Blender§. Since shape
information is used as the basis for feature description, the results are extendable to the case of a real dataset. The
module was built in Matlab and the Bayesian classifier was implemented using the GMMBayes toolbox¶.
The analysis is done via k-fold cross-validation. Cross-validation a set of techniques that assess how the results
of a statistical analysis can generalize to an independent dataset; particularly, in k-fold cross-validation, the dataset is
randomly partitioned into subsamples of equal size k. One subsample is retained to be the validation set for testing the
model, and k − 1 subsamples are used as training data. The cross-validation process is repeated k times, with each of
the k sets used exactly once as the validation data. In this way, all observations are used for both training and validation
and each observation is used for validation only once. This provides a framework to quickly assess and tune model
parameters, such as number of classes and descriptor size.
‡http://celestia.space/.
§http://www.blender.org/.
¶http://www.it.lut.fi/project/gmmbayes/.
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Fig. 8 Histogram of results of the k-folds validation for the coarse pose classification..
Table 1 depicts the used parameters for the cross-validation test. Shapes are rendered from the CAD model
viewsphere with a 1 deg step and grouped into bins of 10 deg in azimuth and elevation, thus defining the minimum
achievable accuracy for the coarse pose classifier. This reduces the classification problem to 648 possible classes. 10
folds are selected, meaning that 10% of the data population is used for training per fold.
The results are illustrated in Fig. 8 for azimuth and elevation classification performance. The horizontal axis
represents the error in terms of bin distance, where a value of “0” represents a correct classification. Two quantities are
represented: the probability mass function (PMF) for each class in the form of a histogram, and the (discrete) cumulative
distribution function (CDF). The correct classification rate for azimuth is 71.35%. 90.41% of the data is classified with
a bin distance less than or equal to 1, i.e. with a maximum error of 20 deg. Despite there being 36 possible azimuth
classes with the parameters chosen in Table 1, the shortest distance is considered, i.e. modulo 180 deg. The results are
slightly better for the elevation, with a correct classification rate of 75.86% and 92% of the data within a bin distance of
1.
B. Nominal Pose Estimation
1. Synthetic Dataset
In this section, the performance of the full spacecraft relative pose estimation pipeline is assessed. This includes the
initialization procedure with the coarse pose classifier followed by the pose refinement using local features (cf. Section
III). The pipeline is first tested with a synthetically generated rendezvous trajectory. To this end, the Envisat CAD
model was modified using Blender with additional materials and textures in order to yield a realistic aspect in face
of the expected low Earth orbit conditions. This includes a complete remodeling of the MLI to recreate diffuse light
reflection, and the addition of reflective materials to the solar panel. Both of these aspects represent challenging imaging
31
Table 2 Characterization of the chaser and target’s orbital motion for rendezvous simulation.
Parameter Units Value
Target orbital parameters
Semi-major axis [km] 7.1427 × 103
Eccentricity [-] 7.6112 × 10−4
Inclination [deg] 98.2164
Right ascention of the ascending node [deg] 343.0760
Argument of perigee [deg] 189.5264
True anomaly [deg] 3.0109
Spin axis in target frame [-] Aligned with +t2 axis
Spin axis in LVLH frame [-] Aligned with H-bar axis
Spin rate [deg/s] 3.5
Table 3 Pose estimation pipeline configuration and numerical settings.
Parameter Units Value, Synthetic Value, Laboratory
Camera
Focal length [mm] 5 3
Resolution [px×px] 640×480 752×480
FOV [deg×deg] 53.06×36.82 79.52×58.03
Framerate [Hz] 10 10
Viewsphere
Azimuth step [deg] 9 9
Elevation step [deg] 9 9
Total keyframes [-] 800 800
conditions in the visible wavelength for relative pose estimation. The framework was coded in the C++ programming
language, whereas the OpenCV library‖ was used for IP-related functions.
The dataset was generated with the Astos Camera Simulator∗∗. The orbit of Envisat was simulated using the
two-line element set corresponding to 30 October 2017††. This corresponds to the orbital parameters in Table 2. In
terms of rendezvous kinematics, the chaser is assumed to observe the target from a hold point on V-bar in the target’s
local-vertical local-horizontal (LVLH) frame. The chaser rotates inertially along a fixed axis, thus the perceived relative
motion is circular. The initial relative pose is tC
C/T,0 = (0, 0, 50)> m, qC/T,0 = (−
√
2/2, 0,−√2/2, 0)>. The quaternion
of attitude was chosen so as to minimize the target’s area as observed by the chaser, recreating a scenario of challenging
initialization. An illustration of the relative trajectory is shown in Fig. 9.
Table 3 shows the parameters employed in the test. The compact mvBlueFOX MLC202b camera is simulated, as
it is similar to the one utilized in the experimental setup (cf. Section VII.B.2). A step of 9 deg both in azimuth and
elevation was chosen to build the offline database, resulting in 800 keyframes. Note that, for this particular simulated
trajectory, only 40 keyframes would be required, since the azimuth is fixed; however, to stress the algorithm, the full set
‖https://opencv.org/.
∗∗http://www.astos.de/.
††TLE data obtained from NORAD Two-Line Element Sets Current Data http://www.celestrak.com/NORAD/elements/.
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Fig. 9 Simulated trajectory around the Envisat spacecraft. The cyan pyramid represents the camera’s field-
of-view (FOV).
of possible keyframes to choose from is kept. The EKF is run with a timestep of 0.1 s (the sampling rate of the camera).
The initial filter pose state tˆ0, qˆ0 is initialized with the result of the coarse pose estimation, while the velocity state is
pessimistically assumed to be equal to zero. The initial covariance Pˆ0 and the process noise covariance σ2ν , σ2ω are
tuned empirically, whereas the measurement noise covariance is determined via M-estimation.
The results of the relative pose estimation are shown in Fig. 10. Three different methods are compared: i) EPnP
with feature point matches [33] and RANSAC for outlier rejection (denoted by “M1”); ii) the method developed in
the authors’ previous paper [36], using M-estimation fusing point and edge features (denoted by “M2”); and iii) the
framework proposed in this paper (denoted by “M3”). In the case of M1 and M2, the next keyframe is determined by
the pose estimated in the previous time-step. It can be seen that M1 is not able to converge at all. M2 yields a decent
estimate for the first few frames, but the error quickly begins to grow until the algorithm diverges completely at t = 5 s.
This occurs due to the challenging initial configuration of the target, where its perceived cross-section from the chaser’s
point of view is minimal (cf. Fig. 13a). On the other hand, the proposed framework (M3) converges at around t = 10 s.
The steady state error is bounded at approximately 2 m for position, which corresponds to 4% of the range distance,
whereas the attitude error is bounded at 1.5 deg. Figure 11 exhibits some figures of merit pertaining to the point and
edge features in the simulation run, namely the number of matches and inliers, the RMSE of the M-estimation, and the
feature visibility with respect to the validation gating applied prior to the filtering. A threshold of 2.5 px was applied for
the points and 5 px for the edges. The number of matches fluctuates more in the case of edges; this is due to the relative
circular trajectory in which the imaging area of the target changes. The peaks correspond to the sections where the
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Fig. 10 Nominal pose estimation errors for the synthetic dataset.
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Fig. 11 Feature statistics for nominal pose estimation sequence of the synthetic dataset.
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Fig. 12 Nominal velocity estimation errors for the synthetic dataset for the proposed framework.
(a) Initial camera frame (b) Segmentation (c) Retrieved keyframe (d) Initial pose at t = 0 s
(e) t = 51 s (f) t = 116 s (g) t = 180 s (h) t = 244 s
Fig. 13 Results of the relative pose estimation for the synthetic Envisat rendezvous dataset. The edges of the
solar panel are reprojected in green using the estimated pose.
t1 − t2 plane ∈ FT is imaged by the chaser, whereas the valleys correspond to an imaging of the t2 − t3 plane. However,
the RMSE of the point features is on average greater than that of the edges, which results in fewer periods of visibility
for the former. The periods of higher RMSE correspond to images of the t1 − t2 plane, where the image of the target is
dominated by the MLI coverage and the solar panel. Despite this, the guided feature matching algorithm prevents the
point features’ visibility from being constantly null during these periods.
The relative velocity estimation errors as output by the filter are also shown (Fig. 12). The linear velocity steady-state
error does not exceed 0.3 m/s, whereas the angular velocity is bounded at 2 deg/s. The latter quantity is much noisier
than the former, since there are two out-of-plane dimensions, compared to one for the linear velocity, highlighting the
challenge of depth estimation with a monocular setup. Lastly, Fig. 13 illustrates the initialization procedure and some
frames of the synthetic dataset with the estimated pose superimposed.
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Fig. 14 Setup for laboratory validation.
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Fig. 15 Pose estimation errors for the laboratory dataset.
2. Laboratory Dataset
In this section, the framework is validated in laboratory. The experimental setup is portrayed in Fig. 14. A
scaled model of Envisat was built with 1-DOF in rotational motion (along the t1 axis). Due to the dimensions
of the mock-up, a custom-built LED illumination panel running at 900 W is used to simulate direct sunlight. The
mvBlueFOX MLC200wC camera with a 3 mm lens is used to acquire the dataset. The initial position and attitude
are, respectively, tC
C/T,0 = (−0.1418,−0.0449, 1.9312)> m and qC/T,0 = (−0.0356,−0.0336,−0.01751, 0.9986)>. The
motion is analogous to the simulated one (cf. Fig. 9) and the rotation rate is constant and equal to 5.73 deg/s. The
Envisat mockup is modeled in Blender and textured with real images to generate the offline keyframe database. The
ground truth is obtained by manually registering the first frame and by propagating the state using the rigid body’s
constant rotation rate from the static camera’s viewpoint. It is assumed that the background can be subtracted correctly.
Figure 15 displays the pose estimation errors as achieved by the framework; Fig. 16 shows the velocity estimation
errors; Fig. 17 depicts a set of frames from the lab sequence including initialization and reprojection of the pose. The
magnitude of the attained errors is analogous to that obtained for the synthetic dataset: a maximum of 5% position
estimation error with respect to the range, whereas the attitude error in steady-state does not exceed 2.5 deg (while
remaining generally under 1.5 deg). As expected, the angular velocity error estimation is more noisy than the linear
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Fig. 16 Velocity estimation errors for the laboratory dataset.
(a) Initial pose at t = 0 s (b) t = 37 s (c) t = 87 s (d) t = 137 s
Fig. 17 Results of the relative pose estimation for the laboratory Envisat rendezvous dataset. The edges of the
SAR are reprojected in green using the estimated pose.
velocity one.
VIII. Conclusion
In this work, a robust, innovative model-based solution for spacecraft relative navigation using a single visible
wavelength camera has been developed. The proposed contribution stands on the fact that the relative navigation
solution is achieved using a set of discrete keyframes rendered in an offline stage from a three-dimensional model of
the target spacecraft, where a 3D-2D problem is converted into a 2D-2D approach relying only on computer vision
methods capable of running exclusively on the CPU. The proposed method was tested both using a synthetic dataset
closely simulating the imaging conditions experienced in-orbit and a real dataset generated in laboratory, featuring a
(relative) circular observation trajectory about the complex spacecraft Envisat. The aspect of the target in each keyframe
is learned using shape features and GMMs that are used to train a Bayesian classifier; the coarse viewpoint as seen
by the camera is identified approximately 90% of the time with an error under 20 deg. The pose estimate is refined
by matching hybrid features between the current image and train keyframe. Automatic outlier rejection is assured via
M-estimation. An EKF is employed to fuse the pose hypotheses generated by each feature type; it is designed to operate
on the tangent space of SE(3), allowing it to seamlessly integrate the previous stage by assimilating the covariance
matrices generated by the M-estimation directly as the measurement noise, independently of the pose parameterization.
The attained solution showcases rapid convergence and yields a maximum error of 5% of the range distance in position
and 2.5 deg in attitude; on average, steady-state errors are observed in the order of 1% of the range in position and
37
0.5 deg in attitude. A novel matching strategy by predicting feature locations using the EKF, alongside a RMSE-based
validation gate, assures the stability and accuracy of the solution is maintained, even in the face of highly discrepant
frames with respect to the database keyframes caused by light-scattering MLI and solar panel reflections.
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