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Abstract—In this paper, a new matrix-based characterization
of generalized-frequency-division-multiplexing (GFDM) trans-
mitter matrices is proposed, as opposed to traditional vector-
based characterization with prototype filters. The characteriza-
tion facilitates deriving properties of GFDM (transmitter) matri-
ces, including conditions for GFDM matrices being nonsingular
and unitary, respectively. Using the new characterization, the
necessary and sufficient conditions for the existence of a form
of low-complexity implementation for a minimum mean square
error (MMSE) receiver are derived. Such an implementation
exists under multipath channels if the GFDM transmitter matrix
is selected to be unitary. For cases where this implementation
does not exist, a low-complexity suboptimal MMSE receiver is
proposed, with its performance approximating that of an MMSE
receiver. The new characterization also enables derivations of
optimal prototype filters in terms of minimizing receiver mean
square error (MSE). They are found to correspond to the use
of unitary GFDM matrices under many scenarios. The use
of such optimal filters in GFDM systems does not cause the
problem of noise enhancement, thereby demonstrating the same
MSE performance as orthogonal frequency division multiplexing.
Moreover, we find that GFDM matrices with a size of power of
two are verified to exist in the class of unitary GFDM matrices.
Finally, while the out-of-band (OOB) radiation performance of
systems using a unitary GFDM matrix is not optimal in general,
it is shown that the OOB radiation can be satisfactorily low if
parameters in the new characterization are carefully chosen.
Index Terms—Generalized frequency division multiplexing
(GFDM), orthogonal frequency division multiplexing (OFDM),
characteristic matrix, unitary matrix, MMSE receiver, prototype
filters, out-of-band (OOB) radiation.
I. INTRODUCTION
GENERALIZED frequency division multiplexing(GFDM) [1], extensively studied in recent years,
is a potential modulation scheme for future wireless
communication systems because it features good properties
including low out-of-band (OOB) radiation and flexible time-
frequency structures to adapt to various application scenarios,
such as cognitive radios and low latency applications
[2]. However, some drawbacks for GFDM arise from the
non-orthogonality [3] of the system as a result of using
prototype transmit filters [2]. In this study, we address two
specific drawbacks: the difficulty in designing low-complexity
transceivers, and performance degradation in receiver mean
square error (MSE) and symbol error rate (SER) compared
to that achieved through orthogonal frequency division
multiplexing (OFDM) [4]. The severity of the performance
degradation depends heavily on the prototype transmit filter
that is selected [3].
For GFDM systems with a matched filter (MF) receiver [2],
[5], inter-carrier interference (ICI) and inter-symbol interfer-
ence (ISI) exist. To cancel ICI and ISI, successive interference
cancellation (SIC) receivers are employed [2], [6], [7]. How-
ever, long delays are incurred in the process of interference
cancellation. In this paper, we focus on zero-forcing (ZF) and
linear minimum mean square error (MMSE) receivers [2],
[5], which eliminate ICI and ISI. Although the ZF receiver
is known for its low-complexity implementation under either
additive white Gaussian noise (AWGN) or multipath channels,
MMSE receiver implementations with linearithmic complex-
ity, to the best of our knowledge, is known only for the AWGN
channels (see recent references [8], [9]). In [10], [11], MMSE
receivers for multipath channels with reduced complexity were
proposed, but they still have at least a quadratic complexity
(in terms of numbers of GFDM subsymbols or subcarriers). In
this paper, we study the feasibility of low-complexity MMSE
receivers in presence of multipath channels and propose the
first implementation with linearithmic complexity thereof.
In addition, we study the impact of GFDM prototype trans-
mit filters on MSE and SER performance. In the literature [1]–
[3], [5], [8], [9], [12]–[28], many prototype filters, including
the raised-cosine (RC), root-raised-cosine (RRC), Xia [29],
Dirichlet [3], and Gaussian pulses, have been proposed and
used for GFDM systems. These prototype filters are mostly
designed to reduce OOB radiation of transmitted signals
except that the Dirichlet pulse is claimed to be rate-optimal
under the ZF or MMSE receiver over the AWGN channel [23].
However, GFDM systems using all these filters are mostly
non-orthogonal (except the Dirichlet pulse) [3]. In other words,
the corresponding GFDM transmitter matrices [2] generally
have a greater-than-unity condition number. This creates the
noise enhancement effect [5], [13], [23], and GFDM systems
using these filters suffer from MSE and SER performance
degradation compared to OFDM systems.
This study offers three main contributions:
1) New matrix characterization of GFDM transceivers:
The modulation process in a GFDM transmitter can be per-
formed by multiplying the data vector by a matrix with a
special structure, called a GFDM matrix. A GFDM matrix is
commonly characterized by its first column, usually referred
to as the prototype filter [2]. In some other references [8],
[12], a GFDM matrix is characterized by the frequency-domain
prototype filter, i.e., the discrete Fourier transform (DFT) of
the prototype filter, which leads to some advanced imple-
mentations of GFDM transceivers. In this paper, we propose
an alternative means for characterizing GFDM matrices, in
which a characteristic matrix is used. On the basis of this new
characterization, we investigated several properties of GFDM
matrices and found that the conditions for some properties
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Fig. 1. Block diagram of the transceiver. ("r/m" stands for "remove".)
of a GFDM matrix (e.g., non-singularity, unitary property)
can be expressed very clearly with the new characterization
parameters. This characterization also leads to low-complexity
transmitter implementations and provides a foundation for the
other two contributions, described as follows.
2) Low-complexity MMSE receivers under multipath chan-
nels: In this paper, we propose a form of low-complexity
implementation for an MMSE receiver. The necessary and suf-
ficient conditions for the existence of such an implementation
are derived and clearly expressed in terms of the new matrix
characterization parameters. Particularly, the use of a unitary
GFDM transmitter matrix is a sufficient condition. Moreover,
for cases where the necessary condition is not satisfied, we also
propose a low-complexity suboptimal MMSE receiver whose
performance approximates that of an MMSE receiver. This
makes GFDM transceivers very practicable even in multipath
channels. The complexity of our proposed implementation is
analyzed in detail and compared to existing solutions. We show
that significant complexity reduction can be obtained through
the use of our implementation.
3) Optimal prototype transmit filters in receiver MSE:
In this study, we investigate the optimal prototype transmit
filters in terms of minimizing receiver MSEs with both ZF and
MMSE receivers under the AWGN channel as well as static
and statistical linear time-invariant channels. We find that the
optimal GFDM transmitter matrices under most scenarios are
unitary GFDM matrices and do not suffer from the noise en-
hancement effect. Besides, we identify several unitary GFDM
matrices that achieve sufficiently favorable OOB radiation
performance for practical applications.
The remainder of this paper is structured as follows. In
Section II, we present the GFDM system model and the
new matrix characterization. We also derive some properties
of GFDM matrices and present low-complexity transmitter
implementations. In Section III, we propose low-complexity
ZF and MMSE receiver implementations. In Section IV, we
present a thorough complexity analysis for GFDM implemen-
tations. In Section V, optimal prototype transmit filters in
terms of minimizing receiver MSEs are derived, and specific
examples are provided. In Section VI, we derive the analytical
expression of power spectral density (PSD) and define the
OOB leakage as a performance measure for the OOB radi-
ation. Simulation results are shown in Section VII. Finally,
the study conclusion is provided in Section VIII.
Notations: Boldfaced capital letters denote matrices, and
boldfaced lowercase letters are reserved for column vectors.
We use 〈·〉D, (·)∗, (·)T , and (·)H to denote modulo D, complex
conjugate, transpose, and Hermitian transpose, respectively.
We also use (·)−H to denote ((·)−1)H . Given a matrix A,
we denote by [A]m,n, [A]:,r, ‖A‖F , vec(A), and A◦−1 its
(m,n)th entry (zero-based indexing), rth column, Frobenius
norm, column-wise vectorization, and Hadamard inverse (de-
fined by [A◦−1]m,n = [A]−1m,n, ∀ m,n), respectively. For any
diagonal matrix A, [A]n denotes [A]n,n. For any matrices A
and B, A⊗B denotes their Kronecker product, and A◦B their
Hadamard product. Given a vector u, we use [u]n to denote
the nth component of u, ‖u‖ the L2-norm of u, diag(u)
the diagonal matrix containing u on its diagonal, and Ψ(u)
the circulant matrix whose first column is u. Given square
matrices Am, ∀ 0 ≤ m < p for any positive integer p, we use
blkdiag({Am}p−1m=0) to denote a block diagonal matrix whose
mth diagonal block is Am. We define Ip to be the p×p identity
matrix, 1p the p×1 vector of ones, Wp the normalized p-point
DFT matrix with [Wp]m,n = e−j2pimn/p/
√
p for any positive
integer p, and δkl the Kronecker delta. We use ∠C to denote
the phase φ ∈ (−pi, pi] of a nonzero complex number C, and
∠A the matrix such that [∠A]m,n = ∠[A]m,n for each entry.
For any set A, we denote its cardinality by |A|. Finally, we
use E{·} to denote the expectation operator.
II. CHARACTERIZATION OF GFDM SYSTEMS
GFDM is a block-based communication scheme as
shown in Fig. 1 [2]. In a GFDM block, M complex-valued
subsymbols are transmitted on each of the K subcarriers,
so a total of D = KM data symbols are transmitted.
The data symbol vector d[l] is decomposed as d[l] =
[d0,0[l] · · · dK−1,0[l] d0,1[l] · · · dK−1,1[l] · · · dK−1,M−1[l]]T ,
where dk,m[l] is the data symbol on the kth subcarrier and
mth subsymbol in the lth block, taken from a complex
constellation. Assume the data symbols are zero-mean and
independent and identically distributed (i.i.d.) with symbol
energy ES , i.e., E{d[l]dH [n]} = ESIDδln. Each data symbol
dk,m[l] is pulse-shaped by the vector gk,m whose nth entry is
[gk,m]n = [g]〈n−mK〉De
j2pikn/K , n = 0, 1, . . . , D − 1, (1)
where g is a D×1 vector, referred to as the prototype transmit
filter [2]. Let x[l] = [x0[l] x1[l] · · ·xD−1[l]]T be the vector
containing the transmit samples. Then, the GFDM modulator
can be formulated as the transmitter matrix [2]
A = [g0,0 · · ·gK−1,0 g0,1 · · ·gK−1,1 · · ·gK−1,M−1] (2)
such that x[l] = Ad[l]. The matrix A as defined in (2) is
called hereafter a GFDM matrix with a prototype filter g. The
vector x[l] is further added a cyclic prefix (CP) before sending
to the receiver through a linear time-invariant (LTI) channel.
Details on the channel effects and the receiver are elaborated
in Section III.
A. Characterization of GFDM Matrices: Basic Definitions
In the literature, GFDM transmitter matrices are often char-
acterized by the prototype transmit filter g. Alternatively, in
[8], [12], [23], GFDM matrices have been parametrized by the
frequency-domain prototype transmit filter gf =
√
DWDg,
i.e., the D-point DFT of g.
In this paper, we propose an alternative means for character-
izing a GFDM transmitter matrix, namely, the characteristic
matrix G of size K×M . We show that the proposed character-
ization is useful for understanding some important properties
3of GFDM transmitter matrices not easily derived in terms of
the characterization of traditional time-domain or frequency-
domain prototype filters. The proposed characterization is
essentially equivalent to the discrete Zak transform (DZT) [5],
[30], but all derivations in the paper do not require knowledge
of the DZT. A formal definition of this characterization of a
GFDM transmitter matrix is given as follows.
Definition 1 (Characteristic matrix): Consider a KM×KM
GFDM matrix A in (2) with a prototype filter g. We define
the characteristic matrix G of the GFDM matrix A as
G =
√
D reshape(g,K,M)WM , (3)
where reshape(g,K,M) is a K ×M matrix whose (k,m)-
entry is [g]k+mK , ∀ 0 ≤ k < K, 0 ≤ m < M . Moreover, the
phase-shifted characteristic matrix G¯ of the GFDM matrix A
is defined as the K ×M matrix whose (k,m)-entry is
[G¯]k,m = [G]k,me
−j2pikm/D. (4)
Finally, the energy ξG of the GFDM matrix A is defined by
ξG = ‖G‖2F /D.
The following lemma would be useful for derivations of
low-complexity transceiver implementations and optimal pro-
totype filters later.
Lemma 1: Let A be a GFDM matrix with a K × M
characteristic matrix G, a K×M phase-shifted characteristic
matrix G¯, a D × 1 prototype filter g, and energy ξG, where
D = KM . Then,
(a) The prototype filter g can be expressed as g =
vec
(
GWHM
)
/
√
D.
(b) The frequency-domain prototype filter gf ,
√
DWDg
can be expressed as gf = vec(G¯TWK).
(c) The matrix A satisfies
A = (WHM ⊗ IK) diag(vec(G))(WM ⊗WHK). (5)
(d) The energy ξG satisfies ξG = ‖g‖2.
Proof: (a) The statement follows from the inverse opera-
tion of (3).
(b) According to (a), the prototype filter g satisfies [g]mK+k =
[GWHM ]k,m/
√
D. Thus, gf satisfies
[gf ]k′M+m′ =
K−1∑
k=0
M−1∑
m=0
[g]mK+ke
−j2pi(mK+k)(k′M+m′)/D
=
1√
K
K−1∑
k=0
[G]k,m′e
−j2pik(k′M+m′)/D, (6)
∀ 0 ≤ k′ < K, 0 ≤ m′ < M , i.e., gf = vec(G¯TWK).
(c) Using the famous matrix identity vec(ABC) = (CT ⊗
A) vec(B) [31], we first obtain that (WHM ⊗ IK) vec(G) =
vec(IKG(W
H
M )
T ) = vec(GWHM ) =
√
Dg. Then, the
zeroth column of the right-hand side of (5) is (WHM ⊗
IK) diag(vec(G)) · 1√D1D = (WHM ⊗ IK) vec(G)/
√
D = g,
i.e., the prototype filter of A. The equality of the other columns
of both sides in (5) can be verified similarly, by noting that the
(k+mK)th column of WM ⊗WHK is [WM ]:,m ⊗ [WK ]:,k.
(d) The proof is trivial in view of Lemma 1(a) and Parseval’s
theorem.
Lemmas 1(a) and 1(b) indicate the one-to-one correspon-
dence among G, g, and gf and are useful in developments
later in this paper. It is noted that a mathematically equivalent
form of them can also be derived from the definition and
frequency-domain expression of the DZT [30]. The statements
and proofs provided here, however, do not require knowledge
of the DZT. Lemma 1(c) is a simplified form of the decompo-
sition proposed in [32], and we give a simple alternative proof
above. We will use (5) to develop transceiver implementations.
Finally, Lemma 1(d) shows that the energy of A is simply the
energy of the prototype filter g, which can also be proved by
unitarity of the DZT [30].
B. GFDM Transmitter Implementations
As presented earlier in this paper, the transmitter simply
modulates the data symbol vector by
x[l] = Ad[l]. (7)
Then, x[l] is passed through a parallel-to-serial (P/S) converter,
and a CP of length L is added, as shown in Fig. 1. Denote K ⊆
{0, 1, . . . ,K − 1} and M ⊆ {0, 1, . . . ,M − 1} as the set of
subcarrier indices and set of subsymbol indices, respectively,
that are actually used. The digital baseband transmit signal of
GFDM can then be expressed as
x[n] =
∞∑
l=−∞
∑
k∈K
∑
m∈M
dk,m[l]gm[n− lD′]ej2pi
k(n−lD′)
K , (8)
where D′ = D + L and
gm[n] =
{
[g]〈n−mK−L〉D , n = 0, 1, . . . , D
′ − 1
0, otherwise
. (9)
In most instances of this paper, we omit the block index "[l]"
for notational brevity.
For the implementation of the transmitter matrix A, two
types pertaining to the conventional time [2] and frequency [8]
domains, respectively, are found in the literature. In this paper,
we propose another implementation based on the characteristic
matrix. These implementations are described as follows:
1) Direct implementation: The matrix multiplication in (7)
is directly implemented, which can be considered a time-
domain implementation that deals with the prototype filter g
directly [2].
2) Frequency-domain implementation: Previous frequency-
domain implementations [8], [12] have been proposed for
complexity reduction. The transmit signal is produced with
x =
1√
K
WHD
∑
k∈K
P(k) diag(gf )RWMdk, (10)
where dk = [dk,0 dk,1 · · · dk,M−1]T , R = 1K ⊗ IM , and
P(k) = Ψ(p(k)) ⊗ IM , with p(k) being the K × 1 vector
equal to the kth column of IK .
3) Characteristic-matrix-domain implementation: We pro-
pose two forms of characteristic-matrix-domain implementa-
tion. Using Lemma 1(c), we obtain a transmitter implementa-
tion based on (5), which we call Form-1 implementation, as
shown in Fig. 2. An alternative form of decomposition of the
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Fig. 2. Characteristic-matrix-domain Form-1 transmitter implementation.
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Fig. 3. Characteristic-matrix-domain Form-2 transmitter implementation.
transmitter matrix that exploits the phase-shifted characteristic
matrix G¯ is formulated as
A = WHDΠ(IM ⊗WK) diag(vec(G¯))(WM ⊗WHK), (11)
where Π is the D ×D permutation matrix defined by
[Π]kM+m,nK+l = δklδmn, (12)
∀ 0 ≤ k, l < K, 0 ≤ m,n < M . The matrix Π can
be understood through the identity vec(MT ) = Π vec(M),
where M is any K × M matrix. We obtain (11) by using
(5) and the fact that a KM -point DFT can be decomposed
into a K-point DFT, an M -point DFT, and twiddle factors of
the form e−j2pikm/D, which are incorporated into G¯. Eq. (11)
corresponds to the implementation shown in Fig. 3, which we
call Form-2 implementation. The complexity of both forms
are in O(KM logKM). Yet, as will be seen in Section IV,
the complexity of Form-1 transmitter is slightly lower than
that of Form-2 transmitter, while the Form-2 structure based
on the decomposition in (11) is advantageous for receiver
implementation.
C. Unitary and Invertible GFDM Matrices
With the characteristic-matrix-domain implementation, we
can also easily identify the class of unitary GFDM matrices
as follows.
Theorem 1 (Unitary GFDM matrices): Let A be a GFDM
matrix with a K × M characteristic matrix G. Then, A
is unitary if and only if G contains unit-magnitude entries:
|[G]k,l| = 1 ∀ 0 ≤ k < K, 0 ≤ l < M . An equivalent
condition is that its phase-shifted characteristic matrix G¯, as
defined in (4), contains unit-magnitude entries: |[G¯]k,l| =
1 ∀ 0 ≤ k < K, 0 ≤ l < M .
Proof: Since WHM ⊗ IK and WM ⊗ WHK in (5) are
both unitary, A is unitary if and only if the diagonal matrix
diag(vec(G)) is unitary. This is the case if and only if
|[G]k,l| = 1 ∀ 0 ≤ k < K, 0 ≤ l < M . Finally, we have
the equivalent condition since |[G]k,l| = |[G¯]k,l|, ∀ k, l.
Observing the result in Theorem 1, we call a prototype filter
g a constant-magnitude-characteristic-matrix (CMCM) filter
if the corresponding characteristic matrix contains constant-
magnitude entries, i.e., corresponding to a scalar multiple of
a unitary GFDM matrix. We will show that CMCM filters are
solutions to several of our problems in minimizing the receiver
MSE, and are an important class of filters for GFDM.
The following theorem expresses the conditions for the non-
singularity of a GFDM matrix in terms of its characteristic
matrix and related properties. Later in this paper, the theorem
is shown to be very useful in our study on a GFDM receiver.
Theorem 2 (Properties of A−1): Let A be a GFDM matrix
with a K ×M characteristic matrix G. Then,
(a) A is invertible if and only if G has no zero entries.
(b) If A is invertible, then A−H is also a GFDM matrix whose
characteristic matrix H satisfies [H]k,l = 1/[G]∗k,l,∀k, l, i.e.,
H = (G∗)◦−1. (13)
(c) If A is invertible, the squared norm of each row of A−1
equals the energy of A−H , ξH = ‖H‖2F /D.
Proof: (a) According to (5), A is invertible if and only if
G has no zero entries since WHM ⊗ IK and WM ⊗WHK are
both unitary matrices.
(b) According to (5), if A is invertible,
A−H = (WHM ⊗ IK)(diag(vec(G))−H(WM ⊗WHK). (14)
In other words, A−H is a GFDM matrix whose characteristic
matrix H satisfies (13).
(c) According to (b), A−H is a GFDM matrix. Since the norm
of each column of a GFDM matrix equals the norm of its
prototype filter, the result follows from Lemma 1(d).
The condition for the singularity of A is also found in [32].
In [5], Gabor analysis results [30], [33] and DZT [30] were
applied to obtain a similar statement in Theorem 2(b). Our
derivations, however, involve only basic linear algebra and
DFT, making the properties more accessible to general readers.
III. GFDM RECEIVER IMPLEMENTATIONS
In this section, we complete our description of the GFDM
system model as illustrated in Fig. 1, and propose a new
form of low-complexity implementation of ZF and MMSE
receivers: the characteristic-matrix-domain implementation.
As shown in Fig. 1, the received signal after transmission
through a wireless channel is modeled as an LTI system
y[n] = c[n] ∗ x[n] + q[n], where c[n] is the channel impulse
response, and q[n] is the complex AWGN with variance
N0. When c[n] = δn0, the channel reduces to an AWGN
channel. More generally, we consider a multipath channel
with arbitrary coefficients c[n]. The channel order is assumed
not to exceed the CP length; that is, c[n] = 0 for all n
such that n < 0 or n > L. The received samples after CP
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Fig. 4. Characteristic-matrix-domain Form-2 receiver implementation.
removal and serial-to-parallel (S/P) conversion are collected
as y[l] = [y0[l]y1[l] · · · yD−1[l]]T . The transfer function from
the transmitted block x[l] to the received block y[l] is
y[l] = Cx[l] + q[l], (15)
where C, the channel circular convolution matrix [2], equals
the circulant matrix Ψ([c[0]c[1] · · · c[D− 1]]T ) [34]. As there
is no inter-block interference, the index “[l]” is omitted in most
parts of the following developments. Since a circulant matrix
can be diagonalized by the DFT matrix, we have
C = WHDDCWD, (16)
where DC = diag([C0C1 · · ·CD−1]T ) with Cl =∑D−1
n=0 c[n]e
−j2pinl/D being the D-point DFT of c[n].
From (7) and (15), we can express the received block in
terms of the source data symbol vector as
y = CAd + q. (17)
The receiver is responsible for obtaining the estimated data
symbol vector dˆ given the received block y. In the literature,
several standard types of receivers have been discussed [2],
[5], including MF, ZF, and linear MMSE receivers. Note that
when unitary GFDM transmitter matrices are used, an MF
receiver is equivalent to a ZF receiver because A−1 = AH if
A is unitary. We study ZF and MMSE receivers in this paper.
A. Low-Complexity ZF Receivers
In the ZF receiver, the demodulator BZF is formulated as a
GFDM receiver matrix A−1 multiplied by an equalizer C−1.
The estimated data symbol vector is
dˆ = BZFy = A
−1C−1y = d + A−1C−1q. (18)
Note that the ZF receiver exists when both A and C are
invertible. Theorem 2(b) implies that A−1 is just a Hermitian
transpose of another GFDM matrix. Combined with the fact
that C is diagonalizable by WD, low-complexity implemen-
tations for the ZF receiver based on the forms in (5) and (11)
are readily available. Particularly, we obtain the ZF receiver
Form-1 implementation
BZF = (W
H
M ⊗WK)D−1G (WM ⊗ IK)WHDD−1C WD, (19)
where DG = diag(vec(G)), and the ZF receiver Form-2
implementation
BZF = (W
H
M ⊗WK)D¯−1G (IM ⊗WHK)ΠTD−1C WD, (20)
where D¯G diag(vec(G¯)). The block diagram of a Form-2
receiver is shown in Fig. 4, with Fl = 1/Cl, ∀ 0 ≤ l < D and
H = G¯◦−1 therein. Although the complexity of both forms is
in O(KM logKM), we show in Section IV that Form 2 is
generally of lower complexity. Yet, under the special case of
the AWGN channel, Form-1 implementation is advantageous
since it is simplified to
A−1 = (WHM ⊗WK)D−1G (WM ⊗ IK), (21)
which does the reverse operation of Fig. 2.
The frequency-domain implementation can be used for ZF
receivers. It is proposed that estimated data symbols for the
kth subcarrier in the ZF receiver are given by [8], [12], [35]
dˆk =
1√
K
WHMR
T diag(hf )(P
(k))TD−1C WDy, (22)
where hf is the ZF frequency-domain prototype receive filter.
B. Low-Complexity MMSE Receivers
For an MMSE receiver, the existence of a low-complexity
implementation at the order O(KM logKM) has not been
well studied previously except in the case of an AWGN chan-
nel [8], [9]. Assuming E{ddH} = ESID (i.e., all subcarriers
are subsymbols are allocated with data)1, the MMSE receiver
for (17) can be modeled as [34]
BMMSE = A
HCH
[
CAAHCH + γ−1ID
]−1
, (23)
where γ = ES/N0 is the signal-to-noise ratio (SNR), and
dˆ = BMMSEy. (24)
When both A and C are invertible, (23) reduces to [5]
BMMSE =
[
CA + γ−1(CA)−H
]−1
. (25)
Either (23) or (25) involves the inversion of a matrix that
is not a GFDM matrix, so Theorem 2 does not apply here
to the reduction of the implementation complexity. A direct
implementation requires a complexity of O(K3M3) and is
often not a desirable solution. Also, the frequency-domain
implementation [8] is not applicable to the MMSE receiver
in general since (23) cannot be simplified to the form in (22).
We propose to use the structure depicted in Fig. 4 in our
study of a potential MMSE receiver, where coefficients Fk
and entries of H are to be designed. The following theorem
provides the necessary and sufficient conditions on which an
MMSE receiver can be implemented with such a form.
Theorem 3: Let A be a nonsingular GFDM matrix with a
K ×M phase-shifted characteristic matrix G¯, C be a D ×
D nonsingular circulant matrix, γ be a positive real number,
DC = WDCW
H
D , and Cl = [DC ]l,∀ 0 ≤ l < D, where
D = KM . Then, there exist D × D nonsingular diagonal
matrices D1,D2 such that BMMSE defined in (25) satisfies
BMMSE = (W
H
M ⊗WK)D−12 (IM ⊗WHK)ΠTD−11 WD (26)
1If this is not the case, then the subsequent derivations on the MMSE
receiver are not exact and may need modification in the future.
6if and only if ∀ 0 ≤ m < M , either (a) |[G¯]k,m| is a constant
in k, or (b) |CkM+m| is a constant in k, or both, where Π is
defined in (12).
Proof: Let Q = IM ⊗WK . Note that for any D × D
diagonal matrix D = diag(s), D′ , ΠTDΠ is also a
diagonal matrix with D′ = diag(ΠT s). Using this property
and (11)(16), one can show that[
CA + γ−1(CA)−H
]−1
= (WHM ⊗WK)E−1ΠTWD (27)
where E is defined as
E = D′CQD¯G + γ
−1D′−HC QD¯
−H
G , (28)
D¯G = diag(vec(G¯)), D′C = Π
TDCΠ is a diagonal matrix
with D′C = diag(Π
T cf ), and cf = [C0C1 · · ·CD−1]T . Not-
ing that WHM⊗WK , ΠT , and WD in (27) are all unitary, and
that ΠTD−11 = D
−1
3 Π
T if we define D3 as D3 = ΠTD1Π,
we determine that (26) is satisfied if and only if there exist
nonsingular D × D diagonal matrices D3,D2 such that
E = D3QD2. Let um, u˜m,vm, v˜m,wm, zm be K×1 vectors
∀ 0 ≤ m < M such that diag([uT0 · · ·uTM−1]T ) = D′C ,
diag([u˜T0 · · · u˜TM−1]T ) = D′−HC , diag([vT0 · · ·vTM−1]T ) =
D¯G, diag([v˜T0 · · · v˜TM−1]T ) = D¯−HG ,
diag([wT0 · · ·wTM−1]T ) = D3,diag([zT0 · · · zTM−1]T ) = D2.
(29)
Noting that Q = IM ⊗WK = blkdiag({WK}M−1m=0 ), we
obtain that D3QD2 = blkdiag({(wmzTm) ◦WK}M−1m=0 ) and
E = blkdiag({Fm ◦WK}M−1m=0 ), where ∀ 0 ≤ m < M ,
Fm = [um γ
−1u˜m][vm v˜m]T . (30)
Since for both E and Q, each block diagonal submatrix is a
full matrix without any zero entry, E = D3QD2 is satisfied if
and only if Fm = wmzTm is satisfied ∀ 0 ≤ m < M . For any
given m, if condition (a) is satisfied: |[vm]k| = |[G¯]k,m| is a
constant in k, then v˜m = |[G¯]0,m|−2vm and we can choose
wm = um + (γ|[G¯]0,m|2)−1u˜m, zm = vm, (31)
to make Fm = wmzTm; if condition (b) is satisfied: |[um]k| =
|CkM+m| is a constant in k, then u˜m = |Cm|−2um and we
can choose
wm = um, zm = vm + (γ|Cm|2)−1v˜m. (32)
to make Fm = wmzTm. It is now clear that for any m, if at
least one of (a) and (b) is satisfied, then there exist wm, zm,
and consequently, D2,D3, such that E in (28) satisfies E =
D3QD2. Conversely, assume that Fm = wmzTm is satisfied
∀ 0 ≤ m < M , but that both conditions (a) and (b) are not
satisfied for some m, say, m0. Then, both sets {um0 , u˜m0} and
{vm0 , v˜m0} are linearly independent. Thus, rank(Fm0) = 2,
which can be proved by, e.g., Sylvester’s law of nullity [36].
This contradicts to the assumption Fm0 = wm0z
T
m0 .
Theorem 3 implies that a unitary GFDM matrix and the
AWGN channel are two sufficient (but not necessary) condi-
tions for the existence of the low-complexity MMSE receiver
implementation in the form of Fig. 4. Specifically, assuming
C in Theorem 3 is the channel circulant matrix, we obtain that
|CkM+m| is constant in k for all m under the AWGN channel.
Thus, according to (32), the MMSE receiver under the AWGN
channel can be implemented as shown in Fig. 4, with Fl = 1,
∀ 0 ≤ l < D and H = (G¯ + γ−1(G¯∗)◦−1)◦−1 therein. For
the more practical case where |CkM+m| is non-constant in
k for all m, Theorem 3 implies that a sufficient condition
for a low-complexity MMSE receiver implementation in the
form of Fig. 4 is that |[G¯]k,m| is a constant in both k and
m, i.e., using a unitary GFDM matrix A up to a scale factor,
or equivalently, a CMCM filter, in view of Theorem 1. In this
case, each |[G¯]k,m|2 equals the energy ξG of A, and according
to (31), we have the Form-2 implementation of the MMSE
receiver shown in Fig. 4, with Fl = 1/(Cl + (γξGC∗l )
−1),
∀ 0 ≤ l < D and H = G¯◦−1 therein.
C. Low-Complexity Approximated MMSE Receivers
If neither conditions (a) nor (b) in Theorem 3 are satisfied
for some m, then it is impossible to find D3,D2 such that
E = D3QD2, where E is defined in (28) and Q = IM⊗WK .
In this case, an exact MMSE receiver cannot be implemented
as shown in Fig. 4, but we propose using an approximated
MMSE receiver based on the same structure. Specifically,
we minimize the Frobenius norm ‖E−D3QD2‖F by using
low-rank matrix approximations. Since E = blkdiag({Fm ◦
WK}M−1m=0 ), D3QD2 = blkdiag({(wmzTm)◦WK}M−1m=0 ), and
WK contains constant-magnitude entries, an equivalent condi-
tion is minimizing
∥∥Fm −wmzTm∥∥F ,∀ 0 ≤ m < M , where
wm, zm, and Fm are defined in (29) and (30). By performing
the singular value decomposition (SVD) of Fm for each m,
we obtain Fm = UmΣmVHm, where Um and Vm are D×D
unitary matrices, and Σm = diag([s
(1)
m s
(2)
m 0 · · · 0]T ) with
s
(1)
m ≥ s(2)m . Accordingly, we can minimize
∥∥Fm −wmzTm∥∥F
by taking wmzTm = s
(1)
m [Um]:,0[Vm]
H
:,0 [37]. The complexity
of computing the SVD of each rank-2 matrix Fm is in
O(K) [38], so the overall complexity of the receiver is still
in O(KM logKM). Moreover, we will show by simulation
that this approximated MMSE receiver has favorable MSE
and SER performance. Note that Theorem 3 does not imply
the non-existence of a low-complexity MMSE receiver in
O(KM logKM) when both conditions (a) and (b) therein
are not satisfied; it just states that an MMSE receiver cannot
be implemented in the form shown in Fig. 4. Whether an exact
MMSE receiver can be implemented with low complexity
remains an open question.
In summary, a low-complexity MMSE receiver implemen-
tation exists in an AWGN channel (as has been known). A
less known condition for the existence of low-complexity
MMSE receiver implementation is to employ a unitary GFDM
matrix. If one chooses not to use a unitary GFDM matrix,
the approximated MMSE receiver can be used for a low-
complexity implementation with suboptimal performance.
D. Remarks on Soft-Output Demodulation
In a receiver that applies soft-output demodulation, it
is essential to have the knowledge of error variances
σ2k,m , [Re]k+mK , ∀ 0 ≤ k < K, 0 ≤ m < M ,
where Re = E{eeH} and e = dˆ − d. It is wor-
thy to note that low-complexity algorithms at the order
7O(KM logK) can be found to obtain these values, using
characteristic matrix techniques presented above. For the
ZF receiver, using (18) and (16), we can derive Re =
N0(WDA
−H)HD−1C D
−H
C (WDA
−H). One may verify with
some efforts, using (11), that σ2k,m is constant in m for any k,
and that the vector σ , [σ20,mσ21,m · · ·σ2K−1,m]T has the form
σ =
N0
D
WK
M−1∑
l=0
[
diag(tl)W
H
Krl
]
(33)
where rl = [|Cl|−2|CM+l|−2 · · · |C(K−1)M+l|−2]T and
tTl =
∑K−1
p=0 [H¯]
∗
p,l[[H¯]〈p〉K ,l[H¯]〈p+1〉K ,l · · · [H¯]〈p+K−1〉K ,l],
with H¯ = G¯◦−1. Note that tl can be pre-computed, so the
complexity for calculating (33) is at the order O(KM logK).
For the MMSE receiver, assuming A is unitary, we can
similarly derive Re = ES(ID − (WDA−H)HDHC (DCDHC +
γ−1ID)−1DC(WDA−H)). Thus, we can derive that σ for
the MMSE receiver can be expressed as in (33) by changing
the kth entry of rl from |CkM+l|−2 to |CkM+l|2/(|CkM+l|2+
γ−1), so the complexity for calculating the error variances is
again at the order O(KM logK).
IV. COMPLEXITY ANALYSIS
The computational complexity of the proposed transceiver
implementations in Sections II and III is compared to that
of several GFDM and conventional OFDM transceiver imple-
mentations. As the case of AWGN channels has been well
studied, we focus our complexity analysis on the case under
multipath channels, which are more general and more practi-
cal. For GFDM transmitters and ZF receivers, we include the
frequency-domain implementation [12] mentioned in Sections
II and III, the implementation proposed in [8], which is based
on performing frequency-domain convolution in time domain
as element-wise vector multiplication, and the implementation
in [9], which is based on exploiting the block circularity
of matrices involved in modulation and demodulation. For
GFDM MMSE receivers, we include the implementation in
[10], which is based on calculating filter coefficients and
filtering in the Zak domain, and the implementation in [11],
which is based on simplifying the inversion of a band-diagonal
matrix with LU decomposition. Since [11] is for a multiple-
antenna system, we calculate its complexity by reducing it to
a single-antenna system. It is assumed in [10], [11] that the
frequency-domain prototype transmit filter gf has only 2M
nonzero entries, so the complexity formulae for the MMSE
receivers in [10], [11] cannot be used for all general prototype
filters. We also compare to direct implementations, where
the matrix multiplications and inverses in (7), (18), and (24)
are implemented directly. The comparison is based on the
number of complex multiplications (CMs) required to transmit
or receive KM symbols, as shown in Table I. For a fair
comparison, the same block size KM as GFDM is used for
OFDM [34]. To obtain the complexity formulae, we assume
that a p-point DFT [39] and the inversion of a p × p matrix
based on Gaussian elimination [40] take p2 log p and p
3/3
CMs, respectively, for any positive integer p, where the base of
the logarithm is 2. The prototype filters for all implementations
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Fig. 5. Complexity of GFDM transmitter implementations.
are assumed to take complex values. Since the prototype filter
in [9] is assumed to be real-valued, we extend their results to
the case of complex-valued filters.
As depicted in Fig. 2, the proposed Form-1 transmit-
ter implementation involves four steps: M sets of K-point
inverse-DFTs (IDFTs), K sets of M -point DFTs, element-
wise multiplication with a K × M matrix, and K sets of
M -point IDFTs. These result in M K2 logK + K
M
2 logM +
KM +KM2 logM = KM(
1
2 logKM
2 + 1) CMs. Similarly,
we can derive the complexity formulae for the proposed Form-
2 transmitter (11), Form-1 receiver (19), and Form-2 receiver
(20) as described in Table I. If CMCM filters are used, MMSE
receivers can also be implemented based on (19) and (20)
by replacing each diagonal entry Cl in the matrix DC with
Cl + (γξGC
∗
l )
−1, where ξG is the energy of the transmitter
matrix, and γ = ES/N0 is the SNR. In view of the number
of CMs described in Table I, we recommend using the Form-
1 implementation for transmitters and Form-2 implementation
for receivers. For the frequency-domain implementation [12],
the parameter LT ≤ K is the number of subcarriers spanned
by the frequency-domain prototype transmit filter (i.e., gf has
only LTM nonzero entries), and LR ≤ K is the number
of subcarriers spanned by the frequency-domain prototype
receive filter. It was stated in [9] that the complexity of
their implementation can be reduced when M is a power of
two. The reduced complexity is listed separately in Table I.
For a fair comparison, frequency-domain one-tap equalization
WHDD
−1
C WD, taking KM(logKM + 1) CMs, as in (19) or
in (7) of [9] is used for all GFDM ZF receivers except for the
proposed Form-2 receiver and the implementation in [12], in
which, due to cancellation of a pair of DFT and IDFT, only
KM additional CMs are needed.
The complexity formulae in Table I are evaluated and
plotted for K = 64 subcarriers with respect to different
values of number of subsymbols M . The complexity of the
transmitter implementations is shown in Fig. 5. As suggested
in [12], LT = 2 is chosen for calculating the complexity of the
frequency-domain implementation. According to Fig. 5, the
number of CMs required by the proposed Form-1 transmitter
is the least among all GFDM transmitters, and is only about
1.5 times as much as that required by the OFDM transmitter.
The complexity of the frequency-domain implementation [12],
under the assumption that LT is as small as 2, is around 1.1 to
1.2 times the complexity of the proposed Form-1 transmitter.
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COMPUTATIONAL COMPLEXITY OF GFDM TRANSCEIVER IMPLEMENTATIONS UNDER MULTIPATH CHANNELS
Implementation Transmitter ZF receiver MMSE receiver
OFDM 12KM logKM
1
2KM logKM +KM KM(
1
2 logKM + 1)
Direct K2M2 K2M2 +KM(logKM + 1) 73K
3M3 + 2K2M2
Frequency-domain [12] KM( 12 logKM
2 + LT )
a KM( 12 logKM
2 + LR) +KM
b Applicable only to AWGN channels
Frequency-convolution [8] KM( 12 logK +M) KM(
1
2 logK +M) +KM(logKM + 1) Applicable only to AWGN channels
Block-circularity [9] KM( 12 logK +M) KM(
1
2 logK +M) +KM(logKM + 1) Applicable only to AWGN channels
Block-circularity [9], power-of-2 M KM( 12 logKM
2 + 1) KM( 12 logKM
2 + 1) +KM(logKM + 1) Applicable only to AWGN channels
Zak-domain [10] Not applicable Not applicable KM(logM + 6K + 12M + 4)a
LU-decomposition [11] Not applicable Not applicable KM( 12 logKM + 20M
2 + 22M)a
Proposed Form 1 KM( 12 logKM
2 + 1) KM( 12 logKM
2 + 1) +KM(logKM + 1) KM( 12 logK
3M4 + 4)c
Proposed Form 2 KM( 12 logK
3M2 + 1) KM( 12 logK
3M2 + 1) +KM KM( 12 logK
3M2 + 4)c
aAssumption: The frequency-domain prototype transmit filter gf has only LTM or 2M nonzero entries, depending on the context.
bAssumption: The frequency-domain prototype receive filter hf has only LRM nonzero entries.
cAssumption: The prototype transmit filter is a CMCM filter.
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The complexity of the implementation in [8] and the one in
[9] is even over 3 times the complexity of the proposed Form-
1 transmitter when M is relatively large. (The complexity
of the implementation in [12] would be higher than that of
the one in [8] if LT = K for general filters.) The reduced
complexity of the implementation in [9] when M is a power
of two, nevertheless, coincides that of the proposed Form-1
transmitter.
The complexity of the ZF receiver implementations is
shown in Fig. 6. Based on the suggestion in [2], LR = 16 is
chosen for the frequency-domain ZF receiver implementation
[12]. According to Fig. 6, the number of CMs required by the
proposed Form-2 ZF receiver is the least among all GFDM
ZF receivers, and is only about 2.5 times as much as that
required by the OFDM ZF receiver. The complexity of the
frequency-domain implementation [12] is around 1.6 to 1.8
times the complexity of the proposed Form-2 ZF receiver. The
complexity of the implementation in [8] and the one in [9] is
even nearly 3 times the complexity of the proposed Form-2 ZF
receiver when M is relatively large. The reduced complexity
of the implementation in [9] is still around 1.1 to 1.3 times
the complexity of the proposed Form-2 ZF receiver when M
is a power of two.
The complexity of the MMSE receiver implementations is
shown in Fig. 7. We see in Fig. 7 that the number of CMs
required by the proposed Form-2 MMSE receiver is the least
among all GFDM MMSE receivers, and is only about 2.8
times as much as that required by the OFDM MMSE receiver.
Compared to the implementations in [10], [11], complexity
reduction of around 2 to 3 orders of magnitude can be
achieved by the proposed Form-2 MMSE receiver because
the complexity of the proposed implementation is linearithmic
while that of the one in [10] is quadratic with the numbers of
both subsymbols M and subcarriers K, and that of the one in
[11] is even cubic with the number of subsymbols.
In summary, with the use of the proposed implementations,
significant complexity reduction can be obtained for receivers,
while moderate complexity reduction is also obtained for
transmitters. Note that direct implementations are not shown in
Figs. 5, 6, and 7 since they demand extremely large numbers of
CMs. For example, when K = 64 and M = 16, they require
about two orders of magnitude more CMs than the proposed
implementations do for a transmitter or ZF receiver, and
about five orders of magnitude more CMs than the proposed
implementations do for an MMSE receiver.
V. PROTOTYPE FILTER DESIGN
We propose in this section to design optimal prototype filters
in terms of minimizing the receiver MSE before considering
the OOB radiation performance. Due to the one-to-one relation
between the prototype transmit filter g and the characteristic
matrix G in Lemma 1(a), the design of the characteristic
matrix is essentially equivalent to the prototype filter design.
9We address the problem mainly from the perspective of the
characteristic matrix, which yields many insights.
The receiver MSE is formally defined as follows. Denote
the error variance on the kth subcarrier and mth subsymbol
after demodulation as
σ2k,m = E
{
|[dˆ− d]k+mK |2
}
(34)
for k = 0, 1, . . . ,K − 1 and m = 0, 1, . . . ,M − 1, where dˆ
is defined as in (18) or (24) if the ZF or MMSE receiver is
used, respectively. The expectation is taken on both the noise
and channel distributions. Define the receiver MSE σ2 as
σ2 =
1
D
K−1∑
k=0
M−1∑
m=0
σ2k,m. (35)
Our goal is to identify the optimal K×M characteristic matrix
G of a D ×D GFDM matrix A that minimizes the receiver
MSE σ2 as defined in (35) under the following scenarios:
1) the ZF receiver over the AWGN channel;
2) the ZF receiver over (statistical) multipath channels;
3) the MMSE receiver over the AWGN channel;
4) the MMSE receiver over (statistical) multipath channels,
which we call Problems 1-4. We fix ξG, which equals ‖g‖2 by
Lemma 1(d), as a normalization of the energy of the prototype
filter.
A. Optimization Results for ZF Receivers
The solutions to Problems 1 and 2 are identified in the fol-
lowing theorem, with some additional requirements introduced
for Problem 2.
Theorem 4: (a) Under the ZF receiver over the AWGN
channel, a prototype transmit filter g minimizes MSE σ2 if
and only if it is a CMCM filter. The corresponding minimum
MSE is σ2min = N0/ξG.
(b) Under the ZF receiver over any statistical channel such
that the channel frequency response Cl satisfies E{1/|Cl|2}
being a finite constant β,∀ 0 ≤ l < D, a prototype transmit
filter g minimizes MSE σ2 if and only if it is a CMCM filter.
The corresponding minimum MSE is σ2min = βN0/ξG.
Proof: (a) By (18) with C = ID and Theorem 2(c),
σ2k,m = E
{∣∣[A−1q]k+mK∣∣2} = ξHN0, (36)
∀ 0 ≤ k < K, 0 ≤ m < M , where ξH is the energy
of A−H . Then, the statement follows from (35) and the
inequality ξGξH ≥ 1, which is shown below. By Theorem
2(b), ξH =
∑K−1
k=0
∑M−1
l=0 (1/(D|[G]k,l|2)). Then, ξGξH ≥ 1
follows from the Cauchy-Schwarz inequality,[
K−1∑
k=0
M−1∑
l=0
|[G]k,l|2
][
K−1∑
k=0
M−1∑
l=0
1
|[G]k,l|2
]
≥ (KM)2, (37)
where the equality holds if and only if |[G]k,l| is a constant
in both k and l. The expression for σ2min follows from (36)
and the condition for the equality to hold for ξGξH ≥ 1.
(b) Taking the expectation of (33) and noting that E{rl} =
β1K , we can derive that
σ2k,m = β‖H¯‖2N0/D,∀ 0 ≤ k < K, 0 ≤ l < M. (38)
Thus, we have σ2 = β‖H¯‖2N0/D = βξHN0, and the result
follows from ξGξH ≥ 1 as proved in (a).
Note that in Theorem 4(b) (i.e., solution to Problem 2),
E{1/|Cl|2} is required to be a finite constant ∀ 0 ≤ l < D.
Requiring them to be finite is a necessary condition for the
receiver MSE σ2 to also be finite, and is an inherent limitation
of a ZF receiver since σ2 ∝ E{1/|Cl|2},∀ 0 ≤ l < D in this
case. Besides, we require them to be a constant so that there
remains some sort of symmetry as we move from the AWGN
channel to statistical channels.
After considering the statistical case for Problem 2, we
now evaluate the static case. Specifically, we consider a
deterministic multipath channel, or a slow fading channel
such that obtaining perfect channel state information at the
transmitter (CSI-T) is practical. The solution is as follows.
Theorem 5: Under the ZF receiver over any (static) mul-
tipath channel Cl such that Cl 6= 0,∀ 0 ≤ l < D, a
prototype transmit filter g minimizes MSE σ2 if and only
if |[G]k,l|2/√αl is a constant in both k and l, where αl =∑K−1
r=0 1/(|Cl+rM |2). The corresponding minimum MSE is
σ2min = (
∑M−1
l=0
√
αl)
2N0/(KM
2ξG).
Proof: See Appendix A.
The proposed filters in Theorem 5 are optimal in terms
of minimizing MSE, but they require CSI-T and are less
applicable than the CMCM filters derived under statistical
channels in Theorem 4(b).
B. Optimization Results for MMSE Receivers
The solution to Problem 3 is given by the following theo-
rem, whose proof is similar to that of Theorem 4(a).
Theorem 6: Under the MMSE receiver over the AWGN
channel, a prototype transmit filter g minimizes MSE σ2 if
and only if it is a CMCM filter. The corresponding minimum
MSE is σ2min = ES/(γξG + 1).
Proof: See Appendix B.
Observing that each of the solutions to Problems 1, 2, and
3 is a CMCM filter, we make the following conjecture that
the solution to Problem 4, under the assumption of identically
distributed Cl, ∀ 0 ≤ l < D, is also a CMCM filter.
Hypothesis 1: Under the MMSE receiver over any statistical
channel such that the channel frequency response Cl are iden-
tically distributed ∀ 0 ≤ l < D, a prototype transmit filter g
minimizes MSE σ2 if and only if it is a CMCM filter. The cor-
responding minimum MSE is σ2min = E{ES/(γξG|C0|2+1)}.
In Hypothesis 1, the assumption of identically distributed
Cl, ∀ 0 ≤ l < D is practical since many realistic channels,
such as Rayleigh fading channels [41], have identically dis-
tributed Cl. Note that we do not require each E{1/|Cl|2} to
be finite because an MMSE receiver does not suffer from this
limitation. While a mathematical proof for Hypothesis 1 is un-
available now because the inverse of CAAHCH + γ−1ID in
(23) cannot be readily simplified (one may consider properties
of block circulant matrices for the simplification in the future),
numerical results in Section VII verify that this hypothesis
tends to be correct.
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The solutions to all the four problems provide criteria for
the prototype transmit filter g to minimize the MSE under
various types of channels and receivers. Since some degrees of
freedom (i.e., ∠[G]k,l) remain in all the solutions, minimizing
the OOB radiation with respect to g under the derived criteria
would be a suitable research direction for future studies.
C. Comparison of Prototype Filter Candidates
Considering the optimization results, we find it natural to
categorize GFDM prototype filters into two classes: The first
class comprises CMCM filters, corresponding to the class of
unitary GFDM matrices (up to a scale factor), and the second
class comprises non-CMCM filters, corresponding to the class
of non-unitary GFDM matrices. The first class is advantageous
in minimizing the receiver MSE, whereas the second class
suffers from the noise enhancement effect [5], [13], [23].
The RC, RRC, Xia [29], and Gaussian pulses [3], adopted
by many previous studies, fall into the class of non-CMCM
filters. GFDM systems using these filters are non-orthogonal
[3]. In fact, since RC and RRC filters are even-symmetric,
i.e., [g]n = [g]D−n for n = 1, 2, . . . , D − 1, their GFDM
matrices are singular when K,M are both even integers. This
can be proved by using (3) to show that the corresponding
characteristic matrix G satisfies [G]K
2 ,
M
2
= 0 and using The-
orem 2(a) (see also [5], which also observed this point using
Gabor analysis). Thus, to avoid MSE and SER performance
degradation, we would not set D = KM as a power of 2
for GFDM systems using RC and RRC filters. By contrast,
the simulation results in this paper show that if the prototype
transmit filter is not even-symmetric, both K and M being
even does not prevent a GFDM system from exhibiting good
MSE and SER performance. There is also no constraint on K
and M in Theorem 1 for GFDM matrices to be unitary.
The class of CMCM prototype filters were less common
in previous studies. Yet, their existence implies that noise
enhancement is not always a problem of GFDM. As a simple
example of CMCM filters, consider the GFDM matrix whose
phase-shifted characteristic matrix G¯ satisfies
[G¯]k,l = 1,∀ 0 ≤ k < K, 0 ≤ l < M. (39)
The corresponding frequency-domain prototype filter is
[gf ]l =
√
K
∑M−1
k=0 δlk, l = 0, 1, . . . , D − 1. In fact, it
is a frequency-shifted version of the Dirichlet pulse [3].
The Dirichlet pulse is defined by a perfect rect function in
the frequency domain with the width of M frequency bins
located around the DC bin2. In other words, by defining
X1 = {0, 1, . . . , bM−12 c} and X2 = {D − dM−12 e, D −
dM−12 e+1, . . . , D−1}, we can express the frequency-domain
prototype filter as
[gf ]l =
√
K
∑
k∈X1∪X2
δlk, l = 0, 1, . . . , D − 1. (40)
It is also a CMCM filter, and its corresponding GFDM matrix
is unitary, as shown in the following corollary.
2Although this definition is only clear for an odd M , we give a reasonable
extension for an even M .
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Corollary 1: The GFDM matrix for the Dirichlet pulse is
unitary.
Proof: By Lemma 1(b) and (40), we can derive that the
phase-shifted characteristic matrix G¯ satisfies ∀ 0 ≤ k < K,
[G¯]k,l =
{
1, 0 ≤ l < dM/2e
e−j2pik/K , dM/2e ≤ l < M , (41)
for the Dirichlet pulse. Thus, it is a CMCM filter, and by
Theorem 1, the corresponding GFDM matrix is unitary.
The Dirichlet pulse (40) instead of its frequency-shifted
version (corresponding to (39)) will be used in the simulations
because its passband is centered at the DC bin.
As another example of CMCM filters, we propose the
modified Dirichlet pulse, defined by the frequency response
[gf ]l =
√
Kejpi
l
D
∑
k∈X1
δlk +
√
Kejpi
l−D
D
∑
k∈X2
δlk, (42)
l = 0, 1, . . . , D−1. The phase-shifted characteristic matrix G¯
for the filter satisfies
[G¯]k,l =
{
ejpil/D, 0 ≤ l < dM/2e
ejpi(−2kM+(l−M))/D, dM/2e ≤ l < M , (43)
∀ 0 ≤ k < K, so it is a CMCM filter. Later we will explain
why this filter may have lower OOB radiation than does the
Dirichlet pulse and verify this through simulation.
The absolute values of the entries of characteristic matrices
for the RC filter with roll-off factor α = 0.7, the Dirichlet
pulse, and the modified Dirichlet pulse are compared in
Fig. 8. Note the zero for the RC filter (which makes the
corresponding GFDM matrix singular). However, the other
two are advantageous because they have constant magnitudes
in the characteristic matrix, making both of them unitary.
VI. POWER SPECTRAL DENSITY AND OOB LEAKAGE
In this section, which serves as an aid for simulation later,
we define the OOB leakage O as a performance measure
for the OOB radiation of transmit signals. To evaluate O for
GFDM, we first address the power spectral density (PSD)
of GFDM signals. We derive an analytical PSD expression
encompassing an interpolation filter used in a D/A converter.
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This approach conforms to the practical realization of modern
digital-signal-processing-based communication systems [34].
The GFDM digital baseband transmit signal x[n] is de-
scribed as in (8). The analog baseband transmit signal xa(t)
is obtained by passing x[n] through a D/A converter with
a sampling interval Ts and an interpolation filter p(t), i.e.,
xa(t) =
∑∞
n=−∞ x[n]p(t−nTs). The PSD of xa(t) is defined
as Sa(f) = limT→∞ E{ 12T |
∫ T
−T xa(t)e
−j2pift dt|2} [41]. Let
P (f) =
∫∞
−∞ p(t)e
−j2pift dt be the Fourier transform of p(t),
and Gm(ejω) =
∑∞
n=−∞ gm[n]e
−jωn be the discrete-time
Fourier transform of gm[n], where gm[n] is defined in (9).
Assuming the data symbols are zero-mean and i.i.d. with
symbol energy ES , we can derive that
Sa(f) =
ES |P (f)|2
D′Ts
∑
k∈K
∑
m∈M
∣∣∣Gm (ej2pi(fTs− kK ))∣∣∣2 . (44)
A special case that leads to a simple expression of Gm(ejω)
is L = 0. When L = 0, we derive that
Gm(e
jω) =
D−1∑
l=0
[gf ]le
−j2pi lmM sincD (ωl) e−jωl
D−1
2 , (45)
where gf is the frequency-domain prototype transmit filter,
ωl = ω − (2pil/D), and
sincD(x) =
{
(−1)k(D−1), x = 2pik, k ∈ Z
sin(Dx/2)
D sin(x/2) , otherwise
(46)
is the periodic sinc function. Substituting (45) into (44), we can
express the PSD with gf , which enables designing the PSD
in terms of the frequency-domain prototype transmit filter.
Here we explain why the modified Dirichlet pulse ex-
hibits lower OOB radiation than does the Dirichlet pulse.
Taking the absolute value of (45) and setting m = 0 yields
|G0(ejω)| = |
∑D−1
l=0 [gf ]l sincD(ωl)e
jpilD−1D |. Since sincD(x)
alternates between positive and negative values as x crosses
nonzero integer multiples of 2pi/D, sincD(x)+ejφ sincD(x−
2pi/D) with φ = pi can be viewed as the extreme case of
"constructive interference" for the tails of the periodic sinc
functions. Thus, as ejpil
D−1
D and the factor ejpil/D introduced
in (42) combine to form ejpil, the modified Dirichlet pulse
exhibits lower OOB radiation than does the Dirichlet pulse
under the scenario that the 0th subsymbol is used as a guard
symbol. In other words, we allocate as much OOB energy as
possible on the discarded subsymbol.
To characterize the OOB radiation, we define the OOB
leakage [3] as
O =
|BI |
|BO| ·
∫
f∈BO Sa(f) df∫
f∈BI Sa(f) df
, (47)
In (47), BI and BO are the set of frequencies considered
in-band and out of band, respectively, and |BI | and |BO|
denote the lengths of the corresponding intervals. Recall that
K is the set of subcarrier indices actually used. The nominal
frequencies of the subcarriers in K lie in BI , several guard
subcarriers are used between BI and BO, and BO is reserved
for the use of other users.
Finally, note that in (8), the sets M and K are not required
to be M = {0, 1, . . . ,M − 1} or K = {0, 1, . . . ,K − 1}.
This means some guard symbols or guard subcarriers can be
used. GFDM is proposed to exhibit low OOB radiation. This
advantage is particularly significant if some guard symbols
and guard subcarriers are used [3]. To address the effects of
nulling some data symbols on the MSE or SER performance,
we present the following corollary.
Corollary 2: For any GFDM systems, σ2k,m is a constant
in both k and m for each of the scenarios: the ZF receiver
over the AWGN channel, the MMSE receiver over the AWGN
channel, and the ZF receiver over any statistical channel such
that the channel frequency response Cl satisfies E{1/|Cl|2}
being a finite constant β,∀ 0 ≤ l < D.
Proof: See Appendix C.
The main idea of the proof is that the equal-norm property
in Theorem 2(c) implies equal noise enhancement for each
subcarrier and subsymbol. These results imply that we can
just null the data symbols leading to the highest OOB radiation
without considering the MSE performance of each subcarrier
or subsymbol, as demonstrated in the simulation.
VII. SIMULATION RESULTS
In this section, we provide numerical examples to compare
the derived optimal prototype transmit filters, especially the
CMCM filters, with the conventional RC and RRC filters, in
terms of receiver MSE, SER, and OOB leakage.
A. MSE and SER Performance
The MSE and SER performance is evaluated through
Monte-Carlo simulation with 10000 blocks for each prototype
filter under each of the following six cases:
1) ZF-DFERF: the ZF receiver over a deep-fade-excluded
Rayleigh fading channel;
2) MMSE-RF: the MMSE receiver over the Rayleigh fad-
ing channel;
3) AMMSE-RF: the low-rank approximated MMSE re-
ceiver (see Sec. III-C) over the Rayleigh fading channel;
4) ZF-AWGN: the ZF receiver over the AWGN channel;
5) MMSE-AWGN: the MMSE receiver over the AWGN
channel;
6) ZF-MP: the ZF receiver over a (static) multipath chan-
nel.
We use (K,M) = (8, 4), (8, 5), or (32, 16) for GFDM, and
K = 32, 40, or 512, M = 1 for OFDM (OFDM is a special
case of GFDM using a rectangular window as the prototype
transmit filter) so that GFDM and OFDM have the same block
size D = KM . For the used Rayleigh fading channels, c[n]
is independent circularly symmetric complex Gaussian with
variance N (c)n , and two kinds of power delay profiles [34]
are used. For cases when (K,M) = (8, 4) or (8, 5), we
use N (c)n = (0.64)n for 0 ≤ n < D/4 and N (c)n = 0
for D/4 ≤ n < D. For cases when (K,M) = (32, 16),
we use N (c)n = 0,−1,−2,−3,−8,−17.2,−20.8 dB for
n = 0, 3, 7, 9, 11, 19, 41, respectively, and N (c)n = 0 otherwise,
which is derived from the LTE Extended Pedestrian A model
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Fig. 9. MSE for GFDM ZF receiver over a deep-fade-excluded Rayleigh fading (DFERF) channel, MMSE receiver over the Rayleigh fading (RF) channel,
and the corresponding OFDM receivers.
[42]. In Case ZF-DFERF, the channel is derived from the
Rayleigh fading channel by excluding all channel realizations
leading to a tap gain |Cl| smaller than -30 dB for some
subcarrier l from the channel pool. This exclusion results
in finite E{1/|Cl|2}, and is practical since transmission is
given up when deep fades occur in real communication. The
(static) multipath channel (in case ZF-MP) is composed of
four taps: −0.1518 + j0.6475, 0.2701 + j0.3063, 0.5703 +
j0.0767,−0.0900 + j0.2274. Finally, for MMSE receivers
(Cases 2, 3, and 5), unbiased estimates are used for symbol
detection [34].
The modulation is 16QAM, the symbol energy is ES = 1,
and the energy of the GFDM transmitter matrices is ξG = 1.
The CP length is L = D/4. The prototype transmit filters used
for GFDM include an RC filter with roll-off factor α = 0.7
and an RRC filter with roll-off factor α = 1. To demonstrate
that MSE performance is not affected by phases of entries
of constant-magnitude characteristic matrices, we use CMCM
filters with arbitrarily chosen phases in most of the simulation
cases (except for ZF-MP). Specifically, we use CMCM Filters
1 and 2 with characteristic matrices G1 and G2, respectively,
with the phases ∠G1 and ∠G2 being arbitrarily selected and
listed as follows. For systems with K = 8,M = 4, ∠G1 and
∠G2 are set as
∠G1 =

0.75 2.50 −1.09 −1.98
−2.95 0.16 1.29 1.59
−2.10 0.59 3.12 −0.31
0.53 3.04 0.28 −1.11
1.58 1.37 −3.02 −1.80
−3.11 1.05 0.47 −0.73
0.78 −1.88 0.85 −2.24
1.57 −2.83 −0.56 2.81
 , (48)
∠G2 =

−0.31 −3.11 0.82 −1.04
−1.70 2.53 −0.29 0.71
−2.49 2.19 −2.69 −1.55
−1.44 −0.77 −2.06 0.19
0.23 −1.00 0.31 0.48
0.95 −1.50 2.26 0.09
0.21 −1.03 0.76 0.57
2.17 1.79 −2.15 1.88
 . (49)
For systems with K = 8,M = 5, ∠G1 and ∠G2 are set as
∠G1 =

0.62 −0.40 −1.36 −2.16 −1.94
−1.30 −2.65 2.78 −2.95 2.17
1.01 0.07 2.86 2.92 −0.60
1.75 2.09 1.59 0.48 −1.89
1.55 −1.83 −0.11 −3.01 −0.57
0.27 −1.21 −2.81 0.37 −2.27
−1.48 0.46 2.58 2.72 0.44
1.23 −0.31 1.19 0.06 −0.35
 , (50)
∠G2 =

−2.89 −1.87 −2.40 −3.02 −1.22
0.73 2.22 −2.79 3.08 3.04
0.90 −2.14 −1.51 −2.13 −1.69
−2.42 −2.99 −1.16 −0.08 −0.63
−1.94 −2.57 2.22 1.17 2.89
1.33 1.10 −2.51 −1.44 1.36
−3.06 −3.05 −2.54 −3.09 0.36
0.53 0.22 2.88 −2.08 0.54
 . (51)
For systems with K = 32,M = 16, ∠G1 and ∠G2 are set
in ways such that CMCM Filters 1 and 2 are the Dirichlet
pulse (40) and modified Dirichlet pulse (42), respectively. For
Case ZF-MP, we also use two filters proposed in Theorem
5, with the phases of the characteristic matrices ∠G1 and
∠G2 again arbitrarily set as in (48) and (49) for the case of
K = 8,M = 4. For cases where both K and M are even, the
ZF receiver for an RC or RRC filter does not exist, so we use
instead the pseudo-inverse of the GFDM matrix.
Fig. 9 shows the simulation results under statistical chan-
nels. We first consider the case K = 8,M = 5. Fig. 9(a)
verifies the MMSE property of CMCM filters under the ZF
receiver over the deep-fade-excluded Rayleigh fading channel,
as stated in Theorem 4(b). The CMCM filters are better than
the RC filter, and essentially the same as OFDM in terms of
MSE performance. Turning to the case K = 8,M = 4, we
see similar results in Fig. 9(b). Yet, the RC filter performs
even worse due to the singularity of its transmitter matrix,
whereas the CMCM filters do not have such degradation.
Finally, similar results are again observed in Fig. 9(c) for the
case of the MMSE receiver over the Rayleigh fading channel.
Meanwhile, the MSEs of the CMCM filters correspond to the
hypothetical minimum MSE in Hypothesis 1. These imply that
Hypothesis 1 tends to be correct. Note that the channels used
for the ZF and MMSE receivers have different statistics, so
the results in Figs. 9(b) and 9(c) cannot be compared directly.
The performance of our proposed low-complexity approx-
imated MMSE receiver is evaluated in Fig. 10. The SER
performance is shown in two subfigures to make the curves
clear. As indicated by Theorem 3, the AMMSE and MMSE
receivers for a CMCM filter are identical. By contrast, Fig.
10 show that the MSE and SER performance is degraded
due to approximation for the RC and RRC filters, particularly
the RRC filter. In this case, ξH = 1, 1.08, and 1.25 for the
CMCM, RC, and RRC filters, respectively. Together with the
results in Fig. 10, this implies that higher nonuniformity of
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Fig. 10. MSE and SER for GFDM approximated MMSE (AMMSE) receiver over the Rayleigh fading channel (compared to the corresponding ZF and
MMSE receivers). K = 8,M = 5.
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Fig. 11. MSE for GFDM ZF receiver over the AWGN channel, MMSE receiver over the AWGN channel, ZF receiver over a (static) multipath (MP) channel,
and the corresponding OFDM receivers. K = 8,M = 4.
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Fig. 13. CCDF of PAPR for MMSE-RF. K = 32,M = 16.
|[G]k,l|, ∀ 0 ≤ k < K, 0 ≤ l < M engenders more errors
in the approximation process. However, in Figs. 10(b) and
10(c), all AMMSE receivers show significant performance
improvements over their ZF receiver counterparts, and exhibit
SERs that are the same as or only slightly higher than do
the MMSE receiver counterparts. (MSEs of ZF receivers
are infinite and thus not shown in Fig. 10(a).) Besides, the
complexity of the MMSE receivers (directly implemented as
in (25)) is O(K3M3), whereas that of the AMMSE receivers
is O(KM logKM). These show that the AMMSE receiver is
a good compromise between complexity and performance.
Fig. 11 shows the simulation results under static channels,
including the AWGN channel. Fig. 11(a) shows that the
CMCM filters are better than the RC filter, and essentially
the same as OFDM in terms of MSE performance. It verifies
that the CMCM filters are the prototype filters that minimize
receiver MSE under the ZF receiver over the AWGN channel,
as stated in Theorem 4(a). Similar results can be observed in
Fig. 11(b). It verifies that the CMCM filters are the prototype
filters that minimize receiver MSE under the MMSE receiver
over the AWGN channel, as stated in Theorem 6. Fig. 11(c)
verifies the MMSE property of the proposed filters under
the ZF receiver over (static) multipath channels as stated in
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Fig. 14. PSD for GFDM and OFDM. The 0th subsymbol is used as guard
symbol, and subcarriers 50 to 78 are switched off, i.e., K = {0, 1, . . . , 49}∪
{79, 80, . . . , 127}, M = {1, 2, . . . , 14}. Thus, BI = (−49.5, 49.5) ·
(1/(128Ts)) Hz, BO = ((−64(1+α),−49.5−Ngc)∪(49.5+Ngc, 64(1+
α))) · (1/(128Ts)) Hz, where α = 0.1, Ngc = 1 or 6.
TABLE II
OOB LEAKAGE IN DB OF THE SIMULATION IN FIG. 14
Guard
carriers OFDM
GFDM
Dirichlet
GFDM
modified Dirichlet
GFDM
RC
1 -35.1 -47.7 -48.0 -51.0
6 -37.1 -51.5 -51.8 -54.8
Theorem 5. The advantages of the proposed filters in this case
come from the use of CSI-T, whereas the RC filter and the
prototype filter of OFDM, i.e., the rectangular window, are
predefined and are not designed according to CSI-T.
Fig. 12 shows the magnitude response of the prototype fil-
ters used for Case MMSE-RF, i.e., Fig. 9(c). The Dirichlet and
modified Dirichlet pulses have the same magnitude response,
and are more frequency-localized than the RC filter. For Case
MMSE-RF, we also evaluate the peak-to-average power ratio
(PAPR) [43], defined as max |x[n]|2/E{|x[n]|2}, where x[n]
is the digital baseband transmit signal (8). PAPR complemen-
tary cumulative distribution function (CCDF) curves are shown
in Fig. 13. The Dirichlet pulse, modified Dirichlet pulse, and
OFDM are shown to have similar PAPR, while the RC filter
has a higher PAPR.
B. OOB Leakage
The PSD of GFDM and OFDM signals is simulated ac-
cording to (44), and the OOB leakage is evaluated according
to (47). The average in-band PSD is normalized to 1. We
basically follow the simulation parameters in [3]. We use
K = 128 and M = 15 for GFDM. An RC filter with a
roll-off factor of 0.5, the Dirichlet pulse [3], and the modified
Dirichlet pulse defined in (42) are used for GFDM, and the 0th
subsymbol is used as a guard symbol. For a fair comparison,
K = 1920 and M = 1 are used for OFDM so that the
GFDM and OFDM block sizes are equal, and the number
of used OFDM subcarriers is the same as the number of
used resource elements in GFDM systems, |K||M|. Thus, the
spectral efficiency of all systems with all filters are the same.
The used OFDM subcarriers are contiguous, and their center is
located at the DC bin. The number of GFDM guard subcarriers
used between BI and BO is Ngc = 1 or 6. The CP length is
L = 16. The interpolation filter p(t) is a sample-level RC
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Fig. 15. MSE for GFDMA ZF receiver over a deep-fade-excluded Rayleigh
fading channel and the corresponding OFDMA receiver. K = 32, M = 15.
filter with roll-off factor α = 0.1, and the sampling rate is
1/Ts = 1.92 MHz.
We compare the OOB leakage of GFDM and OFDM
systems, as presented in Table II, by using the simulated PSD
shown in Fig. 14. As shown in Table II, the Dirichlet pulse,
which is optimal in terms of minimizing the MSE, outperforms
OFDM by at least 12 dB, and has an OOB leakage comparable
to that of the RC filter. Besides, the OOB leakage of the
proposed modified Dirichlet pulse in this study is even lower
than that of the Dirichlet pulse; this suggests that the Dirichlet
pulse known in the literature is not optimal in terms of OOB
leakage among all CMCM filters, and that we may further
minimize the OOB leakage in the future with respect to the
prototype transmit filter under the derived MMSE criterion.
C. Multiple Access
We briefly evaluate the performance of generalized fre-
quency division multiple access (GFDMA) [43] and compare
it to that of orthogonal frequency division multiple access
(OFDMA) [34]. In our simulation, uplink transmission is
considered, and the same GFDM transmitter matrix with
K = 32 and M = 15 is used by two users. The subcarriers
used by the two users are K = {0, 1, . . . , 14} and K =
{16, 17, . . . , 30}, respectively, and the 0th subsymbol is used
as a guard symbol. For a fair comparison, for OFDMA, we
use K = 480 and M = 1, and the subcarriers used by the two
users are K = {0, 1, . . . , 209} and K = {240, 241, . . . , 449},
respectively, so that the spectral efficiency of GFDMA and
OFDMA is the same. We evaluate the performance of one
user while assuming that the other user has a normalized
carrier frequency offset [34]  = 0 or 0.2 (normalized to the
OFDM subcarrier spacing). The ZF receiver under the same
deep-fade-excluded Rayleigh fading channel as mentioned in
Section VII-A is used. The modulation is 16QAM, and the CP
length is L = D/4. Fig. 15 shows that the MSE performance
of GFDMA using the Dirichlet pulse and modified Dirichlet
pulse and OFDMA are the same when  = 0. However,
when  = 0.2, the Dirichlet pulse performs much better
than OFDMA, and the modified Dirichlet pulse performs a
little better than the Dirichlet pulse, which can be explained
15
by their OOB leakage. The RC filter performs the worst
when  = 0 and 0.2 since its ZF prototype receiver filter
is not frequency-localized and collects interference outside
the desired bandwidth [2]. The simulation result shows that
GFDMA using the proposed CMCM filters is promising.
VIII. CONCLUSIONS
A new matrix-based characterization of GFDM systems
is proposed, which facilitates deriving properties of GFDM
(transmitter) matrices not easily obtained under the traditional
prototype-filter point of view. The class of unitary GFDM
matrices is identified through the matrix characterization,
and conditions for non-singularity of GFDM matrices can
be expressed clearly with the new characterization. More-
over, low-complexity transceiver implementations are derived
on the basis of the characteristic matrix. Particularly, the
necessary and sufficient conditions for the existence of a
form of implementation with a linearithmic complexity for an
MMSE receiver are derived. Such a receiver is determined
to exist if the GFDM transmitter matrix is selected to be
unitary. In the case where the implementation does not exist,
a low-complexity suboptimal MMSE receiver is proposed,
and its performance approximates that of an MMSE receiver,
as shown by numerical results. This study also reveals that
prototype transmit filters minimizing the MSE under the ZF
or MMSE receiver over various types of channels correspond
to the class of CMCM filters, which subsequently correspond
to scalar multiples of unitary GFDM matrices. The simulation
verifies the MSE optimality for the CMCM filters and shows
that their SER performance is superior to that of non-CMCM
filters. Besides, the simulation indicates that the proposed
modified Dirichlet pulse, which is a CMCM filter, has an
OOB leakage that is lower than that of the Dirichlet pulse
and comparable to that of the RC filter. Finally, the advantage
of GFDMA using the modified Dirichlet pulse over OFDMA
is verified through numerical results.
In the future, a proof to Hypothesis 1, which states that
CMCM filters minimize the MSE under the MMSE receiver
over a statistical multipath channel, is desirable. Besides, the
results in this paper suggest us to further study the trade-
off between the OOB leakage and MSE or SER performance
by designing the prototype transmit filter. As a starting point
before giving up MSE performance, we might design the
phases of the entries in the characteristic matrix of a CMCM
filter to obtain a minimum OOB leakage. We might also design
these phases to minimize PAPR.
APPENDIX A
PROOF OF THEOREM 5
Using (33) and noting that σ2 = 1TKσ/K, we obtain
σ2 =
N0
KD
K−1∑
k=0
M−1∑
l=0
(
K−1∑
r=0
1
|Cl+rM |2
)
1
|[G]k,l|2 . (52)
Let αl =
∑K−1
r=0 1/(|Cl+rM |2). According to the Cauchy-
Schwarz inequality, we have∑
k,l
|[G]k,l|2
∑
k,l
αl
|[G]k,l|2
 ≥ [K−1∑
k=0
M−1∑
l=0
√
αl
]2
, (53)
where the equality holds if and only if |[G]k,l|2/√αl is a
constant in both k and l. Using (52) and (53), we obtain σ2 ≥
N0
KM2ξG
(
∑M−1
l=0
√
αl)
2.
APPENDIX B
PROOF OF THEOREM 6
Let e = dˆ − d be the error vector. By direct computation,
we obtain that the autocorrelation matrix Re = E{eeH} is
Re = ES(ID −AH(AAH + γ−1ID)−1A). (54)
Plugging (5) into (54) yields Re = (WHM ⊗WK)De(WM ⊗
WHK), where De is a D×D diagonal matrix with [De]k′+lK =
N0/(|[G]|2k′,l + γ−1), ∀ 0 ≤ k′ < K, 0 ≤ l < M . Since the
magnitude of each entry of (WHM⊗WK) is 1/
√
D, we obtain
∀ 0 ≤ k < K, 0 ≤ m < M ,
σ2k,m = [Re]k+mK,k+mK =
K−1∑
k′=0
M−1∑
l=0
N0/D
|[G]|2k′,l + 1/γ
. (55)
According to the Cauchy-Schwarz inequality, we have
[
∑
k′,l(|[G]|2k′,l + 1γ )−1][
∑
k′,l(|[G]|2k′,l + 1γ )] ≥ D2, where
the equality holds if and only if |[G]k′,l| is a constant in both
k′ and l. Thus, σ2k,m ≥ ES/(γξG + 1),∀ 0 ≤ k < K, 0 ≤
m < M , and the result follows from (35).
APPENDIX C
PROOF OF COROLLARY 2
According to (36), we have σ2k,m = ξHN0, ∀ 0 ≤ k < K,
0 ≤ m < M under the ZF receiver over the AWGN channel.
Thus, σ2k,m is a constant in both k and m under this scenario.
The statement for the other two scenarios can be proved in a
similar way by noting (38) and (55), respectively.
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