Functional neuroimaging, including positron emission tomography (PET) and functional magnetic resonance imaging (fMRI), plays an important role in identifying specific brain regions associated with experimental stimuli or psychiatric disorders such as schizophrenia. PET and fMRI produce massive data sets that contain both temporal correlations from repeated scans and complex spatial correlations. Several methods exist for handling temporal correlations, some of which rely on transforming the response data to induce either a known or an independence covariance structure. Despite the presence of spatial correlations between the volume elements (voxels) comprising a brain scan, conventional methods perform voxel-by-voxel analyses of measured brain activity. We propose a two-stage spatio-temporal model for the estimation and testing of localized activity. Our second-stage model specifies a spatial autoregression, capturing correlations within neural processing clusters defined by a data-driven cluster analysis. We use maximum likelihood methods to estimate parameters from our spatial autoregressive model. Our model protects against type-I errors, enables the detection of both localized and regional activations (including volume of interest effects), provides information on functional connectivity in the brain, and establishes a framework to produce spatially smoothed maps of distributed brain activity for each individual. We illustrate the application of our model using PET data from a study of working memory in individuals with schizophrenia.
INTRODUCTION
In vivo functional neuroimaging technology, including positron emission tomography (PET) and functional magnetic resonance imaging (fMRI), enables the investigation into localized task-related changes in measured brain activity and the evaluation of group differences in localized activity. PET and fMRI produce extremely large data sets that contain both temporal correlations from repeated measurements and complex spatial correlation patterns. We represent PET and fMRI data from a single scan as a threedimensional rectangular lattice comprised of small cubic volume elements called voxels, and neuroimaging studies typically acquire serial scans from multiple subjects. Voxels generally have dimensions between 1 and 4 mm 3 and contain intensity values that reflect a proxy measure of localized brain activity.
After aligning and normalizing images to a standard brain template, the images contain hundreds of thousands, possibly millions, of voxels. Most neuroimaging analyses fit separate models at each voxel to 560 F. D. BOWMAN An apparent challenge for spatial modeling in neuroimaging applications is the magnitude of data represented in each image. A correlation matrix representing all voxel pairs has dimensions V × V , where the number of voxels, V , is extremely large-even when restricting attention to image voxels that fall within the brain. For instance, the number of brain voxels in an upcoming data example is V = 212 498, producing over 22 billion voxel pairs that may exhibit correlations. To account for spatial correlations in a statistical analysis, one should identify meaningful ways to model and estimate the correlations between voxels that possess the highest degree of similarity.
This article presents a modeling strategy that incorporates both temporal and spatial correlations between brain activity measurements. Our modeling procedure utilizes information obtained from a descriptive cluster analysis that establishes spatially distinct neural processing clusters. The clusters represent groups of voxels that exhibit similar task-related voxel time series (repeated measures). We formulate a two-stage model that captures temporal correlations by emulating a random effects analysis. We fit a spatial autoregressive model at the second stage, where correlations are assumed to be present only between voxels within neural processing clusters. We employ maximum likelihood methods to estimate localized activity, spatial dependencies between voxels, and spatially adjusted variances. In addition, our modeling approach enables localized (voxel-by-voxel) , cluster-level, and volume of interest (VOI) hypothesis testing, yielding more accurate results by accounting for spatial dependence between voxels, where appropriate. Although our focus is on inferences regarding task-related activations, estimates of the spatial dependence parameters within functional clusters also provide information about task-related functional connectivity between distinct brain regions.
EXAMPLE: A STUDY OF WORKING MEMORY
To help motivate and to illustrate the use of our spatio-temporal model, we use a PET study examining neural representations of working memory in individuals with schizophrenia. Schizophrenia is a devastating mental illness that may cause severe disturbances in cognition, social behavior, and emotion. Working memory, characterized by the ability to manipulate information in short-term memory, is one important brain function that often goes awry in patients with schizophrenia. Our PET study aims to identify patterns of distributed neural processing underlying working memory in a group of patients with schizophrenia, and we also examine the functional connectivity (correlations between different brain regions) related to working memory tasks.
We consider data from 16 subjects, each having a total of eight PET scans (two replicates of four conditions) obtained using the blood flow tracer [ 15 O]H 2 . PET images for each subject are aligned, resliced (Woods et al., 1998a) , and spatially normalized to a population-representative PET atlas (Woods et al., 1998b) centered in Talairach stereotaxic coordinates (Talairach and Tournoux, 1988) . We refrain from spatial smoothing of the PET data during preprocessing to avoid artificially inducing spatial correlations between voxels. The four experimental conditions vary across increasing working memory loads and include digit shadowing (DS) (no working memory load) and low, moderate, and high working memory loads in the form of serial addition tasks. In the DS condition, the subjects repeat numbers that they receive from an auditory presentation of single-digit, positive integers, which imposes a negligible load on working memory. In the other experimental conditions, the subjects receive auditory presentations of a series of single-digit, positive integers and are instructed to provide the sum of the current and the preceding numbers. The three active tasks make use of working memory, since subjects must mentally store and manipulate several pieces of information simultaneously. For example, one iteration of the task requires subjects to store the previous (second to last) number from the sequence, mentally suppress the stated sum, attend to the current presentation, retrieve the previous number, and perform mental addition of the previous and current integers. The range of the integer values in the working memory load presentations distinguishes the conditions. Both numbers in the low load condition fall between 1 and 3, both numbers in the moderate load condition are between 1 and 5, and the high load condition includes integers between 1 and 9. The average sums for the three active working memory load conditions in our experiment are 4.23 (low), 7.22 (moderate), and 10.09 (high).
METHODS

Statistical model
An underpinning of neuroimaging research is the concept of functional localization, representing the idea that specific brain regions drive particular mental processes. Neuroanatomy and neurophysiology also suggest that neural processing relies on the interplay between different brain regions (Finger, 1994; Lashley, 1933; Nyberg and McIntosh, 2001 ). We formulate a two-stage model to estimate localized brain activity, measured by regional cerebral blood flow (rCBF), associated with working memory tasks. Our model incorporates spatial correlations between measured brain activity in different voxels and repeated-measures (temporal) correlations between localized measures of brain activity from different scans obtained under various working memory tasks. The first stage constructs individualized regressions at each voxel using
for v = 1, . . . , V , where the response Y ig (v) contains S = 8 serial rCBF measurements from subject i at voxel v (within cluster g); the (S × q) design matrix X igv [or X ig (v)] contains independent variables representing the experimental conditions, e.g. the four working memory tasks, and possibly covariates; the (q × 1) vector B ig (v) contains parameters linking the independent variables to the response; and ε ig (v) contains random errors, with ε ig (v) ∼ N (0, σ igv I S ). We include the cluster subscript g to indicate that voxel v belongs to a broader class of voxels that comprises a neural processing cluster, or possibly an anatomical region, where g = 1, . . . , G. In light of our working memory data example, our presentation focuses on functional neural processing clusters, rather than anatomically defined clusters, and we discuss procedures for establishing the G clusters in Section 3.4. The design matrix X ig (v) is common across all voxels, so we simplify the notation by omitting the argument (v), but we retain the subscript v as a reference. For fMRI modeling, one may view X igv as the transformed counterpart, after convolution with a hemodynamic response function. The variance parameter σ igv represents the within-subject variation of the observations about the individualized mean trends over the working memory load conditions. Model (3.1) forms a standard general linear model (GLM), which has widespread applications in neuroimaging . Despite fitting a GLM with spherical errors at the first stage, the hierarchical structure of our two-stage model indirectly incorporates correlations between repeated measurements (scans) over time (within each voxel). Extended models that accommodate a range of parametric covariance structures among repeated scans and related approaches for handling serial correlations are also available (Bowman and Kilts, 2003; Bullmore et al., 1996; Purdon and Weisskoff, 1998; Worsley and Friston, 1995) .
We account for spatial dependencies at the second stage by employing a spatial autoregressive model for B ig (v) . Specifically, we model
where e ig (v) ∼ N (0, ω g I q ), ρ g is the spatial dependence parameter, with −1 < ρ g < 1, and N v is the set containing the (V g − 1) voxels within the same neural processing cluster as voxel v, i.e. the functional neighborhood of v. Our discussion will focus on the case where ρ g 0, since negative values are rather implausible for our application, but the methodology holds over the entire range of possible values.
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The second-stage model reveals that the spatial dependence parameter ρ g reflects the association between the residual in voxel v and the mean residual in all other voxels within the same cluster. The variance ω g is interpretable as a measure of between-subject variation in brain activity related to working memory tasks. This meaning is most lucid when ρ g = 0, in which case (3.2) simplifies to a typical second-stage GLM of a two-stage random effects analysis with constant variances within each cluster. Note that (3.2) does not completely specify the spatial process. Later, we present an expression for the mean of B ig (v) conditional on its neighbors, which relies on the entire joint distribution of B ig from all voxels in cluster g and does not emerge directly from (3.2). Spatial modeling in other areas of application, such as geostatistics, often uses measures of physical proximity to define neighborhoods or networks. Our approach considers proximity in a functional sense by declaring all voxels within a given neural processing cluster as possibly correlated, regardless of physical location.
We let B ig = (B (1) ig , . . . , B
ig ) denote the vector of individualized coefficients, where the superscript represents the pth effect (e.g. working memory task), p = 1, . . . , q, and each B ( p) ig contains individualized parameters for all voxels in cluster g. The model assumptions imply that the stage-two response B ig follows a multivariate normal distribution with mean β g and spatial covariance matrix g = (I q ⊗ gp ), where
the connectivity matrix W g has zeros along the main diagonal and 1/(V g −1) for all off-diagonal elements, and '⊗' denotes the Kronecker product. The matrix W g is more interpretable when considering the larger matrix W(V × V ) that defines connections between all pairs of voxels within the brain. We define the
, if voxels i and j both belong to cluster g and i = j, indicating a functional association between the two voxels; otherwise, (W) i j = 0, suggesting the absence of a functional association. The matrix W g contains the subset of rows and columns in W pertaining to voxels that belong to cluster g. The nondiagonal blocks of the covariance matrix allow spatial correlations between the stage-two responses from different voxels within cluster g. To address study objectives, one employs secondary parameters θ = Cβ, where β = (β 1 , . . . , β G ) and C is a full-rank matrix of constants that takes linear combinations of the elements in β. When the rows of C take linear combinations of elements in β from different voxels, e.g. an average over voxels within a VOI or within a cluster, the variance of the estimator should incorporate the covariances from g , g = 1, . . . , G. Examples of secondary parameters of potential interest in our application include cluster-level mean contrasts between working memory load conditions, voxel-level comparisons between working memory tasks, comparisons of task-specific means (or contrasts) between clusters, and task-related comparisons within a defined VOI.
In addition to possible nonzero covariances, spatial dependence adjustments are contained in the variances in g . The variance of B ( p) ig (v) , for the pth working memory effect, is
where
Therefore, the variance parameter ω g is scaled by a factor that varies as a function of the cluster size V g and the spatial dependence ρ g . The lower bound of the scaling factor is 1, and it increases with increasing Spatio-temporal modeling of localized brain activity 563 spatial dependence. The scaling factor increases quite rapidly for small clusters and remains close to 1 for large clusters. In fact, the limiting value of the variance is ω g , as V g → ∞, for any fixed value of ρ g . Given possible nonzero covariances and spatial dependence variance adjustments, our model has important implications on hypothesis testing. Our approach protects against type-I errors when positive correlations are present in the data.
Estimation
We implement our spatio-temporal model by first estimating parameters in (3.1) using ordinary leastsquares. We then enter estimates of B ig into the second-stage spatial model. Conventional practice in neuroimaging often involves modeling the secondary parameter (e.g. the contrast) at the second stage (Penny and Holmes, 2004 ), but we formulate our estimation procedures in terms of the model parameters for the entire vector B ig . The likelihood function for our second-stage spatial model is given by
The maximum likelihood estimator of the mean parameter vector β g is
The estimator β g is unbiased for the cluster-specific mean parameter vector and does not depend on the covariance parameters. Estimation of the covariance parameters can, therefore, proceed using the partially maximized log-likelihood function L(ω, ρ, β|B). Estimation of the covariance parameters makes use of iterative algorithms that may require extensive computations for neuroimaging data. Each iteration involves computing matrix inverses and determinants, which may require substantial time and computer memory, particularly for large clusters. An attractive feature of our model is that it yields simplifications in the log-likelihood function that enable fast and efficient computations by avoiding direct calculations of the inverses and determinants (see Appendix). We estimate the covariance parameters using the Fisher scoring algorithm to maximize the log-likelihood function with respect to ω = (ω 1 , . . . , ω G ) and ρ = (ρ 1 , . . . , ρ G ). Fisher's scoring is more robust to poor starting values than Newton-Raphson (Jennrich and Schluchter, 1986) and simplifies computations by replacing the Hessian matrix with its expected value. Additional details about estimation are available in Appendix.
Spatial smoothing
Our model enables the calculation of spatially smoothed estimates of each individual's mean localized rCBF, by borrowing information from functionally related voxels. We use our spatial model to predict the 564 F. D. BOWMAN measured activity at each voxel, given rCBF values from other voxels within the same cluster. Although our framework is one of prediction, we refer to it as smoothing since the intended use in our application is to produce voxel-specific estimates for individuals in our study sample.
The mean of a voxel conditional on all other voxels within the same cluster follows from the joint distribution of B ig and is given by
The conditional mean at voxel v is defined as a regression on the average mean-centered rCBF value from the voxels within the same neural processing cluster, where m g acts as a regression coefficient. As the spatial dependence parameter ρ g ranges from 0 to 1, m g increases quadratically over the same range and is greater than or equal to ρ g . Therefore, m g weighs the information contributed from voxels within the same cluster more heavily than the spatial dependence parameter. The smoothed estimates yield the minimum mean-squared prediction error among all other linear predictors. A variation of (3.8) that may have important implications in practice enables posttreatment predictions for new patients based on pretreatment data.
Clustering
We attempt to identify neural processing clusters that exhibit relatively high correlations between intracluster voxel pairs. To define neural processing clusters, one may perform a cluster analysis on voxelspecific vectors of statistics that summarize the sample data from all subjects, e.g. vectors of regression estimates or raw means in each experimental condition. Conventional stopping rules, such as the cubic clustering criterion (Sarle, 1983) , pseudo-F (Calinski and Harabasz, 1974) , and pseudo-T 2 (Duda and Hart, 1973) are applicable to determine the number of clusters present in the data. Our spatio-temporal model uses the clustering solution to define spatial dependencies in brain function. It is important to note that the final partition resulting from a cluster analysis is random. While it is not practical to evaluate the approximately G V /G! possible partitions, one may consider empirical methods, such as bootstrapping, that account for the randomness of the clustering solution (see Section 4.3).
Functional connectivity
Most functional neuroimaging analyses, including our spatio-temporal model, produce results that identify distributed patterns of localized task-related activations. However, another important objective is to examine associations between the different brain regions, with respect to the experimental stimuli. In addition to addressing study objectives concerning task-related activations, the application of our spatiotemporal model provides results related to functional connectivity, defined as the 'temporal correlation between spatially remote neurophysiological events' (Friston et al., 1993) . The data-driven cluster analysis attempts to define groups with a high degree of within-cluster homogeneity in brain function. However, cluster analyses generally do not quantify or test the degree of association between intracluster voxels. The cluster-specific estimates of spatial dependence from our model determine the extent of functional connectivity between the voxels within each cluster. One may apply Wald or likelihood ratio tests to examine the null hypotheses of no functional connectivity between voxels within each cluster, i.e. H o : ρ g = 0, for g = 1, . . . , G, versus the one-sided alternatives of positive functional connectivity. Inferences drawn from these tests are inherently linked to the given structure defined by the cluster analysis. Our statistical model also enables cluster-level inferences, allowing the examination of task-related changes in measured activity within each distinct neural processing cluster.
APPLICATION TO THE WORKING MEMORY STUDY
Description of analysis
The first-stage model includes voxel-specific effects for each of the four working memory load conditions and an effect adjusting for the global cerebral blood flow. The second-stage spatial model combines the individualized estimates of the working memory loads, fitting an overall (population) mean for the four conditions at each voxel, assuming the spatially correlated error structure specified by (3.3) and our definition of g . Collectively, the two-stage model induces a covariance structure that accounts for temporal correlations between voxel-specific measurements from repeated scans obtained under the same experimental condition, spatial correlations between different voxels within one scan, and spatial correlations between voxels from two different scans obtained under the same experimental condition. Therefore, our model reflects important characteristics of the data and study design and incorporates these features into the algorithm for parameter estimation and subsequent hypothesis testing.
The second-stage model builds on results obtained from a cluster analysis using Ward's method (Rencher, 2002) , which defined 29 distinct clusters. The cubic clustering criterion guided our selection of the number of clusters. We retain 28 clusters for use in our spatial model, excluding an aberrant cluster containing only 8 voxels with outlying observations. The outlying voxels are located on the ventral periphery of the brain in the lowest axial slice, which consists of only 9 voxels. The measured activity in each of these voxels on the boundary of the brain falls more than 3.5 standard deviations (s.d.) below the mean and is likely heavily influenced by realignment and spatial normalization. Figure 1 presents axial slices of the cluster map containing the 28 clusters from our analysis. Each cluster is depicted by a unique color. We sort the cluster colors according to the ranks of the mean cluster activity, averaged across all intracluster voxels and across the four working memory conditions. Cluster 28, as indexed by the image color bar, contains voxels that are generally more active than the voxels in all other clusters. The map reveals several clusters containing voxels that are not spatially contiguous within a given axial plane and that fall within multiple axial slices. This distinctive feature of neuroimaging data requires the adaptation of typical spatial models applied in other fields of statistical application that define neighborhoods (clusters) based on physical proximity.
Results
The cluster sizes range from 90 voxels to 773 voxels. Estimates of the spatial dependence parameters range from 0.21 to 0.77, reflecting moderate to strong functional associations between within-cluster voxel pairs. Tests of hypotheses about the spatial dependence parameters indicate statistically significant differences from zero for all 28 clusters (α = 0.10), and most of the clusters (26 of 28) achieve statistical significance after adjusting for multiple comparisons using α = 0.10/28. The magnitudes of these estimates, coupled with their statistical significance, reveal the importance of modeling spatial correlations for the working memory data. Estimates of the between-subject variances ω g range from 5.1 to 7.5. For hypothesis testing, we also compute the between-subject variances, adjusted for spatial dependence using (3.4), and we observe relatively small variance adjustments. A cluster's size and spatial dependence both contribute to the magnitude of the variance adjustment. Specifically, small cluster sizes and large spatial dependence estimates enlarge the variance estimates. The greatest variance increase in our data is from 6.75 to 7.45, as a result of having relatively high spatial dependence (0.71) and a relatively small cluster size (90 voxels). Our analysis aims to identify distributed patterns of measured activity related to working memory. Here, we focus on the contrast of high working memory load versus DS. We obtain t-statistic images from voxel-specific contrast estimates, incorporating spatial dependencies, and threshold the t-statistics to determine voxels that are statistically significantly more active during the high-load condition than during DS. Figure 2 shows localized estimates of the difference in rCBF between the high load and DS, and we use the white outlines to indicate voxels that achieve statistical significance at α = 0.0001. The maps reveal statistically significant increases in brain activity in several areas in the frontal lobe including bilaterally along the superior frontal gyrus [Brodmann areas (BA) 11 and 46], the middle frontal gyrus (BA 10), and the inferior frontal gyrus (IFG; BA 47) as well as the anterior cingulate (AC) (BA 32 and 24) (Brodmann, 1994) . These activations reaffirm the role of the prefrontal cortex in working memory. The high working memory load task also appears to recruit brain regions in the left middle temporal gyrus (BA 20), insula (BA 13), thalamus, and cerebellum. Lastly, statistically significant activations occur in the visual cortex (BA 18), perhaps suggesting that subjects make use of mental visualization or imagery when performing the high working memory load task (relative to DS).
Our spatial model establishes a basis for performing VOI analyses or analyses that provide inferences about neural processing clusters. Since the second-stage model accounts for spatial correlations between related pairs of voxels, we can incorporate these spatial associations into hypothesis testing about regional effects. To illustrate this procedure, we select a VOI in the right dorsal lateral prefrontal cortex and perform a statistical analysis on the mean level of activity within the selected region containing V VOI voxels. The primary effect of interest is a secondary parameter θ 1 = C 1 β, where the vector C 1 has jth element (C 1 ) j = 1/V VOI , if element j corresponds to the high working memory load for a voxel in the VOI; (C 1 ) j = −1/V VOI , if element j corresponds to DS for a voxel in the VOI; and (C 1 ) j = 0 otherwise. Other effects of interest include comparisons of each the moderate and low working memory load conditions to DS, denoted by θ 2 and θ 3 , respectively.
The selected VOI consists of V VOI = 773 voxels in axial slices ranging from +14 to +30 mm above the anterior-posterior commissural plane. Table 1 presents the number of voxels in the VOI from each of the 11 clusters represented in the region. The table also displays the spatial dependence estimates that are incorporated in hypothesis testing along with associated Bonferroni-adjusted 99.64% confidence intervals. The three largest clusters all have at least moderately high spatial dependence estimates ( 0.53). Figure 3 displays a plot of the mean profile within the VOI. On average, the measured brain activity increases monotonically from DS to the moderate working memory load condition, with a precipitous increase from DS to the low load, and then exhibits a slight decrease from the moderate to the high working memory load condition. We test hypotheses H o : θ l = 0 versus H a : θ l > 0, for l = 1, 2, 3. The tests reveal that the VOI is statistically significantly more active in each of the three active working memory load conditions than during DS ( p < 0.0001). The increasing trend through the moderate load condition suggests that, on average, voxels in the VOI become more active as the schizophrenia patients perform tasks that place higher demands on working memory. The decrease at the high load may indicate that this region begins to execute the task more efficiently by the high load. However, a more likely explanation is that voxels in the VOI encounter a working memory capacity constraint from the moderate to high load, causing a reduction in brain activity in the region.
For studies that seek to produce individualized estimates of measured brain activity, one may capitalize on the spatial dependence within clusters to compute spatially smoothed maps using (3.8). We obtain localized conditional mean estimates of the contrast of the high load versus DS for each subject in the working memory study. One may view the quantity m g as a shrinkage coefficient, where small values shrink the estimates toward the population mean. The conditional mean adjustments, analogous to the second term on the right-hand side of (3.8), across all voxels appear to be symmetrically distributed around zero for each subject (not shown). Table 2 summarizes the shrinkage for each of the first six subjects in our data set, giving the minimum, 25th percentile, median, 75th percentile, and maximum values of the conditional mean adjustments across voxels. A negative value indicates that the conditional mean is smaller than the population mean, a positive value implies that the conditional mean exceeds the population mean, and 0 indicates equal conditional and population mean values. Although most voxels reveal heavy shrinkage toward the population mean, some voxels display sizable adjustments. These large adjustments are due in part to the variability of the individual's localized activity about the group-level localized means from voxels within the same cluster. The adjustments are also influenced by the size of the cluster to which a voxel belongs and the spatial dependence within the cluster. The table illustrates how individualized brain activity measurements from functionally related voxels can augment the group-level information to possibly sharpen individualized predictions at each voxel. Each group of voxels identified by our cluster analysis defines a distinct neural processing cluster (see Figure 1 ), suggesting the existence of functional connectivity between intracluster voxels. Estimates of the spatial dependence parameters ρ g yield information about the strength of the functional connectivity. In contrast to the activation maps in Figure 2 that show areas of the brain that are significantly more active under one experimental condition relative to another, Figure 1 reveals areas of the brain that show similar patterns of activation (profiles) over the working memory tasks. Our model-based estimates of the spatial dependence parameters provide a means for quantifying the functional connectivity and testing the statistical significance of these functional associations. As an example, the most active neural processing cluster, which is visible in Figure 1 (darkest red), shows strong functional associations between intracluster voxels with a spatial dependence estimate of 0.71. The neural processing cluster spans portions of the AC (BA 32), IFG (BA 47), superior temporal gyrus (BA 41), and regions of the occipital lobe (BA 17).
We evaluate the relative fit of our spatial model, with respect to a spatial independence model, and empirically assess a key modeling assumption that spatial correlations only exist between pairs of voxels within the same neural processing cluster. To examine the need for modeling spatially correlated errors at the second stage, we conduct Wald tests of the hypotheses H o : ρ g = 0 versus H a : ρ g > 0, for g = 1, . . . , G. Under the null hypothesis, the spatial model simplifies to a GLM with spherical Gaussian errors. All clusters exhibit spatial dependence that is statistically significantly greater than zero (α = 0.10), with 26 of the 28 clusters achieving statistical significance after a Bonferroni correction for multiple testing. The Wald tests, therefore, support our use of the second-stage spatial autoregressive model over a simpler spatial independence model.
Our model attempts to simplify the data structure and to hone in on the most prominent correlations. We define spatial correlations between intracluster voxel pairs, implicitly assuming uncorrelated brain activity between voxels in different clusters. It is likely, however, that neurophysiological linkages exist between voxels in different clusters, which may lead to some nonzero correlations. We empirically evaluate the assumption that the measured activity from voxels in different clusters is uncorrelated. For a given pair of clusters, we randomly sample 200 cross-cluster voxel pairs, compute the sample correlation coefficient of the second-stage data for each pair of selected voxels, and estimate the correlation for crosscluster voxel pairs by averaging the 200 computed correlations. A histogram of the estimated correlations between voxels from the 378 cluster pairs appears in Figure 4 . The figure shows that the correlations are tightly concentrated around zero, ranging from −0.062 to 0.064, which strongly supports our assumption of uncorrelated brain activity for randomly selected cross-cluster voxel pairs.
Bootstrap analysis
The results from our spatio-temporal analysis are conditioned on the clustering solution obtained from the working memory data. Given that the final clustering solution is random, we employ bootstrapping to evaluate the estimates of voxel-specific fixed effects and between-subject variances as well as correlations between voxel pairs within the same computed cluster. We consider 100 bootstrap samples (taken with replacement), which are typically adequate for evaluating bootstrap means and standard errors (Efron and Tibshirani, 1986) . For each bootstrap sample, we (1) implement a cluster analysis, (2) apply our spatiotemporal model to obtain estimates of fixed effects, variance, and spatial dependence parameters, and (3) compute bootstrap means (standard errors) of the various estimates as well as the bootstrap biases given by differences between the bootstrap means and the corresponding estimates from our original analysis. We report the bootstrap biases and give bootstrap standard errors in parentheses.
The bootstrap analysis reveals that our voxel-specific contrast estimates of the high working memory load versus the DS experimental task contain very little bias. The bootstrap biases from all voxels range from −0.08 (0.62) to 0.10 (0.60), with an overall mean and s.d. (across voxels) of 0.001 and 0.0213, respectively. Voxel-specific estimates of the between-subject variability are more reliant on the cluster definition, since our model assumes homogeneity of between-subject variances within clusters. The bootstrap analysis yields voxel-specific estimates of bias for the between-subject variance estimates ranging from −0.95 (0.87) to 0.26 (0.66), where negative biases indicate conservative variance estimates from our spatio-temporal model. The variance estimates produced by our model are slightly conservative, on average, since the mean of the bootstrap biases across voxels is −0.38 (s.d. = 0.20).
To evaluate our model-based spatial dependence estimates, we compute empirical estimates from our bootstrap analysis corresponding to randomly selected pairs of voxels that fall within the same cluster. Specifically, we randomly select 200 pairs of voxels in each cluster defined in our original analysis. We recompute these pairwise spatial dependencies for each bootstrap sample and new clustering solution. In each of the originally defined clusters, we calculate the mean of the new pairwise spatial dependencies across the 200 voxel pairs, giving a measure of the average pairwise association within the cluster for a particular bootstrap sample. Finally, we compute the cluster-specific bootstrap means (and standard errors) across the 100 bootstrap samples. Overall, the estimates from our model are relatively accurate with an average estimated bias across clusters of −0.039 (s.d. = 0.15). The bias is fairly small in most clusters, with only three clusters exhibiting moderately sized biases ranging from 0.26 to 0.33.
Our analysis also performs direct comparisons of the bootstrap estimates of the contrast standard errors to the estimates obtained in our original analysis of the working memory data. The estimates of se( θ * (v)) − se( θ(v)) for all voxels are concentrated around 0, indicating relatively small differences between the bootstrap standard errors of the fixed effects contrast (denoted by an asterisk) and our modelbased standard errors. Differences between the estimated standard errors range from −0.43 to 0.59, with 62% of the voxels exhibiting conservative estimates (negative differences) and 38% of the voxels giving anticonservative estimates (positive differences). Averaging across voxels, the standard errors for the estimated contrast from our spatio-temporal model are slightly larger than the bootstrap estimates, with an overall average difference of −0.032 (s.d. = 0.13). In summary, the bootstrap analysis examining estimates of the fixed effects contrast and their standard errors, the between-subject variances, and the spatial dependencies support the results that we obtain from the application of our spatio-temporal model to the study of working memory in patients with schizophrenia.
DISCUSSION
Despite the presence of spatial correlations between measurements in PET and fMRI neuroimaging data, conventional methods perform massive univariate (voxel-by-voxel) analyses, implying a spatially independent errors structure in a GLM. In this article, we formulate a two-stage model that addresses temporal correlations and accounts for spatial dependencies between voxels within the same neural processing cluster. Alternatively, one may specify spatial dependencies between voxels grouped according to known neuroanatomy. However, we feel that a strength of our approach for many neuroimaging applications is that it defines functional connections based on evidence presented by the data (or auxiliary data), rather than on theorized relationships that may not hold under a particular experimental paradigm.
Our model establishes a unified approach to obtain a range of inferences concerning task-related activations, including voxel-specific, cluster-level, and VOI inferences. Furthermore, one may conduct tests that compare task-related activity between functional clusters or between different VOIs. Tests about hypotheses that include multiple voxels account for spatial correlations present in the data. Ignoring these correlations does not adequately reflect characteristics of functional neuroimaging data and often increases the risk of producing type-I errors. An additional advantage of our modeling approach is that it yields the ability to perform a relative assessment of model fit at the second stage. Constructing a single model at the second stage, rather than fitting separate models within each voxel, allows us to compute the maximized log-likelihood functions from competing models and to compare them using, for example, the Schwarz information criterion (Schwarz, 1978) .
We use the Fisher scoring algorithm to perform maximum likelihood estimation of our second-stage model parameters. This estimation step consumes the bulk of the computing time required to implement our analysis. The spatial covariance structure yields simplifications that avoid direct calculations of matrix inverses and determinants and leads to fast computations. Estimation of the model parameters for our working memory study took roughly 28 min using a Pentium 4, 3.2 GHz desktop computer with 1 GB of random access memory, and additional gains in computing time are likely.
One should remain mindful that results from our analysis are conditioned on the defined cluster structure. Therefore, all estimation, inference, prediction, and model assessments are also conditioned on the clustering solution. When preliminary data are available, e.g. from run-in scanning sessions or from a previous study, one may employ these data to define the clusters. Our bootstrap analysis provides support indicating that our estimates are fairly accurate and exhibit only small biases stemming (in part) from uncertainty in the cluster structure. Ward's and other clustering methods, such as the beta-flexible procedure, that usually exhibit strong performances for neuroimaging data often yield relatively consistent results-even when varying the number of clusters within a small range . Our bootstrap analysis also produces clustering solutions that exhibit little variability across the Monte Carlo samples. Such consistent performances will tend to limit the bias of the modelbased estimates that is due to the randomness of the cluster definition.
Although our model indirectly captures correlations between repeated scans on a single individual, our second-stage model does not include covariances between elements of the stage-1 regression estimates. Adding these correlations would not preserve the parametric form of our spatial covariance matrix, which allows fast estimation. For fMRI data, it is customary to apply temporal smoothing or filtering (prewhitening) prior to analysis, leading to a model that can be transformed to either one with spherical error terms or one enabling generalized least-squares estimation Bullmore et al., 1996) . In either case, the ensuing second-stage model is transformable to one with spherical error terms. For PET data, one may transform the second-stage model using the matrix U from a Cholesky decomposition (X X) = LU, when model (1) holds. Alternatively, one may proceed with the uncorrelated errors model at the second stage and then consider robust variance estimation for inferences about the group-level parameters (Diggle et al., 2002) . Developing procedures to allow more extensive parametric forms for both the temporal and spatial covariance structures in our second-stage model represents an important area for future research.
A useful feature of our analysis is that it provides information about functional connectivity. The data-driven cluster analysis identifies groups of functionally related voxels, and our second-stage model quantifies the spatial dependence between the voxels within each neural processing cluster. One may view each cluster as a collection of voxels that exhibit functional connectivity, with respect to the experimental stimuli. The magnitudes of the spatial dependence estimates and the hypothesis testing results provide additional information on the extent and statistical significance of functional connectivity within each cluster. A typical cluster analysis always identifies groups of voxels, but neither indicates whether the clusters represent meaningful classifications nor quantifies the correlations within each group. Therefore, following a cluster analysis with subsequent spatial modeling may serve as an important application of our model by enhancing interpretations regarding task-related or resting state functional connectivity.
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APPENDIX
The spatial covariance matrix, its inverse, and its determinant
Let A gp = (I V g − ρ g W g ) −1 , corresponding to the pth fixed effect. We simplify A gp as
where k 1g = (1 + gp ]. These expressions allow us to write the log-likelihood function as in (3.6).
Score functions
The score functions (S θ = ∂L ∂θ ) are given by
where a 1 = (V g − 1 + ρ g ) (V g − 1) 2 and a 2 = ρ g (V g − 2) − 1
Components of the Fisher information matrix
The nonzero submatrices of the information matrix are given by 
ω g {(a 1 + a 2 V g )(k 2g V g + 1) 2 + a 1 (V g − 1)}.
Fisher's scoring method
The maximum likelihood estimator of β g is given by (3.7), and the covariance parameters are iteratively estimated by
until convergence, where c = E(H ρ g ρ g )E(H ω g ω g ) − [E(H ω g ρ g )] 2 .
