Gasoline price increases since 1999 have generated substantial discussion about their effect on travel behavior. Using panel data for ten selected U.S. urbanized areas between 2002 and 2011, this study analyzes the effects of gasoline prices and three factors that are internal to transit agencies-fare, service supply, and service frequency-on ridership of bus, light rail, heavy rail, and commuter rail, as well as their aggregate ridership. Improving upon past studies on the subject, this study accounts for the simultaneity relationship between service supply and ridership, and controls for factors that are external to transit agencies' control but may potentially influence ridership.
INTRODUCTION
Between 1999 and 2011 consumers in the U.S. experienced an unprecedented increase and fluctuation of gasoline prices. In July 2008, gasoline prices exceeded $4 per gallon in nominal value, and marked the highest price in real value in U.S. history. In the same year, transit ridership peaked in the country, with 10.7 billion trips, the highest level since the Federal-Aid Highway Act of 1956 (Cooper 2009 ). An increase in fuel costs due to the rising gasoline prices was considered to make some drivers change in travel behavior, including a change in travel mode from driving to public transit. The American Public Transportation Association (APTA) (2012) reported that total driving declined by 56 billion vehicle miles traveled (VMT) (1.9 percent) between 2007 and 2008, and that transit ridership rose by 5.2 percent during the second quarter of 2008 compared to the prior year, after an increase of 3.4 percent in the first quarter of 2008. In April 2011 gasoline prices in many urban areas surpassed the $4-per-gallon mark again and raised serious concerns among motorists.
Gasoline price increases in the last decade have generated substantial interest for a better understanding of how people respond to the fluctuation of gasoline prices in their travel behavior-particularly a mode choice between driving and public transit-through rigorous research. In economics, the concept of elasticity is used to measure how a percent change in one variable causes a certain percent change in another variable.
1 For example, an elasticity value of 0.10 means that transit ridership increases by 1 percent in response to a 10 percent gasoline price change. For transit agencies, peoples' responses to gasoline prices mean potential changes in transit service demand, as well as an increase in operating costs. A comprehensive understanding of elasticity of ridership to gasoline prices, as well as other to influential factors that are under control of transit agencies, for different modes of transit is important to guide transit agencies' preparation in terms of pricing strategies, capacity management, and supply of different modes of transit services during times of such gasoline price changes.
This study uses panel data from ten major urbanized areas (UA) in the U.S. for the maximum of a ten-year period to estimate the effects of the price of gasoline, transit fare, service supply, and service frequency on transit ridership for bus, light rail, heavy rail, commuter rail, and these four modes combined. A regression analysis using panel data allows us to simultaneously take into account temporal and cross-sectional variation to obtain more robust, generalizable results (Greene, 2012) and control for factors that potentially affect transit ridership. These factors include external factors, as well as the three internal factors; external factors refer to factors outside the control of transit agencies, such as the regional economy, demographic changes, and changes in highway infrastructure, while internal factors are those over which transit agencies have a certain degree of control. Additionally, this study addresses the possibility that the simultaneous relationship between the supply of service and ridership may cause a bias in the estimated coefficients in regression analysis.
The remainder of the report is organized as follows. Section 2 provides a brief review of the recent studies that analyzed the effects of factors influencing transit ridership with a particular focus of gasoline prices. Improving upon the past studies reviewed, Section 3 presents the fixedeffects panel data regression methods applied in this study. Section 4 describes data and data sources. Section 5 reports fixed-effects panel data regression analysis results. Section 6 and provides a discussion of analysis findings and concludes with implications for transit planning.
LITERATURE REVIEW
There is a rich literature on regression analyses of factors that affect transit ridership (Cervero, 1990; Chung, 1997; Gomez-Ibanez, 1996; Hartgen & Kinnamon, 1999; Hendrickson, 1986; Kain & Liu, 1995 , 1996 Kitamura, 1989; Kohn, 2000; Z. Liu, 1993; McLeod, Flannelly, Flannelly, & Behnke, 1991; Morral & Bloger, 1996; Nelson/Nygaard Consulting Associates, 1995; Spillar & Rutherford, 1988; Syed & Khan, 2000) . Some of the recent studies focused specifically on the effect of gasoline prices on transit ridership (Kain & Liu 1999; Storchmann 2001; Haire & Machemehl 2007; Bomberg & Kockelman 2007; Currie & Phung 2008; Blanchard 2009; Maley & Weinberger 2009; Taylor et al. 2009; Chen, Varley & Chen 2010; Yanmaz-Tuzel & Ozbay 2010; Lane 2010) . This large number of studies clearly indicates the importance of this inquiry for transportation policy research. There has been substantial variation among these studies in terms of data (including factors such as location of study, geographic scale used as a unit of analysis, mode of transit, and trip characteristic), method. This substantial diversity among studies has resulted in large variation in results in terms of estimated elasticity.
Two common characteristics among many of the previous studies, such as small sample sizes and a focus on one or a few geographic areas, raise questions about both the generalizability and/or statistical significance of findings (Chung, 1997; Gomez-Ibanez, 1996; Kain & Liu, 1995; Z. Liu, 1993; McLeod et al., 1991; Nelson/Nygaard Consulting Associates, 1995; Spillar & Rutherford, 1988; De Witte, Macharis, Lannoy, Polain, Steenberghen & Van de Walle, 2006; Kain & Liu 1999; Bomberg & Kockelman 2007; Currie & Phung 2008; Chen, Varley and Chen 2010; Maley and Weinberger 2009; Yanmaz-Tuzel and Ozbay 2010; Currie and Phung 2007) . While results from data for one city or one region are very useful for transit agencies in that particular area, they have limited generalizability because of differences in characteristics among cities and regions, such as demographic characteristics of residents, economic situation, and geographic conditions.
Another difference is in transit modes examined. Some focused exclusively on rail or bus (Chung, 1997; Kain & Liu, 1995 , 1996 Kain & Liu 1999 , Mattson 2008 Chen, Varley, & Chen 2010) ; some analyzed the total ridership of multiple modes and/or multiple transit systems combined for a large geographic area, such as an urbanized area or metropolitan area (Taylor et al. 2009 , Yanmaz-Tuzel & Ozbay 2010 , Blanchard 2009 , Storchmann 2001 , thereby obtaining the average effect of a change in the price of gasoline across all modes. Others consider each mode separately as well as all modes combined (Currie & Phung 2007 , Haire & Machemehl 2007 , Lane 2010 . As characteristics of transit users and trips can vary among different modes, it is likely that different modes exhibit different levels of elasticity. Yet a few other studies examined cross elasticity for transit ridership by trip characteristics-by trip purpose (Storchmann 2001) and by trip distance (Currie and Phung 2008) .
There is also large variance in types of data and analysis methods used among the studies on elasticity of transit ridership. Focusing on the effect of gasoline prices, while the earlier studies used simple calculation of elasticity based on a change in ridership before and after a gasoline price change, more recent studies employed econometric methods to analyze a large data set. While a few studies analyzed cross-sectional data, controlling for many other variables that could affect transit ridership (Kain and Liu 1999; Taylor et al. 2000) , other studies used time-series data of total ridership and/or ridership by transit mode for one agency or multiple agencies (Currie and Phung 2008; Maley and Weinberger 2009; Storchmann 2001; Chen, Varley, and Chen 2010; Mattson 2008; Yanmaz-Tuzel & Ozbay 2010) . The analysis of data from a large number of agencies produces results that are possibly more robust and generalizable, while data aggregation and collinearity of variables could result in contradictory and/or possibly spurious conclusions regarding the effects of important variables (Taylor et al. 2009 ). The effects of changes of many factors of interest, including gasoline prices, on ridership are inherently temporal, time-series data analysis has advantages over cross-sectional analysis in examining such temporal effects. Finally, Mattson (2008) and Blanchard (2009) conducted panel data analysis, which is advantageous for simultaneously taking into account temporal and crosssectional variation to obtain more robust, generalizable results over time (Greene 2012) . However, the use of yearly data by Mattson limited the number of samples, and the study by Blanchard could suffer from omitting some key variables and not accounting for the simultaneous relationship between transit service supply and ridership.
Omitted variable bias arises when regression analysis does not comprehensively account for factors that can influence transit ridership, and makes it difficult to isolate how much each factor alone contributes to changes in ridership (i.e., measure the net effect). The study by Taylor et al. (2009) included the most comprehensive list of influential factors in its cross-sectional regression analysis investigating how each of the internal and external factors affects total urbanized area ridership and per capita ridership.
To analyze the effect of internal factors such as transit service supply on ridership, one needs to recognize the potential endogeneity bias that could arise from the simultaneity between transit supply and demand/consumption (bidirectional causality) (Taylor et al. 2009 ). The level of transit service consumption (ridership) can affect the supply of transit service, as transit agencies adjust it within financial constraints in response to the ridership level. In addition, the level of transit service supplied directly influences the consumption of transit trips. While conceptually straightforward, most studies do not account for this potential endogeneity bias (Kain and Liu 1999; Chen, Varley, and Chen 2010; Lane 2010; Mattson 2008; Yanmaz-Tuzel and Ozbay 2010) . The study by Taylor et al. (2009) is one of the studies that accounted for endogeneity between ridership and transit service supply in the two-stage least squares (2SLS) regression in a crosssectional regression analysis. In order to predict an urbanized area's level of transit supplymeasured as total vehicle revenue hours, they used total population and percentage of the population voting Democrat in the 2000 Presidential Election as instrumental variables (IVs). However, these IVs may violate the assumption of exclusion restriction-one of the two key assumptions in the IVs estimation method-which requires at least one of the instruments to affect ridership only indirectly through their effects on transit supply but not transit ridership directly (Wooldridge 2002) .
In short, many previous analyses of the factors influencing transit ridership have examined one or just a few systems, have not included many of the external, control variables thought to influence transit use, and/or have not addressed the simultaneous relationship between transit service supply and consumption.
DATA, DATA SOURCES, AND ANALYTICAL METHODGOLOGY Data and Data Sources
The analysis in this study uses data on monthly average gasoline prices based on weekly prices of three different types of gasoline-regular, midgrade and premium-collected from the U.S. Energy Information Administration from January 2002 to December 2011 for ten urbanized areas (UAs) in the United States-namely Boston, Chicago, Cleveland, Denver, Houston, Los Angeles, Miami, New York, San Francisco and Seattle. Table 1 shows these ten UAs and the proportion of the total number of observations from each UA. Monthly data on unlinked passenger trips for bus, commuter rail, light rail, and heavy rail by agency were collected from the National Transit Database (NTD) for the transit ridership variable, and used to calculate transit ridership by each mode and the aggregate transit for each UA. Other variables used collected from the NTD and processed to obtain data for each of the ten UAs on an annual basis from 2002 to 2011 include: monthly data for vehicle revenue hours (VRH) and vehicle revenue miles (VRM) as the supply of transit services, average service frequency (VRM divided by route miles), total number of employees (number of full time employees + 0.5 * number of part-time employees), total fleet capacity (seating and standing capacity) by mode, and total funds (sum of state, local and federal funds) available to transit agencies. Demographic and socio-economic variables, which were obtained from the American Community Survey (ACS) 1-year estimates between 2005 and 2011, include total population, number of recent immigrants, mean household income, unemployment rate, percent of households with no vehicle, number of workers that carpool, number of people in different age groups, number of people working in different industries, and college and graduate school enrollment in each UA. Annual data on federal highway miles from 2002 through 2010 were collected from the Highway Statistics Series prepared by the U.S. Department of Transportation Federal Highway Administration. Table 2 shows the summary statistics of the variables used in this study's analysis. 
Regression Model Specifications
This sub-section describes econometric specifications within the framework of fixed-effects panel data analysis that address potential biases due to omitted variables and lack of consideration for the endogeneity between transit service supply (measured by VRH) and ridership. Equation (1) shows the baseline specification that regresses the log of ridership (R) on a set of independent variables including gasoline prices. It controls for a wide range of variables that potentially affect transit ridership. Equations (2) and (3) present the model specification of instrumental variables model that would address the potential endogeneity problem, which could bias estimated coefficients in regression analysis (Wooldridge 2002) . Specifically, Equation (2) shows a specification of the first of the two-stage regression analysis in which a variable of transit service supply is regressed on instrumental variables and other variables that are included in the second stage. Equation (3) represents the second stage in which transit ridership is estimated using the predicted value of VRH from Equation (2). 
Baseline Specification Model
The instrumental variables in Eq. (2) are: total number of employees, total fleet measured as the total seating and standing capacity of transit vehicles, and total funds available for transit agencies in each UA in a particular year, combining local, state and federal funds. These three instrumental variables meet the following two conditions as valid instruments. First, instrument relevance requires that the covariance between the instruments and supply of transit service cannot be zero. In other words, the three instruments should significantly affect supply of transit services. Second, instrument exogeneity requires that the instruments cannot directly affect transit ridership, but do so only by affecting the supply of transit services.
Many of the independent variables are in the natural logarithmic form of an original variable except for the unemployment rate and the proportion of households with no vehicle, which are percentages. Using a log-log model, estimated coefficients can be interpreted directly as elasticity. Both specifications include area-level fixed effects (μ i ) to control for unobserved time-invariant factors that affect ridership in each UA, monthly dummy variables (η t ) to account for the seasonal variation in ridership, and yearly dummy variables (κ y ) to account for macroeconomic effects that change from year to year and affect ridership of transit systems in all UAs in the same manner.
The actual set of independent variables varies by each model as well as by transit mode for considerations of multicollinearity, and was selected to produce the most parsimonious model in the following process. Starting with a full specification model with all variables, the variable with the estimated coefficient that has the least statistical significance was removed to get a new set of variables for running another model. In some cases, due to multicollinearity among more than two variables, a few specifications were examined before choosing which variable to remove. By selecting a set of independent variables in this way, a more parsimonious model with a high within R-squared value, which is used for fixed effects models, and no substantial collinearity was obtained for each mode and each specification.
ANALYSIS RESULTS
This section presents results from two different fixed-effects models-the baseline specification and IV models. First, results of the first-stage of the IV models are presented, and then main results of both models are presented for comparison. As a significant difference was observed in the analysis of data sets for heavy rail (but not for other modes) with or without New York UA, both results are reported. This treatment addresses a concern that New York City is known to account for approximately 40 percent of the nation's fixed route transit trips and also comprises a significantly different transit environment than other regions of the nation. In addition, as the effect of gasoline prices was a particular interest in the original research, this variable was kept in the specification regardless of statistical significance of its estimated coefficient. Table 3 -(a) shows the estimated coefficients of the variables-total number of employees, total fleet, and total fund available to transit agencies-in the first stage of the IV model that regresses log of vehicle revenue hours (VRH) on log of all of these three variables and all the variables included in the baseline specification for each mode. The values of the F statistics and associated P-values in Table 3 -(a) reject for all modes the hypothesis that the coefficients of these three variables are jointly zero. In other words, the set of the three independent variables significantly affect VRH.
Estimated coefficients show that the total funds availability variable significantly increases VRH of bus, light rail, heavy rail, and the aggregate transit. The number of employees affects VRH negatively with statistical significance only for bus and heavy rail without the New York UA. Seating and standing capacity affect VRH of bus, light rail, heavy rail, and aggregate transit positively, while it has a negative effect for commuter rail. Table 3 -(b) shows the estimated coefficients, standard errors, and significance levels obtained from the baseline specification model on the left and the IV model on the right for different modes. Table 3 -(b) also shows the number of observations, within R-squared, number of urbanized areas, and inclusion of monthly, yearly, and urbanized area dummy variables for each model. Within R-squared is used for an evaluation of goodness of fit for fixed effects models, measuring the proportion of variance of a dependent variable that is explained by variances of independent variables within each UA, taking into account variances among UAs; it measures temporal changes, rather than cross-sectional differences. The values of R-squared are comparable between the two different specifications except for commuter rail and the aggregate, for which the IV model shows substantially the lower R-squared than the baseline model. The lower R-squared for the aggregate is partly explained by the statistical insignificance of federal highway miles and the constant both of which are statistically significant in the baseline model.
Table 3-(a) Results from the First Stage of the Instrumental Variables Model
Note: Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. 
Table 3-(b). Results from the Baseline Specification and Instrumental Variables (IV) Models
Note: Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Key to Variables: Bus = Unlinked passenger trips: bus; CR = Unlinked passenger trips: commuter rail; LR = Unlinked passenger trips: light rail; HR = Unlinked passenger trips: heavy rail; Transit = Unlinked passenger trips: All modes combined Parsimonious IV models with three instruments Baseline Specification First, the estimated elasticity values of VRH are quite different between the baseline and IV models in Table 3 -(b). The elasticity of VRH of commuter rail and heavy rail with and without New York UA is statistically insignificant in the parsimonious IV model, while it is significant for all modes except for heavy rail with New York UA in the baseline model. As expected, the elasticity values of VRH for bus, light rail, and the aggregate transit are statistically significant in both models but are quite different, being positive and generally higher in the IV model (0.407, 0.901, and 0.577) than in the baseline model (0.263, 0.786, and 0.166) (Table 3-(b) ). These estimated positive elasticity values are in line with those found in the literature, ranging from 0.3 to 1.14 (Litman 2004; Taylor et al. 2009 , Chen, Varley, & Chen 2010 , indicating that an increase in the supply of transit service leads to an increase in ridership for all modes.
The estimated elasticity for gasoline prices in the IV model is almost identical to the elasticity obtained from the baseline models-0.061 and 0.061 for bus and 0.049 and 0.057 for the aggregate that are statistically significant at least at the 0.05 significance level. While the estimated elasticity is positive, as expected, these values are slightly lower than those found in previous studies that ranged from 0.10 to 0.30 (Litman 2004; Haire and Machemehl 2007; Currie and Phung 2008; Chen, Varley, & Chen, 2010) . However, the elasticity for the three rail modes is not statistically significant in both specifications. The fact that half of the ten urbanized areas included in this study have a higher proportion of carless households than the national average may have contributed to insignificant or lower elasticity values found here. These zero-vehicle households represent a relatively large number of (a) transit-dependent individuals who are less price-sensitive than discretionary riders or (b) those who choose not to own a private car and therefore unlikely change travel mode. In addition, the lack of significance for commuter train may be explained by low sensitivity of commute trips to a change in travel cost, including gasoline price and transit fare (Litman 2004; Hanly & Dargay 1999) .
The two other internal factors-fare and service frequency-generally have expected effects on transit ridership in Table 3 -(b) . The values of fare elasticity are very similar between the two specifications both in terms of statistical significance and magnitude. The estimated elasticity of ridership to fare is negative for all modes, as well as the aggregate, as expected. It ranges from -0.372 for commuter rail to -0.124 for light rail in the baseline models and from -0.444 for commuter rail to -0.141 for light rail in the IV models. The estimated elasticity values, except for light rail, are consistent with those reported in past studies ranging from -0.20 to -0.90 (Litman 2004 , Chen, Varley, & Chen 2010 . The higher elasticity of commuter rail may be because of a combination of a distance-based fare and relatively longer travel distances for this mode, which could result in a more substantial increase in travel cost, compared to other modes. For heavy rail, elasticity is higher for the model without New York UA than with New York UA, implying that the effect of heavy rail fare on ridership is relatively lower in the New York UA, taking into account the level of transit ridership. A large number of people in New York ride transit because they may not have access to private automobiles and/or because transit service is less costly and more convenient than driving, regardless of the level of gasoline prices.
The estimated coefficients for service frequency show mixed effects on ridership depending on modes. Service frequency has a positive and statistically significant impact on bus ridership as expected; the estimated elasticity is slightly smaller in the IV model (0.077) than in the parsimonious baseline model (0.115). Another positive and statistically significant elasticity was found for light rail in the baseline model (0.0998). But elasticity values for the other modes were found statistically insignificant in both specifications. A detailed examination of the data reveals little variance in the service frequency variable especially for commuter rail, which may explain the statistical insignificance found in the analysis.
As the rest of the variables are external factors that transit agencies do not have any control over, only a brief discussion is provided for each variable. Total population in an urbanized area has a positive effect on ridership for bus, commuter rail, and the aggregate in both specifications, as expected. The larger the total population in the UA, the higher the transit ridership. However, part of the models for light rail and heavy rail show statistical insignificance or a negative sign for an estimated coefficient. These mixed results may be caused by the population variable in the model that includes all of the population in the entire urbanized area, not only in the areas that are well served by service of each mode. Federal highway miles in the UA shows the positive elasticity values for bus and the aggregate ridership, but the negative values for commuter rail, light rail, and heavy rail in the baseline models. The positive effect on bus ridership may be explained by bus service provided through highways that can be an effective way to increase ridership. In addition, the higher highway miles might mean less overall congestion, faster bus service, and shorter bus travel time--controlling for the amount and frequency of bus service, resulting in higher ridership. Partly because of multicollinearity, mean household income only got into the baseline model for commuter rail and has a positive elasticity of 2.896 For the same reason, the estimated coefficient of percent of households with no vehicle was statistically significant only for bus and light rail, and was negative. Lastly, unemployment rate shows a positive and statistically significant coefficient for all modes but commuter rail in both specifications. Overall, estimated coefficients for the most variables in the most models are similar between the baseline specification and IV models, indicating that the possibility of the simultaneity between transit supply and ridership is likely low. This is consistent with the finding by the study by Liu (1993) that compared coefficients from structural equation ridership models with those obtained in single equation models.
In order to figure out the relative roles of internal and external factors in determining transit use (Taylor et al. 2009 ), an explanatory power measured by within R-squared of independent variables used for the baseline models is presented in Table 4 . The first model (1) includes all variables shown in Table 3 -(b) , and the last model (11) includes only dummy variables. In models (2-9), one or more independent variables were taken out from model (1): internal variables (2-8) and external variables (9 and 10). Because of the limited space, the following discussion focuses on bus and the aggregate transit for which estimated coefficients of gasoline prices were found statistically significant.
Collectively, all of the independent variables in the model explain 52% and 53% of the variance in the total ridership for bus and the aggregate transit respectively. Comparing an increase in R-squared for models (2), (3), (4), and (9), it is clear that each of the three internal factors-fare, service, and frequency-explains more variance of transit ridership than gasoline prices after controlling for all of the other variables, as expected from the estimated coefficients. In addition, the combination of fare and service frequency (model (5)) also explains more variance than service supply measured by VRH. Removing all the internal factors resulted in 33% drop and 26% drop in R-squared for bus (model (6)) and the aggregate (model (8)) respectively. In contrast, removing all the external variables reduces R-squared only by 11% and 14% for bus and the aggregate respectively (model (10)). These results indicate a higher relative role of internal factors than external factors; this finding is different from what was found in the previous studies that used cross-sectional analysis. While the limitation that many of the external factors are measured only annually explains part of the lower explanatory power of these factors, it is also true that these external factors change very slowly in reality, compared to internal factors. 354, 198) and service frequency (from 937 to 1108), the change in these three internal factors in concert can increase ridership by 42%. For the aggregate transit, the same tests resulted in a ridership increase by 38% based on a fare change from $1.40 to $0.54 alone and 56% when it is combined with the change in VRH from the 40 th percentile to the 60 th percentile (from 393,887 to 798,228).
DISCUSSION AND CONCLUSION
This study examined the net effects of gasoline prices, transit fare, service supply, and service frequency on transit ridership by mode-bus, light rail, heavy rail, and commuter rail-and total ridership of these four modes combined, applying fixed effects models to the panel data sets of the ten U.S. urbanized areas. The use of panel data allowed us to simultaneously take into account temporal and cross-sectional variation to obtain more robust, generalizable results. Although the potential bias in estimated coefficients that the simultaneity between transit service supply and ridership may cause was a concern, the baseline and instrumental variables (IV) models produced very similar results for most of the estimated elasticity values. This study found positive elasticity for VRH and negative elasticity for fare across the modes as expected. The magnitude of elasticity to transit fare is greater than gasoline prices, indicating higher price sensitivity to transit fare among transit riders. This is consistent with the findings from past studies (Litman 2004 , Chen, Varley, & Chen 2010 , and can be explained that the elasticity of transit ridership to transit fare is more direct than elasticity to gasoline prices, which is a cross-elasticity. It is likely that people have much more resistance against and more sensitivity to a change in transit fare, which is almost always an increase and more lumpy than a change in gasoline prices. For service frequency, elasticity was found statistically significant only for bus and light rail with relatively lower values-less than 0.12-but still higher than gasoline price elasticity.
The elasticity of bus ridership to gasoline prices was found consistently positive across all models. The elasticity values for the aggregate transit ridership was found very similar to the value for the bus mode. However, the analysis found rail ridership is insensitive to gasoline prices. These results indicate that people are more likely to take buses in order to cope with the increased travel expense by private automobile due to higher gasoline prices, and that bus riders are more sensitive to a change in gasoline prices. In a usual context, this could be explained by a relatively lower income level of bus riders, which leads to higher price sensitivity. However, the household income variable aggregate for UAs did not detect this effect of individual income levels on price sensitivity well. An explanation for the lack of statistical significance for the rail modes also requires a careful analysis of whom, what types of trips, and how each rail mode serves local riders. Rail systems usually have a service coverage that is more limited than a bus system. Thus, an analysis for rail modes probably requires a much finer geographic unit of analysis within an urbanized area, carefully taking into account the alignment of rail lines.
The finding in the analysis of estimated coefficients, within R-squared, and predicted transit ridership indicate that transit fare has the most substantial impact on ridership among all factors as a single factor-more than service level-given all other influential factors in effect. This indicates that increasing transit service alone is a costly and relatively ineffective way to increase ridership, compared to fare policy. But when it is combined with fare reduction and/or an increase in service frequency, they could produce a substantial increase in ridership.
While the effects of gasoline prices on transit ridership obtained in this study are modest, compared to the findings in the other studies on the subject, it should be noted that even a small percentage of ridership increase could require a substantial increase in service supply and facility capacity during the peak periods when the service level is at or near the maximum supply capacity for transit agencies. For example, the Washington Metropolitan Area Transit Authority (WMATA) has been experiencing overcrowding during peak-periods, and is in turn increasing train frequency and expanding the capacity of transfer stations for heavy-rail service. On the other hand, a ridership increase may also improve cost effectiveness during off-peak periods by raising the riders-to-vehicle capacity ratio. In this sense, an analysis by time of day is warranted.
A comprehensive understanding of the net effects of gasoline prices, fare, service supply, and service frequency on transit ridership is important, as it gives insight and guidance for how transit agencies will plan, manage, and invest in transit service in order to increase transit ridership, and also prepare for accommodating higher transit travel needs of the public during times of substantial gasoline price increases through pricing strategies, general financing, capacity management, and operations planning for different transit modes.
