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1 Introduction
In this article we will give a systematic summary on the basic calculus in the hyperboloidal foliation
context, especially the estimates based on commutators. These results are frequently applied in
many context ( see in detail [1, 2, 3, 4, 5, 6]), however, they have not been systematically stated
and proved.
This article is devoted to the discussion of the following aspects: the basic definition on hy-
perboloidal foliation, the vector fields, the notion and calculus with multi-indices, the estimates
based on null condition, the decomposition of commutators, the estimates on Hessian form. All
of the above results will be restated and proved in detail. The notation will also be reorganized in
order to simplify the calculation. Some results such as calculus with multi-indices, the generalized
Leibniz rule and the generalized Fa`a di Bruno’s formula, which have been applied in an implicit
manner in many occasion, will be explicitly stated and proved for the first time.
2 Basic notation
2.1 Frames and vector fields
We are working in Rn+1 (n ∈ N, n ≥ 1) equipped with Minkowski metric1. The canonical coordi-
nates are denoted by (t, x) = (t, x1, x2 · · · , xn) = (x0, x1, x2 · · · , xn).
Throughout this article we make the following convention on index: a Greek letter represents
an index contained in {0, 1, · · ·n} while a Latin letter denotes an index contained in {1, 2, · · ·n}.
For example, xα may refer to t or x1 but xa refers to one of x1, x2, · · ·xn.
For x ∈ Rn, |x| denotes the Euclidean norm of x. In some case we also denote by r = |x|.
Furthermore, let K = {(t, x)|t > |x| + 1} be the interior of the (translated) light-cone and ∂K =
{(t, x)|t = |x|+ 1} be its boundary.
For s > 0, we denote by Hs = {(t, x)|t =
√
s2 + |x|2} the upper sheet of the hyperboloid with
(hyperbolic) radius s. Then the inner part of the hyperboloid is defined as following:
H
∗
s = Hs ∩K.
Then K is foliated as
K =
⋃
1<s<∞
H
∗
s .
For 1 < s0 < s1, we introduce
K[s0,s1] := {(t, x) ∈ K|s20 + |x|2 ≤ t2 ≤ s21 + |x|2}
the part of K limited by Ks0 and Ks1 . Similarly:
K[s0,∞) := {(t, x) ∈ K|s20 + |x|2 ≤ t2}.
1We make the signature convention (+,−, · · · ,−). However most of the results are irrelevant with is choice of
signature.
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Now in K, we introduce the following vector fields:
∂a :=
xa
t
∂t + ∂a
which are tangent to Hs with s =
√
t2 − |x|2. Also, we denote by
∂0 = ∂t.
Then inK, {∂α} forms a frame, called the semi-hyperbolidal frame (SHF for short). The transition
matrices between this frame and the canonical frame read as:
(
Φβα
)
=
(
Φα
β
)
=
(
1 0
x/t Id
)
,
(
Ψβα
)
=
(
Ψα
β
)
=
(
1 0
−x/t Id
)
.
with ∂α = Φ
β
α∂β and ∂α = Ψ
β
α∂β. In the above expression Id is the n× n order identity matrix.
In K, we introduce the hyperbolic variables
s :=
√
t2 − x2, x¯a = xa.
The canonical frame of these variables reads as:
∂x¯a := ∂¯a = ∂a, ∂s := ∂¯0 = (s/t)∂t.
This frame is called the hyperbolic frame (HF for short). The transition matrices between this
frame and the canonical frame read as
(
Φ
β
α
)
=
(
Φα
β)
=
(
s/t 0
x/t Id
)
,
(
Ψ
β
α
)
=
(
Ψα
β)
=
(
t/s 0
−x/s Id
)
.
A tensor defined in K can be expressed with respect to different frames. For example, let T
be a two-contravariant tensor field, then
T = Tαβ∂α ⊗ ∂β = Tαβ∂α ⊗ ∂β = T
αβ
∂¯α ⊗ ∂¯β
where Tαβ, Tαβ and T
αβ
are components of T expressed in different frames respectively2. The
transition relations between these components are:
(2.1) Tαβ = Ψαα′Ψ
β
β′T
α′β′ , T
αβ
= Ψ
α
α′Ψ
β
β′T
α′β′ .
In a special case, the Minkowski metric (contravariant form) m = mαβ∂α ⊗ ∂β is expressed in
SHF and HF as following:
(
mαβ
)
0≤α,β≤n
=
(
(s/t)2 x/t
x/t Id
)
,
(
mαβ
)
0≤α,β≤n
=
(
1 x/s
x/s Id
)
.
2.2 Families of vector fields and multi-index
For the convenience of discussion, we introduce the following notation on families of vector fields:
• Lorentzian boosts, denoted by L = {La|a = 1, 2, · · ·n} with La := xa∂t + t∂a.
• Partial derivatives, denoted by P = {∂α|α = 0, 1, · · ·n}.
2Here and in the following discussion, we take the Einstein’s convention of summation. Furthermore, when
taking a sum with respect to a Greek index, the sum is taken over {0, 1, · · ·n} while summing with a Latin index,
the sum is taken over {1, 2, · · ·n}.
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• Adapted partial derivatives, denoted by A = {(s/t)∂α|α = 0, 1, · · ·n}.
• Hyperbolic derivatives, denoted by H = {∂a|a = 1, 2, · · ·n}.
We denote by
Z = L ∪P ∪A ∪H
and
Zi =


Li, i = 1, 2, · · · , n,
∂i−(n+1), i = n+ 1, · · · , 2n+ 1,
(s/t)∂i−2(n+1), i = 2n+ 2, · · · , 3n+ 2,
∂i−(3n+2), i = 3n+ 3, · · · , 4n+ 2.
Then we introduce the following notation on high-order derivatives. Let I = (i1, i2, · · · iN) be a
multi-index with ij ∈ {1, 2, · · · , 4n+ 2} and |I| = N . Then
ZI := Zi1Zi2 · · ·ZiN
is an N−orde differential operator.
Suppose that ZI is composed by j Lorentzian boots, i partial derivatives, k adapted partial
derivatives and l hyperbolic derivatives, then ZI is said to be of type (j, i, k, l). If ZI is of type
(j, 0, 0, 0), we denote by ZI = LI and if ZI is of type (0, i, 0, 0), we denote by ZI = ∂I . We use
the notation ∂ILJ for the following operator:
∂ILJu := ∂I
(
LJu
)
.
Then we introduce the notion of partition of a multi-index. Let I = (i1, i2, · · · , iN) be an
N−order multi-index. The following set associated to I
G(I) := {(k, ik)|k = 1, 2, · · ·N}
is called the graph of I.
For a set of the following form:
(2.2) A = {(k, ik)|k ∈ A finite subset of Z, ik ∈ {1, 2, · · ·4n+ 2}} ,
A is called the domain of A, and denoted by
A = D(A).
Clearly, D(G(I)) = {1, 2, , · · · , N}.
An m−partition of I consists of an m-tuple (I1, I2, · · · Im) where Ij are subsets of G(I), such
that
Ii ∩ Ij = ∅, I =
m⋃
k=1
Ik.
We denote by Dm(I) the set of all its m−partitions.
An m∗−partition of I consists of an m-element set {I1, I2, · · · , Im} where Ij are non-empty
subsets of G(I), such that
Ii ∩ Ij = ∅, I =
m⋃
k=1
Ik.
We denote by D∗m(I) the set of all its m
∗−partition. Let {I1, I2, · · · , Im} ∈ D∗m(I). We define a
total order on this set by
Ij ≺ Ik, if minD(Ij) < minD(Ik).
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Remark that D(Ij), being the domain of Ij , is a finite subset of Z and minD(Ij) always exists.
Furthermore, because D(Ij)∩D(Ik) = ∅, minD(Ij) 6= minD(Ik) if j 6= k. From now on, when we
write {I1, I2, · · · , Im} ∈ D∗m(I), we always suppose that
Ij ≺ Ik, if j < k.
Let A be a set of the form in (2.2), the following multi-index ZJ = Zj1Zj2 · · ·Zjl · · · is called
the realization of A with
Zjl =
{
Zik , if l = k ∈ D(A),
1, otherwise.
It is clear that if A = ∅, then its realization is 1. Also, A is a finite set, so there are only finite
many factors Zjk of Z
J different from 1. Thus ZJ is a finite order differential operator and its
order equals to the size of D(A). Remark that for a multi-index I, the realization of G(I) is ZI .
An m−admissible decomposition of ZI is an m−tuple of operators (ZI1 , ZI2 , · · ·ZIm) with
2 ≤ m such that: there is an m−partition of G(I), denoted by (I1, I2 · · · , Im), such that ZIj are
the realization of Ij with j = 1, 2, · · ·m. Remark that for a given I, two different m−partitions of
I may give the same m−admissible decomposition of ZI . Here is an example:
ZI(u1 · u2) = ∂2α(u1 · u2) = ∂2αu1 · u2 + u1 · ∂2αu2 + ∂αu1 · ∂αu2 + ∂αu1 · ∂αu2.
These four terms correspond to the following four 2−decomposition of I:({(1, α), (2, α)}, ∅), (∅, {(1, α), (2, α)}), ({(1, α)}, {(2, α)}), ({(2, α)}, {(1, α)}).
In the same manner, an m∗−admissible decomposition of ZI is an m−element set of
operators {ZI1 , ZI2 , · · ·ZIm} with 2 ≤ m such that: there is an m∗−partition of G(I), denoted by
{I1, I2 · · · , Im}, such that ZIj are the realization of Ij with j = 1, 2, · · ·m.
In the following discussion, we denote by I1+ I2+ · · ·+ Im = I an m-admissible decomposition
of I and by I1 + I2 + · · ·+ Im ∗= I an m∗−addmisisble decomposition of I. It is obvious that
|I| = |I1|+ |I2| · · ·+ |Im|.
Furthermore, suppose that In is of type (jn, in, kn, ln) and I is of type (j, i, k, l). Then
(j, i, k, l) =
m∑
n=1
(jn, in, kn, ln).
Quite often we apply the following notation∑
I1+I2+···+Im=I
ZI1u1 · ZI2u2 · · ·ZImum
for a sum over Dm(I) and ∑
I1+I2+···+Im
∗
=I
ZI1u · ZI2u · · ·ZImu
for a sum over D∗m(I). More precisely, for each m − ( or m∗−)partition of I there is one term
being its realization in the sum.
Now we are ready to state the following Leibniz rules and generalized Fa`a di Bruno’s formula.
Their proofs are detailed in Appendix A.
Lemma 2.1 (Leibniz Rules). If uk are functions defined in K, sufficiently regular, then
(2.3) ZI
(
u1 · u2 · · ·um
)
=
∑
I1+I2+···Im=I
ZI1u1 · ZI2u2 · · ·ZImum.
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Furthermore
(2.4)
∂ILJ(u1 · u2 · · ·um
)
=
∑
I1+I2+···Im=I
∑
J1+J2···Jm=J
∂I1LJ1u1 · ∂I2LJ2u2 · · · ∂ImLJmum
=
∑
I1+I2+···Im=I
J1+J2+···Jm=J
∂I1LJ1u1 · ∂I2LJ2u2 · · ·∂ImLJmum.
Lemma 2.2 (Fa`a di Bruno’s formula). Let u be a function defined in K, sufficiently regular. Let
f be a C∞ function defined on an open interval I of R which contains the image of u. Then the
following identity holds:
(2.5) ZIf(u) =
∑
1≤k≤|I|
f (k)(u)
∑
I1+I2+···Ik
∗
=I
ZI1uZI2u · · ·ZIku.
3 Homogeneous functions and null condition
3.1 Homogeneous functions
We recall the following notion on homogeneous functions:
Definition 3.1. Let u be a C∞ function defined in {t > |x|}, satisfying the following properties:
• For a k ∈ R, u(λt, λx) = λku(t, x), ∀λ > 0.
• ∂Iu(1, x) is bounded by a constant C determined by |I| and u for |x| < 1.
Then u is said to be homogeneous of degree k.
The following properties are immediate:
Proposition 3.2. Let u, v be homogeneous of degree k, l respectively. Then
• When k = l, αu+ βv is homogeneous of degree k where α and β are constants.
• uv is homogeneous of degree k + l.
• ∂ILJu is homogeneous of degree k − |I|.
• There is a positive constant determined by I, J and u such that the following inequality holds
in K:
(3.1) |∂ILJu| ≤ Ctk−|I|.
Proof. Only the third deserves a proof. Remark that
u(λt, λx) = λku(t, x)
and derive the above identity with respect to t and xa respectively,
λ∂αu(λt, λx) = λ
k∂αu(t, x) ⇒ ∂αu(λt, λx) = λk−1∂αu(t, x).
and
Lau(λt, λx) = (λx
a)∂tu(λt, λx) + (λt)∂au(λt, λx) = λ
kLau(t, x).
That is, when derived with respect La, the degree of homogeneity does not change, while derived
respect to ∂α, the degree of homogeneity decreases by 1. Thus by induction the desired property
is established.
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3.2 Analysis on (s/t) and (t− r)/t
In this subsection we give the bounds on ZI(s/t) and ZI
(
(t− r)/t). These results are established
in [7].
Lemma 3.3. In the region K, the following decompositions hold:
(3.2) LJ(s/t) = ΛJ(s/t), ∂I(s/t) =
|I|∑
k=1
ΛIk(s/t)
1−2k
with ΛJ homogeneous of degree zero, ΛIk homogeneous of degree −|I|. Furthermore,
(3.3)
∣∣∂ILJ(s/t)∣∣ ≤
{
C(s/t), |I| = 0,
Cs−1, |I| > 0
with C a constant determined by I, J .
Proof. The first decomposition in (3.2) is by induction. We just remark that
La(s/t) =
−xa
t
(s/t)
where (−xa/t) is homogeneous of degree zero.
For the second decomposition of (3.2), we recall the Faa` di Bruno’s formula and take u =
s2/t2 = (1− r2/t2) and
f : R+ → R
x→ x1/2.
Then
∂I(s/t) =
|I|∑
k=1
∑
I1+···+Ik
∗
=I
Cku
−k+1/2 · ∂I1u∂I2u · · ·∂Iku.
Also recall that (1− r2/t2) is homogeneous of degree zero,
∂I1u∂I2u · · · ∂Iku is homogeneous of degree − |I|.
So the desired decomposition is established.
Furthermore, recall proposition 3.2 (the last point) and the fact that in K, s ≤ t ≤ s2,
∂I(s/t) ≤ C
|I|∑
k=1
(s/t)1−2kt−|I| ≤ Cs−1(t/s2)|I|−1 ≤ Cs−1.
Then by (3.2),
∂ILJ(s/t) = ∂I
(
ΛJ(s/t)
)
=
∑
I1+I2=I
∂I1LJ1ΛJ · ∂I2LJ2(s/t).
Recall the homogeneity of ΛJ , (3.3) is proved.
Then we prove the following results:
Lemma 3.4. In the region K, the following bounds hold for k, l ∈ Z:
(3.4)
∣∣∂ILJ((s/t)ktl)∣∣ ≤
{
C(s/t)ktl, |I| = 0,
C(s/t)ktl(t/s2), |I| ≥ 1.
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Proof. We first establish the following bound, for n ∈ Z:
(3.5)
∣∣∂ILJ((s/t)n)∣∣ ≤
{
C(s/t)n, |I| = 0,
C(s/t)n(t/s2), |I| ≥ 0.
When n ∈ N, this is based on (3.3). By Leibniz rule,
∂ILJ((s/t)n) =
∑
I1+I2+···In=I
J1+J2+···Jn=J
∂I1LJ1(s/t) · ∂I2LJ2(s/t) · · ·∂InLJn(s/t).
Remark that when |I| ≥ 1, there are at least one |Ij | ≥ 1.
Then consider (s/t)−n. This is also by Faa` di Bruno’s formula. We denote by u = (s/t) and
f : R+ → R
x→ x−n
We denote by ZI
′
= ∂ILJ . Then ZI
′
is of type (j, i, 0, 0) with i = |I| and j = |J |. Then
∂ILJ
(
(s/t)−n
)
= ZI
′
(f(u)) =
|I|+|J|∑
k=1
∑
I′
1
+···I′
k
∗
=I′
f (k)(u) · ZI′1(s/t) · · ·ZI′k(s/t).
Here
ZI
′
l = ∂IlLJl , 1 ≤ l ≤ k.
Then by (3.3): suppose that among {I1, I2 · · · Ik} there are i0 indices of order positive. Then when
i ≥ 1, there are at least one index with order ≥ 1. Then∣∣f (k)(u) · ∂I1LJ1(s/t) · · ·∂IkLJk(s/t)∣∣ ≤ Cn(s/t)−n−k · (s/t)k−i0s−i0 = C(s/t)−n−i0s−i0 .
Recall that s−1 ≤ s/t, then the bound on ∂ILJ((s/t)−n) is established.
Now for (3.4), remark that
∂ILJ
(
(s/t)ktl
)
=
∑
I1+I2=I
J1+J2=J
∂I1LJ1(s/t)k · ∂I2LJ2tl.
Then apply (3.5) and the homogeneity of tl, the desired result is established.
Remark 3.5. We list out some special cases of (3.4):
(3.6)
∣∣∂ILJ(sn)∣∣ ≤
{
Csn, |I| = 0,
Csn(t/s2), |I| ≥ 1,
∣∣∂ILJ(s−n)∣∣ ≤
{
Cs−n, |I| = 0,
Cs−n(t/s2), |I| ≥ 1.
Lemma 3.6. The following bounds hold with a constant C determined by I, J : in the region
K ∩ {t/2 < |x| < t},
(3.7)
∣∣∂ILJ(1− r/t)∣∣ ≤
{
C(s/t)2, |I| = 0,
Ct−|I|, |I| > 0.
Proof. We first remark that
La
(
(r/t)2
)
=
2xa
t
(s/t)2
which leads to (by induction and (3.2), we omit the detail)
(3.8) LJ((r/t)2) = ΘJ(s/t)2, |J | ≥ 1, ΘJ are homogeneous functions of degree zero.
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Then by the homogeneity of ΘJ and (s/t)2,
(3.9)
∣∣∂ILJ((r/t)2)∣∣ ≤
{
C(s/t)2, |I| = 0, |J | ≥ 1,
Ct−|I| ≤ C(s/t)2, |I| ≥ 1.
Now we denote by u = (r/t)2 which is homogeneous of degree zero, and
f : (0, 1)→ R+
x→ √x.
Then by denoting ZI
′
= ∂ILJ , which is of type (j, i, 0, 0) with i = |I| and j = |J |. Then
∂ILJ(r/t) = ZI
′(
f(u)
)
=
|I|+|J|∑
k=1
∑
I′
1
+···I′
k
∗
=I′
f (k)(u) · ZI′1u · · ·ZI′ku.
Recall that
f (k)(u) = Cku
1/2−k = Ck(r/t)
1−2k.
Recalling that in the region {t/2 < |x| < t}, 1/2 < r/t < 1. Then by (3.9),
∣∣∂ILJ(r/t)∣∣ ≤
{
C(s/t)2, |I| = 0,
Ct−|I|, |I| ≥ 1.
Finally, remark that |1− (r/t)| ≤ C(s/t)2. Then (3.7) is established.
3.3 Null conditions in SHF and HF
Let T and Q be two− and three−contravariant tensor fields respectively defined on K. Suppose
that in K,
(3.10) Tαβ, Qαβγ are constants.
Then the following bounds hold:
Lemma 3.7. For all I, J , in K the following bounds hold
(3.11)
∣∣∂ILJQαβγ∣∣+ ∣∣∂ILJTαβ∣∣ ≤ Ct−|I|
and
(3.12)
∣∣(s/t)k∂ILJQαβγ∣∣+ ∣∣(s/t)j∂ILJTα′β′ ∣∣ ≤
{
C, |I| = 0,
Ct/s2, |I| ≥ 1.
where k, j are the number of 0 contained in (α, β, γ) and (α′, β′) respectively.
Remark 3.8. Let us explain the last phrase in the statement of the above lemma by examples.
For Q
001
, k = 2 and for T
11
, j = 0.
Proof. The proof is a direct calculation. Recall that
Tαβ = Ψαα′Ψ
β
β′T
α′β′ , T
αβ
= Ψ
α
α′Ψ
β
β′T
α′β′ .
Then we make the following observation. Ψαα′ are homogeneous of degree zero. Thus
∂ILJTαβ = ∂ILJ
(
Ψαα′Ψ
β
β′T
α′β′
)
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is homogeneous of degree −|I|. Then the desired bound is established. The bounds on Qαβγ is
proved in the same manner. We omit the detail.
For the bounds on T
αβ
, we make the following observation.
(s/t)Ψ
0
α, Ψ
a
α
are homogeneous of degree zero. Thus
(s/t)kT
αβ
= (s/t)kΨ
α
α′Ψ
β
β′T
α′β′
is homogeneous of degree zero. We denote by
f := (s/t)kT
αβ
Then
(s/t)k∂ILJ(T
αβ
) = (s/t)k∂ILJ
(
(s/t)−kf
)
= (s/t)k
∑
I1+I2=I
J1+J2=J
∂I1LJ1(s/t)−k · ∂I2LJ2f.
Then by (3.5) and the homogeneity of f , the desired bound on T
αβ
is established.
The bound on Q
αβγ
is established in the same manner, we omit the detail.
Then we recall the notion of null condition. T and Q are called null forms, if
Tαβξαξβ = Q
αβγξαξβξγ = 0, ∀ξ ∈ Rn+1, ξ20 −
n∑
a=1
ξ2a = 0.
The following bounds on null forms are established and applied in diverse of context, see in detail
[1, ?, 2, 3, 4, 5, 6].
Proposition 3.9 (Null condition in SHF and HF). Let T , Q be null forms of two and three
contravariant type respectively. Suppose that in K,
Tαβ, Qαβγ , are constants.
Then
(3.13) |∂ILJQ000|+ |∂ILJT 00| ≤
{
C(s/t)2, |I| = 0,
Ct−|I|, |I| > 0.
and
(3.14) |(s/t)∂ILJQ000|+ |∂ILJT 00| ≤
{
C, |I| = 0,
Ct/s2, |I| > 0.
Proof. We remark the following identity:
T 00 = Ψ0αΨ
0
βT
αβ.
We denote by ξ = (r/t, xa/t)T . Remark that
ξ20 −
∑
a
ξ2a = 0.
Then by null condition
Tαβξαξβ = 0.
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So
T 00 =Ψ0αΨ
0
βT
αβ −Ψ0αξβTαβ +Ψ0αξβTαβ − ξαξβTαβ
=Ψ0α
(
Ψ0β − ξβ
)
Tαβ + (Ψ0α − ξα)ξβTαβ.
Recall that
Ψ0α − ξα =
{
1− r/t, α = 0,
0, α > 0.
Then
T 00 = (1− r/t)f
with f a homogeneous function. Then
∂ILJ(T 00) =
∑
I1+I2=I
J1+J2=J
∂I1LJ1(1− r/t) · ∂I2LJ2f
Then by (3.7), the bound on T 00 is established in {t/2 < r < t}. By (3.11) and the fact that√
3/2 ≤ s/t ≤ 1 for {0 ≤ r ≤ t/2}, this bound holds in K.
The bound on Q000 is established in the same way and we omit the detail.
For the bounds on the components in HF. We remark that
T
00
= Ψ
0
αΨ
0
βT
αβ = (t/s)2Ψ0αΨ
0
βT
αβ = (t/s)2T 00.
Then
∂ILJT
00
= ∂ILJ
(
(t/s)2T 00
)
=
∑
I1+I2=I
J1+J2=J
∂I1LJ1(t/s)2 · ∂I2LJ2T 00
Then by (3.13) and (3.5), the bound on T
00
is established.
The bound on Q
000
can be proved in the same manner, we omit the detail.
4 Decomposition of commutators
4.1 Basic decomposition
We recall the following basic relations of commutation, established in [1]:
Lemma 4.1. Let u be a function defined in K, sufficiently regular. Let (I, J) be a pair of multi-
indices, then the following relations hold:
(4.1) [LJ , ∂α] =
∑
β,|J′|<|J|
ΓJ βαJ′∂βL
J′ ,
(4.2) [LJ , ∂I ] =
∑
|I′|=|I|
|J′|<|J|
ΓJII′J′∂
I′LJ
′
where ΓJ βαJ′ and Γ
JI
I′J′ are constants.
Proof. This is firstly proved in [1]. Here we give a more detailed proof.
Firstly,
[La, ∂t] = −∂a, [La, ∂b] = −δab∂t.
Then we denote by
(4.3) [La, ∂α] = γ
β
aα∂β.
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with γβαa constants.
Then (4.1) is by induction on |J |. The case |J | = 1 is guaranteed by (4.3). For |J | ≥ 1, remark
the following calculation (by applying the assumption of induction):
[LaL
J , ∂α] =La
(
[LJ , ∂α]
)
+ [La, ∂α]L
J
=
∑
|J′|<|J|
ΓJβαJ′La∂βL
J′ + γβaα∂βL
J
=
∑
|J′|<|J|
ΓJβαJ′∂βLaL
J′ +
∑
|J′|<|J|
ΓJβαJ′ [La, ∂β]L
J′ + γβaα∂βL
J
=
∑
|J′|<|J|
ΓJβαJ′∂βLaL
J′ +
∑
|J′|<|J|
ΓJβαJ′γ
β′
aβ∂β′L
J′ + γβaα∂βL
J
and this guarantees the case with |J ′′| = |J |+ 1.
(4.2) is by induction on |I|. The case |I| = 1 is guaranteed by (4.1). Then we remark the
following calculation (with assumption of induction):
[LJ , ∂α∂
I ] =[LJ , ∂α]∂
I + ∂α
(
[LJ , ∂I ]
)
=
∑
|J′|<|J|
ΓJβαJ′∂βL
J′∂I +
∑
|I′|=|I|
|J′|<|J|
ΓJII′J′∂α∂
I′LJ
′
=
∑
|J′|<|J|
ΓJβαJ′∂β∂
ILJ
′
+
∑
|J′|<|J|
ΓJβαJ′∂β [L
J′ , ∂I ] +
∑
|I′|=|I|
|J′|<|J|
ΓJII′J′∂α∂
I′LJ
′
=
∑
|J′|<|J|
ΓJβαJ′∂β∂
ILJ
′
+
∑
|J′|<|J|,|I′|=|I|
|J′′|<|J′|
ΓJβαJ′Γ
J′I
I′J′′∂β∂
I′LJ
′′
+
∑
|I′|=|I|
|J′|<|J|
ΓJII′J′∂α∂
I′LJ
′
and by induction (4.2) is concluded.
4.2 Decomposition of high-order derivatives
Before prove this we first establish a special case:
Lemma 4.2. Let u be a function defined in K[s0,s1], sufficiently regular. Let Z
K be a N−order
operator of type (j, i, 0, 0). Then the following bound holds:
(4.4) ZKu =
∑
|I|=i
|J|≤j
ΘKIJ∂
ILJu
with ΘKIJ constants determined by K and I, J .
Proof of lemma 4.2. In this case, ZK can be written as
ZK = ∂I0LJ0∂I1LJ1 · · · ∂IrLJr .
where Ik and Jk are multi-indices with components taking value in {n+ 1, n+ 2, · · · 2n+ 1} and
{1, 2, · · · , n} respectively. I0 and Jr may be empty indices (i.e. LJr and ∂I1 may be equal to 1).
The proof is an induction on r. When r = 0, that is,
ZK = ∂ILJ
So (4.4) is trivial. Now suppose that for r ≤ r0 (4.4) holds, then we consider r = r0 + 1:
(4.5)
ZKu =∂I0LJ0∂I1LJ1 · · · ∂IrLJru
=∂I0∂I1LJ0LJ1 · · · ∂IrLJru+ ∂I0 [LJ0 , ∂I1 ](ZK′′u)
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where
ZK
′′
u = LJ1∂I2LJ2 · · ·∂IrLJr
Denote by
ZK
′
= ∂I0∂I1LJ0LJ1 · · · ∂Ir0LJr0 = ∂I′0LJ′0∂I2LJ2 · · · ∂IrLJr ,
so by the assumption of induction (remark that ZK
′
is also of type (j, i, 0, 0)),
ZK
′
u =
∑
|I|=i
|J|≤j
ΘK
′
IJ ∂
ILJu.
For the second term in right-hand-side of (4.5), we apply lemma 4.1
∂I0 [LJ0 , ∂I1 ]
(
ZK
′
u
)
=
∑
|I′
1
|=|I1|
|J′
0
|<|J0|
∂I0
(
Γ
I′1J
′
0
J0I1
∂I
′
1LJ
′
0
(
ZK
′′
u
))
=
∑
|I′
1
|=|I1|
|J′
0
|<|J0|
Γ
I′1J
′
0
J0I1
(
∂I0∂I
′
1LJ
′
0LJ1∂I2LJ2 · · · ∂IrLJru)
=:
∑
|I′
1
|=|I1|
|J′
0
|<|J0|
Γ
I′1J
′
0
J0I1
ZK
′′′
u.
Then, apply the assumption of induction on ZK
′′′
(remark that ZK
′′′
is of type (j′, i, 0, 0) with
j′ < j)
∂I0 [LJ0 , ∂I1 ]
(
ZK
′
u
)
=
∑
|I′
1
|=|I1|
|J′
0
|<|J0|
Γ
I′1J
′
0
J0I1
∑
|I|=i
|J|≤j′<j
ΘK
′′′
IJ ∂
ILJu.
Recall that in the right-hand-side, the coefficients are constants, so (4.4) is established by induction.
Lemma 4.3. Let u be a function defined in K[s0,s1], sufficiently regular. Let Z
K be a N−order
operator of type (j, i, 0, l) and N ≥ 1. Then the following bound holds:
(4.6) ZKu =
∑
|I|≤i,|J|≤j+l
|I|+|J|≥1
t−l−i+|I|∆KIJ∂
ILJu
with ∆KIJ homogeneous functions of degree zero.
Proof. When i = l = 0, j = N . Then ZK = LK which is the form of (4.6). When i > 0, l = 0, we
apply (4.4).
Then we proceed by induction on l. Suppose that (4.6) holds for l ≤ l0. Let ZK be of type
(j, i, 0, l) with l = l0 + 1. Suppose that K = (k1, k2, · · · km, · · · , kN ) with
k1, k2, · · · km−1 ∈ {1, 2, · · ·2n+ 1}, km ∈ {3n+ 3, 2n+ 3 · · · , 4n+ 2}.
In another word, Zkm is the first hyperbolic derivative in Z
K . We denote by ∂¯a = Zkm . Then
ZKu = ZK1 ∂¯aZ
K2u
with ZK1 being (j1, i1, 0, 0) and Z
K2 being (j2, i2, 0, l0) with j1 + j2 = j, i1 + i2 = i. Then
(4.7) ZK1 ∂¯aZ
K2u = ZK1
(
t−1LaZ
K2
)
u =
∑
K11+K12=K1
ZK11t−1 · ZK12LaZK2u.
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Suppose that K11 is of type (j11, i11, 0, 0) and K12 is of type (j12, i12, 0, 0) with i11 + i12 = i1 and
j11+ j12 = j1. Denote by Z
K′11 = ZK12LaZ
K2 and remark that ZK
′
11 is of type (j′11, i
′
11, 0, l0) with
i′11 = i12 + i2, j
′
11 = j12 + j2 + 1.
Then i′11 + j
′
11 + l0 ≥ 1. Then by the assumption of induction:
ZK12LaZ
K2u = ZK
′
11u =
∑
|I|≤i′
11
,|J|≤j′
11
+1+l0
|I|+|J|≥1
t−l0−i
′
11+|I|∆
K′11
IJ ∂
ILJu
On the other hand, by the homogeneity of t−1:
|ZK11t−1| ≤ t−1−i11θ
where θ is a homogeneous function of degree zero. So for each term in right-hand-side of (4.7),
ZK11t−1 · ZK12LaZK2u =θ
∑
|I|≤i′
11
|J|≤j′
11
+1+l0
|I|+|J|≥1
∆
K′11
IJ t
−l0−1−(i11+i
′
11)+|I|∂ILJu
=
∑
|I|≤i′
11
|J|≤j′
11
+l
|I|+|J|≥1
θ∆
K′11
IJ t
−l−i+|I|∂ILJu
and we remark that θ∆
K′11
IJ are homogeneous functions of degree zero. Now we take the sum over
K11 +K12 = K1, and see that the case for l = l0 + 1 is guaranteed (here remark that a sum of
finite homogeneous functions of degree zero is again homogeneous of degree zero).
4.3 Estimates based on commutators
For the convenience of discussion, we introduce the following integration on hyperboloids. Let u
be a function defined in K[s0,s1], sufficiently regular. Then∫
H∗s
u dx :=
∫
{r≤(s2−1)/2}
u
(√
s2 + r2, x
)
dx
and
‖u‖pLp(H∗s) :=
∫
H∗s
|u|pdx.
We introduce the following hyperbolic energy:
Ec(s, u) =
∫
H∗s
(
|∂tu|2 + 2(xa/t)∂tu∂au+
n∑
a=1
|∂au|2 + c2u2
)
dx
=
∫
H∗s
( n∑
a=1
|∂au|2 +
∣∣(s/t)∂tu∣∣2 + c2u2) dx
=
∫
H∗s
(
∂tu+ (x
a/t)∂au
)2
+
n∑
a=1
∣∣(s/t)∂au∣∣2 + c2u2 dx
Clearly, this energy controls the following quantities:
‖(s/t)∂αu‖L2(H∗s), ‖∂au‖L2(H∗s ),
∥∥(∂t + (xa/t)∂a)u∥∥L2(H∗s)
and
‖cu‖L2(H∗s).
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When c = 0, we write E(s, u) = E0(s, u) for short. Furthermore:
ENc (s, u) :=
∑
|I|+|J|≤N
Ec(s, ∂
ILJu).
When c = 0, we denote by ENc (s, u) = E
N (s, u). Then we are ready to state the following result:
Lemma 4.4. Let u be a function defined in K[s0,s1], sufficiently regular. Let Z
K be a operator of
type (j, i, 0, l), and let |K| = N + 1 ≥ 1. Then the following bounds hold:
(4.8) ‖tl−1ZKu‖L2(H∗s) ≤ CEN (s, u)1/2, i = 0,
(4.9) ‖(s/t)tlZKu‖L2(H∗s) ≤ CEN (s, u)1/2, i ≥ 1,
When c > 0, the following bound holds for |K| ≤ N − 1:
(4.10) ‖ctlZKu‖L2(H∗s) ≤ CENc (s, u)1/2,
Proof. (4.8) is direct by (4.6). To see this let us consider
t−l−i+|I|∆KIJ∂
ILJu, |I|+ |J | ≥ 1.
Recall that |I| = i = 0, then |J | ≥ 1. We denote by LJ = LaLJ′ . Then (recall i ≥ 0)
‖tl−1(t−l−i+|I|∆KIJ∂ILJu)‖L2(H∗s) ≤C‖t−1LaLJ′u‖L2(H∗s)
=C‖∂aLJ
′
u‖L2(H∗s)
≤CE(s, LJ′u)1/2 ≤ CEN−1(s, u)1/2.
For (4.9), remark that in this case i ≥ 1. By (4.6), we consider
t−l−i+|I|∆KIJ∂
ILJu, |I|+ |J | ≥ 1.
As in discussion on (4.8), when |I| ≥ 1, we denote by ∂I = ∂α∂I′ . Then (recall that i ≥ |I|)
‖tl(s/t) · t−l−i+|I|∆KIJ∂ILJu‖H∗s ≤‖t−i+|I|(s/t)∂α∂I
′
LJu‖H∗s
≤CE(s, ∂I′LJu)1/2 ≤ CEN−1(s, u)1/2.
When |I| = 0, then |J | ≥ 1. We denote by LJ = LaLJ′ . Then (recall i ≥ 1)
‖tl(s/t)(t−l−i+|I|∆KIJ∂ILJu)‖L2(H∗s) ≤C‖t−iLaLJ′u‖L2(H∗s )
=C‖t−i+1∂aLJ
′
u‖L2(H∗s)
≤CE(s, LJ′u)1/2 ≤ CEN−1(s, u)1/2.
(4.10) is direct by (4.6), we omit the detail.
The following result is to be combined Klainerman-Sobolev inequality in order to establish
decay estimates. Let pn = [n/2] + 1.
Lemma 4.5. Let u be a function defined in K[s0,s1], sufficiently regular. Let |I0|+ |J0| ≤ pn, then
the following bounds hold for ZK of type (j, i, 0, l) with |K| ≤ N − pn + 1:
(4.11)
∥∥∂I0LJ0(tl−1ZKu)∥∥
L2(H∗s )
≤ CEN (s, u)1/2, i = 0
(4.12)
∥∥∂I0LJ0(tl(s/t)ZKu)∥∥
L2(H∗s)
≤ CEN (s, t)1/2, i ≥ 1.
When c > 0:
(4.13)
∥∥c∂I0LJ0(tlZKu)∥∥
L2(H∗s )
≤ CENc (s, t)1/2.
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Proof. Recall (3.4) and the fact that (t/s2) ≤ C in K. Then
∂I0LJ0
(
tl−1ZKu
)
=
∑
I01+I02=I0
J01+J02=J0
∂I01LJ01tl−1 · ∂I02LJ02ZKu
Then each term in right-hand-side, we apply (3.4) on the first factor. For second factor, remark
that
∂I02LJ02ZK
is of order ≤ N + 1. Then by (4.9), (4.11) and (4.12) are established.
(4.13) are established in the same manner, we omit the detail.
4.4 Estimates on Hessian form
In this section, we concentrate on the estimates on the following terms:
∂α∂βZ
Ku, ZK∂α∂βu.
With a bit abuse of notation, we call these terms the Hessian form of u of order |K| . We first
remark the following decomposition of Hessian form of a function with respect to SHF:
Lemma 4.6. Let u be a function defined in K[s0,s1], sufficiently regular. Then
(4.14) ∂t∂au = −x
a
t
∂t∂tu+ t
−1
(
∂tLa − ∂¯a + (xa/t)∂t
)
u
(4.15) ∂a∂bu =
xaxb
t2
∂t∂t + t
−1
(
∂aLb − (xb/t)∂tLa + (xb/t)∂¯a − δab∂t − (xaxb/t2)∂t
)
Proof. These can be verified by direct calculation and we omit the detail.
Then by the above lemma, we have the following decomposition of the D’Alembert operator
with respect to SHF:
(4.16)  = (s/t)2∂t∂t + t
−1
(
(2xa/t)∂tLa −
∑
a
∂aLa − (xa/t)∂a + (n+ (r/t)2)∂t
)
This can be verified by direct calculation, we omit the detail. Then
(4.17) (s/t)2∂t∂tu = u− t−1Am[u]
with
(4.18) Am[u] =
(
(2xa/t)∂tLa −
∑
a
∂aLa − (xa/t)∂a + (n+ (r/t)2)∂t
)
u.
Here m represents the Minkowski metric. Now we are ready to establish the following result:
Lemma 4.7. Let u be a function defined in K[s0,s1], sufficiently regular. Suppose that Z
K is of
type (j, i, 0, 0). Then the following bounds hold for |K| ≤ N − 1:
(4.19)∥∥t(s/t)3∂α∂βZKu∥∥L2(H∗s) + ∥∥t(s/t)3ZK∂α∂βu∥∥H∗s ≤ CEN (s, u)1/2 + C
∑
|K′|≤K
‖sZK′u‖L2(H∗s).
Furthermore, if we take |I0| + |J0| ≤ pn = [n/2] + 1, then for all ZK of type (j, i, 0, 0) with
|K ′| ≤ N − pn − 1,
(4.20)
∥∥∂I0LJ0(t(s/t)3∂α∂βZK′u)∥∥L2(H∗s)+∥∥∂I0LJ0(t(s/t)3ZK′∂α∂βu)∥∥H∗s
≤CEN (s, u)1/2 + C
∑
|K′′|≤N−1
‖sZK′′u‖L2(H∗s)
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Proof. By (4.17),
t(s/t)3∂t∂tv = sv − (s/t)Am[v].
Remark that
‖(s/t)Am[v]‖L2(H∗s) ≤ C
∑
|J|≤1
E(s, LJv)1/2,
Then
(4.21) ‖t(s/t)3∂t∂tv‖L2(H∗s) ≤ ‖sv‖L2(H∗s) + CE1(s, v)1/2
Then recall (4.14) and (4.15), we see that (remark that xa/t are homogeneous of degree zero,
thus bounded in K):
‖t(s/t)3∂t∂av‖L2(H∗s) + ‖t(s/t)3∂a∂bv‖L2(H∗s ) ≤ C‖t(s/t)3∂t∂tv‖L2(H∗s) + CE1(s, v)1/2.
Combined with (4.21),
(4.22) ‖t(s/t)3∂α∂βv‖L2(H∗s) ≤ C‖sv‖L2(H∗s) + CE1(s, v)1/2.
Then, we take v = ZKu with ZK being of type (j, i, 0, 0) and |K| ≤ N − 1. Recall that
[ZK ,] = 0, if ZK is composed by ∂α and La.
Furthermore, recall (4.4), ZKu, LaZ
Ku are linear combinations of ∂ILJu with |I|+ |J | ≤ N − 1
with constant coefficients. So
E1(s, ZKu)1/2 ≤ CEN (s, u)1/2.
Then
(4.23) ‖t(s/t)3∂α∂βZKu‖L2(H∗s) ≤ C‖sZKu‖L2(H∗s ) + EN (s, u)1/2.
Once (4.23) is proved, we recall (4.4) and see that the following terms
ZK∂α∂βu
is a linear combination of ∂α∂β∂
ILJu with |I|+ |J | ≤ N−1. Then by (4.23), (4.19) is established.
For (4.20), we only need to recall (3.4) and the following calculation:
∂I0LJ0
(
t(s/t)3∂α∂βZ
K′u
)
=
∑
I01+I02=I0
J01+J02=J0
∂I01LJ01
(
t(s/t)3
) · ∂I02LJ02∂α∂βZK′u.
A Proof of lemma 2.1 and 2.2
For the convenience of discussion, for I = (i1, i2, · · · iN ) we consider I ′ = (i0, i1, · · · iN) with
i0 ∈ {1, 2, · · ·4n+ 2}. The graph of I ′ is
G(I ′) = {(k, ik)|k = 0, 1, 2, · · ·N}.
Then we introduce the following notation
Dml(I
′) =
{
(I′1, I
′
2 · · · I′m) ∈ Dm(I ′)
∣∣(0, i0) ∈ I′l}.
Then
Dm(I
′) =
m⋃
l=1
Dml(I
′), Dml(I
′) ∩Dml′(I ′) = ∅, l 6= l′.
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We define the following map for 1 ≤ l ≤ m:
pl : Dm(I) → Dml(I ′)
(I1, I2, · · ·Il, · · · , Im) → (I1, I2, · · · I′l, · · · , Im).
with I′l = {(0, i0)} ∪ Il.
Lemma A.1. With the above notation, pl are bijective.
Proof. It is obvious that pl are injective. To prove that pl are surjective, let (I
′
1, I
′
2, · · · I′l, · · · , I′m) ∈
Dml(I
′) with I′k ⊂ G(I ′). Recall the definition of Dml,
(0, i0) ∈ I′l.
This leads to the fact that when k 6= l,
D(I′k) ⊂ {1, 2, · · ·N} ⇒ I′k ⊂ G(I)
and
D(I′l\{(0, i0)}) ⊂ {1, 2, · · ·N} ⇒ I′l\{(0, i0)} ⊂ G(I).
Then we define
Ik =
{
I′k, k 6= l,
I′l\{(0, i0)}, k = l.
It is clear that for k 6= k′, I′k ∩ I′k′ = ∅ ⇒ Ik ∩ Ik′ = ∅ . Furthermore, from the fact
G(I ′) =
m⋃
k=1
I′k
we see that
G(I) = G(I ′)\{(0, i0)} =
m⋃
k=1
Ik.
Thus (I1, I2, · · · Im) ∈ Dm(I) is the preimage of (I′1, I′2, · · · I′m) with respect to pl.
Proof of lemma 2.1. This is by induction on |I|. When |I| = 1, let ZI = Zk ∈ Z . Remark that
Zk is a first-order differential operator, then by Leibniz rule,
(A.1) Zk
(
u1 · u2 · · ·um
)
= Zku1 · u2 · · ·um + u1 · Zku2 · · ·um + · · ·u1 · u2 · · ·Zkum.
On the other hand, remark that for the set {(1, k)}, all possible m−partitions are in the following
form:
{(1, k)} =
m⋃
l=1
Il, I =
{
{(1, k)}, l = l0,
∅, l 6= l0.
with l0 = 1, 2, · · ·m. Thus in the right-hand-side of (A.1) the sum runs over all possible 1−partituion
of Zk and this concludes the case of (2.3) with |I| = 1.
Now let ZI
′
= Zi0Z
I with Zi0 ∈ Z and we denote by I ′ = (i0, i1, · · · iN) with graph G(I ′) =
{(k, ik)|k = 0, 1, 2, · · ·N}. Then
(A.2)
Zi0Z
I(u1 · u2 · · ·um)
=Zi0
( ∑
I1+I2+···+Im=I
ZI1u1 · ZI2u2 · · ·ZImum
)
=
∑
I1+I2+···+Im=I
Zi0Z
I1u1 · ZI2u2 · · ·ZImum +
∑
I1+I2+···+Im=I
ZI1u1 · Zi0ZI2u2 · · ·ZImum
+ · · ·+
∑
I1+I2+···+Im=I
ZI1u1 · ZI2u2 · · ·Zi0ZImum
=:S1 + S2 + · · ·Sm.
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We will prove that
(A.3) Sl =
∑
Dml(I′)
ZI
′
1u1 · ZI′2u2 · · ·ZI′mum.
Recall Sl is a sum over Dm(I). We denote by Sl =: {the terms in Sl}. Then there is a bijection
il from Sl to Dm. Then pl ◦ il is a bijection from Sl to Dml(I ′). Furthermore, for a term
(A.4) ZI1u1 · ZI2u2 · · ·Zi0ZIlul · · ·ZImum ∈ Sl
its image under pl ◦ il is
(A.5) (I′1, I
′
2, · · · , I′l, · · · I′m).
The realization of the above partition is by definition contained in right-hand-side of (A.3). Fur-
thermore, the realization of each I′k is Z
Ik when k 6= l or Zi0ZIl when k = l. This leads to the
fact that the realization of (A.5) is exactly (A.4). This establishes an one to one correspondence
from Sl to the terms in right-hand-side of (A.3).
Then, recall that Dml(I
′) is a partition of Dm(I
′). So
∑
I′
1
+I′
2
+···+I′m=I
′
ZI
′
1u1 · ZI′2u2 · · ·ZI′mum =
m∑
l=1
∑
Dml(I′)
ZI
′
1u1 · ZI′2u2 · · ·ZI′mum.
And this together with (A.3) leads to the desired result.
For (2.4), we just apply twice (2.3).
For the proof of lemma 2.2, we need the following observation. We denote by
D
∗
m0(I
′) =
{{I1, I2, · · · , Im} ∈ D∗m(I ′)∣∣I1 = {(0, i0)}}
and
D
∗
m(I
′)+ = D∗m(I
′)\D∗m0(I ′).
Then we define
D
∗
ml(I
′) :=
{{I1, I2, · · · , Im} ∈ D∗m(I ′)+∣∣(0, i0) ∈ Il}.
Now as the case of m− decomposition, we establish the following bijections:
p0 : D
∗
m−1(I)→ D∗m0(I ′)
{I1, · · · Im−1} → {(0, i0), I1, · · · , Im−1}
and for m ≥ l ≥ 1,
pl : D
∗
m(I)→ D∗ml(I ′)
{I1, I2 · · · Im} → {I′1, I′2 · · · , I′m}
with
I
′
k = Ik if k 6= l, I′l = Il ∪ {(0, i0)}.
Then we have the following results:
Lemma A.2. With the above notation, p∗l are bijective for 0 ≤ l ≤ m.
Proof. It is clear that p∗l are injective. To prove that they are surjective, we make the following
observation. When l = 0, for any partition in D∗m0(I
′), by definition we see that it is of the
following form:
{(0, i0), I1, · · · , Im−1}
18
and Ij ⊂ G(I) for j = 1, 2, · · · ,m − 1. Also, Ij ∩ Ik = ∅ when j 6= k. Thus {I1, · · · , Im−1} ∈
D∗m−1(I) is the p
∗
0 preimage of {(0, i0), I1, · · · , Im−1} which proves that p∗0 is surjective.
For 1 ≤ l ≤ m. Let {I′1, · · · , I′m} ∈ D∗ml(I ′). By definition
(0, i0) ∈ I′l.
Then we define
(A.6) (I1, I2, · · · Ik)
with Ij = I
′
j when j 6= l and Il = I′l\{(0, i0)}. Also, D(I′j) ⊂ {1, 2, · · ·N}. Then (A.6) is the
contained in D∗m(I
′) which is the preimage of {I′1, · · · , I′m}. This proves that p∗l are surjective.
Proof of lemma 2.2. This is checked by induction on |I|. For |I| = 1 this is the chain rule. Suppose
that (2.5) is valid for |I| ≤ N . For Zi0 ∈ Z , we consider
Zi0Z
If(u) =Zi0

 ∑
1≤k≤|I|
f (k)(u)
∑
I1+I2+···Ik
∗
=I
ZI1uZI2u · · ·ZIku


=
∑
1≤k≤|I|
f (k+1)(u)
∑
I1+I2+···Ik
∗
=I
Zi0u · ZI1uZI2u · · ·ZIku
+
∑
1≤k≤|I|
f (k)(u)
∑
I1+I2+···Ik
∗
=I
Zi0
(
ZI1uZI2u · · ·ZIku)
=f ′(u)Zi0Z
Iu
+
|I|+1∑
k=2
f (k)(u)
∑
I1+I2···+Ik−1
∗
=I
Zi0u · ZI1uZI2u · · ·ZIk−1u
+
|I|+1∑
k=2
f (k)(u)
∑
I1+I2···+Ik
∗
=I
Zi0
(
ZI1uZI2u · · ·ZIku)
=:f ′(u) · L1 +
|I|+1∑
k=2
f (k) · Lk.
On the other hand we denote by
Rk :=
∑
I′
1
+I′
2
+···+I′
k
∗
=I′
ZI
′
1uZI
′
2u · · ·ZI′ku
Then
|I|′∑
k=1
f (k)(u)ZI
′
1uZI
′
2u · · ·ZI′ku =
|I|′∑
k=1
f (k)(u)Rk.
So we only need to prove
(A.7) Lk = Rk, k = 1, 2, · · · , |I ′| = |I|+ 1.
When k = 1,
R1 = Z
I′u = Zi0Z
Iu = L1.
When k > 1, we decompose D∗k (I
′) into k + 1 disjoint subsets:
D
∗
k (I
′) =
k⋃
l=0
D
∗
kl(I
′).
19
and we write Rk in the following form:
Rk =
k∑
l=0
Rkl
with
Rkl :=
∑
D∗
kl
(I′)
ZI
′
1uZI
′
2u · · ·ZI′ku.
On the other hand, we write Lk in to the following form:
Lk =
k∑
l=0
Lkl
with
Lk0 :=
∑
I1+I2+···+Ik−1
∗
=I
Zi0uZ
I1u · · ·ZIk−1u,
and for 1 ≤ l ≤ k,
Lkl :=
∑
I1+I2+···+Ik
∗
=I
ZI1u · · ·Zi0ZIlu · · ·ZIku.
Then, remark that Lkl is a sum over D
∗
k (I) or D
∗
k−1(I).
(A.7) is guaranteed by
(A.8) Lkl = Rkl.
When l = 0, recall the bijection p∗0 from D
∗
k−1(I) to D
∗
k0(I
′). Let
(A.9) (I1, I2, · · · , Ik−1) ∈ D∗k−1(I)
and we see
(A.10) ((0, i0), I1, I2, · · · , Ik−1) = p∗0(I1, I2, · · · , Ik−1)
We remark that the term in Lk0 corresponding to (A.9) equals to the term in Rk0 corresponding
to the p∗0 image of (A.9). Then Lk0 = Rk0.
In the same manner, let
(A.11) (I1, · · · , Ik) ∈ D∗k (I)
and denote by
(A.12) (I′1, · · · , I′k) = p∗l (I1, · · · , Ik).
Then we remark that the term in Lkl corresponding to (A.11) equals to the term in Rkl corre-
sponding to (A.12). Thus Lkl = Rkl.
Then we conclude by induction the desired result.
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