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Abstract
Partition of unities appear in many places in analysis. Typically
they are generated by compactly supported functions with a certain
regularity. In this paper we consider partition of unities obtained
as integer-translates of entire functions restricted to finite intervals.
We characterize the entire functions that lead to a partition of unity
in this way, and we provide characterizations of the “cut-off” entire
functions, considered as functions of a real variable, to have desired
regularity. In particular we obtain partition of unities generated by
functions with small support and desired regularity. Applied to Gabor
analysis this leads to constructions of dual pairs of Gabor frames with
low redundancy, generated by trigonometric polynomials with small
support and desired regularity.
Keywords Entire functions, trigonometric polynomials, partition
of unity, dual frame pairs, Gabor systems, tight frames
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1 Introduction
Partition of unity conditions play an important role in many parts of math-
ematics, for example, within applied harmonic analysis [6, 5, 7]. Usually the
size of the support of the functions in the partition of unity and their reg-
ularity are key issues. Some of the most important partition of unities are
obtained by considering integer-translates of an appropriately chosen func-
tion, e.g., a B-spline or a scaling function in the context of wavelet analysis.
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In this paper we will consider entire functions P : C → C which, for some
fixed N ∈ N, satisfy that∑
n∈Z
P (x+ n)χ[0,N ](x+ n) = 1, x ∈ R. (1.1)
The condition (1.1) means exactly that the function p := Pχ[0,N ] satisfies
the partition of unity condition. We will characterize the entire functions
P that are solutions to (1.1); in particular, we will see that such functions
automatically are N -periodic, i.e., they can be expanded in an everywhere
convergent Fourier series. The Fourier series naturally connects with trigono-
metric polynomials. We will show that, still for any fixed N ∈ N, given any
L ∈ N there exists a trigonometric polynomial P such that the function
Pχ[0,N ], considered as a function of a real variable, belongs to C
2L−1(R) and
generates a partition of unity.
As an application of the results we will construct dual pairs of Ga-
bor frames {EmbTng}m,n∈Z, {EmbTnh}m,n∈Z for functions g, h of the form
g = Gχ[0,N ] and h = H χ[0,N ] for some trigonometric polynomials G,H.
In particular, our results show that for any b ∈]0, 1/N ] such constructions
are possible, with G and H being trigonometric polynomials and the asso-
ciated windows g, h having desired regularity; in contrast to the results in
the literature, this is even possible for N = 2, i.e., higher smoothness is not
obtained at the cost of larger support. Taking small values for N, we obtain
frames with low redundancy, generated by functions with small support and
desired regularity. As a special case we obtain simple constructions where
G and H are just powers of the sine function. Finally, we show that the
condition b ≤ 1/N is necessary for such frame constructions to exist.
The paper is organized as follows. In the rest of this introduction we
use standard frame theory to motivate the interest in the partition of unity
condition (1.1). In Section 2 we carry out the analysis of this condition in
a general fashion. Section 3 specializes to the case of trigonometric polyno-
mials, which is a convenient setting for applications, and finally we connect
with the Gabor analysis in Section 4.
Gabor systems play a central role in time-frequency analysis. The basic
idea is to decompose signals or functions into superpositions of certain time-
frequency shifts of a fixed function g. In the discrete case these time-frequency
shifts have the form {e2πimbxg(x−na)}m,n∈Z for appropriate parameters a, b >
0; using the translation operators Taf(x) := f(x − a) and the modulation
operators Ebf(x) := e
2πibxf(x), the time-frequency-shifts have the form of
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a coherent system {EmbTnag}m,n∈Z. The system {EmbTnag}m,n∈Z is called a
Gabor frame if there exist constants A,B > 0 such that
A ||f ||2 ≤
∑
m,n∈Z
|〈f, EmbTnag〉|
2 ≤ B ||f ||2, ∀f ∈ L2(R).
The system {EmbTnag}m,n∈Z is a Bessel sequence if at least the upper frame
condition is satisfied. It is well known that if {EmbTnag}m,n∈Z is a Gabor
frame, there exists at least one dual Gabor frame {EmbTnah}m,n∈Z, i.e., a
Gabor frame such that the decomposition
f =
∑
m,n∈Z
〈f, EmbTnag〉EmbTnah
holds for all f ∈ L2(R). The duality conditions by Ron & Shen [12], resp.
Janssen [9] states that two Bessel sequences {EmbTng}m,n∈Z and {EmbTnh}m,n∈Z
form dual frames for L2(R) if and only if∑
k∈Z
g(x+ n/b+ k)h(x+ k) = bδn,0, a.e. x ∈ R. (1.2)
For a bounded and compactly supported functions g, the associated Ga-
bor system {EmbTnag}m,n∈Z automatically form a Bessel sequence. Further-
more, for functions g, h having support in an interval of length N, the condi-
tion (1.2) is automatically satisfied for n 6= 0 if we assume that b ∈]0, 1/N ].
Thus, for functions g = Gχ[0,N ] and h = H χ[0,N ] as described in the
introduction and for b ∈]0, 1/N ], the Gabor systems {EmbTng}m,n∈Z and
{EmbTnh}m,n∈Z form dual frames if and only if the function P := GH sat-
isfies the condition
∑
n∈Z P (x+ n)χ[0,N ](x+ n) = b. Discarding the factor b
then leads to the partition of unity constraint (1.1).
We will see that the connection to entire functions will bring some new
aspects into the analysis. Note that the connections between complex anal-
ysis and frame theory has already proved to be useful in other contexts, see,
e.g., [11, 13, 14]. For more information on Gabor systems and frames we
refer to the books [8, 1].
2 Partition of unity for entire functions
Motivated by the introduction we will consider entire functions P : C → C
satisfying the partition of unity condition (1.1). We will first show that for
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such functions P the restriction to R in N -periodic. This implies that we
have an extra tool at our disposal, namely, Fourier expansions.
Lemma 2.1 Let N ∈ N. Then an entire function P satisfies (1.1) if and
only if its restriction to R is N-periodic and the Fourier coefficients ck in the
expansion
P (x) =
∑
k∈Z
cke
2πikx/N , x ∈ R, (2.1)
satisfy that ck =
1
N
δk,0 for k ∈ NZ.
Proof. Assume first that (1.1) holds. Then, for x ∈ [0, 1],
P (x) + P (x+ 1) + · · ·+ P (x+N − 1) = 1. (2.2)
Since P is an entire function, (2.2) then holds for all x ∈ R. Doing the similar
calculation with x replaced by x+1 and subtracting the two expressions shows
that P (x + N) = P (x), ∀x ∈ [0, 1]. The same calculation works with [0, 1]
replaced by any interval [n, n + 1], so we conclude that the restriction of P
to R is N -periodic. Writing P as the Fourier series (2.1), the equation (2.2)
takes the form∑
k∈Z
ck
[
1 + e2πik/N + · · ·+
(
e2πik/N
)N−1]
e2πikx/N = 1. (2.3)
We note that
1 + e2πik/N + · · ·+
(
e2πik/N
)N−1
=
{
N, k ∈ NZ
0, k /∈ NZ.
(2.4)
From (2.3) and (2.4), we see that ck =
1
N
δk,0 for k ∈ NZ. Conversely, if P is
N -periodic and satisfies that ck =
1
N
δk,0 for k ∈ NZ, then for x ∈ [0, 1],
∑
n∈Z
P (x+ n)χ[0,N ](x+ n) =
N−1∑
n=0
P (x+ n)
=
∑
k∈Z
ck
[
1 + e2πik/N + · · ·+
(
e2πik/N
)N−1]
e2πikx/N = 1
by (2.4). By periodicity (1.1) holds for all x ∈ R. 
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It is well known that if an entire function is periodic when restricted to
the real line, the Fourier coefficients ck have exponential decay of arbitrary
order, i.e., for any a > 0 there exist a constant C such that |ck| ≤ Ce
−a|k| for
all k ∈ Z..Therefore, the expansion in (2.1) converges even for all complex
numbers x and so the entire function P is N -periodic in the whole complex
plane.
We will now fix N ∈ N and return to the solutions P of (1.1). Our
purpose is to investigate the regularity of the functions Pχ[0,N ].
Theorem 2.2 Let N ∈ N. Assume that P is an N-periodic entire function
satisfying that ck =
1
N
δ0,k, k ∈ NZ, and that the restriction of P to R is
real-valued. Then the following hold.
(a) There does not exist P of this form such that Pχ[0,N ] ∈ C
∞(R);
(b) Fix L ∈ N. Then Pχ[0,N ] ∈ C
L−1(R) if and only if
P (x) =
(
eπix/N sin(πx/N)
)L
AL(x) (2.5)
for an N-periodic entire function AL(x) :=
∑
k∈Z ake
2πikx/N .
Proof. In order to prove (a), we note that if Pχ[0,N ] belongs to C
∞(R), all
the derivatives at x = 0 vanishes. But P is an entire function and therefore
equal to its Taylor series, so this would imply that P is identically zero, which
is a contradiction. For the proof of (b), fix L ∈ N. The “if” implication
is clear, so suppose that Pχ[0,N ] ∈ C
L−1(R). We use induction to show
(2.5). First, observe that P (0) = DP (0) = · · · = DL−1P (0) = 0. Since
P (0) =
∑
k∈Z ck = 0, we have
P (x) =
∑
k 6=0
ck(e
2πkx/N − 1).
Define P+ and P− by
P+(x) :=
∑
k∈N
ck(e
2πikx/N − 1), P−(x) :=
∑
k∈N
c−k(e
−2πkix/N − 1).
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Then we see that
P+(x) =
∑
k∈N
ck(e
2πix/N − 1)
k−1∑
ℓ=0
e2πiℓx/N
= eπix/N sin(πx/N)
(
2i
∑
k∈N
ck
k−1∑
ℓ=0
e2πiℓx/N
)
=: eπix/N sin(πx/N)Λ+(x).
Similarly,
P−(x) = e
πix/N sin(πx/N)
(
−2i
∑
k∈N
c−k
k∑
ℓ=1
e−2πiℓx/N
)
=: eπix/N sin(πx/N)Λ−(x).
Then we have
P (x) = P+(x) + P−(x) = e
πix/N sin(πx/N)A1(x),
where A1(x) := Λ+(x) + Λ−(x) is an N -periodic function. In order to arrive
at (2.5) we will now inductively assume that, for some 1 ≤ ℓ ≤ L− 1,
P (x) =
(
eπix/N sin(πx/N)
)ℓ
Aℓ(x) (2.6)
for an N -periodic entire function Aℓ. By the Leibnitz formula for the ℓth
derivative of a product, we have
DℓP (x) =
1
(2i)ℓ
ℓ∑
k=0
(
ℓ
k
)
Dk
(
e2πix/N − 1
)ℓ
Dℓ−kAℓ(x). (2.7)
Since Dk
(
e2πix/N − 1
)ℓ
= ℓ(ℓ − 1) · · · (ℓ − k + 1)
(
e2πix/N − 1
)ℓ−k (2πi
N
)k
, we
have Dk
(
e2πix/N − 1
)ℓ
|x=0 = ℓ!
(
2πi
N
)ℓ
δℓ,k. It follows from (2.7) that
DℓP (0) = ℓ!
(2i)ℓ
(
2πi
N
)ℓ
Aℓ(0). By assumption D
ℓP (0) = 0, so we conclude that
Aℓ(0) = 0. By an argument similar to the case P (0) = 0, we see that
Aℓ(x) = e
πix/N sin(πx/N)Λℓ+1(x)
for an N -periodic entire function Λℓ+1(x). This together with (2.6) leads to
P (x) =
(
eπix/N sin(πx/N)
)ℓ+1
Λℓ+1(x). This completes the induction. 
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3 Trigonometric polynomials
In this section we specialize to the case of trigonometric polynomials. Theo-
rem 3.1 characterizes the regularity that can be obtained for Pχ[0,N ] when P
is a trigonometric polynomial with a given number of terms and coefficients
satisfying the condition in Lemma 2.1. The subsequent Propositions 3.2 and
3.4 will show that the partition of unity condition can be combined with any
finite regularity and any support size by taking a trigonometric polynomial
of sufficiently high degree.
Theorem 3.1 Let K,N ∈ N. Assume that
P (x) :=
K∑
k=−K
cke
2πikx/N (3.1)
is a real-valued trigonometric polynomial with ck =
1
N
δ0,k, k ∈ NZ. Then the
following hold.
(a) There does not exist P of the form (3.1) such that Pχ[0,N ] ∈ C
2K(R);
(b) Fix L ∈ {1, 2, · · · , 2K}. Then Pχ[0,N ] ∈ C
L−1(R) if and only if
P (x) =
(
eπix/N sin(πx/N)
)L
AL(x) for a trigonometric polynomial
AL(x) :=
K−L∑
k=−K
ake
2πikx/N . (3.2)
Proof. (a): Assume that there exists P such that p ∈ C2K(R). Then P (0) =
DP (0) = · · · = D2KP (0) = 0, that is,
∑K
k=−K k
ick = 0, i = 0, 1, · · · , 2K.
This set of equations can be written in the formM1{ck}
K
k=−K = 0, where M1
is the (2K + 1)× (2K + 1) matrix defined by
M1 =


1 · · · 1 1 1 · · · 1
−K · · · −1 0 1 N − 1
(−K)2 · · · (−1)2 0 12 · · · K2
...
...
...
...
...
(−K)2K · · · (−1)2K 0 12K · · · K2K

 .
This is a 2K+1×2K+1 Vandermonde matrix, with rows determined by the
numbers zk = −K+k, k = 0, 1, · · · , 2K, and therefore invertible. Hence the
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system only has the trivial solution. This contradicts the assumption that
c0 = 1/N . The proof of (b) follows the lines of the proof of Theorem 2.2 by
keeping track of the number of terms in the trigonometric polynomials. 
For any N ∈ N we will now show how to construct trigonometric polyno-
mials P such that Pχ[0,N ] satisfies the partition of unity condition and has
desired regularity. We begin with the case N = 2.
Proposition 3.2 Let N = 2. Consider a real–valued trigonometric polyno-
mial Q(x) =
∑
k cke
πikx with ck =
1
2
δk,0, k ∈ 2Z. Given L ∈ N, define a
trigonometric polynomial P by
P (x) := QL(x)
L−1∑
k=0
(
2L− 1
k
)
QL−1−k(x)Qk(x+ 1). (3.3)
Then Pχ[0,2] satisfies the partition of unity property. If Qχ[0,2] ∈ C
1(R), then
Pχ[0,2] ∈ C
2L−1(R).
Proof. Note that Qχ[0,2] satisfies the partition of unity property by Lemma
2.1. Using the Binomial Theorem, we have
1 = (Q(x) +Q(x+ 1))2L−1 =
2L−1∑
k=0
(
2L− 1
k
)
Q2L−1−k(x)Qk(x+ 1). (3.4)
Take P as in (3.3). Then
P (x) =
2L−1∑
k=0
(
L− 1
k
)
Q2L−1−k(x)Qk(x+ 1).
Using the 2-periodicity of Q implies that
P (x+ 1) =
L−1∑
k=0
(
2L− 1
k
)
Q2L−1−k(x+ 1)Qk(x)
=
2L−1∑
ℓ=L
(
2L− 1
ℓ
)
Qℓ(x+ 1)Q2L−1−ℓ(x).
By (3.4), we have P (x) + P (x + 1) = 1, so Pχ[0,2] satisfies the partition
of unity property, as desired. Furthermore, if Qχ[0,2] ∈ C
1(R), then by
8
(b) in Theorem 2.2 we know that Q(x) = sin2(πx/2)eπixA(x) for some 2-
periodic entire function (actually a trigonometric polynomial) A. Using (3.3),
it follows that
P (x) = sin2L(πx/2)eπixLA˜(x)
for a 2-periodic entire function (trigonometric polynomial) A˜. By Theorem
2.2 (b) we conclude that Pχ[0,2] ∈ C
2L−1(R). 
In order to construct partition of unities based on functions supported on
[0, 2] and with desired regularity, we just need to provide a concrete example
of a trigonometric polynomials Q satisfying the conditions in Proposition 3.2:
Example 3.3 Let
Q(x) := sin2(πx/2) =
(
eiπx/2 − e−iπx/2
2i
)2
= −
1
4
eπix +
1
2
−
1
4
e−πx.
Then Q has the form described in Proposition 3.2, and Qχ[0,2] ∈ C
1(R). 
Let us now consider the case N ≥ 3. Starting with a certain trigonometric
polynomial P1 such that P1χ[0,N ] satisfies the partition of unity condition we
provide an inductive procedure which, in each step, yields a new trigonomet-
ric polynomial with the partition of unity property and higher regularity.
Proposition 3.4 Let N ∈ N with N ≥ 3 and put K = N/2 if N is even,
K = (N − 1)/2 if N is odd. Consider a trigonometric polynomial A1(x) =∑
ake
2πix/N , and assume that for P1(x) :=
(∏K
k=0 sin
2(π(x− k)/N)
)
A1(x),
P1χ[0,N ] satisfies the partition of unity property. For L ∈ {2, 3, . . . }, let PL
be inductively defined by
PL(x) (3.5)
:=


PL−1(x)
(
PL−1(x) + 2
∑K−1
n=1 PL−1(x+ n) + PL−1(x+K)
)
, if N is even;
PL−1(x)
(
PL−1(x) + 2
∑K
n=1 PL−1(x+ n)
)
, if N is odd.
Then the following holds:
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(i) PL can be factorized as
PL(x) = sin
2L(πx/N)
(
K∏
k=1
sin2(π(x− k)/N)
)
AL(x) (3.6)
for some trigonometric polynomial AL(x) =
∑
k a
(L)
k e
2πikx/N .
(ii) PL χ[0,N ] satisfies the partition of unity property and belongs to C
2L−1(R).
Proof. We give the proof for the case where N is even, K = N/2; the case
where N is odd is just requires minor modifications. We will use induction.
By assumption (i) and (ii) are satisfied for L = 1. Now assume that for some
L ∈ N with L ≥ 2, PL−1χ[0,N ] satisfies the partition of unity property and
that
PL−1(x) = sin
2(L−1)(πx/N)
(
K∏
k=1
sin2(π(x− k)/N)
)
AL−1(x), (3.7)
for a trigonometric polynomial AL−1(x) =
∑
k a
(L−1)
k e
2πikx/N . Then PL can
be factorized as in (3.6) with
AL(x) := sin
2L−4(πx/N)A2L−1(x)
K∏
k=1
sin2(π(x− k)/N)
+ 2
K−1∑
ℓ=1
sin2L−2(π(x+ ℓ)/N)AL−1(x+ ℓ)AL−1(x)
∏
k∈{−ℓ+1,··· ,K−ℓ}\{0}
sin2(π(x− k)/N)
+ sin2L−2(π(x+K)/N)AL−1(x+K)AL−1(x)
K−1∏
k=1
sin2(π(x+ k)/N).
By Theorem 2.2 (b) it follows that PL χ[0,N ] ∈ C
2L−1(R). We now show
PLχ[0,N ] satisfies the partition of unity property. From the partition of unity
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property for PL−1χ[0,N ], for x ∈ [0, 1] we have
1 =
(
N−1∑
j=0
PL−1(x+ j)
)2
=
N−1∑
j=0
P 2L−1(x+ j) + 2
∑
0≤k<n≤N−1
PL−1(x+ k)PL−1(x+ n)
=
N−1∑
j=0
P 2L−1(x+ j) + 2
N−1∑
n=1
N−1−n∑
k=0
PL−1(x+ k)PL−1(x+ k + n). (3.8)
Observe that
N−1∑
n=1
N−1−n∑
k=0
PL−1(x+ k)PL−1(x+ k + n)
=
(
K−1∑
n=1
2K−1−n∑
k=0
+
2K−1∑
n=K+1
2K−1−n∑
k=0
)
PL−1(x+ k)PL−1(x+ k + n)
+
K−1∑
k=0
PL−1(x+ k)PL−1(x+ k +K). (3.9)
Note that
2K−1∑
n=K+1
2K−1−n∑
k=0
PL−1(x+ k)PL−1(x+ k + n)
=
K−1∑
m=1
m−1∑
k=0
PL−1(x+ k)PL−1(x+ k + 2K −m) (m = 2K − n)
=
K−1∑
m=1
2K−1∑
j=2K−m
PL−1(x+ j − 2K +m)PL−1(x+ j) (j = k + 2K −m)
=
K−1∑
m=1
2K−1∑
j=2K−m
PL−1(x+ j +m)PL−1(x+ j),
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where we used the 2K-periodicity of PL−1 in the last equality. This implies(
K−1∑
n=1
2K−1−n∑
k=0
+
2K−1∑
n=K+1
2K−1−n∑
k=0
)
PL−1(x+ k)PL−1(x+ k + n)
=
K−1∑
n=1
2K−1∑
k=0
PL−1(x+ k)PL−1(x+ k + n). (3.10)
Moreover,
K−1∑
k=0
PL−1(x+ k)PL−1(x+ k +K)
=
2K−1∑
j=K
PL−1(x+ j −K)PL−1(x+ j) (j = k +K)
=
2K−1∑
j=K
PL−1(x+ j +K)PL−1(x+ j).
Then we obtain
K−1∑
k=0
PL−1(x+ k)PL−1(x+ k +K) =
1
2
2K−1∑
k=0
PL−1(x+ k)PL−1(x+ k +K).
Putting this and (3.10) into the right-hand side of (3.9), we have
2K−1∑
n=1
2K−1−n∑
k=0
PL−1(x+ k)PL−1(x+ k + n)
=
2K−1∑
k=0
PL−1(x+ k)
(
K−1∑
n=1
PL−1(x+ k + n) +
1
2
PL−1(x+ k +K)
)
.
Combining this with (3.8) yields
1 =
2K−1∑
j=0
PL−1(x+ j)
(
PL−1(x+ j) + 2
K−1∑
n=1
PL−1(x+ j + n) + PL−1(x+ j +K)
)
=
2K−1∑
j=0
PL(x+ j).
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Hence PLχ[0,N ] satisfies the partition of unity property, as desired. 
Again, in order to construct partition of unities based on functions sup-
ported on [0, N ] and with desired regularity, we just need to provide a suitable
polynomial P1 in Proposition 3.4:
Example 3.5 Given N ∈ {3, 4, . . . , }, put K = N/2 if N is even, K =
(N − 1)/2 if N is odd. Let
P1(x) :=
(
N−1∑
n=K+1
K∏
k=0
sin2(π(n− k)/N)
)−1 K∏
k=0
sin2(π(x− k)/N).
A direct calculation shows that P1 has the form
P1(x) =
K+1∑
k=−K−1
cke
2πikx/N .
Note that since N ≥ 3, we have K + 1 < N . Thus
1 + e2πik/N + · · ·+
(
e2πik/N
)N−1
=
{
N, k = 0
0, k ∈ {±1, · · · ,±(K + 1)},
and
P1(x) + P1(x+ 1) + · · ·+ P1(x+N − 1)
=
K+1∑
k=−K−1
ck
[
1 + e2πik/N + · · ·+
(
e2πik/N
)N−1]
e2πikx/N = c0N.
We must now determine the constant c0N. Taking x = 0 we see that
P1(0) + P1(1) + P1(2) + · · ·+ P1(N − 1)
=
(
N−1∑
n=K+1
K∏
k=0
sin2(π(n− k)/N)
)−1 N−1∑
n=0
K∏
k=0
sin2(π(n− k)/N)
=
(
N−1∑
n=K+1
K∏
k=0
sin2(π(n− k)/N)
)−1 N−1∑
n=K+1
K∏
k=0
sin2(π(n− k)/N) = 1.
It follows that P1χ[0,N ] satisfies the partition of unity property. 
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4 Applications to Gabor frames
To recapitulate, the results in Section 3 shows that for each N,L ∈ N we
can construct a trigonometric polynomial P such that the restriction to R
is real valued, Pχ[0,N ] ∈ C
L(R), and Pχ[0,N ] satisfies the partition of unity
condition. The purpose of this section is to provide new constructions of
pairs of dual Gabor frames based on these functions. We will restrict our
presentation to the case where the translation parameter is a = 1, but via a
scaling, other choices of a are possible if we change the length of the support
accordingly. As starting point, let us consider the following result from [2].
Proposition 4.1 Let N ∈ N. Let g ∈ L2(R) be a real-valued bounded func-
tion for which supp g ⊆ [0, N ] and
∑
n∈Z g(x − n) = 1. Let b ∈]0,
1
2N−1
].
Define h ∈ L2(R) by
h(x) =
N−1∑
n=−N+1
ang(x+ n),
where a0 = b, an + a−n = 2b, n = 1, 2, · · · , N − 1. Then g and h generate
dual frames {EmbTng}m,n∈Z and {EmbTnh}m,n∈Z for L
2(R).
The constructions in Proposition 3.2 and Proposition 3.4 have exactly the
properties required in Proposition 4.1, combined with desired regularity. We
will formulate the corresponding construction of a pair of dual pair of frames
based on the case N = 2, and leave the formulation for the case N ≥ 3 to
the reader.
Corollary 4.2 Take the trigonometric polynomial Q as in Proposition 3.2
and let, for L ∈ N,
P (x) := QL(x)
L−1∑
k=0
(
2L− 1
k
)
QL−1−k(x)Qk(x+ 1).
Let b ∈]0, 1/3] and choose coefficients an such that a0 = b, a1 + a−1 = 2b.
Then the functions
g(x) := (Pχ[0,2])(x) and h(x) :=
1∑
n=−1
an(Pχ[0,2])(x+ n) (4.1)
belong to C2L−1(R) and generate dual Gabor frames {EmbTng}m,n∈Z and
{EmbTnh}m,n∈Z for L
2(R).
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(a) (b)
Figure 1: Plots of the dual windows in Example 4.3: (a) g; (b) h with
a−1 = a0 = a1 = 1/3.
Example 4.3 Let L = 2, b ∈]0, 1/3], and Q(x) := sin2(πx/2). Define
P (x) = sin4(πx/2)
1∑
k=0
(
3
k
)
sin2(1−k)(πx/2) sin2k(π(x+ 1)/2).
Then g and h defined as in (4.1) belong to C3(R) and generate dual Gabor
frames {EmbTng}m,n∈Z and {EmbTnh}m,n∈Z for L
2(R). On Figure 1, we plot
g and h for the choice a−1 = a0 = a1 = 1/3. 
Compared with the other results in the literature, Corollary 4.2 has the
advantage that desired regularity of the frame generators does not make the
support size grow and the redundancy increase. In the classical application
of Proposition 4.1 where the function g is a B-spline BN for some N ∈ N,
high regularity can only be obtained by considering large values for N, which
leads to functions with large support and corresponding small values for
the parameter b. Since the redundancy of a Gabor frame {EmbTnag}m,n∈Z
is measured by the number 1/(ab) = 1/b, these constructions have high
redundancy. On the other hand the frames in Corollary 4.2 are generated
by windows that are supported on [0, 2], the dual windows are supported
on [−1, 3] regardless of the desired regularity, and by taking b = 1/3 the
redundancy is just 3.
15
(a) (b)
Figure 2: The windows g and h in Corollary 4.4 for L1 = L2 = 2, b = 1/2
In the setting discussed here, we can even avoid to choose a dual window
with larger support than the given window. Hereby we can enlarge the range
of the parameter b, and provide constructions with redundancy 2. Note that
also the construction by Laugesen in [10] keeps the support size.
Corollary 4.4 Let L1, L2 ∈ N, and fix b ∈]0,
1
2
]. Take P (x) := sin2(πx/2).
Define
g(x) = sin2L1(πx/2)χ[0,2](x)
and
h(x) = b sin2L2(πx/2)
(
L1+L2−1∑
k=0
(
2L1 + 2L2 − 1
k
)
PL1+L2−1−k(x)P k(x+ 1)
)
χ[0,2](x).
Then g ∈ C2L1−1(R), h ∈ C2L2−1(R), and the functions {EmbTng}m,n∈Z and
{EmbTnh}m,n∈Z form a pair of dual frames.
Proof. Using Proposition 3.2 together with Example 3.3, it follows that
the function gh satisfies the condition (1.2) for n = 0. The choice of b and
the support sizes for g and h shows that (1.2) holds for n 6= 0 as well. 
Figure 2 shows the windows g and h for L1 = L2 = 2, b = 1/2.
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Up to a certain regularity an even simpler construction is possible:
Corollary 4.5 Let N ∈ N and fix b ∈]0, 1
N
]. Then the following hold:
(i) For L1, L2 ∈ N with 1 ≤ L1 + L2 ≤ N − 1, the functions
g(x) = sin2L1(πx/N)χ[0,N ](x), h(x) =
b4L1+L2
N
(
2(L1+L2)
L1+L2
) sin2L2(πx/N)χ[0,N ](x)
belong to C2L1−1(R) and C2L2−1(R) respectively, and generate a pair of
dual frames {EmbTng}m,n∈Z and {EmbTnh}m,n∈Z.
(ii) For any positive integer L ≤ N−1 the function g(x) :=
√
b4L
N(2LL )
sinL(πx/N)χ[0,N ](x)
belongs to CL−1(R) and generates a tight Gabor frame {EmbTng}m,n∈Z
Proof. Let
P (x) :=
b4L1+L2
N
(
2(L1+L2)
L1+L2
) sin2(L1+L2)(πx/N).
By Theorem 3.1, to prove (i) it suffices to show that the Fourier coefficients
ck in the expansion P (x) =
∑
k∈Z cke
2πikx/N satisfy ck =
1
N
δ0,k, k ∈ NZ. Via
the Binomial formula,
sin2(L1+L2)(πx/N) =
(
eπix/N − e−πix/N
2i
)2(L1+L2)
=
1
4L1+L2
L1+L2∑
k=−L1−L2
(−1)k
(
2(L1 + L2)
L1 + L2 + k
)
e2πikx/N .
The result in (ii) follows by taking L = L1 + L2. 
Note that construction of Gabor frames based on trigonometric polyno-
mials appear at other places in the literature. In [4], Daubechies, Grossmann
and Meyer construct a tight Gabor frame based on the function g(x) =
cos(x) χ[−π/2,π/2](x), which is just a shifted and scaled version of the func-
tion sin(πx/2)χ[0,2]. Also, in [3], the authors consider frames generated by
functions of the form gk(x) = sin
k(πx/3)χ[0,3](x) for parameters k ∈ N. In-
terestingly, the results in [3] show that gk generates a frame for all b ∈]0, 1/3]
and all k ∈ N; but only for k < 6 there is a dual Gabor frame {EmbTnh}m,n∈Z
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for a function of the form h(x) = a0gk(x) + a1gk(x+ 1) + a2gk(x+ 2). Since
gk corresponds with our setup for N = 3, this result is in accordance with
the limitation on the possible parameters L1, L2 in Corollary 4.5.
Note that the Corollaries 4.4 and 4.5 are restricted to the case b ≤ 1/N.
For constructions of dual frame pairs generated by entire functions, we can
actually show that this condition is necessary:
Proposition 4.6 Let N ∈ N and let G and H be real-valued, N-periodic
entire functions. If g := Gχ[0,N ] and h := Hχ[0,N ] generate dual frames
{EmbTng}m,n∈Z and {EmbTnh}m,n∈Z, then 0 < b ≤ 1/N.
Proof. To get a contradiction, assume that {EmbTng}m,n∈Z and {EmbTnh}m,n∈Z,
are dual frames and that 1/N < b < 1. There exists a unique n ∈ {1, 2, · · · , N−
1} such that n ≤ 1/b < n+ 1. From the duality conditions, we have∑
j∈Z
G(x+ j)χ[0,N ](x+ j)H(x+ j + 1/b)χ[0,N ](x+ j + 1/b) = 0. (4.2)
For 0 < x < n + 1 − 1/b(< 1), we have n ≤ 1
b
< x+ 1
b
< n + 1. From (4.2),
for x ∈]0, n+ 1− 1/b[,
N−n−1∑
j=0
G(x+ j)H(x+ j + 1/b) = 0. (4.3)
Since the finite sum (4.3) is an entire function, (4.3) holds for all x ∈ R. Due
to the assumption that G and H are N -periodic and entire, we can write
them as absolutely convergent Fourier series, G(x) =
∑
k∈Z gke
2πikx/N and
H(x) =
∑
k∈Z hke
2πikx/N . The absolute convergence assures that the change
of summation below is legitimate in the following expansion of (4.3): For
x ∈ R,
0 =
N−n−1∑
j=0
∑
k∈Z
gke
2πik(x+j)/N
∑
ℓ∈Z
hℓe
2πiℓ(x+j+1/b)/N
=
∑
m∈Z
( ∑
k+ℓ=m
gkhℓe
2πiℓ/(bN)
)(
N−n−1∑
j=0
e2πijm/N
)
e2πixm/N .
Note that
N−n−1∑
j=0
e2πijm/N =
N−n−1∑
j=0
(
e2πim/N
)j
=
{
N − n, m ∈ NZ
1−e2πim(N−n)/N
1−e2πim/N
, m 6= NZ
6= 0.
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Hence, we have ∑
k+ℓ=m
gkhℓe
2πiℓ/(bN) = 0, ∀m ∈ Z.
Since (∑
k∈Z
gke
2πikx/N
)(∑
ℓ∈Z
hℓe
2πiℓ/(bN)e2πiℓx/N
)
=
∑
m∈Z
( ∑
k+ℓ=m
gkhℓe
2πiℓ/(bN)
)
e2πimx/N = 0,
we have that either all gk = 0 or all hk = 0, i.e., either G ≡ 0 or H ≡ 0,
which is a contradiction. 
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