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Abstract
Using concentration inequalities, we give non-asymptotic confidence intervals for
estimates obtained by Markov chain Monte Carlo (MCMC) simulations, when using
the approximation Epif ≈ (1/(N − t0)) ·
∑N
i=t0+1
f(Xi). To allow the application of
non-asymptotic error bounds in practice, here we state bounds formulated in terms
of the spectral properties of the chain and the properties of f and propose estimators
of the parameters appearing in the bounds, including the spectral gap, mixing time,
and asymptotic variance. We introduce a method for setting the burn-in time and
the initial distribution that is theoretically well-founded and yet is relatively simple
to apply. We also investigate the estimation of Epif via subsampling and by using
parallel runs instead of a single run. Our results are applicable on both reversible and
non-reversible Markov chains on discrete as well as general state spaces. We illustrate
our methods by simulations for three examples of Bayesian inference in the context
of risk models and clinical trials.
Keywords: Markov chain Monte Carlo, error bounds, concentration inequalities, simulation
Source code available at: http://github.com/bgyori/mcmc_nonasym
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1 Introduction
The Monte Carlo method relies on taking independent samples from a probability distri-
bution to approximate an integral with respect to that distribution. Often, however, it is
impossible or impractical to obtain such independent samples. One may still be able to
construct a Markov chain whose stationary distribution matches the target distribution.
It is then possible to obtain a series of dependent samples by sampling from the Markov
chain. This method is called Markov chain Monte Carlo (MCMC).
Let X1, X2, . . . , be a time-homogeneous, ergodic Markov chain, taking values in Ω, and
having stationary distribution pi. Suppose that we are interested in computing Epif for
some f : Ω→ R. Then we usually make the approximation
Epif ≈
∑N
i=t0+1
f(Xi)
N − t0 , (1.1)
for some t0 ≥ 0 (“burn-in time”). For t0 fixed, and N →∞, this average converges to Epif
by the ergodic theorem. However, it is not clear how much this convergence is slowed down
due to the dependence of the samples. Consequently, an important question in practice is,
how large should N be so that this approximation is correct to a certain level of precision?
To answer this question, we need to use error bounds.
Most of the error bounds in the literature are based on the convergence of the MCMC
empirical average to the normal distribution. Although these bounds are convenient be-
cause they only depend on the asymptotic variance, due to the asymptotic nature of these
bounds, they may underestimate the error for finite sample sizes. In contrast, concentra-
tion inequalities can provide finite sample size (non-asymptotic) error bounds. However,
these error bounds have had limited practical applicability since parameters appearing in
the inequalities (such as the variance, spectral gap and mixing time) are often not known
in practice and principled methods for their estimation have not been available.
The main objective of this paper is to establish the practical applicability of non-
asymptotic error bounds by giving estimators of their key parameters based on the data.
We state estimators for the variance and the asymptotic variance (Varpi(f) and σ
2), and
prove concentration inequalities to estimate the precision of these estimators. We state
practically computable estimators for the spectral gap and the mixing time, and give a
2
theoretical explanation for their usage. In addition to the estimators for the parameters,
we also show how the error bounds are affected by subsampling (i.e. averaging only every
mth term in (1.1)), and by running several parallel chains instead of a single chain. We
explain when it is worthwhile to use these techniques.
We demonstrate our method on simulation results for Bayesian inference for risk models
and clinical trial design. Our results show that the non-asymptotic error bounds based on
concentration inequalities are more reliable than those based on the normal approximation.
Specifically, we find that when the objective is to calculate the expected value of an indicator
function (for instance an indicator of success or failure), the normal approximation often
misleadingly underestimates the error while non-asymptotic error bounds remain robust.
This is an important consideration in sensitive settings.
The structure of the paper is as follows. In the remainder of this section we explain
basics from the theory of general state space Markov chains and briefly review the results
in the literature on bounding the error of MCMC empirical averages. In Section 2, we
state non-asymptotic error bounds in a form that is practically applicable. In Section 3, we
propose estimators for the variance, asymptotic variance, spectral gap and mixing time of
the chain used in the error bounds. In Section 4, we explain how error bounds are affected by
subsampling and parallel runs. Finally, Section 5 contains our simulation results. The proof
of the concentration bounds for our estimators of the variance and asymptotic variance and
details on our simulation examples are presented in the Appendix.
1.1 Basic definitions for general state space Markov chains
In this section, we give some definitions from the theory of general state space Markov
chains. The total variational distance of two measures P,Q defined on the measurable
space (Ω,F) is defined as
dTV(P,Q) := inf
pi[X∼P,Y∼Q]
Epi (1[X 6= Y ]) , (1.2)
here pi[X ∼ P, Y ∼ Q] denotes a distribution on (Ω2,F × F) with marginals P , and Q,
and the infimum is taken over all such distributions.
We say that a Markov chain is φ-irreducible, if there exists a non-zero σ-finite measure
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φ on Ω such that for all A ⊂ Ω with φ(A) > 0, and for all x ∈ Ω, there exists a positive
integer n = n(x,A) such that P n(x,A) > 0 (with P n denoting the n step Markov kernel).
We call a Markov chain with stationary distribution pi aperiodic if there do not exist
d ≥ 2, and disjoints measurable subsets Ω1, . . . ,Ωd ⊂ Ω with pi(Ω1) > 0, P (x,Ωi+1) = 1 for
all x ∈ Ωi, 1 ≤ i ≤ d− 1, and P (x,Ω1) = 1 for all x ∈ Ωd.
These properties are sufficient for convergence to a stationary distribution. Theorem 4 of
Roberts and Rosenthal (2004) shows that if a Markov chain on a state space with countably
generated σ-algebra is φ-irreducible and aperiodic, and has a stationary distribution pi(·),
then for pi-almost every x ∈ Ω,
lim
n→∞
dTV(P
n(x, ·), pi(·)) = 0.
AMarkov chain with stationary distribution pi, state space Ω, and transition kernel P (x, dy)
is uniformly ergodic if
sup
x∈Ω
dTV (P
n(x, ·), pi) ≤ Mρn, n = 1, 2, 3, . . .
for some ρ < 1 and M <∞, and we say that it is geometrically ergodic, if
dTV (P
n(x, ·), pi) ≤M(x)ρn, n = 1, 2, 3, . . .
for some ρ < 1, where M(x) <∞ for pi-almost every x ∈ Ω.
The mixing time of a time-homogeneous Markov chain with general state space is defined
the following way (see Section 4.5 and 4.6 of Levin et al. (2009)).
Definition 1.1. LetX1, X2, . . . be a time-homogeneous Markov chain with transition kernel
P (x, dy), state space Ω (a Polish space), and stationary distribution pi. The mixing time
of the chain, denoted by tmix, is defined as
d(t) := sup
x∈Ω
dTV
(
P t(x, ·), pi) , and tmix := min{t : d(t) ≤ 1/4}.
The fact that tmix is finite is equivalent to the uniform ergodicity of the chain (see
Roberts and Rosenthal (2004), Section 3.3). We call a Markov chain X1, X2, . . . on state
space (Ω,F) with transition kernel P (x, dy) reversible if there exists a probability measure
pi on (Ω,F) satisfying the detailed balance conditions,
pi(dx)P (x, dy) = pi(dy)P (y, dx) for every x, y ∈ Ω. (1.3)
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Define L2(pi) as the Hilbert space of complex valued measurable functions that are square
integrable with respect to pi, endowed with the inner product (f, g) =
∫
fg∗ dpi. P can be
then viewed as a linear operator on L2(pi), denoted by P , defined as
(P f)(x) := EP (x,·)(f),
and reversibility is equivalent to the self-adjointness of P . The operator P acts on measures
to the left, i.e. for every measurable subset A of Ω,
(µP )(A) :=
∫
x∈Ω
P (x,A)µ(dx).
For a Markov chain with stationary distribution pi, we define the spectrum of the chain as
S2 := {λ ∈ C \ 0 : (λI − P )−1 does not exist as a bounded linear operator on L2(pi)}.
For reversible chains, S2 lies on the real line. Now we define the spectral properties of the
chain, the spectral gap, absolute spectral gap, and the pseudo spectral gap.
Definition 1.2. We define the spectral gap for reversible chains as
γ := 1− sup{λ : λ ∈ S2, λ 6= 1} if eigenvalue 1 has multiplicity 1,
γ := 0 otherwise.
For both reversible, and non-reversible chains, we define the absolute spectral gap as
γ∗ := 1− sup{|λ| : λ ∈ S2, λ 6= 1} if eigenvalue 1 has multiplicity 1,
γ∗ := 0 otherwise.
For both reversible, and non-reversible chains, we define the pseudo spectral gap as
γps := max
k≥1
{
γ((P ∗)kP k)/k
}
, (1.4)
where P ∗ is the adjoint of P in L2(pi), and γ((P
∗)kP k) denotes the spectral gap of the
self-adjoint operator (P ∗)kP k.
Remark 1.3. Note that for reversible chains, γ ≥ γ∗.
The relation between spectral gap, pseudo spectral gap, and mixing time is given by
the following proposition (Propositions 3.3 and 3.4 of Paulin (2015)).
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Proposition 1.4. For uniformly ergodic reversible/non-reversible chains, respectively,
γ∗ ≥ 1
1 + tmix/ log(2)
, γps ≥ 1
2tmix
. (1.5)
For reversible/non-reversible chains on finite state spaces, respectively,
tmix ≤ 2 log(2) + log(1/pimin)
2γ∗
, tmix ≤ 1 + 2 log(2) + log(1/pimin)
γps
, (1.6)
with pimin = minx∈Ω pi(x).
Remark 1.5. This proposition means that for Markov chains on finite state spaces, fast
mixing and large spectral gap (or pseudo spectral gap) are essentially equivalent.
1.2 Previous results on the error of MCMC averages
In this section we briefly review two approaches to estimating the errors of MCMC empirical
averages: the central limit theorem and concentration inequalities. We note that there are
some other convergence diagnostic methods in the literature for choosing the “burn-in
time”, such as the Gelman-Rubin diagnostic (see Gelman and Rubin (1992), Cowles and
Carlin (1996), Brooks et al. (2011)). However, we are unaware of generally applicable
methods with rigorous theoretical justification.
1.2.1 Error estimation by the central limit theorem
The following central limit theorem (CLT) for Markov chains is stated as in Roberts and
Rosenthal (2004) (Theorems 23 and 24, and Proposition 29).
Theorem 1.6. Let (Xi)i≥1 be a Markov chain taking values in some general state space Ω,
with stationary distribution pi. Let f : Ω → R, with Epi(f 2) < ∞. Define the asymptotic
variance of f , denoted by σ2 as
σ2 := lim
n→∞
1
n
Varpi(f(X1) + . . .+ f(Xn)). (1.7)
Let Zn :=
1
n
∑n
i=1 f(Xi), then if (Xi)i≥1 is uniformly ergodic, then for pi-almost every
starting point x (i.e. X1 = x),
√
n(Zn − Epif)⇒ N(0, σ2). (1.8)
The same holds if (Xi)i≥1 is geometrically ergodic, and Epi(f
2+δ) <∞ for some δ > 0.
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Remark 1.7. For reversible/non-reversible chains, respectively,
σ2 ≤ 2Varpi(f)/γ, σ2 ≤ 4Varpi(f)/γps,
see Paulin (2015), Theorems 3.1 and 3.2.
To make use of the limiting distribution N(0, σ2), one needs an estimator of σ2 from the
data. There are many such estimators in the literature, see Geyer (1992a), Robert (1995),
Hobert et al. (2002), Jones et al. (2006), Bednorz and  Latuszyn´ski (2007), Flegal and Jones
(2010). Based on the regeneration properties of the chain, these estimators are shown to
be asymptotically consistent under very mild conditions. However, we are not aware of
non-asymptotic bounds on the precision of these estimators. In Section 3 we will define an
estimator of the asymptotic variance, σˆ2, show its consistency for bounded functions, and
prove non-asymptotic error bounds for it in terms of the mixing time of the chain.
Compared to Bernstein-type concentration inequalities, the CLT approach can be slightly
sharper for small deviations from the mean. However, the normal approximation is only true
asymptotically, whereas concentration bounds hold for any sample size. Lezaud (1998b)
proves a Berry-Esse´en bound for Markov chains, estimating the quality of the normal ap-
proximation. Unfortunately the constants are too large for practical applicability.
1.2.2 Error estimation by concentration inequalities
The simplest way of obtaining concentration is by variance bounds, which lead to quadratic
tail bounds via Chebyshev’s inequality. We have included two such bounds in Section 2,
Theorem 2.2 and Theorem 2.4. The advantage of these results is that they work even for
unbounded functions f that have a finite variance (with respect to pi). Their disadvantage
is that they only imply quadratic decay instead of the Gaussian decay of concentration
inequalities. Various non-asymptotic results also exist for the mean square error of the
MCMC estimate. A similar bound on the mean square error using the spectral gap and ‖f‖p
for p ≥ 2 is given in Rudolf (2012), and  Latuszyn´ski et al. (2013) gives an asymptotically
sharp bound on the MSE as a function of the asymptotic variance σ2.
Hoeffding-type concentration inequalities for empirical averages of Markov chains were
first proven by Gillman (1998), using spectral methods. This was further developed in
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the seminal work Lezaud (1998b) (see also Lezaud (1998a)), which has shown Bernstein-
type inequalities for reversible and non-reversible chains with general state spaces. In
Paulin (2015), we have shown improved Bernstein-type inequalities for reversible and non-
reversible chains. A sharp version of the Hoeffding bound for reversible finite state space
chains was proven in Leo´n and Perron (2004), and generalized to general state spaces, and
possibly non-reversible chains in Miasojedow (2014).
Joulin and Ollivier (2010) proves Bernstein-type concentration inequalities for MCMC
empirical averages of Lipschitz functions in metric spaces, based on a contraction coefficient
of the Markov chain with respect to the metric. Paulin (2014) shows some generalizations.
Hoeffding bounds under different, regeneration-type assumptions on the chain were
proven in Glynn and Ormoneit (2002), and in Douc et al. (2011). Bernstein inequalities
were proven under such assumptions in Adamczak (2008). These inequalities are more
generally applicable than our bounds based on spectral methods (for example to chains
that are not geometrically ergodic), but they are more complicated and involve many
terms that are hard to estimate in practice.
2 Concentration bounds
We make the following assumption in all of the theorems stated in this paper (which we
state here to avoid unnecessary repetition).
Assumption 2.1. We always assume that the Markov chain X1, X2, . . . is time homoge-
neous, φ-irreducible, and aperiodic. We also assume that it has a Polish state space Ω,
Markov kernel P (x, dy), and denote its unique stationary distribution by pi.
In the following sections, we will state results about the empirical average defined as
Z :=
(
N∑
i=t0+1
f(Xi)
)
/(N − t0). (2.1)
The quantity t0, the so called burn-in time corresponds to the number of samples discarded
from the beginning of the chain. In the rest of this section, we first state some results
about choosing the necessary burn-in periods, and then present concentration inequalities
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that give non-asymptotic bounds on the approximation (1.1). We state Chebyshev and
Bernstein-type inequalities for both reversible and non-reversible chains.
2.1 Setting the burn-in time
For initial distribution q, and stationary distribution pi, let
E(t0) := dTV
(
qP t0 , pi
)
. (2.2)
This definition will be useful for stating our bounds. For uniformly ergodic Markov chains
(including ergodic finite state chains), by Proposition 3.11 of Paulin (2015), we have
E(t0) ≤ 2−⌊n/tmix⌋. (2.3)
Markov chains on general state spaces are often not uniformly ergodic. In such cases, E(t0)
can be bounded using a different approach. If a distribution q on (Ω,F) is absolutely
continuous with respect to pi, we define the χ2 contrast of q and pi, denoted by Nq, as
Nq := Epi
((
d q
d pi
)2)
=
∫
x∈Ω
d q
d pi
(x)q(dx). (2.4)
If q is not absolutely continuous with respect to pi, then we define Nq :=∞. Using Nq, by
Proposition 3.11 of Paulin (2015), for reversible/non-reversible chains, respectively,
E(t0) ≤ 1
2
(1− γ∗)t0 ·√Nq − 1, E(t0) ≤ 1
2
(1− γps)(t0−1/γps)/2 ·
√
Nq − 1. (2.5)
If starting from a fixed point x, q({x}) = 1, and Nq = 1/pi({x}). Note that if pi({x}) = 0,
then Nq = ∞, however this can be usually remedied by taking a few steps in the Markov
chain and looking at NP k(x,·) instead (as long as P
k(x, ·) is absolutely continuous with
respect to pi for every x ∈ Ω).
In addition to this, we now propose a new, more generally applicable approach for
bounding Nq. Suppose that we start from a initial distribution q on a measurable set
Ω0 ⊂ Ω, such that pi(Ω0) > 0 and q is absolutely continuous with respect to pi, (for
example, if Ω = Rd, and pi has a continuous density with respect to the Lebesgue measure,
then we can choose Ω0 to be a d dimensional box, and q be the uniform distribution on
Ω0). Then the last equation in (2.4) implies that
Nq ≤ sup
x∈Ω0
d q
d pi
(x) ≤ supx∈Ω0
d q
dpi
(x)
infx∈Ω0
d q
dpi
(x)
· 1
pi(Ω0)
=
supx∈Ω0
dpi
d q
(x)
infx∈Ω0
dpi
d q
(x)
· 1
pi(Ω0)
, (2.6)
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where we have used the fact that infx∈Ω0
d q
dpi
(x) ≤ 1/pi(Ω0). Notice that the ratio supx∈Ω0
dpi
d q
(x)
infx∈Ω0
dpi
d q
(x)
can be bounded even if the normalizing constant in the definition of pi(x) is not known,
which is typical in practice. Finally, pi(Ω0) can be lower bounded by bounding the tails of
the distribution pi, and showing that they become small far away from the center.
2.2 Reversible chains
First, we state a Chebyshev-type inequality based on Theorem 3.1 of Paulin (2015).
Theorem 2.2 (Chebyshev inequality for reversible Markov chains). Let X1, . . . , XN be a
reversible Markov chain with spectral gap γ. Let f be a measurable function from Ω to R,
satisfying that Epi (f
2) <∞. Denote the variance of f by Vf := Varpi(f), and let σ2 be the
asymptotic variance of f , defined in (1.7).
If we start from the stationary distribution, then
|Varpi [(f(X1) + . . .+ f(XN))/N ]− σ2/N | ≤ 4Vf
γ2
· 1
N2
. (2.7)
Let Z be as in (2.1). By Chebyshev’s inequality, it follows that for any initial distribution
q, for any t ≥ 0, we have
Pq [|Z − Epif | ≥ t] ≤ σ
2 + 4Vf/((N − t0)γ2)
(N − t0)t2 + E(t0). (2.8)
Now we state a Bernstein-type result based on Theorem 3.3 of Paulin (2015).
Theorem 2.3 (Bernstein inequality for reversible Markov chains). Let X1, . . . , XN be a
reversible Markov chain with spectral gap γ > 0. Suppose that f : Ω → R satisfies that
supx∈Ω |f(x) − Epif | ≤ C for some finite C. Let Vf and σ2 be defined as in Theorem 2.2,
and Z as in (2.1). Then for any initial distribution q, for any t ≥ 0, we have
Pq [|Z − Epif | ≥ t] ≤ 2 exp
[
− (N − t0)t
2
2(σ2 + 0.8Vf) + 10tC/γ
]
+ E(t0). (2.9)
2.3 Non-reversible chains
The most popular MCMC methods use reversible chains, in particular, the Metropolis-
Hastings algorithm and the Glauber dynamics (with random scan) are reversible. On the
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other hand, the Glauber dynamics chain with systematic scan is non-reversible. In fact,
using non-reversible chains instead of reversible ones can speed up the mixing time in some
cases (see Diaconis et al. (2000), and Chen et al. (1999)). Therefore it is of interest to
show concentration bounds for non-reversible Markov chains too. The following result is a
Chebyshev-type inequality based on Theorem 3.2 of Paulin (2015).
Theorem 2.4 (Chebyshev inequality for non-reversible Markov chains). Let X1, . . . , XN
be a Markov chain with pseudo spectral gap γps. Let f be a measurable function from Ω to
R, satisfying that Epif
2 <∞. Let Vf and σ2 be defined as in Theorem 2.2. If we start from
the stationary distribution, then
|Varpi [(f(X1) + . . .+ f(XN))/N ]− σ2/N | ≤ 16Vf
γ2ps
· 1
N2
. (2.10)
Let Z be as in (2.1), then by Chebyshev’s inequality, for any initial distribution q, for
any t ≥ 0, we have
Pq [|Z − Epif | ≥ t] ≤
σ2 + 16Vf/((N − t0)γ2ps)
(N − t0)t2 + E(t0). (2.11)
Now we state a Bernstein-type inequality based on Theorem 3.4 of Paulin (2015).
Theorem 2.5 (Bernstein inequality for non-reversible Markov chains). Let X1, . . . , XN
be a Markov chain with pseudo spectral gap γps. Suppose that f : Ω → R satisfies that
supx∈Ω |f(x) − Epif | ≤ C for some finite C. Let Vf and σ2 be defined as in Theorem 2.2,
and Z as in (2.1). Then for any initial distribution q, for any t ≥ 0, we have
Pq [|Z − Epif | ≥ t] ≤ 2 exp
[
−(N − t0 − 1/γps)t
2γps
8Vf + 20Ct
]
+ E(t0). (2.12)
Remark 2.6. An important assumption of the Bernstein-type inequalities is the bound-
edness of f . Note that via a simple truncation argument, the results can be also extended
to unbounded functions, for more details, see Proposition 3.12 of Paulin (2015).
3 Estimation of parameters in practice
The main difficulty we encounter when applying our inequalities is that, in general, we
do not know Vf = Varpi(f) and σ
2 (see (1.7)). In many cases, the spectral gap γ, pseudo
spectral gap γps, and mixing time tmix are also unknown.
11
In the next two sections, we are going to give estimates to these quantities based on an
initial sample f(Xtˆ0+1), . . . , f(XNˆ).
3.1 Estimation of the variance and the asymptotic variance
From the definitions, it is easy to see that we can estimate Vf as
Vˆf :=
1
Nˆ − tˆ0
 Nˆ∑
i=tˆ0+1
f 2(Xi)
−
 1
Nˆ − tˆ0
Nˆ∑
i=tˆ0+1
f(Xi)
2 . (3.1)
Note that the consistency of this estimator under very mild assumptions follows from the
strong law of large numbers for Markov chains (see Theorem 17.0.1 of Meyn and Tweedie
(2009)). The next proposition gives a non-asymptotic bound on the upper tails of Vf − Vˆf
for uniformly ergodic Markov chains (the proof can be found in the Appendix).
Proposition 3.1. Suppose that X1, . . . , XNˆ is an uniformly ergodic Markov chain, with
stationary distribution pi, and initial distribution q. Suppose that f : Ω → R satisfies that
supx∈Ω |f(x)− Epif | ≤ C for some finite C. Then for any T ≥ 0,
Pq
(
Vf − Vˆf ≥ 8tmix
Nˆ − tˆ0
+ T
)
≤ exp
(
−(Nˆ − tˆ0)T 2
200C4tmix
)
+ E(tˆ0). (3.2)
Now we propose an estimator to the asymptotic variance σ2. For some integer k ∈
[1, Nˆ − tˆ0 − 1], let
σˆ2(k) :=
(
ρˆ0 + 2
k∑
i=1
ρˆi
)
· Nˆ − tˆ0 − k
Nˆ − tˆ0 − 3k − 1
, (3.3)
with
ρˆi :=
∑Nˆ−k
j=tˆ0+1
f(Xj)f(Xj+i)
Nˆ − tˆ0 − k
− 1
2
∑Nˆ−kj=tˆ0+1 f(Xj)
Nˆ − tˆ0 − k
2 − 1
2
∑Nˆ−k+ij=tˆ0+i+1 f(Xj)
Nˆ − tˆ0 − k
2 . (3.4)
If we make the choice k = ⌊c ·N1/3⌋ for a positive constant c, the estimator can be shown
to be consistent under very mild conditions, see Theorem 1 of Flegal and Jones (2010).
The following two propositions bounds on the bias of σˆ2(k), and state a non-asymptotic
error bound for it, for uniformly ergodic Markov chains (see the Appendix for proofs).
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Proposition 3.2. For stationary, reversible chains, when k is even, the expected value of
σˆ2(k) satisfies the following inequality:
− Lk ≤ σ2 − Epi(σˆ2(k)) ≤ Uk, (3.5)
with
Lk :=
(
min
(
Vf ,
2Vf
γ
(1− γ∗)k+1
)
+
4Vf
γ2
2k + 1
(Nˆ − tˆ0 − k)2
)
· Nˆ − tˆ0 − k
Nˆ − tˆ0 − 3k − 1
, and
Uk :=
(
2Vf
γ
(1−min(γ, 1))k+1 + 4Vf
γ2
2k + 1
(Nˆ − tˆ0 − k)2
)
· Nˆ − tˆ0 − k
Nˆ − tˆ0 − 3k − 1
.
For stationary non-reversible chains, for any k ≥ 1,
|Epi(σˆ2(k))− σ2| ≤Wk, (3.6)
with
Wk :=
4Vf
γps
(1− γps)(k+1−1/γps)/2 + 16Vf
γ2ps
2k + 1
(Nˆ − tˆ0 − k)2
.
Proposition 3.3. Suppose that f : Ω→ R satisfies that supx∈Ω |f(x)−Epif | ≤ C for some
finite C. In the case of stationary, uniformly ergodic chains, we have for any t ≥ 0,
Ppi(|σˆ2(k)− Epi(σˆ2(k))| ≥ t) ≤ 2 exp
(
−t2(Nˆ − tˆ0 − 3k − 1)
512(2k + 1)2C4tmix
)
, (3.7)
This implies that for uniformly ergodic reversible chains, with arbitrary initial distribution
q, for even k ≥ 2, any t ≥ 0,
Pq
(
σ2 − σˆ2(k) ≥ Uk + t
) ≤ exp(−t2(Nˆ − tˆ0 − 3k − 1)
512(2k + 1)2C4tmix
)
+ E(tˆ0), (3.8)
and for uniformly ergodic non-reversible chains, for any k ≥ 1, t ≥ 0,
Pq
(
σ2 − σˆ2(k) ≥Wk + t
) ≤ exp(−t2(Nˆ − tˆ0 − 3k − 1)
512(2k + 1)2C4tmix
)
+ E(tˆ0). (3.9)
Remark 3.4. It is clear that if we increase k, the bias |σ2 − Epi(σˆ2(k))| becomes smaller,
but the concentration bounds become weaker. With the choice
tˆ0 := ⌊0.1Nˆ⌋, k := 10 ·
⌊
Nˆ1/3
⌋
, σˆ2 := σˆ2(k), (3.10)
our bounds imply that for bounded functions, σˆ2 will be a consistent estimate of σ2 as
Nˆ →∞, for any uniformly ergodic Markov chain, irrespectively of the value of the mixing
time. This consistency also holds under very mild conditions, without assuming uniform
ergodicity, see Theorem 1 of Flegal and Jones (2010).
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3.2 Estimation of the spectral gap and the mixing time
In this section, we will state some estimators for the spectral gap, pseudo spectral gap, and
mixing time of the Markov chain.
A key parameter appearing in the concentration inequalities for reversible chains is the
spectral gap of the Markov chain, denoted γ. It is known that for reversible chains, the
existence of spectral gap (γ > 0) is equivalent to the geometric ergodicity of the chain (see
Roberts and Rosenthal (2004)). Now we briefly review an iterative method for estimating
the spectral gap, introduced in Gyori and Paulin (2015). For simplicity, we are going to
assume that Ω = Rd (but the method can also be simply adapted to other state spaces
as well). The method is based on the fact that under mild conditions on the function
f : Ω→ R,
lim
k→∞
(CovX0∼pi(f(X0), f(Xk))/Varpi(f))
1/k = 1− γ∗,
with γ∗ ≤ γ denoting the absolute spectral gap. We do the following steps.
1. Run an initial simulation of length n yielding values X1, . . . , Xn. In every step 1 ≤
i ≤ n, save each component X1i , . . . , Xdi .
2. Set η = 1, and for every 1 ≤ k ≤ d, compute
γˆη,k := 1− (ρˆη,k/Vˆk)1/η, (3.11)
where
Vˆk :=
1
n
n∑
i=1
Xki −
(
1
n
n∑
i=1
Xki
)2
(3.12)
ρˆη,k(f) :=
1
n− η
n−η∑
i=1
(
Xki −
1
n− η
n−η∑
j=1
Xkj
)(
Xki+η −
1
n− η
n−η∑
j=1
Xkj+η
)
. (3.13)
We call the minimum of γˆη,1, . . . , γˆη,d by γˆmin(1), and compute
η(1) :=
log(nγˆmin(1))
4 log(1/(1− γˆmin(1))) . (3.14)
3. Inductively suppose that we have already computed η(j) for j ≥ 1, using (3.14). Now
compute γmin(j + 1) based on (3.11) using η = η(j). If γˆmin(j + 1) ≥ γˆmin(j), stop,
and let γˆ := γˆmin(j). Otherwise compute η(j + 1) and repeat this step.
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4. To make sure that there is a sufficient amount of initial data, accept the estimate
only if n satisfies n > 100/γˆ, otherwise choose n = 200/γˆ and restart from Step 2.
For non-reversible chains, the pseudo spectral gap γps := maxk≥1 γ((P
∗)kP k)/k can be
estimated as follows. We define our estimate as
γˆps = max
k≥1
γˆ((P ∗)2
k
P 2
k
)/2k, (3.15)
where for each k, we use the estimate γˆ from the previous paragraph (so that we run a
Markov chain with kernel (P ∗)2
k
P 2
k
). We only use the powers of 2 for faster computation.
By the definition of γps, this estimate is expected to be less than or equal to γps. We do not
need infinitely many evaluations in k for computing (3.15), since γ((P ∗)2
k
P 2
k
)/2k ≤ 2−k,
so we can stop whenever 2−k gets smaller than the maximum of the first k − 1 terms.
In our simulations, we have found that for geometrically ergodic chains that mix well,
the estimators γˆ and γˆps converge rather fast even for relatively small sample sizes. If the
chain is not geometrically ergodic, then these estimators tend to be very small, and they do
converge to 0 as the sample size increases. Geometric ergodicity can be typically ensured
by restricting the state space to a compact set.
Based on Proposition 1.4, for finite state Markov chains, tmix can be bounded as
tmix ≤ 2 log(2) + log(1/pimin)
2γ∗
, tmix ≤ 1 + 2 log(2) + log(1/pimin)
γps
,
with pimin = minx∈Ω pi(x). In practice, it is usually easy to get lower bounds on pimin,
for example, if pi(x) ∼ exp(h(x)), then pimin ≥ 1|Ω| · exp(−(maxx∈Ω h(x) − minx∈Ω h(x))).
Assuming that pimin ≤ pimin is a lower bound for pimin, we propose the estimators
tˆ finite statemix :=
2 log(2) + log(1/pimin)
2γˆ
for reversible chains, and (3.16)
tˆ finite statemix :=
1 + 2 log(2) + log(1/pimin)
γˆps
for non-reversible chains. (3.17)
For general state Markov chains, we need to assume uniform ergodicity for the mixing time
to be finite. This can be usually achieved by restricting the state space Ω to a compact
set, and forbidding moving outside of this set. The change in Epi(f) by this modification
is typically easy to bound by bounding the tails of the distribution pi.
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Now we propose a new estimate of the mixing time for general state space Markov chains.
Suppose that when starting from x, with probability 1 − a(x), we stay in place, and with
probability a(x), we move according to some proposal distribution q(x, ·) (this is typical for
Metropolis-Hastings chains). Then the Markov kernel equals P (x, ·) = a(x)q(x, ·) + (1 −
a(x))δx. Suppose that q(x) is supported on some measurable set Ω
x
0 ⊂ Ω, and that both pi
and q(x, ·) are absolutely continuous with respect to a distribution µ on Ω (typically chosen
as the uniform distribution). Then based on (2.5) and (2.6) it is straightforward to show
(see Section 6.2 of the Appendix for details) that for reversible chains,
tmix ≤ 1 + 2
infx∈Ω a(x)
+
2
γ
+
1
2γ
· (3.18)
· sup
x∈Ω
(
sup
y∈Ωx0
log
d pi
dµ
(x)− inf
y∈Ωx0
log
d pi
dµ
(x) + sup
y∈Ωx0
log
d q
dµ
(x)− inf
y∈Ωx0
log
d q
dµ
(x) + log(1/pi(Ωx0))
)
,
and the same bound holds for non-reversible chains as well when γ is replaced by γps/2.
Based on this, for reversible, general state space chains, we propose the estimate
tˆmix := 1 +
2
infx∈Ω a(x)
+
2
γˆ
+
1
2γˆ
· (3.19)
· sup
x∈Ω
(
sup
y∈Ωx0
log
d pi
dµ
(x)− inf
y∈Ωx0
log
d pi
dµ
(x) + sup
y∈Ωx0
log
d q
dµ
(x)− inf
y∈Ωx0
log
d q
dµ
(x) + log(1/pi(Ωx0))
)
,
and for non-reversible chains, we propose the same except with γˆ replaced by γˆps/2.
4 Methodological considerations for MCMC runs
In this section, we explain how to apply the bounds of Section 2 when we use subsampling
or make several parallel runs instead of a single run.
4.1 Subsampling
The average Z :=
(∑N
i=t0+1
f(Xi)
)
/(N − t0) is not the only possible way to approximate
Epif . We may decide to only average in every mth step. Assume, without loss of generality,
that
N = nm and t0 = t
′
0m. (4.1)
16
Let X ′1 := Xm, X
′
2 := X2m, . . . , X
′
n := Xn·m, and
Z ′ :=
∑n
i=t′0+1
f(X ′i)
n− t′0
. (4.2)
Then X ′1, . . . , X
′
n is a Markov chain, which is reversible if the original chain was reversible,
therefore the concentration inequalities from the previous sections are applicable to Z ′.
The optimal choice of the spacing m was discussed in Geyer (1992b), which we sum-
marise here as follows. Let ρi = CovX0∼pi(f(X0), f(Xi)), then the asymptotic variance
of Z can be written as σ2 = ρ0 + 2
∑∞
i=1 ρi, and the asymptotic variance of Z
′ becomes
σ2m := ρ0 + 2
∑∞
i=1 ρi·m. If evaluating the function f takes r times more computational
time than making an MCMC step, then the optimal m minimises the variance/time ratio
σ2m/(N/m)
(N/m)·r+N
(in practice, estimators can be used for σ2m). This can result in considerable
speedup, especially when f is much more expensive to evaluate than time it takes to make
a step in the Markov chain.
4.2 Parallel runs
In this section, first we will show how we can apply the bounds from the previous sections
when averaging over several parallel runs instead of a single run.
Proposition 4.1 (Parallel runs). Suppose that we have m independent parallel chains
X(1), . . . , X(m) of length N , i.e. for 1 ≤ i ≤ m, X(i) =
(
X
(i)
0 , . . . , X
(i)
N
)
are independent
time homogenous Markov chains with initial distribution X
(i)
0 ∼ q, Polish state space Ω,
and stationary distribution pi. We denote by t0 ≥ 0 the burn-in time. Let f : Ω→ R, and
define the empirical average
Z(m) :=
1
m(N − t0)
m∑
i=1
N∑
j=t0+1
f
(
X
(i)
j
)
. (4.3)
Then Theorems 2.2, 2.3, 2.4, and 2.5 apply to Z(m) in the place of Z as well, except that
we need to replace N − t0 by m(N − t0), and E(t0) by mE(t0) in each case.
Remark 4.2. If we choose t0 sufficiently large, then mE(t0) becomes negligible. In this
case, our Proposition says that the bounds for running m chains of length N are equivalent
for running a single chain of length t0+m(N−t0). Since typically we should choose N ≫ t0,
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this means that there is almost no difference in the bounds when having a single run or
several parallel runs as long as the total number of steps is the same.
Proof. The proof is a simple consequence of the following facts: for independent random
variables Y1, . . . , Ym, we have Var(Y1+. . .+Ym) = Var(Y1)+. . .+Var(Y1), and E(exp(θ(Y1+
. . .+Ym))) = E(exp(θY1))·. . .·E(exp(θYm)). The result follows using these together with the
variance and moment generating function estimates (which are given in Paulin (2015)).
5 Simulations
In the following, we present simulation results to demonstrate the applicability of the in-
troduced error bounds. We are interested in the empirical tail probabilities of estimates,
obtained from multiple runs of MCMC simulations. In particular, we will estimate loga-
rithms of tail probabilities of the form
log
(
P
(∑N
i=t0+1
f(Xi)
N − t0 ≥ Epif + t
))
. (5.1)
We simulate m parallel chains started from the same initial distribution q, and denote the
sequence of states of the jth chain (1 ≤ j ≤ m) by X(j)1 , . . . , X(j)N . Then the empirical
average obtained by the jth chain can be written as
Ê(j) :=
∑N
i=t0+1
f
(
X
(j)
i
)
N − t0 , (5.2)
and denote
Ê :=
1
m
m∑
j=1
Ê(j). (5.3)
We define the mean-shifted empirical distribution of these estimates as
F̂ (t) :=
1
m
m∑
j=1
1[Ê(j) − Ê ≤ t], (5.4)
and let
L̂(t) :=

log
(
F̂ (t)
)
for t < 0, and
log
(
1− F̂ (t)
)
for t ≥ 0,
(5.5)
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thus L̂(t) is an estimate of the log tails in (5.1). By the strong law of large numbers, one can
see that assuming X
(j)
t0+1
∼ pi, Ê → Epif pi-almost surely as m → ∞. Although X(j)t0+1 ∼ pi
does not hold in general, by coupling X
(j)
t0+1 with a stationary chain, we obtain that
lim sup
m→∞
∣∣∣∣∣Fˆ (t)− P
(∑N
i=t0+1
f(Xi)
N − t0 ≥ Epif + t
)∣∣∣∣∣ ≤ dTV(qP t0+1, pi)
pi-almost surely, where q denotes the initial distribution (X0 ∼ q). Thus if we choose t0 and
m sufficiently large, then L̂(t) estimates well the logarithm of the tail probabilities (5.1).
5.1 Logistic regression
The space shuttle Challenger exploded during takeoff in 1986, killing all 7 passengers
aboard. The weather on the day of the launch was unusually cold, and this was sus-
pected to increase the chance of the failure of the O-ring component. Table 1.1 of Robert
and Casella (2004) shows 23 launch experiments at different temperatures. It is reasonable
to try to apply logistic regression to model the dependence of failure on temperature (see
Examples 1.13 and 7.11 of Robert and Casella (2004)).
Let Y be a random binary response variable, taking values 0 or 1 depending on some
explanatory variable x ∈ Rp. Logistic regression models the distribution of Y as
P(Y = 1) =
exp(α + 〈β, x〉)
1 + exp(α + 〈β, x〉) , (5.6)
where α ∈ R, β ∈ Rp are parameters, and 〈·, ·〉 denotes the Euclidean scalar product.
The likelihood of parameters α, β given the data y is
L(α, β|y) =
n∏
i=1
(
exp(α + βxi)
1 + exp(α + βxi)
)yi ( 1
1 + exp(α+ βxi)
)1−yi
,
where xi denotes the temperature at the ith trial (in Fahrenheit), and yi denotes the indica-
tor function of the O-ring failure. We choose the prior as piα(α|b)piβ(β) = 1b expαe−e
α/bdαdβ,
which puts an exponential prior on eα and a flat prior on β, and ensures that the posterior
distribution is proper. The parameter b is chosen in a data dependent way as b = exp αˆ + γ,
where αˆ is the MLE of α, and γ ≈ 0.577216 is Euler’s constant.
In order to explore this posterior distribution, we use a random walk Metropolis sampler,
with normal proposals, having covariance matrix
4 0
0 10−3
 (these values were obtained
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after some tuning). We have estimated the spectral gap according to the method of Sec-
tion 3.2, which yielded γˆ = 6.03 · 10−2. We have analyzed the probability of failure at
temperatures 30oF and 95oF , denoted by functions p30(α, β) and p95(α, β).
The initial distribution was chosen as a uniform distribution on the set Ω0 = [αˆ −
0.2, αˆ + 0.2]× [βˆ − 0.2, βˆ + 0.2]. We have chosen the burn-in period based on inequalities
(2.5) and (2.6). The quantity pi(Ω0) was numerically approximated by computing empirical
averages from the second half of an initial run of length 10000 as 0.13. The quantity
log
(
supx∈Ω0
dpi
d q
(x)
infx∈Ω0
dpi
d q
(x)
)
was found by numerical optimization to be approximately 196.6. By
substituting these approximate values into (2.6), we obtain that Nq ≤ 1.86 · 1086. Using
(2.5) with the approximation γˆ now yields that E(t0) ≤ 6.5 · 10−12 if t0 ≥ 2000, which
is negligible for our purposes. To calculate the empirical log-tails of the estimate, we ran
105 independent runs with N = 104 steps each and a burn-in period of 2000 steps. The
results are shown in Figures 1(a) and 1(b). As we can see, the normal approximation
performs poorly in this case by considerably underestimating the error while the Bernstein
and Chebyshev bounds work well.
5.2 Competing risk models
Competing risk models attempt to explain the failure time of a system by assuming mul-
tiple possible causes of failure with the system failing at the realization of the first one of
them. Such models are widely used in survival analysis (see Ibrahim et al. (2005)). In
practice we often do not observe the underlying cause of failure. This can lead to non-
identifiability, and the resulting posterior distributions can become highly multi-modal due
to the label switching problem (see Celeux et al. (2000)). The simplest MCMC samplers
such as Gibbs sampling or random walk Metropolis perform poorly in this context because
they rarely make moves between the different modes. However, more advanced samplers
such as simulated/parallel tempering are able to overcome these problems (see Marinari
and Parisi (1992), Neal (1996)).
Here we apply our methodology to a parallel tempering MCMC algorithm for a com-
peting risk model implemented based on Section 4.1 of Kozumi (2004). Further details are
given in Section 6.3 of the Appendix. Our model has 4 parameters, (β1, σ1, β2, σ2). The
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(a) Logistic regression – probability of failure
at 30oF . σˆ2 = 1.58 · 10−5, Vˆf = 5.19 · 10
−7, γˆ =
6.03 · 10−2
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(b) Logistic regression – probability of failure
at 95oF . σˆ2 = 5.29 · 10−5, Vˆf = 2.28 · 10
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(c) Competing risk models. σˆ2 = 2.96 · 10−4,
Vˆf = 1.90 · 10
−4, γˆ = 1.07 · 10−2
t ×10
-3
-12 -10 -8 -6 -4 -2 0 2
L̂
(t
)
-15
-10
-5
0
(d) Bayesian clinical trial. σˆ2 = 2.55 · 10−3,
Vˆf = 2.76 · 10
−3, γˆps = 0.817
Figure 1: Simulation results for the three examples. The simulation result is plotted according
to (5.5). We use estimated values of the parameters γˆ, σˆ2 and Vˆf (see Section 3), and plot the Bernstein
bound according to (2.9). as well as the Chebyshev bound according to (2.8). We also show the quantiles
of N(0, σˆ2), arising from the CLT (see Section 1.2).
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Figure 2: Histograms of marginals of parameters β1 and β2 for the competing risk model.
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spectral gap was estimated by the method of Section 3.2 as γˆ = 1.07 · 10−2. The initial
distribution q was set as uniform distribution on Ω0 := [1, 4.6]
4. The probability pi(Ω0)
was estimated from the second half of a 105 long run as 0.014, and log
(
supx∈Ω0
dpi
d q
(x)
infx∈Ω0
dpi
d q
(x)
)
was
found by numerical optimization to be approximately 331.1. Based on (2.5) and (2.6) we
have that for t0 := 20000, E(t0) ≤ 2.10 · 10−20, which is negligible for our purposes. Figure
2 shows the empirical posterior distributions of β1 and β2 based on a simulation of length
106 with burn-in of length t0. Clearly, these parameters have multi-modal distributions.
We chose the function of interest as f(β1, σ1, β2, σ2) = 1 [E(T |β1, σ1, β2, σ2) > 1], that
is, whether the expected survival time of the system is greater than 1. We ran m = 5000
parallel chains of length 104, with additional burn-in of length t0 = 20000, and estimated
the empirical mean of f for each run. The log-tails of the empirical averages, as well
as the corresponding error bounds are shown in Figure 1(c). As we can see, the normal
approximation considerably underestimates the error, while the Bernstein and Chebyshev
bounds give conservative error estimates.
5.3 Bayesian methods for clinical trials
The application of Bayesian analysis for adaptive clinical trials is a relatively new area that
holds great promise (see Berry et al. (2010)). Such trials are highly flexible and adaptable
to the problems at hand, and they are more powerful than classical parametric methods in
many examples. Since they tend to use rather complex models, analytic forms are rarely
available and MCMC methods are used for analysis. In this section, we look at a trial
proposed for the treatment of diabetes based on pages 211-218 of Berry et al. (2010). A
function of interest f , in this case, is the whether the predicted success probability of
the treatment exceeds 0.5. This quantity is very important for the regulatory agency in
deciding whether to continue the trial and to declare its success.
The MCMC algorithm updates random variables γ0, γ1, p,X (taking values in [0, 1], [0, 1],
[0, 1] and {0, 1}n, respectively). The sampling follows a Gibbs sampling scheme with sys-
temic scan, which, due to the product nature of the Markov kernel, is non-reversible. Its
pseudo spectral gap was estimated using the method of Section 3.2 as γˆps = 0.817. The ini-
tial distribution q was chosen as the uniform distribution on
[
1
168
, 1− 1
168
]×[ 1
168
, 1− 1
168
]×
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[
1
408
, 1− 1
408
]×{0, 1}n. The burn-in was set as t0 = 600 based on (2.5) and (2.6). We pro-
vide further details about the sampling scheme, choices of initial distribution and burn-in
time in Section 6.4 of the Appendix.
To test our methodology on this example, we made 106 parallel runs of length 103
(with an additional burn-in of 600), and plotted the log-tails of the empirical averages and
the error bounds in Figure 1(d). Again, the normal approximation underestimates the
error while the Chebyshev and Bernstein bounds are conservative. Because of the ethical
sensitivity and high cost of clinical trials, we believe that in such situations the additional
computational effort needed for using these non-asymptotic bounds is justifiable.
Final remarks
In this paper, we demonstrated the practical usability of concentration inequalities for ob-
taining non-asymptotically valid error bounds for MCMC empirical averages. We stated
Chebyshev and Bernstein-type inequalities for reversible, and non-reversible chains, in a
form that is directly applicable in practice. We then proposed estimators for all the pa-
rameters arising in the bounds, and gave theoretical explanation for their usage. We have
included several examples, which show the advantage of the non-asymptotic approach com-
pared to the asymptotic approach using normal approximation. We have found that espe-
cially for indicator functions (i.e. when estimating the probability of an event), the normal
approximation can drastically underestimate the error, while the Chebyshev and Bernstein
bounds are conservative, making these bounds preferable for sensitive problems such as
clinical trials and risk assessment. Besides the increased reliability, the spectral gap esti-
mate is also useful for tuning the parameters of the algorithm to improve mixing, and for
choosing the initial distribution and the necessary burn-in period.
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6 Appendix
6.1 Proof of error bounds for estimators of Vf and σ
2
In this section, we will prove our propositions in Section 3, bounding the error of estimators
Vˆf and σˆ
2(k).
Proposition 6.1. Suppose that X1, . . . , XNˆ is an uniformly ergodic Markov chain, with
stationary distribution pi, and initial distribution q. For any T ≥ 0,
Pq
(
Vf − Vˆf ≥ tmix
Nˆ − tˆ0
+ T
)
≤ exp
(
−(Nˆ − tˆ0)T 2
8C4tmix
)
+ E(tˆ0). (6.1)
Proof of Proposition 3.1. Changing the function f to f − Epif does not changes Vˆf , so we
can assume that Epif = 0, and |f(x)| ≤ C. Now it is easy to show that Vˆf changes at
most by 5C2/(Nˆ − tˆ0) as we change Xi. From this, using McDiarmid’s bounded differences
inequality for Markov chains (Corollary 2.10 of Paulin (2015)), we can deduce that for any
T ≥ 0,
Ppi(Vˆf − EpiVˆf ≥ T ) ≤ exp
(
−T
2(Nˆ − tˆ0)
200tmixC4
)
.
Moreover, we have
Vf − EpiVˆf = Varpi
 1
Nˆ − tˆ0
Nˆ∑
i=tˆ0+1
f(Xi)
 ,
which, by Theorems 3.1 and 3.2 of Paulin (2015), can be further bounded by 2Vf/γ/(Nˆ−tˆ0)
for reversible chains, and by 4Vf/γps/(Nˆ − tˆ0) for non-reversible chains. Using Proposition
1.4, these can be further bounded by 8tmix/(Nˆ − tˆ0), and the result follows.
We will use the following lemma for the proof of our propositions about σˆ2(k).
Lemma 6.2. For t ∈ N, let ρt := Epi[(f(X1)−Epif)(f(Xt+1)− Epif)]. Then for reversible
chains, for k ≥ 2 even,
−min
(
Vf
2
,
2Vf
γ
· (1− γ∗)k+1
)
≤ σ2 −
(
ρ0 + 2
k∑
t=1
ρt
)
≤ 2Vf
γ
· (1−min(γ, 1))k+1. (6.2)
For non-reversible chains, we have, for k ≥ 1,∣∣∣∣∣σ2 −
(
ρ0 + 2
k∑
t=1
ρt
)∣∣∣∣∣ ≤ 4Vfγps · (1− γps)(k+1−1/γps)/2. (6.3)
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Proof. Without loss of generality, assume that Epif = 0. Define the operator pi on L
2(pi)
as pi(g)(x) := Epi(g). We have σ
2 = ρ0 + 2
∑∞
t=1 ρt, thus
σ2 −
(
ρ0 + 2
k∑
t=1
ρt
)
= 2
∑
t=k+1
ρt = 2
〈
f,
(
∞∑
t=k+1
P
t
)
f
〉
pi
= 2
〈
f,
(
∞∑
t=k+1
(P − pi)t
)
f
〉
pi
= 2
〈
f, (P − pi)k+1 (I − (P − pi))−1 f
〉
pi
.
For reversible chains, we have ‖P −pi‖2,pi ≤ 1−γ∗, and ‖ (I − (P − pi))−1 ‖2,pi = 1/γ, thus∣∣∣∣∣σ2 − (ρ0 + 2
k∑
t=1
ρt)
∣∣∣∣∣ ≤ 2Vfγ · (1− γ∗)k+1. (6.4)
Moreover, we can express the self-adjoint operator (P − pi)k+1 (I − (P − pi)) as a sum of
positive and negative parts (we also use the fact that k + 1 is odd):
(P − pi)k+1 (I − (P − pi))−1 =
(
(P − pi)k+1+ − (P − pi)k+1−
)
(I − (P − pi))−1 .
Now it is easy to see that
‖ (P − pi)k+1+ (I − (P − pi))−1 ‖2,pi ≤ min(γ, 1)k+1/γ, and
‖ (P − pi)k+1− (I − (P − pi))−1 ‖2,pi ≤ 1/2,
thus
−min
(
Vf ,
2Vf
γ
(1− γ∗)k+1
)
≤ 2
〈
f, (P − pi)k+1 (I − (P − pi))−1 f
〉
pi
≤ 2Vf
γ
(1−min(γ, 1))k+1 .
Combining this and (6.4) leads to (6.2).
For non-reversible chains, by the proof of Theorem 3.2 of Paulin (2015), we can show
that ‖ (I − (P − pi))−1 ‖2,pi ≤ 2/γps and ‖ (P − pi)k+1 ‖2,pi ≤ (1−γps)(k+1−1/γps)/2, thus (6.3)
follows.
First, we prove the bounds on the bias of σˆ2(k), and then the concentration inequality.
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Proof of Proposition 3.2. For reversible chains, for 0 ≤ i ≤ k, from Chebyshev’s inequality
(Theorem 2.2), we get∣∣∣∣∣∣Epi
1
2
∑Nˆ−kj=t0+1 f(Xj)
Nˆ − tˆ0 − k
2 + 1
2
∑Nˆ−k+ij=t0+i f(Xj)
Nˆ − tˆ0 − k
2− [(Epif)2 + σ2
Nˆ − tˆ0 − k
]∣∣∣∣∣∣
≤ 4Vf
γ2
· 1
(Nˆ − tˆ0 − k)2
,
and thus it follows that∣∣∣∣Epi(ρˆi)−(ρi − σ2Nˆ − tˆ0 − k
)∣∣∣∣ ≤ 4Vfγ2 · 1(Nˆ − tˆ0 − k)2 .
Summing up in i, and using (6.2) leads to
−Kf −min
(
Vf ,
2Vf
γ
(1− γ∗)k+1
)
≤ σ2 −
(
ρˆ0 + 2
k∑
i=1
ρˆi +
σ2(2k + 1)
Nˆ − tˆ0 − k
)
≤ Kf + 2Vf
γ
· (1−min(γ, 1))k+1,
where Kf :=
4Vf
γ2
· (2k+1)
(Nˆ−tˆ0−k)2
. Now putting together the terms involving σ2, and dividing by
Nˆ−tˆ0−3k−1
Nˆ−tˆ0−k
leads to (3.5). The proof of (3.6) is similar.
Proof of Proposition 3.3. Firstly, it is easy to show for any 0 ≤ i ≤ k, ρˆi does not change if
we replace the function f by f −Epif , thus σ2(k) remains the same under such transforma-
tion. Now a simple computation shows that changing the value of Xj, for tˆ0 + 1 ≤ j ≤ Nˆ ,
can only change ρˆi at most by 8C
2/(Nˆ − tˆ0 − k), and thus it can only change the value of
σˆ2(k) at most by 8(2k+1)C2/(Nˆ− tˆ0−3k−1). From this (the so called Hamming-Lipschitz
property), using McDiarmid’s bounded differences inequality for Markov chains (Corollary
2.10 of Paulin (2015)), we can deduce (3.7). Finally, (3.8) and (3.9) follow by combining
this with the bounds on the bias.
6.2 Proof of the mixing time bound for general state spaces
In this section, we will prove inequality (3.18).
First, using the characterisation P (x, ·) = a(x)q(x, ·) + (1 − a(x))δx, it is easy to see
that for any integer k ≥ 1, P k(x, ·) can be written in the form
P k(x, ·) = (1− ak(x))δx + ak(x)
∫
y∈Ω
ck(x, dy)q(x, ·), with
∫
y∈Ω
ck(x, dy) = 1.
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It is also clear that (1 − ak(x)) ≤ (1 − infx∈Ω a(x))k. Therefore using convexity it follows
that
sup
x∈Ω
dTV(P
k(x, ·), pi) ≤ (1− inf
x∈Ω
a(x))k + sup
x∈Ω
dTV(P
kq(x, ·), pi).
Since (1− infx∈Ω a(x))k ≤ e−2 for k ≥ 2infx∈Ω a(x) , for proving (3.18) it suffices to show that
supx∈Ω dTV(P
kq(x, ·), pi) ≤ 1
4
− e−2 for
k ≥ 2
γ
+
1
2γ
·
sup
x∈Ω
(
sup
y∈Ωx0
log
d pi
dµ
(x)− inf
y∈Ωx0
log
d pi
dµ
(x) + sup
y∈Ωx0
log
d q
dµ
(x)− inf
y∈Ωx0
log
d q
dµ
(x) + log(1/pi(Ωx0))
)
.
This follows from inequalities (2.5), (2.6) and the fact that (1 − c)d/c ≤ exp(−d) for c ∈
(0, 1), d > 0. The proof for the non-reversible case follows the same lines.
6.3 Details for the example on competing risk models
Here we briefly introduce the exact details of the model and the sampler, and show our
simulation results. The actual failure time is T = min(X1, X2, . . . , Xk), where Xj is the the-
oretical time for failure for the jth cause. We assume that the random variables X1, . . . , Xk
are independent. δ denotes the indicator variable whether the failure is observed (δ = 1)
or right-censored (δ = 0). In each observation, we obtain a realization of the two random
variables (T, δ).
The hazard and survival functions of T are
h(t|θ) =
k∑
j=1
hj(t|θj), S(t|θ) =
k∏
j=1
Sj(t|θj).
Here θ = (θ1, . . . , θk), θj = (βj , σj) for 1 ≤ j ≤ k, and we choose hj and Sj according to
the poly-log-logistic model as
hj(t|θj) = βjt
βj−1
σ
βj
j
{
1 +
(
t
σj
)βj} , Sj(t|θj) = 1
1 +
(
t
σj
)βj .
Let (t1, δ1), . . . , (tn, δn) be n independent observations that might be self-censored, then the
likelihood function is written as
L(θ) =
n∏
i=1
[
h(ti|θ)δi · S(ti|θ)
]
.
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Similarly to Section 4.1 of Kozumi (2004), we have generated a data set from this
model by setting k = 2, n = 50, (β1, σ1) = (1, 1), (β2, σ2) = (4, 4). We have chosen a
uniform prior on [0, 5]4, and ran a parallel tempering MCMC sampler on the posterior.
This sampler targets the product distribution pi0 × . . . × pir−1. We have chosen r = 10
tempering distributions, with the final distribution being the posterior distribution pi(z),
and the ith one chosen as pii(z) := pi(z)
i/(r−1)/Zi (for some normalizing constant Zi). In
each step, when being in location x = (x0, x1, . . . , xr−1), we have first made a temperature
move, that is, choose k uniformly from 0, 1, . . . , r − 2, and exchanged stages k and k + 1
(i.e. the new location is (x0, . . . , xk−1, xk+1, xk, xk+2, . . . , xr−1)) with probability given by
ρ(x, k, k + 1) := min
(
1,
pik(xk+1)pik+1(xk)
pik(xk)pik+1(xk+1)
)
,
the so-called “Metropolis ratio”. After this, when moved according to random walk Metropo-
lis with Gaussian proposals in each stage, and finally made another temperature move. The
resulting sampler is reversible. The initial distribution is chosen as the uniform distribution
on [1, 4.6]4. The average acceptance rates of the temperature moves between the different
stages were 0.0766, 0.5311, 0.6765, 0.7596, respectively, indicating that the exchanges hap-
pened with high probability.
More details and theoretical results on parallel tempering are presented in Woodard
et al. (2009).
6.4 Details for the example on clinical trials
In this section, we include some details on the model and the MCMC sampling scheme
for our example about clinical trials, based on Section 5.4 of Berry et al. (2010). We have
implemented the MCMC Algorithm 5.3 on page 214 of Berry et al. (2010) in the same way
as in the book1
The trial is conducted for n patients in total. The data Yi is an early indicator variable
about the success of the treatment for the ith patient after 1 weeks (taking binary values 0
or 1), and Xi is the binary indicator variable corresponding to the primary outcome after
1 month. We define the vectors X = (X1, . . . , Xn), Y = (Y1, . . . , Yn).
1Available as example5.4.R on http://www.biostat.umn.edu/~brad/software/BCLM_ch5.html.
31
There are 3 groups of subjects. For nX subjects, both Xi and Yi are observed. For nY
subjects, we have observed Yi but not Xi. Finally for n0 subjects we have neither Xi nor
Yi. The total number of subjects is n = nX + nY + n0.
The trial itself is rather complex, but precisely defined before it is started and no changes
are made while it is on-going. If the indicated success rate is sufficiently high after 1 weeks,
then the trial is stopped at that point, otherwise we continue for 1 month.
The conditional distributions Xi|Yi are determined by parameters γ0, γ1 and p as
P(Xi = 1|Yi = 0) := γ0,
P(Xi = 1|Yi = 1) := γ1,
P(Xi = 1|Yi is not observed) := p.
We assume that the conditional of γ0, γ1 and p given the data are Beta distributed. The
posterior distribution of the parameters and the unobserved components of the primary
outcome data vector X can be expressed as the stationary distribution of the following
Markov chain (Algorithm 5.3 of Berry et al. (2010)).
Step 1: γ0 is drawn from its full conditional distribution,
γ0|X, Y ∼ Beta
(
α0 +
nX∑
i=1
1[Xi = 1|Yi = 0], β0 +
nX∑
i=1
1[Xi = 0|Yi = 0]
)
.
Step 2: γ1 is drawn from its full conditional distribution,
γ1|X, Y ∼ Beta
(
α1 +
nX∑
i=1
1[Xi = 1|Yi = 1], β1 +
nX∑
i=1
1[Xi = 0|Yi = 1]
)
.
Step 3: For each subject with Yi but no Xi, an imputed Xi is generated as
P(Xi = 1|Yi, γ0, γ1) = γYi.
Step 4: For each subject with no data, an observed value is simulated as
P(Xi = 1|p) = p.
Step 5: p is simulated from its full conditional distribution
p|X ∼ Beta
(
α +
n∑
i=1
1[Xi = 1], β +
n∑
i=1
1[Xi = 0]
)
.
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The stationary distribution of this Markov chain is the posterior distribution of (γ0, γ1, p,X).
Due to the reversibility of each of the steps, the adjoint P ∗ of this Markov kernel P
is defined by repeating the steps in inverse order, starting from Step 5. Based on this,
we have applied the estimation procedure of Section 3.2 for the pseudo spectral gap, and
obtained the estimate γˆps = 0.817.
We are going to choose the burn-in time t0, and the initial distribution q based on the
bounds (2.5) and (2.6). The log-likelihood is not directly available in this case, but as
we shall see, the changes in the log-likelihood can be bounded nevertheless based on the
marginals. The logarithm of the density function of a Beta(α, β) distribution is
log f(x;α, β) = log
(
Γ(α + β)
Γ(α)Γ(β)
)
+ (α− 1) log(x) + (β − 1) log(1− x) for 0 ≤ x ≤ 1.
This function can be shown to satisfy that for any interval [a, b] ⊂ [0, 1],
max
x∈[a,b]
log f(x;α, β)− min
x∈[a,b]
log f(x;α, β) ≤ max(α− 1, β − 1) log
(
b
a
)
. (6.5)
By taking the derivative of log f(x;α, β), one can show that for α ≥ 1, β ≥ 1, α + β > 2,
the maximum is taken at xmax =
α−1
α+β−2
. One can show that if we suppose in addition that
α, β are integers, then f(xmax;α, β) ≤ max(α, β), implying that for Zα,β ∼ Beta(α, β),
P
(
Zα,β /∈
[
1
8max(α, β)
, 1− 1
8max(α, β)
])
≤ 1
4
. (6.6)
The data and the parameters were chosen according to Tables 5.9 and 5.10 of Berry
et al. (2010). In particular,
n0 = 10, nX = 20, nY = 20, n = 50, α0 = α1 = αp = β0 = β1 = βp = 1.
We choose the initial distribution q for (γ0, γ1, p,X) as the uniform distribution on
Ω0 :=
[
1
168
, 1− 1
168
]
×
[
1
168
, 1− 1
168
]
×
[
1
408
, 1− 1
408
]
× {0, 1}n,
since for this choice, (6.6) guarantees that pi(Ω0) ≥ 14 . Moreover, using (6.5), and the
marginals in the steps of the Markov chain, one can show that
log
(
supx∈Ω0
dpi
d q
(x)
infx∈Ω0
dpi
d q
(x)
)
≤ 20 log(168) + 20 log(168) + 50 log(408) + 50 log(408) ≈ 806.1.
Therefore it follows from (2.6) that log(Nq) < 808. Now (2.5) implies that based on the
estimated value γˆps = 0.817, with the choice t0 = 600, E(t0) < 10
−35, which is negligibly
small for our purposes.
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