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Resumen
Mientras que en bases de datos tradicionales los ı´ndi-
ces ocupan menos espacio que el conjunto de datos in-
dexados, en bases de datos de texto el ı´ndice general-
mente ocupa ma´s espacio que el texto pudiendo necesi-
tar de 4 a 20 veces el taman˜o del mismo. Una alternativa
para reducir el espacio ocupado por el ı´ndice es buscar
una representacio´n compacta del mismo, manteniendo
las facilidades de navegacio´n sobre la estructura. Pero
en grandes colecciones de texto, el ı´ndice au´n compri-
mido suele ser demasiado grande como para residir en
memoria principal. En estos casos, la cantidad de acce-
sos a memoria secundaria realizados durante el proceso
de bu´squeda es un factor crı´tico en la performance del
ı´ndice. En este trabajo estamos interesados en el disen˜o
de ı´ndices comprimidos y en memoria secundaria para
bu´squedas en texto, un tema de creciente intere´s en la
comunidad de bases de datos.
Palabras claves: Bases de Datos de Texto, ´Indices,
Compresio´n, Memoria Secundaria.
1. Contexto
El presente trabajo se desarrolla en el a´mbito de la
lı´nea Te´cnicas de Indexacio´n para Datos no Estructu-
rados del Proyecto Tecnologı´as Avanzadas de Bases de
Datos, cuyo objetivo principal es realizar investigacio´n
ba´sica en problemas relacionados al manejo y recupera-
cio´n eficiente de informacio´n no tradicional, disen˜ando
nuevos algoritmos de indexacio´n que permitan realizar
bu´squedas eficientes sobre datos no estructurados.
2. Introduccio´n
La informacio´n disponible en formato digital aumen-
ta dı´a a dı´a su taman˜o de manera exponencial. Gran par-
te de esta informacio´n se representa en forma de texto,
es decir, secuencias de sı´mbolos que pueden representar
no so´lo lenguaje natural, sino tambie´n mu´sica, co´digos
de programas, secuencias de ADN, secuencias de pro-
teı´nas, etc. Debido a que no es posible organizar una
coleccio´n de textos en registros y campos, cada vez que
se utiliza este tipo de datos para expresar informacio´n,
las tecnologı´as tradicionales de bases de datos no son
las ma´s adecuadas para su manejo. Adema´s, las bu´sque-
das exactas provistas por las tecnologı´as tradicionales
no son de intere´s cuando se maneja este tipo de datos.
Una base de datos de texto es un sistema que mantie-
ne una coleccio´n grande de texto, y provee acceso ra´pido
y seguro al mismo. Sin pe´rdida de generalidad, asumi-
remos que la base de datos de texto es un u´nico texto, el
cual esta´ posiblemente almacenado en varios archivos.
Una de las bu´squedas ma´s comunes en bases de datos
de texto es la bu´squeda de un patro´n: el usuario ingresa
un string P (patro´n de bu´squeda), y el sistema retorna
todas las posiciones del texto dondeP ocurre. Los me´to-
dos existentes para resolver este tipo de bu´squedas pue-
den clasificarse en dos categorı´as: secuencial e indexa-
da. Los me´todos secuenciales, no requieren un prepro-
cesamiento del texto, estos preprocesan so´lo el patro´n
de bu´squeda. En esta categorı´a encontramos algoritmos
como Knuth-Morris-Pratt [14] y Boyer-Moore [2]. Es-
tos algoritmos consisten ba´sicamente en construir un
auto´mata en base al patro´nP que guiara´ el procesamien-
to secuencial sobre el texto. Por otro lado se encuentran
los me´todos indexados, estos preprocesan el texto para
construir un ı´ndice disen˜ado para resolver bu´squeda de
patrones en el texto de manera eficiente.
Los me´todos secuenciales son adecuados cuando el
texto ocupa varios megabytes, mientras que si el tex-
to es demasiado grande sera´ necesaria la construccio´n
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Figura 1: Un ejemplo de un arreglo de sufijos y de un trie de sufijos.
de un ı´ndice. Construir un ı´ndice tiene sentido, adema´s,
cuando las bu´squedas son ma´s frecuentes que las mo-
dificaciones (de manera que los costos de construccio´n
se vean amortizados) y cuando hay suficiente espacio
como para contener el ı´ndice. Los ı´ndices deben dar so-
porte a dos operaciones ba´sicas: Count y Locate. Count
consiste en contar el nu´mero de ocurrencias de un patro´n
P en un texto T y Locate consiste en ubicar todas las
posiciones del texto T donde el patro´n de bu´squeda P
ocurre.
Dado un texto T = t1, . . . , tn sobre un alfabeto Σ
de taman˜o σ, donde tn = $ /∈ Σ es un sı´mbolo menor
en orden lexicogra´fico que cualquier otro sı´mbolo de Σ,
denotaremos con Ti,j a la secuencia ti, . . . , tj , con 1 ≤
i ≤ j ≤ n. Un sufijo de T es cualquier string de la
forma Ti,n = ti, . . . , tn y un prefijo de T es cualquier
string de la forma T1,i = t1, . . . , ti con i = 1..n. Un
patro´n de bu´squeda P = p1 . . . pm es cualquier string
sobre el alfabeto Σ.
Entre los ı´ndices ma´s populares para resolver bu´sque-
da de patrones encontramos el arreglo de sufijos [17] el
trie de sufijos y el a´rbol de sufijos [24]. Estos ı´ndices
se construyen basa´ndose en la observacio´n de que un
patro´n P ocurre en el texto si es prefijo de algu´n sufijo
del texto.
Arreglo de sufijos: un arreglo de sufijos A[1, n] es
una permutacio´n de los nu´meros 1, 2, . . . , n tal que
TA[i],n ≺ TA[i+1],n , donde ≺ es la relacio´n de orden
lexicogra´fico. Buscar un patro´n P en T equivale a bus-
car todos los sufijos de los cuales P es prefijo, los cuales
estara´n en posiciones consecutivas de A. El proceso de
bu´squeda consiste entonces en dos bu´squedas binarias
que identifiquen el segmento del arreglo A que contiene
todas las posiciones de T donde P ocurre. La figura 1
muestra un ejemplo de un arreglo de sufijos; en el ejem-
plo se ha indicado junto con cada valor del arreglo el
sufijo que ese valor representa.
Trie de Sufijos: un a´rbol digital o trie es un a´rbol que
permite almacenar un conjunto finito de strings. En este
a´rbol, cada rama esta´ rotulada por un sı´mbolo del alfabe-
to y cada hoja representa un string del conjunto almace-
nado en el a´rbol. El conjunto total de strings se obtiene
recorriendo todos los caminos posibles desde la raı´z has-
ta una hoja y concatenando los ro´tulos de las ramas que
forman cada uno de esos caminos. Un trie de sufijos es
un trie construido sobre el conjunto de sufijos del texto,
en el cual cada hoja mantiene el ı´ndice del sufijo que esa
hoja representa. Para encontrar todas las ocurrencias de
P en T , se busca en el trie utilizando los caracteres de
P para direccionar la bu´squeda. Si la misma finaliza en
un nodo interno x, entonces todas las hojas del suba´rbol
con raı´z x forman la respuesta. Si la bu´squeda finaliza en
una hoja, es necesario realizar una comparacio´n entre P
y el sufijo que empieza en la posicio´n del texto indicada
por la hoja para determinar si esa hoja es la respuesta.
La figura 1 muestra el trie de sufijos para el texto dado.
Notar que si recorremos de izquierda a derecha las hojas
del trie de sufijos obtenemos el arreglo de sufijos.
´Arbol de sufijos: un a´rbol de sufijos es un Pat-Tree
[9] construido sobre el conjunto de todos los sufijos de
T codificados sobre alfabeto binario. Cada nodo interno
mantiene el nu´mero de bit del patro´n que corresponde
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Figura 2: Codificacio´n binaria de los sufijos (ordenadas lexicogra´ficamente) y su correspondiente a´rbol de sufijos.
usar en ese punto para direccionar la bu´squeda y las
hojas contienen una posicio´n del texto que representa
al sufijo que se inicia en dicha posicio´n. La figura 2
muestra el a´rbol de sufijos para el mismo texto dado
en el ejemplo de la figura 1. Para cada sufijo del tex-
to se muestra cua´l es su representacio´n binaria supo-
niendo que la codificacio´n binaria de los sı´mbolos es
$ = 00, a = 01, b = 10, c = 11.
Los arreglos y a´rboles de sufijos son efectivos para
manejar cadenas de longitud no limitada, pero esta efi-
ciencia se degrada considerablemente si el texto es lo
suficientemente grande como para que el ı´ndice resi-
da en memoria secundaria. Los ı´ndices cla´sicos como
las Listas Invertidas [5] y Prefix B-Tree [1] tienen un
muy buen desempen˜o en memoria secundaria pero su
eficiencia degrada considerablemente cuando las claves
de bu´squeda tienen una longitud arbitrariamente grande,
como ocurrira´ si intentamos indexar todos los sufijos del
texto.
Contrariamente a lo que sucede en las bases de datos
tradicionales, los ı´ndices en las bases de datos de texto
generalmente ocupan ma´s espacio que el texto a indexar,
pudiendo alcanzar de 4 a 20 veces el taman˜o del mismo
[9, 17].
Una alternativa para reducir el espacio ocupado por el
ı´ndice es buscar una representacio´n compacta del mis-
mo, manteniendo las facilidades de navegacio´n sobre la
estructura [7, 8, 10, 11, 16, 20, 21, 23]. Una lı´nea de in-
vestigacio´n reciente se enfoca en construir ı´ndices que
no necesitan almacenar de manera explı´cita el texto que
indexan. Estos ı´ndices, denominados autoı´ndices, man-
tienen informacio´n que permite reconstruir el texto in-
dexado [3, 12, 22, 23].
Pero en grandes colecciones de texto, el ı´ndice au´n
comprimido suele ser demasiado grande como para re-
sidir en memoria principal. Como un ejemplo de este
caso podemos nombrar las bases de datos conteniendo
secuencias de ADN y secuencias de proteı´nas, que re-
quieren la construccio´n de un ı´ndice de texto completo
y cuyo taman˜o implicara´ que el ı´ndice resida en memo-
ria secundaria.
Si bien el almacenamiento secundario cada vez es
ma´s econo´mico, el acceso al mismo sigue siendo muy
costoso en tiempo. Por lo tanto, el problema real en las
bases de datos de texto no es solamente el ahorro de es-
pacio sino tambie´n lograr eficiencia en la cantidad de
accesos a memoria secundaria requeridos para resolver
una bu´squeda. Por esta razo´n, el estudio de ı´ndices com-
primidos y en memoria secundaria para bu´squedas en
texto es un tema de creciente intere´s en la comunidad de
bases de datos.
3. Lı´neas de Investigacio´n y Desa-
rrollo
El objetivo principal de esta lı´nea de investigacio´n es
el disen˜o de ı´ndices comprimidos en memoria secunda-
ria. Actualmente estamos trabajando en base a los si-
guientes ı´ndices:
String B-Tree [6]: es un ı´ndice dina´mico para me-
moria secundaria capaz de indexar string de taman˜o va-
riable. Consiste ba´sicamente en una combinacio´n de dos
estructuras: el B-Tree y el Pat-Tree [9]. El B-Tree (usan-
do como claves punteros a los sufijos del texto) forma
parte de la estructura general y un Pat-Tree es usado pa-
ra para representar cada nodo del String B-Tree.
Este ı´ndice requiere tanto para count como para loca-
te O(m+occ
b
+ logb n) accesos a memoria secundaria en
el peor caso, donde occ es la cantidad de ocurrencias de
P en T y b es el taman˜o de pa´ginas de disco medido en
enteros. No es un ı´ndice comprimido y su versio´n esta´ti-
ca requiere espacio 5 a 6 veces el taman˜o del texto so´lo
para la representacio´n del ı´ndice. El objetivo principal
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del trabajo sobre este ı´ndice es reducir el espacio reque-
rido para su almacenamiento sin degradar los costos de
bu´squedas.
Las modificaciones disen˜adas hasta el momento se
basan en reemplazar la representacio´n original de cada
nodo, por variantes que minimizan el espacio requerido
para almacenar el mismo. Una de la variantes modifi-
ca la representacio´n original del Pat-Tree para utilizar la
representacio´n de pare´ntesis presentada en [18]. En es-
ta variante se modifica adema´s, la representacio´n de los
saltos mediante la utilizacio´n de te´cnicas de compresio´n.
Otra de las variantes consiste en reemplazar el Pat-Tree
por la representacio´n de arreglos propuesta en [19]. Es-
ta representacio´n se compone de 1 arreglo de enteros y
1 arreglo de caracteres y utiliza un branching algorithm
para resolver las bu´squedas. Una de las ventajas de esta
representacio´n es que posee caracterı´sticas apropiadas
para permitir una posterior compresio´n de los arreglos.
Todas estas variantes se centran en disminuir la canti-
dad de espacio requerido para representar cada nodo, es-
to permite aumentar la cantidad de elementos incluidos
en el nodo, y como consecuencia la altura del a´rbol tien-
de a disminuir. Esta es la base que nos permite suponer
que e´stas modificaciones afectara´n de manera positiva
no so´lo en el ahorro de espacio requerido por el ı´ndice,
sino tambie´n en la cantidad de accesos a memoria se-
cundaria realizados para resolver operaciones de count
y locate.
Compact Pat Tree [4]: consiste en representar un
a´rbol de sufijos en memoria secundaria y en forma com-
pacta. Si bien no existen desarrollos teo´ricos que garan-
ticen el espacio ocupado por este ı´ndice y el tiempo in-
sumido en la bu´squeda, en la pra´ctica tiene un muy buen
desempen˜o requiriendo de 2 a 3 accesos a memoria se-
cundaria tanto para count como para locate, y ocupando
entre 4 a 5 veces el taman˜o del texto. Uno de los prin-
cipales problemas de este ı´ndice es el espacio desperdi-
ciado del total de espacio ocupado por el ı´ndice. En los
experimentos reportados en [4] el desperdicio de espa-
cio varı´a entre el 40% para textos de 900KB hasta el
60% para textos de 100MB. Los autores proponen va-
rias te´cnicas para la reduccio´n de este desperdicio pero
no reportan resultados de las mejoras obtenidas con es-
tas te´cnicas. En [13] se presenta una modificacio´n en el
disen˜o del CPT que ha permitido bajar el desperdicio de
espacio al 20% en el peor caso manteniendo la eficien-
cia del ı´ndice. Esta modificacio´n consiste en mantener
el arreglo de sufijos subyacente del CPT en un archi-
vo separado del archivo que contiene la estructura del
a´rbol.
Trie de sufijos: El trabajo sobre este ı´ndice apunta a
lograr una representacio´n en memoria secundaria de un
trie de sufijos, de manera tal que el mismo resulte com-
petitivo en cantidad de accesos a disco. Para lograr esta
representacio´n hay dos aspectos principales a tener en
cuenta: la paginacio´n del a´rbol y la representacio´n se-
cuencial del trie en pa´ginas de disco. Las te´cnicas de pa-
ginacio´n y de representacio´n de a´rboles propuestas para
el CPT y las te´cnicas propuestas en [15] sirven de base
para lograr el objetivo propuesto.
4. Resultados Esperados
Se espera obtener ı´ndices con las mismas funcionali-
dades que los originales pero reduciendo el espacio ne-
cesario para su representacio´n. En el caso particular del
trie, el aporte adema´s sera´ contar con una versio´n efi-
ciente del mismo en memoria secundaria. El desempen˜o
de los ı´ndices obtenidos sera´ medido tanto analı´ticamen-
te como en forma empı´rica. Para esto u´ltimo se cuenta
con un conjunto de textos de prueba ampliamente usa-
dos y aceptados por la comunidad cientı´fica del a´rea de
estudio; los mismos se encuentran disponibles en el sitio
http://pizzachili.dcc.uchile.cl.
5. Formacio´n de Recursos Huma-
nos
El trabajo en curso forma parte del desarrollo de
un Trabajo Final de la Licenciatura en Ciencias de la
Computacio´n, dos Tesis de Maestrı´a en Ciencias de la
Computacio´n y una Tesis de Doctorado en Ciencias de
la Computacio´n, todos realizados en el a´mbito de la Uni-
versidad Nacional de San Luis, con el asesoramiento del
Dr. Gonzalo Navarro de la Universidad de Chile y de la
Dra. Nieves Brisaboa de la Universidad da Corun˜a, Es-
pan˜a.
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