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Het Cauchy-Probleem voor Hyperbolische Systemen 
Quasi-lineaire Parti~le Differentiaal-vergelijkingen 
van de Eerste Orde in Twee Onafhankelijke Variabelen 
[Wij, die sterk zijn, moeten de geuoeligheden der zwakken 
;t 
verdagen. 
Romeip.en 15: la] 
In,leidin{f: 
In deze scriptie zal in het bijzonder het beginwaarde 
probleem vaor hyperbolische quasi-lineaire vergelijkingen 
met discontinue beginfunkties bestudeerd warden. 
Dergelijke systemen vergelijkill!;en spelen een grote 
rol in de hydrodynamica en de gas,d'.ynamica. Discontinue 
oplossingen kunnen we dan beschouwen als beschrijvingen 
van schokverschijnselen. 
In Courant-Friedrichs (1) wordt de schoktheorie op 
klassieke wijze opgezet. Er wordt o.a. in uiteengezet dat 
een zuiger die met toenemende snelheid in een samendrukbare 
gasmassa wordt gedreven, daarin, ongeacht de grootte van de 
snelheid, altijd schokverschijnselen zal opwekken. 
Het ontwikkelen van een theorie voor schokgolven op 
"moderne" basis heeft vele auteurs beziggehouden. In het 
kader van deze scriptie zal het begrip zwakke oplossing 
gebruikt warden om de problemen die optreden bij disconti-
nufteiten in oplossingen van quasi-lineaire vergelijkingen, het 
hoofd te bieden. 
In §2 zullen, na enkele algemene opmerkingen over hyper-
bolische quasi-lineaire vergelijkingen, de mogelijkheden van 
het klassieke oplossen van het Cauchy-Probleem behandeld war-
den. De bedoeling hierbij is geweest steeds minder differen-
tieerbaarheidseisen aan de beginfunkties (en ook aan de co-
effici~nten van de vergelijkingen) op te leggen. Essentieel 
in deze beschouwingen is dat de oplossingen altijd beperkt 
blijven tot tamelijk kleine waarden van de tijd, t. 
In §3 wordt het begrip zwakke oplossing ingevoerd. 
Eerst op algemeen- theoretische basis, later in de vormen die 
voor ans Probleem het best bruikbaar zijn. In de algemeen-
theoretische beschouwingen wordt oak nag even het begrip sterke 
oplossing genoemd, en vergeleken met zwakke oplossing oplos-
singen. 
Tenslotte wordt vermeld dat zwakke oplossingen niet eenduidig 
bepaald warden door de beginvoorwaarden. Teneinde dit op te 
vangen wordt het begrip gegeneraliseerde oplossing ingevoerd. 
In §4 worden de mogelijkheden voor de wijze van karakte-
risering van gegeneraliseerde oplossingen voor een enkele 
quasi-lineaire vergelijking behandeld, terwijl in 15 hetzelfde 
geschiedt voor stelsels vergelijkingen. 
§2. 
(2.1.) 
(2.2) 
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Cauchy-Problemen met continu-differentieerbare begin 
funkties. 
In het algemene geval verstaan we onder een niet-lineaire 
partiele differentiaalvergelijking van de eerste orde in twee 
onafhankelijke variabelen een vergelijking van de vorm: 
. au 3u 
F (t,x, ;'at' 8x ) = 0 
Dit algemene geval kan worden overgevoerd in een 
quasi-lineaire vergelijking, d.w.z. een vergelijking van 
de vorm: 
a~+ b~ + C = 0 St l)X 
waarin a, b enc funkties zijn van Z, ten u 
(voor de wijze van overvoeren zij men verwezen naar Courant-
Hilbert [ 3] . Hoofdstuk I.). 
Beschouwen we nu het systeem differeniiaal vergelijkingen: 
A'U +B' U + C' = 0 t X 
waarin U en C kolomvektoren zijn en A en Bk x k matrices. 
A, Ben C zijn weer funkties van t, x en U, 
We noemen een dergelijk systeem hyperbolisch in een be-
paald gebied van de x, t, U-ruimte, indien in dit gebied de 
matrix A' niet singulier is en de matrices A' en B' gelijktij-
dig gediagonaliseerd kunnen worden. In [4l geven Courant en 
Lax een aequivalent criterium voor hyperboliciteit. 
Aangezien A' niet singulier is kunnen we het systeem naar 
Ut oplossen. We krijgen dan~ 
Ut + A Ux + B = 0 
De voorgaande definitie voor hyperboliciteit gaat nu over 
in de volgende: 
Definitie: Het systeem vergelijkingen (2.1.) heet hyperbolisch 
in een gebied van de t, x, U-ruimte indien de matrix A in het 
beschouwde gebied k reele eigenwaarden 1:.1, ,:2 , .... , 1:. k. 
bezit en k bijbehorende lineair onafhankelijke linker eigen-
vektoren 11 , 12 , ..•.. , 1k ; zodat dus geldt: 
1iA=ti1i i=l,2, .... ,k. 
Dit houdt in dat het stelsel vergelijkingen in elk punt 
van het x, t-vlak, dat in het beschouwde gebied ligt, n ver-
schillende karakteristieke richtingen bezit. Om dit in te zien 
zullen we eerst het begrip karakteristiek behandelen. 
Beschouwen we de enkele vergelijking 
[ au + a (u, t,x) au+ b (u,t,x) = 0 
~t ~x 
met beginvoorwaarde U (d,x) = uo (x) 
De oplossing van dit Cauchy-Probleem is dan aequivalent 
met de oplossing van het systeem gewone differentiaalvergelij-
kingen: 
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( 3) [ dx ( ___ t ) 2. dt = a u, ,x 
:~ = - b (u,t~x) 
} het z.g. karakteristieke 
systeem. 
(2.4) 
met beginvoorwaarden 
Als we namelijk (2.3) oplossen en de parameter x0 elimineren 
krijgen we een oplossing van het Cauchy-Probleem (2.2), zo-
als gemakkelijk is in te zien. 
Systeem (2.3) vertegenwoordig,t een stelsel krommen in de 
x,t,U;:-ruimte; dit stels_el noemen we de karakteristieken van 
(2. 2). Bekijken we de p'rojekties hiervan op het x, t-vlak, dan 
blijken dit krommen te zijn met in ieder punt (x,t) ·een richt-
ing die gelijk is aan a(u,t,x) 
Deze krommen worden ook vaak de karakteristieken genoemd. 
Als we het in het vervolg over karakteristieken hebben zullen 
we deze projekties bedoelen." We zien nu dat wanneer twee karak~ 
teristieken elkaar snijden, dit inhoudt dat de oplossing u 
(X,t) van (2.2) voor die waarde van (~,t) niet eenwaardig is. 
Dit snijden van de kara~teristieken is duidelijk niet mogelijk 
indien a onafhankelijk is van ·u, d.w.z. in het lineaire- of 
semielineaire geval. 
Beschouwen we nu een stelsel vergelijkingen. 
au -au 
.gt+ A (U,t,x) ii°,+ B (U,t,x) = 0 
De karakteristieken worden in dit geval gevormd door de 
krommen in het x,t-vlak, die in elk punt een richting hebben 
die bepaald wordt door een bepaalde eigenwaarde't.ivan de ma-
trix A (U,t,x). Als we een karakteristiek voorstellen door 
x = X(t) geldt dus voor een karakteristiek van het ide veld: 
:: =-Ci (U,t,)() 
Wederom zou snijding van karakteristieken van eenzelfde 
veld betekenen dat de oplossing U (x,t) niet meer eenwaardig 
zou zijn, terwijl ook nu geen snijding kan optreden indien 
-Ci onafhankelijk is van U (x,t). 
Bezien we de boven gegeven definitie van een hyperbolisch 
stelsel in verband met de karakteristieken, dan houdt deze in 
dat vanuit a.k punt (x,t) in het beschouwde gebied, k verschil-
lende karakteristieken uitgaan. 
Bovendien stellen we de neveneis dat voor een Cauchy-Pro-
bleem de beginkromme nergens een karakteristieke richting 
heeft voor alle x, ten U die we beschouwen. 
In verband met karakteristieken staat ook het begrip "be-
paaldheidsdriehoek" (triangle of determina-cy). 
Definitie: Zij [ab) een gesloten interval op de lijn t=O, 
zij op [ab] voor een quasi-lineair systeem een beginfunktie 
U0 (x) gegeven, zij A= max lti(u,x,t) l voor alle i en alle 
relevante U,x en t. Dan verstaan we onder een bepaaldheids-
driehoek van het segment [ab] een gebied dat begrensd wordt 
door [abJ en twee lijnen uitgaande van a resp. b met hellingen 
(2.5) 
(2.6) 
(2 • 6 I) 
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van resp. B en -B waarbij geldt B~A 
We kunnen dit als volgt tekenen 
We zullen nu een algemene formulering geven van het Cauchy-
Probleem voor (2.1). Deze luidt dan: 
Zijn er oplossingen van (1-.1) die op een bepaalde gladde 
beginkromme x = x(t) in het x,t-vlak een voorgeschreven 
waarde U (x, t) = U0 (x (t), t) aannemen, en zo ja, hoe kunnen 
deze oplossingen worden bepaald. 
Aan deze beginkromme leggen we wel de reeds genoemde eis 
op dat hij nergens een karakteristieke richting heeft. 
Zonder een wezenlijke beperking in te voeren kunnen we 
als beginkromme de lijn t=O kiezen, aangezien we altijd door een 
geschikte co~rdinaten-transformatie deze lijn in elke gewenste 
gladde kromme kunnen overvoeren. 
Het probleem is dus het vinden van een vektorfunktie U (x,t) 
die voldoet aan: 
Ut + A Ux + B = 0 
U (O,x) = U0 (x) 
In het lineaire geval (A en B onafhankelijk van U) en het 
semilineaire geval (A onafhankelijk van U) laat dit probleem 
een eenduidig bepaalde oplossing toe voor alle x en t, mits 
A, Ben U0 aan bepaalde differentieerbaarheidseisen voldoen. 
In het quasi-lineaire geval echter is i.h.a. eenduidige 
oplossing van het probleem slechts mogelijk voor kleine waar-
den van t, aangezien voor zekere t discontinurteiten kunnen 
gaan optreden, zelfs bij beginfunkties vm zeer hoge diffe-
rentieerbaarheidsgraad. (zie behandeling karakteristieken). 
De existentie-theoremata voor de oplossingen van het Cauchy-
Probleem voor quasi-lineaire systemen zijn dan ook alleen 
geldig in een strook O ~ t < ~. 
Alvorens aan te geven hoe het Cauchy-Probleem opgelost 
kan worden, zullen we stelsel (2.1) in de z.g. normaalvorm 
of karakteristike vorm brengen. We vermenigvuldigen (2.1) v66r 
met de 1de linkereigenvektor 11 van de matrix A. We verkrijgen 
zo vergelijkingen die we kunnen schrijven als: 
Ii dU +bi= 0 di i = 1,2, ... ,k. 
hierin is~~= Ut +"'C.1 Ux d.w.z. de afgeleide van U in de 
1de karakteristieke richting. 
In het geval we te maken hebben met een stelsel van twee 
vergelijkingen is een verdere vereenvoudiging mogelijk. 
We hebben dan n.l. 
du2 
di +bi= 0 i = 1,2. 
(2.6") 
Er bestaan nu integrerende faktoren fi (i=l,2), zodat 
fi li• en fi li1 de lil resp, t1.2 afgeleiden zijn van nieuwe 
funktiesvi (x,t,U). Het stelsel (2.6') gaat dan over in. 
dv· 
.:=.:..J..+c·-0 di 1 - i = 1,2 
De nieuwe afhankelijk variabelen vi noemen we de Riemann-
invarianten van (2.6'). Geometrisch komt het erop neer dat we 
de karakteristiken van (2.6') als nieuwe coordinaat-assen heb-
ben gekozen. 
Het Cauchy-Probleem kan nu op verschillende manieren bena-
derd warden: 
A Lax geeft in (15J een iteratief proces dat uitgaat van het 
(2. 7) 
(2. 8) 
(2.9) 
systeem differentiaalvergelijkingen zelf. 
Beschouwen we eerst het algemene geval van een lineair( 
hyperbolisch systeem. 
Ut + A Ux +BU+ C = 0 U (x,O) = U0 (x) 
We kunnen dit altijd in de diagonaalvorm brengen: 
Vt + D Vx + 13 V + C = 0 V (x,O) = V0 (x) 
door invoering van nieuwe afhankelijkvariabelen V die op de 
volgende wijze van_ie ouda afhangen: U= TV, waarin Teen matrix 
is, zodanig dat T AT= D diagonaal is. Zo'n matrix T bestaat 
altijd, wegens de eisen die aan A gesteld zijn bij een hyper-
bolisch systeem. 
Ben 'c in (2.8) bevatten de coe!fficie!nten A, Ben C uit (1.7), 
de matrices T, T-1 en de eerste afgeleiden van T. 
Nu is het mogelijk om voor de oplossing V (x,t) van (2.8) een 
bovengrens aan te geven met behulp van het z.g. lemma van Haar 
(di.t wordt o,a. bewezen in [17] ) • 
Dit luidt: fV (x,t) I f. ¢0 e pt + \. t C (t) e fs (t-'t) ct"C. 
als geldt: 1:, 
J'ir (x, t ~ f.3 d I Vo (x)J '!., ¢o } voor alle relevante (c (x, t1~ c Ct) waar en van x en t. 
De hier gebuikte norm is de maximum-norm, terwijl als norm 
van een matrix het miximum van de som v.d. absolute waarden 
van de elementen van een rij wordt genomen. 
Als nu BfO, dan kunnen we (2.8) oplossen door middel van 
iteratie van de transformatie V=t(W) die gedefinieerd wordt 
door: 
Vt + D Vx +'B W + C = 0 V (x,O) = ~o (x) 
(2.10) 
(2 .11) 
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Op grond van de ongelijkheid van Haar kan aangetoond worden 
dat iteraties van deze transformaties convergeren naar een op-
lossing van het beginwaarde-probleem voor (2.8). 
We kunnen als uitgangsfunktie voor ons iteratiefproces de 
funktie V0 (x) nemen. 
We gaan nu over naar het quasi-lineaire geval: 
Ut + A (U) Ux + B (U) = 0 U (O,x)= U0 (x) 
We definieren nu de transformatie U=l(W) door middel van: 
Ut + A (W) Ux + B (W) ~ 0 U (x,O) = U0 (x) 
Indien A, Ben U0 (x) driemaal continu differentieerbaar 
zijn en we een strook O "t ~ ~ ( S > 0 voldoende klein) beschou-
wen, dan convergeren iteraties van deze transformatie met 
beginfunktie W (x,t) = U0 (x) naar een oplossing van het be-
ginwaarde probleem van (2.10). 
Het bewijs hiervan wordt geleverd in [16J. Ook wordt in 
[16) aangegeven dat dit resultaat kan worden uitgebreid tot 
problemen met A, Ben U0 (x) continu differentieerbaar, mits 
de afgeleiden aan een Lipschitzvoorwaarde voldoen. 
B. Friedrichs in f 10], Courant en Lax in [ 4], Courant in [ 2 J en 
Douglis in [ 5] volgen allen een iteratieproces dat berust op 
integratie langs de karakteristieken. 
(2.12) 
Zoals reeds gezegd voldoen dedkarakteristieken aan de ge-
wone differentiaalvergelijking d; = t. i. 
We zullen ze aangeven door x = xi (t). 
In het lineaire oi semi-lineaire geval worden de karakte-
ristieken volledig bepaald door de vergelijking, d.w.z. ze 
zijn onafhankelijk van de speciale oplossing waarop ze betrek-
king hebben. In het quasi-lineaire geval zijn ze wel afhankelijk 
van de oplossing waarbij ze behoren. 
Zij nu P (~,1) een punt in het x,t-vlak, en zij x=xi (t,3,7> 
de ide karakteristiek door P; bovendien noemen we het punt 
waar de ide karakteristiek de as t=O snijdt P0 (O,x0 ,i). 
We beschouwen nu eerst het lineaire- of semir -lineaire 
geval. 
De vergelijkingen 
volgt uit: 
zagen er in de karakteristieke vorm als 
1i dU 
dAu+ 
met di 
bi= O, 
= U, +ti Ux 
t. 
i = 1,2, •••• , k 
Hierin kunnen we substitueren vi= 1i U; we krijgen dan 
i = 1,2, ••• ,k. 
(2.13) 
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"(, i is in het (semi) lineaire geval onafhankelijk van V, 
zodat er geldt voor vi (P): 
vi (P) - vi (Po) = Sp Po 
' 
ot (t ,x, V (t ,x)) dt 
Waarbij de integratieweg langs de ide karakteristiek door P 
genomen wordt. 
Het beginwaardeprobleem van vergelijking (2.12) met begin-
funktie vi (0,x) = Gi (x) is dus aequivalent met het vinden 
van een continu differentieerbare funktie vi, die voldoet aan 
de integraalvergelijking. 
Waarbij we onder de integraal voor x moeten substitueren: 
x= xi (t;j,!), en de integratieweg langs de ide karakteristiek 
door P (7,!) genomen moet warden. 
Voeren we nu de volgende transformatie Tin: 
T pi= Gi(xi (o;j,!)) +f"f, ni (xi (t;j,t), t,Fi (xi,t)) dt 
dan moeten we duster oplossing van ons probleem een continu 
differentieerbare funktie vinden, die invariant is onder de 
transformatie T. Dit suggereert het gebruik van een iteratief 
benaderingsproces voor de oplossingen vi (t,x). 
We beginnen met F~ = Gi (x) en kiezen Fin+l = T F~. 
O.a. in [4J wordt aangetoond dat dit proces uniform convergeert 
naar een limiet funktie Fi, terwijl de eerste afgeleiden van 
de F~ uniform 9onvergeren naar de eerste afgeleiden van Fi. 
Deze funktie Fi is dus invariant onder de transformatie Ten vol-
doet daarom aan de integraalvergelijking (2.13); maar, omdat de 
eerste afgel:eiden bestaan en continu zijn, v9ldoet Fi ook aan 
de differentiaalvergelijking (2.12), zodat Fi= vi, 
Het gebruikte proces impliceert bijna onmiddelijk, dat de 
oplossingen eenduidig bepaald zijn, en dat zij van eventuele 
parameters met eenzelfde differentieerbaarheidsgraad afhangen 
als die waarmee deze parameters in de co~ffici~nten en de be-
ginfunkties voorkomen. 
Willen we nu deze methode toepassen, op het quasi-lineaire 
geval, dan doen zich twee moeilijkheden voor: 
1) Als we de oorspronkelijke vergelijking op dezelfde manier als 
boven, zouden willen overvoeren in vergelijkinl$'en van de vorm 
van (2.12), dan zouden de daarin voorkomende Di de eerste af-
geleiden van U gaan bevatten. 
2) De karakteristieken zijn nu niet van meet af aan door het oor-
spronkelijk stelsel differentiaalvergelijkinge!l bepaald, ze 
zijn daarentegen steeds afhnakelijk van de oplossing waarop 
ze betrekking hebben. 
Moeilijkheid 1) wordt in [4] opgelost door het oorspron-
kelijke stelsel van n vergelijkingen om te zetten in een stel-
sel van 3n vergelijkingen, waarin als nieuwe afhankelijk va-
riabelen voorkomen: Aik u!t en Aik uix• 
.(2.12') 
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Noemen we de kolomvaktor bestaande uit de 3n nieuwe afhan-
kelijk variabelen U, dan heeft het stelsel weer de gewenste 
vorm. 
Uf + ci u! = Di (t,x,U), i = 1,2, ••• ,3n. 
Moeilijkheid 2) is niet zo ernstig, aangezien we bij iedere 
iteratiestap de karakteristieken behorende bij die Speciale 
F! kunnen bepalen. We definieren de tranformatie weer op de-
zelfde manier als in het lineaire geval: 
T Fi ;; Gi (xi (O; ),r)) + 5~ Di (xi,t, Fi (xi:..t)) dt 
Waarbij nu echter T afhankelijk is geworden van Fi. 
Het zoeken naar een oplossing van het oorspronkelijke stelsel 
differentiaal vergelijkingen is weer aeijuivalent met het zoeken 
naar een funktie, die invariant is onder T. 
Dit geschiedt weer door middel van het iteratieve proces 
T Fi= Fi met Fi = oi (x) 
n n+l o 
In [41 tonen Courant en Lax aan, dat in een zeker gebiedje 
grenzend aan het begininterval de F~ uniform convergeren naar 
e~n limietfunktie Fi terwijl tevens de eerste afgeleiden van de 
Ft'.l~kties F! convergeren naar de eerste afgeleiden van F1 ; dit 
alles mits de beginvoorviaarden en de coefficienten tweede afge-
leiden bezitten, die Lipschitz-continu zijn. De limietfunkties 
zijn uit hoofde van de gebruikte procedure eenduidig bepaalde 
oplossingen van het oorspronkelijke stelsel ve~gelijkingen. 
Bovendien bezit de limietfunktie dezelfde differentieerbaarheids-
eigenschappen als de beginfunkties en de coefficienten. 
In(5Jweet Douglis op analoge wijze dit resultaat uit te 
breiden tot quasi-lineaire stelsels waarbij de coefficienten 
en de beginfunkties slechts continue eerste afgeleiden bezitten. 
Hij gebruikt hierbij het v9lgende interessante lemma: :Als W (~) 
een continuiteitsmodulus is voor de eerste afgeleiden van de 
cefficienten en de beginfunktie, dan hebben de eerste afgeleiden 
van de bijbehorende oplossing u(t,x) een continuiteitsmodulus 
van de vorm k.w (E), waarin de constante alleen van de c, norm 
van de coefficienten en de beginfunktie afhangt (Ct norm: 
lfu (x) II e1 = II UII max + II Ux II max > 
De uitbra:l.ing van het existentiebewijs tot quasi-lineaire 
stelsels met slechts continu differentieerbare .coefficienten 
en beginfunkties is op een andere wijze uitgevoerd door Hartman 
en W,intner in [14]. 
Het existentiebewijs volgens Douglis geeft ons de meest 
algemene oplossing voor een quasi-lineair systeem in de strikte 
betekenis van het woord. Immers een nog verder opgeven van dif-
ferentieerbaarheidseigenschappen moet onvermijdelijk leiden 
tot funkties die niet overal aan de differentiaalvergelijkingen 
kunnen voldoen, aangezien zij niet overal differentieerbaar zijn. 
(2 .14) 
Toch willen we, alvorens over te gaan op het begrip zwakke 
oplossing, nog de mogelijkheid vermelden om een soort oplossing 
voor een quasi-lineair systeem te vinden indien de coefficHin-
ten en de beginvoorwaarden slechts Lipschitz continu zijn. Dit 
onderwerp wordt uitvoerig behandeld door Lax in [17]. 
We zullen voor dit soort oplossingen het woord "onechte oplos-
singen" gebruiken (Lax noemt ze gegeneraliseerde oplossingen, 
maar dat begrip zullen we later nog in een andere betekenis 
gebruiken, daarom is het beter om hier over "onechte oplossing-
en" te spreken). 
In [17] formuleert Lax de volgende stelling: 
Beschouw het stelsel quasi-lineaire vergelijki:rg en 
Ut + A Ux + C = 0 met U (x,O) = U0 (x) 
en zij Teen matrix zodanig dat T-1 AT= D diagonaal is. 
Veronderstel dat de coefficienten A,T en C een uniforme 
Lipschitzvoorwaarde vervullen in een gebied Evan de 
x,t,U-ruimte. Veronderstel dat de beginlijn in het in-
wendige van E bevat is en dat T niet singulier is in E. 
Laat bovendien de beginfunktie U0 (x) een uniforme Lip-
schitzvoorwaarde vervullen. 
Dan heeft het beginwaarde probleem een onechte oplossing 
(In een voldoend klein gebied van het x-t-vlak, grenzend 
aan het begininterval). 
Deze stelling wordt bewezen door zowel de coefficienten van de 
vergelijkingen als de beginfunkties te benaderen door een uni~ 
form convergente xij analytische funkties. We krijgen zo dus 
een rij systemen analytische vergelijkingen met analytische 
beginvoorwaarden. De oplossingen hiervan blijken uniform te 
convergeren naar een limietfunktie U. Deze limietfunktie U is 
per definitie de onechte oplossing van ons oorspronkelijke 
probleem. Er kan aangetoond worden dat U overal waar hij con-
tinudifferentieerbaar is voldoet aan het stelsel differentiaal-
vergelijkingen. Bovendien is U Lipschitz continu, zodat U dus 
bijna overal voldoet aan het stelsel vergelijkingen. (zie (17)). 
Bovendien zij opgemerkt dat indien de coefficienten en de 
beginvektor nog verdere differentieerbaarheidseigenschappen 
bezitten, de onechte oplossing deze ook zal hebben. 
Van dit punt uit kunnen de voorgaande resultaten over echte 
oplossingen weer verkregen warden, aangezien indien, A,T,C en 
U0 continu differentieerbaar zijn, de bijbehorende onechte op-
lossing U ook continue afgeleiden zal hebben en dus overal zal 
voldoen aan het systeem differentiaalvergelijkingen. Het is 
dus een echte oplossing. 
Interessant is nog de volgende stelling (zie [17]) 
Als A,T en C continue eerste afgeleiden hebben en de eerste 
afgeleide van U0 (x) bijna overal continu is, dan kunnen de pun-
ten van het x, t-vlak waar de eerste afgeleiden van de onechte 
,oplossing U discontinu zijn door een karakteristiek verbonden 
warden met een punt van het begininterval waar de eerste afge-
leide van u (x) discontinu is. 
0 
Of kortweg: discontinuiteiten in Uo (x) planten zich voort langs 
karakteristieken. 
Misschien is de eis dat de verzameling van discontinuiteits-
punten van U~ (x) maat nul heeft niet noodzakelijk. 
De vraag of de klasse van de onechte oplossingen kan worden 
uitgebreid voor nog ruime:re klassen beginfunkties, in het bijzon-
der voor discontinue beginfunkties, moet i.h.a. ontkennend beant-
woord worden. ~ 
Immers als een beginvektor U0 (x) die niet Lipschitz continu 
is, wordt benaderd door een rij analytische funkties ug {x) dan 
kunnen de eerste afgeleiden van ug (x) niet begrensd blijven, 
zodat i.h.a. de breedte van de strook waarin het nde beginwaarde 
probleem van onze benaderende rij een echte oplossing heeft naar 
nul gaat met toenemende n (zie [16] en [17]). 
Men neemt dan ook aan dat het volgende geldt: 
Iedere vektor die de limiet is, in welke topologie dan ook, van 
echte oplossingen van een gegeven quasi~lineair systeem is Lip-
schitz continu in elk inwendig punt van zijn definitiegebied, 
tenzij het systeem tot een bepaalde uitzonderingsklasse behoort. 
Er zijn natuurlijk wel oplossingen die Lipschitz continu zijn 
voor positieve t, maar niet voor t=O; we kunnen dit n.1. als het 
duale beschouwen van het verschijnsel dat oplossingen ergens ophou-
den Lipschitzcontinu te zijn. 
(het is onmogelijk om zulke oplossingen voort te zetten). 
Als kriterium voor wat we boven een uitzonderingsklasse genoemd 
hebben kunnen we het volgende geven: 
Het systeem Ut + A Ux + B = 0 heet uitzonderlijk voor het nde 
karakteristieke veld dan en slechts dan als de gradi~nt vanl:n 
( de nde eigenwaarde van A) loodrecht staat op ln (de linkereigen-
vektor van A met eigenwaarde'Cn) (Zie ook gedegenereerde systemen 
en kontaktdiscontinuiteiten in§ 5). 
In (15] vermeldt Lax dat het mogelijk is om voor stelselSdie 
uitzonderlijk zijn voor het nde karakteristieke veld onechte op-
lossingen te contrueren voor beginvektoren waarvan de eerste (n-1) 
componenten Lipschitz-continu zijn, maar waarvan de laatste compo-
nent alleen van begrensde variatie hoeft te zijn. 
§ 3 Het begrip zwakke oplossing 
(3.1) 
Willen we het Cauchy-Probleem voor een stelsel vergelijkingen 
Ut + A (t,x,U) Wx + B 
U(O,x) = U0 (x) 
(t,x,U) = 0 
met U0 (x) discontinu 
~aar U0 (x) wel meetbaar, 
oplossen, dan zullen we eerst een zekere generalisatie van het 
begrip oplossing van een differ'entiaal vergelijking moeten invoeren. 
Deze generalisatie is echter niet alleen noodzakelijk voor 
problemen met dicontinue beginvoorwaarden, maar in het algemeen 
voer elk Cauchy-Probleem voor een stelsel quasi-lineaire vergelijking-
en, aangezien het begrip oplossing zoals we het uit de klassieke 
(3.2) 
(3.3) 
(A) 
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theorie kennen, slechts voor beperkte t waarden tot een zin-
vol resultaat leidt. 
Willen we toch voor alle teen beschrijving van de gang 
van zaken voor een probleem van de vorm (3.1) vinden, dan moeten 
we onze toevlucht zoeken in een uitgebreidere betekenis, die 
we aan het begrip oplossing kunnen hechten. 
Daartoe zullen we dus mogelijke uitbreidingen van differen-
tiaal oparatoren moeten defini~ren, in die zin dat we het gebied 
der funkties waarop we de oparatoren laten werken vergroten. 
We schrijven ons stelsel uit (3.1) verkort als 
LU= f 
waarin L dus een partiSI.edifferentiaaloperator voorstelt. 
Indien V nu een voldoend gladde funktie is kunnen we de formule 
van Green toepassen: 
S V Lu-< I}I! G • JG V. U = 5s V. B U. 
hierin is lJli de geadjungeerde van L, en G is een gebied in de 
ruimte van de onafhankelijk variabelen, met gladde rands, 
Bis de z.g. randmatrix, die we op deze wijze gedefinieerd 
kunnen denken. 
Als nu fen U begrensde meetbare funkties op G zijn, en 
U een begrensde meetbare funktie is die gedefinieerd is op S, 
dan kunnen we de volgende definitie voor het begrip zwakke 
oplossing invoeren: 
Definitie: We noemen U een zwakke oplossing van (3.2) met 
randwaarden u, indien voor alle voldoend gladde funkties 
V de volgende betrekking geldt: 
(V,f) - (!JI' V, U) = (V, B U) 8 
Het Qegrip sterke oplossing wordt als volgt gedefinieerd: 
Definitie: We noemen U een sterke oplossing van (3.2) met 
randwaarden u, indien er een rij voldoende gladde funkties 
(B) uk met randwaarden uk bestaat, zodanig dat: 
mr, uk }-fu, u) \II + \\ L uk - f II➔ 0 
Waar!n we onderfu,uj el~menten verstaan uit de produktruimte 
H x H als U E H en U £' H; Ill Ill geeft de norm in deze pro-
dukt -,ruimte aan, en II II de norm in de ruimte H. 
In 1944 heeft Friedrichs [11] al aangetoon, dat de zwakke 
en de sterke uitbra:ling van differentiaal operatoren identieke 
resultaten geven mits aan bepaalde voorwaarden voldaan is. 
L. Sarason behandelt in een aanzienlijk recenter artikel [25) 
eveneens het probleem zwakke oplossing = sterke oplossing en komt 
tot een uitbreiding van de omstandigheden waaronder dit geldt. 
In deze scriptie zal de uitbreiding van het begrip oplossing 
~ in zwakke zin gebruikt worden, en wel in een wat concretere 
vorm dan boven (A). 
(3 .4) 
(3.5) 
(3.6) 
(3. 7) 
(3. 8) 
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In het vervolg zullen we quasi=lineaire vergelijkingen 
beschouwen di.e in de z. g. di vergentievorm. verkeren, d. w. z. : 
d~i (U,t,x) + ~tL (U,t,x) 
.;> t ,a X = 
met beginvoorwaarden: U (O,x) = 
fi (U,t,x) 
U0 (x) i = 1, ••••• , n. 
Hierbij :itoldoen de funkties 'J) en qi aan de volgende eisen: 
~ en f zijn gedefinieerd en continu voor alle waarden van U 
en (t,x) CG, waar G de strook 
7-~(+e-o, 0:f.t~Ts_=;is. 
Voor deze waarden van de variabelen hebben g> en 4' continue parti-
ele afgeleiden, terwijl bovendien geldt 
"'Lrg i ; ~-2, • • • • , 11 ,:..:1 ,._ o 
a [ua: UJJ.., •••• ; unJ 
Een stelsel van de vorm (3.4) neomen we een stelsel behouds-
wetten. 
In [24Jwijdt Rozhdestvenskii enige beschouwingen aan de 
mogelijkheid om een stelsel vergelijkingen (3.1) over te voeren 
in een stelsel behoudswetten (3.4); zijn conclusies zijn, dat 
dit altijd mogelijk is voor het lineaire geval, en voor het-
quasi-lineaire geval indien het aantal verg. n ~ 2., en in 
het algemeen niet mogelijk voor een quasi-lineair stelsel met 
n l 3. 
Onder een zwakke oplossing van (3.4) met beginwaarde U0 
zullen we nu verstaan, een vektorfunktie U, zodanig dat voor 
elke testvektor W, die continue differentieerbaar is en nul 
wordt buiten een begrensd gebied de volgende betrekking geldt: 
ss {wt(t 1 x) Y, (U,t,x) + Wx(t,x)'f (U,t,x) + W f (U,t,x)} dtdx 
+ Jw (O,x). Vf (U0 (x), o,x) dx = o 
Wij zullen ons hoofdzakelijk beperken tot het stelsel: 
hiervoor gaat (3.5) over in: 
5S { wtu + WxF = W B Jctx dt + Sw<x,O) u0 (x) dx: = o. 
In [ 24 J definieert Rozhdestvenskii het begrip zwakke oplossing 
voor (3.4) op een andere wijze: 
Definitie: Zij Geen begrensd gebied in het x,t-vlak metals 
rand het stuksgewijs gladde contour C. 
We noemen een funktie U (t,x) een zwakke oplossing van het 
probleem (3.4) indien geldt 
(U,t,x) dx - ~i (U,t,x) ctt) + H f 1 (u,t,x) dtdx = O. 
.. 
(3. 9) 
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Deze definitie wordt ook gebruikt door Ole~nik (21] en 
Douglis [6J. Oletnik toont aan dat voor een enkele homogene 
differentiaal vergelijking van de vorm 
au + ~F (u,t,x) = 0 
'dt a X 
de definities volgens (3.7) en (3.8) overeenstemmen voor" 
stuksgewijs gladde funkties, in die zin dat ze beide de volgende 
essenti~le eigenschappen bezitten: 
a. U (t,x) voldoet aan de differentiaalvergelijking (3.9) in 
alle punten van het be~chouwde gebied waarin U (t,x) continu 
differentieerbaar is. Voor (3.7) volgt dit direkt door palti.~le 
integratie en het willekeurig zijn van W, terwijl we bij (3.8) 
de stelling van Gauss kunnen toepassen en G willekeurig is. 
(zie opmerking han.~t\eind van§ 3). 
b. Op de discontinuteitslijnen x = x(t) van de funktie U(t,x) 
gelden de z.g. sprongrelaties (in de hydrodyn. de Ra~ine-Hu-
goniot relaties, welke naam wij verder zulien·overnemen).: 
(3.10) 
(3.10') 
dx 
dt = 
F (ul) - F (u2> 
U:1 - ti2 
Waarin u1 en u2 de limietwaarden van de funktie ti (t,x) 
in het punt (t, x (t) ), genomen van xinks en van rechts zijn. 
We noteren deze Rankine-Hugoniot relatiesmk wel als volgt: 
s[u]=[F] 
De vierkante haken duiden nu de sprong over de disconti-
nuiteitslijn aan. 
Voor (3.8) kunnen we deze relatie aantonen.door als contour 
C te nemen: 
(3.11) t = t1 + i, t = t1 -E,, X = X (t) + s , X = X (t) - 8 
en b naar nul te laten gaan. 
(3.12) 
Voor (3.7) bewijst Ole1nik de Rankine-Hugoniot-relaties door 
een iets andere definitie van zwakke oplossing te nemen, die 
meer aansluit bij de definitie (A); (3.7) gaat dan over in de 
eis dat voor elke continu ~ifferentieerbare testfunktie W 
die nul is op de rand van een gebied D geldt: 
5{ ( W U + W F - W BJ dx dt = 0 D t t X 
kiezen we hierin nu voor D het gebied dat als rand het contour 
(3.11) heeft dan kunnen we daaruit vrij gemakkelijk de Ran&ine-
Hugoniot relaties vinden. (zie (21]). 
In [1J maakt Douglis gebruik van een nog andere definitie 
van het begrip zwakke oplossing, maar daarop komen we nog terug 
in§ 4. 
We zulden nu enkele eigenschappen van zwakke oplossingen 
geven: 
1) Zwakke oplossingen (we bedoelen als we spreken van zwakke 
oplossingen het algemene di&continu@ geval) kunnen niet worden 
verkregen als limiet van echte:oplossingen. We hebben dus een 
wezenlijk uitbreiding van de klasse der oplossingen (Zie het 
slot van§ 2). 
2) De klasse van zwakke oplossingen bij een gegeven systeem vergelijk 
kingen hangt af van de vorm waarin de vergelijkingen geschreven 
zijn. D.w.z.: Zij V= H(U) waarbij H een niet-lineaire transfor-
matie is, en veronderstel dat het systeem 
(D) Ut + Fx + B = 0 door deze transformatie overgaat in 
(E) Vt+ Gx + C = 0 
Indien nu U een zwakke oplossing is van (D), dan is in 
het algemeen V 0 = H(U0 ) geen zwakke oplossing van (E). 
Lax voegt hier0 in (17) nog aan toe, dat het in sommige gevallen 
bewezen is dat V dan en slechts dan een zwakke oplossing van 
0 . (E) is als U een Lipschitz continue oplossing is van (D). 
0 
3) De oeginvoorwaarden bepalen in het algemeen niet eenduidig een 
zwakke oplossing. Dus bij discontinue beginfunkties zijn ver-
schillende zwakke oplossingen aan te geven. 
(voor voorbeelden zie (18), (21), (24) ). 
Indien we echter een physisch proces willen beschrijven met 
behulp van zwakke oplossingen, dan zal toch een of andere ma~ 
nier eenduidigheid verkregen moeten worden. 
Hiertoe moeten we toegevoegde voorwaarden opleggen aan de 
zwakke oplossingen, die· uit de veelheid van mogelijkheden de 
physisch relevante oplossing selecteren. 
Zwakke oplossingen die bovendien nog aan zulke nevenvoor-
waarden voldoen zullen we gegeneraliseerde oplossingen noemen. 
Opmerking. 
In het voorgaande is nog verzuimd het volgende op te merken: 
a. Een echte oplossing van de differentiaalvergelijking voldoet 
aan beide gegeven definities van het begrip zwakke oplossing. 
b. Het omgekeerde is ook waar: Een zwakke oplossing d~continu 
diffe~tieerbaar is, is een echte '&plossing van de differen-
tiaalvergelijking. 
(3.13) 
We zullen nu voor een homogeenstelsel het bovenstaande aan-
tonen: 
~u 'dF(U,t,x) 
'4t + ') X = 0 U(O,x) =U0 (x) 
(3, 14) 
(3.15) 
~1 
E.1 
(3.16) 
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De gegeven definities van zwakke oplossingen luiden nu: 
Def.: Voor elk gesloten, stuksgewijs glad contour r moet 
gelden: 
~ (Udx - Fdt) = 0 
r 
Definitie: Voor elke continudifferentieerbare test funktie 
W (t,x) die nul wordt buiten een of antler eindig gebied moet 
gelden: )r tWt U + Wx F\dx dt + ~ W (x,O) U0 (x) dx = O 
Dat een echte oplossing van vergelijking (stelsel) (3.13) aan 
(3.14) voldoet is evident. 
Dat een echte oplossing van vergelijking (3.13) aan (3.15) 
voldoet voor elke continu differentieerbare testvektor W(t,x) 
kunnen weals volgt inzien: Vermenigvuldig (3.13) voor met 
W.; integreer de verkregen vergelijking over het bovenste 
halfvlak; Pas daarna parti~le integratie toe. 
Zij U(t,x) een continu-differentieerbare funktie die voor elk 
gesloten, gladde contour \1 Voldoet aan (3.14). 
Er geldt dan dus 
~ (Udx - Fdt) = )~ 
r 
?u +')F)dxdt=O 
H ~x 
Hierin is D het gebied binnen 't' 
Aangezien D willekeurig is geldt natuurlijk ook 
1u 
ia,t 
~F 
+ -· - = 0 (I X 
Dus U voldoet aan (3.13). 
E_2 Zij ~(t,x) een continu-differentieerbare funktie die voor elke 
gladde testvektor U(t,x) voldoet aan (3.15). 
We mogen dan (3.15) partieel integreren; dit geeft 
(3,17) )\ W(t,x)\!~ +;: \ dx dt = 0 
Aro.gezien W(t,x) willekeurig is volgt hieruit: 
~ U lF 
'dt + ~x = O 
Dus U(t,x) voldoet aan (3.13), 
Deze bewijzen kunnen eenvoudig uitgebreid worden voor een 
inhomogeen stelsel quasi-lineaire vergelijkingen. 
(4.1) 
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Gegeneraliseerde oplossingen voor een enkele quasi-lineaire 
vergelijking. 
In deze paragraaf wordt een enkele quasi-lineaire ver-
gelijking behandeld die we zullen veronderstellen de volgen-
de vorm te hebben: 
~u 
~t 
met 
o 't<u, t ,x) 
+ ~ X 
u (O,x) = u;0 (x) 
(t,x,u) = 0 
hierin voldoen ~en\ aan de volgende voorwaarden: 
tf en t zijn gedefinie~rd en continu voor alle waarden van u 
en ( t , x) in de st rook \ - ~x < + Co , o ~ t ~ T ~ <.o 1 
Voor deze waarden van de variabelen heeft de funktie 
\\., (t,x,u) een continue parti~le afgeleide naar u, terwijl 
;ct,x,u) een continue parti~le afgeleide naar u heeft die 
begrensd is voor de betreffende u, (t,x) waarden, ~(t,x,u) 
heeft ook continue afgeleiden ~ux en ,uu· Bovendien zal, 
tenzij anders wordt vermeld, altijd worden aangenomen dat lf 
een convexe funktie van U is, d.w.z. ~uu :;J O. 
De vraag die we ons nu stellen is: Welke nevenvoorwaarden 
komen in aanmerking om een gegeneraliseerde oplossing van het 
Cauchyprobleem (4.l) te bepalen. Hiertoe zullen we moeten 
nagaan aan welke eisen de gegeneraliseerde oplossing zal moe-
ten voldoen, willen we er physische betekenis aan kunnen 
hechten. Deze eiseri zijn: 
1) De oplossing moet eenduidig door de beginvoorwaarden be-
paald zijn. 
2) De oplossing moot stabiel zijn; hieronder verstaan we 
a 
b 
C 
d 
a 
(4.2) 
dat de oplossing continu van de beginvoorwaarden moet afhan-
gen. 
De methoden om een dergelijke zwakke oplossing te selek-
teren die in de literatuur genoemd worden zijn: 
De EntYopievoorwaarde 
De Viscositeitsmethode 
Differentiemethoden (Numeriek) 
Een expliciete formule die afgeleid is door Lax 
We zullen al deze methoden achtereenvolgens behandelen. 
!?~_entropievoorwaarde. 
Deze berust op het physische principe dat de ent~opie 
over een discontinuiteit niet kan afnemen. 
In ons geval geeft dit een analogon dat eist dat de vol-
gende betrekking geldt: 
U(x-0,t) ~ U(x+O,t) 
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Er is tot nog toe geen bewijs geleverd dat de voorwaarde 
(4.2) op zich voldoende is om de oplossing eenduidig en sta-
biel te doen zijn. Wel is dit het geval voor sommige verscherp-
ingen van (4.2). 
Oletnik definieert in [21] het begrip gegeneraliseerde op-
lossing inderdaad met behulp van een verscherpte ent':t'Opievoor-
waarde. 
Definitie: Een begrensde meetbare funktie U(t,x) zal een gegene-
raliseerde oplossing van het Cauchy-probleem (4.1) worden ge-
noemd in het gebied G indien voldaan is aan de volgende voor-
waarden: 
1. Voor iedere in G continu differentieerbare funktie f(x,t) 
(4.3) 
die nul wordt buiten G geldt de volgende gelijkheid: 
U(t,x) + !! S(t,x,U(t,x)) - ff (U,t,x)J dxdt 
\ +=> 
+ .L ...., f ( 0 , x) U O (x) dx = 0 • 
2. Er bestaat een funktie k (t,x1,x2) die continu is voor 
(4.4) 
(4.5) 
0 < t < T, - = < xt < + '-0 , - c:.-o < x2 < + ~ 
zodat voor alle punten (t,x1) en (t,x2) van G geldt: 
U(t,x1) - U(t,xz) 
x1 - x2 
Zonodig wordt U(t,x) opnieuw gedefinieerd op een verza-
meling met maat nul. 
Uitgaande van deze definitie bewijst Oleinik de eendui-
digheid van deze gegeneraliseerde oplossing, terwijl hij ook 
de continue afhankelijkheid van de beginvoorwaarden aantoont. 
In zijn eenduidigheidsbewijs maakt Olelnik gebruik van speciale 
kernels, terwijl het bewijs van de stabiliteit van de oplossing 
geschiedt na een gegeneraliseerde oplossing die doormiddel van 
een eindig differentiel"'schema wordt verkregen. 
Rozhdestvenskii bewijst in [ 24] de eenduidigheid van een 
stuksgewijs gladde gegeneraliseerde oplossing van (4.1), als 
we deze definH!ren als een zwakke oplossing (volgens defini tie 
(3.8) ) die voldoet aan de nevenvoorwaarde da<t: 
~~ (U(t,x + 0), t,x) ~ ~! (U (t,x - 0), t,x) 
. Voor een convexe funktie ~ komt dit overeen met de ent~opie 
voorwaarde, We kunnen het kriterium (4.5) zien als de toepas-
sing, op het geval van een enkele vergelijking, van de schok-
voorwaarden van Lax voor een stelsel vergelijkingen. 
Het bewijs van Rozhdestvenskii gaat via de invoering van 
het begrip potentiaal van een zwakke oplossing, dat gedefini-
eerd wordt als een funktie ! (t,x) die voldoet aan: 
(Rozhdestvenskii geeft de definitie voor een stelsel verge-
lijkingen, maar wij passen het hier toe op een vergelijking) 
(4.6) 
(4. 7) 
(4. 8) 
(4. 9) 
(4.10) 
} (t ,x) 
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(x, t) 
= S [u(t,x)dx - {Q(U,t,x) -F(t,x~ t J 
(xo to) 
waarin F 
11 X 
(t,x) = xi('t) f <u,t,x) dx. 
Voor deze potentiaal gelden de volgende differentiaal ver-
ge lijkingen. 
~ j" (t,x) 
9t 
= 
43. I ct ,x> 
'3X 
= ui (t,x) 
- tf (U(t,x),t,x) + F. 
1 
(-t ,x). 
terwijl bovendien geldt a i (t,x) 
~x 
= U (t,x) 
Dit begrip potentiaal is eerder al eens ingevoerd door 
Olelnik_. Douglis geeft in [6 J een zeer elegant bewijs van de 
effektiviteit van de verscherpte entropievoorwaarde als selek-
terend principe. Hij gaat uit van een vergelijking van de vorm. 
ut + (F (U) >x = o 
waarin hij aanneemt dat F(U) sterk convex is. 
(Als F(U) sterk concaaf is, is het resultaat volledig analoog) 
d.w.z. F'' (U) ~ a > 0, 
Douglis maakt in dit artikel gebruik van de definitie van 
zwakke oplossing volgens (3.8). De funktie U voldoet dus voor 
elk gesloten stuksgewijs glad contour c aan de relatie. 
§c { - Udx + F(U) di}= O 
De verscherpte ent~opie voorwaarde gebruikt hij in de vorm: 
h 
U (x+h,t) -U(x,t) Sat voor h --;,,O, t 7 o. 
Als F sterk convex is impliceert (4.2) tevens de geldig-
heid van (4.9). 
Bovendien normaliseert hij de gegeneraliseerde oplossingen 
(d.w.z. funkties U(t,x) die voldoen aan (4.8) en (4.9) ) door 
te stellen: 
u (x,t) = u (x- o,t) 
Deze normalisatie is altijd zinrijk omdat wegens de ver-
scherpte entropievoorwaarde de limieten U(x ~ O,t) altijd be-
staan. 
De bewijsvoering voor de existentie, de eenduidigheid en de 
stabiliteit van deze gegeneraliseerde oplossingen berust op 
de toepassing van het volgende ordeningsprincipe: 
(4. 11) 
(4.12) 
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Definitie: We zullen zeggen dat het ordeningsprincipe geldt 
in een klasse.J\.van begrensde gegeneraliseerde oplossingen 
van (4. 7), als de leden van,Jl. op een bepaalde manier partieel 
geordend zijn net als hun beginfunkties. 
D.w.z. als U en V twee begrensde gegeneraliseerde oplossingen 
uit.O. zijn, en als Teen gemeenschappelijke bepaaldheidsdrie-
hoek is (tringle of determinacy, zie § 2), dan eist het orde-
ningsprincipe dat U~ V overal in het inwendige van T indien 
U ~ V bijna overal op de basis van T. 
Douglis bewijst de volgende twee stellingen: 
Stelling 1. Als F sterk convex is, dan geldt het ordeningsprin-
cipe in de klasse van alle begrensde, genormali-
seerde, gegeneraliseerde oplossingen. 
Met behulp van deze stelling bewijst hij 
Stelling 2. Als F sterk convex is, en U en V gelijk ziJn in 
bijna elk punt van de basis van een gemeenschappe-
lijke bepaaldheidsdriehoek T, dan zijn U en V ook 
gelijk in elk punt van het inwendige van T. 
Een interessant gevolg van stelling 1 is het volgende: 
Als F sterk convex is, heeft iedere gegeneraliseerde op-
lossing dezelfde bovengrens en dezelfde benedengrens als zijn 
beginfunktie. 
Ook de continue afhankelijkheid van de beginvoorwaarden 
kan m.b.v. het ordeningsprincipe worden afgeleid. Bovendien 
bewijst Douglis nog de existentie van een gegeneraliseerde op-
lossing voor het geval dat F niet sterk convex is en bij wil-
lekeurige begrensde meetbare beginfunktie . .: Ook in dit geval 
blijkt het ordeningsprincipe van toepassing zodat een gegene-
raliseerde oplossing (nu gedefincieert met de verscherpte ent-
zopievoorwaarde (4.9) ) weer eenduidig en stabiel is. 
In Cs] geeft Douglis een heel ander bewijs van de eendui-
digheid van een gegeneraliseerde oplossing die gedefinieerd is 
met behulp van de entxopievoorwaarde. 
Hij geeft hier de eenduidigheidsstelling als een uitvloei-
sel van een stelling over niet lineaire vergelijkingen van de 
vorm: 
Ut + F (x,t,U,Ux) = O. 
Waarbij de eerste afgeleide naar x van de oplossing moet vol-
doen aan de volgende voorwaarde: 
Er is een funktie V(x,t) met V(x,t) = Ux (x,t) 
bijna overal in het beschouwde gebied en met 
V(x1 ,t) - V(x2,t) < !t 
Xl - X2 voor t :>- 0, x 1; x B 
waarin keen of andere constante is. (entiopie-voorwaarde). 
(4.13) 
(4.14) 
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We kunnen de betreffende stelling over niet lin.vergelij~ 
kingen (4.11) toepassen op het eenduidigheidsprobleem voor 
oplossingen van quasi-lineaire vergelijkingen door gebruikma-
king van de volgende definitie van het begrip zwakke oplossing: 
Definitie: Zij U(t,x) Lipschitzcontinu in het bovenste half-
vlak t~0 en laat U (x,t) voor bijna alle positieve t voldoen 
aan de vergelijking 
Ut + F (x,t,Ux) = 0 
Dan noemen we V(x,t) = Ux (x,t) een zwakke oplossing van de 
vergelijking 
Vt+ (F (x,t,v) )x = o. 
Als V(x,t) bijna overal continu is en aan voorwaarde 
(4.12) voldoet dan noemen we hem een gegeneraliseerde oplos-
sing van (4.13). Het eenduidigheidsbewijs na algemenere niet 
lineaire vergelijkingen laat zich niet zo mooi toepassen 
voor systemen-quasi-lineaire vergelijkingen. 
In [ 23J behandel t Olel'.nik het probleem van de eenduidig-
heid en stabiliteit voor gegeneraliseerde oplossingen van het 
Cauchy-Probleem. 
[ ~iU + ,a Y' (U,t,x) 
-;;>t ';;) X 
U (0,x) = U0 (x). 
= 0 
Voor het geval dat ~ niet convex of concaaf is. 
Deze oplossingen hebben een meer gecompliceerde struktuur 
dan die wanneer Y'uu J 0. Er kunnen nu n. l. contactdiscontinui-
teiten (discontinuiteiten langs karakteristieken, zie ~ 5) 
en gecentreerde verdunningsgolven. (dit begrip zal verderop 
nag warden toegelicht) met het centrum niet op de lijn t = 0 
optreden. Als defi.nitie voor zwakke oplossingen wordt die vol-
gens (3.8) gebruikt dus: 
Een stuksgewijs gladde funktie U(t,x) is een zwakke op-
lossing als voor elk stuksgewijs glad gesloten contour r' 
§11 [udx - ½Y (U,t,x) dt} = o. 
Vervolgens warden de volgende notati.es ingevoerd 
U(t,~1+ 0) = u+ (t,x) U(t,x-0) = U (t,x) 
l(U)::: (U+,t,x) - ~(U_,t,x) (U U ) + Vl(U t ) 
- + ~ +• ,x 
We 
waarde 
U(t,x) 
geldt: 
u+ - u_ 
zeggen nu dat een zwakke oplossing U(t,x) aan voor-
E voldoet indien in alle discontinuiteitspunten van 
(uitgezonderd misschien in een eindig aantal van hen) 
a 
b 
b. 
(4.15) 
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Voor discontinuiteitspunten waar U+>U- is l(U)~'f(U,t,x) 
voor alle U in het gesloten interval [ u_, U + J 
Voor discontinuiteitspunten waar U+<U- is l(U)~9'!(U,t,x) 
voor alle U in het gesloten interval [ U +, U_ J. 
(Voor cp (U,t,x) convex komt deze voorwaarde E overeen met de 
verscherpte entXopievoorwaarde). 
Een zwakke oplossing die aan voorwaarde E voldoet noemen 
we nu een gegeneraliseerde oplossing. 
Olelnik bewijst dat een aldus gedefinieerde gegenerali-
seerde oplossing die een gegeven waarde U0 (x) aanneemt voor 
t = 0 eenduidig is, en hij bewijst bovendien dat de gegene-
raliseerde oplossing stabiel is. 
De viscositeitsmethode. 
Deze methode gaat ervan uit dat de physisch relevante 
zwakke oplossing gevonden kan worden als limiet voorE ➔ 0 
van oplossingen van een vergelijking van de vorm (4.1) waar-
bij in het rechterlid een z.g. viscositeitsterm is toegevoegd, 
d.w.z. een ~weede orde term met een kleine co~ffici~nt, dus I 
een term E ;) U of algemener een term van de vormcdla<t ,x) 1 U 9 x 
a7 ~x 
waarin a(t,x) een voldoende ijzadde funktie is, 
a{a('r) (9x)~ of zelfs van de vorm t, .._ _ ......_ __ _, ; 
'dx 
in het laatste geval spreken we van ftiet-lineaire viscositeit. 
Wij zullen in het algemeen de eenvoudigste vorm voor de 
viscositeitsterm nemen en dus vergelijkingen beschouwen van de 
vorm: 
J(j?(Uc!:2 t,x) 
➔ at?. 
met Ut (O,x) = U0 (x) 
Het is eenvoudig in te zien dat als voor[➔ O, Uf (t ,x) ~ 
➔ U(t,x) in de L1-norm, d.w.z. 5~ j Uc - U I dxdt-, O, dat 
dan U(t,x) een zwakke oplossing is van (4.1). Immers Ui;.(t,x) 
is een zwakke oplossing van (4.15) (elke echte oplossi~g is 
een zwakke oplossing, en ~Ike continudifferentieerbare zwakke 
oplossing is een echte oplossing), d.w,z. dat voor elke twee-
maal differentieerbare funktie ~ geldt. y f Ut ~! + lp(Ut) ;! +E Ue !x~ -t CUt) f] dxdt = 0 
(vergelijk dit met (3.12)) 
Als we de limiet hiervan nemen voor c ➔ 0 dan krijgen we: 
~[u!! +<p<U)}i +ff(U)Jdxdt= o. 
dus U(t,x) = lim Ut (t,x) is een zwakke oplossing van (4.1). 
e. ➔ O 
(4.16) 
(4 .17) 
(4.18) 
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Hopf heeft in (15) al een studie gemaakt van een verge-
lijking van het type (4.15). 
Ole1nik bewijst in [21] dat het beginwaardeprobleem 
(4.15) een gladde oplossing Uc (t,x) heeft, en dat deze oplos-
sing eenduidig bepaald is. Onder het voldoen aan de beginvoor-
waarde Uc (O,x) = U0 (x) moeten we dan het volgende verstaan: 
Voor iedere continue funktie f(t,x) die gelijk aan nul is 
voor voldoende grote absolute waarde van x geldt: 
f(O,x) U0 (x)] dx-7 0 
voor t ➔ 0 
Als U0 (x) continu is voor x = x 1 dan geldt: 
lim U € (t ,x) = U0 (x1 ) 
t ➔ 0 1 X ➔ X\ 
Verder bewijst hij de volgende stelling: 
Stelling: Voor l. ~ 0 
van het Cauchy-Probleem 
lossing U (t,x) van het 
voor elke t (0 ,s t ~ T) 
convergeren de oplossingen u8 (t,x) 
(4.15) naar een gegeneraliseerde op-
Cauchy-Probleem (4.1) in die zin dat 
en x :> 0 geldt: 
£" : \ U E ( t , x) - U ( t , x >\ dx ➔ 0 
voor E - O. 
In [22] behandelt Ole1nik eveneens de constructie van een 
gegeneraliseerde oplossing van de vergelijking: 
+ ~ (p(U) 
,a-x 
= 0 U0 (x) = U (O,t) 
door middel van een verdwijnende viscositeitsterm. 
Hij bewijst de volgende stelling: 
Stelling: Zij 'fuu > O, zij U0 (x) een begrensde meetbare funktie 
op de as t = O. Dan convergeren de oplossingen van het Cauchy-Pro-
bleem 
3 UE. + 
a-t 
'\. 2 
t;T u C: 
a-x 2 
U~ (O,t) 
voor E-.;> 0 in het gemiddelde naar een bepaalde funktie U(t,x) 
op elk eindig interval I x / ~ a van elke rechte t = t O -:r- 0. 
Hieruit volgt direkt dat U(t,x) een zwakke oplossing van (4.17) 
is. 
Olelnik bewijst tevens dat voor 
verscherpte entxopie voorwaarde 
E U(t,x,) t 
de aldus verkregen U(t,x) een 
vervuld.is. 
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c. Differentie methoden. 
Het blijkt ook mogelijk te ziJn om zwakke oplossingen 
langs num.erieke weg te berekenen. Voorbeelden van differentie 
schema's hiervoor worden gegeven door Lax in [18] en[20J en 
door Olefnik in [21]. Een kenmerk van deze differentieschema's 
is dat zij symmetrisch in de plaatsco6rdinaten zijn, maar a-
symmetrisch in de tijdco6rdinaat. 
In[18J geeft Lax geen bewijs dat zijn daar gebruikte schema 
inderdaad een zwakke oplossing levert. Hij spreekt echter wel 
het vermoeden uit dat dit het geval is indien aan het klassieke 
Courant-Friedrichs-Lewy stabiliteitskriterium is voldaan. Bo-
vendien past Lax het schema toe op een groot aantal voorbeelden; 
In t20J geeft Lax een iets ander differentieschema dat de 
invoering van een kunstmatige viscositeitsterm ter verkleining 
van de gemaakte fouten, als essentieel punt heeft. Hij komt nu 
tot een stabiliteitskriterium da:t iets sterker is dan dat van 
Courant-Friedrichs-Lewy. 
Weer worden ter illustratie enkele voorbeelden numeriek uit-
gewerkt. (De voorbeelden hier zijn ontleend aan de hydrodyna-
mika en betreffen stelsels vergelijkingen). 
In [21] gebruikt Oletnik het differentie schema dat Lax in 
(18) aangeeft. Er wordt bewezen dat het schema inderdaad onge-
veer onder het Courant-Friedrichs-Lewy kriterium stabiel is en 
convergeert naar een gegeneraliseerde oplossing volgens de de-
finitie die op blz. van deze scriptie gegeven wordt. Ole1nik 
gebruikt deze numerieke oplossing ook bij zijn existentie be-
wij s vobr-'een gegenerla liseerdei;or>lossihgrJ,Ook .·heu~;bewijs' tlat 
d!3-, vo:tgens,;de y,;bscos:i:tei tsmefhodE;:J~.verJkr§gen zwa:k}5e ~oplgssing '.-:. 
een··gEJgenera.Hseer<lie"·bploss:img 1 :h:§. bewijst hij via de bovenge-
noemde numerieke oplossing. 
d. Een expliciete formule afgeleid door Lax. 
(4.19) 
In [15) leidt Ho:pf een formula af voor een soort gegenera-
liseerde oplossing van de quasi-lineaire vergelijking 
U ·➔ 0 
Later is het lax gelukt een soortgelijke formulate vinden 
voor de vergelijking __  
ut - f log (a + b e -M)j x = 0 
De grote overeenkomst tussen de twee oplossingen bracht 
Lax er toe een algemeen geldige expliciete formule af te lei-
den voor een oplossing van een enkele quasi-lineaire verge-
lijking. 
We gaan uit van de vergelijking. 
, n 
+ f (U)' 
X 
= 0 U (0,x) 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
( 4. 24) 
(4.25) 
(4.26) 
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Of als we de differentiatie van f uitvoeren 
U(O,x) = U0 (x) 
We veronderstellen dat (4.20) echt niet-lineair is, d.w.z. 
dat al (U) 4 0 (dus f (U) is echt convex of echt concaaf; 
(we zullen verder f(U) convex nemen). We definieren nu achter-
eenvolgens voor convexe f(U): de geconjugeerde funktie g(S) van 
f(U). 
g(S) = Max 
u 
{ u s - f (U) L ) 
Zij U =b(S) de waarde van U waar dit maximum wordt aangeno-
men, dan gelden de volgende relaties. 
en 
b (A (U)) = U 
~ g (S) = b(S) 
d:S 
Bovendien defini~ren we: 
Beschouwen we nu de uitdrukking 
! (y) + t g 
dan kan bewezen worden dat voor gegeven t, altijd, met uit-
zondering van een aftelbaar aantal x-waarden, (4.25) zijn 
minimum aanneemt in een enkel punt, dat we y0 (x,t) zullen 
noemen. 
We definieren nu: 
U (t,x) = b 
Lax bewijst 
(X-Yo) 
t 
nu in [ 19] de volgende stelling: 
Stelling·:· De funktie U(t,x) die door (4.26) gedefinieerd is, 
is een gegeneraliseerde oplossing van het Cauchy-Probleem 
(4.19). 
Hierin verstaat hij onder een gegeneraliseerde oplossing een 
zwakke oplossing die voldoet aan de volgende eisen: 
Stellen we deze zwakke oplossing voor met behulp van de trans-
formatie S(t) die toegepast wordt op een begrensde en meetbare 
beginfunktie U0 (x), zodat dus voor t=t3 geldt U(t 0 ,x) = 
S(t0 ) U0 (x) dan moet voor S gelden: 
I S(t) beeldt de verzameling van begrensde meetbare toestanden 
af in zichzelf. 
II De operatoren S(t) vormen een een-parameter halfgroep dus 
S (t1 +t2) = S (t1) S (t2) , t 1 , t 2 ~ 0 
S (0) = t 
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Ill Voor elke tis de operator S (t) continu in een of andere 
topologie. 
(4.27) 
Deze definitie van het begrip gegeneraliseerde oplossing 
stemt wel overeen met de eisen die wij tot nog toe gesteld 
hebben aan een gegeneraliseerde oplossing,n.l. eenduidigheid 
en continue afhankelijkheid van de beginvoorw~~rden. 
Lax toont aan dat de afhankelijkheid van de beginvoorwa:ar-
den voor zijn gegeneraliseerde oplossing niet alleen continu 
is, maar zelfs totaal continu. 
Voor een speciaal geval, n.l. de vergelijking 
ut + ( - log (a+ be-u>} x = 0 
toont hij bovendien aan dat het differentieschema uit f1sJ 
leidt tot de oplossing volgens (4.26). 
Tenslotte past hij formule (4.26) nog toe voor het onder-
zoek naa'r het asymptotisch gedrag van een gegeneraliseerde 
oplossing voor grote t. On de resultaten die hij daarbij be-
reikt eenvoudig te kunnen formuleren geven we eerst de vol-
gende definitie. 
Definitie: Een funktie p (x) heeft een gemiddelde waarde M 
als 
lim 1 
L~.:.o L ; (x) dx = M 
uniform in a. 
Voor het gedrag van een gegeneraliseerde oplossing met 
een of andere gemiddelde waarde, bij grote t geldt nu: 
Stelling: Zij (\J(t,x) de oplossing (4.26) van de behoudswet 
(4.19); veronderstel dat de beginwaarde van U 
een gemiddelde waarde M heeft. Dan nadert U (t,x) 
tot M, uniform in x als t naar c.-o gaat. 
Dit resultaat kan worden toegepast op een periodieke 
funktie, waarbij dan gevonden wordt dat de amplitude van de 
asymptotische funktie ( een zaagtand funktie) gelijk is aan 
constante. P (P=frequentie) 
t 
e~ dus afhanlielijk is van de frequentie van de oorspronke-
lijke funktie, en niet van zijn amplitude. 
Ook voor het"uitsterven" van een beginfunktie die buiten 
een eindig interval nul is wordt in[19J een expliciete 
formule afgeleid, 
We hebben nu in deze paragraaf 4 methoden onderzocht om 
de physisch relevante zwakke oplossing te vinden in het geval 
van een enkele behoudswet. Het is geb~eken datize alle 4 ons 
leidden tot dezelfde zwakke oplossing. Oat is/o~ereenstemming 
met de eisen die we moeten stellen willen deze methoden ge- · 
bruikt kunnen worden in physische toepassingen. 
(4.2) 
( 4. 28) 
A. 
(4.29) 
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Het is interessant om na te gaan wat nu de consequenties 
zijn van de gevonden resultaten. We zullen als kriterium voor 
een gegeneraliseerde oplossing uitgaan van de entwpievoor-
waarde (4.2), dus voor convexe F: 
U (x-0, t) :2' U (x+O,t) 
Dit houdt dus in dat een discontinuiteit il}tie beginfunktie 
waarbij U (x-0) > U (x+O) zich als discontinu~iteit kan voort-
o 0 planten. Daarentegen is een discontinuiteit in de beginfunktie 
met u0 (x-O) < U0 (x+O) gedoemd direkt te verdwijnen. 
In dit geval treedt een z.g.-verdunningsgolf op. 
In het geval dat de discontinuiteit gehandhaafd blijft, zal de 
voortplantingssnelheid (dus de baan in het x-t vlak) bepaald 
worden door de Rankine-Hugoniot relaties. 
Beschouwen we twee constante toestanden: 
U0 (x) = Ur (rechts) en U0 (x) = U1 (links) die in het punt 
x= 0 samenkomen, dan kunnen zich vdor de quasi-lineaire ver-
gelijking: 
die U0 (x) als peginfunktie heeft, twee essentieel verschillen-
de gevallen optreden. 
Ul ~ Ur 
Er treedt een schok op. 
De gegeneraliseerde oplossing heeft de gedaante: 
U(t,x) f U1 voor X 
"" 
= Ur voor X ;,,
F (U1) - F (Ur) 
ui- tl'r 
" 
t 
B. U1 <'. Ur 
(4.30) 
Er treedt een gecentreerde verdunningsgolf op. 
De gegeneraliseerde oplossing heeft de geda.ante: 
U(t,x) = 
1 voor x ,_ 1 i U .,. F" (U ) t G <t) voor F' ~U1) t ~ 
Ur voor x > F'-(Ur)t 
Hierin is G de inverse funktie van F1 , d.w.z. als U = 
G(~) dan is F' (U) = ~-
Opmerking. 
Het fei t dat alle vier aangegeven methoden..~ ter bepaling 
van een gegeneraliseerde oplossing tot eenzelfde resultaat 
leiden is geheel in overeenstemming met een vermoeden dat Lax 
in [18 J uitspreekt. 
Dit vermoeden luidt: 
Onder alle transformaties S die aan elke vektor ~ een 
,, zwakke oplossing U = S(~) met beginwaarde ~ toevoegen, is er 
een en slechts een die continu is in een of andere redelijke 
topologie. 
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15. Gegeneraliseerde oplossingen voor systemen quasi-lineaire 
verge lijking-en. 
Het begrip gegeneraliseerde oplossing voor systemen quasi-
lineaire vergelijkingen is veel minder uitputtend onderzocht 
dan dit het geval is voor een enkele vergelijking. 
De vraag hoe we de physisch relevante gegeneraliseerde 
oplossing van het Cauchy-Probleem voor systemen quasi-lineai-
re vergelijkingen moeten selekteren, is dan ook nog niet de-
finitief beantwoord, Wel is duidelijk dat we ons bij de beant-
woording zullen moeten bezighouden met twee soorten voorwaar-
den, n. l.: 
A. Voorwaarden die we opleggen aan de gegeneraliseerde op-
lossing. In de literatuur worden dit vaak stabiliteitsvoor-
waarden genoemd. 
B, Voorwaarden die we aan de vorm van het systeem vergelijk-
(5 .1) 
(5. 2) 
(5. 3) 
ingen opleggen teneinde ons te verzekeren van de eenduidig-
heid van op, bepaalde wijze gedefinieerde gegeneraliseerde 
oplossingen. Deze voorwaarde worden in de literatuur wel con-
vexiteits-voorwaarden genoemd. Een mogelijke formulering 
hiervan wordt door Rozhdestvenskii gegeven in [ 24]. 
"Lax noemt deze voorwaarden de voorwaarde voor het"echt niet-
lineair" zijn van het systeem. Hij geeft als definitie voor 
het echt-niet- lineair zijn van een karakteristiek veld: 
Definitie: Het kde karakteristieke veld van een quasi-11-
nea,ir systeem: 
ut + A{U,t,x) ux = o 
wordt echt-niet-lineair genoemd indien geldt: 
· rk • grad, 'x k, =f 0 voor alle U 
hierin is rk de kde rechtereigenvektor van de matrix A en 
Jk de bijbehorende eigenwaarde van A. 
We noemen het systeem (5 .1) echt-niet-linea.ir als alle 
karakteristieke velden echt-niet-lineair zijn. 
Als voor een karakteristiek veld geldt: 
':11c - grad ') k 0 
dan noemen we dit karakteristieke veld gedegenereerd. 
We zullen ons verder hoofdzakelijk bezighouden met de 
voorwaarden die we onder ! genoemd hebben. 
Voor het begrip gegeneraliseerde oplossing worden in de 
literatuur twee definities veelvuldig gebruikt. 
Deze zijn: 
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a. Definitie: Een gegeneraliseerde oplossing van een systeem 
quasi-lineaire vergelijkingen,is een zwakke oplossing die vol-
doet aan de schokvoorwaarden zoals die in [19] door Lax worden 
gegeven. Dus alle discontinuiteiten moeten schokken zijn. 
Deze definitie wordt ook gebruik door o.a. Rozhdestvenskii 
in (24J. 
b. Dit is de definitie die door Gelfand is gesuggereerd en 
(5. 4) 
(5 .5) 
die luidt: 
Definitie: Een gegeneraliseerde pplossing van een systeem 
quasi-lineaire vergelijkingen 
+ = 0 
'c}X 
i=l,2, .•• ,n. 
is een stelsel funkties (q1 , q2 , ... ,qn) dat verkregen kan 
worden als limiet voor ~ -'7 O, van oplossingen van het 
stelsel differentiaal vergelijkingen: 
3F. 
-1 + Bt = ~qk] ~x 
Dit is dus een definitie volgens de viscositeitsmethode. 
Het geval van op deze wijze gedefinieerde gegeneraliseerde 
oplossingen wordt behandeld in (s], (9 ], (12], [13] en ~6]. 
Naast deze twee definities van het begrip gegeneraliseerde 
oplossing is het natuurlijk ook mogelijk om systemen van 
quasi-lineaire vergelijkingen numeriek aan te pakken, en de 
aldus verkregen oplossing een gegeneraliseerde oplossing te 
noemen. 
De differentie schema's die Lax geeft in [18] en [20} kunnen 
worden toegepast op systemen quasi-lineaire vergelijktngen~ In 
hoeverre ze echter voor willekeurige gevallen zullen voldoen 
is nog niet aangegeven. 
We zullen nu het begrip gegeneraliseerde oplossing volgens 
de definities a en b nader onderzoeken. 
a. Lax geeft voor een schok in de oplossing van een stelsel 
(5.6) 
quasi-lineaire vergelijkingen de volgende definitie. 
Definitie: Een sprongdiscontinuiteit in een zwakke oplossing 
heet een schok indien er een inde~ k is, 0 !:: k ~ n, zodat 
de volgende ongelijkheden gelden: 
hierin is S de helling van de discontinuiteitsl!Jn; dus 
als de discontinuiteitslijn x = x(t) is dan is S = a,:-• 
De karakteristieke waarden~; zijn genummerd naar stijgende 
waarde. We noemen k de index van de schok. 
(5. 7) 
(5. 8) 
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Deze schokvoorwaarde houdt in dater vanuit elk punt van 
de discontinuiteitslijn (n-1) karakteristieken uitgaan; (k-1) 
links en (n-k) rechts van de discontinuiteitslijn. 
Dit is in overeenstemming met de theorie der vrije randwaarde 
problemen, die zegt dat het aantal karakteristieken dat uit-
gaat van de dicontinuiteitslijn gelijk moet zijn aan het aan-
tal relaties dat gegeven is tussen de toestanden aan weers-
zijden. Deze relaties zijn de Rankine-Hugoniot relaties. In-
dien we hieruit S elimineren houden we net (n-1) relaties 
tussen u1 en Ur over. 
We zullen ons nu verder bezighouden met systemen van de 
vorm: 
Dit houdt geen wezenlijke beperking in. 
Bovendien nemen we voorlopig aan dat (5.7) echt-niet-
lineaireis. 
Lax werpt de vraag op welke rechter eindtoestanden Ur 
er door middel van een k-schok verbonden kunnen worden met 
een linkertoestand u1• Hiertoe differentieert bij de Rankine-
Hugoniot relaties en past de schokvoorwaarde (5.6) toe. 
Zijn resultaat kunnen we in de volgende stelling weergeven. 
Stelling: Elke gegeven toestand U1 kan met een een parameter-
familie van toestanden Ur= U (E) , ~, door een k-$Chok 
verbonden worden, mits de kde familie karakteristieken echt-
niet-lineair is. 
Bovendienleidt hij nog het volgende af: 
De voortplanti~gssnelheid van de s<hok is tot op termen van 
de orde g2 , gelijk aan het rekenkundig gemiddelde van de ge-
luidssnelheid voor en achter de schok. 
De geluidssnelheid wordt bepaald door de karakteristieke waar-
de ~k ter plaatse. 
Alvorens ons soortgelijke vragen te stellen met betrekking 
tot verdunningsgolven zullen we enkele nieuwe begrippen in-
voeren. 
Definitie: Een funktie V = V (U1, U2 , .•• ttn) noemen we een 
(gegeneraliseerde) k-Riemann-invariant van het systeem (5.7) 
als hij voldoet aan de voorwaarde: 
· ,fk • grad. V = . 0 voor alle u. 
Waarin 'tk de kde rechtereigenvektor van A is. 
Het is eenvoudig in te zien dater (n-1) onafhankelijke 
k-Riemann-invarianten zijn, als we tenminste twee funkties 
onafhankelijk noemen als hun gradi~nten lineair onafhankeli jk 
zijn. 
(5. 9) 
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Definitie: Een gebied in het x-t vlak waarin U constant is 
noemen we een "constant State" 
Lax toont nu achtereenvolgens aan dat voor een gladde 
oplossing een "Constant State" altijd begrensd wordt door 
een klrakteristiek, en dat als een "constant State" wordt 
begrensd door een k-karakteristiek, dat dan aan de andere 
kant van deze k-karakteristi~k alle k-Riemann-invarianten 
constant zijn. 
Definitie: Een oplossing van (5.7) om een gebied van het x-
t-vlak, waarvoor alle k-Riemann-invarianten constant zijn 
noemen we een "k-simple wave". 
En geldt: De karakteristieken van het kde veld in een 
"k-simple-wave" zijn rechte lijnen waarlangs de oplossing 
constant is. 
Vroeger hebben we het idee van de :simple wave" aangetrof-
fen bij de z.g. ver<lunningsgolven. 
Uit het voorgaande kan eenvoudig afgeleid worden: 
Twee toestanden u1 en Ur kunnen dan en slechts dan door een 
gecentreerde "k-simple wave" verbonden worden als zij dezelf ... 
de k-Riemann-invarianten habben en als 
) k (Ul) ( :\ k (Ur) 
Lax toont aan dat de toestanden die door m~ddel van een 
"k-simple wave" met een linker-toestand u1 verbonden kunnen 
warden weer een een parameterfamilie Ur= U ~) vormen, maar 
nu met €. > O. 
Het blijkt dat als we de "schokfamilie" en de "simple 
wave familie" samenvoegen, de resulterende familie inf.= 0 
continue tweede afgeleiden naar c bezit. 
Een gevolg hiervan is dat de verandering van een k-Riemann-
invariant over een k-schok van de derde orde in£, de schok-
sterkte, is. 
Met behulp van de aldus verkregen eenparameterfamilie 
pakt Lax het z.g. beginwaardeprobleem van Riemann aan. 
Dit is het Cauchy-Probleem voor (5.7) metals beginfunktie: 
U (O,x) = voor voor 
X < 0 
X / 0 
Eerst zij opgemerkt dat de oplossing U (t,x) een funktie 
zal ziJn van x/t. 
De oplossing bestaat uit (n+l) ':'Constant States" U0 ,. •U1, u2 , 
. d" s II 
.••. , Un. Twee aanliggen e Constant tates Uk-l en Uk 
worden gescheiden door een k-schok of een gecentreerde "k-
simple wave", of als het veld lineair gedegenereerd is door een 
contactdiscontinutteit. 
Als nu de twee toestanden U0 en Un gegeven zijn, dan 
vinden we de tussenliggende toestanden u1 , u2 , ••• , enz als 
volgt: 
Zoals we gezien hebben is er een eenparameterfamilie van toe-
standen u1 die met U0 verbonden kunnen worden door middel 
van een golf (schok of "simple wave") van de eerste soort. 
(5 .10) 
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Evenzo is er een een parameterfamilie van toestanden u2 , die 
met u1 verbonden kunnen warden door een golf van de tweede 
soort, enz. Op deze manier krijgen we een n-parameterfamilie 
van toestanden: 
..... ~ 
= .... ' 
De Jacobiaan van het verkregen stelsel algebraische ver-
gelijkingen is niet nul, zodat de oplossing dus eenduidig 
bepaald is. We kunnen dit samenvatten in de volgende Stelling: 
Stelling: Iedere toestand U heeft een omgeving zodanig 
dat als Un in deze omgeving ~igt het beginwaarde probleem 
van Riemann, (5,7), (5.9) een oplossing heeft. Deze oplossing 
bestaat uit ( n+l) "constant i;tates" die verbonden zijn door 
schokken of "simple waves", 
Er is precies een oplossing van dit soort, mits de tussen-
liggende toestanden in een omgeving van U liggen. 
0 Rozhdestvenskii behandel t in [ 24] ook het beginwaarde 
probleem van Riemann (Problem of decay of a discontinuity) 
met de methode die aangegeven wordt door Lax. Hij zet het 
eenduidigheidsbewijs voor de oplossing wat strakker op en sluit 
de mogelijkheden van contactdiscontinuiteiten in dat bewijs 
uit. 
Ook Lax spreekt in zijn stelling betreffende het begin-
waarde probleem van Riemann niet over contactdiscontinuiteiten; 
immers het geval van een gedegenereerd karakteristiek veld 
is bij de opbouw van de eenparameterfamilie steeds uitgesloten. 
Het lijkt echter toch juist nu nog enkele eigenschappen van 
gedegenereerde karaktersitieke velden te vermelden+ 
Stelling: Als twee toestanden u1 en Ur dezelfde k-Riemann-
invarianten hebben t.o.v. een gedegenereerd karakteristiek 
veld, dan warden de Rankine-Hugoniot relaties op de scheids-
lijn vervuld met S = ~ k (U1 ) =~ (Ur ) , 
Zoals reeds eerder is opgemerkt noemen we een dergelijke 
discontinuiteit een contactdiscontinuiteit. 
Aan het eind van§ 2 noemden we bovendien een eigenschap 
van contactdiscontinuiteiten die vervat is in de vplgende 
Stelling: 
Stelling: Zij van het quasi-lineaire stelsel (5.7) het kde 
karakteristieke veld gedegenereerd, d.w.z. 
= 0 
Zij U (t,x) een stuksgewijs gladde oplossing van (5.7) en 
veronderstel dat U alleen eer}t;ontact discontinuiteit bevat, 
d.w.z. dat de k-Riemann-mvarianten continu zijn over de dis-
continuiteit van U. Dan kan U verkregen warden als de limiet 
van een rij gladde oplossingen, mits de sprang niet te groat 
is. 
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b. De definitie van Gelfand voor het begrip gegeneraliseerde 
oplossing volgerl.s de viscositeitsmethode is natuurlijk alleen 
zinvol als de op die wijze gedefinieerde oplossing eenduidig 
bepaald wordt door het stelsel (5.4) en niet afhankelijk is 
van de vorm van de matrix /} bikl/• 
In [12 J toont Godunov aan de hand van een voorbeeld aan 
dat de discontinuiteiten van de gegeneraliseerde oplossing 
afhankelijk zijn van de viscositeitsm~trix. 
Een soortgelijk voorbeeid geeft r>-1 Yacenko in [ 8 J Vvedens-
kaya toont in [261, weer aan de hand van een voorbeeld aan 
dat zelfs als weals viscositeitsmatrix de eenheidsmatrix 
nemen, de gegeneraliseerde oplossing niet eenduidig bepaald 
is. 
In [12) toont Godunov weer met een voorbeeld aan dat er 
redelijke matrices /I bik JI te vinden zijn waarvoor de gewenste 
eenduidigheid van de gegeneraliseerde oplossing niet g~ga-
randeerd is. ' 
In [9j bewijst F6y de volgende stelling. 
Stelling: La.ten u1 en tir twee toestanden zijn die verbonden 
kunnen worden door middel van e~n k-schok voor een hyperbo-
lisch systeem behoudswetten. Dan bestaat er een continue op-
lossing van het systeem met toegevoegde viscositeitsterm, die 
tot de gegeneraliseerde oplossing van het systeem (m.b.v. 
de schokvoorwaarde gedefinieerd) nadert als 1 de viscositeits-
term naar nul gaat. 
Het bewijs wordt alleen geleverd voor als viscositeits-
matrix de eenheidsmatrix. Foy epreekt bovendien de veronder-
stelling uit dat Gelfand's definitie van het begrip gegene-
raliseerde oplossing voor een hyperbolisch quasi-lineair 
systeem, voor zwakke schokken zinrijk is. 
Het voorgaande illustreert wel dater voor systemen 
quasi-lineaire vergelijkingen op het gebied van de gegene-
raliseerde oplossingen nog veel onbekend is. Lax geeft wel-
iswaar voor het probleem van Riemann een redelijke oplossing, 
maar algemenere beginwaarde problemen liggen met zijn methode 
toch ook nog niet direkt binnen bereik, terwijl de algemene 
bruikbaarheid van de viscositeitsmethode aan zeer redelijke 
twijfel onderhevig is. 
De differentieschema's zoals die door Lax gegeven worden 
zijn ook nog niet voldoende onderzocht, om over de bruikbaar-
heid daarvan voor algemene gevallen een definitieve uitspraak 
te doen. 
Appendix. 
Tenslotte zullen we een mogelijke toepassingsgebied voor 
de gegeneraliseerde oplossingen zoals die in deze scriptie 
behandeld zijn beschouwen, te weten de Chromatografie. 
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Eerst zullen enkele klassieke beschouwingen gegeven worden, 
waarvoor men de literatuur kan vinden in[27], [28), ['29] 
[30J en (31), daarna zal in het kort aangegeven worden of dit 
probleem misschien met profijt is aan te pakken met behulp 
van gegeneraliseerde oplossingen, en op welke moeilijkheden 
men dan speciaal zal moeten letten. 
Chromatografie is de naam van het proces dat scheiding 
van stoffen te weeg breqt door middel van fractionele adsorp-
tie. De basis is dus het feit dat de te scheiden stoffen, die 
we b.v. in opgeloste toestand hebben, door een bepaalde ad-
sorberende stof in verschillend.e mate geadsorbeerd worden. 
Ter illustratie geven we de gang van zaken bij de vorining 
van een chromatogram in de vloeistof-chromatografie. 
We hebben een kolom die gedeeltelijk gevuld is met een 
adsorberende stof, (Iqdien verstande dat in elkr 1engte ele-
mentje van de kolom zich eenzelfde hoeveelheid adsorberende 
stof bevindt). Boven in deze kolom gieten we een hoeveelheid 
van een oplossing van de te scheiden stoffen in een of ander 
geschikt oplosmiddel. De adsorberende stof zal de opgeloste 
stoffen volgens een bepaald bandenpatroon opnemen. Dit patroon 
noemen we een chromatogram. Het chromatogram kan worden "ont-
wikkeld" door zuiver oplosmiddel door de kolom te gieten; 
de banden zullen dan i.h.a. met verschillende snelheden gaan 
"lopen". 
Op deze wijze kan men vaak volledige of gedeeltelijke 
scheiding van de opgeloste stoffen krijgen. 
De vloeistof (oplosmiddel) noemen we de mobiele fase, de ad-
sorberende stof noemen we de stationaire fase. 
De laatste jaren maakt men het meest gebruik van z.g. 
gaschromatografen; hierbij wordt de mobiele fase gevormd door 
een gasstroom, waarin men de te scheiden stoffen op een be-
paalde plaats injecteerd. Het aldus verkregen chromatogram 
is wat anders dan datgene dat boven beschreven is, maar de 
verschillen treden niet op in de differentiaal vergelijkingen 
die het proces beheersen, doch alleen in de randvoorwaarden. 
Er zijn twee methoden mogelijk om de chromatografie theo-
rie op te zetten: 
1 Statistische behandeling van het gedrag van de individuele 
moleculen, 
2. behande~ing van de macroscopische eigenschappen van de 
betreffende stoffen. Deze benadering is gebaseerd op de massa-
balans in een dunne laag van de kolom, loodrecht op zijn as. 
Wij zullen hier de tweede methode volgen. Teneinde verge-
lijkingen te verkrijgen van het type dat in deze scriptie 
behandeld ~s zullen we de volgende restricties maken: 
a. Diffusje- en warmte effekten worden verwaarloosd; dus de 
axiale beweging in de mobiele fase berust uitsluitend op 
convectie, 
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b. Het evenwicht'tussen mobiele-en stationnaire fase treedt 
ogenblikkelijk in 
c. De stroomsnelheid is constant 
(1) 
(2) 
(3) 
(4) 
We zullen nu eerst het geval Van een opgeloste stof be-
handelen. 
+ 
We beschouwen zoals gezegd een dun laagje van 
de kolom, 
In [27J leidt Wilson door de massabalans van 
zo'n laagje op te maken op eenvoudige wijze 
de volgende vergelijking af: 
= 0 
met randvoorwaarden: 
als V = 0 
als V 7 0 
V c 0 
dan f(c) 
dan f(c) 
= } ; f (c) 
= 0 
= f(c 0 ) 
dx, 
voor x ">' 0 
voor x = 0 
N.B. deze randvoorwaarden gelden voor een vloeistofchromato-
gram zoals dat boven beschreven is. 
De gebruikte grootheden hebben de volgende betekenis x 
is de afstand tot de bovenkaht van de kolom, c is de concentra-
tie van de opgeloste stof, waarbij c 0 de oorspronkelijke con-
centratie van de ingegoten oplossing is. 
Vis het ingegoten volume oplossing 
f is de hbeveelheid geadsorbeerde stof. Deze f is een fuhktie 
van c. Men noemt f(c) de isotherm van de kolom. 
Opmerking: In de differentiaalvergelijking die Wilson afleidt 
staan nog verscheidene constahten die we in (1) hebben wegge-
laten ter vereenvoudiging van de notatie. Dit is voor de wis-
kundige formulering niet essentieel. 
De Vault geeft in(31} aan dat de afleiding van Wilson 
en zijn resulterende vergelijking niet helemaal correct zijn, 
maar het resultaat moet zijn: 
ac 
ax 
+ 
o-(f+c) 
~ 
0 
Essentiele verschillen geeft dit natuurlijk niet aangezien 
we (f+c) zouden kunnen voorstellen door een fuhktie f*. 
Als algemene oplossing van (1) geeft Wilson: 
c = Q { V - X fl (c)} . 
(5) 
(6) 
(6 ') 
(7) 
(8) 
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Willen we deze oplossing aanpassen aan de randvodrwaarde, 
dan kan dit door voor Q een discontinue funktie te kiezen 
n.l. Q =constant= c tot een bepaalde waarde van x, Q = o 
voorbij die waarde vag x. 
We krijgen zo dus de volg ende oplossing in het chromato-
gram weergegeven: 
Vco 
voor 0" X f (c0 ) dan f = f (co) 
V co voor X "'7 dan f 0 f (c0 ) = 
In de verdere literatuur is het gebruikelijk x en t (de 
tijd) als onafhankelijk variabelen te kiezen. 
Aangezien we de stroomsnelheid van de mobiele fase con-
stant hebben verondersteld kunnen we in vergelijking (3) 
gemakkelijk overgaan op t,x in plaats van V, x. 
Als we deze stroomsnelheid V noemen dan geldt namelijk: 
V = vt; vergelijking (3) gaat dan dus over in 
+ 
a (f+c) = 0 
zie 
Of zoals dit meestal genoteerd wordt, 
oC + 8 (f+c) 
V ~---- = 0. ax at 
De oplossingen van de vergelijkingen (3), (6) en (6') 
zijn natuurlijk geheel analoog aan de beschreven oplossing 
van vergelijking (1). De randvoorwaarden kan men wijzigen 
door het chromatogram via een andere methode te maken. 
We zullen nu overgaan op het geval dat de oplossing n 
verschillende stoffen bevat. 
Volgen we eerst weer het artikel van Wilson dan gaat 
vergelijking (1) over in 
af-
-1. + 
av 
~ c. 
-l. 
ax 
= 0 
metals randvoorwaarden 
Als V = o, x~ 
i=l,2, •.• ,n. 
0 C ) = 0 
als V > o, X = 
0 V c,i. 5~ f. 
0 
dan f i ( c1 , c2 , .•• , 
dan f i ( c1 , ~ , •.• , en) = 
dx. 
n o 
fi (cl, 0 
.. •' G ) n 
= l. 
hierin is c. de concentratie van de ide opgeloste stof terwijl 
d~ de oorspionkelijke concentratie van de ide stof is fi is 
de isotherm van de ide opgeloste stof, 
We nemen aan dat f 1 een funktie is van alle concentraties 
dus f i = f i (61 , c2 , .•. , dn ) . 
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Immers als fi alleen een funktie zou u z1Jn van Ci dan zouden 
we (7) als n onafha~kelijke vergelijkingen kunnen opvatten, 
zodat er geen enkel verschil met (1) zou zijn. 
I'(. tJ., I) Wilson vindt als oplossing van het stelsel (7) met rand-, I' voorwaarden (8) weer een chromatogram 
· ~ dat discontinutteiten vertoond. 
(I) 
(II) 
(9) 
(10) 
(11) 
Hiernaast is getekend welk beeld we on-
geveer krijgen in het geval we met drie 
stoffen te doen hebben. 
Glueckauf f29j"2behandelt het geval van twee opgeloste 
stoffen. Hij merkt hierbij op dat de isothermen f 1 (~1 , ~2) 
en f 2 ('<½_, ¾) altijd aan de volgende voorwaarden voldoen: 
voor dl = 0 geldt fl = 0 
voor c2 = 0 geldt f2 = 0 
af2 en af1 hebben l:ietzelfde teken. 
ac1 ;)C2 
Onder de aanname dat tCJ_ = ~ (1¾), die in de praktijk 
heel redelijk is, voert hij het stelsel vergelijkingen (7) 
over in het volgende stelsel gewone differentiaalvergelijkingen. 
dV 
dx = 
Voor dit systeem geeft hij een verdere uitwerking. 
Beschouwen we nu vergelijking (6 1). Voor het geval van meer 
componenten gaat deze over in 
y ~i 
ax + = 0 
Als deze vergelijkingen volgens de door Glueckauf gegeven 
methode behandeld worden dan vinden we we~r een stelsel dat 
analoog is aan (9); nu treedt er echter d; in op, en dit 
is nu net de grootheid die in de gas -
chromatografie gemeten wordt. 
Voor de theoretische behandeling van de chromatografie 
is het natuurlijk van het ~grootste be1ang een expliciete 
uitdrukking te hebben voor de isothermen fi (c1 , c2 , ••. , C ). 
Langmuir stelt hiervoor een vorm voor die vaak in overeen- n 
stemming is met de praktijk. Hij geeft voor de isothermen de 
volgende vergelijking 
f. (c r· ' ) i 'Cl ' c2 ' •• • ' en = 
a. c. 
1,~l. 
1+ J3 i::. 
i=i 
a. C. 
1 1 
(10) 
(12) 
(13) 
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Hierin ziJn a. constanten die van stoffen afhangen, terwijl 
1 J3 een positieve constante is. 
Het discontinue karakter van de aangegeven oplossingen 
van de afgeleide chromatografievergelijkingen doet vermoe-
den dater in dit gebied inderdaad gebruik kan worden gemaakt 
van gegeneraliseerde oplossin~en. . 
Gaan we voorlopig uit van de vergelijkingen (10) 
+ = 0 
ddn.1.1U.j.ijt het voordelig om de constante V bij een van de 
variabelen te nemen,we krijgen dan 
of 
a<vc.) + 
a x 1 
.j(f1+e1>= 
3-v' 
~ (f1 + e1> = 
9t 
0 
0 
Het verschil tussen deze twee repreaentaties komt natuur-
lijk tot uiting in de randvoorwaarden. 
Het zij opgemerkt dat de randvoorwaarden voor de stelsels 
(12) en (13) niet in de vorm van een beginfunktie zijn gege-
ven, zodat we de theorie der gegeneraliseerde oplossingen 
eerst zullen moeten uitbreiden voor gemengde rand-en begin-
waarde problemen. Dit zal waarschijnlijk niet op essenti~le 
moeilijkheden stuiten. 
In de literatuur wordt het onderwerp op verschillende plaatsen 
al genoemd. 
Bovendien moeten we, om de theorie der gegeneraliseerde 
oplossingen in zijn algemeenheid te kunnen toepassen, er reke-
ning mee houden dat ons systeem moet voldoen am de z.g. con-
vexiteitsvoorwaarden. 
In verband hiermee zij opgemerkt dat de meeste isothermen 
inderdaad concaaf of convex zijn, maar dater echter ook ge-
vallen zijn van z.g. sigmotde isothermen die een buigpunt 
vertonen. 
Uit praktisch oogpunt is een verbetering van de theorie 
der chromatografie echter dan pas effektief als de factor 
van de diffusie ook in rekening wordt gebracht, aangezien de 
ideale, diffusievrije toestand in de praktijk niet redelijk 
kan worden benaderd. 
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