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Abstract
This paper focuses on the problem of finding a particular data recommendation strategy based on
the user preferences and a system expected revenue. To this end, we formulate this problem as an
optimization by designing the recommendation mechanism as close to the user behavior as possible
with a certain revenue constraint. In fact, the optimal recommendation distribution is the one that is
the closest to the utility distribution in the sense of relative entropy and satisfies expected revenue. We
show that the optimal recommendation distribution follows the same form as the message importance
measure (MIM) if the target revenue is reasonable, i.e., neither too small nor too large. Therefore, the
optimal recommendation distribution can be regarded as the normalized MIM, where the parameter,
called importance coefficient, presents the concern of the system and switches the attention of the
system over data sets with different occurring probability. By adjusting the importance coefficient, our
MIM based framework of data recommendation can then be applied to system with various system
requirements and data distributions. Therefore, the obtained results illustrate the physical meaning of
MIM from the data recommendation perspective and validate the rationality of MIM in one aspect.
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2I. INTRODUCTION
The data recommendation is one of the most fundamental problems in wireless mobile Internet,
and it becomes more and more crucial in the era of big data. With the explosive growth of data,
it is difficult to send all the data to the users within tolerable time by traditional data processing
technology [1], [2]. Data push or recommendation technology may help users get their desired
information in time. In fact, data can be sent in advance when the system is idle, even if there
is no ask for it, rather than wasting time to wait for a clear request from users [3]. Furthermore,
it is also arduous for users to find desired data among a mass of data available in the Internet
[4]. In general, the special data which catches the interests of users can be provided faster and
easier with data recommendation system, since the recommendation strategy is usually well-
designed based on the preferences of users explicitly [5], [6]. Compared to search engines, push
is more convenient for less action required, and the quality of data pushed does not rely on the
skills and knowledge of the users [4]. For example, many applications in mobile phone prefer to
recommend some data based on the user’s interest to improve the user experience. In addition,
different from traditional industry, the Internet enterprises can make a profit through mobile
network by using push-based advertisement technology [7].
The previous works mainly discussed data push based on the content to solve the problem of
data delivery [3]–[10]. Data push is usually regarded as a strategy of data delivery in distributed
information systems [3]. The architecture for a mobile push system was proposed in [4], [8].
In addition, [9] put forward an effective wireless push system for high-speed data broadcasting.
The push and pull techniques for time-varying data network was discussed in [10]. Furthermore,
on this basis, the recommendation system was provided as information-filtering system which
push data to users based on the knowledge about their preferences [11], [12]. [11] discussed the
joint content recommendation, and the privacy-enhancing technology in recommendation systems
was investigated in [12]. Besides, [13] put forward a personalized social image recommendation
method. Furthremore, the recommendation technology was also used to solve the problem
in multimedia big data [14]. Different from the preceding works, in this paper, we do not
discuss the problem of data delivery based on content. As an alternative, we shall discuss the
distribution of recommendation sequence based on the performance of users when the revenue
of the recommendation system is required.
Nowadays, user customization is crucial and it can be solved by means of recommendation.
3The personalized concern of user usually can be characterized by many properties of the data
used by users, such as data format, keywords [4], [15], [16]. However, we choose the frequency
of data used to describe the performance of users since it has nothing to do with the concrete
content.
In addition, we take the revenue of the recommendation system into account. That is, a
recommendation process consumes resources while gets benefits. Different recommendation
types may bring different results. For example, the cost of omitting a data which should be
pushed mistakenly may be much smaller than that of pushing invalid data to a user erroneously.
On one hand, the users have confidence in the recommendation system if the desired data is
pushed to these users correctly. On the other hand, pushing the information that users do not ask,
such as advertisement, may seriously impact the user experience, but it can still bring revenue
from advertisements. To balance the loss of different types of push errors, we give different
weight to different types of push errors, which is similar with cost-sensitive learning [17]–[20].
For different application scenarios, the system focuses on different events according to the
need. For example, the small-probability events captures our attention in the minority subsets
detection [21], [22], while someone prefers the event with high probability in support vector
machine (SVM) [23]. For applications in wireless mobile Internet, in stage of expanding users,
recommending the desired data accurately to attract more users is more important. However, in
mature stage, advertising is focused on, since the applications expect to earn more money by
advertising though it degrades the user experience. This paper will mainly discuss these two
cases.
There are also some new findings when the message importance is taken into account [24]–
[28], and message importance can be used to characterize the concern degree of events. Message
importance measure (MIM) was proposed to characterize the message importance of events
which can be described by discrete random variable where people pay most attention to the
small-probability ones, and it highlights the importance of minority subsets [29]. In fact, it is an
extension of Shannon entropy [30], [31] and Re´nyi entropy [32] from the perspective of Fadeev’s
postulates [32], [33]. That is, the first three postulates are satisfied for all of them, and MIM
weakens the fourth postulate on the foundation of Re´nyi entropy. Moreover, the logarithmic
form and polynomial form are adopted in Shannon entropy and Re´nyi entropy, respectively,
while MIM uses the exponential form. [34] showed that MIM focuses on the a specific event by
choosing corresponding importance coefficient. In fact, MIM has a wide range of applications
4in big data, such as compressed storage and communication [35] and mobile edge computing
[36].
In fact, the superior recommendation sequence should like those generated by users, which
means that the data recommendation mechanism agrees with user behavior. To this end, the
probability of observing the recommendation sequence with the utilization frequency of the user
data should be as close to one as possible in the statistical sense. According to [37], that means
the relative entropy between the distribution of recommendation sequence and that of user data
should be minimized. We assume the recommendation model pursues best user performance
with a certain revenue guarantee in this paper.
We first find a particular recommendation distribution on the best effort in maximizing the
probability of observing the recommendation sequence with the utilization frequency of the user
data when the expected revenue is provided. Then, its main properties, such as monotonicity
and geometrical characteristic, are fully discussed. This optimal recommendation system can
be regarded as an information-filtering system, and the importance coefficient determines what
events the system prefers to recommend. The results also show that excessively low expectation
of revenue can not constrain recommendation distribution and exorbitant expectation of revenue
makes the recommendation system impossible to design. The constraints on the recommendation
distribution is true if the minimum average revenue is neither too small nor too large, and there
is a tradeoff between the recommendation accuracy and the expected revenue.
It is also noted that the form of this optimal recommendation distribution is the same as
that of MIM when the minimum average revenue is neither too small nor too large. The
optimal recommendation distribution is determined by the proportion of recommendation value
of the corresponding event in total recommendation value, where the recommendation value
is a special weight factor. The recommendation value can be seen as a measure of message
importance, since it satisfies the postulates of the message importance. Due to the same form
with MIM, the optimal recommendation probability can be given by the normalized message
importance measure when MIM is used to characterize the concern of system. Furthermore,
when importance coefficient is positive, the small-probability events will be taken more attention.
That is magnifying the importance index of small-probability events and lessening that of high-
probability events. Therefore, we confirms the rationality of MIM from another perspective in
this paper for characterizing the physical meaning of MIM by using data ecommendation system
rather than based on information theory. Besides, we expand MIM to the general case whatever
5the probability of systems interested events is. Since the importance coefficient determines what
events set systems are interested in, we can switch to different application scenarios by means
of it. That is, advertising systems are discussed if importance coefficient is positive, while non-
commercial systems are adopted if importance coefficient is negative. Compared with previous
works about MIM [29], [34], [35], most properties of optimal recommendation distribution is the
same, but a clear definition of the desired event set can be given in this paper. The relationship
between utility distribution and MIM was preliminarily discussed in [38].
The main contribution of this paper can be summarized as follows. (1) We put forward an
optimal recommendation distribution that makes the recommendation mechanism agrees with
user behavior with a certain revenue guarantee, which can improve the design of recommendation
strategy. (2) We illuminate that this optimal recommendation distribution is normalized message
importance, when we use MIM to characterize the concern of systems, which presents a new
physical explanation of MIM from data recommendation perspective. (3) We expand MIM to the
general case, and we also discuss the importance coefficient selection as well as its relationship
with what events systems focus on.
The rest of this paper is organized as follows. The setup of optimal recommendation is
introduced in Section II, including the system model and the discussion of constraints. In Section
III, we solve the problem of optimal recommendation in our system model, and give complete
solutions. Section IV investigates the properties of this optimal recommendation distribution. The
geometric interpretation is also discussed in this part. Then, we discuss the relationship between
this optimal recommendation distribution and MIM in Section V. It is noted that recommendation
distribution can be seen as normalized message importance in this case. The numerical results
is shown and discussed to certificate our theoretical results in Section VI. Section VII concludes
the paper. In addition, the main notations in this paper are listed in Table. I.
II. SYSTEM MODEL
We consider a recommendation system with N classes of data, as shown in Figure 1. In
fact, data is often stored based on its categories for the convenience of indexing. For example,
the news website usually classifies news into the following categories: politics, entertainment,
business, scientific, sports, and so on. At each time instant, the information source generates a
piece of data, which belongs to a certain class with probability distribution Q and would be
similar with another probability distribution U . In general, the generated data sequence does not
6TABLE I
NOTATIONS.
Notation Description
S The set of all the data
N The number of data classes
Si The set of data belonging to the i-th class
Si ∩ Sj = ∅ for i 6= j, and S = S1 ∪ S2 ∪ ...SN−1 ∪ SN
Q = {q1, q2, ..., qN} Raw distribution: the probability distribution of information source
P = {r1, r2, ..., rN} Recommendation distribution: the probability distribution of recommended data
U = {u1, u2, ..., uN} Utility distribution: the probability distribution of user’s preferred data
D(P ‖ U) The relative entropy or Kullback-Leibler (KL) distance between P and U
Cp The cost of a single data push
Rp The earning when the pushed data is liked by the user
Cn The cost when the pushed data is not liked by the user
Rad The advertising revenue when the pushed data is not liked by the user
Cm The cost missing to push a piece of user’s desired data
β The target revenue of a single data push
̟ The importance coefficient
α α =
β+Cp−Rp
Rad−Rp−Cn−Cm
γu γu =
∑N
i=1 u
2
i
g(̟,V ) g(̟,P ) =
∑N
i=1 v
2
i e
̟(1−vi)
∑
N
i=1 vie
̟(1−vi)
f(̟,x, U) f(̟,x, U) = uxe
̟(1−ux)
∑
N
i=1 uie
̟(1−ui)
x x = 1, 2, · · · , N is the index of classes
match the preference of the user. To optimize the information transmission process, therefore,
a recommendation unit is used to determine whether the generated data should be pushed to
the user with some deliberately designed probability distribution U . One the one hand, the
recommendation unit can make predictions of the user’s needs and push some data to the user
before he actually starts the retrieval process. In doing so, the transmission delay can be largely
reduced, especially when the data amount is large. On the other hand, the recommending unit
enables non-expert users to search and to access their desired data much easier. Furthermore,
we can profit more by pushing some advertisements to the user.
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Fig. 1. System model.
A. Data Model
We refer to the empirical probability mass function of the class indexes over whole the data
set as the raw distribution and denote it as Q = {q1, q2, ..., qN}. We refer to the probability
mass function of users’ preference over the classes as the utility distribution and denote it as
U = {u1, u2, ..., uN}. That is, for each piece of data, it belongs to class i with probability qi
and would be preferred by the user with probability ui. To fit the preference of the user under
some target revenue constraint, the system will make random recommendations according to a
recommendation distribution P = {p1, p2, ..., pN}.
We assume that each piece of data belongs to one and only one of the N sets. That is,
Si ∩ Sj = ∅ for ∀i 6= j, where Si is the set of data belonging to the i-th class. Thus, the whole
data set would be S = S1 ∪ S2 ∪ ...SN−1 ∪ SN . Thus, the raw distribution can be expressed as
qi = Pr{d ∈ Si} = crad(Si)/crad(S). In addition, the utility distribution U can be obtained by
studying the data-using behavior of a specific group of users and thus is assumed to be known
in prior in this paper.
For traditional data push, we usually expect to make |u(t)− s(t)| smaller than a given value
[10]. Different from them, we do not consider this problem based on content. As an alternative,
our goal is to find the optimal recommendation distribution P so that the recommended data
would fit the preference of the user as much as possible. To be specific, each recommended
sequence of data should resemble the desired data sequence of the user in the statistical sense.
For a sequence of user’s favorite data, let un be the corresponding class indexes. As n goes to
infinity, it is clear that un ∈ T (U) with probability one, where T (U) is the typical set under
distribution U . That is, Pr{ 1
n
log Pr(un) + H(U) = 0} = 1, where Pr(un) is the occurring
probability of un and H(U) is the joint entropy of U [37]. Since the class-index sequence rn
of recommended data is actually generated with distribution P , the probability that rn falls in
8the typical set T (U) of distribution U would be Pr{rn ∈ T (U)}
.
= 2−nD(P‖U), where D(P ‖ U)
is the relative entropy between P and U [37]. It is clear that the optimal P would maximizes
probability Pr{rn ∈ T (U)}, which is equivalent to minimizing the relative entropy
D(P ‖ U). (1)
In particular, our desired recommendation distribution P is not exactly the same as the utility
distribution of the user, because we also would like to intentionally push some advertisements
to the user to increase our profit.
B. Revenue Model
We assume that the user divides the whole data set into two parts, i.e., the desired ones and the
unwanted ones (e.g., advertisements). At the recommendation unit, the data can also be classified
into two types according to whether it is recommended to the user. Different push types may
strikingly lead to different results. For example, the cost of omitting a data which should be
pushed may be much smaller than that of erroneously pushing invalid data to a user. The user
experience will be enhanced if the data needed by users is pushed to them. Pushing some not
need content to users, such as some advertisement, may seriously impact the user experience,
but it still can bring in advertising revenue for the content delivery enterprise. Using a similar
revenue model as that in cost-sensitive learning [17]–[20], we shall evaluate the revenue of the
recommendation system as follows.
• The cost of making a recommendation is Cp;
• The revenue of a recommendation when the pushed data is liked by the user is Rp;
• The cost of a recommendation when the pushed data is not liked is Cn;
• The revenue of a recommendation when the pushed data is is not liked (but can serve as
an advertisement) is Rad;
• The cost of missing to recommend a piece of desired data of the user is Cm;
Therefore, the revenue of recommending a piece of data belonging to class i can be summarized
in the Table II.
Moreover, the corresponding matrix of occurring probability is given by Table III.
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THE REVENUE MATRIX.
Preference
Action
Recommend Not recomend
Desired Rp −Cp Cm
Unwanted Rad − Cp −Cn 0
TABLE III
THE MATRIX OF OCCURRING PROBABILITY.
Preference
Action
Recommend Not recomend
Desired piui (1− pi)ui
Unwanted pi(1− ui) (1− pi)(1− ui)
In this paper, we assume Cp, Rp, Cn, Rad, Cm are constraints for a given recommendation
system for simplicity. The expected system revenue can then be expressed as
R(P ) =
N∑
i=1
((Rp − Cp)piui + (Rad − Cp − Cn)pi(1− ui)− Cm(1− pi)ui) (2)
=− (Rp + Cn + Cm − Rad)(1−
N∑
i=1
piui) +Rp − Cp (3)
=− (Rp + Cn + Cm − Rad)
N∑
i=1
pi(1− ui) +Rp − Cp. (4)
C. Problem Formulation
In this paper, we consider the following three kinds of recommendation systems: 1)the ad-
verting system where recommending unwanted advertisements yields higher revenue; 2) the
noncommercial system where recommending user’s desired data brings higher revenue; 3) the
neutral system where the system revenue is independent of recommendation probability P . For
each given target revenue constraint R(P ) ≥ β and each kind of system, we shall optimize the
recommendation distribution P by minimizing D(P ||U). In particular, the following auxiliary
variable is used
α =
β + Cp −Rp
Rad − Rp − Cn − Cm
. (5)
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1) Advertising Systems: In an advertising system, recommending a piece of user’s unwanted
data (an advertisement) yields higher revenue. Since the revenue of recommending an advertise-
ment is the main source of income in this case, which is larger than other revenue and cost, the
advertising system would satisfy the following condition.
C1 : Rp + Cn + Cm − Rad < 0. (6)
By combining (4)–(6), it is clear that the constraint R(P ) ≥ β is equivalent to
N∑
i=1
pi(1− ui) ≥ α. (7)
For advertising systems, therefore, the feasible set of recommendation distribution P can be
expressed as
E1 =
{
P :
∑N
i=1
pi(1− ui) ≥ α|Rad > Rp + Cn + Cm
}
. (8)
For a given target revenue β, we shall solve the optimal recommendation distribution P of
advertising systems from
P1 : arg min
P∈E1
D(P ‖ U) (9)
s.t.
N∑
i=1
pi(1− ui) ≥ α (9a)
N∑
i=1
pi = 1. (9b)
2) Noncommercial Systems: A noncommercial system is defined as a recommendation system
where the revenue Rp − Cp of recommending a piece of desired data is larger than the sum of
revenue Rad − Cp − Cn of recommending an advertisement and the cost of not recommending
a piece of desired data Cm. That is,
C2 : Rp + Cn + Cm − Rad > 0. (10)
Accordingly, the constraint R(P ) ≥ β is equivalent to
N∑
i=1
pi(1− ui) ≤ α. (11)
Therefore, the feasible set of recommendation distribution P for noncommercial systems can
be expressed as
E2 =
{
P :
∑N
i=1
pi(1− ui) ≤ α|Rad < Rp + Cn + Cm
}
. (12)
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Afterwards, we can solve the optimal recommendation distribution P through the following
optimization problem.
P2 : arg min
P∈E2
D(P ‖ U) (13)
s.t.
N∑
i=1
pi(1− ui) ≤ α (13a)
N∑
i=1
pi = 1. (13b)
3) Neutral Systems: For the case Rp+Cn+Cm−Rad = 0, the corresponding expected system
revenue degrades to
R(P ) = Rp − Cp (14)
and is independent from the recommendation distribution P . As long as the target revenue
satisfies β < Rp−Cp, the constraint R(P ) ≥ β can be met by any recommendation distribution.
Therefore, the recommendation distribution can be chosen as P = U .
4) Discussion of Systems: Noncommercial systems usually appear in stage of expanding
users. In this stage, in order to seize market share, the main tasks are attracting more users and
making users have confidence in this recommendation systems by excellent user experience, and
therefore the revenue from new users by recommending desired data should be larger than the
revenue of recommending an advertisement and the cost of not recommending a piece of desired
data. Generally, from a qualitative perspective, the data desired by users with high-probability is
recommended with higher probability to make R(P ) larger in this case, since R(P ) decreases
with increasing of
∑N
i=1 pi(1− ui). In this sense, the high-probability events are more important
here.
Advertising systems is usually adopted in mature stage of applications where users are ac-
customed to the recommendation system and can put up with some advertisements. Here, the
applications expect to earn more money by advertising. Thus, the revenue of recommending an
advertisement is larger than other revenue and cost in advertising systems. From a qualitative
perspective, in order to get more revenue, the data desired by users with small-probability
(e.g., advertisements) should be recommended with high probability since R(P ) increases with
increasing of
∑N
i=1 pi(1− ui). In this sense, the small-probability events are more important
here.
12
Remark 1. Since
{
P : R(P ) ≥ β
}
= E1 ∪ E2 ∪
{
P : R(P ) ≥ β|Rad = Rp + Cn + Cm
}
, these
three kinds of recommendation systems cover all the cases of this problem.
III. OPTIMAL RECOMMENDATION DISTRIBUTION
In this part, we shall present the optimal recommendation distribution for both advertising
systems and noncommercial systems explicitly. We define an auxiliary variable and an auxiliary
function as follows.
γu =
∑N
i=1
u2i , (15)
g(̟, V ) =
∑N
i=1 v
2
i e
̟(1−vi)∑N
i=1 vie
̟(1−vi)
, (16)
where ̟ ∈ (−∞,+∞) is a constant and V = {v1, v2, · · · , vN} is a general probability mass
function. Actually, we have γu = e
−H2(U) where H2(U) is the Re´nyi entropy Hα(·) when α = 2
[40].
In particular, we have the following lemma on g(̟, V ).
Lemma 1. Function g(̟, V ) is monotonically decreasing with ̟.
Proof. Refer to Appendix A.
Lemma 2. g(0, V ) =
∑N
i=1 v
2
i , g(−∞, V ) = vmax, and g(+∞, V ) = vmin, where vmax =
max{v1, v2, · · · , vN} and vmin = min{v1, v2, · · · , vN}.
Proof. Refer to the Appendix B
It is clear that we have g(0, P ) = γp and g(0, U) = γu.
A. Optimal Advertising System
Theorem 1. For an advertising system with Rp+Cn+Cm−Rad < 0, the optimal recommendation
distribution is the solution of Problem P1 and is given by
p∗x =

ux if α ≤ 1− γu
uxe
̟∗(1−ux)∑N
i=1 uie
̟∗(1−ui)
if 1− γu < α ≤ 1
NaN if 1 ≤ α
(17)
for 1 ≤ x ≤ N , where α is defined in (5), γu is defined in (15), NaN means no solution exists,
and ̟∗ > 0 is the solution to g(̟,U) = 1− α.
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Proof. First, if α > 1, no solution exists since
∑N
i=1 pi(1− ui) is always smaller than one and
the constraint (9a) can never be satisfied.
Second, if α ≤ 1 − γu, we have
∑N
i=1 pi(1− ui) ≥
∑N
i=1 ui(1− ui) = 1 − γu ≥ α. That is,
the constraint (9a) could by satisfied with any distribution P . Thus, the solution to Problem P1
would be P = U , which minimizes D(P ||U).
Third, if 1 − γu < α ≤ 1, we shall solve Problem P1 based on the following Karush-Kuhn-
Tucher (KKT) conditions.
∇PL(P, λ, µ) = ∇P
(
N∑
i=1
pi ln
pi
ui
+ λ
(
α−
N∑
i=1
pi(1− ui)
)
+ µ
(
N∑
i=1
pi − 1
))
=0 (18)
λ(α−
N∑
i=1
pi(1− ui)) =0 (18a)
N∑
i=1
pi − 1 =0 (18b)
α−
N∑
i=1
pi(1− ui) ≤0 (18c)
λ ≥0 (18d)
Differentiating ∇PL(P, λ, µ) with respect to p
∗
x and set it to zero, we have
ln p∗x + 1− ln ux − λ(1− ux) + µ = 0, (19)
and thus p∗x = uxe
λ(1−ux)−µ−1. Together with constraint (18b), we further have eµ+1 =
∑N
i=1 uie
λ(1−ui)
and
p∗x =
uxe
λ(1−ux)∑N
i=1 uie
λ(1−ui)
, (20)
where λ ≥ 0 is the solution to
∑N
i=1 p
∗
i (1− ui) = α, i.e., g(λ, U) = 1 − α. By substituting λ
with ̟∗, the desired result in (17) would be obtained.
The condition 1− γu < α ≤ 1 implies g(̟
∗, U) = 1− α ≤ γu = g(0, U). Since g(̟,U) has
been shown to be monotonically decreasing with ̟ in Lemma 1, we then have ̟∗ > 0. This
completes the proof of Theorem 1.
Remark 2. We denote
β0 =(1− γu)(Rad − Rp − Cn − Cm) +Rp − Cp, (21)
βad =− (Rad − Rp − Cn − Cm)umin +Rad − Cp − Cn − Cm, (22)
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and have
• α ≤ 1− γu is equivalent to β ≤ β0, which means that the target revenue is low and can be
achieved by pushing data according to the preference of the user exactly.
• 1 − γu < α ≤ 1 is equivalent to β0 < β ≤ βad, which means that the target revenue can
only be achieved when some advertisements are pushed according to probability p∗x.
• 1 < α is equivalent to β > βad, which means that the target is too high to achieve, even
when advertisements are pushed with probability one.
B. Optimal Noncommercial System
Theorem 2. For a noncommercial system with Rp + Cn + Cm − Rad > 0, the optimal recom-
mendation distribution is the solution of Problem P2 and is given by
p∗x =

NaN if α < 0
uxe
̟∗(1−ux)∑N
i=1 uie
̟∗(1−ui)
if 0 ≤ α < 1− γu
ux if 1− γu ≤ α
, (23)
for 1 ≤ x ≤ N , where α is defined in (5), γu is defined in (15), NaN means no solution exists,
and ̟∗ < 0 is the solution to g(̟,U) = 1− α.
Proof. First, if α < 0, no solution exists since
∑N
i=1 pi(1− ui) is positive and cannot be smaller
a negative number, and thus the constraint (13b) can never be satisfied.
Second, if α ≥ 1 − γu and we set p
∗
x = ux, we would have
∑N
i=1 p
∗
i (1− ui) = 1 − γu ≤ α,
i.e., constraint (13a) is satisfied. Since setting p∗x = ux minimizes D(P ||U), P = U should be
the solution of Problem 2.
15
Third, if 0 ≤ α < 1− γu, we shall solve Problem P2 using the following KKT conditions.
∇PL(P, λ, µ) = ∇P
(
N∑
i=1
pi ln
pi
ui
+ λ
(
N∑
i=1
pi(1− ui)− α
)
+ µ
(
N∑
i=1
pi − 1
))
=0 (24)
λ(
N∑
i=1
pi(1− ui)− α) =0 (24a)
N∑
i=1
pi − 1 =0 (24b)
N∑
i=1
pi(1− ui)− α ≤0 (24c)
λ ≥0 (24d)
Differentiating ∇PL(P, λ, µ) with respect to p
∗
x and set it to zero, we have
ln p∗x + 1− ln ux + λ(1− ux) + µ = 0, (25)
andp∗x = uxe
−λ(1−ux)−µ−1. Together with constraint (24b)), we then have eµ+1 =
∑N
i=1 uie
−λ(1−ui)
and
p∗x =
uxe
−λ(1−ux)∑N
i=1 uie
−λ(1−ui)
, (26)
where λ > 0 is the solution to
∑N
i=1 p
∗
i (1− ui) = α.
By denoting ̟∗ = −λ, (26) turns to be p∗x =
uxe
̟∗(1−ux)∑N
i=1 uie
̟∗(1−ui)
which is the desired result in
(23).
Moreover, the condition 0 ≤ α < 1 − γu implies g(̟
∗, U) = 1 − α ≥ γu = g(0, U). Since
g(̟,U) is monotonically decreasing with ̟ (cf. Lemma 1), we see that ̟∗ < 0. Thus, Theorem
2 is proved.
Remark 3. We denote
βno = −(Rad − Rp − Cn − Cm)umax +Rad − Cp − Cn − Cm, (27)
and have the following observations.
• α < 0 is equivalent to β ≥ βno, which means that the target revenue is high and cannot be
achieved by any recommendation distribution.
• 0 ≤ α < 1− γu is equivalent to β0 < β ≤ βno, which means that the target revenue is not
too high and the information is pushed according to probability p∗x. The user experience is
limited by the target revenue in this case.
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• 1 − γu ≤ α is equivalent to β ≤ β0, which can be achieved by pushing data according to
the preference of the user exactly.
C. Short Summary
We further denote
βne = Rp − Cp, (28)
the optimal recommendation distributions for various systems and various target revenues can
then be summarized in Table IV.
TABLE IV
THE OPTIMAL RECOMMENDATION DISTRIBUTION.
Case β α p∗x
Advertising system
1© β ≤ β0 α ≤ 1− γ ux
2© β0 < β ≤ βad 1− γ < α ≤ 1
uxe
̟(1−ux)
∑
N
i=1
uie
̟(1−ui)
3© β > βad α > 1 NaN
Neutral system
4© β ≤ βne NaN ux
5© β > βne NaN NaN
Noncommercial system
6© β0 < β ≤ βno 0 ≤ α < 1− γ
uxe
̟(1−ux)
∑
N
i=1 uie
̟(1−ui)
7© β ≤ β0 α ≥ 1− γ ux
8© β > βno α < 0 NaN
Cases 3©, 5©, and 8© are extreme cases where the target revenue is beyond the reach of the
system. For cases 1©, 4©, and 7©, the target revenue is low (β < βno or β < βad), and thus
is easy to achieve. In particular, the constraints (9a) and (13a) are actually inactive. Thus, the
optimal recommendation distribution would be exactly the same with the utility distribution.
Cases 2© and 6© are more practical and meaningful due to the appropriate target revenues
used. To further study the property of the optimal recommendation distribution of these two
cases, the following function is introduced,
f(̟, x, U) =
uxe
̟(1−ux)∑N
i=1 uie
̟(1−ui)
, (29)
where ̟ ∈ (−∞,+∞).
In doing so, the optimal recommendation distribution of cases 2© and 6© can be jointly
expressed as
p∗x = f(̟
∗, x, U), (30)
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where ̟∗ is the solution to g(̟,U) = 1− α.
In particular, f(̟∗, x, U) presents the optimal solution of case 2© if ̟∗ > 0 and presents the
solution of case 6© if ̟∗ < 0. Moreover, when ̟ = 0, we have
f(0, x, U) = ux, (31)
which can be considered as the solution to cases 1©, 4©, and 7©.
IV. PROPERTY OF OPTIMAL RECOMMENDATION DISTRIBUTIONS
In this section, we shall investigate how the optimal recommendation distribution diverges
with respect to the utility distribution, in various systems and under various target revenue
constraints. To do so, we first study the property of function f(̟, x, U), where ̟x and ˜̟x 6= 0
are, respectively, the solution to the following equations
ux = g(̟,U), (32)
ux = f(̟, x, U). (33)
A. Monotonicity of f(̟, x, U)
Theorem 3. f(̟, x, U) has the following properties.
1) f(̟, x, U) is monotonically increasing with ̟ in (−∞, ̟x);
2) f(̟, x, U) is monotonically decreasing with ̟ in (̟x,+∞);
3) ̟x is decreasing with ux, i.e, ̟y < ̟x if uy > ux;
4) ̟x < 0 if ux > γu;
̟x = 0 if ux = γu;
̟x > 0 if ux < γu.
Proof. 1) and 2) The derivative of (̟, x, U) with respect to ̟ can be expressed as
∂ (f(̟, x, U))
∂̟
=
uxe
̟(1−ux)(1− ux)
∑N
i=1 uie
̟(1−ui) − uxe
̟(1−ux)
∑N
i=1 uie
̟(1−ui)(1− ui)(∑N
i=1 uie
̟(1−ui)
)2
(34)
=
uxe
̟(1−ux)
∑N
i=1 ui(ui − ux)e
̟(1−ui)(∑N
i=1 uie
̟(1−ui)
)2 . (34a)
Since we have uxe
̟(1−ux) > 0 and
(∑N
i=1 uie
̟(1−ui)
)2
> 0, the sign of the derivative only
depends on the term
∑N
i=1 ui(ui − ux)e
̟(1−ui).
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Lemma 1 and Lemma 2 show that g(̟,U) is monotonically decreasing with ̟ and ̟x is
the unique solution to equation ux = g(̟,U). For ̟ < ̟x, therefore, we then have g(̟,U) >
g(̟x, U) = ux, which is equivalent to
∑N
i=1 ui(ui − ux)e
̟(1−ui) > 0. Thus, we have ∂(f(̟,x,U))
∂̟
>
0 and f(̟, x, U) is increasing with ̟ if ̟ < ̟x. Likewise, it can be readily proved that
f(̟, x, U) is decreasing with ̟ if ̟ > ̟x.
3) Suppose g(̟x, U) = ux, g(̟y, U) = uy and ux < uy, we would have, g(̟x, U) <
g(̟y, U). Since g(̟) is decreasing with ̟ (cf. Lemma 1), we then have ̟x > ̟y, i.e., ̟x is
decreasing with ux.
4) First, we have g(0, U) = γu by the definition of g(̟,U) (cf. (16)). Using the monotonicity
of g(̟,U) with respect to ̟ (cf. Lemma 1), we have ̟x < 0 if ux > γu and ̟x > 0 if ux < γu.
Thus, the proof of Theorem 3 is completed.
In particular, according to Lemma 2, if ux=umin, ̟x will approach positive infinity, while ̟x
will approach negative infinity if ux=umax.
Remark 4. 1) f(̟, x, U) is monotonously decreasing with ̟ if ux = umax;
2) f(̟, x, U) is monotonously increasing with ̟ if ux = umin.
Remark 5. We denote
βx = −(Rad −Rp − Cn − Cm)ux − Cp − Cn − Cm +Rad, (35)
and the relationships between f(̟, x, U) and β in different systems are shown as follows.
• For advertising systems,
1) f(̟, x, U) is monotonically decreasing with β in (β0, βad) if ux ≥ γu;
2) f(̟, x, U) is monotonically increasing with β in (β0, βx) and monotonically decreas-
ing in (βx, βad) if ux < γu.
• For noncommercial systems,
1) f(̟, x, U) is monotonically decreasing with β in (β0, βno) if ux ≤ γu;
2) f(̟, x, U) is monotonically increasing with β in (β0, βx) and monotonically decreas-
ing in (βx, βno) if ux < γu.
B. Discussion of Parameter
Assume that there is unique minimum pmin and unique maximum pmax in utility distribution
U . Without loss of generality, let u1 < u2 ≤ ... ≤ ut ≤ γu < ut+1 ≤ ... ≤ uN−1 < uN , and
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umin = u1 and umax = uN . P
∗ = (p∗1, p
∗
2, ..., p
∗
N) is used to denote the optimal recommendation
distribution. Besides, we only discuss the relationship between the optimal recommendation
distribution and the parameters (β and ̟) in Cases 2© and 6© in this part.
In fact, we have the following proposition on ˜̟x.
Proposition 1. ˜̟x has the following properties.
1) ˜̟x exists when ux 6= γu, ux 6= umax and ux 6= umin;
2) ˜̟x < 0 if ux > γu;˜̟x > 0 if ux < γu.
3) ˜̟x is decreasing with ux, i.e, ˜̟ y < ˜̟x if uy > ux;
Proof. Refer to the Appendix C.
For convenience, we denote ˜̟ 1 ∆= +∞ and ˜̟N ∆= −∞.
For advertising systems, the optimal recommendation distribution is given by (17) and ̟∗ > 0
(cf. Theorem 1). As ̟∗ → +∞, we have
p∗1 = f(+∞, 1, U) = lim
̟∗→+∞
umine
̟∗(1−umin)∑N
i=1 pie
̟∗(1−ui)
(36)
= lim
̟∗→+∞
umine
̟∗(1−umin)
umine̟
∗(1−umin) +
∑
ui 6=umin
uie̟
∗(1−ui)
(36a)
= lim
̟∗→+∞
1
1 +
∑
ui 6=umin
ui
umin
e̟∗(umin−ui)
(36b)
=1. (36c)
Obviously, p∗k = f(+∞, k, U) = 0 when k ≥ 2. Therefore, the utility distribution P
∗ is
(1, 0, 0, ..., 0) here.
Based on Proposition 1, if 0 < ˜̟N3+1 < ̟∗ < ˜̟N3 (1 ≤ N3 ≤ N − 1), we have p∗x > ux
for 1 ≤ x ≤ N3 and p
∗
x < ux for N3 + 1 ≤ x ≤ N . The number of optimal recommendation
probability which is larger than corresponding utility probability is N3. Let N4 = N − N3. N3
decreases with increasing of ̟∗ (cf. Proposition 1). In particular, if ̟∗ > ˜̟ 2 > 0, only the
recommendation probability of the event with smallest utility probability is enlarged and that of
other events is reduced, compared to the corresponding utility probability. As the parameter ̟∗
approaches positive infinity, the recommendation distribution will be (1, 0, 0, ..., 0). In conclusion,
this recommendation system is a special information-filtering system which prefers to push the
small-probability events.
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For noncommercial systems, we can get the optimal recommendation distribution by (23) and
̟∗ < 0 (cf. Theorem 2). As ̟ → −∞, it is noted that
p∗N = f(−∞, N, U) = lim
̟→−∞
umaxe
̟(1−umax)∑N
i=1 uie
̟(1−ui)
(37)
= lim
̟→−∞
umaxe
̟(1−umax)
umaxe̟(1−umax) +
∑
ui 6=umax
uie̟(1−ui)
(37a)
= lim
̟→−∞
1
1 +
∑
ui 6=umax
ui
umax
e̟(umax−ui)
(37b)
=1, (37c)
and p∗k = f(−∞, k, U) = 0 when k ≤ N − 1. Hence, P
∗ = (0, 0, .., 0, 1) in this case.
If ˜̟K+1 < ̟ < ˜̟K < 0 (1 ≤ K ≤ N − 1), p∗x < ux for 1 ≤ x ≤ K and p∗x > ux for
K + 1 ≤ x ≤ N . The number of optimal recommendation probability which is larger than
corresponding utility probability is N − K. Let N2 = N − K and N1 = K. It is noted that
N2 decreases with decreasing of ̟ (cf. Proposition 1). In particular, if ̟ < ˜̟N−1 < 0, only
the recommendation probability of the event with largest utility probability is enlarged and that
of other events is reduced, compared to the corresponding utility probability. As the parameter
̟ approaches negative infinity, the push distribution will be (0, 0, ..., 0, 1). In this case, the
high-probability events are prefered to push by this recommendation system.
Let the optimal recommendation distribution be equal to the utility distribution, i.e., P ∗ = U ,
and we have
uj =
uje
̟(1−uj)∑N
i=1 uie
̟(1−ui)
= f(̟, j, U) , 1 ≤ j ≤ N. (38)
It is noted that ̟ = 0 is the solution of (38) according to (31). Since f(̟, 1, U) is monotonously
increasing with ̟ (cf. Remark 4), f(̟, 1, U) 6= f(0, 1, U) = u1 when ̟ 6= 0. Thus there exists
one and only one root for (38), which is ̟ = 0, and P ∗ = U in this case. Here, all the data
types are fairly treated.
For convenience, the relationship between parameter, the optimal recommendation distribution
and the utility distribution is summarized in Table V.
In fact, the recommendation system can be regarded as an information-filtering system which
push data based on the preferences of users [12]. The input and output of this information-
filtering system can be seen as utility distribution and optimal recommendation distribution,
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TABLE V
OPTIMAL RECOMMENDATION DISTRIBUTION WITH PARAMETERS. ↓ IS USED TO DENOTE p∗x < ux AND ↑ IS USED TO
DENOTE p∗x > ux .
β ̟ x = 1 2 ≤ x ≤ t t+ 1 ≤ x ≤ N − 1 x = N P ∗
βno −∞ 0 p
∗
x < ux p
∗
x < ux 1 (0,0,...,0,1)
(β0, βno) (−∞, 0) p
∗
1 < u1 p
∗
x < ux / p
∗
N > uN
(↓, ..., ↓︸ ︷︷ ︸
N1
, ↑, ..., ↑︸ ︷︷ ︸
N2
)
(β0, β˜x) (−∞, ˜̟x) / / p∗x < ux p∗N > uN
(β˜x, βno) ( ˜̟x, 0) / / p∗x > ux p∗N > uN
β0 0 p
∗
1 = u1 p
∗
x = ux p
∗
x = ux p
∗
N = uN (u1, u2, ..., uN )
(β0, β˜x) (0, ˜̟x) p∗1 > u1 p∗x > ux / /
(↑, ..., ↑︸ ︷︷ ︸
N3
, ↓, ..., ↓︸ ︷︷ ︸
N4
)
(β˜x, βad) ( ˜̟x,+∞) p∗1 > u1 p∗x < ux / /
(β0, βad) (0,+∞) p
∗
1 > u1 / p
∗
x < ux p
∗
N < uN
βad +∞ 1 p
∗
x < ux p
∗
x < ux 0 (1,0,...,0,0)
respectively. For advertising systems, compared to the input, on the output port, the recommen-
dation probability of data belonging to the set {Si|1 ≤ i ≤ K} is amplified, and that belonging
to the set {Si|K + 1 ≤ i ≤ N} is minified, where 1 ≤ K ≤ N − 1 and 0 < ˜̟K+1 < ̟ < ˜̟K .
Since u1 < u2 ≤ ... ≤ ... ≤ uN−1 < uN , the advertising system is a special information-filtering
system which prefers to push the small-probability events. Assume ˜̟K+1 < ̟ < ˜̟K < 0
and 1 ≤ K ≤ N − 1. For noncommercial systems, the data with higher utility probability, i.e.,
{Si|K + 1 ≤ i ≤ N}, is more likely to be pushed, and the data with smaller utility probability,
i.e., {Si|1 ≤ i ≤ K}, tends to be overlooked. Since u1 < u2 ≤ ... ≤ ... ≤ uN−1 < uN , the
high-probability events are prefered to push by the advertising system.
Remark 6. The recommendation system can be regarded as an information-filtering system, and
parameter ̟ is like a indicator which can reflect the system performance. If ̟ > 0, the system is
a advertising system, which prefers to recommend the small-probability events, while the system
is a noncommercial system, which is more likely to recommend the high-probability events if
̟ < 0. In particular, the system pushes data according to the preference of the user exactly if
̟ = 0.
C. Geometric Interpretation
In this part, we will give a geometric interpretation of optimal recommendation distribution
by means of probability simplex. Let P denote all the probability distributions from an alphabet
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Fig. 2. Probability simplex and optimal recommendation. Region i© denotes Case i© in Table III for 1 ≤ i ≤ 8.
{S1, S2, ..., SN}, and point U denote the utility distribution. Besides, P is notation to denote
recommendation distribution and P ∗ denotes the optimal recommendation distribution. With the
help of the method of types [37], we have Figure 2 to characterize the generation of optimal
recommendation distribution.
In Figure 2, all cases can be grouped into three major categories, i.e., Rp+Cn+Cm−Rad < 0,
Rp + Cn + Cm − Rad = 0 and Rp + Cn + Cm − Rad > 0. In fact, these three categories are
advertising systems, neutral systems and noncommercial systems, which are denoted by triangles
∆ABU , ∆BCU and ∆ACU , respectively. Triangles ∆A1B1C1 denotes the region where the average
revenue is equal or larger than a given value. In this paper, our goal is to find the optimal
recommendation distribution so that the recommended data would fit the preference of the user
as much as possible when the average revenue satisfies the predefined requirement. Since the
matching degree between the recommended data and the user’s performance is characterized by
2−nD(P‖U) (cf. Section II-A), P ∗ should be a recommendation distribution on the border of or
in the triangles ∆A1B1C1 , which is closest to utility distribution U in relative entropy. Therefore,
there is no solution if recommendation distribution P falls within region 3©, 5© and 8©.
For advertising systems, P can be divided into region 1© 2© 3©. Obviously, P ∗ = U for region
1© since U falls within region 1©. P ∗ in 2© is the recommendation distribution closest to U
in relative entropy. It is noted that 2−nD(P
∗‖U) > 2−nD(P‖U) if P 6= P ∗ and P ∈ 2©. There is
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no solution in region 3© since P /∈ ∆A1B1C1 . There is a similar situation for noncommercial
systems, which is composed of region 6©, 7© and 8©. There are only two regions for neutral
systems.In this case, there is no solution when P ∈ 5©, and P ∗ = U when P ∈ 4©.
Furthermore, Triangles ∆ABU characterizes the set E1 and triangles ∆ACU characterizes the
set E2.
V. RELATIONSHIP BETWEEN OPTIMAL RECOMMENDATION STRATEGY AND MIM
A. Normalized Recommendation Value
In this section, we shall focus on the relationship between optimal recommendation distribution
and MIM in Cases 2© and 6©. In fact, the optimal recommendation distribution in other cases
is invariable and it makes little sense to discuss the relationship between them.
Within a period of time, the parameters Cp, Rp, Cn, Rad, Cm can be seen as invariants of the
recommendation system for a given system, and they do not change with the users. The strategy
recommendation is determined by the personalized user concern and the expected revenue in this
paper. The former is characterized by the utility distirbution, and the latter is denoted by β. Based
on the discussion in Section III-C, there is one-to-one mapping between the parameter ̟ and
the minimum average revenue β. Thus, once the recommendation environment is determined,
we only need to select the proper parameter ̟∗ to get the optimal recommendation distribution
based on the utility distribution, and here ̟∗ is chosen to satisfy the expectation of the average
revenue.
The form of optimal recommendation distribution in (29) suggests that we allocate recom-
mendation proportion by weight factor uie
̟∗(1−ui) where U = {u1, u2, ..., uN} is the utility
distribution. In a sense, we take the weight factor uie
̟∗(1−ui) as the recommendation value of
data belonging to the i-th class, and we generate optimal recommendation distribution based
on the recommendation value. It is noted that the optimal recommendation distribution is the
normalized recommendation value. Furthermore, the total recommendation value of this user is∑N
i=1 uie
̟(1−ui).
In fact, the recommendation values are the subjective view, and they are not objective quantity
in nature. They show the relative level of recommendation tendency. If all the recommendation
values multiply by the same constant, the suggested recommendation distribution will not change.
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B. Optimal Recommendation and MIM
Generally speaking, there must be a reason of the fact thar the recommendation strategy
prefers specific data. According to the discussion in Remark 6, advertising systems prefer
the small-probability events (i.e., advertisement), The system push as many small-probability
events as possible with the increasing of the minimum average revenuen since pushing small-
probability events is the main source of income for this system. Noncommercial systems prefer
the high-probability events, and they push as many high-probability events as possible with
the increasing of the minimum average revenue since recommending a piece of desired data
is the main source of income for this system. The preference of the recommendation system
means that the system has its own evaluation of the degree of importance for different data.
The system prefers to recommend the important data in order to achieve the recommendation
target in our model. Thus, the recommendation distribution is determined by the importance
of data. That is, the recommendation probability of data belonging to the i-th class is the
proportion of recommendation value uie
̟∗(1−ui) in total recommendation value. In this sense,
the recommendation value gives intuitive description of message importance. Furthermore, their
relative magnitudes are more significant than their absolute magnitude. For a given parameter,
the recommendation value is a quantity with respect to probability distribution. Hence, the
recommendation value can be seen as a measure of message importance from this viewpoint,
which agrees with the main general principles for definition of importance in previous literatures
[24]–[28]. Moreover, the total recommendation value characterizes the total message importance.
In fact, the form of this importance measure is extremely similar to that of MIM [29]. MIM is
proposed to measure the message importance in the case where small-probability events contains
most valuable information and the parameter ̟ in MIM is called importance coefficient. The
importance coefficient is always larger than zero in MIM. Furthermore, the MIM highlights the
importance of minority subsets and ignores the high-probability event by taking them for grant.
As stated in Remark 6, the small-probability events are highlighted when ̟ > 0. Therefore,
MIM is consistent with the conclusion of this paper.
Besides, as the parameter increased to sufficiently large, the message importance of the event
with minimum probability dominates the MIM according to [29], [35]. It is the same with
recommendation value since lim
̟→+∞
umine
̟(1−umin)∑N
i=1 pie
̟(1−ui)
= 1 (cf. (36)). Furthermore, if ̟ is not a very
large positive number, the form of f(̟, x, P ) (1 < x < N) is similar with Shannon entropy,
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which is discussed in [39]. [34] discussed the selection of importance coefficient, and it pointed
out that the event with probability uj becomes the principal component in MIM when ̟ = 1/uj.
Due to the same form, the optimal recommendation distribution also has this conclusion. That
is, f(1/uj, j, U) is the larger than f(1/uj, i, U) if i 6= j, which is shown in Fig. 6.
Remark 7. The optimal recommendation probability is normalized message importance by means
of MIM. In other word, the normalized message importance can also be seen as a distribution
that is closest to utility distribution in relative entropy, when the average revenue of this recom-
mendation system is equal or larger than a predefined value.
Although the MIM is proposed based on information theory, it can also be given from the
viewpoint of data recommendation. In fact, Remark 7 characterizes the physical meaning of MIM
from data recommendation perspective, which confirms the rationality of MIM in one aspect.
Remark 8. We also expands MIM to general cases whatever the probability of users interested
event is. The importance coefficient ̟ plays a switch role on the event sets of users attention,
that is
1) If ̟ > 0, the importance index of small-probability events is magnified while that of
high-probability events is lessened. In this case, the system prefers to recommend the
small-probability events;
2) If ̟ < 0, the importance index of high-probability events is magnified while that of
small-probability events is lessened. In this case, the system prefers to recommend the
high-probability events;
3) If ̟ = 0, The importance of all events is the same.
Besides, the value of this parameter ̟ can also give a clear definition of the set which users
are interested in. For example, for a given utility distribution U (u1 < u2 ≤ ... ≤ uN−1 < uN ), if
0 < ˜̟K+1 < ̟ < ˜̟K (1 ≤ K ≤ N − 1), the sparse events are focused on, and the set of these
events is {Si|1 ≤ i ≤ K} here. In fact, {Si|1 ≤ i ≤ K} give a unambiguous description of the
definition of small-probability events in MIM. On the contrary, {Si|K ≤ i ≤ N} is the set of the
events with high-probability which is highlighted if ˜̟K+1 < ̟ < ˜̟K < 0 (1 ≤ K ≤ N − 1).
In particular, if ̟ > ˜̟ 2 > 0, only the events with minimum probability will be focused on.
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Fig. 3. g(̟,P ) vs ̟.
VI. NUMERICAL RESULTS
In this section, some numerical results are presented to to validate the theoretical founds in
this paper.
A. Property of g(̟, V )
Fig. 3 depicts the function g(̟, V ) versus parameter ̟. The probability distributions are V1 =
{0.1, 0.2, 0.3, 0.4}, V2 = {0.05, 0.15, 0.3, 0.5}, V3 = {0.13, 0.17, 0.34, 0.36},V4 = {0.01, 0.11, 0.12, 0.76}
and V5 = {0.22, 0.25, 0.25, 0.28}. The scaling factor of ̟ is varying from −100 to 100.
Some observations are obtained in Fig. 3. The functions in all the cases are monotonically
decreasing with ̟. When ̟ is small enough, i.e., ̟ = −100, g(̟, V ) is close to max(Vi)
for 1 ≤ i ≤ 5, While g(̟, V ) approaches min(Vi) for 1 ≤ i ≤ 5 when ̟ = 100. In fact,
we obatin min(Vi) ≤ g(̟, V ) ≤ max(Vi). These results validate Lemma 1 and Lemma 2.
Furthermore, the velocity of change of g(̟, V ) in region −20 < ̟ < 20 is bigger than that
in regions ̟ < −20 and ̟ > 20. The KL distance between these probability distributions and
uniform distribution are 0.1536, 0.3523, 0.1230, 0.9153, 0.0052, respectively. Thus, the amplitude
of variation of g(̟, V ) decreases with decreasing of KL distance with uniform distribution.
B. Optimal Recommendation Distribution
Then, we focus on proposed optimal recommendation distribution in this paper. The parameters
of recommendation system are D1={Cp = 4.5, Rp = 2, Cn = 2, Rad = 11, Cm = 2} and
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D2={Cp = 1, Rp = 9, Cn = 2, Rad = 3, Cm = 2}. The minimum average revenue β is varying
from 0 to 3. The utility distributions are U1={0.1, 0.2, 0.3, 0.4} and U2= {0.05, 0.15, 0.3, 0.5}.
Let U0 = {0.25, 0.25, 0.25, 0.25}. Some results are listed in Table VI.
TABLE VI
THE AUXILIARY VARIABLES IN OPTIMAL RECOMMENDATION DISTRIBUTION.
Case Rp +Cn + Cm −Rad β0 βno βad γu
D1,U1 -5 1 / 2 0.3
D2,U1 10 1 2 / 0.3
D1,U2 -5 0.675 / 2.25 0.365
D2,U2 10 1.65 3 / 0.365
Fig. 4 shows the relationship between optimal recommendation distribution and the minimum
average revenue. Some observations can be obtained. In fact, the optimal recommendation
distribution can be divided into three phases. In phase one, in which the minimum average
revenue is small (β < β0), the optimal recommendation distribution is exactly the same as
utility distribution. In phase two, the minimum average revenue is neither too small nor too large
(β0 < β < βno or β0 < β < βad). In this case, the optimal recommendation distribution changes
with the increasing of minimum average revenue. In the phase three, in which the minimum
average revenue is too large (β > βno or β > βad), there is no appropriate recommendation
distribution.
The optimal recommendation probability p∗1 versus the average revenue is depicted in subgraph
one of Fig. 4. If D1is adopted, which means advertising systems, we obtain p∗1 increases with
the increasing of minimum average revenue when β0 < β < βad. p
∗
1 is larger than u1 in this
case. p∗1 approaches one when the average revenue is close to βad. If D2 is adopted, p
∗
1 decreases
with the increasing of minimum average revenue in the region β0 < β < βno, and p
∗
1 is smaller
than u1. p
∗
1 approaches zero as the average revenue increasing to βno. In addition, p
∗
1 = u1 when
β < β0.
Subgraph two of Fig. 4 depicts the optimal recommendation probability p∗2 versus the minimum
average revenue. If β < β0, the optimal recommendation probability is equal to the corresponding
utility probability. If β > βno or β > βad, p
∗
2 in the four cases will decrease from u2 to zero. In
this case, p∗2 increases at the early stage and then decreases for D1,U1 and D1,U2, while p
∗
2 is
monotonously increasing for D2,U1 and D2,U2. Since u2 < γu, Rp + Cn + Cm − Rad < 0 for
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Fig. 4. The optimal recommendation distribution vs minimum average revenue. The parameters set {Cp, Rp, Cn, Rad, Cm} is de-
noted by D1 and D2, where D1 = {4.5, 2, 2, 11, 2} and D2 = {1, 9, 2, 3, 2}. The utility distributions are U1= {0.1, 0.2, 0.3, 0.4}
and U2= {0.05, 0.15, 0.3, 0.5}.
D1 and Rp + Cn + Cm − Rad > 0 for D2, these numerical results agree with the discussion in
Section IV-A. Subgraph three is similar to the Subgraph two.
Subgraph four is contrary to the Subgraph one, which shows the optimal recommendation
probability p∗4 versus the minimum average revenue. If β < β0, p
∗
4 is equal to u4. For D1, i.e.,
advertising systems, If the minimum average revenue is larger than β0 and smaller than βno, p
∗
4
is smaller than u4 and it decreases to zero as β → βad. However, p
∗
4 is larger than u4 and it
increases to one as β → βno for D2, i.e., noncommercial systems.
Fig. 5 illustrates minimum KL distance between recommendation distribution and utility
distribution versus the minimum average revenue when β0 < β < βno or β0 < β < βad.
The constraints on the minimum average revenue is true. The minimum KL distance increases
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Fig. 5. Minimum KL distance between recommendation distribution and utility distribution vs minimum average revenue. The
parameters set {Cp, Rp, Cn, Rad, Cm} is denoted by D1 and D2, where D1 = {4.5, 2, 2, 11, 2} and D1 = {1, 9, 2, 3, 2}. The
utility distribution is U1= {0.1, 0.2, 0.3, 0.4} and U2= {0.05, 0.15, 0.3, 0.5}.
with the increasing of the minimum average revenue. This figure also shows that the minimum
average revenue can be gotten for a given minimum KL distance, when the utility distribution and
recommendation system parameters are invariant. Since this KL distance represents the accuracy
of recommendation strategy, there is a tradeoff between the recommendation accuracy and the
minimum average revenue. user behavior
C. Property of f(̟, x, U)
Fig. 6 shows that the importance coefficient ̟ versus the function f(̟, x, U). The utility
distribution is {0.03, 0.07, 0.12, 0.240.25, 0.29} and the importance coefficient is varying from
−40 to 40. It is easy to check that u1 < u2 < u3 <
∑6
i=1 u
2
i < u4 < u5 < u6.
f(̟, 1, U) is monotonically increasing with increasing of the importance coefficient. f(̟, 1, U)
is close to zero when ̟ < −30. f(̟, i, U) (i = 2, 3, 4, 5) increases with the increasing of ̟
when ̟ < ̟i, and then it decreases with the increasing of ̟ when ̟ > ̟i. They achieve the
maximum value when ̟ = ̟i. It is also noted that ̟5 < ̟4 < 0 < ̟3 < ̟2. If ̟ < −30,
f(̟, i, U) (i = 2, 3) is very close to zero, and f(̟, i, U) > 0.05 (i = 2, 3) if ̟ > 30, which
means it changes faster when ̟ < 0. On the contrary, f(̟, i, U) (i = 4, 5) changes faster
with ̟ in (0,+∞) than that in (−∞, 0) since that it is still bigger than 0.5 when ̟ = −40
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Fig. 6. Function f(̟,x, U) vs importance coefficient̟, when the utility distribution is U = {0.03, 0.07, 0.12, 0.24, 0.25, 0.29}.
and it approaches zero when ̟ > 30. In addition, f(̟, 6, U) decreases monotonically with the
increasing of the importance coefficient, and f(̟, 6, U) is close to zero when ̟ > 30.
Some other observations are also obtained. When ̟ = 0, we obtain f(̟, i, U) = ui (i =
1, 2, 3, 4, 5, 6). Without loss of generality, we take f(̟, 5, U) as an example. There is a non-
zero importance coefficient ˜̟ 5 which makes f(̟, 5, U) = u5. If 0 > ̟ > ˜̟ 5, we obtain
f(̟, i, U) > ui for i = 5, 6 and f(̟, i, U) < ui for i = 1, 2, 3, 4. Compared with the utility
distribution, the result of the element in set {S5, S6} is enlarged, and that in set {S1, S2, S3, S4}
is minified. The difference between these two sets is that the utility probability of S5 or S6 is
larger than that in {S1, S2, S3, S4}. Besides. it is also noted that f(̟, i, U) > ui for i = 6 and
f(̟, i, U) < ui for i = 1, 2, 3, 4, 5, when ̟ < ˜̟ 5. Here, only the function output of the element
in high-probability set {S6} is larger than the corresponding utility probability.
Furthermore, when ̟ = 1/pi ∈ {33.3333, 14.2857, 8.3333, 4.1667, 4, 3.4483} for 1 ≤ i ≤ 6,
f(̟, i, U) > f(̟, j, U) for j 6= i.
VII. CONCLUSION
In this paper, we discussed the optimal data recommendation problem when the recommen-
dation model pursues best user performance with a certain revenue guarantee. Firstly, we illumi-
nated the system model and formulated this problem as optimizations. Then we gave the explicit
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solution of this problem in different cases, such as advertising systems and noncommercial
systems, which can improve the design of data recommendation strategy. In fact, the optimal
recommendation distribution is the one that is the closest to the utility distribution in the relative
entropy when it satisfies expected revenue. There is a tradeoff between the recommendation
accuracy and the expected revenue. In addition, the properties of this optimal recommendation
distribution, such as monotonicity and geometric interpretation, were also discussed in this paper.
Furthermore, the optimal recommendation system can be regarded as an information-filtering
system, and the importance coefficient determines what events the system prefers to recommend.
We also obtained that the optimal recommendation probability is the proportion of correspond-
ing recommendation value in total recommendation value if the minimum average revenue is
neither too small nor too large. In fact, the recommendation value is a special weight factor in
determining the optimal recommendation distribution, and it can be regarded as a measure of
importance. Since its form and properties are the same as those of MIM, the optimal recom-
mendation probability is exactly the normalized MIM, where MIM is used to characterize the
concern of system. The parameter in MIM, i.e., importance coefficient, plays a switch role on
the event sets of systems attention. That is, the importance index of high-probability events is
enlarged for negative importance coefficient (i.e., noncommercial system), while the importance
index of small-probability events is magnified by systems for the positive importance coefficient
(i.e., advertising systems). In particular, only the maximum-probability event or the minimum-
probability event are focused on as the importance coefficient approaches to positive infinity or
negative infinity, respectively. These results give an new physical explanation of MIM from data
recommendation perspective, which can validate the rationality of MIM in one aspect. MIM is
extended to the general case whatever the probability of systems interested events is. One can
adjust the importance coefficient to focus on desired data type. Compared with previous MIM,
the set of desired events can be defined precisely. These results can help us formulate appropriate
data recommendation strategy in different scenarios.
In the future ,we may consider its applications in next generation cellular systems [41], [42],
wireless sensor networks [43] and very high speed railway communication systems [44] by
taking the singal transmission mode into accounts.
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APPENDIX
A. Proof of Lemma 1
The derivation of g(̟, V ) is given by
∂g(̟, V )
∂̟
=
∑N
i=1 v
2
i (1− vi)e
̟(1−vi)
∑N
j=1 vje
̟(1−vj) −
∑N
i=1 v
2
i e
̟(1−vi)
∑N
j=1 vj(1− vj)e
̟(1−vj)(∑N
i=1 vie
̟(1−vi)
)2
(39)
=
∑N
i=1
∑N
j=1 v
2
i (1− vi)vje
̟(2−vi−vj) −
∑N
i=1
∑N
j=1 v
2
i vj(1− vj)e
̟(2−vi−vj)(∑N
i=1 vie
̟(1−vi)
)2 (39a)
=
∑N
i=1
∑N
j=1 v
2
i vj(vj − vi)e
̟(2−vi−vj)(∑N
i=1 vie
̟(1−vi)
)2 (39b)
=
∑
vi<vj
v2i vj(vj − vi)e
̟(2−vi−vj) +
∑
vi>vj
v2i vj(vj − vi)e
̟(2−vi−vj)
(∑N
i=1 vie
̟(1−vi)
)2 (39c)
=
∑
vj<vi
v2j vi(vi − vj)e
̟(2−vj−vi) +
∑
vi>vj
v2i vj(vj − vi)e
̟(2−vi−vj)
(∑N
i=1 vie
̟(1−vi)
)2 (39d)
=
∑
vi>vj
(vj − vi)vivj(vi − vj)e
̟(2−vi−vj)
(∑N
i=1 vie
̟(1−vi)
)2 (39e)
=
∑
vi>vj
−(vj − vi)
2vivje
̟(2−vi−vj)
(∑N
i=1 vie
̟(1−vi)
)2 < 0 (39f)
(39d) is gotten by exchanging the notation of subscript. (39f) follows from the fact that vi ≥ 0
for 1 ≤ i ≤ N and not all of vi is zero.
B. Proof of Lemma 2
When ̟ = 0, we have
g(0, V ) =
∑N
i=1 v
2
i∑N
i=1 vi
=
∑N
i=1
v2i . (40)
33
Let g(−∞, V )
∆
= lim
̟→−∞
g(̟, V ), and we obtain
g(−∞, V ) = lim
̟→−∞
∑n
i=1 v
2
i e
̟(1−vi)∑n
i=1 vie
̟(1−vi)
= lim
̟→−∞
v2maxe
̟(1−vmax) +
∑
vi 6=vmax
v2i e
̟(1−vi)
vmaxe̟(1−vmax) +
∑
vi 6=vmax
vie̟(1−vi)
= lim
̟→−∞
vmax +
∑
vi 6=vmax
v2i
vmax
e̟(vmax−vi)
1 +
∑
vi 6=vmax
vi
vmax
e̟(vmax−vi)
= vmax (41)
Let g(+∞, V )
∆
= lim
̟→+∞
g(̟, V ), and it is noted that
g(+∞, V ) = lim
̟→+∞
∑n
i=1 v
2
i e
̟(1−vi)∑n
i=1 vie
̟(1−vi)
= lim
̟→+∞
v2mine
̟(1−vmin) +
∑
vi 6=vmin
v2i e
̟(1−vi)
vmine̟(1−vmin) +
∑
vi 6=vmin
vie̟(1−vi)
= lim
̟→+∞
vmin +
∑
vi 6=vmin
v2i
vmin
e̟(vmin−vi)
1 +
∑
vi 6=vmin
vi
vmin
e̟(vmin−vi)
= vmin (42)
Hence, vmin < g(̟, V ) < vmax when ̟ ∈ (−∞,+∞) according to Lemma 1.
C. Proof of Proposition 1
1) First, if ux = umax and ux = umin, the non-zero solution of equation (33) does not exist
since f(̟, x, U) is monotonously changing (cf. Remark 4).
Second, if ux = γu, ux 6= umax and ux 6= umin, no solution exists since f(0, x, U) > f(̟, x, U)
for ̟ 6= 0 according to Theorem 3.
Third, if ux < γu, ux 6= umax and ux 6= umin, according to Theorem 3, we have ̟x > 0
and f(̟, x, U) is increasing in (0, ̟x) while decreasing in (̟x,+∞), where ̟x is the solution
to g(̟,U) = 1 − α. It is easy to check that f(+∞, x, U) − f(0, x, U) = −ux < 0 (cf. (36))
and f(̟x, x, U) − f(0, x, U) > 0. According to zero point theorem, the non-zero solution to
f(̟, x, U) = ux, i.e., ˜̟x (cf. (33)), would be found in (̟x,+∞).
Fourth, likewise, the non-zero solution ˜̟x can be found in (−∞, ̟x) if ux > γu, ux 6= umax
and ux 6= umin.
2) and 3) Consider uy < ux < γu first. According to Theorem 3, we have ̟x > 0 and
f(̟, x, U) is increasing in (0, ̟x) while decreasing in (̟x,+∞), where ̟x is the solution to
g(̟,U) = 1−α. Since we have f(0, x, U) = ux, the non-zero solution to f(̟, x, U) = ux, i.e.,
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˜̟x (cf. (33)), would only be found in (̟x,+∞). Likewise, we obtain that ˜̟ y > ̟y > 0. Since
̟y > ̟x when uy < ux (cf. Theorem 3), we have ˜̟x > ̟x > 0 and ˜̟ y > ̟y > ̟x > 0.
Furthermore, f( ˜̟ y, y, U) = uy implies e ˜̟y(1−uy)∑N
i=1 uie
˜̟y(1−ui) = 1. Hence, we have
f( ˜̟ y, x, U) = e ˜̟y(1−ux)∑N
i=1 uie
˜̟y(1−ui)
(43)
=
e ˜̟y(uy−ux)e ˜̟y(1−uy)∑N
i=1 uie
˜̟y(1−ui)
(43a)
< ux = f( ˜̟x, x, U), (43b)
where (43b) follows e
˜̟y(1−uy)∑N
i=1 uie
˜̟y(1−ui) = 1, ux > uy and ˜̟ y > 0.
Since f(̟, x, U) is decreasing with ̟ according to Theorem 3, we then have ˜̟ y > ˜̟x.
Second, likewise, we can prove that ˜̟x < ˜̟ y < 0 if ux > uy > γu.
Third, if uy < γu < ux, we shall have ˜̟x < 0 and ˜̟ y > 0. Obviously, ˜̟ y > ˜̟x in this case.
Thus, the proof of Proposition 1 is completed.
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