We prove diffusive lower bounds on the rate of escape of the random walk on infinite transitive graphs. Similar estimates holds for finite graphs, up to the relaxation time of the walk. Our approach uses non-constant equivariant harmonic mappings taking values in a Hilbert space. For the special case of discrete, amenable groups, we present a more explicit proof of the MokKorevaar-Schoen theorem on existence of such harmonic maps by constructing them from the heat flow on a Følner set.
Introduction
Let G be a d-regular, transitive graph (i.e., with transitive automorphism group), let {X t } denote the symmetric simple random walk on G with X 0 arbitrary, and let dist be the path metric on G. In the case when G is the Cayley graph of a finitely-generated, amenable group,Èrshler [6] showed that E dist(X 0 , X t ) 2 Ct/d for all times t 1, where C 1 is some absolute constant. Our first theorem concerns a more precise analysis of the random walk behavior, as well as an extension to general transitive, amenable graphs. Recall that a graph G is amenable if there exists a sequence of finite subsets {S j } of the vertices such that |S j △N (S j )|/|S j | → 0, where N (S j ) denotes the neighborhood of S j in G. Theorem 1.1. Suppose G is an infinite, connected, and amenable transitive d-regular graph. Then the simple random walk on G satisfies the estimates,
Moreover, for some universal constant C 1 and t 4d, we have the estimates E [dist(X 0 , X t )] C t/d, and for every ε 1/ √ t, 1 t t s=0 P dist(X 0 , X s ) ε t/d Cε .
In Section 4.3, we prove a version of the preceding theorem for the Cayley graph of any group without property (T). We also prove a version for finite graphs which holds up to the relaxation time of the random walk. Theorem 1.2. Suppose G is a finite, connected, transitive d-regular graph and λ denotes the second-largest eigenvalue of the transition matrix P of the random walk on G. Then for every t (1 − λ) −1 , E dist(X 0 , X t ) 2 t/(2d),
Moreover, for some universal constant C 1 and (1 − λ) −1 t 4d, we have the estimates
and for every ε 1/ √ t, 1 t t s=0 P dist(X 0 , X s ) ε t/d Cε .
We remark that, in both cases, the dependence on d is necessary (see Remark 1) .
The proof of Theorem 1.1 is based on the existence of non-constant, equivariant harmonic maps on amenable groups. For the simplicity of presentation, we first restrict ourselves to the setting of groups. Let Γ be a group with finite generating set S ⊆ Γ, and let G be the corresponding Cayley graph. Suppose that H is some Hilbert space on which Γ acts by isometries, and we have a non-constant equivariant harmonic map Ψ : Γ → H, i.e. such that gΨ(h) = Ψ(gh) and Ψ(h) = |S| −1 s∈S Ψ(hs) hold for every h ∈ Γ.Èrshler [6] observed that this can be used to lower bound E dist(X 0 , X t ) 2 , as follows.
We may normalize Ψ so that, if e ∈ Γ is the identity, 1 |S| s∈S Ψ(e) − Ψ(s) 2 = 1.
By equivariance, this implies that Ψ is |S|-Lipschitz, hence
But since Ψ is harmonic, Ψ(X t ) is a martingale, thus
where in the final line we have used equivariance and (1). By results of Mok [19] and Korevaar-Schoen [13] , if Γ is amenable, then it always admits such an equivariant harmonic map. On the other hand, if Γ is not amenable, then G has spectral radius ρ < 1 [11] , hence E[dist(X 0 , X t ) 2 ] Ct 2 , for some constant C = C(ρ) > 0 (see, e.g. [28, Prop. 8.2] ). Thus the preceding discussion shows that E[dist(X 0 , X t ) 2 ] grows at least linearly in t, for any infinite group Γ.
In Section 2, we exhibit a general method for proving escape lower bounds. For any function ψ ∈ ℓ 2 (Γ), we have
where P is the transition kernel of the random walk on G. For finite groups, we choose ψ to be the eigenfunction corresponding to the second-largest eigenvalue of P . For infinite amenable groups, one can obtain ψ directly from spectral projection.
For a more explicit approach in the infinite, amenable case, we show that one can obtain the E[dist(X 0 , X t ) 2 ] t/|S| bound by taking a sequence of functions {ψ n } to be a truncated heat flow from some sets A n ⊆ Γ, i.e. ψ n = n i=0 P i 1 An , where {A n } forms an appropriate Følner sequence in G. These lower bounds, and indeed all the results in our paper, are proved for amenable, transitive graphs (and even quasi-transitive graphs), and more general forms of stochastic processes.
The existence of non-constant equivariant harmonic maps on groups without property (T) is proved in [19, 13] (see also [12, App. A] for an exposition in the case of discrete groups, based on [7] ). In Section 3, inspired by the preceding escape lower bounds, we give an explicit construction of these harmonic maps, simple enough to describe here. We focus now on the amenable case; in Theorem 3.7, we show that this approach generalizes to all discrete groups without property (T).
Define
where ψ n is as before. We argue that, after applying an appropriate affine isometry to each Ψ n , there is a subsequence of {Ψ n } which converges pointwise to a non-constant, equivariant harmonic map. Our construction works for any infinite, transitive, amenable graph (see Theorem 3.1). Theorem 1.3. Let G = (V, E) be any infinite, connected, amenable, transitive graph. Then there exists a Hilbert space H and an H-valued, non-constant equivariant harmonic mapping on G.
In Section 3.2, we show that our approach also proves the preceding theorem for the Cayley graph of any group without property (T). It is known [19, 13] that a group admits such an equivariant harmonic mapping if and only if it does not have property (T) (see also [12, Lem. A.6 
]).
One can use such mappings to obtain more detailed information on the random walk. Virág [27] showed that, in the setting of Cayley graphs of amenable groups, one has E [dist(X 0 , X t )] C √ t/|S| 3/2 for some C > 0. This can be proved by analyzing the process Ψ(X t ) via the BDG martingale inequalities (see, e.g. [14, Thm. 5.6.1]). 1 In Section 4, we show how a strongers bound can be derived directly from hitting time estimates, which can themselves be easily derived for martingales, then transferred to the group setting via harmonic maps. More generally, we study some finer properties of the escape behavior of the random walk. 
Related work
We recall some previous results on the rate of escape of random walks on groups. A large amount of work has been devoted to classifying situations where the rate of escape E[dist(X 0 , X t )] is linear; we refer to the survey of Vershik [26] and to the forthcoming book [18] .Èrshler has given examples where the rate can be asymptotic to t 1−2 −k for any k ∈ N [5] . 
Escape rate of random walks
In the present section, we will consider a finite or infinite symmetric, stochastic matrix {P (x, y)} x,y∈V for some index set V . We write Aut(P ) for the set of all bijections σ : V → V whose diagonal action preserves P , i.e. P (x, y) = P (σx, σy) for all x, y ∈ V . For the most part, we will be concerned with matrices P for which Aut(P ) acts transitively on V . A primary example is given by taking P to be the transition matrix of the simple random walk on a finite or infinite vertex-transitive graph G.
Theorem 2.1. Let V be an at most countable index set, and consider any symmetric, stochastic matrix {P (x, y)} x,y∈V . Suppose that Γ Aut(P ) is a closed, unimodular subgroup which acts transitively on V , and let G = (V, E) be any graph on which Γ acts by automorphisms. If dist is the path metric on G, and ψ ∈ ℓ 2 (V ), then
where {X t } denotes the random walk with transition kernel P started at any X 0 = x 0 ∈ V , and
Proof. Since Γ is unimodular, we can choose the Haar measure µ on Γ to be normalized so that µ(Γ x ) = 1 for every x ∈ V , where Γ x is the stabilizer subgroup of x. (Note that the stabilizier Γ x is compact since Γ acts by automorphisms on G, which has all its vertex degrees bounded by 1/p * .)
In this case, for every z ∈ V ,
Thus for {x, y} ∈ E, we have
, which implies that
where Ψ is considered as a map from (V, dist) to L 2 (Γ, µ), and we use Ψ Lip to denote the infimal number L such that Ψ is L-Lipschitz. So, for any x 0 ∈ V , we have
where in the third line, we have used the fact that the action of σ preserves P . To finish, we use the fact that I − P is self-adjoint to compare adjacent terms via
where the final inequality follows because P is stochastic, and hence a contraction. From this, we infer that ψ,
Combining the preceding line with (5) and (6) yields
We now demonstrate circumstances in which an appropriate ψ ∈ ℓ 2 (V ) exists. Corollaries 2.2, 2.9, and Conjecture 2.3 all assume the notation of Theorem 2.1.
Corollary 2.2 (The finite case)
. Let V be a finite index set and suppose that Aut(P ) acts transitively on V . If λ < 1 is the second-largest eigenvalue of P , then
In particular,
Proof. Let ψ : V → R satisfy P ψ = λψ. By Theorem 2.1,
To complete the proof, use the inequality
Remark 1 (Weighted graphs). In particular, if P is irreducible and p * = min{P (x, y) :
Thus if P is the simple random walk on a d-regular graph, the conclusion is E dist(X 0 , X t ) 2 t/(2d). To see that the asymptotic dependence on d is tight, one can consider a cycle of length n, together with d − 2 self loops at each vertex, for d 2. In this case,
Remark 2 (After the relaxation time). The quantity (1 − λ) −1 is called the relaxation time of the random walk specified by P , and the bound (7) degrades after this time. It is interesting to consider what happens between the relaxation time and the mixing time which is always at most O(log |V |)(1 − λ) −1 . One might conjecture that E dist(X 0 , X t ) 2 continues to have a linear lower bound until the mixing time. Towards this end, we pose the following conjecture. Conjecture 2.3. There exists a constant ε 0 > 0 such that the following holds. For every finite,
for t ε 0 D 2 , where {X t } is the simple random walk on G.
Corollary 2.4 (Infinite amenable graphs).
If G = (V, E) is an infinite, transitive, connected, amenable graph with degree d and {X t } is the simple random walk, then
Proof. If P is the transition kernel of the simple random walk, it is a standard fact [11] that when G is infinite, connected, and amenable, the spectrum of P has an accumulation point at 1, but does not contain 1. Therefore, for every δ > 0 and ε > 0, there exists a δ ′ ∈ (0, δ] so that, by considering the spectral projection of P onto the interval [ 
Plugging this into Theorem 2.1, we conclude that
Sending ε → 0 and then δ → 0 yields the desired claim.
Question 2.5. The preceding corollary yields a uniform lower bound of the form E[dist(X 0 , X t ) 2 ] Ct/d for all d-regular infinite, connected, amenable graphs. In fact, one can take C = 1. Certainly for every d-regular infinite, connected graph G there exists a constant
, since in the non-amenable case dist(X 0 , X t ) grows linearly with t, but with some constant depending on G. It is natural to ask whether one can take C G Ω(1), i.e. whether a uniform lower bound holds without the amenability assumption. This seems closely related to Conjecture 2.3.
Infinite amenable graphs
While Corollary 2.4 gives satisfactory results for infinite, amenable graphs, we take some time in this section to further analyze the amenable case; in particular, the explicit construction of Lemma 2.7 serves as a connection between random walks and our construction of harmonic functions in Section 3.
The following theorem will play a role in a number of arguments. The transitive version is due to Soardi and Woess [24] , and the extension to quasi-transitive actions is from [22] . See also a different proof in [4, Thm. 3.4] .
We recall that for a graph G = (V, E), we say that a group Γ Aut(G) is quasi-transitive if |Γ\V | < ∞, where Γ\V denotes the set of Γ-orbits of V . Theorem 2.6. Let G be a graph and Γ Aut(G) a closed, quasi-transitive subgroup. Then G is amenable if and only if Γ is amenable and unimodular.
We begin with the following general construction. Gromov [9, §3.6-3.7 ] uses a similar analysis in the setting of the continuous heat flow on manifolds (see, in particular, Remark 3.7B in [9] ). We remark that, in this setting, the result itself follows rather directly from spectral projection as in the proof of Corollary 2.4. Lemma 2.7. Let H be a Hilbert space, and let Q : H → H be a self-adjoint linear operator which is contractive, i.e. with Q H→H 1. Suppose that for some θ ∈ (0, 1 2 ), there exists an f ∈ H which satisfies f H = 1, Qf − f H θ, and
Then there exists an element ϕ ∈ H with
Proof. Given f ∈ H and k ∈ N, we define ϕ k ∈ H by
First, using (I − Q)ϕ k = (I − Q k )f and the fact that Q is a contraction, we have
On the other hand,
where in the second line we have used the fact that I − Q k is self-adjoint. Combining this with (9)
The following claim will conclude the proof.
Claim: There exists a k ∈ N such that
It remains to prove the claim. By assumption, f satisfies f H = 1, and Qf − f H θ. Since Q is a contraction, we have Q j f − Q j−1 f H θ for every j 1, and thus by the triangle inequality,
Thus for every j 1,
Now, let a m = ϕ 2 m , f H , and write, for some N 1,
By (8), we have lim
Using (12) and taking N → ∞ on both sides above yields . This establishes the claim (11) for k = 2 m and, in view of (10) , completes the proof of the lemma.
We now arrive at the following corollaries. Recall that if P is transient or null-recurrent, then we have the pointwise limit,
(This is usually proved for finitely supported f , see e.g. [8, Thm. 6.4.17] or [16, Thm. 21.17] . The general case follows by approximation using the contraction property of P ).
Corollary 2.8. If V is infinite, P satisfies (14) , and Γ Aut(P ) is a closed, amenable, unimodular subgroup, which acts transitively on V , then
Proof. This follows from Lemma 2.7 using the fact that, under the stated assumptions, for every θ > 0, there exists an f ∈ ℓ 2 (V ) with f = 1 and P f − f θ. This is a standard fact that can be proved as in [28, Thm. 12.10] . In general, for every θ > 0, one considers, for some ε = ε(θ) > 0, the graph G ε with vertices V and an edge {x, y} whenever P (x, y) ε. Since Γ Aut(G ε ), Theorem 2.6 implies that G ε is amenable, and then one can take f to be the (normalized) indicator of a suitable Følner set in G ε .
The following is an immediate consequence of Theorem 2.1 combined with the preceding result.
Corollary 2.9 (The amenable case). Under the assumptions of Theorem 2.1, the following holds. If V is a countably infinite index set, P satisfies (14) , and Γ Aut(P ) is a closed, amenable, unimodular subgroup which acts transitively on V , then
Corollary 2.10 (The nearly amenable case, for small times). Under the assumptions of Theorem 2.1, the following holds. If ρ = ρ(P ) is the spectral radius of P , then for all times t (32(1 − ρ)) −1 ,
Proof. Since P is self-adjoint and positive, we have ρ = P 2→2 = sup f =1 P f, f . It follows that
Combining this with Lemma 2.7 yields the claimed result.
Compare the preceding bound with the finite case (Corollary 2.2).
Remark 3 (Asymptotic rate of escape). The constant p * in (3) is not tight. To do slightly better, one can argue as follows. Let Ψ : V → L 2 (Γ, µ) be as in the proof of Theorem 2.1. Fix x, y ∈ V with L = dist(x, y), and let x = v 0 , v 1 , . . . , v L = y be a shortest path from x to y in G. In this case, the triangle inequality yields
But for every i ∈ {1, 2, . . . , L − 1}, there are two terms involving v i , and for such i, we can bound
as in (4) . In this way, we gain a factor of 2 for such terms. Letting α denote the right-hand side of the preceding inequality, we have
Thus for all x, y ∈ V , we have
. Plugging this improvement into the proof of Theorem 2.1 yields
which is asymptotically tight since, on the one hand, the simple random walk on Z satisfies E dist(X 0 , X t ) 2 = t, while plugging (17) into Corollary 2.9 yields E (dist(X 0 , X t ) + 1) 2 t. The dependence on p * is easily seen to be tight for the simple random walk on Z with a 1 − 2p * holding probability added to every vertex, as in Remark 1.
Equivariant harmonic maps
Let V be a countably infinite index set, and let {P (x, y)} x,y∈V be a stochastic, symmetric matrix. If H is a Hilbert space, a mapping Ψ : V → H is called P -harmonic if, for all x ∈ V , Ψ(x) = y∈V P (x, y)Ψ(y).
Suppose furthermore that we have a group Γ acting on V . We say that Ψ is Γ-equivariant if there exists an affine isometric action π of Γ on H, such that for every g ∈ Γ, π(g)Ψ(x) = Ψ(gx) for all x ∈ V . If we wish to emphasize the particular action π, we will say that Ψ is Γ-equivariant with respect to π. Theorem 3.1. For P as above, let Γ Aut(P ) be a closed, amenable, unimodular subgroup which acts transitively on V . Suppose there exists a connected graph G = (V, E) on which Γ acts by automorphisms, and that for x ∈ V ,
where dist is the path metric on G. Suppose also that p * = min{P (x, y) : {x, y} ∈ E} > 0.
Then there exists a Hilbert space H, and a non-constant Γ-equivariant P -harmonic mapping from V into H.
Proof. It is a standard result that since G is connected, P satisfies (14) . Let {ψ j } ⊆ ℓ 2 (V ) be a sequence of functions satisfying
The existence of such a sequence is the content of Corollary 2.8.
Since Γ is unimodular, we can choose the Haar measure µ on Γ to be normalized µ(Γ x ) = 1 for all x ∈ V , where Γ x is the stabilizer subgroup of x. Now, observe that for every x ∈ V ,
Next, for every x ∈ V , we have
In particular, from (19) ,
where the limit is uniform in x ∈ V .
Define a unitary action
Notice that each Ψ j is Γ-equivariant since for γ ∈ Γ, x ∈ V , we have
We state the next lemma in slightly more generality than we need presently, since we will use it also in Section 3.2.
Lemma 3.2. Suppose that H be a Hilbert space, Γ is a group, and π 0 is an affine isometric action of Γ on H. Let (V, dist) be a countable metric space, and consider a sequence of functions {Ψ j : V → H} ∞ j=1 , where each Ψ j is Lipschitz and Γ-equivariant with respect to π 0 . Then there is a sequence of affine isometries T j : H → H and a subsequence {α j } such that T α j Ψ α j converges pointwise to a map Ψ : V → H which is Γ-equivariant with respect to an affine isometric action π.
Before proving the lemma, let us see that it can be used to finish the proof of Theorem 3.1. Using (20) , one observes that for all j ∈ N, the map Ψ j is 1/p * -Lipschitz on (V, dist). Thus we are in position to apply the preceding lemma and arrive at a map Ψ : V → L 2 (Γ, µ) which is Γ-equivariant with respect to an affine isometric action.
From (21), we see that Ψ is P -harmonic. Furthermore, since the Ψ j 's are uniformly Lipschitz, and we have the estimate (18), we see that (20) holds for Ψ as well, showing that Ψ is non-constant, and completing the proof.
Proof of Lemma 3.2. Arbitrarily order the points of V = {x 1 , x 2 , . . .} and fix a sequence of subspaces {W j } ∞ j=1 of H with W j ⊆ W j+1 for each j = 1, 2, . . ., and dim(W j ) = j. For each such j, define an affine isometry T j : H → H which satisfies T j Ψ j (x 1 ) = 0 and, for every r = 1, 2, . . . , j, {T j Ψ j (x k )} r k=1 ⊆ W r . Put Ψ j = T j Ψ j , and define an affine isometric action π j of Γ on H by π j = T j π 0 T −1 j . It is straightforward to check that each Ψ j is Γ-equivariant with respect π j . Since each Ψ j is Lipschitz, this holds also for Ψ j . We now pass to a subsequence {α j } along which Ψ α j (x) converges pointwise for every x ∈ V . To see that this is possible, notice that by construction, for every fixed x ∈ V , there is a finite-dimensional subspace W ⊆ H such that Ψ j (x) ⊆ W for every j ∈ N. Hence by the Lipschitz property of Ψ j , the sequence { Ψ j (x)} ∞ j=1 lies in a compact set.
We are thus left to show that Ψ is Γ-equivariant. Toward this end, we define an action π of Γ on H as follows: On the image of Ψ, set π(γ) Ψ(x) = Ψ(γx). For g ∈ H lying in the orthogonal complement of the span of { Ψ(x)} x∈V , we put π(γ)g = π(γ)0, and then extend π(γ) affine linearly to the whole space. To see that such an affine linear extension exists, observe that
From this expression, it also follows immediately that π acts by affine isometries, since each π α j does. Thus Ψ is Γ-equivariant with respect to π, completing our construction.
Remark 4. Note that, in the case where P is simply the kernel of the simple random walk on the Cayley graph of a finitely-generated amenable group, one can take the Hilbert space H in Theorem 3.1 to be simply ℓ 2 (V ).
Quasi-transitive graphs
Only for the present section, we allow P to be a non-symmetric kernel on the state space V . We recall that Γ is said to act quasi-transitively on a set V if |Γ \ V | < ∞, where Γ \ V denotes the set of Γ-orbits of V . We prove an analog of Theorem 3.1 in the quasi-transitive setting, under the assumption that kernel P is reversible. Corollary 3.3 (Quasi-transitive actions). Let Γ Aut(P ) be a closed, amenable, unimodular subgroup which acts quasi-transitively on V . Suppose also that P is the kernel of a reversible Markov chain, and there exists a connected graph G = (V, E) on which Γ acts by automorphisms, and that for x ∈ V ,
where dist is the path metric on G. Suppose also that
Proof. Let x 0 , x 1 , . . . , x L ∈ V be a complete set of representatives of the orbits of Γ. Let V 0 = Γx 0 , and let P 0 be the induced transition kernel of the P -random walk watched on V 0 , i.e.
, where τ = min{t 1 : X t ∈ V 0 }. Since P is reversible and Γ acts transitively on V 0 , we see that P 0 is symmetric.
Letting D = max i =j dist(x i , x j ), we define a new graph G 0 = (V 0 , E 0 ) by having an edge {x, y} ∈ E 0 whenever 1. {x, y} ∈ E and x, y ∈ V 0 , or 2. there exists a path x = v 0 , v 1 , . . . , v k = y in G with v 1 , . . . , v k−1 / ∈ V 0 and k 2D.
Let dist 0 denote the path metric on G 0 . It is clear that Γ acts on G 0 by automorphisms, and also that p * (G 0 ) = min{P 0 (x, y) : {x, y} ∈ E 0 } (p * ) 2D > 0. Now, since every point x / ∈ V 0 has dist(x, V 0 ) D, we see that actually dist(x, y) dist 0 (x, y) for all x, y ∈ V 0 (up to a multiplicative constant depending on D). Furthermore, this implies that for any x ∈ V there exists y ∈ V 0 with (22) implies that for every
(the number of P -steps taking before returning to V 0 is dominated by a geometric random variable), which implies the same for dist 0 .
Thus we can apply Theorem 3.1 to obtain a Hilbert space H and a non-constant Γ-equivariant P 0 -harmonic map Ψ 0 : V 0 → H. We extend this to a mapping Ψ : V → H by defining Ψ(x) = E [Ψ 0 (W 0 (x))] where W 0 (x) is the first element of V 0 encountered in the P -random walk started at x. Note that Ψ| V 0 = Ψ 0 , and Ψ is again Γ-equivariant. To finish the proof, it suffices to check that Ψ is P -harmonic.
From the definition of Ψ, this is immediately clear for x / ∈ V 0 . Since Ψ 0 is P 0 -harmonic, it suffices to check that for x ∈ V 0 , y∈V P (x, y)Ψ(y) = y∈V 0 P 0 (x, y)Ψ 0 (y), but both sides are precisely E [Ψ 0 (W 0 (Z))], where Z is the random vertex arising from one step of the P -walk started at x. Harmonic functions on quasi-transitive graphs) . If G = (V, E) is an infinite, connected, amenable graph and Γ Aut(G) is a quasi-transitive subgroup, then G admits a nonconstant Γ-equivariant harmonic mapping into some Hilbert space. Now let G = (V, E) be an infinite, connected, quasi-transitive, amenable graph. The preceding construction of harmonic functions also gives escape lower bounds for the random walk on G. By Theorem 2.6, when G is amenable, Γ = Aut(G) is amenable and unimodular. Let R ⊆ V be a complete set of representatives from Γ \ V . Let µ be the Haar measure on Γ. For r ∈ R, let µ r = µ(Γ r ), and normalize µ so that r∈R deg(r)/µ r = 1.
Corollary 3.4 (
Corollary 3.5 (Random walks on quasi-transitive graphs). Let dist be the path metric on G, and let X 0 have the distribution P[X 0 = r] = deg(r)/µ r for r ∈ R. Then,
where {X t } denotes the simple random walk on G.
Proof. Let Ψ : V → H be the harmonic map guaranteed by Corollary 3.4 normalized so that
We have
For every r,r ∈ R, [4, Cor. 3.5] (with f (x, y) = 1 for {x, y} ∈ E such that x ∈ Γr and y ∈ Γr and f (x, y) = 0 otherwise) implies that 1 µ r # {x ∈ Γr : {r, x} ∈ E} = 1 µr # {x ∈ Γr : {r, x} ∈ E} .
Thus if we use the notation [x] to denote the unique r ∈ R such that x ∈ Γr, then [X i ] and [X 0 ] are identically distributed for every i 0. (This is also a special case of [17] , Theorem 3.1).
It follows that,
where in the second line we have used the fact that {Ψ(X t )} is a martingale, in the fourth line we have used equivariance of Ψ, and in the final line we have used (24).
Groups without property (T)
We now state a version of Theorem 3.1 that applies to the simple random walk on Cayley graphs of groups without property (T). (We refer to [3] for a thorough discussion of Kazhdan's property (T).) To this end, let Γ be a finitely-generated group, with finite, symmetric generating set S ⊆ Γ. Let P be the transition kernel of the simple random walk on Γ (with steps from S). 
where P † : H → H is defined by
Proof. Since Γ does not have property (T), it admits a unitary action π on some Hilbert space H without fixed points such that we can find, for every θ > 0, an f ∈ H with f H = 1 and P † f − f H θ. Now, P † is self-adjoint and contractive by construction, thus to apply Lemma 2.7 (with Q = P † ) and reach our desired conclusion, we are left to show that lim
Fix some non-zero f ∈ H and let ϕ k =
then there exists a subsequence {k α } and a non-zero ϕ ∈ H such that ϕ is a weak limit of {ϕ kα }. But in this case, we claim that
since for any g ∈ H, we have
where we have used the fact that lim α→∞
On the other hand, if (27) holds, then we must have Γϕ = {ϕ}. This follows by convexity since P † f is an average of elements of H, all with norm f H . Consequently, (26) cannot hold, completing the proof.
Theorem 3.7. Let Γ be a group with finite, symmetric generating set S ⊆ Γ, and let P be the transition kernel of the simple random walk on the Cayley graph Cay(G; S). If Γ does not have property (T), then there exists a Hilbert space H and a non-constant Γ-equivariant P -harmonic mapping from Γ into H.
Proof. We write ·, · and · for the inner product and norm on H. Let {ψ j } ∞ j=0 be a sequence in H with
The existence of such a sequence is the content of Theorem 3.6. Define Ψ j : Γ → H by
where we recall the definition of P † from (25) . Then, for every j = 0, 1, . . ., and for any g ∈ Γ,
where we have used the fact that π acts by isometries. By the same token,
Equipping Γ with the word metric on Cay(G; S), an application of Lemma 3.2 finishes the proof, just as in Theorem 3.1.
The rate of escape
We now show how simple estimates derived from harmonic functions lead to more detailed information about the random walk. In fact, we will show that in general situations, a hitting time bound alone leads to some finer estimates.
Graph estimates
Consider again a symmetric, stochastic matrix {P (x, y)} x,y∈V for some at most countable index set V . Let Γ Aut(P ) be a closed, unimodular subgroup that acts transitively on V , and let G = (V, E) be any graph on which Γ acts by automorphisms. Let dist denote the path metric on G, and let {X t } denote the random walk with transition kernel P started at some fixed vertex x 0 ∈ V .
For any k ∈ N, let H k denote the first time t at which dist(X 0 , X t ) = k, and define the function h : N → R by h(k) = E[H k ]. We start with the following simple lemma which employs reversibility, transitivity, and the triangle inequality. It is based on an observation due to Braverman; see also the closely related inequalities of Babai [2] .
Lemma 4.1. For any T 0, we have
Proof. Let s ′ T be such that
Then there exists an even time s ∈ {s ′ , s
Consider {X t } and an identically distributed walk {X t } such thatX t = X t for t s/2 andX t evolves independently after time s/2. By the triangle inequality, we have
But by reversibility and transitivity, each of dist(X 0 ,X T ) and dist(X T , X s ) are distributed as dist(X 0 , X T ). Taking expectations, the claimed result follows.
Proof. Assume, for the moment, that P(dist(X 0 , X j ) k/2) < 1/3 for all j < 2T . Define the random time τ to be the smallest t 0 for which dist(
2 . Now, by the triangle inequality,
But by transitivity, we have P(dist(X τ , X 2T ) < k/2 | τ 2T ) = P(dist(X 0 , X 2T −τ ) < k/2) 2/3, by our initial assumption. We conclude that P(dist(X 0 , X 2T ) k/2) 1/3.
Thus whether this assumption is correct or not, we obtain a j 2T for which P(dist(X 0 , X j ) k/2) 1/3. In particular, E dist(X 0 , X j ) k 6 . Combining this with Lemma 4.1 yields the desired result.
Using transitivity, one can also prove a small-ball occupation estimate, directly from information on the hitting times.
Proof. Let α = εk. We define a sequence of random times {t i } ∞ i=0 as follows. First, t 0 = 0. We then define t i+1 as the smallest time t > t i such that dist(X t , X t j ) α for all j i. We put t i+1 = ∞ if no such t exists. Observe that the set {X t i : t i < ∞} is α-separated in the metric dist.
We then define, for each i 0, the quantity
Since the set {X t i : t i < ∞} is α-separated, the (α/3)-balls about the centers X t i are disjoint, thus we have the inequality
where the latter sum is over only finitely many terms. We can also calculate for any i 0,
using transitivity. Now, we have t i 2T if dist(X 0 , X T ) Bαi, thus for i k/(Bα) = 1/(εB), we have
We conclude that for i ⌊1/(εB)⌋, we have E[τ i ] 
Martingale estimates
We now prove analogs of Lemma 4.2 and Theorem 4.3 in the setting of martingales. Let {M t } be a martingale taking values in some Hilbert space H, with respect to the filtration {F t }. Assume that E M t+1 − M t 2 | F t = 1 for every t 0, and there exists a B 1 such that for every t 0, we have |M t+1 − M t | B almost surely.
Lemma 4.4 (Martingale hitting times). For R 0, let τ be the first time t such that M t − M 0 R. Then, R 2 E(τ ) (R + B) 2 .
Proof. Applying the Optional Stopping Theorem (see, e.g., [16, Cor 17.7] ) to the martingale M t − M 0 2 −t, with the stopping time τ , we see that E(τ ) = E( M τ −M 0 2 ), and R 2 E( M τ −M 0 2 ) (R + B) 2 .
The following simple estimate gives a lower bound on the L 1 rate of escape for a martingale. where the latter bound follows from Markov's inequality and Lemma 4.4. Next, observe that for R ε √ T , Lemma 4.6 gives,
Finally, the Doob-Kolmogorov maximal inequality implies that,
Setting R = 2 √ T , (31) and (32) imply that for any time t 0, we have
Combining this with (30) yields (29). But we must have,
by construction. Thus (29) yields
concluding the proof.
Applications
Combining the observations of the preceding section, together with existence of harmonic functions yields our claimed results on transitive graphs. In particular, the following result, combined with Theorem 3.1, proves Theorem 1.1.
Theorem 4.8. Let V be a countably infinite index set, and let {P (x, y)} x,y∈V be a stochastic, symmetric matrix. Suppose that Γ Aut(P ) is a closed, amenable, unimodular subgroup that acts transitively on V , and there exists a connected graph G = (V, E) on which Γ acts by automorphisms. Suppose further that for some B > 0, for all x, y ∈ V , we have
If there exists a Hilbert space H and a non-constant Γ-equivariant H-valued P -harmonic mapping, then the following holds.
