Introduction
Risk assessment of chemicals has become more concerned with sources of inter-individual variability in recent years as the wide range of host and environmental factors that could potentially affect biological response have been explored. This includes differences related to life stage (fetal, childhood, adult, elderly), gender, lifestyle (exercise, sleep, diet), genetic variation, medications, co-exposure to other chemicals as well as nonchemical stressors, and the existence of endogenous damage processes that lead to disease [1] [2] [3] [4] . The idea of cumulative risk assessment is thus being expanded to take into account not only multiple exposure pathways and similarly acting chemicals, but also the range of host-specific factors that may modulate the response to chemical agents. Facilitating this expansion of cumulative risk assessment is the increasing mechanistic understanding of chemical toxicity such that the instigating events (e.g., receptor binding, protein denaturation, DNA damage, lipid peroxidation, other forms of oxidant stress) and the downstream intermediary steps (e.g., genomic and epigenomic expression, disruption of homeostasis, involvement of inflammatory mediators) can be understood to occur to different degrees across the population, depending upon the host factors listed above. This paper focuses upon one particular variability factor, the occurrence of disease or pre-disease conditions in the host. As the upstream events that underlie chemical toxicity are compared with the endogenous damage events that underlie disease, their intersection is becoming recognized along with the potential implications for chemical risk assessment. This risk assessment focus was a key recommendation of the National Academy of Sciences as it reviewed the risk assessment methods of the US Environmental Protection Agency (USEPA) in the report referred to as Science and Decisions [4] .
Perhaps the most compelling example of the interaction between an environmental agent and background disease is the contribution of fine particulate matter (PM <2.5 μM) to the risk of acute cardiopulmonary mortality. Fine PM can deposit in the deep lung and add to the burden of inflammatory stimuli that promote respiratory dysfunction and cardiac stress. Population studies have repeatedly found a linear or log-linearappearing dose-response curve between fine PM and cardiopulmonary mortality in time series or cross-sectional (across cities) studies [5] . The most plausible explanation for this linearity in response at environmental doses common in the general public is that there is a broad range of vulnerability. Those already having compromised lung function are likely to be at particularly high risk and thus make up the group of lowdose responders [4] . Thus, one implication of toxicant-disease interaction is the continuation of the dose-response curve down to low dose when those with the disease represent a quantitatively important high-sensitivity subgroup. One way to identify such individuals is through upstream biomarkers of disease risk for which certain values (or percentiles of the marker distribution) are known to be indicative of higher disease risk. In the case of fine PM, a pre-disease biomarker of cardiac stress, heart rate variability (HRV) is both a predictive biomarker of risk for major cardiac events and an endpoint that is affected by fine PM [6] [7] [8] . While the mechanism(s) for this PM effect are still under investigation, it appears that PM-induced decrease in HRV is a key physiological response that contributes to the imbalance in autonomic control of heart rhythm, underlying, at least in part, cardiovascular morbidity and mortality. The implication is that chemical risk may be expressed as the projected increase in disease through an understanding of how the chemical modulates biomarkers that are predictive of disease risk. This may be particularly relevant at low doses where the chemical on its own might not be able to induce sufficient harm for a measureable outcome but may be a significant contributing factor to the occurrence of disease in susceptible individuals and thus increase population risk for that disease.
Types of Toxicant-Disease Interactions
Background disease processes may affect vulnerability to toxicant action, while, at the same time, exposure to the toxic chemical may affect the likelihood of disease in a given individual. The manner in which this can occur is described in the following three possible interactions and as outlined in Fig. 1 [9 
]:
1) The disease alters chemical action by altering its toxicokinetics so as to materially change internal dose. For example, the diabetic state is associated with higher levels of circulating ketones, which induce a particular cytochrome P450 (CYP) called CYP2E1 [10, 11] ; this enzyme is known to be involved in the metabolic activation of numerous toxicants (e.g., trichloroethylene
[TCE]).
2) The disease weakens host defense mechanisms, as could occur when a pathologic condition is associated with chronic inflammation and oxidative stress.
3) The chemical increases the likelihood of disease by altering pathways that are also affected by the disease process.
In the first two interactions, the presence of the disease process in the exposed individual can be expected to shift the dose-response curve to a lower level dose because the chemical is more effective in the diseased individual. A disease/dose additivity model may be useful in assigning 'dose equivalents' to a particular level of disease. In simple quantitative terms, if 5 mg/kg/d of a chemical decreases a disease biomarker by 20 %, while aging or a pre-disease state decreases the same biomarker by 10 %, one might conclude that the background condition contributes the equivalent of a 2.5 mg/kg/d dose. Thus, the starting point for chemical dose response is envisioned to not be zero but some dose equivalent (2.5 mg/kg/d in this case) based upon the level of disease with which it is interacting. An example of this phenomenon occurs with the hepatotoxicity data for the chemical 1,4-dioxane [4] . As shown in Fig. 2 , the liver inflammatory response to 1,4-dioxane the pathology term is (hepatic spongiosis) differs greatly between male and female rats, and this corresponds with the gender difference in background rate of spongiosis. The high background of liver inflammation in male rats is additive to the 1,4-dioxane effect. Thus, the defense mechanisms in female rats that act as a barrier to 1,4-dioxane liver toxicity are exceeded in male rats, even in the control animals. In effect, it is as if the background condition is adding chemical dose equivalents such that the starting dose of chemical is already above its threshold for an adverse outcome, making the response at low dose linear in males and threshold in females.
In the third interaction, the chemical increases the likelihood for disease in the population by impacting on toxicity pathways that feed into the disease process. If a common biomarker can be found between disease risk and chemical effect, as in the case of PM affecting HRV, then the impact of the chemical on disease risk may be projected by the degree to which it shifts the population towards poor function and increased disease risk. This is depicted in Fig. 3 [4] , in which the population distribution for a continuous parameter becomes a vulnerability distribution if the parameter is a biomarker of human disease and if one can assign a degree of risk to a portion of the distribution. In the case of Fig. 3 , functional decline increases along the X axis and crosses a point (vertical line) in which an overt adverse effect or clinical disease can be recognized. The goal of medical management would be to keep individuals to the left of the clinical threshold, and the goal of risk assessment would be to understand how environmental factors (e.g., chemical and non-chemical stressors) might shift the distribution towards and over the clinical threshold. Thus, chemical risk may be evaluated as the percentage of the population that is shifted into the clinical disease portion of the distribution by a particular dose. This type of risk assessment (modification of disease vulnerability distribution) builds upon the experience with leadinduced shift of population intelligence quotient (IQ) distributions to lower levels, such that even small changes in mean IQ may have particular significance for individuals who are shifted into the low end (low functioning) tail of the IQ distribution [13, 14] . In this example, IQ can be seen as the upstream indicator of neurobehavioral success, as lead-induced IQ lowering has been used to estimate lost earning potential and poorer academic achievement [15] . This approach has recently been exemplified as described in subsequent sections for cadmium and methyl mercury [16••, 17] .
To study toxicant-disease interactions in this manner, the following needs to be in place:
1) Underlying mechanism: evidence that the mechanism of toxicant action has aspects in common with the disease process (e.g., cellular targets, defense mechanisms, gene expression perturbations). 2) Disease biomarker: predictive biomarker of disease risk is identified for which the population distribution in healthy and diseased individuals (the vulnerability distribution) has been characterized. Shifts in the value of this biomarker are predictive of disease occurrence.
3) Chemical impact on biomarker: the chemical in question
impacts the disease biomarker, in a manner which shifts the vulnerability distribution. 4) Chemical impact on disease: supportive epidemiological or toxicological evidence that the chemical can increase risk of the associated disease.
These toxicant-disease interactions are more likely to increase health risk if the rate of the background disease is substantial. With respect to Fig. 3 , a rare disease will have a vulnerability distribution with most members of the population far to the left of the clinical threshold. A small shift in the distribution caused by a low dose of toxicant will cause very few (if any) individuals to cross into the clinical disease category -in that case we might say that there is low additivity to background disease. However, for more prevalent diseases, the vulnerability distribution would appear more like that depicted in Fig. 3 , with a sizable fraction near the parameter value for clinical effect. In this case, numerous individuals would be sensitive to the toxicant, such that low doses may be able to shift a significant percentage into the disease tail of the distribution [15] . Thus, the increase in risk depends upon the dose response for chemical effect on the parameter and on the background rate of the disease as reflected in the shape of the vulnerability distribution.
The use of an upstream biomarker to evaluate the interaction of a toxicant with a disease process, as exemplified with case studies described below, can be extended to epidemiological research. Studies that test the association between chemical exposure and adverse outcome can evaluate, through an interaction term or nested design, whether that outcome is more or less likely in those with a pre-existing condition (e.g., whether fine PM causes more severe effects in those with preexisting lung disease). While this is useful, often the focus is on quantifying chemical exposure and not the degree of preexisting disease, with the latter often considered in yes/no categorical fashion. Ideally, epidemiology studies would use continuous variables of disease risk (e.g., HRV) in association with continuous variables of chemical exposure to study their interactive effect on adverse outcomes. The case studies described in subsequent sections illustrate the utility of disease risk biomarkers in understanding chemical risk.
Potential Role of Measurement Error
Before describing specific cases of chemical-disease interaction, it is useful to consider the role of measurement error in epidemiological studies. Evidence for toxicant interaction with background disease comes from epidemiology studies in which linear-appearing slopes exist down to low levels of exposure without evidence of threshold in spite of the likelihood that a threshold exists in individuals [4] . As the example with PM shows, where significant numbers of individuals have pre-existing disease that can be compounded by toxicant exposure, sensitivity and variability is introduced into the population dose response that tends to linearize the response at low doses. However, it has been argued that measurement error, rather than variability in response and interaction with background disease, is the reason why fine PM has a linearappearing dose-response curve [18, 19] . Measurement error tends to smooth out or blur the dose response so that it can be more difficult to detect a clear break (non-linearity or threshold) in the dose-response curve. However, measurement error can also weaken associations and decrease the significance of regression coefficients such that those studies in which the regression coefficients are significant may be because they had less measurement error (or other confounders). There are other reasons to lessen emphasis on the measurement error explanation for linear-appearing dose response in population epidemiology studies.
A cornerstone of the measurement error hypothesis is the Brauer et al. [20] 2002 demonstration that errors in PM measurements are capable of washing out a built-in threshold in PM dose response for mortality. Brauer et al. [20] took personal monitoring measurements for 16 individuals for both PM and sulphate and compared these measurements with pollution measurements at regional monitors. The PM measurement error was large when relying on central monitoring locations, indicating that local and personal factors play an important role in the value obtained. Brauer et al. [20] further demonstrated that the degree of measurement error in their PM data was sufficient to smooth out the dose response and obscure a threshold they had built into their dose-response model for PM-induced mortality [20] . Rhomberg and colleagues [18, 19] reviewed the cases of PM, nitrogen oxide, and ozone measurement variability with respect to the potential for measurement error to obscure thresholds in air pollution epidemiology studies. However, they do not consider the example of sulphate pollution, even though this is a key part of the Brauer et al. [20] study. In contrast to the PM results, sulphate measures from personal monitors correlated quite well with central outdoor air monitors across the 16 subjects. This led Brauer et al. [20] [21] , and an update of that in the World Health Organisation (WHO) guideline of 2005 [22] , it is clear that many sulphate population studies are associated with linearappearing dose response and that "As with ozone and PM, no obvious threshold levels have so far been identified in these population-based studies" [22] . According to the Brauer et al. [20] 2002 analysis, measurement error is unlikely to explain the lack of threshold for sulphur dioxide-increased mortality in the population studies reviewed by WHO. The sulphate example makes the case that factors other than measurement error can cause a linear dose response down to low dose in population studies for inhaled irritants. These other factors (e.g., inter-human variability) are summarized above for the general case.
Beyond air pollutants, numerous examples exist of population studies in which linear slopes occur down to low levels of exposure without evidence of threshold. In many of these cases, measurement error is unlikely to explain the lack of threshold since the index of exposure is biomonitoring data, i.e., quantitative internal evidence of exposure that does not rely upon extrapolation from job histories or external measurements. Examples include linear-appearing slopes for arsenic-induced cancer and non-cancer effects in relation to urinary inorganic arsenic [9] ; for mercury-induced neurodevelopmental deficits in relation to maternal hair mercury [23, 24] , which has been modelled as a linear relationship by Axelrad et al. [25] (2007); cadmium-induced decline in glomerular filtration rate (GFR), which has been found to have significant linear regression to low levels of urinary cadmium [26] ; and lead-induced neurodevelopmental deficits in relation to childhood blood lead [27] . Thus, while it is important to be aware of the potential influence of measurement error on dose response in human population studies, the examples mentioned above indicate that measurement error is unlikely to explain the linear-appearing slopes in many epidemiology studies and that it is important to recognize the role of background disease processes and other sources of intrahuman variability in extending the response to low dose.
Case Studies of Toxicant-Disease Interaction
As shown in Table 1 , the elements for analyzing the toxicant-disease interaction are in place for at least three case studies (fine PM -discussed above, cadmium, and methyl mercury -discussed below) and are plausible for several others as discussed below. The biomarkers listed in the table facilitate exploration of these interactions, although their accuracy and link to clinical disease require assessment when considering their use in risk assessment.
Cadmium-Induced Renal Toxicity and the Risk of Chronic Kidney Disease
Kidney function progressively declines with age, as measured by various indices, including GFR [33] . A variety of conditions and diseases can put additional stress on the kidney, leading to increased risk of kidney disease. These conditions include diabetes, hypertension, obesity, cardiovascular disease, and systemic lupus erythematosus (SLE). The medical definition of advanced (stage 3 chronic kidney disease [CKD] ) is based solely upon GFR: a GFR less than 60 ml/ min/1.73 m 2 for at least 3 months is diagnostic of CKD. This GFR is well below the normal adult rate and is considered indicative of CKD regardless of age or the existence of other changes to the kidney [34] . Stage 3 CKD is clinically important, as it often leads to more serious renal impairment and the potential need for dialysis.
Certain environmental toxicants may interact with background aging and disease processes and jointly affect kidney function. Cadmium is a toxic metal that, by virtue of its known localization in the kidney, has this as a prominent target organ. Upstream oxidative stress signaling induced by cadmium (elevated mitogen-activated protein kinase [MAPK]-38 in renal cells) as well as clinical markers of cadmium toxicity (protein leakage into urine, decreased GFR) show that the effects of cadmium on the kidney are similar to that which occur from aging and disease [35] [36] [37] . The potential interaction of cadmium with background aging and disease processes has been assessed based upon modulation of the population distribution of GFR and the resulting increased risk of CKD [16••] . The potency for cadmium-induced decrease in GFR was derived from the regression slope observed in a study of 816 Swedish women chronically exposed to low environmental (rather than occupational) doses of cadmium [26] . This cadmium effect was applied to the GFR population distribution found in healthy adult women, resulting in a leftward shift of the distribution and inducing a greater percentage of the population to fall below the clinical definition of stage 3 CKD (60 ml/min/1.73 m 2 ). The analysis showed that environmentally relevant cadmium doses of 0.1-1 μg/kg/d were estimated to increase the risk for CKD by 3-30 % [16••] . This example demonstrates that toxicant-induced risk of organ damage can be put in the context of population risk of chronic disease when the toxicant impacts an upstream biomarker that is predictive of chronic disease. This provides a quantitative method to assess the interaction of toxicant with aging and disease processes and thus may provide risk estimates of greater relevance to public health.
Methyl Mercury-Induced Oxidative Stress and the Risk of Cardiovascular Events
Cardiovascular disease is related to numerous risk factors ranging from genetic predisposition to dietary composition, activity level, stress and related disease states (e.g., metabolic disorder, thyroid imbalance, renal disease, and hypertension). In most cases, the potential role of toxic chemicals is overlooked. In the case of methyl mercury (MeHg), several epidemiology studies support an increased risk for cardiovascular disease, both in terms of narrowing of blood vessels and in increasing the risk of acute cardiac events [38] [39] [40] . However, not all epidemiology studies support such a link between MeHg and cardiovascular risk [41, 42] . This inconsistency may occur because MeHg exposure stems primarily from fish ingestion, and fish contain cardioprotective components, the most notable being omega-3 fatty acids [43, 44] . Therefore, the net cardiovascular risk or benefit associated with fish consumption is expected to vary depending upon which fish species and amounts are consumed by the population studied.
Further evidence of a cardiovascular risk associated with MeHg is the ability of MeHg to impair a cardioprotective enzyme known as paraoxonase-1 (PON1). PON1 is associated with high-density lipoprotein (HDL) and prevents the oxidation of serum lipids and thus also the accumulation of oxidized lipid in vascular walls [45] [46] [47] . Its utility as a biomarker of cardiovascular risk has been demonstrated in several studies, including one in which 1,399 middle-to older-aged men were followed for 3 years after baseline serum PON1 measurements were taken [48] . The elevated risk of acute cardiovascular events in relation to baseline PON1 allowed the construction of a PON1 vulnerability distribution for cardiovascular risk [17] . Mercury has been shown to inhibit PON1 activity both in vitro and in vivo, with the in vivo study of a native fisheating population in Canada demonstrating a dose response for lowering serum PON1 levels [28] . The mercury effect on PON1 likely stems from its attack on the lone sulfhydryl of PON1, a structural feature that is critical to its antioxidant properties. Application of the MeHg dose response for inhibition of serum PON1 to this PON1 vulnerability distribution led to a shift to lower levels of PON1 and to a greater number of individuals in the high-risk categories. This effect was accentuated when taking into account PON1 polymorphisms that lower the activity of the enzyme and thus have a compounding effect with MeHg on enzyme level and cardiovascular risk. Quantitation of the risk from an environmentally relevant MeHg dose of 0.3 μg/kg/d led to a projected decrease in PON1 by 6.1 % and an increase in population risk of acute cardiovascular events by 9.7 % [17] . Thus, reliance on mechanistic considerations and an upstream biomarker of cardiovascular risk enabled a quantitative investigation of the potential impact of MeHg on public health in a manner that complements the epidemiological evidence in this area.
Trichloroethylene-Induced Autoimmunity
Autoimmunity encompasses an array of progressive debilitating diseases that affect numerous organs, including the kidney, liver, thyroid, pancreas, gastrointestinal tract, skin, connective tissues, nervous system, and lung. The common link is inappropriate direction of the immune system against host tissues, which leads to chronic inflammation. This may result from the ANAs anti-nuclear antibodies, CBMN cytokinesis-blocked micronucleus, CYP cytochrome P450, GFR glomerular filtration rate, HRV heart rate variability, PAHs polycyclic aromatic hydrocarbons, PON1 paraoxonase-1 modification of host proteins so that they become recognized as foreign, access to tissue components that are normally hidden but become exposed to immune cells because of cellular damage, or perturbation of immune regulation such that there is inadequate suppression of 'self-reactive' T and B cells [49, 50] . Exposure to chemicals may contribute to autoimmunity via these mechanisms, as some chemicals are capable of modifying host proteins to render them immunogenic [51] , while other chemicals may damage tissues or alter gene regulation to affect the degree to which the immune system is self-reactive. Numerous pharmacological agents and environmental toxicants are implicated as promoting autoimmune conditions [52] [53] [54] , with perhaps the best recognized of these being TCE [29] . TCE-induced autoimmunity has been evidenced in several mouse models, including one for SLE [55, 56] , and in at least one strain not known for autoimmunity (B6C3F1 mice) [57] . Human studies also provide evidence of autoimmunity, as workers exposed to TCE had increased occurrence of scleroderma [58] [59] [60] and several other immune-related conditions [29] . The mechanism(s) for TCEinduced autoimmunity is unknown but may involve an initial toxic reaction in the liver involving TCE metabolism via CYP2E1 and subsequent oxidative damage and chronic hepatitis that stimulates the immune system to react against the liver and other tissues [61, 62] . Supplementation with the antioxidant sulfhydryl N-acetylcysteine was able to prevent TCE-related liver damage and autoimmunity [63] . This mechanism is likely to be operative at the high doses used in the Wang et al. [62, 63] studies (1,300 mg/kg via intraperitoneal injection) with this and perhaps other mechanisms occurring at lower doses where TCE autoimmunity has also occurred. TCE induces protein adducts in mouse liver, making it possible that the dichloroacetylated lysine adduct associated with TCE is a source of immunogenicity at low dose, although this possibility has not been fully explored [64] . While doseresponse studies are thus far limited, the lowest dose found to enhance autoimmune parameters was 0.35 mg/kg/d in drinking water both in the mouse SLE model and in B6C3F1 mice [58, 65••] . This dose was associated with serological evidence of TCE-induced autoimmunity (anti-nuclear antibody [ANA] titers) with some evidence of renal involvement [58] . It also appears that inorganic mercury can enhance TCE-induced autoimmunity in autoimmune-prone mice, although the mechanism for this interaction has not been explored [66] .
To better understand TCE-induced risk of autoimmunity at environmentally relevant doses, a biomarker of autoimmunity risk that is also sensitive to TCE would be needed. A potential candidate is ANA, since elevated ANA titer is a common finding in TCE studies in both mice and humans, with this effect extending down to the lowest doses tested [29, 65••] . Antibodies directed against nuclear elements and other proteins is a serologic marker in a variety of autoimmune conditions, with this being used to assist early diagnosis of conditions such as type 1 diabetes and SLE [67, 68] . Thus, it is plausible that TCE-induced elevation of serum autoantibody markers can combine with genetic predisposition and inflammatory disease processes to elevate the risk of autoimmune conditions. Studies that further explore the dose response for TCE-induced increases in ANA and other autoantibodies in autoimmune disease models may help clarify the degree to which TCE increases the risk for these conditions in humans.
Dioxins and Other Aryl Hydrocarbon Receptor Ligands in Relation to Blood Pressure
Hypertension is a multifactorial condition that is highly prevalent in the human population. The fact that several epidemiological studies have shown a link between the expression of CYP1A1, a CYP isozyme that is regulated by the aryl hydrocarbon (Ah) receptor, and hypertension suggest that stimulation of the Ah receptor may contribute to the occurrence of hypertension. For example, epidemiological studies suggest that exposure to dioxin-like compounds is associated with higher blood pressure and that the precursor effect of the prototypical dioxin, TCDD, is ablated in knockout mice that lack the CYP1A1 gene [69] . Further, polymorphisms in CYP1A1 that modulate its inducibility and expression have corresponding effects on the risk for ischemic heart disease [70, 71] . The mechanistic link between CYP1A1 expression and hypertension appears to be related to increased reactive oxygen generation as a byproduct of Ah receptor expression and CYP1A1 metabolic processes [69, 72] . However, other aspects of Ah receptor activation by environmental ligands may also promote the hypertensive state as knockout mouse studies have shown the importance of the Ah receptor to maintaining blood pressure stability [73] . The contribution of Ah receptor ligands such as TCDD and polycyclic aromatic hydrocarbons (PAHs) to hypertensive and ischemic risk in human populations is becoming increasingly recognized [74, 75] . Thus, a potential biomarker of hypertension risk and chemical-disease interaction may be Ah receptor activation in the form of CYP1A1 expression. It may be possible to screen the expression of, and polymorphisms in, this candidate biomarker in easily accessible samples such as peripheral blood lymphocytes (PBLs) as an indicator of the CYP1A1 status of cardiac and endothelial tissues [76] . Further studies of the relationship between CYP1A1 expression and blood pressure that control for the array of factors that can modulate blood pressure are needed to facilitate the use of CYP1A1 as a marker of hypertension risk in the general population.
Induction of Micronuclei by Pro-Oxidant Chemicals in Relation to Cancer and Inflammatory Disease
Oxidative stress is a result of inflammatory processes that underlie many common diseases. Exposure to pro-oxidant chemicals can add to the systemic level of oxidative stress and, at least in theory, also add to inflammation and disease burden. Oxidative stress can be biomonitored in various ways, with the detection of micronuclei, a clastogenic result of oxidant attack on DNA, becoming increasingly common [32, 77] . Other agents that damage DNA via the formation of adducts or strand breakage can also lead to micronuclei formation, e.g., styrene oxide, ethylene oxide, residential radon, sunlight, and chronic alcohol intake [31, [78] [79] [80] [81] . This form of DNA damage is readily seen in a cytokinesis-blocked micronucleus assay (CBMN) in which PBLs are arrested during cell division with cytochalasin B to freeze the cell in the binucleated state, during which it is easy to detect chromosome damage in the form of micronuclei. Increased rates of CBMN have been found in PBLs in association with age [82] , and a meta-analysis of relevant epidemiology studies shows increased population cancer risk in individuals with moderately and highly elevated CBMN rates [83] . Other diseases are also marked by increased CBMN rates, including renal disease [84] , type 2 diabetes [85] , and cardiovascular disease [86••] . The predictive value of CBMN in determining cardiovascular risk is shown in Fig. 4 , in which subjects with higher CBMN scores at the beginning of the study had greater rates of cardiac events and cardiovascular mortality upon follow-up [86••] . Thus, CBMN in PBLs may be a convenient marker of systemic oxidative stress and risk for a variety of chronic diseases. Given the wide variety of chemicals that can induce oxidative stress, CBMN may be a useful effect biomarker that can integrate across chemical and non-chemical stressors to indicate cumulative oxidative stress. Identification of oxidant chemicals that can, at low dose, shift the CBMN population distribution to higher scores will help prioritize those agents that are likely to make a substantial contribution to the background rate of CBMN and thus affect population risk of chronic disease.
Summary and Conclusions
The increasing focus on cumulative risk is helping risk assessors explore factors that would normally be treated with default uncertainty factors or not be addressed at all. An important variability factor concerns chemical interaction with background aging and disease processes. Disease processes that are prevalent in the population may confer a different vulnerability to toxicant action and may provide opportunities for toxicants to be active at low dose, levels below those representing a threshold in the average healthy individual. By developing a vulnerability distribution for disease occurrence based upon highly specific well validated clinically recognized biomarkers, it is feasible to explore how a chemical may interact with the disease process and shift the biomarker distribution to impact the risk of disease. The case examples involving cadmium/GFR and methyl mercury/ PON1 provide quantitative examples of this approach, while the possibility for such analyses of TCE-induced autoimmunity and dioxin-induced hypertension may lead to better understanding of the public health risks from these chemicals. The CBMN example highlights that a non-specific biomarker of systemic oxidative stress may be useful as a cumulative index of disease risk and the contribution from individual pro-oxidant chemicals. To facilitate these and additional interaction studies, it will be critical for medical researchers, clinicians, toxicologists, and epidemiologists to jointly identify biomarkers of disease risk and explore how toxicants may perturb these biomarkers and thus modify population risk.
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