Background and Objective Characterizing nicotine pharmacokinetics is challenging in the presence of background exposure. We performed a combined retrospective population pharmacokinetic analysis of 8 trials, including exposure to Tobacco Heating System and cigarettes (both inhaled), nicotine nasal spray and oral nicotine gum. Method Data from 4 single product use trials were used to develop a population pharmacokinetic model with Phoenix Ò NLME TM and to derive exposure parameters. Data from 4 separate ad libitum use studies were used for external validation. A total of 702 healthy adult smokers (54% males; 21-66 years of age; smoking C10 cigarettes/day; from US, Europe and Japan) were eligible for participation. Results Two-compartment linear disposition combined with zero-order absorption model was adequate to describe nicotine pharmacokinetics, and a mono-exponentially decreasing background component was utilized to account for nicotine carry-over effects. Apparent nicotine clearance was typically 0.407 L/min in males and 26% higher in females (68% inter-individual variability). Bioavailability was product-specific, decreased with increasing nicotine ISO yield, and increased with increasing body weight.
Introduction
Cigarette smoking causes serious chronic diseases, including lung cancer, chronic obstructive pulmonary disease, cardiovascular disease and stroke [1, 2] . To reduce Electronic supplementary material The online version of this article (doi:10.1007/s13318-017-0405-2) contains supplementary material, which is available to authorized users. the morbidity and mortality attributable to smoking, tobacco control measures have been implemented in many countries. While smoking rates have been successfully reduced, they remain relatively high, and the World Health Organization estimates that there will be over a billion smokers by 2025 [3] .
To complement tobacco control, approaches to tobacco harm reduction have been introduced with the development of alternative nicotine delivery systems, including the Tobacco Heating System 2.2 (THS 2.2). By heating instead of burning tobacco, THS avoids or reduces the formation of many toxic combustion products. Clinical studies have shown favorable biological effects in smokers who switched from cigarette to different non-combusted products [4] [5] [6] . While this makes risk reduction at the individual level possible, a population health benefit additionally depends on smokers actually switching from cigarettes to THS. A key requisite of THS or any other alternative nicotine delivery system thus is that it satisfies smokers and in particular furnishes a nicotine uptake profile similar to cigarettes [7] , making pharmacokinetic assessment essential.
Clinical trials comparing the bioavailability of nicotine with THS 2.2, either mentholated or not, with various tobacco products (regular or mentholated CC, nicotine nasal spray (NNS), or mentholated nicotine gum), have been conducted in healthy adult smokers, in various populations. Data from 8 trials allowed for characterizing nicotine pharmacokinetics and sources of variability in a retrospective population analysis.
While designing single use cross-over trials, the duration of smoking abstinence prior to first product use and the duration of the washout period assumed that plasma nicotine terminal half-life (t 1/2, z ) was approximately 2 h [8, 9] . However, in our clinical trials pre-dose nicotine plasma concentrations were often measurable in both study periods [7] , resulting in carry-over. The reasons underlying the discrepancy between the literature-based half-life on the one hand and our findings of pre-dose and carry-over levels on the other hand might include: (1) high assay sensitivity in our studies; (2) prior background exposure; (3) insufficient duration of abstinence or washout periods; or (4) the nicotine half-life being longer than reported in the literature.
The objectives of this analysis were to (1) develop a population pharmacokinetic model describing plasma concentration-time profiles of nicotine based on single product use study data, (2) assess sources of variability in nicotine pharmacokinetic parameters, (3) estimate plasma exposure to nicotine, distinguishing between exposure due to product use and background exposure, and (4) assess the predictive performance of the nicotine population pharmacokinetic model in data from ad libitum use studies.
Methods

Clinical Studies
The full dataset was split into a learning and a validation dataset. The learning dataset was used for model building, covariate analysis and internal model evaluation. It was composed of 4 randomized, controlled, two-period crossover, single center open-label confinement clinical trials. Healthy adult smokers of either sex were enrolled when eligible [10] [11] [12] [13] . The objective of the studies was to compare nicotine pharmacokinetics and pharmacodynamics following single THS (regular or mentholated) versus CC (regular or mentholated) use in 44 subjects per study, and single THS (regular or mentholated) versus either regular NNS (outside of Japan) or mentholated nicotine gum (in Japan) use in 18 subjects per study ( Table 1 The validation dataset included 4 ad libitum use studies conducted according to a common randomized, controlled, open-label, three-arm parallel group, multicenter design. Their objective was to evaluate if the ad libitum use of THS for 5 consecutive days affected the levels of biomarkers of exposure of selected HPHCs, compared to smoking CC and smoking abstinence. After a 2-day baseline period (Day 1 and Day 0) of CC ad libitum use, the exposure period in confinement consisted of 5 days of ad libitum use of the assigned product (CC or THS) in the THS and CC arms. Subjects in the smoking abstinence arm were not included in the present analysis. One blood sample for nicotine pharmacokinetic assessment was collected daily from Day 0 to Day 4, then within 15 min prior to first product use on Day 5. Up to 8 additional pharmacokinetic samples were taken on Day 5 and 2 samples on Day 6. The actual product use history was recorded on Days 5 and 6. Pharmacokinetic data collected prior to Day 5 were not included in the dataset.
Blood samples for the determination of nicotine concentrations in plasma were analyzed using a validated LC-MS/MS assay method. The lower limit of quantification (LLOQ) was 0.2 ng/mL for the single use studies and 1 ng/ mL for the ad libitum studies. 
Dataset Composition and Data Handling
The analysis dataset included all subjects having used a product at least once and having at least one measurable nicotine plasma concentration. The actual sampling times were used in the analysis. The analysis dataset included baseline demographic variables, daily cigarette consumption at baseline, scores of the Fagerströ m test for nicotine dependence (FTND) questionnaire, and some product-related information (e.g., type of product, presence of menthol, and nicotine dose). For inhaled products, the nicotine dose was defined as the nominal nicotine ISO yield of 0.5 mg for THS and varied for CC from 0.1 to 1.5 mg, depending on the individual brand. The nicotine dose was 2 mg in the mentholated nicotine gum and 1 mg for the NNS.
Creatinine clearance was derived using the CockcroftGault formula [14] .
If an actual sampling time was missing, the nominal sampling time was imputed. No imputation was made for missing nicotine concentrations. Missing covariate values were imputed by the last observation carried forward. Nicotine plasma concentrations below the LLOQ were omitted from the analysis.
Population Pharmacokinetic Analysis
Base Model
The overall analysis process is illustrated in Fig. 1 . The analysis was conducted according to applicable regulatory guidance documents [15, 16] , using Phoenix Ò NLME TM 1.3 and first-order conditional estimation with extended least squares estimation. All products were included simultaneously in an integrated population pharmacokinetic model. The data from two consecutive product use periods were analyzed jointly on a continuous time scale. A preliminary run was performed to detect potential outliers by visual inspection of concentrations associated with absolute conditional weighted residuals (CWRES) greater than 4 [17] .
The base model for nicotine included two components sharing common disposition kinetics: a sub-model describing the time-course of background nicotine exposure, to address the previously observed carry-over effect, and a sub-model describing the time-course of plasma nicotine concentrations after product use. While neither of the components can be observed separately in the data, their combination (further referred to as ''total Fig. 1 Population pharmacokinetic analysis workflow. After omitting measurements below the level of quantification (BLQ) and splitting the full dataset into learning and validation datasets, an exploratory data analysis (EDA) was conducted to guide data cleaning and base model development. The covariate model (COV1) was developed sequentially after defining a hierarchy between primary and secondary covariates, until a final model was obtained. Sensitivity analyses assessed the impact of outlier data on the base model. Model evaluation was performed on the base and final models, including goodness-of-fit (GOF) plots. The final model was submitted to external evaluation using the validation dataset, and visual predictive check (VPC). Eventually, individual exposure metrics were derived from the learning dataset concentration'') was used to model the observed plasma nicotine concentrations, as illustrated in Fig. 2 .
The base model development considered either two-or three-compartment linear disposition, either first-or zeroorder absorption kinetics, log-normally distributed pharmacokinetic parameters, either mixed (i.e., additional and proportional) or log-additive residual errors, and some combinations thereof. The background nicotine level was modelled by a decreasing mono-exponential term, assuming that product use occurred in the terminal phase of the preceding smoking abstinence or washout period. The model included inter-individual variability (IIV), as appropriate. Inter-occasion variability was, however, not considered as differences between periods were assigned to product-related differences, and captured by fixed-effect parameters.
Model evaluation and selection were based on a set of criteria including the log-likelihood (-2LL) difference between competing models, the Akaike Information Criterion (AIC), the precision of parameter estimation, successful model convergence, shrinkage of the empirical Bayes estimates (EBE) of the model parameters [18] and graphical goodness of fit representations.
Covariate Analysis
Whenever some a priori rationale for investigation was available, potential covariates were designated primary covariates, otherwise secondary covariates. Potential covariates, their hierarchy and the rationales for investigation are summarized in Supplementary Table 1 (Online Resource). The covariate analysis first addressed primary covariates, then extended to the secondary covariates to reduce the computational complexity [19] .
The analysis of primary and secondary covariates followed a predefined scheme. First, a graphical exploratory data analysis (EDA) was conducted to detect trends. Then, based on the outcome, a subset of potential covariates was selected, considering biological plausibility and possible correlations between covariates, and ignoring clinically unimportant covariate effects in favor of model parsimony [20] . Finally, a forward selection/backward elimination procedure was used for the statistical covariate selection [21] , with threshold p values of 0.05 and 0.01, respectively [19] . 
Model Evaluation and Sensitivity Analysis
An internal prediction-corrected visual predictive check (pcVPC) was performed based on the final population model, and observed concentrations in the learning dataset were compared to the corresponding simulated distributions [22] . The pcVPC was performed by period and product. For each stratum and time interval, percentilebased 90% prediction intervals (PIs) of the 10th, 50th and 90th percentiles of the simulated concentrations were computed across 1000 replicates and compared to the 10th, 50th and 90th percentiles of the observed concentrations.
The performance of the final population pharmacokinetic model to predict the external validation dataset was assessed using diagnostic plots [16, 18] after Bayesian post hoc estimation based on the actual product use history on Day 5/6.
A sensitivity analysis was performed to determine the potential impact of any outlier value excluded from the base model [15] . Parameter estimates obtained with the full population pharmacokinetic analysis dataset and the pharmacokinetic evaluation dataset were compared.
Individual Pharmacokinetic Parameters
To derive individual nicotine pharmacokinetic parameters, model-predicted concentration-time profiles (both total and background-adjusted) were simulated for each subject using empirical Bayes estimates (EBE). From these profiles, the following individual pharmacokinetic parameters were calculated by non-compartmental analysis using the Phoenix Ò WinNonlin Ò software, version 6.4: T max , initial half-life (t 1/2, 1 ), terminal half-life (t 1/2, z ). In addition, both total and background-adjusted nicotine exposure pharmacokinetic parameters were derived: maximum concentration (C max ), area under the concentration-time curve from time to 24 h (AUC 0-24 h ) and area under the concentrationtime curve from time to infinity (AUC inf ).
Results
Pharmacokinetic Population Analysis Set and Demographics
The pharmacokinetic population consisted of 728 subjects overall (Table 1) , the analysis set including 702 subjects, i.e., 246 and 456 subjects in the learning and validation dataset, respectively, exclusions being due to discontinuation or lack of pharmacokinetic data or dosing history. Both datasets were comparable with regard to demographic characteristics, as summarized in Table 2 .
Base Model
The learning dataset included 6843 measurable concentrations from 246 subjects, after exclusion of 831 values below the LLOQ and of 53 outliers (0.8%). Two-compartment linear disposition was assumed based on the graphical data exploration and published models for orally [23] and transdermally or intravenously administered nicotine [24] . The prior knowledge of nicotine half-life, along with the length of the smoking abstinence and washout periods prior to product use warranted the selection of a mono-exponential sub-model for background nicotine despite multi-compartmental disposition. Macroscopic rate constants alpha and beta were derived from disposition parameters [25] . The background sub-model was defined by a baseline (C0) and a rate constant (beta). A three-compartment disposition did not improve the diagnostic plots.
Nicotine kinetics was better fit by zero-than by firstorder absorption. The former involves a constant absorption rate over a finite duration (Tdur), consistent with the use of inhaled nicotine products and nicotine gum. Incidentally, zero-order absorption also adequately described nicotine absorption kinetics from the NNS. Considering that chewing would take longer than inhaling, the nicotine absorption duration (Tdur) was assumed to differ between nicotine gum and the other investigated products. In addition, the extent of absorption was assumed to differ between products. This was accounted for by including a product-specific bioavailability parameter (Frel), relative to THS as reference product (i.e., typical Frel set to 1).
The base model included IIV on all disposition parameters, as well as C0, Frel and Tdur. A log-additive residual error model was selected, facilitating parameter estimation and better accounting for the spread of observations, compared to competing error models.
Additional details related to the base model (development steps, model structure, equations, parameter estimates, and diagnostic plots) are provided in Fig. 2 and in Supplementary Tables 2 and 3 (Online Resource) .
In a sensitivity analysis, parameters from the base model were re-estimated after introduction of the previously excluded 53 outlier concentrations. This model did not allow a successful covariance step and, given the minimal impact observed on parameter estimates (within ±14%), these observations were excluded from the remainder of the analysis.
Covariate Analysis
The covariate analysis was performed in the subset (6803 measurements in 244 subjects) of the learning dataset including only subjects with full covariate information (i.e., 2 subjects with missing CYP2A6 were excluded).
In the graphical EDA of primary covariates, the following effects were explored: effects of CYP2A6 activity and sex on both apparent clearance of apparent volume central compartment (Cl/F) and C0, and effects of body weight (WT) and nicotine ISO yield on Frel. All were found to be significant in the forward selection step (as assessed by the magnitude of the -2LL and AIC drops). The effect of sex on C0 was not retained in the backward elimination step.
In the subsequent graphical EDA of secondary covariates, the following effects were explored: age on apparent volume central compartment (V1/F), menthol on V1/F and Frel, race on C0 (being black versus non-black) and Tdur (being white versus non-white), and body height (HT) on Tdur. A residual effect of weight on C0 was also investigated. Only 3 of the above effects resulted in a significant drop in -2LL and were retained: The effects of menthol on V1/F and Frel, and of race on C0.
Final Model
The final population pharmacokinetic model was a twocompartment linear disposition model with zero-order absorption for product use and a mono-exponentially decreasing background component. For a typical subject from the learning dataset (male, not black, weight of 69.1 kg, using the regular variant of THS, baseline CYP2A6 activity of 29.2%) fixed effect estimates of V1/F, Cl/F, apparent volume peripheral compartment (V2/F), Cl2/F, Tdur and C0 were 70.0 L, 0.407 L/min, 171 L, 0.171 L/min, 5.30 min, and 0.358 ng/mL, respectively.
Compared to the base population pharmacokinetic model, the final model showed some improvement in IIV for Cl/F (68 versus 71%), V2/F (85 versus 100%), C0 (48 versus 57%), and for the effects of CC, NNS and nicotine gum on Frel (70 versus 79%), whereas IIV increased on Cl2/F (139 versus 135%). All fixed-effect parameters were precisely ALT alanine aminotransferase, AST aspartate aminotransferase, U/L international unit per liter, CYP2A6 cytochrome P450 2A6 isoform, EU European Union, Mean arithmetic mean, N sample size, SD standard deviation * One subject with missing CYP2A6 information was not evaluable for external validation estimated with a low relative standard error (\4%) and shrinkage within 30%. The typical initial and terminal halflives were 1.35 and 17 h, respectively ( Table 3) .
The final population pharmacokinetic model included effects of nicotine ISO yield, body weight and product type on nicotine bioavailability, CYP2A6 and sex on Cl/F, menthol on V1/F, baseline CYP2A6 activity and being black on baseline nicotine concentration, and menthol and nicotine gum on Tdur (Table 4) .
The final population pharmacokinetic model did not include any effect of age, ALT, AST, height, body mass index, creatinine clearance, daily CC use, region (i.e., Japanese versus non-Japanese), total bilirubin, FTND total score and time to first cigarette (FTND item 1).
Model Evaluation
Internal Evaluation
Goodness-of-fit (GOF) plots and individual fits showed good agreement between observed and predicted nicotine concentrations, with no apparent bias ( Supplementary  Figs. 2 and 3 , Online Resource).
PcVPC performed by product use and study period revealed that the model adequately captured the median pharmacokinetic profile, and the observed 90th percentile was generally within the prediction interval (PI), suggesting accurate model fit across products and time courses in both periods (Fig. 3) . The model performance was harder to Alpha initial rate constant, Beta terminal rate constant, C0 baseline nicotine concentration prior to first product use, CC conventional cigarette, Cl/F apparent clearance, Cl2/F apparent inter-compartmental clearance, dC0dBLACK effect of being black on C0 (log scale), dC0dCYP2A6 effect of CYP2A6 on C0 (log scale), dCldCYP2A6 effect of CYP2A6 activity on Cl/F (log scale), dCldSEX (female) effect of sex on Cl/F (log scale), dFreldDOSE effect of nicotine ISO yield on Frel (log scale), dFreldWT effect of body weight on Frel (log scale), dTdurd-GUM difference in gum Tdur compared to other products (log scale), dTdurdMENTH effect of being a menthol variant on Tdur (log scale), dFreld difference in Frel compared to THS (log scale), dVdMENTH effect of being a menthol variant on V/F (log scale), Frel bioavailability relative to THS, IIV inter-individual variability, NNS nicotine nasal spray, RSE relative standard error, Tdur duration of zero-order absorption, V1/F apparent central volume of distribution, V2/F apparent peripheral volume of distribution evaluate in the lower nicotine concentration range. Specifically, the 10th percentile was inconsistently captured by the simulations, possibly due to observations below the level of quantification (BLQ) being censored, whereas simulated concentrations were not.
External Model Evaluation
Out-of-(learning) sample evaluation of the final model was conducted in 456 validation dataset subjects, providing 4724 measurements after exclusion of 182 values BLQ (i.e., 3.7% of total measurements). Owing to a shorter smoking abstinence period in the ad libitum use studies of the validation dataset (typically 7.5 h overnight) compared to the single product use studies of the learning dataset (at least 31 h), the distribution of C0 was re-estimated in the validation dataset at 2.10 ng/mL (RSE = 2.0%). All other final population pharmacokinetic model estimates were fixed to final, and Bayesian post hoc estimation was performed. The resulting GOF plots appeared adequate ( Supplementary Fig. 4 , Online Resource).
Pharmacokinetic Parameters of Nicotine
The summary of exposure metrics derived from the simulated profiles by product type based on the final model is presented for the total and background-adjusted concentrations in Supplementary Table 4 (Online Resource). Across the learning dataset, background-adjusted exposure to nicotine was consistently lower with THS than with CC, on average by 24 or 26%, depending on whether based on C max or AUC, respectively.
Discussion and Conclusion
While nicotine metabolism and pharmacokinetics have been extensively studied [8, 9, [26] [27] [28] , publications on nicotine pharmacokinetic models are limited. They include mechanistic or physiologically based pharmacokinetic models for nicotine, mainly to estimate nicotine dosimetry in different tissues such as the brain. Results were based on oral and/or intravenous nicotine administration in humans [23, 29, 30] or in rodents [31, 32] , limiting the use of such data in the context of inhalation products. Nicotine pharmacokinetics were adequately described by a two-compartment linear disposition model, with zeroorder absorption for product use, on top of a mono-exponentially decreasing background. The background nicotine sub-model was introduced to account for the carry-over observed in single product use studies. As mentioned previously, the mono-exponential model assumed that product use occurred in the terminal phase of the preceding washout period. In retrospect, the t 1/2, 1 of 1.35 h supports C0 baseline nicotine concentration prior to first product use, Cl/F apparent clearance, CC conventional cigarette, CYP cytochrome P450, Frel relative bioavailability, GUM mentholated nicotine gum, NNS nicotine nasal spray, Tdur duration of zero-order absorption, THS regular tobacco heating system, V1/F apparent central volume of distribution this assumption. The typical terminal half-life t 1/2, z determined in the learning dataset was 17 h, supporting the previously observed carry-over after a washout period as long as 48 h. The previously reported value of approximately 2 h [8, 9] may better reflect the initial half-life t 1/2, 1 determined in the present work. Some work already suggested a longer t 1/2, z of approximately 11 h [33] . This was estimated in urine samples, where the assay method sensitivity is higher than in plasma. While most reported nicotine analytical methods have a LLOQ from 0.5 to 1.0 ng/mL, the sensitivity of the analytical method in our studies was typically 0.2 ng/mL. Previous research on nicotine pharmacokinetics might have failed to capture the t 1/2, z probably due to a combination of a lower assay sensitivity and a shorter sampling period than used in our studies (24 h).
These results might have implications for future research, especially with regard to planned washout periods for clinical studies and the design of nicotine pharmacokinetic analyses. A t 1/2, z of 17 h warrants the prolongation of washout periods to prevent carry-over effects and to avoid the pitfalls of subtracting an observed baseline in case of non-compartmental pharmacokinetic analysis. Otherwise, for existing nicotine-containing products, one might select to deliberately shorten washout periods down to a duration that is deemed to be practicable, provided the data interpretation is model-based, and separates out the background exposure.
Influencing covariates were body weight, CYP2A6 activity, sex, presence of menthol, nicotine ISO yield, race (being black or not), and type of product.
Specifically, the bioavailability of nicotine for CC, NNS and nicotine gum relative to THS was 102, 24, and 61%, respectively, meaning that the corresponding backgroundadjusted exposure to nicotine was on average 2% higher, 76% lower and 39% lower than with THS, all other things being equal (i.e., subject characteristics and nicotine ISO yield). The absorption of nicotine from gum lasted 45 versus 5.3 min for the other products.
Owing to the unknown nicotine dose actually released by inhaled products, inter-individual variability (IIV) was assumed for Frel, producing the most significant drop in the -2LL statistic. The relative bioavailability decreased with increasing nicotine ISO yield and body weight. As smokers tend to self-titrate to their desired nicotine level, this might suggest that users tried to extract the same amount of nicotine from each product, resulting in high extraction efficiency from low nicotine-containing products, while a lower extraction was required from high nicotine-containing products. No clear-cut rationale was identified for the effect of weight on Frel.
Both sex and CYP2A6 activity influenced Cl/F. The sexeffect on Cl/F was apparently unrelated to sex-differences in weight, as weight itself was not found to impact Cl/F; therefore CYP2A6 activity at baseline was used as a marker of CYP2A6 polymorphism. A decrease in CYP2A6 Fig. 3 Visual predictive check of the Final Model-Semi-log Scale (learning dataset). CC conventional cigarette, NNS nicotine nasal spray, PI prediction interval, THS tobacco heating system. Given the small number of measurements at 24 h, simulations were not displayed beyond 12 h for NNS and gum activity in Japanese, Black and African Americans was expected, and a positive association between CYP2A6 activity and nicotine clearance is consistent with previously published data [8, 34, 35] . The effect of being black on C0 could not be distinguished from a study-effect, as all black or African American subjects in the learning dataset came from one study.
Menthol was related to small increases in V1/F and Tdur (9.5 and 5%, respectively) and there is no clear-cut explanation for this observation. It should be recognized, however, that the presence of menthol may be confounded by other factors, including region, product and product-use behavior. In fact, the nicotine gum was a menthol variant, which was only investigated in Japanese subjects in the present dataset. Menthol had no effect on Frel and Cl/F, which are the determinants of plasma nicotine exposure (AUC) at a given nicotine ISO yield.
Across the investigated dataset, background-adjusted exposure to nicotine was consistently lower with THS than with cigarettes, on average by 24 or 26%, depending on whether based on C max or AUC, respectively.
The evaluation of the final model was extended to an external validation dataset composed of 4 ad libitum use studies, representing 456 subjects and 4906 measurements, and comparable to the learning dataset with regard to demographic covariates. The external validation was conducted with all parameters fixed to the final estimates from the learning dataset except for C0, which was estimated from the validation dataset.
An inherent limitation of a population pharmacokinetic analysis is the dependency of the derived model on the analysis dataset. This raises the question as to whether our findings can be extrapolated to a different dataset of similar composition, to different nicotine-containing products, or to different populations. To some extent, the success of the external validation suggests that the model can accurately predict data outside the original dataset. This was feasible because design-related differences between the learning and validation datasets were clearly identified, and their translation in model terms did not require any change to the model structure. However, we speculate that extrapolation to different nicotine and tobacco products (e.g., transdermal systems) would require some adjustments to the model structure. Finally, extrapolating to populations not represented in the learning dataset would at least require changes to the covariate model.
In conclusion, the population pharmacokinetic model was able to describe the nicotine pharmacokinetics of a wide range of nicotine-containing products such as CC or THS, as well as of different nicotine replacement therapies (gum and NNS) with different routes of administration in different populations. Ethical approval The above mentioned model was built using the datasets of 8 clinical studies. All procedures performed in these studies involving human participants were conducted in accordance with the ethical standards of the institutional and national research committees and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards.
Informed consent Written informed consent was obtained from each subject who participated in one of the eight trials prior to performing any study-specific procedures.
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