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Abstract
Geostatistical modeling of the reservoir intrinsic properties starts only with sparse data available. These
estimates will depend largely on the number of wells and their location. The drilling costs are so high that
they do not allow new wells to be placed for uncertainty assessment. Besides that difficulty, usual geostatistical
models do not account for the uncertainty of conceptual models, which should be considered.
Spatial bootstrap is applied to assess the estimate reliability when resampling from original field is not an
option. Considering different realities (conceptual models) and different scenarios (estimates), spatial bootstrap-
ping applied with Bayesian update allows uncertainty assessment of the initial estimate and of the conceptual
model.
In this work an approach is suggested to integrate both these techniques, resulting in a method to assess
which models are more appropriate for a given scenario.
Keywords: spatial bootstrap, bayesian update, uncertainty assessment, oil reservoir, geostatistics
1 Introduction
In the early stages of a petroleum reservoir develop-
ment (exploration or appraisal stages) only sparse data
is available, leading to inaccurate knowledge about that
reservoir. Basically, these data comes from geologic
maps, seismic surveys and a few wells. The latter has
the highest costs. It is not so critical to get robust
knowledge in terms of quantity, but of quality. The lo-
cation of new wells (which accounts for a great economic
risk) will deeply depend on that knowledge, hence be-
ing so important to measure, in some way its, accuracy,
through what its commonly called uncertainty assess-
ment.
In these stages, uncertainty is related to those few
drilled wells and their location, to the stratigraphic in-
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terpretation obtained from core analysis and seismic
data. Geostatistical modeling starts with only these
sparse data. Possible geological scenarios are conceived
gathering this information, but only part of it is re-
tained to build conceptual models. These models are
the starting point of the (re)definition of the drilling
strategy (wells number and location), and therefore as-
sessing uncertainty related to these models is fundamen-
tal for the field development. In this work a method is
proposed to assess the uncertainty derived from these
conceptual models.
The proposed approach to characterize conceptual
models relies on two statistic techniques: spatial boot-
strap, a resampling technique; and Bayesian update, an
inference method based on Bayes’ theorem. This ap-
proach is applied in a case study based on a Middle
East reservoir, where its porosity is the analyzed vari-
able.
We try to mimic the industry general methodol-
ogy, starting with obtaining synthetic wells and building
hypothetic scenarios (conceptual models) upon them.
Once the first wells are drilled, the available data only
allows a rough estimate of the given property (porosity,
in this case). One way to assess the uncertainty of that
estimate is to statistically analyze several realizations of
the same estimator, i.e., new samples. In the petroleum
context, new wells cannot be drilled from the real reser-
voir to assess uncertainty, since new samples would re-
quire drilling new wells, which accounts for a high eco-
nomic risk (high uncertainty and high cost per drill).
Bootstrap consists in a resampling technique which al-
lows to measure the accuracy of an estimator discarding
the need to acquire new realizations of that estimator.
New samples are obtained by random sampling with
replacement. This method can only be applied to inde-
pendent variables, which is not convenient in a reservoir
context where data are spatially correlated, as in earth
sciences in general. When resampling wells, the corre-
lation should be preserved as well as the redundancy
between and along wells. Spatial bootstrap is then ap-
plied to overcome this limitation, which is accomplished
by preserving the drilling strategy, i.e., the number and
relative positions between wells are honored.
Similarly to the usual procedure followed in prac-
tice, an initial estimate is assumed as an hypothesis for
each scenario. This value corresponds to a prior prob-
ability, which will then be transformed into a posterior
probability through the inversion of the Bayes’ theo-
rem (Bayesian update), where spatial bootstrap is the
key to calculate the likelihood. Different realities and
different scenarios are integrated, resulting in an uncer-
tainty model which considers the ignorance about what
is assumed to be the reservoir structural model.
2 Uncertainty in the early stages
of a reservoir development
The main goal of the exploration or appraisal stages is
to find structures in the earth crust which are favorable
for oil retention. Exploration consists in acquiring data
(geological, geophysical or geochemical), in its analy-
sis, and in the placement of an initial exploration well
(called wildcat). This research can take place in some
area not yet exploited or in the neighborhood of known
fields, whereas in the second case they are called ap-
praisal wells, serving the propose of finding structures
associated to those fields. These initial wells are the
only way one can validate the exploration conceptual
model, providing the only practical evidence about a
specific characteristic [2].
Uncertainty is a measure of the ignorance we have
about the physical phenomena which has occurred in
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a reservoir. Assessing reservoir properties and uncer-
tainty through sparse appraisal data is a complex chal-
lenge. Particularly, the uncertainty assessment in a ex-
ploration or appraisal project should strive to answer
the following two problems:
1. limited number of samples and limited knowledge
about physical phenomena;
2. usually, the uncertainty related to the conceptual
models is not taken into account.
Various algorithms have been developed to calculate one
unique best estimate of a global unknown value, how-
ever, assessing uncertainty requires the subjective def-
inition of a randomization process. For instance, even
when using stochastic simulation methods for quan-
tifying the uncertainty degree of a geological model,
through alternative and equiprobable representations,
the uncertainty of the parameters, which have defined
the geological model itself (e.g., variography), it is
not quantified, because there was no place to consider
other possibilities. A joint randomization of both the
unknown variable and its estimate within a Bayesian
framework, given a set of alternative but plausible ge-
ological scenarios, allows to account the uncertainty of
the initial estimate and the geological model.
Bayesian update integrated with spatial bootstrap
turns possible the uncertainty space creation for the
conceptual models.
Although the developed methodology sees its ma-
jor application in the context of the early stages of
the petroleum reservoirs development, either by data
scarcity or high associated costs (risk), its applicability
might be extensible to other areas of knowledge.
3 Method description
The developed methodology is divided into two main
groups, related to the concepts previously referred: spa-
tial bootstrap and Bayesian update. Data will be pro-
duced in the first group and then processed in the sec-
ond one.
3.1 Classes definition
A specific estimator can be optimal to estimate lower
values of a given property, but have a different behavior
for middle or higher values. That possible trend can be
verified through the definition of classes. These classes
provide a range of values for the probabilities calcula-
tion, i.e., we are looking for the probability of the value
of porosity which occurs between a specific range, in-
stead of being equal to a specific value. That class can
also relate to a range of interest, which in the petroleum
context can correspond to “be” or “not to be” reservoir.
From a general point of view, it is possible to know bet-
ter the behavior of an estimator through the definition
of j classes Cj .
3.2 Spatial bootstrap
Spatial bootstrap is a resampling technique, derived
from the bootstrap method by Efron [1]. It is used to
evaluate some specific statistic about a random variable
Z. Spatial correlation between samples is preserved,
while classical bootstrap does not account for spatial
dependence.
In the spatial bootstrapping practice, as suggested
by Journel [3], stochastic simulations are run in order
to obtain multiple realizations using the same set of
parameters, which means that the structural model is
not randomized. The same author proposed random-
izing the simulation algorithm, retaining the real value
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considered. In this approach, we use a spatial boot-
strapping following, in some way, that suggestion, but
instead of randomizing the simulation algorithm, we
randomize the related variography (conceptual model).
The introduced difference allows embedding different
possible interpretations, given the sampling data.
Considering k different variograms, we obtain differ-
ent maps (each one with different spatial continuities),
which will correspond to different realities Rk. In the
context of this work, each resampling Am corresponds
to the drilling of m sets of n synthetic wells on each one
of the realities Rk.
Spatial bootstrapping procedure ends with this re-
sampling. In the present work we propose a different
approach. Stochastic simulations within spatial boot-
strap are seen as realities, Rk, and the different scenar-
ios, S, are defined by other simulations made upon the
synthetic wells Am. The number of simulations per each
set Ai, with i = 1, . . . ,m, is the number of considered
variograms, k.
With this procedure we can obtain the likelihood
instead of using some random analytic distribution.
3.3 Bayesian update
3.3.1 Prior probability
Prior probability, P (φ ∈ Cj | S = sk), corresponds to
the probability of the occurrence of values of porosity
within the class j, given the scenario sk. Its defini-
tion is related to an initial hypothesis. That hypothesis
can be derived from other informations previously ac-
quired (e.g., seismic) and/or from expertise and avail-
able knowledge about some specific reservoir.
In this case, none of these are available, so we de-
scribe two ways to assign values to the prior probabil-
ity. With the first one, the initial hypothesis comes
from spatial bootstrap samplings. Frequentist proba-
bility is calculated for each one of the “real” maps. Go-
ing through each one of the N sets of sampled wells,
block by block, and considering the event of interest as
the value of porosity being within the range defined for
each class (Eq. 1).
P (φ ∈ Cj | S = sk) = 1
N
N∑
i=1
φAi , (1)
where φAi is the frequentist probability related to the
wells set i.
In the second way, successive values were assigned
to the prior probability, depending on the real value at
each “real” map, φRk , where k corresponds to differ-
ent conceptual models (Eq. 2). Thereby, it is possible
to verify prior probability behavior in a wider range of
possible values.
P (φ ∈ Cj | S = sk) = P (φRk ∈ Cj | S = sk)
r
, (2)
with r = 0.1, 0.2, . . . , 3.0. r is a coefficient defined only
to accomplish the propose of generating prior probabil-
ity values in function of the “real” value.
3.3.2 Evidence probability
Bayesian definition of probability states that the prob-
ability of a specific event is a function of some evidence.
That evidence corresponds to a sample or experimen-
tal information [6]. In this work, it is related to the N
simulations (scenarios) performed. The probability of
the occurrence of porosity values with class Cj , in the
simulated map i of the scenario sk, define the observed
estimate φ∗Sik . The probability of this experimental in-
formation is defined as the average value of φ∗Sik , with
i = 1, . . . , N (Eq. 3).
P (φ∗ ∈ Cj | S = sk) = 1
N
N∑
i=1
φ∗Sik . (3)
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3.3.3 Likelihood
Spatial bootstrapping procedure provides the likelihood
of observing an estimate for a given proportion of poros-
ity within the range Cj and a geological scenario sk
(Eq. 4 shows its analytic definition). Likelihood is de-
fined through the comparison between simulated images
(scenarios) in the spatial bootstrap procedure, and the
reality on which such procedure was carried on. The
first step in this comparison consists in checking if the
block i of a specific “real” map is within the defined
range for the class of interest. If so, we count the num-
ber of times that same block, in each simulated map,
is also within the class. This procedure is repeated set-
ting, in first place, one “real” map and, in second place,
one scenario, which will be cycled over firstly.
P (φ∗ ∈ Cj | φ ∈ Cj , S = sk)
= P (φ∗ ∈ Cj , φ ∈ Cj , S = sk)
× [P (φ ∈ Cj , S = sk)]−1 .
(4)
3.3.4 Posterior probability
Posterior probability (Eq. 5) is the result obtained ap-
plying the Bayes’ theorem. Its value refers to the prob-
ability of the occurrence of porosity values (φ) within
the class Cj , given an observed estimate φ
∗, in a specific
scenario sk.
P (φ ∈ Cj | φ∗ ∈ Cj , S = sk)
= P (φ∗ ∈ Cj | φ ∈ Cj , S = sk)
× P (φ ∈ Cj | S = sk)
× [P (φ∗ ∈ Cj | S = sk)]−1 .
(5)
This probability corresponds to the initial hypothesis
updated value (prior), and it is starting from which we
will assess the model uncertainty.
3.4 Application to the case study
The data used comes from drilling and logging analy-
sis performed in a Middle East reservoir. A synthetic
reservoir was created (simulated) with that data, from
which we start applying the developed methodology. In
a real practical case, if there were well data available,
this methodology would start with such data, thus it
would not be necessary to use a simulated map.
The direct sequential simulation [7] was used as the
stochastic simulation algorithm. The parallelized ver-
sion [5] was implemented in the workflow, due to its
higher computational efficiency, which is one character-
istic that should be taken into account when dealing
with a large number of simulations.
3.4.1 Considered variograms
Three different variograms were set up, as shown in Ta-
ble 1. They were defined by changing the range, and
they were used to generate three “realities” Rk and
three scenarios Sk, with k = G,M,P. These ranges were
defined in function of a coefficient c, which corresponds
to the approximate relation between the defined range
in each direction and the corresponding size in the initial
map. As an example, for the “reality” with the highest
range (G), the relation with the initial map dimensions,
in each direction, is approximately 1/2, which is the
maximum distance an experimental variogram should
reach [8]. The vertical direction was kept equal for all
scenarios.
The spheric model was used in all cases. Different
experimental variogram model choices can also be inte-
grated into the k definition.
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k Range in each direction c
(90; 0) (0; 0) (0; 90)
G 165 65 25 1/2
M 110 45 25 1/3
P 60 25 25 1/5
Table 1: List of the considered variogram ranges.
3.4.2 Classes definition
Table 2 shows the defined classes Cj , with j =
3Q, 1Q3Q, 1Q. Ranges were defined using the quar-
tiles from the initial map, φI . In practice, these values
should come from petrographic analysis.
Class Range
C3Q [25.7612, φImax [
C1Q3Q [15.3437, 25.7612[
C1Q [φImin , 15.3437[
Table 2: List of the defined porosity classes.
3.4.3 Spatial bootstrap
Spatial bootstrap procedure was applied following the
methodology described in Section 3.2. Figure 1 illus-
trates the procedure followed from the “objects” point
of view. The initial data set consists in a porosity 3D
map, originated from well data of a Middle East reser-
voir. From this map, three sets of synthetic wells were
retrieved. These sets try to reproduce three different
drilling strategies. Table 3 shows all of their coordi-
nates. The following procedure was followed for each
one of those sets.
1. Three different variograms were defined (see Table
1).
2. Three simulations were carried out, Rk, having
each one associated to a different variogram k.
Each one of these simulated maps corresponds to
a different reality, resulting in three realities, dis-
tinguished by having different spatial continuities.
3. Fifty sets of wells were randomly sampled, Ai,
with i = 1, . . . , 50. Each one of these sets hon-
ors the drilling strategy initially defined, W , i.e.,
the number of wells and their relative position are
preserved.
4. Three new simulations were carried out for each
one of the sampled sets, also using different var-
iograms. Each one of these simulations corre-
sponds to a possible scenario Sk, which matches
with what is known about some specific reality
Rk, i.e, the wells Ai.
Number of wells
3 5 10
x y x y x y
100 40 60 50 65 55
170 90 130 100 65 100
230 60 200 40 120 55
250 90 120 100
310 60 175 55
175 100
230 55
230 100
285 55
285 100
Table 3: Coordinates of the three sets of synthetic wells
(in number of blocks).
The number of wells in each synthetic set was cho-
sen with the goal of approximating to real situations
(reduced number of wells). It also serves the purpose of
testing the methodology in different situations. Overall,
1350 simulations were executed (3 drilling strategies ×
3 realities × 50 samples × 3 scenarios).
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10 wells
Initial map
3 wells
5 wells
A1
A2
A50
G
M
P
G
M
P
A1
A2
A50
G
M
P
G
M
P
A1
A2
A50
G
M
P
G
M
P
Realities
Samples
Scenarios
Figure 1: Flowchart of spatial bootstrapping procedure applied to the case study.
3.4.4 Bayesian update
All probabilities necessary for the Bayesian update were
calculated using algorithms developed during this work.
Grids are traversed block by block and probabilities are
calculated as described before, for each class Cj .
Posterior probabilities correspond to a new estimate
of the proportion of porosity values within each class.
These values are not conclusive by themselves, and the
results give three possible values for each reality. It is
necessary to assess which one of those estimates is the
best one, i.e., which one is related to a lower uncer-
tainty. An approach to reach out that goal is presented
in the next section.
3.5 Sensitivity analysis
The models reliability assessment was achieved through
a comparison between probabilities of the “real” maps,
P (φRk ∈ Cj | S = sk), and the posterior probabilities,
P (φ ∈ Cj | φ∗ ∈ Cj , S = sk). Thus, it becomes possible
to sort models by ranking. This ranking corresponds to
a deviation, normalized to a percentage (Eq. 6).
DR1 =
|P (φ ∈ Cj | φ∗ ∈ Cj , S = sk)− P (φRk ∈ Cj | S = sk)|
P (φRk ∈ Cj | S = sk)
. (6)
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This deviation is no more than the absolute value
of the difference between posterior probability and the
“real” value, expressed as a percentage. High values of
DR1 indicate a higher difference between the final esti-
mate (posterior probability) and the “real” value, also
relating to a higher uncertainty. Lower values indicate
the opposite, which is a better result. These values are
more easily comparable between the same real map Rk,
since the normalization is made with different values
for different realities. There are three final values for
each real map, which correspond to the three simulated
scenarios.
Considering the assignment of prior values by the
second hypothesis described in Section 3.3.1, Eq. 6 can
be written replacing posterior probability by equation
5 and prior probability by Eq. 2, resulting in the devi-
ation DR2 (Eq. 7),
DR2 =
∣∣∣P (φ∗∈Cj |φ∈Cj ,S=sk)×P (φRk∈Cj |S=sk)P (φ∗∈Cj |S=sk)×r − P (φRk ∈ Cj | S = sk)∣∣∣
P (φRk ∈ Cj | S = sk)
× r, (7)
with r = 0.1, 0.2, . . . , 3.0. Interpreting DR2 values is
the same as for DR1, where the only difference is the
range of prior values considered. One should consider,
in such interpretation, the effect of similitude between
images, i.e., likelihood. Very similar images will have
high values of likelihood, which, in turn, tend to higher
posterior probability values. Those updated values will
be higher, thus increasing deviation. It results in high
deviations in images which are similar by default. This
leads to a difficult comparison between deviations re-
lated to different “real” maps, namely, between images
generated with different number of wells, since the simil-
itude between the real image and scenarios tends to be
higher when the number of wells put into the simulation
is also higher.
Equation 7 was applied to all realities and scenar-
ios, resulting in 27 graphics, with 3 curves in each one.
Figure 2 shows one of those graphics as an example.
In this example, it is noticeable that there is an inter-
val where the scenario G has a lower deviation, other
interval where is the scenario M having a lower devia-
tion, and yet another interval where scenario P is the
one with a lower deviation. This means that a differ-
ent optimal model is obtained depending on the initial
hypothesis (prior probability).
It was verified that all the curves have a similar be-
havior even between different real maps. The minimum
value for DR2 and r values that define the intervals
where each model is optimal changes, but the aspect
and ordering relation are retained for most cases. Find-
ing a mathematical relation between all these curves
and building a function that defines them, which is far
beyond the objectives of this work, would be helpful to
find the optimal model expeditiously.
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Figure 2: Curves for model selection (red: SG, yellow: SM ,
blue: SP ) calculated from deviation DR2, y axis (in logarith-
mic scale), and from coefficient r, x axis. Example shown
for class C3Q.
4 Conclusions
4.1 Summary
We presented a methodology for uncertainty assessment
in the early stages of a petroleum reservoir development.
It can be said that in these stages there are two common
difficulties: (a) available data are sparse and making de-
cisions under such conditions has a high associated risk;
(b) conceptual models are usually assumed as exempt
of uncertainty, although it should be considered. This
methodology incorporates two statistic techniques: spa-
tial bootstrap and Bayesian update. Generally, it can be
stated that spatial bootstrap helps minimizing difficulty
(a) and Bayesian update helps minimizing difficulty (b).
The employed techniques were implemented with
a few different approaches, seeking to improve its re-
sponses:
Spatial bootstrap In relation to the methodology
suggested by Journel [3], two modifications were
added regarding the way the conceptual models
are randomized, or, in other words, their uncer-
tainty assessment. We consider realities with dif-
ferent structural models (variograms) which are
compared, each one of them, with a different set
of scenarios (see Section 3.2).
Bayesian update The presented method to calculate
likelihood does not account for global proportions,
but for proportions according to its spatial simil-
itude. This decision faces one trade off. On the
one hand, it is harder to choose the best model, on
the other hand, it tries to improve chosen model
reliability.
Integration With the integration of spatial bootstrap
and Bayesian update, we presented one way of
choosing which model is the best, amongst dif-
ferent conceptual models, according to its uncer-
tainty. The best conceptual model is not necessar-
ily the one which reproduces the same structure
as the reality, it also depends on the discrepancy
of the initial hypothesis in relation to the reality.
Such hypothesis is then corrected by the Bayesian
update, given the different scenarios considered
through spatial bootstrap.
During this work, several algorithms were developed
to accomplish every steps described in the presented
methodology, using a highly efficient scientific program-
ming language (Fortran), except for the direct sequen-
tial simulation, where we used an implementation for
the parallelized version [5].
As a side result, we created a tool which allows one
to apply the developed methodology in an easy and in-
tegrated manner. Thereby, a computational applica-
tion is now available, which will help on the research
and development of this methodology by any student
or professional.
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4.2 Recommendations for future work
In the course of this work, some alternative or addi-
tional steps to the developed methodology were emerg-
ing, which have all the legitimacy to be developed and
tested, however there was a time limitation. Here are
some suggestions for a future work.
Application to real case studies It would be inter-
esting to apply this methodology to a real case and
compare with other methods. Its adaptation and
application to other fields, within the Earth sci-
ences, e.g., other natural resources or environmen-
tal impact studies, or even other areas of knowl-
edge, would certainly be an interesting challenge.
Drilling strategy The tested location of wells was, in
some way, solely random. Wells which are located
in high pay zones should be tested, thus assessing
uncertainty when available data is biased.
Scenarios simulations We just simulated one geolog-
ical scenario for each pair (Rk, Ok), within the
same drilling strategy. Although this number can
be enough for what was intended, running several
simulations would result in one more measure of
uncertainty.
Integrate other data Seismic information could be
incorporated in the spatial bootstrap procedure
(e.g., through cosimulation), contributing to the
bias reduction related to wells location as well the
uncertainty associated to this process [4].
Model selector function The referred approach to
select the best model (Section 3.5) needs a longer
time of research and development, and it could
prove to be an important tool in reservoir stochas-
tic modeling.
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