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Outreach has become a significant part of modern archival practice. New technologies, 
particularly those associated with the social web, have been identified by the literature as 
potential tools to aid outreach efforts. This study explores the implementation of one of 
these new technologies: microblogging. Microblogging, specifically Twitter, has been 
adopted by archives but little is known in regard to the extent or nature of 
implementation. The first phase of this study presents exploratory data to reflect the 
current state of implementation by examining the number of repositories using Twitter, 
the frequency of their use, and the size of their social network. The study’s second phase 
addresses the nature of this use through content analysis of tweets produced by 
repositories, with particular attention given to its use as an outreach channel. In analyzing 
Twitter implementation and usage patterns, this study hopes to inform the role of 
microblogging in archival outreach. 
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Introduction 
Public relations are an acknowledged problem for archives and manuscript 
repositories. Resource allocators, archival patrons, and the general public have been 
identified as having limited awareness, education, and understanding of archival issues, 
practice, and value (Gracy, 1985; Jimerson, 1989; Grabowski, 1992; and others). This has 
resulted in discrepancies between the user’s expectations and the archives actual 
capabilities (Evan, 2007). It has also resulted in struggles to justify the need for resources 
and even the existence of the archives (Gracy, 1984). One solution proffered by the 
literature is an increase in outreach efforts (Blais & Enns, 1990; Ericson, 1990; 
Grabowski, 1992; Gray 2008; and others).   
Archival outreach has been characterized as, among other things, a “liaison with 
users, stakeholders, depositors, and other domains, (Wier, 2004, p. 71)” and also as 
relationship building with the intent of improving public perceptions, awareness, 
education, and use of archives (Blais & Enns, 1990). In order to be most effective, 
outreach should be integrative of the constituent audience’s environment, focusing on 
what the constituents are already doing and taking advantage of existing venues (Rettig, 
2008). One such venue in which to reach out and build relationships with the public is the 
World Wide Web. Emerging technologies, especially those associated with the social 
web and social network sites, are being heralded by some in the archival, library, and 
information professions as potential outreach platforms (Fernandez, 2009; Cuddy, 2009; 
DeVoe 2009).
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Social network sites have been defined as “web-based  services  that  allow  
individuals  to  (1)  construct a  public or semi-public  profile within  a  bounded  system,  
(2)  articulate a  list of  other users  with whom  they  share  a connection,  and  (3)  view  
and  traverse  their  list of  connections and  those made  by  others  within  the  system 
(boyd & Ellison, 2007).”  Social network sites are part of the larger Web 2.0 concept, 
which has come to represent the set of technologies, fundamentally different from the 
static-content model of the early World Wide Web, that enable and encourage user-
generated contributions and place value on collective and collaborative meaning. 
Twitter is one of many social network sites currently on the web. Others of note 
include Facebook, MySpace, Flickr, and YouTube. Twitter is a social network site built 
around the idea of microblogging. Microblogs, as the name implies, are scaled down 
versions of traditional self-published blogs typically consisting of short messages 
distributed to a network of contacts. There are several sites that provide a microblogging 
platform including Twitter, Jaiku, and Pownce. The most popular, in terms of unique 
users and visitors, is Twitter. Despite its relatively late arrival to the social web boom1
                                                 
11 Twitter was founded and released publicly in mid-2006, somewhat later than other major Web 2.0 
players such as Facebook, Flickr (both founded 2004), and YouTube (founded 2005). 
, 
adoption and growth of the service has been extremely rapid. The New York Times 
recently reported that Twitter.com receives approximately 54 million visitors a month 
(Stone, 2009) and is one of the world’s 50 most popular websites according to Alexa’s 
internet analysis (Alexa). As a result of its popularity, Twitter has essentially become the 
de facto representative of microblogging in general and the brand has become 
synonymous with the technology. Twitter’s service model allows users to compose and 
distribute to a designated network messages known as “tweets”. Tweets are limited to 
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140 typed characters and can be composed on Twitter.com, through desktop widgets 
incorporating the Twitter application programming interface (API), via Instant Message 
(IM), or with Short Message Service (SMS) on mobile devices.  
User-generated content, collaboration, collectivity, and social functions enabled 
by Twitter, other social network sites (SNS), and Web 2.0 technologies have significantly 
altered the landscape of the web and libraries and archives are beginning to take notice, 
though with somewhat disparate levels of enthusiasm. 
Twitter and social network sites generally have been identified by members of the 
Library and Information Science community as both beneficial tools and potential threats. 
Proponents of the use of SNSs tout the ability to communicate, converse, and build 
relationships with users; reach populations who are not consumers of traditional media; 
and market library services and resources (Breeding, 2009; Cole, 2009). Detractors note 
the dangers of reputational harm, confusion of the personal and professional identity, and 
lack of proven impact (Farkas, 2009; Fernandez, 2009). 
Despite mixed feelings, evidence of Twitter use can be seen not only by libraries, 
but by archives and manuscript repositories as well. Archives 2.0, a wiki that lists Web 
2.0 implementation by archival institutions, links to at least 50 repositories utilizing the 
Twitter service (Twitter (microblogs): Archives and Related Organizations on Twitter).  
While theoretic interest and pragmatic implementation of Twitter in archives and 
manuscript repositories is evident, there is a dearth of literature describing, explaining, or 
supporting current practice. It is therefore the purpose of this study to explore the use of 
Twitter by archival and manuscript repositories. Particular attention will be paid to its 
application as a tool to address communicative shortcomings in public awareness, 
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education, and relations. The following research questions are employed in the attempt to 
satisfy this purpose:  
1. To what extent are archives implementing and utilizing Twitter? 
2. What is the nature of content shared by archives on Twitter?  
3. To what extent can shared content be characterized as outreach? 
 
Literature Review 
In order to address the above listed research questions, the literature was reviewed 
to identify prior works related to 1) Twitter use and content, 2) adoption of 
microblogging by archives and manuscript repositories, and 3) archival outreach.  
Microblog Network Characteristics. 
To begin to address research questions about the nature of microblogging in 
archives and manuscript repositories, the existing literature on microblog characteristics 
was reviewed.  
The social network and users of the microblogging platform Twitter have been 
explored in various studies. Studies attempting to map the overarching characteristics of 
the Online Social Network (OSN) created by the aggregation of all Twitter users suggest 
that the geographic distribution of the Twitter OSN is most densely concentrated in North 
America followed by Europe and Asia (Java et al., 2007). Other work has shown 
particularly strong growth in Japan (Krishnamurthy, Gill, & Arlitt, 2008).  
Within the larger Online Social Network (OSN) are networks called 
“communities.” Java et al. (2007) suggest that communities are organized according to 
common interest and that within communities individuals play roles that are determined 
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by their intentions. These roles consist of information source, friends, information seeker 
and an individual may play different roles in different communities. 
Within the individual social network, the user’s personal network, as constructed 
by declared “follower”/“followee” relationships, contains similar roles. Krishnamurthy, 
Gill, & Arlitt (2008) define classes of users based on their follower/followee ratio. At one 
end of the spectrum, broadcasters, often news outlets, have many followers but do not 
themselves follow many. At the other end, miscreants/evangelists, follow many but are 
not heavily-followed. The authors associate this class with spammers or stalkers, 
contacting as many people as possible, hoping to gain some response. Between the two 
extremes are acquaintances who show strong signs of followee/follower reciprocity, and 
have a proportional amount of followers to followees. 
At the next level of granularity, within an individual user’s social network as 
defined by declared followers and followees, Huberman, Romero, & Wu (2009) suggest 
there is a sub-network of “friends” based on interaction, directed communication, and 
reciprocal attention. This sub-network, the authors claim, is more significant to the user, a 
clearer indicator of meaningful relationships, and a better predictor of usage. 
The preceding studies offer a macro to micro view of Twitter’s network 
characteristics. The current research uses the trends identified in the studies discussed 
above to compare  findings that relate to archives and manuscript respositories as a subset 
of all Twitter users.  
Microblog Content Characteristics. 
The content of microblogs has been used to multiple ends in various studies. Java 
et al. (2007) used content analysis to determine user intention within communities. The 
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authors find that chief among user intentions are daily chatter, conversation, sharing 
information/URLs, and reporting news. In exploring tweets as electronic word of mouth 
Jansen et al. (2009) further developed categories of microblog content by identifying 
many action-object pairs represented in postings including announcement, answer, 
chitchat, comment, confirmation, consuming, expecting, forwarding, maintenance, 
missing, negative comment, notification, order via Twitter, patronizing, positive 
comment, question, recommendation, recommendation request, request, research, 
response, suggestion, and supplement. Further the authors demonstrated that posted 
expression could be coded into categories for sentiment, information seeking, information 
providing, and comment.  
Zhao & Rosson (2009) similarly find a “tremendous diversity” in content. They 
also reported on various features of microblog content including frequent and brief 
updates about personal life and activities, which seems to be a hybrid of the daily chatter 
and reporting news identified by Java et al. They also suggest that microblog content can 
function as a “people-based RSS feed” whereby useful information is gathered through 
subscribing to (following) people with like interests. They noted that content in 
microblogs is frequently real-time, meaning that people post updates as they are 
participating in some activity. 
The literature on microblog content provided a rough framework for this study’s 
codebook development. Coding in this study seeks to account for these trends and 
differentiate between the identified content categories: sentiment, information seeking, 
information providing/information sharing, and conversation. If archival outreach is 
indeed being done through Twitter, it should be the case that a significant amount of 
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tweets are of the information providing variety, and possibly information seeking. In an 
outreach context, few tweets should reveal sentiment or provide uninformative comments 
on status. 
Archival Adoption of Microblogs. 
Few formal studies exist that directly relate to microblogging in the archival 
setting. More systematic attention has been paid to generalized Web 2.0 technologies 
with studies suggesting that there is a willingness within the archival community to 
embrace similar applications (Samouelian, 2009). A study by Mary Samouelian sought to 
explore the incorporation of Web 2.0 technologies into archival digitization projects and 
digital collections and the attitudes toward and implications of implementation. The study 
was conducted in two phases: the first a content analysis of archival websites intended to 
determine the extent of Web 2.0 utilization with respect to digital collections; the second 
an interview conducted with a subset of those archivists utilizing Web 2.0 on their 
websites.  Samouelian limited the scope of her exploration to a defined set of Web 2.0 
technologies which included blogs, community sites (wikis and social networking sites), 
ratings and reviews websites, podcasting, and bookmarking. Samouelian found that 
overall archivists were “embracing” Web 2.0 applications and that implementers were 
optimistic about the potential benefits to their collections. 
A similar optimism, again about Web 2.0 generally, is expressed by Terence K. 
Huwe, who recommends integration of interactive tools in digital special collections as a 
means of fostering community and facilitating scholarly discussion (2009). Huwe focuses 
on the synergy of special collections that can be enabled by online linkages. He also 
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suggests that blogs (of the traditional variety) can spark two-way conversation between 
researcher and repository. 
In the broader library science literature, microblogging is discussed more directly, 
and again, optimism is the resounding trend. Several authors have written short articles 
describing microblogging and advising on implementation (Cole, 2009; Milstein, 2009; 
Breeding, 2009; Kho, 2009). Cuddy (2009) suggests that among potential uses of 
microblogs in the library setting are patron notification of events and schedule changes, 
public relations and marketing, and disaster preparedness. DeVoe (2009) adds to this list 
community building, promotion of library services and collections, and receiving 
feedback. 
This enthusiasm and attention to Web 2.0 and microblogging in particular 
suggests the relevance and timeliness of the proposed study. Yes, librarians and archivists 
are talking about microblogging, but are they actually doing it? 
Archival Outreach. 
The idea of archival outreach and public relations is not necessarily a new one. As 
related by Ericson (1991), the topic was broached at the 1940 meeting of the Society for 
American Archivists by a member who commented: “I have listened to a great number of 
papers on such subjects as the training of archivists [and] the classification and cataloging 
of archives...[but] I have been particularly impressed with the lack of attention given to 
the subject of the relationship between archival institutions and the public. (p. 116)” 
Outreach has since garnered relatively steady attention in the professional literature, with 
a notable surge in the late 1980s and early 1990s. 
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Grabowski (1992) discusses in an editorial the need for archivists to build 
awareness of archival value. The author suggests that this awareness be achieved through 
efforts to cultivate more users. The author explains that archivists should “strive not only 
to educate the public but also to create more users, on the assumption that someone who 
uses the product is more likely to value the industry that produces it. (p. 466)” Grabowski 
comes to this conclusion through the observation that outreach efforts aimed solely at 
educating the public as to the purpose and importance of archives have largely failed. As 
an illustration, Grabowski notes that “despite archivists’ efforts at outreach, nationally 
syndicated cartoonist Jeff MacNelly can still equate archives with the messy desk of an 
idiosyncratic ‘Perfesser’ and describe them as differing from a garbage dump only by 
lacking a flock of scavenging seagulls. (p. 466)” 
In a similarly framed article, Blais & Enns (1991) argue for a broader and more 
integrated approach to public programming and outreach in archives. The authors 
describe the evolving scope of archivists’ interaction with the public and the eventual 
arrival at a stage of symbiosis. This relationship, the authors claim, necessitates “a new 
recognition of the importance of archivists’ responsibilities to the public and…clearly 
defining our obligations and goals in this area. (p. 103)” Out of this necessity, the authors 
identify four components essential to public programming in the archival context: image, 
awareness, education, and use. The authors clarify, “[Public programming] supports the 
activities of the institution by creating an image of archives, promoting awareness and 
appreciation of archives, ensuring the education of users and the general public about the 
value and potential use of archives, and enabling the use of the archival record. (p. 103)” 
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These articles suggest a framework by which to identify and evaluate outreach 
content present or not present in tweets. The components suggested by the authors were 
considered in evaluating the presence of outreach in the tweets examined by this study. 
 
Method 
 This study utilizes a two phase combined methodology of data analysis and 
content analysis. The first phase examines implementation rates through representative 
sampling and searches of repository websites and the larger web to determine Twitter 
presence of archives and manuscript repositories. The second phase applies descriptive 
statistics and content analysis, respectively, to numeric data and a set of 488 tweets 
harvested from archives and manuscript repositories’ Twitter profiles. Phase two seeks to 
determine the composition of archival Twitter networks and the nature and extent of 
participation. Ultimately, findings of the content analysis were compared to existing 
definitions of outreach to determine the extent to which archival microblogging can be 
characterized as such.  
Phase 1: Determining Twitter Implementation. 
Sampling. 
I used the Repositories of Primary Sources as the principal sampling frame for 
this study. The website is “a listing of over 5,000 websites describing holdings of 
manuscripts, archives, rare books, historical photographs, and other primary sources for 
the research scholar” (Abraham 2009). The list comprises archival repositories of various 
sizes and types, and can be seen as a reliable representation of the larger archival 
community.  In addition to the sampling frame, I used archival repositories known to 
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have a presence on Twitter as a secondary source for inclusion in the content analysis. 
These included repositories identified through solicitation of professional listservs and on 
other websites (e.g. Archives 2.0 wiki). 
 As the complete list of Repositories of Primary Sources list includes cultural 
institutions, historical societies, and other organizations not technically considered 
archives, the following criteria for inclusion/exclusion developed by Samouelian (2009) 
were utilized: 
• The repository is located in the United States 
• The name of the repository includes the words “archives” or “special 
collections” 
• The repository is affiliated with a college or university 
Using these criteria, the number of repositories was reduced to approximately 800. The 
Repositories of Primary Sources site is stratified according to geographic region and then 
broken down further alphabetically by state. I retained these groupings and entered 800 
repositories into an Excel spreadsheet in order. From this list of 800 I selected every 
fourth repository for inclusion in the sample. This resulted in a sample of 190 
repositories. 
Determining Implementation. 
 In the first phase of this study, I determined the extent of Twitter implementation 
within the 190 repository sample population. I first determined if a repository had a 
Twitter presence. For the purpose of this study, “Twitter presence” was defined as the 
existence of a profile bearing the name of the repository onTwitter.com. Profiles for a 
host institution (i.e. the affiliated university or college) or for a parent institution (i.e. the 
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library as a whole) were excluded. In order to determine Twitter presence, I examined 
repository homepages. In some cases, homepages included Twitter icons linking to 
profiles or included statements announcing their presence (e.g. “Follow us on Twitter”). 
If a Twitter icon or statement of participation was not posted on the homepage, I 
inspected subsequent Web pages, and performed a search on the site map. If the 
repository homepage did not link or allude to a Twitter presence, I performed a secondary 
search using the Google search engine. I attempted searches using the Twitter interface, 
but this proved impractical as a result of the constraints of Twitter’s search capabilities. 
Discovery through search on Twitter was further hindered by the fact that many 
repositories utilized abbreviations, acronyms, or abridged versions of their names. If I 
discovered that a repository was using Twitter, I entered this in the recording sheet. This 
analysis yielded 10 repositories (5.3%) from my original list of 190 that were using 
Twitter.  
Phase 2: Descriptive Statistics and Content Analysis. 
The second phase of the study looked at the nature of archives’ Twitter use. For 
the purpose of this study “Twitter use” is defined as active contribution to the site in the 
form of content sharing. “Content sharing” denotes the composition of “tweets.” 
“Tweets,” as determined by the Twitter interface, are messages limited to 140 characters 
that are distributed automatically to the articulated network of followers. 
In addition to the 10 repositories identified during phase one as maintaining 
Twitter accounts, I included 13 repositories known to have Twitter profiles, and fitting 
the same inclusionary criteria as stated above. I discovered the additional repositories 
through solicitation of professional listservs and though other websites. Two of the 
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known profiles had no activity during the observation period for the study and were thus 
excluded. The final number of repositories in the phase two study population was 21. 
 I extracted numeric data from the Twitter pages of the 21 identified repositories 
relating to the number of followers, number of followees, and number of total tweets. I 
entered this data was entered into an Excel spreadsheet and applied descriptive statistics 
to the numeric data. 
 I also harvested tweets over a 30 day observational period from the Twitter pages 
of the 21 identified repositories.  The 30 day observational period was the same for all 
repositories. I compiled numeric data and tweets into an Excel spreadsheet, removing all 
duplicate tweets from the data set. 
Codebook. 
I developed the following codebook to define the categories assigned to each of 
the tweets. I created four broad categories to represent the communicative function of 
tweet content: Information providing, Information seeking, Information conducting, and 
Conversation. I created a set of more granular categories to address the content of 
Information providing tweets. I based categories on topics and types of anticipated 
communication.   
Before applying the code to the entire data set a pilot code was tested and the 
codes were revised.  I applied the pilot code to tweets from two repositories and 
iteratively revised categories when any unanticipated content arose.  The tweets for the 
pilot coding were selected based on perceived complexity and diversity of tweet content. 
After 24 hours, the same set of tweets was coded a second time to test coding reliability.  
Sixty-four tweets, with 155 units of analysis were coded during the pilot.  Coding 
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between the two session were found to have 97.4% agreement. The final codebook 
follows. 
Codebook 
Category Description Example 
Information Conducting relay of information 
from another source, 
typically denoted by 
the RT (i.e. 
ReTweet) symbol 
RT @THR_Film Schrader 
donates papers to Ransom 
Center http://bit.ly/b47cf9 
Information Seeking request for 
information, 
typically in the form 
of a question 
Anyone know any examples of 
institutional repositories, digital 
libraries, portals for research 
datasets? Esp large sets used in 
e-science? 
Conversation directed 
communication with 
a specific user, 
typically featuring 
the @[twitterhandle] 
configuration 
@lisagrimm Thanks for the RT! 
A student is working on Albert's 
papers from his coaching career, 
so if you want to go fangirl on 
Barrett's... 
Information Providing contains original 
information, 
typically a statement 
Lecture on the de la Guerra 
family at the Lafayette Library 
and Learning Center in 
Lafayette, CA, 4/1 from 7-9 pm 
http://bit.ly/adtPYc 
 Link Hyperlink url http://ow.ly/1sGq5 
Collection/Object specific collections, 
items, or objects 
New collection now open to the 
public! Sylvia and Tom McGrath 
Collection: http://bit.ly/a2Ymja 
 
Digital Object of the Day: Los 
Angeles ends its streetcar service 
today in 1963 after 90 years : 
http://bit.ly/9wYozf 
 
News recent events, 
institutional updates 
Harry Ransom Center acquires 
David Foster Wallace archive… 
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Category Description Example 
Hash tag # denoting topic #archives 
Event upcoming event (i.e. 
exhibit, lecture, 
reception, etc.) 
Opening reception for "A 
Haverford Sampler: A Selection 
of Masterworks from the 
Photography Collection" today 
6-8 pm. http://ping.fm/VC9d4 
Fact statement of fact, 
usually related to 
subject area of the 
archives 
March 12, 1927: A mysterious 
closet fire at the Sigma Phi 
Epsilon house destroys clothing 
valued at about $100 belonging 
to "Boots" Sanders. 
Personal status 
update 
update on the actions 
of the individual 
responsible for 
maintaining Twitter 
account 
In a presentation on social media 
and web 2.0 for archives 
Sentiment expression of 
feeling, includes 
emoticons 
This is too cool… 
Media reference to other 
online social media, 
including blogs, 
video, photographs, 
SNS 
2 new Time Frames videos now 
up! Check them out! 
http://www.youtube.com/spcouta 
Photograph Twitpic (i.e. Twitter 
hosted photographs) 
http://twitpic.com/161oyi - Prof. 
Gordon H. Lamb named Div. 
Head of the Dept. of Music, 2-
27-74. University 
Communication Photographs, 
UA 
Administrative 
information 
hours of operation, 
closures, policies 
FYI: We will be closed from 3-
13 to 3-21 for spring break. We 
will reopen Monday 3-22 at 
8am. 
 
Because any one tweet may equally represent more than one category, I 
dissembled tweets into smaller units of analysis in order to maintain mutual exclusivity of 
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categories and most accurately assess which topics and types of communication are 
present most often.  For example, a tweet might give a personal status update, which 
mentions a collection, and an upcoming event, and then provides a link. In this case, the 
tweet was coded as four separate instances: an instance of Personal Status Update, an 
instance of Collection/Object, an instance of Event, and an instance of Link. 
 
Limitations 
 Limitations of this study are resultant of both the methods and of the design of 
this particular study. Data gathered on implementation is limited by the methods of 
discovery. It was not possible to rule out the existence of additional repositories utilizing 
Twitter that were not discoverable through their own website, other websites, 
professional listservs, or general web searches. This may have resulted in underreporting 
of implementation numbers. The study is also limited through its use of content analysis. 
As a matter of course, content analysis is reliant on inferences which are innately 
susceptible to subjectivity and endanger the reliability and validity of results. This 
particular study is further limited by the presence of only one coder. While a single coder 
can increase the internal reliability of findings, it may limit the validity. I attempted to 
create well-defined and mutually exclusive categories in an effort to increase reliability 
and validity. The representativeness of the study’s second phase is also limited by the 
inclusion of self-identifying repositories in conjunction with those systematically 
sampled.  
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Results 
 Twitter Implementation. 
I evaluated 190 archives and manuscript repositories with respect to their use of Twitter. 
The first step was to determine whether or not the repository had a Twitter presence. Of 
the 190 repositories evaluated, ten (5.3%) were maintaining profiles on Twitter. While 
this seems to be a small percentage, it is reflective of a larger trend toward the use of 
social network sites. Through the course of data collection, it was discovered that 25 
(13.15%) of the repositories included in the sample were maintaining profiles on at least 
one social network site, and eight (4.2%) were maintaining profiles on two or more sites. 
Descriptive Statistics: Usage Patterns. 
In phase two of the study, the Twitter usage patterns of 23 repositories were 
examined. Two repositories were found to have no activity during the 30 day observation 
period and were thus excluded from further data collection. Data were collected as to 
number of followers, number of followees, number of tweets over a 30 day period, and 
frequency of tweets over the same 30 day period. The results are displayed in Table 1. 
Table 1 
Repository 
(Anonymized) 
nFollowing nFollowers 
Followers/
Following 
Ratio 
nTweets 
(30 days) 
Tweets/day 
(30 days) 
R1 174 177 1.02 7 0.225806 
R2 11 56 5.09 25 0.806452 
R3 52 86 1.65 36 1.16129 
R4 21 72 3.43 12 0.387097 
R5 15 244 16.27 45 1.451613 
R6 162 261 1.61 58 1.870968 
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Repository 
(Anonymized) 
nFollowing nFollowers 
Followers/
Following 
Ratio 
nTweets 
(30 days) 
Tweets/day 
(30 days) 
R7 279 413 1.48 8 0.258065 
R8 11 59 5.36 12 0.387097 
R9 151 208 1.38 41 1.322581 
R10 60 127 2.12 14 0.451613 
R11 0 160  5 0.16129 
R12 74 70 0.95 6 0.193548 
R13 8 194 24.25 22 0.709677 
R14 50 61 1.22 9 0.290323 
R15 72 34 0.47 34 1.096774 
R16 95 213 2.24 4 0.129032 
R17 26 70 2.69 9 0.290323 
R18 98 1311 13.38 30 0.967742 
R19 110 138 1.25 103 3.322581 
R20 12 54 4.5 10 0.322581 
R21 75 124 1.65 1 0.032258 
 
Nearly all repositories were found to have a follower/followee ratio above one. 
Only two repositories have follower/followee ratios below one. This suggests that 
repositories, for the most part, are undertaking either the broadcaster or the acquaintance 
role as identified by Krishnamurthy, Gill, & Arlitt (2008). 
It is important to note also that the combined number of followers for all 
repositories included in the study is 4,132. While it is possible there is some redundancy 
among followers, this is nevertheless a large population which has self-selected to receive 
messages from archival repositories. This suggests that there is an audience for repository 
tweets. 
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Descriptive statistics were applied to the above figures to determine the presence 
of any significant patterns. Table 2 reports the descriptive statistics. 
Table 2 
Variable nFollowing nFollowers nTweets 
(over 30 days) 
Tweets/day 
(over 30 days) 
Mean 74.1 196.8 23.4 0.75 
Standard 
Deviation 
70.5 271.5 24.1 0.78 
 
The data and descriptive statistics reveal hugely different usage patterns across 
repositories. When examined as a whole no central tendencies are evident in number of 
followees, number of followers, number of tweets in a 30 day period, or, by extension, 
frequency of tweets during the 30 day period. 
Content Analysis: Nature of Use. 
A total of 491 tweets were collected from the Twitter pages of 21 repositories. 
Three tweets were duplicates thus excluded resulting in a final data set of 488 tweets. The 
distribution of tweets at the first level of analysis is shown in Table 3. 
Table 3 
Category Total Tweets Percentage 
Information provision 356 73.0% 
Information seeking 3 0.6% 
Information conducting 103 21.1% 
Conversation 26 5.3% 
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The results from the first level of content analysis support the findings of the data 
analysis in that it appears that repositories are taking on the broadcasting role. Table 3 
demonstrates that, in terms of content, the repositories included in the study are using 
Twitter overwhelmingly for broadcasting purposes. Information provision and 
information conducting together make up 94.1% of all activity. The data also suggest that 
a small percentage of tweets are being used for active and individual engagement with the 
user community through directed communication. 
 The 356 tweets categorized as information providing were further analyzed and 
categorized at a greater level of specificity. Information providing tweets were identified 
as containing 11 different types of content. This suggests that archives and manuscript 
repositories are similar to the greater Twitter population as explored by Zhao & Rosson 
(2009) in that there is “tremendous diversity in content.” The results of the tweet 
categorization are displayed in Table 4. 
Table 4 
Category Total occurrences Percentage of tweets Repositories 
Link 253 71% 19 
Collection/Object 159 45% 19 
News 79 22% 15 
Hash tag 57 16% 9 
Event 42 12% 13 
Fact 40 11% 8 
Personal status 
update 
36 10% 8 
Sentiment 33 9% 9 
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Category Total occurrences Percentage of tweets Repositories 
Media 33 9% 7 
Photograph 16 5% 3 
Administrative 
information 
7 2% 6 
 
These results show that the majority of archival tweets contain links to other 
resources. There are many tweets that contain references to the repositories holdings in 
the forms of collections or specific objects. Somewhat less common are tweets that report 
news and recently passed events. Interestingly, there are a fair number of tweets 
containing hash tags. Fewer tweets refer to upcoming events, include personal status 
updates and sentiments, or mention other social media or social network participation. 
Rarely do tweets contain photographs or administrative information. 
 Distribution of types of content across repositories is not equal. Many types are 
only present in a portion of the repositories’ tweets. For example, hash tags, facts, 
sentiment, personal status updates, references to other online media, photographs, and 
administrative information occur in tweets from less than half of the repositories 
examined. Links, references to collections and to upcoming and past events occur in 
tweets from over half of the repositories. Links and references to collections are the most 
ubiquitous, each with 19 of 21 repositories including this type of content in their tweets. 
 The high percentage of tweets containing links and the pervasiveness of this 
content across repositories could be a reflection of Twitter’s character limit, suggesting 
that repositories have more to say than can be squeezed into 140 characters. Separately or 
in conjunction, the high percentage of linking tweets could suggest that repositories are 
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utilizing Twitter as a directional tool, a central hub from which to point their followers to 
diffuse internet resources and digital objects. The presence of links could also suggest 
that Twitter is being utilized by archives as a people-based RSS feed, as described by 
Zhao & Rosson (2009). 
 The concentration and widespread nature of tweets containing references to 
collections and digital objects could suggest that “the stuff” is of central interest to the 
archives or of perceived central interest to the user. It also suggests that Twitter is being 
utilized as a tool for promotion and advertisement of holdings. The connection to digital 
objects also suggests that Twitter is being used as a de facto exhibit space and enabling 
remote use of materials 
 The relatively high occurrence of hash tags is also quite an interesting finding. 
Hash tags are collected and aggregated and interconnected by the Twitter API into what 
essentially functions as a forum. For example if a tweet includes the hash tag “#archives” 
it is linkable to every other public tweet on Twitter that includes the same hash tag. The 
use of hash tags suggests an active engagement in Twitter that reaches beyond the 
articulated network of followers/followees. 
 The combined presence of personal status updates and sentiment suggests a 
somewhat unclear division between the official voice of the archives and the personal 
voice of the archivist or tweeting entity.  This could reflect the confusion of personal and 
professional identity discussed in the SNS literature. 
 Finally, the low instance of administrative information in the data could suggest 
that Twitter is not being used extensively as a space for announcements. This conflicts 
with the recommendations of several champions of Twitter for libraries. 
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Discussion 
 To address the third research question, which attempts to determine the extent to 
which archives and manuscript repositories’ actual use of microblogs can be 
characterized as outreach, the data collected through content analysis must be compared 
to existing definitions of outreach as construed by the literature. To restate the findings of 
the literature review, outreach has been cumulatively defined as comprising liaison with 
users, education, increasing awareness, improving image, and enabling use. In some 
cases the data collected fits clearly and distinctly within the existing paradigm. A tweet 
which reads, “Political papers of 1960s DNC Chairman, John M. Bailey now available. 
http://bit.ly/bI5vQ8,” for example, seems to align readily with the concept of increasing 
awareness and possibly also with enabling use.  As an additional example, any tweet 
containing an @ tag, represents direct communication between parties and can thus easily 
be seen as “liaison.” In fact, it could be argued that the act of connecting with users in an 
explicitly delineated follower/followee relationship is in itself a liaison. Under this logic, 
any and all participation on Twitter or any other social network could be characterized as 
outreach. A definition of outreach which can encompass all social networking, however, 
seems inadequate as an evaluative tool. 
Some of the data produces more tenuous and indeed arguable connections with 
the outreach paradigm as it is currently defined. For example, “See what magic the 
Conservation Department worked on a poster from the Houdini collection 
(SLIDESHOW) http://budurl.com/leclair.”  It seems fairly likely that a follower who 
reads this tweet and follows the link would come away knowing that there is a 
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Conservation department and that there is a Houdini collection containing posters, and 
with an idea of what the conservation aspect of archival practice looks like.  Though the 
follower conceivably learns something, does this tweet constitute education and 
consequently outreach in the extant terms?  A more troubling example reads: “UH Clear 
Lake Graduate Center: broke ground in Oct. 1969, opened Jan 1972, dedicated May 
1972, and was transferred to UHCL 1974.”   This tweet presents a fact. In presenting a 
fact, the assumption must be that the intention is to educate, but is this sort of education 
truly an instance of archival outreach? The existing outreach paradigm is incapable of 
resolving these questions. 
These examples demonstrate the difficulties in applying existing paradigms of 
archival outreach to current practice in the realm of Twitter and other social network 
sites.  Consequently, the vagaries of the existing definitions render a conclusive statement 
on the extent of outreach content in archival microblogs impracticable. This suggests the 
possible need for a re-evaluation of the paradigm of archival outreach. A revised outreach 
paradigm should be able to account for non-traditional means of engagement and new 
styles of delivery, particularly those associated with emerging social technologies like 
Twitter and other social network sites. 
 
Conclusion 
Data gathered in this study suggest that a small but not insignificant number of 
repositories are beginning to utilize microblogging and in so doing connecting with 
thousands of users. Data demonstrate that this connection is primarily utilized to 
broadcast information, chiefly original, but also relayed from other sources. Direct 
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communication and information seeking also occurs, but with much less frequency. The 
data indicates that the patterns and content of original information shared by repositories 
are incredibly diverse. Data revealed frequent use of url links to content located 
elsewhere on the web. References to collections and digital objects, reports of recent 
news, hash tags enabling fora participation, mentions of upcoming events, and personal 
status updates were also fairly common in the data. Instances referring to other online 
media, comments containing sentiment, photographs, directed tags, questions, and 
administrative information were also observed. Some of the content fits neatly within 
existing definitions of archival outreach, while analysis of other content is hindered by 
the vagaries of the existing terms. The difficulties encountered in applying existing 
standards to current practice suggest the necessity for reexamination of what constitutes 
archival outreach. The paradigm of archival outreach needs to be revised in order to 
reflect the burgeoning practice of virtual outreach through microblogging, social network 
sites, and other dynamic web-based tools. 
Additional research will be needed to inform a paradigm revision. Implementation 
of other social network sites and social tools by archives and manuscript repositories 
should be examined. Archivist’s perceptions on microblogs and other social network 
tools should be surveyed to present a more complete picture of the practice. Similarly, 
evaluative studies are needed to determine the effectiveness of these tools in the context 
of archival practice and goals. 
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