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Introduction
Among the examples that originally motivated the topic we study we can
certainly cite the study of the topology of the so-called pure braid space;
that is the topological space
Mn = {(x1, . . . , xn) ∈ Cn : xi 6= xj ∀ i 6= j}.
This space is important in mechanics, e.g. it is the natural space where the
motion of n interacting bodies can be studied, and group theory. Indeed
Mn is a classifying space for the pure braid group and the quotient Mn/Sn
with the action of Sn that permutes coordinates is a classifying space for
the braid group on n strands.
The first step in this topic can be tracked to [Arn69] where Arnol’d
gave a presentation for the cohomology algebra H∗(Mn;C) using an ad hoc
argument based on spectral sequences. After this, different generalizations
arose and put the study of the topology of Mn in a more general context.
In particular we are interested in two notable generalization of this topic:
Configuration spaces
If X is a (topological, smooth, complex, etc...) manifold we define the
configuration space of n points in X as the space
Fn(X) = {(p1, . . . , pn) ∈ Xn : pi 6= pj ∀ i 6= j}.
In particular the pure braid space Mn is the configuration space of n points
in C (or equivalently in R2). Configuration spaces are an important and still
active topic of research.
Hyperplane arrangements
Let V be a vector space over a field K, an hyperplane arrangement on V is
a finite collection of affine hyperplanes of V , A = {H1, . . . ,Hn}.
Hyperplane arrangements are a wide topic that brings together different
areas of mathematics: combinatorics, topology, group theory and represen-
tation theory to cite some. Some lattice-theoretic problems can be studied
through arrangements (e.g. the results of chapter 4 can be used to study the
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action of Sn on the partition lattice Πn); also some graph-theoretic prob-
lems take advantage of the theory of arrangements (a famous example is
the formula for the number of acyclic orientations on a undirected graph).
Group theory plays its role within the topic of Coxeter groups, to which a
specific class of arrangements is associated; of particular interest is the study
of the action of a Coxeter group on the complement of the corresponding
arrangement.
We will be particularly interested in the topology of the complement of
a complex hyperplane arrangement A , that is the space:
M(A ) = V \ (∪H∈AH) .
This is a widely studied object, two extensive references for it are [OT92]
or [Yuz01]. Roughly speaking we can divide this subject into the study of
the homotopy of M(A ) and the study of its (co)homology.
Several CW -models are known for M(A ); in the particular, and yet
important, case of the complexification of a real arrangement a handy CW -
model -the so-called Salvetti complex - for M(A ) was found by Salvetti in
[Sal87]. A presentation for the fundamental group pi1(M(A ), ∗) is known;
this was found by Randell and Salvetti for complexified real arrangements
and by Arvola in the general case.
An important and still partially open problem on the homotopy of M(A )
is to find conditions under which M(A ) is a K(pi, 1)-space and to decide
whether or not the “K(pi, 1)-property” is combinatorial (i.e. depends only on
the combinatorial data associated to A ). In [Bri71] Brieskorn conjectured
that every Coxeter arrangement is K(pi, 1); this was solved by Deligne in
[Del72] where he proved the result for a more general class of arrangements,
namely the complexifications of simplicial arrangements.
The cohomology algebra H∗(M(A );C) of the complement of a com-
plex arrangement was first computed by Orlik and Solomon in [OS80]; they
proved that it is isomorphic to the so-called Orlik-Solomon algebra of the
arrangement A(A ) (see sections 1.1 and 1.4.3) and in particular is combina-
torial. An alternative proof of this isomorphism was given by Bjo¨rner and
Ziegler in [BZ92].
We will be concerned mainly with the cohomology algebra H∗(M(A );C)
and with the Orlik-Solomon algebra A(A ).
Group actions
If we consider the so-called braid arrangement
Bn = {ker(xi − xj) ⊆ Cn : ∀1 ≤ i < j ≤ n}
then the pure braid space is just the complement M(Bn). Furthermore
there is an obvious action of the symmetric group Sn on the space M(Bn)
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permuting coordinates. We shall study this action in detail in the following
chapters; we are in particular interested in the induced action on the co-
homology algebra H∗(M(Bn);C). This action was studied by Lehrer and
Solomon in [LS86] and by Lehrer in [Leh87].
A handy tool for the study of this action will be the so-called extended
action; that is an action of Sn+1 on H∗(M(Bn);C) which restricts to the
action of Sn described above. The extended action allows to simplify some
results of Lehrer and was discovered independently by Gaiffi in [Gai96] and
Mathieu in [Mat96]. There is also a closely related extended action in a
combinatorial framework studied by Robinson and Whitehouse in [RW96].
Some of the arguments used in the discussion of the action of Sn on
H∗(M(Bn);C) can be adapted to the similar action of Sn on the configura-
tion space of n points in Rd. We will study this action in chapter 5.
In the first part of this work we study in detail the Orlik-Solomon algebra
of a complex arrangement and the cohomology of its complement. In the
second part we focus on the actions of Sn in cohomology.
In chapter 1 we review in detail the general theory of hyperplane ar-
rangements; in particular we introduce the necessary combinatorial tools
and study their properties, we define the Orlik-Solomon algebra and prove
many basic results.
In chapter 2 we specialize to the braid arrangement; in particular we
describe its intersection lattice, its Orlik-Solomon algebra and provide an
explicit basis for it.
In chapter 3 we prove the isomorphism between the cohomology algebra
of the complement of a complex arrangement and its Orlik-Solomon algebra.
In chapter 4 we study the action of Sn on the cohomology algebra of the
complement of the braid arrangement. In particular we define the extended
action and use it to prove a formula for the character of the Sn-action. We
also study some properties of the graded Sn-module H∗(M(Bn);C). The
results in the second part of the chapter are partially contained in Lehrer’s
paper [Leh87] but our argument is different and quicker.
In chapter 5 we generalize the results and construction of chapter 4 to
the configuration space of n points in Rd. We will introduce an extended
action and use it to study the Sn-action. The results of this chapter are
partially contained in [Mat96] and [Leh00] and partially new. Anyway we
proved them independently and with different methods.
The appendices are devoted to some classical result of particular inter-
est for the preceding discussion; in particular in appendix A we prove the
Leray-Hirsch theorem and the Thom isomorphism, while in appendix B we
prove a theorem on transfer that connects the cohomology algebra of the
quotient of an action with the algebra of invariants of the corresponding
action in cohomology. In appendix C we quickly review the basics on the
representations of the symmetric group Sn; in particular we explain Pieri’s
rule for induced representations.
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Chapter 1
Basic constructions in
Hyperplane Arrangements
In this chapter we review the basic combinatorial and algebraic tools in the
theory of hyperplane arrangements. To each hyperplane arrangement A
we associate a poset: the so-called intersection poset L(A ). Combinatorial
study of hyperplane arrangements is concerned mainly with properties of
this poset. It turns out that many properties of an hyperplane arrangement
depends only on the intersection poset L(A ): such properties are called
combinatorial.
If the arrangement A is central, i.e. T (A ) = ∩H∈AH 6= ∅ and 0 ∈
T (A ), then L(A ) is a geometric lattice; in general it is only a geometric
meet-semilattice.
One of the most renowned combinatorial properties and the main sub-
ject of this work is the cohomology algebra of the complement of a complex
hyperplane arrangement M(A ) = V \ (∪H∈AH). We associate to an hyper-
plane arrangement an algebra A(A ), called the Orlik-Solomon algebra of
A . We will prove in chapter 3 that for complex arrangements H∗(M(A );Z)
is isomorphic to the algebra A(A ).
It turns out that the algebra A(A ) (and therefore the cohomology alge-
bra H∗(M(A );C) is combinatorial, i.e. it depends only on the poset L(A ).
To emphasize the combinatorial nature of A(A ) we define the Orlik-Solomon
algebra of a geometric lattice and study its properties before proceeding with
the study of hyperplane arrangements. This will also clarify the “functorial”
nature of the algebra A(A ) and allow to introduce immediately one of the
main objects of study of this thesis.
The combinatorial study of hyperplane arrangements makes a wide use
of the Mo¨bius function of a poset; therefore we will introduce it soon in
section 1.2.
In section 1.3 we will define the intersection poset L(A ) and study its
properties and its Mo¨bius function. We associate to L(A ) a polynomial
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pi(A , t), called the Poincare´ polynomial of A and, towards the end of the
chapter, we will prove that it coincides with the Poincare´ polynomial of
the algebra A(A ). This will allow to compute the vector space structure
of A(A ) from combinatorial properties of the poset L(A ) (i.e. its Mo¨bius
function).
In section 1.4 we specialize the study of Orlik-Solomon algebras to ar-
rangements; we also define A(A ) for non-central arrangements. We will
introduce several construction which we will widely use in the following
chapters, i.e. the coning construction and the deletion-restriction construc-
tion.
We will carry through all the chapter the example of the boolean ar-
rangement. This is a quite simple example and its meant to show the idea
beyond every construction. We will devote chapter 2 to the braid arrange-
ment which will provide more sophisticated examples.
In sections 1.1, 1.3 and 1.4 we follow [OS80], [OT92] and [Yuz01]. In
section 1.2 we follow [Aig97].
1.1 The Orlik-Solomon algebra of a geometric lat-
tice
In this section we define and study the Orlik-Solomon algebra of a geometric
lattice. This may result a bit technical but it stresses the combinatorial
nature of these algebras. We will apply these constructions to hyperplane
arrangements associating to each central arrangement a geometric lattice.
Most of the effort will be directed to producing a decomposition of the
algebra A(L) into a graded algebra with components indexed by the lattice
L. We will use this grading to prove that A(L) is a free graded R-algebra
and we will provide an homogeneous basis for it. This result will be widely
used in the following chapters and will allow to build two important ex-
act sequences: the coning exact sequence and the deletion-restriction exact
sequence.
Recall that if P is a poset the meet of two elements x, y ∈ P is defined
as the element x ∧ y ∈ P such that x ∧ y ≤ x, x ∧ y ≤ y and
∀z ∈ P : z ≤ x, z ≤ y ⇒ z ≤ x ∧ y.
Analogously if x, y ∈ P their join is the element x ∨ y such that x ≤ x ∨ y,
y ≤ x ∨ y and
∀z ∈ P : x ≤ z, y ≤ z ⇒ x ∨ y ≤ z.
If every couple x, y ∈ P admits a meet and a join then we say that P is a
lattice.
2
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Let L be a finite lattice and x, y ∈ L; as a matter of notation we write
[x, y] = {z ∈ L : x ≤ z ≤ y},
Lx = {z ∈ L : z ≤ x},
Ly = {z ∈ L : y ≤ z}.
Note that all of these are sublattices of L.
A finite lattice has always a minimum 0 ∈ L (i.e. ∧x∈L x) and a maxi-
mum 1 ∈ L (i.e. ∨x∈L x).
Definition 1.1. A (finite) lattice L is said to be ranked if it satisfies the
chain condition; that is for each x, y ∈ L every maximal chain in [x, y] has
the same length.
In such a case one can define a function r : L → N, where r(x) is the
length of any maximal chain in [0, x]: r is called the rank function of L.
An atom in L is an element which covers 0; equivalently x ∈ L is an
atom if and only if r(x) = 1.
Definition 1.2. A (finite) lattice L is said to be atomic if every element in
L\{0} is a join of atoms.
Definition 1.3. A lattice L is said to be geometric if it satisfies the following
conditions:
(i) is ranked,
(ii) is atomic,
(iii) ∀x, y ∈ L the semimodular inequality holds
r(x ∧ y) + r(x ∨ y) ≤ r(x) + r(y). (1.1)
Example 1.1. The boolean lattice on n atoms Ln is the lattice of subsets of
[n] = {1, . . . , n} ordered by inclusion; it is a geometric lattice, its rank func-
tion is the cardinality: r(X) = |X|. In this example the join of two elements
is their union and the meet is their intersection; atoms are singletons {j}.
Here the semimodular inequality is an equality; i.e. Ln is a modular lattice.
Let us introduce some notation; we call A the set of atoms of L, Sp =
Ap = {(a1, . . . , ap) : aj ∈ A ∀j ∈ {1, . . . , p}} and S = ∪p∈NSp. We agree
that S0 = {()}. If S = (a1, . . . , ap) ∈ Sp we write
∨
S =
∨p
i=1 ai and agree
that
∨
() = 0. We write Sx = {S ∈ S :
∨
S = x}. When we want to make
explicit reference to the lattice we are working with we will use a subscript;
e.g. we will write AL for the set of atoms of the lattice L.
Definition 1.4. We define a morphism of geometric lattices to be a map
f : L→ L′ such that
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(i) f (AL) ⊆ f (AL′),
(ii) ∀x, y ∈ L f(x) ∨ f(y) = f(x ∨ y),
(iii) r(f(x)) ≤ r(x).
Condition (ii) implies that f is an order-preserving map. Note that
condition (iii) of definition 1.3 implies that ∀S ∈ Sp r(
∨
S) ≤ p.
Definition 1.5. A p-uple S ∈ Sp is called dependent if r(
∨
S) < p and
independent if r(
∨
S) = p.
We now proceed to define the Orlik-Solomon algebra associated to a
finite geometric lattice L. Here and forth R will be a commutative ring with
unity.
Definition 1.6. Let L be a finite geometric lattice, define E(L) to be free
skew-commutative R-algebra on the elements {ea : a ∈ AL} correspoding
to the elements of AL; that is
E(L) =
∧
V.
where V is the free R-module on AL.
Let us fix an arbitrary linear order on the set AL:
AL = {a1 ≺ a2 ≺ · · · ≺ an}.
and call S = (s1, . . . , sp) ∈ Sp standard if it is increasing, that is if s1 ≺
· · · ≺ sp. Then E(L) has a R-basis of elements
{es1 · · · esp : (s1, . . . , sp) ∈ Sp is standard}.
As a matter of notation for S = (s1, . . . , sp) we write eS = s1 · · · sp ∈ E(L).
When we have fixed a linear order on AL = {a1, . . . , an} we write ei instead
of eai .
Definition 1.7. We define the R-linear homogeneous map ∂ : E(L) →
E(L):
S = (s1, . . . , sp)⇒ ∂(eS) =
p∑
j=1
(−1)j−1s1 · · · ŝj · · · sp.
∂ is the standard simplicial border and satisfies ∂ ◦ ∂ = 0.
Definition 1.8. Consider the ideal I(L) = 〈∂eS : S dependent〉 ⊆ E(L);
the Orlik-Solomon algebra associated to the finite geometric lattice L is
A(L) = E(L)/I(L).
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Example 1.2. Let us compute the Orlik-Solomon algebra of the boolean
lattice A(Ln). Let S = ({i1}, . . . , {ip}) be a p-uple of atoms, then r(
∨
S) =
|{i1, . . . , ip}| = p⇔ the elements ij are distinct. Therefore if S is dependent
then eS = 0; so I(Ln) = 0 and A(Ln) = E(Ln) =
∧
Rn.
This algebra is functorial in the following sense; let f : L → L′ be a
morphism of geometric lattices, then f restricts to a map f|AL : AL → AL′
which induces a chain map f# : E(L) → E(L′). It is easily seen that
f#(I(L)) ⊆ I(L′) and therefore f induces a morphism of algebras
f∗ : A(L)→ A(L′).
Remark 1.1. E(L) = ⊕p∈ZEp is a graded algebra and I(L) is an homoge-
neous ideal; therefore also A(L) is a graded algebra (and the projection map
ϕ : E(L)→ A(L) is an homogeneous map).
If S = (s1, . . . , sp), T = (t1, . . . , tq) ∈ S, with a slight abuse of notation,
we write eS = ϕ(eS) and (S, T ) = (s1, . . . , sp, t1, . . . , tq).
Remark 1.2. Let S ∈ S and a ∈ S; then (E(L) is skew commutative)
eaeS = 0 and we have
0 = ∂(eaeS) = eS − ea∂eS .
Therefore forall a ∈ S, eS = ea∂eS .
Consider the submodule J(L) ⊆ E(L) spanned by the elements {eS |S ∈
S dependent}. From the previous remark it follows J(L) ⊆ I(L).
Proposition 1.1. J(L) is an ideal of E(L) and I(L) = J(L) + ∂J(L).
Proof. Let T ∈ Sp be a dependent p-uple, then for any S ∈ S (S, T ) is depen-
dent and eSeT = e(S,T ) ∈ J(L); so J(L) is an ideal. Obviously ∂J(L) ⊆ I(L)
and then J(L) + ∂J(L) ⊆ I(L).
To prove equality it suffices to prove that J(L)+∂J(L) is an ideal, since
∂J(L) contains the generators of I(L) (this is not obvious because ∂ is not a
morphism of algebras). We need only to show that for any S ∈ S dependent
and for any a ∈ A it holds ea∂eS ∈ J(L) + ∂J(L). Now (a, S) is also
dependent and we have
ea∂eS = eS − ∂e(a,S) ∈ J(L) + ∂J(L).
1.1.1 A decomposition of A(L)
Definition 1.9. Recall the definition of Sx for x ∈ L and define Ex to be the
submodule of E(L) spanned by the element {eS : S ∈ Sx} corresponding
to Sx.
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We have S = unionsqx∈LSx ⇒ E(L) = ⊕x∈LEx. Consider the projection
pix : E(L)→ Ex.
Remark 1.3. Let F ⊆ E(L) be a submodule and write Fx = F ∩ Ex; then
we have
pix(F ) ⊆ F ∀x ∈ L⇒ pix(F ) = Fx and F = ⊕x∈LFx.
Indeed pix(F ) ⊆ F ∀x ∈ L means that F is homogeneous for the grading
induced by L on E(L).
Remark 1.4. J(L) = ⊕x∈LJx (obviously pix(J(L)) ⊆ J(L) ∀x ∈ L).
Write J ′(L) for the submodule of E(L) spanned by {eS : S ∈ S, S independent}.
We have E(L) = J(L)⊕ J ′(L); call pi : E(L)→ J ′(L) the canonical projec-
tion and set K(L) = pi(∂J(L)).
For S = (a1, . . . , ap) ∈ S we write Sk = (a1, . . . , âk, . . . , ap); then K(L)
is spanned by the elements:
p∑
k=1, Sk independent
(−1)k−1eSk , S ∈ Sp dependent, p ∈ N>0.
It is then obvious that I = J + ∂J = J ⊕K.
Lemma 1.2. K(L) = ⊕x∈LKx.
Proof. Consider S ∈ Sp dependent; then for every k ∈ {1, . . . , p} if Sk is
independent we have
∨
Sk =
∨
S. Therefore
pixpi(∂eS) =
{
pi(∂eS) if
∨
S = x
0 otherwise.
Then pix(K) ⊆ K for every x ∈ L and conclusion follows from remark 1.3
Proposition 1.3. I(L) = ⊕x∈LIx.
Proof. For every x ∈ L we have
pix(I) = pix(J +K) = pix(J) + pix(K) ⊆ J +K = I.
So I(L) is an homogeneous ideal (with the grading induced by L) and if
we set Ax = Ex/Ix we have the following:
Theorem 1.4. The algebra A(L) is graded by L; that is
A(L) = ⊕x∈LAx.
The grading induced by L on A(L) is compatible with the Z-grading
inherited from E(L), that is:
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Proposition 1.5. For every p ∈ N we have
Ap = ⊕x∈LpAx (1.2)
where Lp = {x ∈ L : r(x) = p}.
Proof. Let x ∈ Lp and a ∈ Ax, a = ϕ(u) with
u =
∑
S∈S,WS=x cSeS .
If S is dependent then ϕ(eS) = 0, otherwise r(
∨
S) = r(x) = p and S ∈ Sp.
Therefore Ax ⊆ Ap and ⊕x∈LpAx ⊆ Ap. Conversely, let a ∈ Ap and a = ϕ(u)
with u =
∑
S∈Sp cSeS . Again if S is dependent ϕ(eS) = 0 and otherwise
r(
∨
S) = p. We then have Ap ⊆ ⊕x∈LpAx.
Consider an element x ∈ L and the corresponding sublattice Lx ⊆ L.
Let Ax be the set of atoms of Lx, we have Ax ⊆ A; hence E(Lx) ⊆ E(L).
Lemma 1.6. I(Lx) = I(L) ∩ E(Lx).
Proof. We need only to prove the non trivial inclusion ⊇. Consider S ∈ Sp
dependent such that
∂eS =
p∑
k=1
(−1)k−1eSk ∈ E(Lx),
then (E(L) is a free R-module) for each k we have Sk ∈ S(Lx) and
∨
Sk ≤ x.
But S is dependent, so there exists k ∈ {1, . . . , p} such that ∨S = ∨Sk.
Therefore S ∈ S(Lx) and ∂S ∈ I(Lx).
Corollary 1.7. The inclusion i : Lx → L induces an injective map
i : A(Lx)→ A(L).
Proof. The inclusion map i : E(Lx) → E(L) induces an injective map i :
E(Lx)/(I(L) ∩ E(Lx)) → E(L)/I(L) = A(L) and the conclusion follows
from the previous lemma.
Proposition 1.8. Let x ∈ L; then for every y ∈ Lx the inclusion i :
A(Lx)→ A(L) induces an isomorphism on the component corresponding to
y:
i : A(Lx)y → A(L)y
Proof. We only need to prove surjectivity. We can describe the map i as
follows:
i : eS + I(Lx) : S ∈ Sy(Lx) 7→ eS + I(L) : S ∈ Sy(L).
But the elements {eS + I(L) : S ∈ Sy(L)} span A(L)y.
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1.1.2 The nbc-basis
In this section we show that the algebra A(L) is a free R-module and provide
an homogeneous basis. This will allow to prove the fundamental results of
corollary 1.35 and theorem 1.41.
Recall that, fixed a linear order on A = {a1, . . . , an}, a p-uple S =
(s1, . . . , sp) is called standard if it is increasing.
Definition 1.10. A p-uple S = (s1, . . . , sp) is called a circuit if is minimally
dependent. That is if S is dependent and for every k ∈ {1, . . . , p} Sk is
independent.
A standard p-uple S = (s1, . . . , sp) is called a broken circuit if there
exists a ∈ A such that maxS = sp ≺ a and (S, a) is a circuit.
Definition 1.11. A standard p-uple is called χ-independent if it does not
contain any broken circuit.
In particular χ-independent p-uples are independent. Let us call Cp =
{S ∈ Sp : S χ-independent} and C = ∪pCp.
Definition 1.12. Define the nbc-module as follows: Cp is the free R-module
on the elements {eS : S ∈ Cp} corresponding to Cp and
C(L) = ⊕p∈NCp
Here nbc stays for “no broken circuit”. By construction C(L) ⊆ E(L);
call i : C(L) → E(L) the inclusion map and ψ = ϕ ◦ i : C(L) → A(L) (the
restriction to C(L) of the projection ϕ : E(L)→ A(L). We will prove that ψ
is an isomorphism of graded R-modules, in particular A(L) is a free graded
R-module.
As usual we write Cx = C(L)∩Ex andCx = {S ∈ Sx : S χ-independent};
note that Cx is the free R-module on the set Cx. From the fact that
Cp = unionsqx∈LpCx we have immediately the following:
Proposition 1.9. For each p ∈ N Cp = ⊕x∈LpCx and, in particular, C =
⊕x∈LCx.
Lemma 1.10. Let x, y ∈ L and y ≤ x; then C(Lx)y = C(L)y.
Proof. Note that S(Lx)y = S(L)y; so we only need to prove that S ∈ S(L)y
is a broken circuit in Lx if and only if is a broken circuit in L. If S is a broken
circuit in Lx then is obtained removing a maximal element (according to the
linear order on Ax) from a circuit T ∈ S(Lx); but T is a circuit also in L
and S is a broken circuit in L. Conversely if S is a broken circuit in L is
obtained removing a maximal element from a circuit T ∈ S, but a circuit is
minimally dependent and so
∨
T =
∨
S = y ≤ x; that is T ∈ S(Lx).
Call ∂E : E(L)→ E(L) the simplicial border and ∂A : A(L)→ A(L) the
induced map; these satisfy
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(1) ∂2E = 0, ∂
2
A = 0;
(2) u ∈ Ep, v ∈ E ⇒ ∂E(uv) = (∂Eu)v + (−1)pu(∂Ev).
(3) a ∈ Ap, b ∈ A⇒ ∂A(ab) = (∂Aa)b+ (−1)pa(∂Ab).
Proposition 1.11. (1) The complex (A(L), ∂A) is acyclic.
(2) ∂EC(L) ⊆ C(L) and the complex (C(L), ∂C) is acyclic (where ∂C =
∂E |C(L)).
Proof. (1) Let a ∈ AL and consider the homogeneous map of degree 1
ea · : E(L) → E(L). This induces a chain homotopy Σ : A(L) → A(L)
between the identity and the zero map. Indeed
∂A◦Σ(b)+Σ◦∂A(b) = ∂A(eab)+ea∂A(b) = ∂A(ea)b−ea∂A(b)+ea∂A(b) = b
where we used ∂A(ea) = 1.
(2) For the first part it is enough to note that S ∈ C(L)p ⇒ Sk ∈ C(L)p−1
for each k ∈ {1, . . . , p}. For the second part we note that if S ∈ C(L),
then (S, an) (where an = maxAL) does not contain any broken circuit;
indeed a broken circuit is obtained removing a maximal element from
a circuit and an is the maximum of AL, so if (S, an) contains a broken
circuit, then S contain a broken circuit.
Therefore enC(L) ⊆ C(L) and, exactly like before, the map en · :
C(L) → C(L) is a chain homotopy between the identity and the zero
map.
We will now prove the following important theorem (cfr. [OT92] and
[Yuz01]), it will provide an homogeneous basis for the Orlik-Solomon algebra
A(A ).
Theorem 1.12. For each x ∈ L the map ψx : Cx(L) → Ax(L) is an
isomorphism. In particular ψ : C(L)→ A(L) is an isomorphism and
{eS + I(L) : S ∈ C}
is an homogeneous basis for A(L).
Proof. We prove the theorem by induction on r(1); if r(1) = 0 then 1 = 0
and L = {0}, in which case C(L) = R = A(L) and ψ is the identity.
Let r = r(1) > 0 and x ∈ L with r(x) < r. From proposition 1.8 and
lemma 1.10 we the following commutative diagram where vertical arrows
are isomorphisms:
C(Lx)x
ψx(Lx)// A(Lx)x

C(L)x
ψx(L)
// A(L)x
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By inductive hypothesis ψx(Lx) is an isomorphism, therefore also ψx(L) is
an isomorphism.
If r(x) = r then x = 1, Lx = L, Cx = Cr and Ax = Ar. We have the
following commutative diagram
0 // Cr
∂C //
ψr

Cr−1 //
ψr−1

· · · // C0 //
ψ0

0
0 // Ar ∂A
// Ar−1 // · · · // A0 // 0
with exact rows (proposition 1.11) and by five lemma ψr is an isomorphism.
1.2 The Mo¨bius function of a poset
In this section we introduce the Mo¨bius function of a poset and prove the
Mo¨bius inversion theorem. Though it can be defined by a simple recursive
formula, we prefer to treat the subject using incidence algebras. This will
simplify some proofs and allow for a deeper comprehension of the subject.
We follow [Aig97].
The Mo¨bius function was originally defined in number theory for the
integers and later extended to poset. A revival was started by Rota in
[Rot64] in 1964.
Let P be a locally finite poset and R be a commutative ring with unity.
Definition 1.13. The incidence algebra of P on R is
AR(P ) = {f : P 2 → R : x  y ⇒ f(x, y) = 0} =
{f : P 2 → R : f(x, y) 6= 0⇒ x ≤ y}.
AR(P ) is obviously a vector space; in order to make it into an associative
algebra we need to introduce a particular product.
Definition 1.14. Let f, g ∈ AR(P ), the convolution product of f and g is
the function
(f ∗ g)(x, y) =
∑
x≤z≤y
f(x, z)g(z, y).
Remark 1.5. x  y ⇒ [x, y] = ∅ ⇒ (f ∗ g)(x, y) = 0, so f, g ∈ AR(P ) ⇒
f ∗ g ∈ AR(P ).
Proposition 1.13. AR(P ), equipped with the convolution product, is an
associative algebra whose identity is given by the Kronecker function
δ(x, y) =
{
1 if x = y
0 otherwise
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Proof. The only non trivial property is the associative law. Let f, g, h ∈
AR(P );
(f ∗ (g ∗ h))(x, y) =
∑
z∈[x,y]
f(x, z)(g ∗ h)(z, y) =
∑
z∈[x,y]
f(x, z)
 ∑
w∈[z,y]
g(z, w)h(w, y)
 =
∑
w∈[x,y]
 ∑
z∈[x,w]
f(x, z)g(z, w)
h(w, y) =
∑
w∈[x,y]
(f ∗ g)(x,w)h(w, y) = ((f ∗ g) ∗ h)(x, y).
Proposition 1.14. An element f ∈ AR(P ) is invertible if and only if for
each x ∈ P f(x, x) is invertible in R.
Proof. Let f ∈ AR(P ) be an invertible element; then there exists g ∈ AR(P )
such that f ∗ g = δ, in particular
1 = δ(x, x) = (f ∗ g)(x, x) = f(x, x)g(x, x) ∀x ∈ P.
Conversely let f ∈ AR(P ) such that f(x, x) is invertible for each x ∈ P ;
define recursively an element g ∈ AR(p) as follows:
g(x, y) =

1
f(x,x) if x = y
− 1f(y,y)
∑
z∈[x,y) g(x, z)f(z, y) if x < y
0 if x  y.
We have
(g ∗ f)(x, x) = g(x, x)f(x, x) = 1
x ≤ y ⇒ (g ∗ f)(x, y) = g(x, y)f(y, y) +
∑
z∈[x,y)
g(x, z)f(z, y) =
−
∑
z∈[x,y)
g(x, z)f(z, y) +
∑
z∈[x,y)
g(x, z)f(z, y) = 0
Therefore g is a left inverse for f ; a right inverse may be constructed in a
similar way:
h(x, y) =

1
f(x,x) if x = y
− 1f(x,x)
∑
z∈(x,y] f(x, z)h(z, y) if x < y
0 if x  y.
11
Basic constructions in Hyperplane Arrangements
h is indeed a right inverse for f :
(f ∗ h)(x, x) = f(x, x)h(x, x) = 1
x ≤ y ⇒ (f ∗ h)(x, y) = f(x, x)h(x, y) +
∑
z∈(x,y]
f(x, z)h(z, y) =
−
∑
z∈(x,y]
f(x, z)h(z, y) +
∑
z∈(x,y]
f(x, z)h(z, y) = 0.
Finally h and g coincide by associativy (g = g ∗ (f ∗h) = (g ∗f)∗h = h).
An important function in AR(P ) is the zeta-function:
ζ(x, y) =
{
1 if x ≤ y
0 otherwise
We see from the proposition 1.14 that ζ is invertible in AR(P ) and we can
define:
Definition 1.15. The Mo¨bius function of a poset P is the function µ :
P 2 → R defined by:
µ = ζ−1 ∈ AR(P ).
From the proof of proposition 1.14 we can infer two recursive formulas
for the Mo¨bius function; that is:
µ(x, y) =

1 if x = y
0 if x  y
−∑z∈[x,y) µ(x, z) if x < y. (1.3)
µ(x, y) =

1 if x = y
0 if x  y
−∑z∈(x,y] µ(z, y) if x < y. (1.4)
The first one can be obtained thinking µ as the left inverse for ζ, while the
second one follows from the construction of the right inverse for ζ. This
formulas are most often used as a definition of µ.
Example 1.3. Let us compute the function µ(x) = µ(0, x) for the boolean
arrangement Ln. We have µ(x) = (−1)r(x) = (−1)|x|.
Proof. By induction on r(x), if r(x) = 0 then x = ∅ = 0 and µ(x) = 1. If
p = r(x) > 0 then
µ(x) = −
∑
y(x
µ(y) = −
∑
y(x
(−1)|y| = −
p−1∑
j=0
(
p
j
)
(−1)j
 = (−1)p.
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Remark 1.6. Formulas (1.3) and (1.4) show that the value µ(x, y) depends
only on the interval [x, y]; that is if we call µP the Mo¨bius function of
the poset P and µ[x,y] the Mo¨bius function of the poset [x, y] we have
µ[x,y](x, y) = µL(x, y).
As a consequence if P ′ ⊆ P is a sub-poset we have
µP |P ′×P ′ = µP ′ . (1.5)
The Mo¨bius function owes most of his importance to the following the-
orem.
Theorem 1.15 (Mo¨bius inversion). Let P be a finite poset and R a com-
mutative ring with unity. Consider the maps f, g : P → R, then we have:
(1) inversion from below
g(x) =
∑
y≤x
f(y) ∀x ∈ P ⇔ f(x) =
∑
y≤x
g(y)µ(y, x) ∀x ∈ P,
(2) inversion from above
g(x) =
∑
y≥x
f(y) ∀x ∈ P ⇔ f(x) =
∑
y≥x
g(y)µ(x, y) ∀x ∈ P.
Proof. Consider the poset P obtained from P adjoining a minimum 0 and
define f, g ∈ AR(P ) as follows
f(0, x) = f(x), g(0, x) = g(x) ∀x ∈ P
f(p, x) = g(p, x) = 0 otherwise
From µ = ζ−1 we have
g = f ∗ ζ ⇔ f = g ∗ µ.
Evaluating the equality on the left in (0, x) we have
g(x) = g(0, x) = (f ∗ ζ)(0, x) =
∑
0≤y≤x
f(0, y)ζ(y, x) =
∑
y≤x
f(y).
While evaluating the equality on the right we get
f(x) = f(0, x) = (g ∗ µ)(0, x) =
∑
0≤y≤x
g(0, y)µ(y, x) =
∑
y≤x
g(y)µ(y, x).
And this proves (1); (2) may be proved in a similar way.
Note that we implicitly used (1.5) in the proof of theorem 1.15.
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Example 1.4. Consider the poset of positive natural numbers N>0 partially
ordered by division (that is m  n ⇔ m | n). Its Mo¨bius function is the
original Mo¨bius function of number theory. This can be defined as follows
µ(1) = 1
µ(p1 · · · pr) = (−1)r if p1, . . . , pr are distinct primes
µ(n) = 0 otherwise
Indeed let n = pα11 · · · pαrr , we have∑
d|n
µ(d) =
r∑
k=0
(
r
k
)
(−1)k = 0.
1.3 Combinatorics of Hyperplane arrangements
In this section we will review some basic facts on the combinatorial study
of hyperplane arrangements. The main tool for this study is the so-called
intersection poset.
Definition 1.16. Let A be an hyperplane arrangement on the vector space
V . The intersection poset of A is the poset:
L(A ) = {∩ki=1Hi : Hi ∈ A ∀i ∈ {1, . . . , k}}\{∅}
ordered by reverse inclusion; that is
∀X,Y ∈ L(A ) X ≤ Y ⇔ Y ⊆ X.
We allow for the empty intersection; so V ∈ L(A ) is the minimum
element. Note that in L(A ) the join is the intersection X ∨ Y = X ∩ Y .
In particular joins may not exist in L(A ) (because ∅ /∈ L(A )), while every
couple X,Y ∈ L(A ) admits a meet; indeed
X ∧ Y = ∩H∈A :X∪Y⊆HH
where X ∧ Y = V if {H ∈ A : X ∪ Y ⊆ H} = ∅.
So L(A ) is a meet-semilattice and is a lattice if and only if T (A ) =
∩H∈AH 6= ∅.
Lemma 1.16 and definition 1.17 connect section 1.1 with the topic of
hyperplane arrangements. We will need the Mo¨bius function in section 1.3.2.
Recall that an arrangement A is said to be central if T (A ) = ∩H∈AH 6=
∅ and 0 ∈ T (A ). The latter hypothesis is not restrictive since if T (A ) 6= ∅,
up to affine change of coordinates we can suppose 0 ∈ T (A ).
Lemma 1.16. Let A be an arrangement, and L(A ) its intersection poset.
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(1) Every element of L(A )\{V } is a join of atoms.
(2) For every X,Y ∈ L(A ) with Y ≤ X, all maximal chains in [Y,X] have
the same cardinality.
(3) IfA is a central arrangement then L(A ) is a lattice and its rank function
satisfies
r(X ∧ Y ) + r(X ∨ Y ) ≤ r(X) + r(Y ).
Proof. (1) It follows immediately observing that in L(A ) X ∨ Y = X ∩ Y
(if not empty).
(2) First we note that if X covers Y then codimY = codimX − 1; write
X = ∩ki=1Hi and Y = ∩hi=1Hi with k < h we can assume that both
{H1, . . . ,Hk} and {H1, . . . ,Hh} are minimal. Then ∩k−1i=1Hi ) X ⇒
Y = ∩k−1i=1Hi and codimY = codimX − 1. Finally it suffices to prove
the assertion for [0, X] (where 0 = V is the minimal element). Consider
a maximal chain
0 = V ⊇ X1 ⊇ · · · ⊇ Xk = X.
then Xk+1 covers Xk and codimV = 0 ⇒ k = codimX. We have then
proved that L(A ) has a rank function and that for each X ∈ L(A )
r(X) = codimX.
(3) First observe that X,Y ∈ L(A ) ⇒ T (A ) ⊆ X ∩ Y ⇒ X ∩ Y 6= ∅ and
then all joins exist. Note that X∧Y ⊇ X+Y and then codim (X∧Y ) ≤
codim (X + Y ), now we have
codim (X ∧ Y ) + codim (X ∩ Y ) ≤ codim (X + Y ) + codim (X ∩ Y ) =
codimX + codimY.
So, if A is a central arrangement L(A ) is a geometric lattice and we
can define:
Definition 1.17. Let A be a central arrangement; the Orlik-Solomon al-
gebra of A is:
A(A ) := A(L(A )).
Let us introduce some notation; if X ∈ L(A ) we write
(1) AX = {H ∈ A : X ⊆ H},
(2) A X = {H ∩X : H ∈ A \AX}.
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Note that AX is a subarrangement of A , while A X is an arrangement on
the vector space X. It can be easily seen that L(AX) = L(A )X , L(A X) =
L(A )X and L((AY )X) = L(AY )X = [X,Y ].
Example 1.5. The boolean arrangement in Kl is the arrangement defined
by the polynomial Q(A ) = x1 · · ·xl. Its intersection poset is (isomorphic
to the) boolean lattice. Indeed let S = (H1, . . . ,Hp) ∈ S(A ), then S is
independent if and only if the hyperplane Hj are distinct; therefore the map
A → ALn , Hj 7→ {j} induces an isomorphism L(A )→ Ln.
1.3.1 The Mo¨bius function of an arrangement
We now take a closer look to the Mo¨bius function of the poset L(A ) and
prove some specific formulas for µL(A ).
Lemma 1.17. Let A be an arrangement, X,Y ∈ L(A ) with X ≤ Y ; define
S(X,Y ) = {B ⊂ A subarrangement : AX ⊆ B, T (B) = Y }.
Then µ(X,Y ) =
∑
B∈S(X,Y )(−1)|B\AX |.
Proof. Set ν(X,Y ) =
∑
B∈S(X,Y )(−1)|B\AX |, we observe that
unionsqX≤Z≤Y S(X,Z) = {B ⊆ A : AX ⊆ B ⊆ AY }.
Therefore ∑
X≤Z≤Y
ν(X,Z) =
∑
AX⊆B⊆AY
(−1)|B\AX | =
∑
C
(−1)|C |
where the last sum runs over all the subsets C ⊆ AY \AX . Now if X = Y
then the sum is 1, otherwise AY \AX 6= ∅ and the sum is 0. Now from (1.3)
we have ν(X,Y ) = µ(X,Y ).
Definition 1.18. LetA be an arrangement; define the function µ : L(A )→
R as
µ(X) = µ(V,X).
We have µ(V ) = 1, µ(H) = −1 ∀H ∈ A and r(X) = 2 ⇒ µ(X) =
|AX | − 1.
Recall that if A is a central arrangement then T (A ) = ∩H∈AH 6= ∅; in
this case the rank of A is
r(A ) = r(T (A )).
We write µ(A ) = µ(T (A )).
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Lemma 1.18. Let Y ∈ L with Y 6= V , then for each Z ∈ L we have∑
X∨Y=Z
µ(X) = 0.
Proof. First note that X ∨ Y = Z ⇒ X ≤ Z, Y ≤ Z. By induction on r(Z);
if r(Z) = r(Y ), then Z = Y and∑
X∨Y=Z
µ(V,X) =
∑
X≤Z
µ(V,X) = 0.
If r(Z) > r(Y ) then∑
X∨Y=Z
µ(V,X) =
∑
X∨Y≤Z
µ(V,X)−
∑
X∨Y <Z
µ(V,X) =
∑
X≤Z
µ(V,X)−
∑
W<Z
( ∑
X∨Y=W
µ(V,X)
)
;
the first is 0 by (1.3) and the quantity between brackets is 0 by inductive
hypothesis.
Theorem 1.19. IfX ≤ Y then µ(X,Y ) 6= 0 and sgnµ(X,Y ) = (−1)r(X)−r(Y ).
Proof. Since X is the minimal element in [X,Y ] and Y is the maximal
element in [X,Y ] we have µ(X,Y ) = µ((AY )X). Therefore it suffices to
prove that for a central arrangement A it holds µ(A ) 6= ∅ and sgnµ(A ) =
(−1)r(A ). We prove this by induction on r(A ); if r(A ) = 0 then A = ∅ and
µ(A ) = 1. Suppose r(A ) ≥ 1, fix H ∈ A and apply the previous lemma to
get
0 = µ(A ) +
∑
X∈M
µ(X) = µ(A ) +
∑
X∈M
µ(AX)
where M = {X ∈ L(A )\{T (A )} : X ∨H = T (A )}. Now for each X ∈M
we have
r(A ) = r(X ∨H) ≤ r(X ∨H) + r(X ∧H) ≤ r(X) + r(H) = r(X) + 1
Thus r(X) = r(A ) − 1 and, by inductive hypothesis µ(AX) 6= 0 and
sgnµ(AX) = (−1)r(A )−1; we conclude observing that
µ(A ) = −
∑
X∈M
µ(AX).
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1.3.2 The Poincare´ polynomial
In this section we introduce the Poincare´ polynomial of an arrangement;
it depends only the Mo¨bius function and on the rank function of L(A ).
Theorem 1.43 shows that pi(A , t) is the Poincare´ polynomial of A(A ) and
so, as we will see in chapter 3, it is also the Poincare´ polynomial of the
cohomology algebra H∗(M(A );R).
Even though the algebra A(A ) is itself combinatorial, the polynomial
pi(A , t) may be easier to compute in certain cases and its knowledge may
result precious, as we will see in chapter 2.
Closely related to the Poincare´ polynomial is the characteristic polyno-
mial χ(A , t); this plays a fundamental role in problems of chamber counting
(when K = R) and in application to graph theory. Just to give an example,
there is a canonical way to associate an arrangement to a finite undirected
graph and in this case χ(AG, t) is the chromatic polynomial of the graph G.
For this and related topics we refer to [OT92] and [Sta07].
Definition 1.19. Let A be an arrangement on the vector space V , the
Poincare´ polynomial of A is
pi(A , t) =
∑
X∈L
µ(X)(−t)r(X).
The characteristic polynomial of A is
χ(A , t) = tlpi(A ,−t−1) =
∑
X∈L
µ(X)tdimX .
Here l = dimV and L = L(A ).
From theorem 1.19 we have that pi(A , t) has positive coefficients.
Example 1.6. Let us compute the Poincare´ polynomial of the boolean ar-
rangement:
pi(A , t) =
∑
X∈L(A )
µ(X)(−t)r(X) =
∑
x⊆[n]
µ(x)(−t)|x| =
n∑
j=0
(
n
j
)
tj = (1 + t)n
The Deletion-Restriction theorem
Here we show how the Poincare´ polynomial behaves under deletion-restriction.
The latter is a technique widely used in the theory of arrangements and it
allows to use, in many proofs, an inductive argument on the cardinality |A |.
Indeed the main effort in chapter 3 will be in finding an exact sequence of
deletion-restriction for the cohomology algebra H∗(M(A );R). Therefore
we will always be interested in how the object we are studying behaves un-
der deletion-restriction. The Deletion-Restriction theorem for the Poincare´
polynomial was proven by Zaslavsky in [Zas75].
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Definition 1.20. Let A be an arrangement in the vector space V and
fix an hyperplane H0 ∈ A ; the triple of arrangements with distinguished
hyperplane H0 is (A ,A ′,A
′′
) where
- A ′ = A \{H0},
- A
′′
= A H0 = {H ∩H0 : H ∈ A ′}.
Lemma 1.20. Let A be an arrangement; then
pi(A , t) =
∑
B⊆A
(−1)|B|(−t)r(B)
where the sum runs over all central subarrangement of A .
Proof. Call S(X) = S(V,X), using lemma 1.17 we get
pi(A , t) =
∑
X∈L(A )
µ(X)(−t)r(X ) =
∑
X∈L(A )
 ∑
B∈S(X)
(−1)|B|
 (−t)r(X)
and we can conclude observing that B ∈ S(X) ⇒ T (B) = X 6= ∅ and
r(B) = r(X).
Theorem 1.21 (Deletion-Restriction). If (A ,A ′,A ′′) is a triple of arrange-
ment then
pi(A , t) = pi(A ′, t) + tpi(A
′′
, t)
Proof. Let H be the distinguished hyperplane of the triple. Call
R′ =
∑
B⊆A :H/∈B
(−1)|B|(−t)r(B), R′′ =
∑
B⊆A :H∈B
(−1)|B|(−t)r(B)
where the sums run over central subarrangements B ⊆ A . Using lemma
1.20 we see that R′(t) = pi(A ′, t). Note now that H ∈ B ⇒ AH ⊆ B and
B ∈ S(H,T (B)). Call L′′ = L(A ′′).
R
′′
=
∑
B⊆A :H∈B
(−1)|B|(−t)r(B) =
∑
Y ∈L′′
∑
B∈S(H,Y )
(−1)|B|(−t)r(Y ) =
−
∑
Y ∈L′′
∑
B∈S(H,Y )
(−1)|B\AH |(−t)r(Y ) =
∑
Y ∈L′′
µ(H,Y )(−t)r(Y )−1 = tpi(A ′′ , t).
And then we conclude noting that pi(A , t) = R′ +R′′ .
Corollary 1.22. If (A ,A ′,A ′′) is a triple of arrangement then
χ(A , t) = χ(A ′, t)− χ(A ′′ , t)
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1.4 Affine arrangements
In this section we will specialize the contents of sections 1.1 and 1.2 to
arrangements. We will define the Orlik-Solomon algebra of an arbitrary
arrangement, and prove an analogous of theorem 1.12. We also provide two
fundamental exact sequences: the coning exact sequence (corollary 1.35)
and the deletion-restriction exact sequence (theorem 1.41).
1.4.1 Coning and deconing constructions
We introduce here the coning and the deconing constructions. These will
allow us to reduce, in certain cases, the study of affine arrangements to
central arrangements and viceversa. Furthermore these constructions will
play a fundamental role in chapter 4.
Definition 1.21. Consider an arrangement A on the vector space V , fix
coordinates x1, . . . , xl and let Q(x1, . . . , xl) be a defining polynomial for A .
The cone over A is the arrangement cA in Cn+1 whose defining polynomial
is the homogenized of Q, that is:
Q(cA )(x0, . . . , xl) = x
degQ+1
0 Q
(
x1
x0
, . . . ,
xl
x0
)
.
Note that x0 | Q(cA ), in particular it always holds K0 = kerx0 ∈ cA .
Similarly if A is a central arrangement, then Q(A ) is the product of n
linear functional and therefore an homogeneous polynomial. Up to change
of coordinates we can suppose that H0 = {x0 = 0} ∈ A . We define the
deconing dA as the arrangement in Cn−1 whose defining polynomial is
Q(dA )(x1, . . . , xn−1) = Q(A )(1, x1, . . . , xn−1)
Thus, more generally, dA = {H ∩ {α0 = 1} : H ∈ A \{H0}} where H0 =
kerα0 ∈ A .
We can give an equivalent description for the deconing construction;
let A be a central arrangement on the vector space V and consider the
associated projective space P(V ). Let pi : V → P(V ) be the canonical
projection and write H = pi(H). Let W be the (n − 1)-dimensional vector
space obtained choosing H0 = kerα0 as the hyperplane at infinity; we define
dA = {H ∩W ; H ∈ A \{H0}}.
In particular M(dA ) ∼= M(A )/C∗.
1.4.2 Products
Here we briefly review properties of the product of two arrangements.
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Definition 1.22. Let A1 be an arrangement on the vector space V1 and A2
an arrangement on the vector space V2, we define the product arrangement
as the arrangement on V = V1 ⊕ V2
A1 ×A2 = {H1 ⊕ V2 : H1 ∈ A1} ∪ {V1 ⊕H2 : H2 ∈ A2}
If L1 and L2 are lattices their product can be realized as the set L1×L2
equipped with the order
(x1, y1) ≤ (x2, y2)⇔ x1 ≤ x2, y1 ≤ y2.
Proposition 1.23. Let A1,A2 be arrangements; then the map
pi : L(A1)× L(A2)→ L(A1 ×A2)
(X,Y ) 7→ X ⊕ Y
is an isomorphism.
Consider the arrangement B = {0} on the 1-dimensional vector space
K, and consider the bijection
φ : A ×B → cA
H ⊕K 7→ cH
V ⊕ {0} 7→ K0
Where if H = kerαH ∈ A , then cH = kerαhH ∈ cA and K0 = kerx0 ∈ cA .
Proposition 1.24. φ induces a rank-preserving surjective map of posets
φ : L(A ×B)→ L(cA ).
Proof. Let X ∈ L (A) and write X = ∩H∈AXH, define cX = ∩H∈AX cH;
then φ(X ⊕K) = cX and φ(X ⊕{0}) = cX ∩K0. Surjectivity follows from
the fact that every element in L(cA ) is a join of atoms. To see that φ is
rank-preserving we just note that if S = (H1, . . . ,Hk) and ∩S 6= ∅, then S
is independent (and then r(∩S) = k) if and only if cS = (cH1, . . . , cHk) is
independent.
Lemma 1.25. Consider the posets L1, L2; let x = (x1, x2), y = (y1, y2) ∈
L1 × L2 then
µL1×L2(x, y) = µL1(x1, y1)µL2(x2, y2).
Proof. Explicit computations show that the right term of the equality sat-
isfies equation (1.3).
Lemma 1.26. Let A1, A2 be arrangements and A = A1 ×A2, then
pi(A , t) = pi(A1, t)pi(A2, t)
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Proof. From proposition 1.23 we have L(A ) ∼= L(A1) × L(A2) and from
lemma 1.25 we have µ(X1⊕X2) = µ1(X1)µ2(X2) (where we write µ = µL(A )
and µj = µL(Aj)). Therefore
pi(A , t) =
∑
X∈L(A )
µ(X)(−t)r(X) =
∑
(X1,X2)∈L(A1)×L(A2)
µ1(X1)µ2(X2)(−t)r(X1⊕X2) =∑
(X1,X2)∈L(A1)×L(A2)
µ1(X1)µ2(X2)(−t)r(X1)(−t)r(X2) =
pi(A1, t)pi(A2, t).
Example 1.7. The boolean arrangement is the n-th product of the 1-dimensional
arrangement B = {0} in K. Therefore from lemma 1.26 we have
pi(A , t) = pi(B, t)n = (1 + t)n
which is consistent with example 1.6.
Proposition 1.27. Let A be an arrangement and cA its cone. Then
pi(cA , t) = (1 + t)pi(A , t).
Proof. From proposition 1.24 we have pi(cA , t) = pi(A×B, t) = pi(A , t)pi(B, t).
But pi(B, t) = (1 + t).
Proposition 1.27 is consistent with remark 1.8 and theorem 1.43.
1.4.3 The Orlik-Solomon algebra of an arrangement
In this section we define and study the Orlik-Solomon algebra of an arbi-
trary hyperplane arrangement. For the sake of simplicity we abandon the
generality of section 1.1 and focus on arrangements. In the central case these
two constructions are equivalent; indeed any argument here can be trans-
lated in the language of lattices substituting “hyperplane” with “atom” and
“codimension” with “rank”.
Let A be an arbitrary arrangement, define E(A ) as the free skew-
commutative R-algebra on the set A . Using the same notation of section
1.1 for S = (H1, . . . ,Hp) ∈ Sp(A ) we write cS = (cH1, . . . , cHp) ∈ Sp(cA ),
and e0 ∈ E(cA ) for the element corresponding to K0 ∈ cA . Then E(cA )
has a basis of elements:
{e0ecS : S ∈ S(A )} ∪ {ecS : S ∈ S(A )}.
Note that for S ∈ S(A ) we have
∩S = ∅ ⇔ ∩cS ⊆ K0.
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Definition 1.23. Let A be an arbitrary arrangement; we say that S ∈
S(A ) is dependent if ∩S 6= ∅ and r(∩S) = codim (∩S) < |S|. Let I(A ) be
the ideal of E(A ) generated by elements
{eS : ∩S = ∅} ∪ {∂eS : S dependent}.
The Orlik-Solomon algebra of the arrangement A is defined as
A(A ) = E(A )/I(A ).
Remark 1.7. Obviously this definition agrees with definition 1.17 in the
central case.
Proposition 1.28. Let S ∈ S(A ), then
(1) If ∩S 6= ∅ then S is dependent if and only if cS ∈ S(cA ) is dependent;
(2) (K0, S) ∈ S(cA ) is dependent if and only if either ∩S = ∅ or S is
dependent.
Proof. (1) It suffices to note that ∩S 6= ∅ ⇒ r(∩S) = r(∩cS).
(2) Suppose ∩S = ∅, then ∩cS ⊆ K0 and (K0, cS) is dependent. Again
if S is dependent then there exists T ( S such that ∩T = ∩S and
∩(K0, cT ) = ∩(K0, cS) so (K0, cS) is dependent. Conversely suppose
(K0, cS) is dependent; then either ∩(K0, cS) = ∩cS and ∩cS ⊆ K0, that
is ∩S = ∅, or ∩S 6= ∅ in which case from the previous point we have
that S is dependent.
1.4.4 The nbc-basis
We now prove, analogously to section 1.1.2, that A(A ) is a free graded R-
algebra and we construct the nbc-basis in the affine case. Simultaneously
we will prove the coning exact sequence (corollary 1.35) which provides an
useful relation between the algebras A(A ) and A(cA ).
Again, fixed a linear order on A , we call a p-uple S = (H1, . . . ,Hp)
standard if it is increasing. We call a p-uple a circuit if it is minimally
dependent and a broken circuit if there exists H ∈ A such that maxS ≺ H
and (S,H) is a circuit.
Definition 1.24. A standard p-uple S is called χ-independent if ∩S 6= ∅
and it does not contain any broken circuit.
Given a linear order on A we define a linear order on cA as follows
(1) cH1 ≺ cH2 ⇔ H1 ≺ H2,
(2) K0 is the maximum of cA .
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Lemma 1.29. Let S ∈ S(A ); the following conditions are equivalent:
(1) S is χ-independent,
(2) cS is χ-independent,
(3) (cS,K0) is χ-independent.
Proof. ((1) ⇒ (2)) Let S ∈ S(A ) χ-independent; then ∩S 6= ∅, suppose
by contradiction that cS contains a broken circuit, then there exists T ⊆ S
and K ∈ cA such that max cT ≺ K and (cT,K) is a circuit. If K = K0
for proposition 1.28 T is dependent and this contradicts the independence
of S. Then K = cH for some H ∈ A and c(T,H) is dependent, again for
proposition 1.28 (T,H) is dependent and S contains a broken circuit.
((2)⇒ (3)) Suppose (cS,K0) contains a broken circuit, then there exists
K ∈ cA and T ⊆ (cS,K0) such that maxT ≺ K and (T,K) is a circuit. But
K0 is maximal in cA , therefore K = cH for some H ∈ A and T = cT ′ ⊆ cS.
Then cS contains a broken circuit.
((3) ⇒ (1)) If ∩S = ∅ then (cS,K0) is dependent. Suppose ∩S 6= ∅
and S contains a broken circuit T ⊆ S; then cT ⊆ (cS,K0) is a broken
circuit.
The coning-deconing exact sequence
Definition 1.25. Let S ∈ S(A ), we define an R-algebra homomorphism
s : E(cA )→ E(A )
e0 7→ 0,
ecH 7→ eH .
We also define an R-module homomorphism
t : E(A )→ E(cA )
eS 7→ e0eS .
Clearly s ◦ t = 0.
Lemma 1.30. s(I(cA )) ⊆ I(A ) and s induces an algebra homomorphism
s : A(cA )→ A(A ).
Proof. First note that I(cA ) is generated by elements
{∂(e0ecS) : S ∈ S(A ), (K0, cS) dependent}∪
{∂ecS : S ∈ S(A ), cS dependent}.
Consider the case (K0, cS) dependent. Then one of the following cases holds:
(1) ∩S = ∅ and s(∂(e0ecS)) = s(ecS) = eS ∈ I(A );
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(2) ∩S 6= ∅ in which case cS is dependent and for proposition 1.28 S is
dependent, therefore s(∂(e0ecS)) = eS ∈ I(A ) and s(∂ecS) = ∂eS ∈
I(A ).
There remains only one case uncovered: cS dependent and ∩S = ∅. Let S =
(H1, . . . ,Hp) and Sk = (H1, . . . , Ĥk, · · ·Hp); we have ∂ecS =
∑p
k=1(−1)k−1ecSk .
If ∩Sk = ∅ we have s(ecSk) = eSk ∈ I(A ); if ∩Sk 6= ∅ then ∩cS ( ∩cSk
and (cS is dependent) cSk is dependent. Then for proposition 1.28 Sk is
dependent and s(ecSk) = eSk ∈ I(A ).
Lemma 1.31. t(I(A )) ⊆ I(cA ) and t induces an R-modules homomor-
phism t : A(A )→ A(cA ).
Proof. Consider the case S ∈ S(A ) with ∩S = ∅, then (K0, cS) is dependent
and t(eS) = e0ecS ∈ I(cA ); if instead ∩S 6= ∅ and S is dependent, then cS
is dependent and t(∂eS) = e0∂ecS ∈ I(cA ).
Then we have a complex 0 → A(A ) → A(cA ) → A(A ) → 0; we will
prove that this sequence is exact. From lemma 1.29 we have t(C(A )) ⊆
C(cA ) and s(C(cA )) ⊆ C(A ).
Proposition 1.32. The sequence 0 → C(A ) t→ C(cA ) s→ C(A ) → 0 is
exact.
Proof. t is clearly injective; surjectivity of s follows from the fact that S χ-
independent⇒ cS χ-independent. ker s is generated by elements of the type
e0ecS where (K0, cS) is χ-independent; but in such a case S is χ-independent
and e0ecS ∈ Im t.
Theorem 1.33. Let ϕ : E(A ) → A(A ) the canonical projection and ψ =
ϕ|C(A ) : C(A )→ A(A ) its restriction. Then ψ is an isomorphism of graded
R-modules.
Proof. Consider the following commutative diagram
0 // C(A ) t //
ψ

C(cA ) s //
ψ

C(A ) //
ψ

0
0 // A(A )
t
// A(cA ) s // A(A ) // 0
We know that the bottom s is surjective. From theorem 1.12 we have that
the central ψ is an isomorphism. Therefore the ψ on the right is surjective
(ψ ◦ s = s ◦ ψ) and the ψ on the left is injective (t ◦ ψ = ψ ◦ t); but the two
coincide, so ψ : C(A )→ A(A ) is an isomorphism.
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Corollary 1.34. A(A ) is a free graded R-module and has an homogeneous
basis indexed by elements:
{eS : S χ-independent}.
Corollary 1.35 (Coning exact sequence). The sequence 0 → A(A ) t→
A(cA ) s→ A(A )→ 0 is exact.
Remark 1.8. The coning exact sequence is split (because A(A ) is a free
R-module), we then have A(cA ) ∼= A(A ) ⊕ A(A ) ∼= A(A ) ⊗ R[x]/〈x2〉 as
graded R-modules.
In chapter 4 we will prove an analogous of remark 1.8 for the cohomology
algebra of the complement of the braid arrangement H∗(M(An−1)). Fur-
thermore this result is consistent with proposition 1.27 and theorem 1.43.
1.4.5 Deletion and restriction
We will devote the last section of this chapter to a much important exact
sequence; this will be of central importance in connecting the algebraic tools
with combinatorial ones and with the topology of the complement M(A ).
As for the coning exact sequence we will prove the exactness of the deletion-
restriction sequence using the nbc-basis.
Consider a triple of arrangements (A ,A ′,A ′′); as a matter of notation
we will often drop the A , e.g. we will write A′ = A(A ′) and A′′ = A(A ′′).
We have A ′ ⊆ A and we can identify E(A ′) ⊆ E(A ). Under this
identification we have I(A ′) ⊆ I(A ) and therefore the inclusion i : E′ → E
induces a map i : A′ → A.
If we call H0 the distinguished hyperplane of the triple, we should fix a
linear order on A such that H0 = minA .
Lemma 1.36. There exists a surjective R-linear map j : A→ A′′ such that
j(eH1 · · · eHp) = 0
j(eH0eH1 · · · eHp) = eH0∩H1 · · · eH0∩Hp
Proof. Write E(A ) = E(A ′) ⊕ H0E(A ′). Define an R-linear map ĵ :
E(A ) → E(A ′′) which is the zero map on the first component and such
that if S = (H0, H1, . . . ,Hp) is a standard p+ 1-uple then
ĵ(eS) = eH0∩H1 · · · eH0∩Hp = eH0∩S0
where S0 = (H1, . . . ,Hp). In particular ĵ(1) = 0 and ĵ(eH0) = 1. We
need to show that ĵ(I) ⊆ I ′′ ; let S = (H0, H1, . . . ,Hp) and note that ∩S =
∩(H0 ∩ S0) so we only need to consider the case when ∩S 6= ∅ and S is
dependent. Then also H0 ∩ S0 is dependent; indeed suppose 0 ∈ ∩S and let
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∑p
i=0 ciαi = 0 be a linear non-trivial relation (where, as usual, Hj = kerαj),
then there exists i > 0 such that ci 6= 0 and restriction to H0 provides a
non-trivial relation between α1, . . . , αp. So ĵ(∂eS) = ĵ(∂(eH0eS0)) = ĵ(eS0−
eH0∂eS0) = −∂eH0∩S0 ∈ I
′′
.
Fix linear orders on A , A ′ and A ′′ such that
(1) H0 is the minimal element in A ,
(2) the order on A ′ is induced from the one on A ,
(3) for H,K ∈ A ′ we have H0 ∩H ≺ H0 ∩K ⇒ H ≺ K.
Lemma 1.37. C ′ ⊆ C
Proof. Let S ∈ S′; if S contains a broken circuit T in A then there exist
H ∈ A such that maxT ≺ H and (T,H) is a circuit, but H0 is minimal in
A so H ∈ A ′ and S contains a broken circuit in A ′.
Therefore if S ∈ S′ is χ-independent in A ′ then it is χ-independent in
A .
Lemma 1.38. ĵ(C) = C
′′
.
Proof. Let H0 ∩ S ∈ S′′ , then ∩(H0 ∩ S) = ∩(H0, S) and we only need to
show that H0 ∩ S contains a broken circuit if and only if (H0, S) contains a
broken circuit.
Suppose H0 ∩ S contains a broken circuit, then there exists H0 ∩ T ⊆
H0 ∩ S and H0 ∩H ∈ A ′′ such that maxH0 ∩ T ≺ H0 ∩H and H0 ∩ (T,H)
is dependent. It then follows from our conditions on the linear orderings
on A , A ′ and A ′′ that maxT ≺ H and (H0, T,H) is dependent; that is
(H0, S) contains a broken circuit.
Conversely suppose that (H0, S) contains a broken circuit, then there ex-
ists T ⊆ S and H ∈ A such that max(H0, T ) = maxT ≺ H and (H0, T,H)
is dependent. Then again H0∩(T,H) is dependent and maxH0∩T ≺ H0∩H
(this is because the order on A
′′
is linear). That is H0∩S contains a broken
circuit.
Lemma 1.39. Let S1, S2 ∈ S′ such that (H0, S1) and (H0, S2) are χ-
independent and H0 ∩ S1 = H0 ∩ S2; then S1 = S2.
Proof. Suppose by contradiction S1 6= S2, then there exist H1 ∈ S1 and
H2 ∈ S2 such that H1 6= H2. Suppose H1 ≺ H2 then (H0, H1, H2) is
dependent and (H0, S1) contains a broken circuit.
Proposition 1.40. Call j = ĵC : C → C ′′ then the following sequence is
exact
0 // C ′
i // C
j // C
′′ // 0
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Proof. The map i is an inclusion and therefore injective; we have already
seen surjectivity of j, we only need to prove ker j = Im i. Write
j(
∑
T
cT eT +
∑
S
cSe0eS) =
∑
S
cSeH0∩S = 0
where the sum is over the nbc-basis. Then ({H0 ∩ S} is the nbc-basis for
A(A
′′
)) cs = 0 ∀S and
∑
T cT eT ∈ C ′.
Theorem 1.41 (Deletion-restriction exact sequence). Let (A ,A ′,A ′′) be
a triple of arrangements with distinguished hyperplane H0 ∈ A ; then the
following sequence is exact:
0 // A(A ′) i // A(A )
j // A(A
′′
) // 0
Proof. Consider the following commutative diagram
0 // C(A ′) i //
ψ

C(A )
ψ

j // C(A
′′
)
ψ

// 0
0 // A(A ′)
i
// A(A )
j
// A(A
′′
) // 0
Since vertical arrows are isomorphisms and the top row is exact, the bottom
row is exact.
Note that the map i is homogeneous of degree 0, while the map j is
homogeneous of degree 1, we then have:
Corollary 1.42. Let (A ,A ′,A ′′) be a triple of arrangements, then
(1) Poin(A(A ), t) = Poin(A(A ′), t) + tPoin(A(A ′′), t);
(2) rkA(A ) = rkA(A ′) + rkA(A ′′).
Theorem 1.43. Poin(A(A ), t) = pi(A , t).
Proof. By induction on |A |; ifA is the empty arrangement then Poin(A(A ), t) =
1 = pi(A , t), otherwise the thesis follows combining the inductive hypothesis
and theorem 1.21 and corollary 1.42.
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An example: the braid
arrangement
In this chapter we will study in detail properties of the braid arrangement.
The braid arrangement can certainly be cited among the motivations for
the study of hyperplane arrangements. Its importance comes both from
combinatorics and topology. Many graph-theoretic problems can be reduced
to problems of chamber-counting for the braid arrangement in the real case
(e.g. the formula for acyclic orientations of an undirected graph). In the
complex case the complement M(An−1) is the so-called configuration space
of n points in R2 or pure braid space.
Definition 2.1. The braid arrangement is the hyperplane arrangement in
Cn
Bn = {Hi,j = ker(xi − xj) : 1 ≤ i < j ≤ n}.
As its name might suggests the braid arrangement has relevant connec-
tions with the theory of braid groups. Indeed the fundamental group of
its complement pi1(M(Bn), ∗) is the so-called pure braid group on n strands
PBn and M(Bn) is a classifying space for PBn. If we consider the orbit
space of the action of Sn on M(Bn) the we obtain a classifying space for
the braid group on n strands Bn.
Figure 2.1 shows an example of braids; this can be turned into a group
with the operation of juxtaposition under a certain notion of isotopy. This
group is called Braid group (on n strands) and is written as Bn. There is a
surjective homomorphism Bn → Sn mapping each braid into the permuta-
tion of its ends. The Pure braid group (on n strands) is the kernel of this
morphism; that is the subgroup of braids in which each strand returns to
its starting point.
A presentation for the braid group Bn can be given as follows; it has
generators s1, . . . , sn−1 (sj correspond to the twist between j and j + 1, see
29
An example: the braid arrangement
1 2 3 4
1 2 3 4
(a) a braid on 4 strands
1 2 3 4
1 2 3 4
(b) a pure braid on 4
strands
Figure 2.1: Braids on 4 strands
1 2 3 4
1 2 3 4
(a) s1
1 2 3 4
1 2 3 4
(b) s2
1 2 3 4
1 2 3 4
(c) s3
Figure 2.2: Generators of B4
figure 2.2) with relations
sisj = sjsi if |i− j| ≥ 2, (2.1)
sisi+1si = si+1sisi+11 ≤ i ≤ n− 2. (2.2)
The isomorphism between the pure braid group PBn and the fundamental
group of the pure braid space pi1(M(Bn), ∗) can be easily described. We can
think to a braid as the graph of the motion of n points p1(t), . . . , pn(t) in C
with the condition that the points remain distinct and {p1(0), . . . , pn(0)} =
{p1(1), . . . , pn(1)}. Therefore we can associate to a braid the map
f : [0, 1]→M(Bn)
t 7→ (p1(t), . . . , pn(t))
and the braid is pure if and only if f(0) = f(1); that is if f is a loop in
M(Bn); furthermore if we consider the quotient space M(Bn)/Sn then f
induces a loop [0, 1]→M(Bn)/Sn.
Before the formalization of the theory of hyperplane arrangement, and
somewhat igniting it, Arnol’d in [Arn69] gave a presentation for the coho-
mology algebra H∗(M(Bn);C). He proved that it is the skew-commutative
algebra with generators {ei,j : 1 ≤ i < j ≤ n} and relations
ei,jei,k − ei,jej,k + ei,kej,k = 0 ∀1 ≤ i < j < k (2.3)
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This is the prototype of the Orlik-Solomon algebras, and we will see in
theorem 2.6 that it coincides with A(Bn).
In this chapter we will work with complex arrangements and Orlik-
Solomon algebras with coefficient in C, but all the results stay valid for
an arbitrary field. Bn is a central arrangement but it’s not essential, that
is T (Bn) 6= (0). We can therefore study its essentialization, which we will
also refer to as the braid arrangement.
Definition 2.2. Define the arrangement on the vector space V = Cn/T (Bn) =
Cn/〈(1, 1, . . . , 1)〉:
An−1 = {Hi,j = ker(xi − xj) : 1 ≤ i < j ≤ n}.
We will call An−1 the n-th (essential) braid arrangement.
Note that An−1 is well defined; since T (Bn) ⊆ ker(xi − xj) and so
(xi − xj) ∈ (Cn)∗ induces a unique functional (xi − xj) ∈ V ∗.
There is no loss of (combinatorial) information in studying An−1 instead
of Bn:
Proposition 2.1. The map
A(Bn)→ A(An−1)
Hi,j 7→ Hi,j
induces an isomorphism of geometric lattices L(Bn)→ L(An−1).
Proof. It is enough to note that the hyperplanes {Hii,j1 , · · · , Hip,jp} are
dependent in L(A ) if and only if they are dependent in L(An−1). Indeed
{Hii,j1 , · · · , Hip,jp} is a dependent set if and only if there exists a non trivial
linear relation:
c1(xi1 − xj1) + · · ·+ cp(xip − xjp) = 0.
It is easy to see that such a relation in (Cn)∗ induces an analogous relation
in V ∗ and viceversa.
There is also no loss of topological information in studying the essential-
ization:
Proposition 2.2. The projection pi : Cn → V induces an homotopy equiv-
alence pi : M(Bn)→M(An−1).
Proof. We will show that pi is trivial fibre bundle with fibre C. Consider the
map
ϕ : Cn → V × C
(x1, . . . , xn) 7→ (pi(x1, . . . , xn), x1)
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This is clearly bijective: its inverse is ψ : ([x1, . . . , xn], t) 7→ (t, x2 − x1 +
t, . . . , xn− x1 + t) (note that ψ is well defined because T (A ) ⊆ ker(x1− xj)
for each j). ϕ is also obviously continuous; we will show that its inverse is
continuous; note that the functionals {x2−x1, . . . , xn−x1} are a basis for V ∗,
if we consider its dual basis in V {v2, . . . , vn} and write v = (γ2, . . . , γn) ∈ V
in the corresponding coordinates, then we have ψ(v, t) = (t, γ2+t, . . . , γn+t)
which is obviously continuous.
Therefore pi : Cn → V and its restriction pi : M(A ) → M(An−1) are
trivial fibre bundles with contractible fibre. In particular they are homotopy
equivalences.
2.1 Combinatorics of the braid arrangement
In this section we specialize contents of 1.3 to the braid arrangement. We
will give a description of the intersection poset L(An−1) and we will be able
to determine the Poincare´ polynomial of the braid arrangement. This will
be useful in section 2.2 to study the Orlik-Solomon algebra A(An−1).
Consider the set [n] = {1, . . . , n}; by a partition of [n] we mean a collec-
tion Λ = {Λ1, . . . ,Λk} ⊆ P([n]) of pairwise disjoint subsets of [n] such that
∪ki=1Λi = [n]. We say that a partition Γ is finer that Λ (and write Γ  Λ)
if for every Γj ∈ Γ there exists an element Λk ∈ Λ such that Γj ⊆ Λk. We
will also say that Γ is a refinement of Λ.
The collection P(n) of the partitions of [n], ordered by the refinement
relation, is a lattice and is called the n-th partition lattice.
Proposition 2.3. The intersection poset L(An−1) of the n-th braid ar-
rangement is isomorphic, as a lattice, to the n-th partition lattice P(n).
Proof. It will be convenient to write Hi,i = V ∈ L(An−1) and Hi,j = Hj,i; to
each X ∈ L(An−1) we associate an equivalence relation ∼X (and therefore
a partition) on the set [n] = {1, . . . , n} as follows
i ∼X j ⇔ X ⊆ Hi,j .
The relation ∼X is obviously symmetric and reflexive; it is also transitive,
indeed i ∼X j, j ∼X k ⇒ X ⊆ Hi,j ∩Hj,k ⊆ Hi,k. We write ΛX ∈P(n) for
the partition induced by ∼X and consider the map:
pi : L(An−1)→P(n)
X 7→ ΛX
This map is bijective; its inverse is
ϕ :P(n)→ L(An−1)
Λ = {Λ1, . . . ,Λr} 7→ ∩rk=1 (∩i,j∈ΛkHi,j)
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Indeed ϕ ◦ pi(X) = ∩i∼XjHi,j = ∩X⊆Hi,jHi,j = X. To see the converse we
write ∼Λ for the equivalence relation induced by Λ; then ϕ(Λ) = ∩i∼ΛjHi,j ,
if we choose a representative r[i] for every equivalence class in Λ we have
(r[1], . . . , r[n]) ∈ ϕ(Λ), so ϕ(Λ) ⊆ Hi,j ⇒ r[i] = r[j]⇒ i ∼Λ j and we obtain
∼ϕ(Λ)=∼Λ⇒ piϕ(Λ) = Λ.
Finally the map pi is order preserving; indeed Y ≤ X ⇒ X ⊆ Y and we
have
i ∼Y j ⇒ Y ⊆ Hi,j ⇒ X ⊆ Hi,j ⇒ i ∼X j.
Proposition 2.3 allows us to compute the Poincare´ polynomial of the
braid arrangement. This will be useful to determine a basis for the Orlik-
Solomon algebra A(An−1) (proposition 2.7). Note that the Poincare´ poly-
nomial pi(An−1, t) splits into linear factors; this is a general fact about the
so-called free arrangements (cfr. [OT92]). Indeed we could have used the
factorization theorem on free arrangements to compute pi(An−1, t) avoiding
the combinatorial argument of the following proposition.
Proposition 2.4. pi(An−1, t) = (1 + t)(1 + 2t) · · · (1 + (n− 1)t).
Proof. We work in Cn (with the non essential arrangement) and prove the
equivalent statement
χ(Bn, t) = tnpi(Bn,−t−1) = t(t− 1)(t− 2) · · · (t− (n− 1)).
As usual we write [n] = {1, . . . , n}; consider the set M = [m][n] (of functions
f : [n] → [m]). To each f ∈ M we associate an equivalence relation on [n]
(and therefore a partition Λf ∈P(n)) as follows
i ∼f j ⇔ f(i) = f(j).
For every X ∈ L(An−1) we define the following subsets of M :
PX = {f ∈M : Λf = ΛX},
QX = {f ∈M : Λf ≥ ΛX}.
We then have QX = unionsqY≥XPY , therefore using Mo¨bius inversion we have
|QX | =
∑
Y≥X
|PY | ⇒ |PX | =
∑
Y≥X
µ(X,Y )|QY |.
Let b(X) = |ΛX | (the number of blocks in ΛX). Note that if f ∈ QX then f
is constant on the blocks of the partition ΛX ; therefore there is a bijection
QX ↔ [m]ΛX and we have |QX | = mb(X).
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Next we note that b(X) = dimX; indeed if ΛX = {Λ1, . . . ,Λr} we can
choose a basis of X of elements {v(i) = (v(i)1 , . . . , v(i)n ) : i = 1, . . . , r} where
v
(i)
j =
{
1 if j ∈ Λi
0 otherwise.
In particular if X = V we have |PV | =
∑
X∈L(An−1) µ(X)m
dimX . But
ΛV = {{1}, . . . , {n}} so PV is the set of injective functions [n]→ [m] and
|PV | = m(m− 1) · · · (m− (n− 1)) =
∑
X∈L(An−1)
µ(X)mdimX = χ(An−1,m).
In particular the two polynomials t(t − 1) · · · (t − (n − 1)) and χ(An−1, t)
coincide on natural numbers and therefore are equal.
2.2 The Orlik-Solomon algebra of the braid ar-
rangement
In chapter 3 we will prove the isomorphism between the Orlik-Solomon alge-
bra of a complex arrangement A(A ) and the cohomology of its complement
H∗(M(A );Z).
The cohomology of the complement of the braid arrangement, also called
the pure braid space, was computed by Arnol’d in [Arn69] long before the
general theory of hyperplane arrangement was developed using an argument
that involves spectral sequences. His presentation for H∗(M(An−1);Z) is
slightly different from the standard presentation of the Orlik-Solomon alge-
bra. In this section we will show how the two presentation of the algebra
H∗(M(An−1);Z) are equivalent.
Note that the Orlik-Solomon algebra satisfies the Arnol’d relations (2.3).
Indeed S = (Hi,j , Hi,k, Hj,k) is a dependent triple and so in A(An−1) we have
∂eS = ei,jei,k − ei,jej,k + ei,kej,k = 0.
To see the converse; that is to see that relations (2.3) generate the ideal
I(An−1), we need to characterize dependent p-uples. For convenience we
introduce the notation Hj,i = Hi,j for 1 ≤ i < j ≤ n.
Consider a p-uple S = (Hi1,j1 , . . . ,Hip,jp) ∈ S(An−1); we can associate
to S a subgraph G of the complete graph with vertices [n] = {1, . . . , n} with
edges
{i, j} ∈ E(G)⇔ Hi,j ∈ S.
We will call this graph GS ; note that GS = GS′ ⇒ eS = ±e′S .
Lemma 2.5. A p-uple S is minimally dependent if and only if its graph
GS consist exactly of one cycle, that is if and only if, up to reordering,
S = (Hi1,j1 , . . . ,Hip,jp) with jh = ih+1 and jp = i1. In particular S is
independent if and only if the graph GS is acyclic.
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Proof. Let S = (Hi1,j1 , . . . ,Hip,jp) be a minimally dependent p-uple; then
we have a non trivial linear relation
p∑
h=1
ch(xih − xjh) = 0.
From minimality of S we have ch 6= 0 for every h ∈ {1, . . . , p}; if j ∈ [n] is not
an isolated vertex of GS then, evaluating the relation in ej = (0, . . . , 1, . . . , 0)
we have ∑
Hj,jh∈S
ch −
∑
Hih,j∈S
ch = 0.
So there are at least two edges incident in j and therefore (GS is a finite
graph) GS contains a cycle; from minimality we conclude that GS consists
exactly of one cycle.
From lemma 2.5 we can rewrite the Arnol’d relations (2.3) as
∂eS = 0 : S ∈ S3 minimally dependent.
So in order to prove that relations (2.3) suffices to generate the ideal I(An−1)
we only need to prove the following theorem.
Theorem 2.6. I(An−1) = 〈∂eS : S ∈ S3 dependent〉
Proof. Call I˜ = 〈∂eS : S ∈ S3 dependent〉 and let S ∈ Sp be a dependent
p-uple. We prove by induction on |S| = p that ∂eS ∈ I˜. It will be convenient
to write Hi,j = Hj,i for i > j.
If S is not minimally dependent then there exists T ( S dependent; by
inductive hypothesis we have ∂eT ∈ I˜, using remark 1.2 we have eT ∈ I˜.
Up to reordering we can write S = (U, T ) and ∂eS = (∂eU )eT ± U∂eT ∈ I˜.
Therefore we can suppose that S is minimally dependent. Then, up to order,
we have S = (Hi1,j1 , . . . ,Hip,jp) with jh = ih+1 for each h ∈ {1, . . . , p−1} and
jp = i1. Using the defining relations for I˜ we have the following equalities
in E(An−1)/I˜:
eS = ei1,i2ei2,i3 · · · eip,i1 = (ei1,i2ei1,i3+ei2,i3ei1,i3)ei3,i4 · · · eip,i1 = (ei1,i2+ei1,i3)eT
where T = (Hi1,i3 , Hi3,i4 , . . . ,Hip,i1) is dependent and by inductive hypoth-
esis we have ∂eT ∈ I˜ ⇒ ∂eS ∈ I˜.
2.2.1 A basis for A(An−1)
Using what we have proved in the previous sections we can describe a basis
for the algebra A(An−1). A suggestive description can be given as follows;
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the algebra A(An−1) has a K-basis consisting of monomials with exactly
one factor for each column in the following array:
1
e1,2 1
e1,3 e2,3 1
...
...
...
. . .
e1,n−1 e2,n−1 e3,n−1 · · · 1
e1,n e2,n e3,n · · · en−1,n
We will prove the following equivalent statement.
Proposition 2.7. The algebra A(An−1) has a K-basis of elements
ei1,j1ei2,j2 · · · eik,jk (2.4)
with 1 < j1 < j2 < · · · < jk ≤ n.
Proof. First we want to prove that the elements (2.4) span A(An−1). Call
M the submodule of A(An−1) spanned by elements in (2.4) and consider
an element x = ei1,j1ei2,j2 · · · eik,jk ∈ A(A ); up to sign we can suppose
j1 ≤ · · · ≤ jk let m be the last index such that jm = jm+1; we can suppose
im < im+1. We prove by induction on m that x ∈ M . If m = −1 x is an
element in (2.4), otherwise using relations (2.3) we have that
eim,jmeim+1,jm+1 = eim,jmeim,im+1 − eim+1,jm+1eim,im+1
Then
x = ei1,j1ei2,j2 · · · eik,jk = ei1,j1 · · · eim,jmeim,im+1 · · · eik,jk +
ei1,j1 · · · eim,im+1eim+1,jm+1 · · · eik,jk
with im < im+1 < jm+1 and by inductive hypothesis we have x ∈M .
We use a dimension argument to prove independence; to each element
ei1,j1ei2,j2 · · · eik,jk in (2.4) we can associate biunivocally a function
f : {j1, . . . , jk} → {1, . . . , n}, s.t. {j1, . . . , jk} ⊆ {1, . . . , n} and f(ji) < ji.
This is done defining f(jh) = ih. So the numbers of element in (2.4) of
degree k is ∑
j1<j2<···<jk
(j1 − 1)(j2 − 1) · · · (jk − 1)
but from 2.4 we know that these are exactly the coefficients of pi(An−1, t):
the Poincare´ polynomial of the graded algebra A(An−1).
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Remark 2.1. In the proof of proposition 2.7 we used only Arnol’d relations;
so we can use proposition 2.7 to give another proof the equivalence of Arnol’d
presentation and Orlik-Solomon algebra. Indeed there is clearly a surjective
homomorphism
Arn→ A(A )
ei,j 7→ ei,j
from the Arnol’d algebra and the Orlik-Solomon algebra; and with a di-
mension argument we see that this is an isomorphism for the algebras with
complex coefficients. From this case we deduce that the Arnol’d algebra
with integer coefficients is torsion-free and therefore the map above is an
isomorphism also in the case with integer coefficients.
The following proposition provides a convenient presentation for the al-
gebra of a deconed arrangement.
Proposition 2.8. Let A = {H0, H1, . . . ,Hn} be a central arrangement;
the algebra A(dA ) is isomorphic to the subalgebra of A(A ) generated by
elements
ei − e0 : i ∈ {1, . . . , n}.
Proof. Consider the coning-deconing exact sequence of corollary 1.35
0→ A(dA ) t→ A(A ) s→ A(dA )→ 0 (2.5)
Recall that s is a morphism of algebras while t is a morphism of modules.
We can define a morphism of algebras
ϕ : A(dA )→ A(A )
ei 7→ ei − e0
Note that ϕ is well defined, indeed we have
ϕ(ei1 · · · eik) = (ei1 − e0) · · · (eik − e0) =
ei1 · · · eik −
k∑
h=1
(−1)he0ei1 · · · êih · · · eik = ∂(e0ei1 · · · eik)
so ϕ preserves relations. Note that ϕ is a section of s (i.e. s ◦ ϕ = idA(dA ))
and therefore is an injection of algebras.
Using proposition 2.8 we can prove the following analogous of proposition
2.7.
Corollary 2.9. Call ϑi,j = ei,j−e1,2 ∈ A(An−1) then, with the identification
of proposition 2.8, A(dAn−1) has a basis of elements
ϑi1,j1ϑi2,j2 · · ·ϑik,jk
with 2 < j1 < · · · < jk ≤ n.
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Proof. Consider the map of modules e1,2· : A(An−1) → A(An−1) (multipli-
cation to the left); we have
e1,2(ϑi1,j1ϑi2,j2 · · ·ϑik,jk) = e1,2∂(e1,2ei1,j1 · · · eik,jk) = e1,2ei1,j1 · · · eik,jk
That is the map A(dAn−1) → A(An−1) e0·→ e1,2A(An−1) coincides with the
map t of (2.5) and therefore is an isomorphism. Finally it suffices to note
that the image of {ϑi1,j1ϑi2,j2 · · ·ϑik,jk : 2 < j1 < · · · < jk ≤ n} under this
isomorphism is a basis for e1,2A(An−1).
Propositions 2.7 and 2.8 and corollary 2.9 will be useful in chapter 4 when
studying the action of Sn on the cohomology algebra H∗(M(An−1);C).
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Chapter 3
The cohomology algebra
H∗(M(A );Z)
In this chapter we prove the isomorphism between the Orlik-Solomon algebra
A(A ) of a complex arrangement and the cohomology algebra H∗(M(A );Z)
of its complement.
This topic, and more generally the study of the topology of the comple-
ment M(A ), has a long history. In [Arn69] Arnol’d gave the presentation
(2.3) for the cohomology algebra of the braid arrangement and conjectured a
similar result on hyperplane arrangement. In [Bri71] Brieskorn proved that
the cohomology modules Hk(M(A );Z) are free and proved the decomposi-
tion (1.2) for the cohomology module Hk(M(A );Z). His proof uses meth-
ods of algebraic geometry. In [OS80] Orlik and Solomon, using Brieskorn’s
results, proved the isomorphism A(A ) ∼= H∗(M(A );C) for the case with
complex coefficients. A proof for the case with integer coefficients and that
does not use Brieskorn’s results appeared in [OT92] and [Yuz01]. This proof
uses the Thom isomorphism (to which appendix A is devoted) and the de
Rham theorem.
In [BZ92] Bjo¨rner and Ziegler gave a different proof for this isomor-
phism. They considered the space Kcomp = M(A ) ∩ S2l−1, which is ho-
motopically equivalent to M(A ) and provided a CW -decomposition for it
using certain sign functions (if A is the complexified of a real arrangement,
this decomposition coincides with the Salvetti complex; cfr. [Sal87]). Then
by Alexander duality they reduced to the homology of the singularity link
Klink = (∪H∈AH) ∩ S2l−1 with the intersection product and proved the
Orlik-Solomon presentation for this algebra. This proof was generalized to
complex subspace arrangements with geometric intersection lattice by Fe-
ichtner and Ziegler in [FZ00].
We will review here the proof of [OT92] and [Yuz01] with some minor
modifications. They used a differential form presentation for the cohomology
algebra with coefficients in Z which we prefer to avoid. So we prove first
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the result for complex coefficients, using the de Rham theorem, and then
deduce the result on integer coefficient via the universal coefficients theorem.
The main effort will be directed to the proof of a deletion-restriction exact
sequence for cohomology.
LetA be a complex arrangement on the vector space V (with dimV = l).
For the sake of simplicity we will often drop the A from our notation; for
example we will write M = M(A ), M ′ = M(A ′) and M ′′ = M(A ′′).
Consider a triple of arrangement (A ,A ′,A ′′) with distinguished hyper-
plane H0 ∈ A ; we have the following properties:
(i) M = M ′\M ′′ ,
(ii) M
′′
= M ′ ∩H0 ⊆M ′.
We need the following standard fact from differential topology.
Lemma 3.1. The sub-manifold M
′′ ⊆ M ′ has a tubular neighborhood
E ⊆M ′ whose projection p : E →M ′′ is a trivial fibre bundle.
The triviality of p follows from the fact that it is the restriction of a
trivial fibre bundle Cl ∼= W → H0 and that H0 is contractible. Define
E0 = E\M ′′ , then we have
E ∩M = E ∩ (M ′\M ′′) = (E ∩M ′)\(E ∩M ′′) = E\M ′′ = E0.
We will need the Thom isomorphism (theorem A.4) to prove the following
lemma. We will prove in lemma 3.4 the existence of a Thom class for the
fibre bundle ξ.
Lemma 3.2. Call ξ = (E,M
′′
, p) the fibre bundle introduced before, then
for each k ≥ 1 there exists an isomorphism
τ : Hk+1(M ′,M ;Z)→ Hk−1(M ′′ ;Z).
Proof. We have seen that E0 = E∩M , therefore the inclusion q : (E,E0)→
(M ′,M) is a morphism of pairs and by excision it induces an isomorphism
in cohomology
q∗ : Hk+1(M ′,M ;Z)→ Hk+1(E,E0;Z).
Now we can apply Thom isomorphism to obtain an isomorphism
r : Hk−1(M
′′
;Z)→ Hk+1(E,E0;Z)
and we can define τ = r−1 ◦ q∗.
Corollary 3.3. For k ≥ 0 we have the following long exact sequence:
// Hk(M ′;Z) i
∗
// Hk(M ;Z)
φ // Hk−1(M ′′;Z)
ψ // Hk+1(M ′;Z) //
where φ = τδ and ψ = j∗τ−1.
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Proof. Consider the long exact sequence of the pair (M,M ′):
// Hk(M ′;Z) i∗ // Hk(M ;Z) δ // Hk+1(M,M ′;Z)
j∗ //
τ

Hk+1(M ′;Z) //
Hk−1(M ′′;Z)
Definition 3.1. Let A be a complex arrangement; choose for each H ∈ A
a linear functional αH : V → C such that H = kerαH , let γ ∈ H1(C∗;Z) be
a fixed generator. Then we define
〈ηH〉 = α∗H(γ) ∈ H1(MH ;Z)
where MH = V \H. Let iH : MH →M be the inclusion map, we define
[ηH ] = i∗(〈ηH〉) ∈ H1(M ;Z).
Lemma 3.4. Let (A ,A ′,A ′′) be a triple of complex arrangements with
distinguished hyperplane H0, consider the fibre bundle ξ = (E,M, p) of
lemma 3.1. Then u = q∗δ[ηH0 ] is a Thom class for ξ.
Proof. Call M0 = MH0 and α0 = αH0 and consider the long exact sequence
of the pair (V,M0):
0 = H1(V ;Z) // H1(M0;Z)
δ // H2(V,M0;Z) // H2(V ;Z) = 0
We therefore have that the connection morphism δ : H1(M0;Z)→ H2(V,M0;Z)
is an isomorphism. But 〈η0〉 is a generator for H1(M0;Z) ∼= Z and therefore
δ〈η0〉 is a generator for H2(V,M0;Z).
Now fix a point x ∈ M ′′ and call F = p−1(x) its fibre and F0 = F ∩
E0. The inclusion map k : (F, F0) → (V,M0) induces an isomorphism in
cohomology. Indeed we can decompose
k = (F, F0)→ (W,W0)→ (V,M0)
where W ∼= Cl is such that W ∩M ′ = E and p is the restriction of a (trivial)
fibre bundle W → H0. Now (F, F0)→ (W,W0) is an homotopy equivalence
by triviality of the fibre bundle W → H0 and (W,W0) → (V,M0) induces
an isomorphism in cohomology by excision.
Consider now the following commutative diagram:
H2(V,M0;Z)
j∗ // H2(M ′,M ;Z)
q∗ // H2(E,E0;Z)
i∗ // H2(F, F0;Z)
H1(M0;Z)
δ
OO
i∗0
// H1(M ;Z)
δ
OO
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We have that i∗ ◦ q∗ ◦ j∗ = (j ◦ q ◦ i)∗ = k∗ is an isomorphism and then
k∗δ〈η0〉 = i∗(q∗δi∗0〈η0〉) = i∗(q∗δ[η0]) = i∗(u)
is a generator for H∗(F, F0;Z).
Consider again a triple of arrangements (A ,A ′,A ′′) with distinguished
hyperplane H0 ∈ A . For H ∈ A ′ we define the cohomology class [ηH ]′ ∈
A ′ as [ηH ]′ = j∗([ηH ]) where j : M ′ → M is the inclusion map. If we
call αH0∩H = αH |H0 we define [ηH∩H0 ] = α
∗
H∩H0(γ) ∈ H1(M
′′
;Z). Recall
the notation so far used for the inclusion maps: q : (E,E0) → (M ′,M),
z : M
′′ → E, i : M ′′ →M .
Lemma 3.5. Let H ∈ A ′, then we have z∗q∗[ηH ]′ = [ηH0∩H ].
Proof. It suffices to note that q ◦ z = i, then z∗q∗[ηH ]′ = (q ◦ z)∗[ηH ]′ =
i∗[ηH ]′ = [ηH∩H0 ].
Lemma 3.6 (Stability). Let (X,A) be a couple of topological spaces, R
a commutative ring with unity; then we have the following commutative
diagram:
H∗(A;R)⊗H∗(X;R) id⊗i∗ //
δ⊗id

H∗(A;R)⊗H∗(A;R) /^/ H∗(A)
δ

H∗(X,A;R)⊗H∗(X;R) ^ // H∗(X,A)
where δ is the connecting morphism of the long exact sequence of the couple.
Proof. Let ξ = [ϕ] ∈ Hp(A), η = [ψ] ∈ Hq(X), we need to prove that
δ(ξ ^ i∗η) = δξ ^ η.
We do this using the cup product on cochains. Call (C∗(X), ∂) the (singular)
cochain complex on X; then we have the following commutative diagram:
0 // Cn(X,A;R)
j∗ //
∂n

Cn(X;R) i
∗
//
∂n

Cn(A;R) //
∂n

0
0 // Cn+1(X,A;R)
j∗
// Cn+1(X;R)
i∗
// Cn+1(A;R) // 0
That is a short exact sequence of cochain complexes. Let ϕ = i∗(ϕ˜) (note
that i∗η = [i∗ψ]); then we have ξ ^ i∗η = [i∗ϕ˜ ^ i∗ψ] = i∗([ϕ˜ ^ ψ]).
From the definition of the connecting morphism we have that δ(ξ ^
i∗η) = [∂n(ϕ˜ ^ ψ)], where ϕ˜ ^ ψ ∈ Cn+1(X,A). From the properties of
the cup product we know that
∂n(ϕ˜ ^ ψ) = (∂nϕ˜) ^ ψ + (−1)pϕ˜ ^ (∂nψ) = (∂nϕ˜) ^ ψ.
42
Where we used ∂nψ = 0 because ψ is a cocycle. In particular we have
δ(ξ ^ i∗η) = [∂nϕ˜] ^ [ψ] = δξ ^ η.
Corollary 3.7. Let H ∈ A ′, then for each a ∈ Hk(M ;Z) it holds
δ(a ^ [ηH ]) = δ(a) ^ [ηH ]′.
Proof. From the stability lemma we have δ(a ^ [ηH ]) = δ(a ^ i∗[ηH ]′) =
δ(a) ^ [ηH ]′.
In the following we will construct the isomorphism between the Orlik-
Solomon algebra and the cohomology algebra of the complement in the case
with complex coefficients. We will use de Rham cohomology.
Proposition 3.8. Let A = {H1, . . . ,Hn} be a complex hyperplane ar-
rangement; then there exists a morphism of graded algebras
η : AC(A )→ H∗(M(A );C)
ej 7→ [ηHj ]
Proof. We can use the de Rham theorem and work with the de Rham presen-
tation of H∗(M(A );C). Since H∗(M(A );C) is a skew-commutative algebra
there exists a morphism of graded algebras
µ : EC(A )→ H∗(M(A );C)
ej 7→ [ηHj ]
Choosing the cohomology class γ =
[
1
2pii
dz
z
]
as a generator for H1(C∗;C) we
have
[ηH ] = α∗H(γ) =
1
2pii
[
dαH
αH
]
.
We only need to prove that the morphism µ preserves relations; that is
∩S = ∅ ⇒ µ(eS) = 0,
S dependent⇒ µ(∂eS) = 0.
Consider the first case; let S = (Hi1 , . . . ,Hip) then ∩S = ∅ ⇒ ∃ c1, . . . , cp ∈
C such that
∑p
j=1 cjαij = 1. Differentiating this relation we have
∑p
j=1 cjdαij =
0 and then
µ(eS) = C
dαi1 · · · dαip
αi1 · · ·αip
= 0
for some C ∈ C.
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Suppose now that S = (Hi1 , . . . ,Hip) is a dependent p-uple, then there
exists c1, . . . , cp ∈ C such that
∑p
j=1 cjαj = 0. We can suppose cp = −1, so
we have αp =
∑p−1
j=1 cjαj . Call ωj =
1
2pii
dαj
αj
, then we have:
ωip =
p−1∑
j=1
cjαij
αip
ωij (3.1)
and therefore
µ(∂eS) = µ
(
p∑
k=1
(−1)k−1ei1 · · · êik · · ·ωip
)
=
[
p∑
k=1
(−1)k−1ωi1 · · · ω̂ik · · ·ωip
]
=[
p−1∑
k=1
(−1)k−1ωi1 · · · ω̂ik · · ·ωip + (−1)p−1ω1 · · ·ωp−1
]
.
using (3.1) we have:
p−1∑
k=1
(−1)k−1ωi1 · · · ω̂ik · · ·ωip + (−1)p−1ωi1 · · ·ωip−1 =
p−1∑
k=1
(−1)k−1ωi1 · · · ω̂ik · · ·ωip−1
p−1∑
j=1
cjαij
αip
ωij
+ (−1)p−1ωi1 · · ·ωip−1 =
p−1∑
k=1
(−1)k−1(−1)p−(k−1) ckαik
αip
ωi1 · · ·ωip−1 + (−1)p−1ωi1 · · ·ωip−1 =(
(−1)p
∑p−1
j=1 ckαk
αp
+ (−1)p−1
)
ωi1 · · ·ωip−1 = 0
Proposition 3.9. The morphism of graded Z-algebras
µ : EZ(A )→ H∗(M(A );Z)
ej 7→ [ηHj ]
is surjective for every arrangement A .
Proof. We prove this by induction on |A |. The case when A = {H} is easy.
Let (A ,A ′,A ′′) be a triple of arrangements with distinguished hyperplane
H0 ∈ A and consider the following diagram
0 // Ek(A ′)
i //
µ′

Ek(A )
j //
µ

Ek−1(A ′′) //
µ′′

0
0 // Hk(M(A ′);Z)
i∗
// Hk(M(A );Z)
φ
// Hk−1(M(A ′′);Z) // 0
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First we prove that it commutes; commutativity of the left square can
be easily checked, for the right square recall that φ = r−1q∗δ. Let S =
(H0, Hi1 , . . . ,Hi,k) ∈ Sp+1(A ), using corollary 3.7 we have
φ(µ(eS)) = φ([η0] ^ [ηi1 · · · ηik ]) = r−1q∗δ([η0] ^ [ηi1 · · · ηik ]) =
r−1q∗((δ[η0]) ^ [ηi1 · · · ηik ]′) = r−1(q∗δ[η0] ^ p∗z∗q∗[ηi1 · · · ηik ]′) =
r−1(r(z∗q∗[ηi1 · · · ηik ]′)) = z∗q∗[ηi1 · · · ηik ]′ = [ηH0∩Hi1 · · · ηH0∩Hik ].
where we used p∗z∗ = idH∗(E,E0;Z) (because z ◦ p ∼ id(E,E0)) and the fact
that q∗δ[η0] is a Thom class for ξ. If S = (Hi1 , . . . ,Hi,k) ∈ Sp(A ) then
eS = i∗eT and φµ(eS) = φi∗µ′(eT ) = 0 = µ
′′
j∗(eS).
The top row is a complex (i.e. j∗i∗ = 0), i∗ is injective and j∗ is sur-
jective; but the sequence is not exact in the middle. The bottom row is a
short exact sequence; this is clear in the middle (it comes from corollary
3.3). By inductive hypothesis we have that both µ′ and µ′′ are surjective
and by commutativity also φ is surjective. But this holds for every k, so
using corollary 3.3 we also have that i∗ is injective.
Now surjectivity of µ follows with a simple diagram chasing. Let a ∈
Hk(M(A );Z), then φ(a) = µ′′(e′′) = µ′′(j(e)); now φ(µ(e)− a) = 0⇒ a =
µ(e) + i∗(a′) = µ(e) + i∗(µ′(e′)) = µ(e+ i(e′)).
The following follows from the proof of proposition 3.9.
Corollary 3.10 (Deletion-Restriction). Let (A ,A ′,A ′′) a triple of ar-
rangements; then the following sequence is exact.
0 // Hk(M(A ′);Z) i
∗
// Hk(M(A );Z)
φ // Hk−1(M(A ′′);Z) // 0
Corollary 3.11. For every k Hk(M(A );Z) is a free Z-module.
Proof. By induction on |A |; the case when A = {H} is simple. Otherwise,
consider a triple of arrangements (A ,A ′,A ′′); from corollary 3.10 we have
(the sequence is split)
Hk(M(A );Z) ∼= Hk(M(A ′);Z)⊕Hk−1(M(A ′′);Z)
and Hk(M(A );Z) is free by inductive hypothesis.
In the following we will construct or isomorphism in the case with integer
coefficients using the universal coefficient theorem.
Proposition 3.12. There exists a morphism of graded algebras.
η : AZ(A )→ H∗(M(A );Z)
ej 7→ [ηHj ]
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Proof. Consider the morphism µZ : EZ(A ) → H∗(M(A );Z) defined in
proposition 3.9. We need to show that IZ(A ) ⊆ kerµZ; using the universal
coefficient theorem we can construct the following diagram with exact rows:
0 // EkZ(A )⊗ C //
µZ⊗id

EkC(A ) //
µC

0
0 // Hk(M(A );Z)⊗ C // Hk(M(A );C) // Tor(Hk+1(M(A );Z),C)
The diagram commutes by naturality of the bottom row (from which we
have [ηi] ⊗ C 7→ [ηi]). Therefore we have µZ(IZ(A )) ⊗ C = 0 and therefore
µZ(IZ(A )) is a torsion module; but µZ(IZ(A )) ⊆ Hk(M(A );Z) which is
free and so is also torsion-free. Therefore we have µZ(IZ(A )) = 0.
Theorem 3.13. The map η : AZ(A ) → H∗(M(A );Z) is an isomorphism
of graded algebras.
Proof. We prove this by induction on |A |; the case A = {H} is simple.
For the inductive step consider a triple of arrangements (A ,A ′,A ′′) and
construct the following diagram:
0 // Ak(A ′)
i //
µ′

Ak(A )
j //
µ

Ak−1(A ′′) //
µ′′

0
0 // Hk(M(A ′);Z)
i∗
// Hk(M(A );Z)
φ
// Hk−1(M(A ′′);Z) // 0
Commutativity of this diagram can be proved exactly like in proposition
3.9. By inductive hypothesis µ′ and µ′′ are isomorphism, by five lemma also
µ is an isomorphism.
In particular the results proven in chapter 2 on the Orlik-Solomon al-
gebra A(An−1) apply to the cohomology algebra H∗(M(An−1);C) through
theorem 3.13.
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Chapter 4
The action of Sn on the
cohomology algebra
H∗(M(An−1);C)
In this chapter we study the action of the symmetric group Sn on the co-
homology algebra H∗(M(An−1);C). This action is induced by the action
Sn y M(An−1) that permutes coordinates. Unveiling the definition of the
isomorphism of theorem 3.13 it is easy to see that the corresponding action
on the Orlik-Solomon algebra A(An−1) can be described as follows:
∀σ ∈ Sn : σei,j = eσi,σj .
This action was first studied by Lehrer and Solomon in [LS86] and by
Lehrer in [Leh87]. Lehrer proved a formula for its character and some prop-
erties of its decomposition in irreducible representations. Gaiffi (in [Gai96])
and Mathieu (in [Mat96]) constructed -independently and with different
methods- an action of the symmetric group on n+ 1 elements Sn+1 on the
cohomology algebra H∗(M(An−1);C) which restricts to the canonical action
of Sn. With this extended action it is possible to prove Lehrer’s results in a
shorter way. In particular one can prove the following formula for the action
Sn y H∗(M(An−1);C):
H∗(M(An−1);C) = 2 Ind
Sn−1
S2
(1) (4.1)
where 1 is the trivial representation of Sn. Furthermore the extended action
allows to study in detail certain properties of the Sn-modulesHk(M(An−1);C).
A similar approach was exploited by Mathieu in [Mat96] and in a com-
binatorial framework by Robinson and Whitehouse in [RW96].
We will review Gaiffi’s argument and prove Lehrer’s result; we will also
provide some application to the study of the Sn-modules Hk(M(An−1);C).
In section 4.1 we define the extended action; in order to do this we need
to prove an equivariant variant of remark 1.8 (see section 4.1.1). In section
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4.2 we prove formula (4.1) and in section 4.2.1 we will use some of the proven
formulas to compute an explicit degree by degree decomposition of the Sn-
modules Hk(M(An−1);C) for n ≤ 5. In section 4.2.3 we prove some results
on the decomposition of H∗(M(An−1);C), taking advantage of the proven
formulas. These results are partially contained in Lehrer’ papers [LS86]
and [Leh87] and partially new. Anyway our arguments are different and
quicker.
4.1 The extended Sn+1-action
We devote this section to the construction of the extended Sn+1-action.
We will construct the extended action on the cohomology algebra of the
complement of the deconed braid arrangement H∗(M(dAn−1);C). In order
to lift this action to the cohomology algebra H∗(M(An−1);C) we need to
relate the algebra H∗(M(dAn−1);C) and H∗(M(An−1);C), this will take up
section 4.1.1. In section 4.1.2 we will define the extended action.
4.1.1 The cohomology algebra H∗(M(dAn−1);C)
Remark 1.8 provides us a relation between the cohomology algebra of the
braid arrangement and the cohomology algebra of its deconing. However
we are interested in the Sn-module structure of H∗(M(dAn−1);C) induced
by the projection pi : M(An−1) → M(dAn−1) and, with this Sn-action,
the isomorphism of remark 1.8 is not equivariant. Therefore we need some
effort to prove the equivariant analogous in proposition 4.2. This argument
requires the theorem on transfer to which appendix B is devoted.
Let V = Cn/〈(1, 1, . . . , 1)〉 and consider the functionals α1, . . . , αn−1 ∈
V ∗ defined as αj = (xj+1 − x1). These are independent functionals and
therefore form a basis for V ∗ (indeed they span a root system of type An−1).
We will call {v1, . . . , vn−1} its dual basis on V and write p = (γ1, . . . , γn−1) ∈
V for the expression of p in the corresponding coordinate system.
Definition 4.1. Let pi : M(An−1) → M(dAn−1) be the canonical projec-
tion, we define the map
γ : M(An−1)→M(dAn−1)× C∗
p 7→ (pi(p), Q2(p))
where Q =
∏
i<j(xi − xj) is the defining polynomial of the arrangement
An−1.
Note that Q is an homogeneous polynomial of degree 2
(
n
2
)
= n(n − 1).
We want to describe the fibres of the map γ:
γ(p) = γ(q)⇒ pi(p) = pi(q)⇒ p = λq;
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and Q2(q) = Q2(p) = Q2(λq) = λn(n−1)Q2(q)⇒ λn(n−1) = 1. Therefore the
fibres of γ are the orbits of the action of the group of n(n − 1)th roots of
unity
Γ = {z ∈ S1 : zn(n−1) = 1}.
Proposition 4.1. The map γ is a covering map.
Proof. It suffices to prove that γ is a local homeomorphism (we know that
its fibre are finite and with fixed cardinality). Consider the homeomorphism
ψ : S2(n−2) × C∗ → V \{0}, (p, λ) 7→ λp and let U = ψ−1(M(An−1)), then
we can consider the following composition:
γ ◦ ψ|U : U →M(dAn−1)× C∗
(p, λ) 7→ (pi(p), λn(n−1)Q(p)2).
Choosing proper local coordinates the jacobian of the map γ ◦ ψ|U is of the
following form
Jγ◦ψ|U (p, λ) =
(
Jpi(p) 0
∗ n(n− 1)λn(n−1)−1Q(p)2
)
Therefore for every (p, λ) ∈ U we have det Jγ◦ψ|U (p, λ) 6= 0 and γ is a local
homeomorphism.
In particular the map γ induces an isomorphism (of covering maps)
M(An−1)
wwooo
ooo
ooo
oo γ
((QQ
QQQ
QQQ
QQQ
Q
M(An−1)/Γ
∼ //M(dAn−1)× C∗
Using the theorem on transfer (theorem B.11) and the Ku¨nneth formula we
have the following chain of isomorphisms of graded modules:
H∗(M(An−1);C)Γ ∼= H∗(M(An−1)/Γ;C) ∼= H∗(M(dAn−1)× C∗;C) ∼=
H∗(M(dAn−1);C)⊗H∗(C∗;C) ∼= H∗(M(dAn−1);C)⊗ C[ε]/〈ε2〉.
The action of Γ on M(An−1) is the restriction of the (continuous) action
S1 yM(An−1); but S1 is a path-connected topological group and therefore
the action on the cohomology algebra S1 y H∗(M(An−1);C) is trivial (ev-
ery element of S1 acts on M(An−1) like a map homotopic to the identity).
Therefore we have H∗(M(An−1);C)Γ = H∗(M(An−1);C). If we consider
the action Sn y M(dAn−1) induced by pi and the trivial Sn-action on C∗
then the map γ is Sn-equivariant and we have the following proposition.
Proposition 4.2. There is an isomorphism of Sn-modules
H∗(M(An−1);C) ∼= H∗(M(dAn−1);C)⊗ C[ε]/〈ε2〉.
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Proof. We already have an isomorphism of vector spaces, we will prove that
it is equivariant. We can describe this isomorphism as follows
H∗(M(dAn−1);C)⊗ C[ε]/〈ε2〉 → H∗(M(dAn−1);C)⊗H∗(C∗;C) ×→
H∗(M(dAn−1)× C∗;C) γ
∗
→ H∗(M(An−1);C).
Let g ∈ Sn; from the fact that γ is an equivariant map we have the commu-
tativity of the following square and the corresponding square in cohomology.
M(An−1)
γ //
g

M(dAn−1)× C∗
g=g×id

M(An−1) γ //M(dAn−1)× C∗
Consider the following diagram:
H∗(M(dAn−1);C)⊗ C[ε]/〈ε2〉 g=g⊗id //

H∗(M(dAn−1);C)⊗ C[ε]/〈ε2〉

H∗(M(dAn−1);C)⊗H∗(C∗;C)
×

g=g⊗id
// H∗(M(dAn−1);C)⊗H∗(C∗;C)
×

H∗(M(dAn−1)× C∗;C) g // H∗(M(dAn−1)× C∗;C)
The upper square is obviously commutative, while the bottom square com-
mutes by naturality of the cross product. Summing up all the commuting
squares we have the commutativity of the following square
H∗(M(dAn−1);C)⊗ C[ε]/〈ε2〉 //
g=g⊗id

H∗(M(An−1);C)
g

H∗(M(dAn−1);C)⊗ C[ε]/〈ε2〉 // H∗(M(An−1);C)
that is the fact that the isomorphism is equivariant.
4.1.2 The extended action
We now proceed to define the extended action on H∗(M(dAn−1);C). In
order to do this we introduce an important space. For n ≥ 2 consider the
configuration space of n+ 1 points in P1(C):
M̂0,n+1 = {(p0, . . . , pn) ∈
(
P1(C)
)n+1 : pi 6= pj , ∀i 6= j}.
The group of projective automorphisms of P1(C), PGL(1) acts component-
wise on the space M̂0,n+1 and we can define:
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Definition 4.2. The moduli space of n + 1 pointed curves of genus 0 is
defined as
M0,n+1 = M̂0,n+1/PGL(1).
Let p = [p0, p1, . . . , pn] ∈ M0,n+1, then p0, p1, p2 are distinct points of
P1(C) and there exists a unique projective automorphism F ∈ PGL(1) such
that F (p0) = (0, 1), F (p1) = (1, 0) and F (p2) = (1, 1) (in order to simplify
the notation we will use round brackets instead of square brackets to indicate
projective coordinates). In particular every point p ∈M0,n+1 can be written
in a unique way as
p = [p0, p1, . . . , pn] = [(0, 1), (1, 0), (1, 1), (x2, y2), . . . , (xn−1, yn−1)].
Recall the coordinate system {v1, . . . , vn−1} chosen on the vector space V .
Definition 4.3. We define the map
φ : M(An−1)→M0,n+1
(γ1, . . . , γn) 7→ [(0, 1), (1, 0), (1, 1), (γ1, γ2), . . . , (γ1, γn−1)]
Remark 4.1. The map φ is well defined; indeed if γj = 0 for some j, then
p = (γ1, . . . , γn−1) ∈ ker(xj+1−x1) and p /∈M(An−1); analogously if γi = γj
for some i 6= j then p = (γ1, . . . , γn−1) ∈ ker(xj+1−xi+1) and p /∈M(An−1).
Proposition 4.3. The map φ induces a bijection
φ : M(dAn−1)→M0,n+1.
Proof. The map
ϑ :M0,n+1 →M(An−1)
[(0, 1), (1, 0), (1, 1), (1, x2), . . . , (1, xn−1)] 7→ (1, x2, . . . , xn−2)
is an inverse for φ.
We consider the Sn+1-action onM0,n+1 that permutes the points p0, . . . , pn.
Theorem 4.4. Under the identification Sn = {σ ∈ S({0, . . . , n}) : σ(0) =
0} ⊆ Sn+1 the map φ is Sn-equivariant.
Proof. Consider the transpositions s1, . . . , sn−1 ∈ Sn, where sj = (j, j + 1);
since these generate Sn it suffices to verify that φ preserves the action of the
sj .
Let p = (γ1, . . . , γn−1) ∈ M(An−1) and call s1p = (δ1, . . . , δn−1), ex-
pressed in the coordinate system introduced above. Then we have δj =
(xj+1 − x1)(s1p) and therefore δ1 = (x1 − x2)(p) = −γ1 and
δj = (xj+1 − x2)(p) = (xj+1 − x1)(p)− (x2 − x1)(p) = γj − γ1.
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Considering the induced action on M(dAn−1) we have
s1(1, γ2, . . . , γn−1) = (−1, γ2 − 1, . . . , γn−1 − 1) = (1, 1− γ2, . . . , 1− γn−1).
On the other hand s1 acts on φ(p) as follows:
s1[(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γn−1)] =
[(0, 1), (1, 1), (1, 0), (1, γ2), . . . , (1, γn−1)] =(
1 0
1 −1
)
[(0, 1), (1, 1), (1, 0), (1, γ2), . . . , (1, γn−1)] =
[(0, 1), (1, 0), (1, 1), (1, 1− γ2), . . . , (1, 1− γn−1)]
and the two actions agree.
Let j > 1 and write as before sjp = (δ1, . . . , δn−1) for some p = (γ1, . . . , γn−1) ∈
M(An−1). Then we have
δi = (xi − x1)(sjp) =

γi if i 6= j − 1, j
γj−1 if i = j
γj if i = j − 1
in particular we can describe the action of sj as follows
sj(γ1, . . . , γn−1) = (γ1, . . . , γj−1, γj , . . . , γn−1)
and it is easily seen that the action of sj on φ(p) agrees with this one.
Theorem 4.4 allows us to define an action of Sn+1 on M(dAn−1) as the
unique action that makes φ into an equivariant bijection. Furthermore this
action restricts to the previously defined Sn-action: we have defined our
extended action.
Proposition 4.5. The action Sn+1 y M(dAn−1) is continuous and there-
fore it induces an action on the cohomology algebra H∗(M(dAn−1);C).
Proof. Since the Sn+1 extends the natural Sn-action we know that the trans-
positions s1, . . . , sn−1 act continuously and we only need to check s0. Con-
sidering the Sn+1 action on the moduli space M0,n+1 we have:
s0[(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γn−1)] =
[(1, 0), (0, 1), (1, 1), (1, γ2), . . . , (1, γn−1)] =(
0 1
1 0
)
[(1, 0), (0, 1), (1, 1), (1, γ2), . . . , (1, γn−1)] =
[(0, 1), (1, 0), (1, 1), (1, γ−12 ), . . . , (1, γ
−1
n−1)].
In particular if p = (1, γ2, . . . , γn−1) ∈M(dAn−1) we have
s0p = (1, γ−12 , . . . , γ
−1
n−1).
Note that for every p ∈M(An−1) and j ∈ {1, . . . , n−1} we have γj 6= 0.
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Using proposition 4.2 and considering the trivial action of Sn+1 on C[ε]/〈ε2〉
we have the following theorem.
Theorem 4.6. The action Sn y H∗(M(An−1);C) extends to an action
Sn+1 y H∗(M(An−1);C).
4.2 A formula for the action Sn y H∗(M(An−1);C)
In this section we will use the previously defined extended action to study
the canonical action of Sn on H∗(M(An−1);C). The main tool for this
application will be the recursive formula of theorem 4.8 that connects the
canonical action of Sn on H∗(M(An−1);C) with the extended action of Sn
on H∗(M(An−2);C). Having proved this result we will deduce the following
suggestive formula:
H∗(M(An−1);C) = IndSnSn−1H
∗(M(An−2);C) (4.2)
which will be the basic tool for the subsequent applications.
As a matter of notation we will write χ(n, k) for the character of the ac-
tion Sn y Hk(M(An−1);C), χ˜(n, k) for the character of the extended action
Sn+1 y Hk(M(An−1);C), χ∗(n, k) for the character of the action on the co-
homology algebra of the deconed braid arrangement Sn y Hk(M(dAn−1);C)
and χ˜∗(n, k) for the corresponding extended action Sn+1 y Hk(M(dAn−1);C).
Consider the projection map on the first n− 1 coordinates
η : Cn → Cn−1
(x1, . . . , xn) 7→ (x1, . . . , xn−1)
this induces a map η : Cn/〈(1, . . . , 1)〉 → Cn−1/〈(1, . . . , 1)〉 and therefore
the maps
η : M(An−1)→M(An−2)
η : M(dAn−1)→M(dAn−2).
As above we will call sj = (j, j + 1) ∈ Sn+1.
Proposition 4.7. Considering the extended action of Sn = 〈s0, . . . , sn−2〉
on H∗(M(dAn−2);C) and of Sn+1 = 〈s0, . . . , sn−1〉 on H∗(M(dAn−1);C),
the map η∗ : H∗(M(dAn−2);C) → H∗(M(dAn−1);C) is 〈s0, . . . , sn−2〉-
equivariant.
Proof. We prove that the map η : M(dAn−1) → M(dAn−2) is already
〈s0, . . . , sn−2〉-equivariant. Indeed let p = (1, γ2, . . . , γn−2) ∈ M(dAn−1)
and write η(1, γ2, . . . , γn−1) = (1, δ2, . . . , δn−2), then we have δj = (xj+1 −
x1)(p) = γj and η : (1, γ2, . . . , γn−1) 7→ (1, γ2, . . . , γn−2) is obviously 〈s0, . . . , sn−2〉-
equivariant.
53
The action of Sn on the cohomology algebra H∗(M(An−1);C)
Consider the presentation of A(dAn−1) in proposition 2.8 and corollary
2.9. Under the isomorphism of theorem 3.13 we can describe the map η∗ as
the following inclusion.
η∗ : A(dAn−2)→ A(dAn−1)
ϑi,j 7→ ϑi,j
We are now able to prove the following recursive formula which connects
the canonical action with the extended one and will be a fundamental tool
in the succeeding results.
Theorem 4.8. We have the following equality of characters
χ(n, k) = χ˜(n− 1, k) + pnχ˜(n− 1, k − 1).
where pn is the character of the standard representation of Sn. Equivalently
there is an isomorphism of Sn-modules
Hk(M(An−1);C) ∼= Hk(M(An−2);C)⊕
(
Vn ⊗Hk−1(M(An−2);C)
)
where Vn is the standard representation of Sn.
Proof. It suffices to prove the equivalent formula
χ∗(n, k) = χ˜∗(n− 1, k) + pnχ˜∗(n− 1, k − 1).
for the character of the action on the cohomology of the complement of
the deconed arrangement. Consider the map η∗(k) : H
k(M(dAn−2);C) →
Hk(M(dAn−1);C) and call Ωkn−1 = Im η∗(k). From proposition 4.7 we have
that Ωkn−1 is a 〈s0, . . . , sn−2〉-submodule of Hk(M(An−1);C). Furthermore
using the presentation of proposition 2.8 and corollary 2.9 we have
Hk(M(An−1);C) = Ωkn−1 ⊕N · Ωk−1n−1, N = ⊕n−1i=1 Cϑi,n.
N is certainly 〈s1, . . . , sn−2〉-invariant but in general is not an 〈s0, . . . , sn−2〉-
module. Consider the case k = 1, we have
H1(M(dAn−1);C) = Ω1n−1 ⊕N = Ω1n−1 ⊕ T,
where T is a 〈s0, . . . , sn−2〉-invariant complement of Ω1n. By uniqueness of
the decomposition in irreducible representations we have
Res〈s0,...,sn−2〉〈s1,...,sn−2〉T
∼= N ∼= Vn−1 ⊕ In−1
where Vn−1 is the standard representation of Sn−1 and In−1 is the trivial
representation of Sn−1. The last equality follows from the fact that Sn−1 ∼=
〈s1, . . . , sn−2〉 permutes the elements {ϑ1,n, . . . , ϑn−1,n}. Using Pieri’s rule
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we see that there is only one possible representation of Sn that restricts to
Vn−1 ⊕ In−1, that is
T ∼= Vn
is the standard representation. We can still write
Hk(M(dAn−1);C) = Ωkn−1 ⊕ T · Ωk−1n−1.
indeed we have ϑi,n ∈ H1(M(dAn−1);C) ⇒ ϑi,n = γ(1)i + γ(2)i with γ(1)i ∈
Ω1n−1 and γ
(2)
i ∈ T . Now let z = z0 +
∑n
j=1 ϑj,nzj ∈ Hk(M(dAn−1);C) with
z0 ∈ Ωkn−1 and for j > 0, zj ∈ Ωk−1n−1; then we have
z = z0 +
n∑
j=1
γ
(1)
j zj︸ ︷︷ ︸
∈Ωkn−1
+
n∑
j=1
γ
(2)
j zj︸ ︷︷ ︸
∈T ·Ωk−1n−1
.
Therefore Hk(M(dAn−1);C) = Ωkn−1 + T · Ωk−1n−1 and the sum is direct by a
dimension argument (because dimT · Ωk−1n−1 ≤ dimN · Ωk−1n−1). In particular
we have
dimT · Ωk−1n−1 = dimN · Ωk−1n−1 = (dimN)(dim Ωk−1n−1) = (dimT )(dim Ωk−1n−1) =
dim(T ⊗ Ωk−1n−1)
from which we have an equivariant isomorphism T · Ωk−1n−1 ∼= T ⊗ Ωk−1n−1. So
we have a decomposition of 〈s0, . . . , sn−2〉-modules
Hk(M(dAn−1);C) ∼= Hk(M(dAn−2);C)⊕
(
Vn ⊗Hk−1(M(dAn−2);C)
)
.
Now consider the subgroups H1 = 〈s0, . . . , sn−2〉 and H2 = 〈s1, . . . , sn−1〉 of
Sn; these are conjugate subgroups and therefore
ResSnH1H
k(M(dAn−1);C) ∼= ResSnH2Hk(M(dAn−1);C)
and the term on the right is the natural Sn action on Hk(M(dAn−1);C).
Remark 4.2. We wrote Vn for the standard representation of Sn. Later we
will need to use the notation Vλ for the representation of Sn associated to
the partition of n λ; with this notation Vn is written V(n−1,1).
We write χn =
∑n−1
k=0 χ(n, k) for the character of the action Sn y
H∗(M(An−1);C) and χ˜n =
∑n−1
k=0 χ˜(n, k) for the character of the extended
action Sn+1 y H∗(M(An−1);C). Recall the following basic fact of repre-
sentation theory:
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Proposition 4.9. Let G be a finite group, H < G a subgroup and M a
G-module; then
IndGHRes
G
HM
∼= M ⊗ IndGH1
where 1 is the trivial representation of H.
Finally we can proceed to prove the announced formula for the action
Sn y H∗(M(An−1);C).
Theorem 4.10. For n ≥ 2 the following formula holds
χn = 2IndSnS2 1.
Proof. We prove this result by induction on n; for the case n = 2 we have
H0(M(A1);C) = H1(M(A1);C) = . Let n > 2, using theorem 4.8 and
the fact that χ˜(n,−1) = χ˜(n, n− 1) = 0 we have
χn =
n−1∑
k=0
χ(n, k) =
n−1∑
k=1
(χ˜(n− 1, k) + pnχ˜(n− 1, k − 1)) =
(1 + pn)
n−2∑
k=0
χ˜(n− 1, k) = (1 + pn)χ˜n−1.
Now applying Pieri’s rule to have IndSnSn−11 = 1 + pn and using proposition
4.9 we have
IndSnSn−1χn−1 = Ind
Sn
Sn−1Res
Sn
Sn−1χ˜n−1 = χ˜n−1Ind
Sn
Sn−11 = (1 + pn)χ˜n−1 = χn
and using the inductive hypothesis we have
χn = 2IndSnSn−1Ind
Sn−1
S2
1 = 2IndSn−1S2 1.
4.2.1 Explicit decomposition of H∗(M(An−1);C) for low n
With theorem 4.8 and theorem 4.10 we can easily compute the decomposi-
tion in irreducible representation of H∗(M(An−1);C). Using Pieri’s rules,
we have
H∗(M(A1);C) = 2
H∗(M(A2);C) = IndS3S2H
∗(F2(Rd);C) = 2 IndS3S2 = 2 ⊕ 2
H∗(M(A3);C) = 2 IndS4S3 ⊕ 2 IndS4S3 =
2 ⊕ 2 ⊕ 2 ⊕ 2 ⊕ 2 = 2 ⊕ 4 ⊕ 2 ⊕ 2
H∗(M(A5);C) = 2 IndS5S4 ⊕ 4 IndS5S4 ⊕ 2 IndS5S4 ⊕ 2 IndS5S4 =
2 ⊕ 6 ⊕ 2 ⊕ 6 ⊕ 6 ⊕ 4
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Furthermore using (4.2) we could compute these decompositions recursively
for every n.
But with theorem 4.8 and Pieri’s formula we can also compute the de-
composition of Hk(M(An−1);C) for every k when n is low. Table 4.1 shows
the decomposition of Hk(M(dAn−1);C). It is computed inductively; we
know that every Hk(M(dAn−1);C) is the restriction of a representation of
Sn+1. For n ≤ 4 Pieri’s rule tells us that there is only one representation of
Sn+1 which restricts to Hk(M(dAn−1);C), so we can compute the decom-
position of the extended action and use theorem 4.8 (which also holds for
Hk(M(dAn−1);C)) to compute the character of Hk(M(dAn);C). This way
we are able to fill the table using the following equalities.
⊗ = ⊕
⊗ = ⊕ ⊕
⊗ = ⊕ ⊕ ⊕ ⊕
These can be computed using Pieri’s rule, as we will do in the proof of propo-
sition 4.17. The computation of the extended action on H∗(M(dA4);C) is
more tricky. Anyway for 1 ≤ k ≤ 2 there is still only one possible extended
action; we have
H0(M(dA4);C) ∼=
H1(M(dA4);C) ∼=
H2(M(dA5);C) ∼= ⊕ .
Using proposition 4.2 we can recover the decomposition of the Sn-modules
Hk(M(An−1);C) for n ≤ 5 (see table 4.2). This is done simply summing,
in table 4.1, a cell with the cell at its left.
4.2.2 Explicit formulas for H1(M(An−1);C) and H2(M(An−1);C)
We can use our recursive formulas to explicitly compute the decomposition
of the Sn-modules H1(M(An−1);C) and H2(M(An−1);C).
Proposition 4.11. For every n ≥ 3 the following equality of Sn+1 modules
holds:
H1(M(dAn−1);C) ∼= V(n−1,2).
In particular we have the following decomposition of Sn-modules:
H1(M(dAn−1);C) ∼= V(n−1,1) ⊕ V(n−2,2).
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Proof. By induction on n; for n = 3 it follows from our explicit computation.
Let n > 3, from theorem 4.8 and using the inductive hypothesis we have
H1(M(dAn−1);C) ∼= H1(M(dAn−1);C)⊕ V(n−1,1) ∼= V(n−2,2) ⊕ V(n−1,1)
Furthermore it is easily seen, using Pieri’s rule, that V(n−1,2) is the only
representation of Sn+1 that restricts to V(n−2,2) ⊕ V(n−1,1).
Example 4.1. For n = 5, using Young diagrams, we can write
H1(M(dA4);C) ∼= ResS6S5 ∼= ⊕ .
Proposition 4.12. For n ≥ 6 the following equality of Sn+1-modules holds
H2(M(dAn−1);C) ∼= V(n−1,1,1) ⊕ V(n−3,3,1) ⊕ V(n−2,2,1).
In particular we have the following decomposition of Sn-modules:
H2(M(dAn−1);C) ∼= V(n−1,1) ⊕ 2V(n−2,1,1) ⊕ V(n−3,3) ⊕ 2V(n−3,2,1)⊕
V(n−4,3,1) ⊕ V(n−2,2)
Proof. First we compute V(n−2,2) ⊗ V(n−1,1); we have(
V(n−2,2) ⊗ V(n−1,1)
)⊕ V(n−2,2) ∼= IndSnSn−1ResSnSn−1V(n−2,2) ∼=
V(n−3,2,1) ⊕ V(n−3,3) ⊕ V(n−2,1,1) ⊕ 2V(n−2,2) ⊕ V(n−1,1).
And therefore
V(n−2,2) ⊗ V(n−1,1) ∼= V(n−3,2,1) ⊕ V(n−3,3) ⊕ V(n−2,1,1) ⊕ V(n−2,2) ⊕ V(n−1,1).
We prove the result by induction on n; for n = 6 we have
H2(M(dA5);C) ∼= ⊕ ⊕
( ⊗ ) ∼=
2 ⊕ 2 ⊕ ⊕ ⊕ .
Among the irreducible representations of S7 whose restriction contains a
copy of V(3,2,1) only two can appear in the decomposition of the extended
action S7 y H2(M(dA5);C); namely:
and .
Both must appear with multiplicity 1, because there is only one copy of
and of in H2(M(dA5);C). Now we have
ResS7S6
(
⊕
) ∼= ⊕ ⊕ ⊕ ⊕ .
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Therefore the only representation of S7 that restricts to H2(M(A5);C) is
⊕ ⊕ .
Now let n > 6, from theorem 4.8 and the inductive hypothesis we have
H2(M(dAn−1);C) ∼= V(n−2,1,1) ⊕ V(n−4,3,1) ⊕ V(n−3,2,1) ⊕
(
V(n−2,2) ⊗ V(n−1,1)
) ∼=
2V(n−3,2,1) ⊕ V(n−3,3) ⊕ 2V(n−2,1,1) ⊕ V(n−2,2) ⊕ V(n−1,1) ⊕ V(n−4,3,1).
As before the only admissible representations of Sn+1 whose restriction con-
tains V(n−3,2,1) are V(n−3,3,1) and V(n−2,2,1) and they must both appear with
multiplicity one. This forces the extended action of Sn+1 onH2(M(dAn−1);C)
to be
V(n−1,1,1) ⊕ V(n−3,3,1) ⊕ V(n−2,2,1).
Example 4.2. For n = 7, in terms of Young diagrams, we have
H2(M(dA6);C) ∼= ResS8S7
(
⊕ ⊕
) ∼=
⊕ 2 ⊕ ⊕ 2 ⊕ ⊕ .
4.2.3 More on the action Sn y H∗(M(An−1);C)
In this section we will prove some results on counting the multiplicities of
some irreducible representation of Sn in the Sn-module H∗(M(An−1);C)
and on locating them in the homogeneous components Hk(M(An−1);C).
Some of these results were proven by Lehrer in [Leh87]; anyway our argument
is different and perhaps simpler; it uses the recursive formula of theorem 4.8
and the formula of theorem 4.10.
Proposition 4.13. There is only one copy of the trivial representation in
H∗(M(dAn−1);C).
Proof. Note that, using the recursive formula of theorem 4.8 for the cohomol-
ogy algebra of H∗(M(dAn−1);C) and with the same argument of theorem
4.10 we can prove the two formulas:
χ∗n = Ind
Sn
Sn−1χ
∗
n−1, χ
∗
n = Ind
Sn
S2
1.
Using these two formulas and Frobenius reciprocity we have:
〈χ∗n, 1〉 = 〈IndSnS2 1, 1〉 = 〈1,ResSnS2 1〉 = 〈1, 1〉 = 1.
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Proposition 4.14. There are 2(n−2) copies of the standard representation
in H∗(M(An−1);C).
Proof. By induction on n; for the case n = 2 our explicit computation shows
that there are no copies of V2 = in H∗(M(A1);C). For n > 2 using the
inductive hypothesis and Frobenius reciprocity we have (where, as before,
pn is the character of the standard representation):
〈χn, pn〉 = 〈IndSnSn−1χn−1, pn〉 = 〈χn−1,ResSnSn−1pn〉 =
〈χn−1, pn−1〉+ 〈χn−1, 1〉 = 2(n− 3) + 2 = 2(n− 2).
Proposition 4.15. There are no copies of the alternating representation in
H∗(M(An−1);C).
Proof. By induction on n; for n = 2 it follows from our explicit computa-
tion. Let n > 2, again using Frobenius reciprocity we have (where jn is the
character of the alternating representation)
〈χn, jn〉 = 〈IndSnSn−1χn−1, jn〉 = 〈χn−1,ResSnSn−1jn〉 = 〈χn−1, jn−1〉 = 0.
Proposition 4.16. For n ≥ 3, there is one copy of in H∗(M(dAn−1);C)
and therefore two copies in H∗(M(An−1);C).
Proof. By induction on n; for n = 3 it follows from our explicit computation.
Let n > 3, we have (where qn = pnjn is the character of )
〈χ∗n, qn〉 = 〈IndSnSn−1χ∗n−1, qn〉 = 〈χ∗n−1,ResSnSn−1qn〉 =
〈χ∗n−1, qn−1〉+ 〈χ∗n−1, jn−1〉 = 1.
The rest of this section focuses on locating the standard representation,
the trivial representation and the “standard tensor trivial” representation
in the homogeneous components Hk(M(An−1);C). We will make use of
propositions 4.13-4.16
Proposition 4.17. For n ≥ 3 there is exactly one copy of the standard
representation in Hk(M(dAn−1);C) for each 0 < k < n− 1.
Proof. By induction on n, for n = 3, 4, 5 it follows from our explicit compu-
tation; let n > 5 we have
〈χ∗(n, k), pn〉 = 〈χ˜∗(n− 1, k), pn〉+ 〈pnχ˜∗(n− 1, k − 1), pn〉.
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If k = 1 we know from theorem 4.8 thatH1(M(An−1);C) ∼= H1(M(An−2);C)⊕
Vn and H1(M(An−1);C)) contains at least one copy of the standard repre-
sentation. Consider the case k > 1. By inductive hypothesis ResSnSn−1χ˜
∗(n−
1, k−1) = χ∗(n−1, k−1) contains exactly one copy of the standard represen-
tation therefore χ˜∗(n− 1, k − 1) must contain an irreducible representation
which restricts to the standard representation of Sn−1; is not suit-
able because there is no copy of the trivial representation in χ∗(n−1, k−1),
so χ˜∗(n− 1, k − 1) must contain exactly one of the following
V(n−2,2) = , V(n−2,1,1) =
Now using proposition 4.9 and Pieri’s rule we have (note that V(n−1,1) = Vn
is the standard representation and V(n) is the trivial representation)
〈(V(n−2,1,1) ⊗ V(n−1,1))⊕ V(n−2,1,1), V(n−1,1)〉 =
〈V(n−2,1,1) ⊗
(
V(n−1,1) ⊕ V(n)
)
, V(n−1,1)〉 =
〈IndSnSn−1ResSnSn−1V(n−2,1,1), V(n−1,1)〉 =
〈IndSnSn−1V(n−2,1), V(n−1,1)〉+ 〈IndSnSn−1V(n−3,1,1), V(n−1,1)〉.
Note that n > 5⇒ n− 3 > 2. Now we have
〈IndSnSn−1V(n−3,1,1), V(n−1,1)〉 =
〈V(n−2,1,1), V(n−1,1)〉+ 〈V(n−3,2,1), V(n−1,1)〉+ 〈V(n−3,1,1,1), V(n−1,1)〉 = 0
and
〈IndSnSn−1V(n−2,1), V(n−1,1)〉 =
〈V(n−1,1), V(n−1,1)〉+ 〈V(n−2,2), V(n−1,1)〉+ 〈V(n−2,1,1), V(n−1,1)〉 = 1.
Therefore V(n−2,1,1) ⊗ V(n−1,1) contains exactly one copy of the standard
representation. Analogously we have
〈(V(n−2,2) ⊗ V(n−1,1))⊕ V(n−2,2), V(n−1,1)〉 =
〈V(n−2,2) ⊗
(
V(n−1,1) ⊕ V(n)
)
, V(n−1,1)〉 =
〈IndSnSn−1ResSnSn−1V(n−2,2), V(n−1,1)〉 =
〈IndSnSn−1V(n−2,1), V(n−1,1)〉+ 〈IndSnSn−1V(n−3,2), V(n−1,1)〉
where
〈IndSnSn−1V(n−2,1), V(n−1,1)〉 = 1
63
The action of Sn on the cohomology algebra H∗(M(An−1);C)
as before and
〈IndSnSn−1V(n−3,2), V(n−1,1)〉 =
〈V(n−2,2), V(n−1,1)〉+ 〈V(n−1,2), V(n−1,1)〉+ 〈V(n−2,2,1), V(n−1,1)〉 = 0.
And V(n−2,2) ⊗ V(n−1,1) contains exactly one copy of the standard repre-
sentation. In particular Hk(M(An−1);C) contains exactly one copy of the
standard representation for every 0 < k < n− 1.
Proposition 4.18. For n ≥ 3 the copy of appears in the top cohomology
H(n−2)(M(dAn−1);C).
Proof. By induction on n; for n = 3, 4, 5 it follows from our explicit compu-
tation. Let n > 5, from theorem 4.8 we have
Hn−2(M(dAn−1);C) ∼= Vn ⊗Hn−3(M(dAn−2);C).
Like in proposition 4.17 there must be exactly one irreducible represen-
tation of Sn in Hn−3(M(dAn−2);C) whose restriction to Sn−1 contains a
copy of V(2,1,...,1) = . This can’t be V(2,1,...,1) because there is no copy of
the alternating representation of Sn−1 in Hn−3(M(dAn−2);C). Therefore
Hn−3(M(dAn−2);C) must contain one of the following representations of
Sn:
V(2,2,1...,1) = , V(3,1,...,1) = .
These are obtained respectively from V(n−2,2) and V(n−2,1,1) tensoring with
the alternating representation. In the proof of proposition 4.17 we we had
seen that both V(n−2,2) ⊗ V(n−1,1) and V(n−2,1,1) ⊗ V(n−1,1) contain exactly
one copy of the standard representation; therefore both
⊗ and ⊗
contain exactly one copy of V(2,1,...,1) and Hn−2(M(dAn−1);C) contains ex-
actly one copy of V(2,1,...,1).
Remark 4.3. Using theorem 4.10 and the theorem on transfer (theorem B.11)
we can compute the cohomology of the orbit space
H∗(M(An−1)/Sn;C) ∼= H∗(M(An−1);C)Sn ∼= C[ε]/ε2.
With the same argument and Pieri’s rule we can compute the cohomology
of the orbit space of the restricted action Sn−1 y M(An−1); the only ir-
reducible representation of Sn whose restriction to Sn−1 contain a trivial
representation are the trivial and the standard; therefore we have
Hk(M(An−1)/Sn−1;C) ∼=
{
C if k = 0 or 2 < k < n
C2 if k = 1.
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Chapter 5
The action of Sn on the
cohomology of configurations
in Rd
In this chapter we focus on configurations in Rd:
Definition 5.1. The configuration space of n points in Rd is defined as
Cn(d) =
{
(p1, . . . , pn) ∈
(
Rd
)n
: pi 6= pj ∀i 6= j
}
.
These spaces are a natural generalization of the pure braid space M(An−1);
indeed there is an obvious homeomorphism Cn(2) ∼= M(Bn). We are partic-
ularly interested in the action of the symmetric group Sn on the cohomology
algebra H∗(Cn(d);C).
This action was studied by Lehrer in [Leh00]. He found a significant
difference between the case when d is even and the case when d is odd.
When d is even an analogous of theorem 4.10 applies, while when d is odd
we have
H∗(Cn(d);C) ∼= CSn,
the regular representation of Sn.
The leitmotiv of this chapter will be the extension of the results of chap-
ter 4 to the cohomology algebra H∗(Cn(d);C). This was partly, though
not explicitly, analyzed in Mathieu’s paper [Mat96]. He studies an algebra
that has the same presentation of H∗(Cn(d);C) and constructs an extended
action of Sn+1 on it. Anyway our analysis is different; we construct in an
elementary way the same extended action and use it to prove some new
results on the action of Sn on H∗(Cn(d);C).
We construct an extended action of Sn+1 on the cohomology algebra
H∗(Cn(d);C). When d is even we reduce ourselves to the case of chapter 4;
when d is odd the extended action is defined with a simple algebraic argu-
ment which however does not show a geometric meaning as in the case of
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H∗(M(An−1);C). We will use the extended action to provide formulas for
the character of the action Sn y H∗(Cn(d);C) and for the first components
Hd−1(Cn(d);C) and H2(d−1)(Cn(d);C). We also locate the standard rep-
resentation of Sn, the alternating representation and the “standard tensor
alternating” representation in the homogeneous components Hk(Cn(d);C).
5.1 The cohomology algebra H∗(Cn(d);C)
The cohomology algebra H∗(Cn(d);C), for arbitrary d, was first computed
by Cohen, Lada and May in [CLM76]. They proved that it is isomorphic
to the associative graded algebra with generators {Ai,j : 1 ≤ i 6= j ≤ n} of
degree d− 1 and relations
Ai,j = (−1)dAj,i, (5.1)
Ai,jAh,k = (−1)d−1Ah,kAi,j , (5.2)
Ai,jAi,k = Ak,j(Ai,k −Ai,j) for 1 ≤ i ≤ n and j ≤ k. (5.3)
It is convenient to use the notation Ai,i = 0 for each i ∈ {1, . . . , n}.
This isomorphism can be described as
Ai,j 7→ α∗i,j(γ)
where αi,j : Cn(d) 7→ Rd\{0} is the map (p1, . . . , pn) 7→ pi − pj and γ ∈
H(d−1)(Rd\{0};C) ∼= C is a fixed generator. In particular relation (5.2) is
immediate for the skew-commutativity of the algebra H∗(Cn(d);C), while
relation (5.1) can be explained observing that αj,i = a ◦ αi,j , where a :
Rd\{0} → Rd\{0} is the antipodal map. We therefore have
α∗j,i(γ) = α
∗
i,j(a
∗(γ)) = (deg a)α∗i,j(γ) = (−1)dα∗i,j(γ).
The third relation (5.3) is the significant one and its proof is not trivial.
The configuration spaces Cn(d) are particular cases of the complement of
a subspace arrangement. An analogous of the Orlik-Solomon algebra and of
theorem 3.13 was proven by Feichtner and Ziegler in [FZ00] for certain com-
plex subspace arrangement and by de Longueville and Schultz in [dLS01] for
certain real subspace arrangements. Another proof of this result that uses
a sheaf-theoretic argument was given by Deligne, Goresky and MacPher-
son in [DGM00]. The module structure of the complement of a complex
subspace arrangement was computed earlier by Goresky and MacPherson
in [GM89]. In [DCP95] De Concini and Procesi showed that the rational
cohomology algebra of the complement of a complex subspace arrangement
is combinatorial.
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5.2 The Sn-action on H
∗(Cn(d);C)
In this section we study the action of Sn on H∗(Cn(d);C). This was studied
by Lehrer in [Leh00], in particular he proved theorem 5.5 and proposition
5.7. Anyway our argument is different from Lehrer’s one and is based on
an extended action of Sn+1. The same extended action was defined, in a
different way, by Mathieu in its paper [Mat96].
From relations (5.1)-(5.2) we see that when d is even there is an isomor-
phism of graded Sn-modules
H∗(Cn(d);C) ∼= H∗(Cn(2);C)⊗ ∼= H∗(M(An−1);C)⊗
where the trivial representation is the graded Sn-module with a
unique non zero component of degree d−1. In particular we can recover the
structure of the graded Sn-module H∗(Cn(d);C) from the results of chapter
4. Theorem 4.10 still applies; table 4.2 and propositions 4.13-4.16 are still
valid up to a change of degrees.
Therefore for the rest of the chapter we will only consider the case when
d is odd (without any further specification); our aim is to define an extended
action Sn+1 y H∗(Cn(d);C) and generalize the arguments of chapter 4 to
the case of configurations in Rd.
5.2.1 The extended Sn+1-action
When d is odd we can rewrite the relations (5.1)-(5.3) as follows:
Ai,j = −Aj,i,
Ai,jAh,k = Ah,kAi,j ,
Ai,jAi,k −Ai,jAj,k +Ai,kAj,k = 0
Consider the permutation representation Cn of Sn, it is easily seen that the
map ∧2Cn → Hd−1(Cn(d);C)
ei ∧ ej 7→ Ai,j
is an isomorphism of Sn-modules.
Consider the standard representation of Sn+1 Vn+1 = ker(x0 +x1 + · · ·+
xn) ⊆ Cn+1; we can choose a basis for Vn+1 of elements {v1, . . . , vn} where
vj = ej − e0. If we identify Sn = {σ ∈ Sn+1 : σ(0) = 0} then Sn permutes
the elements {v1, . . . , vn} and we have an equivariant isomorphism
ResSn+1Sn Vn+1 → Cn
vj 7→ ej
This induces an equivariant isomorphism
ResSn+1Sn
2∧
Vn+1 →
2∧
Cn ∼= Hd−1(Cn(d);C) (5.4)
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and we can define the Sn+1 action on Hd−1(Cn(d);C) as the unique action
that makes (5.4) into an equivariant isomorphism Vn+1 → V . From this
definition we have immediately the following:
Proposition 5.1. There is an isomorphism of Sn+1-modules
Hd−1(Cn(d);C) ∼=
2∧
Vn+1 = V(n−2,1,1).
In particular, using Pieri’s rule, we have the following isomorphism of Sn-
modules
Hd−1(Cn(d);C) ∼= ResSn+1Sn V(n−2,1,1) = V(n−2,1) ⊕ V(n−3,1,1).
Example 5.1. For n = 5 we can write, in term of Young diagrams:
Hd−1(C5(d);C) ∼= ResS6S5 ∼= ⊕ .
Summarizing we can describe the Sn+1-action on H∗(Cn(d);C) as fol-
lows: if σ ∈ Sn then σAi,j = Aσi,σj and
(0, 1)Ai,j = Ai,j −A1,j +A1,i if 1 < i < j (5.5)
(0, 1)A1,j = −A1,j . (5.6)
From relations (5.1)-(5.3) we see that there is an equivariant isomorphism
H∗(Cn(d);C) ∼= S(Hd−1(Cn(d);C))/In,d
where S(Hd−1(Cn(d);C)) is the symmetric algebra on Hd−1(Cn(d);C) and
In,d is the ideal of relations:
In,d = (Ai,jAi,k −Ak,j(Ai,k −Ai,j) : for 1 ≤ i ≤ n and j ≤ k) .
So, in order to extend the action of Sn+1 on H(d−1)(Cn(d);C) we only need
to prove that the ideal In,d is invariant under the induced action Sn+1 y
S(Hd−1(Cn(d);C)).
Proposition 5.2. The Sn action on H∗(Cn(d);C) extends to an Sn+1 ac-
tion.
Proof. We need to check the equality in H∗(Cn(d);C)
(0, 1)Ai,jAi,k = (0, 1)Ak,j(Ai,k −Ai,j).
Consider first the case when i = 1; we have
(0, 1) (A1,jA1,k −Ak,j(A1,k −A1,j)) =
A1,jA1,k − (Ak,j −A1,j +A1,k)(A1,j −A1,k) =
A1,jA1,k −Ak,j(A1,j −A1,k)− 2A1,jA1,k ⇔
A1,jA1,k +A1,jA1,k − 2A1,jA1,k = 0.
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Next consider the case when j = 1 and i, k 6= 1; we have
(0, 1) (Ai,1Ai,k −Ak,1(Ai,k −Ai,1)) =
A1,i(Ai,k −A1,k +A1,i) +A1,k(Ai,k −A1,k +A1,i −A1,i) =
A1,i(Ai,k −A1,k) +A1,k(Ai,k −A1,k) =
−Ai,1(Ak,1 −Ak,i) +Ak,1Ak,i =
−Ak,iAk,1 +Ak,1Ak,i = 0.
Finally consider the case when i, j, k 6= 1; we have
(0, 1) (Ai,jAi,k −Ak,j(Ai,k −Ai,j)) =
(Ai,j −A1,j +A1,i)(Ai,k −A1,k +A1,i)−
(Ak,j −A1,j +A1,k)(Ai,k −A1,k +A1,i −Ai,j +A1,j −A1, i) =
(Ai,j −A1,j)(Ai,k −A1,k +A1,i) +A1,i(Ai,k −A1,k)−
(Ak,j −A1,j +A1,k)(Ai,k −A1,k −Ai,j +A1,j) =
A1,i(Ai,j −A1,j) + (Ai,j −A1,j)(Ai,k −A1,k) +Ak,iAk,1 −Ak,j(A1,j −A1,k)−
Ak,j(Ai,k −Ai,j)− (A1,k −A1,j)(Ai,k −A1,k −Ai,j +A1,j) =
Aj,iAj,1 + (Ai,j −A1,j)(Ai,k −A1,k) +Ak,iAk,1 +A1,kA1,j −Ai,jAi,k−
(A1,k −A1,j)(Ai,k −A1,k −Ai,j +A1,j) =
Aj,iAj,1 +Ai,jAi,k −Ai,jA1,k −A1,jAi,k +A1,jA1,k +Ak,iAk,1 −Ai,jAi,k+
A1,jA1,k −A1,kAi,k +Ai,kAi,j −A1,kA1,j +Ai,jAi,k −A1,jA1,k −A1,jAi,j = 0.
5.2.2 The action Sn y H∗(Cn(d);C)
We will now show how to use the extended action to prove that H∗(Cn(d);C)
is the regular representation of Sn. The argument is similar to that of section
4.2.
The following analogous of proposition 2.7 holds.
Proposition 5.3. The algebra H∗(Cn(d);C) has a basis of elements
Aii,j1Ai2,j2 · · ·Aik,jk
with 1 < j1 < j2 < · · · < jk ≤ n.
Consider the map η : H∗(Cn−1(d);C) → H∗(Cn(d);C) given by Ai,j 7→
Ai,j (this is induced by the projection on the first n − 1 factors Cn(d) →
Cn−1(d)). If we call, as before, sj = (j, j+ 1) ∈ Sn+1 we have from formulas
(5.5) and (5.6) that the map η is 〈s0, . . . , sn−1〉-equivariant.
We will write χ(n, k) for the character of the action of Sn onHk(d−1)(Cn(d);C)
and χ˜(n, k) for the character of the action of Sn+1 on Hk(d−1)(Cn(d);C).
With the same argument as in theorem 4.8 we can prove the following the-
orem.
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Theorem 5.4.
χ(n, k) = χ˜(n− 1, k) + pnχ˜(n− 1, k − 1),
where pn is the character of the standard representation of Sn. Equivalently
there is an isomorphism of Sn-modules
Hk(d−1)(Cn(d);C) ∼= Hk(d−1)(Cn−1(d);C)⊕
(
Vn ⊗H(k−1)(d−1)(Cn−1(d);C)
)
where Vn is the standard representation of Sn.
In particular, using proposition 4.9 and the same notation as in theorem
4.10, we still have
IndSnSn−1χn−1 = Ind
Sn
Sn−1Res
Sn
Sn−1χ˜n−1 = (1 + pn)χ˜n−1 = χn. (5.7)
From this we can prove in a quick way the following result of Lehrer (
[Leh00]).
Theorem 5.5. When d is odd
H∗(Cn(d);C) ∼= CSn
is the regular representation of Sn.
Proof. By induction on n; it is easily seen that
H∗(C2(d);C) ∼= ⊕ = CS2.
Let n > 2, by inductive hypothesis and (5.7) we have
H∗(Cn(d);C) ∼= IndSnSn−1H∗(Cn−1(d);C) ∼= IndSnSn−1CSn−1 ∼= CSn.
5.2.3 Explicit decomposition of H∗(Cn(d);C)
As in sections 4.2.1 and 4.2.3 we can compute the decomposition of the Sn
action on Hk(d−1)(Cn(d);C) degree by degree for low n and locate some irre-
ducible representations in the homogeneous components Hk(d−1)(Cn(d);C).
More precisely we are able to locate the standard representation, the alter-
nating representation and the “standard tensor alternating”. Lehrer proved
the localization of the alternating representation in [Leh00], anyway our
proof is different and uses the extended action.
Table 5.1 shows the decomposition of H∗(Cn(d);C) for n ≤ 5; it is
computed using the following properties:
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(i) with proposition 5.1 we are able to compute the second column of the
table, in particular we have H(d−1)(Cn(d);C) ∼= ResSnSn−1
∧2 =
ResSnSn−1 .
(ii) To compute H2(d−1)(C4(d);C) we use
⊗ = ⊕ ⊕ ⊕ .
There is only one representation of S5 which restricts toH2(d−1)(C4(d);C);
indeed is not the restriction of an irreducible representation. The
only possible representation that make appear in their restriction
are
and
Since we have 2 copies of and only one copy of and they
must appear both once in the decomposition of the extended action on
H2(d−1)(C4(d);C).
(iii) To compute H3(d−1)(C4(d);C) we use ⊗ = ⊕
(iv) To compute H2(d−1)(C5(d);C) we use
⊗ = ⊕ ⊕ ⊕ ⊕ .
(v) To compute H3(d−1)(C5(d);C) we use
⊗ = ⊕ ⊕ ⊕ .
Remark 5.1. Tensor products of an irreducible representation of Sn with the
standard representation can be computed using Pieri’s rule as in the proof
of proposition 4.17.
As in section 4.2.3 using the extended action we can locate some irre-
ducible representation of Sn in the homogeneous components Hk(Cn(d);C).
As far as we know these results are new, except for the location of the alter-
nating representation that was given by Lehrer in [Leh00] with a different
argument.
From theorem 5.5 we know that each irreducible representation of Sn
appears in H∗(Cn(d);C) with multiplicity that agrees with its dimension.
In particular the standard representation appears with multiplicity n − 1
and the trivial and alternating representations appear with multiplicity 1.
The following proposition can be proved with the same argument as in
proposition 4.17.
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Proposition 5.6. For n ≥ 3 there is exactly one copy of the standard
representation in Hk(d−1)(Cn(d);C) for each 1 ≤ k ≤ n− 1.
Proposition 5.7. Let n = 2k or n = 2k+1, then the copy of the alternating
representation appears in the component Hk(d−1)(Cn(d);C).
Proof. Consider the case n = 2k and the element
x =
∑
σ∈Sn
(−1)σAσ(1),σ(2)Aσ(3),σ(4) · · ·Aσ(n−1),σ(n) ∈ Hk(d−1)(Cn(d);C).
If τ ∈ Sn we have
τx =
∑
σ∈Sn
(−1)σAτσ(1),τσ(2)Aτσ(3),τσ(4) · · ·Aτσ(n−1),τσ(n) = (−1)τx
Of course this holds for the antisymmetrizer of every element ofH∗(Cn(d);C);
the non trivial part or the argument consists in proving that x 6= 0. Consider
the action of Sn on the set of 2-partitions of {1, . . . , n} (that is partitions
in which every block has cardinality 2); let Λ be a 2-partition and consider
the following ordering on Λ
Λ = {Λ1, . . . ,Λk}, Λh = {ih, jh} with ih < jh and j1 < · · · < jk.
In particular we can associate to every Λ a permutation σΛ ∈ Sn such that
σΛ{{1, 2}, {3, 4}, . . . , {n− 1, n}} = Λ as follows
σΛ(2s) = is
σΛ(2s+ 1) = js
Note that from this definition we have that σΛ(A1,2A3,4 · · ·An−1,n) is an
element of the basis of proposition 5.3.
Now consider a permutation τ ∈ Sn such that τ{{1, 2}, {3, 4}, . . . , {n −
1, n}} = Λ; we can suppose that τ{2i + 1, 2(i + 1)} = σΛ{2i + 1, 2(i + 1)}.
Therefore τ can be written as the composition τ =′ σΛτ ′, where τ ′ is the
composition of transpositions of the kind (2i + 1, 2(i + 1)). From relation
(5.1) we have that for any permutation σ
(−1)σ◦(2i+1,2(i+1))σ ◦ (2i+ 1, 2(i+ 1)) (A1,2 · · ·An−1,n) =
(−1)σσ (A1,2 · · ·An−1,n) = (−1)σAσ(1),σ(2) · · ·Aσ(n−1),σ(n).
Therefore, using relation (5.2) we have
(−1)τAτ(1),τ(2) · · ·Aτ(n−1),τ(n) = (−1)σΛτ
′
σΛτ
′ (A1,2 · · ·An−1,n) =
(−1)σΛσΛ(A1,2A3,4 · · ·An−1,n);
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and the expression of x with respect to the basis of proposition 5.3 appears
as follows
x = m
∑
Λ
(−1)σΛσΛ(A1,2A3,4 · · ·An−1,n) (5.8)
where Λ runs over the 2-partitions of {1, . . . , n} and m is the number of per-
mutations of Sn that fix the partition {{1, 2}, . . . , {n− 1, n}}; in particular
x 6= 0.
Now consider the case n = 2k + 1 and the element
x =
∑
σ∈Sn
(−1)σAσ1,σ2Aσ3,σ4 · · ·Aσn−2,σn−1 ∈ Hk(d−1)(Cn(d);C).
With a similar argument as before we see that an analogous of (5.8) applies
and therefore x 6= 0.
Proposition 5.8. Let V(2,1,...,1) = be the “standard tensor alternating”
representation. If n = 2k there is one copy of V(2,1,...,1) inH(k−1)(d−1)(Cn(d);C),
one copy in Hk(d−1)(Cn(d);C), one copy in H(n−1)(d−1)(Cn(d);C) and 2
copies in each Hj(d−1)(Cn(d);C) for each k < j < n−1. If n = 2k+1 there is
one copy of V(2,1,...,1) inHk(d−1)(Cn(d);C), one copy inH(n−1)(d−1)(Cn(d);C)
and 2 copies in each Hj(d−1)(Cn(d);C) for each k < j < n− 1.
Proof. By induction on k; for k = 1 the thesis follows from our explicit
computations. Let k > 1, we use the recursive formula
Hj(d−1)(Cn(d);C) ∼= Hj(d−1)(Cn−1(d);C)⊕
(
H(j−1)(d−1)(Cn−1(d);C)⊗ V(n−1,n)
)
.
Consider the case n = 2k.
(i) If j = (k − 1) then, by proposition 5.7 we know that the extended
action on Hj(d−1)(Cn−1(d);C) must contain a copy of V(2,1,...,1).
(ii) If j = k then by inductive hypothesis the extended action of Sn on
H(k−1)(d−1)(Cn−1(d);C) must contain an Sn-irreducible representation
that restricts to V(2,1,...,1) and as in proposition 4.17 we know that
Hk(d−1)(Cn(d);C) must contain a copy of V(2,1,...,1).
(iii) If j = (n − 1) then H(n−1)(d−1)(Cn(d);C) ∼= H(n−2)(d−1)(Cn(d);C) ⊗
V(n−1,1) and as before H(n−1)(d−1)(Cn(d);C) must contain a copy of
V(2,1,...,1).
(iv) if k < j < n − 1 then k − 1 < j − 1 < n − 2 and by inductive
hypothesis the extended action on Hj(d−1)(Cn−1(d);C) must contain
two irreducible representations whose restrictions contain a copy of
V(2,1,...,1); as before we conclude that Hj(d−1)(Cn(d);C) contains at
least two copies of V(2,1,...,1).
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Observing that H∗(Cn(d);C) ∼= CSn contains n − 1 copies of V(2,1,...,1) we
obtain the thesis. Consider now the case n = 2k + 1.
(i) If j = k then by inductive hypothesis we know that the Sn−1-action
on H(k−1)(d−1)(Cn−1(d);C) contains a copy of V(2,1,...,1) and as before
Hk(d−1)(Cn−1(d);C) contains a copy of V(2,1,...,1).
(ii) If j = k+1, we know that the Sn−1 action on Hk(d−1)(Cn−1(d);C) con-
tains a copy of the alternating representation and a copy of V(2,1,...,1).
Anyway the extended action of Sn on Hk(d−1)(Cn−1(d);C) cannot con-
tain a copy of V(2,1,...,1) because V(2,1,...,1) ⊗ V(n−1,1) contains a copy of
the alternating representation (contradicting proposition 5.7). There-
fore the extended action on Hk(d−1)(Cn−1(d);C) must contain a copy of
the alternating representation of Sn and an irreducible representation
of Sn whose restriction contains a copy of V(2,1,...,1). The copy of the
alternating gives, after tensoring with V(n−1,n), one copy of V(2,1,...,1)
and the other irreducible representation gives another one.
(iii) If k + 1 < j < n − 1 then k < j − 1 < n and as before we have that
Hj(d−1)(Cn(d);C) contains 2 copies of V(2,1,...,1).
(iv) If j = n−1 we haveH(n−1)(d−1)(Cn(d);C) ∼= H(n−2)(d−1)(Cn−2(d);C)⊗
V(n−1,1) contains a copy of V(2,1,...,1).
Again using the fact that H∗(Cn(d);C) ∼= CSn contains n − 1 copies of
V(2,1,...,1) we conclude.
Remark 5.2. As in remark 4.3 we can use our results on localization and
the theorem on transfer to compute the cohomology of the orbit spaces
Cn(d)/Sn and Cn(d)/Sn−1. For the first we simply have H∗(Cn(d)/Sn;C) =
H0(Cn(d)/Sn;C) ∼= C and for the second we have Hk(d−1)(Cn(d)/Sn−1;C) ∼=
C for each 0 ≤ k ≤ n− 1.
We want to describe the decomposition of H2(d−1)(Cn(d);C) into irre-
ducible representations of Sn. In order to do this we must first compute
the extended action on H2(d−1)(C5(d);C). From proposition 5.7 we know
that H2(d−1)(C6(d);C) does not contain any copy of the alternating repre-
sentation; therefore the extended action on H2(d−1)(C5(d);C) must contain
a copy of the “standard tensor alternating” representation. From this we
have that one copy of must be the restriction of ; for the other copy
we have two cases:
(i) Either it is the restriction of a copy of , in which case there is only
one option for the extended action on H2(d−1)(C5(d);C), that is
⊕ 2 ⊕ ⊕ 2 .
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This is because can appear only in the restriction of and
therefore the two copies of must be the restriction of 2 .
(ii) Or it appears in the restriction of . Again, in this case there is
only one option for the extended action, that is:
⊕ ⊕ ⊕ .
This is because and must both appear in the restriction of
.
Suppose the first case holds; then we would have
H2(d−1)(C6(d);C) ∼= ⊕ 2 ⊕ ⊕ 2 ⊕
(
⊗
) ∼=
⊕ 2 ⊕ 2 ⊕ 2 ⊕ ⊕ ⊕ ⊕ .
But this is not the restriction of a representation of S7; indeed appears
only in the restriction of and . The latter can not be contained in
an extended action because there is no copy of , neither the former could
because there is only one copy of .
So the extended action on H2(d−1)(C5(d);C) must decompose as (ii).
Proposition 5.9. For n ≥ 5 there is an isomorphism of Sn+1-modules
H2(d−1)(Cn(d);C) ∼= V(n−3,1,1,1,1) ⊕ V(n−2,2,1) ⊕ V(n−3,2,2) ⊕ V(n−1,2).
In particular the following decomposition of Sn-modules holds:
H2(d−1)(Cn(d);C) ∼= V(n−4,1,1,1,1) ⊕ V(n−3,1,1,1) ⊕ V(n−1,2,1) ⊕ V(n−2,1,1)⊕
V(n−2,2) ⊕ V(n−4,2,2) ⊕ V(n−3,2,1) ⊕ V(n−2,2) ⊕ V(n−1,1).
Proof. First we compute the following tensor product:(
V(n−2,1,1) ⊗ V(n−1,1)
)⊕ V(n−2,1,1) ∼= IndSnSn−1ResSnSn−1V(n−2,1,1) =
IndSnSn−1
(
V(n−3,1,1) ⊕ V(n−2,1)
)
=
2V(n−2,1,1) ⊕ V(n−3,2,1) ⊕ V(n−3,1,1,1) ⊕ V(n−1,1) ⊕ V(n−2,2).
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Therefore we have
V(n−2,1,1)⊗V(n−1,1) ∼= V(n−2,1,1)⊕V(n−3,2,1)⊕V(n−3,1,1,1)⊕V(n−1,1)⊕V(n−2,2).
We prove the thesis by induction on n; for n = 5 we have explicitly computed
the extended action above. Let n > 5, from theorem 5.4 and the inductive
hypothesis we have
H2(d−1)(Cn(d);C) ∼= H2(d−1)(Cn−1(d);C)⊕
(
V(n−1,1) ⊗Hd−1(Cn−1(d);C)
) ∼=
V(n−4,1,1,1,1) ⊕ 2V(n−3,2,1) ⊕ V(n−4,2,2)⊕
2V(n−2,2) ⊕ V(n−2,1,1) ⊕ V(n−3,1,1,1) ⊕ V(n−1,1).
The copy of V(n−4,2,2) can not appear as a component of the restriction of
V(n−4,2,2,1) or V(n−4,3,2) (the latter makes sense only for n ≥ 7) because there
are no copies of V(n−4,2,1,1) and V(n−4,3,1) in H2(d−1)(Cn(d);C). Therefore
the extended action must contain a copy of V(n−3,2,2) and his restriction gives
a copy of V(n−4,2,2) and a copy of V(n−3,2,1). The other copy of V(n−3,2,1) must
appear as a component of the restriction of V(n−2,2,1) because there is only
one copy of V(n−4,2,2) and there are no copies of V(n−4,2,1,1) and V(n−4,3,1) in
H2(d−1)(Cn(d);C). The restriction of V(n−2,2,1) contains a copy of V(n−2,2),
a copy of V(n−2,1,1) and a copy of V(n−3,2,1). Analogously the other copy
of V(n−2,2) must appear as a component of the restriction of V(n−1,2); this
gives a copy of V(n−2,2) and a copy of V(n−1,1). At this point the copies of
V(n−4,1,1,1,1) and V(n−3,1,1,1) must come from the restriction of V(n−3,1,1,1,1).
Summarizing, there is only an action of Sn+1 that restricts to the action
Sn y H2(d−1)(Cn(d);C), namely:
V(n−3,1,1,1,1) ⊕ V(n−2,2,1) ⊕ V(n−3,2,2) ⊕ V(n−1,2).
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Appendix A
The Thom isomorphism
This appendix is devoted to the proof of Thom isomorphism, a fundamental
result in algebraic topology. Thom isomorphism is used in chapter 3 to con-
struct an exact sequence of deletion-restriction for the cohomology algebras
H∗(M(A );Z) of the complement of a complex hyperplane arrangement.
We will follow the exposition of [Spa89]; another elementary proof is
presented in [Hat02]. In section A.1 we prove a renowned theorem of Leray-
Hirsch that provides a formula for the cohomology of a fibre bundle. In
section A.2 we specialize to sphere bundles to prove Thom isomorphism.
Definition A.1. A fibre bundle pair with base space B consists of a total
pair (E, E˙), a fibre pair (F, F˙ ) and a projection p : E → B such that
there exists an open covering U = {U} of B and for each U ∈ U an
homeomorphism ϕU : U × (F, F˙ ) → (p−1(U), p−1(U) ∩ E˙) such that the
following diagram commutes
p−1(U)
p

U × F
ϕU
99ttttttttt
piU
%%LL
LLL
LLL
LLL
U
If A ⊆ B is a subspace we write EA = E∩p−1(A) and E˙A = E˙∩p−1(A).
If b ∈ B we call (Eb, E˙b) the fibre pair over b.
Definition A.2. Let ξ =
(
(E, E˙), B, p
)
be a fibre bundle pair. A coho-
mology extension of the fibre for ξ is a homomorphism of graded modules
ϑ : H∗(F, F˙ ;R)→ H∗(E, E˙;R) such that for every b ∈ B the composition
H∗(F, F˙ ;R) ϑ→ H∗(E, E˙;R) i∗→ H∗(Eb, E˙b;R)
is an isomorphism.
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Example A.1. Consider the trivial fibre bundle pair p : B × (F, F˙ )→ B, let
piF : B × (F, F˙ )→ (F, F˙ ) be the projection on the second factor; then
ϑ = pi∗F : H
∗(F, F˙ ;R)→ H∗(B × (F, F˙ );R)
is a cohomology extension of the fibre.
Remark A.1. Let p : (E, E˙)→ B be a fibre bundle pair, ϑ : H∗(F, F˙ ;R)→
H∗(E, E˙;R) a cohomology extension of the fibre and f : B′ → B a contin-
uous map. Consider the pull-back bundle pair
(E′, E˙′)
f //
p′

(E, E˙)
p

B′
f
// B
then the composition
H∗(F, F˙ ;R) ϑ→ H∗(E, E˙;R) f
∗
→ H∗(E′, E˙′;R)
is a cohomology extension of the fibre for p′.
Remark A.2. Consider a fibre bundle pair p : (E, E˙)→ B; let {Bj}j∈J be the
set of path components on B and let (Ej , E˙j) be induced pair over Bj . Then
a cohomology extension of the fibre ϑ corresponds to a family of cohomology
extensions {ϑj}j∈J for the induced bundle pairs pj : (Ej , E˙j)→ Bj .
A.1 The Leray-Hirsch Theorem
Definition A.3. Let p : (E, E˙) → B be a fibre bundle pair and ϑ :
H∗(F, F˙ ;R)→ H∗(E, E˙;R) a cohomology extension of the fibre for p. Sup-
pose H∗(F, F˙ ;R) is a free finitely generated graded R-module with basis
{mi}i∈I . We define the homomorphisms
Φ : H∗(E, E˙;R)→ H∗(B;R)⊗H∗(F, F˙ ;R)
Φ∗ : H∗(B;R)⊗H∗(F, F˙ ;R)→ H∗(E, E˙;R)
as Φ(z) =
∑
i∈I p∗(ϑ(m
∗
i ) _ z) ⊗ mi where {m∗i }i∈I is the dual basis of
{mi}i∈I on H∗(F, F˙ ;R). And Φ∗(u⊗m∗) = p∗(u) ^ ϑ(m∗).
Proposition A.1. If Φ is an isomorphism then Φ∗ is an isomorphism.
Proof. We will call (C∗(X;R), ∂) the singular chain complex and (C∗(X;R), δ)
the singular cochain complex. We will use the chain-cochain description for
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cup and cap products. Consider the homogeneous map τ : C∗(E, E˙;R) →
C∗(B;R)⊗H∗(F, F˙ ;R) defined as
τ(c) =
∑
i∈I
p∗(c∗i _ c)⊗mi
where [c∗i ] = ϑ(m
∗
i ). Passing to homology and using the universal coefficient
theorem (that is the isomorphism H∗(C∗(B;R)⊗H∗(F, F˙ ;R)) ∼= H∗(B;R)⊗
H∗(F, F˙ ;R)) we have
τ∗([c]) = [τ(c)] =
∑
i∈I
[p∗(c∗i _ c)⊗mi] =
∑
i∈I
p∗([c∗i _ c])⊗mi =∑
i∈I
p∗(ϑ(m∗i ) _ [c])⊗mi = Φ([c]).
and if σ : ∆n → E is a singular n-simplex and ϕ ∈ C∗(B) we have
τ∗(ϕ⊗m∗j )(σ) = (ϕ⊗m∗j )(τ(σ)) =
∑
i∈I
ϕ(p∗(c∗i _ σ))m
∗
j (mi) =
ϕ(p∗(c∗j _ σ)).
Now using the chain description of the cap product we have ϕ(p∗(c∗j _
σ)) = ϕ(c∗j (σ
(q))σ(n−q)) = c∗j (σ
(q))ϕ(σ(n−q)) where c∗j ∈ Hq(E, E˙;R); while
using the cochain description of the cup product we have (p∗(ϕ) ^ c∗j )(σ) =
p∗(ϕ)(σ(n−q))c∗j (σ
(q)). Therefore we have
τ∗(ϕ⊗m∗j ) = p∗(ϕ) ^ c∗j = Φ∗(ϕ⊗m∗j ).
So Φ = τ∗, Φ∗ = τ∗ and the thesis follows from the universal coefficient
theorem in cohomology.
We now prove the Leray-Hirsch theorem for the trivial bundle.
Theorem A.2. Let (F, F˙ ) be a couple such that H∗(F, F˙ ;R) is a free,
finitely generated graded module; let ϑ : H∗(F, F˙ ;R)→ H∗(B × (F, F˙ );R)
be a cohomology extension of the fibre. Then
Φ : H∗(B × (F, F˙ );R)→ H∗(B;R)⊗H∗(F, F˙ ;R)
Φ∗ : H∗(B;R)⊗H∗(F, F˙ ;R)→ H∗(B × (F, F˙ );R)
are isomorphisms.
Proof. Using proposition A.1 it suffices to prove that Φ is an isomorphism;
using remark A.2 we can suppose that B is path-connected. By Ku¨nneth
formula the cross product
× : H∗(B;R)⊗H∗(F, F˙ ;R)→ H∗(B × (F, F˙ );R)
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is an isomorphism. In particular we have isomorphisms
Hn(B × (F, F˙ );R) ∼= ⊕p+q=n
(
Hp(B;R)⊗Hq(F, F˙ ;R)
)
.
Define the graded submodules Ns ⊆ H∗(B;R)⊗H∗(F, F˙ ;R) as follows
(Ns)n = ⊕p+q=n, q≥s
(
Hp(B;R)⊗Hq(F, F˙ ;R)
)
From the fact that H∗(F, F˙ ;R) is a free finitely generated graded R-module
we have that Ns = 0 for sufficiently great s. Note that we have the following
inclusions
H∗(B;R)⊗H∗(F, F˙ ;R) = N0 ⊇ N1 ⊇ · · · ⊇ Ns ⊇ Ns+1
Let u ∈ Hs(F, F˙ ); then ϑ(u) ∈ Hs(B×(F, F ′)) ×∼=
(
H∗(B;R)⊗H∗(F, F˙ ;R)
)
s
and we can write in a unique way
ϑ(u) = 1× λ(u) + u
where λ(u) ∈ Hs(F, F˙ ;R) and
u ∈ ⊕i+j=s, j<s
(
H i(B;R)⊗Hj(F, F˙ ;R)
)
.
We have therefore defined a map
λ : Hs(F, F˙ ;R)→ Hs(F, F˙ ;R).
It is easily seen that λ is a homomorphism but it is indeed an isomorphism.
Consider the following diagram
H∗(F, F˙ ;R) ϑ // H∗(E, E˙;R) i
∗
// H∗({0} × (F, F˙ );R)
H∗(B;R)⊗R H∗(F, F˙ ;R) i∗⊗id //
×
OO
H∗({0};R)⊗R H∗(F, F˙ ;R)

×
OO
R⊗R H∗(F, F˙ ;R) ∼= H∗(F, F˙ ;R)
The diagram commutes by naturality of cross product and the crosses are
isomorphism by Ku¨nneth formula. Considering the following composition
H∗(F, F˙ ;R)→ H∗(E, E˙;R)→ H∗(B;R)⊗R H∗(F, F˙ ;R)→
H∗({0};R)⊗R H∗(F, F˙ ;R)→ H∗(F, F˙ ;R)
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we have
u 7→ ϑ(u) 7→ 1⊗ λ(u) + u 7→ 1⊗ λ(u) 7→ λ(u)
and the composition is an isomorphism for Ku¨nneth formula and the defi-
nition of ϑ.
The map Φ maps Ns to itself; indeed using a (reverse) inductive argu-
ment it suffices to prove this for z′ ∈ Hs(F, F˙ ;R) and z × z′ ∈ Ns. We
have
Φ(z × z′) =
∑
i
p∗(ϑ(m∗i ) _ (z × z′))⊗mi.
Now p∗(u × v) = ε(v)u where ε is the augmentation map; therefore if
degmi < s then ϑ(m∗i ) _ (z × z′) ∈ N1 and p∗(N1) = 0, from which
we have Φ(z × z′) ∈ Ns. Considering the following short exact sequence
0→ Ns+1 → Ns → Ns/Ns+1 → 0
and using the five lemma we have that Φ is an isomorphism if and only if
the induced map
Φ : Ns/Ns+1 → Ns/Ns+1
is an isomorphism. Let z′ ∈ Hs(F, F˙ ;R) and consider the equalities in
Ns/Ns+1
Φ(z × z′) =
∑
degmi≥s
p∗((1× λ(m∗i ) +m∗i ) _ (z × z′))⊗mi =∑
degmi=s
p∗((1× λ(m∗i )) _ (z × z′))⊗mi =∑
degmi=s
z ⊗ 〈λ(m∗i ), z′〉mi = z ⊗ λ∗(z′)
where we used m∗i _ (z× z′) ∈ N1 ⇒ p∗(m∗i _ (z× z′)) = 0, the properties
of cap product and λ∗ is the automorphism of H∗(F, F˙ ;R) dual to λ with
respect to the pairing
〈·, ·〉 : H∗(F, F˙ ;R)⊗H∗(F, F˙ ;R)→ R.
Therefore Φ : Ns/Ns+1 → Ns/Ns+1 is an automorphism and the theorem is
proved.
With a limit argument we can pass to the general case obtaining the
following renowned theorem of algebraic topology.
Theorem A.3 (Leray-Hirsch). Let (E, E˙) be the total pair of a fibre bundle
pair with base B and fibre pair (F, F˙ ). Suppose H∗(F, F˙ ) is a free, finitely
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generated R-module and ϑ is a cohomology extension of the fibre. Then the
homomorphisms
Φ : H∗(E, E˙;R)→ H∗(B;R)⊗H∗(F, F˙ ;R)
Φ∗ : H∗(B;R)⊗H∗(F, F˙ ;R)→ H∗(E, E˙;R)
are isomorphisms.
Proof. Using proposition A.1 it suffices to prove the result for Φ. If A ⊆ B
is a subset we call ϑA the composition
H∗(F, F˙ ;R) ϑ→ H∗(E, E˙;R)→ H∗(EA, E˙A;R).
From remark A.1 we have that ϑA is a cohomology extension of the fibre for
the restricted bundle and from theorem A.2 we have that if A is a trivializing
set then
ΦA : H∗(EA, E˙A;R)→ H∗(A;R)⊗H∗(F, F˙ ;R)
is an isomorphism.
Let V, V ′ ⊆ B be trivializing open sets, then we have the following
commutative diagram of Mayer-Vietoris sequences
 
H∗(EV ∩V ′ , E˙V ∩V ′ ;R)

ΦV ∩V ′ // H∗(BV ∩V ′ ;R)⊗R H∗(F, F˙ ;R)

H∗(EV , E˙V ;R)⊕H∗(EV ′ , E˙V ′ ;R)

ΦV ⊕ΦV ′// H∗(BV ;R)⊗R H∗(F, F˙ ;R)⊕
H∗(BV ′ ;R)⊗R H∗(F, F˙ ;R)

H∗(EV ∪V ′ , E˙V ∪V ′ ;R)

ΦV ∪V ′
// H∗(BV ∪V ′ ;R)⊗R H∗(F, F˙ ;R)

and from five lemma we conclude that ΦV ∪V ′ is an isomorphism. In par-
ticular if we call U the collection of finite unions of trivializing open sets,
since every compact subset of B is contained in an element of U we have
H∗(B;R) ∼= lim−→ U∈UH∗(U ;R) and H∗(E, E˙;R) ∼= lim−→ U∈UH∗(EU , E˙U ;R).
Since the tensor product commutes with direct limits and under this isomor-
phism Φ corresponds to lim−→ U∈U ΦU we have that Φ is an isomorphism.
Note that this argument cannot be adapted to prove theorem A.3 directly
for Φ∗ because in general the cohomology algebraH∗(B;R) is not isomorphic
to the inverse limit lim←− U∈UH∗(U ;R). [Hat02] provides a direct proof for the
case of cohomology, using CW -complexes and cellular approximation.
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A.2 The Thom isomorphism
Specializing the results of section A.1 to the case of sphere bundles we obtain
the so-called Thom isomorphism.
Definition A.4. An n-sphere bundle is a fibre bundle pair ξ = ((E, E˙), B, p)
with fibre (Dn+1, Sn).
It can be easily seen, using the long exact sequence of the pair and the
fact that Dn+1 is contractible, that
Hp(Dn+1, Sn;R) ∼=
{
R if p = n+ 1
0 otherwise.
Therefore a cohomology extension of the fibre for an n-sphere bundle is
just a cohomology class u ∈ Hn+1(E, E˙;R) such that for each b ∈ B the
restriction i∗(u) is a generator for Hn+1(Eb, E˙b;R). Such a class is called a
Thom class (or orientation class) for the sphere bundle ξ. From theorem
A.3 we obtain easily the following theorem.
Theorem A.4 (Thom isomorphism). Let ξ = ((E, E˙), B, p) be an n-sphere
bundle and u ∈ Hn+1(E, E˙;R) a Thom class for ξ; then the following maps
are isomorphism:
Φ : Hk(E, E˙;R)→ Hk−n−1(B;R), Φ(z) = p∗(u _ z);
Φ∗ : Hk(B;R)→ Hk+n+1(E, E˙;R), Φ∗(z) = p∗(u) ^ z.
Proof. Letm andm∗ be dual generators ofHn+1(Dn+1, Sn;R) andHn+1(Dn+1, Sn;R);
then the composition of isomorphisms
Hk(E, E˙;R)→ Hk−n−1(B;R)⊗R Hn+1(Dn+1, Sn;R)→ Hk−n−1(B;R)
maps z 7→ p∗(u _ z)⊗m 7→ p∗(u _ z) and the composition of isomorphisms
Hk(B;R)→ Hk(B;R)⊗R Hn+1(Dn+1, Sn;R)→ Hk+n+1(E, E˙;R)
maps z 7→ z ⊗m∗ 7→ p∗(z) ^ u.
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Appendix B
A theorem on Transfer
In this appendix we will prove a theorem on transfer. This was used in
chapter 4 when constructing the extended Sn+1-action on H∗(M(An−1);C).
For this topic we will follow [Bre72].
In particular we will prove that if G is a finite group, K a field of char-
acteristic 0 (or, as usual, char(K) - o(G)) and X is a paracompact, haus-
dorff and locally euclidean G-space then the projection to the orbit space
pi : X → X/G induces isomorphisms
pi∗ : H∗(X;K)G → H∗(X/G;K)
pi∗ : H∗(X/G;K)→ H∗(X;K)G
between the (co)homology of the orbit space X/G and the invariants of the
action of G on the (co)homology of X.
We will first prove this result for simplicial actions and then with a “limit
argument” generalize it.
B.1 Simplicial actions
In this section we consider some properties of simplicial actions of finite
groups; we will write “simplicial complex” for abstract simplicial complexes.
This topic present interesting connections with the topic of group actions
on posets. For a reference on group actions on poset and simplicial actions
see the book [Koz07].
Definition B.1. Let K be a simplicial complex, G a finite group; a simpli-
cial action of G on K is an homomorphism
G→ SimK
where SimK is the group of simplicial automorphisms of K.
A simplicial G-complex is a simplicial complex K equipped with a sim-
plicial action Gy K.
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Consider a simplicial G-complex K, call I its set of vertices and for an
element g ∈ G write Ig for the set of vertices fixed by g. Consider the
following properties:
(i) for each g ∈ G and s ∈ K we have s∩gs ⊆ Ig (that is s∩gs is pointwise
fixed by g);
(ii) let g0, . . . , gn ∈ G and v0, . . . , vn ∈ I, if we have (v0, . . . , vn), (g0v0, . . . , gnvn) ∈
K then there exists g ∈ G such that
(g0v0, . . . , gnvn) = (gv0, . . . , gvn) = g(v0, . . . , vn).
There are simplicial G-complexes for which properties (i) and (ii) do not
hold.
Definition B.2. A simplicial action G y K is called regular if it satisfies
property (ii) above for every subgroupH ⊆ G. In this case the corresponding
G-complex K is called regular G-complex.
Lemma B.1. The property (i) above is equivalent to the following
(i’) Let v ∈ I, then v, gv ∈ s ∈ K ⇒ v = g(v).
Proof. (i) ⇒ (i’) s = (g−1v, v) ∈ K is a simplex of K, in particular gs =
(v, gv) and v ∈ s ∩ gs⇒ v = gv.
(i’) ⇒ (i) Let v ∈ s ∩ gs then (v, gv) ⊆ gs and v = gv.
Lemma B.2. (ii) ⇒ (i)
Proof. Suppose v, gv ∈ s ∈ K then (v, v) and (v, gv) are simplices of K and
from property (ii) there exists g′ ∈ G such that v = g′v and gv = g′v; in
particular v = g′v = gv.
Proposition B.3. If K is a simplicial G complex then the induced action
on the barycentric subdivision K ′ of K satisfies (i); if the action of G on K
satisfies (i), then the induced action on K ′ satisfies (ii).
Proof. Let s be a vertex of K ′, therefore a simplex of K. If s and gs belong
to a simplex of K ′ then s ⊆ gs or gs ⊆ s. But the action of G preserves the
dimension of a simplex and therefore s = gs.
For the second part suppose that the action of G on K satisfy (i); we
prove (ii) by induction on n. Let (s0, s1, . . . , sn) ∈ K ′ be a simplex of K ′ and
suppose there are g0, g1, . . . , gn ∈ G such that (g0s0, g1s1, . . . , gnsn) ∈ K ′ is
a simplex; then (g0s0, . . . , gn−1sn−1) is a simplex of K ′ and by inductive
hypothesis there exists g ∈ G such that
(g0s0, . . . , gn−1sn−1) = g(s0, . . . , sn−1).
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Applying g−1 to the simplex (g0s0, . . . , gn−1sn−1, gnsn) = (gs0, . . . , gsn−1, gnsn)
we have that
(s0, . . . , sn−1, g′sn) ∈ K ′
is a simplex (where g′ = g−1gn); in particular we have
s0 ⊆ s1 ⊆ · · · ⊆ g′sn.
Therefore sn−1 ⊆ sn ∩ g′sn and from (i) we have that sn−1 (and therefore
every sj with j ≤ n− 1) is pointwise fixed by g′. Finally we have
∀j ≤ n− 1 g′sj = g−1gnsj = sj ⇒ gsj = gnsj
and therefore
(g0s0, . . . , gn−1sn−1, gnsn) = (gs0, . . . , gsn−1, gnsn) = gn(s0, . . . , sn).
So every G-complex becomes regular after the second barycentric subdi-
vision and there is no topological harm in working with regular G-complexes.
Definition B.3. Given a G-complex K we define the quotient complex K/G
as the complex whose vertices are the orbits v∗ = Gv of the action of G on
the vertex set of K and whose simplices are of the form
(v∗0, . . . , v
∗
n)
where (v0, . . . , vn) is a simplex of K.
Note that if (v∗0, . . . , v∗n) ∈ K/G is a simplex of the quotient complex,
(v0, . . . , vn) is not necessarily a simplex of K; if (v0, . . . , vn) is a simplex of
K it is said to be over (v∗0, . . . , v∗n).
If K is a regular G-complex, (v∗0, . . . , v∗n) = (w∗0, . . . , w∗n) ∈ K/G is a
simplex in K/G and (v0, . . . , vn), (w0, . . . , wn) ∈ K are simplices over it
then we have
(v0, . . . , vn) = g(w0, . . . , wn)
for some g ∈ G. Therefore for regular G-complexes the quotient complexes
is just the complex whose simplices are the orbits of the action of G on K.
Consider a regular G-complex K. The simplicial map K → K/G induces
a continuous map on the associated polyhedra
|K| → |K/G|∑
λivi 7→
∑
λiv
∗
i .
This map is constant on the orbits of the action of G on |K|; therefore it
induces a continuous map
|K| /G→ |K/G|
G (
∑
λivi) 7→
∑
λiv
∗
i .
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By regularity this map is bijective; surjectivy is easily seen using the regu-
larity hypothesis. Let
p =
n∑
i=0
λiv
∗
i =
m∑
j=0
µjw
∗
j ,
we can suppose that λi, µj 6= 0, therefore (v∗0, . . . , v∗n) = (w∗0, . . . , w∗m) is
the minimal face of K/G that contains p; now from regularity we have
G(v0, . . . , vn) = G(w0, . . . , vn) and injectivity is proved.
Furthermore |K/G| has the quotient topology for the map |K| → |K/G|
and therefore the map |K|/G → |K/G| is a homeomorphism. By property
(i) we have also that
|KG| = |K|G.
B.2 The simplicial transfer
From now on we consider only regular G-complexes. Let R be a ring such
that o(G) is not a divisor of zero in R; call C(K;R) the complex of simplicial
chains on K. Then there is an action of G on C(K;R) defined as
g[v0, . . . , vn] = [gv0, . . . , gvn].
Consider the element
σ =
∑
g∈G
g ∈ RG,
we have ∀c ∈ C(K;R) σc = ∑g∈G gc. Multiplication by σ defines a chain-
morphism
σ : C(K;R)→ C(K;R).
Consider the simplicial map pi : K → K/G and the induced map
pi : C(K;R)→ C(K/G;R).
Lemma B.4. kerσ = kerpi.
Proof. Let s be a simplex of K/G and s1, . . . , sn the simplices over it (in
particular n = o(G)o(st(s1))).
It suffices to consider chains of the form c =
∑n
i=1 nisi for which pi(c) =
0⇔∑ni=1 ni = 0; since {s1, . . . , sn} is an orbit for the action of G we have
σc =
∑
g∈G
gc =
∑
g∈G
n∑
i=1
nisi =
n∑
i=1
ni
∑
g∈G
gsi = o(st(s1))
(
n∑
i=1
ni
)(
n∑
i=1
si
)
=
o(G)
n
(
n∑
i=1
ni
)(
n∑
i=1
si
)
.
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Since o(G)n is not a divisor of zero in R we have
σc = 0⇔
n∑
i=1
ni = 0⇔ pic = 0.
Lemma B.4 provides us an isomorphism
σC(K;R)→ C(K;R)/ kerσ → C(K;R)/ kerpi → piC(K;R) = C(K/G;R)
σc 7→ pic
the composition of its inverse with the inclusion defines a morphism µ :
C(K/G;R) → σC(K;R) → C(K;R) which induces a morphism in homol-
ogy
µ∗ : H∗(K/G;R)→ H∗(K;R).
µ∗ is called the transfer. Note that Imµ = σC(K;R) ⊆ C(K;R)G and
therefore Imµ∗ ⊆ H∗(K;R)G.
Considering the induced morphism in homology
pi∗ : H∗(K;R)→ H∗(K/G;R)
we have the following.
Theorem B.5 (Transfer). If F is a field of characteristic 0 or charF > 0
and charF - o(G) then
pi∗ : H∗(K;F )G → H∗(K/G;F )
µ∗ : H∗(K/G;F )→ H∗(K;F )G
are isomorphisms.
Proof. Let c∗ = pic ∈ C(K/G;F ); then piµ(c∗) = piσ(c) = o(G)pi(c) =
o(G)c∗ and µpic = σc by definition of µ. Therefore we have
pi∗ ◦ µ∗ = o(G)· : H∗(K/G;F )→ H∗(K/G;F )
µ∗ ◦ pi∗ = σ∗ =
∑
g∈G
g∗ : H∗(K;F )→ H∗(K;F )
and if we restrict pi∗ to H∗(K;F )G we have
µ∗ ◦ pi∗ = o(G)· : H∗(K;F )G → H∗(K;F )G
from our hypothesis on F we have that both µ∗ ◦ pi∗ and pi∗ ◦µ∗ are isomor-
phisms.
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Dualizing theorem B.5 we have the corresponding theorem in cohomol-
ogy.
Theorem B.6. If F is a field of characteristic 0 or charF > 0 and charF -
o(G) then
pi∗ : H∗(K/G;F )→ H∗(K;F )G
µ∗ : H∗(K;F )G → H∗(K/G;F )
are isomorphisms.
Remark B.1. The transfer is natural that is if f : K → K ′ is a G-equivariant
simplicial map, then the following diagram commutes
H∗(K/G;F )
f∗ //
µ∗

H∗(K ′/G;F )
µ∗

H∗(K;F )G f∗
// H∗(K ′;F )G
Indeed this holds also for the chain-morphism µ.
B.3 G-coverings
Consider a G-space X; that is a topological space on which G acts continu-
ously.
Definition B.4. Let U be an open covering of X; we say that U is G-
invariant if
∀g ∈ G : gU = {gU : U ∈ U } = U .
If U and V are open coverings of X we call
U ∩ V = {U ∩ V : U ∈ U , V ∈ V }.
Note that U ∩ V is a common refinement for U and V .
Lemma B.7. If X is a paracompact G-space then locally finite G-invariant
open coverings of X form a cofinal subset for the poset of open coverings of
X.
Proof. Let U be an open covering; by paracompactness we can suppose that
U is locally finite and
∩g∈GgU
is a locally finite G-invariant refinement of U .
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Definition B.5. Let U be a locally finite G-invariant open covering of X
and f = {fU : U ∈ U } a partition of unity subordinate to U . f is called a
G-partition of unity if
∀g ∈ G,U ∈ U , x ∈ X : fgU (gx) = fU (x).
If U is a locally finite G-invariant open covering of X and f = {fU :
U ∈ U } is a partition of unity subordinate to U , then we can construct a
G-partition of unity f ′ subordinate to U defining
f ′U (x) =
1
o(G)
∑
g∈G
fgU (gx).
Indeed we have∑
U∈U
f ′U (x) =
1
o(G)
∑
g∈G
∑
U∈U
fgU (gx) =
1
o(G)
∑
g∈G
1 = 1
and if h ∈ G
f ′hU (hx) =
1
o(G)
∑
g∈G
fghU (ghx) = f ′U (x).
Consider the nerve N(U ) of an invariant open covering U ; this is ob-
viously a G-complex. Consider a G-partition of unity f = {fU : U ∈ U }
subordinate to U ; then the map
f : X → |N(U )|
x 7→∑U∈U fU (x)U
is G-equivariant; indeed we have
f(gx) =
∑
U∈U
fU (gx)U =
∑
U∈U
fgU (gx)gU =
∑
U∈U
fU (x)gU =
g
(∑
U∈U
fU (x)U
)
= gf(x).
Definition B.6. A G-invariant open covering U is said to be a G-covering
(or primitive covering) if its nerve N(U ) satisfy property (i) of section B.1.
That is if
∀U ∈ U , g ∈ G : U ∩ gU 6= ∅ ⇒ U = gU.
U is said to be regular if N(U ) is a regular G-complex; that is if for every
subgroup H < G and element U0, . . . , Un ∈ U , h0, . . . , hn ∈ H it holds
U0 ∩ · · · ∩ Un, h0U0 ∩ · · · ∩ hnUn 6= ∅ ⇒ ∃h ∈ H hiUi = hUi ∀i ∈ {0, . . . , n}.
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Theorem B.8. Let X be a paracompact G-space; then locally finite regular
G-invariant open coverings of X form a cofinal set in the poset of open
coverings of X.
Proof. Let U be a locally finite G-invariant open covering of X; we need to
find a regular G-invariant refinement of U .
Consider a map k : X → |L| with values in a polyhedron |L| and call L
the covering of |L| of open vertex stars; that is L = {Lv : v ∈ IL} where IL
is the vertex set of L and
Lv = ∪v∈σ∈K int(|σ|).
If L is a G-complex and k is an equivariant map, then k−1L is a G-invariant
open covering of X. Furthermore if L satisfy property (i) of section B.1 so
does N(k−1L ) and if L is regular so is N(k−1L ).
In particular let L be the second barycentric subdivision of N(U ) and
consider the equivariant map
f : X → |N(U )| ∼= |L|
if we call f = {fU : U ∈ U } the G-partition of unity which defines f and
U ′ ⊆ |N(U )| the open vertex star of U , then we have
f
−1(U ′) = {x ∈ X : fU (x) 6= 0} ⊆ U.
So if N is the open vertex stars covering of |N(U )| then f−1N is a refine-
ment of U . Therefore f−1L is a regular G-invariant refinement of U .
B.3.1 Equivariant Cˇech homology and cohomology
Definition B.7. Let U and V be open covering of X; if V  U a refine-
ment projection is a map p : V → U such that
∀V ∈ V : V ⊆ p(V ).
A refinement projection p : V → U induces a simplicial map on the
nerves p : N(V ) → N(U ). Furthermore any two refinement projections
V → U are contiguous and therefore there is a uniquely determined mor-
phism in (simplicial) homology and cohomology:
H∗(N(V );R)→ H∗(N(U );R)
H∗(N(U );R)→ H∗(N(V );R).
In particular open coverings of X, ordered by refinement, form a directed
system and we can define the Cˇech homology of X as
Hˇ∗(X;R) = lim←−H∗(N(U );R).
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Analogously the Cˇech cohomology of X is defined as
Hˇ∗(X;R) = lim−→H
∗(N(U );R).
Suppose V  U are regular G-invariant open coverings of X; then there
exists an equivariant refinement projection p : V → U . Indeed choose a
representative for every orbit in V and define p arbitrarily on these (ensuring
that V ⊆ p(V )), by regularity this p extends to an equivariant map V → U .
Indeed if V is one of the chosen representatives and gV = g′V for some
g, g′ ∈ G, then(
(g−1g′)p(V )
) ∩ p(V ) ⊇ (g−1g′V ) ∩ V = V 6= ∅ ⇒ gp(V ) = g′p(V ).
From theorem B.8 regular G-invariant open coverings ordered by refine-
ment form a directed system which is cofinal in the directed system of open
coverings of X. In particular we have
Hˇ∗(X;R) = lim←−H∗(N(U );R), Hˇ
∗(X;R) = lim−→H
∗(N(U );R)
where U runs over regular G-invariant open coverings of X and the action
Gy X induces the actions
Gy Hˇ∗(X;R), Gy Hˇ∗(X;R).
Proposition B.9. Let X be a paracompact G-space, then
Hˇ∗(X/G;R) = lim←−H∗(N(U )/G;R), Hˇ
∗(X/G;R) = lim−→H
∗(N(U )/G;R)
where U runs over regular G-invariant open coverings of X.
Proof. Let U be a regular G-invariant open covering of X; we call U /G
the space of orbits of the action of G on U . Let UG be the open covering
of X/G given by elements
U∗ = pi(U) = GU/G, ∀U ∈ U
where pi : X → X/G is the canonical projection. We can think the covering
UG as indexed by U /G instead of itself. That is if pi(U) = pi(V ) but
U 6= gV for every g ∈ G then U∗ are V ∗ are distinct elements of UG. Note
that this indexing changes the nerve N(UG) but the nerve obtained with
the canonical index is obviously a (combinatorial) retract of N(UG).
Every open covering of X/G is of this kind; indeed if V is an open
covering of X/G then we have V =
(
pi−1V
)
G
. If U is a regular G-invariant
open covering of X and U0, . . . , Un ∈ U are such that
U∗0 ∩ · · · ∩ U∗n 6= ∅
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then there exist g0, . . . , gn ∈ G such that
g0U0 ∩ · · · ∩ gnUn 6= ∅
and by regularity the orbit of the simplex (g0U0, . . . , gnUn) of N(U ) is
uniquely determined by the simplex (U∗0 , . . . , U∗n) of N(UG); therefore there
is a canonical isomorphism of simplicial complexes
N(U )/G→ N(UG)
and the thesis follows.
B.3.2 The theorem on transfer
Let X be a paracompact G-space and U a regular G-invariant open covering
of X. Consider the transfer morphism
µ∗ : H∗(N(U )/G;R)→ H∗(N(U );R)
If V  U is a regularG-invariant refinement ofU there exists an equivariant
refinement projection p : V → U and by naturality of µ∗ we have the
following commuting square
H∗(N(V )/G;R)
µ∗ //

H∗(N(V );R)

H∗(N(U )/G;R)
µ∗
// H∗(N(U );R)
note that vertical arrows do not depend on the particular refinement pro-
jection chosen. Therefore µ∗ is a morphism of direct systems and it induces
a morphism on the limits
µ∗ : Hˇ∗(X/G;R)→ Hˇ∗(X;R)
Passage to limit preserves the relations
pi∗µ∗ = o(G)· : Hˇ∗(X/G;R)→ Hˇ∗(X/G;R)
µ∗pi∗ = σ∗ =
∑
g∈G
g∗ : Hˇ∗(X;R)→ Hˇ∗(X;R)
The same argument can be applied to Cˇech cohomology. And the proofs of
theorems B.5 and B.6 translate verbatim to the case of Cˇech (co)homology
obtaining the following theorem.
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Theorem B.10. Let G be a finite group, X a paracompact G-space and F
a field with charF = 0 or charF > 0 and charF - o(G); then
pi∗ : Hˇ∗(X;F )G → Hˇ∗(X/G;F )
µ∗ : Hˇ∗(X/G;F )→ Hˇ∗(X;F )G
pi∗ : Hˇ∗(X/G;F )→ Hˇ∗(X;F )G
µ∗ : Hˇ∗(X;F )G → Hˇ∗(X/G;F )
are isomorphisms.
Using the well-known fact that for paracompact, hausdorff, locally eu-
clidean spaces there is a natural isomorphism (of cohomology theories)
Hˇ∗(X;R)→ H∗(X;R)
we obtain the following theorem on transfer.
Theorem B.11 (Transfer). LetG be a finite group, X a paracompact, haus-
dorff, locally euclidean G-space and F a field with charF = 0 or charF > 0
and charF - o(G); then
pi∗ : H∗(X/G;F )→ H∗(X;F )G
µ∗ : H∗(X;F )G → H∗(X/G;F )
are isomorphisms.
97
98
Appendix C
A short reminder on the
representations of Sn
In the previous chapters we made an extensive use of the theory of represen-
tations of Sn. The purpose of this appendix is to quickly review this theory
and explain the Pieri’s rule, which was fundamental in many arguments of
chapters 4 and 5. An extensive reference for representation theory and rep-
resentations of Sn is the book [FH04]; a reference for symmetric functions
is [Mac99].
C.1 Irreducible representations of Sn
A popular classification of the irreducible representations of Sn is based on
Young diagrams.
Definition C.1. A partition λ of n is a non increasing sequence of natural
numbers
λ = (λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0 ≥ · · · )
such that
∑
j∈N λj = n. A Young diagram is a graphic notation for partitions
of n; a partition λ = (λ1, . . . , λk) is represented by a diagram with λ1 boxes
on the first row, λ2 boxes on the second row, etc.
Example C.1. The partition λ = (5, 4, 2, 2) is represented by the diagram
Definition C.2. A Young tableaux is obtained from a Young diagram filling
the boxes (injectively) with the elements of {1, . . . , n}.
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Example C.2. Two different Young tableaux for the partition λ = (4, 3, 2)
are
1 2 3 4
5 6 7
8 9
,
3 7 1 4
2 5 8
6 9
.
For every Young tableaux T we define the subgroups of Sn:
PT = {σ ∈ Sn : σ preserves the rows of T},
QT = {σ ∈ Sn : σ preserves the columns of T}.
Example C.3. Let T be the first tableaux in example C.2; then (1, 2, 4)(8, 9) ∈
PT and (1, 5, 8)(3, 7) ∈ QT .
Definition C.3. Let T be a Young tableaux for the partition λ; consider
the elements
aT =
∑
γ∈PT
γ, bT =
∑
δ∈QT
(−1)δδ ∈ CSn.
The Young symmetrizer is the element
cT = aT bT ∈ CSd.
Given a Young tableaux T we can consider the Sn-module CSncT ; note
that if T ′ is another tableaux corresponding to the same diagram as T then
we have PT ′ = ϑPTϑ−1 and QT ′ = ϑQTϑ−1 for some ϑ ∈ Sn. Therefore
(CSd)cT ′ = (CSd)ϑcTϑ−1 = (ϑCSdϑ−1)ϑcTϑ−1 = ϑ(CSd)cTϑ−1
and the Sn-modules CSncT and CSncT ′ are isomorphic. In particular, up
to isomorphism, the Sn-module CSncT depends only on the partition λ
corresponding to the tableaux T and we write cλ = cT and Vλ = CSncλ.
The following theorem is the basic result on the representations of Sn.
Theorem C.1. For every partition λ of n Vλ is an irreducible representation
of Sn. Furthermore every irreducible representation of Sn is of the type Vλ
for some partition λ.
C.2 Symmetric functions
It is a standard fact in representation theory that a representation of a
finite group G is uniquely determined, up to isomorphism, by its character.
Therefore it is of particular interest the study of the character ring of the
symmetric group.
Consider the free Z-module Rn on the characters of the irreducible repre-
sentations of Sn. By the decomposition theorem each element of Rn uniquely
determines, up to isomorphism, a representation of Sn.
100
Symmetric functions
Definition C.4. The character ring of the symmetric group is the Z-algebra
whose underlying Z-module structure is
R = ⊕n∈NRn
equipped with the product
χ ∈ Rn, η ∈ Rm ⇒ χ · η = IndSn+mSn×Sm(χ× η) ∈ Rn+m
where χ is an irreducible representation of Sn and η is an irreducible repre-
sentation of Sm.
It turns out that we can describe R using the ring of symmetric functions.
Definition C.5. A polynomial p ∈ Z[x1, . . . , xn] is called symmetric if is
invariant for the action of Sn on Z[x1, . . . , xn]. Symmetric polynomials in n
variable form a graded subring Λn = ⊕k∈NΛkn ⊆ Z[x1, . . . , xn], where Λkn is
the Z-module of symmetric polynomials homogeneous of degree k.
Definition C.6. For every k ∈ N define the Z-module Λk = lim←− nΛkn; the
ring of symmetric functions is defined as
Λ = ⊕k∈NΛk.
Several basis for Λ are known. It is known that Λ is a polynomial algebra
(elementary symmetric functions are a system of algebrically independent
generators). Here we are interested with a particular basis of Λ: Schur
functions.
C.2.1 Schur functions
Let α = (α1, . . . , αn) ∈ Nn; consider the antisymmetric polynomial
aα(x1, . . . , xn) =
∑
w∈Sn
(−1)ww(xα).
Note that if αi = αj for some i 6= j then aα = 0; therefore the only inter-
esting α are of the type δ + λ where δ = (n − 1, n − 2, . . . , 1, 0) and λ are
partitions. It is easily seen that aδ | aδ+λ for every partition λ. Therefore
we can define
Definition C.7. The Schur function corresponding to the partition λ is the
symmetric function
sλ =
aλ+δ
aδ
.
The following important theorems show the importance of Schur func-
tions within the topic of representations of Sn.
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Theorem C.2. {sλ}λ is a homogeneous Z-basis for Λ.
Theorem C.3. The map
ch : R→ Λ
χVλ 7→ sλ
called the characteristic map, is an isomorphism of rings.
In particular we can use the ring Λ to study some induced representa-
tions. Pieri’s rule describe a particular class of products in the ring Λ.
Theorem C.4 (Pieri’s rule).
sλs(r) =
∑
µ
sµ
where µ runs over the partitions obtained from λ adding r boxes in r different
columns.
There is a generalization of Pieri’s rule that allows to compute a product
sλsµ in a combinatorial way: the so-called Littlewood-Richardson rule.
Recalling definition C.4 we can translate Pieri’s rule in the language of
Young diagrams. It states that if λ is a partition of n and V(m) is the trival
representation of Sm; then
IndSn+mSn×Sm
(
Vλ × V(m)
)
= ⊕µVµ
where µ runs over the partitions obtained from λ adding r boxes in r different
columns. In particular if m = 1 we have
IndSn+1Sn Vλ = ⊕µVµ
where µ runs over the partitions obtained from λ adding a box in every
possible way. By Frobenius reciprocity we can also say that
ResSn+1Sn Vλ = ⊕µVµ
where µ runs over the partitions obtained from λ deleting a box in every
possible way.
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