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Quantum walks can be defined in two quite distinct ways: discrete-time and continuous-time
quantum walks (DTQWs and CTQWs). For classical random walks, there is a natural sense in
which continuous-time walks are a limit of discrete-time walks. Quantum mechanically, in the
discrete-time case, an additional “coin space” must be appended for the walk to have nontrivial
time evolution. Continuous-time quantum walks, however, have no such constraints. This means
that there is no completely straightforward way to treat a CTQW as a limit of DTQW, as can be
done in the classical case. Various approaches to this problem have been taken in the past. We give
a construction for walks on d-regular, d-colorable graphs when the coin flip operator is Hermitian:
from a standard DTQW we construct a family of discrete-time walks with a well-defined continuous-
time limit on a related graph. One can think of this limit as a coined continuous-time walk. We show
that these CTQWs share some properties with coined DTQWs. In particular, we look at spatial
search by a DTQW over the 2-D torus (a grid with periodic boundary conditions) of size
√
N×
√
N ,
where it was shown that a coined DTQW can search in time O(
√
N logN), but a standard CTQW
takes Ω(N) time to search for a marked element. The continuous limit of the DTQW search over
the 2-D torus exhibits the O(
√
N logN) scaling, like the coined walk it is derived from. We also
look at the effects of graph symmetry on the limiting walk, and show that the properties are similar
to those of the DTQW as shown in [3].
I. INTRODUCTION
Quantum walks are unitary analogues of classical ran-
dom walks, and have many applications in quantum com-
puting, as well as being interesting objects in their own
right. Quantum walks are defined separately for discrete
time (DTQW) [4–9] and continuous time (CTQW) cases
[10–12].
Algorithms based on classical random walks can solve a
variety of classical computational problems efficiently, as
shown in [13]. The quantum analogues also have a wide
variety of applications in quantum computation. They
can be used to solve the element distinctness problem
[14]. A QW-based search algorithm over the hypercube
[15] performs as efficiently as Grover’s algorithm ([16]),
i.e, in time O(
√
N) for a database of size N . More ap-
plications of DTQWs are described in [17]. CTQWs can
solve the (albeit somewhat artificial) “glued-trees” prob-
lem exponentially faster than the best classical algorithm
[12]. They give a polynomial speed-up in evaluating the
NAND tree [18], which has been generalized to evaluating
any Boolean formula [19].
While algorithms have been found based on both
DTQWs and CTQWs, these walks cannot necessarily be
used interchangeably, unlike the classical case. To main-
tain both unitarity and nontrivial dynamics in a DTQW,
the state space is expanded to have a “coin space.” Such
walks are often called “coined” walks. This problems
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does not arise in CTQWs. So CTQWs and DTQWs
on the same graph have state spaces with different di-
mensions. This makes it difficult to define a sequence of
DTQWs having a CTQW as a limit, as can be done with
classical random walks.
There have been a number of previous studies of this
problem. In [20] a discrete-time walk without a coin is de-
fined by alternating unitaries. In [21], a correspondence
is shown between the limiting behavior of CTQWs and
DTQWs on the infinite line and the 3D square lattice are
shown, and this is extended to general graphs in [22]. In
[23], a continuous-time limit is found for a limited class
of one-dimensional quantum walks.
In [24] Childs gives a discussion of the relationship be-
tween CTQWs and DTQWs, and presents a construction
to discretize in the time domain, transforming a CTQW
to a DTQW, and also shows how to recover the CTQW
from the discretized DTQW by isometry mapping. In
this paper, we are mainly interested in starting from dis-
crete time and producing a continuous time limit. More-
over, our approach differs from previous work, in that the
resulting CTQW is a coined continuous-time walk. Dif-
ferences between coined DTQWs and uncoined CTQWs
have been noted in the past; we will see that the behav-
ior of our coined CTQWs is more similar to that of the
coined DTQWs than to standard CTQWs.
We consider one particular algorithm that exhibits a
difference between CTQW and DTQW implementations.
The DTQW search on a 2D grid of size
√
N × √N
with periodic boundary conditions was studied in [1],
where it was shown that a probabilistic search can be
done in O(
√
N logN). But in [2] it was shown that any
2CTQW search algorithm takes time of Ω(N) on the same
graph. We show that by taking the continuous time
limit of the DTQW search from [1], the search scaling
of O(
√
N logN) is recovered.
We also look at another property of DTQWs in the
continuous time limit. In [3], it is shown that a DTQW on
a graph with certain symmetries can be reduced to a walk
on a smaller graph (the “quotient graph”) for certain
unitary time operators and initial conditions. There are
many interesting consequences of such symmetry; for ex-
ample, infinite hitting times for certain initial conditions
as shown in [25]. In this paper, we show that the limiting
CTQW inherits the symmetries from the DTQW.
In the next section we give the standard definitions
of DTQWs and CTQWs, and compare their definitions
to the continuous-time limit of a classical random walk.
In Sec. III, we present the construction of a family of
DTQWs on a graph with a well-defined continuous-time
limit. In Sec. IV we apply this construction to the
discrete-time walk-based search algorithm on the torus,
and show that the continuous time limit of this walk ex-
hibits the same scaling with the grid areaN . In Sec. V we
look at the effects of graph symmetry, and show that if a
standard DTQW has a reduction to a quotient graph due
to graph symmetry, the family of DTQWs also has a re-
duction to the quotient graph, including the continuous-
time limit. In Sec. VI we conclude.
II. DEFINITIONS OF QUANTUM WALKS
A. Discrete- and continuous-time quantum walks
We now define DTQWs and CTQWs. These defini-
tions are taken from [3] and apply to d-regular graphs,
but, the definitions can be extended to irregular graphs.
Let G be a d-regular graph on which the walk is defined.
The Hilbert space of the DTQW is Hc⊗Hp. In the posi-
tion space Hp, a basis vector |v〉 is associated with each
of the vertices v, and in the coin space Hc, a basis vector
|i〉 is associated with each of the edges emanating from
each vertex of G; i is a label of the different directions
one can walk. The basis vectors of the coin and vertex
states together are {|i, v〉 ≡ |i〉 ⊗ |v〉}.
Definition 1. The time evolution of a state vector in a
DTQW is |Ψn+1〉 = U |Ψn〉, where U = SF , where
S =
∑
v
∑
i
|j(i, v), v(i)〉 〈i, v| (1)
and
F = C ⊗ I. (2)
In this definition, S is the shift operator and F is the
coin-flip operator. These are both unitary. Here, v is any
vertex of G; v(i) is the vertex connected to v along the
direction i; and j(i, v) is the direction by which v(i) is
connected back to v. If G is d-colorable, then we can al-
ways choose j(v, i) = i, so walking the the same direction
twice takes one back to the vertex where one started. We
will assume that later in our construction. In this case,
S is not only unitary but also Hermitian.
Strictly speaking, F needn’t have the tensor product
structure C ⊗ I. It could be of the form F =∑i Ci ⊗ Pi
where Pi are projection operators such that
∑
i Pi = I
(identity over Hp) and the Ci are unitary. This would
allow the coin to differ at different parts of the graph.
This type of coin is used in the search algorithm presented
in this paper to “mark” the node to be found.
Definition 2. A CTQW over G is defined by the uni-
tary tranformation U(t) = e−iHt and the state vector at
any time t is |Ψ(t)〉 = U(t) |Ψ(0)〉. Here, H = H† is a
Hermitian operator such that for vertices i 6= j,
Hij
{ 6= 0 if i and j share an edge,
= 0 otherwise,
and Hii ∈ R.
There is a canonical choice of Hamiltonian H that one
might call a standard CTQW. Let A = [Aij ] be the ad-
jacency matrix of the graph G, so aij = 1 if i and j are
connected by an edge and aij = 0 otherwise; then for
i 6= j, Hij = κaij , and Hii = κdi, where κ is an energy
scale (or rate) and di is the degree of vertex i.
The CTQWs defined in this paper are not of this stan-
dard form; but they do satisfy the broader definition
above.
B. Comparison with classical random walks
Discrete time classical random walks, which are a spe-
cial case of Markov chains, admit a continuous time limit.
These are defined by linear difference equations with
probabilities represented as vectors. The limiting pro-
cess is well established and is found in most discussions
of classical random walks (for example [26]).
Let a classical random walk be defined over a graph G.
Let pn be a vector whose ith entry is the probability of
being at the vertex i at time step n. The time evolution
is given by
pn+1 =Mpn, (3)
where M = [mij ] is a stochastic matrix. The probability
mji to go from vertex i to vertex j is zero unless an edge
connects i to j. In a standard undirected random walk on
G, from a vertex i there is an equal probability to walk
along any of the edges connected to i, so mji = 1/di
where di is the degree of vertex i.
As seen in [24], we can replace M by ǫM + (1− ǫ)I to
obtain a family of walks parametrized by ǫ. The standard
discrete-time random walk corresponds to ǫ = 1. Taking
the limit ǫ→ 0 while defining the time to be tn = nǫ, we
3obtain a differential equation for the probability vector
p:
dp(t)
dt
= (M − I)p(t). (4)
This equation gives the continuous-time limit of the dis-
crete time classical random walk.
It is clear that both the discrete-time random walk and
its continuous-time limit have the same number of states
in the Markov chain. But, in the quantum case, the con-
tinuous time dynamics is defined through the Schro¨dinger
equation
d |Ψ(t)〉
dt
= −iH |Ψ(t)〉 , (5)
where the state space is of the same dimension as the
number of vertices in G. But, as described above, the
state space of the DTQW also includes the “coin space,”
and thus the dimensions of the state spaces of a DTQW
and a CTQW over the same graph G are different. We
will overcome this difficulty by retaining the coin space
in the continuous limit of the DTQW. We can then think
of this as either a CTQW over a different (but related)
graph G′, or as a coined continuous-time walk.
III. CONTINUOUS TIME LIMIT
In this section, we show how to construct a family of
quantum walks, starting from a DTQW defined on a reg-
ular, d-colorable, undirected graph of degree d with a
Hermitian coin flip operator F . This family of walks is
parametrized by a real number s > 0, and has as a limit
as s → 0 a CTQW over a different but related graph.
This walk can be considered a continuous-time coined
walk. This construction is illustrated with an example,
and a few properties of the continuous time limit are de-
rived.
LetG be an undirected graph with a DTQW defined by
the shift operator S and coin flip operator F . S is defined
by Eq. (1), with j(i, v) = i (which can always be done if
G is regular and d-colorable). By the definition of S, it
is Hermitian. We assume also that F is Hermitian; many
widely studied coin operators (e.g., the Hadamard and
Grover coins) satisfy this assumption. In this standard
form of a DTQW, the shift operator S is a Hermitian
permutation matrix of order 2 and the coin flip operator
F maps a basis state of the coin space associated with a
vertex v to a superposition of such basis states.
Definition 3. A unitary transformation U acting on the
state space of a graph G is a local transformation if it
maps any vector associated with a vertex v to a super-
position of vectors associated with v and those associated
with vertices sharing an edge with v.
A. Family of DTQWs and limit
Constructing the family of DTQWs is based on a sim-
ple property of operators that are both Hermitian and
unitary. If a finite dimensional operator A is Hermitian
and unitary, then A2 = I, and
e−i
pi
2
(A−I) = A. (6)
By assumption, both S and F are Hermitian. Define a
family of step operators
U(s) = e−i
pi
2
s(S−I)e−i
pi
2
s(F−I). (7)
where s is a parameter s ∈ [0, 1].
Lemma 1. U(s) is a local transformation for all s, and
U(1) = SF
Proof. Since S and F are both Hermitian and unitary,
S2 = F 2 = I. This implies that
e−i
pi
2
s(S−I) = ei
pi
2
s(cos(πs/2)I − i sin(πs/2)S),
and similarly for F . Hence, U(s) = eipis(cos2(πs/2)I −
i cos(πs/2) sin(πs/2)(S + F ) − sin2(πs/2)SF ). Since I,
S, F and SF are all local transformations over G, U(s) is
also a local transformation over G. If we take s = 1 then
cos(πs/2) = 0 and eipis = −1, so we get U(1) = SF .
Let the family of local transformations U(s) be called
F . SF ∈ F . As s → 0 , U(s)→ I − ipi2 s(S + F − 2I) +
O(s2). This shows that as s → 0, the local transforma-
tions in F behave like the CTQW over another graph G′
with Hamiltonian H = S + F − 2I (up to a time scal-
ing of pi2 ). The connectivity of G
′ is described by the
entries of H as seen in the definition of CTQW. Hence,
this CTQW can be seen as the limit of the family of local
transformations F as s → 0. The continuous-time limit
defined by H = S + F − 2I is equivalent to that defined
by H = S + F up to a global phase.
B. Relationship between the original and new
graph: the coined continuous-time walk
Henceforth in the paper, we denote with a prime the
graph over which the limiting CTQW of a DTQW is
defined; the original graph is unprimed. The number
of vertices in the limiting graph G′ is the same as the
dimension of the state space of G. Hence, we can index
the states associated with G′ with the same labels as
the states associated with G. Each vertex subspace of
the original walk is mapped onto a collection of vertices
in G′. The edges among these vertices is given by the
coin flip operator F , and each of them is connected to
a neighboring vertex of the original graph G. We can
group these collections of vertices together, and consider
this limiting case to be a coined CTQW.
Note that if we allow self loops, then there are multiple
possible graphs G′ on which H defines a CTQW. We
therefore consider only the oneG′ which has no self loops.
4Example Consider the graph G to be the square
shown in Fig. 1. Because this is a cycle (d = 2) with
an even number of vertices (n = 4), we can define a
DTQW with a coin of dimension 2, and the graph G
is 2-colorable. The coin flip operator F could be any
2 × 2 matrix that is both Hermitian and unitary; the
Hadamard is a commonly used choice. The CTQW is
defined on the graph G′ as shown in Fig. 2. Each ver-
tex of the original graph G is mapped to two vertices
of G′, one for each coin state of each vertex; edges be-
tween coin states of the same vertex represent “coin flip”
transitions, while edges between coin states of different
vertices represent “shift” transitions.
FIG. 1: graph G
FIG. 2: graph G′
C. Properties of continuous-time limit
The evolution of the DTQW is the same if the coin F
is replaced with −F except for a time-dependent global
phase. However, the family of maps may differ. The
requirement for this transformation will become apparent
in the sections to follow, during the analysis of the search
algorithm.
Lemma 2. If |j〉 is an eigenvector of SF with eigenvalue
eiφj , then |j〉 is also an eigenvector of (S − F )2 with
eigenvalue 4 sin2
φj
2 . So if SF =
∑
j e
iφj |j〉 〈j| then
(S − F )2 =
∑
j
4 sin2
φj
2
|j〉 〈j| .
Define λj = 2 sin
φj
2 . Then
e−i(S−F )t =
∑
j
(
cosλjt |j〉 〈j| − i sinλjt
λj
|j〉 〈j| (S − F )
)
.
When φj is sufficiently small, λj ≈ φj . Roughly speak-
ing, this means that the limiting walk defined by the
Hamiltonian H = S−F approximates the DTQW pretty
well, as far as time evolution in the state space is con-
cerned.
IV. SEARCH ALGORITHM
In the search algorithm as described in [1], S is the
shift operator over a 2D
√
N × √N grid with periodic
boundary conditions, and the coin flip operator is
F = C0 ⊗ I − (C0 − C1)⊗ |x〉 〈x| , (8)
where
C0 = 2 |Sc〉 〈Sc|−I, |Sc〉 = 1√
d
∑
i
|i〉 , C1 = −I. (9)
C0 is called theGrover coin. The state |Sc〉 is the uniform
superposition of all coin states, and d is the dimension
of coin space. The state |x〉 is the marked vertex which
is to be found. The idea behind the algorithm is that
we use the coin flip C0 on all vertices other than x, and
use the coin flip C1 on x. We start with a state which
is symmetric on all the basis states, and use this vertex-
dependent coin to “accumulate” probability in the states
associated with x. Note that the number of coin states
associated with each vertex is d = 4, and S and F are
both Hermitian; hence (SF )−1 = FS.
Notation: We have already defined |Sc〉 as the uni-
form superposition of all d = 4 coin basis states. We
similarly define
|Sv〉 = 1√
N
∑
v
|v〉 (10)
as the uniform superposition of all vertex states. We
denote |Sc, Sv〉 = |Sc〉 ⊗ |Sv〉.
Consider the continuous limit of the algorithm with
Hamiltonian S −F , as described in the previous section.
The probability of being at a vertex v in the continuous-
time walk is the probability of being in the subspace
spanned by the vectors associated with v in the DTQW.
Theorem 3. The continuous limit of the DTQW search
algorithm described in [1] is a CTQW search algorithm
with Hamiltonian S − F , with the same time complexity
(that is, O(
√
N logN)).
Proof. The initial state is |Sc, Sv〉. Let x be the marked
vertex. The theorem follows from five partial results:
Claim 1. (S − F ) |Sc, Sv〉 = 2√N |Sc, x〉
5Proof. S |Sc, Sv〉 = |Sc, Sv〉, F |Sc, Sv〉 = |Sc, Sv〉 −
2 〈x | Sv〉 |Sc, x〉, and 〈x | Sv〉 = 1/
√
N . Putting these
together yields the result.
Claim 2. If |j〉 is an eigenvector of SF with eigenvalue
eiφj then
|j〉 〈j | Sc, Sv〉 = −i e
iφj/2
√
N sin(φj/2)
|j〉 〈j | Sc, x〉 .
Proof.
〈j | Sc, Sv〉 = e−iφj 〈j|FS |Sc, Sv〉
= e−iφj 〈j| (|Sc, Sv〉 − 2 〈x | Sv〉 |Sc, x〉).
Solving for 〈j | Sc, Sv〉 yields the result.
Claim 3.
|Ψ(t)〉 = e−i(S−F )t |Sc, Sv〉 (11)
=
∑
j
(
cos(λjt) + e
−iφj
2 sin(λjt)
)
|j〉 〈j | Sc, Sv〉 .
Proof. Follows from Lemma 2, Claim 1 and Claim 2.
Claim 4. The probability of being at the node x at a time
instant t is | 〈Sc, x | Ψ(t)〉 |2.
Proof. The initial state is symmetric with respect to all
directions about the marked node x. The unitaries S and
F preserve this property. This means that the amplitude
of being at each coin state associated with x at any time
t is the same. The result follows from this.
The initial state is |Ψ(0)〉 = |Ψ0〉 = |Sc, Sv〉. In [1]
they show that there are eigenstates |wα〉 and |w−α〉 of
U ′ = SF with eigenvalues eiα and e−iα, respectively,
such that
|Sc, Sv〉 = 1√
2
(|wα〉 − |w−α〉) + |Φrem〉 (12)
and
‖ 〈Sc, x | wα〉+ 〈Sc, x | w−α〉 ‖ = Θ( 1√
logN
), (13)
where ‖|Φrem〉‖ = Θ( 1logN ) and α = Θ( 1√N ). From
Lemma 2, it follows that
|Ψ(t)〉 = [f(α, t) |wα〉 〈wα | Sc, Sv〉]
= [f(−α, t) |w−α〉 〈w−α | Sc, Sv〉] + |Φrem1(t)〉 . (14)
Here, f(a, t) = cos(θat) + e
−ia
2 sin(θat), |Φrem1(t)〉 is a
vector perpendicular to both |wα〉 and |w−α〉, and θa =
2 sin(a2 ).
Claim 5. The magnitudes in Eq. (14) are:
‖ |Φrem1(t)〉 ‖ = O
(
1
logN
)
,
‖ 〈Sc, Sv | w±α〉 ∓
√
1/2‖ = O
(
1
logN
)
.
Proof. Taking the state at t = 0,
|Ψ(0)〉 = |Sc, Sv〉 = 1√
2
(|wα〉 − |w−α〉) + |Φrem〉
= 〈Sc, Sv | wα〉 |wα〉+〈Sc, Sv | w−α〉 |w−α〉+|Φrem1(0)〉 ,
(15)
which implies
|Φrem〉 =
(
〈Sc, Sv | wα〉 −
√
1/2
)
|wα〉+(
〈Sc, Sv | w−α〉+
√
1/2
)
|w−α〉+ |Φrem1〉 . (16)
Since all three vectors on the RHS are orthogonal, their
norms must each be less than or equal to the norm of
|Φrem〉 on the LHS. Since ‖ |Φrem〉 ‖ = Θ(1/logN), the
result follows.
Claim 6. At t = π/2θα,
‖ 〈Sc, x | Ψ(t)〉 ‖ = Ω
(
1√
logN
)
.
Proof.
|Ψ(π/2θα)〉 = e−iα/2 |wα〉 〈wα | Sc, Sv〉
− eiα/2 |w−α〉 〈w−α | Sc, Sv〉+ |Φrem1(π/2θα)〉 . (17)
The result follows from Claim 5.
With this last result we can prove the theorem.
The probability of the particle being at the node x is
Ω(1/logN) at t = π/2θα where θα = Θ(1/
√
N). Re-
peating the algorithm O(logN) times gives us a constant
probability of finding the marked item. The time com-
plexity of the continuous time search algorithm is there-
fore O(
√
N logN).
This result is in contrast to the proof in [2] that any
CTQW search algorithm over a
√
N ×
√
N grid with cir-
cular boundary conditions takes Ω(N) time. But, by
defining the CTQW search as the continuous time limit
on the related graph, as described in Sec. III—that is,
a coined CTQW—the search becomes as efficient as the
DTQW search algorithm.
6V. EFFECT OF GRAPH SYMMETRIES
In [3] it was shown that if a DTQW with an appro-
priate unitary evolution is defined on a graph with sym-
metries, then for certain symmetric initial conditions the
walk can be reduced to a walk on its quotient graph. This
is a smaller graph obtained by identifying certain groups
of vertices and edges. We briefly review the reduction.
Let H be a subgroup of the symmetry group over n
letters, where n is the dimension of the state-space of a
DTQW overG. The elements ofH are such that ∀h ∈ H ,
[σ(h), S] = 0, where σ(h) is the matrix representation
of the permutation and S is the shift operator. It is
shown in [3] that if U = SF (where F is the coin flip
operator) and [U, σ(h)] = 0 for every h ∈ H , then there
exists a common set of eigenvectors A = { | Ox〉 }, with
eigenvalue 1 for all σ(h), such that
∀ |Ox〉 ∈ A, U |Ox〉 ∈ A. (18)
Locality of the graph is preserved, in the sense that two
vectors |Ox〉 and |Oy〉 in A are connected if and only if
every component |i〉 of |Ox〉 is connected to some com-
ponent |j〉 of |Oy〉 in the graph G. Mathematically, this
means that 〈Oy |S |Ox〉 6= 0 if and only if for every state
|i〉 such that 〈i | Ox〉 6= 0 there exists a state |j〉 such that
〈j | Oy〉 6= 0 and 〈j|S |i〉 6= 0.
The “quotient graph” GH is the graph whose states
are the vectors in A and whose connectivity is defined
as above. Two states |Ox〉 and |Oy〉 are associated with
the same vertex in GH if, for every state |c1, v〉 of G such
that 〈c1, v | Ox〉 6= 0, there exists a coin state labeled by
c2 such that 〈c2, v | Oy〉 6= 0.
We can easily see that if [U, σ(h)] = 0 and [S, σ(h)] = 0,
then [F, σ(h)] = 0. Let F be Hermitian. Then by the
results of Section III the continuous limit of the DTQW
is generated by the Hamiltonian H = S + F over the
related graph G′. From the above, [σ(h),H] = 0.
Theorem 4. H defines a CTQW over G′H whose basis
states are the basis states of GH .
Proof. The proof is similar to as given in [3]. Since the
{|Ox〉} are eigenvectors of σ(h) with eigenvalue 1,
σ(h)H |Ox〉 = Hσ(h) |Ox〉 = H |Ox〉 . (19)
This proves that H is an operator on the space spanned
by the vectors in A. As in Section III, we can define the
graph G′H whose vertices correspond to the vectors in A.
Hence, H defines a CTQW over G′H , or a coined CTQW
over GH .
It straightforwardly follows that this walk is the
continuous-time limit of a DTQW over the quotient
graph GH .
Theorem 5. The family of unitary operators U(s) =
e−i
pi
2
s(S−I)e−i
pi
2
s(F−I), parametrized by s ∈ (0, 1], define
a local transformation over GH , which for s = 1 is a
DTQW. Hence, the CTQW given by the Hamiltonian H
over G′H can be seen as the continuous limit of a DTQW
over the quotient graph in the limit s→ 0.
Proof. By the proof of Lemma 1, U(s) = a2I + ab(S +
F )+ b2(SF ). I, S+F and SF are local transformations
over GH . Hence U(s) is a local transformation over GH
∀ s ∈ [0, 1].
U(s) = I − iπ
2
s(S + F − 2I) +O(s2).
Taking the limit s → 0, as shown in Section III, we see
that H = S + F is a Hamiltonian that defines a CTQW
over G′H .
VI. CONCLUSION
In classical random walks, there is a straightforward
sense in which continuous time random walks are a limit
of discrete time random walks. Both can be defined on
the same graph, with behaviors that are opposite limits of
a continuous family of evolution rules. Because discrete-
time and continuous-time quantum walks are defined on
state spaces with different dimensions, constructing such
a correspondence is not simple. A small number of at-
tempts have been made to overcome this problem.
This paper presents a different approach. For a par-
ticular class of DTQWs with Hermitian coins and shift
operators, the continuous-time limit of a DTQW on a
graph G is a continuous-time walk on a different, but re-
lated, graphG′. The two evolution rules can be defined as
opposite limits of a continuous family of evolution rules,
just as in the classical case. We can think of this walk on
the graph G′ as being a coined continuous time quantum
walk.
Because the continuous-time limit is defined on the
same space as the DTQW, it shares many properties with
the original walk. We have shown, for example, that the
continuous-time limit of the DTQW search algorithm has
the same
√
N speed-up as the original algorithm; the
usual CTQW on the same graph has no speed-up.
Similarly, DTQWs on symmetric graphs can exhibit a
reduction to a DTQW on a smaller quotient graph. This
property is closely connected to the existence of quantum
speed-ups in certain quantum-walk based algorithms [12].
We have shown the the CTQW limit of this walk shares
this reduction to a walk on the quotient graph.
The ability to take such limits—and the existence of
coined CTQWs—adds another tool to the arsenal of
quantum walks, and one that deserves to be further ex-
plored. Moreover, the interesting question of why the use
of coined walks can sometimes produce speed-ups also de-
serves further study. In addition to their own beautiful
properties, quantum walks have proven to be a fertile
field for the study of quantum algorithms. We hope to
illuminate these questions in future work.
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