Abstract. Random parameter models are used to describe natural phenomena governed by deterministic processes in situations where such descriptions require randomness in the parameters of the model (such as model coefficients and initial conditions). Such scenarios arise, for example, due to variability across a spectrum of sources from which data are extracted or across conditions under which data are collected. Random measurement error models describe phenomena that are governed by deterministic processes with fixed parameters, but for which the relation between model outputs and the data is obscured by random errors in the observation process that differ from one observation to the next. Here we revisit the problem of parameter inference for such models and point out the importance of the determinant of the Jacobian of the solution map for the process. The Jacobian deteminant appears in the random parameter model inference as a factor in a transformation of measure formula, and in the random measurement error case as a noninformative prior density that is invariant to parameter space transformations. We use numerical examples to illustrate that, although computationally expensive, the Jacobian determinant is important for accurate parameter density estimates in both cases. We also show that in special cases good approximations can be obtained with less expensive priors as alternatives. Finally, we survey some efficient methods for Jacobian computation.
any information about the parameters that is independent of the data, such as, for example, bounds on the values of the parameters that are obtained from literature (e.g., biological experiments) or from qualitative analysis of the system (e.g., analysis of existence and stability of equilibria [55, 56] ). The choice of a prior is a topic of intense debate among practitioners of Bayesian inference [6, 17, 42, 52] . The danger of employing a poorly chosen informative prior is in the degradation of the accuracy of the posterior [50, 52] . A noninformative prior (also often referred to as an objective or flat prior) is used when no information about the parameter values is known. Jeffreys [26] has formulated a principle by which an objective noninformative prior should be invariant under invertible transformations of the parameters, and derived a formula for such a prior as one that minimizes the Fisher information matrix. The Bernstein-von Mises theorem [12, 64] implies that for models with a finite number of parameters, the posterior distribution is essentially independent of the prior once the data sample is large enough.
In contrast to the above, there are modeling situations in which the system is described by data collected from multiple subjects (cells, tissue samples, organisms, patients). Such situations are common in biological settings where repeated measurements on a single subject may not be possible because the experiments are performed on large groups of subjects (i.e., cell cultures), the process of data collection is terminal for the subject (as in some studies of animal disease models [63, 35] ), the subject changes in some way (e.g., by aging or acquiring immunity to a disease [40, 22] ), or human patients are released from the study. In such situations, the parameters of different subjects may not be identical and the observed data include this parametric variability. Therefore one needs to describe the system using a model with a parameter distribution that characterizes the variability of parameters over the collection of subjects. We will use the term random parameter model for a model with fixed model structure and a parameter density so as to distinguish this situation from the more general ensemble model case in which different model structures are used to describe the same system [16] . If the distribution of data for the random parameter model is known and and the map from parameters to data is invertible, then the parameter distribution corresponding to the observed data can be found using the standard transformation of measure formula [13, 14] .
In the literature there is some confusion between these two scenarios because they give superficially similar results, i.e., both produce a dynamical model with a distribution over the space of parameters. This problem is often compounded by the fact that only aggregate data are available for the system of interest. In this paper we attempt to clarify the matter by discussing some of the known differences and similarities between the two models and inference procedures in both theory and application. We observe that the Jacobian determinant of the solution map for the dynamical model is an important component of parameter estimation in both scenarios. For random parameter models the Jacobian determinant is required for the transformation of measure formula, while for random measurement error models the Jacobian determinant minimizes the Fisher information matrix and hence is proportional to the Jeffreys prior for that system, which allows it to serve as a good noninformative Bayesian prior [50] . We also present several techniques for efficient computation of the Jacobian determinant, including an explicit formula for linear ODE models. To our knowledge, the Jacobian determinant has not been utilized in parameter inference of differential equation models.
The presentation of the paper is as follows: In Section 2, we define the notation for the models of interest and derive the main results. In particular, in Subsection 2.1 we discuss standard Bayesian inference for parameter estimation for the random measurement error model, and describe the properties of the Jacobian prior. In Subsection 2.2 we describe the well known solution of the inverse problem for random parameter models using transformation of measure. In Section 3 we describe numerical simulations that we used to investigate the accuracy of the posterior distributions obtained using the Jacobian prior from exact or approximate data distributions, as well as of distributions obtained when alternative priors are employed.
Since the Jacobian determinant may be expensive to compute relative to other commonly used options, the goal here is to explore how accuracy of parameter estimates varies across these choices of priors. In Subsection 3.1, we study the inverse problem for solutions of systems of linear differential equations. We make the tantalizing observation that while using the Jacobian prior results in posteriors that closely match the parameter density, other commonly used priors can also yield accurate results in some but not all cases, and we observe a relation between these other priors and the Jacobian prior when this similar performance occurs. In Subsection 3.2, we compare posterior parameter densities obtained using various priors for a nonlinear system of differential equations. Since our results show that utilizing the Jacobian prior, as justified by theory, is indeed important to obtain accurate parameter estimates in some scenarios, we go on to discuss several methods for computing Jacobian determinant in Section 4. The main body of the paper concludes with a discussion in Section 5. Finally, in the Appendix we give some additional consideration to the relationship between parameter densities inferred for the random parameter and random measurement error models and point out that in fact the distributions inferred for both models can be identical under certain commonly occurring conditions.
Model Setup.
We consider situations in which the response of a physical system in a specific experiment can be modeled using a nonlinear map F from the parameter space A to the data space Y, i.e., (1) y F paq where a A is the parameter vector characterizing the system (which may include initial conditions of the experiment) and y Y is the data vector observed in the experiment. For simplicity, we focus on systems for which (i) the parameter space and the data space have equal dimension, and (ii) there is an open set Ω A in which the model is identifiable from the data, i.e., F paq F pa ¦ q implies a a ¦ for all a, a ¦ Ω. The second assumption implies that F ¡1 is well defined on F pΩq Y and excludes situations in which the manifold F pΩq intersects itself and hence additional data beyond those in Y are needed to identify parameters [53] .
In our examples below, F is the solution map of a system of autonomous ordinary differential equations, (2) 9 xptq gpxptq, Λq xp0q b, where xptq R n is the state vector of the system at time t, Λ is a vector of parameters, and b R n is the initial condition. The model parameter vector a A R p is comprised of Λ and some or all elements of b. We assume that the solution of (2), i.e., trajectory, denoted by xpt; Λ, bq, is unique for all Λ and b. We also assume that all of the state variables are observed and hence elements of Y are m-tuples y px 1 , x 2 , . . . , x m q of vectors x j R n , representing observations of the system at times t 1 , t 2 , . . . t m , i.e., x j xpt j ; Λ, bq, j 1, . . . , m. The map F : A Ñ Y is thus defined as F paq px 1 , x 2 , . . . , x m q : y for a fixed choice of tt 1 , t 2 , . . . t m u. The choice of tt 1 , t 2 , . . . t m u is not arbitrary, but must be made so that the condition of identifiability (ii) above is satisfied. The assumption dim A dim Y requires that p mn. (We treat y and F paq exchangeably as elements of R m¢n or R mn .) Consider now the situation in which a system modeled by (1) has been observed and data D ty 1 , y 2 , ..., y N u were measured in independent observations of the system. Unless y i are all identical, the model (1) will not be able to explain the data. Instead, a statistical extension of (1) will be required in which the output y is replaced by a random variable Y , for which ty 1 , y 2 , ..., y N u are distinct realizations. Among the common sources of randomness in the system are measurement error, modeling error, and parameter variability (e.g., differences across subjects from whom successive observations are made). Various extensions of (1) are possible, with combinations of fixed and random parameters and different functional forms for the random contribution. The methods of parameter estimation differ for each such extension and depend also on how much is known about the distribution of the random effects, how much information is known about the data, and what information is desired about the parameters.
In this paper we focus on two statistical extensions of the nonlinear model (1): the random measurement error model,
in which the parameter vector a is assumed fixed throughout the experiments and the random variable G is a measurement effect (e.g., a measurement error), and the random parameter model,
where the model parameter itself is random variable A. For each extension we describe well known inference methods, each of which provides a distribution of the unknown parameter vector as a way of characterizing its uncertainty; these are the Bayesian inference method for the random measurement error model, and transformation of probability measure for the random parameter model. 2.1. Random measurement error model. Consider first the situation in which the parameter vector a has a specified but unknown value for the system represented by the model (1) and the observed data vector is subject to random measurement errors as given in (3), where the random error variable G has zero mean, and the observed data vector is now a random variable, denoted by Y .
Bayesian inference captures the uncertainty associated with the estimation of a by producing the posterior density σpa|yq that quantifies the probability that the system is governed by the parameter vector a given the observed data vector y, taking into account information already known about the parameters (see e.g., [19, 50, 52, 14] ). One treats both y and a as independent variables and considers a joint probability density ρpy, aq, which by standard rules of probability distributions reduces to a product of two functions: the conditional probability ρpy|aq of observing the data y for model with parameters a, and the prior density πpaq that reflects any information about the parameters that is independent of the data, i.e., ρpy, aq ρpy|aqπpaq. The conditional density ρpy|aq is then treated as a function of a and referred to as the likelihood Lpa|yq of a given data vector y, and the posterior density is expressed by a formula that can be derived from Bayes' Theorem: σpa|yqπpyq ρpy, aq ρpy|aqπpaq Lpa|yqπpaq.
Let γpgq be the density of G. For model (3) , y Y and the likelihood is Lpa|yq γpy ¡ F paqq, and hence the Bayesian posterior distribution on parameter space is given by (5) σpa|yq W γpy ¡ F paqqπpaq for a density πpaq known as the prior, with proportionality instead of equality because we have omitted a normalization factor. In the modeling context, the distribution σpa|yq is the result of the inference process: it describes the probability (or, as Jaynes [24] calls it, the plausibility) of a parameter vector a given the single observation y and any prior information about the parameters, contained in πpaq. Alternatively, one can interpret the densities πpaq and σpa|yq as characterizing the uncertainty in the value of the parameter a before and after the observation y, respectively. In the limit of large N , the posterior distribution converges to a singular distribution independent of the prior (a generalization of the Bernstein-von Mises theorem [12, 64] ).
Let ηpyq be the density of the random variable Y , i.e., the complete data density. In the limit of an infinite data set, the uncertainty about the parameter value is eliminated, and the Bayesian posterior reduces to a singular distribution localized at the value a KL given by (see [28] )
The formula (7) does not require that the distributions γ and η be consistent, in the sense that they are related by a transformation induced by the model (3). Inconsistency of the two distributions can result from mismatch between the model and the data [51] . For a given ηpyq one can achieve consistency by taking γpgq ηpg ȳq whereȳ is the expected value of ηpyq.
In view of the non-negativity of the Kullback-Leibler divergence, (7) reduces to the intuitive result a KL F ¡1 pȳq F ¡1 pErY sq. (8) Note that this observation provides both the parameter value a KL and the error distribution γpgq, and hence complete information about the system modeled by (3) .
Consider now the very common case of aggregate data, in which a finite data sample has been collected but not revealed to the modeler. Instead, the modeler is given some statistics of the state variables, such as, for example, the sample meanȳ and sample covariance matrix C of the data, defined respectively byȳ 1 N°N j1 y j and C 1 N ¡1°N j1 py j ¡ȳqpy j ¡ȳq T (where we treat y j as column vectors). In other words, the data probability density ηpyq is approximated by
What is the correct Bayesian approach to inference from such aggregate data D tȳ, Cu ?
One could sample the distributionηpyq to obtain the appropriate number of data points, but that introduces additional errors. One could takeηpyq in place of the correct data distribution and compute the KL value of a, but that provides no characterization of parameter uncertainty. If the measurement error density γpgq is known, then the most appropriate technique is to treat the unknown data as missing data and include them in Bayesian inference as additional parameters to be found [47, 48, 49, 65] . In the absence of knowledge of γpgq, it is customary to estimate it as γpgq ηpg ȳq.
Jeffreys principle of invariance [26] Such a prior has the property of being invariant with respect to all invertible transformations of the parameter space (see, e.g., [50] where Jpaq |det D a F paq| is the Jacobian determinant.
We shall refer to the prior πpaqWJpaq as the Jacobian prior 1 , to emphasize its functional form and to distinguish it from another prior defined by Jeffreys in [25] for positive parameters, πpaq W ± i |a i | ¡1 , which we call the reciprocal prior below. To our knowledge, the Jacobian prior has not been used in Bayesian inference on problems that involve ODE models of the type (2) . One reason could be the complexity of computing the Jacobian for all but the simplest solution maps F . In Section 3, we illustrate the difference in posterior distributions obtained from using Jacobian priors relative to those arising from reciprocal and uniform priors. In Section 4, we summarize several methods for computation of Jpaq, including methods specific to maps derived from systems of ODEs, and discuss their efficiencies.
Note that the Jacobian prior is not based on any specific prior knowledge of the parameters but rather on prior knowledge of the model structure and the connection between model parameters and the data (i.e., the solution map F ). Since the function Jpaq is unlikely to be normalizable on the full parameter space, prior information about the parameters can still be utilized by modifying the support of Jpaq using bounds on the range of parameter values under consideration.
The Jacobian prior has one additional important property: the posterior distribution for data y can be evaluated as
where the normalization factor Q obeys, after the substitution x F paq,
The remarkable fact here is that Q, i.e., the prior density of observations, is independent of y. In other words, when Jacobian determinant is used to represent prior information about the parameters of the system, the observations y Y are all equally probable. As was pointed out by Stigler [59] , this is the original form of Bayes's interpretation of the "principle of insufficient reason" that lies behind the notion of a noninformative prior [5] . In other words, the Jacobian prior is the appropriate noninformative prior for the statistical extension (3) in the sense originally proposed by Bayes.
2.2. Random parameter model. Consider now a situation in which a system is modeled by (1) with parameters that are endowed with an inherent (aleatoric) randomness described by a distribution with probability density ρpaq. For example, in the study of the immune response, cytokine levels of mice and immune cell counts are measured by sacrificing the experiental subject [63] , and therefore repeated measurements on the same subject (governed by the same parameters) are impossible. A density ρpaq then defines parameter variability across the collection of mice used in the experimental study. The parameter vector is thus a random variable, denoted by A, with density ρpaq, and, if we assume that modeling and experimental errors in the system are negligible compared to the uncertainty produced by parameter variability, the observation is a random variable Y given by equation 4.
For model (4) , the relation between ρpaq and ηpyq is given by a theory of transformation of measure (see, e.g., [13] or [14] ). In particular, if ρpaq has support in Ω then ηpyq is supported on F pΩq, and for any measurable Γ Ω the probability of the event Γ for random variable A is equal to the probability of the event F pΓq for random variable Y , i.e., 2 (12)
With the assumption that F is bijective on Ω, we can invoke the well known change of variables formula ( [13] , Theorem 2.47),
where Jpaq |det D a F paq| as in the previous section. Thus, from equation (12), for any measurable Γ Ω,
which implies (13) ρpaq ηpF paqqJpaq, a Ω.
In the modeling context, equation (13) gives us the result of the inference process. Given the data distribution ηpyq, for the random parameter model the probability density of parameters ρpaq compatible with the data is given by (13) . If the map F originates from an ODE model (as in our examples below), the statistical extension (4) is called a random coefficient ODE [54] . Although the sample trajectories of such a system for fixed a are individually deterministic, F defines a distribution of trajectories corresponding to ρpaq.
The technical aspect of determination of the density ρpaq from the data depends on how much information is available about ηpyq. In the ideal case, one knows the full density ηpyq, which describes the probability of any data outcome of the random parameter model. Note that such a density contains not only the distribution of values of the state vector x at each time t i but also the correlations of such values. In view of (13), the knowledge of ηpyq and F paq immediately implies the knowledge of ρpaq. In a realistic situation, a sample of the density ηpyq is obtained as a series of N measurements, i.e., D ty 1 , y 2 , . . . y N u with y j F pΩq.
If the explicit form of the inverse map F ¡1 is available then one can use the data sample Y to produce a sample A of the parameter distribution ρpaq as A ta 1 , a 2 , . . . a N u where a j F ¡1 py j q, j 1, 2, ..., N . However, numerical inversion of the map F is ill-conditioned and computationally expensive since it requires a solution of nonlinear system of equations using, for example, a Newton-Raphson algorithm. In the examples shown below we represent a large data sample with an aggregate multivariate Gaussian probability densityηpyq, as in (9), which can then be transformed into an approximation of ρpaq using (13) withη in place of η.
It is often desirable to produce a sample for the density ρpaq, i.e., a set of i.i.d. points a 1 , a 2 , ..., a N . Computational tools for obtaining such a representation of a parameter density include stochastic collocation [33, 1] , polynomial chaos [15, 67] , and, most commonly, Markov chain Monte Carlo methods that provide a sample of the posterior distribution, such as the Metropolis-Hastings algorithm [36, 21] . The efficiency of such methods depends to great extend on how quickly one can evaluate the function ρpaq. As the equation (13) makes clear, such computation requires solution of the ODE system and the computation of the Jacobian determinant Jpaq. As we discuss below in Section 4, the computation of Jpaq is expensive (in the worst case it is n times more expensive than the solution of the original ODE system, where n is the dimension), and hence it makes sense to ask whether there are any sensible approximations to Jpaq. In Section 3, we compare parameter estimation results for random parameter models obtained from the use of (13) with a Jacobian determinant, as supported by theory, against results from using other terms that are easier to compute in place of Jpaq. We show that in some cases Jpaq can be approximated by constant or reciprocal functions, but in other situations, this substitution can severely degrade accuracy.
In some literature (see, e.g., [4, 44, 7, 68, 11, 23, 29, 31, 38, 43, 39] ), parameter estimation for random parameter models is performed by using the Bayesian technique suitable for models with measurement error (Section 2.1), with an error distributionγpyq derived from aggregate data distributionηpyq, and then interpreting the Bayesian posterior σpa|ȳq as the parameter density ρpaq. Yet equation (13) provides a reminder of the theoretically justified approach. In the Appendix we show some of the differences and similarities between the parameter densities obtained for the two models and inference procedures. In the Supplementary Materials we discuss a special case of the random parameter model in which A is a sum of a random variable B with zero mean and a fixed parameter a representing the mean of A, i.e., Y F pa Bq as an example of proper Bayesian inference formulation for random parameter models.
Examples.
In this section, we give examples of parameter inference for several ODE models. We consider both statistical extensions discussed in the previous chapters, generate simulated data, and compare the resulting parameter distributions inferred from the data. Our primary goal is to explore the effect of inclusion or absence of the Jacobian determinant on the results. The motivation here is practicality. For random measurement error models, the Jacobian prior is one of many possible priors, albeit the preferred noninformative prior due to its satisfaction of Jeffreys principle of invariance. It makes sense to ask whether the computational costs associated with its inclusion yield tangible improvements in prediction accuracy. For random parameter models, even if the use of Jacobian is theoretically required, it may not be practical due to its computational costs, and it is thus of interest to explore its performance relative to other options, especially when approximations are already used for the data distribution, as is the case for aggregate data.
In each example we fix a particular ODE model (2) . The parameter regions in the examples are selected so that the models (2) are identifiable, thus guaranteeing the injectivity of F . For the random measurement error extension, we also fix a parameter vector a that generates exact dataȳ F paq. We then assume a data density ηpyq, and use the Metropolis-Hastings algorithm to obtain samples of the posterior densities σpa|ȳq using (5) with error distribution γ consistent with η and with various priors πpaq. We then compare these samples to each other. For the random parameter extension we assume a parameter density ρpaq, and generate a parameter sample a 1 , a 2 , ..., a N , which yields a data sample y 1 , y 2 , ..., y N (as y k F pa k q), from which we deduce an aggregate data densityηpyq. We then employ the Metropolis-Hastings algorithm to obtain samples of the parameter density inferred from the aggregate data density using (13) with Jpaq the true Jacobian determinant, and compare them with samples of ρpaq. The match will not be exact, due to the approximate data density employed, which opens up the possibility that samples obtained using the same formula but with Jpaq replaced by low-cost alternatives (uniform or reciprocal density) may provide similar performance, and therefore we compare results across these options. 3.1. Linear ODE system. In this section we study the inverse problem for a linear system of differential equations defined as (14) 9 xptq Λxptq xp0q b where xptq R n is the state of the system at time t, Λ R n¢n is a matrix of parameters, and b R n is the initial condition, which is now taken as a fixed known value rather than a free parameter. Since the initial condition is independent of the parameters, the model parameters are the entries of the matrix Λ written as a vector a R n 2 and the parameter space is A R n 2 . We assume that the data is observed at n equally spaced time points (without loss of generality ∆t 1) t j j, j 1, . . . , n, yielding y px 1 , . . . , x n q Y with each x j R n . Using n time points ensures that D a F paq is a square matrix. We also assume that the points x 1 , . . . , x n are linearly independent, which guarantees global identifiability of Λ from the data [57] .
Restricting our attention to a linear system of differential equations provides several advantages as an example of application of the Jacobian prior. First, the solution map is defined explicitly as (15) F paq F pΛq te Λ b, ..., e nΛ bu and the inverse map as (16) Λ F ¡1 pyq ln Φ where, as in [55, 56] , Φ X 1 X ¡1 0 for X 0 and X 1 defined as the n ¢ n matrices with column vectors tb, x 1 , ..., x n¡1 u and tx 1 , ..., x n u, respectively. Second, the subset in the data space Y on which a unique inverse of F exists for the linear dynamical system (14) has already been established to be the set for which the matrix Φ has only distinct positive real eigenvalues (Corollary 3.2 of [56] ) and bounds are available on the permissible uncertainty of data for which the unique inverse persists [55, 56] . The availability of the formulas for F and F ¡1 also makes it straightforward to compute the Jacobian determinant, Jpaq, without the need for numerical integration of the system, which facilitates its use as the prior in Bayesian inference (see Section 4.1 below).
For ease of visualization, all examples in this section are two-dimensional linear systems, n 2. All numerical codes were implemented using MATLAB. [34] 3.1.1. Random measurement errors. Here we compare results of Bayesian inference derived from use of the Jacobian determinant to those attained when the Jacobian determinant is replaced by certain alternatives. We use the following algorithm for calculation of the posterior density samples:
1. Fix a in the subset Ω A on which the model (14) is identifiable. 2. Fix the time points for observation t 1 , . . . , t m , and compute the forward solutionȳ F paq txpt i ; a, bqu m i1 R nm (note that although we may presentȳ in another form, in calculations we treat it as a vector in R nm ).
3. Choose Ξ Y in the domain of F ¡1 centered atȳ Y (e.g., using the techniques of [55, 56] ) and prescribe the data density ηpyq as a uniform density on Ξ. 4. Use the Metropolis-Hastings algorithm [52] to obtain a sample, M π , of the posterior density σpa|ȳq defined by (6) , with y ȳ and error density γpbq ηpb ȳq, for a chosen prior πpaq. 5. Compare M π to each other.
In all examples for random measurement error extensions (this section and Section 3.2.1 below), we compare M Unif , M Rec , and M Jac , which result from applying this algorithm with the prior density chosen to be either uniform, πpaqW1, reciprocal, πpaqW The parameter vector a pλ 11 , λ 12 , λ 21 , λ 22 q F ¡1 pȳq for this choice of b andȳ, i.e., a p¡0.5, ¡0.75, ¡0.5, ¡1q, gives a linear system with a stable node at the origin. Numerical computation of the maximal permissible uncertainty in the data such that uniqueness of the inverse is maintained yields U 0.436 [55, 56] . For the first step of the algorithm, we let Ξ cpx 1 , U q ¢ cpx 2 , U q, where cpx, q denotes the cube with center x and side length 2 . The Metropolis-Hastings algorithm was run for 5 ¢10 5 parameter proposals. Results are displayed in Figure 1 . The samples M Unif and M Rec differ significantly from M Jac , especially in the first two parameters. Note that M Unif is shifted towards larger magnitudes of parameter values compared with M Jac , while M Rec is shifted towards smaller magnitudes. Although visual comparison of the marginals M π provides an effective way to view the shapes of the posteriors and analyze their similarity, histograms depend greatly on the bin width. We therefore used a two-sample Kolmogorov-Smirnov (K-S) test to test the null hypothesis that the samples M Jac and M π are drawn from the same distribution. (Only every 500 points of the posterior sample M π was included in the computation of the p-values in order to remove auto-correlation of the sample due to its random walk nature.) The computed pvalues, shown in Table 5 , indicate that M Unif and M Rec were drawn from different distributions than M Jac , at the significance level α 10 ¡3 . In this example, the unique parameter vector a F ¡1 pȳq p¡1, ¡1.5, ¡1, ¡2q corresponds again to a linear system with a stable fixed point. Numerical computation of the maximal permissible uncertainty in the data yields U 0.134. Using the same procedures as in Example 1, samples M Unif , M Rec , and M Jac were computed and these are shown in Figure 2 . The samples M Rec clearly performs better than M Unif in approximating M Jac across all parameters. This time, both M Unif and M Rec are shifted towards larger magnitudes of parameters and, again, their means do not approximate well the parameters corresponding to the mean data ( Table 3 ). The K-S test gives p-values (Table 5) indicating that the uniform and reciprocal priors produce posterior distributions that are significantly different from that obtained for the Jacobian prior, as in Example 1. Nonetheless, we shall see shortly that there is a relationship between the results for the reciprocal and Jacobian priors in this case, which was not present in Example 1. M Unif , and M Jac were computed and these are pictured in Figure 3 . Here, M Unif gives good approximation of M Jac overall in the first three parameters and represents the data mean in all parameters while M Rec yields poor estimates ( Table 4 ). The K-S test gives p-values (Table   5 ) implies that both M Unif is indistinguishable from M Jac at the significance level α 0.01, and hence both Jacobian and the uniform priors yield accurate posterior approximations of the parameter density. In summary, in this series of examples for the random measurement error model, the posterior density derived employing the Jacobian prior consistently produced excellent estimates of the parameter vector, while accuracy resulting from using the reciprocal and uniform priors varied from case to case. Visual inspection of the marginals showed instances where the uniform and reciprocal priors seemed to give results comparable to the Jacobian prior.It appears that in those circumstances the Jacobian prior can be closely approximated by one or Values less than 1 ¢ 10 ¡3 were rounded to 0.
Table 5
The p-values computed from two-sample K-S test comparing the marginals of MJac with the marginals of the tMπu for the parameters tλ11, λ12, λ21, λ22u. Low values correspond to low probabilities that values were drawn from the same distribution. To remove autocorrelation from MCMC samples, only every 500th point in the sample was used for the K-S test.
the other prior. Figure 4 demonstrates this agreement by showing the traces of Jacobian and reciprocal priors obtained during the MCMC simulations (the uniform prior is omitted as it corresponds to a constant trace). In the figure on the left, corresponding to Example 1, the three curves depicted fluctuate over several orders of magnitude and therefore the reciprocal and Jacobian priors differ from each other and from the uniform prior. In the figure in the center (i.e., Example 2) the reciprocal and Jacobian priors fluctuate but their ratio has significantly smaller fluctuations, which is consistent with the reciprocal and Jacobian priors being approximately proportional and leading to fairly similar posterior distributions (Figure 2) . Finally, in the figure on the right (i.e., Example 3), the Jacobian prior has much smaller fluctuations than the reciprocal prior and hence the uniform and Jacobian priors produce similar posterior distributions (Figure 3) . Thus, we observe that for Bayesian parameter estimation for linear systems in the random measurement error framework, if accuracy is the priority, then the Jacobian prior should be used. However, there may be opportunities to achieve reasonable accuracy from less computationally expensive priors, and future work would be warranted to characterize the conditions in which such results can arise. 
Random parameters.
Here we evaluate the accuracy of parameter inference in a setting in which the data distribution is approximated by an aggregate multivariate Gaussian approximationηpyq. This approach is designed to mimic the realistic situation in which the data Y that are used to estimate the parameters of the system are comprised of a finite collection of N repeated observations, ty 1 , y 2 , . . . y N u. The issue of interest here is whether it is necessary to compute the Jacobian determinant, as theoretically required in the formula (13), or whether it can be replaced by a low cost alternative, in view of the results just discussed. We use the following algorithm for calculation of the parameter density samples:
1. Define a density ρpaq on Ω A (on which the model (14) is identifiable). A ta 1 , a 2 , . . . a N u, a j A. 3. Fix the time points for observation as t 1 , . . . , t m and compute the forward solution y j F pa j q txpt i ; a j , bqu m i1 R nm for all j, yielding a sample of simulated data Y ty 1 , y 2 , . . . y N u, y j F pΩq. 4 . Represent the sample Y with an aggregate multivariate Gaussian probability densitỹ ηpyq using (9). 5. Use the Metropolis-Hastings algorithm [52] to obtain a sample, M π , of the densitỹ ρpaq ηpFpaqqπpaq with πpaq chosen from several alternatives.
Sample ρpaq to obtain
In all examples for random parameter model (this section and the Section 3.2.2 below), the samples should be interpreted as follows: A is a sample of the parameter distribution ρpaq for the random parameter model Y F pAq, while M Unif , M Rec , and M Jac are Metropolis-Hastings algorithm samples of the distributionρpaq ηpFpaqqπpaq with the density πpaq chosen to be either uniform, πpaqW1, reciprocal, πpaqW where Λ corresponds to a linear system with a stable node equilibrium (and agrees with a F ¡1 pȳq from Example 2). Define ρpaq as a multivariate normal distribution with mean a pλ 11 , λ 12 , λ 21 , λ 22 q and standard deviation chosen to be one of s 0.07, 0.15, or 0.25. The observation times were set as t 1 1 and t 2 2 to complete the definition of the solution map F as in (15). For each s, the parameter set A was created with N 1 ¢ 10 5 points and 5 ¢ 10 5 points were sampled for each Metropolis-Hastings algorithm sample. Figure 5 shows the marginalized histograms of A, M Rec , M Unif , and M Jac obtained using the algorithm above. In part (a), M Jac matches A very closely, while M Rec and M Unif are quite similar to one another and do not approximate A as well as M Jac , although they are close enough for practical purposes. As s increases through (b) and (c), we observe that differences between M Jac and A increase (due to the approximations in the data distribution) but that M Jac continues to approximate A well, especially in the marginals for parameters λ 11 and λ 21 . In contrast, the accuracy of M Rec and M Unif degrades severely. Note that the choice πpaq Jpaq produces a normalizable (localized) distributionρpaq for all examples presented, while the other choices of π do not. In particular, the marginals for M Rec in parts (b) and (c) for the parameter λ 12 increase near zero due to non-normalizability of the reciprocal prior near zero, while the (a) In the left panels of (a) and (b), the histogram for A is almost completely obscured by that for MJac; in all panels of (a), the histograms of MRec and M Unif largely overlap.
marginals for M Unif diverge in parameter λ 22 for large magnitudes of the parameter. The p-values for two-sample K-S test comparing the samples A and M π are reported in Table  6 . Again they indicate that M Jac gives the most accurate estimate of the parameter density, although for some parameters there is a statistically significant difference between A and M Jac . This disparity between A and M Jac results from the imperfect representation of the true data density ηpyq provided by the aggregate data distributionηpyq.
In summary, in this second series of examples, the Metropolis-Hastings algorithm employing a likelihood based on an approximate data distribution and the Jacobian prior produced accurate approximations of the parameter distribution. Samples resulting from using the re- Values less than 1 ¢ 10 ¡3 were rounded to 0.
Table 6
The p-values computed from two-sample K-S test comparing the marginals of A with the marginals of the tMπu for the parameters tλ11, λ12, λ21, λ22u. Low values correspond to low probabilities that values were drawn from the same distribution. To remove autocorrelation from MCMC samples, only every 100th point in the sample was used for the K-S test.
ciprocal and uniform priors differed from the parameter distribution and in some cases resulted in non-normalizable posterior distributions. The differences do shrink with the standard deviation of the parameter distribution to be estimated, however, allowing the possibility that substitution of a computationally inexpensive density in place of the Jacobian determinant may yield acceptable estimates in scenarios known to have small parameter variability.
3.2. Nonlinear ODE system. In this section we study the inverse problem for a system of nonlinear differential equations. We focus on a basic model of viral reproduction that has been applied, for example, to influenza A virus infection [2] :
In the system (17), V represents the concentration of infectious viral particles, H is the number of uninfected target cells, and I is the number of productively infected cells. By shedding viral titers, infected cells increase the concentration of viral particles at a rate of r per cell, and free viral particles are cleared at a rate of c per day. Uninfected cells interact with virus particles and become infected at a rate βHV . The infected cells die at a rate of δ per cell (where 1{δ is the average life span of an infected cell). The initial number of infected cells is taken to be zero, and the initial viral concentrations, V p0q V 0 , and initial number of target cells, Hp0q H 0 , are considered as parameters. Thus, the vector of model parameters is a pV 0 , H 0 , β, r, c, δq R 6 A, with units pTCID 50 {ml, cells, pTCID 50 {mlq ¡1 day ¡1 , pTCID 50 {mlqday ¡1 ,day ¡1 ,day ¡1 q, respectively. The number of observation times for the data is m 2 so that p mn 6 and D a F paq is a square matrix. The data point y px 1 , x 2 q consists of values of the model variables at prescribed time-points tt 1 , t 2 u, i.e., x j pV pt j q, Hpt j q, Ipt j qq.
3.2.1. Random measurement errors. As in Subsection 3.1.1, we fix a parameter vector a to generate the exact outputȳ F paq and assume a particular form of the data distribution ηpyq resulting from measurement error. We then compute the samples M π of the posterior distribution σpa|ȳq using the algorithm described there and compare the results. Again, we are interested in characterizing the benefits of Jacobian prior compared to alternative priors. chosen as the average of the best-fit parameter values from [2, 61] . We compute the trajectory associated with these parameter values at the observation times tt 1 , t 2 u t1, 2u to obtain reference trajectory pointsx ij , j 1, 2. The distribution ηpyq is then chosen to be the uniform distribution on the set Ξ defined as a Cartesian product of intervals rp1¡dqx ij , p1 dqx ij s with d 0.01. Figure 6 shows that, due to the small standard deviation of the data distribution, all distributions are closer to each other than in the linear examples. In particular, M Jac is well approximated by M Unif , while M Rec does not perform so well in marginals for all but the δ parameter. Note that the coefficient of variation of the marginal posterior distribution for the parameter c is very large compared to that of all other parameters. This uncertainty arises because c describes the rate of the virus clearance, and for the present choice of t 1 and t 2 the data do not capture any information about the part of the trajectory corresponding to the decay of the virus. A two-sample K-S test of the difference between M Jac and M π (subsampled to 500 points to remove autocorrelation in M π ) yielded p-values as shown in Table 7 . The uniform prior gives posterior that is not distinguishable from M Jac at the level α 0.01 although M Unif is different from M Jac at the level α 0.1 due to differences in estimates of V 0 . Example 6. Consider the same choice of parameters as in Example 5 (which leads to the same trajectory), but with observation times tt 1 , t 2 u t2, 3u, chosen so that the part of the trajectory with decreasing V and I is represented by the data (see Figure 7(a) ). Again, we choose a uniform distribution ηpyq on the set Ξ, which is a Cartesian product of intervals rp1 ¡ dqx ij , p1 dqx ij s with eachx ij denoting a reference trajectory point and d 0.1 (ten times larger than in Example 5). Figure 7 shows that this time M Jac is best approximated by the sample M Rec , while M Unif does not perform as well in marginals for all parameters except H 0 and δ. Note that the coefficient of variation of the posterior distribution for the parameter c is here much smaller than that in Example 5 because the data now capture the part of the trajectory corresponding to the decay of the virus. However, in this case the coefficient of variation of the marginal posterior distribution for V 0 is large compared to the that of all other parameters. A two-sample K-S test of the difference between M Jac and M π (subsampled down to 500 points) yielded p-values shown in Table 7 , confirming the accuracy of the Jacobian prior and indicating that uniform and reciprocal prior samples are statistically different from M Jac at the significance level α 0.05 (even though the reciprocal prior sample produced accurate results for parameters other than β). Values less than 1 ¢ 10 ¡3 were rounded to 0.
Table 7
The p-values computed from two-sample K-S test comparing the marginals of MJac with the marginals of the tMπu for the parameters V0, H0, β, r, c, δ. Low values correspond to low probabilities that values were drawn from the same distribution. In order to remove autocorrelation from MCMC samples, only every 200th point in the sample was used for the K-S test.
mented to obtain samples M π of the densityρpaq ηpFpaqqπpaq for various choices of π. The posteriors, tM π u are compared to A and to each other. Again, we are interested in seeing whether Jacobian determinant can be replaced by a low cost alternative without appreciable loss of accuracy. Here we assume the parameter density ρpaq of the model to be a normal multivariate density with mean parameter vectorā and covariance matrix Σ diag pā 1 σ 1 q 2 , pā 2 σ 2 q 2 , . . . , pā 6 σ 6 q 2¨. Three examples that vary only in observation times are presented. Figure 8(a) shows that there is a large spread in the data for this selection of s. Out of the three posterior samples M Rec , M Unif , and M Jac , the sample M Jac most accurately approximates A for the parameters H 0 , β and r. None of the posteriors approximate the marginals for V 0 or c well. Furthermore, the marginals for M Rec and M Unif are quite similar for all parameters and there appears to be no difference between the posteriors for these two priors. A two-sample K-S test (with subsamples of 500 points) yields all p-values below 10 ¡8 , and hence all samples M π are significantly different from A. We can see from Figure 8 that, as in Example 5, for this choice of t 1 and t 2 the data do not capture any information about the part of the trajectory corresponding to the decay of the virus. As noted in the previous subsection, this lack of information results in insensitivity of c to data. Indeed, relative to the success of the parameter estimation shown in Example 5, we expected the degraded performance seen in Figure 8 due to the approximations resulting from aggregation of the data and approximation of the data distribution.
Example 8. In starting from a prescribed ηpyq, we were able to improve our parameter estimation in progressing from Example 5 to Example 6 by selecting new data observation times that better captured the important dynamic features of the solution. Although we are now starting from a prescribed ρpaq, we can attempt to improve our fits of V 0 and c from Example 7 through a similar adjustment. In the Supplementary Materials, we use the same baseline parameters and coefficients of variation as in Example 7 but change our observation time points to tt 1 , t 2 u t2, 3u, which improves the fit of c but degrades the fit of β. For our final example, we again keep the details the same except we choose observation time points tt 1 , t 2 u t1, 3u. As in Example 6, these new observation times include data in both the increasing and decreasing portions of the V component of the solution, so the posteriors for c are expected to be captured well (Figure 9(a) ). Remarkably, this choice of observation points also improves the accuracy of estimation of other parameters, namely H 0 and r. The initial condition parameter V 0 is still not estimated well by any of the three priors ( Figure  9(b) ), however, while the estimation of δ suffers somewhat from this adjustment. Overall, the marginals of M Rec , M Unif , and M Jac are all very similar to each other, and there appears to be no difference between the performance of the three priors in this case. A two-sample K-S test (with subsamples of 500 points) yields p-values shown in Table 8 .
4.
Computation of the Jacobian. For a map F : R p Ñ R p , the Jacobian determinant Jpaq is the absolute determinant of the Jacobian matrix, Jpaq |detpD a F paqq|, where D a F paq is defined as the p ¢ p matrix of partial derivatives with components pD a F paqq ij fF i fa j paq. Values less than 1 ¢ 10 ¡3 were rounded to 0.
Table 8
The p-values computed from two-sample K-S test comparing the marginals of A with the marginals of the tMπu for the parameters V0, H0, β, r, c, δ. Low values correspond to low probabilities that values were drawn from the same distribution. In order to remove autocorrelation from MCMC samples, only every 200th point in the sample was used for the K-S test.
Despite the importance of the Jacobian determinant in both random error and random parameter models, it is not commonly used in parameter inference. The biggest hurdle is most likely the increased computational cost associated with the evaluation of the Jacobian. The matrix D a F pâq can found by various methods ranging from exact to approximate [58, 20, 30, 41, 18] .
Computation of the Jacobian is closely related to sensitivity analysis. Indeed, the coefficients of the Jacobian matrix report on how the data values vary with changes to the parameters of the system [45, 32, 27, 9, 10] . Here is a list of the methods we explored, in order of decreasing accuracy:
1. Explicit formulas, available for the Jacobian prior for linear dynamical systems (subsection 4.1). This method is both exact and computationally efficient.
2. Numerical integration of the solution sensitivity coefficients s a ptq fxpt; Λ, bq{fa.
In view of the equation (2) of the main paper, these coefficients obey the following npp 1q-dimensional system of nonlinear autonomous ODEs 9 xptq gpxptq, Λq, xp0q b,
where i, j 1, ..., n. This system can be solved numerically to obtain the values of s a ptq at the time points t 1 , t 2 , ..., t m , which are then assembled into the Jacobian matrix D a F paq. The efficiency of this method is determined by the efficiency of the ODE solver used. Its accuracy can be controlled by setting integration tolerances. It may also be possible to make this method more efficient by using Taylor expansions to avoid actual integration of this sensitivity system [3] , although we did not pursue this approach.
3. Numerical estimation of D a F pâq using finite differences
where e j a standard basis vector in R p and is a small positive number (note that this equation estimates the j th column of D a F pâq). This technique requires n 1 evaluations of the solution map F (i.e., n 1 integrations of the n-dimensional autonomous ODE system (2) of the main paper) per one step of the Metropolis-Hastings algorithm . The accuracy of this method is limited by the compromise between rounding and finite-difference approximation error (small increases the former and large increases the latter).
4. Approximation to D a F pâq using the value D a F pa k q at the previously accepted point a k and a rank-1 update similar to that employed by Broyden's method for finding the root of a nonlinear system [8] ,
where ∆a k â ¡ a k . This estimate of the Jacobian matrix D a F pâq requires only one evaluation of the solution map F at each step, namely F pâq, which makes it no more computationally expensive than the standard Metropolis-Hastings algorithm algorithm. We found that in Example 1, using (19) in one out of every 100 accepted configurations was sufficient to control the drift of the Jacobian approximation and to keep the standard deviation of the relative error between the approximate and numerical Jacobian determinant below 4%. However, the posterior distributions computed using approximate Jacobian determinants have not reached desirable accuracy, although they are closer to M Jac than to M Unif or M Rec . In Figure 10 the posterior distributions for example 1 with Jacobian determinants computed using the approximation (19) are shown as dashed curves. (The symbol M k Jac refers to the posterior sample computed by an algorithm in which every exactly computed Jacobian determinant in the accepted parameter sample is followed by k approximate Jacobian determinants.) 4.1. Jacobian determinant for the linear ODE system. The solution map for a linear system is given in (15) . Although there are closed form expressions for the derivative of the matrix exponential (see, e.g., [66] or [46] Theorem 5, Section 1.2), they do not easily reduce to a formula for the Jacobian matrix D Λ F pΛq 3 .
Instead, one can utilize the fact that for the linear system (14) there is an explicit formula for the sensitivity coefficient vector functions s λ ij pt; Λ, bq fxpt; Λ, bq{fλ ij , with i, j 1, ..., n, that determine how the solution xpt; Λ, bq depends on the parameter matrix Λ. This formula can be obtained by integrating the system of differential equations 9 s λ ij pt; Λ, bq E ij xpt; Λ, bq Λs λ ij pt; Λ, bq where E ij e i e T j is a fundamental basis matrix. Thus, for each i, j, the vector function 5. Discussion. In this paper we draw attention to the parameter inference problem for both random parameter and random measurement error models, and demonstrate the importance of the Jacobian determinant of the solution map for both cases. For the random measurement error model, where uncertainty is added to the model output, we demonstrate that the Jacobian determinant appears as the naturally invariant noninformative prior in the Bayesian inference procedure and contributes to the accuracy of the posterior distribution that describes uncertainty about the values of the parameters resulting from imperfect observations of the system. For the random parameter model, where the source of uncertainty is predominantly the inherent variability of parameters of the system, we review how the Jacobian determinant arises as an essential part of the parameter inference procedure, as the parameter density is obtained by pulling back the data density via the solution map for the problem.
Our results demonstrate the need for systematic inclusion of the Jacobian determinant in parameter inference and for the development of efficient numerical methods for computing such a determinant in cases of interest. The Jacobian prior is not commonly used in parameter estimation of ODE models, perhaps due to difficulties in evaluating it efficiently. We discuss several methods of computing the Jacobian for general maps and for maps related to solutions of ODE systems and find an explicit formula for the Jacobian of a linear ODE system with equidistant observation points. We note that the numerical approximation of the Jacobian determinant increases computation time in the parameter estimation algorithm. For example, one iteration of the Metropolis-Hastings algorithm with the Jacobian prior took on average 2.25 times longer than an iteration with the uniform or reciprocal priors. Since optimization of numerical algorithms is not the emphasis of this paper, we did not undertake any particular steps to accelerate computation of the Jacobian, and cutting-edge methods for doing so may reduce this disparity. Our results (see Fig. 4 ) also illustrate that in certain examples, calculations of Jacobian and other priors over a relatively small initial MCMC sample may reveal similarities that justify the use of a less computationally expensive prior as an approximation for the Jacobian; however, a key point of this paper is that the Jacobian prior is the one that is justified on measure-theoretic or probabilistic grounds and can correspondingly be expected to produce the most accurate outcomes.
We used numerical examples to illustrate the utility of the Jacobian determinant in both types of inference. We found that for random measurement error models, the Jacobian prior generally produced posteriors with mean value closer to the true parameter value than either the uniform or reciprocal priors, although the differences decreased with decreases in the variance of the data. In several cases the latter two priors produced posteriors that were close to that obtained for Jacobian prior, but we currently do not know the underlying cause for this effect. For the random parameter model we noticed that Jacobian determinant led to normalizable parameter distributions while the alternatives did not, but this effect was apparent only for distributions with large variances. In examples using a nonlinear influenza model, large discrepancies between original and predicted distributions were found in the random parameter case. Comparison across these examples, as well as additional examples in Supplemental Materials, also points to the crucial importance of the choice of observation times for a nonlinear model. Exploration of additional nonlinear models in various settings is needed to fully characterize the practical performance of inference from aggregate data.
In the case of linear systems of differential equations, theory can be used to specify where the solution map, viewed as an operator on parameter space, is invertible. In the nonlinear influenza model, we are unable to verify the invertibility of F ; some inaccuracy in the approximation may result from related issues. The parameters β, r, c, δ of model (17) were shown to be globally identifiable from 3 measurements of V , 2 of H, and 2 of T in previous work [37] ; however, initial conditions were not considered as parameters. Further investigations are needed to determine the importance of the invertibility of F in practice. It may be the case that local identifiability (local invertibility) is sufficient.
In this work, we required that p nm (number of parameters is equal to the number of model equations multiplied by the number of observation times). This restriction was imposed to ensure that the Jacobian matrix D a F paq was square. There are two possible ways one can accommodate this constraint in the case when more data is available (i.e., more sampling points) than the number of parameters, i.e., m ¡ p{n: (i) one can split the data into subsets of size p{n, each of which is taken as a separate measurement, or (ii) one can project the higher dimensional data onto the p{n-dimensional manifold of solutions of the system. An alternative possibility is to derive an analogue of the Jacobian prior, and study its performance with inference performed on the full data set. We expect that generalizations of change of variable formulas will be useful in this context.
For random parameter models, once ρpaq is known, parameter estimation for an individual observation y of such a model can proceed using the Bayesian approach. In this case ρpaq can serve as the prior density, and the posterior density σpa|ȳq W Lpa|ȳqρpaq now describes the estimated uncertainty of the parameter values of the system (e.g., a specific patient or test subject) employed in the particular experiment that produced the data y [68] . Note that this approach can be used to assimilate multiple observations sequentially if they are derived from the same subject. Otherwise, repeated observations on the random parameter system cannot be combined in the same way as in Section 2.1, because one cannot guarantee that the same parameters underlie distinct observations, and equation (6) does not apply.
For simplicity, we have restricted our attention to the cases in which randomness was limited to either the parameter values or the measurement errors. Of course, in realistic situations both can be present. Such cases can be treated using mixture models, for which a large literature is available. The literature also includes instances in which the random parameter model has been called an ensemble model. Here we do not use that terminology to avoid confusion with methods that use a collection of models with different structures or even a different character (ODE, PDE, stochastic) to describe the system under consideration. These situations are common in weather prediction (e.g., [16] ), genetic network analysis and other fields.
Appendix A. Comparison of inferred densities for random parameter and random measurement error models.
A comparison between densities inferred for random measurement error (Bayesian posterior) and random parameter models for single and multiple data is summarized in Table  9 . It shows the posterior distributions or parameter densities for different quantities of data available and different statistical extensions of the model (1) . For the Bayesian inference, G denotes a random variable with density γ representing the distribution of measurement errors, and an invariant noninformative prior is chosen in accord with theory presented in Section 2.1. As previously, A is a random variable on parameter space. Note that for the standard data representations, indicated in the left column, there are clear characteristic differences between the results of parameter inference for the two statistical extensions. In both cases, increasing the amount of data available leads to more accurate distributions, but the differences in those distributions stem from different interpretations of the posterior distribution versus the parameter distribution. Whereas posterior distributions reflect the uncertainty of determination of a due to lack of data, the parameter distribution reflects the inherent parameter variability for the corresponding model. Thus, Bayesian inference with increasing amounts of data results in more focused posterior distributions representing less uncertain estimates of a, in contrast with the parameter distribution model where more data produces better local accuracy of the parameter distribution but, appropriately, does not result in focusing.
We conclude with a final observation showing that when ηpyq is a symmetric density, the posterior distribution obtained for the random measurement model with single data pointȳ and Jacobian prior is, coincidentally, identical to the parameter density ρpaq inferred from the same approximate distribution for the random parameter model. This coincidence may explain, but does not justify, the erroneous practice in the literature of using the Bayesian inference formalism of random measurement error models in random parameter model settings.
Theorem 1. Given model y F paq and a symmetric data density ηpyq, the parameter density ρpaq for the statistical extension Y F pAq derived from η is identical to the Bayesian posterior density σpa|ȳq for the extension Y F paq G with error density γ derived from η and withȳ the mean of η, if and only if the prior distribution used in Bayesian inference is proportional to the Jacobian determinant Jpaq on the support of ρ.
Proof. In view of equation (13), the parameter density equivalent to the data density ηpyq for the model Y F pAq is given by ρpaq ηpF paqqJpaq where Jpaq |det D a F paq|.
For the statistical extension Y F paq G, the error density γ derived from the data density obeys ηpyq γpy ¡ȳq. Given the symmetry of η, the likelihood of a, given dataȳ, is given by Lpa|ȳq γpȳ ¡ F paqq γpF paq ¡ȳq. Thus, the posterior distribution with prior π is given by (21) σpa|ȳqWLpa|ȳqπpaq γpF paq ¡ȳqπpaq ηpF paqqπpaq. Comparison of (13) and (21) implies that σpa|ȳq ρpaq if and only if πpaqWJpaq for all a such that ηpF paqq ¡ 0, i.e., for all a in the support of ρpaq.
The proof of Theorem 1 relies on the injectivity of F , which is guaranteed when the model (1) is identifiable.
