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EFFICIENT NONPARAMETRIC ESTIMATION AND
INFERENCE FOR THE VOLATILITY FUNCTION
Francesco Giordano1 and Maria Lucia Parrella2
Abstract: During the last decades there has been increasing interest in modeling the volatility
of financial data. Several parametric models have been proposed to this aim, starting from
ARCH, GARCH and their variants, but often it is hard to evaluate which one is the most
suitable for the analyzed financial data. In this paper we focus on nonparametric analysis
of the volatility function for mixing processes. Our approach encompasses many parametric
frameworks and supplies several tools which can be used to give evidence against or in favor of
a specific parametric model: nonparametric function estimation, confidence bands and test for
symmetry. Another contribution of this paper is to give an alternative representation of the
GARCH(1, 1) model in terms of a Nonparametric-ARCH(1) model, which avoids the use of the
lagged volatility, so that a more precise and more informative News Impact Function can be
estimated by our procedure. We prove the consistency of the proposed method and investigate
its empirical performance on synthetic and real datasets. Surprisingly, for finite sample size, the
simulation results show a better performance of our nonparametric estimator compared with
the MLE estimator of a GARCH(1, 1) model, even in the case of correct specification of the
model.
Key words and phrases: Nonparametric volatility estimation, confidence intervals for volatil-
ity, testing for symmetry.
1 Introduction
The importance of a correct specification for volatility models has been confirmed since the work of
[Engle and Ng(1993)]. Several attempts have been made from then to deal with the volatility processes
nonparametrically, in order to avoid the mispecification problems and to produce robust estimation results.
There have been different approaches that focus (alternatively) on the error density, on the functional form
of the volatility function, or the kind of nonparametric estimator. See, among others, [Fan and Yao(1998),
Ha¨rdle and Tsybakov(1997), Franke and Diagne(2006), Xu and Phillips(2011), Wang et al.(2012), Ha¨rdle et al.(2015)].
First of all, [Ha¨rdle and Tsybakov(1997)] proposed to estimate the ARCH(p) class of models using the
local linear estimator, where p is the number of lags in the model. But their model suffers from the well-
known curse of dimensionality problem which affects the nonparametric estimators. In fact, the best rate
of convergence of any nonparametric estimator of a function is n−2/(4+p), where n is the time series length
and p the number of covariates (=lags) in the model [Gyo¨rfi et al.(2002)]. This rate is extremely slow
when p is large. Therefore, [Audrino, Bu¨hlmann and McNeil(2001)] and [Bu¨hlmann and McNeil(2002)]
proposed a nonparametric procedure based on a bivariate smoother in order to nest the GARCH(1, 1)
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class of models of [Bollerslev(1986)], which are known to be equivalent to the ARCH(∞) although they
only need two covariates. Therefore, the convergence rate improves from n−2/(4+p) to n−1/3. However, the
difficulties with the proposal of [Bu¨hlmann and McNeil(2002)] are given by i) the initialization of the latent
process used as a covariate in the GARCH smoother and ii) the choice of the bivariate bandwidth (tuning
parameter). A different (semi-parametric) approach has been recently proposed by [Wang et al.(2012)],
where a GARCH(1,1) model is approximated by a truncated additive model with nonparametric compo-
nents, estimated by smoothing splines and linked together by a common parametric coefficient. However,
also in the last paper, the problem of bandwidth selection still remains a crucial and unsolved issue.
Although the many proposals, nonparametric methods for volatility analysis have not gained much
interest from practitioners and, therefore, research on such approaches has not increased in recent years,
contrary to what has happened with parametric approaches. The main reasons have been: i) the difficulty
to set the tuning parameters of the nonparametric procedures and ii) the slow convergence rate of the
nonparametric estimators. These two drawbacks have not been sufficiently compensated by the gain in
robustness of the nonparametric analysis.
Trying to deal with the two drawbacks, in this paper we show that nonparametric methods can give
important and essential contributions to financial data analysis, mainly from an inferential point of view.
In fact, risk evaluation and volatility forecasts are some of the goals that require the selection of a suitable
parametric model for the data generating process in order to get consistent results. So, in order to validate
analysis using empirical evidence, parametric estimators should be replaced by nonparametric ones, or
at least compared with them basing on nonparametric confidence intervals and/or tests for symmetry.
Therefore, in this paper, we focus on a general nonparametric framework for the analysis of the volatility
function. Our aim is to provide a set of tools that can be used for robust volatility analysis: a) a consistent
nonparametric estimator of the volatility function based on local smoothing with data-driven optimal
bandwidth, b) the nonparametric confidence intervals for volatility model selection and c) a nonparametric
test for symmetry of the volatility function. All this is made by means of a Nonparametric Autoregressive
Conditional Heteroskedastic model of order one, here denoted as NARCH(1).
Now we summarize how we avoid the two drawbacks above. To face the problem of setting the tun-
ing parameters, we extend the smoothing procedure of [Giordano and Parrella(2014)] to the case of het-
eroskedastic and autoregressive models. This method is based on a hybrid, data-driven bandwidth estima-
tor, a cross between local and global smoothing, which encompasses the adaptability of local smoothing
and the efficiency of global smoothing. As a result, it allows to reach the best rate of convergence for
the final nonparametric volatility estimator. Note that we cannot directly apply the theoretical results
in [Giordano and Parrella(2014)] because here we have dependent data. To deal with the second prob-
lem (improving the convergence rate of the nonparametric volatility estimator), we reduce the number of
regressors in the model. In fact, remembering that the best rate of convergence of any nonparametric esti-
mator of a function is n−2/(4+p), we show that the nonlinear and nonadditive structure of the NARCH(1)
model can be exploited in order to capture the dependence of the process by means of only one regressor
(i.e., p = 1) for many parametric models. As an application of this idea, we show in section 2 how the
GARCH(1, 1) model can be equivalently represented by a particular NARCH(1) model, with two imme-
diate advantages: i) we avoid the (latent) lagged volatility as a covariate of the model, so that we can build
a more precise News Impact Curve, which can be used to give effective evidence of leverage effects in the
data; ii) we improve the convergence rate of the nonparametric volatility estimator from n−1/3 (reached
by [Bu¨hlmann and McNeil(2002)]) to n−2/5 (reached by our nonparametric estimator). All this may have
a strong positive impact on the efficiency of volatility estimates, as shown by simulation results.
The rest of the paper is organized as follows. Section 2 presents the nonparametric model and gives
the main idea concerning the new representation of the GARCH(1, 1) model and the new interpretation of
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the News Impact Curve. Section 3 describes the estimation procedure and gives the theoretical results on
consistency both for the asymptotic optimal bandwidth and volatility function estimators. The derivation
of the confidence intervals and the test for symmetry are shown in sections 4 and 5, respectively. The
empirical performance of the method is investigated in section 6, with simulated data, and section 7, with
a real dataset. Some concluding remarks are given in section 8. All the assumptions and the proofs are
concentrated in the Appendix.
2 An adaptive nonparametric setup for volatility
Consider a stationary process {Xt} and define a Nonparametric Autoregressive Conditional Heteroscedastic
model of order 1, the NARCH(1), as follows
Xt = σ(Xt−1)εt, t ∈ N, (1)
where the errors εt are independent and identically distributed real random variables, satisfying E(εt) = 0
and V ar(εt) = 1 for each t. For simplicity, we assume that the conditional mean function m(x) =
E {Xt|Xt−1 = x} is equal to zero. This setup is typically considered when analyzing financial data, where
no conditional structure in the mean is generally observed from data (otherwise, it is sufficient to work
with the residual process Rt = Xt−m(Xt−1) as in [Fan and Yao(1998)] and [Ha¨rdle and Tsybakov(1997)]).
Here and in the sequel, x represents a generic point of the support of Xt. Given model (1), we look at the
conditional variance function, also known as volatility function,
σ2(x) = V ar {Xt|Xt−1 = x} . (2)
By (2), we have a general class of volatility functions and the error term εt is also general enough (see
assumptions (a) in the Appendix), so that model (1) encompasses many parametric volatility models
proposed in the literature. In particular, it is immediate to see that the classic ARCH(1) model is a
particular case of model (1), given by the linear equation σ2(Xt−1) ≡ α0 + α1X2t−1, with αi > 0, i = 0, 1,
and α1 < 1. Other examples are the generalizations of ARCH models, such as the threshold based
TARCH(1).
The ARCH(1) model and its variants are often accused to perform poor with real data. In practice,
one needs many lagged variables in the model to match the dependence found in financial data, which
implies the need of ARCH(p) models, where σ2(Xt−1, . . . , Xt−p) = α0 + α1X
2
t−1 . . . + αpX
2
t−p. The
estimation of such models can be inefficient when p is large. This has motivated the orientation towards
the GARCH(1, 1) model, which is one of the most used in financial econometrics. It is given by
Xt = σtεt (3)
σ2t = α0 + α1X
2
t−1 + βσ
2
t−1,
with αi > 0, i = 0, 1, β ≥ 0 and α1 + β < 1. The advantage with this model is that it is formally
equivalent to the ARCH(∞), although the dependence structure is captured by only two regressors (Xt−1
and σt−1) instead of infinite regressors. Several studies have established the good performance of the
GARCH(1, 1) model compared to GARCH(p, q) and to many other volatility models (see, for example,
[Hansen and Lunde(2001)]). But a serious problem is given by the fact that the regressor σt−1 is a latent
process (the lag of volatility itself) which must be estimated or substituted by some reliable proxy. As a
consequence, the estimation of the GARCH(1, 1) model (and its variants) is not trivial and may lead to
unstable results.
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In this section, we show that the classic GARCH(1, 1) model can be equivalently represented as a
nonparametric ARCH(1) model, that is the NARCH(1) defined in (1). The advantage of this new repre-
sentation is threefold: a) the new model is able to capture the dependence structure of a GARCH(1, 1),
and therefore of an ARCH(∞), by means of only one covariate; b) such a covariate is the lag Xt−1, which
is an observed process; c) a different and more precise News Impact Curve can be derived and estimated for
the new model. This threefold advantage is obtained thanks to the nonparametric structure of the model,
which allows to capture the effects of the infinite lags Xt−j on the volatility by means of the adaptive and
nonlinear structure of the volatility function itself. In other words, we allow the function σ(·) to be “free”
and therefore “capable” to well suit the relation between Xt and its past, comdensed in Xt−1. This is
stated in Theorem 1.
Theorem 1 Assuming a symmetric density for the error εt, the GARCH(1, 1) model in (3), with param-
eters α0 > 0, α1 > 0, β ≥ 0 and α1 + β < 1, is equivalent to a nonlinear volatility model as in (1), where
the volatility function σ2(x) is given by
σ2(x) =
{
A0 if x = 0,
A0 + (α1 + β)g˜(x;α1, β)x
2 if x 6= 0, (4)
where
g˜(x;α1, β) = g(x;α1, β)− B0
x2(α1 + β)
with
g(x;α1, β) ≡ E
(
1
Cε˜t
∣∣∣∣Xt = x) , B0 = βα0/(1− α1 − β), A0 = α0 +B0,
Cε˜t = 1 + β/α1(1− 1/ε˜2t ) and ε˜t = sign(εt)
√
α1ε2t + β
α1 + β
.
Remark 1 Theorem 1 can be generalized in two directions. First, we can relax the assumption of symmetry
for the density function of εt. We only use it to simplify the proof of Theorem 1 in order to derive that
E (ε˜t) = 0. Second, we can extend the result of Theorem 1 to nonparametric GARCH(1,1) models.
By Theorem 1 we have that the GARCH (1,1) process can be written as Xt = C
1/2
ε˜t
X˜t where X˜t ∼
ARCH(1;α0, α1 + β), with the error terms ε˜t. Note that this representation is exact. Of course, Xt is
not an ARCH (1) process, since one can show that E
[
(Xt − X˜t)2
]
> 0, ∀t. However, E(X2t ) = E(X˜2t )
and this is used in Theorem 1 to show that the GARCH (1,1) process can be equivalently represented by
a particular NARCH(1) structure, which only depends on Xt−1. In fact, for a given value of Xt−1 = x,
the volatility function is σ2(x) = A0 + (α1 + β)g˜(x;α1, β)x
2 ≡ A0 + α˜1(x)x2, that represents a “rescaled”
ARCH(1) model with support-dependent coefficient α˜1. To summarize, Theorem 1 shows that there exists
a nonlinear representation of the volatility function from a GARCH (1,1) process which only depends on
Xt−1 instead of its classic linear representation with infinite variables, ARCH(∞).
It is important to stress that the value of the coefficient α˜1(x) in model (4) changes with x, so that
we have a function of coefficients instead of a single coefficient to estimate. However, this function of
coefficients cannot be expressed in closed form, therefore model (4) cannot be analyzed and estimated
with parametric methods. In fact, it would be necessary to know the density of the errors εt in order to
derive the analytic form of g˜(x; ·), but even in the simplest case such derivations would be difficult (and the
parametric estimation methods, such as maximum likelihood or quasi-maximum likelihood, are impossible
to apply). Therefore, Theorem 1 is useless in the parametric framework, but it has a natural application
in the nonparametric framework. In fact, note that we do not need to compute (explicitly) the component
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Figure 1: The News Impact Curve estimated nonparametrically on two different datasets. The first one is generated from
a GARCH (1,1;0.1,0.3,0.2) with standard normal error term. The second one is generated from an ARCH (1;0.1,0.5) with the
error term ε˜t defined in Theorem 1. The difference between the two curves reflects the component g˜(x; ·) defined in Theorem
1.
g˜(x; ·) in order to make inference or generate predictions. We just need to guarantee that the estimation
procedure is able to incorporate this component in the final estimations. The nonparametric procedure
proposed in section 3, based on the local polynomial estimator with optimal data-driven local bandwidth,
perceives such a goal.
2.1 A new interpretation of the News Impact Curve
Theorem 1 has important consequences for the interpretation of the News Impact Curve (NIC). The NIC
has been first defined by [Engle and Ng(1993)] for GARCH models and its variants, to measure how new
information is incorporated into volatility estimates. It is defined as the implied relation between Xt−1
and σ2t , once considered constant the information at time t − 2 and earlier, so that σ2t = α0 + α1X2t−1 +
βα0/(1 − α1 − β) (see [Engle and Ng(1993)], p. 1754). In practice, the NIC is derived by imposing the
lagged volatility value σ2t−1 to be equal to its unconditional mean βα0/(1−α1−β). This choice (conditioning
to the unconditional mean) is strictly necessary in order to draw the NIC as a function of the Xt−1 alone,
so that it can be plotted as the well-known U -shaped curve. The main utility of such a curve is to give
evidence of leverage effects in the data.
Now, by (4) in Theorem 1, the volatility function of a GARCH(1, 1) model can be reformulated as a
nonlinear function of the lagged return Xt−1 alone. So, it is not necessary to set a value for the lagged
volatility in order to plot the function, although the effect of the lagged volatility is incorporated in the
NIC by means of g˜(x; ·). In other words, instead of using the constant βα0/(1−α1−β), we take advantage
of the function g˜(x; ·) to improve local adaptivity of the NIC.
Figure 1 gives an illustrative example of the NIC for two different models and also shows empirically
the result of Theorem 1. We report the volatility function E(X2t |Xt−1 = x) estimated nonparametrically
on two different datasets, using the procedure suggested in section 3. The first dataset is generated from a
GARCH(1, 1) model, with α0 = 0.1, α1 = 0.3, β = 0.2 and standard normal error εt. The second dataset
originates from an ARCH(1) model with α0 = 0.1, α˜1 = α1+β = 0.5 and error term ε˜t defined in Theorem
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1. From a theoretical point of view, as shown in Theorem 1, the two volatility models are not equivalent
because α˜1 is constant in the ARCH model. As a consequence, the two curves in Figure 1 do not coincide
and the difference between them reflects the component g˜(x; ·) defined in Theorem 1 (plus a constant term).
Note that the two functions represent the NIC for the two models. We can observe that they tend to have
the same behaviour for large values of |x| whereas the NIC of the GARCH(1, 1) shows an inflation of the
volatility function with respect to the ARCH(1) case for small values of |x|. In fact, by Theorem 1, the
GARCH(1, 1) curve has a minimum at zero which is A0. Instead, ARCH(1) curve exhibits the minimum
at the same point but with value α0.
3 Nonparametric estimation of volatility
For the estimation of the volatility function we generalize the global adaptive smoothing procedure (GAS)
proposed by [Giordano and Parrella(2014)]. In the appendix we give the theoretical results which extend
the consistency of GAS to the current setup of α-mixing processes.
Given a realization of the process {Xt; t = 1, . . . , n}, the volatility function σ2(x) is estimated using a
local linear estimator (LLE) with adaptive bandwidth function. Let K : [−1, 1]→ R be a density function,
henceforth called kernel, and write σ2(2)(·) for the derivative of order 2 of the volatility function. Assuming
that σ2(2)(·) exists at the point x ∈ R, the LLE of σ2(x) can be written as a weighted linear estimator
σ̂2(x;h) =
n∑
t=2
X2tWK,h(Xt−1 − x) , (5)
where h is the bandwidth and WK,h(·) gives the effective kernel weights. These weights are derived by
locally approximating the function with a line. Local linear estimators are well established and they
are implemented in all statistical softwares. See, for example, the KernSmooth package for R; see also
[Fan and Gijbels(1996)] for further details on LLE.
As with all nonparametric methods, the crucial step with LLE is setting the bandwidth h, that behaves
as a tuning parameter and affects the consistency of the nonparametric estimator. It may happen, with
nonparametric and semi-parametric procedures, that tuning parameters are set by rule of thumb, given
the difficulty of setting them automatically (see, for example, section 2.4 in [Wang et al.(2012)]). In this
paper we avoid this drawback and propose a self-contained data-driven method. To do this, we extend
the approach of [Giordano and Parrella(2014)] in order to deal with dependent data. In general, there are
two categories of bandwidths: global (i.e., constant, not dependent on x) and local (i.e. variable with x).
The smoothing procedure proposed in [Giordano and Parrella(2014)] is based on an hybrid, data-driven
bandwidth estimator which exploits the advantages of both local smoothing (adaptability) and global
smoothing (efficiency). This procedure has a better performance than other procedures (Cross-Validation,
plug-in global smoothing) in terms of mean squared error, and reaches the optimal convergence rate of
the final smoothing estimator σˆ2(x;h), as shown in [Giordano and Parrella(2014)]. Further simulation
results, not reported here, Moreover, another advantage of the GAS procedure is that it exploits bandwidth
estimation in order to derive all the pivotal quantities necessary to make inference for the volatility function.
As a result, what is generally seen as a drawback of kernel regression (the necessity of estimating the
bandwidth) becomes here the main tool to make inference on the estimated function.
The method is as follows. Define a compact subset Ix, centered at the point x, such that Ix =
[x− a/2, x+ a/2], with a > 0. The global adaptive bandwidth is
hIx =
{
VωIx
4nBωIx
}1/5
, (6)
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where
BωIx = C
2
1
∫
Ix
[σ2(2)(u)]
2fX(u)dωIx(u), VωIx = C2
∫
Ix
V (u)dωIx(u), (7)
fX(·) and µX(·) are the density and the measure of the process, respectively, dωIx(u) = du/µX(Ix),
V (x) = V ar(X2t |Xt−1 = x), while C1 and C2 are known constants depending on the kernel function. See
[Giordano and Parrella(2014)] for further details and an explanation on how to set the parameter a.
In the following, we propose the estimators of BωIx and VωIx in (7), which can be plugged into the (6)
to obtain the bandwidth estimator ĥIx . Note that such functionals are connected with the conditional bias
and the conditional variance of the estimator (5), respectively. Therefore, they will also be used in sections
4 and 5 to derive the confidence intervals and to test the symmetry of the volatility function.
For r ∈ N, let mr(x) be the conditional moment function E(Xrt |Xt−1 = x). Then σ2(x) ≡ m2(x) and
V (x) ≡ m4(x) −m22(x). Generally, nonparametric estimation of V (x) implies two separate estimations of
m4(x) and m2(x), as in [Ha¨rdle and Tsybakov(1997), Fan and Yao(1998), Franke and Diagne(2006)]. This
approach is rather inefficient. To gain efficiency, we propose an alternative approach based on only one
estimation. It uses the following reparameterization of model (1)
V (x) = m4(x)−m22(x) = m22(x) (m4ε − 1) , (8)
where m4ε = E(ε
4
t ). Then we consider an estimator of m2(x), that is the Neural Networks one. Denote it
by q(x;η) and it is estimated by
η̂ = argmin
η
n∑
t=2
[
X2t − q(Xt−1;η)
]2
. (9)
Now using (8) and (9), we propose the estimator V̂ (x) = m̂22(x) [m̂4ε − 1], where
m̂2(x) ≡ q(x, η̂), m̂4ε =
∑n
t=2X
4
t−1∑n
t=2[q(Xt−1, η̂)]
2
. (10)
Next, we use again q(x, η̂) to estimate the derivative σ2(2)(x) by
σ̂2(2)(x) ≡ q(2)(x; η̂). (11)
Finally, the estimators for the functionals in (7) are
B̂ωIx =
C21
∑n
t=2
[
σ̂2(2)(Xt−1)
]2
I(Xt−1 ∈ Ix)∑n
t=2 I(Xt−1 ∈ Ix)
(12)
V̂ωIx =
C2
∑n∗
i=1 V̂ (zi)/n
∗∑n
t=2 I(Xt−1 ∈ Ix)/n
,
where I(·) is the indicator function and the points {z1, z2, . . . , zn∗} are values that are equally spaced from
the interval Ix, with n
∗ = O(n).
Next, we consider the optimal bandwidth and its plug-in estimator for the unknown function σ2(·) in
model (1) using the local linear estimator. So, we have the true bandwidth and its estimator, as
hIx =
{
VωIx
4nBωIx
}1/5
and ĥIx =
{
V̂ωIx
4nB̂ωIx
}1/5
.
Let Inx = [x− an/2, x+ an/2] and Ix = [x− a/2, x+ a/2], where {an} is a bounded and positive sequence
and a > 0. Instead, when an → 0, it follows that hIn
x
→ hopt(x) when n → ∞, where hopt(x) is the local
bandwidth given by
hopt(x) =
{ V(x)
4nB2(x)
}1/5
,
7
where
B(x) = C1σ2(2)(x) and V(x) = C2
V (x)
fX(x)
. (13)
We can state the following theorem.
Theorem 2 If the assumptions (a1) – (a5) and (b1) – (b3) hold and assume that [σ2(2)(x)] 6= 0 in Ix, then
ĥIn
x
is consistent in the sense that:
• if Q1(n)→ 0 as n→∞, then
ĥIn
x
hIx
p−→ 1, if an → a > 0
ĥIn
x
hopt(x)
p−→ 1, if an → 0 and nan →∞;
• if, in addition, Q2(n)→ 0 for some λ > 0, then
ĥIn
x
hIx
a.s.−→ 1, if an → a > 0
ĥIn
x
hopt(x)
a.s.−→ 1, if an → 0 and nan →∞.
where Q1(n) and Q2(n) are defined in (19).
By Theorem 2 we get the global bandwidth estimator if we set the parameter a large enough with respect
to the support of the volatility function. It is easy to apply Theorem 2 to have the consistency of the
estimator for the volatility function. So, we can state the following Corollary from Theorem 2. The proof
is straightforward by applying Theorem 2 and Theorem 3.1 of [Ha¨rdle and Tsybakov(1997)].
Corollary 1 Suppose that assumptions (a1) – (a6) and (b1) – (b3) hold. If we consider the estimated
bandwidth, say hˆ, both for the cases of global and local, it follows that∣∣∣σ̂2(x; hˆ)− σ2(x)∣∣∣ = Op(n−2/5). (14)
Remark 2 Theorem 2, by Propositions 1 and 2 in the Appendix, uses the Neural Networks estimator for
the functionals BwIx and VwIx to overcome the issue of the pilot bandwidth estimation. We have both the
consistency and optimality for the global and local bandwidth estimators. It is clear that Theorem 2 holds
again if we consider any consistent estimator of the functionals BwIx and VwIx , not necessarily based on
the Neural Network technique.
4 Nonparametric confidence intervals for volatility
Using the GAS procedure, we can build unbiased confidence intervals for the volatility function. An
application to real data is reported in Section 7.
The bias of the volatility estimator is given in (7) and it can be estimated by (12).
Without loss of generality, for a given a > 0 and Ix = [x− a/2, x+ a/2], suppose that BωIx ≈ B(x) and
VωIx ≈ V(x), where B(x) and V(x) are defined in (13). We can state the following result.
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Theorem 3 Suppose that the assumptions (a1) – (a6) and (b1) – (b3) hold. If Q1(n) → 0 as n → ∞,
then for each x √
nĥIx
[
σ̂2(x; ĥIx)− σ2(x) − 12 ĥ2IxB̂ωIx
]
(
V̂ωIx
)1/2 d−→ N(0, 1).
Here σ̂2(x; ĥIx) is the LLE for the volatility function given in (5). The estimators B̂ωIx and V̂ωIx are
defined in (12). The estimated optimal bandwidth ĥIx is given in section 3. Q1(n) is defined in (19).
If we drop the assumptions BωIx ≈ B(x) and VωIx ≈ V(x), Theorem 3 holds again but replacing
σ̂2(x; ĥIx) and σ
2(x) with σ̂2(Ix) and σ
2(Ix), respectively, where
σ̂2(Ix) =
∑n
t=2 σ̂
2(Xt−1; ĥIx)I(Xt−1 ∈ Ix)∑n
t=2 I(Xt−1 ∈ Ix)
, σ2(Ix) =
1
µX(Ix)
∫
Ix
σ2(x)fX(x)dx. (15)
5 Nonparametric testing for symmetry of volatility
Another useful application of our results in Section 3 is to build a statistical test for the symmetry of the
volatility function around zero. The hypothesis H0 is σ
2(x) ≡ σ2(−x) for each x, and the alternative H1
means that σ2(x′) 6= σ2(−x′) for at least one x′. Without loss of generality, suppose that VωIx ≈ V(x) for
a given a > 0 and Ix = [x − a/2, x + a/2], where V(x) is defined as in section 4. We have the following
result.
Theorem 4 Assume that: a) the bivariate density function for the process {Xt} in model (1) is bounded,
say fX1X2(x1, x2) ≤ C0 <∞, ∀(x1, x2) ∈ R2; b) the same assumptions as in Theorem 3 hold. If Q1(n)→ 0
as n→∞, then under H0 we have
√
n
[
ĥ
1/2
Ix
σ̂2(x; ĥIx)− ĥ1/2I−x σ̂2(−x; ĥIx)
]
(
V̂ωIx + V̂ωI−x
)1/2 d−→ N(0, 1) for each x > 0,
where σ̂2(x; ĥIx) is the LLE for the volatility function given in (5). The estimated optimal bandwidth ĥIx
is given in section 3 and the estimator V̂ωIx is defined in (12). Q1(n) is defined in (19).
Now, we have to consider a number of points, say nx, such that {−xi, xi}, i = 1, . . . , nx/2. We have to
do nx/2 tests by Theorem 4. Using a simple multiple test approach as the Bonferroni’s technique, we have
to compute
Ti =
√
n
[
ĥ
1/2
Ixi
σ̂2(xi; ĥIxi )− ĥ
1/2
I−xi
σ̂2(−xi; ĥI−xi )
]
(
V̂ωIxi
+ V̂ωI
−xi
)1/2 i = 1, . . . , nx/2.
Given a level α as the first type error, we accept the Null if all of the following conditions are satisfied,
|Ti| < qφ(1 − α/nx) i = 1, . . . , nx/2,
where qφ(·) is the quantile from the Standard Normal distribution. In this way, we reject H0 if at least one
condition above is not true.
Note that the results in Theorems 3 and 4 hold again if we drop the assumption that VωIx ≈ V(x) and
replace σ̂2(·) with σ̂2(I·), defined in (15).
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6 Simulation study
In the first part of the simulation study, we compare the nonparametric GAS method for volatility esti-
mations with the classic parametric estimation methods (maximum likelihood estimator, MLE). It must
be remarked that a direct comparison between parametric methods (MLE) and nonparametric methods
(GAS) should not be made, for several reasons: nonparametric methods take advantage from being model
free whereas parametric methods take advantage from having a faster convergence rate under the assump-
tion of correct specification of the model. It is expected, therefore, to see more robust estimations from
nonparametric methods and more efficient estimations from parametric methods. Therefore, they are not
directly comparable since they works on different assumptions. Anyway, the following results show very
interesting performances of the two estimation methods that are worthwhile to be reported. In particular,
surprisingly, GAS shows (more robust results, as expected, but also) lower variability with respect to MLE
for small sample sizes, even in the case of correct specification of the model.
We consider three models with a null conditional mean function. They are reported in the following
table, where φ(·) denotes the standard normal density.
Model Errors
1: ARCH(1) Xt =
√
0.1 + 0.5X2t−1εt εt ∼ φ
2: GARCH(1,1) Xt =
√
0.1 + 0.3X2t−1 + 0.2σ
2
t−1εt εt ∼ φ
3: HT Xt = [φ(Xt−1 + 1.2) + 1.5φ(Xt−1 − 1.2)] εt εt ∼ φ
Model 1 is a classicARCH(1) and model 2 aGARCH(1, 1). Model 3 (HT) is a nonlinearARCH used by
[Ha¨rdle and Tsybakov(1997)]. All the models satisfy the assumptions of this paper. Contrary to models 1
and 2, model 3 is not symmetric with respect to zero and it is highly nonlinear, so that a variable bandwidth
should be preferred for this model. We stress here that the GAS method automatically detects the kind of
bandwidth to use, which is a trade-off between local and global smoothing, by automatically setting the
optimal value for the parameter a. Anyway, given the aims of this paper, here we do not investigate on the
performance of GAS with respect to the selection of the parameter a (see [Giordano and Parrella(2014)]
for some results on this). So, for the sake of comparison, in the whole simulation study we will impose a
global bandwidth for all three models.
We use R to perform a Monte Carlo simulation study with 500 replications and three different lengths for
the simulated time series: n = (500, 1000, 2000). We implement the procedure described in section 3, using
the Epanechnikov kernel K(·) for the LLE and the Logistic Sigmoidal function for the Neural Networks
estimator. The number of nodes in the hidden layer of the neural network is selected following an automatic
BIC optimization procedure, as in [Faraway and Chatfield(1998)]. Some experiments not reported in this
paper show that the number of nodes of the neural network does not have a strong influence on the final
estimation results. See [Giordano and Parrella(2014)] for further details.
For each replication, the integrated squared error (ISE) is calculated as
ISE(ĥ) =
1
nx
nx∑
j=1
[
σ̂2(xj)− σ2(xj)
]2
, (16)
where x1, . . . , xnx , with nx = 20, are randomly chosen over the support of the volatility function. In
the following table, we report the mean, the median and the standard deviation of the ISE(ĥ) (MISE,
MEDISE, and SDISE, respectively) for the 500 replications of the models. We compare two kinds of
estimators σ̂2(xj) in the (16). From the one hand we have the GAS volatility estimator σ̂
2(x) ≡ σ̂2(x; ĥ)
given in (5), with the bandwidth estimated by the procedure explained in section 3 (the parameter a is
set to a high value to have a global smoothing); we denote this estimator with the suffix GAS in the
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Model 1: ARCH(1)
n MISEGAS MISEMLE MEDISEGAS MEDISEMLE SDISEGAS SDISEMLE
500 0.563642 0.315009 0.324258 0.187120 1.223880 0.442006
1000 0.490322 0.391450 0.295758 0.248785 0.549949 0.491264
2000 0.520154 0.549357 0.380937 0.360051 0.606490 0.658968
Model 2: GARCH(1, 1)
n MISEGAS MISEMLE MEDISEGAS MEDISEMLE SDISEGAS SDISEMLE
500 0.582419 1.54658 0.409780 0.608519 0.546963 2.99049
1000 0.716475 1.37249 0.515701 0.657613 0.690708 2.16681
2000 1.071458 1.30674 0.775978 0.804068 1.127064 1.97655
Model 3: HT
n MISEGAS MISEMLE MEDISEGAS MEDISEMLE SDISEGAS SDISEMLE
500 0.364365 0.957462 0.255328 0.907852 0.356133 0.337183
1000 0.356558 1.732367 0.261877 1.661635 0.331395 0.496300
2000 0.385294 3.403906 0.282595 3.371010 0.331421 0.920338
Table 1: Comparison between GAS and MLE methods for the estimation of the volatility function. The table
reports the mean, the median and the standard deviation of the integrated squared error (MISE, MEDISE and
SDISE, respectively) for the 500 replications of models 1-3. All the values have been multiplied by n to make
them more comparable.
tables. From the other hand, we use the classic MLE for the estimation of the parameters of a parametric
GARCH(1, 1) model, using the package rugarch of R.
Table 1 shows the results. All the values of MISE, MEDISE and SDISE have been multiplied by
the sample size n, to make them more comparable (this explains why the values shown in the table do not
decrease with n, actually they do, after dividing by n). As expected, for model 1, that is an ARCH(1),
the smaller values are observed for the MLE method. In fact, for this model the rate of convergence of the
MLE estimator is Op(n
−1/2), faster than the convergence rate of the GAS estimator, which is Op(n
−2/5)
(see Corollary 1). However, for n = 2000 the results do not present any relevant difference. Instead, for
model 3, we observe the smaller values for the GAS method, as we expect since in this case the MLE
works with a misspecified model. For this model, the GAS estimator is consistent whereas the MLE for
GARCH(1, 1) is not. In fact, the MISE, MEDISE and SDISE (multiplied by n) seem to be constant
for GAS when n grows. This is not true for the MLE, where instead they increase.
But very surprisingly, for model 2 which is a GARCH(1, 1), we again observe the smaller values for the
GAS method notwithstanding the MLE works with a correctly specified model. This result actually gives
evidence of the usefulness of Theorems 1 and 2. In fact, thanks to Theorem 1, the GAS method formulates
and estimates the GARCH(1, 1) by means of a particular NARCH(1), basing on a unique regressor Xt−1,
thus with rate Op(n
−2/5). Moreover, by Theorem 2 we estimate the optimal bandwidth. On the other
side, the MLE works with a (correctly specified) model with two regressors (Xt−1 and σt−1), one of which
is latent and therefore estimated. As a consequence, its finite sample performance shows a penalty for this
aspect. However, when n grows the differences tend to reduce.
Finally, we report some simulation results to evaluate the test for the symmetry of the volatility function,
proposed in section 5. We have applied the test for model 2, where the volatility function is symmetric, and
for model 3, where the volatility function is not symmetric (leverage effects). We consider 500 simulation
runs and nx = 20 points (equally spaced) with 10 multiple tests. We use the global bandwidth in Ti,
i = 1, . . . , 10 and the estimator V̂ωIx in (12). We set α = 1%. The results in table 2 have to be read
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nModel 500 1000 2000
GARCH(1, 1) 3.8% 1.6% 1.6%
HT 70.0% 93.8% 99.8%
Table 2: Empirical percentages to reject the Null (symmetry) over 500 replications from models 2
(GARCH(1, 1)) and 3 (HT ), with n = 500, 1000, 2000. α = 1%.
as the size of the test for model 2, which is symmetric, and the power of the test for model 3, which is
asymmetric. The first row is around the nominal size of 1% for large n. Moreover, as we expect, the power
(second row) grows when n increases.
7 Real data Application
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Figure 2: The observed returns of Dow Jones index from 1996, January 3rd to the end of January 2002 are
on the ”x” axis. The ”Realized Volatility” values are on ”y” axis
In this section we apply our method to real data. We consider a time series of Dow Jones index from
1996, January 3rd to the end of January 2002. It means that the length of time series is 1500. We derive
the returns and use them in order to estimate the volatility function and its confidence intervals using the
GAS procedure.
As a proxy of the true volatility, we also extract the realized volatility time series from the Oxford-Man
Institute’s realized library, which contains daily measures of how volatility financial assets or indexes were
in the past, basing on infra-daily data (see [Heber et al.(2009)]). In figure 2, we report the returns on the
x axis and the realized volatility on the y axis.
Using only the observed returns, we apply our method to estimate the volatility function. We draw it
in figure 3 as the central solid line. The estimate of the parameter a (for bandwidth slection) is â = 0.089,
following [Giordano and Parrella(2014)]. By Theorem 3, we can build the confidence intervals. They are
shown in figure 3 by the two external solid lines. We add the estimated volatility function and the confidence
intervals derived by imposing a global constant smoothing (i.e., with constant bandwidth obtained by fixing
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Figure 3: The central solid line is the volatility function estimated by GAS method. The solid lines on the
top and bottom are the upper and lower confidence intervals at 95%, respectively. The dashed lines refer
to the estimated volatility and confidence intervals using the global bandwidth. The dot points are the
realized volatility values.
a large a). They are shown in figure 3 by the central dashed and the two external dashed lines, respectively.
Note that, in both cases of local and global approaches, we do not consider any correction for the bias.
We can point out an important difference between the GAS and the global bandwidth approaches. If
we look at the confidence intervals in figure 3, the GAS ones have a better adaptability than the global
bandwidth method. In fact, the GAS procedure has the advantage to take into account the heteroscedastic
behaviour in the data. In figure (3) we plot nx = 100 points (returns and realized volatility) which are
randomly chosen. By figures (2) and (3) we can note that there is an asymmetry for the realized volatility.
In particular, we can observe a greater variability for negative values of returns. All that is confirmed
by the GAS confidence intervals (solid lines in figure (3)) which are wider than the confidence intervals
for the global bandwidth approach (dashed lines) when the observed returns are negative. Finally, for
the nx = 100 points in figure (3), we have an actual coverage of 98% and 45% for the GAS and global
bandwidth methods, respectively. It means that we have an important gain with respect to the global
bandwidth technique when we need to consider an asymmetric behaviour in the data.
8 Conclusions
In this paper we have presented a general nonparametric framework for volatility analysis. The main
contributions of this work are:
• the extension of the GAS method of [Giordano and Parrella(2014)] to the framework of dependent
data, to achieve an optimal bandwidth estimation for volatility;
• a new nonparametric estimator of the volatility function is proposed, based on local linear polyno-
mials with data-driven optimal local bandwidth. The new volatility estimator reaches the optimal
convergence rate, as shown theoretically in the paper;
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• moreover, starting from the functionals that we need to estimate for the optimal bandwidth in GAS
procedure, we can use them to derive two useful inferential tools to test the validity of a given
parametric model: nonparametric confidence intervals and test for symmetry;
• last, but not least, a new representation of the GARCH(1, 1) model by means of a nonparametric
ARCH(1) model. With this new representation, we avoid the use of the (latent) lagged volatility in
the model and, therefore, a more precise News Impact Curve can be derived and estimated. Moreover,
we improve the rate of convergence of the nonparametric volatility estimator.
A Assumptions and Proofs
We make the following assumptions. First, given (1) and (2), we need to guarantee that E(Xt+1)
4 <∞.
Assumptions (a)
(a1) The errors εt have a continuous and positive density function with
E(ε2t ) = 1, E(εt) = E(ε
3
t ) = 0, E(εt)
4 <∞.
(a2) The function σ(·) is positive and has a continuous second derivative.
(a3) There exist some constants M and α such that,
i) 0 < M <∞, σ(y) ≤M(1 + |y|) and M [E|εt|4]1/4 < 1 for all y ∈ R;
ii) 0 ≤ α ≤M , σ(y)− α|y| = o(1) for |y| → ∞.
(a4) The process {Xt} is strictly stationary.
(a5) The density function fX(·) of the (stationary) measure of the process µX exists; it is bounded,
continuous and positive on every compact set in R.
(a6) The kernel function, K(·), is compactly supported bounded function such that it is positive on a set
of positive Lesbegues measure.
Under the assumptions (a1), (a3), (a5) and (a2) with the part that the function σ(·) is always positive, it
can be shown that the process is geometrically ergodic and exponentially α-mixing with E(X4t ) <∞ (see
[Ha¨rdle and Tsybakov(1997)]). Moreover, assumption (a4) is only made to simplify the proofs. Assumption
(a2), with the part of the continuous second derivative for σ(·), is used for the estimation of the same second
derivative for σ2(·). In particular, we need that this second derivative is continuous in order to apply the
bounds for the Neural Networks estimation. Finally, assumption (a6) is typical for the Kernel function as
in [Ha¨rdle and Tsybakov(1997)].
Assumptions (b)
(b1)
∑dn
k=1 |ck| ≤ ∆n.
(b2) dn →∞, ∆n →∞ as n→∞.
(b3) The activation function is strictly increasing, sigmoidal and has a continuous second derivative.
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The assumptions (b1) and (b2) for dn are typical in order to assure the approximation capability of the
Neural Networks technique. Instead, the assumptions (b1) and (b2) for ∆n allow that the approximation
capability of the Neural Networks works well in a non-compact sets (see [Franke and Diagne(2006)]). The
assumption (b3) assures that the activation function of the Neural Networks is regular enough (continuous
second derivative) in order to estimate some functionals which depend on the second derivative of the
unknown volatility function.
Proof of Theorem 1: Suppose that the distribution function of εt is symmetric around zero. Then
σ2t = α0 + α1ε
2
t−1σ
2
t−1 + βσ
2
t−1 = α0 + (α1 + β)X˜
2
t−1, where X˜
2
t = ε˜
2
tσ
2
t with
ε˜t = sgn(εt)
√
ε2t + β/α1
1 + β/α1
and sgn(x) =

1 if x > 0
0 if x = 0.
−1 if x < 0
Therefore, we can write the GARCH(1,1) process as
Xt = X˜tC
1/2
ε˜t
with Cε˜t = 1 + β/α1
(
1− 1/ε˜2t
)
. (17)
Note that X˜t ∼ ARCH(1;α0, α1 + β) with the error term {ε˜t} defined above. Moreover, model (17) is an
exact representation for the GARCH(1,1).
It is easy to verify that the GARCH(1,1) model in (17) is well defined in the sense that E
(
ε˜tC
1/2
ε˜t
)
= 0
and E
(
ε˜2tCε˜t
)
= 1. Moreover, it follows that E
(
X2t |X˜t−1 = x˜
)
= α0 + (α1 + β)x˜
2 ≡ σ2(x˜). Now, we can
write X2t = Cε˜t ε˜
2
t
(
α0 + (α1 + β)
X2
t−1
Cε˜t−1
)
. So we have
E
(
X2t |Xt−1 = x
)
= α0 + (α1 + β)x
2E
(
1
Cε˜t−1
∣∣∣∣Xt−1 = x) , ∀x 6= 0.
Let g(x;α1, β) ≡ E
(
1
Cε˜t−1
∣∣∣Xt−1 = x), ∀x 6= 0. When x = 0 we can use (3). So we can write
E(X2t |Xt−1 = 0) = α0 + βE(σ2t−1|Xt−1 = 0) = α0 + βE(σ2t−1|εt−1 = 0) =
= α0 + βE(σ
2
t−1) = α0 +
βα0
1− α1 − β ≡ A0.
Let B0 = βα0/(1 − α1 − β). Now, we need to evaluate the function g(x;α1, β), for each x 6= 0. In such
a case, we have Xt−1 6= 0 ⇐⇒ εt−1 6= 0 ⇐⇒ Cε˜t−1 > 0, with probability one. Since Cε˜t−1 < ∞, with
probability one, the function g(·;α1, β) is always positive and bounded for each x 6= 0. Now, we can
conclude that
E(X2t |Xt−1 = x) =
{
A0 if x = 0,
A0 + (α1 + β)g˜(x;α1, β)x
2 if x 6= 0, (18)
where g˜(x;α1, β) = g(x;α1, β)− B0x2(α1+β) .
Finally, if |x| → ∞ then |Xt−1| ≥ |x|,with probability one, since Cε˜t−1 is always bounded. Thus we
have Xt−1 = O(X˜t−1), with probability one. Moreover, E(X
2
t ) = E(X˜
2
t ). Then, there exists a M > 0 such
that
E(X2t |Xt−1 = x) = E(X2t |X˜t−1 = x) = α0 + (α1 + β)x2 ∀x > M.
It follows that g(x;α1, β)→ 1 and also g˜(x;α1, β)→ 1 when |x| → ∞. 
Proof of Theorem 2: We analyze the convergence in probability since the almost sure convergence is
straightforward as in the proofs of Propositions 1 and 2 in section B.
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First, consider Ix. By the assumptions of this Theorem, we have that B̂ωIx > 0 in probability, if n→∞.
Therefore, by Propositions 1 and 2 in section B we have that ĥIx/hIx
p−→ 1, when n→∞. Since Inx → Ix
when an → a and given that hIx is a bounded and continuous function with respect to a, it follows that
ĥIn
x
/hIx
p−→ 1 when an → a with n→∞.
Now we can consider the case when an → 0. Using the mean value theorem it follows that hIn
x
/hopt(x)→
1, when n→∞. So we have only to prove that
ĥIn
x
hIn
x
p−→ 1 n→∞
It is sufficient to show that the number of values from the process (1) in Inx , NInx , tends to infinity with
probability one, if n→∞, in order to apply, again, Propositions 1 and 2 in section B.
We fix a positive a′ in the sequence {an}. Thus, we have a Ia′x and Ja
′
x := I
a′
x . We can build a
Markov Chain with two states, I and J , which are the states when the process from (1) is in Ia
′
x and J
a′
x ,
respectively. Let p
(n)
JI be the transition probability from state J to state I in n steps. Now, using µX(·) we
get the unique stationary probability. Based on Markov’s Theorem it follows that p
(n)
·I → µX(Ia
′
x ), when
n→∞, for every initial state J .
Based on assumptions (a) the process in (1) is geometrically ergodic, so there exists a n0 such that
∀n > n0 and ∀a′ > 0 we have
∣∣∣p(n)·I − µX(Ia′x )∣∣∣ ≤W1e−W2n, with W1 and W2 two positive constants.
Now, using the Ergodic Theorem for Markov’s Chain we can write NIa′
x
≈ np(n)
·I with probability one. By
assumption (a5), it is µX(I
a′
x ) = fX(x
′)a′, for a value x′ ∈ Ia′x . Therefore, np(n)·I ≈W1ne−W2n+ fX(x′)na′.
Since nan →∞, when n→∞, if we replace a′ with an, then we have that NIn
x
→∞ with probability one.
Finally, the result follows. 
Remark 3 looking at the proof of Theorem 2, we can say that the condition nan →∞ can be replaced by
the assumption that the number of values from the process (1) in Inx must tend to infinity but with a lower
order with respect to n, when n→∞.
Proof of Theorem 3: By Theorem 2 we have that ĥIx/hIx
p−→ 1. Using the same arguments as in
Proposition 1 in section B, it follows that B̂ωIx
p−→ BωIx ≈ B(x). Besides, by Proposition 2 in section B
we have that V̂ωIx
p−→ VωIx ≈ V(x). The quantities B(x) and V(x) are defined in (13). Moreover, by 14
in Remark 1, σ̂2(x; ĥIx )− σ̂2(x;hIx)
p−→ 0. Therefore, we can conclude that√
nĥIx
[
σ̂2(x; ĥIx)− σ2(x) − 12 ĥ2IxB̂ωIx
]
(
V̂ωIx
)1/2 and √nhIx
[
σ̂2(x;hIx)− σ2(x)− 12h2IxB(x)
]
(V(x))1/2
have the same asymptotic distribution. Applying Theorem 3.2 of [Ha¨rdle and Tsybakov(1997)] the result
follows. 
Proof of Theorem 4: Under H0, σ
2(x) = σ2(−x), ∀x > 0. The same is true for the bias and vari-
ance. We assume that VωIx ≈ V(x). By Theorem 2 and Proposition 2 in section B, we have ĥIx/hIx
p−→ 1
and V̂ωIx
p−→ V(x). Let
T̂ (x) =
√
n
[
ĥ
1/2
Ix
σ̂2(x; ĥIx)− ĥ1/2I−x σ̂2(−x; ĥI−x)
]
(
V̂ωIx + V̂ωI−x
)1/2 .
It follows that T̂ (x) has the same asymptotic distribution as
T˜ (x) =
√
nhIx
[
σ̂2(x;hIx)− σ̂2(−x;hI−x)
]
(2V(x))1/2
.
16
By Theorem 3, both
√
nhIx σ̂
2(x;hIx) and
√
nhIx σ̂
2(−x;hI−x) have an asymptotic Normal distribution.
We have only to evaluate the mixed terms, that is, the terms with different fixed points, −x and x. Now,
it is sufficient to prove that
(I) hE
[
1
h2
K
(
X − x
h
)
K
(
X + x
h
)]
→ 0 and
(II) hE
[
1
h2
K
(
X1 − x
h
)
K
(
X2 + x
h
)]
→ 0
when n → ∞, with h → 0. The univariate random variable X is drawn form the process {Xt} in model
(1). While (X1, X2) is a bivariate random variable from the same process.
I =
1
h
∫
K
(
X − x
h
)
K
(
X + x
h
)
fX(X)dX =
∫
K(Z)K
(
Z +
2x
h
)
fX(x+ hZ)dZ,
changing the variable from X to Z = X−xh . By assumption (a5) it follows that∫
K(Z)K
(
Z +
2x
h
)
fX(x+ hZ)dZ ≤ sup fX(x+ hZ)
∫
K(Z)K
(
Z +
2x
h
)
dZ → 0
when n → ∞, h → 0 and K(·) is bounded by (a6). Note that the convergence to zero holds for any rate
with respect to h. Finally,
II =
1
h
∫ ∫
K
(
X1 − x
h
)
K
(
X2 + x
h
)
fX1X2(X1, X2)dX1dX2 =
= h
∫ ∫
K(Z1)K
(
Z2 +
2x
h
)
fX1X2(x+ hZ1, x+ hZ2)dZ1dZ2, (III)
changing the variable from (X1, X2) to (Z1 =
X1−x
h , Z2 =
X2−x
h ). Since fX1X2(·, ·) is bounded by C0, then
III ≤ hC0
∫
K(Z1)dZ1
∫
K
(
Z2 +
2x
h
)
dZ2 = hC0
∫
K
(
Z2 +
2x
h
)
dZ2 → 0
when n→∞, h→ 0 and again for the boundedness of K(·) by (a6). The proof is complete. 
B Supplementary results
In this Section we show a self-contained method to estimate the unknown functionals for the asymptotic
bandwidth parameter in Local Linear Polynomial estimator. We extend the method in [Giordano and Parrella(2014)]
to the case of dependent data. Moreover, we use a different technical approach as in [Franke and Diagne(2006)]
and [Gyo¨rfi et al.(2002)] in order to deal with the Neural Networks estimator for unknown functions defined
on non compact sets.
Remark 4 Under the assumptions (a1)–(a5), it can be shown that the process is geometrically ergodic and
exponentially α-mixing (see [Ha¨rdle and Tsybakov(1997)]).
Let us consider, for some λ > 0,
Q1(n) :=
∆2ndn log
(
∆2ndn
)
√
n
, Q2(n) :=
∆4n
n1−λ
, Fn :=
{
q :
dn∑
k=1
|ck| ≤ ∆n
}
. (19)
Fn is the class of feedforward neural networks with bounded weights. Now F =
⋃∞
n=1 Fn is the class of
general feedforward neural networks. F is dense with respect to the class of squared integrable functions
using a predefined measure ([Hornik (1991)]). Under model (1), the Neural Network estimator q(x, η̂) can
be written as
q(x, η̂) = arg min
f∈Fn
1
n− 1
n−1∑
k=1
(
X2k+1 − f(Xk)
)2
(20)
17
B.1 Preliminary results
In this section we report some preliminary results for the Neural Networks estimator.
Lemma 1 extends the results for the consistency in [Franke and Diagne(2006)] with respect to the
Neural Network estimator, q(x, η̂), using assumptions (a) and (b). Moreover, the same consistency, as
in [Franke and Diagne(2006)], is shown in the Lemma 2 for the Neural Network estimator of the second
derivative for the unknown function σ2(x).
Lemma 1 Under assumptions (a1) – (a5) and (b), the estimator q(x; η̂) of σ2(x), defined in (20), is
consistent in the sense that:
• if Q1(n)→ 0 as n→∞, then
E
∫ (
q (x; η̂)− σ2(x))2 dµX(x)→ 0 n→∞;
• if, additionally, Q2(n)→ 0 for some λ > 0, then∫ (
q (x; η̂)− σ2(x))2 dµX(x) a.s.−→ 0 n→∞.
Proof: It is sufficient to apply Theorem (3.2) in [Franke and Diagne(2006)] with respect to the estimator
q(x, η̂). Based on the previous Remark 4, the process in (1) is exponentially α-mixing and the activation
function for Neural Network estimator is sigmoidal, continuous and strictly increasing by (b3). So the
conditions for the Theorem (3.2) in [Franke and Diagne(2006)] are satisfied. 
Lemma 2 Under the same assumptions as in Lemma 1, the estimator of the second derivative of σ2(x) is
consistent in the sense that:
• if Q1(n)→ 0 as n→∞, then
E
∫ (
q(2) (x; η̂)− σ2(2)(x)
)2
dµX(x)→ 0 n→∞;
• if, additionally, Q2(n)→ 0 for some λ > 0, then∫ (
q(2) (x; η̂)− σ2(2)(x)
)2
dµX(x)
a.s.−→ 0 n→∞,
where σ2(2)(x) is the second derivative of σ
2(x).
Proof: Define with G the class of all functions σ2(x) satisfying the assumptions (a2) and (a3). Now we
can write ∫ (
q(2) (x; η̂)− σ2(2)(x)
)2
dµX(x) ≤
∥∥D2∥∥2 ∫ (q (x; η̂)− σ2(x))2 dµX(x)
where
∥∥D2∥∥2 = supf∈G ∫ (f ′′(x))2 dµX(x).
By assumptions, the linear operator D2 is bounded. So
∥∥D2∥∥2 < ∞. Finally, using Lemma 1 we obtain
the result. 
The next two lemmas are used in Propositions 1 and 2.
Lemma 3 Under the same assumptions as in Lemma 1, 1n−1
∑n−1
t=1
(
q (Xt; η̂)− σ2(Xt)
)2
is consistent in
the sense that:
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• if Q1(n)→ 0 as n→∞, then
1
n− 1
n−1∑
t=1
(
q (Xt; η̂)− σ2(Xt)
)2 p−→ 0 n→∞;
• if, additionally, Q2(n)→ 0 for some λ > 0, then
1
n− 1
n−1∑
t=1
(
q (Xt; η̂)− σ2(Xt)
)2 a.s.−→ 0 n→∞.
Proof: By Theorem (3.2) in [Franke and Diagne(2006)], which uses the same line of the proof as in
Theorem (16.1) in [Gyo¨rfi et al.(2002)], we have that
W1 := sup
f∈Fn
∣∣∣∣∣ 1n− 1
n−1∑
k=1
∣∣f(Xk)−X2k+1∣∣2 − E {∣∣f(Xt)−X2t+1∣∣2}
∣∣∣∣∣ p(a.s.)−→ 0
for n → ∞. The above convergence is in probability or almost sure according to the two conditions,
Q1(n) → 0 and Q2(n) → 0, respectively. Below, we use only the convergence in probability because the
almost sure convergence follows exactly the same technique.
The neural network estimator q (Xt; η̂) ∈ Fn for some n > n0. Using model (1) we can write
W2 :=
1
n− 1
n−1∑
k=1
(
q (Xk; η̂)− σ2(Xk)
)2 − E {(q (Xt; η̂)− σ2(Xt))2}+
+
1
n− 1
n−1∑
k=1
(
σ2(Xk)ε
2
k+1 − σ2(Xk)
)2 − E {(σ2(Xt)ε2t+1 − σ2(Xt))2}+
− 2
n− 1
n−1∑
k=1
∣∣q (Xk; η̂)− σ2(Xk)∣∣ ∣∣σ2(Xk)ε2k+1 − σ2(Xk)∣∣+
+2E
{∣∣q (Xk; η̂)− σ2(Xk)∣∣ ∣∣σ2(Xk)ε2k+1 − σ2(Xk)∣∣} (21)
Therefore W2
p−→ 0. Consider the terms in the second line of (21). By assumptions (a) it follows that
E
{(
σ2(Xt)ε
2
t+1 − σ2(Xt)
)2}
= E
[
σ4(Xt)
]
E
{(
ε2t − 1
)2}
:= c1 with 0 < c < ∞. By ergodicity of the
process {Xt} and using the assumptions (a) we have that
1
n− 1
n−1∑
k=1
(
σ2(Xk)ε
2
k+1 − σ2(Xk)
)2 a.s.−→ c1 n→∞.
Since E
[
σ4(Xt)
]
<∞ then E
{(
q (Xt; η̂)− σ2(Xt)
)2}
<∞ and by Lemma 1
E
{(
q (Xt; η̂)− σ2(Xt)
)2} p−→ 0
when n→∞. Using Schwartz’s inequality we have that
E
{∣∣q (Xk; η̂)− σ2(Xk)∣∣ ∣∣σ2(Xk)ε2k+1 − σ2(Xk)∣∣} p−→ 0.
So we have that
W3 :=
1
n− 1
n−1∑
k=1
(
q (Xk; η̂)− σ2(Xk)
)2 − 2
n− 1
n−1∑
k=1
∣∣q (Xk; η̂)− σ2(Xk)∣∣ ∣∣σ2(Xk)ε2k+1 − σ2(Xk)∣∣
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and W3
p−→ 0. Since E
{(
q (Xt; η̂)− σ2(Xt)
)2}
<∞ then it follows that
1
n− 1
n−1∑
k=1
(
q (Xk; η̂)− σ2(Xk)
)2 p−→ c2
when n→∞, with 0 ≤ c2 <∞. So, it implies that
1
n− 1
n−1∑
k=1
∣∣q (Xk; η̂)− σ2(Xk)∣∣ ∣∣σ2(Xk)ε2k+1 − σ2(Xk)∣∣ p−→ c2/2
when n→∞. But, by Schwartz’s inequality we can write
1
n− 1
n−1∑
k=1
∣∣q (Xk; η̂)− σ2(Xk)∣∣ ∣∣σ2(Xk)ε2k+1 − σ2(Xk)∣∣ ≤
≤
[
1
n− 1
n−1∑
k=1
(
q (Xk; η̂)− σ2(Xk)
)2]1/2 [ 1
n− 1
n−1∑
k=1
(
σ2(Xk)ε
2
k+1 − σ2(Xk)
)2]1/2
.
If we apply convergence, we have c2/2 ≤ √c1c2. Since c1 can be considered an arbitrary constant because
it depends on the fourth moment of εt, while c2 does not, the inequality is true if and only if c2 = 0. This
completes the proof. 
Lemma 4 Under the same assumptions as in Lemma 1, 1n−1
∑n−1
t=1
(
q(2) (Xt; η̂)− σ2(2)(Xt)
)2
is consistent
in the sense that:
• if Q1(n)→ 0 as n→∞, then
1
n− 1
n−1∑
t=1
(
q(2) (Xt; η̂)− σ2(2)(Xt)
)2 p−→ 0 n→∞;
• if, in addition, Q2(n)→ 0 for some λ > 0, then
1
n− 1
n−1∑
t=1
(
q(2) (Xt; η̂)− σ2(2)(Xt)
)2 a.s.−→ 0 n→∞.
Proof: As in the proof of Lemma (2), let G be the class of all functions σ2(x) which satisfy the assumptions
(a2) and (a3). Now, we have that
1
n− 1
n−1∑
k=1
(
q(2) (Xt; η̂)− σ2(2)(Xt)
)2
≤
∥∥∥d̂2n∥∥∥2 1n− 1
n−1∑
k=1
(
q (Xt; η̂)− [σ2(Xt)]
)2
where
∥∥d2n∥∥2 = supf∈G 1n−1 ∑n−1k=1 [f ′′(xk)]2 and ∥∥∥d̂2n∥∥∥2 = supf∈G 1n−1 ∑n−1k=1 [f ′′(Xk)]2, with the stochastic
process {Xt} defined in (1) and ‖·‖ the norm of L2 space with respect to the empirical measure. Based on
assumption (a3), every function in G has a bounded second derivative and so
lim
n→∞
1
n− 1
n−1∑
k=1
[f ′′(xk)]
2
<∞
for every sequence {xk} ∈ R, k = 1, 2, . . ..
Based on assumptions (a) and ergodicity of the stochastic process {Xt} we have that
∥∥∥d̂2n∥∥∥2 a.s.−→ c <∞.
Finally, using Lemma (3) it follows that∥∥∥d̂2n∥∥∥2 1n− 1
n−1∑
k=1
(
q (Xt; η̂)− σ2(Xt)
)2 p(a.s.)−→ 0 n→∞.
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The above convergence is in probability if Q1(n) → 0, when n → ∞. If, in addition, Q2(n) → 0, when
n→∞, then there will be almost sure convergence. This completes the proof. 
B.2 Consistency for the Functional of the bias
Let Ix = [x − a/2, x + a/2], with a > 0 for all x ∈ R. According to assumption (a5) it follows that
µX(Ix) > 0. Moreover, the number of observed values in Ix from (1) tends to infinity when n → ∞ with
probability 1.
Using model (1), we can write the functional of the bias, BωIx , as
BωIx = C
2
1
∫
Ix
(
σ2(2)(x)
)2
fX(x)dωIx . (22)
Similarly, we can write its estimator as B̂ωIx , that is
B̂ωIx =
C21
∑n−1
t=1
[
q(2) (Xt; η̂)
]2
I(Xt ∈ Ix)∑n−1
t=1 I(Xt ∈ Ix)
(23)
as reported in section 1.2 of this Supplement.
Proposition 1 Under the same assumptions as in Lemma 1, B̂ωIx , defined in (23), is consistent in the
sense that:
• If Q1(n)→ 0 as n→∞, then
B̂ωIx
p−→ BωIx n→∞
• if, additionally, Q2(n)→ 0 for some λ > 0, then
B̂ωIx
a.s.−→ BωIx n→∞
where BωIx is defined in (22).
Proof: For the sake of simplicity we consider only the convergence in probability. The almost sure
convergence follows the same technique. The estimator in (23) can be written as
B̂ωIx =
C21
1
n−1
∑n−1
t=1
[
q(2) (Xt; η̂)
]2
I(Xt ∈ Ix)
1
n−1
∑n−1
t=1 I(Xt ∈ Ix)
.
The quantity C21 is known. By ergodicity of the stochastic process {Xt} it follows that
1
n− 1
n−1∑
t=1
I(Xt ∈ Ix) a.s.−→ µX(Ix).
Using assumptions (a) and again ergodicity of the stochastic process {Xt} we have that
1
n− 1
n−1∑
t=1
(
σ2(2)(Xt)
)2
I(Xt ∈ Ix) a.s.−→
∫
Ix
(
σ2(2)(x)
)2
fX(x)dx.
By Lemma 4 1n−1
∑n−1
t=1
[
q(2) (Xt; η̂)
]2
and 1n−1
∑n−1
t=1
(
σ2(2)(Xt)
)2
converge in probability to the same limit.
But the result is the same if we consider
1
n− 1
n−1∑
t=1
[
q(2) (Xt; η̂)
]2
I(Xt ∈ Ix).
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Therefore, it follows that
1
n− 1
n−1∑
t=1
[
q(2) (Xt; η̂)
]2
I(Xt ∈ Ix) p−→
∫
Ix
(
σ2(2)(x)
)2
fX(x)dx
Since dωIxg = dx/µX(Ix) and µX(Ix) > 0 we have that B̂ωIx
p−→ BωIx . The proof is complete. 
Let m4ε = E(ε
4
t ) and m̂4ε =
∑
n
t=2
X4
t−1∑
n
t=2
[q(Xt−1,η̂)]2
.
Corollary 2 Using the same conditions as in Proposition 1, the estimator m̂4ε, is consistent in the sense
that:
• if Q1(n)→ 0 as n→∞, then m̂4ε p−→ m4ε n→∞
• if, in addition, Q2(n)→ 0 for some λ > 0, then m̂4ε a.s.−→ m4ε n→∞.
Proof: As in the previous proofs, we analyze the convergence in probability since the almost sure conver-
gence is straightforward. The estimator m̂4ε can be written as
m̂4ε =
1
n−1
∑n−1
t=1 X
4
t
1
n−1
∑n−1
t=1 [q (Xt; η̂)]
2 .
Based on assumptions (a) and ergodicity of the stochastic process {Xt}, it follows that
1
n− 1
n−1∑
t=1
X4t
a.s.−→ E [σ4(Xt)]m4ε n→∞
and
1
n− 1
n−1∑
t=1
σ4(Xt)
a.s.−→ E [σ4(Xt)] n→∞
sinceE
[
σ4(Xt)
]
<∞ andm4ε <∞. Using Lemma (3), it implies that 1n−1
∑n−1
t=1 σ
4(Xt) and
1
n−1
∑n−1
t=1 [q (Xt; η̂)]
2
have the same limit in probability. Therefore,
1
n− 1
n−1∑
t=1
[q (Xt; η̂)]
2 p−→ E [σ4(Xt)] ,
when n→∞. We can conclude that m̂4ε p−→ m4ε. The proof is complete. 
B.3 Consistency for the functional of variance
Using model (1), we can write the functional of variance, VωIx , as
VωIx = C2
∫
Ix
[
σ4(u)
]
dωIx(u) (m4ε − 1) . (24)
Similarly, we can write its estimator as
V̂ωIx =
C2
∑n∗
i=1 [q (zi; η̂)]
2
/n∗∑n
t=1 I(Xt ∈ Ix)/n
(m̂4ε − 1) . (25)
as reported in section 1.2 of this Supplement. The points {z1, z2, . . . , zn∗} are uniformly spaced values from
the interval Ix, with n
∗ = O(n).
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Proposition 2 Using the same conditions as in Proposition 1, then V̂ωIx , defined in (25), with Ix ⊂ R
and n∗ = O(n), is consistent in the sense that:
• If Q1(n)→ 0 as n→∞, then
V̂ωIx
p−→ VωIx n→∞
• if, in addition, Q2(n)→ 0 for some λ > 0, then
V̂ωIx
a.s.−→ VωIx n→∞.
Proof: As in the previous proofs, we analyze the convergence in probability since the almost sure conver-
gence is straightforward.
By Corollary 2, it follows that m̂4ε
p−→ m4ε, when n→ ∞. Using the ergodicity of the stochastic process
{Xt}, we have that
∑n
t=1 I(Xt ∈ Ix)/n
a.s.−→ µX(Ix), when n→∞.
Since C2 is a known quantity, we need only to show that
n∗∑
i=1
[q (zi; η̂)]
2 /n∗
p−→
∫
Ix
[
σ4(u)
]
du
where the points {z1, z2, . . . , zn∗} are deterministic and uniformly spaced values from the interval Ix.
By Lemma 1 and Lemma 3, we know that
inf
s∈Fn
∫
R
(
s(x)− σ2(x))2 dµX(x)→ 0 n→∞ (26)
sup
s∈Fn
∣∣∣∣∣
n−1∑
k=1
∣∣s(Xk)−X2k+1∣∣2 − E {∣∣s(Xt)−X2t+1∣∣2}
∣∣∣∣∣ p−→ 0 n→∞. (27)
Both (26) and (27) refer to the Neural Network estimator with respect to the stochastic process {Xt}.
Instead, we consider some points which are not drawn by the process. So, in this case, we have to show
that (26) and (27) hold.
By assumption (a5), we have that
inf
s∈Fn
∫
R
(
s(x)− σ2(x))2 dµX(x) ≥ inf
s∈Fn
∫
Ix
(
s(x)− σ2(x))2 fX(x)dx ≥
≥ Cf inf
s∈Fn
∫
Ix
(
s(x) − σ2(x))2 dx
where Cf := minx∈Ix{fX(x)}, with 0 < Cf <∞. By (26), it follows that
inf
s∈Fn
∫
Ix
(
s(x)− σ2(x))2 dx→ 0 n→∞.
Thus, we have proved that (26) is also true with respect to the points {z1, z2, . . . , zn∗} uniformly spaced
from the interval Ix. Since n
∗ = O(n), we can consider asymptotically n instead of n∗.
Put zi = X˜i + (zi − X˜i), where X˜i ∈ {X1, X2, . . . , Xn}, i = 1, 2, . . . , n∗. For every ǫ > 0 and zi, we
choose a X˜i such that
∣∣∣zi − X˜i∣∣∣ < ǫ. Now, we have to show that such a X˜i exists with probability 1.
By assumption (a5) and based on Proposition (A1.7) in [Tong (1990)], every non null compact set is a
“small set” with respect to the Lebesgue measure for the Markov process in (1). But every set of radius ǫ,
which contains zi is non null compact set using the Lebesgue measure. Therefore, there exists a n0 such
that for each n > n0 we can find at least a X˜i ∈ {X1, X2, . . . , Xn} with probability 1.
Define di := (zi − X˜i). Then |di| <∞ with probability 1, when n→∞, ∀i.
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Define Zi := (X˜i, di). The bi-dimensional random variables Zi retain the property of exponentially α-
mixing because we have only deterministic variables zi and random variables Xi which are exponentially
α-mixing. Since n∗ = O(n), we can write, asymptotically,
sup
s∈Fn
∣∣∣∣∣
n−1∑
k=1
∣∣s(Xk)−X2k+1∣∣2 − E {∣∣s(Xt)−X2t+1∣∣2}
∣∣∣∣∣
≤ sup
s∈Fn
∣∣∣∣∣
n−1∑
k=1
∣∣∣s(Zk)− X˜2k+1∣∣∣2 − E {∣∣∣s(Zt)− X˜2t+1∣∣∣2}
∣∣∣∣∣
because, using the proof of Theorem (3.2) from [Franke and Diagne(2006)], the upper bounds for the sup
depend on dn, ∆n and the dimension of the input variables. But this dimension is 1 in (27) and 2 if we
use Zi as input variables, that is the uniformly spaced values in Ix.
Therefore, these upper bounds are the same when n→∞. So, it follows that
sup
s∈Fn
∣∣∣∣∣
n−1∑
k=1
∣∣∣s(Zk)− X˜2k+1∣∣∣2 − E {∣∣∣s(Zt)− X˜2t+1∣∣∣2}
∣∣∣∣∣ p−→ 0 n→∞
In this way, we can apply Lemma (3) in the case of the uniformly spaced values in Ix. Then we have that∑n∗
i=1 [q (zi; η̂)]
2
/n∗ and
∑n−1
i=1
(
σ4(zi)
)
/n have the same limit in probability, when n→∞.
Finally, the result follows. 
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