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THE AFFINE HECKE CATEGORY IS A MONOIDAL COLIMIT
JAMES TAO AND ROMAN TRAVKIN
Abstract. LetG be a semisimple simply-connected algebraic group over an algebraically
closed field of characteristic zero. We prove that the affine Hecke category associated
to G is equivalent to the colimit, evaluated in the ∞-category of stable monoidal ∞-
categories, of the finite Hecke subcategories associated to standard parahoric subgroups
of G. The same method yields analogous colimit presentations of the 0-Hecke monoid
(where the colimit is taken in monoids in spaces) and of the Hecke algebra (where the
colimit is taken in DG-algebras). We also construct a strong monoidal functor from any
finite or affine type braid group to the corresponding Hecke category.
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1. Introduction
The theme of this paper is the search for ‘homotopically correct’ presentations of monoidal
structures associated to a Dynkin diagram I. Such presentations of Coxeter groups and
braid groups are already known, but we extend this framework to 0-Hecke monoids, Hecke
algebras, and most importantly Hecke categories (when I is affine). These presentations
are useful. For example, using the presentation of the braid group, we construct a strong
monoidal functor from any finite or affine type braid group to the corresponding Hecke
category. In a forthcoming work, we will use the presentation of the affine Hecke category
to construct, in Type A, the functor from the affine to the finite Hecke category which was
partially defined in [To].
In essence, the proofs consist of one hard combinatorial fact (the contractibility of the
category Arr<b defined in 1.2, which is a homotopical version of the deletion lemma for
Coxeter groups), combined with many formal arguments in category theory.
In this paper, ‘monoid in Spaces’ means a homotopy-coherent monoid object in the ∞-
category of topological spaces. Also, ‘contractible’ means ‘weakly contractible.’
1.1. Homotopy presentations of the Coxeter group and braid monoid. Let I be
the vertices of an arbitrary Dynkin diagram, and let mij be the edge labels, with mii = 1.
The Coxeter group associated to I is defined by the following presentation:
WI :=
〈
si for i ∈ I
∣∣ (sisj)mij = 1 for i, j ∈ I〉 .
Any subset J ⊆ I determines a smaller Dynkin diagram, hence a groupWJ , and the evident
map WJ →WI is injective. Since each relation involves at most two generators, we have
WI ≃ colim
J⊆I
|J|≤2
WJ ,
where the colimit1 is evaluated in the 1-category of monoids in Set. This colimit can also
be evaluated in the ∞-category of monoids in Spaces. Unfortunately, the resulting monoid
in Spaces has the correct π0 but its higher homotopy groups do not vanish.
The issue can be resolved by taking a colimit over a larger diagram. Namely, we have
WI ≃ colim
J⊆I
J finite type
WJ ,
even when the colimit is evaluated in the ∞-category of monoids in Spaces. This fact has
been known to the experts for some time, and a simple proof was communicated to us by
Yakov Varshavsky: The statement is trivial if I is finite type, so assume that I is infinite
type. Then the (modified) Coxeter complex is contractible, which implies that
colim
J⊆I
J finite type
WI/WJ ≃ pt,
where the colimit is evaluated in Spaces. Finally, taking the homotopy quotient with respect
to the left action of WI yields the claim.
1More general colimits of groups over this indexing poset have been studied, in a non-homotopical setting,
under the heading of Corson diagrams, see [CL].
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The analogous result for braid monoids is also known. The braid monoid (a.k.a. Artin–
Tits monoid) associated to I is defined by a presentation involving generalized braid rela-
tions:
B
+
I :=
〈
si for i ∈ I
∣∣∣∣∣ (sisjsi · · · )︸ ︷︷ ︸
mij factors
= (sjsisj · · · )︸ ︷︷ ︸
mij factors
for i, j ∈ I
〉
As before, any subset J ⊆ I determines a smaller Dynkin diagram, hence a monoid B+J , and
the evident map B+J → B
+
I is injective. It can be deduced from [Do] that
B
+
I ≃ colim
J⊆I
J finite type
B
+
J ,
where the colimit is evaluated in the ∞-category of monoids in Spaces. The deduction goes
like this: Define the subset of finite type elements WI,fin ⊆WI to be the union of WJ for all
finite type J ⊆ I. Theorem 5.1 in [Do] states that the following well-known presentation of
B
+
I is still valid when (suitably) interpreted as presenting a monoid in Spaces:
(†) B+I ≃
〈
tw for w ∈ WI,fin
∣∣∣∣∣ tw1tw2 = tw1w2 for all w1, w2 ∈WI,fin satisfyingw1w2 ∈WI,fin and ℓ(w1) + ℓ(w2) = ℓ(w1w2)
〉
The colimit presentation follows from this theorem because, in this case, the homotopy col-
imit can be computed by taking the ‘union’ of the presentations of B+J . (See Corollary 3.2.6.)
The proof of Theorem 5.1 in [Do] also implies the following presentation:
B
+
I ≃
〈
tw for w ∈ WI
∣∣∣∣∣ tw1tw2 = tw1w2 for all w1, w2 ∈WI satisfyingℓ(w1) + ℓ(w2) = ℓ(w1w2)
〉
This has an important consequence for geometric representation theory: it makes it easy to
construct a (strong) monoidal functor
F : B+I → (Hecke category for I),
where the right hand side is defined when I is finite or affine type. The monoidal structure
of F encodes relations (and higher relations) between wall-crossing functors. Furthermore,
F automatically extends to a (strong) monoidal functor defined on the braid group BI . This
deduction relies on the fact that the homotopy groupification of B+I is the discrete group
BI , which uses [Do, Thm. 5.2] and the K(π, 1)-conjecture. The latter was proved for finite
type I in [De1], and it was recently proved for affine I in [PS].
Remark (Survey of related work). For finite type I, the validity of (†) goes back to [De2,
Thm. 2.4], which shows that a poset of factorizations of a fixed element b ∈ B+I into elements
of WI,fin is contractible. For general I, besides [Do, Thm. 5.1] which implies (†), there is
also [DiMi, Thm. 6.2] which proves a weaker result (π1-vanishing) in the more general setting
of categories equipped with Garside families.
One should also mention the recent paper [EW], which studies ‘homotopically correct’
presentations for WI ,B
+
I , and BI using a generating set consisting of simple reflections
rather than finite type elements. This reduction in the size of the generating set comes
at the cost of imposing many higher relations – the generalized Zamolodchikov relations –
which kill the higher homotopy groups, see [EW, Def. 1.14]. (A special case of these relations
was given in [De2, 1.3.2].) In fact, they only write down the higher relations which kill π1
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(but not π2 and higher), so the resulting presentation is suitable for constructions involving
1-categories but not ∞-categories.
When I is finite-type, the construction of the monoidal functor F follows from [De2, 1.11].
This is even true in the ∞-categorical setting because [De2, Thm. 2.4] proves contractibility
rather than simply-connectedness, as mentioned above.
Lastly, a word about proofs. The approaches in [De2] and [Do] are quite different. Deligne
uses the geometric picture developed in [De1] which identifies elements b ∈ B+I with equiva-
lence classes of galleries in the hyperplane arrangement associated to I. This picture allows
one to characterize the poset of prefixes of b which lie in WI,fin, and one proceeds by in-
ductively peeling off such prefixes until b is reduced to 1. In contrast, Dobrinskaya shows
directly (using the Hurewicz theorem) that, if b /∈ WI,fin, then the space of nontrivial fac-
torizations of b is contractible. Then one iterates this to arrive at a factorization of b into
elements of WI,fin. We will use a combination of Deligne and Dobrinskaya’s techniques to
prove the contractibility results we need. In 1.2, point (1) is inspired by the proof of [Do,
Thm. 5.1], while point (2) uses the geometry of walls and chambers [De1] to characterize
minimal prefixes of b which do not lie in WI,fin.
1.2. Homotopy presentation of the Coxeter group. The 0-Hecke monoid is defined
by replacing, in the usual presentation of WI , the relations s
2
i = 1 by s
2
i = si. There is a
well-defined bijection of sets
ϕ :WI → (0-Hecke monoid for I)
which sends an element w ∈ WI with reduced expression si1 · · · sin to the same expression
interpreted as a product of generators of the 0-Hecke monoid. Using ϕ, we identify the
underlying sets of these two monoids. Furthermore, if w1, w2 ∈ WI satisfy ℓ(w1) + ℓ(w2) =
ℓ(w1w2), then ϕ(w1)ϕ(w2) = ϕ(w1w2). The first part of the paper establishes an analogous
homotopy presentation of the 0-Hecke monoid:
Theorem. We have
(0-Hecke monoid for I) ≃ colim
J⊆I
J finite type
(0-Hecke monoid for J).
In the rest of this subsection, we motivate this theorem and summarize its proof.
Remark (Motivation). For our main theorem concerning the affine Hecke category, we will
not use this theorem directly, but we will use an intermediate result arising in its proof.
Let us give some intuition for why these two theorems are related. The 0-Hecke monoid is
obtained from WI by ‘deforming’ the relations s
2
i = 1 by replacing them by s
2
i = si. The
Hecke algebra, and indeed the Hecke category, can be viewed as arising from successively
more elaborate deformations of s2i = 1. The basic idea for handling these deformations,
which is also used in Varshavsky’s work on loop group invariants, is that proving a result
for s2i = 1 in a suitably ‘filtered’ way will also prove analogous results for deformations of
s2i = 1. More concretely, if the ‘naive’ proof involves showing that some topological space S
is contractible, then the ‘filtered’ proof involves showing that the subquotients of a particular
filtration S0 ⊂ S1 ⊂ · · · ⊂ S are contractible, including S0. Thus, the ‘filtered’ proof implies
that various ‘deformations’ of S are also contractible.
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Now we turn to the proof of the theorem. First, recall that colimits of monoids in Spaces
can be computed using an appropriate bar construction. In our case, the above colimit is
homotopy equivalent to the nerve of the 1-category Worddegfr (Dem) defined as follows:
• The objects are finite sequences in WI,fin, called words. Each term of the sequence
is called a letter.
• A morphism w → w′ is a specified way of obtaining w′ from w via the following
operations. First, choose a set of disjoint consecutive substrings ofw, such that each
substring is contained in WJ for some finite type J ⊆ I. Replace each substring by
the single letter given by the product in the 0-Hecke monoid for I. (This is called
the Demazure product.) Lastly, insert the letter ‘1’ an arbitrary number of times.
The connected components of Worddegfr (Dem) are obviously indexed by WI , viewed as the
underlying set of the 0-Hecke monoid for I. Let Worddegfr (Dem = w) denote the component
consisting of words whose Demazure product equals w ∈ WI . The goal is to show that
Word
deg
fr (Dem = w) is contractible.
Next, we decompose Worddegfr (Dem = w) into parts. Consider the non-full subcategory
Word
deg,ℓ
fr (Dem = w) ⊂Word
deg
fr (Dem = w)
which contains all objects, but only those morphisms which only involve length-preserving
multiplications, i.e. those which satisfy ℓ(w1)+ ℓ(w2) = ℓ(w1w2). Then Word
deg,ℓ
fr (Dem = w)
has one connected component for every element b ∈ B+I which goes to w under the map
B
+
I → WI defined by the Demazure product. Denote this component by Word
deg
fr (b), and
note that each of these components is contractible by (†).
For each b as above, consider the full subcategory
Arr<b ⊂ Arr(Word
deg
fr (Dem = w))
consisting of arrows w → w′ for which w ∈ Worddegfr (b) and w
′ /∈ Worddegfr (b). Note that
such arrows are length-decreasing, i.e. the total length2 of w is larger than that of w′.
It is easy to see that every arrow in Worddegfr (Dem = w) is contained in some Word
deg
fr (b)
or some Arr<b. Intuitively, the arrows in Arr<b glue the components Word
deg
fr (b) together to
form Worddegfr (Dem = w). If each Word
deg
fr (b) is contractible, and each Arr<b is contractible,
then it will follow that Worddegfr (Dem = w) is contractible. We therefore reduce to showing
that each Arr<b is contractible. The proof of this involves two key ideas:
(1) We introduce an analogous category Word(b) whose objects are words with letters
in B+I r {1} which multiply to b. Let Wordnrs(b) ⊂ Word(b) be the subcategory
consisting of words with ≥ 2 letters such that at least one letter is not in the image
of the ‘reduced lift’ map WI → B
+
I .
3 The trick from [Do, Thm. 5.1], which relates
a ‘small’ category of words with finite type letters to a ‘large’ category without this
restriction, allows us to show that if Wordnrs(b) is contractible then so is Arr<b.
Therefore, we are reduced to showing that Wordnrs(b) is contractible.
2The ‘total length’ of a word is the sum of the lengths of its letters. In particular, the letter ‘1’ does not
contribute to the total length. We use ‘size’ to refer to the number of letters.
3If w = s1 · · · sn is a reduced expression as a product of simple reflections, this map sends w to the same
product interpreted as an element of B+
I
.
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Let Words(b) ⊂Word(b) be the subcategory consisting of words with ≥ 2 letters.
It follows from Dobrinskaya’s results that Words(b) is contractible, so it suffices to
show that
Wordnrs(b) →֒Words(b)
is a homotopy equivalence.
(2) The deletion lemma for Coxeter groups says the following: given any nonreduced se-
quence of simple reflections, there exists a sequence of braid moves which transforms
it into another sequence which has a repeated term:
s1 · · · sj′ · · · sj · · · sn  s1 · · · ŝj′ · · · sjsj · · · sn
Moreover, the indices j′ and j are canonically determined by the original sequence
of simple reflections. We pursue the following intuition: objects of Words(b) are
analogous to ‘nonreduced sequences,’ and objects of Wordnrs(b) are analogous to
‘nonreduced sequences with a repeated term.’ More precisely, we define a stratifica-
tion of Words(b) based on ‘where the deletion lemma can be applied,’ and we use
induction to show that successively gluing these strata onto Wordnrs(b) does not
change the homotopy type of the nerve. To define this stratification, we need a
geometric interpretation of nonreduced expressions as galleries in the Tits cone; as
explained in 1.1, this viewpoint was developed in [De1].
Remark. In the context of the previous remark, the nerve of Worddegfr (Dem = w) plays
the role of the topological space S, and the categories Arr<b and Word
deg
fr (b) determine
the subquotients of a filtration of S. The latter two categories would have remained the
same if we had used the usual product in WI rather than the Demazure product in the
above definitions. Hence, the contractibility of Arr<b gives an (overkill) proof of the colimit
presentation of WI . The proof of our main theorem concerning the affine Hecke category
also relies on the contractibility of Arr<b.
Remark. The presentation (†) says that B+I is obtained from WI by considering the length
function with respect to the set of generators si (for i ∈ I) and allowing only length-
preserving multiplications. When I is finite type, the relationship between these two monoids
is generalized by the theory ofGarside structures, see [Mc, Def. 2.1], and that theory provides
information about the classifying spaces of these groups [Mc, Thm. 1.7]. For non-finite-type
I, a more general theory of Garside-like structures is needed [Mc, Sect. 4]. Some of the
tricks in (1) use very little about B+I besides its length function, so they might be applicable
to monoids arising from other Garside structures.
1.3. Hecke categories and bistratified categories. We turn now to our main theorem,
which is an analogous colimit presentation for affine Hecke categories. Assume that I is
an affine extended Dynkin diagram. Let G be the semisimple4 simply connected algebraic
group associated to I, let G(K) be the loop group, and let I be the Iwahori group subscheme.
The affine Hecke category HI := D(I\G(K)/I) is a categorification of the Hecke algebra
associated to I. For every J ⊂ I, the corresponding standard parahoric PJ ⊂ G(K) is used
to define a full subcategory
D(I\PJ/I) =: HJ ⊂ HI .
4We assume that G is semisimple so that the Weyl group of G(K) is a Coxeter group. The generalization
for arbitrary reductive G should be straightforward, if tedious.
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Theorem. We have
HI ≃ colim
J⊂I
J finite type
HJ ,
where the colimit is evaluated in the ∞-category of monoidal stable ∞-categories (or DG-
categories if one prefers).
Since we are no longer studying monoids in Spaces, the bar construction of 1.2 needs
to be modified. We will reduce this problem to computing a colimit of (non-monoidal) ∞-
categories indexed by a different category Word′fr. This category differs from Word
deg
fr (Dem)
in the following ways: the morphisms are allowed to insert additional letters besides ‘1,’
and the morphisms are also allowed to replace an existing letter with one that exceeds it in
the (strong) Bruhat order. Thus, in addition to the length-preserving and length-decreasing
arrows which appeared in 1.2, there are now also length-increasing arrows.
Nevertheless, we want to use the same approach, described in 1.2, of building Word′fr
inductively from the components Worddegfr (b) by adding extra arrows. This approach is
made possible by two pieces of category theory:
(1) Reedy categories provide a standard framework for inductively studying a category
which is built out of length-decreasing and length-increasing arrows. Unfortunately,
Word′fr is not Reedy because there are length-preserving arrows as well. Instead, we
use the generalization of Reedy categories given in [Sh, Def. 6.9], and we extend two
of its results to the ∞-categorical setting.
(2) The generators of the Hecke algebra correspond to Weyl group elements and hence
to Bruhat cells in the flag variety Fℓ := G(K)/I. In order to relate the geometry to
the combinatorics, we need to understand the affine Hecke category as ‘glued’ from
the categories of sheaves on each Bruhat cell. For this, we use [AMR], which says
that any ∞-category can be built by ‘gluing’ subcategories together provided that
there are functors (i∗, i∗ = i!, i
!, j!, j
∗ = j!, j∗) going between the strata.
These inputs, combined with the contractibility of Arr<b and Word
deg
fr (b) from 1.2, assemble
to give a proof of the main theorem.
Remark. The same approach shows that the analogous colimit presentation of Hecke alge-
bras is valid when interpreted as a homotopy colimit of DG-algebras. The proof in this
case is much easier because the derived category Vect is a stable category but DGCat is not.
Hence, a map in Vect is an isomorphism if and only if its homotopy fiber is zero, but to
check whether a map in DGCat is an equivalence it is not even enough to check that all
fiber categories are trivial. In the body of the paper, we do not discuss colimits of Hecke
algebras because it would merely repeat a subset of the details for the main theorem. Also,
we expect that a more streamlined proof of the main theorem could be obtained by dealing
with the (∞, 2)-categorical structure of DGCat, which we avoid.
1.4. The role of ∞-categories. This paper does not work model-independently. We com-
mit to the model of (∞, 1)-categories as quasicategories, which has been developed by Joyal,
Lurie, and others. The practical reason for doing so is to make it easier to use material
from [HTT] and [HA] regarding colimits and monoidal structures. There is also a concep-
tual reason: what does it mean to ‘present’ a homotopy-coherent monoid in Spaces, or an
∞-category, using generators and relations? We take the point of view that a ‘presentation’
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is a simplicial set which does not necessarily satisfy any lifting conditions. Thus, in this
paper, simplicial sets are not merely a technical device but rather a key concept without
which many of our results could not be precisely stated. Accordingly, in order to make sense
of the notion of ‘∞-category generated by a simplicial set,’ it is most convenient to work in
a model where ∞-categories are simplicial sets which satisfy a property.
It can be difficult to write rigorous proofs about (∞, 1)-categories since one must say
where all the simplices go. However, the theory of (∞, 1)-categories provides properties
– usually analogous to ones from 1-category theory – which can be checked at the level of
objects and morphisms but have strong consequences for the behavior of all simplices. Three
instances of this are particularly important for us:
• Consider a map F : K → C from a simplicial set K to an ∞-category C. If K
is contractible and F sends arrows in K to isomorphisms in C, then colimF is
equivalent to F (c) for an arbitrary c ∈ C. (See [HTT, Cor. 4.4.4.10].)
• Let C be an ∞-category. The ∞-category of pairs (C′, ϕ) where ϕ : C′ → C is fully
faithful is equivalent to the poset of strictly full subcategories of C.5 Similarly, if
C is a monoidal ∞-category, and C′ ⊂ C is a full subcategory whose set of objects
contains the monoidal unit and is stable under the tensor product in C, then C′ is
automatically monoidal [HA, Prop. 2.2.1.1].
• A functor between ∞-categories is an equivalence if and only if it is fully faithful
and essentially surjective [HTT, 1.2.10].
Thus, the non-formal geometric statements needed for the proof of the main theorem come
down to statements about sets of objects (which are obvious), equivalences of categories,
and homotopy equivalences of mapping spaces.
1.5. Structure of the paper. Here are the contents of each section:
2. This section concerns foundational material. We review the ‘bar construction’ which
computes mapping spaces in the∞-category generated by a simplicial set (2.1). This
includes presentations of monoids in Spaces as a special case, but it is also useful
for setting up a partially∞-categorical theory of bistratified categories (2.2). Using
this theory, we show that the homotopy type of a correspondence of 1-categories can
be computed in terms of the category of arrows from one fiber to the other (2.3). We
review how to compute colimits of monoid objects in any∞-category (2.4) and how
to construct the convolution monoidal structure on the affine Hecke category (2.5).
3. This section concerns the results mentioned in 1.1 and 1.2. After reviewing the
basics of Coxeter systems (3.1), we state Dobrinskaya’s results and deduce some
consequences (3.2), including the construction of a monoidal functor from BI to the
Hecke category. In 3.3, we state the result about contractibility of Arr<b, and its
proof takes place in 3.4 and 3.5. Finally, we establish homotopy presentations of
5The main result of [AMR], which plays an important role in this paper, also falls into this paradigm.
For them, a ‘stratification of a stable ∞-category’ is specified by a poset of full subcategories [AMR, Def.
0.13], yet the existence of a stratification with good properties related to existence of adjoint functors [AMR,
Def. 0.12] implies that the ambient ∞-category can be expressed as a lax limit of the ‘associated graded’
pieces [AMR, Thm. A].
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WI and the 0-Hecke monoid in 3.6 and 3.7. As mentioned in 1.2, this proof of the
homotopy presentation of WI is overkill, but we include it for expository purposes.
4. We use the bar construction to reformulate the main theorem as a limit in DGCat
(4.1). The two remaining subsections use [AMR]. When we describe this limit dia-
gram in more geometric terms (4.2), convolution flag varieties (a.k.a. Bott–Samelson
varieties) naturally appear. Lastly, we use this to establish the geometric inputs we
need for the proof (Lemma 4.2.6 and Lemma 4.3.4).
5. This section is devoted to the proof of the main theorem (Theorem 5.1.1).
1.6. Notations and conventions. The word∞-category means (∞, 1)-category. We make
an effort to use the term 1-category when it applies. For us, a poset is a 1-category such that
there is at most one map between any two objects. We do not explicitly distinguish between
a 1-category and its simplicial nerve, e.g. we speak of a ‘functor from a 1-category to an
∞-category’ or say that a ‘1-category is contractible or homotopy equivalent to another one’
even though both of these statements apply to the nerve of that 1-category.
The word equivalence means ‘equivalence of ∞-categories,’ while homotopy equivalence
means ‘homotopy equivalence of spaces obtained by taking geometric realizations.’ A cate-
gorical equivalence of simplicial sets is a map which becomes an equivalence of∞-categories
upon taking fibrant replacements in the Joyal model structure. This agrees with [HTT, Def.
1.1.5.14].
Spaces is the∞-category of topological spaces. (We do not use Top because it is sometimes
convenient to think of Spaces as consisting of ∞-groupoids.) In 2.4, SSet is the 1-category
of simplicial sets. The simplex category is denoted ∆, the n-dimensional simplex is denoted
∆n, and the horn obtained by deleting the interior and the face opposite to the vertex k
is denoted Λnk . For any subset S ⊂ {0, . . . , n}, there is the subsimplex ∆
S ⊂ ∆n whose
vertices are given by S.
(∞, 1)-Cat is the ∞-category of presentable∞-categories (we ignore set-theoretic issues),
and Vect and DGCat are the ∞-categories defined in [GR, Vol. 1, Chap. 1]. Key remark:
we work with ‘large’ categories (those which admit colimits and correspond to unbounded
derived categories). The reason is that we need to use [HTT, Cor. 5.5.3.4] which turns
colimits of ∞-categories into limits by passing to right adjoints.
We work over an algebraically closed field of characteristic zero, denoted C for convenience.
For a finite type stackX , D(X) is the derived category ofD-modules onX or, more precisely,
the∞-category of crystals in the sense of [GR, Vol. 2, Chap. 4]. Bootstrapping this definition
to more general X such as I\G(K)/I is explained in 2.5.
We used D-modules only because that is the sheaf-theoretic setting in which foundational
material was most readily available. Our results depend very weakly on the sheaf theory:
they should apply in any sheaf theory which satisfies descent with respect to blow-up dia-
grams and which makes A1 cohomologically contractible.
Adjunctions between categories are denoted by ⇄, with the convention that the arrow
on top indicates the direction of the left adjoint.
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1.7. A related work. After this paper was written, we learned (in August 2020) from
Dennis Gaitsgory about a forthcoming work by John Francis, David Nadler, and Penghui Li
which studies the colimit presentation of the affine Hecke algebra using different methods,
including results of Yakov Varshavsky.
1.8. Acknowledgments. We are indebted to Roman Bezrukavnikov, Kostya Tolmachov,
and Sam Raskin for helpful conversations which took place during the course of this project.
In addition, we would like to thank Dennis Gaitsgory, Penghui Li, and David Nadler for
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2. Foundational material
In this section, we lay foundations for the questions we will discuss in this paper. Namely,
we explain how to compute homotopy colimits of homotopy-coherent monoid objects using
a version of the bar construction (2.1 and 2.4), how to compute the homotopy type of a
category by decomposing it into parts (2.2 and 2.3), and how to construct the convolution
monoidal structure on the Hecke category in the ∞-categorical setting (2.5).
2.1. Presentations of monoids and categories. In this paper, we often need to consider
the ∞-category which is freely generated by a simplicial set S. This is the fibrant replace-
ment of S with respect to the Joyal model structure.6 Although this functor is difficult to
compute in general, we improve the situation by restricting to the case in which S looks
like a 1-category except some compositions of morphisms are undefined (2.1.4). In this case,
using a nicer version of the functor due to [DSp], we obtain a description of the mapping
spaces in the fibrant replacement via a generalized bar construction (Corollary 2.1.6).
2.1.1. The classifying category construction gives an equivalence between monoids in Spaces
and ∞-categories with one object. Therefore, if S is a simplicial set with one vertex, we
can interpret S as giving generators and relations for a monoid in Spaces, and this monoid
is obtained via the aforementioned fibrant replacement. Concretely, arrows in S correspond
to generators, and higher-dimensional simplices in S correspond to relations. In this way,
this subsection will help us understand presentations of monoids in Spaces.
2.1.2. The main result of [DSp] is that there is a functor Cnec(−) whose output is equivalent
to the fibrant replacement, yet Cnec(−) is often easier to compute. This functor Cnec(−)
goes from simplicial sets to simplicial categories and is defined as follows.
A necklace is a nonempty simplicial set of the form
∆n0 ∨∆n1 ∨ · · · ∨∆nk
where each wedge means that the vertex ni ∈ ∆ni is identified with the vertex 0 ∈ ∆ni+1 .
Each necklace has a unique ‘first vertex’ 0 ∈ ∆n0 and ‘last vertex’ nk ∈ ∆
nk . Let Nec be
the 1-category whose objects are necklaces and whose morphisms are maps of simplicial sets
which send the first vertex to the first vertex and the last vertex to the last vertex.
6See [HTT, Ex. 1.2.14.3] for more discussion of this point.
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If S is a simplicial set, then Cnec(S) is the simplicial category whose objects are given by
the vertex set S0, and whose mapping simplices are given by the formula
HomCnec(S)(a, b) := N(NecS,a,b).
Here NecS,a,b is the 1-category of pairs (T, π) where T ∈ Nec and π : T → S is a map
sending the first vertex of T to a and the last vertex to b.
2.1.3. Definition. A spine is a necklace in which every wedge factor is ∆1. Every simplex
∆n has a maximal spine given by
spine(∆n) := ∆{0,1} ∨ · · · ∨∆{n−1,n}.
Conversely, given a spine L, let fill(L) be the simplex whose spine is L. For any necklace T ,
we have canonically defined spines
max(T ) →֒ T ←֓ min(T )
containing the first and last vertices of T , where max(T ) is the longest possibility and min(T )
is the shortest. Any map of necklaces T1 → T2 induces a map max(T1)→ fill(max(T2)).
2.1.4. The generating simplicial sets S we will consider are of a very special form. Namely,
S satisfies these properties:
(i) In any diagram of solid arrows
Λ21 S
∆2
there is at most one dotted arrow which makes the diagram commute.
(ii) Let n ≥ 3 and 0 < k < n. In any diagram of solid arrows
Λnk S
∆n
there is exactly one dotted arrow which makes the diagram commute.
If S satisfies these properties, then any diagram of solid arrows
spine(∆n) S
∆n
admits at most one dotted arrow which makes the diagram commute. If the dotted arrow
exists, we call the image of ∆{0,n} →֒ ∆n → S the composite of the sequence of arrows
specified by spine(∆n)→ S.
The datum of a one-vertex simplicial set S satisfying (i) and (ii) is equivalent to a
‘discrete partial monoid’ in the sense of [Do, Def. 2.5], which is roughly speaking a set
with a ‘partially-defined associative multiplication’ and a unit element. The equivalence
sends S to the partial monoid whose underlying set is S1, whose subset of well-defined
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multiplications is the subset T ⊆ Hom(Λ21, S) ≃ S
×2
1 of maps which admit a lift as in (i),
and whose multiplication map is the composite
T → Hom(∆2, S)→ Hom(∆{0,2}, S) ≃ S1
where the first map is given by (i).
2.1.5. Here is the generalized bar construction:
Definition. Assume S is a simplicial set satisfying (i) and (ii) of 2.1.4, and choose vertices
a, b ∈ S0. Define a 1-category SpineS,a,b as follows: the objects are pairs (L, p) where L is a
spine and p : L → S sends the first vertex of L to a and the last vertex to b. A morphism
(L1, p1) → (L2, p2) in SpineS,a,b is a map ϕ : L2 → fill(L1) such that, for every arrow f of
L2, the arrow ϕ(f) is the composite of a sequence of arrows in L1 whose images under p1
admit a composite (2.1.4) which equals p2(f).
When S has only one vertex ∗, the nerve of SpineS,∗,∗ is homotopy equivalent to the
‘homotopy monoidal completion’ from [Do, Def. 3.4].
2.1.6. Lemma. Assume S is a simplicial set satisfying (i) and (ii) of 2.1.4, and choose
vertices a, b ∈ S0. Define the functor M : NecS,a,b → Spine
op
S,a,b by sending a necklace to its
maximal spine; the behavior on morphisms is given by the last sentence of Definition 2.1.3.
Then M is a homotopy equivalence.
Proof. Let Spineop-partS,a,b be the category of triples (L, p, q) where (L, p) ∈ SpineS,a,b and q is
a decomposition
L = L1 ∨ L2 ∨ · · · ∨ Ln
where each Li is a spine with at least one nondegenerate edge, such that each p(Li) admits
a composite (2.1.4). In the degenerate case when L = ∆0 (this only occurs if a = b), we
allow q to be the trivial decomposition L = L. A morphism (L, p, q) → (L′, p′, q′) is given
by a morphism (L, p)→ (L′, p′) in SpineopS,a,b, specified by a map ϕ : L→ fill(L
′), subject to
the requirement that each ϕ(Li) is contained in fill(L
′
j) for some j.
There is an equivalence of categories
NecS,a,b
∼
−→ Spineop-partS,a,b
which sends a necklace (T, p) to the triple (max(T ), p|max(T ), q) where the decomposition q
has one segment Li for every nondegenerate arrow in min(T ). Under this equivalence, M
corresponds to the forgetful functor
U : Spineop-partS,a,b → Spine
op
S,a,b
which sends (L, p, q) 7→ (L, p).
We claim that U is cocartesian. Indeed, given an object (L, p, q) ∈ Spineop-partS,a,b and a
morphism (L, p)→ (L′, p′) in SpineopS,a,b, specified by a map ϕ : L→ fill(L
′), the correspond-
ing cocartesian arrow is (L, p, q)→ (L′, p′, q′), where the decomposition q′ has one segment
L′j for every ϕ(Li) whose image is larger than a point.
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By Quillen’s Theorem A, to check that U is a homotopy equivalence it suffices to check
that its fibers are contractible.7 The fiber over (L, p) ∈ SpineopS,a,b is a poset of partitions of
the nondegenerate arrows of L. It is contractible because it has an initial element, given by
the decomposition
L = ∆1 ∨∆1 ∨ · · · ∨∆1.
In the degenerate case when L = ∆0, this poset is contractible because it has only one
object. 
Corollary. Assume S is a simplicial set satisfying (i) and (ii) of 2.1.4, and choose vertices
a, b ∈ S0. Then the mapping space from a to b in the∞-category generated by S is homotopy
equivalent to N(SpineS,a,b).
Proof. Combine [DSp, Thm. 1.3] with the previous lemma. 
2.1.7. Assume S is a simplicial set satisfying (i) and (ii) of 2.1.4. Let SpinenondegS,a,b ⊂ SpineS,a,b
be the full subcategory whose objects are spines (L, p) such that p sends each nondegenerate
edge of L to a nondegenerate edge of S.
Lemma. Suppose there is no composable pair of nondegenerate edges of S whose composite
is degenerate. Then the embedding SpinenondegS,a,b →֒ SpineS,a,b is a homotopy equivalence.
8
Proof. There is an adjunction
Spine
nondeg
S,a,b ⇄ SpineS,a,b
where the left adjoint is the embedding, and the right adjoint sends a pair (L, p) to the pair
(L′, p′) where L′ is obtained by contracting each edge of L which maps to a degenerate edge
of S, and p′ is the unique factoring of p through the contraction L → L′. (The hypothesis
in the lemma is needed in showing that this ‘right adjoint’ is actually a functor.) Quillen’s
Theorem A implies that these functors are homotopy equivalences. 
2.2. Bistratified categories. Starting with 1-categories C and D, let us try to glue them
together by specifying some morphisms from C to D and from D to C. A priori, this
procedure can introduce new morphisms between objects of C and between objects of D
upon taking compositions. A general gluing procedure might identify some of these new
morphisms between objects of C with preexisting morphisms in C, and similarly for D. This
introduces a lot of complexity.
The idea of bistratified categories, introduced in [Sh], is to make this gluing procedure
manageable by going to one extreme for C and to the other extreme for D:
• For every composable pair of morphisms in the direction C 99K D 99K C, we choose
a morphism α in C and declare their composite to equal α.
• For every composable pair of morphisms in the direction D 99K C 99K D, we freely
adjoin a new morphism to D which acts as their composite.
7Quillen’s Theorem A involves slice categories, not fiber categories. However, since U is cocartesian, the
embedding of each fiber category into the corresponding slice category is final, hence a homotopy equivalence.
8Note that, when a = b, Spinenondeg
S,a,b
is the disjoint union of {∗} (corresponding to the map ∆0 → a)
with the full subcategory of spines of length ≥ 1. There are no morphisms between the two components.
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Call E the ‘glued’ category. Then C is a full subcategory of E, but the subcategory D is not
full. Theorem 6.10 of [Sh] provides a criterion for determining when a given category E can
be built in this way, and we deduce a partially ∞-categorical version as Theorem 2.2.4. In
addition, we prove an ∞-categorical version of [Sh, Thm. 6.8] which gives a way to build
functors out of bistratified categories. This generalizes the ‘latching object and matching
object’ framework of ordinary Reedy categories.
The phrase ‘partially ∞-categorical’ is used because Theorem 2.2.4 takes as input a
1-category E but establishes a categorical equivalence of simplicial sets, which is an ∞-
categorical concept. For the present paper, this restriction is tolerable because all of our
indexing categories are in fact 1-categories. However, we expect there to be a more general
theory in which E can be an arbitrary ∞-category.
Remark. In the proof of our main theorem, this theory is used to complete an inductive step.
Therefore, we only discuss the case of a single gluing operation, corresponding to [Sh, Def.
6.2]. We do not explicitly discuss the categories which can be built by transfinitely iterating
this gluing operation, which are called ‘bistratified categories’ in [Sh, Def. 6.9]. However,
Lemma 5.2.1 implies that the categoryWord′fr from Definition 4.1.4 is a bistratified category
of height ω2. In some sense, this is the reason why our proof works. If the indexing category
Word′fr could not be built using this simple gluing procedure, which allows us to disregard
many of the simplices as being ‘added by fibrant replacement,’ it would likely not be possible
to compute the limits which appear in the inductive step.
2.2.1. The following definition is completely equivalent to [Sh, Def. 6.2]. We have chosen
different notation in order to streamline later proofs.
Definition. Let C and D be 1-categories. An abstract bigluing datum from C to D is a
triple (a1, a2, g) as follows. First, we have functors
Cop ×D
a1−→ Set Dop × C
a2−→ Set.
Unstraightening yields 1-categories S1 and S2 together with bifibrations fibered in sets:
S1
a′1−→ C×D S2
a′2−→ D× C.
The notion of bifibration is discussed in [HTT, 2.4.7] and means roughly that S1
a˜1−→ C
is cartesian and S1 → D is cocartesian. Similarly, S2 → D is cartesian and S2
a˜2−→ C is
cocartesian. Lastly, g is a map which makes this diagram of simplicial sets commute:
S1 S1 ⋆
D
S2 S2
C
a˜1
g
a˜2
Let Glue(a1, a2, g) be the simplicial set defined by the pushout
S1 ⋆
D
S2 C
S1 ⋆
D
D ⋆
D
S2 Glue(a1, a2, g)
g
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2.2.2. Remark. We have used a relative version of the join construction from [HTT, Def.
1.2.8.1]. Namely, given a diagram S1 → D ← S2 of simplicial sets, a map from ∆n to the
relative join S1 ⋆
D
S2 is a quadruple (fd, p, f1, f2) where
• fd : ∆n → D is a map
• p is a partition {0, . . . , n} = {0, . . . , k} ⊔ {k + 1, . . . , n}
• f1 : ∆{0,...,k} → S1 is a map whose composite with S1 → D equals the restriction
of fd along ∆
{0,...,k} →֒ ∆n.
• f2 : ∆{k+1,...,n} → S2 is a map whose composite with S2 → D equals the restriction
of fd along ∆
{k+1,...,n} →֒ ∆n.
There is a pullback square
S1 ⋆
D
S2 S1 ⋆ S2
D ×∆1 D ⋆D
where the left vertical map forgets f1 and f2.
All simplicial sets which appear in 2.2.1 are 1-categories, except for Glue(a1, a2, g) which
is a ‘partial 1-category’ in the sense that it satisfies (i) and (ii) of 2.1.4.
2.2.3. Consider a triple (E,C,D) where E is a 1-category, C ⊂ E is a full subcategory, and
D ⊂ E is a (not necessarily full) subcategory such that Obj(E) = Obj(C) ⊔Obj(D). Such a
triple defines an abstract bigluing datum (a1, a2, g) from C to D as follows. Let a1 and a2
be the restrictions of the Yoneda functor HomE(−,−) to C
op×D and Dop×C, respectively.
For any d ∈ D, the composition of morphisms c1 → d and c2 → d is a morphism in C;
this defines g. Let Glue(E,C,D) denote the simplicial set Glue(a1, a2, g) constructed by the
above gluing datum. There is a canonical map Glue(E,C,D)→ E.
2.2.4. Theorem 6.10 in [Sh] provides a criterion for determining whether a given triple
(E,C,D) can be recovered from Glue(E,C,D) by freely adjoining composites of morphisms
in the 1-categorical sense. Here, we deduce an analogous criterion for whether (E,C,D)
can be recovered from Glue(E,C,D) by freely adjoining composites of morphisms in the
∞-categorical sense. The only difference between these two criteria is that we replace the
word ‘connected’ by the word ‘contractible.’
Theorem. Let (E,C,D) be a triple as in 2.2.3. The resulting map Glue(E,C,D) → E is a
categorical equivalence if and only if the following condition holds:
(∗) A morphism in E between objects of D factors through an object of C if and only
if it does not lie in D, and in this case the 1-category of such factorizations9 is
contractible.
Proof. Let Glue(E,C,D)∞ be the fibrant replacement of Glue(E,C,D), and let Glue(E,C,D)1
be the 1-category obtained from it by replacing each mapping space with its discrete set of
9The ‘1-category of factorizations’ of a given morphism is defined right after [Sh, Thm. 6.10].
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connected components. Since E is a 1-category, we have factorizations
Glue(E,C,D)→ Glue(E,C,D)∞ → Glue(E,C,D)1 → E.
By its construction, Glue(E,C,D) satisfies 2.1.4(ii) and (iii). Therefore, Corollary 2.1.6
implies that, for x, y ∈ E, the mapping space Hom(x, y) evaluated in Glue(E,C,D)∞ is ho-
motopy equivalent to the category SpineGlue(E,C,D),x,y, which we shall abbreviate as Spinex,y.
The connected components correspond to morphisms x
α
−→ y in Glue(E,C,D)1. For each
morphism α, let Spineαx,y denote the corresponding connected component. We will prove
the following:
(i) Let x, y ∈ D, and let x
α
−→ y be a morphism not in D. Then Spineαx,y is homotopy
equivalent to the category of factorizations of α.
The statement (i) implies the result. Indeed, if (∗) holds, then [Sh, Thm. 6.10] implies that
the third map in the above composite is an equivalence, and (i) implies that the second map
is an equivalence. Hence the composite is a categorical equivalence. Conversely, suppose that
(∗) does not hold. If the criterion of [Sh, Thm. 6.10] also does not hold, then the third map
is not an equivalence. This implies that the composite cannot be an equivalence, because
the operation of ‘discretifying mapping spaces’ preserves equivalences. If the criterion of [Sh,
Thm. 6.10] holds, then the third map is an equivalence, and (i) implies that the second map
is not an equivalence. Since the first map is an equivalence, we conclude that the composite
cannot be an equivalence.
We turn to the proof of (i). Let x
α
−→ y be as in the hypothesis. Since α is not a morphism
in D, any spine in Spineαx,y must intersect C. Let Spine
α,c
x,y ⊂ Spine
α
x,y be the full subcategory
consisting of spines for which only the first and last vertices map to D. (All others go to C.)
There is an adjunction
Spineαx,y ⇄ Spine
α,c
x,y
where the right adjoint is the embedding and the left adjoint is defined as follows: given a
spine (L, p) ∈ Spineα,cx,y, make the following replacements:
• Each substring of the form
c0 → d1 → d2 → · · · → dk → c1,
where c0, c1 ∈ C and d1, . . . , dk ∈ D, is replaced by the composite arrow c0 → c1.
• If there is an initial substring which looks like
x→ d1 → d2 → · · · → dk → c1,
replace it by the composite arrow x→ c1.
• If there is a final substring which looks like
c0 → d1 → d2 → · · · → dk → y,
replace it by the composite arrow c0 → y.
Quillen’s Theorem A implies that these two 1-categories are homotopy equivalent.
There is an equivalence
(category of simplices of Factαx,y)
∼
−→ Spineα,cx,y
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defined as follows: a simplex ∆n → Factαx,y is a commutative diagram
d0
d1
x d2 y
...
dn
and this is sent to the spine
x→ d0 → d1 → d2 → · · · → dn → y.
The category of simplices construction is defined right before [HTT, Lem. 4.2.3.13], and [HTT,
Prop. 4.2.3.14] implies that any simplicial set is homotopy equivalent to its category of sim-
plices. Hence Spineα,cx,y is homotopy equivalent to Fact
α
x,y, which proves (i). 
2.2.5. A diagram out of an ordinary Reedy category can be built inductively by factoring a
map from the ‘latching object’ to the ‘matching object’ which is determined by the part of
the diagram already constructed. The analogue for bistratified categories is [Sh, Thm. 6.8],
and we establish an ∞-categorical version here.
Proposition. Let C,D, and (a1, a2, g) be as in Definition 2.2.1. Suppose we are given a
cartesian fibration q : X → Y and a commutative diagram of solid arrows:
C X
Glue(a1, a2, g) Y
f ′
q
f
Assume that these two Kan extensions exist:
(i) Starting from f ′, applying restriction and q-left Kan extension along the diagram
C S1 D
a˜1
yields ℓ ∈ Maps/Y (D, X).
(ii) Starting from f ′, applying restriction and q-right Kan extension along the diagram
C S2 D
a˜2
yields m ∈Maps/Y (D, X).
There is a map ℓ → m such that the ∞-category of lifts (filling in the dashed arrow) is
equivalent to the ∞-category of factorizations of ℓ→ m.
THE AFFINE HECKE CATEGORY IS A MONOIDAL COLIMIT 19
Remark. In (i), the q-left Kan extension occurs along the cocartesian fibration S1
a′′1−−→ D.
The cocartesian property implies that, for any d ∈ D, the embedding of the fiber of a′′1 over
d into the slice category (a′′1 ↓ d) is final, so the q-left Kan extension can be computed by
taking q-colimits over these fiber categories. Similarly for (ii).
Proof. Because Glue(E,C,D) is defined as a pushout, the category of lifts we are interested
in is equivalent to the category of lifts in this diagram:
S1 ⋆
D
S2 C X
S1 ⋆
D
D ⋆
D
S2 Y
g f ′
q
f ′′
Let us consider the more general problem of classifying lifts in this diagram:
(1)
S1 ⋆
D
S2 X
′
S1 ⋆
D
D ⋆
D
S2 Y
′
D
h
q′
where q is cartesian. The previous diagram results by taking X ′ = X ×D and Y ′ = Y ×D.
Working over the base D allows us to use this adjunction property of the relative join
construction [HTT, 4.2.2]:
• Suppose we are given a map p1D : S1 → Z of simplicial sets overD. For any simplicial
set M over D, lifts in the diagram
S1 Z
S1 ⋆
D
M D
p1
D
correspond to arrows
M Zp1
D
/
D
This bijection is functorial in M and Z. The notation Zp1
D
/ denotes a version of the
undercategory construction relative to D, see [HTT, Rmk. 4.2.2.2].
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Hence, the lift in (1) is equivalent to a lift in the following diagram:
(2)
S2 X
′
p1
D
/
D ⋆
D
S2 Y
′
p1,′
D
/
D
The diagram makes reference to the maps p1D : S1 → X
′ obtained by restricting h, and p1,′
D
:
S1 → Y ′ obtained by restricting q′ ◦h. Applying the opposite version of the aforementioned
adjunction shows that (2) is equivalent to a lift in the following diagram:
(3)
(
X ′
p1
D
/
)
/p˜2
D
D
(
Y ′
p1,′
D
/
)
/p˜2,′
D
D
Here the map p˜2D : S2 → X
′
p1
D
/
is the upper horizontal map in (2), which is ultimately
equivalent to the datum of h.
Let us remember that X ′ = X ×D and Y ′ = Y ×D. The hypothesis (ii) concerning left
Kan extension implies that there is an essentially unique lift m˜ : D →
(
X ′p1
D
/
)
/p˜S2
in (2)
with the following universal property:
(4) Let m′ : D → X ′
p1
D
/
be the map obtained from m˜ by ‘restriction to the cone point.’
Then the category of lifts in (3) is equivalent to the overcategory
MapD(D, X
′
p1
D
/)/m′ ,
i.e. the category of arrows equipped with natural transformations as shown:
D X ′
p1
D
/
m′
⇓
(The rest of the structure of m˜ goes into the definition of this equivalence.)
To deduce this statement, we used the fact that, if an ∞-category B admits limits, so does
any undercategory associated to a map of simplicial sets p : K → B, and the forgetful
functor Bp/ → B creates limits.
The hypothesis (i) concerning right Kan extension implies that there is an essentially
unique map ℓ′ ∈ MapD(D, X
′
p1
D
/
)/m′ with the following universal property:
(5) Let m : D → X ′ be obtained from m′ by ‘restriction to the cone point,’ and let
ℓ ∈ MapD(D, X
′)/m be obtained from ℓ
′ similarly. In particular, there is a map
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ℓ
α
−→ m in MapD(D, X
′). The category in (4) is equivalent to the undercategory(
MapD(D, X
′)/m
)
ℓ/
i.e. the category of factorizations of α. (The rest of the structure of ℓ′ goes into the
definition of this equivalence.)
To deduce this statement, we used the fact that ⋆ is associative, so the procedures of taking
overcategory and undercategory commute with each other. 
2.3. Homotopy type of a correspondence of 1-categories. In this paper, we often
encounter correspondences of 1-categories, as defined in [HTT, 2.3.1].10 This means that C
is a 1-category whose objects are partitioned into two sets which span full subcategories C0
and C1. Furthermore, there are no arrows from C1 to C0.
The main result of this subsection (Proposition 2.3.4) implies that, if C0,C1, and the
category of arrows from C0 to C1 are all contractible, then so is C.
The proof uses Theorem 2.2.4. Although a correspondence of categories is the special
case of the situation considered in 2.2 for which there are no morphisms from D to C, our
proof of Proposition 2.3.4 requires the general case of 2.2.
2.3.1. Let C be a 1-category, let F : C → {0
α
−→ 1} be a functor, and call the fibers C0 and
C1. We introduce the full subcategories
Arr0(C),Arrα(C),Arr1(C) ⊂ Arr(C)
which consist of arrows mapping to id0, to α, and to id1 respectively. Also, define
Arr01(C) := Arr0(C) ⊔ Arr1(C)
which is a non-full subcategory of Arr(C).
2.3.2. Lemma. Use the notation of 2.3.1. The triple (Arr(C),Arrα(C),Arr01(C)) satisfies
the criterion (∗) from Theorem 2.2.4.
Proof. A morphism β0
η
−→ β1 between objects of Arr01(C) factors through Arrα(C) if and
only if β0 ∈ Arr0(C) and β1 ∈ Arr1(C). This verifies the first part of (∗). For the second
part of (∗), consider a particular instance of such a morphism η:
c0 c1
c′0 c
′
1
β0
γ
β1
γ′
A factorization of η corresponds to a diagram
c0 c˜0 c1
c′0 c˜1 c
′
1
β0
τ1
γ
τ2
τ5 β1
τ3
γ′
τ4
10In the terminology of [HTT, Def. 4.1], correspondences are collages of profunctors.
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and we want to show that the category Fact(η) of factorizations which satisfy c˜0 ∈ C0 and
c˜1 ∈ C1 is contractible.
Let Fact4(η) ⊂ Fact(η) be the full subcategory for which τ4 = idc′1 . Let Fact
14(η) ⊂
Fact4(η) be the full subcategory for which we also have τ1 = idc0 . Note that Fact
14(η) is
the trivial category with one object given by
c0 c0 c1
c′0 c
′
1 c
′
1
β0
idc0
γ
γ
γ′◦β0 β1
γ′
γ′
idc′
1
There is an adjunction
Fact(η)⇄ Fact4(η)
where the right adjoint is the embedding, and the left adjoint sends the above factorization
of η to the one given by
c0 c˜1 c1
c′0 c
′
1 c
′
1
β0
τ1
γ
τ2
β1◦τ2 β1
γ′
γ′
idc′
1
Furthermore, Fact14(η) is initial in Fact4(η). Thus Fact4(η) is contractible, and by Quillen’s
Theorem A, so is Fact(η). 
2.3.3. Lemma. Use the notation of 2.3.1. Consider the full subcategory
Arr0∪α(C) := Arr0(C) ∪ Arrα(C) ⊂ Arrα(C)
consisting of arrows whose tail lies in C0, and the full embedding ι : C0 → Arr0∪α(C) sending
c ∈ C0 to idc. Then ι is a homotopy equivalence.
Proof. The functor τ : Arr0∪α(C) → C0 which remembers the tail of the arrow is a retract
of ι. Therefore, it suffices to prove that τ is a homotopy equivalence.
Note that τ is a cartesian fibration. Indeed, given an object (c0
β
−→ c) ∈ Arr0∪α(C) and
a map c′0
τ
−→ c0 in C0, the cartesian lift of τ is the arrow to β ∈ Arr0∪α(C) given by this
commutative diagram:
c′0 c0
c c
τ
β◦τ β
idc
For each c0 ∈ C0, the fiber of τ over c0 has an initial object, namely idc0 . Since τ is a
cartesian fibration, and each fiber is contractible, τ is a homotopy equivalence. 
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2.3.4. Proposition. Use the notation of 2.3.1. We have a homotopy pushout square
N(Arrα(C)) N(C0)
N(C1) N(C)
where the upper horizontal functor remembers the tail of the arrow and the left vertical
functor remembers the head.
Proof. By Theorem 2.2.4 and Lemma 2.3.2, we know that
K := Glue(Arr(C),Arrα(C),Arr01(C))→ Arr(C)
is a categorical equivalence and hence a homotopy equivalence. By construction (see 2.2.3),
there is a map of simplicial sets
G : K → spine({0→ a→ 1})
which sends the component Arr0(C) ⊂ Arr01(C) to 0, sends Arrα(C) to a, and sends the
component Arr1(C) ⊂ Arr01(C) to 1. Since monomorphisms are cofibrations in the Kan
model structure, we have a homotopy pushout square
G−1(a) G−1(0→ a)
G−1(a→ 1) K
The simplicial set G−1(0 → a) equals the nerve of Arr0∪α(C) from Lemma 2.3.3. The
result of that lemma implies that G−1(0 → a) is homotopy equivalent to C0. Similarly,
G−1(a → 1) is homotopy equivalent to C1. Lastly, G−1(a) = Arrα(C) by construction, so
the result follows from the preceding homotopy pushout square. 
2.4. Colimits of monoidal ∞-categories. For any monoidal∞-category C, let Alg(C) be
the ∞-category of associative algebra objects in C. Our main theorem involves computing
a colimit in a category of the form Alg(C). In this subsection, we deduce from [HA] that
such a colimit can be computed using a bar construction (Proposition 2.4.7).
Let us first explain the statement if C is a monoidal 1-category. Given a diagram of
algebra objects, i.e. a functor
A : I→ Alg(C),
we define a monoidal functor
A˜ : I∐act → C
as follows. Let [[n]] denote the totally ordered set {1, 2, . . . , n}, so [[0]] = ∅. The objects of
I∐act are pairs ([[n]], ν) where ν : [[n]] → Obj(I) is an arbitrary map of sets, or equivalently
an object in I×n. A morphism ([[n1]], ν1) → ([[n2]], ν2) is given by an order-preserving map
ϕ : [[n1]] → [[n2]] along with, for every k = 1, . . . , n1, a map ν1(k) → ν2(ϕ(k)) in I. The
functor A˜ is defined on objects by
A˜([[n]], ν) := A(ν(1))⊗ · · · ⊗A(ν(n))
and the behavior on morphisms is defined using the algebra structure of each A(i) together
with the functoriality of A. The colimit of a monoidal functor is always an algebra object,
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so colim A˜ ∈ Alg(C) even though the colimit is evaluated in C. This algebra is canonically
isomorphic to colimA.
2.4.1. Remark. Following [HA, 4.1.2.8], we think of the 1-category ∆op in its ‘dual incarna-
tion,’ i.e. objects are ordered sets [[n]] (where [[0]] = ∅), and a morphism [[n1]]→ [[n2]] is given
by an order-preserving map {−∞}⊔ [[n1]]⊔{∞} → {−∞}⊔ [[n2]]⊔{∞} which also preserves
±∞. The equivalence with ∆op is given by [[n]] 7→ ∆n.
Using the ‘dual incarnation’ is psychologically helpful because it allows one to visualize
partial multiplications (3.2.1) as collisions of labeled points. (The analogous labeled configu-
ration spaces are studied in [Do].) On the other hand, we continue to denote this 1-category
by ∆op to ensure that our notations agree with [HA].
2.4.2. Since we are interested in associative (not commutative) algebras, we use the theory
of planar ∞-operads from [HA, 4.1.3]. Here are the main concepts we need.
(i) A planar ∞-operad is an ∞-category O⊗ equipped with a functor p : O⊗ → N(∆op)
satisfying the conditions of [HA, Def. 4.1.3.2].
(ii) Amonoidal∞-category is an∞-operad p : C⊗ → N(∆op) for which p is a cocartesian
fibration, see [HA, Def. 2.1.2.13]. We abuse notation by also calling the fiber C :=
C⊗ ×
N(∆op)
{[[1]]} a monoidal ∞-category.
(iii) Given planar ∞-operads O⊗ and O′⊗, the ∞-category of O⊗-algebras in O′⊗ is the
full subcategory of FunN(∆op)(O
⊗,O′⊗) spanned by planar∞-operad maps, see [HA,
Def. 2.1.2.7]. This category is denoted AlgO(O
′). When O⊗ = N(∆op) and O′⊗ is
a monoidal ∞-category, this is also called the ∞-category of associative algebras in
O′.
(iv) A marked simplicial set is a pair (X,M) where X is a simplicial set and M is
a collection of ‘marked’ edges of X which includes all the degenerate edges. The
1-category of planar ∞-preoperads is the category of marked simplicial sets over
N(∆op)♮ where the ♮ sign means that the marked edges are the inert ones. For
details, see [HTT, Def. 3.1.0.1], [HA, Def. 2.1.4.2], and [HA, Def. 4.1.3.12].
2.4.3. We define a variant of [HA, Const. 2.4.3.1] which gives a functor from ∞-categories
to planar ∞-operads. Let ∆op,∗ be the 1-category defined as follows:
• The objects are pairs ([[n]], i) where [[n]] is a totally ordered finite set and i ∈ [[n]].
• A morphism ([[n1]], i1)→ ([[n2]], i2) is a map of ordered sets ϕ : {−∞}⊔[[n1]]⊔{∞} →
{−∞} ⊔ [[n2]] ⊔ {∞} which preserves ±∞ and satisfies ϕ(i1) = i2.
For any simplicial set I, we define a simplicial set I∐ equipped with a map p : I∐ → N(∆op)
so that the following universal property is satisfied: for every map of simplicial sets K →
N(∆op), we have a canonical bijection
HomN(∆op)(K, I
∐) ≃ HomSSet
(
K ×
N(∆op)
N(∆op,∗), I
)
.
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As in [HA, Rmk. 2.4.3.2], we have a canonical isomorphism of simplicial sets I∐ ×
N(∆op)
{[[n]]} ≃ I×n. The proof of [HA, Prop. 2.4.3.3] implies that, if I is an ∞-category, then
p : I∐ → N(∆op) is an∞-operad. As in [HA, Ex. 2.4.3.5], the forgetful functor ∆op,∗ → ∆op
induces a map of planar ∞-preoperads I♭ × N(∆op)♮ → I∐,♮. Over [[n]] ∈ ∆op, this map is
the diagonal embedding I→ I×n.
2.4.4. The next theorem is the crux of this subsection. In the language of 2.4, given A,
it builds the functor A˜ by combining the algebra structures of each A(i) with the maps
A(i1) → A(i2) given by functoriality. In the ∞-categorical setting, one has to manage
higher-dimensional simplices, and the proof of this theorem proceeds simplex-by-simplex
using the relative products which are guaranteed to exist since O⊗ is an ∞-operad.
Theorem. For any simplicial set I and any planar ∞-operad O⊗, pullback along the map
I♭ ×N(∆op)♮ → I∐,♮ from 2.4.3 induces an equivalence of ∞-categories
Map♭/N(∆op)♮(I
∐,♮,O⊗,♮)
∼
−→ Map♭/N(∆op)♮(I
♭ ×N(∆op)♮,O⊗,♮).
Proof. The proof of [HA, Thm. 2.4.4.3] does not actually use that D⊗ is an ∞-operad. Our
desired statement follows if we apply this proof with the following replacements:
N(Fin∗) N(∆
op)
C⊗,♮  N(∆op)♮
D⊗,♮  I♭
where the structure map I♭ → N(∆op) sends everything to [[1]]. The∞-preoperad C⊗,♮⊙D⊗,♮
becomes the planar ∞-preoperad I♭ × N(∆op)♮ which maps to N(∆op)♮ via projection to
the second factor. The ∞-preoperad (C⊗ ≀D⊗,M) becomes N(∆op) ×N(∆op) I
∐ ≃ I∐ with
marked edges given by inert morphisms in I∐. Although [HA, Thm. 2.4.4.3] only claims a
weak equivalence of∞-preoperads, its proof establishes an equivalence of mapping categories,
i.e. between the ∞-categories given by Map♭(−,O⊗,♮) rather than between their maximal
Kan-fibrant subcomplexes Map♯(−,O⊗,♮). 
2.4.5. Fix an ∞-category I, and let π : I → {∗} be the projection. Let π′ : I∐ → {∗}∐ ≃
N(∆op) be the map induced by the functoriality of 2.4.3.
Corollary. Let O⊗ be a planar ∞-operad. There is a commutative diagram of ∞-categories
AlgN(∆op)(O) Fun({∗},AlgN(∆op)(O))
AlgI∐(O) Fun(I,AlgN(∆op)(O))
∼
Resπ′ Resπ
∼
where the horizontal functors are equivalences.
Proof. The bottom horizontal functor is defined by
AlgI∐(O) ≃ Map
♭
/N(∆op)♮(I
∐,♮,O⊗,♮)
≃ Map♭/N(∆op)♮(I
♭ ×N(∆op)♮,O⊗,♮)
≃ Fun(I,AlgN(∆op)(O)).
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The first equivalence is the definition of Alg(−). The second equivalence is Theorem 2.4.4.
The third equivalence follows from the definition of the functor category and the adjunctions
noted in [HTT, 3.1.3]: for any simplicial set K,
HomSSet(K,Fun(I,AlgN(∆op)(O))) ≃ HomSSet(K × I,AlgN(∆op)(O))
≃ HomSSet(K × I,Map
♭
/N(∆op)♮(N(∆
op)♮,O⊗,♮))
≃ Hom/N(∆op)♮(K
♭ × I♭ ×N(∆op)♮,O⊗,♮)
≃ HomSSet(K,Map
♭
/N(∆op)♮(I
♭ ×N(∆op)♮,O⊗,♮)).
The commutative square results from functoriality in I. 
2.4.6. Lemma. Let q : C → D be a cocartesian fibration of ∞-categories, and let d ∈ D be
a terminal object.
(i) Let Cd be the fiber of q over d. The embedding ι : Cd → C admits a left adjoint ℓ.
(ii) Suppose we are given a commutative diagram of ∞-categories
K C
K⊲ D
p
q
p′
Then there is an equivalence(
Cp/ ×
Dqp/
Dp′/
)
×
C
Cd
∼
−→ (Cd)ℓp/.
Proof. For (i), it suffices to show that the left adjoint is defined on any object C ∈ C. Let
C → C′ be a q-cocartesian arrow lying over the essentially unique arrow q(C) → d. Then
C′ corepresents ℓ(C).
For (ii), the fact that d is terminal implies that the left hand side is equivalent to Cp/×CCd.
By the adjunction of (i), this is equivalent to Cℓp/. 
2.4.7. In view of Corollary 2.4.5, computing I-shaped colimits in AlgN(∆op)(O) is equivalent
to computing the left adjoint of the restriction functor AlgN(∆op)(O) → AlgI∐(O). This
problem is addressed in [HA, 3.1.3], which finally gives us the desired ‘bar construction’
that computes the colimit of algebras.
Proposition. Let q : C⊗ → N(∆op) be a monoidal ∞-category. Assume that q is compatible
with small colimits in the sense of [HA, 3.1.1.19]. Let I be a small ∞-category, and let
F : I→ AlgN(∆op)(C) be a functor.
(i) colimF exists in AlgN(∆op)(C).
(ii) Applying Lemma 2.4.6(i) to the cocartesian fibration C⊗act → N(∆
op)act and the
terminal object [[1]] ∈ N(∆op)act, we obtain a left adjoint ℓ : C
⊗
act → C
⊗
act,[[1]] to the
embedding. Let F˜ ∈ AlgI∐(C) be the functor obtained from F via Corollary 2.4.5,
and consider the composite functor defined as follows:
I∐act C
⊗
act C
⊗
act,[[1]]
F˜ ℓ
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Then colim(ℓ ◦ F˜ ) ≃ oblv(colimF ).
Here oblv : AlgN(∆op)(C)→ C is the forgetful functor.
Proof. By Corollary 2.4.5, colimF is computed by applying the left adjoint of the restriction
functor AlgN(∆op)(O)
Resπ′−−−→ AlgI∐(O) to F˜ ∈ AlgI∐(C). By [HA, Cor. 3.1.3.5] and our
hypothesis that q is compatible with small colimits, this left adjoint exists and is given by the
q-free N(∆op)-algebra generated by F˜ in the sense of [HA, Def. 3.1.3.1]. Applying condition
(∗) in that definition to the fibration q : C⊗ → N(∆op) and the maps I∐ → N(∆op)→ N(∆op)
of operads, with the object ‘B’ taken to be [[1]] ∈ N(∆op) which is terminal in N(∆op)act, and
using that any operadic q-colimit diagram is a weak operadic q-colimit diagram (see [HA,
Def. 3.1.1.2]), we obtain that the underlying object oblv(colimF ) ∈ C⊗[[1]] corepresents(
(C⊗act)F˜ / ×
(N(∆op)act)qF˜ /
(N(∆op)act)p′/
)
×
C
⊗
act
C
⊗
act,[[1]]
where the maps are defined as follows:
I∐act C
⊗
act
(I∐act)
⊲ N(∆op)act
F˜
q
p′
In this diagram, p′ sends the terminal vertex to [[1]] ∈ N(∆op). By Lemma 2.4.6(ii), this
undercategory is equivalent to CℓF˜ /, as desired. 
Remark. By [HA, Lem. 3.2.2.6], the forgetful functor AlgN(∆op)(C) → C is conservative.
Since the proposition describes the underlying object of a colimit of algebras, it reduces the
problem of checking that a given map I⊲ → AlgN(∆op)(C) is a colimit diagram to checking
that a map (I∐act)
⊲ → C is a colimit diagram.
2.5. The convolution monoidal structure on the Hecke category. Let (WI , I) be
an affine Coxeter system, let PI be the poset of subsets of I, and let P
′
I,fin ⊂ PI be the
full subposet spanned by I and all finite type J ⊆ I. In this subsection, we construct the
functor
H : P′I,fin → Alg(DGCat)
sending I to the affine Hecke category D(I\G(K)/I) and sending J ⊂ I to the appropriate
finite type Hecke category. In 2.5.4 we define the∞-categoryD(I\G(K)/I), in 2.5.7 we finish
the construction of the monoidal structure on this ∞-category, and in 2.5.8 we construct
the functor H by looking at full subcategories.
2.5.1. When discussing Hecke categories, we always assume that I is an affine extended
Dynkin diagram, andG is the simply-connected semisimple algebraic group corresponding
to I. Then the Weyl group of G(K) is a Coxeter group rather than an extension of a Coxeter
group. To ensure notational agreement with the rest of the paper, we denote this affine Weyl
group by W rather than W aff .
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2.5.2. It is well-known that the category D(I\G(K)/I) has a monoidal structure given by
convolution, i.e. pull-push along a span. The associativity constraint for a 3-term multipli-
cation is given by the base-change isomorphism. In order to make this a monoidal structure
in the ∞-categorical sense, one needs to provide compatibilities between these base-change
isomorphisms corresponding to 4-term multiplications and higher.
One approach to doing so is to realize D(−) as a monoidal functor out of a category of
spans. This is done in [GR, Vol. 1, Chap. 9] and applied to convolution monoidal structures
on D-module categories in [GR, Vol. 2, Chap. 4]. Unfortunately, those constructions are
performed in the ∞-category of laft prestacks – roughly speaking, prestacks which can be
recovered from their values on finite type affine schemes – but I\G(K)/I is not laft.
One possible fix is to extend the framework of [GR] to include quotients of laft prestacks
by pro-algebraic groups. Instead, we will use the theory of D∗(G(K))-actions on categories
to obtain the desired monoidal structure. What these two approaches have in common is
that both involve approximating G(K) by schemes of finite type.
2.5.3. The paper [B] defines two versions of D-module categories on ind-pro-schemes. We
explain how to deduce from its results the desired monoidal structure. Another development
of D-modules on ind-pro-schemes is given in [Ra].
2.5.4. To start, let us interpret D(I\G(K)/I) as ID∗(Fℓ), where the I-subscript means coin-
variants in the sense of [B, 4.1.1]. To see that this makes sense, let Fℓ ≃ colimn Fℓ
≤n be an
ind-scheme presentation of Fℓ such that each stratum Fℓ≤n is I-invariant. Then
ID
∗(Fℓ) ≃ I
(
colim
n
D(Fℓ≤n)
)
≃ colim
n
ID(Fℓ
≤n)
where the first line follows by definition of D∗(−) on ind-schemes, and the second line
follows because invariants are defined by colimits. The functoriality in the colimit diagram
is via ∗-pushforward. The next lemma shows that the right hand side agrees with the usual
interpretation of D(I\G(K)/I).
Lemma. For a fixed n, let I′ →֒ I be a normal pro-unipotent sub-pro-group such that
• The action of I′ on Fℓ≤n is trivial.
• The quotient Q := I/I′ is finite type.
Then ID(Fℓ
≤n) ≃ D(Q\Fℓ≤n).
Proof. By definition, ID
∗(Fℓ≤n) is the colimit of the diagram of categories given by applying
D∗(−) to the cosimplicial diagram for the action of I on Fℓ≤n. By [HTT, Cor. 5.5.3.4]
or [B, 3.1.2], a colimit of categories along left adjoints is equivalent to a limit along the
corresponding right adjoints, so this is equivalent to the limit of the diagram of categories
given by applying D∗(−) with the ∗-pullback functoriality, which exists because the action
maps are smooth, see [B, 3.1.3]. Because I′ is pro-unipotent, it is contractible, so in the
action diagram we can replace I by Q. Now our diagram involves finite type schemes, so
smooth descent for D-modules implies that the resulting limit category is D(Q\Fℓ≤n). 
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2.5.5. Next, we equip ID
∗(Fℓ) with a monoidal structure. By [B, Lem. 3.4.5], D∗(G(K)) has
a monoidal structure given by ∗-pushforward along the multiplication map. Accordingly,
we can define the (∞, 2)-category of D∗(G(K))-modules in DGCat. In 2.5.6 and 2.5.7, we
will give an identification
HomD∗(G(K))-mod(D
∗(G(K))I,D
∗(G(K))I) ≃ ID
∗(Fℓ).
This yields a monoidal structure on the right hand side because endomorphisms of an object
in an (∞, 2)-category form a monoidal (∞, 1)-category. It will be clear from the construction
that this agrees with the usual convolution functor.
2.5.6. By [B, 2.3.9], we have
HomD∗(G(K))-mod(D
∗(G(K))I,D
∗(G(K))I) ≃
ID∗(G(K))I
This is proved by considering the cosimplicial diagram that defines I-coinvariants.
Also, since I is an extension of a pro-unipotent group scheme by a finite type group
scheme, [B, Thm. 4.2.4] says that I-invariants are equivalent to I-coinvariants.
2.5.7. This lemma finishes the construction of the monoidal structure on ID
∗(Fℓ).
Lemma. We have D∗(G(K))I ≃ D
∗(Fℓ) as left D∗(I)-modules.
Proof. Let q : G(K) → Fℓ be the quotient map. Then G(K) ≃ colimn q−1(Fℓ
≤n) is an
ind-pro-scheme presentation of G(K) such that each stratum q−1(Fℓ≤n) is invariant under
the right I-action. We have
D∗(G(K))I ≃
(
colim
n
D∗(q−1(Fℓ≤n))
)
I
≃ colim
n
D∗(q−1(Fℓ≤n))I.
The first line follows from the definition of D∗(−) for ind-pro-schemes given in [B, 3.3.3],
and the second line follows from the fact that coinvariants are given by a colimit.
To finish, we will prove that
D∗(q−1(Fℓ≤n))I ≃ D(Fℓ
≤n).
The left hand side is defined as the colimit of the diagram of categories given by apply-
ing D∗(−) to the cosimplicial diagram for the (right) action of I on q−1(Fℓ≤n). As in
Lemma 2.5.4, we can replace this by the limit over the diagram obtained by applying D∗(−)
with the ∗-pullback functoriality. Let Ir →֒ I be a sequence of progressively smaller normal
pro-unipotent sub-pro-groups, such that I/Ir is finite type for all r. Then, by definition of
D∗(−), the preceding diagram is the limit over r (with respect to ∗-pushforward maps) of
the result of applying D(−) with ∗-pullback functoriality to the action diagram for I/Ir act-
ing on q−1(Fℓ≤n)/Ir. By smooth descent for D-modules, the limit of the r-th such diagram
is D(Fℓ≤n) because q−1(Fℓ≤n)/I ≃ Fℓ≤n. Since limits commute with limits, we may now
take the limit over r, and the claim follows. 
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2.5.8. Lastly, we explain how to define the functor H from 2.5.
For any parahoric subgroup P ⊂ G(K), in accordance with 2.5.4 we interpret D(I\P/I)
as ID
∗(FℓP), where FℓP := P/I is a finite-dimensional flag variety that embeds into Fℓ.
This is clearly a full subcategory of ID
∗(Fℓ), and for support reasons it is stable under the
convolution product. In view of [HA, Prop. 2.2.1.1], it inherits a monoidal structure from
ID
∗(Fℓ). Similarly, since the ∞-category of fully faithful functors to a given ∞-category C
is equivalent to its poset of full subcategories, we deduce that the functor H from 2.5 exists.
This construction is reasonable because ID
∗(FℓP) agrees with the finite Hecke category
associated to P. For example, suppose P ⊆ G(O), so that the first congruence subgroup G1
is normal in P. Let P := P/G1 and B := I/G1, so that FℓP ≃ P/B. Since FℓP is finite type,
D∗(FℓP) is just D(FℓP), and the proof of Lemma 2.5.4 implies that ID
∗(FℓP) ≃ BD∗(FℓP)
because G1 is pro-unipotent and acts trivially. Therefore, ID
∗(FℓP) ≃ D(B\P/B). It is
also easy to identify the monoidal structures on both sides.
3. From the braid group to the Coxeter group
This section contains applications and extensions of Dobrinskaya’s homotopy presentation
of the braid group.
3.1. Review of Coxeter systems. In this subsection, we recall basic definitions concern-
ing Coxeter groups and braid groups associated to an arbitrary Dynkin diagram (3.1.1),
as well as the Coxeter complex (3.1.2). Because we only need the combinatorial notion
of whether two chambers are separated by a wall, we phrase everything in terms of the
Tits cone and its hyperplanes. Lastly, we use this geometry to prove the deletion lemma
(Lemma 3.1.3) and a related result (Lemma 3.1.4).
Remark. Besides the Tits cone and the Coxeter complex, there are related geometric con-
structions, such as the modified Coxeter complex and the Davis complex, which are more
‘homotopically correct’ in the sense that they privilege the finite-type elements inWI . These
do not play an explicit role in this paper, although the notion of ‘finite type facet’ introduced
in 3.1.2 encapsulates some of the content of these constructions.
3.1.1. Let (WI , I) be a Coxeter system. This means that I is a finite set, together with a
symmetric map m : I × I → Z⊔ {∞} such that mii = 1 and mij ≥ 2 for all distinct i, j ∈ I,
and WI is the associated Coxeter group
WI = 〈si for i ∈ I | (sisj)
mij = 1 for i, j ∈ I〉.
There is also the associated braid group (a.k.a. Artin group)
BI = 〈si for i ∈ I | (sisjsi · · · )︸ ︷︷ ︸
mij factors
= (sjsisj · · · )︸ ︷︷ ︸
mij factors
for i, j ∈ I〉
and B+I is the monoid specified by the same presentation. Any J ⊆ I defines a Coxeter
subsystem, with Coxeter groupWJ ⊆WI , braid group BJ ⊆ BI , and braid monoid B
+
J ⊆ B
+
I .
THE AFFINE HECKE CATEGORY IS A MONOIDAL COLIMIT 31
Define subsets
WI,fin :=
⋃
J⊆I
J finite type
WJ
B
+
I,fin :=
⋃
J⊆I
J finite type
B
+
J
and call their elements finite type. We define an element of B+I to be reduced if it cannot
be written as b1sisib2 for b1, b2 ∈ B
+
I and i ∈ I. (In [Do, Sect. 4], such an element is called
squarefree.)
In 3.7, we will study the 0-Hecke monoid, which is obtained by modifying the definition
of WI by replacing the relations s
2
i = 1 by s
2
i = si for each i ∈ I. The underlying set of the
0-Hecke monoid is canonically identified with WI , but the multiplication is different. There
are maps
BI
Cox
−−→WI BI
Dem
−−−→ (0-Hecke monoid)
which we call the Coxeter product and Demazure product, respectively. Each of these maps
induces a bijection from the subset of reduced elements of B+I toWI , and these two bijections
are equal. The inverse of this bijection is a map WI → B
+
I which takes an element w ∈WI ,
chooses a reduced expression w = si1 · · · sin , and outputs the element of B
+
I specified by the
same expression. Via this bijection, we identify WI with the set of reduced elements of B
+
I .
Define the prefix order (a.k.a. left weak Bruhat order) on B+I as follows: a Pre b if and
only if there exists c ∈ B+I such that ac = b. Since B
+
I has the left cancellation property [Mi,
Prop. 2.4], such a c is unique if it exists.
3.1.2. The intuition for our proofs comes from a way of picturing braid monoid elements
which goes back to [De1]. The most important point is that, for each expression of b ∈ B+I
as a product of simple reflections, we get a gallery which is a sequence of adjacent chambers,
and for each wall h, the number of times the gallery crosses h depends only on b and not
on the chosen expression, see [De1, Prop. 1.11]. We define these terms below.
To every Coxeter system (WI , I) is associated a canonical representationWI y V where
V is an |I|-dimensional real vector space. There is a symmetric bilinear form κ on V and a
collection of hyperplanes {Hi}i∈I such that the action of the generator si is the κ-orthogonal
reflection across Hi. The hyperplanes obtained as the WI -translates of the Hi are called
walls. There is a distinguished connected component of V r {walls} called the fundamental
chamber C0, and the Tits cone is defined to be C := ∪w∈WIwC0.
A facet of C is a nonempty subset defined by specifying, for each wall, whether the point
lies strictly on one side of the wall, strictly on the other side, or inside the wall. Evidently
the facets partition C and are invariant under scaling. A face is a codimension-one facet.
A chamber is a codimension-zero facet.
There is a bijection
WI → (connected components of C r {walls})
sending w 7→ wC0. We call wC0 the chamber of w. If
w = si1 · · · sin
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is an expression for w as a product of simple reflections, not necessarily reduced, then the
sequence of chambers for 1, si1 , si1si2 , . . . define a gallery from C0 to wC0. This product of
simple reflections is reduced if and only if the correpsonding gallery does not cross any wall
h which does not separate C0 from wC0.
If I is irreducible, then C0 is simplicial, so the facets of C0 are in bijection with subsets of
faces of C0, i.e. with subsets J ⊆ I. If I is not irreducible, then C0 is a product of cones over
simplices. For the proofs in this paper, there is no harm in assuming that C0 is simplicial,
as the general case introduces nothing more than notational complications.
A facet f of C0 is called finite type if the corresponding subset J ⊆ I is finite type. A
facet f in C is called finite type if there exists w ∈ WI such that wf ⊂ C0 and wf is finite
type in the previous sense. In fact, f is finite type if and only if f lies in the interior of C.
A sequence si1 , . . . , sin is called finite type if there exists a finite type facet in C which is
contained in the closure of each chamber of the corresponding gallery. It is easy to see that
such a sequence is finite type if and only if the product si1 · · · sin ∈ B
+
I is finite type in the
sense of 3.1.1.
Given an element b ∈ B+I of length n, any two expressions
b = si1 · · · sin
of b as a product of simple reflections can be transformed into one another using the braid
relations. This implies that the galleries associated to the two expressions cross each wall
the same number of times.
3.1.3. The deletion property for Coxeter groups allows one to simplify nonreduced products
of simple reflections. Its importance is highlighted by [BjBr, Thm. 1.5.1] which states that
the deletion property characterizes Coxeter groups among all groups which are generated
by involutions. We present a proof of the deletion property in order to motivate the notion
of ‘deletion pattern’ (Definition 3.4.6) which plays a key role in 3.4.
Lemma (Deletion property). Suppose that a sequence of simple reflections si1 , . . . , sin
is nonreduced. Let j be the maximal index such that si1 , . . . , sij is reduced. There exists a
unique index j′ < j such that
sij′ · · · sij = sij′+1 · · · sij+1
This identity implies that
si1 · · · sin = si1 · · · ŝij′ · · · ŝij+1 · · · sin
where the product is taken in WI .
Proof. For any j′′ < j, consider the modification
(si1 , . . . , sij ) (si1 , . . . , ŝij′′ , . . . , sij ).
Let h′′ be the unique wall separating the chambers of si1 · · · sij′′−1 and si1 · · · sij′′ . Then h
′′
cuts the gallery of the left hand side into two parts, and the gallery of the right hand side is
obtained by reflecting the latter part across h′′. In particular, in the language of chambers,
the product of the right hand side is obtained from the product of the left hand side by
reflection across h′′.
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Let h be the unique wall which separates the chambers of si1 · · · sij and si1 · · · sij+1 . The
previous paragraph implies that an index j′ < j satisfies the desired property if and only if
h also separates the chambers of si1 · · · sij′ and si1 · · · sij′−1 . Since si1 · · · sij is reduced but
si1 · · · sij+1 is not, the gallery associated to si1 · · · sij must cross h exactly once. This yields
the existence and uniqueness of j′. 
A picture for this proof appears in Figure 3.4 of [Da].
3.1.4. The proof of the deletion lemma underscores the importance of understanding where a
gallery first crosses a given wall. The next lemma, which is used in the proof of Lemma 3.4.12,
helps address this question.
Lemma. Suppose we are given w1 ∈ WI and a wall h satisfying the following condition:
there exists w2 ∈ WI such that w1 pre w2 and h is a wall of the chamber of w2 which sepa-
rates it from C0. Let P be the poset of elements w ∈WI satisfying the following properties:
(i) h does not separate C0 from the chamber of w.
(ii) w pre w1
The partial order on P is the prefix order. Then P has a unique maximal element.
Proof. Fix some w2 as in the hypothesis. Let s ∈ I be the simple reflection which specifies
the wall h of the chamber of w2. Define w3 := w2s where the product is taken in WI . Then
w2 = w3s, and the product w3s is reduced. Since h is the only wall which separates the
chambers of w2 and w3, a prefix w pre w2 furthermore satisfies w pre w3 if and only if
h does not separate C0 from the chamber of w. Therefore, P equals the set of elements
w ∈ WI which are prefixes of both w1 and w3. The existence of greatest common prefixes
in B+I (see [Do, Prop. 4.2]) implies the result. 
Remark. We emphasize that the definition of P only involves w1 and h, but not every pair
(w1, h) admits a w2 as in the hypothesis of the lemma.
3.2. Review of Dobrinskaya’s presentation of the braid monoid. Our treatment of
Dobrinskaya’s results differs slightly from the original paper [Do] in several ways. Dobrin-
skaya constructed the monoid in Spaces generated by partial monoid as an honest topological
space [Do, Def. 3.4], whereas we construct it as the nerve of a category of combinatorial na-
ture (Corollary 2.1.6). Dobrinskaya’s proof of [Do, Thm. 5.1], which is the result explained
in 1.1, actually establishes something more general which we present as Theorem 3.2.3. Fi-
nally, we also include some immediate applications of Dobrinskaya’s results: Corollary 3.2.6,
Theorem 3.2.7, and Corollary 3.2.9 which constructs a monoidal functor from BI to the
affine Hecke category.
3.2.1. In order to apply the bar construction (Corollary 2.1.6), we need to understand
various 1-categories whose objects are ordered tuples of elements of WI or B
+
I , and whose
morphisms are given by ‘partial multiplications.’ We introduce some of these 1-categories
here. As in 2.4, let [[n]] denote the totally ordered set {1, 2, . . . , n}
Definition. A word w is a sequence of elements of B+I , which we denote
w = (b1, . . . , bn).
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Equivalently, it is a pair ([[n]], νw) where νw : [[n]] → B
+
I is an arbitrary map. The size of
w is n. (The word ‘size’ is chosen to avoid conflict with the notion of the ‘length’ of an
element of B+I .) A substring of w is any interval in [[n]], i.e. a consecutive subsequence of
the letters of w. (We avoid the term ‘subword’ because it often refers to a subsequence of
letters which is not necessarily consecutive.)
Define the category Wordmaster as follows. The objects are words. A morphism of words
([[n1]], νw1) → ([[n2]], νw2) is an order-preserving map ϕ : [[n1]] → [[n2]]. For each element
m ∈ [[n2]], corresponding to a letter b2,m := νw2(m) ∈ B
+
I , the preimage ϕ
−1(m) is a
substring of w. We abuse notation by writing ϕ−1(b2,m) in place of ϕ
−1(m).
• Let Worddeg ⊂ Wordmaster be the non-full subcategory whose objects are given by
all words, and whose morphisms are those which satisfy
(product of ϕ−1(b2,m) in B
+
I ) = b2,m
for all m ∈ [[n2]].
11
• Let Word ⊂Worddeg be the full subcategory consisting of words such that no letter
equals 1.
Note that Word is a poset and that every map in Word is surjective. Also, if a pair of words
w1,w2 ∈ Word both admit maps from some word w, then the categorical product (a.k.a.
meet) w1 ∩w2 exists. In this situation, we say that w1 and w2 admit a mutual refinement.
• Let Wordf ⊂Word be the full subcategory consisting of words such that each letter
is finite type.
• Let Wordr ⊂Word be the full subcategory consisting of words such that each letter
is reduced.
• Let Wordnr ⊂ Word be the full subcategory consisting of words such that at least
one letter is nonreduced.
• Let Words ⊂Word be the full subcategory consisting of words of size ≥ 2.
• For b ∈ B+I , let Word(b) ⊂ Word be the full subcategory consisting of words whose
product in B+I equals b. This is the overcategory of the size-1 word (b).
• The full subcategoryWordfnr(b) ⊂Word and variations thereof are defined by taking
the appropriate intersection of the indicated full subcategories.
3.2.2. The following is a mild reformulation of [Do, Prop. 5.3]. This result is useful in proofs
because, up to homotopy equivalence, it allows us to choose a nontrivial factorization of a
‘large’ element b ∈ B+I for free.
Proposition. For any b ∈ B+I which is not finite type or not reduced, the category Words(b)
is contractible.
Proof. In [Do, Prop. 5.3] it is shown that the poset Kb of proper prefixes of b is contractible.
The category Words(b) is the poset of chains in Kb, ordered by inclusion. Thus, the nerve
11If ϕ−1(b2,m) is empty, its product is considered to be 1.
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of Words(b) is the barycentric subdivision of the nerve of Kb. Therefore Words(b) is also
contractible. 
3.2.3. The following is a strengthening of [Do, Thm. 5.1] whose proof is exactly the same.
The proof exploits the fact that the overcategory of an object in Word splits as a product
of categories of the form Word(b). This trick is very general and will be used again in
Lemma 3.4.5 and Lemma 3.5.1.
Theorem. For any b ∈ B+I and any subset
X ⊆ Obj(Word(b)rWordfr(b)),
the full subcategory Word(b)rX ⊂Word(b) is contractible.
Proof. Choose any total order on X which refines the partial order by word size, and let
x1, . . . ,xn be the elements of X listed in order. For each i, let Word(b)≥i ⊂Word(b) be the
full subcategory obtained by deleting x1, . . . ,xi−1. We will show that each embedding
F : Word(b)≥i+1 →֒Word(b)≥i
is a homotopy equivalence.
By Quillen’s Theorem A, it suffices to show that (F ↓ xi) is contractible. Since any
morphism in Word(b) is weakly decreasing in word size, with equality if and only if the
morphism is an identity, we have
(F ↓ xi) ≃ (Word(b) ↓ xi)r {xi
id
−→ xi}.
If xi = (bi,1, . . . , bi,k), then this is the full subcategory of
Word(bi,1)× · · · ×Word(bi,k)
consisting of tuples such that at least one entry has size ≥ 2. Let S be the index set such
that j ∈ S if and only if bi,j is not finite type or not reduced. Since xi /∈ Wordfr(b), the set
S is nonempty. For j = 1, . . . , k, define the category Dj as follows:
(i) If j /∈ S, then Dj = Word(bi,j).
(ii) If j ∈ S, then Dj = Words(bi,j).
Note that each Dj is contractible. For (i) this is because Word(bi,j) has a terminal object,
and for (ii) this is Proposition 3.2.2. Consider the full embedding
G : ×
j
Dj →֒ (F ↓ xi).
We will show that G is a homotopy equivalence.
Let {w
ϕ
−→ xi} ∈ (F ↓ xi) be any object not contained in the image of G. We have
(G ↓ ϕ) ≃ ×
j
Ej
where Ej for j = 1, . . . , k is described as follows:
(iii) If the preimage ϕ−1(bi,j) in w has size 1, then Ej = Dj .
(iv) If the preimage ϕ−1(bi,j) in w has size ≥ 2, then Ej has a terminal object.
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In either case, Ej is contractible. Therefore (G ↓ ϕ) is contractible, and Quillen’s Theorem
A implies that G is a homotopy equivalence.
Since the Dj are contractible, so is (F ↓ xi). Therefore, Quillen’s Theorem A implies
that F is a homotopy equivalence, as desired. 
3.2.4. Corollary. For any b ∈ B+I , the category Wordfr(b) is contractible.
Proof. Apply Theorem 3.2.3 with X as large as possible. 
3.2.5. Theorem. [Do, Thm. 5.1] Let (WI , I) be a Coxeter system. Consider the discrete
partial monoid (2.1.4) whose underlying set is WI,fin (3.1.1) and for which there is a multipli-
cation (w1, w2) 7→ w1w2 for every pair (w1, w2) ∈ W
×2
I,fin such that ℓ(w1) + ℓ(w2) = ℓ(w1w2).
Then the monoid in Spaces generated by it (2.1.1) is the discrete monoid B+I .
Proof. The statement is obviously correct at the level of connected components, so we only
need to show that higher homotopy groups vanish. Let Sf be the one-vertex simplicial
set associated to this discrete partial monoid by 2.1.4. By Corollary 2.1.6, it suffices to
show that N(SpineSf ) is discrete. By Lemma 2.1.7, we may replace this by N(Spine
nondeg
Sf
).
But SpinenondegSf is tautologically equivalent to Wordfr. The connected components of this
1-category are given by Wordfr(b) for b ∈ B
+
I , and Corollary 3.2.4 tells us that these 1-
categories are contractible. 
3.2.6. Corollary. Let (WI , I) be a Coxeter system. Then we have
B
+
I ≃ colimJ⊆I
J finite type
B
+
J
where the colimit is evaluated in the category of monoids in Spaces.
Proof. Work at the level of classifying categories (2.1.1). For each finite type J ⊆ I, let
SJ be the simplicial set associated to the discrete partial monoid obtained from (WJ , J) by
length-preserving multiplications, as defined in the proof of Theorem 3.2.5. By the result
of Theorem 3.2.5, the fibrant replacement of SJ is the classifying category of B
+
J . Apply-
ing [HTT, Thm. 4.2.4.1] to the model category SSet equipped with the Joyal model structure,
we conclude that the ∞-categorical colimit of the fibrant replacements of the SJ ’s is equiv-
alent to the homotopy colimit of the SJ ’s. Because monomorphisms are cofibrations in the
Joyal model structure, the diagram J 7→ SJ is cofibrant in the projective model structure
for the diagram category (see [O, Prop. 5.12]), so the homotopy colimit is equivalent to the
ordinary colimit. The latter is just Sf as defined in the proof of Theorem 3.2.5. Applying the
result of Theorem 3.2.5 once again, we find that the fibrant replacement of Sf is equivalent
to the classifying category of B+I , as desired. 
3.2.7. Theorem. Let (WI , I) be a Coxeter system. Consider the discrete partial monoid
(2.1.4) whose underlying set is WI and for which there is a multiplication (w1, w2) 7→ w1w2
for every pair (w1, w2) ∈ W
×2
I such that ℓ(w1) + ℓ(w2) = ℓ(w1w2). Then the monoid in
Spaces generated by it (2.1.1) is the discrete monoid B+I .
Proof. Let S be the one-vertex simplicial set associated to this discrete partial monoid
by 2.1.4. As in Theorem 3.2.5, it suffices to show that N(SpinenondegS ) is discrete. But
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Spine
nondeg
S is tautologically equivalent to Wordr. The connected components of this 1-
category are given byWordr(b) for b ∈ B
+
I . Applying Theorem 3.2.3 withX := Obj(Word(b)r
Wordr(b)) shows that Wordr(b) is contractible. 
3.2.8. Here is a consequence of [Do, Thm. 5.2] and the recent proof of theK(π, 1)-conjecture
for affine braid groups [PS]. This result is only used in Corollary 3.2.9.
Theorem. Let (WI , I) be a Coxeter system of finite or affine type. The homotopy groupi-
fication of the discrete monoid B+I is the discrete group BI .
Proof. Theorem 5.2 of [Do] says that the homotopy groupification of B+I is equivalent to the
loop space of the WI -quotient of the complexified hyperplane arrangement corresponding
to (WI , I). If I is affine, the main theorem of [PS] says that the latter space is homotopy
equivalent to BI , and the claim follows. The analogous result when I is finite type was
established in [De1]. 
Remark. The possibility of making this deduction was already noted in [Do, Thm. 6.3]. At
that time, [PS] had not yet appeared, which is why [Do, Cor. 6.5] restricts to finite type
Coxeter systems.
3.2.9. To illustrate the usefulness of Dobrinskaya’s theorems, we give an application to geo-
metric representation theory. (See Remark 1.1.) There is an action of the affine braid group
on the affine Hecke category, where simple reflections act as wall-crossing functors. This
action is useful, e.g. for constructing t-structures on the affine Hecke category [Bez, Sect.
2]. The preceding results allow us to construct this action with very little effort, and the
resulting action is ‘strong’ in the sense that it is homotopy-coherent.
Corollary. Let (WI , I) be a Coxeter system of finite or affine type, and let HI be the Hecke
category from 2.5. There is a monoidal functor F : BI → HI which is determined essentially
uniquely by the following requirements:
(i) For any w ∈ WI viewed as a reduced element of BI , the value F (w) identifies with
the ∗-extension of the local system C on the orbit indexed by w.
(ii) For any pair w1, w2 ∈ WI such that ℓ(w1) + ℓ(w2) = ℓ(w1w2), the isomorphism
F (w1)⊗ F (w2) ≃ F (w1w2) expressing the monoidality of F is given by the identity
automorphism of the local system C on the orbit indexed by w1w2.
Proof. Giving a monoidal functor F : B+I → HI is equivalent to giving a map of monoids in
Spaces from B+I to the maximal sub-∞-groupoid of HI . By Theorem 3.2.7, this is equivalent
to giving a map of simplicial sets from S as defined in the proof. In other words, we must
provide the following data:
(i) For any w ∈ WI , an object F (w) ∈ HI .
(ii) For any length-additive pair w1, w2 ∈ WI , an isomorphism F (w1) ⊗ F (w2) ≃
F (w1w2).
(iii) For multiplications of ≥ 3 elements, higher compatibilities between the isomor-
phisms chosen in (ii).
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The first two pieces of data are specified by (i) and (ii) in the theorem statement. The
higher compatibilities in (iii) live in the higher homotopy groups of mapping spaces which
are equivalent to
τ≤0 HomHI (jw,∗C, jw,∗C)
for various w ∈ WI . (The Hom in a stable category is a spectrum, and the mapping space
is Ω∞ of that spectrum. In homological algebra, this corresponds to the τ≤0 truncation.)
These mapping spaces are discrete, so (iii) amounts simply to checking the 3-term associa-
tivity condition. This condition clearly holds for the choices of (i) and (ii) in the theorem.
Next, we enhance this to a map from BI . Each F (w) := jw,∗C has a monoidal inverse
given by jw,!C[2ℓ(w)]. Hence, the map from B
+
I extends to a map from the homotopy
groupification of B+I . By Theorem 3.2.8, the latter coincides with BI . 
3.3. Homotopical deletion property. The crux of the paper is the contractibility of
the category Arr<b from 1.2, which is essentially equivalent to Proposition 3.3.2 below.
The proof of this key proposition will occupy the next two subsections. Afterwards, the
contractibility of Arr<b is deduced in Lemma 3.6.2.
3.3.1. The categories of arrows which arise in 3.6 and 3.7 can be described as categories of
blocked words, which we define now.
Definition. A blocked word is a pair (w, p) where w ∈ Word and p is a partition of w
into disjoint substrings called ‘blocks.’ The category BlockWord is defined as follows. The
objects are blocked words. A morphism of blocked words (w1, p1)→ (w2, p2) is a morphism
of words ϕ : w1 → w2 satisfying the property that each block of p1 is contained in the
ϕ-preimage of some block of p2. Note that BlockWord is a poset.
• Let BlockfWord be the full subcategory for which each block is finite type.
• Let BlocknrWord be the full subcategory for which at least one block is nonreduced.
• Let BlockfnrWord be the intersection of the previous two subcategories.
If (w, p) is a blocked word, and q ⊂ w is a substring, we say that p contains q if some block
of p contains q.
3.3.2. Proposition. For any nonreduced b ∈ B+I , the category BlockfnrWordfr(b) is con-
tractible.
Overview of proof. In 3.4, we will prove Proposition 3.4.1. In 3.5, we use Proposition 3.4.1
to prove the claim. The proof will be concluded in 3.5.3. 
Remark. In 1.2(2), we mentioned that the intuition for this proof has something to do
with the deletion lemma (Lemma 3.1.3). Let us expand on this intuition. The deletion
lemma tells us how to apply braid moves to transform any nonreduced sequence of simple
reflections into one which has a repeated term, i.e. (s1, . . . , sn) with sj = sj+1. Viewing this
sequence as a word w, there is an obvious partition p such that (w, p) ∈ BlockfnrWordfr(b).
Namely, the only block of p with size ≥ 2 is (sj , sj+1), which is nonreduced. In order to be
homotopically correct, instead of the deletions ss 7→ 1, we should consider more generally
all multiplications w1 · · ·wn 7→ w which take place in WJ for some finite type J ⊆ I, and
which are not length-preserving. Thus, the objects in the category BlockfnrWordfr(b) should
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be considered as the outputs of a ‘generalized deletion lemma,’ since each nonreduced block
specifies a substring w1 · · ·wn of this form.
From this point of view, an input to the ‘generalized deletion lemma’ should be an object
of Wordfr(b). A word w in this category may not admit any substring w1 · · ·wn of the
previous form, but the ‘generalized deletion lemma’ should give a path from w to another
word which does admit such a substring. One might hope to prove that the ‘generalized
deletion lemma’ can be applied for free, i.e. up to a contractible space of choices. Then
it would effectively yield a homotopy retract from Wordfr(b) onto some category related to
BlockfnrWordfr(b), and since the former is contractible, so is the latter.
Unfortunately, this strategy is hard to carry out directly, because some of the requisite
‘generalized braid moves’ needed for the proof require looking at substrings which are not
finite type, i.e. not contained in any WJ where J is finite type. In fact, this obstruction was
already encountered in Dobrinskaya’s work: the uniqueness of a nontrivial factorization up
to a contractible space of choices (Proposition 3.2.2) is first proved for a category without
a ‘finite type’ restriction, and then the trick of Theorem 3.2.3 allows one to reinstate this
restriction. In 3.5, we use this same method to reduce to a problem without finite type
restrictions. The task of 3.4 is to solve this latter problem using the strategy sketched in
the previous paragraph.
3.4. Proof of Proposition 3.3.2, part 1.
3.4.1. Proposition. For any b ∈ B+I which is nonreduced and non-finite-type, the category
Wordnrs(b) is contractible.
3.4.2. We will prove Proposition 3.4.1 using induction on the length of b. From now on, fix
a nonreduced and non-finite-type b ∈ B+I and assume that Proposition 3.4.1 holds for all b
′
which are nonreduced, non-finite-type, and satisfy ℓ(b′) < ℓ(b).
3.4.3. Definition. A bad word for b is any word w with the following properties. Write
w = w1 b2 where b2 is the last letter.
(i) The product of w1 in B
+
I is a finite-type reduced element w ∈ WI which has a
unique length-1 prefix. Let this length-1 prefix be si (for i ∈ I) and let h be the
unique wall which separates C0 from the chamber of si.
(ii) For some (equivalently, any) expression of b2 as a product of simple reflections, the
associated gallery (3.1.2) which starts at the chamber ofw1 and ends at the chamber
of w1b2 crosses h.
3.4.4. Here is the key consequence of the ‘bad word’ definition:
Lemma. Let w = w1 b2 be a bad word for b. Then b2 is not finite-type.
Proof. Let w1 = (w1,1, . . . , w1,n). For i = 1, . . . , n, let Ci be the chamber of w1,1 · · ·w1,i,
and let Ki = Ci ∩ h. Let C0 be the fundamental chamber. We will prove the following:
(a) For all i, we have Ki ⊂ C0.
(b) For all i, we have Ki ⊇ Ki+1.
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For (a), let h1, . . . , h|I|−1 be the collection of walls of C0 not including h. The unique length-
1 prefix requirement of Definition 3.4.3(i) implies that each hj does not separate C0 from Ci.
This implies that Ci lies in the intersection of the half-spaces which are bounded by some
hj and contain C0. Hence Ki lies in the intersection of these (closed) half-spaces together
with h. This latter intersection lies in C0.
Next we prove (b). We know from (a) thatKi is determined by the set of simple reflections
which occur in a reduced expression for w1,1 · · ·w1,i. Since the product of w1 is reduced,
this set is contained in the set of simple reflections which occur in a reduced expression for
w1,1 · · ·w1,i+1. Hence Ki ⊇ Ki+1, as desired.
Now we prove the lemma. Suppose for sake of contradiction that b2 is finite-type. Then
there exists a finite-type facet f which lies in the closure of each chamber of the gallery
in Definition 3.4.3(ii). Since this gallery crosses h, we must have f ∈ h. Since the gallery
begins at Cn, we must have f ∈ Cn. Therefore f ∈ Kn. Now (a) implies that f ∈ C0, and
(b) implies that f lies in Ci for all i. This implies that w is finite-type. Hence it cannot be
a word for b, which is non-finite-type. 
3.4.5. Define Word◦s (b) ⊂ Words(b) to be the full subcategory obtained by deleting all bad
words (Definition 3.4.3). Let Word◦nrs(b) be its intersection with Wordnrs(b).
Lemma. We have the following:
(i) The embedding Word◦s (b) →֒ Words(b) is a homotopy equivalence
(ii) The embedding Word◦nrs(b) →֒ Wordnrs(b) is a homotopy equivalence.
Proof. Point (i) follows from Theorem 3.2.3 with X as the set of bad words for b, together
with the word (b). Lemma 3.4.4 guarantees that X is disjoint from Wordfr(b).
Point (ii) can be proved using the strategy of Theorem 3.2.3 and the inductive hypothe-
sis (3.4.2). This time, let X be the set of bad words which lie in Wordnrs(b). The last letter
of any such bad word must be nonreduced. Choose any total order on X which refines the
partial order by word size, and let x1, . . . ,xn be the elements of X listed in order. As in
Theorem 3.2.3, it suffices to show that each category
C := (Wordnrs(b) ↓ xi)r {xi
id
−→ xi}
is contractible. If xi = (wi,1, . . . , wi,k−1, bi,k), then this is the full subcategory of
Word(wi,1)× · · · ×Word(wi,k−1)×Wordnr(bi,k)
consisting of tuples such that at least one entry has size ≥ 2. Consider the full embedding
G : Word(wi,1)× · · · ×Word(wi,k−1)×Wordnrs(bi,k) →֒ C.
By Lemma 3.4.4, bi,k is non-finite-type, and it must be nonreduced since xi ∈ Wordnrs(b).
Therefore, the inductive hypothesis applies to bi,k, so Wordnrs(bi,k) is contractible. Also,
each Word(wi,j) is contractible because it has a terminal object, so the domain of G is
contractible. To show that G is a homotopy equivalence, copy the last two paragraphs of
the proof of Theorem 3.2.3. Then C is contractible, as desired. 
From Proposition 3.2.2, we know that Words(b) is contractible since b is nonreduced
and non-finite-type. Thus, the previous lemma reduces us to showing that Word◦nrs(b) →֒
Word◦s (b) is a homotopy equivalence.
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3.4.6. Definition. A deletion pattern is any word for b which is of the form
(w1, s, w2, t, b3),
where w1, w2 are reduced and s, t are simple reflections. Furthermore, we require that w1sw2
is reduced, w1sw2t is non-reduced, and the unique wall separating the chambers of w1 and
w1s equals the unique wall separating the chambers of w1sw2 and w1sw2t. We allow w1,
w2, b3 to be empty. (If w2 is empty, then s = t.)
We introduce some notational conventions which will remain in force for the rest of this
subsection. If a deletion pattern is denoted Td, then its letters are denoted (w
(d)
1 , s
(d), w
(d)
2 , t
(d), b
(d)
3 ).
Furthermore, (w1sw2)
(d) is shorthand for the product w
(d)
1 s
(d)w
(d)
2 , and the unique wall
which separates the chambers of (w1sw2)
(d) and (w1sw2t)
(d) is denoted h(d).
3.4.7. Lemma. There exists a total order on the set of deletion patterns which satisfies the
following properties.
(A) If two deletion patterns T1 and T2 satisfy
(w1sw2)
(1) = (w1sw2)
(2)
t(1) = t(2)
ℓ(w
(1)
1 ) > ℓ(w
(2)
2 )
then T1 < T2.
(B) If three deletion patterns T1, T2, T3 satisfy
T2 < T3
(w1sw2)
(1) = (w1sw2)
(2) = (w1sw2)
(3)
t(1) = t(2) 6= t(3)
then T1 < T3.
(C) If two deletion patterns T1 and T2 satisfy
ℓ((w1sw2)
(1)) > ℓ((w1sw2)
(2)),
then T1 < T2.
Proof. Choose a total order on WI which refines the opposite of the partial order by length.
Choose any total order on the set of simple reflections. To each deletion pattern Td, we
assign the label ((w1sw2)
(d), t(d), w
(d)
1 ). Sort the deletion patterns lexicographically by their
labels, where (w1sw2)
(d) and w
(d)
1 are viewed as elements of WI , and t
(d) is viewed as a
simple reflection. This yields the desired total order. 
3.4.8. Definition. Choose any total order which satisfies Lemma 3.4.7, and let T1, . . . , TD
be the deletion patterns taken in order. For d = 0, 1, . . . , D, define Word◦s (b)≤d ⊂ Word
◦
s (b)
to be the full subcategory spanned by Word◦nrs(b) along with all of the words which admit
a mutual refinement (Definition 3.2.1) with Ti for some i = 1, . . . , d. For d ≥ 1, define the
full subcategory
Word◦s (b)d := Word
◦
s (b)≤d rWord
◦
s (b)<d
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where the subscript ‘<d’ is an alias for ‘≤(d − 1).’ Define Word◦s (b)≡d ⊂ Word
◦
s (b)d to be
the full subcategory consisting of words which map to Td. If a word w ∈ Word
◦
s (b) admits
a (necessarily unique) map to Td, we denote this map as τd : w → Td.
3.4.9. Lemma. For any d ≥ 0, the category Word◦s (b)≤d is downward closed, in the sense
that if w1 ∈ Word
◦
s (b)≤d and w1 → w2 is an arrow in Word
◦
s (b), then w2 ∈ Word
◦
s (b)≤d. As
a consequence, if d ≥ 1, there are no arrows from Word◦s (b)<d to Word
◦
s (b)d.
Proof. Suppose that w1 → w2 is an arrow in Word
◦
s (b) with w1 ∈ Word
◦
s (b)≤d. If
w1 ∈ Word
◦
nrs(b), then this arrow implies that w2 ∈ Word
◦
nrs(b), because the product of
a nonreduced letter with any letter is nonreduced. If w1 admits a mutual refinement with
Ti for some i = 1, . . . , d− 1, then so does w2, so w2 ∈Word
◦
s (b)≤d in this case as well. 
3.4.10. Lemma. We have the following:
(i) The embedding Word◦s (b)≡d →֒Word
◦
s (b)d admits a right adjoint.
(ii) If
Arr(Word◦s (b)≡d,Word
◦
s (b)<d)
τ ′
−→ Word◦s (b)≡d
is a homotopy equivalence, then so is
Arr(Word◦s (b)d,Word
◦
s (b)<d)
τ
−→Word◦s (b)d.
These arrow categories refer to full subcategories of Arr(Word◦s (b)≤d) consisting of
arrows whose head lies in the first category and whose tail lies in the second category.
The functors τ ′ and τ send each arrow to its tail.
Proof. For (i), the right adjoint is given by taking the minimal refinement (i.e. categorical
product) with Td.
As a consequence, the embedding in the statement of (i) is a homotopy equivalence. The
two-out-of-three property implies that, for (ii), it is enough to show that
Arr(Word◦s (b)≡d,Word
◦
s (b)<d) →֒ Arr(Word
◦
s (b)d,Word
◦
s (b)<d)
is a homotopy equivalence. This follows from Thomason’s theorem stating that the total
space of a cartesian fibration is homotopy equivalent to the homotopy colimit of the diagram
of spaces obtained via straightening and taking simplicial nerves [Th]. Indeed, τ ′ is a
cartesian fibration, so the nerve of Arr(Word◦s (b)d,Word
◦
s (b)<d) is homotopy equivalent to
the homotopy colimit of a functor
Word◦s (b)
op
d → SSet.
Point (i) implies that the embedding Word◦s (b)
op
≡d →֒ Word
◦
s (b)
op
d is final, so the homotopy
colimit is unchanged by restricting the indexing diagram along this embedding. 
3.4.11. Let us describe the fibers of τ ′ from Lemma 3.4.10(ii) in more detail. For w ∈
Word◦s (b)≡d, let Block(w) be the poset of all partitions of the letters of w into disjoint
substrings called ‘blocks’ (cf. Definition 3.3.1). There is a fully faithful functor
(fiber of τ ′ over w) →֒ Block(w)
which sends an object w
ϕ
−→ w1 on the left hand side to the partition whose substrings are
given by ϕ−1(w1,m) where w1,m ranges over the letters of w1. Let the image of this functor
be Block<d(w).
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3.4.12. Here is the key consequence of the ‘deletion pattern’ definition:
Lemma. Assume that w
(d)
1 is nonempty. For any w ∈Word
◦
s (b)≡d, consider the functor
F : Block<d(w)→ Block(w)
which splits the partition at the start of τ−1d (s
(d)). The image of F lies in Block<d(w).
Proof. Consider a partition p ∈ Block<d(w), corresponding to an arrow w
ϕ
−→ w′. By
definition of Block<d(w), we have w
′ ∈ Word◦s (b)<d. Let w
′ = (w′1, . . . , w
′
k), so that the
blocks of p are given by ϕ−1(w′j).
If w′ ∈ Word◦nrs(d), then there exists an index j such that w
′
j is nonreduced. If the
substring ϕ−1(w′j) is not split by F , then F (p) ∈ Block<d(w), as desired. Assume the
substring ϕ−1(w′j) is split by F . Since (w1sw2)
(d) is reduced, ϕ−1(w′j) must contain τ
−1
d (t
(d)).
Splitting ϕ−1(w′j) by F yields two blocks; the right one contains both τ
−1
d (s
(d)) and τ−1d (t
(d)),
so it is nonreduced. Thus F (p) ∈ Block<d(w) in this case as well.
The remaining possibility is that w′ admits a mutual refinement with Ti for some i < d.
Split into three cases:
(A) (w1sw2)
(i) = (w1sw2)
(d) and h(i) = h(d)
(B) (w1sw2)
(i) = (w1sw2)
(d) and h(i) 6= h(d)
(C) (w1sw2)
(i) 6= (w1sw2)(d)
Note that, in cases (A) and (B), it would be equivalent to write t instead of h.
Case (A). By Lemma 3.4.7(A), Ti < Td and the hypotheses of this case imply that ℓ(w
(i)
1 ) ≥
ℓ(w
(d)
1 ). Furthermore, Ti 6= Td implies that w
(i)
1 6= w
(d)
1 .
Write h := h(d). Let j be the smallest index such that h separates the fundamental
chamber C0 from the chamber of w
′
1 · · ·w
′
j . In other words, the substring ϕ
−1(w′j) contains
the length-1 letter of w given by τ−1d (s
(d)). Let P be the poset of prefixes v Pre w′j
satisfying the property that the chambers of w′1 · · ·w
′
j−1 and w
′
1 · · ·w
′
j−1v are not separated
by h. We claim that P has a unique maximal element, which we denote w′′. To see this,
apply Lemma 3.1.4 with the following replacements:
w1  w
′
1 · · ·w
′
j
w2  (w1sw2)
(d)
h h(d)
s τ−1d (s
(d)).
The conclusion of the lemma is that the poset of prefixes of w′1 · · ·w
′
j whose chambers lie on
the same of h as C0 has a unique maximal element. Then P is an upper ideal of this poset,
so it also has a unique maximal element.
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Since h does not separate either the chamber of w
(i)
1 or the chamber of w
(d)
1 from C0,(
w′1 · · ·w
′
j−1
)−1
w
(i)
1 ∈ P(
w′1 · · ·w
′
j−1
)−1
w
(d)
1 ∈ P.
Since w
(i)
1 6= w
(d)
1 and ℓ(w
(i)
1 ) ≥ ℓ(w
(d)
1 ), we conclude that(
w′1 · · ·w
′
j−1
)−1
w
(d)
1 ≺Pre w
′′.
This strict inequality shows that, if
ϕ−1(w′j) = (x1, . . . , xk1 , τ
−1
d (s
(d)), y1, . . . , yk2)
as substrings of w, then any partition which contains12 the block
(τ−1d (s
(d)), y1, . . . , yk2)
must lie in Block<d(w). Indeed, using the left cancellation property for B
+
I (see [Mi, Prop.
2.4]) to cancel x1 · · ·xk1 , the strict inequality implies that there is a nonempty prefix
w′′′ ≺Pre τ
−1
d (s
(d))y1 · · · yk2
such that the chambers of w
(d)
1 and w
(d)
1 w
′′′ are not separated by h. Therefore, any partition
which contains this block defines an arrow whose head admits a mutual refinement with
some Ti′ satisfying (w1sw2)
(i′) = (w1sw2)
(d) and h(i
′) = h(d) and ℓ(w
(i′)
1 ) > ℓ(w
(d)
1 ). By
Lemma 3.4.7(A), we have Ti′ < Td, as desired.
Applying F yields a partition which contains this block, so F (p) ∈ Block<d(w).
Case (B). Let j be the unique index such that ϕ−1(w′j) contains τ
−1
d (t
(d)). Write
ϕ−1(w′j) = (x1, . . . , xk1 , τ
−1
d (t
(d)), y1, . . . , yk1).
Since w′ admits a mutual refinement with Ti, the simple reflection τ
−1
d (t
(i)) is a prefix of
τ−1d (t
(d))y1 · · · yk1 . This implies that any partition which contains the block
(τ−1d (t
(d)), y1, . . . , yk1)
must lie in Block<d(w). Indeed, such a partition defines an arrow whose head admits
a mutual refinement with a deletion pattern Ti′ satisfying (w1sw2)
(i′) = (w1sw2)
(i) and
t(i
′) = t(i). Lemma 3.4.7(B) and the hypotheses of this case imply that Ti′ < Td, as desired.
Applying F yields a partition which contains this block, so F (p) ∈ Block<d(w).
Case (C). Let j be the smallest index such that w′1 · · ·w
′
j is nonreduced. In other words,
the substring ϕ−1(w′j) contains the length-1 letter of w given by τ
−1
d (t
(d)). By [Mi, Prop.
2.1], this product admits a maximal reduced prefix, say w′′. Note that
(w1sw2)
(i) Pre w
′′ and (w1sw2)
(d) Pre w
′′.
The hypothesis of this case implies that both inequalities are strict. Therefore, if
ϕ−1(w′j) = (x1, . . . , xk1 , τ
−1
d (t
(d)), y1, . . . , yk2)
as substrings of w, then any partition which contains the block
(τ−1d (t
(d)), y1, . . . , yk2)
12For the meaning of ‘contains’ in this context, see Definition 3.3.1.
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must lie in Block<d(w). Indeed, using the left cancellation property for B
+
I to cancel
xi1 · · ·xk1 , the strict inequality implies that there is a nonempty prefix
w′′′ ≺Pre τ
−1
d (t
(d))y1 · · · yk2
such that (w1sw2)
(d)w′′′ is reduced. Therefore, any partition which contains this block de-
fines an arrow whose head admits a mutual refinement with some Ti′ satisfying ℓ((w1sw2)
(i′)) >
ℓ((w1sw2)
(d)). By Lemma 3.4.7(C), we have Ti′ < Td, as desired.
Applying F yields a partition which contains this block, so F (p) ∈ Block<d(w). 
3.4.13. Lemma. Assume that w
(d)
1 is nonempty. For any w ∈ Word
◦
s (b)≡d, let w → w
′ be
the map defined by the partition whose only nontrivial block begins at τ−1d (s
(d)) and ends at
τ−1d (t
(d)). Then w′ is not a bad word.
Proof. Suppose for sake of contradiction that w′ is a bad word. Since only the last letter of
a bad word is nonreduced, the deletion pattern must be such that b
(d)
3 is empty. So we have
w
′ = (x1, . . . , xk1 , (sw2t)
(d)),
where x1 · · ·xk1 = w
(d)
1 . Since w
′ is a bad word, w
(d)
1 has a unique length-1 prefix; let h
be the corresponding wall of C0, so that h separates the chamber of w
(d)
1 from C0. The
bad word condition also says that any gallery which starts at the chamber for w
(d)
1 and
represents (sw2t)
(d) must cross h. Since (w1sw2)
(d) is reduced, the only possibility is that
the last step (corresponding to t(d)) crosses h. Therefore h = h(d). The definition of
deletion pattern implies that h(d) does not separate the chamber of w
(d)
1 from C0, whence
the contradiction. 
3.4.14. Lemma. For any w ∈ Word◦s (b)≡d, the poset Block<d(w) is contractible.
Proof. We split into three cases depending on Td:
(i) w
(d)
1 is nonempty.
(ii) w
(d)
1 is empty and w
(d)
2 is nonempty.
(iii) w
(d)
1 and w
(d)
2 are both empty.
Case (i). Let Blocksplit<d (w) ⊂ Block<d(w) be the full subposet consisting of partitions
which are split at the start of τ−1d (s
(d)). By Lemma 3.4.12, we have an adjunction
Block
split
<d (w)⇄ Block<d(w)
where the left adjoint is the embedding and the right adjoint is the functor F which splits
a partition at the indicated place.
Let Blocksplit,fill<d (w) ⊂ Block
split
<d (w) be the full subposet consisting of partitions which
contain the block whose first letter is τ−1d (s
(d)) and whose last letter is τ−1d (t
(d)). We have
an adjunction
Block
split
<d (w)⇄ Block
split,fill
<d (w)
where the left adjoint is defined by taking the union with this block, and the right adjoint
is the embedding. To see that the left adjoint is well-defined for any p ∈ Blocksplit<d (w), note
the following:
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• Since w
(d)
1 is nonempty, taking the union of p with the indicated block does not
yield the partition which has only one block.
• Lemma 3.4.13 says that taking the union of p with the indicated block does not
yield a partition which corresponds to a map to a bad word.
• The previous two points imply that the union of p with the indicated block is a
partition which corresponds to a map into Word◦s (d). Since the indicated block is
nonreduced, this is in fact a map into Word◦nrs(d), which is contained in Word
◦
<d(d).
The poset Blocksplit<d (w) has an initial object, given by the partition whose only block of
size > 1 is the one considered in the previous paragraph. Therefore, it is contractible. By
Quillen’s Theorem A, Blocksplit<d (w) and Block<d(w) are also contractible.
Case (ii). We have
w = (τ−1d (s
(d)), x1, . . . , xk1 , τ
−1
d (t
(d)), y1, . . . , yk2),
where k1 6= 0 but k2 may be zero. Let j ≤ k1 be the minimal index such that the product
τ−1d (s
(d))x1 · · ·xj
admits a length-1 prefix different from s(d). Such a minimal index exists because j = k1
satisfies the condition. Indeed, if we let
w′ := τ−1d (s
(d))x1 · · ·xk1τ
−1
d (t
(d))
where the (nonreduced) product is taken in WI , then
τ−1d (s
(d))x1 · · ·xk1 = w
′τ−1d (t
(d)),
where the product on the right hand side is reduced. Since k1 6= 0, we have w
′ 6= 1, so
w′ has at least one length-1 prefix. Since h(d) does not separate the chamber of w′ from
C0, every length-1 prefix of w
′ is different from s(d). Therefore, the left hand side admits a
length-1 prefix different from s(d).
Let Blockfill2<d (w) ⊂ Block<d(w) be the full subposet consisting of partitions which contain
the block whose first letter is τ−1d (s
(d)) and whose last letter is xj . We have an adjunction
Block<d(w)⇄ Block
fill2
<d (w)
where the left adjoint is defined by taking the union with this block, and the right adjoint is
the embedding. To see that the left adjoint is well-defined for any partition p ∈ Block<d(w),
note the following:
• Suppose for sake of contradiction that the union of p with the indicated block equals
the partition which has only one block. Then p must contain the substring which
starts at xj and ends at yk2 . The minimality of j implies that p corresponds to a
map to a bad word, contradicting our hypothesis that p ∈ Block<d(w).
• Taking the union of p with the indicated block cannot yield a partition which cor-
responds to a map to a bad word, because the first letter of a bad word must have
a unique length-1 prefix.
• The previous two points imply that the union of p with the indicated block is a
partition which corresponds to a map w → w′ where w′ ∈ Word◦s (b). If w
′ has
a nonreduced letter, then it lies in Word◦nrs(b) ⊂ Word
◦
s (b)<d, as desired. If not,
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then the first block of the union partition contains τ−1d (s
(d)) but not τ−1d (t
(d)).
The construction of j implies that w′ admits a mutual refinement with some dele-
tion pattern Ti satisfying (w1sw2)
(i) = (w1sw2)
(d) and t(i) = t(d) and ℓ(w
(i)
1 ) ≥ 1.
Lemma 3.4.7(A) implies that Ti < Td, so w
′ ∈ Word◦s (b)<d, as desired.
The poset Blockfill2<d (w) has an initial object, given by the partition whose only block of
size > 1 is the one considered in the previous paragraph. Therefore it is contractible. By
Quillen’s Theorem A, Block<d(w) is also contractible.
Case (iii). We have
w = (τ−1d (s
(d)), τ−1d (t
(d)), y1, . . . , yk).
Even though s(d) = t(d) as elements of WI , we continue to use the different letters s and t
to ensure clarity about where each letter occurs in the word. Let Blockfill3<d ⊂ Block<d(w)
be the full subposet consisting of partitions which contain the block (τ−1d (s
(d)), τ−1d (t
(d))).
We have an adjunction
Block<d(w)⇄ Block
fill3
<d (w)
where the left adjoint is defined by taking the union with this block, and the right adjoint is
the embedding. To see that the left adjoint is well-defined for any partition p ∈ Block<d(w),
note the following:
• Suppose for sake of contradiction that the union of p with the indicated block
equals the partition which has only one block. Then p must contain the sub-
string which starts at τ−1d (t
(d)) and ends at yk. Thus p corresponds to a map
to (τ−1d (s
(d)), (tb3)
(d)), which is a bad word. This contradicts our hypothesis that
p ∈ Block<d(w).
• Taking the union of p with the indicated block cannot yield a partition which cor-
responds to a map to a bad word. Indeed, the first letter of a bad word must be
reduced, but τ−1d (s
(d)) τ−1d (t
(d)) is not reduced since s(d) = t(d).
• The previous two points imply that the union of p with the indicated block is a
partition which corresponds to a mapw → w′ wherew′ ∈Word◦nrs(b) ⊂Word
◦
s (b)<d,
as desired.
The poset Blockfill3<d (w) has an initial object, given by the partition whose only block
of size > 1 is (τ−1d (s
(d)), τ−1d (t
(d))). Therefore it is contractible. By Quillen’s Theorem A,
Block<d(w) is also contractible. 
3.4.15. Proof of Proposition 3.4.1. By Lemma 3.4.14, the fibers of τ ′ from Lemma 3.4.10(ii)
are contractible. Since τ ′ is a cartesian fibration, it is a homotopy equivalence. Now
Lemma 3.4.10(ii) implies that the map τ defined therein is a homotopy equivalence as
well. Lemma 3.4.9 and Lemma 2.3.4 together imply that the embedding Word◦s (b)<d →֒
Word◦s (b)≤d is a homotopy equivalence. Iterating this for d = 1, . . . , D implies that
Word◦nrs(b) = Word
◦
s (b)<1 →֒Word
◦
s (b)≤D = Word
◦
s (d)
is a homotopy equivalence. By Lemma 3.4.5, we conclude that Wordnrs(b) is contractible.

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3.5. Proof of Proposition 3.3.2, part 2.
3.5.1. Lemma. For any nonreduced b ∈ B+I , the category Wordfnr(b) is contractible.
Proof. We use the strategy of Theorem 3.2.3. Consider the full embedding
Wordfnr(b) →֒Wordnr(b).
It suffices to show that this embedding is a homotopy equivalence, because the right hand
side has a terminal object and is therefore contractible.
Pick a total order on the finite set of objects in Wordnr(b)rWordfnr(b) which refines the
partial order by word size. List these objects in order: x1, . . . ,xn. Define Wordnr(b)≥i to be
the full subcategory spanned by Wordfnr(b) together with xj for j ≥ i. It suffices to show,
for each i, that
Wordfnr(b)≥i+1
F
→֒ Wordnr(b)≥i
is a homotopy equivalence.
For this, it suffices to show that (F ↓ xi) is contractible. The definition of our total order
implies that
(F ↓ xi) ≃ (Wordnr(b) ↓ xi)r {xi
id
−→ xi}.
This is because the size of any word which maps to xi is at least the size of xi, with equality
if and only if the two sizes are equal.
Let us describe this category in more detail. If xi = (bi,1, . . . , bi,k), then it is the full
subcategory of
Word(bi,1)× · · · ×Word(bi,k)
consisting of tuples such that at least one entry has size ≥ 2 and at least one entry contains
a nonreduced letter. Let S be the (nonempty) index set such that bi,j is nonreduced if and
only if j ∈ S. For each j ∈ S, let Cj ⊂ (F ↓ xi) be the full subcategory consisting of tuples
whose j-th entry contains a nonreduced letter. By construction, the Cj cover (F ↓ xi),
so it suffices to show that, for every nonempty subset S′ ⊆ S, the subcategory ∩j∈S′Cj is
contractible.
For a fixed subset S′ ⊆ S, define the category Dj for j = 1, . . . , k as follows:
(i) If j /∈ S′ and bi,j is finite-type, then Dj = Word(bi,j).
(ii) If j /∈ S′ and bi,j is not finite-type, then Dj = Words(bi,j).
(iii) If j ∈ S′ and bi,j is finite-type, then Dj = Wordnr(bi,j).
(iv) If j ∈ S′ and bi,j is not finite-type, then Dj = Wordnrs(bi,j).
Note that each Dj is contractible. For (i) and (iii) this is because Dj has a terminal object,
for (ii) this is Proposition 3.2.2, and for (iv) this is Proposition 3.4.1. Since xi is not
finite-type, at least one index j satisfies (ii) or (iv). Therefore, we have a full embedding
×
j
Dj
G
→֒ ∩
j∈S′
Cj .
It suffices to show that G is a homotopy equivalence.
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Let w ∈ ∩
j∈S′
Cj be any object not contained in the image of G. We have
(G ↓ w) ≃ ×
j
Ej
where Ej for j = 1, . . . , k is described as follows:
(v) If the preimage of bi,j in w has size 1, then Ej = Dj .
(vi) If the preimage of bi,j in w has size ≥ 2, then Ej has a terminal object.
In either case, Ej is contractible. Therefore (G ↓ w) is contractible, and Quillen’s Theorem
A implies that G is a homotopy equivalence. 
3.5.2. Lemma. For any nonreduced b ∈ B+I , consider the functor
F : BlockfnrWordfr(b)→Wordfnr(b)
which replaces each block with the product of its elements in B+I . Then F is a homotopy
equivalence.
Proof. Let w = (b1, . . . , bk) ∈ Wordfnr(b) be any object. We have a full embedding
(F ↓ w) →֒ ×
j
BlockfWordfr(bj)
which identifies (F ↓ w) with the subcategory consisting of tuples such that at least one
entry has a nonreduced block. We will show that (F ↓ w) is contractible.
We will apply the covering trick from Lemma 3.5.1. Let S be the (nonempty) index set
such that bj is nonreduced if and only if j ∈ S. For each j ∈ S, let
Cj ⊂ ×
j
BlockfWordfr(bj)
be the subcategory consisting of tuples whose j-th entry contains a nonreduced block. Since
the Cj cover (F ↓ w), it suffices to show that, for every nonempty subset S′ ⊆ S, the
subcategory ∩j∈S′Cj is contractible.
By construction, we have
∩j∈S′Cj ≃ ×
j
Dj
where Dj for j = 1, . . . , k is given as follows:
(i) If j /∈ S′, then Dj = BlockfWordfr(bj).
(ii) If j ∈ S′, then Dj = BlockfnrWordfr(bj).
Next, we will show that each Dj is contractible. There is an adjunction
Dj ⇄Wordfr(bj)
where the left adjoint forgets the partition and the right adjoint sends w 7→ (w, p0) where
p0 is the trivial partition consisting of only one block. Note that the right adjoint is well-
defined since bj is finite type, and bj is also nonreduced in case (ii). Corollary 3.2.4 says
that Wordfr(bj) is contractible, and Quillen’s Theorem A implies that Dj is contractible as
well.
We now know that ∩j∈S′Cj is contractible. Since this holds for any S
′ ⊆ S, we conclude
that (F ↓ w) is contractible, as desired. Finally, Quillen’s Theorem A implies the lemma. 
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3.5.3. Proof of Proposition 3.3.2. Lemma 3.5.1 says that Wordfnr(b) is contractible. By
Lemma 3.5.2, this implies that BlockfnrWordfr(b) is contractible, as desired. 
3.6. Presentation of the Coxeter group. A simple proof of the colimit presentation of
WI was given in 1.1. As indicated in the remarks in 1.2, the preceding results including
Proposition 3.3.2 should give another (overkill) proof of this colimit presentation. In this
subsection, we write down the details of this proof.
For the Coxeter group only, a complication arises because we cannot use Lemma 2.1.7 to
replace the relevant category of words with one consisting only of words that do not have
the letter ‘1.’ Indeed, the hypothesis of this lemma is not satisfied because two non-identity
elements of WI can multiply to 1. However, one can still use the proof of Lemma 2.1.7
to replace the relevant arrow categories (called Arr<b in 1.2) with analogues involving a
restriction against the letter ‘1’ (see the proof of Lemma 3.6.2). We can then apply Proposi-
tion 3.3.2 to these modified arrow categories. The only cost is some notational complication
to keep track of when this restriction is in force.
3.6.1. Definition. Let (WI , I) be a Coxeter system. For a fixed element w ∈ WI , let
Word
deg
fr (Cox = w) ⊂Word
master
be the non-full subcategory whose objects are given by words whose letters are finite-type
and reduced, and whose product in WI equals w. The morphisms are those which satisfy
(Coxeter product of ϕ−1(w2,m) in WI) = w2,m
for all m ∈ [[n2]], in the notation of Definition 3.2.1. For each braid monoid element b ∈
Cox−1(w), there is the full subcategory
Word
deg
fr (b) ⊂Word
deg
fr (Cox = w)
consisting of words whose product in B+I equals b.
Choose a discrete total order on Cox−1(w) which refines the partial order by length. Let
b1, b2, . . . be the elements of Cox
−1(w) listed in order, and note that b1 = w is the only
reduced element in Cox−1(w). For each i, define the full subcategory
Word
deg
fr (Cox = w)≤i ⊂Word
deg
fr (Cox = w)
to be spanned by the objects of Worddegfr (bj) for all j ≤ i. For i ≥ 1, we have
Word
deg
fr (bi) = Word
deg
fr (Cox = w)≤i rWord
deg
fr (Cox = w)<i
where the subscript ‘< i’ is an alias for ‘≤ i + 1.’ Here are some consequences of the fact
that the Coxeter product is weakly length-decreasing:
(i) There are no arrows from Worddegfr (Cox = w)<i to Word
deg
fr (bi).
(ii) If w
ϕ
−→ w′ is an arrow in Worddegfr (Cox = w) such that w ∈ Word
deg
fr (bi) and
w /∈ Worddegfr (bi), then w
′ ∈Worddegfr (Cox = w)<i.
(iii) The full subcategory Wordfr(bi) ⊂ Word
deg
fr (bi) has the following property: if w
ϕ
−→
w
′ is an arrow in Worddegfr (bi), such that w ∈ Wordfr(bi) and ϕ is surjective, then
w
′ ∈ Wordfr(bi) as well. Concretely, if one word for bi goes to another one via
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replacing substrings by their Coxeter products, then each such product must be
length-preserving, so no instances of the letter ‘1’ can be produced.
Let Arr<i ⊂ Arr(Word
deg
fr (Cox = w)) be the full subcategory spanned by the arrows de-
scribed in (ii).
3.6.2. Lemma. There is a homotopy equivalence
BlockfnrWordfr(bi)→ Arr<i .
Proof. Define the full subcategory
Arr′<i ⊂ Arr<i
to be spanned by arrows which are surjective on the indexing sets of the words and whose
tail lies in Wordfr(bi), i.e. the tail is a word which does not have the letter ‘1.’
Any blocked word (w, p) ∈ BlockfnrWordfr(bi) gives rise to an object (w
ϕ
−→ w′) ∈ Arr′<i ,
where each letter of w′ is given by the Coxeter product of one block in p. This yields an
equivalence
BlockfnrWordfr(bi) ≃ Arr
′
<i .
We emphasize that w′ may have the letter ‘1.’
There is an adjunction
Arr′<i ⇄ Arr<i
where the left adjoint is the embedding and the right adjoint is defined as follows. Given an
object (w1
ϕ
−→ w2) ∈ Arr<i , output the object w1
ϕ
−→ w2 defined as follows:
• w1 is obtained from w1 by deleting all instances of the letter ‘1.’
• w2 is obtained from w2 by deleting all letters w2,m such that ϕ
−1(w2,m) is either
empty or is a string of 1’s.
• ϕ is obtained as the unique dashed arrow which makes this diagram commute:
w1 w2
w1 w2
ϕ
The key step in verifying this adjunction is to use 3.6.1(iii). The claim of the lemma now
follows from Quillen’s Theorem A. 
3.6.3. Theorem. Let (WI , I) be a Coxeter system. Consider the discrete partial monoid
(see 2.1.4) whose underlying set is WI,fin and for which there is a multiplication
(w1, w2) 7→ (Coxeter product of w1 and w2)
for every pair (w1, w2) ∈W
×2
I,fin such that w1, w2 ∈ WJ for some finite type J ⊆ I. Then the
monoid in Spaces generated by it (see 2.1.1) is the discrete Coxeter group WI .
Proof. The statement is obviously correct at the level of connected components, so we only
need to show that higher homotopy groups vanish. Let S be the one-vertex simplicial set
associated to this discrete partial monoid by 2.1.4. By Corollary 2.1.6, it suffices to show
that N(SpineS) is discrete. There is a tautological equivalence SpineS ≃Word
deg
fr (Cox = w).
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We claim that Worddegfr (Cox = w)≤i is contractible, for all i. The base case i = 1
follows from the fact that Worddegfr (Cox = w)≤1 ≃ Word
deg
fr (w), together with the proof of
Theorem 3.2.5. For the inductive step, it suffices to show that
Word
deg
fr (Cox = w)<i →֒Word
deg
fr (Cox = w)≤i
is a homotopy equivalence. By 3.6.1(i) and Proposition 2.3.4, we reduce to showing that
Arr<i is contractible. This follows from Proposition 3.3.2 and Lemma 3.6.2.
Finally, we deduce that Worddegfr (Cox = w) is contractible by expressing this category as
a filtered colimit of the Worddegfr (Cox = w)≤i. 
3.6.4. Corollary. Let (WI , I) be a Coxeter system. We have
WI ≃ colim
J⊆I
Jfinite type
WJ .
Proof. This follows from Theorem 3.6.3 using the strategy of Corollary 3.2.6. 
3.7. Presentation of the 0-Hecke monoid. The proof of the analogous homotopy pre-
sentation of the 0-Hecke monoid (Theorem 3.7.2) proceeds along the same lines as 3.6.
Moreover, this proof is simpler because the Demazure product of two non-identity elements
cannot equal 1, so the complication explained at the start of 3.6 does not arise. The moti-
vation for proving this result was explained in the remarks in 1.2.
3.7.1. Definition. Let (WI , I) be a Coxeter system. For a fixed element w ∈ WI , let
Wordfr(Dem = w) ⊂Word
master
be the non-full subcategory whose objects are given by words whose letters are finite-type,
reduced, and not equal to 1, and whose Demazure product equals w. The morphisms are
those which satisfy
(Demazure product of ϕ−1(w2,m)) = w2,m
for all m ∈ [[n2]], in the notation of Definition 3.2.1. For each braid monoid element b ∈
Dem−1(w), there is the full subcategory
Wordfr(b) ⊂Wordfr(Dem = w)
consisting of words whose product in B+I equals b.
Choose a discrete total order on Dem−1(w) which refines the partial order by length. Let
b1, b2, . . . be the elements of Dem
−1(w) listed in order, and note that b1 = w is the only
reduced element in Dem−1(w). For each i, define the full subcategory
Wordfr(Dem = w)≤i ⊂Wordfr(Dem = w)
to be spanned by the objects of Wordfr(bj) for all j ≤ i. As in 3.6.1, the fact that
the Demazure product is weakly length-decreasing implies that there are no arrows from
Wordfr(Dem = w)<i to Wordfr(bi).
3.7.2. Theorem. Let (WI , I) be a Coxeter system. Consider the discrete partial monoid
(2.1.4) whose underlying set is WI,fin and for which there is a multiplication
(w1, w2) 7→ (Demazure product of w1 and w2)
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for every pair (w1, w2) ∈W
×2
I,fin such that w1, w2 ∈ WJ for some finite type J ⊆ I. Then the
monoid in Spaces generated by it (2.1.1) is the discrete 0-Hecke monoid.
Proof. The statement is obviously correct at the level of connected components, so we only
need to show that higher homotopy groups vanish. Let S be the one-vertex simplicial set
associated to this discrete partial monoid by 2.1.4. By Corollary 2.1.6, it suffices to show
that N(SpineS) is discrete. By Lemma 2.1.7, we may replace this by N(Spine
nondeg
S ). There
is a tautological equivalence SpinenondegS ≃Wordfr(Dem = w).
We claim that Wordfr(Dem = w)≤i is contractible, for all i. The base case i = 1 follows
from the fact that Wordfr(Dem = w)≤1 ≃Wordfr(w), together with Corollary 3.2.4. For the
inductive step, it suffices to show that
Wordfr(Dem = w)<i →֒Wordfr(Dem = w)≤i
is a homotopy equivalence. By the last sentence of 3.7.1 and Proposition 2.3.4, we reduce to
showing that the category of arrows from Wordfr(bi) to Wordfr(Dem = w)<i is contractible.
This category is equivalent to BlockfnrWordfr(bi) as in the proof of Lemma 3.6.2, so the claim
follows from Proposition 3.3.2.
Finally, we deduce that Wordfr(Dem = w) is contractible by expressing this category as
a filtered colimit of the Wordfr(Dem = w)≤i. 
3.7.3. Corollary. Let (WI , I) be a Coxeter system. We have
(0-Hecke monoid for I) ≃ colim
J⊆I
Jfinite type
(0-Hecke monoid for J).
Proof. This follows from Theorem 3.7.2 using the strategy of Corollary 3.2.6. 
4. The convolution functor
From here until the end of the document, we discuss the proof of our main theorem about
the affine Hecke category. Although this proof is almost entirely categorical, we do need
one geometric observation (Lemma 4.3.4) which we record in this section. In 4.1, we use
the bar construction (Proposition 2.4.7) to reformulate our problem as checking a colimit
diagram in DGCat. Next, in 4.2, we describe the convolution functor and its right adjoint
geometrically. Finally, in 4.3, we use this geometric description to establish the statements
that we need for the main proof.
4.1. Reformulation of the colimit diagram.
4.1.1. Let (W, I) be an affine Coxeter system. Let P′I,fin be the poset of subsets J ⊆ I such
that J is finite type or J = I. (In particular, if I is irreducible, then P′I,fin is the poset of
all subsets of I.) Let
H : P′I,fin → Alg(DGCat)
be the functor from 2.5 which sends J to the Hecke category HJ . Our overall goal is to
show that H is a colimit diagram.
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4.1.2. Since ∅ ∈ P′I,fin is initial, it is equivalent to evaluate this colimit in the undercategory
Alg(DGCat)H∅/. According to [HA, Cor. 3.4.1.7], the category of associative algebras under a
given associative algebra A is equivalent to the category of associative algebras in the (A,A)-
bimodule category ABModA whose monoidal structure is tensor product over A. Therefore,
it is equivalent to show that the functor
H : P′I,fin → Alg(H∅BModH∅(DGCat))
is a colimit diagram.
4.1.3. By the bar construction (Proposition 2.4.7), the functor H gives rise to a functor
H˜ : ((PI,fin)
∐
act)
⊲ → H∅BModH∅(DGCat)
which sends a tuple (J1, . . . , Jn) ∈ P
×n
I,fin to the ∞-category
H˜J1,...,Jn := HJ1 ⊗
H∅
· · · ⊗
H∅
HJn .
The functor H˜ sends the cone point toHI , and by conservativity (Remark 2.4.7) it suffices to
show that H˜ is a colimit diagram in H∅BModH∅(DGCat). Furthermore, [HA, Cor. 3.4.4.6]
implies that it is enough to check that this is a colimit diagram in DGCat and even in
(∞, 1)-Cat.
4.1.4. Definition. In the notation of Definition 3.2.1, we define a subcategory Word′fr ⊂
Wordmaster as follows. The objects are given by words such that each letter is finite type
and reduced. The morphisms are those which satisfy
(Demazure product of ϕ−1(b2,m)) Bruhat b2,m
for all m ∈ [[n2]]. If ϕ−1(b2,m) is empty, its Demazure product is considered to be 1.
There is an adjunction
Word′fr
L
⇄
R
(PI,fin)
∐
act
where the left adjoint sends a word (w1, . . . , wk) to the tuple (J1, . . . , Jk) where Ji ⊆ I is
the minimal subset such that wi ∈WJi . The right adjoint sends a tuple (J1, . . . , Jk) to the
word (w1, . . . , wk) where wi is the longest element in WJi .
Let H˜word = H˜ ◦ L. Define a full subfunctor
Hword : Word
′
fr → DGCat
of H˜word as follows. For each word (w1, . . . , wn) ∈ Word
′
fr, whose image under L is (J1, . . . , Jn),
the functor H˜word outputs
HJ1 ⊗
H∅
· · · ⊗
H∅
HJn ,
and we replace this by the full subcategory
Hw1 ⊗
H∅
· · · ⊗
H∅
Hwn ,
where Hwi ⊆ HJi is the full subcategory consisting of sheaves whose support is contained
in the closure of the Bruhat cell labeled by wi. Since increase of supports under convolution
is governed by the Demazure product, the definition of Word′fr implies that Hword is a
well-defined full subfunctor.
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The adjunction L ⊣ R noted above implies that R is final, so
colimHword ≃ colim(Hword ◦R).
Since Hword ◦R ≃ H˜, it suffices to compute the left hand side colimit.
4.1.5. By [HTT, Cor. 5.5.3.4], the right adjoint of the map colimHword → HI is a map
H → limHadjword, where
H
adj
word : (Word
′
fr)
op → DGCat
is obtained from the diagram of categories Hword by passing to right adjoints. It suffices to
prove that HI → limH
adj
word is an equivalence of categories.
The advantage in making this switch is that the limit of a diagram of stable categories
indexed by exact functors is computed in a concrete way. Namely, the limit agrees with the
one computed in (∞, 1)-Cat by [HA, Thm. 1.1.4.4], and the limit of a diagram in (∞, 1)-Cat
is equivalent to the ∞-category of cartesian sections of the associated cartesian fibration
by [HTT, Cor. 3.3.3.2].
4.2. Geometric interpretation of the convolution functor. For w = (w1, . . . , wn) ∈
Word′fr, we have made the definition
Hword(w) := Hw1 ⊗
H∅
· · · ⊗
H∅
Hwn ,
and we now wish to describe this category more geometrically. We will show that it is
equivalent to the category ofD-modules on a convolution flag variety which are constructible
with respect to the stratification given by (twisted) products of Bruhat cells (Lemma 4.2.2).
This nice geometric description would not be available if we had not used tensor products
over H∅. We will also show that, in this geometric picture, the convolution tensor product
corresponds to pushforward of D-modules (Lemma 4.2.4).
4.2.1. For w = (w1, . . . , wn) ∈Word
′
fr, define two versions of the convolution flag variety:
F˜ℓw := Pw1
I
×Pw2
I
× · · ·
I
×Pwn/I
Fℓw :=
(
Pw1/U
) T
×
(
U\Pw2/U
) T
× · · ·
T
×
(
U\Pwn/I
)
Here T is a maximal torus of G, and we have an exact sequence U→ I→ T . If wi ∈ WJi ,
the pro-variety Pwi is the closure of the wi Bruhat cell in the parahoric subgroup PJi . Note
that F˜ℓw is an algebraic variety, but Fℓw is a stack.
Definition. Each factor Pwi has a stratification given by the restriction of the Bruhat
decomposition of PJi . Taking the product of these stratifications yields a stratification
of F˜ℓw. We call the locally closed cells associated to this stratification the Bruhat cells,
although it would be more accurate to call them ‘twisted products of Bruhat cells.’ Similarly
for Fℓw. As a matter of notation, if w ∈ WI is a single letter, then Fℓw ⊂ FℓI is the closed
Schubert variety associated to w.
Also, for any morphism w1 → w2 of words, we get a map
m : F˜ℓw1 → F˜ℓw2
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given by ‘partial convolution’ or ‘multiplication.’ In this section, the letter m will always
refer to such a map.
4.2.2. In this next lemma, we describe the behavior of Hword on objects. In the rest of this
subsection, we describe the behavior of Hword and its right adjoint on morphisms in Word
′
fr.
Lemma. For w ∈Word′fr, we have Hword(w) ≃ D(I\Fℓw).
Proof. For notational clarity, let us assume w = (w1, w2). By definition, we have
Hword(w) = Hw1 ⊗
H∅
Hw2
≃ D(I\Pw1/I) ⊗
D(I\I/I)
D(I\Pw2/I).
This tensor product is simplified by the following observations. The convolution monoidal
structure on D(I\I/I) canonically identifies with the ordinary monoidal structure given by
tensor product of D-modules. Furthermore, we have
D(I\I/I) ≃ D(pt/I) ≃ D(pt/T ),
where the second equivalence follows from the fact that U is pro-unipotent, hence con-
tractible. Under these identifications, the right H∅-module structure of Hw1 agrees with
the right D(pt/T )-module structure obtained by pulling back D-modules along the projec-
tion map
p1 : I\Pw1/I→ pt/T
which comes from the right T -action on I\Pw1/U. Similarly, the left H∅-module structure
of Hw2 agrees with the left D(pt/T )-module structure obtained by pulling back D-modules
along the projection map
p2 : I\Pw2/I→ T \pt
which comes from the left T -action on U\Pw2/I.
Next, note the following pullback square of stacks:
I\Fℓ(w1,w2) I\Pw2/I
I\Pw1/I pt/T
p2
p1
In view of the simplifications in the previous paragraph, it suffices to show that D(−) sends
this pullback square to a pushout square in monoidal ∞-categories.
For a suitably nice pullback square
X×Z Y Y
X Z
of stacks, Theorem 1.15 in [BeN] shows that the exact functorD(X)⊗D(Z)D(Y)→ D(X×ZY)
is fully faithful. To apply the theorem in our situation, let U′ ⊂ U be a subgroup such that
U′ is normal in I, U′ acts trivially on I\Pw1 from the right and on Pw2/I from the left, and
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the quotient U′′ := U/U′ is finite type. Since U is pro-unipotent, the D-module categories
in question are unchanged if we replace the above diagram by the following one:
I\Pw1/U
′′
T
×U′′\Pw2/I (I/U
′)\Pw2/I
I\Pw1/(I/U
′) pt/T
p2
p1
Finally, the theorem applies to this diagram because the morphisms p1 and p2 are safe.
This assertion follows from the definition of ‘safe morphism’ (see [DrG, Def. 10.2.2]) since
p1 and p2 are quasicompact morphisms of algebraic stacks, such that the geometric fibers
I\Pw1/U
′′ and U′′\Pw2/I satisfy the property that every inertia group is unipotent. We
conclude that the functor Hword((w1, w2))→ D(I\Fℓ(w1,w2)) is fully faithful.
To show essential surjectivity, note thatD(I\Fℓ(w1,w2)) is generated by the ∗-pushforwards
of constant sheaves on the (products of) Bruhat cells. These objects clearly lie in the im-
age of the aforementioned functor, and since it is exact, the functor must be essentially
surjective. 
4.2.3. It is more convenient to work with F˜ℓw than with Fℓw. In the next paragraph, we
observe that D(I\Fℓw) is equivalent to full subcategory of D(I\F˜ℓw) consisting of sheaves
which satisfy the property of being constant on each Bruhat cell. Every subsequent appli-
cation of Lemma 4.2.2 will use this reformulation.
The ∗-pullback functor
D(I\Fℓw)→ D(I\F˜ℓw)
is fully faithful because U is pro-unipotent and hence contractible, and it identifies the
left hand side with the full subcategory of the right hand side consisting of sheaves which
are constant along the open Bruhat cells in the sense of Definition 4.2.1. Denote this full
subcategory by D′(I\F˜ℓw), and let a∗ : D′(I\F˜ℓw) →֒ D(I\F˜ℓw) be the embedding. The
functor a∗ admits a right adjoint a∗ which can be described as ‘twisted ∗-averaging with
respect to actions of U.’
4.2.4. Lemma. Let ϕ : w1 → w2 in Word
′
fr be a map which is surjective on the underlying
ordered sets. We have a commutative diagram
Hword(w1) Hword(w2)
D′(I\F˜ℓw1) D(I\F˜ℓw1) D(I\F˜ℓw2)
Hword(ϕ)
∼
a∗ m!
where the vertical maps come from Lemma 4.2.2.
Proof. For notational clarity, assume that ϕ is given by (w1, w2) 7→ (w3). By its construction,
the convolution product is defined as push-pull along this span:
I\F˜ℓ(w1,w2) I\F˜ℓ(w3)
(
I\Pw1/I
)
×
(
I\Pw1/I
)
m
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The vertical map factors through I\Fℓ(w1,w2), so we get the following commutative diagram
with solid arrows:
Hw1 ⊗Hw2 Hw1 ⊗
H∅
Hw2 Hw3
D
((
I\Pw1/I
)
×
(
I\Pw1/I
))
D′(I\F˜ℓ(w1,w2)) D(I\F˜ℓ(w3))
∼
Hword(ϕ)
m!◦a
∗
The universal property of relative tensor product yields a dashed arrow which makes the
diagram commute, and tracing through definitions shows that this map identifies with the
map from Lemma 4.2.2. 
4.2.5. Corollary. Let ϕ : w1 → w2 in Word
′
fr be a map which is surjective on the underlying
ordered sets. We have a commutative diagram
Hword(w1) Hword(w2)
D′(I\F˜ℓw1) D(I\F˜ℓw1) D
′(I\F˜ℓw2)
H
adj
word
(ϕ)
∼ ∼
a∗ m!
where the vertical maps come from Lemma 4.2.2.
Proof. Pass to right adjoints in Lemma 4.2.4. 
4.2.6. Our approach to computing limHadjword is to use induction. This next lemma will relate
the part of the limit we have already computed to the part which is not yet done.
Lemma. Let w ∈Word′fr, and let J ⊂ (Word
′
fr)/w be the full subcategory consisting of arrows
w1 → w which induce bijections on the underlying ordered sets but are not isomorphisms.
The functor
colim
(w1→w)∈J
Hword(w1)→ Hword(w)
is fully faithful, and its image identifies with the full subcategory
D′z(I\F˜ℓw) ⊂ D
′(I\F˜ℓw)
consisting of sheaves supported on the complement of the open Bruhat cell.
Proof. The right adjoint of this functor is obtained by passing to right adjoints in the
diagram indexed by J and then taking the limit:
Hword(w)→ lim
(w1→w)∈Jop
H
adj
word(w1)
By 4.2.3, we have Hword(w) ≃ D′(I\F˜ℓw). By Corollary 4.2.5, the maps considered in the
above limit diagram are given by !-pullback to closed strata. In fact, (Jop)⊳ is the poset
of irreducible closed strata of F˜ℓw with the order relation given by inclusion. By the main
theorem of [AMR], the category D′(I\F˜ℓw) is a lax limit of the categories of sheaves on each
cell, and each D′(I\F˜ℓw) is the lax limit over the subdiagram corresponding to non-open
Bruhat cells, which is indexed by Jop. This description makes it clear that this limit is
D′z(I\F˜ℓw), and that the map to the limit is !-restriction to the complement of the open
Bruhat cell. Switching back to left adjoints yields the result. 
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4.3. A pullback square of categories. We now turn to the main geometric observation
needed for our proof. The ‘recollement’ description of D-modules (4.3.2) says that, given
a decomposition X = U ⊔ Z into an open subvariety and its closed complement, a D-
module on X can be specified by giving a D-module on U , a D-module on Z, and a ‘gluing
datum’ relating the two. We show that this ‘gluing datum’ is invariant under birational
modifications of X which leave U unchanged (Lemma 4.3.3). This implies that right adjoint
of the fully faithful embedding of categories from Lemma 4.2.6 generates a pullback square
whenever w varies along a morphism that gives a birational map of convolution Schubert
varieties (Lemma 4.3.4).
4.3.1. In this subsection, let ϕ : w1 → w2 be a map in Word
′
fr which is surjective on the
underlying ordered sets. Furthermore, in the notation of Definition 3.2.1, assume that
(Demazure product of ϕ−1(b2,m)) = b2,m
for all m ∈ [[n2]], and this product is length-preserving. In other words, ϕ is specified
by length-preserving partial multiplications of substrings of w1. The corresponding map
m : F˜ℓw1 → F˜ℓw2 is birational. It is an isomorphism over the open Bruhat cell of F˜ℓw2 , and
the preimage of this cell is the open Bruhat cell of F˜ℓw1 .
Functoriality in Lemma 4.2.6 with respect to w1 → w2 yields this diagram:
D′z(I\F˜ℓw1) D
′(I\F˜ℓw1)
Dz(I\F˜ℓw1) D(I\F˜ℓw1)
D′z(I\F˜ℓw2) D
′(I\F˜ℓw2)
a∗ a∗
m! m!
Passing to right adjoints along horizontal maps yields the diagram
(⋆)
D′z(I\F˜ℓw1) D
′(I\F˜ℓw1)
Dz(I\F˜ℓw1) D(I\F˜ℓw1)
D′z(I\F˜ℓw2) D
′(I\F˜ℓw2)
i!
i!
a∗ a∗
i!
m! m!
Although it is a priori only lax commutative, the upper square is strictly commutative by
base change, and the lower square is strictly commutative by functoriality of !-pullback.
4.3.2. We will use a well-known ‘recollement’ description of D-modules which is a very
special case of the main theorem of [AMR]. Suppose that X is an algebraic stack, i : Z →֒ X
is a closed substack, and j : U →֒ X is the open complement. Then
D(X) ≃ limright-lax
(
D(Z)
i!j!−→ D(U)
)
,
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or, put more concretely, specifying an object F ∈ D(X) is equivalent to specifying a triple
(Fu,Fz, g) where Fu ∈ D(U), Fz ∈ D(Z), and g : i!j!Fu → Fz is a map. The equivalence
sends such a triple to the pushout of
i!i
!j!F
u j!F
u
i!F
z
counit
i!(g)
in the categoryD(X). For more details, see [AMR, Lem. 1.9]. Also, this kind of ‘recollement’
description is discussed, in a 1-categorical setting, right after [Sh, Def. 3.1], and it motivates
the term ‘bigluing’ used in that paper.
4.3.3. Lemma. Suppose we are given a cartesian diagram of stacks
Z ′ X ′ U
Z X U
i′
mz m
j′
i j
where i and j are the inclusions of a closed substack and its open complement, m is a proper
map which is an isomorphism over U , and Z ′ = m−1(Z). Then the diagram
D(Z ′) D(X ′)
D(Z) D(X)
(i′)!
i!
(mz)
!
m!
is a pullback square, and the horizontal functors are equivalent to cocartesian fibrations.
Proof. The functor i! is equivalent to a cocartesian fibration because it is an exact functor
between stable categories which admits a fully faithful left adjoint, namely i!. A cocartesian
fibration results from any equivalent replacement which ensures that i!i! is equal to the
identity functor, not merely isomorphic to it. For the same reason, (i′)! is equivalent to a
cocartesian fibration.
In fact, the description of D(X) as a lax limit in 4.3.2 yields a (functorial) equivalent
replacement which ensures that i!i! is equal to the identity functor. The functor
i! : D(X)→ D(Z)
goes to the following projection map for the limit:
limright-lax
(
D(Z)
i!j!−−→ D(U)
)
→ D(Z).
Given a triple (Fu,Fz, g) ∈ D(X) and a map Fz
α
−→ G inD(Z), the corresponding cocartesian
arrow in D(X) lying over α is given by the triple (Fu,G, α ◦ g).
From now on, we use this equivalent replacement to ensure that i! and (i′)! are cocartesian
fibrations. This does not affect whether the diagram in the lemma is a pullback square.
Now, by straightening, we may view (i′)! as corresponding to a functor F ′ : D(Z ′) →
(∞, 1)-Cat, and similarly i! corresponds to a functor F : D(Z) → (∞, 1)-Cat. The diagram
corresponds to a lax natural transformation η : F ⇒ F ′ ◦ (mz)!. The explicit description
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of cocartesian arrows makes it clear that m! sends cocartesian arrows to cocartesian arrows,
so η is strict. The diagram is a pullback square if and only if η is a natural isomorphism.
To check that η is a natural isomorphism, it suffices to check that it induces an iso-
morphism (i.e. categorical equivalence) of fibers for each G ∈ D(Z). Therefore, fix such
a G. We need to show that m! induces an isomorphism between the category of pairs
(Fu, g : i!j!F
u → G) and the category of pairs (Fu, g′ : (i′)!(j′)!Fu → (mz)!G). Unwinding
the definitions, we see that m! acts as follows:
(Fu, g) 7→
(
Fu, (i′)!(j′)!F
u → (i′)!m!j!F
u ∼−→ (mz)
!i!j!F
u (mz)
!(g)
−−−−−→ (mz)
!G
)
The first map is the natural transformation (j′)! → m!j! given by base change, and the
second map is functoriality of !-pullback. The inverse functor acts as follows:
(Fu, g′) 7→
(
Fu, i!j!F
u ∼−→ i!m!(j
′)!F
u ∼−→ (mz)!(i
′)!(j′)!F
u (mz)!(g
′)
−−−−−−→ (mz)!(mz)
!G→ G
)
The first map is functoriality of !-pushforward, the second map is the natural isomorphism
i!m∗
∼
−→ (mz)∗(i′)! given by base change together with the fact that m is proper, and the
fourth map is the counit. 
4.3.4. Lemma. All horizontal functors in diagram 4.3.1(⋆) are equivalent to cocartesian
fibrations, and the outer square is a pullback square.
Proof. In the convolution map m : F˜ℓw1 → F˜ℓw2 , let us think of the open Bruhat cell U ⊂
F˜ℓw2 as the open stratum, and think of its complement as the closed stratum. Our hypothesis
on ϕ implies that m−1(U) is the open Bruhat cell of F˜ℓw1 , so we are in the geometric
situation of Lemma 4.3.3. Applying that lemma to each horizontal map individually, we
conclude that the horizontal maps are equivalent to cocartesian fibrations. As before, we
use the ‘recollement’ description of 4.3.2 to perform an equivalent replacement so that the
horizontal maps are actually cocartesian fibrations.
To prove the remaining claim, define the full subcategory D′′(I\F˜ℓw1) ⊂ D(I\F˜ℓw1) to
consist of sheaves whose restriction to the open Bruhat cellm−1(U) is constant. The diagram
factors as follows:
D′z(I\F˜ℓw1) D
′(I\F˜ℓw1)
Dz(I\F˜ℓw1) D
′′(I\F˜ℓw1)
D′z(I\F˜ℓw2) D
′(I\F˜ℓw2)
i!
i!
a∗ a∗
i!
m! m!
The proof of Lemma 4.3.3 implies that the lower square is a pullback square. It therefore
suffices to show that the upper square is a pullback square. As in the proof of Lemma 4.3.3,
it is easy to see that a∗ sends cocartesian arrows to cocartesian arrows, so it suffices to
show that the upper square induces an isomorphism of i!-fiber categories. Therefore, fix
G ∈ Dz(I\F˜ℓw1). If we describe the categories on the right as lax limits using 4.3.2, the
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relevant ‘gluing’ maps are the horizontal arrows in this diagram:13
D′z(I\F˜ℓw1) D
′(I\m−1(U))
Dz(I\F˜ℓw1) D
′(I\m−1(U))
a∗i
!j!
i!j!
a∗
More precisely, the lax limit over the upper horizontal arrow is D′(I\F˜ℓw1), while the lax
limit over the lower horizontal arrow is D′′(I\F˜ℓw1).
Fix G ∈ Dz(I\F˜ℓw1). We need to show that a∗ induces an isomorphism between the
category of pairs (Fu, g : i!j!F
u → G) and the category of pairs (Fu, g′ : a∗i!j!Fu → a∗G),
where Fu ∈ D′(I\m−1(U)). By adjunction, the datum of g′ is equivalent to the datum of
a map a∗a∗i
!j!F
u → G. Since the Schubert stratification is Whitney, and Fu is constant,
i!j!F
u lies in the image of a∗. Since a∗ is fully faithful, the counit map a
∗a∗ → id is an
isomorphism when evaluated on any object in the image of a∗. Therefore, the two categories
of pairs are equivalent. 
5. Presentation of the affine Hecke category
5.1. Proof of the main theorem: setting up the induction. The rest of the paper is
devoted to proving the main theorem:
5.1.1. Theorem. Assume that (WI , I) is an affine Coxeter system. Then the functor
H : P′I,fin → Alg(DGCat) from 2.5 is a colimit diagram.
According to 4.1.5, it suffices to show that H → limHadjword is an equivalence of ∞-
categories. This limit is indexed by Word′fr. We compute it inductively by restricting to
words whose products in B+I lie in a certain set and progressively enlarging this set.
5.1.2. Choose a discrete total order on WI which refines the Bruhat order. For each w ∈
WI , choose a discrete total order on Dem
−1(w) ⊂ B+I which refines the partial order by
length. Combine these orders lexicographically, so that, for b1, b2 ∈ B
+
I , we have b1 < b2 if
Dem(b1) < Dem(b2) or (Dem(b1) = Dem(b2) and b1 < b2 as elements of Dem
−1(b1)). Then
B
+
I is a well-ordered set whose limit points are given by reduced elements of B
+
I .
For any b ∈ B+I , let Dem(<b) be the least upper bound of {Dem(b
′) | b′ < b} in the total
order on WI . Equivalently, if b is nonreduced then Dem(<b) = Dem(b), and if b is reduced
then Dem(<b) equals the predecessor of Dem(b). We will frequently take w = Dem(<b) in
the following definition: for w ∈WI , let Fℓ≤w ⊂ Fℓ be the union of Fℓw′ for all w′ ≤ w. The
definition of the total order on WI implies that Fℓ≤w is closed in Fℓ. Also, let H≤w ⊂ HI
be the full subcategory consisting of sheaves supported on Fℓ≤w.
For each b ∈ B+I , let Word
′
fr,≤b ⊂Word
′
fr be the full subcategory consisting of words whose
product in B+I is ≤ b in this total order. Let H
adj
word,≤b denote the restriction of H
adj
word to
this subcategory. Define Word′fr,<b and H
adj
word,<b analogously.
13The category D′(I\m−1(U)) is defined as the full subcategory of constant sheaves in D(I\m−1(U)).
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5.1.3. We want to prove that HI → limH
adj
word is an equivalence of categories. By induction,
it suffices to prove that, for each b ∈ B+I , if the map H≤Dem(<b) → limH
adj
word,<b is an
equivalence, then so is the map H≤Dem(b) → limH
adj
word,≤b. In other words, we have a
commutative diagram
(‡)
H≤Dem(<b) H≤Dem(b)
limHadjword,<b limH
adj
word,≤b
∼
and we wish to show that the right vertical arrow is an equivalence. In 5.2, we will prove
that the diagram induces equivalences on the fibers of the horizontal arrows. Since the left
vertical arrow is essentially surjective, this implies that the right vertical arrow is essentially
surjective. Lastly, in 5.3, we will prove that the right vertical arrow is fully faithful.
5.2. Proof of essential surjectivity in 5.1.3(‡).
5.2.1. In the notation of Definition 3.2.1, we define the non-full subcategory Word′fr,b ⊂
Word′fr to consist of all words which multiply to b in B
+
I , and all morphisms satisfying the
following property: for all m ∈ [[n2]], we have
(Demazure product of ϕ−1(b2,m)) = b2,m,
and this product is length-preserving. (This implies that it would be equivalent to replace
‘Demazure’ by ‘Coxeter’ or even ‘braid group.’) Note that ϕ need not be surjective, since
the above condition is satisfied if ϕ−1(b2,m) = ∅ and b2,m = 1.
Lemma. The triple (Word′fr,≤b,Word
′
fr,<b,Word
′
fr,b) satisfies the condition (∗) of Theo-
rem 2.2.4.
Proof. Let ϕ : w1 → w2 be a morphism such that w1 and w2 multiply to b in B
+
I . If ϕ
factors as w1
ϕ1
−→ w′
ϕ2
−→ w2 where w′ ∈ Word
′
fr,<b, then ϕ cannot lie in Word
′
fr,b. To prove
this, proceed by contradiction. All morphisms in Word′fr weakly increase the Demazure
product, so Dem(w1) = Dem(b) = Dem(w2) implies that Dem(w
′) = Dem(b) as well. By
the construction of the total order on B+I , if w
′ ∈ Word′fr,<b and these Demazure products
are equal, then the total length of w′ is strictly smaller than that of b. However, the
length-additivity assumption on ϕ implies that, for each letter w2,i in w2, the total length
of the preimage ϕ−12 (w2,i) is at least the length of w2,i. (This is because any substring of a
length-preserving multiplication also determines a length-preserving multiplication.) Hence
the total length of w′ is at least that of b, which gives a contradiction.
Conversely, if ϕ does not lie in Word′fr,b, then it factors as w1
ϕ1
−→ wim
ϕ2
−→ w2, where
wim is obtained from w2 by deleting all letters not in the image of ϕ.
We now verify the contractibility statement in (∗). Fix a morphism ϕ : w1 → w2 as
above, and let Factϕ
w1,w2 be the category of factorizations of ϕ. Let Fact
ϕ,surj
w1,w2 ⊂ Fact
ϕ
w1,w2
be the full subcategory consisting of factorizations for which ϕ1 is surjective. There is an
adjunction
Factϕ,surj
w1,w2 ⇄ Fact
ϕ
w1,w2
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where the left adjoint is the embedding and the right adjoint modifies w′ by deleting all
letters not in the image of ϕ1.
The factorization of ϕ constructed in the second paragraph of this proof is a terminal
object in Factϕ,surj
w1,w2 . Hence, this category is contractible. By Quillen’s Theorem A, so is the
category Factϕ
w1,w2 . 
5.2.2. In view of Lemma 5.2.1, Word′fr,≤b is categorically equivalent to the simplicial set
Glue≤b := Glue(Word
′
fr,≤b,Word
′
fr,<b,Word
′
fr,b)
constructed using 2.2.3. Since we are computing a limit in an ∞-category, this categorical
equivalence implies that we may use Glue≤b instead of Word
′
fr,≤b.
Let q : E→ Glue≤b be the cartesian fibration obtained by unstraightening the restriction
of Hadjword,≤b to Glue≤b. Since the functors in the diagram H
adj
word admit left adjoints, q
is also cocartesian. By [HTT, Cor. 3.3.3.2], limHadjword,≤b is equivalent to the category of
cartesian sections of q, and limHadjword,<b is equivalent to the category of cartesian sections
over Word′fr,<b.
14 Hence, for a fixed object F ∈ H≤Dem(<b), it suffices to show that the
following two categories are equivalent via the right vertical map in 5.1.3(‡):
(A) Take the fiber of H≤Dem(<b) ← H≤Dem(b) over F.
(B) The image of F in limHadjword,<b corresponds to a section F
(<b) of q defined over
Word′fr,<b. Take the full subcategory of the ∞-category of lifts
Word′fr,<b E
Glue≤b Glue≤b
F
(<b)
q
which yield q-cartesian sections.
Proposition 2.2.5 allows us to describe (B) more economically. Namely, the section F(<b)
defined over Word′fr,<b gives rise to sections
ℓ,m ∈ Maps/Word′fr,b(Word
′
fr,b,E).
and a map ℓ→ m. The category of lifts in the diagram of (B) is equivalent to the category
of factorizations of ℓ → m. However, this does not take the q-cartesian requirement into
account, so we will need to discuss this condition explicitly.
Remark. Unfortunately, the notation m from Proposition 2.2.5, which was chosen to re-
inforce the analogy with the ‘matching object’ construction for ordinary Reedy categories,
clashes with the notation for the convolution map m : F˜ℓw → Fℓ adopted in Section 4, which
was chosen to stand for ‘multiplication.’ In what follows, the letter m stands for the convo-
lution map only when it is decorated as m! or m!. The notation ℓ from Proposition 2.2.5,
which stands for ‘latching object,’ clashes with the length function ℓ(−) defined on B+I . The
length function is not used in the rest of this paper.
14Here, it is crucial that [HTT, Cor. 3.3.3.2] allows for a diagram in (∞, 1)-Cat indexed by an arbitrary
simplicial set, not just an ∞-category.
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5.2.3. Lemma. The section ℓ is described as follows. For w ∈ Word′fr,b, the value ℓ(w)
identifies with the image of F under the functor
H≤Dem(<b) H
adj
word(w)
D(I\Fℓ≤Dem(<b)) D
′(I\F˜ℓw) D′z(I\F˜ℓw) D
′(I\F˜ℓw)
∼ ∼
a∗◦m
!
i! i!
The vertical maps come from Lemma 4.2.2.
Proof. According to Proposition 2.2.5, ℓ(w) is the initial object in the category of lifts in
this diagram:
(Word′fr,<b)/w E
(
(Word′fr,<b)/w
)⊲
Glue≤b
restriction of F(<b)
q
where the bottom horizontal map sends the cone point to w. The restriction of the cartesian
section F(<b) to (Word′fr,<b)/w corresponds to an object
F(<b,w) ∈ lim
(w1→w)∈(Word′fr,<b)
op
/w
H
adj
word(w1).
Viewing q as a cartesian fibration and hence a diagram of categories, we see that the category
of lifts in the diagram at the start of this proof is equivalent to the slice category (F(<b,w) ↓
Ψ), where Ψ is the functor obtained from the universal property of the limit:
H(w)
Ψ
−→ lim
(w1→w)∈(Word′fr,<b)
op
/w
H
adj
word(w1).
Let J ⊂ (Word′fr,<b)/w be the full subcategory consisting of arrows w1 → w which induce
bijections on the underlying ordered sets but are not isomorphisms. We have an adjunction
(Word′fr,<b)/w ⇄ J
where the left adjoint takes an arrow ϕ : w1 → w and outputs the arroww′ → w, where the
m-th letter of w′ is the Demazure product of the letters in ϕ−1(m). (The empty product
has value 1.) The right adjoint is the embedding. This shows that the embedding is a final
functor, so the opposite embedding Jop →֒ (Word′fr,<b)
op
/w is initial. Therefore, the limit
category considered above is equivalent to
lim
(w1→w)∈Jop
H
adj
word(w1).
By Lemma 4.2.6, this category is equivalent to D′z(I\F˜ℓw), and Ψ identifies with
D′z(I\F˜ℓw)
i!
←− D′(I\F˜ℓw).
By the proof of Corollary 4.2.5, F(<b,w) identifies with i!a∗m
!F ∈ D′z(I\F˜ℓw). Thus, the slice
category (F(<b,w) ↓ Ψ) identifies with the undercategoryD′(I\F˜ℓw)i!i!a∗m!F/, as desired. 
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5.2.4. Let us temporarily forget about m and focus on describing the undercategory of ℓ.
From the proof of Proposition 2.2.5, it is clear that the undercategoryMaps/Word′fr,b(Word
′
fr,b,E)ℓ/
corresponds to ‘partial lifts’ in the diagram of (B) which are only defined over the subcate-
gory of Glue≤b obtained by deleting all of the edges which go from Word
′
fr,b to Word
′
fr,<b.
Lemma. The subcategory of Maps/Word′fr,b(Word
′
fr,b,E)ℓ/ corresponding to ‘partial lifts’
which are q-cartesian is equivalent to the fiber of
D′(I\F˜ℓw) D′z(I\F˜ℓw)
i!
over i!a∗m
!F ∈ D′z(I\F˜ℓw), for any w ∈Word
′
fr,b.
Proof. By definition, the undercategory of ℓ is equivalent to
lim
w∈Word′fr,b
D′(I\F˜ℓw)ℓ(w)/
The proof of Lemma 5.2.3 shows that the full subcategory corresponding to q-cartesian
partial lifts is given by
lim
w∈Word′fr,b
D′(I\F˜ℓw)ℓ(w)/∼
where the symbol /∼ indicates the requirement that the map ℓ(w) → G must become an
isomorphism upon applying i! : D′(I\F˜ℓw) → D′z(I\F˜ℓw). Furthermore, Lemma 5.2.3 says
that ℓ(w) ≃ i!i!a∗m!F, and this description is obviously functorial in w. Thus, it suffices to
show the following points:
• All maps in the limit diagram are equivalences of categories.
• The indexing diagram Word′fr,b is contractible.
The first point follows from the pullback statement of Lemma 4.3.4 because pullbacks of
categories induce equivalences on fibers. (Although 4.3.1 restricts to surjective maps of
words, Lemma 4.3.4 remains true for a nonsurjective map of words for which every letter
with empty preimage is equal to ‘1.’ This is true for all maps in Word′fr,b by definition.) The
second point follows from Theorem 3.2.5. 
5.2.5. Now we analyze m. If b is reduced, then the subcategory of Glue≤b considered
in 5.2.4 is equal to Glue≤b, so the datum of m is vacuous. By the proof of Lemma 4.3.4, for
any w ∈ Word′fr,b, the following diagram is a pullback square of categories:
D′z(I\F˜ℓw) D
′(I\F˜ℓw)
D(I\Fℓ≤Dem(<b)) D(I\Fℓ≤Dem(b))
i!
i!
a∗◦m
! a∗◦m
!
Thus, the fibers over F ∈ D(I\Fℓ≤Dem(<b)) and over its image under the left vertical map
are equivalent. The former is (A) by definition, and Lemma 5.2.4 identifies the latter with
(B). This yields the desired equivalence of (A) and (B) from 5.2.2.
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5.2.6. If b is not reduced, the datum of m is not vacuous. In this case, Dem(<b) = Dem(b),
so category (A) is equivalent to {∗}. To show that (B) is also equivalent to {∗}, we start
with the result of Lemma 5.2.4. To handle the remaining arrows in Glue≤b which go from
Word′fr,b to Word
′
fr,<b, let us apply the constructions made in the proof of Proposition 2.2.5.
Thus D = Word′fr,b, and S2 is the 1-category which parameterizes those remaining arrows.
We have a solid commutative diagram
S2 Eℓ/
D ⋆
D
S2
(
Word′fr,≤b
)
ℓ/
q
where ℓ : Word′fr,b →֒ Word
′
fr,≤b is the embedding. We are interested in lifts which satisfy
the following two conditions:
(i) The lift sends D to the subcategory of Eℓ/ which corresponds to the q-cartesian
condition applied to arrows going from Word′fr,<b to Word
′
fr,b. (This subcategory is
described in Lemma 5.2.4.)
(ii) The lift sends arrows from D to S2 to q-cartesian arrows.
5.2.7. Fix w ∈ Word′fr,b. Let D
′(I\F˜ℓw)ℓ(w)/∼ be the category defined in the proof of
Lemma 5.2.4. Let β ∈ D′(I\F˜ℓw)ℓ(w)/∼ denote the object specified by the counit map
ℓ(w) ≃ i!i!a∗m!F → a∗m!F.
Claim. The equivalence of Lemma 5.2.4 enhances to an equivalence between the category
of lifts satisfying (i) and (ii) and the category of pairs (α, ϕ) where α ∈ D′(I\F˜ℓw)ℓ(w)/∼
and ϕ : S2 → Hom
iso(α, β) is a map of spaces, where Homiso ⊂ Hom is the union of the
connected components in the mapping space which correspond to isomorphisms.
Proof. Lemma 5.2.4 says that the category of ‘partial lifts’ defined on D ⊂ D ⋆
D
S2 which
satisfy (i) is equivalent to D′(I\F˜ℓw)ℓ(w)/∼ . Given such a ‘partial lift’ corresponding to
α ∈ D′(I\F˜ℓw)ℓ(w)/∼ , let us consider the problem of extending it to one defined over D ⋆
D
S2
which satisfies (ii). Recall from 2.2.1 that S2 → D is cartesian, and proceed simplex by
simplex in S2. For a vertex v ∈ S2, defining the lift over D ⋆
D
{v} is equivalent to providing
a map α → β in D′(I\F˜ℓw)ℓ(w)/∼ . This lift satisfies (ii) where it is defined if and only if
α → β is an isomorphism. If e is an edge in S2, defining the lift over D ⋆
D
{e} is equivalent
to providing a homotopy between the isomorphisms α → β associated to the two vertices
of e. The analysis for higher-dimensional simplices of S2 is entirely similar. Hence, defining
the lift over all of D ⋆
D
S2 amounts to providing a map S2 → Hom
iso(α, β). 
5.2.8. Recall from 5.2.6 that S2 is the 1-category of arrows whose tail is in Word
′
fr,b and
whose head is in Word′fr,<b. Let S
strict
2 ⊂ S2 be the full subcategory corresponding to arrows
which satisfy the following stronger version of Definition 4.1.4: we require that
(Demazure product of ϕ−1(b2,m)) = b2,m,
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not merely an inequality with respect to the Bruhat order. There is an adjunction
Sstrict2 ⇄ S2
where the left adjoint is the embedding, and the right adjoint takes a map ϕ : w → w′ and
modifies w′ by replacing each letter in the image of ϕ with the Demazure product of its
preimage. The 1-category Sstrict2 is equivalent to the category Arr<i from Definition 3.6.1.
Thus, Lemma 3.6.2 and Proposition 3.3.2 imply that Sstrict2 is contractible. Quillen’s Theo-
rem A implies that S2 is contractible. Hence, the category of pairs (α, ϕ) from Claim 5.2.7
is equivalent to {∗}. We conclude that the category (B) is equivalent to {∗}, as desired.
This completes the proof that the right vertical arrow in 5.1.3(‡) is essentially surjective.
5.3. Proof of fully faithfulness in 5.1.3(‡).
5.3.1. We now show that the right vertical arrow in 5.1.3(‡) is fully faithful. To this end,
choose objects F1,F2 ∈ H≤Dem(b) and a morphism f between their images in H≤Dem(<b).
Let F
(≤b)
1 ,F
(≤b)
2 be their images in limH
adj
word,≤b, thought of as cartesian sections of the
cartesian fibration q : E → Glue≤b defined in 5.2.2. It suffices to show that the following
two spaces are homotopy equivalent via the right vertical arrow in 5.1.3(‡):
(C) The space
HomH≤Dem(b)(F1,F2)f
of maps F1 → F2 whose image in H≤Dem(<b) is identified with f .
(D) The space of maps of sections F
(≤b)
1 → F
(≤b)
2 whose restriction to Word
′
fr,<b is
identified with the map of sections F
(<b)
1 → F
(<b)
2 obtained by pulling back f .
Let F
(<b)
1 be the restriction of F
(≤b)
1 to Word
′
fr,<b. By Proposition 2.2.5, F
(<b)
1 defines
sectionsm1, ℓ1 : Word
′
fr,b → E, and the chosen extension F
(≤b)
1 corresponds to a factorization
m1 → ξ2 → ℓ1. Similarly, F
(≤b)
2 gives m2 → ξ2 → ℓ2. Since Proposition 2.2.5 is functorial
in an obvious sense, the map F
(<b)
1 → F
(<b)
2 defined by pulling back f gives rise to a solid
commutative diagram
(⋄)
ℓ1 ℓ2
ξ1 ξ2
m1 m2
f
f
The space (D) is equivalent to the ∞-category of ways to fill in the dashed map and make
the whole diagram commute.
5.3.2. Let us first discuss the upper square in (⋄). Fix w ∈ Word′fr,b, and consider the
pullback functor
D′(I\F˜ℓw) D′z(I\F˜ lw)
i!
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By Lemma 4.2.2, we may interpret ξ1(w), ξ2(w) as objects of D
′(I\F˜ℓw). By the reformula-
tion of the q-cartesian condition given in Lemma 5.2.4, their images under i! are identified
with ℓ1(w), ℓ2(w). The map f induces a map ℓ1(w)
fw
−−→ ℓ2(w).
Lemma. The category of ways to fill in the dashed map in (⋄) and equip the upper square
with the datum of commutativity is equivalent to the space
Hom
D′(I\F˜ℓw)
(ξ1(w), ξ2(w))∼/fw
of maps equipped with an identification of the image under i! with ℓ1(w)
fw
−−→ ℓ2(w).
Proof. The space defined in the lemma obviously depends on w. As in Lemma 5.2.4, the
category of ways to fill in the dashed map in (⋄) is a limit of these spaces over w ∈ Word′fr,b.
(The maps in this limit diagram come from the fact that the sections ξ1, ξ2 are q-cartesian.)
It suffices to show that
• All maps in the limit diagram are homotopy equivalences.
• The indexing diagram Word′fr,b is contractible.
For the first point, recall from the proof of Lemma 5.2.4 that Lemma 4.3.4 can be applied to
any map w1 → w2 in Word
′
fr,b. The first point follows by applying the pullback statement
of Lemma 4.3.4 to obtain a homotopy equivalence between spaces of maps lying over the
arrow ℓ1(w2)
fw2−−→ ℓ2(w2) in the bottom-left category of the diagram (⋆) and the arrow
ℓ1(w1)
fw1−−→ ℓ2(w1) in the top-left category of that diagram. The second point follows from
Theorem 3.2.5 as before. 
5.3.3. If b is reduced, then m1,m2 are vacuous, and the preceding lemma describes (D)
completely. The desired homotopy equivalence between (C) and (D) results from the pull-
back square of categories in 5.2.5. Indeed, f is an arrow in the bottom-left category whose
image under the left vertical functor is ℓ1(w)
fw
−−→ ℓ2(w). The spaces of arrows lying over
these are homotopy equivalent to (C) by definition and (D) by Lemma 5.3.2, respectively.
The claim follows because a pullback square of categories induces homotopy equivalences
on ‘relative mapping spaces.’
5.3.4. If b is not reduced, then Dem(<b) = Dem(b), so (C) is equivalent to {∗}. Further-
more, pulling back f gives a canonical filling of both squares in (⋄), which we denote β. The
proof of Claim 5.2.6 shows that (D) is equivalent to the space of pairs (α, ϕ) where α is a
filling of the upper square in (⋄) and ϕ is a map from S2 to the space of homotopies from
this filling to the upper square of β. As in 5.2.8, S2 is contractible, so this space of pairs is
equivalent to {∗}. We conclude that (D) is homotopy equivalent to (C).
This completes the proof of Theorem 5.1.1. 
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