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ABSTRACT 
 
In recent years, the number of unilateral cochlear implant (CI) users with functional 
residual-hearing has increased and bimodal hearing has become more prevalent.  According to 
the multi-source speech perception model, both bottom-up and top-down processes are important 
components of speech perception in bimodal hearing.  Additionally, these two components are 
thought to interact with each other to different degrees depending on the nature of the speech 
materials and the quality of the bottom-up cues.  Previous studies have documented the benefits 
of bimodal hearing as compared with a CI alone, but most of them have focused on the 
importance of bottom-up, low-frequency cues.  Because only a few studies have investigated 
top-down processing in bimodal hearing, relatively little is known about the top-down 
mechanisms that contribute to bimodal benefit, or the interactions that may occur between 
bottom-up and top-down processes during bimodal speech perception.   
The research described in this dissertation investigated top-down processes of bimodal 
hearing, and potential interactions between top-down and bottom-up processes, in the perception 
of temporally interrupted speech.  Temporally interrupted sentences were used to assess 
listeners’ ability to fill in missing segments of speech by using top-down processing.  Young 
normal hearing listeners were tested in simulated bimodal listening conditions in which noise 
band vocoded sentences were presented to one ear with or without low-pass (LP) filtered speech 
or LP harmonic complexes (LPHCs) presented to the contralateral ear.  Sentences were square-
wave gated at a rate of 5 Hz with a 50 percent duty cycle.  Two factors that were expected to 
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influence bimodal benefit were examined: the amount of linguistic context available in the 
speech stimuli, and the continuity of low-frequency cues.  
Experiment 1 evaluated the effect of sentence context on bimodal benefit for temporally 
interrupted sentences from the City University of New York (CUNY) and Institute of Electrical 
and Electronics and Engineers (IEEE) sentence corpuses.  It was hypothesized that acoustic low-
frequency information would facilitate linguistic top-down processing such that the higher 
context CUNY sentences would produce more bimodal benefit than the lower context IEEE 
sentences.  Three vocoder channel conditions were tested for each type of sentence (8-, 12-, and 
16-channels for CUNY; 12-, 16-, and 32-channels for IEEE), in combination with either LP 
speech or LPHCs.  Bimodal benefit was compared for similar amounts of spectral degradation 
(matched-channels) and similar ranges of baseline performance.  Two gain measures, percentage 
point gain and normalized gain, were examined.   
Experiment 1 revealed clear effects of context on  bimodal benefit for temporally 
interrupted speech, when LP speech was presented to the residual-hearing ear, thereby providing 
additional support for the notion that low-frequency cues can enhance listeners’ use of top-down 
processing.  However, the bimodal benefits observed for temporally interrupted speech were 
considerably smaller than those observed in an earlier study that used continuous speech.  In 
addition, unlike previous findings for continuous speech, no bimodal benefits were observed 
when LPHCs were presented to the LP ear. 
Experiments 2 and 3 further investigated the effects of low-frequency cues on bimodal 
benefit by systematically restoring continuity to temporally interrupted signals in the vocoder 
and/or LP ears.  Stimuli were 12-channel CUNY sentences presented to the vocoder ear, and 
LPHCs presented to the LP ear.  Signal continuity was restored to the vocoder ear by filling 
ix 
 
silent gaps in sentences with envelope-modulated, speech-shaped noise.  Continuity was restored 
to signals in the LP ear by filling gaps with envelope-modulated LP noise or by using continuous 
LPHCs.  It was hypothesized that the restoration of continuity in one or both ears would improve 
bimodal benefit relative to the condition in which both ears received temporally interrupted 
stimuli.   
The results from Experiments 2 and 3 showed that restoring continuity to the simulated 
residual-hearing or CI ear improved bimodal benefits, but that the greatest improvement was 
observed when continuity was restored to both ears.  These findings support the conclusion that 
temporal interruption disrupts top-down enhancement effects in bimodal hearing.  Lexical 
segmentation and perceptual continuity were identified as factors that could potentially explain 
the increased bimodal benefit for continuous, as compared to temporally interrupted, speech. 
Taken together, the findings from Experiments 1-3 provide additional evidence that low-
frequency sensory information can provide bimodal benefit for speech that is spectrally and/or 
temporally degraded by improving listeners’ ability to make use of top-down processing.   
Findings further suggest that temporal degradation reduces top-down enhancement effects in 
bimodal hearing, thereby reducing bimodal benefit for temporally interrupted speech as 
compared to continuous speech.   
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Chapter One:  
Introduction 
 
1.1 Overview of cochlear implants 
Cochlear implants (CIs) are designed to improve speech perception in people who suffer 
from severe-to-profound hearing loss.  They accomplish this goal by directly stimulating the 
auditory nerve fibers, bypassing the dysfunctional hair cells in the cochlea.  Since multichannel 
CIs were introduced in the mid-1980s, performance has improved consistently over time due to 
improvements in technology and broadening of patient selection criteria.  As of 2011, more than 
219,000 adults and children had been implanted worldwide (National Institutes of Health, 2011). 
CI sound processors attempt to mimic normal cochlear processing using a filter bank 
approach. A bank of band-pass filters divides the input sound into a series of adjacent frequency 
bands.  Slowly varying temporal envelopes are extracted from the signal in each band using full- 
or half-wave rectification, followed by a low-pass (LP) filter, or by applying the Hilbert 
transform (Wilson et al., 2005).  The temporal envelope in each channel is used to modulate a 
fixed-rate train of electrical pulses that is delivered to a corresponding intra-cochlear electrode, 
with low-frequency channels delivered to more apical electrodes, and high-frequency channels 
delivered to more basal electrodes along the cochlear duct. 
CI systems support relatively high average levels of speech perception in quiet; however, 
there remains considerable variability across individuals.  Gifford and colleagues reported that 
current-day implant users achieve mean scores of 67% correct for Consonant-Nucleus-
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Consonant (CNC) words in quiet (Gifford et al., 2010), and mean scores of 72% and 85% 
correct, respectively, for Arizona Biomedical Institute (AzBio) sentences (Spahr et al., 2012) and 
Hearing in Noise test (HINT) sentences (Nilsson et al., 1994) in quiet (Gifford et al., 2008).  
Wilson et al. (2008) reported scores ranging from 10 to 95% correct for CNC words, and from 
25 to 100% correct for sentence recognition in quiet. 
Speech recognition in noise is considerably more difficult for most CI users than speech 
recognition in quiet (Friesen et al., 2001; Spahr et al., 2007; Zeng et al., 2008; Donaldson et al., 
2009; Müller et al., 2012).  For example, Donaldson et al. (2009) reported mean speech reception 
thresholds of 11.9 dB signal to noise ratio (SNR) for 21 CI users, compared to mean speech 
reception thresholds (SRTs) of -1.6 dB SNR in a control group of normal hearing (NH) listeners.  
Contemporary CI systems are also limited in their ability to convey music, and most CI users 
have difficulty recognizing musical melodies or performing tasks that involve musical timbre 
(Kong et al., 2004; McDermott et al., 2004; Gfeller et al., 2007; Kang et al., 2009; Gfeller et al., 
2012).  
 
1.2 Limitations of current-day cochlear implant systems 
Maximum performance with currently available CI systems is limited primarily by two 
key factors that have proven difficult to overcome.  First, the spectral resolution supported by 
these devices is relatively poor, and is limited by factors such as current spread in the cochlea 
and irregular survival of primary auditory neurons.  Second, temporal cues in the periodicity and 
temporal fine structure (TFS) domains are represented poorly, if at all, in the electrically encoded 
signal.  
 
3 
 
1.2.1 Reduced spectral resolution 
Compared to the NH auditory system, which has approximately 39 overlapping auditory 
filters (Moore, 2003), CIs have a reduced number of analysis filters, ranging from 12 to 22 in 
present-day devices.  Moreover, CI users are unable to take advantage of the full number of 
frequency channels provided by the device (Shannon et al., 1995; Dorman et al., 1997; Fishman 
et al., 1997; Friesen et al., 2001).  Instead, performance asymptotes at 4 to 10 channels, 
depending on the capability of the individual listener, the speech materials tested, and whether 
testing is performed in quiet or in background noise (Shannon et al., 1995; Dorman et al., 1997; 
Fishman et al., 1997; Friesen et al., 2001).  Attempts to improve spectral resolution using virtual 
channels (Donaldson et al., 2005; Firszt et al., 2007; Berenstein et al., 2008; Donaldson et al., 
2011) and current focusing (Litvak et al., 2007; Landsberger and Srinivasan, 2009; Srinivasan et 
al., 2010) have thus far enjoyed only modest success.  Thus, the reduced spectral resolution 
supported by CI systems continues to limit CI speech recognition performance with no near-term 
solution in sight.  The impact of poor spectral resolution is particularly notable for speech 
recognition in noise, which represents a significant challenge for nearly all CI users.  
 
1.2.2 Loss of periodicity and temporal fine structure cues  
Rosen (1992) defined three types of temporally based speech cues that vary according to 
the rate of temporal fluctuations:  envelope cues (2–50 Hz), periodicity cues (50–500 Hz) and 
TFS cues (600–10k Hz).  Of the three, only temporal envelope cues are well preserved by CI 
sound processing.  Periodicity cues are represented weakly as low amplitude modulations in the 
temporal envelope, but this representation of periodicity, without zero crossings, is difficult for 
CI users to extract from the signal and elicits non-salient pitch (Green et al., 2002; Chatterjee and 
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Peng, 2008).  An alternate definition of TFS is based on the mathematical separation of the 
slowly varying amplitude envelope from the carrier components of the signal using the Hilbert 
transform (Hilbert, 1912).  In this definition, TFS represents a frequency modulation of the 
carrier (Smith et al., 2002).  Such TFS cues are absent from the electrically coded signal because 
they are discarded during CI sound processing and replaced by a fixed-rate pulse train carrier. 
The weak coding of periodicity cues by current-day CI systems has important 
implications for auditory performance in quiet and noise, primarily because fundamental 
frequency (F0), or voice pitch, falls within the periodicity domain.  F0 provides an important cue 
for the phonetic feature of voicing and encodes the suprasegmental properties of linguistic stress 
and intonation.  Information pertaining to syntactic boundary, utterance type, and emotional 
content of speech are coded by voice pitch.  F0 cues also contribute to the identification of talker 
gender and to the segregation of voices when several talkers are speaking concurrently. 
TFS cues provide information about the temporal and spectral content of the stimulus by 
delivering the spectrum of a sound with amplitude and phase information and its formant pattern 
(Rosen, 1992).  Thus, in acoustic hearing, TFS cues provide redundant information concerning 
the spectrally based cues that code for place of consonant articulation, and vowel formant 
frequency.  TFS is particularly important when background noise is present, and spectral cues 
may be obscured; thus, the absence of TFS in electrically coded speech is thought to be an 
important factor contributing to CI users’ poor performance on speech-in-noise tasks.  TFS also 
plays a primary role in melody recognition and the perception of timbre (Smith et al., 2002; 
Kong et al., 2004; Kong et al., 2011).  Thus, the absence of TFS coding in cochlear implant 
systems has additional implications for music perception and enjoyment by current-day CI users. 
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1.3 Electric-acoustic stimulation  
Combining a unilateral cochlear implant with residual acoustic hearing from the 
contralateral ear has been shown to improve performance in some CI users relative to, use of an 
implant alone.  This stimulus configuration is known as electric-acoustic stimulation (EAS) or 
bimodal hearing, and the extent to which performance improves in the bimodal condition 
relative to the implant-alone is described as bimodal benefit.  As described in Chapter 2, the 
addition of residual-hearing is thought to improve the perception of low-frequency pitch and 
phonemic cues such as first-formant (F1) frequency by restoring some of the spectral and 
temporal fine structure cues that are not well encoded by the CI (Kong et al., 2005; Kong and 
Carlyon, 2007; Kong and Braida, 2011; McDermott 2011).  Additionally, residual-hearing may 
allow the listener to take better advantage of the more favorable SNRs that exist in the low-
frequency regions of speech, relative to the higher frequency regions, when speech occurs in the 
presence of background noise (Kong and Carlyon, 2007; Li and Loizou, 2008).  
Several EAS studies have reported a significant bimodal benefit for speech perception, 
even when residual acoustic hearing alone supports little or no measurable speech intelligibility.  
For example, performance improvements of 10 to 15 percentage points are common for word 
and phoneme recognition in quiet, and improvements of 20 percentage points are common for 
sentence recognition in noise (Gifford et al., 2007; Dorman et al., 2008; Potts et al., 2009; 
Berrettini et al., 2010).  Bimodal benefit has also been reported for tasks related to music 
perception, including melody recognition and timbre perception (Kong et al., 2005; Dorman et 
al., 2008; El Fata et al., 2009; Sucher and McDermott, 2009).  For example, McDermott (2011) 
reported melody recognition scores ranging from 40 to 75 % correct in the bimodal condition, 
compared to scores ranging from 30 to 50 % correct for the CI alone. 
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1.4 Bilateral cochlear implants 
Recently, both bimodal hearing and bilateral cochlear implantation have become more 
prevalent among CI users (Wilson et al., 2008).  Bilateral CIs have the advantage of restoring 
near-normal audibility in both ears across a full range of speech frequencies.  In addition, they 
support small improvements in speech recognition in quiet due to binaural summation and can 
support substantial improvements in speech recognition in noise (up to a 6 dB reduction in  the  
SNR that corresponds to 50% intelligibility) when the speech and noise are spatially separated 
(Litovsky et al., 2006; Ching et al., 2007; Firszt et al., 2008).  Bilateral CI users also report 
improved sound quality, more balanced hearing and reduced listening effort. 
On the other hand, bilateral implantation eliminates the use of contralateral residual-
hearing, and the associated possibility of restoring low-frequency acoustic cues that are lost 
during CI sound processing.  Compared to bimodal hearing, it may also limit the extent to which 
listeners can take advantage of more favorable SNRs that exist in the low-frequency regions of 
speech when background noise is present.  Thus, the decision to undergo second ear 
implantation, or to maintain residual-hearing in the contralateral ear, represents an important 
challenge for unilateral CI users and their audiologists.  
 
1.5 Clinical implications and purpose of the present research 
In recent years, the number of unilateral CI users with functional residual-hearing has 
increased due to expanded CI selection criteria.  For example, Dorman and Gifford (2010) 
reported that approximately 60% of unilateral CI users have contralateral hearing thresholds 
better than 80-85 dB HL at 250 Hz.  At the same time, the number of bilateral CI users is 
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increasing and more than 4 percent of the CI population is estimated to have received bilateral 
CIs (Firszt et al., 2008).    
Currently, there are no clinical guidelines available to audiologists faced with making a 
recommendation for second ear implantation versus maintenance of bimodal hearing for 
unilateral CI users.  In part, the lack of clinical guidelines stems from an incomplete 
understanding of the mechanisms that underlie bimodal benefit and the variability in benefit that 
has been observed across different listeners and listening tasks.   
The present research examines two factors that are expected to influence bimodal benefit 
for temporally interrupted speech: the amount of linguistic context available in the target speech, 
and the impact of temporal interruptions on the facilitating effects of low-frequency acoustic 
cues.  The outcomes of this research are expected to improve our understanding of the role of 
top-down processing in bimodal benefit, and to help explain the wide range of bimodal benefit 
demonstrated among individual CI users.  Findings from this research will also provide new 
information concerning the effects of test materials on the magnitude of observed bimodal 
benefit, thereby informing clinical procedures for evaluating patients who are considering second 
ear implantation. 
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Chapter Two: 
Bimodal hearing and mechanisms of bimodal benefit 
 
2.1 Multi-source speech perception model 
A listener’s ability to comprehend a spoken message depends on sensory input (bottom-
up processes) as well as cognitive ability and world knowledge, including knowledge of the 
native language (top-down processes).  In bimodal hearing, there are two sources of sensory 
information, the electrically coded inputs supplied by the CI ear and the acoustic inputs supplied 
by the residual-hearing ear.  These two sources of sensory information must be integrated into a 
coherent auditory stream that the listener can interpret with the aid of prior knowledge.  
Kong and Donaldson (personal communication) have proposed a modified version of the 
multi-source speech perception model (Braida, 1991; Kong and Braida, 2011) to serve as a 
framework for investigating the mechanisms that underlie speech perception in bimodal hearing.  
This model is depicted in Figure 1. 
At the first stage of processing (i), the listener extracts available speech cues from the 
electrically stimulated ear (E) and the contralateral ear with residual acoustic hearing (A).  These 
cues may be either redundant or complementary; however, it is assumed that bimodal benefit 
will be greatest when cues are complementary, i.e., when the acoustic signal provides cues that 
are not available in the electric signal.  The next stage of processing involves the integration of 
cues across ears (ii).  At this stage, speech cues that were extracted from each source in the first  
9 
 
 
Figure 1. Conceptual model depicting multi-source speech integration and auditory object 
formation and the interactions between bottom-up and top-down processes. (Kong and 
Donaldson, personal communication). 
 
stage of processing are grouped according to their spectrotemporal patterns and frequency 
regions.  For example, pitch and intensity peaks in implanted ears should align or synchronize 
with intensity peaks (at least in some cases) in the implanted ear and this may be helpful in 
fusing the two streams.  Ideally, the integration process allows the listener to reconstruct 
phonetic segments and to merge those segments into a coherent auditory stream.  It is assumed 
that listeners who can efficiently integrate information across ears will achieve more bimodal 
benefit than those who are less efficient in this ability.  Background noise or competing speech 
signals (iii) can disrupt the listener’s ability to extract information from the speech signal, 
thereby reducing performance.  The amount of disruption depends on the overall intensity of the 
masker, as well as its temporal characteristics (steady or fluctuating) and linguistic content.  The 
listener makes use of top-down processing (iv) to facilitate the integration of speech cues and 
formation of an auditory object.  A continuous interplay between top-down and bottom-up 
processing may also help to reconstruct other aspects of the speech stimulus such as phrase 
boundaries and emotional intent.  Top-down processing encompasses several factors, including 
10 
 
the listener’s perceptual biases and weightings of various speech cues and their ability to make 
use of linguistic and world knowledge to fill-in gaps in the message.  In the final stages of 
processing, the listener analyzes the attended auditory object (v) and, if appropriate, produces a 
response (vi). 
As noted above, the model emphasizes several factors that may influence the amount of 
bimodal benefit achieved by individual listeners, including differences in the amount and quality 
of cues transmitted through the electric and acoustic ears, differences in integration ability, and 
differences in the ability to apply top-down processing to facilitate bimodal benefit.  Relevant to 
the present studies, it also suggests that bimodal benefit may vary according to the amount of 
linguistic context available in the spoken message, i.e., that messages containing more linguistic 
context are likely to produce larger amounts of bimodal benefit. 
 
2.2 Role of acoustic low-frequency information in bimodal hearing 
2.2.1 Cues available in low-frequency speech  
It is generally accepted that bimodal benefit occurs because low-frequency acoustic 
hearing provides the listener with speech cues that are not well represented in the electrically 
coded (CI) signal.  As described in this section, previous research has investigated several 
specific low-frequency cues that may contribute to bimodal benefit, including cues related to 
fundamental frequency (F0) variation, the low-frequency temporal envelope, and acoustic cues 
including the presence/absence of voicing and F1 frequency. 
2.2.1.1 Fundamental frequency and voicing cues.  F0 reflects the lowest periodic 
frequency of vocal fold vibration and represents the speaker’s vocal pitch.  F0 contains both 
suprasegmental cues related to F0 variation (sometimes referred to as the F0 contour) and 
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acoustic cues related to voicing.  Suprasegmental patterns of voice pitch are known as tone and 
intonation.  In English, these suprasegmental cues mark syllable stress in words and sentences, 
mark syntactic boundaries to facilitate lexical segmentation, and distinguish different patterns of 
intonation that convey emotion or intent (Rosen 1992).  F0 is also thought to be an important cue 
for segregating voices when two or more competing voices are present (Assmann et al., 1990; 
Stickney et al., 2007).  As mentioned previously, CIs encode periodicity cues weakly, as 
modulations of the temporal envelope, and the auditory system has only limited ability to make 
use of F0 cues when they are encoded in this way (Green et al., 2002; Fu et al., 2004; Stickney et 
al., 2004; Qin and Oxenham, 2005).  Consequently, CI users have limited access to F0 
information, resulting in listening difficulties in noise (Qin and Oxenham, 2005), poor voice-
gender identification (Fu et al., 2004; Stickney et al., 2004; Stickney et al., 2007) and relatively 
poor musical melody recognition (Kong et al., 2004; Kong et al., 2005).  The role of F0 cues in 
lexical segmentation has received particular attention in recent years.  It has been suggested that 
supplemental low-frequency acoustic cues such as F0 could partially restore lexical segmentation 
in bimodal hearing (Li and Loizou 2008, Spitzer et al., 2009, Zhang et al., 2010) that is lost in 
the CI ear due to compression in the intensity domain (Li and Loizou, 2009; Hu and Loizou, 
2010).  However, it is not known whether voicing cues, or F0 contour cues, or both, are most 
important in this process. 
2.2.1.2 First-formant frequency.  F1 frequency varied with vowel height and, together 
with F2 frequency and vowel duration, represents a primary phonetic cue for vowel 
identification.  F1 trajectory also contributes to other aspects of speech perception, for example, 
by encoding syllable boundaries and contributing to the perception of consonant closure 
(Traumüller, 1981; Nearey and Assamann 1986; Walsh and Diehl 1991; Nábĕlek et al., 1993).  
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Bimodal listeners may receive information about F1 frequency from both the CI and residual-
hearing ears.  F1 information in the CI ear is limited primarily by spectral resolution in that ear, 
whereas F1 information in the residual-hearing ear is limited mainly by the frequency range of 
functional hearing, with the possibility of reduced spectral resolution compared to that found in 
normal hearing.  Frequency discrimination in the residual-hearing ear may be better or poorer 
than that in the CI ear at corresponding frequencies.  In most cases, only partial F1 information 
will be available in the residual-hearing ear because F1 frequencies range from approximately 
342 to 1002 Hz across vowels (e.g., 342 Hz for /i/; 768 Hz for /ɑ/) (Hillenbrand et al., 1995) and 
the usable acoustic hearing of real CI users is typically limited to frequencies below 750 Hz 
(Dorman et al., 2008; Zhang et al., 2010).  Nonetheless, this partial F1 information may help the 
bimodal listener to distinguish between vowels with low versus high F1 frequencies, and among 
vowels with low F1 frequencies, in addition to aiding in the perception of syllable boundaries 
and presence of consonants.  On average, CI users extract only about 50% of transmitted 
information concerning F1 frequency (Donaldson and Allen, 2003).  Therefore, bimodal hearing 
can potentially support meaningful improvements in the transmission of this cue.  
2.2.1.3 Low-frequency temporal envelope cues.  Temporal envelope cues reflect slowly 
varying changes in the amplitude of the speech signal.  At a suprasegmental level, temporal 
envelope cues code prosodic information (stress) and help to mark word and syllable boundaries, 
thereby contributing to lexical segmentation.  At a segmental level, they provide phonetic cues 
associated with vowel duration, consonant manner of articulation and consonant voicing (Rosen, 
1992).  Low-frequency temporal envelope cues available in the residual-hearing ear may serve to 
reinforce or enhance the envelope-related cues that are preserved in the CI ear.  As discussed 
below, several studies have indicated a possible contribution of low-frequency temporal  
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envelope cues to bimodal benefit (Kong and Carlyon, 2007; Brown and Bacon, 2009a).  
2.2.1.4 Relevant previous studies.  Early studies of bimodal hearing evaluated speech 
recognition in NH subjects who were presented with vocoded speech in one ear (to simulate CI 
processing) and LP speech (typically low-pass filtered at 500 Hz) in the opposite ear to simulate 
residual acoustic hearing (Qin and Oxenham, 2006; Kong and Carlyon, 2007; Brown and Bacon, 
2009a).  When low-frequency information was combined with simulated electrical stimulation, 
listeners showed improved speech perception performance.  This sometimes occurred even when 
the low-frequency information by itself produced zero speech intelligibility.   
A number of studies have attempted to determine the specific low-frequency cues that 
were responsible for improved speech intelligibility in quiet and noise in simulated bimodal 
conditions and in real bimodal listeners.  These studies are summarized in the paragraphs that 
follow, and in Appendix A.  In most cases, the approach taken was to eliminate different sources 
of information from the low-frequency signal systematically and to examine the resultant effect 
on bimodal benefit.  
Kong and Carlyon (2007) used three different low-frequency conditions in their study: 
unprocessed speech LP filtered at 125 Hz using a fourth-order Butterworth filter (-24 dB/octave) 
(LP condition), amplitude and frequency modulated harmonic complexes (AM-FM condition), 
and harmonic complexes that were fixed in frequency at 150 Hz but modulated in amplitude 
(AM-FM:150 condition).  For the AM-FM and AM-FM:150 conditions, the low-frequency 
signal was provided only during voiced portions of the target speech (Adaptive sentence lists).  
The LP condition was intended to simulate the residual-hearing typical of real CI users, which 
potentially preserves very low frequency cues to F1 frequency that exist below 500 Hz, nasal 
formant cues, voicing cues and coarticulation cues.  The AM-FM condition eliminated low-
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frequency phonetic information and temporal envelope cues in voiceless speech segments while 
preserving other cues including F0 variation during the voiced portion of the signal.  Finally, the 
AM-FM:150 condition preserved only voicing and temporal envelope cues in voiced speech.  
Initially, Kong and Carlyon confirmed the earlier results of Kong et al. (2005) obtained with real 
CI users by demonstrating bimodal benefits of 17-27 percentage points for sentences presented at 
5, 10 and 15 dB SNR.  They went on to observe bimodal benefits at 5 dB SNR when F0 
frequency cues were absent (AM-FM:150 condition), as well as when they were present (AM-
FM condition).  This finding suggested that temporal envelope and voicing cues are the major 
contributors to bimodal benefit for speech recognition in noise, and that F0 contour cues do not 
provide significant additional benefit.  This suggestion was further confirmed by findings in the 
higher SNR conditions, where benefits observed for the LP condition were eliminated when 
phonetic cues were removed (AM-FM or AM-FM:150 conditions).  Taken together, the results 
of this study suggest that phonetic information is largely responsible for the bimodal benefits 
observed for speech recognition in noise.    
Brown and Bacon (2009a) evaluated the role of F0 information in bimodal benefit by 
replacing target speech in the low-frequency region with a tone.  The goal of their study was to 
identify the relative contributions of F0 and envelope cues to speech intelligibility.  They 
employed a NH simulation of hybrid hearing, which is a variant of bimodal hearing in which 
residual low-frequency hearing exists in the same ear as the cochlear implant.  They simulated a 
CI electrode having a 20 mm insertion depth by applying 4-channel sine-wave vocoding to the 
750-5500 Hz portion of the speech signal.  The same ear received a low-frequency acoustic 
signal to simulate ipsilateral residual-hearing.  Five low-frequency conditions were tested: 1) 
500Hz LP speech, 2) an unmodulated tone at the mean frequency (F0=184 Hz) of the target 
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talker (T), 3) a tone modulated in frequency by the dynamic changes in F0 (Tf0), 4) a tone 
modulated in amplitude by the envelope of LP speech (Tenv), and 5) a tone modulated in both 
frequency and amplitude (Tf0-env).  Unlike Kong and Carlyon (2007), they showed bimodal 
benefits stemming from F0 as well as voicing and envelope cues: 13 percentage points of 
improvement from the condition that combined F0 and voicing cues, and 20 percentage points of 
improvement from the condition that combined F0, voicing, and envelope cues.  In addition, 
their data suggested possible effects of sentence level context on the magnitude of EAS benefit.  
Specifically, EAS benefits were substantially greater when measured with the higher context 
CUNY sentence materials (57 percentage points) as compared to the lower context IEEE 
sentences (24-38 percentage points).  The experimental design of Brown and Bacon’s study did 
not allow them to reach firm conclusions concerning the effect of context (different sentence 
materials) on bimodal benefit.  However, their suggestion of context effects is interesting 
because it supports the notion of bottom-up and top-down interactions described earlier with 
respect to the conceptual model in Figure 1. 
Spitzer et al. (2009) investigated the possibility that F0 variation contributes to bimodal 
benefit by supporting lexical segmentation.  Specifically, they examined lexical boundary 
judgments that were elicited by phrases with artificial syllabic stress patterns when F0 contours 
were either preserved or removed from the speech signal.  Three groups of listeners were tested: 
CI listeners, actual bimodal listeners, and simulated bimodal listeners (15 channel vocoder + 500 
Hz LP speech).  It was expected that the presence of F0 contour cues would reinforce the 
misleading stress patterns thereby resulting in more errors in the F0 contour condition than in the 
flattened F0 condition.  As expected, all three listener groups made more lexical boundary errors 
in the F0 contour condition than in the flattened F0 condition.  In addition, the simulated bimodal 
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listeners (but not the actual bimodal listeners) demonstrated more errors than other groups when 
F0 cues were present.  These findings were taken to indicate that CI listeners attend to syllabic 
stress cues when making word boundary judgments, and that F0 contour cues can potentially 
contribute to improved lexical segmentation in bimodal hearing.  
Zhang et al. (2010) used a different approach to investigate the role of low-frequency 
speech cues on bimodal benefit in quiet and noise, using actual CI recipients.  Rather than 
altering the content of low-frequency information using a fixed bandwidth of low-frequency 
speech, they tested a series of LP conditions with filter cutoffs that increased from 125 Hz to 750 
Hz in addition to a wideband acoustic condition.  They found that severely LP filtered speech 
provided bimodal speech recognition scores (78% for CNC words in quiet and 70% for AzBio 
sentences at +10 dB SNR) comparable to those achieved in the widest bandwidth conditions 
(86% for CNC words in quiet and 87% for AzBio sentences at +10 dB SNR).  This led them to 
conclude that F0 cues, including F0 frequency variation and the voicing cue, are primarily 
responsible for bimodal benefits in quiet and noise.  According to these authors, F0 and other 
voicing and envelope cues may contribute to bimodal benefit by marking the onset and duration 
of voicing, which may lead to improved labeling of consonant voicing and manner cues and may 
clarify syllable structure and word boundaries in noisy conditions.  However, due to the shallow 
LP filter slopes used in their study (90-dB octave roll off), it is possible that partial F1 cues may 
have contributed to the bimodal benefits observed.  
Carroll et al. (2011) also tested actual CI users and, although they failed to show low-
frequency benefits in quiet, were able to demonstrate a benefit of  F0 variation and voicing cues 
(average 5.3 percentage points) when testing subjects with IEEE sentences in noise (10 dB 
SNR).  Specifically, they showed that speech perception improved when the CI was combined 
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with low-frequency AM and FM components of the target speech, and that FM cues rather than 
redundant AM cues were responsible for most of the bimodal benefit.   
Unlike the other studies that showed bimodal benefits in AM-FM conditions (Kong and 
Carlyon, 2007; Brown and Bacon, 2009a), Visram et al. (2012) failed to show a benefit for F0 
or isolated spectral cues.  They tested actual CI users with IEEE sentences in noise by presenting 
unprocessed or processed LP speech to the contralateral ear.  In order to examine which low-
frequency cues were responsible for bimodal benefits, they separated F0 and low-frequency 
temporal envelope cues (AM-FM condition) and phonetic cues (vocoded condition) in their 
processed LP conditions.  The vocoded condition was created using 14 channels of noise band 
vocoding to provide spectral and envelope cues without F0 information.  Bimodal benefits 
stemming from F0 cues or phonetic cues alone were not robust.  Instead, only the unprocessed 
LP speech provided significant benefits.  Based on this finding, they suggested that neither F0 
nor phonetic cues alone can support bimodal benefits and that a combination of these cues is 
required. 
Kong and Braida (2011) provided additional evidence for the role of F1 cues in bimodal 
hearing. In their study, bimodal benefit was examined in 8 NH subjects (4-channel vocoder 
combined with 500 Hz LP) and in 12 CI users with various amounts of residual low-frequency 
hearing (aided thresholds ranging from 35 to 65 dB HL at 500 Hz).  Bimodal benefit was 
measured for consonant and vowel recognition in quiet.  For the NH (simulation) subjects, larger 
bimodal benefits were observed for vowel recognition (15.6 percentage points) than for 
consonant recognition (5.6 percentage points), and greater benefits were observed for F1 
frequency (26 percentage points) than for F2 frequency (13 percentage points).  For the CI users, 
the CI alone provided 53% of F1 information and 69% of F2 information, consistent with 
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findings reported by Donaldson and Allen (2003).  The residual-hearing ear provided 27% of 
possible F1 information and 4% of possible F2 information.  Surprisingly, however, only three 
CI users showed bimodal benefit for the vowel recognition task, and none showed benefit for the 
consonant recognition task.  The bimodal improvements in vowel recognition observed in the 
NH subjects, and in some CI users, were explained by the listeners’ ability to combine 
complementary F1 cue information from the CI and residual-hearing ears with F2 information 
provided by the CI ear.  The differences in bimodal benefit between the NH subjects and actual 
CI users were explained by a reduced ability of CI listeners to integrate speech cues across ears 
and frequency regions.  In addition, it was suggested that a lack of perceptual saliency for the 
acoustic low-frequency cues or a perceptual bias toward the CI may have limited bimodal 
benefits in the CI users (Kong and Braida, 2011).   
Sheffield and Zeng (2012) evaluated bimodal benefits for consonant and vowel 
recognition in both simulated bimodal listeners and actual CI users.  Testing was conducted in 
both quiet and noise and two low-frequency conditions were used: LP and Tf0-env.  The LP 
condition consisted of unprocessed speech LP filtered at 500Hz which included phonetic, F0, 
envelope, and voicing cues.  The Tf0-env consisted of a pure tone modulated by the frequency of 
F0 and the envelope of LP speech, which included F0 variation, envelope, and voicing cues but 
eliminated other phonetic cues.  Findings showed bimodal benefit for vowel recognition in the 
LP condition, but not in the Tf0-env condition, for both the simulated and actual bimodal 
listeners.  On the other hand, consonant recognition showed bimodal benefit for both LP 
conditions.  These results led the authors to conclude that both F0 variation and low-frequency 
phonetic cues contribute to bimodal benefit for speech signals that include both vowels and 
consonants. 
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Summary.  To summarize, previous studies have identified several cues that may 
contribute to the bimodal benefits observed when low-frequency acoustic hearing is used to 
supplement CI processed speech.  It appears that LP acoustic cues including voicing, envelope, 
and F1 cues contribute to bimodal benefit for speech recognition  in quiet and noise (Kong and 
Carlyon, 2007; Kong and Braida, 2011), and that F0 variation may provide an additional 
enhancement for speech recognition in noise (Brown and Bacon, 2009a).  In addition, there is 
evidence that F0 variation and low-frequency temporal envelope cues contribute to bimodal 
benefit by enhancing lexical segmentation (Spitzer, et al., 2009).  It is difficult to make direct 
comparisons across studies, however, due to differences in the experimental approaches and 
speech materials used to measure bimodal outcomes.   
 
2.3 Cue extraction and integration 
As described earlier in Section 2.1, the early stages of bimodal speech processing rely on 
the extraction and integration of speech cues from the CI and residual-hearing ears.  In the 
extraction stage of the model, it is assumed that the type and number of speech cues from each 
source will influence the degree of bimodal benefit.  Presumably, bimodal benefit for speech in 
quiet will be greater when more cues are complementary and fewer cues are redundant.  This 
assumption is supported by the findings of Kong and Braida (2011), described earlier, which 
showed that both NH and CI users achieved less bimodal benefit for consonants than for vowels.  
This is thought to reflect the fact that similar consonant cues (voicing and manner features) were 
present in both ears, whereas somewhat different vowel cues were present in the CI ear than in 
the residual-hearing ear.  For the actual CI users in the study, the residual-hearing ear provided 
27% of F1 information and 4% of F2 information, while the CI provided 69% of F2 information 
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but only 53% of F1 information.  The F1 information provided by the residual-hearing ear was 
thought to be complementary to that provided by the CI ear, and to account for the bimodal 
benefit observed for vowel recognition (Kong and Braida, 2011).  Unlike cue extraction, 
integration ability is assumed to impact bimodal benefit in a way that is independent of the type 
and amount of cues extracted.  Thus, bimodal listeners with better integration ability may be 
expected to demonstrate greater bimodal benefits than listeners with poor integration ability.  
 
2.3.1 Individual performance variability in bimodal hearing 
Several studies that evaluated actual CI users demonstrated different ranges or different 
patterns of bimodal performance across individuals (Kong et al., 2005; Brown and Bacon, 
2009b; Caroll et al., 2011; Visram et al., 2012).  For example, Visram et al. (2012) reported 
bimodal scores ranging from 60-95% correct for 7 bimodal CI users, and Brown and Bacon 
(2009b) reported scores ranging from 40-95% correct for 8 bimodal CI users.  Interestingly, 
bimodal benefit is not well predicted by the amount of residual-hearing (Kong et al., 2005; Kong 
et al., 2012) or by performance level with the CI alone (Mok et al 2006; Ching et al, 2007; Caroll 
et al., 2011; Kong and Braida, 2011).  
Two factors that may contribute to individual differences in bimodal benefit are “a 
decreased ability to extract speech cues” and “a reduced ability to integrate speech cues” (Kong 
and Braida, 2011, p. 961).  Kong and Braida suggest that these limitations operate separately, 
such that integration ability may influence bimodal benefit independently from cue extraction.  
This view is supported by the data of subject C3 (a real CI user) in their study, who achieved a 
very small bimodal benefit (4.4 percentage points improvement) despite achieving a high level of 
consonant identification performance in the acoustic ear alone (78 percent correct).  Suboptimal 
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integration ability was proposed to explain the reduced bimodal benefit in the presence of robust 
acoustic cues. 
On the other hand, Yang and Zeng (2013) quantified integration efficiency by dividing 
actual EAS scores by predicted EAS scores based on a probabilistic model.  They reported less 
integration efficiency among CI users (from 0.6 to 1.0) than that reported previously for 
simulated bimodal listeners (from 1.2 to 1.3).  The integration efficiency of bimodal CI users was 
inversely related to residual-hearing sensitivity below 500 Hz in the non-implanted ear and 
duration of deafness in the implanted ear.  This led Yang and Zeng to suggest that synergetic 
integration ability may be influenced by early versus late implantation, degree of hearing 
sensitivity and/or deficits of the central auditory pathways. 
   
2.4 Glimpsing 
Although cue extraction and integration ability may be sufficient to explain bimodal 
benefit in quiet, an additional mechanism, known as glimpsing, has been invoked to account for 
bimodal benefit in noise.  As detailed in the following sections, glimpsing is thought to underlie 
release from masking in NH and hearing-impaired acoustic listeners, and is thought to support 
improved speech recognition among CI users who have access to low-frequency acoustic 
hearing. 
  
2.4.1 Release from masking  
NH listeners are able to improve their speech recognition performance in temporally 
fluctuating noise, relative to steady state noise, by taking advantage of “listening in the dips” 
(Miller et al., 1950; Nelson et al., 2003; Jin and Nelson, 2006).  This phenomenon is known as 
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release from masking.  Hearing-impaired acoustic listeners and CI users achieve substantially 
less release from masking than NH listeners (Eisenberg et al., 1995; Bacon et al., 1998; Bacon et 
al., 1998; Jin and Nelson, 2006; Jin and Nelson, 2010).  For hearing-impaired listeners, reduced 
masking release has been attributed to elevated thresholds for speech that occurs in the dips of 
the noise, and reduced temporal and spectral resolution (Festen and Plomp, 1990).  For CI users, 
the loss of masking release has been attributed primarily to impaired spectral resolution (Nelson 
and Jin, 2004; Jin and Nelson, 2010).  Nelson and Jin (2004) reported that CI users achieved only 
about 10 percentage points of improvement in sentence recognition scores when sentences were 
presented in fluctuating, versus steady-noise backgrounds.  However, low-frequency residual-
hearing can partially restore release from masking benefits in CI users (Kong et al., 2005; Kong 
and Carlyon 2007; Brown and Bacon 2009a) by enhancing listeners’ ability to extract 
information from the dips in the masker signal that occur in low-frequency regions of the speech-
masker mixture.  This has been attributed to the glimpsing mechanism described in the next 
section.   
 
2.4.2 Cooke’s Glimpsing Model 
A process known as “glimpsing” is thought to underlie the release of masking observed 
in acoustic listeners and in CI users who have access to residual low-frequency hearing.  Cooke 
(2006) defined a “glimpse” of speech as the “spectrotemporal region where it is least affected by 
the background.”  His glimpsing model explains how glimpses affect speech intelligibility in 
noise.  Stated differently, the glimpsing model is able to explain speech perception with respect 
to the “time-frequency plane” where “the speech power is greater than the noise power” (Cooke, 
2006, p. 1562). 
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Cooke’s model accounts for glimpsing in terms of a detection process and subsequent 
integration process.  At the stage of glimpse detection, the listener detects the spectrotemporal 
regions of the speech-masker mixture that are dominated by the speech signal (i.e., have a 
positive speech-to-masker ratio).  According to the model, glimpse size influences speech 
intelligibility in noise, and the number of competing talkers determines the number and size of 
glimpses available to the listener.  As the number of talkers increases, glimpse size decreases, 
and speech recognition decreases, with performance asymptoting at 6-8 talkers.  Cooke 
suggested that the local SNR required to produce glimpsing benefits is -5dB SNR.  That is to 
say, time-frequency regions where the speech-to-masker ratio is greater than -5dB constitute 
useful glimpses that can contribute to improved speech recognition. CI listeners may require 
increased SNRs due to reduced spectral resolution.    
  
2.4.3 Glimpsing in bimodal hearing  
Several studies have demonstrated bimodal benefit for speech perception in a background 
of competing maskers, for simulated (Qin and Oxenham, 2006; Kong and Carlyon, 2007; Li and 
Loizou, 2008; Brown and Bacon, 2009a) or actual CI users (Brown and Bacon, 2009b; Zhang et 
al., 2010).  The low-frequency information provided in those studies included voice pitch 
(Brown and Bacon, 2009a; Brown and Bacon, 2009b; Zhang et al, 2010) and other low-
frequency cues such as phonetic, temporal envelope, and voicing cues (Qin and Oxenham, 2006; 
Kong and Carlyon, 2007; Li and Loizou, 2008).  Li and Loizou speculated that the addition of 
low-frequency acoustic information produces an SNR advantage in the low-frequency region 
that enhances the detection of glimpses at lower SNRs and thereby increases the number of 
glimpses available for integration at subsequent stages of processing.  Other studies have 
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confirmed that glimpsing supports greater bimodal benefit in fluctuating noise than in quiet 
(Mok et al., 2006; Gifford et al., 2007; Dorman et al., 2008).  For example, Dorman et al. (2008) 
showed an average bimodal benefit of 22-23 percentage points for sentence recognition in four 
talker babble, compared to 17 percentage points for sentence recognition in quiet.    
There appears to be broad acceptance for the role of glimpsing in bimodal benefits 
observed for speech recognition in the presence of fluctuating background noise.  While the role 
of low-frequency cues has not been completely determined, it seems likely that they may 
contribute in two ways:  first, by providing more glimpses of low-frequency speech cues, thereby 
adding to the bottom-up information available for integration, and second, by facilitating the 
integration process, per se, in the form of top-down processing. 
 
2.5 Top-down processing in bimodal hearing 
As previously mentioned, top-down processing is an important component of bimodal 
speech perception, as reflected in the model described earlier.  Several approaches have been 
used to evaluate top-down processing in bimodal listeners.  These include the use of temporally 
interrupted speech (Baskent and Chatterjee, 2010; Chatterjee et al., 2010) and evaluation of 
phonemic restoration effects (Baskent, 2012), as well as the use of speech stimuli containing 
different amounts of linguistic context (Brown and Bacon, 2009a; Kong et al., under review).  
 
2.5.1 Interrupted speech 
The degrading effects of temporal interruptions on speech intelligibility are particularly 
evident among CI users (Nelson et al., 2003; Nelson and Jin, 2004).  As mentioned earlier, CI 
listeners show less release from masking than normal hearing subjects, as evidenced by less 
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improvement when background noise is temporally fluctuating rather than steady-state in nature.  
This lack of release from masking reflects CI users’ limited ability to glimpse speech segments 
in interrupted speech in quiet or fluctuating noise conditions.  
In general, studies that make use of interrupted speech disrupt the speech stream with 
either noise or silence, of various durations and duty cycles (Nelson and Jin, 2004; Wang and 
Humes, 2010).  Temporally interrupted speech represents a special condition of glimpsing.  As 
with spectrotemporal glimpsing (described earlier), glimpses of speech that occur during the 
undisturbed intervals are extracted and then integrated to construct a coherent speech stream.   
In a seminal study by Miller and Licklider (1950), speech was interrupted with either 
silent gaps or noise filled-gaps over a wide range of interruption rates.  Findings showed that 
speech intelligibility was influenced by both the disruption condition and the interruption rate.  
When speech was interrupted by silent gaps, a wide range of interruption rates, between 10 and 
100 interruptions/second (with a 50% duty cycle, i.e., equal durations of speech and silence), 
produced about 80% correct word recognition in quiet.  When speech was interrupted by noise-
filled gaps, word recognition scores improved as interruption rates increased from 1 to 10 
interruptions/second, with the 10/sec interruption rate producing word recognition scores of 
about 80% correct.   
Nelson and Jin (2004) examined several interruption conditions by varying duty cycles 
and silent gate rates in actual CI users and in NH listeners who were presented with either 
unprocessed speech or vocoded speech that simulated CI speech processing.  Both simulated and 
actual CI users showed reduced masking release across a range of modulated masking 
conditions, compared to NH listeners presented with unprocessed speech.  When target sentences 
were interrupted with various silent gaps, the NH subjects were able to fuse the remaining 
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segments of the sentence into a coherent stream.  In contrast, both CI subjects and the 4-channel 
simulation group achieved scores of less than 10% correct, suggesting that they were unable to 
fuse the segments.  This finding led the authors to speculate that CI users have reduced auditory 
fusion ability.  Among NH listeners, performance improved as the number of vocoder channels 
increased from 4-channels to full spectrum speech, suggesting that auditory fusion deficits in CI 
users may also stem from reduced spectral resolution and an accompanying loss of voice pitch 
cues.   
In another study, Chatterjee et al. (2010) demonstrated that real CI listeners showed 
significantly reduced speech performance for temporally interrupted sentences with a 5 Hz gate 
as compared to continuous sentences.  Similar to the results from Nelson and Jin (2004), 
performance decreased by about 80 percentage points for the interrupted condition as compared 
to the continuous condition.  Baskent and Chatterjee (2010) completed a similar study using 
simulated bimodal hearing.  They found that combining acoustic LP speech (< 500 Hz) with 
vocoder processing produced an improvement of about 20 percentage points over the vocoder 
alone conditions (4- and 8- channels).  This led them to suggest that low-frequency information 
(i.e., voice pitch cues) can improve CI users’ perception of temporally interrupted speech thereby 
facilitating listeners’ ability to fuse the existing segments of degraded speech signal.    
 
2.5.2 Phonemic restoration  
Phonemic restoration (PR) refers to “the illusionary perception” in which the listener is 
able to “understand speech with masked phonemes” (Warren, 1970, p 393).  Miller and Licklider 
(1950) described this phenomenon using a picket fence analogy.  Like the landscape which is 
perceived continuously behind the pickets, temporally interrupted speech begins to sound 
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continuous and uninterrupted when the gaps are filled with noise.  The illusion of continuity 
depends on top-down processing, where the brain uses “a priori knowledge to fill-in the missing 
pieces of speech” (Chatterjee et al., 2010, EL 37).  This top-down processing is linked to 
linguistic knowledge related to syntactic, semantic, and lexical constraints, listeners’ 
expectations, and contextual information (Warren, 1970; Baskent, 2012). 
Top-down effects in PR have been quantified by measuring the improvement in speech 
recognition that occurs when filler noise is inserted into the gaps in interrupted speech (Warren 
1970; Warren and Obusek 1971; Bashford et al., 1992).  Several previous studies have shown 
that the magnitude of improvement is influenced by the type and level of filler noise.  Filler noise 
such as narrow band noise that has similar acoustic properties as the target speech, produce 
larger PR effects than filler noise that has dissimilar properties.   For example, Bashford et al. 
(1992) showed that PR was enhanced by using narrow band filler noise that was matched to the 
center frequency of the target speech.  Others have shown that the PR effect is influenced by the 
intensity of the noise filler and that maximum PR benefits occur when the filler noise is about 10 
dB more intense than the target speech (Warren and Obusek, 1971; Bregman and Dannenbring, 
1977; Bashford et al., 1992; Powers and Wilcox, 1997; Baskent et al., 2009; Baskent 2012).  
Bashford et al (1992) also found that the PR effect was influenced by level of contextual 
information contained in the target speech.  Specifically, they reported that PR effects were 
larger for high predictability SPIN sentences (20 percentage points) than for low predictability 
SPIN sentences (10 percentage points).  Taken together, previous studies of PR support the 
notion that PR involves the interaction of bottom-up factors related to the nature of the filler 
noise and top-down processes related to linguistic knowledge.  
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The rate with which speech is interrupted has been shown to affect PR benefits as well as 
speech intelligibility.  In general, decreasing interruption rates below about 4 Hz will eliminate 
entire phonemes or words and decrease word recognition (Miller and Licklider, 1950; Baskent et 
al., 2009; Wang and Hume, 2010).  Previous sentence recognition studies used interruption rates 
between 1.5 Hz and 5 Hz for listeners with normal hearing (Powers & Wilcox, 1977; Bashford et 
al., 1992; Baskent and Chatterjee, 2010; Baskent, 2012), listeners with mild hearing loss 
(Baskent et al., 2009), and CI users (Chatterjee et al., 2010).  These interruption rates provided 
low-to-moderate levels of baseline performances that avoided floor and ceiling effects.   
 
2.5.3 Effects of linguistic context  
Linguistic context represents an important component of the broader top-down 
processing effects known to influence speech recognition.  According to Needlemen (1998, p. 
306), linguistic context effects refer to “the enhancement in speech recognition ability resulting 
from the contribution of word context to phoneme recognition, and the contribution of sentence 
context to word recognition.”  Contextual cues that contribute to these effects include “prosodic 
factors, prior knowledge of the sentence topic, word familiarity, sentence complexity, word 
frequency, lexical density, word ambiguity, real words versus non-words, words in sentences, 
syntactic and semantic congruency, and recognition points for understanding speech.” 
Acoustic and phonetic properties of speech that are stored in linguistic memory are 
activated during lexical decision tasks.  Both lexical and sublexical representations are used, with 
lexical representation involving phonological structures at the word level and sublexical 
representation involving smaller speech units such as segments or sequences of segments.  One 
level of representation may be activated more quickly than the other for a given linguistic task, 
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and the more quickly processed representation is thought to dominate processing.  In addition, 
specific lexical properties influence word recognition.  Word frequency (the frequency of 
occurrence of words in a language), neighborhood density (the number of words that are 
phonetically similar), and neighborhood frequency (the average frequency of words in a 
similarity neighborhood) all affect word recognition and lexical decision making (Luce, 1986, 
p76).  Generally, listeners respond more accurately to high frequency words that share fewer 
similar phonemic properties with other words in the lexicon (i.e., words in sparse neighborhoods) 
than low-frequency words that share more phonemic properties with other words (i.e., words in 
dense neighborhoods) (Dirks et al., 2001).  
Levels of linguistic context vary across different test materials; thus, different speech 
corpuses support different levels of speech recognition under similar conditions of presentation 
(Miller et al., 1951; Boothroyd and Nittrouer, 1988; Kalikow et al., 1997; Olsen et al., 1997; 
Needleman, 1998; Grant and Seitz, 2000).  First, it is well known that listeners more easily 
recognize words in sentences than words in isolation due to the added contextual cues available 
in sentences (Miller et al., 1951; Boothroyd and Nittrouer, 1988; Grant and Seitz, 2000).  For 
example, Grant and Seitz (2000) showed that sentential context improved word recognition 
scores by approximately 15-20 percentage points over the recognition of isolated words.  
Second, performance in sentence recognition tasks depends on the extent to which individual 
words can be predicted from other words in the sentence.  In NH listeners, performance typically 
improves by 20 to 35 percentage points for high predictability sentences relative to zero 
predictability sentences (Boothroyd and Nittrouer, 1988; Needleman, 1998).  Highly predictable 
contexts are expected to facilitate listeners’ correct decisions even under degraded listening 
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conditions because listeners are more reliant on contextual cues when acoustic information is  
less reliable (Kalikow et al., 1977).  
2.5.3.1 Measuring context effects.  The simplest approach to quantifying context effects 
is to measure percent correct intelligibility scores for speech materials presumed to contain 
different amounts of linguistic context, while keeping other factors (e.g., presentation level, 
number of talkers) constant.  The speech materials that produce the higher average scores are 
assumed to contain the greater amount of context, with the absolute size of the difference 
reflecting the magnitude of context differences between the materials and/or the ability of the 
listeners to make use of the context available.   
A second approach is to quantify the effects of context based on the predictions of 
probability theory, by deriving j and k factors (Boothroyd and Nittrouer, 1988).  The j-factor 
describes the relationship between speech recognition scores for phonemes-in-words and whole 
words while the k-factor describes the relationship between speech recognition scores for words 
presented in isolation (without context) and words presented in sentences (with sentence level 
context).  Although this method has some drawbacks such as providing only two parameters to 
quantify contextual effects and using average recognition probabilities, it is easily applied to 
speech perception scores in sentences or words and allows for quantification of context effects 
across a variety of materials with different contexts (Bronkhorst et al., 1993).  
A variant of the percent correct comparison approach has been used in a number of 
previous studies to demonstrate bimodal speech perception benefits across conditions (Kong et 
al., 2005; Kong and Carlyon, 2007; Brown and Bacon, 2009a; Baskent and Chatterjee, 2010; 
Zhang et al., 2010; Carroll et al., 2011; Baskent, 2012).  In this method, the difference in percent 
correct scores obtained with, and without, acoustic low-frequency information is calculated, 
31 
 
yielding a bimodal benefit score that is expressed as a percentage point gain.  A drawback of 
using this method is that it is sensitive to ceiling and floor effects.  That is, subjects may 
approach 100% scores for higher context materials presented in the bimodal condition, or may 
approach 0% correct for the lower context materials presented to the CI alone.  Thus, floor or 
ceiling effects may limit the ability to accurately estimate bimodal benefit or benefits related to 
context.  Another problem with this method is that performance for the CI-alone condition will 
vary across speech materials having different levels of context.  This means that estimates of 
bimodal benefit expressed as a percentage improvement (relative to baseline) may favor the high 
context speech materials while the bimodal benefit expressed as a percentage point gain may 
favor the low context speech materials, or vice versa. 
One way to avoid the interpretation problems associated with unequal baseline scores is 
to apply different levels of degradation to the low context materials versus the high context 
materials so as to equalize baseline scores.  This approach was used by Kong et al. (under 
review) in their investigation of sentence level context on bimodal benefit in simulated bimodal 
listeners, described later in Section 2.5.3.3.  A similar strategy would be to apply different levels 
of background noise to the higher versus lower context sentences.  By using stimulus conditions 
that generate equal (or relatively equal) baseline performance, interpretation of the results is 
simplified because percentage point gains will be in agreement with gains expressed as percent 
change from baseline.  
Another way to compensate for the unequal baseline problem is to calculate bimodal 
benefit using a measure of normalized gain that was popularized in the audio visual speech 
perception literature (Sumby and Pollack, 1954; Kaiser et al., 2003).  This calculation compares 
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the gain due to adding the low-frequency acoustic information, to the total possible gain, as 
expressed in Equation (1):  
 
    G = (B – C)/(100-C),   Eq. (1) 
 
where G is the normalized bimodal benefit, B is the percent correct score measured in the 
bimodal listening condition and C is the percent correct score measured with the CI alone. 
A final problem that can arise when measuring context effects in bimodal hearing 
concerns the performance levels achieved by the low-frequency ear alone.  In most bimodal 
studies, speech perception scores are near zero in the low-frequency alone condition.  Although 
this does not rule out a contribution from complementary phonetic cues extracted from the low-
frequency ear, it does suggest that phonetic cues are limited in magnitude and that other factors 
contribute to bimodal benefit.  However, if low-frequency information alone supports a higher 
level of speech intelligibility for higher context materials as compared to lower context materials, 
then it may not be clear whether enhanced bimodal benefit is due to context effects per se, or to 
phonetic information provided in the low-frequency signal.  For example, Kong et al. (under 
review) showed enhanced EAS benefits (expressed as percentage point gain) with CUNY 
sentences (higher context) than with IEEE sentences (lower context).  However, this finding was 
difficult to interpret because the CUNY sentences supported higher scores in the low-frequency 
alone condition (approximately 50%) than the IEEE sentences (approximately 18%). 
2.5.3.2 Context effects in cochlear implant users.  Rabinowitz et al. (1992) evaluated j 
and k factors in a group of early-generation CI users.  They confirmed that CI users showed a 
greater use of context for CUNY sentences than IEEE sentences, reflected by a higher k value 
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for the CUNY sentences (4.5) than for the IEEE sentences (1.14).  Grant and Seitz (2000) 
showed that estimates of k varied across different levels of intelligibility in 34 hearing-impaired 
adults, reflecting individual differences in the use of sentence context.  This finding is also 
supported by the recent study of Kong et al. (under review), described below in Section 2.5.3.3. 
Several other studies have shown that CI listeners use word frequency and neighborhood 
word density information in spoken word recognition in a similar way to NH listeners (Meyer et 
al., 2003) and that, similar to NH listeners, CI users recognize lexically easy words with greater 
accuracy than lexically hard words (Kirk et al., 1995; Eisenberg et al., 2002; Kaiser et al., 2003; 
Kirk et al., 2007).  However, CI users appear to vary in their ability to make use of both lexical 
(word based) and sublexical (phoneme or segment based) representations to process spoken 
words (Vitevitch et al., 2000), with better-performing users making use of both lexical and 
sublexical representations and poorer-performing CI users being limited to lexical 
representations.  Based on these findings, it is generally agreed that hearing-impaired listeners 
and CI users are able to use contextual cues in spoken word recognition, but that individual 
differences exist that are likely related to linguistic competence (Grant and Seitz., 2000; 
Vitevitch et al., 2000).  
2.5.3.3 Context effects in bimodal listeners.  As described previously, Brown and 
Bacon (2009a) observed larger amounts of bimodal benefit with high context CUNY sentences 
(57 percentage points) than with low context IEEE sentences (24-38 percentage points), but were 
unable to reach firm conclusions about the effect of context due to the nature of their 
experimental design.  
More recently, Kong et al. (under review) investigated the effects of context on bimodal 
benefit in simulated NH listeners using IEEE sentences and CUNY sentences.  Noise band 
34 
 
vocoded speech (2 to 6 channels) was presented to one ear to simulate a unilateral CI.  LP speech 
(500 Hz cutoff) or low-frequency harmonic complexes (LPHCs) were presented to the opposite 
ear to simulate residual-hearing.  The effects of sentence context were evaluated by comparing 
percentage point gain or normalized gain (Eq.1) between the CUNY and IEEE sentences.  This 
comparison was made for equal numbers of vocoder channels as well as for vocoder conditions 
that produced a similar range of baseline (vocoder alone) performance.        
The speech materials with higher levels of context (CUNY sentences) supported larger 
amounts of bimodal benefit than the corresponding speech materials with lower levels of context 
(IEEE sentences).  For the 3- and 4-channel comparisons, normalized gains were larger for 
CUNY sentences than for IEEE sentences by about 35 and 30 points, respectively.  When 
baseline performance was restricted to a range of 50-85%, CUNY sentences demonstrated 
greater gains than IEEE sentences by 9 percentage points and 33 points of normalized gain.  
Similar results were also obtained when low-frequency harmonic complexes were presented to 
the simulated residual-hearing ear.  As before, the higher context CUNY sentences demonstrated 
larger gains (7 percentage points; 18 points of normalized gain) than the lower context IEEE 
sentences.  Overall, these findings suggest that combining low-frequency acoustic cues with CI-
processed speech can enhance listeners’ use of top-down processes related to linguistic context.  
 
2.6 Purpose of the present research 
As discussed in the preceding sections of this chapter, benefits of bimodal hearing have 
been demonstrated for speech recognition in quiet and noise when contralateral low-frequency 
residual-hearing is added to the speech information available through a unilateral CI.  When 
target speech is presented in quiet, benefits are thought to stem mainly from low-frequency 
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acoustic cues (i.e., voicing, low-frequency temporal envelope and F1 frequency cues) that are 
extracted from the residual-hearing ear and combined with phonetic cues extracted from the CI 
ear (Zhang et al., 2010, Kong and Braida, 2011).  When target speech is presented in noise or 
interrupted conditions, the glimpsing mechanism facilitates the extraction of phonetic cues from 
spectrotemporal glimpses of the target signal in both ears.  These glimpses of target speech are 
then integrated over time to reconstruct the signal into a coherent auditory stream (Kong and 
Carlyon, 2007, Li and Loizou, 2008, Brown and Bacon, 2009a, Chatterjee et al., 2010).  Finally, 
voicing, F0 contour and temporal envelope cues provided in the residual-hearing ear are thought 
to contribute to bimodal benefit by facilitating lexical segmentation, i.e., the listener’s ability to 
identify syllable/word boundaries in the ongoing speech stream (Spitzer, et al., 2009).   
Although previous studies have confirmed the benefits of residual low-frequency hearing 
in either simulated or actual bimodal hearing, relatively little is known about the top-down 
mechanisms that contribute to the bimodal benefits observed in these studies.  Kong et al. (under 
review) provided strong evidence that residual acoustic hearing can enhance the use of 
contextual information in continuous speech, implicating an interaction between low-frequency 
acoustic cues and top-down linguistic processing.  On the other hand, Baskent (2012) showed 
that bimodal hearing provided only weak benefits for restoring perceptual continuity in 
temporally interrupted sentences, suggesting that the top-down benefits of low-frequency 
residual-hearing may be weakened when the speech stream is interrupted.  Baskent employed a 
single set of Dutch sentences that were described as being relatively high in context; thus, it is 
not yet known whether contextual cues play a similar role in bimodal benefit for interrupted 
speech as they do for continuous speech.   
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    Although temporally interrupted speech is not common in the real world, it mimics the 
real world situation in which a temporally varying masker (e.g., a competing talker) causes a 
periodic loss of bottom-up information from the target speech stream and may also disrupt top-
down processes such as lexical segmentation.  Unlike the case with competing talkers, however, 
the listener is required to extract and integrate segments of speech information presented in quiet, 
rather than to process small glimpses of the target speech that include background noise and are 
distributed more broadly in the spectrotemporal domain.  For this reason, temporally interrupted 
speech represents a convenient paradigm for assessing listeners’ ability to fill-in the missing 
segments of speech in quiet by using top-down processing. 
As discussed earlier, the CUNY and IEEE sentence corpuses have been used to assess 
context effects in previous studies of bimodal hearing (Brown and Bacon 2009a; Kong et al., 
under review) and they are known to provide substantially different amounts of linguistic 
context.  Our preliminary study also confirmed that the performance for temporally interrupted 
(otherwise unprocessed) sentences was 19 percentage points higher for CUNY sentences than for 
IEEE sentences (p < 0.001), indicating that context effects would be evident for temporally 
interrupted speech.  For these reasons, CUNY and IEEE sentences were used to evaluate the 
potential effects of context on bimodal benefit in the present study.   
The present research seeks to better understand the factors that facilitate and/or limit 
bimodal benefit for temporally interrupted speech.  To this end, two experiments were 
completed.  Experiment 1 evaluated the role of sentence context on bimodal benefit for 
temporally interrupted sentences, using the same CUNY and IEEE sentence materials used by 
Kong et al. (under review).  The research questions to be addressed by this experiment were: 
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Question 1a:  Does acoustic low-frequency information enhance bimodal benefit for temporally 
interrupted speech by facilitating the use of contextual cues? 
 
Question 1b:  Are reduced context effects observed for low-frequency harmonic complexes, 
which retain voicing, F0 contour, and low-frequency temporal envelope cues, as 
compared to LP filtered speech? 
 
In order to answer these questions, simulated bimodal listeners were tested using 
temporally interrupted versions of the CUNY and IEEE sentences.  Speech recognition scores 
were measured in three listening conditions:  vocoder alone, vocoder combined with LP speech, 
and vocoder combined with LPHCs.  Performance differences were compared across the two 
level of contexts, for both equal channel conditions, and conditions that generated similar range 
of baseline (vocoder alone) performance.  
It was hypothesized that, similar to continuous speech, low-frequency acoustic cues 
would facilitate the use of contextual information in the interrupted sentences resulting in greater 
bimodal benefit for the higher context CUNY sentences than for the lower context IEEE 
sentences.  This context dependent benefit was expected to occur for both the LP speech and 
LPHC bimodal conditions because low-frequency cues that could facilitate top-down processing 
exist in both stimuli.  However, the context effect was expected to be greater for LP speech than 
for LPHCs due to the absence of some cues in the LPHC stimuli that are present in LP speech 
(i.e., temporal envelope cues that occur during voiceless speech segments and partial F1 cues 
that occur during voiced speech segments).  
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A previous study (Kong et al., under review) demonstrated that continuous LP speech, 
presented alone, produced a small but meaningful amount of speech intelligibility.  For this 
reason, LPHC stimuli were used in Experiment 2 to reduce the direct contributions of 
intelligibility from the low-pass ear, and increase the possibility of observing bimodal benefits 
due to top-down processing.  Kong and Carlyon (2007) confirmed that continuous LPHC stimuli 
alone did not produce speech intelligibility; therefore, it was expected that temporally interrupted 
LPHC stimuli would likewise produce zero intelligibility.   
To determine whether bimodal benefits for temporally interrupted speech could be 
enhanced by restoring continuity to the low-frequency ear only, or whether continuity is required 
in both ears, the role of low-frequency continuity on bimodal benefit was addressed in 
Experiment 2.  The research questions to be addressed by this experiment were: 
  
Question 2a:  Does providing continuous, as compared to interrupted, LP information in the 
residual-hearing ear improve bimodal benefit for interrupted speech? 
 
Question 2b:  To what extent does performance improve when continuity is restored in the 
vocoder ear by filling silent gaps with envelope-modulated noise? 
 
To answer Question 2a, simulated bimodal listeners were tested using temporally 
interrupted CUNY sentences in the vocoder ear, and using one of three stimuli in the simulated 
residual-hearing ear: 1) temporally interrupted LPHCs, 2) continuous LPHCs, or 3) temporally 
interrupted LPHCs in which the silent gaps were filled with speech-shaped noise.  It was 
hypothesized that the continuous LPHCs would improve bimodal benefit relative to interrupted 
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LPHCs or noise-filled LPHCs by providing voicing, F0 contour and/or temporal envelope cues 
that may enhance lexical segmentation.  Further, the noise-filled LPHC was expected to support 
greater bimodal benefit than the interrupted LPHC by providing continuous temporal envelope 
cues.  
To answer Question 2b, simulated bimodal listeners were tested with CUNY sentences, 
using continuous LPHCs in the simulated residual-hearing ear.  The vocoder ear received either 
1) temporally interrupted sentences, or 2) temporally interrupted sentences in which the silent 
gaps were filled with speech shaped, envelope-modulated noise to restore the continuity of the 
temporal envelope.  It was hypothesized that the noise-filled vocoder condition (wherein the LP 
ear receives continuous LPHC) would improve bimodal benefits by eliminating the disruption of 
temporal interruptions, providing continuous cues that facilitate lexical segmentation and/or 
restoring listener’s perception of stimulus continuity.  As described later, findings from 
Experiment 2 prompted the addition of a small supplemental study (Experiment 3) to clarify the 
interpretation of Experiment 2 results. 
Taken together, it was expected that findings from Experiment 1 and 2 would increase 
our understanding of the role of top-down processing and interactions between bottom-up and 
top-down processes in bimodal hearing.  Additionally, these experiments were 1) expected to 
identify conditions under which low-frequency acoustic cues may optimally enhance speech 
intelligibility for unilateral CI users, and 2) to inform clinical decision making processes with 
respect to second ear implantation by helping to determine what speech materials and stimulus 
conditions are best suited to evaluating bimodal benefit in unilateral CI users. 
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Chapter Three: 
Experiment 1:  The effect of context level on electric-acoustic stimulation benefit for 
interrupted speech 
 
3.1 Method 
3.1.1 Subjects 
Subjects were young adults, 18 to 30 years of age, who were native speakers of American 
English and who had NH bilaterally as characterized by pure tone thresholds of 20dB HL or less 
at octave frequencies between 250 and 8000 Hz.  Thirteen subjects were recruited from the 
student population at the University of South Florida in order to identify twelve subjects who 
met the baseline performance criterion described later in section 3.1.6.  They were compensated 
on an hourly basis for their participation and each subject underwent informed consent prior to 
participation.  All procedures were approved by the USF Institutional Review Board (Appendix 
B). 
 
3.1.2 Sentence materials 
Speech stimuli consisted of unprocessed and modified versions of the CUNY (Boothroyd 
et al., 1985) and IEEE (IEEE, 1969) sentences recorded by an adult female speaker of standard 
American English in a conversational speaking style.  These were the same sentences used by 
Kong et al. (under review) and described in their paper.  As reported by Kong et al., the talker 
maintained a consistent speaking rate (words/minute) and pitch excursion (Hz) across all 
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sentences in the CUNY and IEEE corpuses.  Sentences produced by a single talker were used in 
this study because some of the listening tasks were quite difficult and the use of multiple talkers 
would unnecessarily increase task difficulty. 
Example CUNY and IEEE sentence lists are shown in Appendix C.  The CUNY sentence 
corpus consists of 60 lists of high predictability sentences.  Each list includes 12 sentences which 
together cover the following 12 topics: food, family, work, clothes, homes, animals, sports and 
hobbies, weather, health, seasons and holidays, money, and music.  Sentence length varies from 
3 to 14 words and includes 4 statements, 4 questions, and 4 commands per list.  There are 2 to 9 
key words per sentence.  The IEEE sentence corpus consists of 72 lists of phonetically balanced, 
low predictability sentences.  Each list includes 10 sentences with five key words.  
Both CUNY and IEEE sentences were scored in terms of the percentage of key words 
identified correctly by the listener. 
 
3.1.3 Sentence processing 
Each of the recorded CUNY and IEEE sentences were scaled to have the same root-
mean-square (RMS) amplitude.  These RMS-equated versions of the originally recorded 
sentences are referred to here as “unprocessed” sentences.  Three additional types of stimuli were 
produced by modifying the unprocessed CUNY and IEEE sentences as described in the 
following sections.  All sentence processing was performed using custom scripts written for 
MATLAB R2012b (MathWorks, Inc., 1984, Natick, MS), except where otherwise noted. 
 
3.1.3.1 Gated vocoded (gV) stimuli.   
5-Hz gating.  The unprocessed sentences were first square-wave gated with silence at a 
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rate of 5 Hz (50% duty cycle i.e., 100 ms segments of speech alternating with 100 ms segments 
of silence) with 5-ms raised cosine ramps applied to the onsets and offsets of each speech 
segment.  This produced temporally interrupted sentences similar to those used in Chatterjee et 
al. (2010).  Sentences always began with a full segment (100 ms) of speech.   
The gated sentences were then processed through a noise band vocoder (NBV) to 
simulate the signal processing that occurs in CI systems (Dudley, 1939; Shannon et al., 1995).  
Speech was band-limited to a frequency range of 80-8800 Hz and filtered using a high-frequency 
Butterworth pre-emphasis filter.  The pre-emphasized broadband speech was then band-pass 
filtered through a series of third order elliptical filters into the desired number of logarithmically 
spaced frequency bands.  The amplitude envelope in each band was extracted using the Hilbert 
transform, and the envelope was used to modulate a white noise stimulus.  The modulated white 
noise for each frequency band was then band-pass filtered using the same filter parameters used 
in the analysis stage of processing.  Next, the envelope-modulated noise bands for all frequency 
bands were re-combined to produce a noise band vocoded stimulus with the same frequency 
range as the original stimulus.  Finally, the RMS intensity of the vocoded sentence was scaled to 
match the intensity of the original (unprocessed), gated sentence.   
CUNY sentences were processed into 8, 12 and 16 vocoder channels while IEEE 
sentences were processed into 12, 16 and 32 vocoder channels.  These particular channel 
conditions were selected on the basis of pilot data with three goals in mind:  1) to limit floor 
effects in the vocoder-alone listening conditions and to limit ceiling effects in the bimodal 
listening conditions, 2) to allow for comparison of bimodal benefit for the CUNY and IEEE 
sentences over similar ranges of vocoder alone (baseline) performance, and 3) to insure that two 
vocoder-channel conditions (i.e., 12-and 16-channels) were used for both the CUNY and IEEE 
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sentences so that the effects of sentence context could be evaluated for equal numbers of 
channels (i.e., equal amounts of spectral information) as well as for similar ranges of baseline 
performance.   
3.1.3.2 Gated low-pass speech (gLPsp) stimuli.  The unprocessed sentences were gated 
at a rate of 5 Hz (50% duty cycle), as described for the gated vocoded stimuli.  The gated 
sentences were then LP filtered at 500 Hz using Butterworth filters with a rolloff slope of 60 
dB/octave to simulate residual low-frequency hearing.  The non-silent segments of these 
sentences included F0 contour, temporal envelope, and voicing cues in low-frequency regions, as 
well as other phonetic cues such as F1 cues and consonant nasality.   
3.1.3.3 Gated low-pass harmonic complex (gLPHC) stimuli.  Harmonic complexes 
(HCs) representing the pitch of voiced speech segments were extracted from the unprocessed 
sentences using the Praat speech analysis software (Boersma and Weenink, 2009).  Pitch 
extraction was based on the autocorrelation method (Boersma 1993).  With this method, the 
analysis window was 40 ms long and included four overlapping temporal samples.  The floor and 
ceiling frequencies for pitch extraction were set to 75 Hz and 600 Hz, respectively.  The HCs 
extracted in this way had flat amplitude envelopes but preserved the F0 frequency contours.  
Next, the HCs were LP filtered at 500 Hz (60 dB/octave, generally preserving the first three 
harmonics) and amplitude modulated with the envelope of the corresponding continuous LP 
sentences.  The resulting amplitude and frequency modulated LPHCs were then gated (5 Hz, 
50% duty cycle) as described for the vocoded and LP speech stimuli.  The non-silent segments of 
the resulting, gated LPHC stimuli preserved the voicing and F0 contour cues, as well as the low-
frequency temporal envelope, of the voiced speech segments.  
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3.1.4 Stimulus presentation  
MATLAB scripts were used to control stimulus presentation and to provide visual 
feedback to subjects during training trials.  Stimuli were played from a personal computer 
through a Lynx L22 sound card (Lynx Studio Technology, Inc., Costa Mesa, CA), attenuated 
with a Tucker Davis PA-5 attenuator (Tucker Davis Technology, Alachua, FL) and routed to 
Sennheiser HD 600 headphones (Sennheiser electric GmbH & CO.KG, 1945, Germany).  On test 
trials, subjects’ verbal responses were captured by a MXL Pro Con AC 404 USB room 
microphone (Marshall Electronics, El Segundo, CA) and stored as digital files (Cool Edit Pro 
2.0, Syntrillium Software Corporation, Phoenix, AZ) for later scoring (Figure 2).  
 
 
Figure 2. A schematic diagram of stimulus presentation 
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Half of the subjects listened to vocoder stimuli with the left ear and the other half listened 
to vocoder stimuli with the right ear.  Low-frequency stimuli (LP speech or LPHCs) were 
presented to the opposite ear in the bimodal listening conditions.  
Vocoded sentences were presented at 70 dB SPL.  LP speech and LPHC stimuli were 
presented at 75 and 80 dB SPL, respectively.  In pilot testing, these levels were found to be 
comfortably loud, and to produce approximately balanced loudness across ears for the bimodal 
listening conditions. 
 
3.1.5 Sentence recognition procedures 
During sentence recognition testing, the subject was seated in front of a computer 
monitor and keyboard inside a double-walled sound booth.  On training trials, each sentence was 
presented once and the subject pressed a key to view the correct sentence displayed in written 
form on the computer monitor.  On test trials, each sentence was presented once and the subject 
responded verbally, without correct-answer feedback.  Subjects were instructed to repeat as 
many words as possible from each sentence, and were strongly encouraged to guess the missing 
parts of sentences.  They were given as much time as desired to respond and were given short 
breaks as needed to help ensure that they maintained a high level of concentration and attention 
to the task.  A mandatory break of at least 5 minutes duration was imposed approximately every 
30 minutes.   
Subjects’ recorded responses were scored in terms of the percentage of key words 
correctly identified, using scoring sheets developed for this purpose.  Because interrupted 
sentences did not provide full phonemic information and listeners occasionally responded with 
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the correct stem word, but used the wrong word ending, errors related to plurality, verb tense, or 
adjective suffix (-s, -ed, d, ing, or -y) were disregarded so long as the word stem was correct.   
Responses were scored independently by the author of this dissertation (a non-native 
English speaker) and by a second, native English speaker.  Differences in scores between two 
scorers were always less than 2 percentage points for a given sentence list.  Nonetheless, a third 
scorer, who was a native English speaker, acted as a tie-breaker for any sentences where scoring 
differed between the first two scorers.   
 
3.1.6 Experimental design 
3.1.6.1 Overview.  A repeated measures design was used in which all subjects were 
tested in all stimulus conditions.  Three listening conditions were tested (gV, gV+gLPsp and 
gV+gLPHC) for each of two sentence types (CUNY, IEEE) and 3 vocoder channel conditions (8-
, 12- and 16-channels for CUNY; 12-, 16- and 32-channels for IEEE), leading to a total of 18 
stimulus conditions.   
Kong and Carlyon (2007) previously reported that continuous LPHCs, when presented 
alone, produce zero intelligibility; therefore, it was assumed that our gated LPHCs, presented 
alone, would provide zero intelligibility.   
During pilot testing, it was determined that gated LP speech (gLPsp) presented alone, 
also produced near-zero sentence intelligibility, for both the CUNY and IEEE sentences.  Thus, 
to avoid the need for additional or longer test sessions, this condition was excluded from testing. 
The plan for training and testing (described below) was designed after completing a 
series of small pilot studies that evaluated several possible training and testing paradigms.  It was 
designed to provide adequate training and testing to ensure that stable estimates of performance 
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were obtained for the 9 test conditions (3 listening condition x 3 vocoder channel conditions) per 
sentence type while requiring a reasonable amount of test time per subject (10-12 hours across 7 
test sessions).  In addition, it avoided the need to use any sentence list more than once.   
Study procedures were completed over seven testing sessions (Figure 3), with each 
session lasting 1.5 - 2 hours.  During session 1, the subject completed initial administrative  
 
    
Session 1  Sessions 2-7 
 
 
Administrative procedures  Sentence recognition testing  
Informed consent, hearing screening    
   Block 1 
Training and baseline testing   Practice: 3 lists (with feedback) 
  Testing: 6 lists - single sentence type 
Familiarization  (CUNY or IEEE) and single listening  
2 lists of CUNY and IEEE   condition with all 3 channel conditions 
  ( 2 lists per channel) 
Training   
6 lists of CUNY and 6 lists of IEEE for   - break - 
gV, gV+gLPsp, and gV+gLPHC 
conditions   Block 2 
   Practice: 3 lists (with feedback) 
- break -  Testing: 6 lists of single sentence type 
  (CUNY or IEEE) and single listening 
Baseline testing   condition with 3 channels  
 CUNY_12ch 3 lists / above 25%  ( 2 lists per channel) 
IEEE_16ch 3 lists / above 15%   
    
  
Figure 3. Summary of activities completed during each of seven test sessions in Experiment 1. 
 
procedures (informed consent, hearing history form) and underwent hearing screening to confirm 
normal hearing thresholds bilaterally (i.e., thresholds ≤ 20 dB HL at octave frequencies between 
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250 Hz and 8 kHz).  Thereafter, the subject completed an initial period of familiarization and 
training for the sentence recognition tasks followed by baseline testing to determine whether he 
or she met the performance criteria required to continue to the main study.  If the performance 
criteria were met, the subject was scheduled for sessions 2-7, which were devoted to the sentence 
recognition testing for all 9 test conditions.  All sessions were completed within a four week time 
period.  Details of the procedures used for familiarization, training and testing are provided in the 
following sections. 
3.1.6.2 Familiarization and training.  The familiarization and training tasks to be 
accomplished in Session 1 began with a familiarization phase in which  the experimenter played 
one list each of  CUNY and IEEE sentences to the subject, beginning with unprocessed 
sentences, and proceeding to gated-only, vocoded-only (12-channel CUNY and 16-channel 
IEEE) and, finally, gated-vocoded versions of the same sentences.  In pilot testing, this 
progressive familiarization approach was found to help subjects acclimate to the difficult 
listening task of identifying sentences that were both gated and vocoded.  
Following familiarization, the training phase began, during which the subject completed 
12 lists of sentences with correct-answer feedback.  These consisted of 6 lists each of 12-channel 
CUNY and 16-channel IEEE sentences, divided between the gV (2 lists), gV+gLPsp (2 lists), and 
gV+gLPHC (2 lists) listening conditions.  After each sentence was presented, the subject had the 
opportunity to practice repeating the sentence verbally before pressing a key to receive correct-
answer feedback in the form of the written sentence displayed on the computer monitor.  
Finally, after the training phase was completed, baseline testing was performed to 
determine whether the subject met the minimum performance criteria needed to qualify for 
participation in the main study.  Testing included 3 lists each of CUNY and IEEE sentences in 
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the vocoder alone listening condition (gV stimuli) without feedback.  The subject was required 
achieve mean scores of 25% correct for the 12-channel CUNY sentences and 15% correct for the 
16-channel IEEE sentences in order to qualify for further testing.  As indicated earlier, twelve of 
thirteen potential participants met the minimum performance criteria and were tested in the main 
study.   
3.1.6.3 Testing.  During formal testing (sessions 2-7), sentence stimuli were presented in 
blocks of 9 lists of sentences, where each block was devoted to a single sentence type (CUNY or 
IEEE) and listening condition (gV, gV+gLPsp, or gV+gLPHC), but included all three vocoder 
channel conditions (8-, 12- and 16-channels for CUNY, or 12-, 16- and 32-channels for IEEE).  
The first three lists in each block were practice lists which included correct-answer feedback 
with 1 list per channel condition; the remaining 6 lists were actual test lists (2 lists per channel 
condition, with random ordering of channel conditions).  
Each test session included one block of CUNY sentences and one block of IEEE 
sentences.  The order of listening and channel conditions was assigned randomly (without 
replacement) across blocks, and sentence lists were assigned randomly (without replacement) to 
the listening and channel conditions.  Half of the subjects always completed CUNY sentences 
first in each test session, followed by IEEE sentences; the other half always completed IEEE 
sentences first followed by CUNY sentences.  
Due to the limited number of CUNY sentence lists, 8 CUNY lists from the first 8 testing 
lists with 8-and 12-channels were used twice for the last 8 practice lists; however, only novel 
lists were used during actual testing.  None of the IEEE lists were repeated during training, 
practice or actual testing. 
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3.2 Results 
3.2.1 Mean performance across sentence, channel, and listening conditions 
Figure 4 shows mean word recognition scores obtained from the 12 NH listeners across sentence, 
channel, and listening conditions.  Overall, mean scores varied from 29 to 76% correct across 
conditions.  The individual listeners’ scores for each condition are shown in Appendix D.  
 
 
Figure 4. Mean percent correct word recognition scores across 6 stimulus conditions and 3                        
listening conditions for 12 subjects.  Error bars indicate ± 1 standard error of the mean.  
 
Of the 216 scores measured (12 listeners x 18 conditions), the lowest score was 18% and the 
highest score was 87.8% , and only four scores were greater than 85% correct.  Thus, it is 
unlikely that the results depicted in Figure 4 were influenced by either floor or ceiling effects. 
 In the sections that follow, percent correct scores (Figure 4) were transformed to 
rationalized arcsine units (RAUs) prior to statistical analysis, whereas gain scores (Figures 5-11) 
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were analyzed without RAU transformation.  All data distributions were screened for normality 
and homogeneity of variance; if either of these assumptions were violated, then a more 
conservative statistical test was used, as noted. 
As anticipated, performance for CUNY sentences was higher than performance for IEEE 
sentences for the same channel and listening conditions.  To assess the overall effect of sentence 
type, separate 2-way repeated measures of analysis of variances (RM ANOVAs) were performed 
for the 12- and 16-channel data, respectively, with sentence type and listening condition as the 
within-subject factors.  The main effect of sentence type was significant for both the 12-channel 
(F [1,11] = 417.53, p < 0.001) and 16-channel (F [1,11] = 354.08, p < 0.001) comparisons.  
Collapsed across the three listening conditions, the mean percent correct scores for CUNY and 
IEEE sentences were 59.7 and 32%, respectively, for the 12-channel condition and 69.9 and 
42.6%, respectively, for the 16-channel condition. 
As anticipated, performance improved systematically as the number of vocoder channels 
increased within each sentence type.  The Shapiro-Wilk’s test showed that percent correct scores 
for the CUNY 8-channel condition were not normally distributed (p > 0.05); thus, the 
nonparametric Friedman’s test was applied to assess the overall effect of spectral degradation 
(i.e., number of channels) separately for each listening condition.  Friedman’s test showed 
significant performance differences across channels for both CUNY and IEEE (p < 0.001).  
Wilcoxon Signed Ranks comparisons indicated that performance improved with each increase in 
the number of channels, for both sentence types (p < 0.01).   
It is also evident from the data in Figure 4 that performance varied systematically with 
listening condition across the six combinations of sentence type and number of channels.  The 
gV+gLPsp condition produced the highest mean scores, the gV condition produced the lowest 
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mean scores, and the gV+gLPHC condition produced intermediate mean scores that were only 
slightly higher than the gV scores.  This pattern of results was confirmed by a significant main 
effect of listening condition in the RM ANOVAs described above, for both the 12-channel and 
16-channel data (12 channel: F [2,22] = 9.728, p = 0.001; 16-channel:  F [2,22] = 11.43, p < 
0.001).  Pairwise comparisons further indicated that, for both the 12-channel and 16-channel 
data, scores for the gV+gLPsp condition were significantly higher than those for the gV 
condition (p = 0.001) but that scores for the gV and gV+gLPHC conditions were not significantly 
different (p > 0.05).  In other words, analyses of the 12- and 16-channel data indicated that there 
was a significant bimodal benefit for gated LP speech, but no bimodal benefit for gated LPHCs.  
Although we did not test gated LP speech alone in the current experiment, a preliminary 
study showed that this condition produced near zero intelligibility (mean scores < 0.1 percent 
correct) for both CUNY and IEEE sentences.  This effectively rules out the possibility that 
bimodal benefits observed in the gV+gLPsp condition were due to an additive effect (i.e., 
intelligibility due to the LP ear being added directly to intelligibility scores due to the vocoder 
ear) and suggests that bimodal benefit was attributable to factors related to integration of stimuli 
between ears and/or top-down processing.  
As indicated above, post-hoc comparisons for the ANOVAs performed on the 12- and 
16-channel data showed no bimodal benefit for gated LPHCs.  To determine whether a benefit of 
LPHCs could be observed for any of the individual channel conditions for either IEEE or CUNY 
sentences, percent correct scores for the gV+gLPHC condition were compared to scores for the 
gV condition separately for each channel and sentence condition (i.e., CUNY 8-, 12- and 16 
channels; and IEEE 12-, 16- and 32-channels).  The Shapiro-Wilk’s test showed that percent 
correct scores were not normally distributed (p > 0.05) for any of the six comparisons; therefore, 
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the Wilcoxon Signed Ranks test was used.  Results indicated that scores for the gV+gLPHC 
condition were not significantly different than scores for the gV condition for any of the six 
comparisons (p > 0.1) 
Because the gated LPHC stimuli failed to produce a significant bimodal benefit in this 
experiment, only the bimodal benefit for LP speech was considered in the remaining analyses.  
The finding that no bimodal benefit was produced when gated LPHC stimuli were presented to 
the second ear will be addressed in the Discussion section of this chapter and by Experiment 2. 
 
3.2.2 Bimodal benefit  
Figure 5 shows the bimodal benefit, expressed as percentage point gain (defined 
previously in Section.2.5.3.1), achieved with LP speech for each combination of vocoder  
 
 
Figure 5. Mean percentage point gains of 6 stimulus conditions as a function of baseline 
performance for 12 subjects.  Error bars indicate ± 1 standard error of the mean. 
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channels and sentence type.  All scores are plotted as a function of performance in the baseline 
(gV) condition, with individual conditions labeled next to each data point.  For IEEE sentences, 
mean percentage point gain was essentially constant (8-9 points) regardless of baseline 
performance (i.e., channel condition).  For CUNY sentences, mean percentage-point gain was 
similar for the 8- and 12-channel conditions (approximately 16 points), but decreased for the 16-
channel condition.  Overall, these data suggest that percentage point gains are approximately 
constant (for a given sentence type) over a range of baseline performance from approximately 30 
to 60%, but are reduced at higher levels of baseline performance.  Over that range of constant 
performance, it appears that CUNY sentences produce approximately 8 percentage points more 
gain (bimodal benefit) than IEEE sentences. 
Figure 6 shows data corresponding to that in Figure 5, but with bimodal benefit expressed 
as normalized gain (Section.2.5.3.1).  As in Figure 5, scores are plotted as a function of  
 
 
Figure 6. Mean normalized gains of 6 stimulus conditions as a function of baseline performance 
for 12 subjects.  Error bars indicate ± 1 standard error of the mean. 
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performance in the baseline (gV) condition, with individual conditions labeled next to each data 
point.  For IEEE sentences, mean normalized gain increased from 12 to 18% for the 12-, 16-, and 
32-channel conditions.  For CUNY sentences, mean normalized gain increased from 25 to 32% 
for the 8-, 12-, and 16-channel conditions.  Overall, these data suggest that normalized gain 
increases at a similar rate for CUNY and IEEE sentences as baseline scores increase from about 
30 to 55%.  Over this range of performance, it appears that CUNY sentences produce 
approximately 14 points more normalized gain than IEEE sentences. 
 
3.2.3 Effect of sentence type on bimodal benefit for low-pass speech   
The key question to be answered by this experiment was whether sentences with high 
linguistic context (i.e., CUNY sentences) support larger amounts of bimodal benefit than 
sentences with low linguistic context (i.e., IEEE sentences).  This question was addressed using 
both matched-channel comparisons and analyses of individual subjects’ gain scores that 
compensated for variations in baseline performance.  Matched-channel comparisons provide the 
more realistic account of real CI users (who have constant spectral resolution regardless of 
speech material) but are limited by differences in baseline performance across sentence 
materials.  In contrast, individual gain comparisons can potentially provide the strongest 
evidence of context effects in EAS benefit when compensation is made for differences in 
baseline performance.  
3.2.3.1 Matched-channel comparisons.  Separate matched-channel comparisons were 
completed for the 12-channel data and the 16-channel data.  In each case, we wished to 
determine whether the bimodal benefit achieved in the gV+gLPsp condition was larger for 
CUNY sentences than for IEEE sentences.   
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12-channel comparison.  A two-way RM ANOVA was performed with sentence type and 
listening condition as the within-subject factors.  The main effect of sentence type (F [1,11] = 
229.62, p < 0.001) and the main effect of listening condition (F [1,11] = 28.95, p < 0.001) were 
both significant.  The interaction between sentence type and listening condition approached, but 
did not reach, significance (F [1,11] = 3.58, p = 0.085) reflecting a trend for CUNY sentences to 
provide more bimodal benefit than IEEE sentences.    
16-channel comparison.  Similar to the 12-channel condition, a two-way RM ANOVA 
revealed significant main effects of sentence type (F [1,11] = 213.62, p < 0.001) and listening 
condition (F [1,11] = 28.03, p < 0.001).  The interaction between sentence type and listening 
condition failed to reach significance (F [1,11] = 1.48, p = 0.25), indicating no difference in the 
amount of bimodal benefit provided by CUNY and IEEE sentences.  
Figure 7 shows the gV+gLPsp data from Figure 4 for the 12-channel and 16-channel  
 
 
Figure 7. Comparison of bimodal benefit in the gV+gLPsp listening condition for CUNY and 
IEEE sentences, for the 12- and 16-channel conditions.  Benefit is shown as percentage point 
gain (left) and normalized gain (right). 
0
10
20
30
40
50
60
12ch 16 ch 12 ch 16 ch
g
ai
n
CUNY
IEEE
% point gain normalized gain (%)
p=0.023* p=0.008*
p=0.084
57 
 
conditions, replotted in terms of bimodal benefit and expressed as percentage point gain and 
normalized gain.  The Shapiro-Wilk’s test (p > 0.05) indicated that individual subjects’ data for 
percentage point and normalized gain for IEEE 12-channel sentences were not normally 
distributed; thus, the Wilcoxon Signed Ranks test was performed in lieu of paired t-tests for 
comparisons involving these data.    
Mean percentage point gains ranged from 8 to 15 points regardless of sentence type or 
channel condition.  Gains were slightly larger for CUNY sentences than for IEEE sentences for 
both the 12-channel and 16-channel conditions.  The differences of gains between CUNY and 
IEEE sentence did not reach significance for either the 12-channel comparison (Wilcoxon Signed 
Ranks, p = 0.084) or the 16-channel comparison (paired t-test, p = 0.428).   
When expressed in terms of normalized gain, average bimodal benefit ranged from 12 to 
32%.  The average gain was significantly greater for CUNY sentences as compared to IEEE 
sentences for both the 12-channel comparison (Wilcoxon Signed Ranks, p = 0.023) and the 16-
channel comparison (paired t-test, p = 0.008). 
In summary, the matched channel comparisons provided some evidence that CUNY 
sentences produced larger bimodal benefits than IEEE sentences, whether bimodal benefit was 
expressed as percentage point gain or normalized gain.  Normalized gains showed significantly 
larger bimodal benefits for CUNY sentences than for IEEE sentences and percentage point gains 
suggested a similar (but non-significant) trend for the 12-channel data. 
3.2.3.2 Individual gain comparisons as a function of baseline (gV) performance.  
Individual subjects’ bimodal benefit, expressed as percentage point gains or normalized gains, 
were also considered as a function of baseline performance to determine whether context effects 
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were apparent over a broad range of vocoder-alone performance.  The data for all three channel 
conditions for each sentence type were transformed to z-scores to minimize the subject factor. 
Figure 8 shows the bimodal benefit achieved with LP speech (gV+gLPsp condition) 
expressed as percentage point gain.  Individual subjects’ gains for IEEE and CUNY sentences 
are plotted as a function of performance in the baseline (gV) condition,  regardless of the channel 
condition in which they were obtained.  For IEEE sentences, percentage point gain varied from -
7.5 to 29.5 points over the range of baseline performance (18-65%).  For CUNY sentences, 
percentage point gains varied between -5.2 and 32 points over a similar range of baseline 
performance (27.4-77%). 
 
 
 
 
Figure 8. Individual subjects’ percentage point gain scores as a function of baseline                  
performance for CUNY and IEEE sentences without limiting baseline.     
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Pearson correlations were performed to determine whether it was valid to compare gain 
measures across sentence types using an independent t-test.  Because the percentage point gains 
for CUNY were significantly associated with baseline performance (p < 0.01) in Pearson 
correlations, it was necessary to restrict the range of baseline performance (25–63%) as shown in 
Figure 9, to eliminate this relationship and to create similar range of baseline performance across 
sentence type.  Over the more limited range of baseline performance, an independent t-test 
revealed that CUNY sentences produced 7 percentage points more gain than IEEE sentences, on 
average, and that this difference was significant (p < 0.01).  
 
  
Figure 9. Individual subjects’ percentage point gain scores as a function of limited baseline                  
performance (25-63%) for CUNY and IEEE sentences.     
 
 Figure 10 represents the same data shown in Figure 8, but with bimodal benefit expressed 
as normalized gain.  For IEEE sentences, normalized gain varied from -12.7 to 42.4% over the 
full range of baseline performance (18-65%), while for CUNY sentences, normalized gain varied 
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from -15.2 to 66.2% over a slightly higher range (27.4-77%).  Expressing bimodal benefit as 
normalized gain had the advantage of eliminating the correlation between baseline performance 
and bimodal benefit.  Specifically, there was no significant relationship between normalized gain 
and baseline performance for either CUNY sentences or IEEE sentences (p > 0.1) in Pearson 
correlations; therefore, the individual normalized gains for CUNY and IEEE sentences could be 
compared with an independent t-test.  On average, normalized gains were 15 points greater for 
CUNY sentences than for IEEE sentences and this difference was significant (p < 0.001).   
 
 
Figure 10. Individual subjects’ normalized gain scores as a function of baseline performance for 
CUNY and IEEE sentences without limiting baseline.   
 
The independent t-test was also performed after restricting baseline performance to the 
same range (25-63%) that was used for the analysis of percentage point gain data (Fig. 9).  The 
restricted data are shown in Figure 11.  The revised independent t-test yielded a similar finding 
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as the original test, showing that normalized gains were 14.2 points greater for CUNY sentences 
than for IEEE sentences, on average, and that this difference was significant (p < 0.001).  
  
 
Figure 11. Individual subjects’ normalized gain scores as a function of baseline performance (25-
63%) for CUNY and IEEE sentences. 
 
To summarize the findings for Experiment 1, for the  matched-channel comparisons, 
CUNY sentences showed significantly higher normalized gains than IEEE sentences for both the 
12-channel (20 points higher) and 16-channel (18 points higher) conditions.  For the individual 
subject comparisons that used a similar range of baseline performance, CUNY sentences showed 
an advantage over IEEE sentences of 7 percentage points, or 15 points in normalized gain.     
Overall, these findings support our hypothesis that low-frequency information facilitates 
listeners’ use of top-down processing to understand sentences in temporally interrupted speech 
by demonstrating greater bimodal benefit for the higher-context CUNY sentences than for the 
lower-context IEEE sentences.   
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3.3 Discussion 
3.3.1 Bimodal benefits in temporally interrupted speech 
One previous study, by Baskent and Chatterjee (2010), examined bimodal benefit for 
temporally interrupted speech, using high context Dutch sentences and testing NH listeners.  The 
authors used a 1.5 Hz interruption rate (50% duty cycle) and four conditions of noise-band 
vocoding (4-, 8-, 16-, and 32-channels) to simulate electrical stimulation through a CI.  For the 
bimodal listening condition, 500 Hz LP speech sentences were combined with vocoded 
sentences, in the same ear, to simulate hybrid stimulation.  Results demonstrated significant 
performance differences between the simulated CI and hybrid conditions.  The simulated CI-
alone condition yielded scores ranging from 5% (4-channel) to 56% (32-channel) correct, while 
the hybrid listening condition produced scores ranging from 25% (4-channel) to 68% (32-
channel) correct.  On average, the hybrid stimulation benefit was about 14 percentage points 
across the 4- to 32-channel conditions.  
A comparison of the 8-channel and 16-channel results from Baskent and Chatterjee’s 
(2010) study with the 8- and 16-channel CUNY data from the present study shows that similar 
baseline (gV) performance and bimodal benefits were achieved in the two studies.  For the 
vocoder-alone condition, Baskent and Chatterjee reported average scores of 30% (8-channel) and 
50% (16-channel) correct; in the present study, we observed average scores of 34% (8-channel) 
and 65% (16-channel) correct.  Average bimodal gains were also similar for a given channel 
condition in both studies at about 17 percentage points for the 8-channel condition and 10 
percentage points for the 16-channel condition.  Baseline performance was slightly higher in our 
study, but this can potentially be explained by differences in temporal interruption rates and/or 
test materials across studies.  The slower interruption rate used by Baskent and Chatterjee (1.5 
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Hz) preserves (and removes) whole syllables or words, while the faster rates used in our study (5 
Hz) preserves and removes smaller segments of the speech stream.  In addition, although the 
Dutch sentences used by Baskent and Chatterjee were described as being high in context, there 
could be differences in the amount of context available in their sentences as compared to the 
CUNY sentences used in the present study.  Overall, however, the two studies produced similar 
amounts of bimodal benefit for high context sentences, despite differences in temporal 
interruption rate and bimodal configurations.  
  
3.3.2 Effects of context on bimodal benefit in interrupted speech 
The effect of context on bimodal benefit has been systematically studied in only one 
previous study (Kong et al., under review) although preliminary evidence of context effects was 
described in an earlier study by Brown and Bacon (2009a).  Both of these studies made use of 
continuous CUNY (high context) and IEEE (low context) sentences, and tested NH (simulated 
CI) listeners.  Brown and Bacon (2009a) used four-channel noise band vocoding to simulate the 
CI ear, while Kong et al. (under review) tested with five different vocoded conditions (2-, 3-, 4-, 
5-, and 6-channels).  As noted previously, Kong et al. used the same recordings of IEEE and 
CUNY sentences used in the present study; thus, it is possible to directly compare findings for 
continuous and interrupted conditions across the two studies.  
Kong et al. reported that high context (CUNY) sentences produce significantly greater 
bimodal benefit than low context (IEEE) sentences for continuous speech; differences 
attributable to context were approximately 18 percentage points or 30 points of normalized gain.  
The present study showed smaller context effects over a similar range of baseline performance 
(30 to 60% correct) for temporally interrupted speech.  Specifically, the context effect in the 
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present study was 7 percentage points, or 14 points in normalized gain, which is less than half 
the size of the context effect reported by Kong et al.  If bimodal gains for CUNY and IEEE 
sentences are compared separately for continuous versus interrupted sentences, it is evident that 
bimodal benefit is greater for continuous sentences than for interrupted sentences regardless of 
the context level of the sentences.  Specifically, for IEEE sentences, bimodal benefit was 20 
percentage points or 37% normalized gain for continuous sentences and 8 percentage points or 
15% normalized gain for interrupted sentences.  For CUNY sentences, bimodal benefit was 39 
percentage points or 68% normalized gain for continuous sentences and 15 percentage points or 
29% normalized gain for interrupted sentences.   
It is important to note that Kong et al.’s findings for continuous speech were achieved by 
using speech that was severely spectrally degraded (2- to 6-channels of noise-band vocoding) 
while the present study applied more moderate amounts of spectral degradation (8- to 16-
channels for CUNY; 12- to 32-channels for IEEE) to sentences that were temporally interrupted 
at a rate of 5 Hz.  In other words, the two studies used different combinations of spectral and 
temporal degradation to achieve similar ranges of performance in the vocoder alone (baseline) 
condition.  It appears that the two types of sensory (bottom-up) disruptions interact differently 
with top-down linguistic processing to produce larger context effects for continuous sentences 
that are severely spectrally degraded than for temporally interrupted sentences that have 
undergone more moderate amounts of spectral degradation.  In this regard, it is possible that top-
down linguistic processing is less able to compensate for reduced sensory information when 
portions of the speech signal are completely missing (during silent gaps) than when the speech 
signal is continuously present, but with poorer spectral resolution. 
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As anticipated by our hypotheses, the present study demonstrated evidence of interactions 
between bottom-up and top-down processes for bimodal perception of temporally interrupted 
speech. When speech is temporally interrupted, bottom-up speech cues are substantially reduced, 
increasing the listener’s need to apply top-down processing to fill-in the missing information.  
However, top-down repair mechanisms can only be effective when at least some bottom-up cues 
are available to provide the scaffolding to which the top-down repair process can be applied.  
The present data suggest that the addition of low-frequency acoustic cues in the residual-hearing 
ear facilitates the top-down repair process, either by augmenting the amount of sensory (bottom-
up) cues available to the listener, or by facilitating the listener’s use of top-down repair.  The fact 
that bimodal benefit occurred even though word recognition was absent (near 0%) for LP speech 
presented alone suggests a minimal contribution of phonetic cues in LP speech for temporally 
interrupted speech.  It seems likely that the LP cues served to facilitate the listener’s extraction of 
sensory cues from the vocoder ear which, in turn, increased the effectiveness of top-down 
linguistic processing. This interpretation of the findings is also supported by context effects 
observed in our data.   
Compared to the Kong et al. (under review) study that demonstrated significant (5–15 
percentage point) bimodal gains for both CUNY and IEEE sentences in continuous conditions, 
our study showed no bimodal benefits when temporally interrupted LPHCs were presented to the 
LP ear.  This suggests that the low-frequency cues contained in LPHCs are less useful when 
degraded by silent gaps.  In contrast, some bimodal benefits were preserved in the present study 
when temporally interrupted LP speech was presented to the residual-hearing ear; this suggests 
that at least some of the cues present in LP speech are at least partially resistant to the effects of 
temporal interruption.   
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3.3.3 Context effects for real cochlear implant users 
The present study tested NH listeners in simulated listening conditions; thus, it is 
important to consider whether the findings observed here would also apply to real CI users who 
have residual acoustic hearing in the contralateral ear.  Two general factors could contribute to 
different outcomes among real CI users as compared to our simulated listeners.  First, the degree 
of low-frequency audibility can affect bimodal benefit.  In the present study, all subjects received 
an equal range of low-frequency audibility in the simulated residual ear (i.e., 500 Hz LP filtered 
speech).  However, real CI users have varying degrees of residual-hearing available, typically 
aided by amplification.  Extended hearing in the LP ear may enhance accessibility to spectral 
cues (i.e., F1), whereas more restricted low-frequency audibility, or reduced tuning (Spahr et al., 
2008), may reduce accessibility to such cues.  Second, CI users may have a reduced ability to 
integrate speech cues across ears in the bimodal listening condition as compared to simulated NH 
listeners; such reduced integration ability has been speculated to underlie reduced bimodal 
benefit observed for some real CI users in previous studies (Kong and Braida, 2011; Yang and 
Zeng, 2013), possibly related to reduced audibility in the residual-hearing ear (Yang and Zeng, 
2013). 
 
3.3.4 Clinical application  
Currently, clinical decision making for the second device of cochlear implant users (i.e., 
hearing aid versus second CI) does not make use of systematic assessment procedures.  
Evaluation may rely on phoneme or word recognition scores, or on conventional sentence 
materials without specific regard to the role of linguistic context on bimodal benefit.  Both Kong 
et al. (under review) and the present study indicate that bimodal benefits are greater for high 
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context, as compared to low context, sentences.  These findings suggest that bimodal benefit 
should be evaluated either using high context materials alone, to optimize the possibility of 
observing bimodal benefit, or using both high and low context materials, to estimate the range of 
bimodal benefit achievable by a given CI user under various listening conditions that provide 
more, or less, contextual information. 
Several factors should be considered in evaluating bimodal benefit for clinical purposes.  
First, sentence materials should be selected to avoid floor and ceiling effects for both the CI-
alone and bimodal listening conditions.  This may require the use of higher context materials for 
poorer performing listeners and lower context materials for better performing listeners.  For 
better performing listeners, bimodal benefit can also be tested in the presence of background 
babble to decrease baseline performance level and to simulate noisy conditions that occur in 
everyday listening.  Previous studies have demonstrated robust bimodal benefit for continuous 
speech in background noise. For example, Kong and Carlyon (2007) tested simulated normal 
hearing listeners with British sentences (Adaptive Sentence Lists) at several SNRs (0, 5, 10, 15, 
and 20 dB).  Bimodal benefit was approximately constant across conditions at about 15-20 
percentage points.  As demonstrated in the present study, temporal interruptions could also be 
used to reduce baseline performance levels for better performing CI users.  However, because 
bimodal benefit is reduced substantially by temporal interruptions, this approach is not well-
suited to clinical application.  
 
3.3.5 Summary 
The role of sentence context for bimodal benefit in temporally interrupted sentences was 
investigated in NH listeners, using high and low context sentences.  Temporally interrupted 
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IEEE (low context) and CUNY (high context) sentences were processed with noise band 
vocoding to simulate the CI ear, and were LP filtered at 500 Hz to simulate the residual-hearing 
ear.  Three different listening conditions (gV, gV+gLPsp, and gV+gLPHC) were tested across 
different channel conditions that yielded baseline performance ranging from approximately 30 to 
60 percent correct.  Bimodal benefits were expressed as percentage point gains and normalized 
gains.   
The results support significant effects of linguistic context on bimodal benefit for 
temporally interrupted speech.  For individual gain comparisons, both percentage point and 
normalized gains were larger for high context sentences than for low context sentences.  For 
matched-channel comparisons, normalized gains were larger for high context sentences than for 
low context sentences.  Although the magnitude of context effect on bimodal benefit for 
temporally interrupted sentences was less than that for continuous sentences described in earlier 
study (Kong et al., under review),  findings from both studies support the hypothesis that  low-
frequency acoustic information presented to the residual-hearing ear facilitates the use of top-
down linguistic processing. 
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Chapter Four: 
Experiment 2:  The role of low-frequency continuity in bimodal benefit 
 
4.1 Method 
4.1.1 Subjects 
A different group of twelve young adults were tested for this experiment, using the same 
criteria described for Experiment 1.  That is, subjects were 18 to 30 years of age, native speakers 
of American English, and had NH bilaterally as characterized by pure tone thresholds ≤ 20 dB 
HL from 250 to 8000 Hz.  Sixteen subjects were recruited from the student population at the 
University of South Florida in order to identify twelve subjects who met the baseline 
performance criterion described earlier (section 3.1.6).  They were compensated for their 
participation.  Each subject underwent informed consent prior to participation.  All procedures 
carried approval from the USF Institutional Review Board (Appendix B). 
 
4.1.2 Sentence materials 
The same unprocessed CUNY sentences described in Experiment 1 (sec. 3.1.2) were used 
to generate five types of modified sentences, described below.  CUNY sentences were used, 
rather than IEEE sentences, because we expected them to produce larger amounts of context 
(Experiment 1), which would make it easier to evaluate differences in bimodal benefit across 
conditions. 
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4.1.2.1 Gated vocoded (gV) stimuli.  These were the same gV stimuli used in 
Experiment 1.  However, only 12-channel vocoding was used. 
4.1.2.2 Noise-filled vocoded (nfV) stimuli.  These stimuli were generated by filling the 
silent intervals in the gated unprocessed stimuli with gated speech-shaped noise that was 
amplitude modulated with the temporal envelope of the corresponding unprocessed sentences. 
The spectrum of the noise matched the long term spectrum of the unprocessed sentences.  The 
noise-filled sentences were noise-band vocoded to simulate the processing that would take place 
in a CI speech processor.  The nfV stimuli provided a continuous representation of the temporal 
envelope of the sentence, which was disrupted by silent gaps in the gV stimuli, but eliminated the 
spectral details of the speech stimuli during the noise-filled gaps.   
4.1.2.3 Continuous low-pass harmonic complex (cLPHC) stimuli.  The cLPHC stimuli 
were created using the same procedures described for the LPHC stimuli in Experiment 1 (sec. 
3.1.3), except that no temporal gating was applied.  The cLPHC stimuli provided a continuous 
representation of the voicing cues and F0 contours of the original sentence as well as the low-
frequency temporal envelope of voiced segments of the sentence.   
4.1.2.4 Gated low-pass harmonic complex (gLPHC) stimuli.  These stimuli were 
identical to the gLPHC stimuli used in Experiment 1 (sec. 3.1.3). 
4.1.2.5 Gated noise-filled low-pass harmonic complex (nfLPHC).  These stimuli were 
constructed by filling the silent gaps in the gLPHC stimuli with speech-shaped noise that had 
been LP filtered at 500 Hz and modulated with the temporal envelope of the corresponding 
segments of LP unprocessed speech.  These stimuli had the continuous low-frequency temporal 
envelope of the unprocessed stimulus, and retained the voicing cues and F0 contour cues that 
were present in the voiced portions of the non-silent segments.    
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4.1.3 Stimulus presentation  
Procedures for stimulus presentation and for recording and digital storage of subjects’ 
verbal responses were the same as those described for Experiment 1 (see 3.1.4).  Half of the 
subjects received the vocoder stimuli in the left ear and the LP stimuli in the right ear; the other 
half had the stimuli reversed between ears. 
 
4.1.4 Sentence recognition procedures 
Procedures for performing the sentence recognition task and for scoring sentences were 
the same as those described for Experiment 1 (sec. 3.1.5).   
 
4.1.5 Experimental design  
4.1.5.1 Overview.  Similar to Experiment 1, a repeated measures design was used in 
which all subjects were tested in all stimulus conditions.  Study procedures were completed over 
three testing sessions, with each session lasting 1.5-2 hours (Figure 12).   
CUNY sentences were used, and 12-channels of vocoding was used in the vocoder ear.  
The following 5 listening conditions were tested:  gV, gV+gLPHC, gV+nfLPHC, gV+cLPHC and 
nfV+cLPHC.  As mentioned previously, Kong and Carlyon (2007) documented that LPHC 
stimuli alone support zero speech intelligibility; therefore, cLPHC and gLPHC stimuli were not 
tested unilaterally in this study.  
During session 1, the subject completed the same preliminary procedures described for 
Experiment 1 (consent, hearing history form and audiometric screening).  Subjects then 
completed familiarization/training and baseline testing procedures (described below) that were 
modeled after those used in Experiment 1.  Subjects who met criterion performance levels for the 
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baseline testing were scheduled for sessions 2-3, which were devoted to sentence recognition 
testing for all 5 listening conditions.  All sessions were completed within a 2-week time period. 
 
     
Session 1 
  
Sessions 2-3 
 
Administrative procedures    Sentence recognition testing  
Informed consent, hearing screening     
  Block 1 
  Practice: 1 list (with feedback) 
Training and baseline testing   
Testing: 3 lists of single listening 
condition 
  Block 2 
Familiarization  Practice: 1 list (with feedback) 
1 list of CUNY   
Testing: 3 lists of single listening 
condition 
Training   Block 3 
10 lists of CUNY for   Practice: 1 list (with feedback) 
gV, gV+gLPHC, gV+nfLPHC, 
gV+cLPHC or nfV+cLPHC conditions  
Testing: 3 lists of single listening 
condition 
     
  - break - 
- break -     
  Block 4 
  Practice: 1 list (with feedback) 
 Baseline testing:  
Testing: 3 lists of single listening 
condition 
CUNY_12ch 3 lists / above 25%   Block 5 
   Practice: 1 list (with feedback) 
   
Testing: 3 lists of single listening 
condition 
     
 
Figure 12. Summary of activities completed during each of three test sessions in Experiment 2 
 
4.1.5.2 Familiarization and training.  Procedures for familiarization and training were 
similar to those described for Experiment 1 (sec. 3.1.6), except that only CUNY sentences were 
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used.  During the familiarization phase, the experimenter played a single list of CUNY sentences 
to the subject that were modified in various ways, beginning with the unprocessed sentences, and 
continuing to gated-only, vocoded-only and gated-vocoded versions of the same sentences.  
Following familiarization, the training phase began, during which the subject completed 10 lists 
of CUNY sentences with correct-answer feedback.  Two lists were completed for each of the five 
listening conditions to be tested in this experiment.  Finally, baseline testing was completed for 3 
lists of 12-channel CUNY sentences presented in the gV listening condition.  A minimum 
performance criterion of 25% was required for subjects to proceed to the main study.  As 
indicated earlier, twelve of sixteen potential participants met this criterion and went on to 
complete the main study.   
4.1.5.3 Testing.  During formal testing (sessions 2-3), sentence stimuli were presented in 
blocks of 4 lists of sentences where each block included 1 practice list followed by 3 test lists for 
a given listening condition (gV, gV+gLPHC, gV+nfLPHC, gV+cLPHC or nfV+cLPHC).  Five 
blocks (one for each listening condition) were tested in each test session, with the order of 
listening conditions randomized across the five blocks in each session, and the assignment of 
lists to conditions also randomized.  Correct-answer feedback was provided for the practice lists 
only.   
 
4.2 Results 
4.2.1 Mean performance across listening conditions 
Figure 13 shows the mean word recognition scores obtained from the 12 NH listeners 
across five listening conditions.  Overall, mean scores varied from 47.8 to 73.6% correct across 
conditions.  The individual listeners’ scores for each condition are shown in Appendix D.  Of the 
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60 scores measured (12 listeners x 5 conditions), the lowest score was 37.4% correct and the 
highest score was 86.2% correct.  Thus, similar to Experiment 1, it is unlikely that the results 
depicted in Figure 13 were influenced by either floor or ceiling effects.   
 
 
 
Figure 13. Mean percent correct word recognition scores across 5 listening conditions for 12 
subjects.  Error bars indicate ± 1 standard error of the mean. 
 
Prior to statistical analysis, data distributions were assessed for normality and 
homogeneity of variance.  In all cases, these assumptions were met.  
 The mean percent correct scores ranged from 47.8 % for the gV condition to 73.6% for 
the nfV+cLPHC condition.  Scores for the gV and gV+gLPHC conditions (47.8% and 49.1%, 
respectively) were within 10 percentage points of  the values obtained for those conditions in 
Experiment 1 (52.7% and 58.5%). 
It is evident from the data in Figure 13 that the nfV+cLPHC condition, which provided 
continuous signals to both ears, produced a substantially higher mean score than the other 
listening conditions; however, it is not immediately clear whether the other bimodal listening 
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conditions provided a benefit over the unilateral gV condition.  To assess the effect of listening 
condition, a one-way RM ANOVA was performed with listening condition as the within-subject 
factor.  The main effect of listening condition was significant (F [4,44] = 45.89, p < 0.001).  
Post-hoc pairwise comparisons indicated that 1) scores for three of the bimodal conditions 
(gV+nfLPHC, gV+cLPHC, nfV+cLPHC) were significantly higher than those for the gV 
condition (p < 0.005); 2) scores for the nfV+cLPHC condition were significantly higher than 
scores for all of the other conditions (p < 0.001); and 3) scores for the gV+cLPHC condition 
were significantly higher than scores for gV+gLPHC condition (p < 0.05).  None of the other 
comparisons were significant (p > 0.05). 
Overall, these findings indicate that performance was improved across the bimodal 
listening conditions by increasing the continuity of signals in one or both ears.  Restoring 
continuity in both ears resulted in the highest level of performance.  
  
4.2.2 Effect of listening condition on bimodal benefit for LPHCs   
The key question to be answered by this experiment was whether providing continuous 
low pass information in the residual-hearing ear improves bimodal benefit for temporally 
interrupted speech.  In addition, we examined the effect on bimodal benefit of increasing the 
continuity of signals presented to the vocoded ear.  These two issues are addressed separately in 
the following sections.  
 4.2.2.1 The role of continuous low-pass information.  Figure 14 shows the data from 
Figure 13 replotted as bimodal benefit for the three bimodal conditions that differed in the 
continuity of information provided to the low-pass ear.  Bimodal benefit is shown for both 
percentage point gain (left) and normalized gain (right).    
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Figure 14. Comparison of bimodal benefit across 3 bimodal listening conditions that provided 
different amounts of continuity in the LP ear.  Benefit is shown as percentage point gain (left) 
and normalized gain (right).  Error bars indicate ± 1 standard error of the mean.  
  
When expressed as percentage point gain, bimodal benefit ranged from 1.3 to 9.5 points 
across the three listening conditions.  A one-way RM ANOVA indicated a significant main 
effect of listening condition (F [2,22] = 10.17, p = 0.001).  Post-hoc testing indicated that the 
gV+nfLPHC and gV+cLPHC conditions both produced more bimodal benefit than the 
gV+gLPHC condition (p < 0.05), but did not differ from each other. 
When expressed as normalized gain, average bimodal benefit ranged from 1.4 to 18.1% 
across listening conditions.  Again, there was a significant main effect of listening condition 
(one-way RM ANOVA, F [2,22] = 10.578, p = 0.001).  Pairwise comparisons indicated that this 
significance stemmed from differences in gain for the gV+gLPHC versus gV+cLPHC conditions 
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(p<0.05) and for the gV+gLPHC versus gV+nfLPHC conditions (p < 0.05), however differences 
in gain between the gV+nfLPHC and gV+cLPHC conditions were not significant.  
In summary, the comparison of gains in Figure 14 indicates that the bimodal benefits 
observed for continuous sentences in previous studies can be attributed, at least partly, to the 
continuity of speech cues provided to the LP ear.  The data in Figure 14 suggest that the 
continuity of envelope cues is of primary importance, with the continuity of F0 cues providing 
little additional benefit. 
4.2.2.2 The role of continuous vocoded information.  Figure 15 shows the same data as 
Figure 14, but adds the nfV+cLPHC condition which restored continuity in both ears.  Again,  
 
 
Figure 15. Comparison of bimodal benefit across 4 bimodal listening conditions for CUNY 12-
channel sentences.  Benefit is shown as percentage point gain (left), and normalized gain (right).   
Error bars indicate ± 1 standard error of the mean. 
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gain is shown for two gain metrics: percentage point gain (left) and normalized gain (right).  The 
nfV+cLPHC condition produced a gain of 25.8 percentage points, which was considerably higher 
than the next highest condition (gV+cLPHC, 9.5 points).  A one-way RM ANOVA confirmed 
that the main effect of listening condition was significant (F [3,33] = 46.8, p < 0.001).  Pairwise 
comparisons indicated that mean gain for the nfV+cLPHC condition was significantly higher 
than mean gains for all other bimodal conditions (p < 0.001).    
When expressed using the normalized gain metric, bimodal benefit for the nfV+cLPHC 
condition remained substantially larger than that for the other conditions (48.8%, compared to 
18.1% for the next highest condition).  Similar to percentage point gain, normalized gain 
demonstrated a significant main effect of listening condition (one-way RM ANOVA, F [3,33] 
=50.89, p < 0.001).  Pairwise comparisons indicated that gain for the nfV+cLPHC condition was 
significantly higher than the gains for all other bimodal conditions (p < 0.001).  
In summary, the gain produced in the nfV+cLPHC condition, which provided continuous 
temporal envelope cues to both ears, was significantly higher than gains for all of the other 
bimodal conditions.  This finding suggests that continuity of envelope cues in both ears 
contributes to bimodal benefit for continuous speech signals.  Similarly, it suggests that 
disruption of the temporal envelope limits bimodal benefit for temporally interrupted speech.   
Overall, the findings of Experiment 2 indicate that continuity of LP information 
contributes to bimodal benefit but that substantially larger benefits are observed when continuous 
temporal envelope cues are restored to the vocoder ear.  What is not clear from the present 
experiment, however, is how much improvement in sentence intelligibility could be obtained 
simply by restoring continuous envelope information in the vocoder ear alone (i.e., with no 
signal presented to the residual-hearing ear). 
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In order to clarify whether continuous envelope information in the vocoder ear alone 
could account for most of the improvement observed in the nfV+cLPHC condition in Figure 15, 
an additional small experiment was conducted. 
 
4.3 Experiment 3:  The role of vocoder continuity in bimodal benefit 
4.3.1 Method 
A different group of eight young adults was tested for this experiment, using the same 
criteria described for Experiments 1 and 2.  Nine subjects were recruited from the student 
population at the University of South Florida in order to identify eight subjects who met the 
baseline performance criterion described in section 4.1.5.  They were compensated for their 
participation and each subject underwent informed consent prior to participation.  All procedures 
were approved by the USF Institutional Review Board (Appendix B). 
Three types of CUNY sentence stimuli from Experiment 2 were used in this experiment:  
1) gated vocoded (gV) stimuli, 2) noise-filled vocoded (nfV) stimuli, and 3) continuous LP 
harmonic complex (cLPHC) stimuli.  As before, all vocoded stimuli were generated with 12 
channels of noise-band vocoding. All testing, recording and scoring procedures were the same as 
those described for Experiment 1 (sec. 3.1.5). 
Similar to Experiments 1 and 2, a repeated measures design was used in which all 
subjects were tested in all listening conditions.  Study procedures were completed over two 
testing sessions, with each session lasting 1.5 - 2 hours (Figure 16).  Three listening conditions 
were tested:  gV, nfV, and nfV+cLPHC. 
During session 1, the subject completed preliminary procedures (consent, hearing history 
form audiometric screening) as in Experiment 2, and completed familiarization/training, and 
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baseline testing procedures similar to those used in the earlier experiment.  Eight of nine 
potential participants met the minimum performance criteria and were tested in the main study.   
     
Session 1 
  
Sessions 2 
 
Administrative procedures    Sentence recognition testing  
Informed consent, hearing screening     
  Block 1 
Training and baseline testing  Practice: 1 list (with feedback) 
   Testing: 2 lists of single listening condition 
Familiarization  Block 2 
1 lists of CUNY   Practice: 1 list (with feedback) 
Training   Testing: 2 lists of single listening condition 
12 lists of CUNY for   Block 3 
for gV, nfV or nfV+cLPHC conditions   Practice: 1 list (with feedback) 
  Testing: 2 lists of single listening condition 
     
- break -  - break - 
     
  Block 4 
 Baseline testing:  Practice: 1 list (with feedback) 
CUNY_12ch 3 lists/ above 25%   Testing: 2 lists of single listening condition 
   Block 5 
   Practice: 1 list (with feedback) 
   
Testing: 2 lists of single listening condition 
Block 6 
Practice: 1 list (with feedback) 
Testing: 2 lists of single listening condition 
     
 
Figure 16. Summary of activities completed during each of two test sessions in Experiment 3. 
 
For this experiment, training included four sentence lists for each of the three listening 
conditions and sentence recognition testing for all 3 listening conditions was completed during 
session 2.  Sentence stimuli were presented in blocks of 3 lists of sentences where each block 
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included 1 practice list followed by 2 test lists for a given listening condition (gV, nfV or 
nfV+cLPHC).  Six blocks (two for each listening condition) were tested with the order of 
listening conditions randomized per three blocks.  Correct-answer feedback was provided for the 
practice lists only.  Both sessions were completed within a one week time period.  
 
4.3.2 Results 
4.3.2.1 Mean performance across listening conditions.  Figure 17 shows the mean 
word recognition scores obtained from the 8 NH listeners across three listening conditions.  
Overall, mean scores varied from 52.4 to 73.6% correct across conditions.  The individual 
listeners’ scores for each condition are shown in Appendix D.  Of the 24 scores measured (8 
 
  
Figure 17. Mean words percent correct scores across 3 listening conditions for 8 normal subjects.  
Error bars indicate ± 1 standard error of the mean. 
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listeners x 3 conditions), the lowest score was 41.3% correct and the highest score was 81.6% 
correct.  Thus, the results depicted in Figure 17 were not influenced by either floor or ceiling 
effects. 
Prior to statistical analysis, all data distributions were assessed for normality and 
homogeneity of variance.  In all cases, these assumptions were met.   
The mean percent correct scores ranged from 52.4% for the gV condition to 73.6% for the 
nfV+cLPHC condition.  Mean scores for the gV and nfV+cLPHC conditions (52.4% and 73.6%, 
respectively) were within 5 percentage points of the values obtained for those conditions in 
Experiment 2 (47.8% and 73.6%).    
As previously shown in Experiment 2, it is evident from Figure 17 that the nfV+cLPHC 
condition, which provided continuous signals to both ears, produced a substantially higher mean 
score than the gV stimulus.  Figure 17 additionally shows that the nfV listening condition yielded 
mean performance (~60%) that was intermediate to performance on the other two listening 
conditions.  That is to say, restoring continuity to the vocoder ear appears to have contributed to 
the improved performance observed in the nfV+cLPHC condition. 
To assess the statistical significance of the mean differences observed in Figure 17, a 
one-way RM ANOVA was performed with listening condition as the within-subject factor.  The 
main effect of listening condition was significant (F [2,14] = 13.66, p = 0.001).  Post- hoc 
pairwise comparisons indicated that performance for the bimodal condition (nfV+cLPHC) was 
significantly higher than performance for the gV condition or nfV condition (p < 0.05).  However, 
performance for the nfV condition was not significantly higher than that for the gV condition (p > 
0.05). 
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Overall, these findings indicate that performance was improved across the bimodal 
listening conditions by increasing the continuity of signals in both ears.  Restoring continuity in 
both ears resulted in significant differences in performance between the nfV and nfV+cLPHC 
conditions. 
4.3.2.2 Contribution of continuity in the vocoder ear to bimodal benefit for the 
nfV+cLPHC condition.  The key question to be answered by this experiment was whether 
continuity in the vocoder ear contributes to bimodal benefits observed in the nfV+cLPHC 
condition.  To address this question, gains for the nfV and nfV+cLPHC conditions were 
compared.  Figure 18 shows individual percent correct scores across three listening conditions.  
Seven participants showed higher levels of performance for the nfV+cLPHC condition as 
compared to the gV condition, and generally showed an increasing pattern of scores across the  
 
 
Figure 18. Individual percent correct word recognition scores across 3 listening conditions 
for 8 subjects.  Filled circles with straight line represent individual percent correct scores 
across listening condition. Empty triangles with a dashed line represent percent correct scores 
of one participant showing different performance patterns.    
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three conditions (from left to right in the Figure 18).  However, one subject (dashed line) showed 
a different pattern of results, and was therefore considered to be an outlier.  When this subjects’ 
data were eliminated, there was a clear trend for percent correct scores to be higher in the nfV 
condition than in the gV condition, although differences did not reach significance (p = 0.075).   
Figure 19 shows the data from Figure 17 replotted as bimodal benefit for the two 
listening conditions that differed in the continuity of information provided to the vocoder ear 
alone or both ears, with all data included.  Bimodal benefit is shown in units of percentage point 
gain (left) and normalized gain (right).  
    
 
Figure 19. Comparison of bimodal benefit across 2 listening conditions that provided 
continuity information in the vocoded ear or both ears.  Benefit is shown as percentage point 
gain (left) and normalized gain (right).  Error bars indicate ± 1 standard error of the mean. 
 
Bimodal benefit ranged from 12 to 25 points for percentage point gain and from 23 to 
48 % for normalized gain across the two listening conditions.  A paired t-test indicated that the 
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nfV+cLPHC condition produced more bimodal benefit than the nfV condition (p < 0.005) for 
both percentage point gain and normalized gains. 
Interestingly, the nfV condition produced an average score of 61.9% correct and this was 
similar to the baseline performance (approximately 62%) reported for the 4-ch vocoder alone, 
condition in the continuous speech study by Kong et al. (under review).  Bimodal benefits 
measured with continuous LPHCs in the LP ear were 12 percentage points, or 31% normalized 
gain, for the present study, and 17 percentage points, or 29% normalized gains, for Kong et al.’s 
study.  Although it is difficult to directly compare performance across the two studies due to the 
differences in spectral degradation (4-channel vocoding in Kong et al., as compared to 12-
channel vocoding in the present study), it is interesting to note that LPHCs provided a similar 
amount of bimodal benefit for spectrally degraded speech, whether the simulated CI ear received 
continuous sentences, or noise-filled sentences.        
In summary, the nfV+cLPHC condition, which provided continuous temporal envelope 
cues to both ears and complete F0 contour and voicing cues in the residual ear, produced 
significantly higher performance than the nfV alone condition.  This finding indicates that the 
enhanced bimodal benefit observed for the nfV+cLPHC condition in Experiment 2 cannot be 
attributed solely to the restoration of continuous envelope cues to the vocoder ear.  Instead, it 
appears that the enhanced bimodal benefit in the bilaterally continuous (nfV+cLPHC) condition, 
depends on restoration of uninterrupted periodicity cues (i.e., F0 contour and/or voicing cues) to 
the residual-hearing ear.   
 
4.4 Discussion 
The aim of Experiments 2 and 3 was to investigate of the effects of stimulus continuity 
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on bimodal benefit in simulated EAS listeners.  With respect to the LP ear, we hypothesized that 
continuous LPHCs would provide increased bimodal benefit, as compared to interrupted LPHCs 
or noise-filled LPHCs.  This hypothesis was based on the reasoning that continuous LPHCs 
would provide voicing, F0 contour and temporal envelope information that was missing from 
temporal gaps in the LPHC stimuli.  With respect to the vocoder ear, we hypothesized that filling 
temporal gaps with envelope-modulated noise would improve performance in the vocoder alone 
and bimodal listening conditions by enhancing lexical segmentation cues or restoring listener’s 
perception of continuity in the stimulus.  Both hypotheses were supported by our data, leading us 
to conclude that optimal bimodal benefit for speech perception depends upon the continuity of 
signals in both ears.  However, continuous LPHCs produced a similar amount of bimodal benefit 
as noise-filled LPHCs and this finding supports a contribution of continuous temporal envelope 
and/or periodicity cues to bimodal benefit.  While temporal envelope and periodicity cues appear 
to underlie bimodal benefit in the present experiment (which used LPHCs), other low-frequency 
cues could potentially contribute to bimodal benefit when LP speech is provided to the residual 
ear. 
 
4.4.1 Effect of restoring continuity in the simulated residual-hearing ear 
The role of continuous low-frequency cues in the residual-hearing ear was evaluated in  
Experiment 2 by comparing bimodal benefit for the gV+nfLPHC and gV+cLPHC conditions to 
performance for the gV+gLPHC condition.  We found that bimodal benefit was increased by 
filling gaps in the LPHC with envelope-modulated noise (nfLPHC) or by providing continuous 
LPHC information (cLPHC) as compared to gated information (gLPHC), to the residual-hearing 
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ear.  Specifically, the gV+nfLPHC and gV+cLPHC conditions both produced significantly more 
bimodal benefit than the gV+gLPHC condition.   
Several cues were available in the cLPHC signal that were not available, or were 
disrupted, in the gLPHC signal.  These included continuous representations of (1) the low-
frequency temporal envelope, which could contribute to the perception of segmental (manner) 
cues and/or enhance lexical segmentation in voiced speech segments; (2) voicing cues; and (3) 
F0 contour cues that could contribute to lexical segmentation.  However, we observed no 
significant advantage for the gV+cLPHC condition as compared to the gV+nfLPHC condition, 
which provided only continuous temporal envelope cues in voiced and voiceless speech 
segments.  This finding suggests that temporal envelope cues may underlie much of the benefit 
observed when continuous LPHCs are provided to the LP ear and that other cues may be less 
important.   
 
4.4.2 Effect of restoring continuity in the simulated CI ear 
The role of continuous temporal envelope cues in the vocoder ear was evaluated in 
Experiment 2 by comparing performance for the nfV+cLPHC condition to performance for the 
gV+cLPHC condition.  The restoration of continuity in the vocoder ear (nfV+cLPHC condition) 
resulted in a significant improvement in bimodal performance over the comparable condition in 
which the vocoder ear received a temporally interrupted stimulus (gV+cLPHC).  This finding 
indicated that optimal bimodal performance depends on continuity of stimuli in the vocoder ear 
as well as in the LP ear. 
The role of continuity in the vocoder ear was further investigated in Experiment 3 by 
comparing performance for the noise-filled vocoder alone (nfV) condition to performance for the 
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gated vocoder alone (gV) condition.  The goal of this experiment was to determine whether the 
improvements observed with bilateral continuity in Experiment 2 (nfV+cLPHC condition) could 
be achieved by restoring continuity to only the vocoder ear.  Experiment 3 results indicated that 
restoring continuity to the vocoder ear could partly account for of the improvement observed in 
Experiment 2 when continuity was restored to both ears, based on a strong trend (albeit not 
statistically significant) in the data.  However, the present study did not compare the bilateral nfV 
condition with the nfV+cLPHC condition, and the role of temporal envelope cues was not 
specifically examined.  If a future study determines that the nfV+cLPHC condition produces 
more bimodal benefit than the benefit observed in the bilateral nfV condition, this would imply 
that low-frequency cues in LPHCs contribute to the benefit observed in bimodal hearing.        
Restoring an uninterrupted representation of the temporal envelope to the vocoder ear 
may improve vocoder-alone and bimodal performance by restoring segmental cues (e.g., manner 
of articulation) that are disrupted in temporally interrupted stimuli or by restoring 
suprasegmental cues (eg, stress patterns) that may contribute to lexical segmentation.  As 
discussed below, it is also possible that the gains observed when gaps in vocoder signals are 
filled with noise can be attributed to top-down effects related to perceptual continuity. 
 
4.4.3 Effect of restoring continuity to both ears 
The listening condition that restored continuity to both ears (nfV+cLPHC) supported 
higher levels of performance than conditions in which one or both ears received temporally 
interrupted stimuli.  This enhancement observed with bilaterally continuous signals (compared to 
unilaterally continuous signals) may reflect the combined effects of restoring continuity to each 
ear separately.  Additionally, it is possible that bilateral access to the temporal envelope 
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facilitated listeners’ ability to integrate information across ears, or facilitated top-down processes 
such as lexical segmentation and/or perceptual continuity (discussed in the following sections), 
thereby further enhancing bimodal performance. 
 
4.4.4 Perceptual continuity  
Thus far, we have focused on segmental and suprasegmental factors that could underlie 
the benefits observed for continuous, as compared to temporally interrupted stimuli.  However, it 
is possible that some or all of the benefits observed in our experiments could be accounted for by 
the restoration of the listener’s perception of stimulus continuity.  Perceptual continuity occurs in 
everyday acoustic environments due to background or intermittent noises, and listeners are able 
to fill-in missing bottom-up speech information by using top-down linguistic processing.  More 
specifically, perceptual continuity  has been described as a “sequential integration process 
involving top-down and bottom-up continuity” that the listener performs by “perceptually 
synthesizing of [sic] missing phonemes in speech when masked by appropriate intruding sounds 
on the basis of contextual knowledge about word sequence” (Srinivasan and Wang, 2005, p. 64).  
One paradigm for studying perceptual continuity, known as phonemic restoration (PR), 
compares word recognition for temporally interrupted sentences (with silent gaps) to word 
recognition for the same temporally interrupted speech in which silent gaps are filled with noise.  
PR was described earlier in Section 2.5.2.  Unlike the noise-filled stimuli used in the present 
experiment, noise bursts are presented at a fixed SNR rather than modulated with the envelope of 
the original sentence.  Thus, any benefit measured in the noise-filled condition is attributed to 
improved perceptual continuity rather than to effects related to restoration of the temporal 
90 
 
envelope.  While PR has been mainly studied in normal hearing listeners (Bashford et al., 1992; 
Baskent et al.,2009), several recent studies have assessed PR in simulated and/or real CI users.   
Baskent (2012) examined phonemic restoration in simulated CI and hybrid EAS listening 
conditions using high context temporally interrupted sentences with and without noise filler.  She 
used a 1.5 Hz (50% duty cycle) interruption rate and four conditions of noise band vocoding (4-, 
8-, 16, and 32-channels) to simulate the CI ear.  For the hybrid condition, the low-frequency 
vocoded channels were replaced with LP 500 Hz analog stimulation.  Speech-shaped noise was 
used as the filler and presentation levels for sentences and noise were 60 and 70 dB SPL, 
respectively.  The results demonstrated a small amount of PR in both CI and hybrid simulations.  
The simulated CI alone condition yielded PR effects ranging from -1 (4-channel) to 6 
(32-channel) percentage points while the hybrid condition produced PR effects ranging from 1 
(4-channel) to 7 (16-channel) points.  PR effects were only significant for the highest channel 
conditions, which provided reasonably good spectral resolution, and for unprocessed speech.  
For the CI simulation, PR benefit was significant at 32 channels (6 percentage points); for the 
hybrid simulation PR benefit was significant for both the 16-channel (7 percentage points) and 
32-channel (5 percentage points) conditions.  A slightly greater amount of PR was achieved 
when using unprocessed sentences (9 percentage points).  Based on these findings, Baskent 
suggested an interaction between degree of bottom-up information and phonemic restoration 
effects, and a contribution of low-frequency cues in facilitating top-down restoration effects in 
hybrid hearing.   
In another study, Bhargava et al. (2014) measured PR in three listening groups: real CI 
users, NH listeners, and simulated CI listeners who were presented with 8-channel vocoded 
stimuli.  These investigators used a 1.5 Hz interruption rate with 50% and 75% duty cycles.  As 
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in Baskent (2012), high context Dutch sentences were tested and speech-shaped noise was used 
as the noise filler.  In this case, however, four different noise levels (55, 60, 65, and 70 dBA) 
were used with a single sentence presentation level of 60 dBA.  The results indicated that both CI 
users and simulated CI listener groups showed small amounts of PR, mostly for the 75% duty 
cycle condition.  Average PR benefit was 5.6 RAU across all noise filler conditions for CI users 
and 6.7 RAU for the 0 dB SNR noise condition in simulated CI listeners.  However, the largest 
PR effect (15 RAU) was demonstrated by the NH listeners in the 50% duty cycle condition.  
These findings led Bhargava et al. to suggest that both real CI and NH listeners were able to use 
top-down processing to restore missing speech segments; however, they also suggested that 
degraded bottom-up cues in CI listeners could alter the interaction between bottom-up and top-
down processes.     
It is interesting to compare PR benefits from earlier studies with the benefit we observed 
in Experiment 3 when we compared temporally interrupted sentences (gV condition) to noise-
filled temporally interrupted sentences (nfV).  In the PR studies, noise filling was accomplished 
using a fixed amplitude noise whereas in Experiment 3 the noise-filled segments were modulated 
in amplitude to maintain a continuous temporal envelope.  Direct comparisons are limited by 
differences in temporal interruption rates and stimulus materials.  However, in general, it can be 
observed that the gain achieved by listeners in the nfV condition (relative to the gV condition) of 
Experiment 3 (approximately 10 percentage points) was greater than the PR benefit observed by 
Baskent (2012) and Bhargava et al. (2014).   
These comparisons support the idea that bottom-up sensory cues may primarily underlie 
the enhanced bimodal benefit observed in Experiments 2 and 3 when continuity is restored in the 
residual-hearing ear and/or vocoded ear.  As noted earlier, our findings suggest that temporal 
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envelope cues may have an important role in this benefit.  However, benefit could potentially 
stem from:  1) continuous periodicity (voicing and/or F0 contour) cues in the residual-hearing 
ear, 2) continuous low-frequency temporal envelope cues in the residual-hearing ear, 3) 
continuous temporal envelope cues in the vocoded ear, or some combination of the three. 
Findings from the present study suggest that both periodicity and temporal envelope cues 
may contribute to enhanced bimodal benefit when continuity is restored.  First, our findings 
showed no differences in bimodal benefit when noise-filled sentences or continuous LPHC 
sentences were presented in the residual-hearing ear and interrupted sentences were presented in 
the vocoder ear.  This finding suggests that both continuous low-frequency temporal envelope 
cues and continuous periodicity cues support bimodal benefit to a similar extent.  Second, our 
findings showed the greatest bimodal benefit when continuous LPHC sentences were presented 
in the residual-hearing ear and noise-filled sentences were presented in the vocoder ear.  This 
finding suggests that representing continuous cues in both ears contributes strongly to bimodal 
benefit even though different types of continuity are provided in each ear (i.e. continuous 
temporal envelope cues in the vocoder ear and continuous periodicity cues in the residual-
hearing ear).  However, recall that Baskent (2012) showed very small amounts of bimodal 
benefit when she restored perceptual continuity (noise-filled speech) without restoring the 
temporal envelope.  This finding supports the conclusion that a continuous representation of the 
temporal envelope in the residual-hearing and/or vocoded ears may be important to restore 
perceptual continuity for bimodal benefit.   
Stimulus conditions tested in the present study do not allow us to clearly distinguish 
whether the restoration of signal continuity improves bimodal benefit due to temporal envelope 
cues or periodicity cues, or both.  However, it is clear that perceptual continuity as demonstrated 
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in PR studies, taken alone, cannot account for the bimodal benefit observed in the present 
experiments.  Instead, our data suggest that continuous bottom-up cues in the residual-hearing 
ear and/or in the vocoded ear may facilitate top-down perceptual continuity and that temporal 
envelope cues may underlie the observed bimodal benefit. 
Interestingly, a few other studies have examined the role of continuous voicing cues on 
top-down processing in auditory selective attention.  These studies examined the effects of 
alternating target talkers’ voices (Best et al., 2008; Bressler et al., 2014) or modifying the talkers’ 
voice characteristics (Clark et al., in press).  Best et al. (2008) and Bressler et al. (2014) found 
that a representing consistent voice improved the listener’s ability to identify auditory objects 
from a complex acoustic environment. Clark et al. (in press) demonstrated that disruption of the 
target talker’s voice stream interfered with the perceptual grouping of speech information; 
however, it did not affect top-down restoration ability.  In general, these studies suggest that the 
use of a constant voice for the target talker may improve listeners’ ability to selectively attend to 
an auditory stream, and form auditory objects.  This provides indirect support for the possibility 
that voicing cues could have some meaningful role in bimodal benefit for continuous speech. 
 
4.4.5 Lexical segmentation 
Access to continuous speech information in one or both ears could enhance lexical 
segmentation, and this phenomenon could contribute to the continuity related gains observed in 
Experiments 2 and 3.  In temporally interrupted speech, silent gaps in the stimulus may introduce 
false lexical segmentation cues.  When those gaps are filled with envelope-modulated speech-
shaped noise, cues that may contribute to lexical segmentation (i.e. temporal envelope or F0 
contour cues) are restored.   
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Two possible ways to improve lexical segmentation were suggested by the present study:  
1) restoring the continuity of relevant cues (i.e., LP temporal envelope and F0 contour cues in the 
LP ear (nfLPHC, cLPHC stimuli), and 2) restoring continuous temporal envelope cues in the 
vocoder ear (nfV stimuli).  As described earlier (section 2.2.1), both temporal envelope and F0 
cues may contribute to enhanced lexical segmentation by clarifying word and syllable 
boundaries.  However, the specific role of low-frequency cues in facilitating lexical segmentation 
is still poorly understood. 
Spitzer et al. (2009) reported a potential role of F0 contour cues in lexical segmentation 
in bimodal hearing by guiding listeners to attend syllabic stress cues.  They measured lexical 
boundary errors by comparing word recognition performance for stimulus phrases that had 
alternating segments of normal F0 contour and flattened F0 contour.  Three listener groups were 
tested: real CI listeners, real bimodal listeners, and simulated bimodal listeners (15 channel 
vocoder).  Results showed that all three groups used syllabic stress cues from F0 contour to 
guide lexical segmentation.  These findings led Spitzer et al. to suggest that F0 is one of the cues 
that underlies lexical segmentation and to speculate that F0 contour cues facilitate lexical 
segmentation in some bimodal users.   
Hu and Loizou (2010) investigated the effect of low-frequency harmonics on speech 
perception in simulated telephone speech for both hybrid and CI listening conditions.  Stimuli 
were IEEE sentences presented in speech-shaped noise backgrounds (from -1 dB SNR to 15 dB 
SNR).  The baseline condition was 8-channel telephone vocoded speech (80-3400 Hz).  For the 
CI condition, speech (80-3400 Hz) was processed with 8-channel vocoding (baseline condition) 
or speech (549-3400 Hz) was combined with one of two low-frequency (< 600 Hz) signals prior 
to 8-channel vocoding:  1) harmonics that retained the amplitude spectrum of the original 
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speech;  or 2) harmonics+partials that provided the correct amplitude information at harmonic 
frequencies and at 16 Hz frequency intervals between harmonics.  For the hybrid listening 
condition, low-frequency information (< 549 Hz) was preserved, and 5-channel vocoding was 
applied to the higher frequency information (549-3400 Hz).  Results indicated that the 
harmonics+partials listening conditions (CI and hybrid) produced better performance (10-20 
higher percentage points, across SNRs) than the baseline condition.  The authors speculated that 
improved performance for the harmonics+partials conditions was due to a combination of F0, 
F1, glimpsing, and lexical segmentation cues.  This condition also provided a more detailed 
representation of the temporal envelope than baseline vocoder condition, suggesting that 
temporal envelope cues may have contributed to improved performance by clarifying phonemic 
boundaries.  Together with the study by Spitzer et al. (2009), this study suggests that low-
frequency information can facilitate lexical segmentation; however, the specific low-frequency 
components that underlie this benefit are not fully understood. 
In the present study, lexical segmentation may have played a role in the benefits observed 
when low-frequency continuity was restored in one or both ears, either by restoring the temporal 
envelope cue or, possibly, by restoring F0 contour cues in the simulated residual-hearing ear. 
Lexical segmentation may play a similar role in the bimodal benefit observed for continuous 
speech.    
 
  4.4.6 Summary  
The role of low-frequency continuity for bimodal benefit was investigated in NH 
listeners.  The simulated CI ear received temporally interrupted (gV) or noise-filled sentences 
(nfV) that were processed with 12-channel noise band vocoding.  The residual-hearing ear 
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received interrupted (gLPHC), noise-filled (nfLPHC) or continuous (cLPHC) harmonic 
complexes.  Six different listening conditions (gV, nfV, gV+gLPHC, gV+nfLPHC, gV+cLPHC, 
and nfV+cLPHC) were tested with CUNY sentences.   
Performance improved when stimulus continuity was restored to one or both ears.  A 
significant improvement was observed when interrupted LPHCs in the residual-hearing ear were 
noise-filled, thereby restoring the temporal envelope, or made continuous, restoring the temporal 
envelope as well as F0 contour cues and complete voicing cues.  Near significant improvements 
were also observed when temporally interrupted stimuli in the vocoder ear were filled with noise, 
thereby restoring the temporal envelope.  The stimulus condition that provided continuous 
signals to both ears produced the highest performance.   
The pattern of results observed in these experiments suggests that temporal envelope cues 
primarily underlie the improvements observed when stimulus continuity is restored to one or 
both ears; however, contributions of F0 contour and voicing cues in the residual-hearing ear 
cannot be excluded.  Overall, findings from Experiments 2 and 3 support the conclusion that 
providing continuous bottom-up cues in one and/or both ears improves bimodal benefit by 
facilitating top-down processes (i.e., perceptual continuity and lexical segmentation). 
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Chapter Five: 
 General Discussion 
 
 The studies described in Chapters 3 and 4 were designed to investigate the role of top-
down processing in bimodal benefit.  While most previous research has focused on bottom-up 
cues in bimodal hearing, top-down processing is an equally important component of the mutli-
source speech perception model described earlier in this dissertation (sec 2.1).  According to that 
model, two different sources of sensory information, from the CI and residual-hearing ears, 
respectively, are integrated to form a coherent auditory stream.  Listeners then apply top-down 
processing to this stream to extract a meaningful message. 
 Most previous studies exploring the mechanisms underlying bimodal benefit have 
examined the contributions of bottom-up, low-frequency acoustic cues.  The role of F0 was the 
main focus of several of these studies (Brown and Bacon, 2009a; Zhang et al., 2010; Carroll et 
al, 2010; Visram et al., 2012).  However, other studies (Kong and Carlyon, 2007; Kong and 
Braida, 2011) examined contributions of cues related to temporal envelope, voicing, or F1 
frequency as underlying bimodal benefits.   
A few additional studies have explored the importance of glimpsing and lexical 
segmentation for bimodal benefit.  Two studies (Li and Loizou, 2008; Brown and Bacon, 2009a) 
demonstrated that the glimpsing mechanism may aid listeners in extracting low-frequency 
acoustic cues when speech occurs in noisy environments.  Two other studies (Spitzer et al., 2009; 
Zhang et al., 2010) suggested that low-frequency cues may enhance “acoustic landmarks” 
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(Stevens, 2002) to improve speech intelligibility, and that lexical segmentation may help to  
facilitate top-down processes when sensory inputs are degraded.       
 More direct evidence for the role of top-down processing, and the facilitation of top-
down processing by low-frequency acoustic cues, has been provided by previous experiments 
using temporally interrupted speech, phonemic restoration, or speech materials that vary in 
contextual cues.  Studies employing interrupted speech have shown that simulated and real CI 
users have particular difficulty when speech is interrupted by silent gaps, likely due to poor 
spectral resolution and the loss of voice pitch cues in the electrically coded stimulus (Nelson and 
Jin, 2004; Chatterjee et al., 2010).  However, Baskent and Chatterjee (2010) showed that the 
simulated CI condition combined with low-frequency information yielded better performance 
than the simulated CI condition, by itself, for interrupted speech.  This finding suggested that 
bottom-up low-frequency information may facilitate top-down processes that allow listeners to 
fill-in missing speech information.  Subsequent PR studies demonstrated that top-down 
restoration is reduced as bottom-up cues are increasingly degraded (Baskent et al., 2010; Baskent 
2012), further supporting the existence of interactions between bottom-up and top-down factors.  
Finally, two previous studies have addressed the effects of sentence context on bimodal benefit 
for continuous speech (Brown and Bacon, 2009a; Kong et al., under review) and have shown that 
bimodal benefit is greater for high context materials as compared to low context materials.  Thus, 
there is accumulating evidence that low-frequency acoustic cues from the residual-hearing ear 
can facilitate bimodal listeners’ use of top-down processing to fill-in missing speech information.     
 In Experiment 1 of this dissertation, two of the above approaches were combined by 
examining bimodal benefit for temporally interrupted sentences having different amounts of 
linguistic context.  The purpose of this experiment was to further evaluate the possibility that 
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top-down processing may be facilitated by bottom-up, low-frequency cues in the residual-
hearing ear.  It was found that bimodal benefits were greater for higher context (CUNY) 
sentences than for lower context (IEEE) sentences, indicating an effect of context on bimodal 
benefit.  This finding adds to the existing evidence that low-frequency sensory information can 
facilitate top-down processing in bimodal hearing. 
 In Experiments 2 and 3, the influence of low-frequency continuity was examined in an 
attempt to explain the reduced bimodal benefit observed for temporally interrupted speech as 
compared to continuous speech.  It was found that restoring continuity of the signal in the 
residual-hearing and/or vocoder ear led to improved bimodal benefits.  This finding allowed us 
to conclude that temporal interruptions in  bottom-up cues reduce the listener’s  ability to make 
use of top-down processing to fill-in missing speech information, and account for the reduced 
amount of bimodal benefit observed for temporally interrupted speech as compared to 
continuous speech.    
 When considered as a whole, the findings from Experiment 1 - 3 provide some insights 
regarding the nature of low-frequency cues that contribute to bimodal benefit for temporally 
interrupted speech.  In Experiment 1, we observed significant bimodal benefit when the LP ear 
received low-frequency speech, but received no bimodal benefit when low-frequency cues were 
limited to LPHCs.  This suggests that bimodal benefits observed for temporally interrupted 
speech stem primarily from low-frequency phonetic cues that are present in interrupted LP 
speech but not in interrupted LPHCs.  In Experiment 2, we observed that restoring continuity to 
the LPHC ear increased the amount of bimodal benefit observed; this benefit was significantly 
larger than that observed for temporally interrupted LPHCs (when the vocoder ear was 
temporally interrupted).  This finding suggests that the cues that support bimodal benefit for  
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continuous LPHCs are less useful to the listener when they are temporally interrupted.     
Although we speculated that temporal envelope cues may have an important role in 
bimodal benefit, the present experiments did not allow us to separate the contributions of 
temporal envelope cues from the contributions of other cues contained in LPHCs, such as 
voicing or F0 contour.  Thus, in future studies, it will be important to separately evaluate the 
contributions of continuous cues contained in LPHCs to bimodal benefit by employing modified 
low-frequency stimuli that preserve different subsets of the available cues.  
Finally, a somewhat different approach may be helpful to further separate the roles of 
bottom-up and top-down processes in bimodal hearing.  Specifically, it may be useful to measure 
speech intelligibility at the phoneme and word levels (presumably reflecting more bottom-up 
enhancement, and less top-down processing) as well as using sentence materials that provide 
different amounts of  sentence-level context, such as the IEEE and CUNY sentences used in the 
present experiments.  Kong et al. (under review) measured bimodal benefit for both phonemes in 
words and words in sentences, using LP speech in the simulated residual-hearing ear.  They 
reported that normalized gain increased with context level, from about 25% for phonemes correct 
(in real or nonsense syllables), to 35% for IEEE sentences and 70% for CUNY sentences for 
continuous speech.  This finding suggests that the low-frequency ear contributes to bimodal 
benefit both through bottom-up contributions to sensory information, as well by enhancing the 
listener’s use of top-down processes related to linguistic context.  
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Appendix A.  A summary of low-frequency cues in EAS studies 
Table 1A.  Studies that have examined the role of low-frequency cues in EAS conditions 
 
Study 
 
EAS condition 
Low-frequency conditions and 
cues preserved within the 
condition 
Low-frequency cues 
thought to account for 
primary EAS benefit 
Kong and 
Carlyon  
(2007) 
Bimodal 
simulation in 
noise 
LP 125 (phonetic, F0, envelope, 
voicing) 
AM-FM (F0, envelope, voicing) 
AM-FM:500 (envelope, voicing) 
phonetic, envelope, voicing 
Brown and  
Bacon (2009a) 
Hybrid 
simulation in 
noise 
LP 500 (phonetic, F0, envelope, 
voicing) 
T (voicing) 
Tf0 (F0, voicing) 
Tenv (envelope, voicing) 
Tf0-env (F0, envelope, voicing) 
F0, envelope, voicing 
Spitzer et al., 
(2009) 
Bimodal with real 
and simulated CI 
in quiet 
LP 500 (phonetic, F0, envelope, 
voicing) 
Flattened F0 (phonetic, envelope, 
voicing) 
F0, envelope 
Zhang et al. 
(2010) 
Bimodal with real 
CI in quiet and 
noise 
LP125, 250, 500, 750, & WB F0, voicing 
Carroll et al. 
(2011) 
Hybrid 
simulation in 
noise/ bimodal 
real CI in quiet 
and noise 
LP 500 (phonetic, F0, envelope, 
voicing) 
FMAM (F0, envelope, voicing) 
FM (F0, voicing)=F0 contour 
AM (envelope, voicing) 
Stationary (voicing) 
F0, envelope, voicing 
(hybrid simulation and  
bimodal real CI in noise/not 
in quiet) 
 
Kong and 
Braida (2011) 
Bimodal with real 
and simulated CI 
in quiet 
LP 500 (phonetic, F0, envelope, 
voicing) 
F1, envelope, voicing  
Visram et al. 
(2012) 
Bimodal with real 
CI in noise 
LP 2000 ( extended phonetic, F0, 
envelope, voicing) 
AMFM-comp (F0, envelope, 
voicing with harmonics) 
AMFM-pure (F0, envelope, 
voicing with pure tone) 
Vocoded (phonetic, envelope, 
voicing) 
Unprocessed LP 
(combination of F0 and 
other spectral cues) 
Sheffield and 
Zeng (2012) 
Bimodal 
simulation and 
bimodal real CI 
in quiet and noise 
LP 500 (phonetic, F0, envelope, 
voicing) 
Tf0-env (F0, envelope, voicing) 
Phonetic (F0 allows some 
access to phonetic 
information) 
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Appendix C.  Speech materials 
 
Table 2A.  Sample CUNY and IEEE sentence lists 
 
List 2 CUNY N of key 
words 
1 Do you want to have a barbecue this evening? 4 
2 When was the last time that you went to visit your parents? 6 
3 When will you be taking your vacation? 3 
4 Remember to take enough hangers with you when you go to do 
your laundry. 
5 
5 You can see deer near my country house. 5 
6 We're looking for an apartment. 3 
7 The football field is right next to the baseball field. 6 
8 Can you remember the last time we had so much snow? 5 
9 See your doctor. 2 
10 Put these lights on the tree. 3 
11 Don't use your credit card if you can't pay the bill on time. 8 
12 I like that song. 2 
  Total 52 
 
 
 
List 2 IEEE N of key 
words 
1 The boy was there when the sun rose. 5 
2 A rod is used to catch pink salmon. 5 
3 The source of the huge river is the clear spring. 5 
4 Kick the ball straight and follow through. 5 
5 Help the woman get back to her feet. 5 
6 A pot of tea helps to pass the evening. 5 
7 Smoky fires lack flame and heat. 5 
8 The soft cushion broke the man's fall. 5 
9 The salt breeze came across from the sea. 5 
10 The girl at the booth sold fifty bonds. 5 
  Total 50 
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Appendix D:  Individual data   
Table 3A.  Individual data representing percent correct scores for 4 lists per listening condition 
of Experiment 1 for 12 subjects 
  
8ch 
CUNY 
12ch 
CUNY 
16ch 
CUNY  
12ch 
IEEE 
16ch 
IEEE 
32ch 
IEEE 
NH15 gV 31.5 46.2 61.5  23 33 37.5 
NH16 gV 49.1 46.2 67.7  33.5 39 60 
NH19 gV 38.6 42.5 69.6  27.5 33.5 64 
NH20 gv 32.0 47.7 55.3  23 31.5 52 
NH22 gv 28.0 41.0 49.0  30 31 48.5 
NH25 gv 28.3 53.0 71.2  29.5 34.5 65 
NH26 gv 28.5 65.8 72.3  24 41 50 
NH27 gv 29.7 57.9 62.3  34.5 35.5 60 
NH28 gv 36.5 60.6 77.0  37 51 58.5 
NH29 gv 36.6 63.2 70.4  39.5 41 52 
NH30 gV 27.4 40.6 60.5  18 39 45.5 
NH31 gV 36.7 67.5 61.2  30.5 53.5 59.5 
 mn 33.6 52.7 64.8  29.2 38.6 54.4 
 sd 6.32 9.9 7.96  6.4 7.3 8.2 
         
NH15 gV+gLPsp 36.5 54.5 64.4  23.5 42.5 61 
NH16 gV+gLPsp 56.5 72.7 87.8  55.5 60.5 67.5 
NH19 gV+gLPsp 51.4 74.5 76.6  33.5 47 66.5 
NH20 gV+gLPsp 38.6 53.7 62.1  25 53 55.5 
NH22 gV+gLPsp 46.1 52.0 67.0  30 47 63.5 
NH25 gV+gLPsp 43.2 78.6 80.0  30.5 45 64.5 
NH26 gV+gLPsp 47.3 60.6 81.4  34.5 42.5 58.5 
NH27 gV+gLPsp 54.7 69.7 78.7  39 48.5 69.5 
NH28 gV+gLPsp 59.3 86.7 86.9  46 60.5 68.5 
NH29 gV+gLPsp 58.0 72.9 71.0  41 33.5 49.5 
NH30 gV+gLPsp 50.3 59.6 71.5  30 34 57.5 
NH31 gV+gLPsp 58.3 80.0 85.4  60 55.5 73.5 
 mn 50.0 68.0 76.1  37.4 47.5 63.0 
 sd 7.8 11.5 8.8  11.5 8.9 6.8 
         
NH15 gV+gLPHC 28.9 55.2 51.8  21 31 66 
NH16 gV+gLPHC 33.5 61.8 71.2  25 37 58.5 
NH19 gV+gLPHC 27.3 69.3 80.8  30.5 50.5 63.5 
NH20 gV+gLPHC 26.8 63.5 64.7  30.5 43.5 69.5 
NH22 gV+gLPHC 34.4 53.0 57.8  37 31 49.5 
NH25 gV+gLPHC 44.9 52.0 77.5  27 53 54.5 
NH26 gV+gLPHC 36.2 62.1 63.0  41 43.5 65.5 
NH27 gV+gLPHC 48.4 44.2 76.7  20.5 45 58 
NH28 gV+gLPHC 41.3 62.0 68.5  34.5 43.5 65.5 
NH29 gV+gLPHC 36.7 50.8 63.4  21.5 43 44.5 
NH30 gV+gLPHC 36.5 56.1 74.2  29.5 32 41 
NH31 gV+gLPHC 45.2 72.2 77.1  33 48.5 60 
 mn 36.7 58.5 68.9  29.3 41.8 58.0 
 sd 7.1 8.1 8.9  6.5 7.5 9.04 
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Appendix D (Continued) 
Table 4A.  Individual data representing percent correct scores for 6 lists per listening condition 
of Experiment 2 for 12 subjects 
 gV  gV+gLPHC  gV+nfLPHC  gV+cLPHC  nfV+cLPHC  
NH34 42.8 29.4 47.3 51.6 64.7 
NH35 44.3 38.9 53 49.1 68.1 
NH39 43.4 48.1 51.3 57.2 72.4 
NH41 40.2 59.3 50.6 58 84.3 
NH42 46.4 57.2 56.6 62.9 77.8 
NH43 60.9 59.4 66.9 62.1 71 
NH44 41.6 39.9 46.7 52.7 64.3 
NH46 45.3 50.9 63.4 59.2 66.7 
NH47 52.9 55.4 58.5 68.2 75.5 
NH48 37.4 40.6 51.1 43.4 75.2 
NH49 49.4 47.4 48.3 47.3 76.9 
NH50 69.5 63.2 73 76.3 86.2 
mn 47.8 49.1 55.6 57.3 73.6 
sd 9.25 10.3 8.38 9.30 7.13 
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Appendix D (Continued) 
Table 5A.  Individual data representing percent correct scores for 4 lists per listening condition 
of Experiment 3 for 8 subjects 
 gV  nfV nfV+cLPHC  
NH51 53.9 52.7 66.1 
NH53 53 58.8 76 
NH54 39.7 63.3 73.3 
NH2 66.3 59.2 62.5 
NH1 61.9 74.7 77.7 
NH55 58.7 62.4 75.1 
NH56 44.7 55.2 81.6 
NH57 41.3 69.2 76.4 
mn 52.4 61.9 73.6 
sd 9.78 7.2 6.28 
 
 
 
