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Abstract—Person search targets to search the probe person
from the unconstrainted scene images, which can be treated
as the combination of person detection and person matching.
However, the existing methods based on the Detection-Matching
framework ignore the person objectness and repulsion (OR)
which are both beneficial to reduce the effect of distractor
images. In this paper, we propose an OR similarity by jointly
considering the objectness and repulsion information. Besides the
traditional visual similarity term, the OR similarity also contains
an objectness term and a repulsion term. The objectness term
can reduce the similarity of distractor images that not contain a
person and boost the performance of person search by improving
the ranking of positive samples. Because the probe person has
a different person ID with its neighbors, the gallery images
having a higher similarity with the neighbors of probe should
have a lower similarity with the probe person. Based on this
repulsion constraint, the repulsion term is proposed to reduce
the similarity of distractor images that are not most similar
to the probe person. Treating the Faster R-CNN as the person
detector, the OR similarity is evaluated on PRW and CUHK-
SYSU datasets by the Detection-Matching framework with six
description models. The extensive experiments demonstrate that
the proposed OR similarity can effectively reduce the similarity
of distractor samples and further boost the performance of
person search, e.g., improve the mAP from 92.32% to 93.23%
for CUHK-SYSY dataset, and from 50.91% to 52.30% for PRW
datasets.
Index Terms—Detection-Matching Person Search; Person Re-
pulsion, Person Objectness, Person Re-identification
I. INTRODUCTION
Given an image along with the probe person, person search
targets to search the probe person from an extensive gallery
of unconstrainted scene images [1], as shown in Figure 1. An
intuitive solution for the person search determines whether the
scene image contains a person who has the same ID as the
probe person. Due to the multi-scale and occlusion problems
of persons in the scene images, it is almost impossible to
directly measure the similarity between the probe person and
the unconstrainted scene images. Therefore, person detection 1,
which focuses on localizing persons among an image, is
a priori component for person search. Once localizing the
candidate person proposals, person search can measure the
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Fig. 1. Illustration of person search. The red and green bounding boxes denot
the query person and the true positive persons, respectively.
visual similarity between the probe person and all candidate
persons, and find the most matched one. Therefore, person
search can be treated as a combination of person detection
and person matching.
Depending on whether using a separate description model
for person matching, existing methods can be classified
into two categories: Unified person search framework and
Detection-Matching framework. The unified framework com-
bines person detection and person matching into an end-to-
end model [1]–[4]. However, the subtle difference between
different person images makes those methods not to gener-
ate a robust and discriminative person description. Different
from the unified framework, the Detection-Matching frame-
work [5]–[8] takes person detection and person matching
as two independent components. It firstly employs a person
detector to generate the candidate person proposals, and then
uses a description model to generate the person representation
used for matching, as shown in Figure 2(b). In current person
search methods, person matching is always implemented by
person re-identification. Person re-identification is significantly
different from Detection-Matching person search framework
because the candidate gallery person images are generated
by human cropped in person re-identification, as shown in
Figure 2(a). Assisted in the success of the detection model,
existing methods based on the Detection-Matching framework
mainly focus on how to generate a robust and discriminative
person description.
Although Detection-Matching is a robust framework for
the person search, it has the following limitations. Firstly,
it ignores the objectness of the auto-detected gallery images
during person matching. The Detection-Matching framework
assumes that each gallery image must contain a person,
and ignores the objectness information2. Actually, the gallery
images are all auto-detected by the person detector, and may
only detect part of the person or even not contain a person. As
2The objectness information is the confidence score that the proposal
contains a person.
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Fig. 2. The illustration of person re-identification (a) and Detection-Matching person search framework (b).
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Fig. 3. The mismatch caused by the distractor images(a), and occlusion of
the person(b).
a consequence, the distractor images that not contain a person
may have a higher similarity than the true positive images. In
conclusion, ignoring the objectness of the auto-detected gallery
images brings more false-positive images into the results, as
shown in Figure 3(a).
Secondly, the Detection-Matching framework ignores the
repulsion constraint between the probe person and its neigh-
bors. Given a probe person along with its original frame,
we define the neighbors as the auto-detected persons in the
original frame. Based on the prior knowledge that each frame
cannot contain two persons with the same ID, the probe
person and its neighbors have a repulsion constraint. For
example, the gallery image having a higher similarity with
the neighbors should have a lower similarity with the probe
person. However, the Detection-Matching framework discards
the repulsion constraint during person matching, leading to
many mismatches caused by the neighbors. As shown in
Figure 3(b), if its neighbors occlude the probe person, much
interference information can be caused by its neighbors, and
generate many failure cases.
To address the above issues, we propose a novel OR similar-
ity by jointly considering the Objectness and Repulsion infor-
mation of the person. Note that the OR similarity is proposed
based on the Detection-Matching person search framework.
Besides the traditional visual similarity term, the OR similarity
also contains the objectness term and the repulsion term. An
intuitive illustration is shown in Figure 7. For the Detection-
Matching framework, we first train the Faster R-CNN [9] as
the detector to generate the gallery images. Based on the
detection score for each gallery image, the objectness term
represents the probability that the gallery image contains a
person. Using the objectness term can boost the performance
of person search by reducing the similarity of distractor images
and improving the ranking score for positive samples. With
the constraint that the probe person has a different person ID
with its neighbors, the repulsion term is proposed to reduce
the similarity of gallery images that are not most similar to
the probe person. For each gallery image, the repulsion term
is implemented based on the gap between the similarity of the
probe and the nearest neighbors, where the nearest neighbor
is the neighbor which has the highest similarity score with the
gallery image.
We finally evaluate the proposed OR similarity with the
Detection-Matching framework, which treats the Faster R-
CNN as detection model and employs six description models
for person matching, i.e., ResNet50 [10], DenseNet121 [11],
Squeeze-and-Excitation Networks (SE-Net) [12], Multi-Level
Factorisation Net (MLFN) [13], Part-based Convolutional
Baseline (PCB) [14], Multiple Granularities Networks(MGN)
[15]. The extensive experiments demonstrate that the OR sim-
ilarity is compatible with existing Detection-Matching person
search methods, and can further boost their performance. The
contributions of this paper are summarized as follows:
1) We show that considering the objectness of each gallery
image can reduce the effect of distractor images for the
person search.
2) We demonstrate that using the repulsion between probe
person and its neighbors can decrease the similarity of
the distractor images that are not most similar to the
probe person.
3) By jointing the person objectness and repulsion infor-
mation, we propose an OR similarity that is compatible
with existing methods and can further boost their per-
formance.
3II. RELATED WORK
In this section, we review the related work for person
search from the following three aspects: person search, person
detection, and person re-identification.
a) Person Search: Recently, the person search, which
targets to search the probe person from a large scale of
gallery whole scene images, has drawn much attention. As the
person search can be regarded as the combination of person
detection and person re-identification, the existing methods
can be classified into two classes: 1) end-to-end person search
framework [1]–[4]; 2) Detection-Matching framework [6]–[8].
The end-to-end framework aims to propose a unified model
to learn the person detection and description jointly. For
example, based on the Faster R-CNN, Xiao et al. [1] propose
an online-instance matching loss to infer the person detection
and description model together. Li etal. [2] further propose
a Pedestrian Space Transformer to improve the accuracy of
person detection, and further boost the performance for person
search. Different from the above two methods, Liu et al. [3]
propose a Neural Person Search Machines that can recursively
achieve the person detection and searching simultaneously.
As the person image among person search contains subtle
difference, the major disadvantage of using a unified model is
that it cannot generate a robust and discriminative representa-
tion to describe the person. Therefore, the Detection-Matching
framework treats the person detection and person description
as two independent models, and boost the person search per-
formance by improving the representation ability. For example,
Zheng et al. [5] employ a detection model for person detection,
and a re-identification model for generating a robust person
description. As the auto-detected person images contain many
noisy backgrounds information, Chen et al. [7] propose a
mask-guided two-stream CNN model to generate a robust
person description with the help of person foreground mask.
Further, the auto-detected person proposals vary in scale,
Lan et al. [6] propose a Cross-Level Semantic Alignment to
improve the descriptive ability, and then employ a multi-scale
matching to overcome the scale problem. Therefore, state-of-
the-art person re-identification models can be used to generate
person representation.
b) Person Detection: Person detection plays a crucial
role in the Detection-Matching framework for person search.
With the development of the Convolutional Neural Network,
the recent person detection methods are all based on deep
learning [16]–[22]. Based on the previous Deformable Part
Models (DPM) [23], Ouyang et al. [20] propose JointDeep
model which employs the deep learning to generate a robust
description for the person parts. More recently, as the fantastic
performance achieved by the RCNN framework [9], [24], [25]
in object detection, most of the person detection methods [16]–
[19], [21] are all proposed based on the RCNN framework.
Furthermore, the previous work [6], [7] has been shown that
the Faster R-CNN is a robust framework for the existing per-
son search datasets, we then employ the Faster R-CNN as the
person detector in this paper. Recently, the DLR [48] proposes
an ROI transform layer to connect the person detection and
person description. With the ROI transform layer, the person
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Fig. 4. The distribution statistics of detection scores for gallery images on
PRW dataset. The Positive denotes the gallery images which belong to one of
the probe persons. The Distractor represents the images that do not belong to
any probe persons. The detection scores are derived from the person detector.
description loss can be used to supervise the person detector.
Finally, a more robust person detector is applied in DLR for
person detection to boost the performance.
c) Person Re-Identification: The person search, which
can be regarded as an extension of the person re-identification
by considering the person detection, is the most related to the
person re-identification. As the success of person detection,
one kind of methods [6], [7] for person search are all focus on
how to generate a discriminative and robust person description.
For the person re-identification, methods [15], [26]–[34] focus
on employing the siamese or triplet metric learning to improve
the discriminative of the generated features. The other meth-
ods [14], [15], [35]–[42] focus on enhancing the discriminative
by considering the local person part. Targeting to describe the
discriminative region of the person image, some methods [43]–
[45] are proposed based on the attention mechanism.
Different from the related person search methods, our
work focuses on the measurement between probe image and
gallery images, and is independent of the detection model and
description model. Therefore, we treat the Faster R-CNN as
detector, and employ several re-identification models [13]–[15]
to evaluate the effect of our method.
III. ANALYSIS ABOUT EXISTING METHOD
Before describing the proposed OR Similarity, we first ana-
lyze the existing studies on person search from the following
two aspects: 1) what is the effect of objectness for person
search? 2) what is the effect of repulsion constraint? The
following analyses are performed on the PRW dataset [5], [44],
[45] with Faster R-CNN model [9].
A. Analysis on Objectness
Inspired by person re-identification, the existing Detection-
Matching person search framework ignores the objectness of
the auto-detected gallery images during person matching. The
gallery images are generated by manually cropped or carefully
filtered from auto-detected bounding boxes for person re-
identification. Consequently, those gallery images have a high
probability of containing a person, and we can ignore the
objectness of the gallery image while computing the similarity
between probe and gallery images. Different from person re-
identification, the gallery images of person search are all
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Fig. 5. The distribution statistics of detection scores for gallery images on
CUHK-SYSU dataset. The Positive denotes the gallery images which belong
to one of the probe persons. The Distractor represents the images that do
not belong to any probe persons. The detection scores are derived from the
person detector.
generated by a person detector. For object detection, the
detector treats the proposal with a detection score larger than
or equal to 0.5 as the correct detection. Therefore, the detection
scores of the auto-detected gallery images arrange from 0.5 to
1.0. The higher the detection score, the higher the probability
of containing a person, and vice versa. However, in the existing
person search methods, the auto-detected proposals are all
assumed containing the person with the confidence of 1.0,
which is an unreasonable assumption.
Target to analyze the effect of objectness, we statistic the
distribution of detection score and show the mismatches in the
following. We first train a person detector based on the Faster
R-CNN on the PRW dataset, and then perform the trained
detector to generate the auto-detected person proposals. For the
PRW dataset, there are 52,942 auto-detected person proposals.
Based on whether the proposals belong to one of the probe
persons, we divided all the detected proposals into two groups:
15,962 positive gallery images, and 36,980 distractor images.
The positive gallery images are the proposals that have an
overlap larger than 0.5 with any ground-truth probe persons,
and the distractors are the images that do not belong to any
probe persons. As shown in Figure 4, the positive gallery
images have a high objectness, e.g., more than 98% of the
images have the scores of more than 0.9. The reason is that
the positive gallery images are all carefully annotated with the
human. Different from the positive gallery images, the distrac-
tor images can be classified into three groups: the unlabeled
pedestrians, the part of pedestrians, and noisy images. Among
all those three types of images, only the unlabeled pedestrians,
which contain the pedestrians but not belonging to any probe
pedestrians, would have a higher detection score by person
detector. The other two types of images both would have a
lower detection score due to they both treated as the negative
samples while inferring the person detector. Therefore, there
are half of the distractor images (the unlabeled pedestrian)
having higher detection scores, and the other half of distractor
images (true negative samples) have lower detection scores.
As shown in Figure 4, the distractor images contain more
than 50% of images whose detection scores are lower than
0.9. Unfortunately, those images with lower detection scores
will produce many mismatches. As shown in Figure 6, some
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Fig. 6. The distractor images with a higher similar scores. Note that the
averaged similar score between query images and the positive gallery is 0.7.
samples have low detection scores but a high similarity. Note
that the averaged similar score between all query images and
its ground truth is 0.7 for the PRW dataset. Therefore, reducing
the effect of distractor images by considering the objectness of
the proposal can improve the robustness of the person search.
Besides the PRW dataset, we further provide the analysis
on the other CUHK-SYSU dataset and illustrate the related
results in Figure 5. From Figure 5, we can observe that almost
all positive images have a higher detection score, e.g., 99.59%
samples have the detection scores than 0.9. For the distractor
images, we found that the detection score of more than 60%
samples are also high. The reason is that a large number of
the unlabeled pedestrians existed in the CUHK-SYSU dataset.
Besides the unlabeled pedestrians, the other distractor images
all have lower detection scores.
B. Analysis on Repulsion Constraint
Person matching is performed by computing the similarity
between the probe and all gallery images, which is sim-
ilar to person re-identification. Compared with person re-
identification, the advantage of person search is that the
original frame of probe image is available. Given the probe
image along with its original frame, we define the other
person proposals within the frame as its neighbors. By taking
the probe and its neighbors into consideration, we can treat
the person matching among person search as a multi-query
problem. As the persons that appear in the same frame must
have different IDs, those multiple query images are mutually
exclusive. For each gallery image, if it has a higher similarity
with the neighbors, it should have a lower similarity with the
probe person. That is to say, the true positive gallery images
should have a higher similarity with the probe image than
its neighbors. Based on the above assumption, we analyze
the person search results generated by the existing methods
that ignore the repulsion constraint. The analysis is performed
by taking the state-of-the-art person re-identification model
MGN [15] as a feature extractor. For the PRW with the
gallery size of 200, there are 28,105 pairs satisfying the above
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Fig. 7. The description of OR similarity. S is the visual similarity between
two features. Sr is the repulsion term, representing the repulsion between the
probe image and its neighbors. So denotes the objectness of gallery image.
condition, while the rest 49,017 do not. Therefore, there are
most of the true positive gallery images which have a higher
similarity with the neighbors.
By further visualizing the results of the person search, we
find that the occluded probe person always has a worse search
performance. The reason is that the occluded probe person
contains the interference information from its neighbors, and
has a high similarity to the neighbor that occludes it. An
intuitive description is shown in Figure 8. Once taking the
repulsion between the probe image and its neighbors into con-
sideration, it can reduce mismatches caused by the neighbors.
IV. SIMILARITY BASED ON OBJECTNESS AND REPULSION
In this section, we introduce the OR similarity that considers
the person Objectness and Repulsion. We first give the formu-
lation of OR similarity, and then provide a detailed description
for each term.
a) Formulation: Since the calculation of the similarity
between the probe image and each gallery image is indepen-
dent of person search, we consider only one probe image and
one gallery frame in the following for simplicity. We define a
set of probe image and its neighbor as Iq = {Iq0 , Iq1 , ..., Iqnq},
where Iq0 is the probe image, and others are its neighbors. nq
is the number of the neighbor images. The gallery images are
defined as Ig = {Ig1 , ..., Igng}, where ng is the number of the
gallery images.
The goal of OR term generates a reasonable and robust
similarity between Iq0 and I
g with the help of Iq . By taking
the objectness and repulsion constraints into consideration, the
OR similarity is defined as Eq. (1), and an illustration of OR
similarity is shown in Figure 7,
Sor(Iq0 , I
g
j ) = S(I
q
0 , I
g
j )× Sr(Iq, Igj )× So(Igj ), (1)
where S is the traditional visual term which denotes the
similarity between the probe and gallery features. Sr is the
repulsion term which denotes the repulsion between the probe
image and its neighbors. The So is the objectness term which
represents the probability that the gallery image contains a
person. Sr ∈ [0, 1] and So ∈ [0, 1] are used to reduce the
similarity of negative gallery and distractor images. Therefore,
Sr and So need to have a high score for the positive gallery
images, and low score for others. In the following, we give a
detailed description of each term.
b) Visual Term: The visual term S is used to mea-
sure the visual similarity between probe image and gallery
images. Given the query image Iq0 and the gallery image
Igj (j ∈ [1, ng]), we employ the person description model
f to generate the feature for each image, and denote the
generated features as fq0 and f
g
i . To demonstate the effec-
tiveness of the proposed method, we employ six type of
models as feature extractor f in this paper, i.e., ResNet50 [10],
DenseNet121 [11],Squeeze-and-Excitation Networks [12],
Multi-Level Factorisation Net(MLFN) [13],Part-based Con-
volutional Baseline (PCB) [14], Multiple Granularities Net-
works(MGN) [15]. Once obaining the fq0 and f
g
j , we define
the Euclidean distance between the L2 normalized features as
the visual term:
S(Iq0 , I
g
j ) = 1−
1
2
||fq0 − fgj ||2, (2)
where fq0 and f
g
j are the description for I
q
0 and I
g
j , respectively.
The more similar images, the higher S(Iq0 , I
g
j ) score. S(I
q
0 , I
g
j )
is also the baseline in our work.
c) Objectness Term: During person matching, ignoring
the objectness of gallery images can damage the performance
for person search, especially for the distractor images which
do not contain a person. Therefore, we employ the objectness
term as an additional constraint to reduce the similarity for
distractor images. The objectness term should have the follow-
ing characteristics: 1) it can represent the probability that the
image contains a person. 2) its value should be in the range
[0,1], the low value corresponding to the distractor images.
Therefore, we define the objectness term as follows:
So(j) = eS
d(j)−1, (3)
where Sd(j) is the detection score for proposal Igj . Inspired
by the object detection model, the higher Sd(j), the higher
the probability that the proposal contains a person. By using
So(j), we can effectively reduce the similar score for the
images not belonging to the person category. The advantage
of the objectness term is that it can reduce the similar score
for distractor images and does not affect the similarity of true
positive samples. For true positive samples, Sd is close to 1
which makes So close to 1. Therefore, So would not adjust the
similarity for true positive samples. Different from higher Sd
for true positive samples, the distractor images have a lower
Sd that produces a lower So. From the Eq.(1), we can observe
that using the lower So can effectively reduce the similarity.
Figure 12 represents the change of similarity in positive and
distractor samples from the objectiveness term.
d) Repulsion Term: As described above, the probe image
Iq0 has a different person ID with its neighbors I
q
i (i ∈ [1, nq]).
Therefore, the gallery image that has a higher similarity with
the neighbor should have a lower similarity with the probe
image Iq0 . To achieve this goal, we propose a repulsion term
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Fig. 8. The effect of repulsion term. The repulsion term can effectively reduce
the similarity for the negative images.
to reduce the similarity for each gallery image by considering
its similarity with the neighbors Iq .
Given a gallery image Igj , we firstly employ the Eq. (2)
to compute the similarity with images Iqi , and denote the
similarity as Si,j , where S0,j denotes the similarity of probe
image Iq0 and the gallery image I
g
j . We then search the
nearest neighbor IqNj , which has the maximize similarity score
among all neighbors Iq , where Nj is the index for the nearest
neighbor. The similar score of the nearest neighbor is denoted
as SNj ,j , and Nj can be obtained by:
Nj = argmax
i
Si,j . (4)
Finally, the repulsion term is obtained by taking the gap
between similarity of the probe and the nearest neighbor into
consideration, defined as the following:
Sgap(0, j) = S0,j − SNj ,j , (5)
where Sgap(0, j) denotes the difference between the similarity
score S0,j and the maximum score SNj ,j . As I
q
Nj
is the
nearest neighbor for gallery image Igj in I
q , S0,j is lower
than SNj ,j that makes Sgap(0, j) ≤ 0. The Sgap(0, j) is
the absolute difference, which cannot represent the relative
difference between two similarities. Therefore, the repulsion
term is obtained by normalizingSgap(0, j) with SNj ,j :
Sr(0, j) = e
Sgap(0,j)
SNj,j . (6)
As Sr targets to reduce the similarity for negative images,
and preserve the similarity for positive images, Sr(0, j) has
the following characteristics. Firstly, it does not change the
similarity for true positive matching, e.g., for the true positive
matching, the nearest neighbor is the probe image itself, thus
Nj=0. As a consequence, Sr(0, j) = e0 = 1, hence it can
preserve the similarity for positive matching. Secondly, it
needs to reduce the similarity for the gallery image that is most
similar to the neighbor Iqi (i ∈ [1, nq]). Once the gallery image
has a higher similarity with the neighbors, Sgap(0, j) < 0 due
to S0,j < SNj ,j . The larger gap between S0,j and SNj ,j , the
lower Sr(0, j). Based on the Eq.(1), the lower Sr(0, j) can
greatly reduce the similarity. Some examples are shown in
Figure 8 and Figure 13.
e) Discussion with CWS: The core of Objectness Term
and CWS are both to suppress the effect of negative samples
during computing the similarity between probe image and
gallery images. The CWS firstly multiply the normalized
confidence score and then calculate the cosine distance be-
tween two descriptors. Therefore, the weighted similarity is
linearly related to the detection score. Based on the distribution
statistics of the detection score shown in Fig. 4, we consider
that using linear operation is not a good choice. Different from
the CWS, the Objectness term proposes an exponent-based
weight to fuse the instance, as shown in Eq. (3).
f) Discussion with re-ranking method: The repulsion
term is similar to the re-ranking methods, but it has a different
motivation with re-ranking methods. Since the probe image
has a different person ID with its neighbors, the gallery
image that has a higher similarity with the neighbors should
have a lower similarity with the probe images. Therefore, the
repulsion term aims to reduce the similarity of the gallery
images that is similar to the neighbors of probe person,
e.g., as shown in Figure 13, the repulsion term improves the
performance of person search by reducing the similar score
for distractor images. Different from the repulsion term, the
re-ranking methods resort to the retrieval results according to
the best results that appeared early in the previous retrieval
results. To obtain the previous retrieval results, the re-ranking
methods need to “see” all gallery instances. Therefore, the re-
ranking method is an offline method, which is time-consuming
and not suitable for an online person search. Different from
the offline re-ranking, the repulsion term can be treated as an
online method.
V. EXPERIMENTS
To demonstrate the effectiveness of the OR Similarity,
several experiments are conducted on the two widely used
datasets 3.
A. Datasets
a) CUHK-SYSU: CUHK-SYSU [1] is a large-scale per-
son search dataset consisting of street/urban scene images
captured by camera or movie snapshots. It contains 18,184
scene images with 96,143 annotated bounding boxes. Among
all the bounding boxes, there are 8,432 labeled person IDs, and
each person appears in two or more different gallery images.
The all bounding boxes and person IDs are split into two
groups: 1) the training set contains 11,206 images and 5,532
person IDs; 2) the testing set has 6,978 images with 2,900
person IDs. There are several subsets with different gallery
sizes for each probe person. During the evaluation, each subset
is officially defined by the dataset with a size of 50, 100, 500,
1000, 2000, 4000.
b) PRW: Different from the CUHK which are
camera-independently, the Person Re-identification in
the Wild(PRW) [5] dataset is collected from the video frames
that are captured by six cameras. Therefore, PRW is more
3Currently, there are only two datasets, CUHK-SYSU and PRW, for person
search task.
7TABLE I
COMPARISON OF RESULTS ON CUHK-SYSU AND PRW WITH GALLERY SIZE OF 100 AND 6,112, RESPECTIVELY.
Datasets CUHK-SYSU PRW
Method mAP(%) Top-1(%) mAP(%) Top-1(%)
CNN [9]+DSIFT [46]+Euclidean 34.5 39.4
CNN [9]+DSIFT [46]+KISSME [47] 47.8 53.6
CNN [9]+IDNet [1] 68.6 74.8
NPSM [3] 77.9 81.2 24.2 53.1
OIM [1] 75.5 78.7 21.3 49.9
SIPR [2] 85.3 86.0 39.5 59.2
MGTX [7] 83.0 83.7 32.6 72.1
CLSA [6] 87.2 88.5 38.7 68.0
LCG [8] 84.1 86.5 33.4 73.6
QEEPS [4] 88.9 89.1 39.1 80
DLR [48] 93.0 94.2 42.9 70.2
Faster R-CNN [9]+ResNet50 [10] 88.60 89.10 34.17 56.93
Faster R-CNN+DenseNet121 [11] 90.13 90.72 40.42 63.10
Faster R-CNN+SeResNet50 [12] 88.61 89.45 42.91 65.05
Faster R-CNN+MLFN [13] 88.41 88.62 39.51 62.18
Faster R-CNN+PCB [14] 91.91 92.59 41.95 64.37
Faster R-CNN+MGN [15] 92.32 93.21 50.91 69.52
Faster R-CNN+ResNet50+OR 90.00 90.21 36.90 59.50
Faster R-CNN+DenseNet121+OR 91.24 91.93 41.94 65.58
Faster R-CNN+SeResNet50+OR 89.69 90.24 44.76 68.21
Faster R-CNN+MLFN+OR 88.75 89.69 41.51 64.32
Faster R-CNN+PCB+OR 92.93 93.69 43.01 65.87
Faster R-CNN+MGN+OR 93.23 93.83 52.30 71.51
challenging than the CUHK-SYSU dataset. There are 43,110
annotated bounding boxes generated from 11,816 video
frames. Based on the standard training/test split provided by
the dataset, the training dataset contains 482 person IDs from
5,704 video frames, and the test set has 2,057 person IDs
with 6,112 gallery images. The standard evaluation of PRW
takes the whole gallery set into consideration while searching
each probe person. Besides using the full gallery set, we also
randomly generate some subsets with gallery size of 200,
500, 1000, 2000, and 4000, used for evaluation.
B. Evaluation Metrics
For the person detection, a detection box is considered as
a correct matching if the intersection-over-union (IoU) with
any grounding box is above 0.5. Similar to object detection,
Average Precision (AP) and recall are used to measure the
performance of person detection. For the person search, the
cumulative matching characteristics (CMC top-K) metric and
the mean averaged precision (mAP) are employed to measure
the performance of the person search system. The CMC top-
K computes a matching as there is at least one of the top-
K predicted bounding boxes with the intersection-over-union
(IoU) larger than or equal to 0.5. The mAP is used to reveal
the accuracy and recall rate for each probe image.
C. Implementation Details
In this work, all models and evaluations are performed with
the Pytorch framework. The person detector is implemented
based on the Faster R-CNN with the backbone of ResNet-101,
and initialized with a COCO-pretrained model 4. The Faster
R-CNN is trained with two-step training strategies with the
4https://github.com/jwyang/faster-rcnn.pytorch
detection loss introduced original work. We firstly train the
Faster R-CNN on the labeled person bounding boxes among
COCO datasets, and then fine-tune the trained Faster R-CNN
on person search datasets, e.g., CUHK-SYSU, and PRW. The
detector training is performed with the SGD algorithm with
the momentum setting to 0.9, the weight decay to 0.0001, the
iteration to three epochs with the learning rate of 0.001.
For the person description, we employ six type of models to
generate the representation, i.e., ResNet50 [10], DenseNet121
[11], Squeeze-and-Excitation Networks (SE) [12], Multi-Level
Factorisation Net (MLFN) [13], Part-based Convolutional
Baseline (PCB) [14], Multiple Granularities Networks (MGN)
[15] 5. The ResNet50, DenseNet121, and Se-Resnet50 are
the traditional image classification models, and the MLFN,
PCB, and MGN are the person re-identification models. Except
for the MGN, the rest models are all trained based on the
public implementation 6 with the following setting: 1) using
the classification loss and triplet loss. 2) the learning rate is set
as 0.003 with the stepsize of 50. For the MGN, we employ the
pytorch implementation 7 with its default setting. Targeting to
train a robust person description model, we employ the labeled
person images as the training images, and all person bounding
boxes are resized to 384× 128.
D. Comparision with State-of-The-Art Methods
In this section, we report the person search results on the
CUHK-SYSU and PRW datasets, with a comparison with
several state-of-the-art methods, e.g, OIM [1], NPSM [3],
MGTS [7], CLSA [6], LCG [8], QEEPS [4], and DLR [48].
The related results are summarized in Figure 10 and Table I.
5The MGN is one of the state-of-the-art single models for person re-
identification.
6https://github.com/KaiyangZhou/deep-person-reid
7https://github.com/seathiefwang/MGN-pytorch
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Fig. 9. The effect of objectness term (O), repulsion term (R), and OR similarity (OR) on the CUHK-SYSU dataset with varying gallery sizes.
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Fig. 10. Performance comparison on CUHK-SYSU with varying gallery sizes.
Firstly, we show that we have been implemented a robust
baseline framework for the person search. As shown in Table I,
without using OR similarity, most of the models by using
the detection results from Faster R-CNN obtain the better
performance than existing methods expect of the DLR [48].
The reason is that the DLR proposes a more robust person
detector than Fast R-CNN used in ours, e.g., for the CUHK-
SYSU dataset, the detector in DLR obtains the mAP of
93.09%, which is higher than the mAP of 87.78% of ours.
Therefore, the more robust detector makes the DLR obtain
a higher performance than ours. From the Table I, we also
observe that the QEEPS [4] and CLSA [6] both obtain a higher
performance than the Faster R-CNN+ResNet50. The reason is
that those two methods employ the more robust description
model than ResNet50.
We then show that adding the OR term upon the existing
methods can further boost their performance. As shown in
Table I, using OR term obtains the improvement of mAP from
1.08% to 3.16% upon existing methods for those two datasets.
Once using the OR similarity, most methods achieve a better
performance than existing methods.
Finally, combining the MGN with OR term achieves the
current state-of-the-art performance, e.g., the MGN obtains
the mAP of 0.23% and 9.4% improvement over the existing
highest performance for CUHK-SYSU and PRW datasets,
respectively. Figure 10 further illustrates the comparison of the
CUHK-SYSU dataset with different gallery sizes. The better
performance demonstrates that the proposed OR similarity is
compatible with existing methods and can further boost the
performance.
E. Ablation Study
From the above experimental results, we can observe that
using the OR term can achieve significant improvement over
the six models on both two datasets. Therefore, OR similarity
is a useful measurement for person search. The significant
contribution of the OR term is that it takes the objectness of
gallery images, and repulsion between the probe image and
its neighbors into consideration. To understand the impact of
the above two aspects, we conduct some studies on those two
datasets with different gallery sizes.
a) Person Detection: As the person detection plays a
vital role in the person search, we then report the results for
the detector implemented in this paper. The detailed results are
shown in Table II. As shown in Table II, we can see that the
detector used in this work obtains higher performance than
the existing CLSA. The robust detector can generate much
accurate person proposals used for person matching.
b) Effect of Objectness term: We evaluate the effect
of objectness term for person search, and summarize the
related results for CUHK-SYSU and PRW in Figure 9 and
Figure 11, respectively. From the Figure 9 and Figure 11, it can
be observed that using the objectness constraint can achieve
improvement for both large scale and small scale gallery
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Fig. 11. The effect of objectness term (O), repulsion term (R), and OR similarity (OR) on the RPW dataset with varying gallery sizes.
TABLE II
THE DETECTION PERFORMANCE FOR CUHK-SYSU AND PRW DATASET.
Datasets Methods mAP(%) Recall(%)
CUHK-SYSU CLSA [6] 87.2 88.5
CUHK-SYSU Ours 87.78 91.81
PRW Ours 91.36 96.33
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Fig. 12. The effect of the OR similarity on the similarity of positive and
negative images on the PRW dataset with the gallery size of 200.
sizes. Since the objectness term is proposed to reduce similar
scores for distractor images, we further illustrate the similar
score affected by the objectness term. As shown in Figure 12,
using objectness term produces a significant influence on the
similarity of the distractor images and maintains the similarity
of the positive images. For example, the objectness term
can reduce the similarity of positive and negative images
from 0.7032 and 0.3912 to 0.698 and 0.3411, respectively.
Therefore, we can conclude that using the objectness term
can reduce the effect of distractor images for person search.
c) Effect of Repulsion term: We then evaluate the ef-
fectiveness of repulsion term for person search. From the
Figure 9, Figure 11, Table III, and Table IV, we can see that
simply using the repulsion term can improve the performance.
However, the effect of repulsion term is related to the size
of gallery, e.g., for the MGN model, the improvement of
repulsion term for the size of 200, 500, 1000, 2000, 4000,
6112 are 0.69%, 0.55%, 0.44%, 0.35%, 0.26%, 0.22% on
PRW dataset, respectively. The reason is that the repulsion
term is used to adjust the distractor image that has a higher
similarity with the probe image, and the larger gallery may
contain many distractor images that are not similar to the probe
images. The more gallery images, the smaller the percentage
of gallery images can be adjusted by the repulsion term. We
further demonstrate the impact of repulsion term on the simi-
larity score and give more visualization results. As shown in
Figure 12 and Figure 13, using repulsion term does not destroy
the similarity of positive images, but dramatically reduces the
score of negative images. Finally, we provide some statistical
results to prove that the repulsion term is a useful term for the
person search. By comparing the performance between without
using repulsion term and using repulsion term, we found that
using the repulsion term achieves performance improvement
on 49.2% of query samples, and only reduces performance
on 11.52% of samples. Therefore, the repulsion term has a
positive effect on half of the probe images. Therefore, using a
repulsion term can effectively reduce the impact of distractor
images on the person search.
d) Effect of OR term: As the objectness and repulsion
are two independent terms, combining the objectness and
repulsion term can further boost the performance. From the
Figure 9, Figure 11, Table III, and Table IV, , we can see that
using the OR term obtains a higher performance than merely
using objectness or repulsion terms. Figure 12 shows that using
the OR term can further reduce the score of negative images.
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TABLE III
EFFECT OF OBJECTNESS TERM (O), REPULSION TERM (R), AND OR TERM ON THE CUHK-SYSU DATASET WITH GALLERY SIZE OF 50 ON SIX
DIFFERENT DESCRIPTION MODELS.
Methods ResNet50 SE-Net DenseNet121 MLFN PCB MGN
MGN 90.65 90.57 91.93 89.26 91.91 93.45
MGN+R 91.16 90.84 92.31 89.83 92.24 93.83
MGN+O 91.55 91.42 92.59 90.19 92.52 94.17
MGN+OR 91.97 91.83 92.92 90.73 92.93 94.56
TABLE IV
EFFECT OF OBJECTNESS TERM (O), REPULSION TERM (R), AND OR TERM ON THE PRW DATASET WITH GALLERY SIZE OF 200 ON SIX DIFFERENT
DESCRIPTION MODELS.
Methods ResNet50 SE-Net DenseNet121 MLFN PCB MGN
MGN 67.99 74.46 72.74 71.05 72.52 79.28
MGN+R 68.81 75.22 73.55 72.04 72.22 79.97
MGN+O 71.01 76.15 74.31 73.37 74.07 80.75
MGN+OR 71.71 76.84 75.08 74.18 73.54 81.32
VI. CONCLUSION
Different from the existing person search methods, our
work focuses on the person similarity measurement for person
search. By taking the repulsion of probe image, and the
objectness of gallery images into consideration, we propose
an effective similarity to consider the person objectness and
repulsion (OR similarity). The OR similarity improves the
performance for person search by reducing the effect of
distractor images. The experiments on six description models
demonstrate the effectiveness of the proposed method. This
work has been shown that using the repulsion between probe
person and its neighbors can help to recognize the person in
the case of occlusion. Although the repulsion term is non-
parametric, it relies heavily on the robust of the person de-
scription. In the future, we will investigate how to combine the
repulsion constraint into the representation learning, and make
the generated representation contain the repulsion information.
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