Abstract. This multidisciplinary research analyzes the atmospheric pollution conditions of two different places in Czech Republic. The case study is based on real data provided by the Czech Hydrometeorological Institute along the period between 2006 and 2010. Seven variables with atmospheric pollution information are considered. Different Soft Computing models are applied to reduce the dimensionality of this data set and show the variability of the atmospheric pollution conditions among the two places selected, as well as the significant variability of the air quality along the time.
Introduction
Soft computing [1] [2] [3] consists of various techniques which are used to solve inexact and complex problems. It is used to investigate, simulate, and analyze complex issues and phenomena in an attempt to solve real-world problems.
There are many studies based on the application of different soft computing paradigms [4] [5] [6] to the field of air quality and environmental conditions. Some of them are based in the Czech Republic [7] where an air quality model is approached. Other studies visualize high dimensionality data sets with environmental information in order to find patterns of behavior in the climatology and pollution in local areas [8] or global areas [9] .
In this study it is tested the validity of soft computing models to analyze the atmospheric pollution in two different places in Czech Republic. The data are provided by the ISKO (Czech Hydrometeorological Institute) [10] .
The Czech Republic is the object of this study for its important tradition in the field of environmental conditions analysis [11] . This is a contribution to the study of environmental pollution in areas of high industrial activity.
The rest of this study is organized as follows. Section 2 presents the soft computing paradigms applied throughout this research. Section 3 details the real case study and Section 4 describes the experiments and results. Finally, Section 5 sets out the conclusions and future work.
Soft Computing Techniques
In order to analyze data sets with atmospheric pollution information, several dimensionality reduction techniques are applied, although the results are only shown for those that achieve the best performance.
Principal Components Analysis (PCA). PCA [12] gives the best linear data compression in terms of least mean square error and can be implemented by several artificial neural networks [13] [14] . [15] is a nonlinear dimensionality reduction method which preserves the global properties of the data. Methods for nonlinear dimensionality reduction have proven successful in many applications, although the weakness of a method such as Multidimensional Scaling (MDS) [16] is that they are based on Euclidean distances and do not take the distribution of the neighboring data points into account. ISOMAP nonlinear dimensionality reduction [17] resolves this problem by attempting to preserve pairwise geodesic (or curvilinear) distance between data points. Geodesic distance is the distance between two points measured over the manifold. ISOMAP defines the geodesic distance as the sum of edge weights along the shortest path between two nodes (computed using Dijkstra's algorithm [18] , for example). The doubly-centered geodesic distance matrix K in ISOMAP is presented by "Eq. 1":
Isometric Featured Mapping (ISOMAP). ISOMAP
ij means the element wise square of the geodesic distance matrix D= [D ij ], and H is the centring matrix, given by "Eq. 2":
In which
The top N eigenvectors of the geodesic distance matrix represent the coordinates in the new n-dimensional Euclidean space. [19] is an unsupervised learning algorithm that computes low-dimensional, neighborhood-preserving embeddings of highdimensional inputs [20] . LLE attempts to discover nonlinear structure in high dimensional data by exploiting the local symmetries of linear reconstructions. Notably, LLE maps its inputs into a single global coordinate system of lower dimensionality, and its optimizations -though capable of generating highly nonlinear embeddings -do not involve local minima.
Local Linear Embedding (LLE). LLE
Suppose the data consist of N real-valued vectors x i , each of dimensionality D, sampled from some smooth underlying manifold. Provided there is sufficient data (such that the manifold is well-sampled), it is expected that each data point and its respective neighbors will lie on or close to a locally linear patch of the manifold. The method can be defined as follows:
1. Compute the neighbors of each vector, x i . 2. Compute the weights W ij that best reconstruct each vector x i from its neighbors minimizing the cost in by constrained linear fits, "Eq. 3".
3. Finally, find point y i in a lower dimensional space to minimize:, "Eq. 4":
This cost function in "Eq. 4" like the previous one in "Eq. 3" is based on locally linear reconstruction errors, but here the weights W ij are fixed while optimizing the coordinates y i . The embedding cost in "Eq. 4" defines a quadratic form in the vectors y i .
An Atmospheric Pollution Real Case Study
This multidisciplinary study is focused on the analysis of real pollution data recorded in the Czech Republic [21] . It is based on the information collected by the national network stations in the Czeh Republic. The National air pollution network (SIS) is an open network [22] , member of the International Air Quality network AIRNOW [23] . This network classifies the stations as traffic, urban, suburban, rural and industrial stations. In this study two industrial data acquisition stations are selected in order to analyze its air pollution. . These contaminants belong to the Volatile Organic Compounds (VOCs). VOCs are linked to automobile emissions as a result of incomplete gas combustion. VOCs are also used in the production of paints, varnishes, lacquers, thinners, adhesives, plastics, resins and synthetic fibers.
This study examines the performance of several statistical and soft computing methods, in order to analyze the behaviour of the pollutants cited above to compare the air quality of an important industrial area in Czech Republic as Ostrava with other industrial point located in a very different location in Czech Republic as Veltrusy, along a wide period of time.
Results and Discussions
The results shown below correspond to the mean monthly values of the parameters described in the previous section, after applying the soft computing methods described above for clustering and dimensionality reduction: Table 2 ). The samples in C 1 corresponding to the seasons of winter and autumn are not so concentrated and present high levels of air pollution. Table 2 indicates the high values of PM10 and NO x . The points labeled with '1/10/O' and '1/06/O' represents the days when the levels of SO 2 and specially PM10 reach values which exceed the health protection fixed in 40 ug/m³ [24] , in more than 80 ug/m³ in both cases. In [24] , the report about stations with annual average concentration corroborates this fact. Cluster C 2 (see Fig. 1 ) contains the samples corresponding to the seasons of spring, summer and autumn in Veltrusy, where the levels of air pollution are lower than winter in Veltrusy and lower than in Ostrava. In the season of winter, the concentration of NO x is higher than in the rest of the year in both stations. 
Description
Groups most of the samples from the station based in Veltrusy, samples corresponding to the seasons of spring, summer and autumn. High values only in NOx. 
Groups most of the samples from the station based in Veltrusy corresponding to the season of winter. The samples with very high levels of NOx are located out of the cluster. Fig. 2 . LLE identifies the same two clusters of data than PCA (see Fig. 1 ) but in a more clear way. LLE is also capable of differentiating two subclusters of data (C 11 and C 12 ), corresponding to the samples of data in C 1 (see Fig. 1 ). C 11 corresponds to the most samples of winter in Ostrava (see Table 3 ). These samples offer the highest values of air pollution presenting in the data set, and C 12 corresponds to the samples of the rest of the year. LLE in this case is more sensitive with samples with very high value in any of its parameters; i.e. ('2/06/O', '3/06/O'), where an important level of PM10 is detected and '1/08/V' and '2/08/V' where the concentrations of NO, NO 2 , NO X and PM10 are higher than in the rest of the year. Applies Geodesic distance function, using Dijkstra's algorithm. Fig. 3 . ISOMAP offers the most clear results. Identifies four clusters as LLE does (LLE), but in a more sparse way. The clusters contain the same samples of data than applying LLE, except C 11 (see Table 4 ). The drawback is that ISOMAP can not identify isolate samples with unusually high values in any of its parameters, as LLE does (see Fig. 2 ), which is very useful to identify exceptional situations. This property of ISOMAP is due to the fact that this method tries to preserve the global properties of the data, which may be an advantage or a disadvantage depending on the situation. DescriptionGroups most of the samples of winter based in Ostrava. These samples offer the highest values of air pollution presenting in the data set. ISOMAP is able to group samples than in LLE are located out of the cluster (see Fig. 2 ). 
Conclusions
This study shows the different values of air pollution over several years in two Czech Republic localities with high industrial activity, Ostrava -Privoz and Veltrusy, appreciating higher levels in Ostrava. The study also reflects a similar behavior in both of the localities along the year, showing a significant increase of air pollution in the season of winter, especially in January. The pollutant with a higher increase of level in winter is PM10 and in a less important way NO X . Ostrava is an important core of industrial production, especially production of steel and metal industries. These metal industries emit large amounts of PM10 and NO x , which justifies these results, also the heavy traffic, specially the diesel engine type, represent another major source of PM10 emissions to the atmosphere. The high industrial production in winter and the low levels of precipitations in the first months of the year lead to more air pollution in winter. In Veltrusy the type of industry is different and more diversified than in Ostrava, resulting in a slight increase in all contaminants in winter when the weather is drier, but not so marked an increase of PM10 as in Ostrava. Finally, the study demonstrates the behavior of the methods applied. PCA is the first method used in the data analysis process. It identifies the internal structure of the data. The rest of the techniques applied reaffirms and improves these graphical results. ISOMAP is able to group the data in compacted clusters. LLE is able to identify these same clusters and also detect unusual or interesting situations, that could be due to abnormal climatological situations in those days of high pollution, identifying these significant data points.
