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THE TURNPIKE PROPERTY AND THE LONG-TIME
BEHAVIOR OF THE HAMILTON-JACOBI EQUATION
CARLOS ESTEVE, HICHAM KOUHKOUH, DARIO PIGHIN, AND ENRIQUE ZUAZUA
Abstract. In this work, we analyze the consequences that the so-called turn-
pike property has on the long-time behavior of the value function correspond-
ing to an optimal control problem. As a by-product, we obtain the long-time
behavior of the solution to the associated Hamilton-Jacobi-Bellman equation.
In order to carry out our study, we use the setting of a finite-dimensional
linear-quadratic optimal control problem, for which the turnpike property is
well understood. We prove that, when the time horizon T tends to infin-
ity, the value function converges to a travelling-front like solution of the form
W (x) + c T + λ. In addition, we provide a control interpretation of each of
these three terms in the spirit of the turnpike theory. Finally, we compare this
asymptotic decomposition with the existing results on long-time behavior for
Hamilton-Jacobi equations. We stress that in our case, the Hamiltonian is not
coercive in the momentum variable, a case rarely considered in the classical
literature about Hamilton-Jacobi equations.
1. Introduction
1.1. Motivation. In this work we are interested in the behavior of the value func-
tion associated to an optimal control problem when the time horizon goes to infinity.
Instead of using the theory developed in the context of Hamilton-Jacobi equations,
namely, the ergodic theory and the results concerning the long-time asymptotics of
the solution to time-evolution Hamilton-Jacobi equations, our purpose here is to
deduce the long-time behavior of the value function as a consequence of an intrinsic
property that is satisfied by a large class of optimal control problems and arises
when the time horizon is considered to be sufficiently large. This is the so-called
turnpike property and establishes that the optimal strategy in a controlled system
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during a sufficiently long time interval is to quickly stabilize from the starting state
to the steady optimal and do not leave this one until the time is close to the end.
In order to carry out our study, we have chosen the setting of finite-dimensional
linear-quadratic optimal control problems, for which the turnpike property is well
understood under stabilizability and detectability assumptions [26]. Nevertheless,
we stress that our goal is not to rely on the LQ theory, but rather to use general
arguments that can be applicable to a larger class of optimal control problems
enjoying the aforementioned turnpike property.
As a by-product of our study, we obtain the long-time behavior of the asso-
ciated Hamilton-Jacobi-Bellman equation in a case where the Hamiltonian is not
strictly convex and not even coercive, a scenario much less considered in the litera-
ture. This indicates that, in some cases, this kind of assumptions on the structure
of the Hamiltonian can be merely relaxed to weaker assumptions concerning the
stabilizability and detectability of the optimal control problem.
Another interesting by-product of our study is the characterization of the ergodic
constant with the optimal value of the stationary control problem. This constant
is usually identified with the limit, as t goes to infinity, of the ratio V (t,x)
t
, where
V is the solution to the time-evolution Hamilton-Jacobi equation [2, 3]. We stress
that our characterization of the ergodic constant is completely independent of the
value function V and does not rely on the theory of Hamilton-Jacobi equations.
From the viewpoint of the optimal control theory, our analysis is interesting since
it establishes the implications that the turnpike property has on the value function.
In particular, it can be deduced that the presence of the turnpike property allows the
design of a quasi-optimal autonomous feedback control that stabilizes the system
towards the turnpike. In view of our results, the application of this autonomous
feedback control can be considered nearly optimal when the time is far enough from
the final time. This can be observed by explicit computations in Proposition 1.4.
However, when the time approaches the end, this strategy is no longer useful since,
even if we are close to the turnpike, the optimal strategy is to eventually leave it
in order to minimize the final payoff.
1.2. Mathematical setting. Let us introduce the mathematical framework that
we will use along the paper. We consider the following optimal control problem in
the finite-dimensional linear-quadratic setting: for a given time horizon T > 0 and
an initial state x in Rn, we denote the trajectory of the system by y(·), which is
determined by the solution to the following controlled linear ODE:
(1.1)
y˙(s) = Ay(s) +B u(s), s ∈ (0, T )
y(0) = x,
where A ∈ Mn(R), B ∈ Mn,m(R), with n,m ≥ 1, are two given matrices and u,
that will be referred to as the control, can be any function in the set of admissible
controls UT := L
2(0, T ;Rm).
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The optimal control problem is to minimize, over the admissible controls u ∈ UT ,
the cost functional
(1.2) JT,x(u) :=
1
2
∫ T
0
[
‖u(s)‖2 + ‖C y(s)− z‖2
]
ds+ g(y(T )),
where C ∈ Mn(R) is a given matrix, z ∈ R
n is the prescribed running target and
g : Rn → R is a given locally Lipschitz function bounded from below, known as the
final pay-off. Typical final pay-off functions are for example
• quadratic functions of the form g(y(T )) = K‖Dy(T )− zT ‖
2 where K > 0,
D ∈ Mn(R) and zT ∈ R
n are given. This corresponds to the fully quadratic
LQ problem, and can be seen as a penalization for the final state. By letting
K →∞, the problem converges to the optimal control problem with fixed
final state;
• the L1-norm of the final state, i.e. g(y(T )) = ‖y(T )‖1 =
n∑
i=1
|yi(T )| which
has the effect of optimally sparsifying the vector y(T ).
• distance function to a given set of points, i.e.
g(y(T )) = min{‖y(T )− z1‖, . . . , ‖y(T )− zN‖}.
Note that considering a final pay-off in the linear-quadratic problem allows us to
study the associated time-evolution Hamilton-Jacobi-Bellman equation with gen-
eral initial condition. However, in the case where the final pay-off is a nonconvex
function, even if it is considered to be very smooth, the gradient of the value func-
tion ceases to exist in the classical sense for T large enough (see Example 2.6), and
then, the solution to the Hamilton-Jacobi equation needs to be understood in the
viscosity sense [12, 13, 24].
For the linear-quadratic optimal control problem that we consider here, expo-
nential turnpike property was established in [26] by Porretta and Zuazua. This
exponential turnpike property can be stated as follows: any optimal control uT (·)
and its corresponding state trajectory yT (·) satisfy, for all s ∈ [0, T ],
(1.3) ‖uT (s)− u‖+ ‖yT (s)− y‖ ≤ K [exp (−µs) + exp (−µ (T − s))] ,
where K and µ are two positive constants independent of T and (u, y) is the steady
optimal control-state pair, i.e. the pair (us, ys) ∈ R
m × Rn minimizing the steady
functional
(1.4) Js(us, ys) :=
1
2
(
‖us‖
2 + ‖C ys − z‖
2
)
,
over the subset of controlled steady states
(1.5) M := {(us, ys) ∈ R
m × Rn | Ays +Bus = 0} .
We denote by Vs the optimal steady cost, that is
(1.6) Vs := min {Js(us, ys) : (us, ys) ∈ R
m × Rn s.t. Ays +Bus = 0, }
In [26], it is proved that, (1.3) follows from stabilizability of (A,B) and detectability
of (A,C). In fact the validity of (1.3) for any initial data x and final cost g is
equivalent to the stabilizability of (A,B) and the detectability of (A,C) (Theorem
A.3). In the sequel, we will sometimes refer to the steady optimal control u and its
corresponding state y as the turnpike. Observe that the steady functional Js and
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then also the turnpike, are independent of the final pay-off g. For self-completeness,
we give the proof of the equivalence of the turnpike property and the stabilizability
of (A,B) and detectability of (A,C) (Theorem A.3 in appendix A).
Our main goal here is not to improve the results in [26], but rather to make
the connection between the turnpike property and the asymptotic behavior, as T
tends to infinity, of the value function associated to the optimal control problem
(1.1)-(1.2), defined as
(1.7) V (x, T ) := inf
u∈UT
JT,x(u).
When studying the long-time behavior of the value function, one is tempted to
consider the same optimal control problem (1.1)–(1.2) in an infinite time horizon.
However, this approach fails in general since, in most of the cases, the running cost
is not integrable in (0,∞) for any control u ∈ L2loc(0,∞;R
m).
In view of the turnpike property (1.3), if T is sufficiently large, the running cost
for the optimal control problem (1.1)-(1.2) satisfies
(1.8)
1
2
[
‖uT (s)‖2 + ‖C yT (s)− z‖2
]
∼ Vs,
for any t far away from 0 and T , where Vs was defined in (1.4). Hence, the lack
of integrability issue when considering the infinite time horizon problem can be
handled by subtracting the constant Vs to the running cost. In this way, as a
consequence of (1.3), one can use the optimal control to make the running cost
exponentially small for any t away from 0 and T .
We therefore introduce the following infinite time horizon optimal control prob-
lem, where the dynamics are the same as (1.1) in the time interval [0,+∞) and the
cost functional is given by
(1.9) J∞,x(u) :=
∫ ∞
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds.
The control is considered to be in the set of admissible controls Ax, defined in (2.17)
as the controls u for which J∞,x(u) is well-defined. Observe that in this case, the
set of admissible controls depends on x. In fact, as we will see in Lemma 2.4, a
control is admissible if and only if the control and its associated trajectory converge
sufficiently fast to (u, y) as t → ∞. The existence of such controls for any x ∈ Rn
follows from the stabilizability of (A,B).
For this optimal control problem, we denote by W (x) the associated value func-
tion, defined as
(1.10) W (x) := inf
u∈Ax
J∞,x(u).
Note that this function is independent of the final pay-off g. To the best of our
knowledge, the definition of the infinite time horizon problem in the case the target
z 6= 0 has not been treated in the literature so far. A similar analysis is well
established in case z = 0 using Riccati theory (see e.g. [23]).
Our definition of W is motivated by the necessity of identifying the cost of
stabilization towards the turnpike in the asymptotic expansion of the value function
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Figure 1. Optimal state fulfilling the turnpike property and as-
sociated asymptotic decomposition of the value function.
V (x, T ). This stabilizing phase (see [0, τ ] in figure 1) is not visible in the classical
definition of the infinite time horizon problem (see for example [15]), where the
limite of the time averages only captures the transient arc where the optima are
close to the turnpike.
1.3. Main result. Our main result states that V (·, T )−Vs T converges, as T goes
to infinity, to the value function of the infinite time horizon optimal control problem
W (·) plus a constant λ independent of x and T . As we shall see in Remark 1.2
below, this constant λ is related to the final arc of the optimal trajectory, when the
control and the state leave the turnpike in order to minimize the final pay-off (see
Figure 1).
As it well-known (see §4.1), the value function V (x, T ) defined in (1.7) is the
unique viscosity solution to the following Cauchy problem
(1.11) ∂TV +
1
2
‖B∗∇xV ‖
2 −Ax · ∇xV =
1
2
‖Cx− z‖2, (x, T ) ∈ Rn × (0,+∞)
V (x, 0) = g(x), x ∈ Rn
Therefore, the following result describes the long-time behavior of the solution to
this problem. In the above time-evolution problem, the time-derivative is taken
with respect to the time horizon T because the value function V is a function of
the time horizon of the optimal control problem.
Theorem 1.1. Assume (A,B) is stabilizable and (A,C) is detectable. Let g : Rn →
R be a given locally Lipschitz function bounded from below and z ∈ Rn. Let V and
W be the value functions defined in (1.7) and (1.10) respectively. Then,
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(i) for any bounded set Ω ⊂ Rn, we have
V (x, T )− Vs T −→W (x) + λ, as T →∞, uniformly in x ∈ Ω
where Vs is the constant defined in (1.6) and the constant λ is given by
λ = lim
T→+∞
V (y¯, T )− VsT,
where y¯ is the state in the pair (u¯, y¯) minimizing the steady functional Js.
(ii) W ∈ C1(Rn) and is, up to an additive constant, the unique viscosity solu-
tion bounded from below to the stationary problem
(1.12) Vs +
1
2
‖B∗∇W (x)‖2 −Ax · ∇W (x) =
1
2
‖C x− z‖2 x ∈ Rn.
In addition, (1.12) with a different constant c 6= Vs does not admit viscosity
solutions bounded from below.
Figure 2. Difference between the value function and its asymp-
totic expansion versus the space variable x. Each layer corresponds
to the difference at a certain fixed time horizon T . The layer in the
top (that reaches the maximum value) corresponds to the shortest
time horizon, while the layer in the bottom (that approaches zero)
corresponds to a larger time horizon. As T → +∞, we observe
that the difference vanishes.
Remark 1.2. Observe that, as a consequence of this result, the value function
V (x, T ) admits the following asymptotic decomposition (figure 2):
V (x, T ) ∼W (x) + Vs T + λ, as T ∼ ∞.
where V (x, T ) is as described in (1.7), W (x) is given by (1.10), Vs is defined as in
(1.6) and λ is the constant in Theorem 1.1. In view of the turnpike interpretation
of the optimal strategy for the finite time horizon control problem (1.1)–(1.2), we
can identify each of the three terms in the right-hand-side as follows.
1. The term W (x) represents the cost of stabilizing the trajectory from the
initial state x to the turnpike. Observe that the optimal strategy for the
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infinite time horizon problem is to stabilize towards the turnpike and stay
there forever. Indeed, since the turnpike property is fulfilled, in a large time
interval, optimal strategies spend most of the time close to the turnpike.
In addition, in view of (1.9), the running cost at the turnpike is zero and
hence, W (x) stands for the minimal cost needed to stabilize to the turnpike
from the initial state.
2. The term Vs T corresponds to the running cost accumulated in the inter-
mediate arc, where the time-evolution optima are close to the steady ones.
3. The constant λ represents the cost during the final arc, when the opti-
mal trajectory leaves the turnpike in order to minimize the final pay-off g.
Observe that, although this final arc does not appear in the infinite time
horizon problem, it is always present in the problem in finite time horizon,
no matter how large T is considered to be, and therefore, it has to be taken
into account when studying the long time behavior of the value function
V . The way to single out this final arc from the rest of the trajectory is to
consider the finite time horizon problem taking y as initial state, so that the
cost of reaching the turnpike is 0 and then to subtract the cost during the
transient arc Vs T (see the definition of λ in the statement of the theorem).
It appears that for some specific initial data g, our result holds under weaker
assumptions. This is the object of the next remark.
Remark 1.3. The proof of Theorem 1.1 is based on the validity of the turnpike
property (1.3). In Theorem A.3 in the appendix, we prove that the turnpike prop-
erty (1.3) is satisfied for any final cost g bounded from below if and only if (A,B) is
stabilizable and (A,C) is detectable. However, for special final costs, the conclusion
of Theorem 1.1 can be deduced from a weaker version of the turnpike property. If
for instance g ≡ 0, it suffices that the following inequality is satisfied
(1.13) ‖uT (s)− u‖+ ‖CyT (s)− Cy‖ ≤ K [exp (−µs) + exp (−µ (T − s))] ,
where K and µ > 0 are T -independent constants. For this particular case, the
detectability of (A,C) is no longer necessary and it is sufficient to only assume
the C-stabilizability, i.e. the stabilizability of observable modes (see [30] and the
references therein). Actually, given a specific final cost g bounded from below, it
would be interesting to obtain sharp conditions for a weaker turnpike property as
(1.13) to hold.
We shall prove Theorem 1.1 using general arguments, which can be applicable
to a wide variety of control problems. However, by using Riccati theory, one can
prove that in factW is real analytic (polynomial). This is the object of the following
Proposition, proved in section 3.
Proposition 1.4. Let (u, y) be the minimizer for Js defined in (1.4). Then,
(1.14) F (y) := −B∗Ê (y − y) + u
defines an optimal feedback law for J∞,x defined in (1.9), meaning that, for any
x ∈ Rn, the unique optimal control is given by
(1.15) u∗(s) = −B∗Ê (y∗(s)− y) + u, s ∈ (0, T )
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where Ê is the unique symmetric positive semidefinite solution to the Algebraic
Riccati Equation
−ÊA−A∗Ê + ÊBB∗Ê = C∗C (ARE)
and y∗ solves the closed loop equation
d
ds
y∗(s) = (A +B F ) y∗(s), s ∈ (0,∞)
y∗(0) = x.
Moreover, the value function W is given by
W (x) =
1
2
(x− y)
∗
Ê (x− y) + (p, x− y)Rn .
0 10 20 30 40 50 60 70 80
0
0.1
0.2
0.3
0.4
0.5
0.6
time-evolution optimal control
steady optimal control
Figure 3. Optimal control u(s) for (1.1)-(1.2) (in blue) and op-
timal steady control u (in red).
1.4. Known results on long-time behavior for Hamilton-Jacobi equations.
Observe that the PDE in (1.11) is a Hamilton-Jacobi equation of the form
(1.16) ∂TV +H(x,∇xV ) = ℓ(x), in R
n × (0,+∞),
where, in our case, the function H : Rn×Rn → R, known as the Hamiltonian, and
the function ℓ : Rn → R are given by
(1.17)
H(x, p) = max
u
[
−p · (Ax +Bu)−
1
2
‖u‖2
]
=
1
2
‖B∗p‖2 − p · Ax
ℓ(x) =
1
2
‖Cx− z‖2.
The long-time behavior for equations like (1.16) has been widely studied in the
literature, especially in the flat torus but also in more general settings, e.g. [5, 7,
17, 19, 20, 21, 29] and the references therein.
Here, we deal with unbounded solutions in the whole space Rn, a scenario much
less studied compared to the case in the n-dimensional tours. In the recent work
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[5] it is proved, under suitable hypotheses on H , the existence of a constant c ∈ R
such that
(1.18) V (x, T )− c T → ϕ(x), as T →∞,
where ϕ is a viscosity solution to the stationary Hamilton-Jacobi equation
(1.19) c+H(x,∇xϕ) = ℓ(x), in R
n.
This is also called the ergodic problem [2, 3, 6] and c is known as the ergodic
constant. For equations like (1.19), a solution is understood as a pair (c, ϕ), where
c is a constant and ϕ is a continuous function satisfying (1.19) in the viscosity sense.
In Theorem 1.1, we have obtained long-time asymptotics of the form (1.18)
for the solution to the Hamilton-Jacobi equation (1.11). Although in [5], the un-
bounded case (space domain Ω = Rn) is treated, we point out that in our setting,
the Hamiltonian does not satisfy all the assumptions required in [5]. In particular,
in our case, the function H(x, p) defined in (1.17) is neither globally Lipschitz in the
p variable nor coercive. Note that, in view of (1.17), the Hamiltonian is coercive if
and only if B∗ has a trivial kernel.
Concerning the solutions to the stationary equation (1.19), the ergodic constant
is commonly identified in the literature as the limit of averages
c = lim
T→+∞
1
T
V (x, T ),
Here we give an alternative characterization of c as the minimum value of the steady
functional Js defined in (1.4). Observe that this characterization is based on the
turnpike property and does not involve the value function V . Another interesting
feature of our approach is the infinite time-horizon problem used to characterize
the solution to (1.19), for which the well-posedness relies on the turnpike property.
To the best of our knowledge, this particular control interpretation of (1.19) as a
consequence of the turnpike property has been obtained only in [22].
The paper is structured as follows. In section 2.1, we prove a first result which
is a direct consequence of the turnpike property, namely, the time-averages of the
value function converge to the ergodic constant as the time horizon tends to in-
finity. In the subsection 2.2 we study the auxiliary infinite time horizon optimal
control problem introduced above and in subsection 2.3, we give the proof of the
first statement of Theorem 1.1. In Section 3, we use Riccati theory to prove the
Proposition 1.4. In Section 4, we employ the existing theory based on the dy-
namic programming principle to verify that the value functions V and W solve the
Hamilton-Jacobi-Bellman equations (1.11) and (1.12) respectively, and prove the
second statement of Theorem 1.1 In Section 5, we sum up the conclusions of the
paper and give a list of possible research lines. Finally, for the reader’s convenience
and self-consistency of the paper, we include an appendix with the proof of the
turnpike property (Theorem A.3).
2. Infinite horizon problem and proof of Theorem 1.1
The proof of Theorem 1.1 relies on the use of the turnpike property (1.3), which
ensures that the optimal control for the problem (1.1)–(1.2) and its corresponding
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state trajectory remain exponentially close to the steady optima for any t far away
from 0 and T .
Let us introduce the steady version of the control problem (1.1)-(1.2). We define
the subspace of controlled steady states as
(2.1) M := {(us, ys) ∈ R
m × Rn | 0 = Ays +Bus} .
The steady optimal control problem is to minimize, over the subspace M , the cost
functional
(2.2) Js (us, ys) :=
1
2
[
‖us‖
2 + ‖C ys − z‖
2
]
.
We define the value of the steady optimal control problem as
(2.3) Vs := inf
(us,ys)∈M
Js.
As we shall see in the Appendix A, the assumption (A,B) is stabilizable and
(A,C) is detectable yields existence and uniqueness of a minimizer (u, y) ∈ M for
(2.2). In this case, we can just write Vs = Js(u, y).
2.1. A first consequence of the turnpike property. We start with the follow-
ing result, which is a direct consequence of the turnpike property (1.3). It ensures
that the time-averages of the cost-functional JT,x(·), evaluated in the optimal con-
trol uT , converge to the value of the steady optimal control problem as T goes to
infinity.
Proposition 2.1. Under the assumptions of Theorem 1.1, let V (x, T ) be the value
function defined in (1.7) and Vs defined as in (2.3). Then, for any x ∈ R
n, we have
(2.4)
1
T
V (x, T ) −→
T→+∞
Vs.
In order to prove the above proposition we need to rewrite the functional JT,x
defined in (1.2) in a different way. Roughly speaking, we need the running cost to
be centered around the turnpike.
Lemma 2.2. Let (u, y) be the steady optimal control-state pair for the functional
Js defined in (2.2) and Vs := Js(u, y). Then, for any T > 0, x ∈ R
n and u ∈ UT ,
we have
JT,x(u) = T Vs +
1
2
∫ T
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds
+(p, x− y(T ))
Rn
+ g(y(T )),
where p ∈ Rn is the optimal adjoint steady state (Lagrange multiplier) and is inde-
pendent of T, x and u.
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Proof of Lemma 2.2. In view of the definition of JT,x in (1.2), We can compute
JT,x(u) =
1
2
∫ T
0
[
‖u(s)− u+ u‖2 + ‖C y(s)− Cy + Cy − z‖2
]
ds+ g(y(T ))
=
T
2
[
‖u‖2 + ‖C y − z‖2
]
+
1
2
∫ T
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds
+
∫ T
0
[(u, u(s)− u)
Rm
+ (Cy − z, C (y(s)− y))
Rn
] ds+ g(y(T ))
= T Vs +
1
2
∫ T
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds
+
∫ T
0
[(u, u(s)− u)
Rm
+ (Cy − z, C (y(s)− y))
Rn
] ds+ g(y(T )).(2.5)
We now focus on the term
(2.6)
∫ T
0
(C y − z, C (y(s)− y))
Rn
ds.
We recall that the pair (u, y) satisfies the steady optimality system (A.10), which
reads as
(2.7)
{
0 = Ay −BB∗p
0 = A∗p+ C∗(C y − z).
In the other hand, the pairs (u(·), y(·)) and (u, y) satisfy the equation in (1.1).
Hence, we have
(2.8)
{
d
ds
(y − y) = A(y − y) +B(u − u) s ∈ (0, T )
y(0)− y = x− y.
Then, using (2.7) and (2.8) and taking into account that y(0) = x and u = −B∗p,
we can compute the term (2.6) as follows:∫ T
0
(Cy − z, C (y(s)− y))
Rn
ds =
∫ T
0
(C∗ (Cy − z) , y(s)− y)
Rn
ds
= −
∫ T
0
(p, A (y(s)− y))
Rn
ds
= −
∫ T
0
(
p,
d
ds
(y − y)−B(u− u)
)
Rn
ds
= (p, y(0)− y)
Rn
− (p, y(T )− y)
Rn
+
∫ T
0
(B∗p, u(s)− u)
Rm
ds
= (p, x− y(T ))
Rn
−
∫ T
0
(u, u(s)− u)
Rm
ds.(2.9)
Finally, the conclusion follows by combining (2.5) and (2.9). 
We now proceed to the prove of Proposition 2.1.
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Proof of Proposition 2.1. Let uT be the optimal control for the problem (1.1)-(1.2)
and yT its corresponding state. By Lemma 2.2, the value function V satisfies
V (x, T ) = inf
u∈UT
JT,x(u) = JT,x
(
uT
)
= T Vs +
1
2
∫ T
0
[
‖uT (s)− u‖2 + ‖C
(
yT (s)− y
)
‖2
]
ds
+
(
p, x− yT (T )
)
Rn
+ g(yT (T )).
Applying the turnpike property (1.3), we have the following estimate∣∣∣∣∣12
∫ T
0
[
‖uT (s)− u‖2 + ‖C
(
yT (s)− y
)
‖2
]
ds+
(
p, x− yT (T )
)
Rn
+ g(y(T ))
∣∣∣∣∣
≤ K2
∫ T
0
(
e−µs + e−µ(T−s)
)2
ds+ 4K(‖p‖+ 1),
where K depends on x but not on T . This yields
1
T
V (x, T ) −→
T→+∞
Vs.

Here, we prove the following Lipschitz estimate, uniform in T , that is also con-
sequence of the turnpike property and will be useful in the proof of Theorem 1.1.
Lemma 2.3. Assume (A,B) is stabilizable and (A,C) is detectable. Let V be the
function defined in (1.7). Then, for any M > 0, there exists a constant KM > 0
such that
(2.10) |V (x2, T )− V (x1, T )| ≤ KM ‖x2 − x1‖ ,
for all T > 0 and all x1 and x2 in R
n satisfying ‖xi‖ ≤M .
Proof. We prove this Lemma by using the definition of V (T, x) as minimal value
of JT,x. Let u
T
x1
∈ UT be an optimal control for JT,x1 . Since (A,B) is stabilizable,
there exists a feedback matrix F ∈ Mm×n(R), such that A + BF generates an
exponentially stable semigroup. Set the control
(2.11) uˆ(s) := F y˜(s) + uTx1(s), s ∈ (0, T ),
where y˜ solves the closed loop equation
d
ds
y˜(s) = (A +B F ) y˜(s), s ∈ (0,∞)
y˜(0) = x2 − x1.
We start by proving
(2.12)
∣∣JT,x2(uˆ)− JT,x1(uTx1)∣∣ ≤ KM ‖x2 − x1‖ ,
where KM is independent of T > 0.
Step 1 Proof of (2.12)
Set yTx1 solution to (1.1) with initial datum x1 and control u
T
x1
and yˆ solution to
(2.13)
d
ds
yˆ(s) = A yˆ(s) +B uˆ(s), s ∈ [0, T ]
yˆ(0) = x2.
TURNPIKE PROPERTY AND HAMILTON-JACOBI EQUATIONS 13
By definition of F , we have for any s ≥ 0
(2.14)
∥∥yˆ(s)− yTx1(s)∥∥ = ‖y˜(s)‖ ≤ K ‖x2 − x1‖ exp (−µs) ,
whence
(2.15)
∥∥uˆ(s)− uTx1(s)∥∥ = ‖F y˜(s)‖ ≤ K ‖x2 − x1‖ exp (−µs) ,
the constants K and µ > 0 being independent of s ≥ 0. From the above inequalities
and Theorem A.3, (2.12) follows.
Step 2 Conclusion
For i = 1, 2, let uTxi be optimal controls for JT,xi and let uˆ defined as above for
u := uTx1 . Then, by definition of value function and (2.12)
V (x2, T )− V (x1, T ) = JT,x2(u
T
x2
)− JT,x1(u
T
x1
)
≤ JT,x2(uˆ)− JT,x1(u
T
x1
)
≤ KM ‖x2 − x1‖ .
By the arbitrariness of x1 and x2, we obtain the desired Lipschitz property. 
2.2. The infinite horizon linear-quadratic problem. Here we introduce the
auxiliary infinite time horizon optimal control problem announced in the introduc-
tion, that allows us to compute the optimal cost of stabilizing the trajectory to the
turnpike from the initial state. For each x ∈ Rn, the dynamics are determined by
the same ODE in (1.1), in this case considering the time interval (0,∞):
(2.16)
y˙(s) = Ay(s) +B u(s), s ∈ (0,∞)
y(0) = x.
For this problem we consider the following set of admissible controls:
(2.17)
Ax :=
{
u ∈ L2
loc
((0,+∞)) :
∫ ∞
0
∣∣∣∣12‖u(s)‖2 + 12‖C y(s)− z‖2 − Vs
∣∣∣∣ ds < +∞} ,
where y is the solution to (2.16) and Vs = Js(u, y) is the constant defined in (2.3).
Note that the set of admissible controls is different for each x. In addition, since
(A,B) is stabilizable, we deduce that it is nonempty for all x.
The problem that we consider here is to minimize, over the controls u ∈ Ax, the
cost functional
(2.18) J∞,x(u) :=
∫ ∞
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds,
where y is the solution to (2.16), with initial condition x and control u. The value
function for this problem is then defined as
(2.19) W (x) = inf
u∈Ax
∫ ∞
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds.
The following lemma follows directly from the definition of Ax.
Lemma 2.4. Let (u, y) be the minimizer for Js defined in (2.2). For any x ∈ R
n
and any control u ∈ Ax, we denote by y the solution to (2.16) with control u and
initial datum x. Then it holds
u− u ∈ L2(0,+∞) and y − y ∈ L2(0,+∞).
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In addition, {y(t)}t>0 is bounded in R
n and satisfies
y(t) −→ y as t→ +∞.
The functional J∞,x can be written as
(2.20) J∞,x(u) =
1
2
∫ ∞
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds+ (p, x− y)Rn
and it admits a minimizer u∗ in Ax.
Proof. Step 1 Boundedness of {y(t)}t>0 ⊂ R
n
Take any u ∈ Ax and let y be the solution to (2.16), with initial datum x and
control u. By Lemma A.1 applied to y − y, we have
‖y(s)− y‖2 ≤ K
[
‖x− y‖2 +
∫ t
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds
]
,
whence
1
2
∫ t
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds ≥ α‖y(s)− y‖2 −K,
where α = α(A,C) > 0 and K = K(A,B,C, x, z) ≥ 0. Using the above inequality,
together with Lemma 2.2, yields
J∞,x(u) = lim
t→+∞
∫ t
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds
= lim
t→+∞
[
1
2
∫ t
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds
+(p, x− y(t))Rn
]
≥ lim sup
t→+∞
[
1
2
∫ t
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds
−K (1 + ‖y(t)− y‖)
]
≥ lim sup
t→+∞
[
α‖y(t)− y‖2 −K (‖y(t)− y‖+ 2)
]
≥
α
2
lim sup
t→+∞
‖y(t)− y‖2 −K.
Now, since u ∈ Ax, the functional J∞,x(u) < +∞. This, together with the above
estimate, implies the boundedness of {y(t)}t>0 ⊂ R
n.
Step 2 Proof of u− u ∈ L2(0,+∞) and y − y ∈ L2(0,+∞)
By Step 1, there exists a constant K(u) ≥ 0, such that, for any t > 0,
‖y(t)‖ ≤ K(u).
By Lemma 2.2, one gets
(2.21)
∫ t
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds
=
1
2
∫ t
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds+ (p, x− y(t))Rn
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and using the above bound, for any t > 0, we have
(2.22)
∫ t
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds
≥
1
2
∫ t
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
−K(u),
whence, since u ∈ Ax,
+∞ > J∞,x(u) = lim
t→+∞
∫ t
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds
≥
1
2
∫ ∞
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds−K(u),
which in turn implies u − u ∈ L2(0,+∞) and C(y − y) ∈ L2(0,+∞). Now, since
the pair (A,C) is detectable, adapting the techniques of the proof of Lemma A.1,
we have in fact y − y ∈ L2(0,+∞).
Step 3 Proof of y(t) −→ y as t→ +∞.
Now, since y − y ∈ L2(0,+∞), there exists a sequence tm → +∞, such that
y(tm) −→
m→+∞
y.
By the above convergence and u − u ∈ L2(0,+∞) and C(y − y) ∈ L2(0,+∞), for
any ε > 0, there exists mε ∈ N such that for every m > mε
‖y(tm)− y‖ < ε and
∫ +∞
tm
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds < ε2.
Then, by Lemma A.1, for any m > mε and for any t > tm we have
‖y(t)− y‖
2
≤ K
[
‖y(tm)− y‖
2
+
∫ t
tm
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds
]
< 2Kε2,
whence
y(t) −→ y, as t→ +∞.
Step 4 Proof of (2.20)
The representation formula (2.20) is a consequence of (2.18), (2.21), u − u ∈
L2(0,+∞) and y−y ∈ L2(0,+∞) and y(t) −→
t→+∞
y. The existence of the minimizer
follows from (2.20) and the Direct Method in the Calculus of Variations. 
Next we prove a local Lipschitz estimate for W that will be used in the proof of
Theorem 1.1.
Lemma 2.5. Assume (A,B) is stabilizable and (A,C) is detectable and let W
be the function defined in (2.19). Then, for any M > 0, there exists a constant
KM > 0 such that
(2.23) |W (x2)−W (x1)| ≤ KM ‖x2 − x1‖ ,
for all x1 and x2 in R
n satisfying ‖xi‖ ≤M .
Proof. The proof can be done by adapting the techniques used in the proof of
Lemma 2.3. 
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2.3. Proof of Theorem 1.1 (i). We prove now the statement (i) in Theorem 1.1
and the C1 regularity of W .
Proof of Theorem 1.1 (i). Step 1 Convergence For any bounded set Ω ⊂ Rn, let
x ∈ Ω be fixed and, for any T > 0, let uT (·) and yT (·) be an optimal control for
problem (1.1)–(1.2) and its corresponding state trajectory. Then, as a consequence
of the Dynamic Programming Principle, for any T > 0 we can write
(2.24) V (x, T ) =
1
2
∫ T
2
0
[
‖uT (s)‖2 + ‖C yT (s)− z‖2
]
ds+ V
(
yT
(
T
2
)
,
T
2
)
.
Now, using Lemma 2.3 and that yT (T/2)→ y¯ as T →∞, we deduce that
(2.25) lim
T→∞
∣∣∣∣V (yT (T2
)
,
T
2
)
− V
(
y¯,
T
2
)∣∣∣∣ = 0.
Hence, we have
lim
T→∞
V
(
yT
(
T
2
)
,
T
2
)
−
T
2
Vs = lim
T→∞
[
V
(
yT
(
T
2
)
,
T
2
)
− V
(
y¯,
T
2
)
+V
(
y¯,
T
2
)
−
T
2
Vs
]
= lim
T→∞
V
(
y¯,
T
2
)
−
T
2
Vs =: λ.(2.26)
The existence of this limit can be justified by proving that the function
T 7−→ V (y¯, T )− T Vs
is decreasing and bounded from below. Indeed, observe that if uT is an optimal
control for Jx,T , then for any T
′ > T , we can use the control
uˆ(s) :=
{
u¯ s ∈ (0, T ′ − T )
uT (s) s ∈ [T ′ − T, T ′)
to prove the monotonicity. The boundedness from below can be obtained from the
turnpike property.
Let us now prove that
(2.27) lim
T→+∞
1
2
∫ T
2
0
[
‖uT (s)‖2 + ‖C yT (s)− z‖2
]
ds−
T
2
Vs =W (x).
Let u∗ ∈ Ax be the optimal control for the functional J∞,x defined in (2.19) and y
∗
its corresponding state trajectory. For any T > 0, as a consequence of the dynamic
programming principle in Lemma 4.3, we have
W (x) =
∫ T
2
0
[
1
2
‖u∗(s)‖2 +
1
2
‖C y∗(s)− z‖2 − Vs
]
ds+W
(
y∗
(
T
2
))
≤
1
2
∫ T
2
0
[
‖uT (s)‖2 + ‖C yT (s)− z‖2
]
ds−
T
2
Vs +W
(
yT
(
T
2
))
.(2.28)
Now, observe that by plugging y¯ in formula (2.20) in Lemma 2.4, one can easily see
that W (y¯) = 0. Then, using the fact that, by the turnpike property yT (T/2) con-
verges exponentially to y¯ and that, by Lemma 2.5, the function W (·) is continuous,
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we deduce that
(2.29) lim inf
T→+∞
1
2
∫ T
2
0
[
‖uT (s)‖2 + ‖C yT (s)− z‖2
]
ds−
T
2
Vs ≥W (x).
Using again the dynamic programming principle, this time for the value function
V , we obtain for any T > 0:
V (x, T ) =
1
2
∫ T
2
0
[
‖uT (s)‖2 + ‖C yT (s)− z‖2
]
ds+ V
(
yT
(
T
2
)
,
T
2
)
≤
1
2
∫ T
2
0
[
‖u∗(s)‖2 + ‖C y∗(s)− z‖2
]
ds+ V
(
y∗
(
T
2
)
,
T
2
)
.(2.30)
Using this time the dynamic programming principle for W (see first equality in
(2.28)), we can compute
1
2
∫ T
2
0
[
‖u∗(s)‖2 + ‖C y∗(s)− z‖2
]
ds =W (x) +
T
2
Vs −W
(
y∗
(
T
2
))
.
And combining this identity with (2.30), we obtain
1
2
∫ T
2
0
[
‖uT (s)‖2 + ‖C yT (s)− z‖2
]
ds−
T
2
Vs ≤W (x)−W
(
y∗
(
T
2
))
+V
(
y∗
(
T
2
)
,
T
2
)
− V
(
yT
(
T
2
)
,
T
2
)
.
This inequality, together withW (y¯) = 0, the Lipschitz continuity of V from Lemma
2.3 and the fact that, by the turnpike property and Lemma 2.4, we have that
yT (T/2) and y∗(T/2) converge to y¯ as T →∞, gives
lim sup
T→+∞
1
2
∫ T
2
0
[
‖uT (s)‖2 + ‖C yT (s)− z‖2
]
ds−
T
2
Vs ≤W (x).
From this inequality and (2.29), it follows (2.27).
Finally, combining (2.24), (2.26) and (2.27) we obtain
(2.31) V (x, T )− TVs −→
T→+∞
W (x) + λ.
Step 2 Regularity of W (·).
Since the function W is independent of the final cost g, in order to prove that W
is in C1(Rn), we will consider the case g ≡ 0.
Step 2.1 Differential of optimal trajectories in finite time
Set
(2.32) ψT : R
n −→ C1([0, T ];Rn)2
x 7−→
[
yT , pT
]
,
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where
[
yT , pT
]
is the solution to the optimality system
(2.33)

d
ds
yT (s) = AyT (s)−BB∗pT (s) s ∈ (0, T )
− d
ds
pT (s) = C∗(C yT (s)− z) +A∗pT (s) s ∈ (0, T )
yT (0) = x
pT (T ) = 0.
Whence for any x ∈ Rn and for any direction v ∈ Rn the Fre´chet differential of ψT
at x along direction v reads as
(2.34) (DψT (x), v)Rn =
[
yˆT , pˆT
]
,
where
(2.35)

d
ds
yˆT (s) = AyˆT (s)−BB∗pˆT (s) s ∈ (0, T )
− d
ds
pˆT (s) = C∗CyˆT (s) +A∗pˆT (s) s ∈ (0, T )
yˆT (0) = v
pˆT (T ) = 0.
Step 2.2 Differentials of the value function in finite time
By Step 1 and the chain rule, for any directions v ∈ Rn, we have
(2.36)
∂
∂v
V (x, T ) =
∫ T
0
[(
uT ,−B∗pˆT
)
Rm
+
(
C yT − z, CyˆT
)
Rn
]
ds,
where
(2.37)

d
ds
yˆT (s) = AyˆT (s)−BB∗pˆT (s) s ∈ (0, T )
− d
ds
pˆT (s) = C∗CyˆT (s) +A∗pˆT (s) s ∈ (0, T )
yˆT (0) = v
pˆT (T ) = 0.
Step 2.3 Bounds for the differentials of the value function, uniform in
time horizon
We start reminding that, for any v ∈ Rn, (2.35) is the optimality system for the
optimal control problem with state equation
d
ds
yˆ(s) = A yˆ(s) +B uˆ(s), s ∈ (0, T )
yˆ(0) = v,
and cost functional
JT,v (uˆ) :=
1
2
∫ T
0
[
‖uˆ(s)‖2 + ‖C yˆ(s)‖2
]
ds.
Since (A,B) is stabilizable and (A,C) is detectable, we are in position to apply
Theorem A.3 both to the above problem and the original (1.1)-(1.2), with initial
datum x and running target z, getting
(2.38) ‖pˆT (s)‖+ ‖yˆT (s)‖ ≤ K [exp (−µs) + exp (−µ (T − s))] , ∀s ∈ [0, T ].
and
(2.39)
‖pT (s)− p‖+ ‖yT (s)− y‖ ≤ K [exp (−µs) + exp (−µ (T − s))] , ∀s ∈ [0, T ].
for two T -independent constants K and µ > 0. In the proof of Theorem A.3 one
can check that K and µ can be chosen uniformly in v ∈ S1(Rn) and x ∈ B(0, R),
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for some arbitrarily fixed R > 0. Then, for any x ∈ B(0, R) and v ∈ S1(Rn), by
(2.36), (2.39), (2.38), we can estimate∣∣∣∣ ∂∂vV (x, T )
∣∣∣∣ ≤ ∫ T
0
[∥∥uT∥∥ ∥∥B∗pˆT∥∥+ ∥∥C yT − z∥∥ ∥∥CyˆT∥∥] ds
≤ K
∫ T
0
[∥∥B∗pˆT∥∥+ ∥∥CyˆT∥∥] ds
≤ K,(2.40)
with K uniform on T > 0, x ∈ B(0, R) and v ∈ S1(Rn).

Let us finish this section with an illustrative example that shows why the value
function V (x, T ) is not in general differentiable. As we will see, for a suitable
nonconvex final cost g, the global minimizer for JT,x with x = 0 and T sufficiently
large is not unique. This implies in particular that V (·, T ) is not differentiable at 0
for T sufficiently large (see for instance Theorem 7.4.17 in [10]).
Example 2.6. Let us consider the optimal control problem (1.1)–(1.2) with the
pair of matrices (A,B) being controllable and C being any matrix. As final cost,
we consider the function
gε(x) =
1
ε
[‖x‖4 − ‖x‖2],
where ε > 0 will be chosen later.
Our goal is to show that if ε > 0 sufficiently small, the functional
(2.41) JT,0(u) :=
1
2
∫ T
0
[
‖u(s)‖2 + ‖C y(s)‖2
]
ds+ gε(y(T )),
admits (at least) two distinguished global minimizers whenever T > 2.
Let us first prove that, if ε > 0 is sufficiently small, then for any T > 1, the
control u ≡ 0 is not optimal.
Fix x1 a minimizer of the function g : R
n −→ R defined as g(x) := ‖x‖4 − ‖x‖2
and set
u˜(s) =
{
0 s ∈ (0, T − 1)
u1(t− T + 1) s ∈ (T − 1, T ),
where u1 is any control solving the controllability problem
(2.42)
y˙1(s) = Ay1(s) +B u1(s), s ∈ [0, 1]
y1(0) = 0, y1(1) = x1.
Let y˜ be the solution to (1.1),with control u˜. Since x = 0 with control u = 0 is a
stationary point of (1.1), by uniqueness of solution we have
y˜(s) =
{
0 s ∈ (0, T − 1)
y1(t− T + 1) s ∈ (T − 1, T ),
20 CARLOS ESTEVE, HICHAM KOUHKOUH, DARIO PIGHIN, AND ENRIQUE ZUAZUA
Let us now evaluate the functional JT,0 defined in (2.41) at u˜ and compare it with
the control u ≡ 0. Since minRn g(x) < 0, we have
JT,0(u˜) =
1
2
∫ 1
0
[
‖u1(s)‖
2 + ‖C y1(s)‖
2
]
ds+
1
ε
[
‖x1‖
4 − ‖x1‖
2
]
=
1
2
∫ 1
0
[
‖u1(s)‖
2 + ‖C y1(s)‖
2
]
ds+
1
ε
min
Rn
g
< 0 = JT,x(0),
for a sufficiently small ε. This means that u ≡ 0 is not a global minimizer of (2.41).
Finally, since the final cost gε in (2.41) is bounded from below, by the direct
method in the Calculus of variations, there exists a minimizer uT of (2.41). More-
over, we have that uT 6= 0 if T > 1. Now, by definition of (2.41), JT,0(−u
T ) =
JT,0(u
T ) = minUT JT,x, whence u
T and −uT are two distinguished global minimiz-
ers of (2.41).
3. Riccati theory
So far, we have proved our results by using general techniques applicable to
general optimal control problems. We show now how, in the LQ setting, Riccati
theory can be employed to solve explicitly the infinite time horizon minimization
problem (1.10).
Our analysis is based on the following well-known Lemma, where we analyze the
Algebraic Riccati Equation and the properties of the so-called hamiltonian matrix
Ham :=
[
A −BB∗
−C∗C −A∗.
]
One can realize that Ham is the associated matrix to (A.3).
Lemma 3.1. Assume (A,B) is stabilizable and (A,C) is detectable. Then,
(1) there exists a unique symmetric positive semidefinite solution to the Alge-
braic Riccati Equation
(3.1) − ÊA−A∗Ê + ÊBB∗Ê = C∗C (ARE)
such that A−BB∗Ê is stable, i.e. the real part of the spectrum Re(σ(A −
BB∗Ê)) ⊂ (−∞, 0);
(2) set
(3.2) Λ :=
[
In S
Ê ÊS + In
]
,
where S is solution to the Lyapunov equation
S(A−BB∗Ê)∗ + (A−BB∗Ê)S = BB∗.
Then, Λ is invertible and
Λ−1Ham Λ =
[
A−BB∗Ê 0
0 −(A−BB∗Ê)∗.
]
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As a consequence, Ham is invertible and its spectrum does not intersect the
imaginary axis.
The first part of the above Lemma is Riccati theory (see, for instance, [9, Fact
1-(a) and Fact 1-(f)] or [1]). The second part1 is taken from [31, subsection III.B].
We are now ready to prove Proposition 1.4.
Proof of Proposition 1.4. By (2.20), the minimization of J∞,x is equivalent to the
minimization of
Ĵ∞,x : L
2
loc(0,+∞) −→ R ∪ {+∞}
u 7−→
1
2
∫ ∞
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds,
where y is the solution to (1.1), with initial datum x and control u. By [23, Theorem
3.7 pages 237-238], there exists a unique minimizer u∗ for Ĵ∞,x, given by (1.15) and
inf
L2
loc
(0,+∞)
Ĵ∞,x =
1
2
(x− y)∗ Ê (x− y) ,
whence, by (1.10) and (2.20),
W (x) = inf
L2
loc
(0,+∞)
Ĵ∞,x + (p, x− y)Rn =
1
2
(x− y)∗ Ê (x− y) + (p, x− y)Rn ,
as desired. 
In [22] the terms λ, Vs and W (·) in Theorem 1.1 have been represented by a
different approach. The author introduces Riccati operators in an augmented state
space, taking into account the target z as a state variable (with zero dynamics). An
asymptotic behavior of such Riccati operators is provided in [22, Lemma 2] which
is the key ingredient to determine the asymptotic behavior of the value function as
V (x, T ) ∼ W (x) + VsT + λ, when T → +∞ such that
Vs =
1
2
(z,Λ3z)Rn , W (x) =
1
2
(Λ1x, x)Rn + (x,Λ2z)Rn and λ =
1
2
(z, βz)Rn
where2 (Λ1,Λ2,Λ3, β) ∈ S
++
n (R) ×Mn(R) × Sn(R) × Sn(R) are uniquely defined
by the asymptotic behavior in [22, Lemma 2] (see also in [22] formula (39) in the
proof of Theorem 1 and statement (i) in Corollary 2).
4. The Hamilton-Jacobi-Bellman equation
In this section we are interested in the Hamilton-Jacobi-Bellman equations as-
sociated to the optimal control problems (1.1)–(1.2) and (2.16)–(2.18) respectively.
For the first one, which is a finite horizon problem, we obtain a time-evolution
1
Λ−1 =
[
In + SÊ −S
−Ê In.
]
2
Sn(R) and S
++
n (R) denote respectively the subset of symmetric matrices and positive definite
symmetric matrices inMn(R).
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Hamilton-Jacobi equation where the time-variable is the length of the time horizon
and the initial condition is the final cost. For the second one, which is an infinite
horizon problem we obtain the associated stationary equation. The arguments rely
on the Dynamic Programming Principle and are standard in this kind of optimal
control problems. However, since the value functions V and W are defined in a
particular way that differs from the standard definitions, we include here the ver-
sion of the Dynamic Programming Principle for these value functions. The rest of
the proof can be concluded by adapting the standard techniques. Finally, in sub-
section 4.2, we conclude the proof of the statement (ii) in Theorem 1.1 about the
uniqueness of the stationary solution bounded from below and the ergodic constant.
4.1. Finite time-horizon optimal control problem. We start with the Hamilton-
Jacobi-Bellman equation associated to the optimal control problem (1.1)–(1.2). Let
us recall that, for each x ∈ Rn and T > 0, the value function is defined as
(4.1) V (x, T ) := inf
u∈UT
JT,x(u),
where the functional JT,x is given by
JT,x(u) =
1
2
∫ T
0
[
‖u(s)‖2 + ‖C y(s)− z‖2
]
ds+ g(y(T )),
and for each u, the function y : (0, T )→ Rn is the solution to{
y˙(s) = Ay(s) +B u(s) s ∈ (0, T )
y(0) = x.
This definition of the value function, which seems to be unusual in the literature,
is motivated by the study of the behavior of V when the time horizon tends to
infinity. An alternative way to proceed would be to consider the optimal control
problem with prescribed final state and free initial state, considering the dynamics
in a backward sense. However, it makes the comparison between the finite time
and the infinite time horizon problems a bit awkward.
Let us justify that the value function V is the unique viscosity solution to the
Hamilton-Jacobi-Bellman equation associated to this finite time horizon optimal
control problem.
Theorem 4.1. The value function V defined in (4.1) is the unique viscosity solution
to the initial-value problem
(4.2) ∂TV +
1
2
‖B∗∇xV ‖
2 −Ax · ∇xV =
1
2
‖Cx− z‖2, (x, T ) ∈ Rn × (0,+∞)
V (x, 0) = g(x), x ∈ Rn.
The proof can be done by adapting the methods in [14, Section 10.3] based on
the Dynamic Programming Principle. Since the value function V is defined differ-
ently, for the reader’s convenience, we state and prove the Dynamic Programming
Principle which is satisfied by this value function. The conclusion of the theorem
follows by combining the standard techniques with this version of the Dynamic
Programming Principle.
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The uniqueness of the viscosity solution can be deduced by using the arguments
of [22, Theorem 6 page 41].
Lemma 4.2. Set the functions
L(y, u) := ‖u‖2 + ‖C y − z‖2 and f(y, u) := Ay +B u,
and let V be the value function defined in (4.1). Then, for all x ∈ Rn, T > 0 and
0 < h < T , we have
V (x, T ) = inf
u∈UT
{∫ h
0
L(y(s), u(s))ds+ V (y(h), T − h)
}
,
where, for each u ∈ UT , y is the solution to (1.1) with initial datum x and control
u.
Proof. Let us denote by ω(x, T ) the right hand side in the equality. We first prove
that V (x, T ) ≥ ω(x, T ) for all (x, T ) ∈ Rn × (0,∞).
For any control u ∈ UT we can write
JT,x(u) =
∫ h
0
L(y(s), u(s))ds+
∫ T
h
L(y(s), u(s))ds+ g(y(T ))
=
∫ h
0
L(y(s), u(s))ds+
∫ T−h
0
L(y˜(s), u˜(s))ds + g(y˜(T − h))
≥
∫ h
0
L(y(s), u(s))ds+ V (y(h), T − h),
where u˜(s) = u(s + h) and y˜(s) = y(s + h). Then, by the arbitrariness of u we
obtain
V (T, x) = inf
u∈UT
JT,x(u) ≥ inf
u∈UT
{∫ h
0
L(y(s), u(s))ds+ V (y(h), T − h)
}
.
For the reverse inequality, fix u ∈ UT and set z = y(h). For any ε > 0, let
uε ∈ UT−h be such that
V (T − h, z) ≥ JT−h,z(u
ε)− ε.
Define the control
u∗(s) :=
{
u(s), if 0 ≤ s ≤ h
uε(s− h), if h < s < T
and let y∗, yε be the trajectories corresponding to u∗ and uε respectively. Then,
noticing that yε(0) = y∗(h) = y(h) = z, one has
V (x, T ) ≤
∫ h
0
L(y∗(s), u∗(s))ds +
∫ T
h
L(y∗(s), u∗(s))ds+ g(y∗(T ))
=
∫ h
0
L(y(s), u(s))ds+ JT−h,z(u
ε)
≤
∫ h
0
L(y(s), u(s))ds+ V (T − h, z) + ε,
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and letting ε→ 0, we obtain
V (T, x) = inf
u∈UT
JT,x(u) ≤ inf
u∈UT
{∫ h
0
L(y(s), u(s))ds+ V (y(h), T − h)
}
.

4.2. Infinite time horizon optimal control problem. Let us recall the defini-
tion of the value function associated to the infinite-time horizon LQ problem that
we stated in the introduction:
(4.3) W (x) = inf
u∈Ax
J∞,x(u)
where Ax defined in (2.17) is the set of admissible controls, the functional J∞,x is
defined as
J∞,x(u) =
∫ ∞
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds,
and for each u ∈ Ax, the function y : (0,∞)→ R
n is the solution to
(4.4)
{
y˙(s) = Ay(s) +B u(s), s ∈ (0,∞)
y(0) = x.
Our goal here is to prove that the value function W with the constant c = Vs
is the unique viscosity solution3 bounded from below to the stationary Hamilton-
Jacobi-Bellman equation
(4.5) c+
1
2
‖B∗∇W (x)‖2 −∇W (x)∗Ax =
1
2
‖Cx− z‖2, x ∈ Rn.
The first step in the proof consists in showing thatW satisfies a Dynamic Program-
ming Principle (DPP for short) that we state in the next Lemma.
Set L(x, u) =
1
2
‖u‖2+
1
2
‖Cx−z‖2−Vs. We recall that a proof of DPP in infinite
time horizon, unrestricted state space and with a discount factor can be found for
example in [4, Prop. III.2.5, p. 102], a proof in a standard case is in [24] and an
abstract DPP can be found in [16].
Lemma 4.3. For any δ > 0 and x ∈ Rn, we have
W (x) = inf
u∈Ax
{∫ δ
0
L(y(s), u(x))ds+W (y(δ))
}
where y(·) is the trajectory corresponding to the control u and initial state x.
Proof. We follow the proof in [4, Prop. III.2.5, p. 102]).
Denote by ω(x) the right-hand side in (4.3). First we show that W (x) ≥ ω(x).
3It is in fact a classical solution since we proved in subsection 2.2 that W ∈ C1(Rn). Here, the
uniqueness is obviously understood up to an additive constant.
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For any u ∈ Ax, using the definition of J∞,x we obtain
J∞,x(u) =
∫ δ
0
L(y(s), u(s))ds+
∫ ∞
δ
L(y(s), u(s))ds
=
∫ δ
0
L(y(s), u(s))ds+
∫ ∞
0
L(y(s+ δ), u(s+ δ))ds
=
∫ δ
0
L(y(s), u(s))ds+ J∞,y(δ)(u˜), where u˜(s) = u(s+ δ)
It is easy to see that u ∈ Ax implies that u˜ ∈ Ay(δ). Now, taking the infimum over
all controls u˜ ∈ Ay(δ) we get
J∞,x(u) ≥
∫ δ
0
L(y(s), u(s))ds+ inf
u˜
Jy(δ)(u˜)
=
∫ δ
0
L(y(s), u(s))ds+W (y(δ))
and by the arbitrariness of u ∈ Ax, it follows W (x) ≥ ω(x).
In order to prove the opposite inequality, fix u ∈ Ax and set z := y(δ). For any
ε > 0, let uε ∈ Az be such that
W (z) ≥ J∞,z(u
ε)− ε.
Define the control
u∗(s) :=
{
u(s), if s ≤ δ
uε(s− δ), if s > δ
and let y∗, yε be the trajectories corresponding to u∗ and uε respectively. Then,
noticing that yε(0) = y∗(δ) = y(δ) = z, one has
W (x) ≤ J∞,x(u
∗) =
∫ δ
0
L(y∗(s), u∗(s))ds+
∫ ∞
δ
L(y∗(s), u∗(s))ds
=
∫ δ
0
L(y∗(s), u∗(s))ds+
∫ ∞
0
L(yε(s), uε(s))ds
=
∫ δ
0
L(y∗(s), u∗(s))ds+ J∞,z(u
ε)
≤
∫ δ
0
L(y∗(s), u∗(s))ds+W (z) + ε
Since u and ε are arbitrary, we get W (x) ≤ ω(x) and hence the desired result. 
We now observe that we can rewrite the above Dynamic Programming Principle
by taking the infimum over bounded controls.
Remark 4.4. By [10, Theorem 7.4.6], for any compact set K ⊂ Rn, there exists
M =M(K) > 0 such that for any x ∈ Rn and any δ ∈ (0, 1), we have
W (x) = inf
u∈AM
{∫ δ
0
L(y(s), u(x))ds+W (y(δ))
}
,
where
AM :=
{
u ∈ L2((0, 1),Rm) : ‖u(s)‖ ≤M, a.e. in (0,+∞)
}
.
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We now conclude with the proof of statement (ii) in Theorem 1.1.
Proof Theorem 1.1 (ii). We recall that the C1 regularity of W was proved in sub-
section 2.2. Let us now prove that (Vs,W (·)) satisfies the equation (4.5). The proof
relies on standard methods in optimal control.
We first show that (Vs,W (·)) satisfies Vs+H(x,∇W (x)) ≤ ℓ(x) for every x ∈ R
n.
For any uo ∈ R
n, let us consider a continuous admissible control u ∈ Ax such that
u(0) = uo. Thanks to the C
1 regularity of W proved in subsection 2.3, we can
compute
W (y(δ)) = W (x) +
∫ δ
0
d
ds
(W (y(s))−W (x)) ds
= W (x) +
∫ δ
0
(∇W (y(s)),
d
ds
y(s))Rnds
= W (x) +
∫ δ
0
(∇W (y(s)), Ay(s) +Bu(s))Rnds(4.6)
On the other hand, by Dynamic Programming principle, one has
W (x) ≤
∫ δ
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs
]
ds+W (y(δ)),
which combined with (4.6) gives
0 ≤
∫ δ
0
[
1
2
‖u(s)‖2 +
1
2
‖C y(s)− z‖2 − Vs + 〈∇W (y(s)), Ay(s) +Bu(s)〉Rn
]
ds.
Dividing the above inequality by δ and taking the limit as δ → 0, we deduce, from
the arbitrariness of uo, that
Vs + max
uε
o
∈Rm
{
−
1
2
‖uo‖
2 −∇W (x) · (Ax+Buo)
}
≤ ℓ(x).
In order to prove the converse inequality, let us assume by contradiction that for
some x0 ∈ R
n and r > 0, there exists ε > 0 such that, for any uo ∈ R
m,
(4.7) Vs −
1
2
‖uo‖
2 −∇W (x) · (Ax+Buo) ≤ ℓ(x)− ε
for any x ∈ B(x0, r), where B(x0, r) is a ball of R
n centered at x0 of radius r > 0.
By remark 4.4, it suffices to consider uo, with ‖uo‖ ≤M , for some M ≥ 0.
Take any u ∈ L2(0, 1), with ‖u(t)‖ ≤ M , a.e. in (0, 1). By continuous depen-
dence from the data for (1.1), there exists δ ∈ (0, 1), such that for any δ ∈ [0, δ)
the state y associated to control u and initial datum x0, verifies y(δ) ∈ B(x0, r).
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Now, using remark 4.4, there exists uε and an associated state yε, such that
W (x) ≥
∫ δ
0
[
1
2
‖uε(s)‖2 +
1
2
‖C yε(s)− z‖2 − Vs
]
ds+W (yε(δ)) −
εδ
2
=
∫ δ
0
[
1
2
‖uε(s)‖2 +
1
2
‖C yε(s)− z‖2 − Vs
]
ds+W (x)(4.8)
+
∫ δ
0
〈∇W (yε(s)), Ayε(s) +Buε(s)〉Rn ds−
εδ
2
,
where in (4.8) we have employed the identity (4.6). We have then
(4.9)
∫ δ
0
[
Vs −
1
2
‖uε‖2 − 〈∇W (x), Ayε(s) +Buε〉Rn − ℓ(y
ε(s))
]
ds ≥ −
εδ
2
,
so obtaining a contradiction (4.7). Then one recovers the second inequality and
hence the desired result.
Finally, let us prove that W (x) is the unique (up to an additive constant) vis-
cosity solution to (1.12) bounded from below.
Let c ∈ R, and let W1 ∈ C(R
n) be a bounded from below continuous function
satisfying the equation
c+H(x,∇W1) = ℓ(x)
in the viscosity sense. Here the Hamiltonian H and the function ℓ are defined as
in (1.17)
Observe that the function given by
V1(T, x) = c T +W1(x)
is a viscosity solution to the problem (1.11) with initial condition g(x) = W1(x),
which is bounded from below. As we have seen in subsection 4.1, the unique
viscosity solution to (1.11) is given by the value function to the optimal control
problem (1.1)–(1.2) with final cost g(x) =W1(x).
Since W1(·) is bounded from below, we can use Theorem 1.1 to deduce that
lim
T→+∞
V1(T, x)− Vs T =W (x) + λ, for all x ∈ R
n,
for some λ ∈ R depending on the final cost W1(·). Hence, using the definition of
V1(T, x) we obtain
lim
T→+∞
W1(x) + (c− Vs)T =W (x) + λ, for all x ∈ R
n.
This implies, in one hand that c = Vs; and on the other hand that W1(x)−W (x) =
λ, for all x ∈ Rn. 
5. Conclusions and open problems
In this manuscript, we have studied the long time behavior of the value function
associated to a finite-dimensional linear-quadratic optimal control problem with
any target z. To do so, we have introduced an infinite-time horizon optimal con-
trol problem and studied its value function W (x). This allows us to provide an
asymptotic decomposition of the value function V for the original control problem
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with finite time horizon and which is of the form W (x) + Vs T + λ, where Vs is
the value function for the steady problem and λ is the cost of leaving the turnpike
close the final time. It is well known that, by the Dynamic Programming Prin-
ciple, the value function V satisfies a Hamilton-Jacobi-Bellman equation. Then,
our results lead to new results in the context of long time behavior of solutions to
Hamilton-Jacobi-Bellman equation.
To the best of our knowledge, our results differ from the available literature
mainly for two reasons:
• we characterize the ergodic constant c both as c = limT→+∞
1
T
V (x, T ) and
as the value function for the steady problem c = Vs. The first characteri-
zation is well-known, whereas the second is new;
• in our case, the Hamiltonian H(x, p) as defined in (1.17) is neither Lipschitz
nor coercive in the p variable, as soon as B∗ has a nontrivial kernel. Avail-
able results in the literature require both the Lipschitz property and the
coercivity. This might indicate that the classical hypotheses in the struc-
tural properties of the Hamiltonian could be eventually replaced by other
kind of assumptions concerning the stabilizability and the detectability of
the associated optimal control problem.
We now present some open problems.
5.1. Control problems governed by nonlinear state equations. We formu-
late this for a special control problem. Let A be an n × n symmetric positive
definite matrix and let f : R −→ R be an increasing nonlinearity of class C1 and
with f(0) = 0. For a given time horizon T > 0, an initial state x in Rn and a
control u ∈ UT := L
2(0, T ;Rm) the corresponding trajectory y(·) solves
(5.1)
y′(s) +Ay(s) + f (y(s)) = B u(s), for s ∈ [0, T ]
y(0) = x,
where the control operator is given by the matrix B ∈Mn,m(R) and the nonlinear
term f (y(s)) = (f (y1(s)) , . . . , f (yn(s))).
The optimal control problem is to minimize, over the admissible controls u ∈
L2(0, T ;Rm), the cost functional
(5.2) JT,x(u) :=
1
2
∫ T
0
[
‖u(s)‖2 + ‖C y(s)− z‖2
]
ds,
where C ∈Mn(R) is a given matrix and z ∈ R
n is the prescribed running target.
The value function associated to the optimal control problem (5.1)-(5.2) is de-
fined as
(5.3) V (x, T ) := inf
u∈UT
JT,x(u).
In the same line as for the LQ problem treated in this manuscript, one can also
introduce in this context the steady functional
(5.4) Js (us, ys) :=
1
2
[
‖us‖
2 + ‖C ys − z‖
2
]
,
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to be minimized over the subset of controlled steady states
(5.5) M := {(us, ys) ∈ R
m × Rn | Ays + f (ys) = Bus} .
Set Vs := minM Js. These kind of problems have been treated both in a finite
dimensional framework [34] and in a PDE framework [27, 33, 32, 25]. Available
results in the literature typically require smallness conditions on the running target.
By using the techniques developed in the above references, it is possible to get
bounds on the space derivatives of the value function, which allow to apply the
Ascoli-Arzela` Theorem as in the proof of Theorem 1.1. For small targets, by using
the turnpike results of [25] and adapting the techniques of the present manuscript,
we can deduce large time asymptotics of the value function as in Theorem 1.1.
However, for large targets, to the best of our knowledge, the turnpike theory is not
complete. In particular, we cannot identify the limit as we do in (2.31), because we
do not have a result like
(5.6)
1
T
V (x, T ) −→
T→+∞
Vs,
which identifies the limit of the time-average of the value function as the value
function for the steady problem. Note that, by adapting the techniques of [25,
Lemma 2.1, page 12], it is possible to prove
(5.7) lim sup
T→+∞
1
T
V (x, T ) ≤ Vs.
But we are not able to prove the converse inequality
(5.8) lim inf
T→+∞
1
T
V (x, T ) ≥ Vs.
From a control perspective, the above inequality means that in time large there is
no time-evolving strategy significantly better than the steady ones. Actually, in
case the time evolving functional is restricted to time independent controls, (5.8)
has been proved in [27, section 4], by Γ-convergence. However, to the best of
our knowledge, the above inequality is unknown if the time-evolution functional is
minimized over time dependent controls and it is an interesting open problem.
5.2. Characterization of the ergodic constant in a more general case. As
we mentioned, one of the novelties of this manuscript is the characterization of
the ergodic constant c appearing in (1.19) as Vs, which is the minimal value of
the steady problem. This has been obtained as a consequence of the validity of
the turnpike property for our problem. It would be interesting to generalize this
characterization for more general problems, by using Hamilton-Jacobi techniques
instead of turnpike theory.
5.3. Enhance Hamilton-Jacobi literature to include the case of lack of
coercivity and lack of Lipschitz property. As we have anticipated, the func-
tion p 7−→ H(x, p) as defined in (1.17) is neither Lipschitz nor coercive, if B∗ has
a nontrivial kernel. This prevented us using available results in Hamilton-Jacobi
literature. We have then employed turnpike theory to obtain long time behavior
results in our context. In our opinion, it would be of great interest to enhance
Hamilton-Jacobi techniques to deal with the case we treated in this manuscript.
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Let us finally recall that for a Hamilton-Jacobi equation of the general form
∂TV +H(x,∇xV ) = ℓ(x)
one can associate a control problem under some assumptions besides convexity of
p 7→ H(x, p). In this case, we say that the Hamiltonian admits a control represen-
tation or it is of Bellman type. Such a result can be found in [18, Theorem 5.1]
and in the more recent paper [28, Theorem 2.1] where the control problem that
represents the HJ equation is explicitely specified. Roughly speaking, this comes
from the fact that one should be able to construct a Lagrangian (running cost) as
the Fenchel conjugate of the Hamiltonian, but since the Hamiltonian should itself
be the Fenchel conjugate of the Lagrangian, then we need the Hamiltonian to be
equal to its Fenchel bi-conjugate.
5.4. The infinite dimensional case. It is well known that the turnpike property
holds as well in the infinite dimensional case (see [26, 27, 33, 32, 25]). In this set-
ting, one can still associate to the infinite dimensional optimal control problem an
analogue of the Hamilton-Jacobi-Bellman equation that captures the evolution of
the value function and which is beyond the scope of our paper. Indeed, this can be
handled for instance by means of the so-called Master equation whose characteris-
tics are of HJB type. Such equation appears in the context of Mean Field Games
and its long time behavior was studied for instance in [11].
Appendix A. Proof of the turnpike property
Turnpike theory is concerned with the study of the long time behavior of opti-
mization problems as the time horizon T goes to ∞. For a given time-evolution
optimization problem, the turnpike property is satisfied if the time-evolution prob-
lem asymptotically simplifies towards its steady version, as T tends to infinity.
Therefore, in order to study the turnpike property for our concrete problem,
we need to introduce the steady version of (1.1)-(1.2). We define the subspace of
controlled steady states as
(A.1) M := {(us, ys) ∈ R
m × Rn | 0 = Ays +Bus} .
The steady functional is then given by
(A.2) Js (us, ys) :=
1
2
[
‖us‖
2 + ‖C ys − z‖
2
]
.
The steady optimal control problem is to minimize, over the subspace M , the cost
functional Js.
By [10, Theorem 7.4.17], any optimal control for (1.1)-(1.2) reads as uT =
−B∗pT , where
(
yT , pT
)
is solution to the optimality system
(A.3)

d
ds
yT (s) = AyT (s)−BB∗pT (s) s ∈ (0, T )
− d
ds
pT (s) = C∗(C yT (s)− z) +A∗pT (s) s ∈ (0, T )
yT (0) = x
pT (T ) ∈ ∇+x g(y
T (T )),
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where ∇+x denotes the superdifferential.
One can realize that Ham is the matrix associated to (A.3) is the Hamiltonian
matrix
Ham :=
[
A −BB∗
−C∗C −A∗.
]
This matrix is studied in Lemma 3.1 (section 3). We now state a crucial Lemma.
Lemma A.1. Assume (A,C) is detectable and take f ∈ L2(0, T ;Rn). Then, there
exists a constant K ≥ 0, independent of T and f , such that for any T ≥ 1, for any
y solution to
(A.4)
d
ds
y = Ay + f in (0, T ),
we have
(A.5) ‖y(T )‖2 ≤ K
[
‖y(0)‖2 +
∫ T
0
‖C y‖2ds+
∫ T
0
‖f‖2ds
]
.
Proof. Step 1 Decomposition into stable and antistable part
Following the notation of [9], L−(A) and L 0+(A) denote resp. the A-invariant
subspaces of Rn spanned by the generalized eigenvectors of A corresponding to
eigenvalues λ of A such that Re(λ) < 0 and Re(λ) ≥ 0. By linear algebra,
R
n = L −(A)⊕L 0+(A),
where ⊕ stands for the direct sum. Then, let y be a solution to (A.4). Denote by
y1 and y2 resp. the projections of y onto L
−(A) and L 0+(A). Then, y = y1 + y2
and, for i = 1, 2,
d
ds
yi = Ayi + fi in (0, T ),
where f1 and f2 stand for resp. the projection of f onto L
−(A) and L 0+(A).
Step 2 Estimate for the stable part
We have
d
ds
y1 = Ay1 + f1 in (0, T ),
All the eigenvalues of LA ↾L −(A) are strictly negative, where we have denoted by
LA the linear operator associated to the matrix A. Then, we have, for any s ∈ [0, T ]
(A.6) ‖y1(s)‖ ≤ K
[
‖y1(0)‖+ ‖f1‖L2(0,T )
]
≤ K
[
‖y(0)‖+ ‖f‖L2(0,T )
]
,
the constant K depending only on A.
Step 3 Estimate for the antistable part
By definition
(A.7)
d
ds
y2 = Ay2 + f2 in (0, T ),
Since (A,C) is detectable, all the modes in L 0+(A) are observable (see definition of
detectability in [9, at the bottom of page 232]). Then, by [26, Remark 2.1] applied
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to (A.7), we obtain
‖y2(T )‖
2 ≤ K
[∫ T
T−1
‖C y2‖
2ds+
∫ T
T−1
‖f2‖
2ds
]
≤ K
[∫ T
T−1
‖C y2‖
2ds+
∫ T
T−1
‖f‖2ds
]
≤ K
[∫ T
T−1
‖C y1‖
2ds+
∫ T
T−1
‖C y‖2ds+
∫ T
T−1
‖f‖2ds
]
≤ K
[
‖y(0)‖2 +
∫ T
T−1
‖C y‖2ds+
∫ T
T−1
‖f‖2ds
]
,
where in the last inequality we have employed (A.6). Therefore
(A.8) ‖y2(T )‖
2 ≤ K
[
‖y(0)‖2 +
∫ T
0
‖C y‖2ds+
∫ T
0
‖f‖2ds
]
,
with K depending only on (A,C).
Step 4 Conclusion
Putting together (A.6) and (A.8), we conclude. 
Furthermore, supposing again (A,C) detectable, we have
(A.9) ‖ys‖
2 ≤ K
[
‖Ays‖
2 + ‖C ys‖
2
]
, ∀ys ∈ R
n.
The above inequality follows from (A.5) applied to y˜ := tys.
The steady inequality (A.9) yields strict convexity of Js. Then, as announced, we
have uniqueness of the minimizer. Furthermore, by Lemma 3.1, Ham is invertible.
Hence there exists a unique solution (y, p) to the linear system
(A.10)
{
0 = Ay −BB∗p
0 = A∗p+ C∗(Cy − z).
Then, by computing the derivative of Js, we have that u = −B
∗p is a stationary
point for Js. Then, by using strict convexity, u is the unique minimizer of Js.
Let us define the notion of turnpike property.
Definition A.2. Let A ∈ Mn×n(R), B ∈ Mn×m(R) and C ∈ Mn×n(R). The
triplet (A,B,C) enjoys turnpike if, for any initial datum x ∈ Rn, for every final
cost g locally Lipschitz and bounded from below and for each target z ∈ Rn, there
exists K = K(A,B,C, x0, z, g) and µ = µ(A,B,C) > 0, such that, for any T ≥ 1,
(A.11) ‖uT (s)− u‖+ ‖yT (s)− y‖ ≤ K [exp(−µs) + exp (−µ (T − t))] ,
where (uT , yT ) is any optimal pair for (1.1)-(1.2) and (u, x) is a minimizer for the
steady functional (1.4).
We are now in position to the following turnpike result.
Theorem A.3. The triplet (A,B,C) enjoys turnpike if and only if (A,B) is sta-
bilizable and (A,C) is detectable.
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An essential tool for the proof of Theorem A.3 is the following Lemma.
Lemma A.4. Let A ∈ Mn×n(R), B ∈ Mn×m(R). (A,B) is stabilizable if and
only if for any initial datum x ∈ Rn, there exists a control u ∈ L2(0,+∞;Rm),
such that
(A.12)
∫ ∞
0
‖y‖2ds < +∞,
y being the solution to (1.1), with initial datum x and control u.
The above Lemma follows from [8, Remark 2.2 page 24].
Proof of Theorem A.3. Hereafter, we will assume T ≥ 1.
We start by proving that the stabilizability of (A,B) and the detectability of
(A,C) yield the validity turnpike property for (A,B,C).
Step 1 Boundedness of ‖yT (T )− y‖ uniform on T ≥ 1
By Lemma 2.2, for any control u ∈ UT , we have
JT,x(u) = T Vs +
1
2
∫ T
0
[
‖u(s)− u‖2 + ‖C (y(s)− y) ‖2
]
ds
+(p, x− y(T ))
Rn
+ g(y(T )),(A.13)
where (u, y) is the steady optimal control-state pair for the functional Js defined in
(2.2) and Vs := Js(u, y).
We introduce now a specific control, which stabilizes the system towards the
optimal steady state y
u∗(s) = −B∗Ê (y∗(s)− y) + u, s ∈ (0, T )
where Ê is the unique symmetric positive semidefinite solution to the Algebraic
Riccati Equation (3.1) and y∗ solves the closed loop equation
d
ds
y∗(s) = (A +B F ) y∗(s), s ∈ (0,∞)
y∗(0) = x,
F (y) := −B∗Ê (y − y) + u being the feedback law. By Lemma 3.1, we have
(A.14) ‖u∗(s)− u‖+ ‖y∗(s)− y‖ ≤ K exp (−µs) , ∀s ∈ [0, T ],
where K and µ > 0 are independent of the time horizon T . Hence, there exists a
T -independent constant K such that
JT,x(u
∗)− T Vs =
1
2
∫ T
0
[
‖u∗(s)− u‖2 + ‖C (y∗(s)− y) ‖2
]
ds
+(p, x− y∗(T ))
Rn
+ g(y∗(T ))
≤ K,
whence, by definition of minimizer
(A.15) JT,x(u
T )− T Vs ≤ JT,x(u
∗)− T Vs ≤ K.
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By Lemma A.1 applied to yT − y, we have
‖yT (T )− y‖2 ≤ K
[
‖x− y‖2 +
∫ T
0
[
‖uT (s)− u‖2 + ‖C
(
yT (s)− y
)
‖2
]
ds
]
,
whence, by (A.13), (A.15) and since g is bounded from below,
‖yT (T )− y‖2 ≤ K
[
‖x− y‖2 +
∫ T
0
[
‖uT (s)− u‖2 + ‖C
(
yT (s)− y
)
‖2
]
ds
]
≤ K
[
JT,x(u
T )−
(
p, x− yT (T )
)
Rn
− g(yT (T )) + ‖x− y‖2 + 1
]
≤ K
[
JT,x(u
T ) + ‖yT (T )− y‖+ ‖x− y‖2 + 2
]
≤ K
[
JT,x(u
∗) + ‖yT (T )− y‖+ ‖x− y‖2 + 2
]
≤ K
[
‖x− y‖2 + ‖yT (T )− y‖+ 3
]
.(A.16)
Then, there exists a T -independent constant K, such that for any T ≥ 1
(A.17)
∥∥yT (T )− y∥∥ ≤ K.
Step 2 Boundedness of ‖pT (0)− p‖ uniform on T ≥ 1
First of all, we subtract the Optimality Systems (A.3) and (A.10), getting
(A.18)

d
ds
(yT − y) = A(yT − y)−BB∗(pT − p) s ∈ (0, T )
− d
ds
(pT − p) = A∗(pT − p) + C∗C(yT − y) s ∈ (0, T )
uT − u = −B∗(pT − p) s ∈ (0, T )
yT (0)− y = x− y
pT (T )− p = q − p,
for some q ∈ ∇+x g(y(T )). By Remark A.1 applied to p
T (T − t)− p, we have
‖pT (0)− p‖2 ≤ K
[
‖q − p‖2 +
∫ T
0
[
‖uT (s)− u‖2 + ‖C
(
yT (s)− y
)
‖2
]
ds
]
≤ K
[
JT,x(u
T )−
(
p, x− yT (T )
)
Rn
− g(yT (T )) + ‖q − p‖2 + 1
]
≤ K
[
JT,x(u
T ) + ‖q − p‖2 + 2
]
≤ K
[
JT,x(u
∗) + ‖q − p‖2 + 2
]
≤ K
[
‖q − p‖2 + 3
]
.(A.19)
for a constant K independent of the time horizon T ≥ 1.
At this point, we realize that since g is locally Lipschitz, for any compactK ⊂ Rn,
for any x ∈ K and q ∈ ∇+x g(x), we have ‖q‖ ≤ L, where L is the Lipschitz constant
for g in K. Therefore, by (A.17) and (A.19), there exists a T -independent constant
K, such that for any T ≥ 1
(A.20)
∥∥pT (T )− p∥∥ ≤ K.
At this stage, by (A.17) and (A.20), we have:
(A.21) ‖pT (0)− p‖+ ‖yT (T )− y‖ ≤ K,
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the constant K being independent to the time horizon.
Step 3 Conclusion
Set [
g
h
]
:= Λ−1
[
yT − y
pT − p,
]
where the transformation Λ has been introduced in (3.2). Then, by Lemma 3.1
(A.22)
{
d
ds
g = (A−BB∗Ê)g s ∈ (0, T )
d
ds
h = −(A−BB∗Ê)∗h s ∈ (0, T ).
Since the matrix A−BB∗Ê is stable, there exists K and µ > 0 such that
‖ exp(t(A−BB∗Ê))‖ ≤ K exp(−µs).
Then,
‖g(s)‖ ≤ K exp (−µs) ‖g(0)‖ ≤ K exp (−µs)
[
‖x− y‖+ ‖pT (0)− p‖
]
and
‖h(s)‖ ≤ K exp (−µ (T − s)) ‖h(T )‖ ≤ K exp (−µ (T − s))
[
‖yT (T )− y‖+ ‖q − p‖
]
.
Finally, by (A.21), we have
‖g(s)‖+ ‖h(s)‖ ≤ K [exp (−µs) + exp (−µ (T − s))] ,
whence
‖yT (s)− y‖+ ‖pT (s)− p‖ ≤ K [exp (−µs) + exp (−µ (T − s))] .
We now prove that the validity turnpike property for (A,B,C) for any initial
data x and final cost g entail the stabilizability of (A,B) and the detectability of
(A,C).
Step 4 Necessity of the stabilizability of (A,B)
Suppose (A,B,C) enjoys turnpike. Then, taking target z = 0 and final cost g ≡ 0,
for any initial datum x ∈ Rn, we have
(A.23) ‖uT (s)‖ + ‖yT (s)‖ ≤ K [exp (−µs) + exp (−µ (T − t))] ,
(uT , yT ) being the optimal pair for (1.1)-(1.2), with target z = 0, initial datum x
and final cost g ≡ 0, whence
(A.24)
∫ T
0
‖uT‖2ds ≤ K,
where K is independent of the time horizon T . By Banach-Alaoglu Theorem, there
exists u∞ ∈ L2((0,+∞);Rn), such that, up to subsequences,
uT −→
T→+∞
u∞,
weakly in L2((0,+∞);Rm). We denote by y∞ the solution to (1.1), with initial
datum x and control u∞. Arbitrarily fix S > 0. By definition of weak convergence,
up to subsequences
yT −→
T→+∞
y∞,
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weakly in L2((0, S);Rm). By lower-semicontinuity of the norm with respect to the
weak convergence and (A.23), for any S > 0, we have∫ S
0
‖y∞‖2ds ≤ lim inf
T→+∞
1
2
∫ S
0
‖yT (s)‖2ds ≤ K,
whence, by the arbitrariness of S,∫ ∞
0
‖y∞‖2ds ≤ K < +∞.
Then, by Lemma A.4, (A,B) is stabilizable.
Step 5 Necessity of the detectability of (A,C)
Suppose (A,B,C) enjoys turnpike. We introduce the set of unobservable modes
NO(C,A) =
n−1⋂
i=0
ker
(
CAi
)
.
To show the detectability of (A,C), we have to prove that any x ∈ NO(C,A) is
A-stable (see e.g. [35] for linear control theory). Take target z = 0 and final cost
g ≡ 0. Since x is not observable, for any T > 0, the optimal control for JT,x is
uT ≡ 0 and the corresponding optimal state yT solves
(A.25)
y′(s) = Ay(s), for s > 0
y(0) = x.
By (A.11), we have
‖yT (T/2) ‖ ≤ K exp(−µT/2),
for any T > 0, whence x is A-stable. This finishes the proof. 
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