Abstract. Best entropy estimation is a technique that has been widely applied in many areas of science. It consists of estimating an unknown density from some of its moments by maximizing some measure of the entropy of the estimate. This problem can be modelled as a partially-finite convex program, with an integrable function as the variable. A complete duality and existence theory is developed for this problem and for an associated extended problem which allows singular, measure-theoretic solutions. This theory explains the appearance of singular components observed in the literature when the Burg entropy is used. It also provides a unified treatment of existence conditions when the Burg, Boltzmann-Shannon, or some other entropy is used as the objective. Some examples are discussed.
discussed in [6] we may as well restrict ourselves to closed, proper, convex functions b. The two classical choices correspond to the Boltzmann-Shannon entropy, perhaps first suggested in this context in [27] [25] , [29] , and [3] , and the general families proposed in [40] , [39] , and 13].
The debate over the relative merits of the various entropies has been intense, as the above references will testify. The choice between 1.2) and 1.3) has been particularly controversial (see, for example, [28] and [52] ). The issues in this debate can be grouped into three rather distinct areas. The first might be termed a priori reasons for selecting a particular entropy, generally involving a probabilistic, statistical, or informationtheoretic discussion of the underlying phenomenon we seek to measure (see for example, [40] , [52] , [28] , [39] , and [13] ). The second area of debate is empirical: the performance of the method is judged by its ability to reconstruct a known density from its moments (see, for example, [40] , [28] , [52] , and [29] ). Both of these areas lie outside our current scope. The third area might be called a posteriori reasons" mathematical properties of the estimates arising from a particular choice of entropy are studied. Two particular properties have attracted attention" the existence of the optimal estimates, and their convergence to the underlying density as the number of given moments grows. For questions of convergence, see [52] , [37] , [22] , [50] , [18] , [34] , [19] , [13] , [7] , [5] , and 11 ]. In this paper we shall concentrate on the first property: the existence of an optimal solution for the estimation problem (1.1).
The basic idea for solving (1.1) has been explained widely in the applied literature, although for the most part without any degree of rigour: the form of the optimal solution is derived by attaching Lagrange multipliers A1,..., An to the constraints, and then differentiating (formally), giving where the Ai's are chosen to ensure that is feasible. Two existence questions need to be addressed to make this rigorous. First, when do the multipliers A1,..., An exist?
Put differently, we require the existence of an optimal solution to the dual problem for (1.1). As usual in convex programming, the required condition is a primal constraint qualification for (1.1). This is straightforward to check: a general theory for "partiallyfinite programs" (convex programs with an infinite-dimensional variable subject to a finite number of linear constraints) is developed in [9] and [6] . The second question is more delicate: when does (1. 4) give the optimal solution?
Under mild conditions, it does so provided that we know a priori that an optimal solution exists. This is the case, for example, when the objective function has weakly compact level sets, as is the case with the Boltzmann-Shannon entropy [7] , but the important case of the Burg entropy is not covered by this idea. Existence was shown for important special cases in [15] and [56] , and a general condition ensuring existence was introduced in [32] together with a demonstration that it may fail in general.
A fascinating concrete example of the nonexistence of a best Burg entropy estimate appeared in [40] (see also [52] and [14] ). The problem was very simple: the unknown function was a probability density on the unit cube in R3, with three of its (multidimensional) Fourier coefficients given equal to a parameter a in [0, 1). It turns out that the Lagrange multipliers always exist, and, at least for small a, (1.4) gives the correct best Burg entropy estimate. However, as a increases to a certain critical value the solution becomes more and more concentrated, and beyond this value (1.4) fails to give even a feasible estimate.
The explanation given in the above papers in a self-professed nonrigorous fashion is that part of the real solution has condensed to a point mass, a claim also supported by considering discretized versions of the problem. The initial motivation of this work is to give a rigorous explanation of this phenomenon. In the course of this explanation we will develop a rather general duality and existence theory for the problem (1.1). [15] , [56] , [32] , [6] .
The last section discusses how extended solutions can be computed, and ends with some examples including a resolution of the example described above. Just prior to submitting this article for publication, the authors became aware of recent unpublished work [20] , [21] on some similar questions. The approach therein is very different from the purely convex analytic attack employed here. It relies on discretization and a Bayesian statistical interpretation, which lead to the application of large deviation theory (building on results in 13]). This probabilistic method, while seemingly less constructive than the convex programming approach, suggests intriguing connections between the two. Problem (1.1) is a very general partially-finite program. As such, it models very many problems other than best entropy estimation. In particular, as outlined in [9] , it includes numerous examples from constrained approximation, interpolation, and smoothing (see, for example, [38] , [26] , and [10] ); the duality theory developed here also applies to some of these problems. The theory in this paper also allows an arbitrary linear functional to be added to the objective function. There has been recent interest in log-barrier penalty methods for semi-infinite linear programming, in the context of the asymptotic behaviour of Karmarkar's method [42] , [55] , and our results may be applied here.
In the interests of economy, many reasonably routine computations and proofs are omitted; they can be found in [8] and [33] . The results in this paper will revolve around the computation of the conjugates and subdifferentials of various convex integral functions. We will rely heavily on the ideas and results of Rockafellar [45] , [46] . For convenience, we will summarize the notation to be used throughout the paper before proving the technical results that will be applied. " is continuous and given by (B*p) := a dp. For the relevant ideas, see, for example, [48] and [49] .
The function is a normal convex integrand, so the integral functional I6 is a well-defined, convex, lower semicontinuous function, with conjugate I6. [46] . The function J6. is also well defined and convex (see, for example, [47, Thm. 3] ). Much of this section will be devoted to studying its conjugate.
We will write, for any in M(S), +--for the Jordan decomposition, + for the Lebesgue decomposition with respect to p (so << p and & p), and (d / dp) L (S, p) for the Radon-Nikodym derivative [48] . [48, p. 127]). By Theorem 2.7 and the definition of 0+, (2.12) dlgl Np,q(z(s)) a.e. [I/xl] on S.
The remainder of the proof is reasonably straightforward measure theory (see [8, Thm. 
3.5]).
Unfortunately, LI(S, p) is not typically a dual space, so we are unable to use weak-star compactness arguments to prove attainment. Furthermore, unless p and q +, the level sets of 16 will not typically be weakly compact in L1 (see [7] ).
In this case special arguments are needed to prove attainment, dependent on the underlying measure space (S, p) and the constraint map A (see, for example, [6] ).
The idea of considering solutions to optimization problems in L1 which may have singular components is not new. An example in optimal control appears in [4] , and was extended in [41 ] . In this latter thesis the approach taken is to consider the problem in Fenchel form and then to solve the second dual. This gives a so-called "weak"
solution (see [16, III.6] ). (P]) subject to
Using Corollary 2.9 we can rewrite this as As usual, we have an easy weak duality result. The problems (P) and (P*) (written in the form (3.1)) are Fenchel duals of each other, so a simple dual constraint qualification ensures that V(P)= V(P*) and V(P) is attained (the motivation for its introduction). We will henceforth ignore the case where is affine, which is trivial.
Dual Constraint Qualification. In order to ensure attainment in the dual problem (P*) we need a primal constraint qualification. We recall from [9] that if x lies in a convex subset C of a topological vector space X, then x is a quasi-relative interior point of C (x qri(C)) if cl (cone (C x)) is a subspace. 
There exists an in LI(S, p) with A: b, and p{s sl , < (s) < } > o.
For a proof, see [33] . In summary, the Primal Constraint Qualification is easy to check in practice.
THEOREM 3.4 (duality). V(P) >-_ V(PE) >= V(P*). If the Dual Constraint
Qualification holds, then V(PE)= V(P*), and if, furthermore, (P) is consistent then V( P) is attained. If, on the other hand, the Primal Constraint Qualification holds then V(P)= V(P) V(P*), and if, furthermore, (P*) is consistent then V(P*) is attained.
Proof. The first claim (weak duality) is straightforward (see [8, Prop. 4.3] Qualification holds, then V(P)= V(P*) by Corollary 2.6 of [6] . It follows by weak duality that V(P) V(P V(P*). D Our next step is to derive the optimality conditions. The proof is an easy application of weak duality and Theorem 2.10 (see [8, Thm. (3.7) corresponds to the absolutely continuous part of an optimal solution of the extended primal problem (P). It will be optimal for the original primal problem (P) if and only if it is feasible. If it fails to be feasible this is due to singular components of the optimal solution, supported on the set where Ta (s) Zo(S) hits the boundary of the domain of *. In principle, if this set is large, these singular components could be very unpleasant, making any practical application or interpretation impossible. In fact, we can generally restrict our attention to singular components consisting of finitely many point masses (see [8] ).
For the time being we confine ourselves to interpreting the singular components in terms of primal optimizing sequences (cf. [16, Prop. 111.6.1]). A standard argument (see [8, Thm. 4.13] ) gives the following result. THEOREM 3.8. Suppose the sequence (Xr) 7 in LI(S fl) is an optimizing sequence for the primal problem (P)" Axr-> b and I,(x)+(Zo, X)--> V(P) as r->c. Suppose also that the Primal Constraint Qualification holds. Then the limit of any weak-star convergent subsequence of (x dp) in M(S) is optimal for the extended primal problem (Pe).
Standard compactness arguments show that there will exist weak-star convergent subsequences in the above result if, for example, S is metrizable, (u) + for u < 0, and for some j, ag(s)> 0 on S (see [8, Cor. 4.14] ).
In [33] these results are applied to progressively refined discretizations of the primal problem: it is shown that the corresponding optimal solutions typically have weak-star convergent subsequences, any of which converge to an optimal solution of the extended problem. This provides another more concrete justification for considering this extension of the primal problem. 4 . Primal attainment. As we saw in 3, the existence of an optimal solution of the extended primal problem (P) (or any ofits equivalent formulations) is a straightforward consequence of the Dual Constraint Qualification. By contrast, attainment in the original primal problem (P) is a much more delicate matter: as we shall see, there may fail to be an optimal solution in even very simple examples. The existence question depends not only on the function b in the objective but also on the smoothness of the constraint functions a 1,..., a,, on Zo, and on geometric and measure-theoretric properties of the underlying space (S, p). This question was addressed in [6] , where the existence of an optimal solution was demonstrated in particular for classical (algebraic and trigonometric) moment problems with the Burg entropy as objective, when (S, p) is a one-dimensional interval with Lebesgue measure. This had been known previously for the trigonometric case (where the interval is [-r, + r] and the moment conditions consist of the first n Fourier coefficients of x) using very special contour integral techniques [ 15] , and for the two-dimensional trigonometric case in [56] , and more generally in [32] . The approach of the latter two papers is a direct investigation of the map that takes a polynomial to the moments of its reciprocal. A contrasting, duality-based approach is taken in [36] : some technical difficulties remain, as discussed after Corollary 3.6. In this section we will extend and clarify the results in [6] by using the results in 3 on the existence of extended primal solutions. In particular, our new results will give an entirely rigorous proof that the Burg entropy also entails the existence of an optimal solution in the two-dimensional trigonometric case. By contrast, as we shall see, simple three-dimensional problems fail to have optimal solutions. The idea is very simple: given an extended primal solution (2, ), we need a condition to ensure, via Theorem 3.5, that the singular part vanishes.
To summarize, the approach here has three substantial advantages over [6] . First, it is extremely natural, unlike the techniques in [6] . Second, it generalizes the results in [6] (2, ) and satisfy (OCP) and thus are optimal for (P) and (P*), respectively, so is the only possible optimal solution of (P), by Theorem 3.5(ii) and (iii). However, is not feasible for (P), since b We now pursue a slight digression, to discuss the approach of [56] and [32] . We will show that their key supporting result, which is of some independent interest, can be subsumed by this approach. f a,(s)(ch*)'(ATa(s)-zo(S)) dp bi for i= 1,..., n. Taking th to be the Burg entropy and the ai's as (multidimensional) trigonometric polynomials, we obtain the result in the Appendix of [32] .
These results demonstrate the importance of the Integrability Condition for the question of attainment in the original primal problem. The remainder of this section will be devoted to investigating for what spaces (S, p), objectives and Zo, and constraints a it holds. We shall see that the important features are the local geometry of the set S, and the growth rate of (*)' near p and q. We adopt an approach which gives unified conditions for the cases of common interest, namely, S c Rm for m 1, 2, 3. We shall suppose for the remainder of this section that S is a compact metric space with metric d(.,. ), and we write B(s, r) for the open ball, centre s, radius r. For any s in S we define xs(r):=p (SfqB(s, r) ). The following result is derived from an elementary estimate of the integral in the Integrability Condition (see [8, Thm. 6.6] In practice S is often a compact subset of m with Lebesgue measure, and in this case we can often simplify the required conditions. The Dubovitskij-Miljutin (DM) cone will be useful in what follows (see, for example, [2] The condition of DM-regularity ensures that the sets in which we are interested have no cusps. In a normed space it is easily checked that any convex set with nonempty interior is DM-regular. A subset of a normed space defined by inequalities will be DM-regular providing a suitable constraint qualification holds everywhere (see [2, p. 126], for example). Obviously, an arbitrary union of DM-regular sets is DM-regular.
Let us denote m-dimensional Lebesgue measure by -,,. Using the fact that an open convex cone must intersect the surface of the unit sphere with positive area, we obtain the following (see [8, Lemma 6.11] ). Probably the most important application of this result is when S is a compact interval of and b is the Burg entropy (1.3). In particular, we obtain the original existence result of [15] . The periodic case. In many cases in practice the moment conditions are given by Fourier coefficients. In other words, the constraint functions a,...,a, are trigonometric polynomials (possibly multidimensional) and hence periodic. In these cases it is often possible to weaken the conditions for attainment in the original problem. In particular, we obtain the existence result in [56] . Theorems 4.9 and 4.12 involve growth conditions on (b*)'. It is easy to translate these into conditions on tp', if so desired, using Lemma 2.6 (see [8, Lemma 6.19] [8, 5] [23] ).
The idea of a Tchebycheff system will be useful for our discussion of uniqueness.
Working on a fixed, finite interval S in R, for a continuous function f we denote by ,(f) the number of distinct zeros of f, counting twice the zeros in the interior of S at which f does not change sign. The following result [30, Thm. [40] to demonstrate the problems associated with the Burg entropy for three-dimensional density reconstruction, and it has also been discussed in [52] and [14] . The (5.9) , and the optimality conditions ensure that the singular part P is supported on the zeros of the denominator of (5.9), namely, s 0 or 1 for 1, 2, 3. These points are equivalent up to periodicity, so essentially the unique singular part is a point mass at the origin with weight ((a 6 / 1 6 )).
The critical value of a is given by (This integral is actually Green's integral for the cubic lattice, and has the closed form F(1/24)F(5/24)F(7/24)F(ll/24)(6)I/2/32zr3; see [24] .) In the case discussed in [52] and [40] an optimal solution was proposed informally for the case a .5; our solution agrees exactly.
As a final comment, numerous different measures of entropy b have appeared in the literature. A survey of some of these, with their conjugates and associated p and q, may be found in [6] .
