A criticai component of amulti-sensor system is sensor scheduling to optimize system performance under constraints (e.g. power, bandwidth, and computation). In this paper, we apply particle filter sequential Monte Carlo methods to implement multiple sensor scheduling for target tracking. Under the constraint that only one sensor can be used at each time step, we select a sequence of sensor uses to minimize the predicted mean-square error in the target state estimate; the predicted mean-square error is approximated using the particle filter in conjunction with an extended Kalman filter approximation. Using Monte Carlo simulations, we demonstrate the improved performance of our scheduling approach over the non-scheduling case.
INTRODUCTION
Sensor technology has become important for commerce, environmentd science, medicine, defense, etc. The last two decades have seen an unprecedented growth in the number and variety of sensors and methods to extract information from sensor measurements. Cost effective sensor use is imperative for effective system performance. Sensor scheduling, which is the allocation of sensing resources over time, is thus becoming +n essential component of sensor systems.
The problem of scheduling sensors to optimize the expected cost function over time is a stochastic control problem; in principle, solutions to this problem can be computed using dynamic programming [l, 21. In practice, computing optimal solutions may be prohibitively expensive, and suboptimal greedy algorithms are used instead [3-5]. Some cost functions used in scheduling algorithms include sensor usage cost, accuracy of sensor state estimate, cost of resources, (weighted) squared error and desired estimate covariance [ 6 ] . Recently, information theoretic cost functions that measure the difference between prior and posterior distributions have been applied together with particle filter sequential Monte Carlo techniques [3, 4, 7] . In this paper, we minimize the mean squared estimate error. Specifically, we schedule infrared (R) and radar sensors to obtain measurements, and track the target based on the measurements using a particle filter. The sensors are scheduled using the particle filter and an extended Kalman tilter (EKF). The scheduling algorithm predicts multiple steps ahead (where each step corresponds to a time difference At) to find the sensor sequence that minimizes the estimated covariance at those steps. Monte Carlo simulations show that the tracking performance improves significantly with sensor scheduling.
PROBLEM FORMULATION
We consider a target moving in a 2-dimensional Cartesian A radar and an IR sensor are located at the origin: each sensor provides three measurements: range T, range rate i and azimuth angle 9. The IR sensor provides a good measurement of the azimuth angle while the radar sensor provides a good measurement of the range and range rate of the target. The accuracy of the measurements depends on the sensor type; we model the relative accuracy by using different observation noise covariance matrices for each sensor.
The measurements are arranged as a vector y;" at time k
where S k denotes the selected sensor and is either I or R to denote use of the IR or the radar sensor, respectively. The measurements are nonlinearly related to the state as
and n;" is Gaussian with covariance matrix R" . The conditional density of y;" given x k is denoted by p ( y f Ixk).
TARGET TRACKING ALGORITHM
Tracking is the problem of inferring the motion of an obiect where the measurement (and hence the weights) at time k depend on the sensor Sk. An approximation to the posterior density using the particles is
Using (2), an approximate minimum mean square error (MMSE) estimate of the state can be obtained as [9] N '.
and the error covariance matrix can be obtained as
Note that resampling may be used to eliminate particles with low weights [93. In such a case, all the weights become equal to l I N .
SENSOR SCHEDULING
In the following, we develop a sensor scheduling algorithm for two sensors that can be extended to multiple sensors without loss of generality. In our work we use the mean squared error (the trace of the error covariance maAtrix Pk) as the cost function. In the following, we denote as P:~~~~;m the approximate predicted covariance at time k+m obtained I -fromobservations. Giventheconditionaldensitiesp(xk1xk-1) and p(y;" Ixk), the state can be estimated recursively using a particle filter [9, IO] . The particle filter belongs to the class using the sensor sequence Sk+l:k+m = S k + l , . . . , sk+m of Sequential Monte Carlo filters. It is,an asymptotically optimal implementation of a Bayesian filter based on samples (particles) and.associated importance weights. An advantage of the particle filter is that it can be used for nonlinear systems with non-Gaussian noise. It is used in this work to handle the nonlinearity of the measurement model as well as to allow for non-Gaussian noise.
We present the particle filter algorithm specific to our work [9] . Theposteriordensityfunctionp(xk1y;~~~) at time k is approximated by a set of particles or random samples {xi, i =' 1 , 2 , . . . ,N} and associated weights {tu:, i = 1 , 2 , . . . , N}. Here, Y1:k and s1:k represent the measurements and sensor selection, respectively, from time 1 to k. At each time k, the particles are drawn from a proposal distribution q(xilxi-l) = ~( X~I X~-~) , and the predicted particles approximate the predicted state densityp(xk l y: ; ; ?:
). The particles are assigned weights which depend on the measurement at time k using the recursive weight equation [9] tu: a wt-,p(y;"lx:,sk)
We assume that at any given time, only one of the two sensors may be used. The scheduling algorithm is initialized at time k by the predicted estimate and its covariance computed using (3) and (4); the observation function h(xk+i) is linearized about this estimate, and the resulting Jacobian is used in the EKF equation to compute the predicted estimate covariance P: ' ; , k+l for each sensor. When minimizing ove: one sensor use, we choose s k + l to minimize the trace For h step sensor scheduling, the total number of possible sensor sequences is Z M ; we minimize the total squared error by exhaustive computation over all possible sensor sequences. For each sequence, the error covariance for times k + 1 through k + M is predicted using the standard EKF equations for the estimate eFor covariance, and the total squared error trace{P:'A;:+",} is computed. We then choose the sequence of sensor uses that gives the minimum total squared error. Once the optimal sequence of sensors is selected, measurements are obtained and the target state estimate is computed using the particle filter. The proposed multiple step scheduling process is summarized in Table 1 . &+I:E+M = arg mins,+,,*+M { cBI+I:k+u 1 Table 1 . Multiple step sensor scheduling algorithm.
SIMULATIONS AND RESULTS
We simulate a target trajectory in a 2-dimensional plane as shown in Figure 1 We can observe that for the scheduling cases, the variances decrease with time while for the NS case the variances level out after an initial drop. This is more evident for the z position (top plot in Figure 2 ) since the NS radar case does not provide an accurate azimuth angle measurement. Figure 3 Yrn.
<., At time k = 35, the difference in MSE between the NS and scheduling cases is about 21 dB in Figure 3 . Figure  4 compares the tracked trajectory for the various scheduling cases. It is seen that the tracking performance for the scheduling cases is much better than the NS case. Similar results were obtained when an IR sensor was used instead of the radar sensor for the NS case. It should also be noted that the tracking performance is comparable for the Ad = 1,2, and 3 step sensor scheduling.
We have developed a sensor scheduling algorithm for target tracking using a particle filtering approach. Specifically, we used the particle filter and EKF to project multiple steps ahead and minimize the MSE using the predicted covariance obtained from all possible sensor sequences. Monte Carlo simulations of our algorithm reveal that the tracking performance using sensor scheduling is superior to the noscheduling case. Note that the use of the MSE as a cost function does not take into account the non-diagonal elements of the error covariance matrix. Thus, we plan to further improve our scheduling performance using the difference between predicted and desired error covariance matrices as suggested in [6] for non-particle filter applications.
CONCLUSIONS
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We are also investigating the computation of the predicted cost function using the particle filter directly rather than the EKF approximation that can lead to errors for non-linear and non-Gaussian systems.
