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Abstract
This article deals with the derivation and analysis of the statistical properties of the instantaneous channel capacitya
of N*Nakagami-m channels, which has been recently introduced as a suitable stochastic model for multihop fading
channels. We have derived exact analytical expressions for the probability density function (PDF), cumulative
distribution function (CDF), level-crossing rate (LCR), and average duration of fades (ADF) of the instantaneous
channel capacity of N*Nakagami-m channels. For large number of hops, we have studied the first-order statistics of
the instantaneous channel capacity by assuming that the fading amplitude of the channel can approximately be
modeled as a lognormal process. Furthermore, an accurate closed-form approximation has been derived for the
LCR of the instantaneous channel capacity. The results are studied for different values of the number of hops as
well as for different values of the Nakagami parameters, controlling the severity of fading in different links of the
multihop communication system. The results show that an increase in the number of hops or the severity of
fading decreases the mean channel capacity, while the ADF of the instantaneous channel capacity increases.
Moreover, an increase in the severity of fading or the number of hops decreases the LCR of the instantaneous
channel capacity of N*Nakagami-m channels at higher levels. The converse statement is true for lower levels. The
presented results provide an insight into the influence of the number of hops and the severity of fading on the
instantaneous channel capacity, and hence they are very useful for the design and performance analysis of
multihop communication systems.
Keywords: multihop communication systems, cooperative networks, instantaneous channel capacity, probability
density function, cumulative distribution function, level-crossing rate, average duration of fades
1 Introduction
Multihop communication systems fall under the cate-
gory of cooperative diversity systems, in which the
intermediate wireless network nodes assist each other
by relaying the information from the source mobile
station (SMS) to the destination mobile station (DMS)
[1-3]. This kind of communication scheme promises
an increased network coverage, enhanced mobility,
and improved system performance. It has applications
in wireless local area networks (WLANs) [4], cellular
networks [5], ad-hoc networks [6,7], and hybrid net-
works [8]. Based on the amount of signal processing
used for relaying the received signal, the relays can
generally be classified into two types, namely amplify-
and-forward (or non-regenerative) relays [9,10] and
decode-and-forward (or regenerative) relays [9,11].
The relay nodes in multihop communication systems
can further be categorized into channel state informa-
tion (CSI) assisted relays [12], which employ the CSI
to calculate the relay gains and blind relays with fixed
relay gains [13].
In order to characterize the fading in the end-to-end
link between the SMS and the DMS in a multihop com-
munication system with N hops, the authors in [14]
have proposed the N*Nakagami-m channel model,
assuming that the fading in each link between the wire-
less nodes can be modeled by a Nakagami-m process.
The second-order statistical properties of multihop
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Rayleigh fading channels have been studied in [15],
while for dualhop Nakagami-m channels, the second-
order statistics of the received signal envelope has been
analyzed in [16]. Moreover, the performance analysis of
multihop communication systems for different kinds of
relaying can be found in [10,13,17] and the multiple
references therein.
The statistical properties of the instantaneous capacity
of different multiple-input multiple-output (MIMO)
channels have been studied in several articles. For exam-
ple, by assuming that the instantaneous channel capacity
is a random variable, the PDF and the statistical
moments of the instantaneous channel capacity have
been derived in [18]. Moreover, by describing the
instantaneous channel capacity as a discrete-time or a
continuous-time stochastic process, the LCR and ADF
of the instantaneous channel capacity have been studied
in [19]. Furthermore, analytical expressions for the PDF,
CDF, LCR, and ADF of the continuous-time instanta-
neous capacity of MIMO channels by using orthogonal
space-time block codes have been derived in [20]. The
temporal behavior of the instantaneous channel capacity
can be studied with the help of the LCR and ADF of the
channel capacity. The LCR of the instantaneous channel
capacity describes the average rate of up-crossings (or
down-crossings) of the instantaneous channel capacity
through a certain threshold level. The ADF of the
instantaneous channel capacity denotes the average
duration of time over which the instantaneous channel
capacity is below a given level [20,21]. In the literature,
the analysis of the LCR and ADF has mostly been car-
ried out for the received signal envelope, which provides
useful information regarding the statistics of burst errors
occurring in fading channels [22]. However, in [23], the
channel capacity for systems employing multiple anten-
nas has been proposed as a more pragmatic perfor-
mance merit than the received signal envelope. Therein,
the authors have used the LCR of the instantaneous
channel capacity to improve the system performance.
Hence, it is important to study the LCR and ADF in
addition to the PDF and CDF of the instantaneous
channel capacity in order to meet the increasing
demand for high data rates in mobile communication
systemsb. In [24], the authors analyzed the statistical
properties of the instantaneous capacity of dualhop Rice
channels employing amplify-and-forward based blind
relays. An extension of the work in [24] to the case of
dualhop Nakagami-m channels has been presented in
[25]. The ergodic capacity of generalized multihop fad-
ing channels has been studied in [26]. Though a lot of
artilces have been published in the literature dealing
with the performance and analysis of multihop commu-
nication systems, the statistical properties of the
instantaneous capacity of N*Nakagami-m channels have
not been investigated so far. The aim of this article is to
fill in this gap of information.
In this article, the statistical properties of the instanta-
neous capacityc of N*Nakagami-m channels are ana-
lyzed. For example, we have derived exact analytical
expressions for the PDF, CDF, LCR, and ADF of the
channel capacity. The mean channel capacity (or the
ergodic capacity) can be obtained from the PDF of the
channel capacity [27], while the CDF of the channel
capacity is helpful for the derivation of the outage capa-
city [27]. Both the mean channel capacity and outage
capacity have widely been used in the literature due to
their importance for the system design. The mean chan-
nel capacity is the ensemble average of the information
rate over all realizations of the channel capacity [28].
The outage capacity is defined as the maximum infor-
mation rate that can be transmitted over a channel with
an outage probability corresponding to the probability
that the transmission cannot be decoded with an arbi-
trarily small error probability [29]. In general, the mean
channel capacity is less complicated to study analytically
than the outage capacity [30]. Although the mean chan-
nel capacity and outage capacity are important quanti-
ties that describe the channel, they do not give any
insight into the dynamic behavior of the channel capa-
city. For example, the outage capacity does not provide
any information regarding the spread of the outage
intervals or the rate of occurrence of these outage dura-
tions in the time domain. In [23], it has been demon-
strated that the temporal behavior of the channel
capacity is very useful for the improvement of the over-
all network performance.
The rest of the article is organized as follows. In Sec-
tion 2, we briefly describe the N*Nakagami-m channel
model and some of its statistical properties. Section 3
presents the statistical properties of the capacity of
N*Nakagami-m channels. A study on the first-order sta-
tical properties of the channel capacity for a large num-
ber of hops N is presented in Section 4. The analysis of
the obtained results is carried out in Section 5. The con-
cluding remarks are finally stated in Section 6.
2 The N*Nakagami-m channel model
Amplify-and-forward relay-based multihop communica-
tion systems consist of an SMS, a DMS, and N - 1 blind
mobile relays MRn (n = 1, 2,..., N - 1), as depicted in
Figure 1. In this article, we have assumed that the fading
in the SMS-MR1 link, MRn-MRn+1 (n = 1, 2, ..., N - 2)
links, and the MRN-1-DMS link is characterized by inde-
pendent but not necessarily identical Nakagami-m pro-
cesses denoted by c1(t), cn+1(t) (n = 1, 2,..., N - 2), and
cN(t), respectively. The received signal rn(t) at the nth
Rafiq et al. EURASIP Journal on Wireless Communications and Networking 2012, 2012:24
http://jwcn.eurasipjournals.com/content/2012/1/24
Page 2 of 13
mobile relay MRn (n = 1, 2, ..., N - 1) or the DMS (n =
N) can be expressed as [31]
rn(t) = Gn−1χn(t)rn−1(t) + nn(t) (1)
where nn(t) is the additive white Gaussian noise
(AWGN) at the nth relay or the DMS with zero mean
and variance N0,n, Gn-1 denotes the gain of the (n - 1)th
(n = 2, 3, ..., N) relay, r0(t) represents the signal trans-
mitted from the SMS, and G0 equals unity. The PDF
pχn(z) of the Nakagami-m process cn(t) (n = 1, 2, ..., N)









n , z ≥ 0 (2)
where n = E{χ2n (t)},mn = 2n/Var{χ2n (t)} , and Γ(·)
represents the gamma function [33]. The expectation and
the variance operators are denoted by E{·} and Var{·},
respectively. The parameter mn controls the severity of
the fading, associated with the nth link of the multihop
communication system. Increasing the value of mn
decreases the severity of fading and vice versa. The over-
all fading channel describing the SMS-DMS link can be








where each of the processes χ´n(t)(n = 1, 2, ...,N) fol-
lows the Nakagami-m distribution pχ´n(z) with para-
meters mn and ´n = G2n−1n . To gain an insight into
the relationship between the relay gains Gn and the
instantaneous signal-to-noise ratio (SNR) g(t) at the
DMS, one can see the results presented in [[13], Equa-
tions (1)-(3)]. Therein, it can easily be observed that
increasing the relay gains Gn increases the instanta-
neous SNR at the DMS for any arbitrary fixed values
of the noise variances at the relays. However, at any
instant of time t, the value of g(t) is always less than or
equal to gl(t), representing the instantaneous SNR at
the first mobile relay In other words, as the value of
Gn increases, the value of g(t) approaches gl(t) for any
value of t. It is worth mentioning that in general, the
total noise at the DMS can be represented as a sum of
products. Specifically, it is a sum of N terms, where
except for one (which is the noise component of the
final hop), all the other (N - 1) terms can be expressed
as a product of the corresponding hop’s noise compo-
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Figure 1 The propagation scenario describing N*Nakagami-m fading channels.
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[34]. However, we have assumed that each product
term has Gaussian distribution and is independent
from the others. Hence, the sum is also assumed to be
Gaussian distributed, making the AWGN assumption
valid at the DMS. In the following, for the sake of sim-
plicity, we will assume a fixed noise power N0 at the
DMS. Hence, the instantaneous SNR at the DMS is
given by g(t) = PS(t)/N0. Here, PS(t) denotes the instan-






For the calculation of the PDF of the capacity of
N*Nakagami-m channels, we need to find the PDF
p2 (z) of the squared N*Nakagami-m process Ξ
2(t).
Furthermore, for the calculation of the LCR and the
ADF of the channel capacity, we need to find an expres-
sion for the joint PDF p2˙2 (z, z˙) of the squared process
Ξ2(t) and its time derivative ˙2(t) at the same time t.










[[35], Equations (5-22)], the PDF p2 (z) can be
expressed in terms of the PDF pΞ(z) of the N*Naka-
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, z ≥ 0. (4)
In (4), GN,00,N [·] denotes the Meijer’s G-function [[33],
Equation (9.301)]. By following a similar procedure pre-
sented in [[15], Equations (12)-(15)] and by applying the
concept of transformation of random variables [[35],
Equations (7-8)], it can be shown that the expression for
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(5)
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and

























, n = 1, 2, . . . ,N. (7b)
Here, fmax1 and fmaxN+1 represent the maximum Dop-
pler frequencies of the SMS and DMS, respectively, while
fmaxn+1 denotes the maximum Doppler frequency of the
nth mobile relay MRn (n = 1, 2, ..., N - 1). It should be
mentioned that the expression obtained in (7b) is only
valid under isotropic scattering conditions [36,37].
3 Statistical properties of the capacity of
N*Nakagami-m channels
The instantaneous channel capacity C(t) is a time-varying
process and evolves in time as a random process. Provided
that the feedback channel is available, the transmitter can
make use of the information regarding the statistics of the
instantaneous channel capacity by choosing the right mod-
ulation, coding, transmission rate, and power to achieve
the mean capacity (also known as the ergodic capacity) of
the wireless channel [23,38,39]. However, in most cases
only the receiver has the perfect CSI, while at the trans-
mitter the CSI is either unavailable or is incorrect. In any
case, it is not possible to design an efficient code having
an appropriate length as well as able to cope with the fast
variations of the instantaneous channel capacity In addi-
tion, since accurate CSI at the transmitter is also not pos-
sible to obtain in real time, the instantaneous channel
capacity C(t) cannot be reached by any proper coding
schemes. It is due to these reasons, in practice the design
of coding schemes is based on the mean channel capacity
or the outage capacity [29]. Nevertheless, it has been
demonstrated in [23] that a study of the temporal behavior
of the channel capacity can be useful in designing a system
that can adapt the transmission rate according to the capa-
city evolving process in order to improve the overall sys-
tem performance and to transmit close to the ergodic
capacity. Moreover, the importance of the statistical analy-
sis of the channel capacity can also be witnessed in many
other studies in the literature (see, e.g., [19,30,40]). As
mentioned previously, the first-order statistical properties,
such as the PDF, CDF, ergodic capacity, and the outage
capacity, do not give any insight into the temporal beha-
vior of the channel capacity. Therefore, it is very important
to study the second-order statistical properties, such as the
LCR and ADF of the channel capacity, in addition to the
first-order statistical properties. In the following, we will
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study these aforementioned statistical properties of the
instantaneous channel capacity. Firstly, the instantaneous


















where gs = 1/N0. The factor 1/N in (8) is due to the
reason that the relays MRn (n = 1, 2, ..., N - 1) in Fig-
ure 1 operate in a half-duplex mode, and hence the
signal transmitted from the SMS is received at the
DMS in N time slots. We can consider (8) as a map-
ping of a random process Ξ(t) to another random pro-
cess C(t). Therefore, the results for the statistical
properties of the process Ξ(t) can be used to obtain
the expressions for the statistical properties of the
channel capacity C(t). Again, by applying the concept
of transformation of random variables, the PDF pC(r)
of the channel capacity C(t) can be expressed in terms
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, r ≥ 0.
(9)
The mean channel capacity E{C(t)} = μC (or the
ergodic capacity) and the variance Var{C(t)} = σ 2C of
the channel capacity can be obtained using the PDF of
the channel capacity [27]. Here, the mean channel
capacity is of special interest to the researchers as it
provides information regarding the average data rate
offered by a wireless link with a negligible error prob-
ability (where the average is taken over all the realiza-
tions of the channel) [28,41]. The mean channel
capacity is defined using the instantaneous channel




















Similar definition for the mean channel capacity can
also be found in [27,29]. The variance of the channel
capacity is a measure of the spread around the mean
channel capacity. The variance of the channel capacity,




(z − μC)2pC(z)dz. (11)
The CDF FC(r) of the channel capacity C(t) can be
obtained by integrating the PDF pC(r) and making use
of the relationships in [[33], Equation (9.34/3)] and
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]
, r ≥ 0.
(12)
The CDF of the channel capacity is helpful to study
another important statistical quantity, known as the
outage capacity, which determines the capacity (or the
data rate) that is guaranteed with a certain level of
reliability [28,41]. The -outage capacity C, defined as
the highest transmission rate R that keeps the outage
probability under , can be expressed as C = max{R:
FC(R) = }. Using the CDF of the channel capacity in
(12), the -outage capacity C can be obtained by sol-
ving the following equation
FC(Cε) = ε. (13)
Unfortunately, for N*Nakagami-m channels, closed-
form analytical expressions for the mean channel capa-
city, variance of the channel capacity, and the outage
capacity given by (10), (11), and (13), respectively, are
very difficult to obtain. Nevertheless, these results can
be obtained numerically, as will be presented in Sec-
tion 5.
To find the LCR, denoted by NC(r), of the channel capa-
city C(t), we first need to find the joint PDF pCC˙(z, z˙) of C
(t) and its time derivative C˙(t) . The joint PDF pCC˙(z, z˙)
can be found by using the joint PDF p2˙2 (z, z˙) given in




)2 × p2˙2 ((2Nz − 1)/γs,N2Nzz˙ln(2)/γs) .
Finally, the LCR NC(r) can be found as follows
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for the LCR NC(r) in (14) is mathematically very com-
plex due to multiple integrals. However, by using the
multivariate Laplace approximation theorem [43], it is
shown in the Appendix that the LCR NC(r) of the chan-
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,n = 1, ...,N − 1. (17b)
The ADF, denoted by TC(r), of the channel capacity





where FC(r) and NC(r) are given by (4) and (8),
respectively
4 Asymptotic analysis
In this section, we will study the PDF, CDF, mean, and
variance of the channel capacity when the number of
hops N is large. Similarly to [14], we will apply the cen-
tral limit theorem of products [35] to obtain an accurate
approximation for the PDF of the N*Nakagami-m pro-
cess in (3). In the case when N ® ∞, we will denote the
N*Nakagami-m process Ξ(t) by Ξ∞(t). From [14], it fol-
lows that the PDF of Ξ∞(t) is lognormal distributed and
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Here, Ψ(1)(·) is the first derivative of the Digamma
function Ψ(·) [[33], Equation (8.360)]. In order to derive
the PDF of the capacity of N*Nakagami-m channels, we
need to find the PDF p2∞(z) of the squared N*Naka-
gami-m process 2∞(t) . Again, by employing the rela-










, the PDF p2∞(z)













, z ≥ 0. (22)
Hence, by using (22) and applying the same transfor-
mation technique presented in Section 3, the PDF pC(t)


















, r ≥ 0 (23)
where μN and σ 2N are obtained from (20) and (21),
respectively, by using a finite number of hops N.
Furthermore, by integrating the PDF pC(r) in (23), the
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Finally, the mean μC and the variance σ 2C of C(t) can




















































respectively. In the next section, it will be shown by
simulations that the approximations obtained in (23)-
(26) perform well even for a small number of hops N.
5 Numerical results
In this section, we will discuss the analytical results
obtained in the previous sections. The validity of the
theoretical results is confirmed with the help of simula-
tions. For comparison purposes, we have also shown the
results for Rayleigh channels (mn = 1; n = 1, 2, ..., N).
By doing some mathematical manipulations, it can be
shown that the obtained results for the statistical prop-
erties of the capacity of N*Nakagami-m channels reduce
to the special cases of double Nakagami-m (for N = 2)
and double Rayleigh (for N = 2 and mn = 1) channels
presented in [24,25], respectively. In order to generate
Nakagami-m processes cn(t) for natural values of 2mn,





where μn,l(t) (l = 1, 2, ..., 2mn; n = 1, 2, ..., N) are the
underlying independent and identically distributed (i.i.d.)
Gaussian processes, and mn is the parameter of the
Nakagami-m distribution associated with the nth link of
the multihop communication systems. The Gaussian
processes μn,l(t), each with zero mean and variances
mnσ
2
0 , were simulated using the sum-of-sinusoids
model [37]. The model parameters were computed
using the generalized method of exact Doppler spread
(GMEDS1) [44]. The number of sinusoids for the gen-
eration of Gaussian processes μn,l(t) was chosen to be
20. The parameter Ωn was chosen to be equal to 2
(mns0)2, the values of the maximum Doppler frequen-
cies fmaxn were set to be equal to 125 Hz, and the quan-
tity gs was equal to 15 dB. The parameters Gn-1 (n = 1,
2, ..., N) and s0 were chosen to be unity. The simulation
time for the channel realizations was set set to be 250 s
with sampling duration of 50 μs. Finally, using (3), (8),
and (27), the simulation results for the statistical proper-
ties of the channel capacity were foundd. For analytical
illustrations, the Meijer’s G-function as well as the mul-
tifold integrals can be numerically evaluated using the
existing built-in functions of the numerical computation
tools, such as MATLAB or MATHEMATICA.
The PDF pC(r) and the CDF FC(r) of the capacity C(t) of
N*Nakagami-m channels are presented in Figures 2 and 3,
respectively. Also, the approximation results obtained in
(23) and (24) are shown in Figures 2 and 3, respectively.
Specifically, for N = 6 and N = 8, the approximation
results are in a reasonable agreement with the exact
results. Furthermore, it can be observed in both figures
that an increase in the severity of fading (i.e., decreasing
the value of the fading parameter mn) decreases the mean
channel capacity. Similarly, as the number of hops N in
N*Nakagami-m channels increases, the mean channel
capacity decreases. The influence of the severity of fading
and the number of hops N in N*Nakagami-m channels on
the mean channel capacity is specifically studied in Figure
4. It can also be observed that the mean capacity of multi-
hop Rayleigh channels (mn = 1; n = 1, 2, ..., N) is lower as
compared to that of N*Nakagami-m channels (mn = 2; n =
1, 2, ..., N). Moreover, it can also be observed from Figures
2 and 3 that an increase in the value of the fading para-
meter mn or the number of hops N in N*Nakagami-m
channels results in a decrease in the variance of the chan-
nel capacity. This result can easily be observed in Figure 5,
where the variance of the capacity of N*Nakagami-m
channels is studied for different values of the fading para-
meter mn and the number of hops N in N*Nakagami-m
channels. In Figures 4 and 5, we have also included the
approximations obtained in (25) and (26), respectively.
The illustrations show that as the number of hops N
increases the approximation results show close correspon-
dence to the exact results. In addition, a careful study of
Figures 2, 3, 4, and 5 also reveals that the approximation
results given by Equations (23)-(26) are more closely fitted
to the exact results for larger values of mn, e.g., mn = 2 (n
= 1, 2, ..., N). Figure 6 illustrates the influence of the num-
ber of hops N and the SNR on the outage capacity C of
N*Nakagami-m channels for  = 0.01. The results show
that at low SNR, systems with a larger number of hops N
show improved performance than the ones with a lower
number of hops. However, the converse statement is true
at high SNR.
Figure 7 presents the LCR NC(r) of the capacity C(t)
of N*Nakagami-m channels. It can be observed that at
lower levels r, the LCR NC(r) of the capacity of N*Naka-
gami-m channels with lower values of the fading para-
meter mn is lower as compared to that of the channels
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with higher values of the fading parameter mn. However,
the converse statement is true for lower levels r. On the
other hand, an increase in the number of hops N has an
opposite influence on the LCR of the channel capacity
as compared to the fading parameter mn. Furthermore,
Figure 7 illustrates the approximated LCR NC(r) of the
channel capacity C(t) given by (16). It is observed that
as the number of hops N increases, the approximated
LCR fits quite closely to the exact results. Specifically
for N ≥ 4, a very good fitting between the exact and the
approximation results is observed. The ADF TC(r) of the
capacity C(t) of N*Nakagami-m channels is studied in
Figure 8 for different values of the number of hops N
and the fading parameter mn. It is observed that an
increase in the severity of fading or the number of hops
N in N*Nakagami-m channels increases the ADF TC(r)
of the channel capacity.
6 Conclusion
In this article, we have presented a statistical analysis
of the capacity of N*Nakagami-m channels. Specifi-
cally, we have studied the influence of the severity of
fading and the number of hops on the PDF, CDF,
LCR, and ADF of the channel capacity. We have
derived an accurate closed-form approximation for the
LCR of the channel capacity. For a large number of
hops N, we have investigated the suitability of the
assumption that the N*Nakagami fading distribution
can be approximated by the lognormal distribution.
The findings of this article show that an increase in
the number of hops N or the severity of fading
decreases the mean channel capacity, while it results in
an increase in the ADF of the channel capacity. More-
over, at higher levels r, the LCR NC(r) of the capacity
of N*Nakagami-m channels decreases with an increase
in severity of fading or the number of hops N. How-
ever, the converse statement is true for lower levels r.
Furthermore, the variance of the channel capacity
decreases by increasing the number of hops, while
increase in the severity of fading has an opposite influ-
ence on the variance of the channel capacity. It is also
observed that increasing the relay gains increases the
received SNR at the DMS, however the received SNR
at the DMS is always less than or equal to the SNR at
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Figure 2 The PDF of the capacity of N*Nakagami-m channels.
Rafiq et al. EURASIP Journal on Wireless Communications and Networking 2012, 2012:24
http://jwcn.eurasipjournals.com/content/2012/1/24
Page 8 of 13




























mn = 1 (Rayleigh channels)
mn = 2 (Nakagami-m channels)
Figure 3 The CDF of the capacity of N*Nakagami-m channels.



































Figure 4 The mean channel capacity of N*Nakagami-m channels.
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Figure 5 The variance of the capacity of N*Nakagami-m channels.




































Figure 6 The outage capacity C of N*Nakagami-m channels for  = 0.01 and mn = 2.
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Figure 7 The LCR of the capacity of N*Nakagami-m channels.




























mn = 1 (Rayleigh channels)
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Figure 8 The ADF of the capacity of N*Nakagami-m channels.
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the first mobile relay MR1. The analytical results are
verified by simulations, whereby a very good fitting is
observed.
Appendix
We can obtain an approximate closed-form expression
for (14) by applying a similar technique as presented in
[15]. By employing the result given by [[15], Equation







































and x˜ = [x˜1, ..., x˜N−1] . Moreover, the values of the
parameters x˜1, ..., x˜N−1 presented in (17b) can be
obtained by using [[15], Equation (25)]. Furthermore,
with the help of [[15], Equation (30)], we can easily







Finally, by substituting (30), (30), (31), and (17b) in
(28), we obtain the approximate closed-form expression
for the LCR NC(r) of the channel capacity C(t) given by
(16).
Endnotes
aBy instantaneous channel capacity we mean the time-
variant channel capacity [45,46]. In the literature, the
instantaneous channel capacity is also referred to as the
mutual information [47-49].
bThe scope of this article is limited only to the deriva-
tion and analysis of the statistical properties of the
instantaneous channel capacity. However, a detailed dis-
cussion regarding the use of statistical properties of the
channel capacity for the improvement of the system per-
formance can be found in, e.g., [23,38,39] and the refer-
ences therein.
cHenceforth, for ease of brevity, we will call the
instantaneous channel capacity [45,46] simply as the
channel capacity, which has also been done in
[19,50,51].
dFor further details, the interested reader is referred to
[37], where MATLAB source codes are provided for
simulating different channel realizations as well as the cor-
responding statistical properties (such as the PDF, CDF,
LCR, and ADF) for a variety of propagation scenarios.
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