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Abstract: Planar arrays of tree diagrams were introduced as a generalization of Feynman
diagrams that enables the computation biadjoint amplitudes m(k)n for k > 2 . In this follow-
up work we investigate the poles of m(k)n from the perspective of such arrays. For general
k we characterize the underlying polytope as a Flag Complex and propose a computation
of the amplitude based solely on the knowledge of poles, which number is drastically less
than the number of full arrays. As an example we first provide all the poles for the cases
(k, n) = (3, 7), (3, 8), (4, 8) and (4, 9) in terms of their generalized Feynman diagrams. We
then implement a simple compatibility criteria together with an addition operation between
arrays, and recover the full collections/arrays recently presented for such cases. Along the
way we implement hard and soft kinematical limits, which provide a map between poles in
kinematic space and their combinatoric arrays. We use the operation to give a proof of a
previously conjectured combinatorial duality for arrays in (k, n) and (n − k, n). We also
outline the relation to boundary maps of the hypersimplex ∆k,n and rays in the tropical
Grassmannian Tr(k, n).a
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1 Introduction
The Cachazo-He-Yuan (CHY) formulation provides a direct window into the scattering am-
plitudes of a wide range of Quantum Field Theories, by expressing them as a localized inte-
gral over the moduli space of punctures of CP1. Recently such formulation was generalized
by Cachazo, Early, Mizera and one the authors (CEGM), who extended it to configuration
spaces over CPk−1, or equivalently to the Grasmanian Gr(k, n) modulo rescalings [1]. This
unveiled a beautiful connection to tropical geometry, revealing that the CEGM amplitudes
(for the generalized biadjoint scalar theory, m(k)n ) can be computed either from a CHY
formula or by more geometrical methods [1–3]. In particular, the full amplitude m(k)n (I|I)
can be obtained as the volume of the positive Tropical Grasmanian TrG+(k, n) viewed as
a polyhedral fan.
A relation of CEGM amplitudes with Grassmannian cluster algebras [2, 4–6], positroid
subdivisions [7–9], and new stringy canonical forms [10, 11] has been outlined recently. The
case k = 4 is also especially interesting due to its connection with the symbol alphabet of
N = 4 SYM [4, 12].
Based on the application of metric tree arrangements for parametrizing TrG(3,n) [13],
Borges and Cachazo introduced a diagrammatic description of the biadjoint amplitude
m
(3)
n (I|I), as a sum over such arrangements instead of single Feynman diagrams [14]. This
was then extended to the case k = 4 by Cachazo, Gimenez and the authors [15]: In
this case the building blocks are not collections but arrays (matrices) of planar Feynman
diagrams. Each entryMij of the matrix is a planar Feynman diagram with respect to the
canonical ordering {1, . . . , n}\{i, j}. We endow the diagram Mij with a tree metric d(ij)kl
and require that it defines a completely symmetric tensor piijkl := d
(ij)
kl . The contribution
to the biadjoint amplitude is obtained by defining the function
F(M) := 1
4!
∑
ijkl
sijklpiijkl , (1.1)
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where sijkl are generalized kinematic invariants [1], namely totally symmetric tensors sat-
isfying generalized momentum conservation:∑
ijkl
sijkl = 0 . (1.2)
We then compute
R(M) =
∫
∆
d3(n−5)fI × eF(M) , (1.3)
where fI are the independent internal lengths and ∆ the domain where all internal lengths
are positive. See [15] for more details.1 If we define by J(α) the set of all planar arrays for
the ordering α, the biadjoint amplitude for two orderings is then [1]
m(4)n (α|β) =
∑
M∈J(α)∩J(β)
R(M) . (1.4)
In this follow-up note we introduce a new representation of the poles of this amplitude,
for the most general case α = β = In, and also discuss the general k setup. We then
explain how the amplitude can be recovered from such poles when they are understood from
generalized Feynman diagrams. This new representation corresponds to collections/arrays
of degenerate ordinary Feynman diagrams and can be obtained by applying hard limits to
kinematic invariants (in the sense defined in [15, 16]). We provide a map for which any such
array defines a ray satisfying tropical Plucker relations and hence lies inside the Tropical
Grassmannian polytope TrG(k, n). In an ancillary file we provide the explicit degenerate
collections for the cases (k, n) = (3, 7), (3, 8), (4, 8), (4, 9).2
Given two rays V1,V2 we derive and prove a criteria to check compatibility in terms of
their Feynman diagram components. We show that this criteria can be translated to the
weak separation condition recently studied in the mathematical literature, see e.g. [8, 17–
19]. We then provide an operation of addition which is equivalent to the Minkowski sum
of the corresponding tropical vectors. Using this operation we can reconstruct the full
facets, e.g. the planar collections and arrays previously obtained in [14, 15]. More generally
we can construct a graph of compatibility relations, where poles correspond to vertices
and facets correspond to maximal cliques. This gives a realization of our polytope as a
Flag Complex, as observed long ago for the original construction of TrG(3, 6) [20]. As an
example, using the poles for (3, 7), (3, 8), (4, 8) and (4, 9) recently obtained in [11] from the
stringy canonical form construction, we provide a Mathematica implementation of the full
compatibility graphs and recover the collections given in [15] as their maximal cliques.
This paper is organized as follows. In Section 2 we construct poles as one-parameter
arrays of degenerate Feynman diagrams and explain how to sum them to obtain higher
dimensional objects, such as the full arrays of [15]. We focus on k = 3, 4. We then provide
1The symbol C was used in [15] to denote collections, namely k = 3 objects. Here we will respect
this notation but further useM to denote both arrays (k = 4) and higher rank objects made of Feynman
diagram entries.
2The ancillary files attached to this submission can be found at https://www.dropbox.com/sh/
xu8rw24wqzqyiwr/AAAMN5KdoerhwR70TWuMDcwja?dl=0.
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the compatibility criteria for general k and give a Mathematica implementation of the
compatibility graphs. In Section 3 we present both a kinematic and combinatoric description
of the soft and hard limits of the generalized Feynman diagrams. We use it to construct
the arrays corresponding to our poles, and further prove the general implementation of
Grassmannian duality conjectured in [15]. In the Discussion we outline future directions as
well as a relation with matroid subdivision of the hypersimplex ∆(k, n).
2 From Full Collections to Poles and Back
Here we initiate the study of higher k poles from the perspective of collections of tree
diagrams. Recall that these correspond to vertices of the dual polytope (up to certain
redundancies we will review), or alternatively to facets of the positive geometry associated
to stringy canonical forms [10]. From the perspective of the collections we shall find that
the vertices are, in a precise sense, collections of k = 2 poles. The full collections of cubic
diagrams, studied in [15], correspond to convex facets of the (k, n) polytope and can be
expressed as (Minkowski) sums of poles.
A very illustrative example is the case of the bipyramidal facet appearing in (3, 6)
[21]. This is a k = 3 example but the discussion will readily extend to arbitrary k. The
description of the bipyramid in terms of a collection has been done in [14, 15]. From there,
we recall
x w x w y v y v z u z u
Cbip ={ }, , , , ,
5
6 2 3
4
6 1 3
45
2
1
4 5
6 1
2 3 5
6 3
4 6 1
2 3
4 5 1
2
(2.1)
We denote each planar diagram in the collection vector by T bipi , i.e. Cbip = {T bip1 . . . T bip6 }.
Note that T bipi does not contain the i-th label. We have labeled by x, y, z, u, v, w > 0 six
internal distances which are independent solutions to compatibility conditions (2.5) below,
imposed on the distances d(i)jk from leaf j to k according to the graph T
bip
i .
That this collection has the geometry of a bipyramid is seen as follows. We define its
six faces by each of the allowed degeneration of metric tree arrangement. These correspond
to the hyperplanes
Z1 : x = 0, Z2 : y = 0, Z3 : z = 0
Z4 : w = 0, Z5 : u ≡ y − z + w = 0, Z6 : v ≡ x− z + w = 0 (2.2)
in R4. We can project the planes into three dimensions by imposing an inhomogenous
constraint, e.g. x+ y + z +w = 1, leading to the picture of Figure 1. The region where all
the distances in (2.1) are strictly positive corresponds to the interior of the bipyramid. The
notation for the vertices of the figure, e.g. t1234, t3456, t5612, R, R˜, will become natural in a
moment. Two faces that meet at an edge correspond to two simultaneous degenerations.
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Z1
Z2
Z3
Z6
Z5
Z4
R
t1234
R˜
t5612
t3456
Figure 1. Bipyramid projected into three dimensions.
For instance the edge {R, t1234} is given by setting y = 0 and z = 0, leading to the two-
parameter collection:
x w x w w w{ }, , , , ,
5
6 2 3
4
6 1 3
45
2
1
4 5
6 1
2 3 5
6 3
4 6 1
2 3
4 5 1
2
x+ w x+ wC{R,t1234} =
(2.3)
A vertex is given by three or more simultaneous degenerations. Indeed, by performing
each of the two valid degenerations of the edge, that is x → 0 or w → 0, we arrive at the
following vertices:
w w w w{ }, , , , ,
3
4
3
4
5
6
5
6
1
2
1
2
wwCR(ω) =
x x{ }, , , , ,
5
6 6
5 5
6
5
6
x x
Ct1234(x) =
(2.4)
We say that two vertices are compatible if they are connected by an edge, which can
be either in the boundary or in the interior of a facet. For readers familiar with the notion
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of tropical hyperplanes, an edge emerges when the sum of the two independent solutions of
the tropical hyperplane equations (e.g. two different vertices in TrG) is also a solution, see
e.g. [2].
Inspection of the facets of (3, 6) show that they are all convex and hence any two
vertices in a facet are compatible. In the context of Generalized Feynman diagrams we
will prove below that this is a general fact for all (k, n). This is also motivated by the
original work [20], where it was argued that the polytope (3, 6) can be characterized as a
Flag Complex, which we can introduce as follows:
Definition 2.1. The Flag Complex associated to a graph G is a simplicial complex (a
collection of simplices) such that each simplex is spanned by a maximal collection of pairwise
compatible vertices in G.
As a graph the bipyramid corresponds to a 4-dimensional simplex in the sense that
it is spanned by the five vertices {R, R˜, t1234, t3456, t5612}, which are pairwise compatible,
i.e. connected by an edge. However, the edge {R, R˜} is contained inside the bipyramid,
which is equivalent to the geometrical fact that the simplex degenerates from four to three
dimensions, as we explain below. The three dimensional object drawn in Figure 1 is what we
interpret as a facet of the polytope. In general, any simplex of the Flag Complex associated
to (k, n) is indeed a geometrical facet, and can be embedded in (k − 1)(n − k − 1) − 1
dimensions.
Following the guidelines from Tropical Geometry it is convenient to interpret each
vertex as a ray in the space of metrics embedded in R(
n
3). Explicitly, for a compatible
collection let us denote
piijk := d
(k)
ij = d
(i)
jk = d
(j)
ki . (2.5)
For a vertex, piijk depends on a single parameter x > 0, and indeed we can write it as a ray
piijk ∼ xVijk. The equivalence ∼ here means that we are modding out by the shift
piijk ∼ piijk + wi + wj + wk (2.6)
for arbitrary wi. This is a redundancy characteristic of tropical hyperplanes, see e.g. [13].
An edge then corresponds to the Minkowski sum of two vertices. For instance, the edge
{R, t1234} corresponds to a plane in R(
n
3) given by
pi
{R,t1234}
ijk (x, y) ∼ wV Rijk + xV t1234ijk , w, x > 0. (2.7)
We can now justify our notation for the vertices {R, R˜, t1234, t3456, t5612}, namely argue
for a correspondence between the vertices and kinematic poles. Indeed, the relation (2.7)
can be expressed in terms of generalized k = 3 kinematic invariants. Under the support of
k = 3 momentum conservation ∑
jk
sijk = 0 , (2.8)
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w3
4
x
5
6
T t12341 =T
R
1 =
w
3
4
0
5
6 2
0
3
4
x
5
6 2
+
w
3
4
x
5
6 2
=
Figure 2. Addition of compatible diagrams.
the ∼ symbol turns into an equality:
F({R, t1234}) := 1
6
∑
ijk
sijkpi
{R,t1234}
ijk (x, y) = xR+ y t1234 ,
where we used the definitions
t1234 := s123 + s124 + s134 + s234 , (2.9)
R = R12,34,56 := t1234 + s345 + s346 . (2.10)
Assuming that we know the collections (2.4), we can argue that (2.7) indeed defines an edge
of the polytope, meaning it is associated with a compatible collection of Feynman diagrams
(not necessarily cubic). In other words, we can recover (2.3). In fact, as pi{R,t1234}ijk (x, y)
in (2.7) leads to a fully symmetric tensor d(k)ij (x, y) by construction, it is only needed to
show that this tensor is the metric of a certain collection. This follows from the fact that
the i-th elements of CR and Ct1234 , say TRi and T t1234i respectively, have compatible poles
in the sense of k = 2 Feynman diagrams. For instance, TR1 has the pole s34 and T
t1234
1
has the pole s56, which are compatible. In fact, the quartic vertex in TR1 can be blown
up to accommodate for the pole s56 and vice versa. As the two diagrams now have the
same topology their metrics can be added, thus showing that d(1)ij is indeed associated to a
k = 2 Feynman diagram. We depict this in Figure 2. Repeating this argument for all the
components Ti we obtain the following 3
Theorem 2.2. Two one-parameter collections CX and CY are compatible if and only if
their respective k = 2 components TXi and T
Y
i are compatible for all i.
Now, an important property of k = 2 poles is the following: Given a set of poles that
are pairwise compatible, e.g. {s12, s123, s56}, then such poles are compatible simultaneously,
meaning that there exists a k = 2 Feynman diagram that includes them all.4 Considering
this together with Theorem 2.2, we can further state the following
3The ‘only if’ part is easily seen to follow from a known fact of k = 2 (applied to each of the components
Ti): If the sum of two vertices dij(x, y) ∼ xV Xij +yV Yij corresponds to a Feynman diagram (i.e. to a tropical
hyperplane or a line in TrG(2, n)) then the two vertices V X , V Y are compatible as k = 2 poles.
4This is seen as follows: Two compatible k = 2 poles can be written as sa and sA, where a ⊂ A as
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Corollary 2.3. A set of collections {CXi} which is pairwise compatible is also simultane-
ously compatible.
For collections, simultaneous compatibility means that the Minkowski sum of the corre-
sponding vertices also leads to a collection. This is best explained with our example: Using
Theorem 2.2 we can easily check that the vertices in {R, R˜, t1234, t3456, t5612} are compatible
in pairs. This then implies that the Minkowski sum
pibipyramidijk (α
i) ∼ α1V Rijk + α2V R˜ijk + α3V t1234ijk + α4V t3456ijk + α5V t5612ijk , αi > 0 . (2.11)
will also be associated to an arrangement of Feynman diagrams. As we anticipated, this has
the topology of a 4-dimensional simplex (in a projective sense). However, it degenerates to
three dimensions due to the identity
V Rijk + V
R˜
ijk ∼ V t1234ijk + V t3456ijk + V t5612ijk (2.12)
or, in terms of generalized kinematic invariants,
R+ R˜ = t1234 + t3456 + t5612 . (2.13)
This implies that the Minkowski sum (2.11) can be rewritten as
pibipyramidijk (α
i) ∼ (α1 +α5)V Rijk + (α3 +α2)V t1234ijk + (α4 +α2)V t3456ijk + (α5 +α2)(V t5612ijk −V Rijk)
(2.14)
which indeed lives in three dimensions and spans the bipyramid facet. We can obtain a
more familiar parametrization of the facet, as given in [14]. First, let us project again the
Minkowski sum into kinematic invariants, i.e.
F(bipyramid) :=
∑
ijk
sijkpi
bipyramid
ijk (α
i)
= (α1 + α5)︸ ︷︷ ︸
w
R+ (α3 + α2)︸ ︷︷ ︸
x
t1234 + (α
4 + α2)︸ ︷︷ ︸
y
t3456 + (α
5 + α2)︸ ︷︷ ︸
z
(t5612 −R) ,
where we have introduced new variables: Because αi > 0 we clearly have x, y, z, w > 0.
Moreover, one can check that two independent linear combinations of the new variables,
y + w − z = α1 + α4 (2.15)
x+ w − z = α1 + α3 (2.16)
are also positive. These are nothing but the u, v > 0 conditions that we have started with,
and recover our description of the collection Cbip, eq. (2.1), whereas F(bipyramid) agrees
planar subsets. Another pole that is compatible with sA can be written as sb where b ⊂ A. As sa and sb
are compatible we have either b ⊂ a,a ⊂ b or a ∩ b = ∅. In all cases there exists a Feynman diagram with
all three poles.
– 7 –
with that given in [14]. Our compatibility criteria thus allowed us to translate back a
description in terms of the vertices (2.11) (a Minkowski sum) to a description in terms of
the full collection of cubic diagrams.
2.1 Planar Arrays and k > 3 Poles
The previous approach can be extended to the case k > 3. Planar arrays of Feynman
diagrams for k = 4 and higher were defined in [15] as rank k − 2 objects, and involve the
natural generalization of the compatibility condition (2.5).
Using the second bootstrap approach introduced there, one can obtain matrices of planar
cubic Feynman diagrams for (k, n) = (4, 7) starting from collections of (k, n) = (3, 6). A
few interesting features arise for poles of k = 4. Again, let us examine a particular planar
array of (4, 7) in order to illustrate the construction of the poles.
The following array can be obtained from a (3, 7) collection via the duality procedure
of [15], which we review in the next section. It is given by the symmetric matrix:
5 2 2 2 2 2
3
4 6
7 1 1 1 1 15
1 5 4 4 42
1 5 3 3 32
1 4 3 7 62
1 4 3 7 52
1 4 3 6 52
∅
∅
∅
∅
∅
∅
∅
(2.17)
(note that the omitted labels in the Feynamn diagram entries can be deduced by their
planarity). Recall that in this case the metric compatibility condition reads
d
(ij)
kl is permutation invariant in {i, j, k, l} , (2.18)
where d(ij)kl corresponds to the distance between leaves k and l acoording to the diagram
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Mij of the matrix. In this case the kinematic function reads
F(M) :=
∑
i<j<k<l
sijkld
(ij)
kl
= z (R3456712 −R5671234 + t1234 − t12345)
− w t12345 + p (−t1234 + t12345)− q t34567 + y (−R3456712 + t12345 + t34567)
+ x (R5671234 − t1234 − t34567 − t56712) (2.19)
where
R1234567 = t12345 + s1237 + s1236 (2.20)
t12345 =
∑
J⊂{1,2,3,4,5}
sJ (2.21)
together with the corresponding relabelings. Note that for a given column i compatibility
implies
d
(ij)
kl = d
(il)
jk = d
(ik)
lj , (2.22)
hence such column must be a collection, i.e. corresponds to k = 3. For (3, 6) such collections
can only be bipyramids (as the example of the previous section) or simplices (if they have
four boundaries) [20]. In fact, for our example we can write the arrayMij as a "collection
of collections" as follows:
R67,12,34
t6712
R12,67,34
t3467
t1234
t6712 + t1234
R12,34,57
t1234
R34,12,57
t5712
t3457
R12,34,56
t1234
R34,12,56
t5612
t3456
t5672
s567
t2345
s345
t5671
s567
t1345
s345
t1245
t4567
R67,45,12
s567
t3567
t1235
R12,67,35
s567
{
}
, , ,
, ,
M =
s345 + s567 s345 + s567
(2.23)
Each entry represents a (3, 6) collection, namely a vector of cubic diagrams. They
are labeled by kinematic poles as in the previous section, where collection C(i) contains
labels {1, . . . , 7}\{i}. Besides the standard degenerations (boundaries) of each C(i), we
have depicted some internal boundaries in yellow. These arise from the external boundaries
of another collection, say C(j), through the compatibility condition (2.18). For instance,
translating the bipyramid boundaries (2.2) to the new variables we used in (2.19) we see
that collection C(5) has the following six boundaries:
– 9 –
C(5) : x = 0 , y = 0 , w = 0 , q = 0 ,
w + x− y = 0 , q + x− y = 0 , (2.24)
which depend only on four variables {x, y, w, q} instead of six, as expected for a bipyramid
living in three dimensions. Now, we further consider the following (external) degenerations
of collections C(1) and C(3),
C(1) : − p+ w − y + z = 0 , z = 0
C(3) : p = 0 ,
which altogether induce the plane w = y as a new degeneration, depicted by the internal
yellow plane bisecting the bipyramid C(5) in (2.23). The intersection of this plane with
its external faces q = q + x − y = 0 in (2.24) induces a new ray in (3, 6), obtained as the
midpoint of the vertices t1234 and t6712, labelled as t1234 + t6712 in (2.23). In the other
collections C(i), the induced (3,6)rays can be further labeled in the same way and lead to
the (4,7) ray we denote W :
MW = {s345 + s567, s345 + s567, R67,45,12, R12,67,35, t6712 + t1234, R12,34,57, R12,34,56} , (2.25)
while the kinematic function (2.19) becomes
F(MW ) = xW1234567 := x
(∑
a
sa567 + sa345 + s3467
)
. (2.26)
In (2.25) the sum of vertices must be understood in the sense of the previous section. That
is, we consider the line xV t6712abc +yV
t1234
abc , which belongs to the k = 3 polytope since t6712 and
t1234 are compatible (in fact, they appear together in a bipyramid). The vertex t6712 + t1234
corresponds to its midpoint x = y. Addition of (collections of) Feynman diagrams is done
as in Fig. 2, for instance:
– 10 –
x x{ }, , , , ,
7
6 6
7 7
6
7
6
x xCt1234(x) =
x x{ }, ,,,
3
4 4
3 3
4
3
4
x xCt6712(x) = ,
Ct1234(x) + Ct6712(x) = { }, , ,
7 7
x x
6 6
,,
3
4
3
4
x xx x x x
7
6
7
6
3
4
3
4
(2.27)
which can also be written more compactly as
Ct6712 = {s43, s43, 0, 0, s43, s43}
Ct6712 = {s67, s67, s67, s67, 0, 0}
Ct1234 + Ct6712 = {s67 + s43, s67 + s43, s67, s67, s43, s43} (2.28)
(note that s43 and s67 are compatible, thus their sum also belongs to the k = 2 polytope).
Hence each of the entries of (2.25) can be represented as a column, andMW can be written
as a 7× 7 matrix with a single internal distance parameter x. This is precisely our original
array of cubic diagrams (2.17) after the degenerations have been imposed.
We have learned that the compatibility condition (2.18) can lead to particular boundary
structures as in (2.25). Because of this the vertexW of (4,7) is not only decomposed in terms
of vertices of (3,6) but also certain internal rays (midpoints) of the (3,6) polytope. It would
be interesting to classify the kind of internal rays that can appear in this decomposition.
Compatibility criteria for general k
We close this section by presenting the criteria for compatibility of poles, which easily
extends from the case k = 3 of the previous section to general k. A vertex of the (k, n)
polytope, realized as a ray in the space of metrics, will be determined by a completely
symmetric array of rank k − 2. From now on we will denote such array as V(k,n)i1...ik−2 ,5 e.g.
a vector for k = 3 and a matrix for k = 4, where each component is a planar Feynman
diagram.
Such array can be organized by ‘columns’ we define by T (i)i2...ik−2 := V
(k,n)
ii2...ik−2 , so we
write:
V(k,n) = [T (1), . . . , T (n)] (2.29)
where T (i) are rays in (k − 1, n − 1), which can also be written as arrays of Feynman
diagrams. In the previous example this corresponds to our decomposition (2.25), where
V(4,7) =MW and T (i) are k = 2 rays.
5Here V denotes a generic vertex. For a particular vertex labeled by X we may use MX as in the
previous section.
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In the k = 2 polytope two rays dij(x) and d′ij(y) are compatible (their sum corresponds
to a Feynman diagram) if and only if their respective kinematic poles are compatible. For
general k this means that the components di1...ik−2ij (x) and d
′i1...ik−2
ij (y) are compatible if and
only if the diagrams V(k,n)i1...ik−2 and V
′(k,n)
i1...ik−2 are compatible in the k = 2 sense. Furthermore,
two rays represented by arrays V(k,n) and V ′(k,n) are compatible when all their diagrams
are. This implies the following extension of theorem 2.2
Theorem 2.1. Two vertex arrays V(k,n) and V˜(k,n) are compatible if and only if their
components T (i) and T˜ (i) are compatible as rays of (k − 1, n− 1), for all i = 1, . . . , n.
Assuming we know all possible poles, this provides an efficient criteria for checking
their compatibility and, repeating the Minkowski sum construction of the previous section,
constructing the facets of the polytope. In fact, this criteria has already appeared in
the math literature in the context of boundary maps of the hypersimplex ∆k,n, see e.g.
[8, 17, 18]; 6 we will establish the precise equivalence in section 4.1.
The full list of poles can be obtained by degenerations of just a few known facets of the
polytope, given in our previous work [15], or more simply from singularities in the moduli
space through the CPk−1 scattering equations of [21], as recently done in [11]. Once the
full list of poles is known as combination of kinematic invariants, we can easily translate to
arrays using the procedure described in the next section. In an attached notebook found
in the Dropbox folder, we provide a simple implementation of Theorems 2.2 and 2.1 to
construct the full facets for k = 3 and k = 4 starting from the kinematic poles. We recover
the 693, 13612 and 90608 collections and arrays of (3, 7), (3, 8) and (4, 8) respectively using
the built-in command FindClique. For (4, 9) the poles come in 2155 cyclic classes [11] and
we provide the full compatibility graph in a separate file ‘graph49.nb’. Although a direct
implementation of FindClique has not been doable in this case, we have checked that all
the 30 659 424 full collections found in [15] indeed correspond to maximal cliques of our
graph.
3 Soft/hard limits and duality
In [16] a kinematic hard limit has been introduced, based on the Grassmannian duality of the
generalized amplitude m(k)n and its soft limit. Up to momentum conservation ambiguities,
we can define it as (take e.g. particle label 1)
s1... → τ sˆ1... , with τ →∞ . (3.1)
In this section we give a combinatoric description of such soft and hard kinematic limits
in terms of the arrays. In fact, this provides a method for constructing the array of a pole
only from the knowledge of the corresponding kinematic invariant.
Very nicely, this will also provide a geometric interpretation to the combinatorial soft
and hard limits recently discussed in [15] for facets, e.g. full collections and arrays. At the
same time, it leads to a proof of the combinatorial duality proposed there for such facets.
6We thank N. Early for pointing this out.
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Let us use k = 4 as an example to introduce the connection between kinematics and
combinatorics. A pole is described in term of generalized kinematic invariants by the
function
F(V) = 1
4!
∑
sijkld
(kl)
ij (x) =
x
4!
∑
sijklVijkl . (3.2)
Let us first consider the soft limit on label 1, i.e. s1... → τ sˆ1... extracting the leading
order as τ → 0. The pole then becomes
F(V)→ F soft1 (V) :=
1
4!
∑
i,j,l,m6=1
sijlmd˜
(lm)
ij (x) = F(V˜1) (3.3)
where sijlm with i, j, l,m 6= 1 correspond to hard kinematic invariants, they satisfy gen-
eralized momentum conservation (1.2) for n − 1 labels. Also, d˜(lm)ij (x) corresponds to the
metric of V˜ lm1 : The latter is obtained by removing column 1 and row 1 in the matrix of
Feynman diagrams V lm. Furthermore, the restriction i, j 6= 1 in d˜(lm)ij (x) means particle 1
can be removed in the Feynman diagrams of V˜ lm1 . The object V˜ lm1 is also a one-parameter
array for k = 4, i.e. corresponds to (4, n− 1). It is precisely the combinatorial soft limit of
V lm in the sense of [15].
The hard limit proceeds in a similiar fashion. On label 1, take s1... → τ sˆ1... and extract
the leading terms as τ →∞. The result can be written as
F(V)→ Fhard1 (V) =
1
3!
∑
j,k,l 6=1
sˆjkldˆ
(l)
ij (x) = F(T (1)) (3.4)
where dˆ(l)ij = d
(1l)
ij and sˆjkl := s1jkl are now interpreted as k = 3 kinematic invariants since
they satisfy
∑
kl sˆjkl = 0. Thus, the kinematic hard limit of the collection V ij can be
obtained from its column T (1), and corresponds to the k = 3 collection defined as Ci:=
(T (1))i = V1i. As discussed, T (1) gives an array of (3, n − 1), and indeed turns out to be
the combinatorial hard limit of V ij in the sense of [15].
This has a direct application for constructing an array given certain kinematics. Take
for instance the pole W in (4, 7), eq. (2.26),
W1234567 :=
∑
a
sa567 + sa345 + s3467 . (3.5)
Under the hard limit in e.g. particle 7,
W1234567 →
∑
a
sˆa56 + sˆ345 + sˆ346 = R12,34,56 . (3.6)
Thus, from (3.4), R12,34,56 corresponds to the valuation of the column T (7) in the array of
W , i.e. F(T (7)), and can be used interchangeably. Indeed, by applying the hard limits in
all the labels one recovers the array
W1234567 → {s345+s567, s345+s567, R67,45,12, R12,67,35, t6712+t1234, R12,34,57, R12,34,56} (3.7)
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which justifies the notation (2.25). Of course, each of the elements here is indeed a column,
which can be constructed by applying yet another hard limit, e.g.
t1234 + t6712 → {s67 + s43, s67 + s43, s67, s67, s43, s43} (3.8)
which is (2.28). Thus, the matrix associated toW1234567 is obtained by a consecutive double
hard limit. The fact that the matrix (MW )ij obtained so is symmetric corresponds to the
statement that the two hard limits commute.
For a general vertex of the (k, n) polytope, of the form (2.29), we have
F soft1 (V) =F(V˜1)
Fhard1 (V) =F(T (1)) (3.9)
where T (1) is a vertex of (k − 1, n− 1) and V˜1 is a vertex of (k, n− 1):
V˜1 := [T (2), . . . , T (n)](1 removed) (3.10)
This provides a kinematic interpretation of the combinatorial hard (k-reducing) and
soft (k-preserving) operations for general k, n. Also, given F(V), the array Vi1...ik−2 can be
constructed by applying k − 2 consecutive hard limits in labels i1, . . . , ik−2 and identifying
the resulting k = 2 Mandelstam with a Feynman diagram as in (2.27) and (2.28).
3.1 Duality
It is known that the (k, n) polytope admits a dual description as a (n − k, n) polytope,
induced by Grassmanniann duality G(k, n) ∼ G(n − k, n). In the moduli space this iden-
tification was shown to imply the relation m(k)n = m
(n−k)
n [16, 21]. In the context of the
polytope (i.e. kinematic space) the identification is true for facets, edges, vertices, etc. In-
deed, a duality for generalized Feynman diagrams was conjectured in [15] and relates arrays
in (k, n) and (n− k, n). It is such that
F(M(k,n)) = F(M∗(n−k,n)) , (3.11)
under appropriate relabelings. Furthermore, both collections M(k,n) and M∗(n−k,n) have
the same boundaries arising as degenerations and hence lead to the same contribution to
the biadjoint amplitude m(k)n .
We now describe and provide a proof of the duality. Let us first consider the case of
vertices and then promote it to facets via the sum procedure of the previous section. Two
vertices in (k, n) and (n− k, n) are defined as duals when they satisfy
F(V(k,n)) = F(V∗(n−k,n)) (3.12)
i.e. they are kinematically the same.
Of course, the previous definition requires to relabel the kinematic invariants. Fo-
cusing on the case (4, 7) ∼ (3, 7) to illustrate this, the relabeling is sabcd ∼ sefg where
{a, b, c, d, e, f, g} = {1, . . . , 7}. Suppose now a = 1. The hard limit in label 1 of s1bcd
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s1bcd → sˆbcd , (3.13)
while under the soft limit
sefg → sefg . (3.14)
But {b, c, d, e, f, g} = {2, . . . , 7} and hence sˆbcd ∼ sefg under the duality (3, 6) ∼ (3, 6). This
can be repeated while replacing s1bcd by any linear combination of kinematic invariants, in
particular by the one given by F(V). The conclusion can be nicely depicted by the diagram:
F(V (k,n)) F(V∗(n−k,n))∼
Fhard1 (V (k,n)) F soft1 (V∗(n−k,n))∼
hard soft
(relabel)
(relabel)
(3.15)
But from (3.9) we conclude that F(T (1)) ∼ F(V˜∗1 ). That is, the (k − 1, n− 1) array T (1),
which is the first column of V, is dual to the (n− k, n− 1) array V˜∗1 , which corresponds to
V∗ with the first components removed. Repeating the steps for all other labels this proves
the following:
Theorem 3.1. Let V∗(n−k,n) be the dual ray to V(k,n) = [T (1), . . . , T (n)], that is F(V) =
F(V∗) under appropiate relabelings. Then the hard limit T (i) is dual to the soft limit V˜∗i for
all i = 1, . . . , n.
Since soft and hard limits always reduce the number of labels n, this theorem can be
iterated to check whether two given rays are duals.
This criteria was conjectured for facets in [15]. To prove the criteria for two dual facets,
say M(k,n) and M∗(n−k,n), we resort to the construction in Section 2. According to the
characterization 2.1 of the polytope, facets or full collections are maximal sums of poles.
Using the notation of eq. (2.11) for the space of compatible metrics for an array, we can
write
piM ∼
∑
I
αIV I , αI > 0 . (3.16)
or simply, using addition of compatible Feynman diagrams,
Mi1...ik−2 =
∑
I
αIVIi1...ik−2 , αI > 0 . (3.17)
Now let us define the following object:
M∗i1...ik−2 :=
∑
I
αIV∗Ii1...ik−2 , αI > 0 . (3.18)
The duality relation (3.11) follows from (3.12) together with the linearity of the map F . Of
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course, this definition requires that the vertices V∗I can be added. In fact, we now prove
Theorem 3.2. The set {V∗I} is a maximally compatible collection of vertices (a clique) of
(n− k, n). HenceM∗ is a facet, the dual facet ofM.
Proof: It suffices to show that if two vertices, say V andW, are compatible, so are their
duals V∗ and W∗. This follows from induction in n (the case n = 4 being trivial): If V and
W are compatible in (k, n), it is easy to see that their combinatorial soft limits V˜i and W˜i
are compatible in (k, n − 1), for all i. Then, using the induction hypothesis we find that
their duals, (V˜i)∗ and (W˜i)∗ are compatible. From Theorem 3.1 these are the hard limits
of V∗ and W∗ for all i. It then follows from Theorem 2.1 that V∗ and W∗ are themselves
compatible as (k − n, n) arrays, which completes the induction. 
Having successfully characterized the dual facet ofM by eq. (3.18) we can now prove
the extension of Theorem 3.1 for facets. For this, let us simply denote by M˜i the combina-
torial soft limit ofM in particle i, which indeed defines a facet of the (k, n− 1) polytope.
From (3.17), it is easy to see that the soft limit is
M˜i =
∑
I
αI V˜Ii . (3.19)
On the other hand the combinatorial hard limit ofM∗ (given by (3.18)) in particle i is
T (i)M∗ =
∑
I
αIT (i)V∗I , (3.20)
where M∗ = [T (1)M∗ , . . . , T (n)M∗ ], etc. As each V˜Ii is dual to T (i)V∗I , we conclude that T
(i)
M∗ as
given by (3.20) is the dual facet to M˜i. This proves the duality criteria for facets, first
proposed in [15].
4 Discussion
In [15] a combinatorial bootstrap was introduced for obtaining the collections corresponding
to facets of (k, n) with k ≥ 4. In a nutshell, for k = 4 one writes a candidate symmetric
array of Feynman diagrams using as set of columns the facets of (3, n− 1), i.e.
M = {C1, . . . , Cn} , (4.1)
Then, one checks whether the corresponding metric d(ij)kl can be imposed to be symmetric, in
which case one has found a facet of (4, n). In this work we have explored the representation
(4.1) for vertices V of (k, n). However, in section 2.1 we have discovered that in this case
the columns T (i) (which play the role of the Ci in (4.1)) are not necessarily vertices of
(k − 1, n − 1) but rather certain internal rays in the polytope. It would be interesting to
clasify which kind of internal rays can appear, as a way of implementing the combinatorial
boostrap more efficiently at the level of vertices. Interestingly, for all the examples explored
in this work we were able check a weaker version: A compatible collection {T (1)V , . . . , T (n)V }
for which all the T (i)V are vertices in (k− 1, n− 1) is indeed a vertex of (k, n). For instance,
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for (4, 8) we obtain 98 poles given by all possible compatible collections of poles of (3, 7)
(also including the trivial column).
4.1 Relation to Boundary Map from the (k, n) Hypersymplex
The hard limit we have introduced here can be understood as a map (k, n)→ (k−1, n−1)
for any ray in TrG(k, n). Recently, Early has introduced a basis of planar poles, corre-
sponding to certain matroid subdivisions of the hypersimplex ∆(k, n) [8, 9, 19]. Then,
there is a natural boundary restriction ∂(j)∆k,n = ∆k−1,n−1 that can be applied in order
to characterize such matroid subdivisions. When acting on Early’s planar basis, we will
now argue that the boundary restriction agrees with our hard kinematical limit. Since the
action of the boundary restriction on a generic pole is the linear extension of the action
on the basis, this means that the hard limit effectively implements the boundary map in
general.
We construct the planar basis as follows: Consider the hypersimplex ∆k,n defined by
x1 + . . .+ xn = k , xj ∈ [0, 1] . (4.2)
Let I ⊂ {1, . . . , n} be a subset of k elements, |I| = k. The vertex eI ∈ Rn of the
hypersimplex corresponds to xi = 1 for i ∈ I, with all the other xl = 0. The boundary
∂(j)∆k,n is obtained by setting xj = 1, i.e. it becomes the hypersimplex ∆k−1,n−1 given by∑
i 6=j xi = k − 1. Note that this decreases the value of k and n exactly as the hard limit
introduced in Section 3. Focusing on the boundary x1 = 1, let us denote its vertices by
e
(1)
Iˆ
:= e1Iˆ where Iˆ ⊂ {2, . . . , n} with |Iˆ| = k − 1.
Positroid subdivisions can be obtained from the level function h(x) : ∆k,n → R studied
in [8, 9]. This is piecewise linear in the hypersimplex and its curvature is localized on
certain hyperplanes defining the subdivision. Early’s basis is in correspondence with the
subdivisions arising in the set of functions
h(x− eJ) , J non-consecutive. (4.3)
Since there are n consecutive subsets I, the number of such functions is
(
n
k
)−n, precisely
the number of independent kinematics for (k, n).7 To obtain the explicit planar basis in
kinematic space we take the linear combination (up to an overall normalization)
ηJ =
∑
|I|=k
h(eI − eJ)sI . (4.4)
(one can check that by virtue of momentum conservation ηJ = 0 for a consecutive
subset J [8]). Now we show that the hard limit as constructed in Section 3 has precisely
the same effect as the boundary map restriction ∂(1) of the subdivision h(x− eJ). Taking
the hard limit in label 1 we obtain:
7In this notation a set of independent kinematic invariants (which is non planar, i.e. does not entirely
correspond to poles ofm(k)n (In|In)) is generated by sJ with |J | = k. Recall that we further have nmomentum
conservation constraints, in this notation
∑
|Iˆ|=k−1 sjIˆ = 0 for all j = 1, . . . , n.
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ηJ →
∑
|Iˆ|=k−1
h(e1Iˆ − eJ)s1Iˆ =
∑
|Iˆ|=k−1
h(e
(1)
Iˆ
− eJ)sˆIˆ (4.5)
Recall that the hard limits sˆIˆ are here interpreted as the kinematic invariants for
(k−1, n−1), i.e. a system that does not include particle label 1. From (4.5) we conclude that
the function h(x− eJ) that defines de subdivision is restricted to the domain x ∈ ∂(1)∆k,n
after the hard limit is taken. Hence the boundary restriction of the subdivision is equivalent
to the hard limit on the basis ηJ , as we wanted to show.
Very nicely, the hard limit of ηJ also gives an element of the planar basis ηˆIˆ for (k −
1, n − 1). For instance, if J is of the form J = (1Jˆ), it clear from (4.5) that we obtain
η1Jˆ → ηˆJˆ . A similar analysis can be done for general J and recovers the general rule given
in [8] for the boundary map.
Finally, a future direction is to further elucidate the relation between the compatibility
formulation using Steinman relations/Weak Separation [8, 9] and the compatibility criteria
implemented here in the context of generalized Feynman diagrams.
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