Fuzzy-logic is precise—Its application to biometric system  by Takeda, T. et al.
Scientia Iranica D (2011) 18 (3), 655–662
Sharif University of Technology
Scientia Iranica
Transactions D: Computer Science & Engineering and Electrical Engineering
www.sciencedirect.com
Invited paper
Fuzzy-logic is precise—Its application to biometric system
T. Takeda a,∗, K. Kuramoto a,b, S. Kobashi a,b, Y. Hata a,b
a Graduate School of Engineering, University of Hyogo, 2167, Shosha, Himeji, Hyogo, 671-2280, Japan
bWPI Immunology Frontier Research Center, Osaka University, Japan
Received 16 October 2010; revised 23 November 2010; accepted 28 February 2011
KEYWORDS
Biometrics;
Personal identification;
Load distribution sensor;
Walking;
Sole pressure distribution;
Fuzzy inference.
Abstract This paper describes a biometric personal authentication method, using a pair of right and left
sole pressure distribution changes, whilewalking. This system acquires sole pressure distribution changes
via a mat type load distribution sensor, and does personal authentication. We employ twelve features
based on the shape of a footprint, and twenty seven features based on weight movement for sole pressure
data. Fuzzy if-then rules for each registered person are introduced, within which, their parameters are
statistically determined in the learning process. We calculate the fuzzy degree of a pair of right and left
sole pressure data for any registered person, and identify the walking person as the person with the
highest fuzzy degree; the fuzzy degree being higher than a threshold. We employed 90 volunteers and
authenticated them. We evaluate the proposed fuzzy method by five hold cross validation on which low
false rejection and false acceptance rates are achieved. Thus, this fuzzy logic approach is precise for this
biometric system.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Fuzzy logic [1] is widely used for human-related sciences,
and successfully solves these problems. Biometrics [2–5] is one
of these attractive applications, which requires feature extrac-
tion and matching tasks. Especially, fuzzy logic has been suc-
cessfully applied to many biometric matching systems, such as
face recognition, fingerprint recognition and so on [6] in which
fuzzy logic achieved higher robustness, adaptively and preci-
sion. For example, Chen et al. [7] described fingerprint identi-
fication by fuzzy similarity measures. Chatzis [8] described an
authentication technology based on fuzzy k-means and fuzzy
vector quantization. Walking is also a promising feature in bio-
metrics. By using walking, we are able to authenticate a person
passing a door or approaching a device of the service. In addi-
tion, the feature never forces a person to act in a particular way,
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Open access under CC BY-NC-ND license.such as speaking or writing. Generally, camera usage is pop-
ular for obtaining walking data. However, the obtained image
is strongly influenced by illumination or other environmental
conditions. Moreover, users have a psychological resistance to
the camera, as they do not like to be watched by it. While an ac-
celeration sensor is also a candidate for acquiring somewalking
features, such as vibration, it is inconvenient for users to wear
and carry each time.
In this paper, we propose a biometric method while walk-
ing, which employs dynamic sole pressure change. In it, we em-
ploy a load distribution sensor that detects weight data of sole
pressure. Several studies [9–17] have been done on this topic.
This study employs a fuzzy logic approach using fuzzy mem-
bership functionswith statistically determined parameters. The
load distribution sensor used here is good enough to obtain
the walking data, because it requires no special device carry-
ing, no resistance, such as camera usage, and easily tractable for
users. The load distribution sensor acquires sole pressure distri-
butions of two or three steps by 100 m/s−1 sampling intervals
on a floor, thereby being hardly affected by the environment.
We first acquire a pair of right and left sole pressure
distribution changes by the mat type load distribution sensor.
Secondly, we extract features from the footprints and load
distribution of the frame. Thirdly, we make the fuzzy if-then
rules for the feature of any registeredperson. In it, parameters in
fuzzy membership functions are statistically determined in the
learning process. We calculate a fuzzy degree of sole pressure
data for a registered person, and identify and verify the walking
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Figure 2: Composition of experimental system.
Figure 3: Internal constitution of the load distribution sensor.
person by the degree. Fourth, we show the experimental results
of 90 volunteers. Finally, we conclude with technical results.
2. Preliminaries
2.1. Load distribution sensor
We acquire sole pressure distribution changes by a mat
type load distribution sensor (Arrow Industry Co., Ltd. AS-
64X256-7PM) to authenticate a person. Figure 1 shows the
load distribution sensor which is one of the pressure sensors.
Figure 2 illustrates an overview of our experimental system.
As shown in this figure, this system consists of the load
distribution sensor, a control device (Arrow Industry Co.,
Ltd. AS-64X256) and a personal computer. The effective area
of the load distribution sensor is 330 mm × 1780 mm.
The sensor has 64 × 256 electrode sheets. The distance
between the nearest electrode sheets is 5.0 mm in a vertical
direction (x-axis) and 7.0 mm in a transverse direction (y-axis).
Figure 3 shows the internal constitution of the load distribution
sensor. The resistive element is sandwiched in between the
vertical electrode sheet and the transverse electrode sheet. The
intersection of the two electrodes is a sensing point, and the
load distribution sensor has 64 × 256 sensing points. When
we put pressure on the sensing points, the corresponding
resistive elements decrease electric resistance. The control
device converts the electric resistance of the sensing points into
an 8-bit (256 levels) digital signal, as shown in Figure 4, and
sends the data for all pressure values to a personal computer,
which stores the pressure value at the sampling interval. In ourFigure 4: Load conversion system of our sensor.
Figure 5: An example of load distribution data of one sampling time.
Figure 6: Experiment and data acquisition method.
experiment, the sampling interval is 100m/s−1. Figure 5 shows
the load distribution data of one sampling time. High pressure
points are shown in black, and lowpressure points are shownby
white. The gray level ranges from 0 to 255. This sensor acquires
sole pressure distribution during two or three steps.
2.2. Data acquisition
In our experiment, we ask volunteers to walk on the
load distribution sensor as shown in Figure 6. We acquire
the sole pressure distribution changes while walking. In our
experiment, the volunteer walks along the x-axis barefoot.
Figure 7 shows an example of sole pressure distribution
changes. For personal authentication, we extract right and left
sole pressure distribution data. Figure 8 shows an example of
right and left sole pressure distribution changes.
Consider a registered person set, Y = {y1, y2, . . . , yr , . . . ,
yn}. Any yr has N learning pressure data, X r . The notation,
X S , denotes the pressure distribution data when person ‘‘ys’’ is
walking. The X S includes the right sole pressure data, X SR , and
left sole pressure data, X SL . We define the right and the left sole
coordinate systems in Figure 9. We employ the pressure data
for personal authentication. We acquire the pressure data six
times (one test data and five learning data) for every subject.
3. Feature extraction of sole pressure
Weextract features from the right sole pressure data,X SR , and
the left sole pressure data, X SL . Twelve features are extracted
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Figure 8: Examples of each sole pressure data.(a) Right sole coordinate system. (b) Left sole coordinate system.
Figure 9: Examples of sole coordinate system.Table 1: Features of each sole pressure data.
Sole pressure data X SR
Notation Feature
fk,1(X S) The length of footprint
fk,2(X S) The width of footprint
fk,3(X S) The area of footprint
fk,4(X S) The angle of footprint
fk,5(X S) ∼ fk,12(X S) The distribution of footprint
fk,13(X S) ∼ fk,21(X S) The nine CSPs
fk,22(X S) ∼ fk,30(X S) The nine HSPs
fk,31(X S) ∼ fk,39(X S) The nine areas
from a footprint, and twenty seven features from the load
distribution of every frame from each sole pressure data. In this
paper, the notation, fk,i(X S), denotes features with respect to
pressure data, X S , where i denotes the index of each feature
(i = 1, 2, . . . , 39) and k denotes the index of the right foot
(k = R) or the left foot (k = L). Table 1 shows the notation
indexes of the features with respect to pressure data, X S .
We extract features, fk,i(X S), from every footprint calculated
from sole pressure data. A footprint is made by combining
the binarized image of sole pressure distribution for all frames
of sole pressure data. Figure 10 shows an example of afootprint and its features. In this figure, the white area shows
a non-sole area, and the black area shows the sole area.
We extract the length of the footprint, fk,1(X S), the width of
the footprint, fk,2(X S), the area of the footprint, fk,3(X S), the
angle between the direction of the footprint and the x-axis
of the load distribution sensor, fk,4(X S), and the distribution
of the footprint, fk,5(X S), . . . , fk,12(X S). In Figure 10, the gray
straight line is obtained by the least squares method for a
footprint, and the rectangle is the circumscribed quadrangle of
the footprint, which is quartered by dotted lines. The length of
the footprint, fk,1(X S), is calculated by the length of the long side
of the circumscribed quadrangle. The width of the footprint,
fk,2(X S), is calculated by the length of the short side of the
green rectangle. The area of the footprint, fk,3(X S), is calculated
by the number of pixels, including the sole area. The angle
between the direction of the footprint and the x-axis of the load
distribution sensor, fk,4(X S), is calculated by the angle between
the gray line and x-axis of the load distribution sensor. The
distribution of the footprint, fk,5(X S), . . . , fk,12(X S) is calculated
by numbers of sole pixels in the 1–8 small areas, shown in
Figure 10. These features depend on the posture of the walker
and the shape of the foot. Several differences appear in the arch
of a foot, the parting of fingers and the direction of the footprint
while walking.
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We extract features from the sole pressure distribution of
every frame for sole pressure data. We extract the Center of
the Sole Pressure (CSP), the Highest Sole Pressure point (HSP)
and the area of non-zero pressure points from each frame.
Figure 11 shows the examples of CSPs and HSPs. There are
several variations among the sole pressure data for one person,
under the sampling interval (100 ms). Then, we are not able
to acquire identical sole pressure data, even if they are the
same. We consider that the dynamic changes of each feature
are similar in one step. We therefore interpolate nine points
lining up in a polygonal line by linear interpolation and employ
these points as features. The nine CSPs, fk,13(X S), . . . , fk,21(X S),
and nine HSPs, fk,22(X S), . . . , fk,30(X S), are extracted from
these trajectories, as shown in Figure 12. The nine areas,
fk,31(X S), . . . , fk,39(X S), are extracted from the polygonal lines
as shown in Figure 13.
4. Personal authentication
4.1. Overview
In this method, we identify and verify a person by the fuzzy
inference of the sole pressure. We make a fuzzy inference
for each registered person with the learning pressure data.
We extract features from their pressure data, and we decide
fuzzy membership functions for each registered person. For
identification, we calculate a fuzzy degree, µSole, for every
registered person by pressure data, X S , of the walking person,
yS . The identification system decides a person with the largest
µSole, and identifies her/himas thewalking person, yS . The fuzzy
degree, µSole, of a registered person is the total of all fuzzy
degrees of the features. In verification, we calculate a fuzzy
degree, µSole, for a registered person, yr . If the fuzzy degree,
µSole, is larger than a threshold, we verify the walking person,
yS , as the registered person, yr .
4.2. Fuzzy degree determination from pressure data
In this section, we explain the fuzzy degree, µrSole, of a
registered person, yr . We consider:
Knowledge1: Features of the same person are similar,Figure 12: Examples of CSPs trajectory and nine interpolate points.
Figure 13: Examples of polygonal lines of areas and nine interpolate points.
Knowledge2: The feature with the higher classification score
in the learning pressure is more primary for
personal authentication than other features.
From these knowledge, the following fuzzy if-then rules are
derived.
Rule1: IF feature, fk,i(X S), is CLOSE to the standard value, srk,i, of
the registered person yr , THEN, the degree of a feature,
P rk,i, is high.
Rule2: IF classification score, Scorerk,i, of learning pressure data
is HIGH, THEN, the degree of a feature,W rk,i, is high.
The fuzzy membership functions CLOSE and HIGH are defined
by Figure 14. These functions have parameters statistically
determined. Here, we explain the method to determine srk,i,
t rk,i, u
r
k,i and Score
r
k,i in Figure 14, for any k and i. Consider one
test data and N learning data for a person, and determine the
parameters by the learning data of all registered persons for the
test data. First, we calculate the mean, Meank,i, and Standard
Deviation (SD), SDk,i, of N learning data for k and i of yr . Second,
we set srk,i ← Meank,i, t rk,i ← 4SDk,i and urk,i ← 4SDk,i
and calculate the classification score, Scorerk,i by the following
equation:
Scorerk,i =
N∑
j=1
P rk,i

fk,i

Posk,j

NFigure 11: Examples of CSP and HSP of each frame (◦: CSP, : HSP).
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Figure 14: Fuzzy membership functions.−
N×(n−1)∑
j=1
P rk,i

fk,i

Negk,j

N × (n− 1) . (1)
Here, the notation, Posk,i andNegk,i, denote a learning data of
yr and those of other registered persons, respectively. The fuzzy
degree, P rk,i, of a feature is calculated by Eq. (2):
P rk,i

fk,i(Xk)
 = min CLOSE, Sfk,i(X)(f ) . (2)
Here, we define the fuzzy singleton function, Sα(β), by Eq. (3):
Sα(β) =

1 if β = α
0 otherwise. (3)
Eq. (1) means the difference between an average fuzzy degree,
P rk,i, for other persons and an average fuzzy degree, P
r
k,i, for
person yr . We use this value as the classification score. Third,
we repeat the calculation of Eq. (1) for all domains of:
Meank,i − SDk,i ≤ srk,i ≤ Meank,i + SDk,i,
0 ≤ t rk,i ≤ 4SDk,i, 0 ≤ urk,i ≤ 4SDk,i,
at the interval of SDk,i/10. We employ parameters, srk,i, t
r
k,i and
urk,i, with the largest Score
r
k,i among all domains for a feature,
fk,i(X), of person yr . We repeat the determination process for all
k and i of yr . In this paper, we use five learning data (N = 5)
for a person. We calculate the parameter, sumrk, of membership
function, HIGH, by Eq. (4):
sumrk =
39−
i=1
Scorerk,i. (4)
The fuzzy degree, Q rk,i, is defined by Eq. (5):
Q rk,i(fk,i(Xk)) = P rk,i(fk,i(Xk))×W rk,i(Scorerk,i). (5)
Here, W rk,i is the fuzzy degree of a feature, and it means the
effectiveness of a feature, fk,i(X), for yr . The fuzzy degree, W rk,i,
is defined by Eq. (6):
W rk,i

Scorerk,i
 = min CLOSE, SScorerk,i(w) . (6)
Finally, we calculate the fuzzy degree, Q rk,i, for every feature of
pressure data. The fuzzy degree, µrSole(X
S), of pressure data, X S ,
for yr , is calculated by Eq. (7):
µrSole

X s
 = 39−
i=1

1
2
Q rR,i

fR,i

X sR
+ 1
2
Q rL,i

fL,i

X sL

. (7)Table 2: Volunteer’s age and gender information.
Age
(year)
Male
(person)
Female
(person)
Total
(person)
20–29 11 28 39
30–39 4 3 7
40–49 5 4 9
50–59 2 4 6
60–69 2 1 3
70–79 8 9 17
80–89 4 5 9
Total 36 54 90
4.3. Personal authentication
For personal identification (1:N collation), we acquire pres-
sure data, X S , of a walking person, ys. First, we extract features
from pressure data, X S . Second, we calculate the fuzzy degree,
µrSole(X
S), for every registered person, yr . Finally,we identify the
walking person, ys, as the registered person, yr , with the largest
fuzzy degree, µrSole(X
S), among the registered persons.
For personal verification (1:1 collation), we calculate the
fuzzy degree, µrSole(X
S), for a registered person, yr . If the fuzzy
degree is larger than a threshold, we verify the walking person,
ys, as the registered person, yr .
5. Experimental results
In our experiment, we employed 90 volunteers, as shown
in Table 2. For each volunteer, we took pressure data six
times. We evaluated the proposed method by the five-hold
cross validation method. The False Rejection Rate (FRR), False
Acceptance Rate (FAR), Equal Error Rate (EER) and the Receiver
Operating Characteristic (ROC) curve are employed for the
performance test. FRR and FAR are defined by Eqs. (8) and (9),
respectively. FRR is concerned with the number of instances,
defined as an authorized individual, being falsely rejected by
an identification system. FAR is concerned with the number of
instances defined as an unauthorized individual being falsely
accepted by an identification system. Higher FRR decreases
user-friendliness and higher FAR increases the risk of intrusion.
FRR = Number of false rejections
Number of authorized attempts
× 100 (%), (8)
FAR = Number of false acceptances
Number of impostor attempts
× 100 (%). (9)
EER is the error rate at which FRR equals FAR in verification.
The lower EER implies the more accurate and reliable personal
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Age (year) Number of volunteers
20
(person)
30
(person)
40
(person)
50
(person)
90
(person)
20–29 10 17 18 20 39
30–39 1 1 3 3 7
40–49 1 2 5 5 9
50–59 3 3 3 3 6
60–69 1 1 2 3 3
70–79 3 5 8 10 17
80–89 1 1 1 6 9
Total 20 30 40 50 90
authentication. Figure 15 shows the examples of ROC curve. The
ROC curve is plotted by FRR vs. FAR of a personal verification
system. The curve that is more close to the origin of the graph
implies higher verification performance.
In the experiment, we compared the proposed method
with a conventional method that uses either right or left sole
pressure data [14]. The conventional method was similar to
the proposed method; it uses the load distribution sensor
and features. In this comparison, we authenticated by newly
calculated fuzzy degree, µrSole2(X
S), with respect to either left
or right sole pressure data by Eq. (10):
µrSole2

X sk
 = 39−
i=1
Q rk,i

fk,i

X sk

. (10)
We identified and verified the volunteers by the proposed
method. We performed identification for 20, 30, 40, 50 and 90
volunteers, as shown in Table 3. Table 4 shows the identification
result of each number of volunteers. From this result, we can
see that the proposed method achieved good FAR performance
(FAR= 0.0 (20 subjects), 0.13 (30 subjects), 0.19 (40 subjects)),
the identification performance decreases with an increment
in the number, and the proposed method obtained lower
FRR and FAR than conventional methods. Next, we performed
verification for the same 90 volunteers. Figure 16 shows FRR
and FAR with the threshold [0, 1]. Table 5 shows the EER of
the proposed and conventional methods. Figure 17 shows the
ROC curves of the proposed and conventional methods. FromFigure 15: Examples of ROC curve.
these results, we can see that the verification performance is
also good in a small number of subjects, decreases with an
increment in the number, and the proposed method overhands
a higher verification performance than conventional methods.
6. Conclusion
In this paper, we have proposed a biometrics personal
authentication system aided by fuzzy logic. We employed both
right and left sole pressure distributions while walking. In
this method, a mat type load distribution sensor acquired
the sole pressure data. In authentication, we extracted thirty
nine features from each sole pressure data, and we made
fuzzy if-then rules with statistically determined membership
functions in the learning data for each feature. A fuzzy degree
of sole pressure data for a registered person was calculated and
evaluated in the personal authentication. For identification, we
calculated a fuzzy degree for every registered person, and we
identified the walking person as a registered person with the
largest fuzzy degree. For personal verification, we calculated
the fuzzy degree for a walking person. When the fuzzy degree
was larger than threshold,we verified thewalking person as theTable 4: Identification results.
Number of
volunteers (person)
Proposed method (both sole) Right sole only Left sole only
FRR (%) FAR (%) FRR (%) FAR (%) FRR (%) FAR (%)
20 0.0 0.0 16.7 0.87 16.7 0.87
30 3.9 0.13 22.8 0.79 27.2 0.93
40 7.5 0.19 30.4 0.78 33.8 0.87
50 12.7 0.27 40.0 0.81 41.7 0.85
90 35.0 0.39 59.4 0.67 59.6 0.67Table 5: Verification results.
Number of
volunteers (person)
Proposed method (both sole) Right sole only Left sole only
EER (%) Threshold
(degree)
EER (%) Threshold
(degree)
EER (%) Threshold
(degree)
20 3.07 0.31 8.09 0.29 7.37 0.30
30 3.20 0.31 9.58 0.29 8.44 0.29
40 3.96 0.30 9.69 0.28 9.35 0.29
50 5.32 0.28 10.60 0.28 11.92 0.27
90 8.85 0.27 13.49 0.27 14.97 0.26
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Figure 16: FRR and FAR of verification with threshold change.(a) ROC curves for 20 volunteers. (b) ROC curves for 30 volunteers. (c) ROC curves for 40 volunteers.
(d) ROC curves for 50 volunteers. (e) ROC curves for 90 volunteers.
Figure 17: ROC curves of the proposed method and the conventional methods.given person. In the experiments, we employed 90 volunteers.
For the results on 20 subjects, we identified with 0.0% in FRR,
0.0% in FAR and verified with 3.07% in EER. On 90 subjects, we
did with 35.0% in FRR, 0.39% in FAR and verified the 90 with
8.85% in EER. Thus this system achieved a good performance on
a small number of subjects.We compared the proposedmethod
with a conventional method. The proposed method showeda higher authentication performance than the conventional
method. Generally, FAR ismore important for preventing illegal
access. The proposed system achieved 0.39% in 90 persons.
Considering past footprint recognition systems, such as Ref. [16]
with 85% recognition rate in 10 subjects, Ref. [17] with 4.3%
FAR and 65.1% FRR in 8 subjects, and Ref. [9] with 0.14% FAR
and 1.36% FRR in 11 subjects, this accuracy aided by fuzzy logic
662 T. Takeda et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 18 (2011) 655–662is good enough for the basis of a future footprint biometric
system.
In the future, we will enhance the performance by optimiz-
ing the fuzzy membership functions. Health monitoring under
walking conditions is also important research for human health
care.
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