This paper sheds light on the evaluation of portfolio risk by assuming a distribution capable of incorporating the behaviour of most financial variables, especially at the tails: the so called Edgeworth-Sargan distribution. This density is preferable over other distributions, such as the Student's t, when fitting high frequency financial variables, because of its flexibility for improving data fits by adding more parameters in a natural way.
Introduction 1 .
Risk Management has become a topic of major interest for both researchers and practitioners in the last decades. Several theories have contributed to this development, such as the portfolio selection models (Markovitz, 1952) , the capital asset pricing model (Sharpe, 1964; Lintner, 1965; Mossin, 1966) or the option pricing theory (Black and Scholes, 1973; Merton, 1973) , among others. More recently, Value at Risk, or VaR, has experienced a wide development guided by the regulatory requirements for bank solvency (Group of Thirty,1993 , Basle Committee on Banking Supervision, 1995 , 1996a ,b and 2001 . All these theories represent an overwhelming improvement in quantifying the risk of financial assets, but they still present several shortcomings basically owing to the normality assumption. The nonnormality of high frequency financial variables has been widely tested in financial literature (Mandelbrot, 1963; Harvey and Zhoe, 1993; Dacorogma et al., 1995) finding that the density underlying most financial data is more peaked and heavy tailed than the normal distribution.
Many authors have tackled the non-normality of high frequency financial variables from different perspectives ranging from non-parametric (Gallant and Tauchen, 1989; Robinson, 1995; Newley et al., 1998) to parametric estimation of the underlying density, assuming other specifications like the Student's t (Praetz, 1972; Blattberg and Gonedes, 1974; Rogalski and Vinso, 1978) , jump processes (Ball and Torous, 1983; Jorion, 1988) , mixtures of normal distributions (Hamilton, 1991; Peiró, 1995) , or many other densities (McDonald and Newley, 1988; Baille and Bollerslev, 1990; Mittnik and Rachev, 1993; McDonald and Xu, 1995) . This literature also accounts for the conditional heteroskedasticity phenomenon inherent in this kind of data (Bollerslev, 1987; Baillie and Bollerslev, 1989; Hsieh, 1989; Nelson, 1991; Ding et al., 1993; León and Mora, 1999) , the ARCH and GARCH processes by Engle (1982) and Bollerslev (1986) being the most widely used. However, only few papers focus on the theoretical implications of the non-normality of these variables in financial markets equilibrium - Jurczenko and Maillet (2001) introduce a generalization of CAPM to three moment asset pricing model.
Regarding VaR literature, many different methodologies have been employed to approach to the underlying density, such as historical simulation data and Monte Carlo experiments or parametric estimation (Jorion, 1997; Coronado, 2000) . The most popular method derived by J. P. Morgan Bank (1995) and implemented in "RiskMetrics" is based on the estimation of the variance and covariance matrix of portfolio assets. Therefore, it relies on the simplified, but probably unreasonable, normality hypothesis. The validity of this hypothesis on calculating VaR has been studied by Finger (1987) and Hull and White (1998) , and some alternative specifications have been proposed recently: mixtures of normal distributions (Venkataraman,1997 ), Student's t (Vlaar, 2000; Lucas, 2000) , Hyperbolic distributions (Bauer, 2000) , switching regime models (Billio and Pellizon, 2000) or semi-parametric techniques (Danielsson and de Vries, 2000) .
This article fits into this framework by introducing a new methodology for computing
VaR which attempts to solve some of the deficiencies of previous approaches. This paper focuses on the assumption of the Edgeworth-Sargan distribution -hereafter ES -rather than the normal, which, in fact, is nested on the ES. This latter distribution has been shown capable of capturing salient empirical regularities of the histogram for most high frequency financial variables in Perote (1999) and Mauleón and Perote (2000) . In particular, this distribution is able to account for thicker tails than the normal, as well as for possible asymmetries, as a result of the consideration of a general and flexible parameterisation. Therefore, the use of this density can be interpreted as a semi-non-parametric approach to the underlying density, moreover, the parameter flexibility makes data fits improve, compared to other fitted densities -like Student's t, for instance. Moreover, the ES distribution can be generalised to a multivariate context (Mauleón and Perote, 1999) and thus the variance and covariance matrix of a group of variables can be estimated consistently with the given assumptions. The analytical simplicity of ES represents another advantage of this distribution, since it does not only make optimisation algorithms converge, but also the estimated distribution can be used to calculate probabilities or critical values for confidence intervals, as shown in Perote and Del Brío (2001) .
The next section (2) outlines the general model considered for calculating a portfolio's VaR, and section 3 describes in detail the particular case analysed in the empirical examples.
The empirical results (section 4) are drawn from a sample of daily observations, spanning approximately 14 years of stock indices and long run interest rates for major financial markets.
Finally, conclusions are gathered in section 5. Earning at Risk -hereafter DEaR -whilst Basle Committee shows preference for the ten days period. However, the decision is not really relevant unless structural changes altered the conditional density. Regarding the confidence level, it is clear that the bigger the risk adversion the smaller the confidence level to be used.
General portfolio model.
The other two elements are equivalent under the commonly assumed normality assumption, since the whole structure of the multivariate normal only depends on their variance and covariance matrix 1 . Nevertheless, other distributions, such as the ES, depend on more parameters to account for higher order moments. That is probably the main contribution of this paper: the comparison of normality assumption (case A) versus a more general and complex structure (case B) that incorporates further moments which affect the computation of a portfolio's VaR.
As far as the time varying variance and covariance matrix are concerned, many assumptions may be considered, the ARCH and GARCH models by Engle (1986) and Bollerslev (1987) being the most widespread. In fact, RiskMetrics uses a GARCH(1,1) structure subject to some restricted hypotheses to guarantee the non-stationarity of conditional variances. Our approach does not assume unrestricted GARCH(1,1) processes but constant correlation coefficients 2 , which help the optimisation algorithms to achieve positive definite matrices. Nevertheless, no other simplifying hypotheses are imposed to the variance and covariance matrix 3 . All of these factors are considered in the following portfolio model. 
Let also assume that the correlation of returns on assets i and j at time t can be written as follows:
If it is also assumed that returns on all assets are normally distributed (case A), the distribution of the portfolio is fully characterised, since normal distribution depends only on their first and second moments and linear combinations of normal variables are also normally distributed.
Case A:
Let us suppose that it r ∼ ) , 0 ( 2 it N σ and let ) ( it i r g be its pdf, for all i. Note that these variables are not independent and thus their joint behaviour can be summarised as follows: Under these assumptions, the portfolio is distributed according to:
This previous model is basically the one assumed by RiskMetrics and most risk dealers.
Nevertheless, a straightforward generalisation is possible by considering further order moments also affecting VaR. That is defined in case B. 
Regarding the joint behaviour of portfolio variables (see 2.5), the Edgeworth-Sargan distribution can be also generalised to a multivariate context according to Mauleón and Perote (1999) . These authors provided an expression for multivariate Edgeworth-Sargan distribution which satisfies an interesting property: their marginal distributions behave also as EdgeworthSargan. Therefore, under case B assumptions, we consider that
and the joint density of the vector t R holds the following distribution:
where ) ( t R G stands for the multivariate normal density shown in 2.13.
It is easy to check that linear combinations of Edgeworth-Sargan distributions are also Edgeworth-Sargan distributed, and thus the portfolio holds:
where 2 pt σ satisfies 2.7, although in this case it is worth noting that
Calculating VaR of a simple portfolio.
For the sake of clarity, this section is devoted to describe the kind and composition of the portfolios employed for empirical analysis in next section, i.e. two-asset portfolios. Therefore, Let us also assume that both assets have zero mean (both variables have previously been centred) and present conditional heteroskedasticity that can be explained reasonably well by some GARCH(1,1) process. Moreover, both assets are assumed to be correlated according to the coefficient ij ρ . Therefore, the first and second moments of the variables may be expressed as follows:
Nevertheless, for further analysis of portfolio risk, it is necessary to assume some distributional hypotheses. Once more, case A reflects the commonly used normality assumption, whilst case B imposes a more complex structure based on the Edgeworth-Sargan distribution.
The joint distribution of t r 1 and t r 2 is given in 3.3, and the distribution of the portfolio is derived in 3.4. 
The joint distribution of t r 1 and t r 2 , and the portfolio density are shown in 3.7 and 3.8, 
Empirical results.
This section compares different portfolios' VaRs and different volatility scenarios. In particular, the models shown in previous section are estimated by maximum likelihood and the expected loss for next period -DEaR approach is assumed -is measured as a percentage of the investment and at different confidence level. For the sake of comparison, both the multivariate normal and the ES are estimated. Notice that under normal distribution, VaR can be computed directly through the estimated time varying variance and covariance matrix but, on the other hand, if the ES distribution is assumed the rest of the parameters of the portfolio distribution must be estimated before VaR is calculated, and thus the exact critical value.
Therefore, the methodology used in this section for calculating a portfolio VaR can be summarised in the following steps: firstly, the conditional multivariate distribution for portfolio variables is jointly estimated (either under normality or ES assumption). Secondly, the conditional ES density of the portfolio is estimated, subject to the estimates of the variance and covariance matrix obtained in the first step. Finally, the accurate critical value of the estimated ES for the portfolio -at each confidence level -is computed. A portfolio VaR is just the product of this critical value and the estimated conditional deviation for the portfolio. VaRs under both specifications are compared for different confidence levels (0.05, 0.025 and 0.01).
As a consequence of the ES tails being thicker than those of the normal distribution, the bigger the confidence level, the bigger the expected difference in VaR between both approaches. Tables 1 to 5 show the VaR estimates for different portfolios and scenarios. In particular, table 1 and 4 display the estimates for some portfolios composed of the Dow Jones index and long run interest rates in United States using different weights -0.1, 0.5 and 0.9 -and different time periods (table 1 intends to capture a low volatility period, whilst table 4 accounts for the higher volatile scenario after October 1987 stock market crash). Table 2 summarizes the results for some portfolios composed of the Footsie index and long run interest rates for United Kingdom and, finally, tables 3 and 5 show the VaR of some portfolios weighting Dow Jones and Footsie indices in different volatility scenarios. For the sake of clarity, parameter notation follows that of previous section.
It is worth to note that some of the parameters of the ES distribution have been constrained to zero after testing these hypotheses. In particular, no evidence of asymmetries were found (contrary to other authors like Theodossiou, 1998) , and therefore all the odd parameters of the ES distribution were cancelled out. Moreover, the parameters of some densities were also eliminated to help optimisation algorithms to converge (especially in high and, on the other hand, VaRs assuming a normal density are, in most cases, sharply understated compared to those assuming an ES distribution (up to a 22 percent understatement is detected in some pertfolios at 1 percent confidence level). This result is also in line with Danielsson and de Vries (2000) , who assessed that at 5 percent confidence level RiskMetricks is adequate but underpredicts VaR compared to a semi-parametric method, 12 which is more accurate capturing portfolios' tails behaviour.
With respect to the factors or scenarios that explain the bigger understatements, it is not easy to adventure general conclusions, apart from the fact that underestimates increase as confidence levels decrease. Apparently, it is also clear that the bigger portfolio variance the bigger portfolio VaR, but this insight may be misleading, since one of the advantages of using an ES distribution consists on separating the variance parameter (accounting for dispersion in mean neighbourhood) from the rest of the parameters (capturing kurtosis or dispersion at the tails). For example, positive values for 4 d imply more kurtosis and, therefore, thicker tails than the normal distribution. Another effect, raised by Perote and Del Brío (2001) , is the fact that the ES distribution advantages on measuring risk appeared more clearly in high volatility scenarios, since it is more flexible to incorporate behaviours far from the mean by appending additional parameters. This evidence is highlighted by the increasing differences of VaR obtained in tables 1 and 3 compared to tables 4 and 5, respectively (especially for more volatile portfolios).
Another interesting outcome of this approach is the fact that the GARCH parameters are near non-stationarity, which is consistent with RiskMetriks methodology. As is well known, this persistence of variance captures part of the unconditional kurtosis (Engle and Bollerslev, 1986 ) and, thus, VaR differences are not as large as those that would be found if unconditional normal and ES distributions were estimated. Correlation coefficients also deserve especial attention since they seem not to be as large as they would be expected for stock indices portfolios (tables 3 and 5). This result, also obtained in Mauleón and Perote (1999) , is due to the quotation-time-lag among different markets.
Finally, it is also remarkable that one of the main advantages of this approach is the fact that portfolio weights are just one of the parameters of the model and, therefore, the estimates of different portfolios can help risk managers to choose the strategies that minimise VaR at any period depending on weight and risk aversion.
Conclusions.
The Edgeworth-Sargan density has been shown capable of fitting financial univariate densities as well as multivariate densities in previous articles (Mauleón and Perote, 1999; . However, unless this distribution were able to capture VaR adequately, its usefulness would be jeopardized, somehow. The purpose of this paper is to show the applicability of this distribution to measure VaR more accurately than through the traditional normal assumption. In this paper, a methodology for computing VaR consistently with the ES distributional hypothesis has been developed and applied to calculate VaR for different portfolios at different confidence levels and in distinct volatility scenarios. For the sake of comparison, VaR under normal hypothesis has also been computed, hence, the differences between both methodologies represent clear evidence of an understatement of VaR in most cases.
The main facts, supporting the claims of the preceding paragraph, can be summarized as follows:
1.-High frequency financial variables are found to be far from normality, therefore VaR methodology should be modified accordingly to this evidence. Edgeworth-Sargan distribution is able to account for the main empirical features of the underlying density and provides a flexible and simple parametric representation to incorporate into VaR methodology. Moreover, the normal distribution is nested on the Edgeworth-Sargan and thus testing and comparing both distributional hypotheses can be easily analysed. 4.-This general approach to calculate VaR assuming an ES distribution can help risk managers to accurately measure risk, since the risk measurements can be improved by adding more parameters to the flexible ES parametric formulation. Moreover, optimal weighting policies can be also straightforward developed.
References: * The parameter is not significant at 5% confidence level.
1 Assuming that the variables have previously been centred and thus have zero mean.
2 They do not imply constant covariances, since each variance depends on the time period.
3 For example, assuming that the returns of all assets depend linearly on a benchmark and that the disturbances of the models are uncorrelated simplifies the covariances structure for a portfolio composed of several assets. 4 Observe that weights are known at time t. 
