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Abstract
As a real-time optimization technique, modifier adaptation (MA) has gained much significance in
recent years. This is mainly due to the fact that MA can deal explicitly with structural plant-model
mismatch and unknown disturbances. MA is an iterative technique that is ideally suited to real-life
applications. Its two main features are the way measurements are used to correct the model and
the role played by the model in actually computing the next inputs.
This paper analyzes these two features and shows that, although MA computes the next inputs
via numerical optimization, it can be viewed as a feedback control scheme, with optimization
implementing feedback to match the plant KKT conditions. As a result, the role of the model
is downplayed to the point that model accuracy is not an important issue. The key issues are
gradient estimation and model adequacy, the latter requiring that the model possesses the correct
curvature of the cost function at the plant optimum. The main role of optimization is to identify
the proper set of controlled variables (the active constraints and reduced gradients) as these might
change with the operating point and disturbances. Thanks to this reduced requirement on model
accuracy, MA is ideally suited to drive real-life processes to optimality. This is illustrated through
two experimental systems with very different optimization features, namely, a commercial fuel-cell
system and an experimental kite setup for harnessing wind energy.
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Optimization of real-life processes is a difficult task that requires a significant amount of infor-
mation for successful implementation. This is particularly difficult in the presence of uncertainty,
which has three main sources, namely, (i) parametric uncertainty when the values of the model
parameters do not correspond to the reality of the plant; (ii) structural plant-model mismatch
when the structure of the model is incorrect, for example in the case of unknown phenomena or
neglected dynamics; and (iii) unmeasured process disturbances. Of course these three sources are
not mutually exclusive.
Real-time optimization (RTO) has emerged over the past forty years to overcome these dif-
ficulties. RTO incorporates process measurements in the optimization framework to combat the
detrimental effect of uncertainty. The most common strategy is to use measurements and improve
the model via parameter adjustment. Then, the updated model is used to compute optimal in-
puts. Since this correction is local at the current operating point, this “two-step approach” of
parameter estimation and process optimization needs to be repeated until convergence is reached
[9, 23]. However, convergence to plant optimality is not guaranteed, as the two-step approach
is not designed to deal with structural plant-model mismatch. The difficulty of converging to
plant optimality motivated the development of a modified two-step approach, referred to as “in-
tegrated system optimization and parameter estimation” (ISOPE) [5, 25]. For problems without
process-dependent constraints, ISOPE incorporates plant-gradient information in the cost func-
tion of the optimization problem such that the Karush-Kuhn-Tucker (KKT) optimality conditions
for the plant are satisfied upon convergence. Later, the ISOPE algorithm was simplified through
elimination of the parameter estimation step [29]. Gao and Engell [19] extended that approach to
problems with process-dependent constraints by including first-order correction terms to the con-
straints. Marchetti et al. [20] proposed to use the same type of affine corrections in both the cost
and constraint functions and labeled the approach “modifier adaptation” (MA). MA can be viewed
as an extension to the constraint-adaptation (CA) approach that consists in shifting the constraints
in the model-based optimization problem [7, 16], or, conversely, CA can be seen as a special case
of MA, whereby the KKT conditions encompass only active constraints. A comprehensive analysis
of the main MA properties, such as KKT matching upon convergence, model-adequacy conditions,
and necessary conditions for local asymptotic convergence can be found in [22]. Several variants of
2
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modifier adaptation have been proposed, such as dual modifier adaptation [21], directional modifier
adaptation [11], nested modifier adaptation [24], and second-order modifier adaptation [15].
The paper analyzes CA and MA and shows that these two schemes based on repeated opti-
mization can be interpreted as feedback control schemes with integral action. Hence, they can
reach plant optimality (offset-free RTO) even in the presence of a significant amount of structural
plant-model mismatch. Furthermore, the paper investigates the role played by the model to reach
plant optimality. It is argued that the key model property is model adequacy and not model
accuracy. Based on these investigations, it is possible to provide guidelines for implementation.
These guidelines include the choice of the RTO scheme (CA or MA), the selection of a small num-
ber of modifiers, ways of estimating the static plant gradients as well as some factors that affect
the convergence speed. The performance of CA and MA is illustrated via two experimental stud-
ies, namely, a commercial fuel-cell system, the optimality of which is fully determined by active
constraints (CA), and an experimental kite setup for harnessing wind energy that has no active
constraint (MA).
The paper is organized as follows. Section 2 formulates the RTO problem, presents the corre-
sponding necessary conditions of optimality (NCO), and briefly revisits the CA and MA schemes.
In Section 3, CA and MA are analyzed and formulated as feedback control schemes. Section 4 dis-
cusses model adequacy and model accuracy requirements for both CA and MA. Section 5 presents
some guidelines for MA implementation. Two experimental case studies, namely, a fuel-cell system




The purpose of static real-time optimization (RTO) is to optimize process operation by finding the
solution to the following optimization problem:
min
u
Φp(u) := φ(u,yp(u)) (1)
s.t. Gp,i(u) := gi(u,yp(u)) ≤ 0, i = 1, . . . , ng,
where u ∈ IRnu denotes the decision (or input) variables; yp ∈ IR
ny are the measured output
variables; φ : IRnu × IRny → IR is the cost function to be minimized; gi : IR
nu × IRny → IR,
3
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i = 1, . . . , ng, is the set of process-dependent inequality constraints. The notation (·)p is used
throughout for variables associated with the plant.
This formulation assumes that φ and gi are known functions of u and yp, that is, they can be
directly measured or evaluated from knowledge of u and measurement of yp. However, the steady-
state input-output mapping of the plant yp(u) is typically unknown, and only the approximate
nonlinear model y(u) is available.
The model-based counterpart of Problem (1) is given by the following nonlinear program (NLP):
min
u
Φ(u) := φ(u,y(u)) (2)
s.t. Gi(u) := gi(u,y(u)) ≤ 0, i = 1, . . . , ng.
In the presence of plant-model mismatch, the solution to Problem (2) does not generally match
the solution to Problem (1).
In real-time optimization, the solution to Problem (1) is approached by iteratively re-evaluating
the inputs applied to the plant. Let uk denote the inputs applied to the plant at the k
th RTO





s.t. Gi,k(u) ≤ 0, i = 1, . . . , ng,
where Φk(u) is the cost function and Gi,k(u), i = 1, . . . , ng, the constraint functions at the k
th
RTO iteration. In order to deal with plant-model mismatch, Φk(u) and Gi,k(u), i = 1, . . . , ng,
are typically updated at each RTO iteration on the basis of collected measurements. Examples of
updating strategies include the computation of new model parameters, as in two-step approaches
[9], and the computation of additive correction terms for the cost and constraint functions, as in
modifier-adaptation schemes [20].
2.2. Necessary Conditions of Optimality
Local minima of Problems (1) and (2) are characterized by the NCO [1]. For example, for u⋆
to be a (local) minimum of Eq. (2), there must exist a vector ν⋆ = [ν⋆1 , . . . , ν
⋆
ng
]T such that the
4
Page 4 of 35
ACS Paragon Plus Environment







































































(u⋆) = 0 (4a)
Gi(u
⋆) ≤ 0, ∀i ∈ {1, . . . , ng} (4b)
ν⋆i Gi(u
⋆) = 0, ∀i ∈ {1, . . . , ng} (4c)
ν⋆i ≥ 0, ∀i ∈ {1, . . . , ng}. (4d)
Since ν⋆i = 0 for the inactive constraint Gi(u
⋆) < 0, one can write Eq. (4) by considering only












(u⋆) = 0 (5a)
Gai (u
⋆) = 0, ∀i ∈ {1, . . . , nag} (5b)
νa
⋆
i ≥ 0, ∀i ∈ {1, . . . , n
a
g}, (5c)
where the superscript (·)a denotes a quantity associated with the active constraints.
Eq. (5a) indicates that the cost gradient must be aligned with a linear combination of the
gradients of the active constraints. Assuming that the gradients of the active constraints are
linearly independent at the model optimum u⋆, one can write:
∂Ga
∂u
(u⋆)N = 0, (6)
where N ∈ IRnu×(nu−n
a










g) is the reduced cost gradient of optimization Problem (2).3 Hence, if
the set of active constraints is known, the KKT conditions can be expressed in terms of nag active
constraints and (nu − n
a
g) reduced gradients as follows:
Ga(u⋆) = 0, (8a)
∇rΦ(u
⋆) = 0. (8b)






(u⋆) since it represents the steady-state cost variation
with respect to u when the active constraints are met.
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In CA, zero-order correction terms are added to the constraint functions of the optimization





εGik := Gp,i(uk)−Gi(uk), i = 1, . . . , ng, (9)
which correspond to bias terms representing the differences between the plant values and the
predicted values of the constrained variables at uk. Note that, if the constraints are known functions
of the inputs u, the corresponding modifiers are zero since no model correction is necessary. For
example, the input upper and lower bounds are constraints that are perfectly known.





s.t. Gi(u) + ε
Gi
k ≤ 0, i = 1, . . . , ng, (10b)




However, the update strategy Eq. (11) may result in excessive correction, which could compromise
the convergence of the algorithm. Hence, one usually relies on first-order filters that are applied to
either the modifiers or the inputs. In the former case, one updates the modifiers using the following
first-order filter equations [20]:
ε
G







where the filter matrix Kε is typically selected as a diagonal matrix with eigenvalues in the interval
(0, 1]. In the latter case, one filters the optimal inputs u⋆k+1 with K ∈ diag(k1, . . . , knu), ki ∈ (0, 1]:
uk+1 = uk +K(u
⋆
k+1 − uk). (13)
The appeal of CA lies both in its simplicity and in the fact that it can provide a satisfactory
solution to a large number to optimization problems of industrial processes, for which most of the
optimization potential lies in keeping a set of constraints active.
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If the NCO encompass both active constraints and reduced gradients, one can use MA to adjust
the inputs and meet the plant NCO. This is done by adding first-order correction terms to the cost
and constraint functions of the optimization problem [20]. At the kth iteration with the inputs uk,
the modified cost and constraint functions are constructed as follows:









T(u− uk) ≤ 0, i = 1, . . . , ng, (15)
with the modifiers εGik ∈ IR, λ
Φ
k ∈ IR
nu , and λGik ∈ IR
nu given by
















(uk), i = 1, . . . , ng. (16c)
The zero-order modifiers εGik correspond to bias terms representing the differences between the




k represent the differences







assumed to be available at uk. Again, if the cost and constraints are known functions of the inputs
u, the corresponding modifiers are zero since no model correction is necessary.













T(u− uk) ≤ 0, i = 1, . . . , ng, (17b)




However, since the model is only locally valid, the update strategy Eq. (18) may result in
excessive correction, which could compromise the convergence of the algorithm. Hence, one usually
relies on first-order filters that are applied to either the modifiers or the inputs. In the former case,
7
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one updates the modifiers using the following first-order filter equations [20]:
ε
G
k = (Ing −K
ε)εGk−1 +K
ε (Gp(uk)−G(uk)) , (19a)
λ
Φ


























, i = 1, . . . , ng, (19c)
where the filter matrices Kε, KΦ, and KGi are typically selected as diagonal matrices with eigen-
values in the interval (0, 1]. In the latter case, one filters as per Eq. (13). The appeal of MA lies
in its ability to reach a KKT point of the plant upon convergence, as expressed in the following
theorem.
Theorem 1 (KKT matching upon convergence [20]). Consider MA with filters on either the
modifiers or the inputs. Let u∞ = lim
k→∞
uk be a fixed point of the repeated modified optimization
Problem (17). Then, u∞ is a KKT point of the plant Problem (1).
3. Modifier Adaptation = Feedback Control via Repeated Optimization
Feedback control can achieve offset-free behavior in the absence of a process model. This
is well understood and accepted by industrial practitioners. However, when it comes to process
optimization, there is the preconception that a fairly accurate model is required. This preconception
is justified, as there are many examples in industry where the optimization performance depends
strongly on the accuracy of the model at hand [26]. Also, for the classical two-step approach used in
RTO, the accuracy of the model and the ability to estimate online the uncertain model parameters
are key factors in achieving optimal process operations [6, 30]. Although the two-step approach
uses online measurements to update the model, the measurements and the adaptation strategy are
not designed to cope with structural plant-model mismatch [8].
On the other hand, MA seems to have a few features that make it very appealing for practical
applications (see [22] for an overview of MA case studies):
• Model correction is targeted to reaching plant optimality. KKT matching is enforced locally
via affine corrections to the cost and constraint functions. This way, in MA, the model is
locally perfect for optimization!
8
Page 8 of 35
ACS Paragon Plus Environment





























































• The approach is rather insensitive to model accuracy. This may sound surprising, but it is
related to the role played by the model and the modifiers in MA. While most RTO schemes
update the model and compute a KKT point for the model, MA modifies the nominal model
so as to be able to enforce a KKT point for the plant. This requires (i) determining the correct
set of active constraints at the plant optimum, and (ii) matching the reduced plant gradient.
Since there are as many KKT conditions to satisfy as there are degrees of freedom, the MA
algorithm can be viewed as an integral feedback control scheme that tracks the plant KKT
conditions with zero offset. Hence, although MA uses numerical optimization at each iteration
and has been classified as a RTO scheme that uses optimization-specific measurements and
re-optimization [28], it can also be interpreted as a feedback control scheme.
In this section, we show that CA can be viewed as a feedback control scheme that tracks the
active plant constraints. Similarly, MA can be viewed as a feedback control scheme that tracks the
plant KKT conditions.
3.1. Constraint Adaptation as a Feedback Control Scheme
For simplicity of illustration, we consider the CA Problem (10) without filtering, that is, with
the modifiers computed as εGk = Gp(uk)−G(uk) and the optimal inputs u
⋆
k+1 applied to the plant
as per Eq. (11). Upon elimination of the inactive constraints, the NCO of Problem (10) read:
Ga(u) + εG
a






(u) = 0. (20b)
These conditions are satisfied at the optimum u⋆k+1, and also at the next input uk+1 since no







(uk)(uk+1 − uk) + ε
G
a
k = 0, (21a)
∂Φ
∂u














where the ith row of matrix Mk ∈ IR
nag×nu is given by:
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(uk)(uk+1 − uk) +G
a














which allows eliminating the Lagrange multipliers νak+1 from the NCO. The next inputs uk+1 can
be computed from Eq. (24) as follows:





















(uk)Nk is the reduced cost gradient predicted by the model. Eq. (25)
corresponds to a run-to-run feedback control law that (i) enforces the active plant constraints, and
(ii) drives the reduced gradient predicted by the model to zero.
3.2. Modifier Adaptation as a Feedback Control Scheme
For simplicity of illustration, we consider the MA Problem (17) without filtering, that is, with
the modifiers computed as per Eq. (16) and the optimal inputs u⋆k+1 applied to the plant as per







T(u− uk) = 0, (26a)
∂Φ
∂u











As a first-order approximation to the NCO (26), evaluated at uk+1 and ν
a











T(uk+1 − uk) = 0, (27a)
∂Φ
∂u
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(uk)(uk+1 − uk) = 0, (28a)
∂Φp
∂u




























Nk = 0. (29)
Post-multiplying Eq. (28b) by Nk and transposing gives:
∂Gap
∂u
(uk)(uk+1 − uk) +G
a














which allows eliminating the Lagrange multipliers νak+1 from the NCO. The next inputs uk+1 can
be computed from Eq. (30) as follows:






















(uk)Nk is the reduced cost gradient of the plant. Eq. (31) corresponds to
a run-to-run feedback control law that (i) enforces the active plant constraints, and (ii) drives the
reduced gradient of the plant to zero.
This analysis has shown that MA can be viewed as a run-to-run integral feedback control
scheme that tracks the plant NCO with zero offset. Note that the feedback control law (31) has
been derived directly from the first-order approximation to the NCO of Problem (17).
Remark 1. Despite the strong similarity between the feedback laws (25) and (31), there is a subtle
but major difference: the feedback law associated with CA controls the active plant constraints
and the reduced cost gradient predicted by the model, whereas the feedback law associated with MA
controls the active plant constraints and the reduced cost gradient of the plant.
Remark 2. CA and MA correspond to integral feedback laws, the gains of which are given by the
inverted matrices in Eqs. (25) and (31). The CA gains are purely model-based, whereas they are
both model- and measurement-based in MA.
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Remark 3. Since Mk depends on uk+1 as per Eq. (22), the computation of the null space matrix
Nk requires the knowledge of uk+1. Hence, for a practical implementation of the control scheme




However, the purpose here is not to replace MA by a feedback control scheme, but rather to show
that the solution uk+1 obtained by solving the modified optimization Problem (17) can be interpreted
as the inputs computed by a feedback controller that tracks the plant NCO. Solving optimization
Problem (17) has the advantage that the active constraints at the plant optimum need not to be
known a priori.
4. Model Adequacy vs. Model Accuracy
The reformulation of CA and MA as feedback control schemes helps understand that these
schemes can achieve offset-free behavior in the absence of an accurate model. In this section, we
address two important optimization-related model properties, namely, model adequacy and model
accuracy.
4.1. Model Adequacy
The question of whether a model is adequate for use in an RTO scheme was addressed by
Forbes and Marlin [17], who proposed the following point-wise model-adequacy definition:
Definition 1 (Model adequacy). A process model is said to be adequate if it is capable of producing
a fixed point of the RTO algorithm at the plant optimum u⋆p.
In other words, the plant optimum u⋆p must be a local minimum of the RTO problem when the
underlying model is updated at u⋆p.
4.1.1. Model adequacy for CA
In the presence of plant-model mismatch, constraint adaptation does not, in general, have
the ability to converge to plant optimality, except if there are, at the plant optimum, as many
independent active constraints as input variables. For this case, the model-adequacy conditions
proposed by Forbes and Marlin [16] are given in the following proposition:
Proposition 1 (Model-adequacy conditions for CA [16]). Let u⋆p be a regular point for the con-
straints and the unique plant optimum, and let the number of active constraints at u⋆p be equal to
12
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the number of inputs. A candidate model is said to be adequate for use in the CA scheme if the















g = nu. (32b)
In other words, the negative of the cost gradient should belong to the convex cone generated
by the gradients of the active constraints. These conditions ensure that the gradient errors in the
cost and constraint functions predicted by the model do not change the set of active constraints.
As will be illustrated in Section 4.2.1, this condition can often be satisfied despite the presence of
significant plant-model mismatch.
4.1.2. Model adequacy for MA
The plant optimum satisfies the first- and second-order KKT conditions of the plant optimiza-
tion Problem (1). The adequacy criterion requires that u⋆p also satisfies the first- and second-order
KKT conditions for the modified optimization Problem (17), with the modifiers (16) evaluated at
u⋆p. As MA matches the plant first-order KKT elements by construction, the model-adequacy con-
ditions involve meeting the second-order conditions. That is, the reduced Hessian of the Lagrangian
must be positive semi-definite at u⋆p. The following proposition characterizes model adequacy based
on the second-order conditions.
Proposition 2 (Model-adequacy conditions for MA [20]). Let u⋆p be a regular point for the con-
straints and the unique plant optimum. Let ∇2rL(u
⋆
p) denote the reduced Hessian of the Lagrangian
of Problem (17) at u⋆p. Then, the following statements hold:
i If ∇2rL(u
⋆
p) is positive definite, then the process model is adequate for use in the MA scheme.
ii If ∇2rL(u
⋆




p) is positive semi-definite and singular, then the second-order conditions are not
conclusive with respect to model adequacy.
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This section investigates the interplay between model adequacy and model accuracy. How
accurate does an adequate model need to be? Or said differently, how inaccurate can a model be
and still be adequate?
4.2.1. Model accuracy for CA
In the case of optimization problems with solution at the intersection of active constraints,
it is important that the model correctly predicts the constrained quantities. Instead of solving a
parameter estimation problem online, which does not necessarily improve the model in the presence
of structural plant-model mismatch, CA offers a simple and effective strategy for matching the plant
constraints.
Consider the two-dimensional optimization problem illustrated in Figure 1a. The plant op-
timum is found at the intersection of the constraints Gp,1 and Gp,2. The situation using three
different linear models is also illustrated in Figure 1. Models A and B, which are shown in Fig-
ures 1b and 1c, are both adequate as the negative of the cost gradient belongs to the convex cone
generated by the gradients of the active constraints (shaded cone). Note that both models present
significant plant-model mismatch, including mismatch between the plant and the model gradients;
yet, it is possible to converge to plant optimality by simply shifting the constraints G1 and G2 to
the plant optimum, as indicated by the green arrows. The situation for the inadequate Model C is
shown in Figure 1d. In this case, all the input values belonging to the lightly shaded cone above
the cost function exhibit a better cost than the plant optimum. Hence, the model is inadequate,
and it is not possible to reach plant optimality by simply shifting the constraints, as indicated by
the red arrows. This example shows that CA can tolerate a large amount of modeling error and
still predict the correct active set, with the ability to converge to plant optimality.
Constraint adaptation can also provide a satisfactory solution to optimization problems for
which the model-adequacy conditions cannot be satisfied because the optimum is not fully deter-
mined by active constraints. Indeed, as discussed in Chachuat et al. [7], it often happens that most
of the optimization potential lies in keeping a set of constraints active, while there is little to gain
by zeroing the reduced cost gradient.
14
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(a) Plant (b) Adequate Model A


























Figure 1: Illustration of model adequacy and model accuracy for CA in a two-dimensional problem. Nonlinear
plant, and three different linear models. The dashed curve represents the cost function. The black dot, at which
the gradients are shown, represents the plant optimum u⋆p. The model adequacy condition is satisfied when −∇Φ
belongs to the shaded cone generated by ∇G1 and ∇G2.
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4.2.2. Model accuracy for MA
MA was developed to overcome the effect of all types of plant-model mismatch on the KKT
conditions. It does it by adding affine corrections to the cost and constraint functions as seen
in Problem (17). The modifier terms are so constructed that the modified model and the plant
locally share the same first-order KKT conditions [1]. The role of the model in MA can be better
understood by considering two extreme cases:
(i) In the absence of a model, or with a very elementary surrogate model, MA may still converge
to plant optimality, however at the cost of a large number of iterations.
(ii) With a perfect model, the modifiers are equal to zero, and one can reach plant optimality
without the need for iteration.
In most practical applications the available model will be somewhere between these two extreme
cases. Often, the model captures the main trade-offs in the system but is not able to correctly
predict the plant KKT. This is where the modifiers come in handy. With the corrections provided
by the modifiers, the nominal (often inaccurate) model is made “locally perfect for optimization” at
uk. Note that, if the model were globally perfect, optimization would compute the plant optimum
right away. However, since the model is only locally perfect, one needs to take small steps (only
move there where the model holds) and repeat the operation to reach plant optimality.
In MA, predicting the correct set of active constraints at the optimum is not a model-adequacy
condition as this is guaranteed upon convergence. Also, note that KKT matching implies that
the Lagrange multipliers of the modified model and the plant match [20]. The model-adequacy
condition only states that the model should posses the right curvature at the plant optimum.
The effect of using a model with the correct or incorrect curvature can be visualized in Figure 2
for the case of a one-dimensional optimization problem. Figure 2a considers the case of the adequate
Model A. At the initial point u0, the modified model Φm,0 matches the plant value and gradient.
Optimization of the modified model yields the new operating point u1, which is closer to the plant
optimum u⋆p than u0. If this procedure is repeated, plant optimality can be reached iteratively. On
the other hand, the situation with Model B that does not possess the right curvature is illustrated
in Figure 2b. In this case, optimization of the model modified at u0 will result in some infinite
value. If a sufficiently small trust region is defined in the neighborhood of u0, then it is still possible
16
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(a) Adequate Model A













Figure 2: Model adequacy and model accuracy for MA in a one-dimensional problem.
to improve the plant cost, but the model is of little use for defining this trust region.
4.3. Model Requirement
Through local corrections and iterations, one can drive an uncertain plant to optimality using
a simplified model and specific measurements. In other words, even a “poor” nominal model can
be made appropriate for real-time optimization. This notion of appropriateness is associated with
model adequacy rather than model accuracy.
From a different perspective, one can say that CA and MA are relatively independent on
model accuracy because of the presence of feedback. Feedback is implemented in two ways: (i)
adapt the model and make it locally optimal for optimization, and (ii) compute the inputs via
re-optimization. Note, however, that CA and MA do not work with any model. The model must
satisfy model-adequacy conditions, which basically say that the model must predict the correct set
17
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of active constraints and possess the right cost curvature at the unknown plant optimum u⋆p [22].
The important point here is that the emphasis is not on (quantitative) model accuracy but rather
on (qualitative) model adequacy!
5. Guidelines for Implementation
This section discusses some of the difficulties associated with the implementation of CA and
MA. We will discuss successively the choice of the RTO strategy, the selection of modifiers, gradient
estimation, and the optimization speed.
5.1. Constraint Adaptation vs. Modifier Adaptation
MA is designed to cope with structural plant-model mismatch. However, the mere fact that the
available model presents structural uncertainty is not enough to justify the implementation of MA.
One has to investigate the characteristics of the optimal solution. As mentioned in Section 4.2,
CA often suffices when the solution is mostly determined by active constraints. To justify the use
of MA, there must be some gain from correcting the gradients.
5.2. Selection of Modifiers
Modifiers are used to adjust the model cost and constraint functions due to the presence of
uncertainty. Hence, if a constraint function does not carry any uncertainty, such as an input bound,
there is no need to adjust it with modifiers. With nu inputs, there are in principle ng modifiers
ε
G, nu modifiers λ
Φ and ngnu modifiers λ
G. The (ng + 1)nu first-order modifiers are the most
challenging to estimate.
In setting up a MA scheme, and in order to ease the task of estimating plant gradients, one
may decide to reduce the number of first-order modifiers. This can be done in two different ways:
• With nu inputs, optimization will enforce nu optimality conditions, namely, n
a
g active con-
straints and (nu − n
a
g) reduced gradients. Hence, in principle, it is only necessary to use
modifiers to adjust these optimality conditions. The difficulty is that it is not known a priori
which nag out of ng constraints are going to be active. Hence, modifiers are typically added to
more constraints than necessary. However, there is no need to add modifiers to a constraint
that is clearly not going to be active at the plant optimum!
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• The number of first-order modifiers is proportional to the number of inputs nu. It turns out
that, in the nu-dimensional input space, certains direction are more important than others.
Since gradient estimation can be experimentally expensive, Costello et al. [11] proposed to
reduce the burden of gradient estimation by estimating plant derivatives only along a handful
of input directions called privileged directions. These privileged directions are determined by
computing the sensitivities of the Lagrangian gradient with respect to parametric perturba-
tions associated with the uncertainty. Singhal et al. [27] extended this concept and proposed
a global sensitivity analysis that ranks the input directions according to their global effect.
5.3. Gradient Estimation
The estimation of plant gradients represents the main difficulty in implementing MA. Gradient
estimation relies on either steady-state perturbation methods that use only steady-state data or
dynamic perturbation methods that use transient data. These two classes of methods have been
discussed by [22, 28] and the reader is invited to look at these publications and the references
therein for more details.
5.4. Optimization Speed
The time-consuming task in MA (not there in CA) is really the estimation of experimental
steady-state gradients. Hence, the speed for a RTO scheme to converge depends heavily on the
method used for gradient estimation as discussed in the previous subsection.
5.4.1. Adaptation using steady-state measurements
When based on steady-state measurements, optimization is significantly slower than the system
dynamics. For continuous processes, this means that the system dynamics need to be stable and
fast compared to the time scale of the optimization, which implies that the plant can effectively
be considered as a static system. For batch processes, this means that the adaptation is on a
run-to-run basis with no adaptation during a given batch.
5.4.2. Adaptation using transient measurements
Since waiting for the plant to reach steady state may be inappropriate for slow processes, it has
been proposed to speed up the procedure by using transient measurements instead [18]. However,
the measurements need to represent the plant steady state that would be reached with the current
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inputs. To estimate this steady state, one can process transient measurements through a dynamic
model that corrects the measurements for the fact that the plant has not yet reached steady state
[14]. This way, there is no need to wait for the plant to settle to steady state between successive
RTO iterations, and plant optimality can be enforced in a single transient operation to steady
state. More details can be found in [12].
6. Case Studies
Two experimental case studies are presented next, namely, a commercial fuel-cell system with
a nominal power of 1.5 kW for electricity production and a kite for harnessing wind energy. These
two systems have different optimization features: optimality of the fuel-cell system is determined by
active constraints, whereas the kite setup has no active constraint. Together, these two applications
illustrate the power of CA and MA in the presence of significant plant-model mismatch. Since these
two studies have been published already, we will only present the basic features to illustrate the
topic of this paper. For more details about the case studies, the reader is invited to look at the
original references.
6.1. Fuel-cell System
This application is described in [12]. It deals with a commercial fuel-cell system that includes
several units to produce electricity from methane at very high efficiency. This example is particu-
larly interesting because (i) the optimal operating point is entirely determined by active constraints
and thus RTO can by implemented via CA, and (ii) the set of active constraints changes with the
operating point (in this case, the electrical power demand).
6.1.1. A commercial device
BlueGEN is a fully integrated SOFC fuel-cell module that converts fuel into electrical energy.
Natural gas or biomethane can be used as the source of energy. At the electrical power of 1.5 kW
and electrical efficiency of about 60%, the fuel consumption is about 2.5 kW.
The BlueGEN system includes a pre-reformer, a stack, an afterburner and several heat ex-
changers. The stack consists of 70 planar anode-supported cells and is operated at temperatures
between 650◦C and 850◦C. The flowsheet is given in Figure 3. The electrical current and the flows
of air, fuel and cooling air are the system inputs and represent the decision variables (or degrees of
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Figure 3: BlueGEN flowsheet. The blue variables represent manipulated variables, while the red variables denote
output measurements.
freedom) for optimization. The measured outputs are the cathode inlet and outlet temperatures
of the stack, the afterburner temperature, and the electrical potential of the stack. The electrical
power, system efficiency, fuel utilization and air-excess ratio are computed based on the input and
output variables.
6.1.2. Simplified model
As discussed above, MA in general (and CA in this example) does not require an accurate
model since optimality is computed by enforcing the plant KKT conditions. The model is only
there to guarantee that the correct set of constraints is active. To reflect this aspect, we say here
that we use a simplified model (in practice, we use the best available model, which, however, does
not need to be very accurate). In particular, we will use a lumped model as this will be sufficient to
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capture the fundamental aspects of the SOFC system. For additional details, the reader is referred
to [13].
The dynamic behavior of a SOFC stack is characterized by a fast response of the cell voltage to
a step change in current density, followed by an equilibration process that is considerably slower.
BlueGEN has several components, with each component being characterized by its own dynamics.
Moreover, the system has a thermal recycle, which increases its dynamic complexity. Hence, the
system is expected to have (i) fast dynamics associated with the electrochemical reactions, (ii) slow
dynamics associated with the thermal inertia of the individual components, and (iii) still slower
dynamics associated with the thermal recycle. The four available inputs are the current and the
flowrates of fuel, air and cooling air, that is, u = [I, qCH4 , qair, qcool]
T.
6.1.3. Optimization problem
Offline numerical optimization has confirmed that optimal operation corresponds to four (1
equality and 3 inequality) constraints being active. Hence, RTO can be implemented via CA, a
simpler version of MA that only considers zeroth-order modifiers.
BlueGEN has several operational constraints. The constraints that most limit efficiency are
an upper bound on fuel utilization and a lower bound on cell voltage. The static optimization
problem, with all the constraints used in this study and the corresponding zeroth-order modifiers,
can be written mathematically as follows:
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k ≥ 0.76 [V ]
650 ≤ Tcath,in(u)+ ǫ
Tcath,in
k ≤ 750 [
◦C]
650 ≤ Tcath,out(u)+ ǫ
Tcath,out




0 ≤ I ≤ 50 [A]
1 ≤ qCH4 ≤ 7 [L.min
−1]
85 ≤ qair ≤ 200 [L.min
−1]
0 ≤ qcool ≤ 40 [L.min
−1],
(33)
where η is the efficiency of the SOFC system, Pel represents the power demand and P
S
el its setpoint,
Ucell denotes the cell voltage, ν is the fuel utilization, λair represents the air excess ratio, LHVCH4 is
the low heat value of the fuel, I is the electrical current, qCH4 , qair and qcool denote the flowrates of
fuel, air and cooling air, Tcath,in and Tcath,out represent the cathode inlet and outlet temperatures,
respectively.
Remark 4. Optimization Problem (33) contains four zeroth-order modifiers. Note that the four
inputs do not have modifiers since there are perfectly known. Furthermore, the fuel utilization ν
and the air excess ratio λair do not have modifiers either because they are only functions of the
inputs and thus do not carry any uncertainty.
Remark 5. Implementation of CA is straightforward: At the kth iteration (be it at steady state or
during transient, see Section 5.4), the four modifiers are computed from measurements according
to Eq. (9), NLP (33) is solved for u⋆k+1, and input filtering is applied according to Eq. (13).
6.1.4. Experimental results
This section describes the experimental results obtained upon applying fast CA to BlueGEN.
The electrical power demand acts as an unknown disturbance. The dynamic model is the simplified
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model described in Section 6.1.2. A diagonal filter matrix with Kf = 0.4 is used. The power















1.0 [kW], t ≤ 2 h
1.25 [kW], 2 h < t ≤ 4 h
1.5 [kW], t > 4 h.
(34)
BlueGEN starts at steady state with an electrical power of 1 kW and about 55% DC efficiency.
CA is repeated with the RTO period of 5 min until convergence. Figures 4 and 5 depict the
performance of fast CA.
DC electrical efficiency increases to about 64.5% in the first 30 min. However, since the system
is not at thermal equilibrium, efficiency decreases slightly with temperature to eventually reach
64% after 2 h. Hence, electrical efficiency is increased by about 16% with respect to its initial value
for the same electrical power.
Next, the power setpoint is changed to 1.25 kW after 2 h. It takes the system about 15 min
to reach 96% of the new power setpoint and 45 min to completely reach it. The cell potential and
the temperatures keep increasing, with the electrical efficiency reaching 62% at this point.
Finally, after 4 h, the electrical power setpoint is changed to 1.5 kW. The system takes about
11 min to complete 95% of the change and 40 min to fully complete it. Electrical efficiency reaches
about 61% after 2 h.
For all tested electrical power demands, and upon convergence, optimal operation is determined
by active constraints (Figures 4 and 5). At steady state, for the power setpoint of 1 kW, the
following four constraints are active: electrical power, cathode inlet temperature, air and cooling
air flowrates. At the power of 1.25 kW, another set of four constraints are active, namely, electrical
power, fuel utilization, air-excess ratio, and cooling air flowrate. Finally, at the power of 1.5 kW,
the active constraints are electrical power, fuel utilization, cathode outlet temperature, and cooling
air flowrate.
6.1.5. Why it works so well in practice
The commercial fuel-cell system is a complex dynamic system composed of several units. It
involves chemical reactions, heat exchange and thermal recycle. Detailed modeling of the sys-
tem would represent a very time-consuming task. However, operational optimization turns out
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Figure 4: Fast CA applied to BlueGEN during power variation of 1-1.5 kW: Efficiency, current, electrical power,
methane flowrate, cell voltage, and air flowrate vs. time.
Figure 5: Fast CA applied to BlueGEN during power variation of 1-1.5 kW: Fuel utilization, air-excess ratio, cathode
outlet and inlet temperatures, and afterburner temperature vs. time.
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to be rather simple since optimal operation is determined by the activation of four operational
constraints.
If the four active constraints were known a priori, it would be trivial to implement optimal
operation via constraint tracking [3]. However, the active constraints are not known a priori,
as the set of active constraints changes with the operating point (power demand). Nevertheless,
knowledge of the fact that optimal operation is determined by active constraints let us work with
CA instead of MA, that is, there is no need to introduce (and estimate) first-order modifiers.
What is the role of the model in this application? The model is not used to predict concentra-
tions and temperatures accurately as these quantities are not needed for optimization. Optimiza-
tion simply requires that the modified model predicts the active constraints well, in fact all the
constraints well since the set of active constraints is not known. However, this is trivially achieved
via the use of the zeroth-order (bias) correction terms. Hence, the only real requirement on the
modified model is to rank correctly in terms of cost the various scenarios corresponding to different
sets of four active constraints. This in fact corresponds to selecting the CVs of a multivariable
feedback control scheme.
Note that the optimization results do not rely on the ability of the modified model to predict the
plant behavior accurately. The KKT conditions only dependent on certain quantities to be at their
constrained values, with the model predictions of these quantities being adjusted via measurements.
Hence, optimization is based on measurements and feedback control (implemented here via CA),
with the accuracy of the nominal model being secondary. And this is why it works so well in
practice!
6.2. Kite for Energy Harnessing
This application deals with an experimental kite setup built by students to demonstrate both
control and optimization [10]. This example is particularly interesting for two reasons: (i) The
system is very uncertain, with significant plant-model mismatch and large random disturbances due
to unknown and changing wind conditions, and (ii) since there are too many input parameters to
allow gradient estimation in this noisy environment, a small number of privileged input directions
is selected via sensitivity analysis, and so-called directional MA is implemented.
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Figure 6: The 2.5-m2 Flysurfer Viron power kite used in this study.
6.2.1. Kite power
Kite power is an emerging wind power technology with both great potential and many technical
challenges. A dynamically flying power kite is a fast, unstable system influenced by unpredictable
wind disturbances, with usually only noisy and incomplete measurements being available. The
path the kite flies determines how much power is produced. Hence, in addition to keeping the
kite from crashing, the autopilot must ensure the kite follows a path that is efficient for power
production. A horizontal figure-of-eight pattern is generally considered to be the most efficient
type of path for extracting energy from the wind. Although the controller has only a few tuning
parameters, the effect of these parameters on the kite trajectory is difficult to determine a priori.
6.2.2. Experimental setup
The experimental setup used in this work is a small (2.5 m2) kite on a short (35 m) fixed-length
line, which is sensed and actuated from the ground by a mechanized station. The kite is shown
in Figure 6. The front line takes about 90% of the force generated by the kite, the two lightly
tensioned rear lines allow the kite to be maneuvered. There are two degrees of freedom to operate
the kite: (i) Adjusting the length difference between the rear lines allows steering the kite left or
right, and (ii) adjusting the length of both rear lines relative to the front line allows controlling
the kite velocity by changing its angle-of-attack to the on-rushing air.
The angle of the rod, from which the line angle can be inferred, is measured by rotary encoders.
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The rear (steering) lines are wound in opposite directions around a reel, which is turned by a
responsive and powerful servomotor. Rotating the reel shortens one line, while lengthening the
other, achieving a steering effect. A high-precision ultrasonic anemometer mounted on a 3-m pole
measures the wind speed and direction just above ground. The control algorithm runs in real time
on a laptop with a sampling period of 30 ms. Hence, accurate measurements of the kite position,
the front-line tension and the wind speed and direction are available at the ground station, where
the steering input is manipulated.
6.2.3. Simplified model
The cart model for the kite reads:









E cos ϑ, (38)
where ϑ and ϕ are the spherical coordinates of the kite position, γ the kite orientation, r the tether
length, w the wind speed, ωk the normalized kite speed, E the lift-to-drag ratio, gs the turning
constant, and δ the steering deflection as the single manipulated input.
This compact model is simple enough for the values of the parameters to be easily identified
experimentally. Although this model can be used for controller design, resulting in good control
performance during crosswind flight, it is too simple for tether-force optimization.
6.2.4. Optimization problem
The objective is to fly the kite as efficiently as possible. The line tension, which is closely
related to the kite speed, is used as a measure of efficiency. Hence, the aim is to find a path such
that the kite travels as rapidly as possible. The only operational constraint is that the kite must
fly above a certain minimal elevation.
The choice of the decision variables u is critical since too many degrees of freedom will increase
the load for gradient estimation. Based on offline sensitivity analysis [10], the inputs are chosen as
the parameters u1 and u2 that determine the height and the curvature of the reference path.
The kite system is characterized by a considerable amount of nearly random perturbations
caused by wind variations. The simplest solution to dealing with noise is to reduce its effect via
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averaging. The line tension is averaged over Navg = 7 path cycles. This reduces the noise to a
manageable (if still quite high) level. The price to pay is that the RTO algorithm only iterates




T̄ (u)+ (λT̄k )
T(u− uk)
s.t. zmin ≤ z(u)
(39)
(λT̄k )
T := ∇uT̄p,k −∇uT̄k, (40)
where u = [u1 u2]
T , with u1 and u2 the height and the curvature of the reference path, T̄ is the
average line tension and z the kite elevation.
Remark 6. Optimization Problem (39) contains only two first-order modifiers. Since the con-
straint on minimal elevation is never active, it is not included in the MA scheme.
6.2.5. Experimental results
RTO performance was tested over several days of experiments. Depending on the conditions,
the resulting optimal reference path was quite different. For example, in light winds, the path
tended to be much wider than in stronger winds.
Figure 7 shows the line tension and the kite elevation during 30 min of autonomous flight.
During the first 7 min (13 iterations) and the last 5 min (10 iterations), the kite follows a constant
reference path that is rather high and narrow, resulting in a low average line tension of about 80
kg. The RTO algorithm markedly improved the average line tension, increasing it to about 135
kg, during the intermediate 22 min that are depicted with a grey-shaded area on Figure 7.
6.2.6. Why it works so well in practice
The real-time optimization of kites for harnessing wind energy is a very challenging problem
due to the large amount of uncertainty associated with wind variations. Model-based approaches
would need, in addition to an accurate model of the kite behavior, a good description of the wind
conditions, the latter requiring appropriate on-board sensors such as accelerometers and a reliable
GPS.
In contrast, this study was designed to rely on measurements of the plant cost and constraints
involved in the KKT conditions rather than on the kite model and wind measurements. It turns out
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Figure 7: Performance of the MA algorithm with Navg = 7. Each circle is the average value for the tension/elevation
during Navg path cycles. The dotted line indicates the minimal height constraint. The RTO algorithm was activated
during the shaded iterations. The total experiment lasted 29 min, and the RTO algorithm was active for 17 min.
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that the only operational constraint (dealing with minimal elevation) is never active because of wind
shear, that is, the wind speed drops close to the ground. Hence, this constraint can be discarded
for the purpose of optimization. With no active constraint, optimal operation is determined by
forcing the cost gradient to zero. Hence, the challenge is to reliably estimate this cost gradient
with respect to the inputs, in this case the parameters used to describe the path to follow. Since it
is not possible to estimate reliably many plant derivatives in this noisy environment, a sensitivity
analysis based on the nominal model was used offline to determine the important (privileged) input
directions. It turned out that only two parameters were found important, one associated with the
size of the figure of eight, and the other one with its elevation. Hence, derivatives in only two
directions need to be estimated experimentally.
The role of the model is very minimal in this application. There is no need for the model
to predict the kite trajectory accurately as the trajectory is not used to compute the optimal
inputs. Optimization simply requires that the modified model be able to predict the cost gradient
with respect to the two shape parameters, which is achieved trivially with the use of first-order
modifiers. Moreover, model adequacy requires that the model cost function exhibits qualitatively
the same curvature as the unknown cost function of the kite, which corresponds to pushing the
system in the right (and not the opposite) direction!
In this application, optimization amounts to estimating the gradient in two directions and
pushing it to zero using feedback control. The feedback control part is implemented via MA, for
which the nominal model need not be accurate. And this is why it works so well in practice!
7. Conclusions
This paper has discussed the use of MA as a practical tool for real-time optimization. In
appearance, MA uses (i) the knowledge (measurement or estimation) of the plant KKT elements
to enforce optimal performance, and (ii) a plant model and numerical optimization to compute the
optimal inputs. Hence, MA has been perceived as a model-based optimization technique and, as
such, was thought to be highly dependent on model accuracy for good performance.
This paper has clearly shown that, in fact, MA is a feedback-based RTO scheme, the model
only helping implement multivariable feedback. As a consequence, MA performance depends more
on the quality of the measured/estimated KKT elements than on model accuracy. Compared to
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traditional model-based RTO schemes, the model requirement has shifted from being quantitatively
correct (model accuracy) to being qualitatively relevant (model adequacy). This does not say
that MA comes for free: the requirement on model accuracy is replaced by a requirement on
measurement/estimation accuracy, as it is difficult to estimate steady-state gradients for a dynamic
plant in a noisy environment.
The lesser dependence on model accuracy comes as a boost to practical implementation. Prac-
titioners have often been puzzled by how well MA performs with such a “simple and by no means
accurate” model! Indeed, there is a lot to be said regarding the choice of the model in a given
application. However, modeling is not a religion, and there is no such thing as the “true model”
[2]. Whether a given model is useful or not depends on the application at hand. Simulation,
control, and optimization typically require models with specific (that is different) attributes [4].
Unfortunately, the obvious concept of “modeling for a goal” does not seem to have percolated fully
into the research community. As a result, the modeler often spends most of his/her time trying to
make the model fit the available data (mostly process outputs) instead of modeling what matters
most in a given application. In the context of RTO, “modeling for optimization” implies paying
close attention to the optimality conditions, which is exactly what MA does when it uses modifiers
to locally match the plant KKT!
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[5] Brdyś, M., Tatjewski, P., 2005. Iterative Algorithms for Multilayer Optimizing Control. Imperial College Press,
London UK.
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