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We investigate the interfacial structure of ionic solutions consisting of alkali halide ions in water
at concentrations in the range 0.2–1.0 molal and at 300 K. Combining molecular dynamics simula-
tions of point charge ion models and a recently introduced computational approach that removes the
averaging effect of interfacial capillary waves, we compute the intrinsic structure of the aqueous in-
terface. The interfacial structure is more complex than previously inferred from the analysis of mean
profiles. We find a strong alternating double layer structure near the interface, which depends on the
cation and anion size. Relatively small changes in the ion diameter disrupt the double layer structure,
promoting the adsorption of anions or inducing the density enhancement of small cations with diam-
eters used in simulation studies of lithium solutions. The density enhancement of the small cations
is mediated by their strong water solvation shell, with one or more water molecules “anchoring” the
ion to the outermost water layer. We find that the intrinsic interfacial electrostatic potential features
very strong oscillations with a minimum at the liquid surface that is ∼4 times stronger than the elec-
trostatic potential in the bulk. For the water model employed in this work, SPC/E, the electrostatic
potential at the water surface is ∼−2 V, equivalent to ∼80 kBT (for T = 300 K), much stronger than
previously considered. Furthermore, we show that the utilization of the intrinsic surface technique
provides a route to extract ionic potentials of mean force that are not affected by the thermal fluctu-
ations, which limits the accuracy of most past approaches including the popular umbrella sampling
technique. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4753986]
I. INTRODUCTION
The behavior of ions at aqueous interfaces is relevant
to a number of physicochemical processes, including atmo-
spheric chemistry, electrochemistry, and self assembly of
biomolecules and materials in solution. Understanding and
predicting the ion distribution at interfaces is therefore of
considerable interest. Both experiments and computer simu-
lations have shown that the traditional image where ions are
depleted from the interface is not entirely accurate.1–3 Molec-
ular dynamics simulations have shown that the iodide and bro-
mide densities are enhanced at the water surface, whereas the
fluoride anion is repelled from the surface and the chloride
anion would feature an intermediate behavior. These obser-
vations are consistent with second harmonic generation and
photoelectron spectroscopy experiments.1 Recent vibrational
sum frequency spectroscopy (VSFS) experiments4 have sug-
gested that the interfacial ions introduce very small perturba-
tions in the water molecules located in the outermost layer.
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It was also concluded that the population of anions at the in-
terface is reduced with respect to the bulk. The VSFS experi-
ments have been revisited more recently using computer sim-
ulations. These simulations support ion enhancement at the
interface, particularly of the larger anions.5 At the same time,
the simulations reproduced the experimental features of the
vibrational spectra. This work has highlighted the relevance
of intermolecular correlations in determining the experimen-
tal spectra.
Computer simulation studies have indicated that ion po-
larization is an important element in determining the ion en-
hancement at interfaces.3, 6, 7 These studies have prompted
the introduction of such polarization effects in Poisson-
Boltzmann (PB) theories.8 In these approximations water is
modeled as a dielectric continuum, and the interface is repre-
sented through dielectric discontinuities, in the spirit of the
Onsager and Samaras theory.9 Hence, the molecular struc-
ture of interfacial water and the concomitant electrostatic
potential of the bare water surface are neglected to a first
approximation. We note that the magnitude of the water in-
terfacial potential is still a subject of debate, as simulations
and experiments disagree both in the sign and magnitude of
the potential.10 Recent computations using ab initio-density
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functional theory (AI-DFT) have also provided disparate
results.11, 12
The observation of a significant anion enhancement at the
water surface has prompted a number of questions. In particu-
lar, how can the large enhancement be reconciled with the in-
crease in surface tension measured in experiments when salt is
added to the solution, since the surface tension increase would
indicate a negative adsorption as predicted by the Gibbs ad-
sorption isotherm (GAI). This issue has been recently dis-
cussed in theoretical and experimental works.1, 13 As noted by
Petersen and Saykally,1 however, the density enhancement of
ions at the water surface is compatible with a negative adsorp-
tion, and therefore with the GAI, provided there is a depletion
of ions in the layers next to the outermost surface.
Different ions feature different degrees of density en-
hancement at the interface. This species-dependent tendency
of the ions to approach the water surface is a clear illustra-
tion of ion selectivity, which is epitomized by the Hofmeister
series, which ranks ions according to their effect on the solu-
bility of proteins.14 At concentrations normally used to inves-
tigate Hofmeister effects, both ion-solvent electrostatic inter-
actions and ion dispersion forces are expected to play a role
in defining selectivity, as the ionic interactions are strongly
screened.15, 16 Recent simulation work has also highlighted
the role of solute polarizability on ion selectivity,17 which
must be relevant to understand Hofmeister effects. It was
shown that the iodide modeled as a nonpolarizable ion fea-
tures an enhancement in the density at the water solute inter-
face. It was also found that lithium features a similar density
enhancement, which is significantly increased by the solute
polarizability. Unlike the halogen ions, lithium is not strongly
polarizable, hence this result begs the question why it behaves
in this way. The behavior observed for lithium is different to
that observed using the Poisson Boltzmann theory, which in-
dicated that alkali metal cations are depleted from the inter-
facial region8 (however, we note that continuum theories and
simulations can be corrected and explicit experimental infor-
mation included to take into account the hydration of the ions
near the surface18, 19). We suggested in our previous work that
the affinity of small cations such as lithium to the interfacial
region might be driven by solvation effects, as this ion fea-
tures a well-defined water solvation shell.17 This observation,
based on classical simulations, agrees with density functional
ab initio computations,20 and highlights the strong depen-
dence of the solvation properties of monatomic ions with
ion size. Indeed, recent computer simulations have convinc-
ingly shown a correlation between ion size/charge and ion
selectivity.21–27 Similarly, the sensitivity of the ion-ion poten-
tial of mean force to the force-field parameters had been noted
previously,28 and has been confirmed more recently,17 indicat-
ing the subtle role that the ion size, and the dispersion interac-
tions, have in determining the structure of aqueous interfaces.
In the great majority of previous simulation studies, the
interfacial structure has been computed using mean density
and mean orientational profiles. A notable exception is the
work reported in Ref. 29, which made use of an intrinsic sur-
face analysis to extract valuable information of the influence
of the ions on the interfacial fluctuations. Because the mean
density profiles are affected by thermal fluctuations, i.e., inter-
facial capillary waves, which smooth out the interfacial struc-
ture, it is quite possible to overlook interfacial ion enhance-
ment, particularly if this enhancement is not very strong, or
not as strong as the enhancement reported in the simula-
tions of polarizable ions.3 Recently, new algorithms have been
introduced to investigate the intrinsic interfacial structure.
These algorithms eliminate the averaging effect of thermal
fluctuations.30, 31 This approach, and similar ones,32–34 have
been applied to a number of fluid interfaces; simple fluids,35
water,36, 37 alkali fluids,38 oil-water interfaces,32, 39–41 hy-
drophilic interfaces,42 and molten salts.43 The intrinsic profile
offers a higher level of resolution of the interface, and, unlike
the mean profiles, it is independent of the interfacial cross sec-
tional area used in the simulations. Hence, these intrinsic den-
sity profiles provide a better reference to compare simulation
data with experimental results obtained using spectroscopic
techniques.44 Moreover, it is possible to extract the intrinsic
potential of mean force, again eliminating the smoothing ef-
fect of the capillary waves, which affects all the potential of
mean force computations that have been performed thus far.
In this paper, we compute the intrinsic interfacial struc-
ture of aqueous solutions of alkali halides. The paper is struc-
tured as follows. First, we discuss the models and simulation
methods employed in this work. A summary of the compu-
tational approach used to obtain the intrinsic profiles and the
results from this analysis follows. We then present our results
for the intrinsic density and orientational profiles, intrinsic po-
tentials of mean forces, and electrostatic potential profiles. We
close the paper with a section devoted to conclusions and fur-
ther remarks.
II. METHODOLOGY
A. Model and simulation details
There are a number of issues associated with the simula-
tion of ionic solutions. Point charge models have been exten-
sively used in the past to investigate bulk and interfacial prop-
erties of water and aqueous solutions. Most of these models,
including polarizable ones, have been fitted to reproduce bulk
properties, hence they may ignore specific effects that may
arise at interfaces. With regards to polarization, recent stud-
ies using polarizable models for water and ions have shown
that these models tend to overpolarize both at interfacial and
bulk conditions leading to an over prediction of ion adsorption
(see, e.g., discussion in Ref. 45). Similarly, AI-DFT compu-
tations of water predict structural and coexistence properties
that differ from those of experiment, highlighting the need for
significant advances in the development of functionals that
handle more accurately dispersive interactions.46 In this pa-
per, we employ point charge models. Given the wide range
of studies performed with this approach, they provide a good
starting point to address the main aim of this paper, namely,
the computation of intrinsic interfacial structure, and to obtain
a qualitative view of the structure of interfacial solutions for a
wide range of salt conditions.
We have investigated aqueous solutions at two differ-
ent concentrations: 1.0 m, where coulombic interactions are
significantly screened, and 0.2 m, which is on the order of
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TABLE I. Lennard Jones parameters of the FF1 forcefield, from Dang, Gar-
rett, and Smith;51–54 adapted for the combining rules of σ and " and water
models used in these studies.62
Ion σ (Å) " (kJ/mol)
Li+ 1.506 0.6904
Na+ 2.35 0.54392
K+ 3.332 0.4184
F− 3.168 0.8368
Cl− 4.401 0.4184
I− 5.167 0.4184
physiological salt concentrations. The higher concentration
range is relevant to investigations of the Hofmeister effects
in biomolecules.47–50 The ions are modeled as nonpolarizable
Lennard-Jones (LJ) spheres using the parameters reported by
Dang et al.51–54 (see Table I.) Two of us have investigated
extensively the performance of this force field (FF1) against
other models in a recent publication.17 Moreover, the per-
formance of this model to reproduce the dielectric constant
and osmotic pressure of aqueous solutions has been recently
tested.55 It was shown that the experimental decrease of the
dielectric constant with salt concentration is very well repro-
duced, and the osmotic coefficient shows almost quantitative
agreement with experiment for LiCl and KCl salts, while it is
qualitative for other salts. Hence, we consider this force field
a good starting point for our investigations.
Very recently, a new set of ion parameters has been de-
rived for alkali halides.56 This new force field (FF2) has been
parametrized to reproduce the solution density at 293.15 K
and 1 bar. Fitting to the solution density might be less sen-
sitive to the solution composition than other properties (see
above) at low concentrations. This reparametrization results
in ion diameters that in extreme cases, e.g., Li+ and I−, can
deviate significantly (∼10%-20%) from the Dang et al. force-
field parameters. We also use the new parameters in FF2 to
assess the sensitivity of the intrinsic profiles to the force field.
The LJ potential for ion-ion and ion-water interactions is
defined as
uij (r) = 4εij
[(σij
r
)12 − (σij
r
)6]− uij (rc) for r ≤ rc, (1)
uij (r) = 0 for r > rc, (2)
where the cross interaction parameters between species i and j
were obtained by standard combining rules, σij = 12 (σi + σj )
and "ij = √"i"j . The interactions were truncated and shifted
at the cut-off distance, rc = 14 Å. Water was modeled us-
ing the SPC/E water model.57 We have shown that the in-
trinsic interfacial structure of this model is comparable to
that predicted by more accurate four site models.41 Although
the SPC/E model is nonpolarizable, we consider this to be
a good approximation, as previous simulations of water next
to surfaces with markedly different polarizabilities essentially
yield the same results regarding interfacial structure and elec-
trostatic fields.58, 59 The long range electrostatic interactions
arising from the charges in the ions and water atomic sites
were computed using the particle mesh Ewald summation
method.60
The interface simulations were performed using a liq-
uid slab in a prismatic box, with typical dimensions (Lx, Ly,
Lz) = (30, 30, 300) Å. The lateral size was large enough to
avoid problems associated with the use of periodic bound-
ary conditions,61 and the longitudinal dimension was chosen
to minimize the correlation between the two water surfaces.
The ions were randomly inserted in the water slab, which had
been previously equilibrated for 10 ns. A further 10 ns was
used for equilibration, and the simulations were run an addi-
tional 60 ns for the computation of the intrinsic profiles and
thermodynamic properties. The equations of motion were in-
tegrated using the “leap frog” algorithm with a 2 fs time step.
All the simulations were performed in the canonical (NVT)
ensemble at T = 298 K using the Nosé-Hoover thermostat.
A typical simulation consisted of 4300 water molecules and
either 80 or 15 ion pairs, corresponding to the high and low
concentration solutions respectively.
B. Intrinsic density profiles
The computation of the interfacial structure has wit-
nessed important advances in the last years,30–34, 39, 40 thanks
to the development of novel algorithms that eliminate the
blurring effect of capillary waves (CW). Simulations have
shown that CW affect the profiles for relatively small sim-
ulation boxes.61, 63, 64 The interfacial width follows the area
dependence predicted by the capillary wave theory. In this
work, we have used the so-called intrinsic sampling method
(ISM),30 to identify the water molecules belonging to the
intrinsic surface. The resulting surface molecules were then
used to construct a two dimensional surface,
ξ (R, qm) =
|q|=qm∑
|q|=2pi/Lx
ˆξq exp(i q · R), (3)
which is defined as the minimum area surface passing through
the intrinsic surface molecular sites with coordinates R = (x,
y), where R is defined by the center of mass coordinates in the
water molecule. The intrinsic density profile is then defined as
ρ˜(z) =
〈
1
A0
N∑
i=1
δ(z− zi + ξ (Ri))
〉
, (4)
where A0 is the cross sectional area of the interface.
As shown in Eq. (3), the intrinsic surface depends on the
parameter qm = 2pi /λc, where λc is the wavelength cut-off for
the capillary wave spectrum. As discussed in previous work,35
the optimum wavelength cut-off corresponds to one molecular
diameter. The sharpest resolution of the intrinsic profile can
be obtained by choosing λc = σH2O = 3.166 Å, where σH2O is
the diameter of the oxygen site in the SPC/E model.
The intrinsic profiles were obtained from the analysis of
(6 − 8) × 103 uncorrelated configurations to ensure good
sampling of the shortest wave vector, |q| = 2pi /Lx. The in-
trinsic surface was first computed using the center of mass
position of the water molecules. Subsequently, the intrinsic
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density profiles for water and the ions were computed with
respect to the intrinsic surface position.
The computations presented in this work correspond
to an occupancy, i.e., number of pivots per unit area, of
nsσ
2
H2O = 1.1. This occupancy is the optimum one for the
SPC/E water model because it leads to the sharpest resolu-
tion for the layering structure in the intrinsic density profile36
and leads to a minimum in the rate of exchange of the pivots at
the intrinsic surface.35 We refer the reader to previous work35
for a detailed discussion of this point.
In order to investigate the orientation of the interfa-
cial water molecules, we use orientational intrinsic profiles.
Again, we make use of the intrinsic surface as a reference
to compute the orientational profile, therefore eliminating the
thermal capillary wave fluctuations. The orientational profile
was computed from
p˜(z) =
〈
N∑
i=1
pˆi · zˆ
A0
δ(z− zi + ξ (Ri))
〉
, (5)
where pˆi is the unitary vector pointing in the direction of
the dipole moment of the water molecule i. Note that p˜(z)
is weighted by the corresponding water intrinsic density pro-
file, so in order to obtain the average orientation of a water
molecule we must divide p˜(z) by the water intrinsic density
profile ρ˜(z).
In order to quantify the surface electrostatic potential, we
have computed the intrinsic total electrostatic potential ˜V (z),
i.e., the average electrostatic potential at distance z from the
intrinsic surface. The usual mean total electrostatic potential,
V (z) = 1
"0
∫ z
−∞
dz′
∫ z′
−∞
ρc(z′′)dz′′, (6)
can be computed from the mean total charge distribution,
ρc(z′), including both the free charges and the partial charges
in the water molecule. However, the intrinsic total electro-
static potential cannot be obtained from the intrinsic total
charge distribution. So we have used
˜V (z) =
〈
1
A0
∫ ∫
dRV (R, z+ ξ (R))
〉
, (7)
where the electrostatic potential V (R, z+ ξ (R)) is evaluated
using the same Ewald sum as that used in the molecular dy-
namics simulation. We note that the substitution of the charge
density in Eq. (6) by the corresponding intrinsic charge den-
sity, does not lead to the same intrinsic potential. The result
is similar to that obtained from Eq. (7) but not equal. Hence,
we propose Eq. (7) as the correct approach to quantify the
intrinsic electrostatic potential.
III. RESULTS
Figure 1 shows the mean density profiles for aqueous so-
lutions of representative alkali halides at 1.0 m concentration.
We recall that these profiles depend on the interfacial area
employed in the simulations. The density shows the same
features reported in previous works. For LiCl there is evi-
dence for the formation of a double layer, with the cation
approaching the water surface slightly more than the anion.
-2 -1 0 1 2 3 4 5
z*
0
0.005
0.01
0.015
0.02
0.025
0.03
ρ∗
(z
*)
-2 -1 0 1 2 3 4 5
z*
-2 -1 0 1 2 3 4 5 6
z*
LiCl NaCl NaI
FIG. 1. Mean density profiles of aqueous solutions at 1.0 m concentra-
tion. The density profiles of water (dotted lines), cations (full lines), and
anions (dashed lines) are shown. The density profile for water has been
rescaled to facilitate its comparison with the ion density profiles. The den-
sity, ρ∗ = ρσ 3H2O, and the position, z∗ = z/σH2O, are represented in reduced
units, where σH2O = 3.166 Å is the effective diameter of the SPC/E water
molecule.
For NaCl the double layer is reduced, and the density pro-
files for both ions almost fall on top of each other. For NaI,
which includes the biggest anion investigated here, there is
a clear evidence of charge ordering with respect to the inter-
face plane, as revealed by the oscillatory behavior. As com-
pared with the other salts, there is also a large enhancement
of the anion density in the interfacial region. In line with pre-
vious observations,24, 25 there is no need to include explicit
polarizability in the ionic models in order to achieve this den-
sity enhancement. This observation also agrees with earlier
computer simulations of simple ionic liquids, consisting of
mixtures containing two anions and a common cation. In that
case, an enhancement of the larger ion at the liquid-vapor in-
terface was also observed.23 This effect is equivalent to the
one observed in aqueous solutions investigated here and in
other works.
The mean density profiles provide some insight into the
interfacial structure but they hide important structural infor-
mation. In particular, they do not fully resolve the ion dis-
tribution at the interface, which, as described below, is char-
acterized by strong layering in the LiCl and NaCl cases as
well. This structure is revealed by using the intrinsic sampling
analysis.
A. Intrinsic density profiles
We start the discussion of the intrinsic structure by ana-
lyzing the impact that the addition of salt has on interfacial
water. Figure 2 shows the intrinsic profiles for two of the salts
presented in Figure 1. The intrinsic profile of water features
a delta function peak that corresponds to the intrinsic surface,
or liquid surface. This peak is followed, in the aqueous region,
by a second peak at a distance of about one water molecular
diameter from the surface. Beyond this second peak the pro-
file is structureless, a feature that has been interpreted as char-
acteristic of the low-coordinated structure of liquid water.36
Interestingly, the addition of salt at the highest concentration
considered here, 1.0 m, does not have a significant impact on
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FIG. 2. Intrinsic density profile of water oxygen and hydrogen atoms (the
latter has been shifted vertically 1.5 units) contributions. Pure water—dotted
lines; LiCl 1.0 m solution—circles; NaI 1.0 m solution—squares.
the interfacial structure, not even in the arrangement of the
hydrogen atoms belonging to molecules located at the intrin-
sic surface (see Figure 2). We will see below, by analyzing the
orientational intrinsic profiles, that the ions do perturb the wa-
ter orientational structure, but this perturbation varies greatly
for the different salts considered here.
Figure 3 shows our results for the intrinsic profiles of
alkali halide solutions as a function of salt composition and
concentration. First of all the intrinsic profiles reveal a much
richer structure. We can clearly identify now the peaks and
depletion regions in the vicinity of the water surface. Our re-
sults for the (Li, Na, K)-Cl salts clearly show the large impact
that the cation size has on the aqueous interfacial structure
(see top-left panel in Figure 3). We find clear evidence of lay-
ering in all cases, with the cations and anions oscillating in
antiphase for Li+ and Na+ salts. This layering disappears for
the larger K+ cation. The nature of the cations has little impact
on the Cl− profile, which is identical within the uncertainty of
the simulation. This idea can be quantified through the intrin-
sic potential of mean force (IPMF), β ˜W (z∗) = − ln ρ˜∗(z∗),
(see top panel in Figure 4), which features small changes in
the effective interactions of Cl− with the cation species. In-
terestingly, the Cl− intrinsic profile features a maximum at
≈σH2O, which coincides with the maximum observed in the
oxygen density profile, hence the density enhancement is rele-
gated to the water subphase. We have estimated the amount of
Cl− anions, nCl,surf , that accumulate below the water surface,
by integrating the intrinsic profile up to the first minimum.
The ratio nCl,max/nCl,bulk , where nCl,bulk is the number of Cl−
ions at the bulk concentration, 1.0 m, gives an indication of
the amount of Cl− accumulated in that interfacial region. We
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FIG. 3. Intrinsic density profiles of aqueous solutions at 1.0 m (left) and 0.2 m (right) concentrations. Dotted lines represent the intrinsic profile of the oxygen
atoms in water. The profiles have been shifted vertically to facilitate the comparison of the different results. Full lines—cations and dashed lines—anions. The
symbols correspond to an alternative force field (FF2)56 for LiCl and NaI, where Li+ and I− have significantly larger and smaller diameters, respectively.
Circles-cation; squares-anion. The density profile for water has been rescaled to facilitate its comparison with the ion intrinsic profiles.
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FIG. 4. The anion and cation intrinsic potential of mean force ˜W (z∗). (Top
panel) dependence of ˜W (z∗) with the species of the cations for the anion
partner Cl−; (bottom panel) ˜W (z∗) for different anions but with the same
cation partner Na+. In the top panel, the anion curves have been shifted ver-
tically 2.5 units, and in the bottom panel the cation curves have been shifted
vertically 5 units. The lines represent the values for the 1.0 m solutions and
the symbols for the 0.2 m solutions. All the results were obtained with the
Dang et al. model discussed in the text.
find this amount is not much different from the one expected
in bulk, nCl,max/nCl,bulk = 1.17 (LiCl), 1.03 (NaCl), and 0.98
(KCl). There is a weak dependence with the cation nature,
with the smaller cation dragging more anions towards the in-
terfacial region.
The larger impact of the Li+ cation, which is particularly
evident in the case of the Dang’s model, can be understood
by inspecting its intrinsic profile in more detail (see top-left
panel in Figure 3). Li+ features a prominent peak just be-
low the water surface. These Li+ ions act as a “bridge” be-
tween the water surface and the first water layer in the bulk
aqueous phase. The density enhancement of Li+ at the inter-
face agrees with previous investigations of Li+ cations near
dielectric nanoparticles.17 In that work we showed that, for
the Dang et al. force field, the Li+ cations are tightly solvated
by four water molecules arranged in a tetrahedral structure.
This solvation structure is very robust, and it is preserved
right at the interface with the nanoparticle. The tetrahedral
coordination agrees with ab initio density functional theory
computations.20, 65, 66 The coordination number estimated us-
ing neutron diffraction experiments of “deuterated” water is
slightly larger though, 6.5 ± 1, at 1.0 m concentration.67 Both
classical and ab initio computations predict LiO distances of
1.96 Å, in good agreement with neutron scattering experi-
ments, and LiH distances of 2.64 Å, about 10% larger than
the LiD distance reported in experiments.67 These cation-
water distances are fairly insensitive to the salt concentrations
investigated here, which also agree with experiments. We note
that the lithium peak observed in the Dang’s model is very
sensitive to ion size, as shown in the results obtained with the
FF2 model, which consider a larger diameter for the lithium
ion (see Figure 3, top left). The LiO distance predicted by the
FF2 model, 2.19 Å, is nonetheless longer than that obtained
with Dang’s model, AI-DFT computations and neutron scat-
tering results.
Our results for Li+ contrast with the result expected from
the classical electrostatic approach to electrolyte solutions at
interfaces, which is based on constructing a dielectric bound-
ary that separates two homogeneous media with different di-
electric constants, 1 for the vapor and 78 for water. The image
charge approach is implemented to consider the interactions
arising from this dielectric discontinuity. Following this ap-
proach one would expect that the ions are depleted from the
interface. Clearly, Li+ does not follow this idea, a notion that
has been noted before in earlier studies.17, 27 The behavior we
observe here for Li+ is driven by water solvation, showing
that the explicit consideration of the solvent is essential to
define the ionic interfacial density. Such effects cannot be re-
produced using continuum solvent models except, possibly,
by artificially increasing the effective ion diameter.
The peculiar shape of the peak centered about z* ≈ 0.25
in the Li+ intrinsic profile can be traced back to the tetra-
hedral structure mentioned above. In Ref. 17, we showed
that [Li(H2O)4]+ was arranged such that the three water
molecules, forming one base of a pyramid, are located at the
interface, while the remaining water molecule was deeper in
the bulk. Considering this orientation for the cluster, i.e., as-
suming that the three molecules forming the base of the pyra-
mid are part of the intrinsic surface, and considering a Li+–
O distance projected on the direction normal to the interface,
R∗LiO,z = 0.62 Å, we find that a peak in the Li+ density should
be observed at z* ≈ 0.2. This estimate is in very good agree-
ment with the main peak observed in the intrinsic profile (see
Figure 3 top-left panel). The secondary peak observed in the
profile, z* ≈ 0.66 is close to the LiO distance, indicating the
preference for another conformation where one of the water
molecules would be part of the intrinsic surface and the base
of the pyramid formed by the other three molecules would lie
deeper in the bulk region. These distinctive structural features
are reflected in the intrinsic potential of mean force (IPMF)
(see Figure 4 top panel), which features a minimum next to
the intrinsic surface of ≈−0.4kBT and an energy barrier of
≈1.3kBT at z* = 1. This IPMF differs from the ones ob-
tained from umbrella sampling approaches,27 as the latter are
affected by the ubiquitous thermal fluctuations, which result
in a monotonic decay for the PMF with distance instead. As
shown above, the lack of structural detail in the density pro-
files and potentials of mean force can be easily overcome us-
ing an intrinsic sampling calculation.
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Following the trends reported above for the cations, the
intrinsic profiles for the anions exhibit a strong dependence
with the anion diameter (Figure 3 bottom-left panel for re-
sults at 1.0 m concentration). With increasing size, the an-
ion approaches the water surface to a greater extent. Iodide
modeled with the Dang et al. model represents an extreme
case in this instance, as the ions actually adsorb at the wa-
ter surface (notice the tail in the intrinsic profile for z* < 0
in the vapor region). This observation is in line with previ-
ous studies using rigid ion models24, 25 and shows again that
polarization is not essential to enhance the interfacial density,
although polarization contributes to increased ion adsorption.
Of all the anions investigated here, I− is also the one that re-
sults in stronger layering and charge oscillation, which is sig-
nificant at distances up to∼2-3 σH2O units from the water sur-
face. I− also influences the interfacial structure of Na+, whose
density follows the I− density and oscillates in antiphase.
This qualitative behavior is reproduced by the FF2 model,
which predicts a weaker adsorption of I− at the interface (see
Figure 3 bottom- left). The importance of the anion size is
more evident in the potentials of mean force (see Figure 4
bottom panel). The IPMFs clearly show that the affinity of
the anions to approach the interface increases with their diam-
eter, F− <Cl− <I−, with the I− IPMF featuring a minimum
of ≈−0.5kBT. We find that the IPMF of the Na+ counterion
is modified slightly by the nature of the anion. Our results
for the IPMFs are consistent with previous estimates based
on computations using a constrained mean force approach,
which reported a stronger affinity for the larger anion, I−, to
approach the surface.6
We have also analyzed the impact of the salt concentra-
tion on the intrinsic profiles and the potentials of mean force
(see Figure 3 right-top and bottom panels, and Figure 4 top
and bottom panels). At physiological relevant concentrations,
0.2 m, the interfacial ion structure is essentially the same as
that at 1.0 m, except for the obvious change in the average
bulk concentration. This is surprising considering the change
in the Debye length. The insensitivity of the ion structuring
to concentration in the range 0.2-1.0 m is also reflected in the
IPMFs, where the 0.2 m results essentially follow the data at
the higher concentration.
B. Intrinsic water orientation
Figure 5 (top and bottom) shows the orientation profiles
at two different concentrations. We find that, in the 0.2-1.0 m
range, the salt concentration does not significantly influ-
ence the intrinsic orientation profile of pure water. As shown
in earlier work,36 the intrinsic profiles indicate that water
molecules adopt a preferred orientation. The dipole of the
water molecules lying on the outer part of the water surface
point towards the vapor phase, and the ones lying in the in-
ner part point towards the aqueous (bulk) phase. The dipole
moment of the water molecules located at one molecular di-
ameter from the water surface points again towards the vapor
region. Hence, the orientational structure is characterized by
alternating layers of dipoles with a weak preference to point
either towards the vapor or liquid regions. A similar conclu-
sion can be inferred from the analysis of orientational pro-
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FIG. 5. Intrinsic orientational profiles of the water molecules for 1.0 m (top)
and 0.2 m (bottom) concentrations. All the data were obtained with the pa-
rameters listed in Table I except for the FF2 case, where we used the param-
eters listed in Ref. 56.
files of water at liquid-liquid interfaces,39 where the orienta-
tion profile is essentially the same as that of the free surface.
For ionic salts, in particular, the small effect that the ions
have on the water orientation is in broad agreement with ex-
perimental observations. Non-resonant second harmonic gen-
eration spectroscopy experiments indicate that the changes of
the water orientation with salt are fairly minor up to 1.0 m
concentrations, the differences between salt and pure water
being within the uncertainty of the experiments.68
These small changes are compatible with our simulation
data, except for I−, which show a marked influence on the
orientation of the water molecules. It is noticeable that the
force field of Dang et al., which assigns to I− a large diame-
ter ∼5.17 Å, cancels the orientation of the water molecules at
the water surface, but induces a strong orientation in the wa-
ter subphase with the dipoles pointing towards the vapor. The
orientation of the water dipole toward the interface at ∼ σH2O
is due to the water molecules solvating the iodide at the inter-
face. The orientational order extends significantly inside the
aqueous region,∼3σH2O units. The strong effect of the I− ions
is clear by inspecting the solution at lower concentration (see
Figure 5 bottom) where the orientational distortion is signifi-
cantly reduced. As with the intrinsic profiles, one may suspect
that the strength of the distortion is most likely connected to
the ion size, and the strong adsorption associated with this
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size. The analysis of the orientational profile using the second
force field investigated in this work (FF2), which defines a
smaller I− diameter, 4.78 Å, (see above for discussion of the
models), confirms this point. With the reduction of the ion di-
ameter, we recover the characteristic orientational structure of
the pure water surface, featuring two layers of molecules with
opposite orientations. This change in orientation is consistent
with the fact that for the second force field there are fewer
iodides adsorbed at the interface. Other features are nonethe-
less preserved, in particular the enhanced orientation of the
water molecules at ∼ σH2O from the water surface. Because
this effect appears in a wide range of ion sizes we conclude
it must be representative of I− in real ionic solutions. Indeed
the effect that I− has on the interfacial water structure has
been highlighted in sum frequency spectroscopy experimen-
tal studies,69 which indicate that this anion orients, on aver-
age, the dipoles of the interfacial water molecules towards the
vapor phase.
C. Intrinsic electrostatic potential
Finally, we analyze the electrostatic potential of the
aqueous solution interface. Experimental studies have
reported a linear shift of the electrostatic potential with
concentration.70 The increase of the potential is proportional
to the salt concentration. However, we note that there is still
disagreement between experiments and simulations in the
sign and absolute magnitude of the electrostatic potential
of water.11, 12, 71–73 The electrostatic potential computed in
most AI-DFT studies provides information that is relevant for
electron probes (see Refs. 73 and 74), hence this electrostatic
potential is different from the ones computed in classical
simulations of point charges (see Ref. 45). We note that other
definitions of the ab initio electrostatic potentials are also
possible.74 One of the definitions is based on the deformation
charge potential, which results in values that are negative
and of the order of the ones found in classical simulations.73
As we are interested in quantifying the changes in the
electrostatic potential via the intrinsic sampling method, we
have chosen here the standard approach employed in classical
simulations of point charge models.
This approach has been widely used before, and it has
been shown that both the concentration and salt composition
effects are well reproduced by simulation models, and even
the potential shifts are predicted at a quantitative level.7 The
shift of the electrostatic potential is associated with the differ-
ent affinity of cations and anions to be near the water surface.
Hence, this effect cannot be reproduced with primitive models
employed in classical theories, which assume the same size
for cations and anions.
To analyze the potential, we have chosen the highest con-
centration used here, 1.0 m. We note that even at this concen-
tration the potential shifts reported in experiments and other
simulations25 are small, hence we focus our discussion on the
intrinsic structure of the electrostatic potential and its magni-
tude in the interfacial region. The potential was computed fol-
lowing the method discussed in Sec. II B in combination with
the intrinsic sampling method to eliminate the smearing ef-
fect of the thermal capillary waves. The electrostatic potential
shows a structure that is inaccessible in many of the previous
computational investigations of this quantity. The interfacial
potential shows a strong oscillatory structure before reaching
a stable value in the bulk region,∼1.5σH2O, units from the wa-
ter surface. Interestingly, the electrostatic potential associated
with the water surface is much stronger than what can be in-
ferred from the analysis of the average profiles. We find that it
reaches a negative value ∼4 times its value in bulk. At 1.0 m
concentration, our results for the electrostatic potential are
fairly insensitive to the salt composition, hence it is not pos-
sible to draw any conclusions from the electrostatic potential
shift. Nonetheless, the insensitivity of the potential to salt is
the result of a balance between the electrostatic potential due
to the salt and the compensation of this potential by the wa-
ter contribution, which depends on how the water restructures
for the specific salt species. This idea has been discussed be-
fore in experiments70 and computer simulations.7 Weiss et al.
presented a particularly detailed analysis based on molecular
dynamics simulations.25
We have thus computed the salt contribution to the intrin-
sic electrostatic potential for different chloride and sodium
salts investigated in this work, namely (Li,Na,K)Cl and
NaI. Our results show a clear contribution of the salt to
the potential (see Figure 6), except at the intrinsic surface,
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FIG. 6. Intrinsic interfacial electrostatic potential of electrolyte solutions at
1 m concentration. Top—total electrostatic potential. Bottom—salt contri-
bution. All the results were obtained with the force-field parameters given
in Table I (FF1). The electrostatic potential is represented in reduced units,
˜V ∗ = V 4pi"0σH2O/e, where e is the electron charge. 1 Volt corresponds to
0.2199 in reduced units.
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z∗ = 0, where the effect is very small (NaI) or negligible
((Li,Na,K)Cl). For LiCl the contribution in the bulk is neg-
ative, meaning that the potential due to water must be more
positive than that for pure water in order to compensate this
extra negative contribution. This can be understood by con-
sidering the separation of the Li+ and Cl− at the interface,
with Li+ closer to the surface than Cl−. This charge separa-
tion leads to an electric field pointing toward the bulk, giving a
lower potential in the bulk as compared to that at the interface.
Water is polarized as a response to the extent that the overall
potential remains essentially unchanged within the accuracy
of our simulations. For other salts, NaCl and NaI, we find that
the ion electrostatic potential is positive, indicating the water
contribution has to be more negative in comparison with that
of pure water. The contribution from KCl is essentially zero,
which is consistent with the small charge separation inferred
from the intrinsic density profiles (see Figure 3 top left).
IV. CONCLUSIONS AND FINAL REMARKS
We reported the intrinsic interfacial structure of ionic so-
lution of alkali halides by analyzing molecular dynamics sim-
ulations of rigid models with the intrinsic sampling analysis
(ISA), which removes the averaging effect of the capillary
waves on the density profiles.
The main conclusions from this work are given below.
Our results confirm that continuum theories such as
Poisson Boltzmann cannot predict the interfacial character-
istics of the different alkali halide salts. Namely, PB will not
predict iodide and lithium density enhancement at the liquid-
vapor interface. However, as illustrated in recent works, this
continuum theory can be corrected by including experimental
information to take into account the hydration of the ions at
the interface. The ISA shows iodide adsorption following pre-
vious studies of rigid ions, and reveals a greater structure and
enhanced adsorption for iodide than that reported in previous
investigations. Furthermore, the ISA reveals a lithium peak
near the interface, which may have been overlooked in other
studies being this peak has been obscured by smearing at the
interface due to thermal capillary waves, which are taken into
account using the intrinsic method.
The tendency of the iodide and lithium to approach the
interface is not only manifested by their distributions, but
is also revealed by (i) the corresponding potentials of mean
force, for which minima exist near or at the interface for both
ions (as compared to a fully repulsive potential of mean force
which is predicted by mean field theories that incorporate im-
age charges due to the dielectric discontinuity at the inter-
face), and (ii) the effect of the ionic distributions at the inter-
face on the orientation of the dipolar moments of water at the
interface.
Although both iodide and lithium modelled as point
charges tend to approach the interface more so than the other
cations and anions, the individual mechanisms underlying the
behavior for these two ions are rather different. Iodide, hav-
ing a very small solvation energy because of its large size
(without even taking into account its polarization), will adsorb
at the interface so as to not disrupt the bulk water structure,
i.e., the chemical potential of water molecules in bulk water
is more negative than that of iodide in bulk water. Further-
more, being there is an excess of water hydrogen to bond at
the interface, the interfacial location of iodide is energetically
favorable being it still can be solvated by the water hydro-
gen. Within the point charge approximation and using one of
the models investigated here, lithium, on the other hand, abuts
the first interfacial layer. Because of lithium’s small size and
positive charge, the natural water structure at the interface is
commensurate with the tetrahedral organization of the solvat-
ing water about lithium. Indeed, lithium acts as a bridge be-
tween the interfacial water layer and the first interior water
layer. Small changes in the cation diameter modify the water
solvation structure and the tendency of the ion to approach the
interface.
Even with the different ion-specific distributions of elec-
trolyte at the interface, the electrostatic potential of a solution
demonstrates a robust profile that appears to be independent
of the salt species. The magnitude of the electrostatic potential
at the water surface is about 4 times stronger than the one in
bulk. The physical origin of this potential lies in the strong ori-
entation of the water molecules at the outermost surface. Any
distribution of ions is compensated by a restructuring and/or
reorienting of the water at the interface so as to yield both in-
terfacial and bulk potential profiles of the electrolyte systems
that are nearly identical to that of pure water for concentra-
tions up to 1 m.
The distributions of the ions, as seen using the ISA,
demonstrate trends which may be predicted by the Hofmeister
series. The latter describes how protein solubility increases in
salt solutions composed of larger anions and smaller cations.
Granted, many previous explanations of the Hofmeister se-
ries concern the effect of the changing surface tension of wa-
ter with salt species, i.e., salts which increase surface tension
lead to more hydrophobic behavior of the proteins and thus
reduce their solubility and vice-versa. However, Hofmeister
effects may result from direct electrolyte ion-protein interac-
tions. Those ions that go to the liquid-vapor interface, such
as iodide and possibly lithium, would also tend to approach
the protein surface, according to the mechanisms described
above. This increased interaction between these electrolyte
ions and the protein would increase the latter’s solubility.
We note, however, that the interfacial ionic structure is
very sensitive to the ion size, as reflected by the different re-
sults obtained with different force fields. The results presented
in this work should provide a qualitative view of the struc-
tural changes expected in ionic solutions upon modifying the
cation and/or anion size. Given the sensitivity of the ion dis-
tribution to ion size, it is clear that more work is needed to
develop force fields that accurately represent the ion effective
diameter.
Overall, the intrinsic sampling approach reveals ionic
structure at water liquid-vapor interfaces that had been hith-
erto inaccessible in previous experimental and simulation
studies. The latter are limited due to the smearing effects of
thermal fluctuations/capillary waves at the interface. In order
to see similar effects using mean field theories, these neces-
sarily must be adapted to include solvation effects and the
water structural properties at the interface described in this
work.
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