Abstract We examine the problem of planning dives for an Autonomous Underwater Vehicle (AUV) to generate a dense bathymetric map using sidescan sonar. The three key challenges in this scenario are (1) proper modeling of the local uncertainty of the 3D reconstruction, (2) efficient dive planning to reduce this uncertainty, and (3) determination of when to re-plan adaptively based on new information. To address these challenges, we propose using non-parametric Bayesian regression to model the expected accuracy of the map, which provides principled cost functions for planning subsequent dives. In addition, we propose an efficient greedy method to reduce this uncertainty, and we show that it achieves theoretically bounded performance given assumptions on the sensor model and the form of the uncertainty function. We present experiments on the propeller-driven YSI EcoMapper AUV equipped with a sidescan sonar in an inland lake. The experiments demonstrate the benefit of efficient dive planning, with our results providing performance gains of up to 83% versus standard lawnmower patterns.
Introduction
monitoring [26] , mine sweeping [20, 34] , inspection of submerged structures [15] , and underwater habitat mapping [24, 27] . In such scenarios, deployment time for the AUV represents a considerable resource cost, and there is significant motivation to improve the efficiency of the deployment relative to the desired mission goal. The problem of planning the AUV's mission to improve the quality of the sensor data fits into the broad framework of active perception that dates back to early seminal research in robotics and computer vision [3] . The key idea behind active perception is that we can plan the path and sensor views of robotic vehicles to maximize information gained while minimizing time and/or energy consumption.
In addition to actively planning the vehicle's dives, we also explore the benefit of adaptive dive planning for AUVs. When calculating efficient dive patterns, it may be beneficial to adaptively re-plan as new information is acquired. In our recent work, we have begun to quantify the potential benefit of adaptivity in underwater inspection scenarios [15, 16] , which moves towards planning algorithms that selectively adapt to new information when it is most beneficial. In the current paper, we explore these ideas experimentally on an AUV performing underwater mapping tasks.
Our experiments validate the principles of active and adaptive perception in the domain of underwater bathymetric mapping using an AUV. The two hypotheses to be experimentally tested are (1) active dive planning improves the efficiency of bathymetric mapping and (2) selective use of adaptivity further improves this efficiency. These hypotheses are suggested by our earlier theoretical analysis [16] and by experiments in related underwater inspection domains [15] . The experiments presented here serve to advance our understanding of the principles behind these related active sensing problems.
The remainder of this paper is organized as follows. We first discuss related work in active perception and underwater mapping (Section 2). We then describe the active dive planning problem in more detail and propose solutions for measuring the uncertainty of the reconstruction and planning informative dives (Section 3). Next, we discuss experimental results from the AUV performing active and adap-tive strategies for dense bathymetric mapping (Section 4). Finally, we conclude and discuss avenues for future work (Section 5).
Related Work
The study of general active perception problems dates back to early work in active vision [1, 3] and next-best view planning [9] . Early techniques were often concerned with the "next-best" action to maximize information with relatively less focus on long-term planning methods. While this early work made limited use of information theoretic methods, later work in this area has increasingly focused on incorporating information theory and probabilistic techniques into active perception systems [25] . Two recent surveys describe the breadth of work in active perception and its development over the past two decades [7, 22] . Our experiments are complementary to this prior work, in that we provide experimental validation of the benefit of active dive planning in the underwater mapping domain. In addition, our work examines the use of long-term planning and the benefit of adaptivity, which are often overlooked in prior work.
Our formulation connects the active perception problem with sequential hypothesis testing, another classical problem where an observer must select a sequence of noisy experiments to determine the nature of an unknown [30] . Hypothesis testing has applications in information theory, machine learning, and wireless communications. Of particular interest is the connection between sequential hypothesis testing and feature selection in Bayesian learning, which has been applied to sensor placement problems in the context of identifying objects in 2D images [6] . This early work in robotic perception provides formal justification for the formulation of active perception as a Bayesian learning problem.
Many active perception problems can also be seen as instances of submodular orienteering and informative path planning [23] , where the goal is to optimize the path of a robot to gain the maximal amount of information. Many of these problems allow for efficient algorithms with performance guarantees due to the property of submodularity, a formal characterization of the property of diminishing returns. Recent advances in submodular optimization have extended informative sensor placement problems to domains that require adaptive re-planning [14] . In complementary work, the stochastic optimization community has begun examining the potential benefit of adaptive re-planning for such problems as stochastic covering and stochastic knapsack [11] . To our knowledge, these ideas have not previously been applied to underwater robotics applications.
Acoustic range sensing, essential in the inspection of turbid-water environments, has been used to produce 3D point clouds throughout various underwater domains. Early work in 3D underwater mapping dates back more than a decade to the use of diver-held sonar devices that utilized an inertial measurement unit to help align subsequent images [2] . Such techniques inevitably suffer from drift over time, which can be mitigated through Simultaneous Localization and Mapping (SLAM) tech-niques [12] . It is also possible to generate underwater maps without motion estimation through sophisticated techniques for accurate registration [5] . In the large body of prior work in underwater mapping, the vehicle is remotely controlled by a human operator, and the potential for autonomous operation is not explored.
The underwater robotics community has recently begun examining problems of AUV dive planning for such applications as mine sweeping [33] and seabed classification [32] . These works focus on the dive planning problem, but they do not integrate methods for measuring 3D reconstruction accuracy. One early approach for measuring uncertainty in 3D reconstructions uses a linear approximation of the surface, where the resulting covariance provides a measure of accuracy [31] . Our approach using Gaussian Processes provides a more general uncertainty measure that utilizes both data sparsity and surface complexity when estimating uncertainty. Similar non-parametric regression approaches have been used to define reconstruction accuracy metrics for 2.5D surface estimation [29] ; though these techniques do not actively plan to reduce uncertainty. In addition, our approach utilizes the augmented input vector method [28] to provide non-stationary kernels that improve the richness of the uncertainty representation.
Algorithm Design
The goal is to plan the dives of the autonomous underwater vehicle to provide an accurate reconstruction of the bottom of a body of water. The first step in solving this problem is to define a reconstruction accuracy metric that is computable across the area of interest. To do so, we propose using non-parametric Bayesian Regression in the form of Gaussian Processes (GPs) [21] . 1 If we view the 3D reconstruction as a function approximation of surface height over a 2D bottom plane, the GP representation has the advantage of providing a principled measure of variance, which we use as a measure of uncertainty, as well as a mean value at each point. The resulting uncertainty measure can then be used in a greedy planning framework to plan subsequent dives that we expect to by highly informative for generating a dense and accurate mapping.
Gaussian Process Modeling
A GP models a noisy process z i = f (x i )+ε, where z i ∈ R, x i ∈ R d , and ε is Gaussian noise. We are given some data of the form
. For 2.5D surfaces that do not loop on themselves, as is typically the case for bathymetric mapping, x i is a point in the 2D plane (d = 2), and z i represents the height at that point. 2 We refer to the d × n matrix of x i vectors as X and the vector of z i values as z. To define a GP, it is necessary to choose a covariance function that relates points in X. We employ the commonly used squared exponential, which produces a smooth kernel that drops off with distance:
The hyperparameter σ f represents the process noise, and each hyperparameter w k represents a weighting for the dimension k. Once the kernel has been defined, combining the covariance values for all points into an n × n matrix K and adding a Gaussian observation noise hyperparameter σ n yields K z = K + σ 2 n I. We can now estimate the kernel hyperparameters θ = (σ f , σ n , w 1:d ) using the standard method of maximizing the likelihood of the measurements given the data and the hyperparameters [21] :
This likelihood is maximized using conjugate gradient optimization. We note that for larger data sets, downsampling or block learning approaches may be required to make hyperparameter learning tractable. We now wish to predict the mean function value (height)f * and variance V[ f * ] at a selected point x * given the measured data:
where k * is the covariance vector between the selected point x * and the training inputs X. This model provides a mean height and variance at all points of interest in R 2 . In this model, the variance gives a measure of uncertainty based on the sparsity of the data and the hyperparameters. It should be noted that this variance is not modeled as a random variable, and it is only dependent on data density. Thus, we can estimate the variance exactly before we have taken measurements assuming that we know exactly which points we will observe. We note that this assumption may not hold, and we provide a more detailed discussion of this issue later. The formulation above determines correlation between points solely based on their proximity in space. Another important consideration when determining uncertainty is the amount of variability in an area. For instance, an underwater ridge would require a large number of points to reconstruct efficiently. To model uncertainty caused by surface variability, we utilize the augmented input vector approach [28] . The idea is to modify the input vector by adding additional terms that affect the cor-relations between the data. We propose using an initial estimate of surface height (found by running the GP with a standard kernel or another interpolation method) to modify the input vector to be x = (x, y, z), where z is the initial estimate of the surface height at that point. The weighting hyperparameters can be adjusted to modify the effect of spatial correlation versus surface height correlation.
To address the problem of scalability, we utilize a local approximation method using KD-trees [29] . Since correlated points will typically be near each other, we can pre-calculate a KD-tree and then retrieve the k closest points when calculating the estimate and variance at a given point. Since the retrieval from the KD-tree is on average O(log n), the resulting local approximation of the GP requires O(k 3 log n) computation for each point, or O(nk 3 log n) total. Comparing this to O(n 3 ) computation of a typical GP, we see that if k n, this approximation provides a significant reduction in computation. The value of k can be selected based on the necessary computing power, which allows the approximation to improve in accuracy with increasing computation.
Variance Reduction Algorithm
For a given GP representation, we define a total variance by integrating over the space of interest X . The goal of the dive planning is to generate a dive pattern that maximally reduces this variance. More formally, we define a policy π that executes a given dive based on a given uncertainty representation. We can now define the following metric for dive planning:
where V 0 (x) is the initial variance at point x, and V π (x) is the variance at point x after executing policy π.
For a policy π, we set the measure of information quality to J var (π), and we define c(π) as the cost of executing the policy. In the application of interest, this cost will be determined by the number of planned dives and their length. We will choose dives that optimize the following maximization problem:
where B is a budget constraint on time or energy. 3 Setting the cost as a budget constraint is natural in underwater applications where the battery life or deployment time are limiting factors. For this paper, we define the budget as a pre-specified number of dives multiplied by a fixed dive length (i.e., we only consider dives of equal length). The extension of this algorithm to dive patterns with dives of unequal length is a topic for future work.
To provide informative dive planning, we propose greedily selecting dives that maximize variance reduction until the budget is reached and then running a gradient optimization that perturbs each dive and locks the pattern into a local optimum. The gradient optimization is not strictly necessary, though we expect it will provide some limited improvement over the greedy policy. We note that even with the gradient optimization, we do not expect the algorithm to yield the optimal dive pattern in all cases due to local maxima. A summary of the proposed algorithm is given in Algorithm 1.
The summary in Algorithm 1 does not specify how we calculate the expected variance reduction for a given dive d. Since we do not know which observations we will receive before making them, and re-running the GP is computationally expensive, the calculation of this quantity is not trivial. We provide an approximation to the variance reduction by first calculating the sum of variance in the area viewed by the dive. For overlapping dive patterns, we approximate the reduction in variance caused by each subsequent view using an exponential drop off. The resulting variance at a point x is found by V n (x) = V 0 (x) exp(−n/α), where V 0 (x) is the initial variance at the point, n is the number of times the point has been viewed in the dive plan, and α is a length scale parameter. The length scale parameter was set to α = 1 based on fitting to test runs where the exact reduction was calculated.
A more computationally intensive way of calculating the variance reduction would be to simulate a dive by generating a point cloud of the expected dive result. The GP could then be re-run with the updated point cloud. This approach would require running the GP once for each candidate dive during each planning iteration. We found that the exponential drop off assumption provided sufficient accuracy while remaining computationally tractable.
Guarantees and Need for Adaptivity
It has been shown in prior work that greedy placement of static sensors to reduce variance in Gaussian Processes provides a constant-factor performance guarantee relative to optimal of 1 − 1/e ≈ 63% [18] . Thus, even in the worst-case, the greedy deployment will still achieve 63% of the variance reduction as the optimal policy and can be expected to performance significantly better in practice [17, 23] . When the dives are of equal length, a pre-planned series of greedily planned dives provides the same bounded approximation of the optimal dive pattern if the following assumptions hold:
1. The variance reduction objective function is monotone and submodular. Monotonicity implies that additional measurements always improve the objective. Submodularity implies that the objective follows the law of diminishing returns (i.e., the more measurements observed, the less incremental benefit of receiving a new for each dive d ∈ N do 6:
Calculate expected uncertainty reduction
end for 8:
Update selected dives M ← M ∪ d * , uncertainty map V r ← V d , budget B r ← B r − L 10: end while 11: while not converged and planning time remains do 12:
for each dive d ∈ M do 13:
for selected directions a do 14:
Perturb dive by ε in direction a to get d p 15:
Calculate new uncertainty
end for 20:
end for 21: end while 22: Sort dives in M to minimize execution time 23: Execute dive pattern M measurement). This assumption holds in many cases for variance reduction in Gaussian Processes with fixed hyperparameters [10, 18] . 2. The 2D locations where measurements will be received are known in advance (i.e., we can predict exactly which points in 2D we will receive data from before executing a dive). We note that for realistic sensor models, this assumption may not be valid. 3. The hyperparameters do not change during the dive planning. For the case of augmented input vectors (see above), this implies that the surface height does not change significantly (i.e., the surface heights act as implicit hyperparameters). This assumption will be violated whenever significant changes occur in the reconstruction.
Since the last two assumptions can be violated in real-world scenarios, there is motivation to re-plan subsequent dives based on new information. However, it is not obvious how much they will be violated, which depends both on the rate of change of the 3D reconstruction and the sensor model of the sidescan sonar. Thus, we examine the benefit of adaptivity in active dive planning through experimental trials.
Experiments and Results
We now explore the benefit of active and adaptive planning for 3D reconstruction by mapping a portion of the bottom of Puddingstone Lake in Southern California (Lat. 34.088854 • , Lon. -117.810667 • ). The region of interest is approximately 10 m deep and covers an area of 100 m × 50 m of lakebed. We utilize a YSI EcoMapper propeller-driven AUV (shown in Figure 1 ) capable of moving at speeds of 5 knots and diving down to 100 m. A downward-looking Sportscan Imaginex sidescan sonar is mounted on the vehicle. The vehicle is also equipped with a Doppler Velocity Log (DVL) and GPS unit, which provide navigation capabilities. A photograph of the vehicle is shown in Figure 1 .
3D Reconstruction from Sidescan Sonar
The Imaginex sidescan sonar returns 2D intensity images that do not include 3D depth information. Example images are shown in Figure 2 . It is important to note that the AUV has a significant "blind spot" directly under it, which necessitates overlap in images to provide a complete reconstruction. In order to generate a 3D reconstruction from a 2D sidescan image, we use standard shape-from-shading techniques that have been successfully applied in prior work [8] . The central idea is to make assumptions on the reflectance properties of the sonar and then use the geometry of the sidescan position to develop a fully 3D reconstruction from a collection of 2D images.
The sensor provides an intensity return from each point viewed on the 2D bottom plane. We use the traditional Lambertian model [19] , which relates intensity to the angle of reflection. This model assumes that the scattering is diffuse and that the returned intensity is not dependent on the angle of observation or the frequency of the sonar pulse. For a viewed point p, the intensity can be computed as:
where Φ denotes the intensity of the illuminated sonar pulse, R denotes the reflectivity of the seabed, θ is the angel of incidence, and K is a constant. Values for Φ, R, and K were determined empirically in this work based on accepted values from prior work [8, 19] . Improving the estimates of these values would serve to improve the 3D reconstruction, and our active planning techniques can easily be applied to such improved reconstructions.
From the above equation, we can determine an angle of incidence for each viewed point from known quantities. Given the angles of incidence, we reconstruct a 3D representation of the bottom through numerical integration. More detail on shape-from-shading approaches can be found in prior work [8] . Since the focus of this paper is on validating the benefit of active dive planning, we do not implement Fig. 2 Example sidescan sonar images providing bathymetry information in Puddingstone Lake. Variations in the lakebed topography are apparent as bright returns in the images. A full 3D reconstruction can be found using shape-from-shading methods that make assumptions on the reflectance properties of the sonar.
post-processing of the reconstruction through constrained optimization, though we expect such techniques would improve the quality of the 3D reconstruction.
Active Dive Planning
We now test the benefit of active planning for informative dives to improve the 3D reconstruction. Planning and learning was performed on a desktop machine with a 3.2 GHz Intel i7 processor and 9 GB of RAM. A variance map could be calculated in approximately 30 seconds using a discrete grid approximation with 1 m resolution and a KD-tree local approximation of the GP using 100 points. Once a variance map was available, the dive patterns were calculated in less than a second using the exponential drop off approximation (see Section 3). The plan was then transmitted to the vehicle on the surface using a standard wireless network.
The experiment progresses as follows: (1) The AUV executes three evenly spaced dives to generate an initial 3D reconstruction of the area of interest, (2) the initial reconstruction is used to plan a subsequent three dive pattern using Algorithm 1, and (3) the vehicle executes the resulting dive pattern. The final uncertainty after six dives is then compared to an alternative dive pattern that maximizes overlap in the sidescan images without using the uncertainty representation. The difference between the uncertainties represents the benefit of active planning in this domain. Figure 4 shows a comparison of 3D reconstructions for the two dive patterns described above: one maximizing coverage and one optimizing variance reduction as in Algorithm 1. The reconstruction resulting from the minimum variance dive pattern does not contain the clearly erroneous valleys that occur in the maximum coverage dive pattern. Figure 5 shows a quantitive comparison of the total uncertainty of the two dive patterns, as well as total uncertainty after the initial 3 dives and after an exhaustive 9 dive pattern. The variance dive pattern using 6 dives pro- vides nearly the same uncertainty as the 9 dive pattern. The 9 dive pattern represents a target uncertainty at which sensor noise and errors from the shape from shading make further reduction difficult.
Comparing the reduction in uncertainty of the variance dive pattern and the coverage dive pattern, we see that the variance dive pattern improves the uncertainty reduction by 83%, showing a significant benefit from using active planning. In addition, the 6 dive pattern that reduces variance achieves a smaller percent error for the reconstruction when the percent error is computed relative to the 9 dive pattern. However, we note that the reconstruction from the 9 dive pattern does not provide perfect ground truth.
Benefit of Adaptivity
The experiment described above utilizes adaptive behavior only when re-planning the last three dives (i.e., it learns the uncertainty model and chooses the resulting dives). Alternatively, the uncertainty model could be re-learned more often during the mission. We next examine the benefit of such re-planning by running additional AUV data collections. Figure 6 shows a long 20 dive run that took approximately two hours to execute. The 20 dives were pre-run, which allowed us to test different selection methods that choose a subset of the dives. We note that the gradient optimization step (see Algorithm 1) was not used in this experiment since there are a limited number of dives to select at pre-set locations. Figure 6 shows the quantitative results with a different number of re-planning cycles. The first additional re-planning cycle provides approximately an 8% reduction in uncertainty, and the second re-planning cycle does not provide any improvement. Fig. 5 Comparison of the resulting bathymetric reconstructions for different dive patterns. The initial dive pattern uses 3 evenly spaced dives. The coverage dive pattern adds an additional 3 dives (total of 6 dives) that maximize coverage overlap. The variance dive pattern instead uses the additional three dives (total of 6 dives) to maximize reduction of uncertainty in the map. The variance dive pattern provides improved uncertainty reduction, nearly that of an exhaustive dive pattern that uses 9 dives. The graph shows both total uncertainty remaining (dark blue) and average reconstruction error computed relative to the 9 dive pattern (light red). Fig. 6 Crisscross pattern used to test the benefit of adaptive dive planning (left) and the uncertainty remaining in the 40 m × 40 m area after 6 dives for different numbers of re-planning cycles (right). The vehicle may choose to execute any 6 of 20 dives (10 North/South and 10 East/West) to maximize the accuracy of the 3D bathymetric reconstruction. The dives are pre-run, which allowed post-processing the data to determine the benefit of different dive selection methods. Re-planning consists of re-calculating the uncertainty representation before determining the next dive. The first additional re-planning cycle provides approximately an 8% reduction in uncertainty versus a preplanned dive pattern, but the second re-planning cycle does not provide any improvement. Note that there is less remaining uncertainty in these results than those in Figure 5 due to the smaller area being surveyed.
We note that the benefit from the first re-planning cycle is significant; however, the pre-planned path still provides an accurate 3D reconstruction. Thus, adaptivity is beneficial in this scenario, but the essential component of the algorithm is preplanning to reduce the uncertainty of the reconstruction. Based on these results, it is clear that we can predict the returns that we will receive from the sidescan sonar to some extent, which motivates the use of long-term planning in this scenario.
Discussion and Conclusions
Our experiments have examined the benefit of active dive planning in the real-world application domain of 3D bathymetric mapping. We have shown that planning a dive pattern that greedily maximizes variance reduction provides a significant quantitative and qualitative improvement over standard lawnmower approaches. In addition, we have shown that adaptive planning that re-plans provides some additional improvement. We note that the re-planning occurs once the vehicle has surfaced, which allows for the necessary computation to be placed offboard and communicated to the vehicle. In addition, the planned paths can be checked by a human operator before execution to ensure safety. These experimental findings provide a baseline for future research in active mapping and inspection. In addition, our experiments provide insight into the validation of recent theoretical advances in submodular optimization and active sensing.
In underwater applications, perhaps more so than in other robotics domains, there is significant interest in simplifying the behaviors that occur underwater. Complex behaviors, such as adaptive planning, can potentially lead to safety concerns and increase the necessary computation carried by the AUV. Our experiments have helped determine the level of adaptivity necessary to provide high performance bathymetric mapping as well as the granularity with which this adaptivity must be made. Our results demonstrate that there is limited benefit to adaptive planning, which avoids some of the necessity for onboard computation on the AUV. The ability to provide good 3D reconstructions without in situ adaptation significantly reduces the computational burden on the vehicle and also simplifies the testing requirements. As a result, our algorithm can easily be applied to any propeller-driven AUV capable of executing a series of waypoints.
Future work includes analysis of alternative uncertainty representations that utilize the specifics of the shape-from-shading method to provide better predictions of areas that need further inspection. For instance, alternative kernels in the GP may allow for more accurate uncertainty modeling. Additional experimental validation includes testing of the proposed method on 3D reconstructions generated from other sensors (e.g., monocular vision, stereo, and infrared imaging). The techniques proposed here and the experimental methods employed are applicable throughout underwater inspection domains as well as on ground vehicles and aerial platforms. Ultimately, the experimental validation of active and adaptive planning moves towards more efficient use of robotic perception for autonomous vehicles.
