


















Approximation and Streaming Algorithms
for Projective Clustering via Random Projections
Michael Kerber∗ Sharath Raghvendra†
Abstract
Let ε > 0 be any constant and let P be a set of n points in Rd. We design new streaming and ap-
proximation algorithms for clustering points of P . Consider the projective clustering problem: Given
k, q < n, compute a set F of k q-flats such that the function f qk (P, ρ) =
∑
p∈P d(p,F)ρ is minimized;
here d(p,F) represents the distance of p to the closest q-flat in F . For ρ = ∞, we interpret f qk (P, ρ) to be
maxr∈P d(r,F). When ρ = 1, 2 and ∞ and q = 0, the problem corresponds to the well-known k-median,
k-mean and the k-center clustering problems respectively.
Our two main technical contributions are as follows:
(i) Consider an orthogonal projection of P to a randomly chosen O(Cρ(q, ε) logn/ε2)-dimensional flat.
For every subset S ⊆ P , we show that such a random projection will ε-approximate f q
1
(S, ρ). This
result holds for any integer norm ρ ≥ 1, including ρ = ∞; here Cρ(q, ε) is the size of the smallest
coreset that ε-approximates f q
1
(·, ρ). For ρ = 1, 2 and ∞, Cρ(q, ε) is known to be a constant which
depends only on q and ε.
(ii) As our second contribution, we improve the size of the coreset when ρ = ∞. In particular, we improve
the bounds of C∞(q, ε) to O(q3/ε2) from the previously-knownO(q6/ε5 log 1/ε).
As applications of our work, we obtain better approximation and streaming algorithms for various projective
clustering problems over high dimensional point sets. For example, when ρ = ∞ and q ≥ 1, we obtain a
streaming algorithm that maintains an ε-approximate solution using O((d + n)q3(log n/ε4)) space. This is
better than O(nd) which is the input size and therefore, our algorithm is useful especially when n and d are
in the same order of magnitude.
1 Introduction
Clustering high-dimensional data is an important task arising in areas such as machine learning, exploratory
data mining, computer vision, pattern recognition and bioinformatics. In this paper, we consider clustering
high-dimensional point clouds where the number of points and the dimension of the point cloud are of similar
size. In particular, we design new approximation and streaming algorithms for the well-known projective
clustering problem: For a set P of n points in Rd, given integer parameters k, q < n, an error parameter ε > 0
and an integer norm ρ ≥ 1, we compute a set F of k q-flats such that the function f qk (P, ρ) =
∑
p∈P d(p,F)ρ
is minimized; here d(p,F) represents the Euclidean distance of p to its closest point on any q-flat in F . When
ρ = ∞, we interpret f qk (P, ρ) to be maxp∈P d(p,F). Several well-known clustering functions fall in this
category. For example, when ρ = ∞, q = 0 this problem reduces to the minimum enclosing ball (MEB)
problem (when k = 1) and the k-center clustering problem (for arbitrary k). For ρ = ∞ and q = 1, we get the
minimum enclosing cylinder (MEC) (for k = 1) and the k-cylinder clustering problem (for arbitrary k). When
q = 0, we get the k-median clustering problem (for ρ = 1) and for k-means clustering problem (for ρ = 2).
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The paradigm of coresets is useful for designing efficient approximation algorithms [4], especially for
clustering high-dimensional data. Typically, a coreset is a small “most-relevant” subset C of the input points P
with the property that an optimal solution on C is an approximate solution for P . For many problems, coresets
can be computed efficiently and therefore they have been used in the design of fast approximation algorithms.
Coresets are also useful in the design of streaming algorithms1 ; see for example [11, 20, 21].
In the context of projective clustering, a slightly weaker definition of a coreset has been used2 – for k = 1,
a coreset is a subset C ⊆ P such that the affine subspace spanned by C contains a q-flat F with d(p, F ) ≤
(1 + ε)f q1 (P ). We let Cρ(q, ε) denote the worst-case size of such a coreset for approximatingf
q
1 (P ). For
problems such as the MEB, MEC, 1-mean, 1-median, there are coresets whose size is independent of the
number of points and the ambient dimension; see [7, 8, 22] for details.
Another tool for handling high-dimensional data is the random projection method [31]. At its heart is
the following well-known lemma [25] which says that an orthogonal projection of any point set to a random
O(log n/ε2)-dimensional flat preserves pairwise distances between all pairs of points; see below for a precise
statement and see [16] for an elementary proof of the statement.
Theorem 1 (Johnson-Lindenstrauss) For 0 < ε < 1, a set P ⊂ Rd of n points, and m ≥ 36 ln(n)/ε2, there
is a map πˆ : Rd → Rm such that
(1− ε)‖u− v‖2 ≤ ‖πˆ(u)− πˆ(v)‖2 ≤ (1 + ε)‖u − v‖2
for any u, v ∈ P . Moreover, a randomly chosen map πˆ of the form πˆ(p) = √d/m · π(p) where π is the
orthogonal projection to a m-dimensional subspace of Rd, satisfies that property with probability at least 1/2.
We abuse notations and refer to πˆ described above as a random projection to an m-dimensional flat.
Our results. We establish a novel link between coresets and the random projections leading to new streaming
and approximation algorithms for the projective clustering problem . First, we show that a random projection
to O(Cρ(q, ε) log n/ε2) dimensional space ε-approximates f q1 (S, ρ) for every subset S ⊆ P . Our result can
be seen as a generalization of the JL-Lemma which only handles pairwise distances. The main ingredient of
our proof is to show that a random projection to an O(Cρ(q, ε) log n/ε2)-dimensional subspace “preserves"
all flats defined by subsets of size Cρ(q, ε). These results show that a very small increase in the dimension
of the projected space can preserve a lot more geometric structure than just the pairwise distances – similar
observations for different geometric structures have been made in [2, 12, 24, 27, 28]. As a consequence,
we argue that projective clustering is preserved under random projections. Our result also provides a new
application of coresets – smaller coresets imply better bounds on the dimension of the projected flat. Most
algorithmic applications require coresets that can be computed quickly. We only require the existence of a
small size coreset. This allows to shoot for smaller bounds on the size of the coreset without optimizing on the
construction time.
We highlight this through our second contribution. When ρ = ∞, we show the existence of coresets of size
O(q3/ε2) (Section 3); the best previously known bound was O(q6/ε5 log 1/ε) [22]. Our result significantly
improves the dimension of the projected space from O(q6/ε7 log 1/ε log n) to O(q3/ε4 log n).
Our results have the following applications (Section 4):
• We obtain a generic improvement scheme for streaming algorithms for projective clustering of high-
dimensional data that approximates f qk (P, ρ) with high probability. Precisely, we reduce the dependence
on the dimension by projecting the arriving points and executing a streaming algorithm on these pro-
jected points. This simple approach has useful consequences: when ρ = ∞, we obtain an O((d +
1In the streaming setting, algorithms are allowed to make one or few passes over the data and maintain an approximate solution
using a very small workspace.
2We use this definition throughout the paper
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n)C∞(q, ε) log n/ε2) space algorithm for approximating f qk(P,∞) which is significantly better than the
O(nd) space required to store the entire input and is close to the lower bound of Ω(n) known for the
case when q = 0 [3]. For k-means and k-median, we significantly improve the O(d2k2/ε2 log8 n)-
streaming algorithm by Chen [11] to O(d log n/ε3 + k2/ε8 log10 n) for k-means and O(d log n/ε4 +
k2/ε10 log 1/ε log10 n) for k-median.
• We also generically improve algorithms that compute an approximate solution for projective clustering
problems. Again, we project the input to a lower-dimensional subspace and compute an approximate
solution in the projected space. We obtain the solution in d-dimensional space by “lifting” the clusters
in projected space separately. For the approximate k-cylinder problem, our approach yields a bound of
O(n log n2k log k/ε + dn lognε3 ) which improves the previously known best O(nd2
k log k/ε) [7] in the sense
that k and d are decoupled in the complexity bound.
• Since our results imply that, under random projections, the radius of MEB is approximated for every
subset of the input, we immediately get an approximation scheme for a d-dimensional ˇCech complex in
Euclidean space by a ˇCech complex in lower dimensions. In particular, this result bounds the persistence
of high-dimensional homology classes of the original ˇCech complex. Very recently, these results have
been proven independently by Sheehy [30].
2 Generalized Johnson-Lindenstrauss Lemma
Recall the definition of f q1 (P, ρ) as the maximal distance of P to the best fitting q-flat. We show that a random
projection to appropriately large subspaces approximately preserves f q1 (S, ρ) for any subset S ⊆ P . What
dimension is appropriate for a projection depends on the corresponding coreset size C := Cρ(q, ε); precisely,
picking a O(C log(n)/ε2)-dimensional subspace is enough.
We outline the proof of the statement before giving the technical details in the remainder of the section. For
a set S ⊂ P , we let 〈S〉 denote the span of S, that is, the subspace spanned by the points in S. We know that
any subset of P has a coreset of size C whose span contains an approximately optimal q-flat F . If the distance
of F to any p ∈ P is preserved, we can guarantee to preserve f q1 (S, ρ) approximately as well. We ensure this
preservation by the stronger property that for any p ∈ P , the distance to any q-flat in the span of any subset
of P of cardinality C is preserved (Lemma 3). Note that the number of such subspaces is bounded by nC and
therefore polynomial in n.
Lemma 3 in turn follows easily from a generalization of the Johnson-Lindenstrauss lemma that we prove
first: for an integer c > 0, we show that a random projection to roughly c log(n)/ε2 dimensions preserves for
all subset S of c points the distance between any two points in 〈S〉. Sarlos [28] proves this statement for the
span of a fixed subset S (in fact, he proves it for any c-dimensional subspace, even if it is not spanned by points
in P ). A direct combination of his result with the union bound gives a weaker bound of O(c2 log n/ε2) for the
dimension of the projected space; instead, we have to exploit the sharper concentration of the expected length
of a vector to obtain a better bound.
Lemma 2 For 0 < ε < 1, a set P ⊂ Rd of n points, an integer c ≥ 0, and m ≥ λ · c log(n)/ε2 for a suitable
constant λ, a random projection πˆ satisfies with high probability that for any subset S ⊂ P of cardinality c and
for any u, v ∈ 〈S〉
(1− ε)‖u− v‖ ≤ ‖πˆ(u)− πˆ(v)‖ ≤ (1 + ε)‖u− v‖.
Proof: The proof of Thm. 2.1 in Dasgupta and Gupta [16] implies the following statement: When projecting
a unit vector in Rd to a fixed m = O(c log n/ε2)-dimensional subspace, the probability that its squared length








for a suitable constant λ. As they argue, the same bound applies for a fixed unit vector and a uniformly chosen
m-dimensional subspace.
A result by Feige and Ofek [19] (see also [6]), translated in geometric terms says that by approximately
preserving the pairwise squared distances between a set of at most exp(c ln 18) sample points belonging to an
c-dimensional subspace, we can approximately preserve the squared length of all unit vectors in the subspace,
and thus all pairwise distances; see [28, Proof of Cor. 11] for further explanations. Hence, for a fixed subspace,
we need to preserve exp(2c ln 18) ≤ exp(6c) distances. Moreover, we want to preserve distances in nc many
subspaces, yielding a total of exp(6c)nc ≤ n7c distances to be preserved. By the union bound, choosing a
m-dimensional subspace uniformly at random, the probability of success is at least 1− n7c
n8c
≥ 1− 1/nc. 
The preservation of point-to-flat distances in low-dimensional subspaces is a simple consequence:
Lemma 3 Let 0 < ε < 1, P ⊂ Rd a set of n points and q < c positive integers. With high probability, a
random projection to an O(c log n/ε2)-dimensional flat satisfies for all subset S ⊂ P of cardinality c, all q-flat
Q ⊂ 〈S〉, and all p ∈ P that
(1− ε)d(p,Q) ≤ d(πˆ(p), πˆ(Q)) ≤ (1 + ε)d(p,Q).
Proof: For any p ∈ P and any Q ⊂ 〈S〉, there exists a space with c+ 1 points that contains both p and Q. Let
t ∈ Q be the point such that d(p,Q) = ‖p − t‖. Applying Theorem 2 for c′ := c+ 1 immediately implies that
d(πˆ(p), πˆ(Q)) ≤ ‖πˆ(p) − πˆ(t)‖ ≤ (1 + ε)d(p,Q). The second inequality follows similarly, considering the
point t′ ∈ Q that realizes d(πˆ(p), πˆ(Q)). 
Finally, we show our main theorem that random projections preserve f q1 (S, ρ) for subset S of P .
Theorem 4 Let 0 < ε < 1, P ⊂ Rd consist of n points, q ≥ 0 an integer and ρ a constant in ∈ Z≥0 ∪ {∞}.
Then with high probability, for m ≥ λ · Cρ(q, ε/2) log(n)/ε2 with a suitable constant λ, a random projection
πˆ satisfies for all subset S ⊂ P
(1− ε)f q1 (S, ρ) ≤ f q1 (πˆ(S), ρ) ≤ (1 + ε)f q1 (S, ρ).
Proof: Let S ⊆ P arbitrary. We start by showing the second inequality: By the coreset property, there exists
a subset E ⊂ S of Cρ(q, ε/2) points such that 〈E〉 contains a q-flat F that is an ε2 -approximate solution. For
ρ 6= ∞, applying Lemma 3 with ε′ = ε/(4ρ) and c := Cρ(q, ε/2), we get that
f q1 (πˆ(S), ρ) ≤
∑
p∈S
d(πˆ(p), πˆ(F ))ρ ≤
∑
p∈S
(1+ε/(4ρ))ρd(p, F )ρ ≤ (1+ε/3)(1+ε/2)f q1 (S, ρ) ≤ (1+ε)f q1 (S, ρ),
where we use the easy facts that (1 + ε/(4ρ))ρ ≤ (1 + ε/3) and (1 + ε/3)(1 + ε/2) < 1 + ε for 0 ≤ ε ≤ 1.
For ρ = ∞, the proof for ρ = 1 directly carries over.
For the first inequality, we apply the coreset property on the set πˆ(S): let πˆ(E′) be a coreset for πˆ(S). Let
G denote the approximate solution in 〈πˆ(E′)〉; it holds that G = πˆ(F ′) for some q-flat F ′ in 〈E′〉. Using again
Lemma 3, we have that
























)f q1 (πˆ(S), ρ) ≤ f q1 (πˆ(S), ρ)
where we use the easily provable fact that 1− ε3 ≤ (1− ε(4ρ))ρ. Again, the case ρ = ∞ is analogue to ρ = 1. 
As a consequence of Theorem 4, also f qk(P, ρ) is preserved for any k ≥ 1.
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Corollary 5 With the notations of Theorem 4 and k ≥ 1, a random projection πˆ satisfies with high probability
(1− ε)f qk (P, ρ) ≤ f qk(πˆ(P ), ρ) ≤ (1 + ε)f qk (P, ρ).
Proof: Let F = {F1, . . . , Fk} denote an optimal collection of q-flats, that is, for any p ∈ P , the closest flat in
F has distance at most f qk (P, ρ). Let Pi ⊆ P be the set of points closest to Fi, for i = 1, . . . , k. Note that Fi is
the optimal q-flat for Pi, in other words, it realizes f q1 (Pi, ρ).3 Using Theorem 4 on the subsets Pi, we get for
ρ <∞ that
f qk(πˆ(P ), ρ) ≤
k∑
i=0
f q1 (πˆ(Pi), ρ) ≤
k∑
i=0
(1 + ε)f q1 (Pi, ρ) = (1 + ε)f
q
k (P, ρ),
proving the second part of the inequality. The first part follows the same way considering an optimal F for
πˆ(P ). The case ρ = ∞ is analogous, replacing all sums by max. 
3 Improved Coreset for Projective Clustering.
In this section, we will show an improved bound for C∞(q, ε) with q ≥ 1, that is, for the size of a coreset for
MEC and its higher-dimensional counterparts. Recall from Theorem 4 that the size of these coresets defines the
dimension of the projected space required to preserve the corresponding structure. That implies that knowing
good bounds for C∞(q, ε) is useful, even if no algorithm for computing a coreset of that size is available. We
free ourselves from algorithmic considerations in this section and prove the following structural result:
Theorem 6 For any point set P ⊂ Rd and q ≥ 1, there is a set S ⊂ P of O(q3/ε2) points such that the affine
subspace spanned by S contains an ε-approximate q-flat.
The main difficulty of the proof is the case of lines, namely q = 1, and the majority of the remaining section
will deal with this case. Therefore, we simplify our notations for the case of lines: Let the distance between a
line ℓ and a point p, denoted by d(p, ℓ), be the distance of p to its closest point on ℓ. For a point set P ⊂ Rd,
let ℓopt be the line that minimizes the maximum distance to any point in P . We refer to ℓopt as the minimum
enclosing cylinder, or just MEC. For any line ℓ, the maximum distance from ℓ to any point in P is referred to
as the radius of ℓ. Let ropt be the radius of ℓopt. We call a line ℓ an ε-approximate cylinder, if its maximum
distance to any point in P is at most (1 + ε)ropt. We re-state Theorem 6 for the case q = 1:
Theorem 7 For any point set P ⊂ Rd, there is a coreset S ⊆ P of O(1/ε2) points such that the affine subspace
spanned by S contains an ε-approximate 1-cylinder.
Notations and preliminary observations. For p ∈ P and any line ℓ, let πℓ(p) denote the (orthogonal)
projection of p onto ℓ. We let Iℓ(P ) denote the smallest interval on ℓ which contains the projection of all points,
i.e., the set {πℓ(p) | p ∈ P}. Let wℓ(P ) denote the length of this interval; we refer to wℓ(P ) as width of P
along the line ℓ. When there is no ambiguity about the point set P , we just write Iℓ, and wℓ. Let w := wℓopt and
I := Iℓopt . For any point set P , the diameter of P , diam(P ), denotes the length of the farthest pair of points in
P . Clearly, wℓ ≤ diam(P ) for any line. Moreover, triangle inequality implies that diam(P ) ≤ w + 2ropt by
projecting a diametral pair of points to ℓopt. Therefore,
wℓ ≤ w + 2ropt. (1)




3For ρ = ∞, this is not necessarily true for any optimal solution, but we can replace every q-flat with the optimal one wlog
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Note that pdist is defined only with respect to I ⊂ ℓopt. The following statement follows directly from the
definition and triangle inequality:
Proposition 8 For any line ℓ with pdist(ℓ) ≤ εropt, ℓ is an ε-approximate cylinder.
Moreover, the following simple fact will be used several times in the proofs of this section:
Proposition 9 For a line segment e and a point c ∈ Rd, the function d : e→ R, x 7→ ‖x− c‖ has its maximum
at one endpoint of e. Moreover, any point in the interior of e has a function value that is strictly smaller than
the maximum.
Proof Outline. We proof Theorem 7 for the cases w ≤ 6ropt and for w > 6ropt separately4 :
When w > 6ropt, we define an iterative procedure to construct the coreset. During each iteration, we
maintain not just the subspace, but also a candidate line. After each iteration of the procedure, we show that
either the angle between the candidate line and ℓopt or the distance of the candidate line from I improves
significantly. Finally, we show that both events can only happen at most O(1/ε2) times. Therefore, after
O(1/ε2) iterations, the candidate line is within εropt from I implying that it is an ε-approximate cylinder. This
construction procedure is similar to the procedure of [23]. However, we prove a faster convergence rate leading
to a small sized coreset.
When w ≤ 6ropt, the problem behaves somewhat like the MEB problem. We exploit the fact that there
are small MEB-coresets of size O(1/ε) and derive a MEC-coreset of size O(1/ε2) from it. Our construction
reveals a high-level analogy between MEB- and MEC-approximations: while the center of an MEB-coreset, as
defined by Ba˘diou and Clarkson [10] can be at a (fairly large) distance of √εrˆ from the optimal center5, that
approximate center is still within a distance (1+ε)rˆ to all points in P . The same way, the line that we construct
does not necessarily form a small angle with the optimal cylinder, but we ensure that the distance of every point
in P to this line is at most (1 + ε)ropt.
Coresets for small w. We assume that w ≤ 6ropt. The following statement follows from a lemma by Barany
and Füredi [9, p.323]; see also [22, Remark 2.9]: There is a coreset E1 ⊆ P of O(1/ε2) points such that the
affine subspace spanned by E1 contains a point o which is at a distance (ε/3)ropt from ℓopt, i.e.,
d(o, ℓopt) = (ε/3)ropt.
We start our construction by assuming that E1 and o are given to us, and we make o the origin of our coordinate
system. We will construct an ε-approximate cylinder through o.
Let P ′ ⊆ P be the points in P with distance at least (1 + ε)ropt from the origin. We find a solution for P ′
instead of P , because for points in P \ P ′, any line through the origin will be in distance at most (1 + ε)ropt.
Let ℓ′opt be the line through the origin that yields the cylinder with the smallest radius for P ′. Note that this
cylinder has a radius of at most (1 + ε/3)ropt. The hyperplane through the origin and orthogonal to ℓ′opt splits
R
d in two halfspaces H− and H+. No point of P ′ can lie on the hyperplane because then, its distance to the
origin would be at most (1 + ε/3)ropt. Next, we construct a point set Q ⊂ H− by reflecting points in H+:
Q := {p | p ∈ P ′ ∩H−} ∪ {−p | p ∈ P ′ ∩H+}
Notice that ℓ′opt is the line through the origin that minimizes the maximum distance to all points in Q.
Let hhigh and hlow be hyperplanes orthogonal to ℓ′opt through the endpoints of Iℓ′opt(Q), with hlow being the
hyperplane with larger distance to the origin. In other words, hhigh and hlow are the hyperplanes with distance
equal to the width of Q along ℓ′opt.
4We emphasize once more that we need to show only existence of small-sized coresets, so we assume that ℓopt is given to us.
5here rˆ is the radius of the optimal minimum enclosing ball.
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Let Q′ := π(Q,hlow). The line ℓ′opt is orthogonal to hlow and therefore, its projection to hlow is a point
which we denote by c. In Lemma 11, we show that c is the center of the minimum enclosing ball of Q′. By [10],
Q′ has an ε23600 -coreset for MEB of size ⌈3600/ε2⌉.6 Let E2 ⊂ Q denote the set of points whose projections
define this MEB-coreset, and let c′ denote the center of the projected points. Let ℓ′ be the line parallel to ℓ′opt
through c′. Let o′ be the point of intersection of ℓ′ with the convex hull of E2.
The line ℓ through o and o′ lies in the affine subspace spanned by E1 ∪ E2. We claim that ℓ is an ε-
approximate cylinder. This completes the coreset construction for ε-approximate cylinder for small widths.
Using the facts that all points in Q are at a distance greater than (1 + ε)ropt from the origin, we get the
following properties for the hyperplanes hlow and hhigh.
Lemma 10 d(o, hhigh) ≥
√
εropt and d(o, hlow) ≤ 8ropt.
Proof: For the first part, consider a point q ∈ Q and let q′ be its projection on ℓ′opt. Because the triangle oqq′
has a right angle at q′, we have that
‖q′‖2 = ‖q‖2 − ‖q − q′‖2.
Note that ‖q‖ ≥ (1 + ε)ropt because q ∈ Q, and ‖q − q′‖ ≤ 1 + ε3 because of the definition of ℓopt. Therefore,
‖q′‖2 ≥ (1 + ε)2ropt − (1 + ε
3
)2ropt,









For the second part, recall that the width of ℓ′opt is at most w+2ropt by (1). By construction, the intersection
point of ℓ′opt and hlow is in I(ℓ′opt). But the origin is in I(ℓ′opt) as well, because it was constructed as a point in
the convex hull of P . Therefore, the distance of these two points is at most w + 2ropt ≤ 8ropt. 
The following lemma establishes that the intersection point of ℓ′opt with hlow is the center of MEB of Q′.
Lemma 11 c is the center of the MEB of Q′.
Proof: Assume for a contradiction that Q′ has an MEB center c˜ 6= c. Let ℓ˜ denote the line through the origin
and c˜. We will show that ℓ˜ yields a smaller cylinder than ℓ′opt which is a contradiction to the definition of ℓ′opt.
Let r denote the distance of ℓ′opt from the farthest point in Q. Let r˜ be the radius of the smallest enclosing
ball of Q′ that is centered at c. Clearly, r˜ < r. Fix a point q ∈ Q, let q˜ be its projection to ℓ˜ and q′ its projection
to hlow. The distance dq := ‖q − q˜‖ is equal to the distance of q′ to some point on the interior of the line
segment cc˜. By Proposition 9, the distance of q to ℓ˜ is therefore strictly less than max{r, r˜} = r, so the cylinder
around ℓ˜ with radius r˜ is a smaller cylinder than the one defined by ℓ′opt. 
Lemma 12 ‖c− c′‖ ≤ ε30ropt.
Proof: Consider the hyperplane through c orthogonal to cc′. There must be a point q ∈ Q′ in the half-space
that does not contain c′ whose distance to c is the meb radius r (otherwise, we could move the center towards
c′, decreasing the radius; see [8] for a proof). Let θ be the angle at c in the triangle cc′q. By law of cosine,
‖c− c′‖2 = ‖q − c′‖2 − ‖q − c‖2 + 2‖q − c′‖‖q − c‖ cos θ.
Since θ ∈ [π/2, π], cos θ < 0, so we can remove the last term for an upper bound. Also, by the coreset property,
‖c′− q‖ ≤ (1+ ε23600 )r, and we know that r ≤ (1+ ε3)ropt ≤ 43ropt because it equals the radius of the cylinder
of ℓ′opt. Therefore,
‖c− c′‖2 ≤ (1 + ε
2
3600












6The constant seems unnecessary high, but we have not tried to optimize it in this work.
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which proves our claim. 
We can now prove correctness of our construction for the case of small w:
Lemma 13 Any point in Q has distance at most (1 + ε)ropt from ℓ.
Proof: Fix any point q ∈ Q and let q′ be its projection to hlow. Let c′′ be the point of intersection of ℓ and hlow.
It is sufficient to show that ‖q′ − c′′‖ ≤ (1 + ε)ropt: Since ‖q′ − c‖ ≤ (1 + ε/3)ropt, and the distance of q to
ℓ is realized by the distance of q′ to some point in the line segment from c to c′′. If the distance of q′ to c′′ is at
most (1 + ε)ropt, the result follows from Proposition 9.
We claim first that ‖c− c′′‖ ≤
√
ε
3 ropt: Indeed, the slope of ℓ with respect to ℓ
′




distance of o′ to ℓ′opt equals the distance of c′ to c which is at most ε30ropt by Lemma 12 and the distance of c to
the projection of o′ to ℓ′opt is at least
√
εropt by Lemma 10. The distance of the origin to hlow is at most 8ropt,






3 ropt. Observe that
c, c′, and c′′ are colinear by construction. We first consider the triangle q′cc′, and let θ denote the angle at c. If
θ ≤ π/2, we have that





r2opt ≤ (1 + ε)r2opt
and therefore, ‖q′ − c′′‖ ≤ (1 + ε)ropt as well. If θ ≥ π/2, we use the law of cosines to obtain
cos θ =
‖q′ − c′‖2 − ‖q′ − c‖2 − ‖c− c′‖2
2‖q′ − c‖2‖c− c′‖
Using the law of cosines again on the triangle q′cc′′ and replacing cos θ by the expression above, we get
‖q′ − c′′‖2 = ‖q′ − c‖2 + ‖c− c′′‖2 − ‖c− c
′′‖
‖c− c′‖ (‖q
′ − c′‖2 − ‖q′ − c‖2 − ‖c− c′‖2)
= ‖q′ − c‖2 + ‖c− c′′‖2 + ‖c− c
′′‖
‖c− c′‖ (‖c − c
′‖2 − (‖q′ − c′‖2 − ‖q′ − c‖2))
Because θ > π/2, we know that ‖q′ − c′‖ > ‖q′ − c‖, so we can bound








r2opt ≤ (1 + ε)r2opt.

The case of large w Next, we construct a coreset for the case where w > 6ropt. Given ℓopt, we give an
iterative process to construct a coreset of size O(1/ε2) such that the affine subspace spanned by this coreset
contains an approximate solution.
Construction. Let u, v ∈ P be the two points whose projections bound the interval I , that is, they are the
extremal points of P with respect to the direction of ℓopt. We initialize the candidate line ℓ(0) to be the line
uv. For i ≥ 1, while ℓ(i−1) has distance more than (1 + ε)ropt from some point in P , we update the candidate
line in the i-th step to ℓ(i) as follows: Let q be a point of P that is furthest away from ℓ(i−1), and let E be the
plane spanned by ℓ(i−1) and q. We set the projection of ℓopt to E as our new candidate line ℓ(i). After at most
O(1/ε2) steps, we have our coreset.
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Proof Overview: In the ith iteration, let θi be the angle between ℓ(i) and ℓ(i−1) and let φi be the angle between
ℓ(i) and ℓopt.
We call an iteration of our construction to be a small angle iteration if the angle θi satisfies sin θi ≤ εropt4w .
We refer to all other steps as large angle iteration.
The proof proceeds by proving the following statements: For the initial line ℓ(0), both its angle and its
distance to ℓopt are fairly small, but not small enough to be an approximate cylinder (Lemma 14 and Lemma 18).
As i increases, the angle of ℓ(i) with ℓopt and distance (pdist) to ℓopt is always non-increasing. (Corollary 16
and Lemma 19). In each large angle iterations, the angle to ℓopt reduces significantly (Corollary 16), so that
after O(1/ε2) large angle iterations, the angle to ℓopt is so small that no further large angle iteration can happen
anymore (Lemma 17). For small angle iterations, the distance (pdist) to ℓopt reduces significantly (Lemma 22),
so that after O(1/ε2) small angle iterations, the distance drops below εropt, and we have constructed an ε-
approximate cylinder (Theorem 23).
We continue with filling in the details of our construction. We begin by proving that the initial angle is not
too large.
Lemma 14 tanφ0 ≤ 2roptw .
Proof: Recall that ℓ(0) contains points u and v whose projections onto ℓopt define the interval I . Consider the
line ℓ′opt parallel to ℓopt that passes through u. Because ℓopt with radius ropt is the optimal cylinder, the distance
of ℓopt to ℓ′opt is at most ropt. The distance of ℓopt to v is also at most ropt. By triangle inequality, the distance
of ℓ′opt and v is at most 2ropt. Let v′ be the projection of v onto ℓ′opt. The line segment vv′ is orthogonal to
ℓ′opt. The result follows from considering the right angled triangle uvv′, with ‖uv‖ = w, vv′ = 2ropt and has
angle φ0 at u. 
This following lemma quantifies the amount of improvement in φi when θi is large. This helps us bound
the number of large angle steps in Corollary 16.
Lemma 15 Let ℓ be a line not orthogonal to a plane E. Let ℓ′ denote its projection and let φ′ denote the angle
between ℓ and ℓ′. Let ℓ′′ be a line in E obtained by rotating ℓ′ by an angle of θ. Let φ′′ denote the angle of ℓ
and ℓ′′. Then,
cosφ′′ = cosφ′ cos θ
Proof: Wlog, we can assume that all three lines intersect in a common point o. Let a be a point on ℓ of distance
1 from o, let b ∈ ℓ′ be its projection on ℓ′. Within E, the line through b orthogonal to ℓ′ intersects ℓ′′ in a
point which we denote by c. We can determine the side lengths of all edges of the tetrahedron oabc: The length
of oa is 1. Since oab is orthogonal with right angle at b and angle φ′ at o, we have that |ob| = cosφ′ and
|ab| = sinφ′. Since the triangle obc is orthogonal at b and has angle θ at o, we know that |bc| = tan θ cosφ′
and |oc| = cosφ′/ cos θ. Finally, the triangle abc is orthogonal at b and therefore |ac|2 = |bc|2 + |ab|2.
Now, we consider the triangle oac (without right angle) which has angle φ′′ at o. By the law of cosines
|ac|2 = |oa|2 + |oc|2 − 2|oa||oc| cos φ′′,
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cos2 θ + 1− sin2 θ)
= cosφ′ cos θ

Corollary 16 In our algorithm, the sequence φi for i ≥ 0 is non-increasing. Moreover, if the i-th step is a




1− ( εropt4w )2 cosφi−1.





Since cos(θi) ≤ 1, this shows that the (cosφi)i≥0 is increasing, so the angles are decreasing. Moreover, if the




and this implies the second claim exploiting that sin θi =
√
1− cos2 θi. 
The previous lemma shows that if the angle between two consecutive candidates is large, we are making
substantial improvement in the angle with respect to the optimal line ℓopt. A simple calculation shows that
because we start with a not too large angle (Lemma 14), the angle becomes very small after O(1/ε2) steps.




In particular, all further iterations are small angle updates.
Proof: Consider the non-increasing sequence (φi). We know that φ0 ≤ arctan(2ropt/w). Let φ denote an
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It follows that θi+1 is a small angle, and the same argument applies for any θj with j ≥ i+ 1. 
After these angle considerations, we now turn to the distance to ℓopt with respect to pdist. For convenience,
we write di := pdist(ℓ(i)) for i ≥ 0.
Lemma 18 d0 ≤ ropt
Proof: Consider the function f : I → R, p 7→ d(p, ℓ(0)). By construction, f takes value at most ropt at the
boundary of I because ℓ(0) goes through the points u and v whose projections on ℓopt defines I (by construc-
tion). By Proposition 9, the function f is smaller than ropt throughout the interval I . 
Lemma 19 For any i ≥ 0, di+1 ≤ di.
Proof: Fix any p ∈ I . Let e denote the plane that ℓ(i) and ℓ(i+1) are contained in. By construction, the closest
point on e to p is on ℓ(i+1). It follows that d(p, ℓ(i)) ≥ d(p, ℓ(i+1)) and therefore, di ≥ di+1. 
The last step is to show that, in small angle iterations, di improves “significantly”. In order to do that, we need
a preparatory result: Fix a line ℓ. For any p ∈ I , there is a closest point g(p) on ℓ. Define the interesting region
of ℓ as the convex hull of Iℓ and all g(p) with p ∈ I .
Lemma 20 The interesting region of any ℓ(i) has length at most 2w.
Proof: Set ℓ := ℓ(i). Now, fix p ∈ P , let p˜ denote its projection to ℓopt and p∗ its projection to ℓ. Moreover, let
p′ be the point on ℓwith minimum distance to p˜. Note that by triangle inequality, ‖p−p′‖ ≤ ‖p−p˜‖+‖p˜−p′‖ ≤
ropt + ropt = 2ropt. Since the triangle pp∗p′ has a right angle at p∗, it follows that the length of ‖p∗ − p′‖ is
also at most 2ropt. Therefore, the length of the interesting region is bounded by w(I)+4ropt which is bounded
w + 6ropt by (1). Since w ≥ 6ropt is assumed, the statement follows. 
Next, we show that if ℓ(i) and ℓ(i+1) have a small angle, their interesting regions are well-separated:
11
Lemma 21 Let the angle of ℓ(i) and ℓ(i+1) be small. Let p be a point in the interesting region of ℓ(i+1). Then,
d(p, ℓ(i)) ≥ εropt3 .
Proof: Since ℓ(i) and ℓ(i+1) lie in a common plane, we can assume wlog that ℓ(i+1) is aligned with the x-axis
and the distance to ℓ(i) is given by the function f : x 7→ mx+ n induced by ℓ(i) where the slope m is given by
tan θ with θ the angle of the two lines.
By construction of ℓ(i+1), there exists a point q ∈ P that has distance more than (1 + ε)ropt to ℓ(i) and
distance at most ropt to ℓ(i+1). Let qi+1 denote the closest point to q on ℓ(i+1). The distance of qi+1 to ℓ(i) is at
least εropt, or equivalently, f(qi+1) ≥ εropt. Now, consider an arbitrary point pi+1 in the interesting region of
ℓ(i+1); since qi+1 is in the interesting region, ‖pi+1− qi+1‖ ≤ 2w. It follows that f(pi+1) ≥ εropt− tan θ ·2w.
Now, since we know that θ ≤ arcsin εropt4w , it follows easily that cos θ ≥ 34 for w ≥ 6ropt and 0 ≤ ε ≤ 1 (using
cos arcsin(x) =
√
1− x2). We can thus bound
f(pi+1) ≥ εropt − sin θ
cos θ










With Lemma 21, showing that the distance drops significantly is just an application of the Pythagorean
theorem.
Lemma 22 If the angle of ℓ(i) and ℓ(i+1) is small, di+1 ≤ di − ε
2ropt
36 .
Proof: Let p ∈ I be the point with maximum distance to ℓ(i+1). Let pi+1 be the point on ℓ(i+1) realizing this
distance, and let pi be the point on ℓ(i) that realizes the distance d(p, ℓ(i)). Since ppi+1 is orthogonal to the
plane containing ℓ(i) and ℓ(i+1), we have that
‖p− pi‖2 = ‖p − pi+1‖2 + ‖pi − pi+1‖2
Note that ‖p − pi+1‖ = di+1 by construction, and ‖pi − pi+1‖ ≥ εropt3 by the Lemma 21, because pi+1 is in









x2 + a ≥ x+ a4 for any 0 ≤ x ≤ 1 and 0 ≤ a ≤ 1, we have that





Theorem 23 After k = O(1/ε2) iterations, ℓ(k) is an ε-approximate cylinder.
Proof: By Lemma 22, every small angle update improves di by an additive value of ε
2
36 . Because d0 ≤ ropt and
di is non-increasing, the algorithm can perform at most 36ε2 small angle updates. As shown in Lemma 17, the
number of updates with non-small angle is also bounded by O(1/ε2). 
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Extension to q-flats Based on our result for cylinders, we can derive the coreset bound from Theorem 6
following the approach from [22]. For a fixed q ≥ 1, let Fopt denote the optimal q-flat, that is, the q-flat that
minimizes the maximal distance to points in P . As before, let ropt denote this distance. We call a q-flat F an
ε-approximate q-flat if its maximal distance to P is at most (1 + ε)ropt.
As in the cylinder case, we can find a subset of O(1/ε2) points whose span contains a point o in distance at
most (ε/3)ropt from Fopt [9, 22]. We define o as the origin of the coordinate system.
Lemma 24 (Lemma 3.4 in [22]) There is a subset S ⊂ P of O(q/ε2) points such that the linear subspace
spanned by S contains a q-flat F through o such that the maximal distance of F to P is (1 + ε)qropt.
Proof: We prove the statement by induction on q, noting that the base case q = 1 follows from Theorem 7. For
q > 1, we let v1, . . . , vd be an orthogonal basis whose first q vectors span Fopt. Let π : Rd → Rd−k+1 denote
the projection to vq, . . . , vd. Note that π(vq) defines a line ℓ in projected space and the maximal distance to a
point in P is precisely ropt. Moreover, ℓ defines the optimal cylinder of the projected points because otherwise,
we could find a q-flat with a smaller radius. Using Theorem 7, there is a subset of O(1/ε2) points containing a
line ℓ′ with maximal distance (1+ε)ropt to π(P ). It follows that the q-flat F ′ which is spanned by v1, . . . , vd−1
and ℓ′ has maximal distance (1 + ε)ropt to P .
We let w1 denote the unit vector that spans ℓ′, and we consider an orthogonal basis w1, . . . , wd next. We
define σ : Rd → Rd−1 as the projection to w2, . . . , wd. We use the induction hypothesis on the set P ∗ := σ(P ):
There are O((q − 1)/ε2) points such that their linear subspace contains a (q − 1)-flat F ∗ through o such that
its maximal distance to P is (1 + ε)q−1r∗opt, where r∗opt is the radius of the optimal (q − 1)-flat for P ∗. We
define F as the q-flat spanned by F ∗ and w1. It lies in the span of O(q/ε2) points and its distance to P equals
the distance of F ∗ = σ(F ) to P ∗ = σ(P ), which is (1 + ε)q−1r∗opt. We only need to bound r∗opt: Note that the
distance of F ′ to P is equal to the distance of σ(F ′) to σ(P ) (because F ′ contains ℓ′). Therefore, r∗opt cannot
be more than (1 + ε)ropt which completes the proof. 
Note that with this lemma, Theorem 6 follows directly by noting that (1 + ε/(2k))k ≤ 1 + ε.
4 Applications
Streaming algorithms for projective clustering We consider the projective clustering problem in a stream-
ing context. In this setup, we do not return the cluster centers (the q-flats) but only an ε-approximation of
f qk(P, ρ). We let S(n, d, q, k, ε, ρ) be the space complexity for this problem. We assume that n, the size of the
stream, is known in advance.
Set m := Cρ(q, ε) log n/ε2. For our streaming algorithm, we initially choose a d × m projection matrix
uniformly at random which is stored throughout the algorithm. Furthermore, we maintain the workspace of
a streaming algorithm that computes an approximation of the considered projective clustering problem in m
dimensions. When a new point p ∈ Rd arrives, we compute the projection of the point πˆ(p) ∈ Rm and treat this
as an input to the m-dimensional streaming algorithm. We return the output value of the m-dimensional stream-
ing algorithm as our result. The correctness of the approach (with high probability) follows from Corollary 5.
The space complexity is O(dm+ S(n,m, q, k, ε, ρ)).
We consider the case of ρ = ∞. Using our improved coreset bound of Theorem 6 for q ≥ 1, by simply
storing all projected points in O(m) dimensions, we get a space complexity of O((d + n)m) = O((d +
n)q3 log n/ε4). Similarly, for q = 0, we obtain O((d+ n) log n/ε3), which is much smaller than the input size
of O(dn) and not too far from the lower bound of Ω(n) [3].
For k-means (q = 0, ρ = 2) and k-median (q = 0, ρ = 2) clustering, there are streaming algo-
rithms that take O(d2k2/ε2 log8 n) work space [11]. Furthermore, we have that C2(0, ε) = O(1/ε); this
follows as a straight-forward application of sparse greedy optimization using the Franke-Wolfe algorithm [13],
and C1(0, ε) = O(1/ε2 log 1/ε), by a straight-forward modification of the construction in [8, Thm 3.2]
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It follows that our algorithm approximates, with high probability, the value of f0k (P, 2) (k-means) with a
space complexity of O(d log n/ε3 + k2/ε8 log10 n) and of f1k (P, 2) (k-median) with a space complexity of
O(d log n/ε4 + k2/ε10 log 1/ε log10 n) Both results are significant improvement when d and n are of the same
order of magnitude.
Approximate Projective Clustering. For a set P of n points in Rd, let T (n, d, q, k, ε, ρ) denote the complex-
ity to compute k q-flats F that ε-approximate the optimal solution, that is,∑p∈P (d(p,F))ρ ≤ (1+ε)f qk (P, ρ).
We design a new algorithm as follows: Set ε′ := ε/5. First, we randomly project the input point set from d to
m := O(Cρ(q, ε
′) log n/ε′2) dimensions. Let P ′ be this set of projected points. Then, we (ε′-approximately)
solve the same problem for P ′ in m dimensions, using some algorithm for this problem as a black box. The
computed solution clusters P ′ in k subsets of points that are closest to a particular q-flat in the solution. We let
P 1, . . . P k be the pre-image of these k clusters and assume wlog that P i ∩ P j = ∅. For each of the k clusters
computed, say P i, we compute an ε′-approximation of the best fitting q-flat. We return the collection of these
k q-flats as our solution.
We argue why the obtained solution is indeed an ε-approximate optimal solution with high probability. Let









ρ ≤ (1 + ε′)
k∑
i=0
f q1 (Pi, ρ) ≤ (1 + ε′)2
k∑
i=0
f q1 (πˆ(Pi), ρ)
with high probability. Moreover, we know that the clustering πˆ(P1), . . . , πˆ(Pk) induces an ε′-approximate




f q1 (πˆ(Pi), ρ) ≤ (1 + ε′)3f qk (πˆ(P ), ρ) ≤ (1 + ε′)4f qk (P, ρ) ≤ (1 + ε)f qk (P, ρ),
which proves correctness. The complexity of the algorithm is bounded by
O (dmn+ T (n,m, q, k, ε, ρ) + kmn+ T (n, d, q, 1, ε, ρ))
where the four terms correspond to the complexities of projecting the point set, computing the solution in m
dimensions, clustering the projected points, and computing q-flats for each cluster, respectively. As we can see,
d and k are decoupled in this bound.
As an example, we get the k-center problem by setting ρ = ∞ and q = 0. Using the bounds C∞(0, ε) =




) from [7], we get a running
time of




Approximating ˇCech complexes 7 A standard tool in capturing topological properties of topological spaces
sampled by point cloud data is the ˇCech complex. It is usually defined to be the nerve of balls of some fixed
radius α centered at the points from the sample P , and denoted as Cα(P ). An equivalent definition is that a
k-simplex {p0, . . . , pk} is in Cα(P ) if and only if the radius of meb(p0, . . . , pk) is at most α.
The downside of ˇCech complexes is the size: Their d-skeleton can consist of up to O(nd) simplices. Recent
work suggests to work instead with an approximation of the ˇCech complex [26] (or of the closely related
Vietoris-Rips complex [29] [17]). “Approximation” in this context means that the persistence diagrams of the
modules induced by the ˇCech filtration and by the approximate filtration are close to each other. Theorem 4 for
q = 0, k = 1 and ρ = ∞ implies that the radius of MEBs is preserved for any subset. That implies immediately
that ˇCech complexes can be approximated by ˇCech complexes in lower dimensions.
7Due to space restrictions, we omit a thorough introduction of the topological concepts used in this paragraph. See [26], or the
textbook [18] for more details
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Proposition 25 For 0 < ε ≤ c−1c < 1 with c > 1 and arbitrary constant, a set P ⊂ Rd of n points, and
m = Θ(log(n)/ε3), a random projection πˆ : Rd → Rm satisfies with high probability that
C(1−cε)α(P ) ⊆ Cα(πˆ(P )) ⊆ C(1+cε)α(P ).
An interesting consequence of this statement is that a ˇCech complex cannot have any significantly persistent
features in dimensions higher than m. Independently from our work, Sheehy [30] recently showed a slightly
better result, projecting to Θ(log(n)/ε2) dimensions.
5 Conclusion
In this paper, we demonstrated that random projections not only preserve pairwise-distances but also preserve a
wide class of clustering functions. Our proof technique exploits the existence of small-sized coresets for these
functions. Interestingly, we needed only an existence of a small-sized coreset without actually being concerned
about its computation time. This allowed us to design smaller coreset for the case of the projective clustering
problem for the case where ρ =∞.
As applications, we have shown that our techniques improve approximation and streaming algorithms for
projective clustering. Our results use the simplest form of random projection, namely, picking a m-dimensional
subspace uniformly at random. The disadvantage is that the projection matrix is dense and costly to apply
to a point set; several restricted classes of projection matrices have been shown to lead to a better computa-
tional behavior, such as random {−1, 1}-matrices [1], matrices that allow fast multiplication [5] and matrices
well suited for sparse inputs [15, 14]. A combination with these results would further strengthen our improve-
ments. We remark that such a combination is not entirely straight-forward because it requires an analysis of the
concentration bounds of the underlying methods, similar to Lemma 2 in this work.
Our results have direct implications for the approximation of ˇCech complexes. However, using the special-
ized nature of ˇCech complex, a better bound has been achieved by Sheehy [30]. We pose the question whether
our more general technique can be used to derive other approximation guarantees in topological contexts.
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