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Abstract
This paper is devoted to the mathematical analysis of a method based on fictitious domain
approach. Boundary conditions of Robin type (also known as Fourier boundary conditions)
are enforced using a penalization method. A complete description of the method and a full
analysis are provided for univariate elliptic and parabolic problems using finite difference
approximation. Numerical evidence of the predicted estimations is provided as well as nu-
merical results for a nonlinear problem and a first extension of the method in the bivariate
situation is proposed.
Keywords: fictitious domain methods, penalization, Robin boundary conditions, finite
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1. Introduction
This paper is devoted to the definition and analysis of a finite difference fictitious domain
method where the boundary conditions of Robin type are enforced using a penalization
method. As for all fictitious domain methods, the initial problem with solution u and raised
on a domain ω is solved using a larger but simpler domain Ω ⊃ ω. In penalization methods,5
the new problem defined on Ω is parametrized by η defined in such a way that its solution uη
restricted to ω converges, when η goes to zero, towards u the solution of the initial problem.
Penalization has been introduced by Arquis and Caltagirone [5] in the 80’s and analyzed
by Angot et al. [4] for incompressible Navier-Stokes equations. Various theoretical results
have been established for Dirichlet boundary conditions, in the case of parabolic [18] or10
hyperbolic [22, 13, 14, 10] equations. The main advantage of penalization methods stands in
allowing the numerical resolution of the problem in an obstacle-free simple domain. There,
the use of a Cartesian mesh is possible and different numerical methods including pseudo-
spectral methods [18], finite differences/volumes [4, 20, 22] and wavelets [26, 27, 19] can be
implemented efficiently to approximate the solution.15
This paper can be considered as a continuation of [16] where Dirichlet boundary conditions
were considered. The scope of that paper was the modeling of the plasma-wall interaction
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in the region of a tokamak called Scrape-Off Layer (SOL), where magnetic field lines are
open and intercept solid obstacles. A volume penalization method has been proposed to
take into account the boundary conditions associated with a hyperbolic model system for20
the density and the momentum of the plasma through a magnetic field line in the SOL
region. A modification of this method has been given in [3] to eliminate the presence of an
artificial boundary layer. Enriching the physical model of the edge plasma requires adding the
evolution of ionic and electronic temperatures. These quantities are modeled by parabolic
equations with boundary conditions of Neumann or Robin types. This extension of the25
physical model is the starting point and the initial motivation of the present work, since
few penalization methods for this type of conditions exist in the literature, see for instance
[2, 24, 25, 17]. As in [16], univariate problems are first considered. For the theoretical analysis
of the penalization, the initial problem is raised on ω = ]0, 1[ and the fictitious domain is
defined as Ω = ]0, 2[. For the numerical approximation, a more realistic situation inspired30
by tokamak geometry is considered: the domain ω is ]0, xl[ ∪ ]xr, 1[ and Ω = ]0, 1[ with
0 < xl < xr < 1.
0 1xl xr
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ω
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Figure 1: Left: geometrical domain for theoretical analysis. Right: geometrical domain used for applications.
In both cases ω is the initial domain, Ω is the fictitious domain.
The paper is organized as follows: Section 2 is devoted to elliptic equations. The penalized
problem is introduced and existence, uniqueness and convergence of the solution in regard to
penalization parameter are established. Numerical approximation of the problem using finite35
differences is defined and analyzed in Section 2.6. Convergence and stability analysis are
provided and illustrated by various numerical tests. Parabolic equations are considered in
Section 3 where a time discretization followed by space discretization are used. The analysis
is performed and illustrated by various simulations. Section 4 is devoted to numerical tests
for a nonlinear problem describing the temperature in the plasma of a tokamak close to an40
obstacle. A first application of the method to the bivariate situation is also presented.
2. Elliptic equation
2.1. Definition of the problem
An archetype of elliptic partial differential equations with Robin boundary conditions is
the so called reaction-diffusion equation−∆u+ u = f in ω∂u
∂n
+ αu = g on ∂ω,
where ω is a given smooth bounded open set in RD, n is the outward-pointing unit normal
vector on the boundary ∂ω, f ∈ L2(ω), g ∈ L2(∂ω) and α ≥ 0 are given. The case α = 0
corresponds to Neumann boundary conditions. The Lax-Milgram theorem [1, 11] provides
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the existence and uniqueness of the solution u ∈ H1(ω) of its weak formulation. In the
particular case D = 1 and ω = ]0, 1[, the problem reads{
−u′′ + u = f in ]0, 1[
−u′(0) + αu(0) = g(0), u′(1) + αu(1) = g(1). (2.1)
The unique solution u ∈ H1(]0, 1[) of the weak formulation of (2.1) is in fact in H2(]0, 1[)
taking into account that u′′ = u − f ∈ L2(]0, 1[). It follows using the Sobolev embedding45
H2(]0, 1[) ↪→ C1([0, 1]) that u ∈ C1([0, 1]) and, if f ∈ C0([0, 1]) that u ∈ C2([0, 1]).
As presented on Figure 1 left, Ω = ]0, 2[ is used to define a penalized problem associated
with (2.1). Denoting χ the characteristic function of Ω \ ω¯ = ]1, 2[ and introducing a real
parameter η > 0, a new problem raised on Ω with Robin boundary conditions at the boundary
points reads −u
′′
η + uη +
χ
η
(
u′η + αuη − g(1)
)
= (1− χ)f in ]0, 2[
−u′η(0) + αuη(0) = g(0), u′η(2) + αuη(2) = g(1).
(2.2)
When x ∈ ]0, 1[, χ(x) = 0 and we recover the equation of (2.1) with the Robin condition
at x = 0 unchanged. When x ∈ ]1, 2[, χ(x) = 1, and using a small value of η implies
that the leading term in the first equation of (2.2) is 1
η
(u′η + αuη − g(1)) which imposes
u′η + αuη − g(1) ≈ 0. We therefore recover, at least formally, the boundary conditions of50
(2.1).
Remark 2.1. Boundary conditions at x = 2 have been set to Robin type but different condi-
tions could be enforced at this point.
In the following sections, we prove that this penalized problem (2.2) is well-posed in its
weak form:∣∣∣∣∣∣∣∣∣∣∣
Find uη ∈ H1(]0, 2[) such that ∀v ∈ H1(]0, 2[)∫ 2
0
(
u′ηv
′ + uηv +
χ
η
(u′η + αuη)v
)
dx+ α
(
uη(0)v(0) + uη(2)v(2)
)
=
∫ 2
0
(
(1− χ)fv + χ
η
g(1)v
)
dx+
(
g(0)v(0) + g(1)v(2)
)
,
(2.3)
and that its unique solution uη tends, when η goes to 0, to a function u¯ whose restriction to
]0, 1[ coincides with u the solution of the initial problem (2.1).55
2.2. Existence and uniqueness
The coercivity of the bilinear form associated with the weak formulation (2.3) is not
satisfied for all η > 0, and the Lax-Milgram theorem can not be applied. We have the
following:
Lemma 2.2. For all η > 0, there exists a unique solution uη ∈ H1(]0, 2[) of the weak60
formulation (2.3) of the penalized problem (2.2). In addition, uη ∈ C1([0, 2]).
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Proof. We first establish the regularity result. If uη ∈ H1(]0, 2[) is solution of the penalized
problem (2.2) in its weak form (2.3) then uη ∈ H2(]0, 2[) ↪→ C1([0, 2]). We therefore seek a
solution of class C1 and looking at the equations satisfied in ]0, 1[ and ]1, 2[ respectively, uη
is of the form
uη(x) =

λ1e
x + µ1e
−x + u(x) if x ∈ ]0, 1[
λ2e
r1x + µ2e
r2x +
g(1)
η + α
if x ∈ ]1, 2[, (2.4)
where
r1 =
1
2
(
1
η
+
√
1
η2
+ 4
(
1 +
α
η
))
and r1r2 = −
(
1 +
α
η
)
.
Taking into account the Robin boundary conditions at x = 0 and x = 2 as well as the
continuity of uη and its derivative at x = 1, leads to the following linear system:
α− 1 α + 1 0 0
0 0 (α + r1)e
2r1 (α + r2)e
2r2
e e−1 −er1 −er2
e −e−1 −r1er1 −r2er2


λ1
µ1
λ2
µ2
 =

0
g(1)− α g(1)
η+α
g(1)
η+α
− u(1)
αu(1)− g(1)
 . (2.5)
Its matrix M satisfies det(M) = e(−1+r1+r2)(A+ αB + α2C) with α ≥ 0 and
A = (e2 − 1)(r1er1 − r2er2) + (1 + e2)r1r2(er2 − er1),
B = (1 + e2)(er1 + er2)(r1 − r2) + (e2 − 1)(r1r2 − 1)(er2 − er1),
C = (e2 − 1)(r1er2 − r2er1) + (1 + e2)(er1 − er2).
Since r1 > 0 and r2 = −(1 + αη )/r1 < 0, we have r1r2 < 0, r1 > r2 and er1 > er2 . Therefore,
A > 0, B > 0 and C > 0, and we conclude that det(M) > 0.
The system (2.5) has then a single solution (λ1, µ1, λ2, µ2)
T , leading to the existence and
uniqueness of uη solution of (2.2).65
2.3. Convergence
We now investigate the limit of uη when η goes to zero. We have the following result:
Lemma 2.3. The solution uη of the penalized problem (2.2) simply converges, when η → 0+,
to u¯ with
• u¯ ]0,1[ = u solution of the original problem (2.1),70
• u¯ ]1,2[ = v solution of
{
v′ + αv = g(1) in ]1, 2[
v(1) = u(1).
In other words,
lim
η→0+
uη(x) =

u(x) if x ∈ [0, 1]
(αu(1)− g(1))eα
α
e−αx +
g(1)
α
if x ∈ [1, 2] and α > 0
g(1)x+ (u(1)− g(1)) if x ∈ [1, 2] and α = 0.
(2.6)
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Proof. One has
lim
η→0+
r1 = +∞
(
r1 ∼ 1
η
)
and lim
η→0+
r2 = −α.
Introducing λ∗2 = λ2r1e
2r1 and µ∗2 = µ2 +
g(1)
η+α
, one has for x ∈ [1, 2],
uη(x) = λ
∗
2
1
r1e2r1
er1x + µ∗2e
r2x − g(1)
η + α
er2x +
g(1)
η + α
,
and
1
r1e2r1
er1x =
1
r1
er1(x−2) −−−→
η→0+
0,
g(1)
η + α
− g(1)
η + α
er2x −−−→
η→0+
g(1)
1− e−αx
α
if α > 0,
g(1)
η + α
− g(1)
η + α
er2x = g(1)
er2x − 1
r2
r2
−η −−−→η→0+ g(1)x if α = 0.
Looking at the system satisfied by (λ1, µ1, λ
∗
2, µ
∗
2)
T , the system (2.5) reads now AηXη = bη as
follows:
α− 1 α + 1 0 0
0 0 α
r1
+ 1 (α + r2)e
2r2
e e−1 − 1
r1er1
−er2
e −e−1 − 1
er1
−r2er2


λ1
µ1
λ∗2
µ∗2
 =

0
g(1)− α g(1)
η+α
+ g(1)
η+α
r2e
2r2 + α g(1)
η+α
e2r2
g(1)
η+α
− u(1)− g(1)
η+α
er2
αu(1)− g(1)− g(1)
η+α
r2e
r2
 .
(2.7)
The matrix Aη is invertible since det(Aη) =
1
r1e2r1
det(M) 6= 0. Moreover, Aη −−−→
η→0+
A
and bη −−−→
η→0+
b with
A =

α− 1 α + 1 0 0
0 0 1 0
e e−1 0 −e−α
e −e−1 0 αe−α
 , b =

0
0
g(1)
α
− u(1)− g(1)
α
e−α
αu(1)− g(1) + g(1)e−α
 if α > 0, b =

0
0
g(1)− u(1)
0
 if α = 0.
Since A is invertible, it follows that Xη = A
−1
η bη −−−→
η→0+
A−1b = X. We obtain
X =

0
0
0
(αu(1)−g(1)+g(1)e−α)eα
α
 if α > 0 X =

0
0
0
u(1)− g(1)
 if α = 0.
Finally, taking the limit η → 0+ in (2.4) yields the desired result.
Remark 2.4. The positive sign in front of the penalization term in problem (2.2) is important:
the penalized problem with the opposite sign has also a unique solution uη for every η > 0
but this solution generally does not converge to the solution u of (2.1) in [0, 1]. The sign75
determines the direction of advection (χ
η
u′η), the positive sign thus means a convection to
the right: what happens in the domain [1, 2] does not influence the solution in [0, 1] when η
approaches 0.
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2.4. Error estimate
We have the following error estimate:80
Lemma 2.5. In the domain [0, 1], ‖uη − u‖ = O
η→0+
(η) for L∞, L1, L2 and H1 norms.
Proof. Following (2.4), for x ∈ [0, 1], one has uη(x)−u(x) = λ1ex+µ1e−x and u′η(x)−u′(x) =
λ1e
x−µ1e−x. In addition, (α−1)λ1 +(α+1)µ1 = 0 from (2.7) and λ1 is given using Cramer’s
rule by:
λ1 =
det(Aηλ1)
det(Aη)
=
∣∣∣∣∣∣∣∣∣
0 α + 1 0 0
g(1)
(
1 + (r2+α)e
2r2−α
η+α
)
0 α
r1
+ 1 (α + r2)e
2r2
g(1)1−e
r2
η+α
− u(1) e−1 − 1
r1er1
−er2
αu(1)− g(1)(1 + r2er2
η+α
) −e−1 − 1
er1
−r2er2
∣∣∣∣∣∣∣∣∣
det(Aη)
. (2.8)
Using Taylor or asymptotic expansions as η → 0+, we obtain det(Aη) = det(A) + o(1)
and det(Aηλ1) = −(α+ 1)e−α(g(1)α+ u(1)(1− α2))η + o(η) in both cases α > 0 and α = 0.
Finally,
λ1 = − (α + 1)(g(1)α + u(1)(1− α
2))
(1 + α2)(e− e−1) + 2α(e+ e−1)η + o(η) and µ1 =
1− α
1 + α
λ1.
Using the estimates λ1 = O(η) and µ1 = O(η) as η → 0+, the result of Lemma 2.5 is now
straightforward.85
2.5. Stability
The following result provides information about the continuous dependence of the solution
uη on the data f and g:
Lemma 2.6. The application (f, g) ∈ L2(]0, 1[)× L2({0, 1}) 7→ uη ]0,1[ ∈ H1(]0, 1[) is linear
continuous for all η > 0. In addition
∃C > 0, ‖uη‖H1(]0,1[) ≤
η→0+
C(‖f‖L2 + ‖g‖L2({0,1})),
where C is independent of η.
Proof. The linearity of the application is a consequence of the linearity of the penalized
problem (2.2). Expanding the determinant at the numerator of (2.8) along the first column
and using that the determinant at the denominator depends only on η (α being fixed), we
can write λ1 = g(1)D
1
η + u(1)D
2
η. Thus, using also µ1 =
1−α
1+α
λ1,
‖uη‖H1(]0,1[) ≤ |λ1|‖ex + 1−α1+αe−x‖H1(]0,1[) + ‖u‖H1(]0,1[)
≤ C1Dη(|g(1)|+ |u(1)|) + ‖u‖H1(]0,1[), (2.9)
where Dη = max(|D1η|, |D2η|).90
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On the other hand, the application (f, g) ∈ L2(]0, 1[) × L2({0, 1}) 7→ u ∈ H1(]0, 1[) is
linear continuous. Indeed, taking as test function u itself in the weak formulation yields∫ 1
0
(
(u′)2 + u2
)
dx+ α
(
u(0)2 + u(1)2
)
=
∫ 1
0
fu dx+
(
g(0)u(0) + g(1)u(1)
)
,
and
‖u‖2H1 ≤ ‖f‖L2‖u‖L2 + ‖g‖L2({0,1})‖u‖L2({0,1})
≤ ‖f‖L2‖u‖H1 + C2‖g‖L2({0,1})‖u‖H1
using the continuity of the trace application. Hence ‖u‖H1 ≤ C3(‖f‖L2 + ‖g‖L2({0,1})), where
C3 = max(1, C2).
Using also |g(1)| ≤√g2(0) + g2(1) ≤ ‖g‖L2({0,1}) and |u(1)| ≤√u2(0) + u2(1) ≤ ‖u‖L2({0,1}) ≤
C2‖u‖H1 , (2.9) gives ‖uη‖H1(]0,1[) ≤ Cη(‖f‖L2 +‖g‖L2({0,1})), where Cη = C1Dη(1+C2C3)+C3,
which proves the continuity of the considered linear application for all η > 0.95
By reconsidering the expansion of the determinant det(Aηλ1) along the first column, we
find using the Taylor expansion obtained for λ1 as η → 0+ in the proof of Lemma 2.5 that
D1η = − (α+1)α(1+α2)(e−e−1)+2α(e+e−1)η + o(η) and D2η = − (α+1)(1−α
2)
(1+α2)(e−e−1)+2α(e+e−1)η + o(η). Therefore
Dη −−−→
η→0+
0 and Cη −−−→
η→0+
C3, the continuity constant of the original problem. We thus
obtain finally the inequality
‖uη‖H1(]0,1[) ≤
η→0+
C(‖f‖L2 + ‖g‖L2({0,1}))
for a constant C = C3 + ε independent of η.
2.6. Numerical approximation
For the numerical approximation, we consider the geometry that arises in plasma applica-
tion: the fluid domain where the initial equation is raised is ω = ]0, xl[∪ ]xr, 1[ and the solid
obstacle is located in ]xl, xr[ centered at x = 0.5, with xl = 0.5(1 − d) and xr = 0.5(1 + d)
where d is the size of the obstacle, as represented in Figure 1 right. The reaction-diffusion
equation is satisfied in ω with Robin boundary conditions at the obstacle boundary {xl, xr}
and periodic boundary conditions at x = 0 and x = 1, corresponding to the physical situation.
Therefore, the initial problem reads
−u′′ + u = f in ]0, xl[ ∪ ]xr, 1[
u′(xl) + αu(xl) = g(xl), −u′(xr) + αu(xr) = g(xr)
u(0) = u(1), u′(0) = u′(1).
(2.10)
The penalization technique proposed in the previous sections applies here as follows:−u
′′
η + uη +
χl
η
(
u′η + αuη − g(xl)
)
+
χr
η
(−u′η + αuη − g(xr)) = (1− χ)f in ]0, 1[
uη(0) = uη(1), u
′
η(0) = u
′
η(1),
(2.11)
where χ is the characteristic function of the entire obstacle domain ]xl, xr[, χl is the charac-
teristic function of the left part ]xl, xl+∆l[ of the obstacle domain and χr is the characteristic
7
function of the right part ]xr − ∆r, xr[. ∆l and ∆r satisfy ∆l + ∆r < d = xr − xl ensuring100
that both intervals are disjoint, see Figure 1 right.
Adapting the theoretical results obtained for the problem (2.1) and its penalization (2.2),
it can be shown that the penalized problem (2.11) is well-posed in its weak form for all η > 0,
and that its unique solution uη tends, when η goes to 0, to a function u¯ whose restriction to
]0, xl[ ∪ ]xr, 1[ is the solution u of the original problem (2.10).105
Remark 2.7. As in Remark 2.4, the signs considered in (2.11) for the penalization terms were
chosen in order to have an advection which goes from the fluid domain to the solid domain.
In addition, a free part was introduced in the middle of the obstacle to avoid communication
between left and right parts when η goes to 0.
2.6.1. Numerical analysis110
The penalized problem (2.11) is discretized using finite differences. We consider a uniform
subdivision (xi)1≤i≤N+1 of [0, 1] of step size h (xi = (i−1)h = i−1N ) and the following scheme:
−Ui+1 − 2Ui + Ui−1
h2
+ Ui +
χl(xi)
η
(Ui − Ui−1
h
+ αUi − gl
)
+
χr(xi)
η
(
−Ui+1 − Ui
h
+ αUi − gr
)
= (1− χ(xi))f(xi) i = 1, . . . , N
U0 = UN , U1 = UN+1.
(2.12)
To simplify the notations, we use gl instead of g(xl) and gr instead of g(xr). The vector
(Ui)1≤i≤N+1 is expected to be an approximation of (uη(xi))1≤i≤N+1. The linear systemAhUh =
rh associated with (2.12) reads
b1 c1 0 · · · 0 a1
a2 b2 c2
. . . . . . 0
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0
. . . . . . aN−1 bN−1 cN−1
cN 0 · · · 0 aN bN


U1
U2
...
...
UN−1
UN

=

r1
r2
...
...
rN−1
rN

, (2.13)
where ai = − 1h2 − χl(xi)η 1h , bi = 1 + 2h2 + χl(xi)+χr(xi)η ( 1h + α), ci = − 1h2 − χr(xi)η 1h and ri =
(1 − χ(xi))f(xi) + χl(xi)η gl + χr(xi)η gr. We prove in the following the consistency and the
stability of the finite difference scheme.
Lemma 2.8 (Existence and uniqueness). For all η, h > 0, the system (2.13) has a unique
solution.115
Proof. For 1 ≤ i ≤ N , one has bi > 0, ai < 0 and ci < 0, thus
|bi| = bi = 1− ai − ci + χl(xi)+χr(xi)η α = 1 + |ai|+ |ci|+ χl(xi)+χr(xi)η α
≥ 1 + |ai|+ |ci| > |ai|+ |ci|.
Ah is consequently a strictly diagonally dominant matrix, hence invertible by the Hadamard
lemma.
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Lemma 2.9 (Stability). For all η, h > 0, the finite difference scheme (2.13) is stable in the
norm ‖ · ‖∞ with ‖A−1h ‖∞ ≤ 1.
Proof. The main argument is that the matrixAh is strictly diagonally dominant with
∣∣(Ah)ii∣∣−120 ∑
j 6=i
∣∣(Ah)ij∣∣ ≥ δ > 0 where δ is independent of h.
Considering M ∈ {1, . . . , N} such that |UM | = max1≤i≤N |Ui| = ‖Uh‖∞, it follows
|rM | =

|b1U1 + c1U2 + a1UN | ≥ |b1U1| − |a1UN | − |c1U2| if M = 1
|aMUM−1 + bMUM + cMUM+1| ≥ |bMUM | − |aMUM−1| − |cMUM+1| if 2 ≤M ≤ N − 1
|cNU1 + aNUN−1 + bNUN | ≥ |bNUN | − |aNUN−1| − |cNU1| if M = N ,
which shows that in all cases |UM | ≤ |rM | since |bM | − |aM | − |cM | ≥ 1 and −|Ui| ≥ −|UM |.
Finally, using |rM | ≤ ‖rh‖∞ we obtain ‖Uh‖∞ ≤ ‖rh‖∞ that is ‖A−1h ‖∞ ≤ 1.
Lemma 2.10 (Consistency). For all η > 0, if the solution uη of (2.11) satisfies uη ∈ C3(R)
then the scheme (2.13) is first-order consistent with
‖εh‖∞ = ‖AhUh − rh‖∞ ≤ h
(1
η
max
0≤x≤1
|u′′η(x)|+
1
3
max
0≤x≤1
|u(3)η (x)|
)
,
where Uh = (uη(x1), . . . , uη(xN))T .
Proof. For uη ∈ C3, straightforward Taylor-Lagrange formula gives the desired result.125
Theorem 2.11 (Convergence). For all η > 0, if the solution uη of (2.11) satisfies uη ∈ C3(R)
then the scheme (2.13) is first-order convergent in the norm ‖ · ‖∞ with
‖eh‖∞ = ‖Uh − Uh‖∞ ≤ Cηh,
where Uh = (uη(x1), . . . , uη(xN))T and Cη is a constant independent of h.
Proof. Convergence is a consequence of the Lax theorem: the finite difference scheme (2.13)
is stable (Lemma 2.9) and consistent (Lemma 2.10).
2.6.2. Numerical tests
In this section, numerical experiments are performed to validate the approximation of the
solution of the original problem (2.10) by the numerical solution of the penalized problem
(2.11) discretized with the first-order finite difference scheme (2.12). We also present the
results obtained using the following second-order finite difference scheme:
−Ui+1 − 2Ui + Ui−1
h2
+ Ui +
χl(xi)
η
(3Ui − 4Ui−1 + Ui−2
2h
+ αUi − gl
)
+
χr(xi)
η
(
−−Ui+2 + 4Ui+1 − 3Ui
2h
+ αUi − gr
)
= (1− χ(xi))f(xi) i = 1, . . . , N
Ui = UN+i,
(2.14)
involving a cyclic pentadiagonal matrix.130
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Figure 2: Condition number κ(Ah) in the 2-norm of the matrix of the finite difference scheme versus the
penalization parameter η for α = 1, d = 0.1, ∆l = ∆r = 0.3d and h = 10
−2.
For both considered schemes, (2.12) and (2.14), the penalization introduces terms of order
η−1 in the matrix Ah, which leads to an ill-conditioned matrix problem for small values of
the penalization parameter η. As shown in Figure 2, for a fixed space step h, the condition
number κ(Ah) = ‖Ah‖ · ‖A−1h ‖ (in the 2-norm defined in `2) varies linearly with respect to
η−1 for η  1. However, applying a diagonal preconditioner, C = diag(Ah), allows to obtain135
a condition number almost independent of η as shown in Figure 2. This preconditioning does
not resolve the poor conditioning associated with the second-order derivative that induces a
resulting conditioning κ(C−1Ah) = O(h−2). However, one could make the condition number
independent of h using a conventional preconditioner suitable for elliptic operators.
The numerical solutions of the penalized problem (2.11) using the finite difference schemes140
(2.12) and (2.14) are compared to the exact solution of the problem (2.10) for different types
of conditions:
1. Nonhomogeneous Neumann boundary conditions (u′(xl) = 1, u′(xr) = 2) in Figure 3;
2. Robin boundary conditions (u′(xl) + u(xl) = 0, −u′(xr) + u(xr) = 0) in Figure 4.
We chose d = 0.1 (i.e. xl = 0.45 and xr = 0.55 for the obstacle boundary) and ∆l = ∆r =145
0.3d. The different masks are χ = χ[xl,xr], χl = χ[xl,xl+∆l] and χr = χ[xr−∆r,xr] (all intervals
were taken closed to ensure in particular χ(xl) = χl(xl) and χ(xr) = χr(xr)).
The errors represented on Figures 3(c), 3(d), 4(c) and 4(d) correspond to ‖Vh − Uh‖
inside the fluid domain ω, where Vh = (u(x1), . . . , u(xN))T . For a fixed norm, we write
‖Vh−Uh‖ ≤ ‖Vh−Uh‖+ ‖Uh−Uh‖, where ‖Vh−Uh‖ is an error related to the penalization150
method and provides information on the effect of the parameter η, and ‖Uh−Uh‖ is an error
introduced by the spatial discretization.
Based on the theoretical estimates obtained previously, the following bound ‖Vh−Uh‖∞ ≤
Cη + Cηh
p, where p = 1 for the first-order scheme (2.12) and p = 2 for the second-order
scheme (2.14) is expected.155
Provided that η is small enough leading to a negligible penalization error, the error
measured as a function of h (Figures 3(c) and 4(c)) gives an order of convergence consistent
with the chosen discretizations.
Similarly, provided that h is small enough to neglect the discretization error, the error
measured with respect to η allows to evaluate the order of convergence of uη to u in the fluid160
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Figure 3: Comparison between the numerical solution of the penalized elliptic problem (2.11) and the exact
solution of the original problem (2.10) with nonhomogeneous Neumann boundary conditions. (a)-(b): η =
10−10 and h = 10−2. Errors versus h (c) and errors versus η (d) for first (red) and second (blue) order
schemes.
domain. The errors obtained for h = 10−5 in Figures 3(d) and 4(d) show a linear decrease
when η → 0, as obtained theoretically in Lemma 2.5, thus revealing the effective control of
the penalization parameter over the boundary conditions.
3. Parabolic equation
In this section, we consider the following parabolic equation with Robin boundary condi-
tions: 
∂u
∂t
−∆u = f in ω×]0, T [
∂u
∂n
+ αu = g on ∂ω×]0, T [
u(x, 0) = u0(x) in ω,
(3.1)
where ω is a given smooth bounded open set in RD, n is the outward-pointing unit normal165
vector on the boundary ∂ω, u0 is the initial condition, f and g are source terms, and α ≥ 0.
We first recall some results concerning the solution of this problem and its time discretiza-
tion. Then the penalization method is introduced and analyzed and numerical examples are
given.
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Figure 4: Comparison between the numerical solution of the penalized elliptic problem (2.11) and the exact
solution of the original problem (2.10) with Robin boundary conditions. (a)-(b): η = 10−10 and h = 10−2.
Errors versus h (c) and errors versus η (d) for first (red) and second (blue) order schemes.
3.1. Preliminaries170
3.1.1. Existence and uniqueness
Existence and uniqueness can be proved using the classical Fourier or diagonalization
method [12, 1]. We have the following lemma (see Appendix A for the details of the proof):
Lemma 3.1. The heat equation with Robin boundary conditions (3.1) where u0 ∈ L2(ω), f ∈
L2(]0, T [;L2(ω)) and g ∈ C1([0, T ];H1/2(∂ω)) admits a unique solution u ∈ L2(]0, T [;H1(ω))∩175
C([0, T ];L2(ω)).
3.1.2. Time discretization
Assuming that the data are smooth (f ∈ C(ω¯ × [0, T ]) and g ∈ C1(∂ω × [0, T ])), we
discretize in time the problem (3.1) using the implicit Euler scheme (for sake of simplicity):
un+1 − un
∆t
−∆un+1 = f(tn+1) in ω
∂un+1
∂n
+ αun+1 = g(tn+1) on ∂ω
u0 = u0,
(3.2)
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where ∆t = T
M
(M ∈ N∗) is the time step and tn = n∆t for 0 ≤ n ≤ M . We consider the
following weak formulation of (3.2):∣∣∣∣∣∣
Find un+1 ∈ H1(ω) such that ∀v ∈ H1(ω)
〈un+1, v〉L2(ω) + ∆t a(un+1, v) = 〈un + ∆tf(tn+1), v〉L2(ω) + ∆t
∫
∂ω
g(tn+1)v dσ,
(3.3)
where
∀u, v ∈ H1(ω), a(u, v) =
∫
ω
∇u · ∇v dx+ α
∫
∂ω
uv dσ, (3.4a)
∀u, v ∈ L2(ω), 〈u, v〉L2(ω) =
∫
ω
uv dx. (3.4b)
Using the Lax-Milgram theorem, the sequence (un)0≤n≤M is uniquely defined and u
n ∈ H1(ω)
for n ≥ 1.
A direct adaption of the proof in [7, Part I] for Dirichlet boundary conditions allows to180
handle Robin boundary conditions and to obtain the following result:
Lemma 3.2. If the solution u of (3.1) satisfies u ∈ C2(ω¯×[0, T ]) then the time discretization
(3.2) is first-order convergent in the norm ‖ · ‖L2 with
sup
0≤n≤M
‖en‖L2 = sup
0≤n≤M
‖u(tn)− un‖L2 ≤ ∆t
T
√|ω|
2
‖u‖C2 .
3.2. Penalization
We present here the penalization method proposed for the heat equation with Robin
boundary conditions (3.1) in the spatial univariate case (D = 1) with the geometry of Figure
1 left. In this case, the problem is written
∂u
∂t
− ∂
2u
∂x2
= f x ∈ ]0, 1[, t ∈ ]0, T [
−∂u
∂x
(0, t) + αu(0, t) = g(0, t) t ∈ ]0, T [
∂u
∂x
(1, t) + αu(1, t) = g(1, t) t ∈ ]0, T [
u(x, 0) = u0(x) x ∈ ]0, 1[.
(3.5)
Time discretization (3.2) and penalization of the resulting sequence of elliptic problems lead
to 
−un+1η ′′ +
1
∆t
un+1η +
χ
η
(
un+1η
′
+ αun+1η − g(1, tn+1)
)
= (1− χ)
(
f(tn+1) +
1
∆t
unη
)
in ]0, 2[
−un+1η ′(0) + αun+1η (0) = g(0, tn+1), un+1η ′(2) + αun+1η (2) = g(1, tn+1)
u0η = (1− χ)u0,
(3.6)
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where again η > 0 is the penalization parameter and χ is the characteristic function of the185
domain ]1, 2[. Using Lemma 2.2 (which remains valid with nonunit coefficients), the sequence
(unη )0≤n≤M is uniquely defined and u
n
η ∈ C1([0, 2]) for n ≥ 1. The influence of parameter η is
presented in the following lemma:
Lemma 3.3. For all ∆t > 0,
sup
0≤n≤M
‖unη − un‖H1(]0,1[) ≤
η→0+
C∆t η, (3.7)
where C∆t is a constant independent of η.
Proof. Let ∆t > 0 be fixed. We will show by induction on n that
∀0 ≤ n ≤M, ‖unη − un‖H1(]0,1[) ≤
η→0+
Cn,∆t η.
As u0η = u0 = u
0 in ]0, 1[, the result holds for n = 0. Assume that ‖unη−un‖H1(]0,1[) ≤
η→0+
Cn,∆t η
for some integer n ≥ 0. Considering vn+1η solution of
−vn+1η ′′ +
1
∆t
vn+1η +
χ
η
(
vn+1η
′
+ αvn+1η − g(1, tn+1)
)
= (1− χ)
(
f(tn+1) +
1
∆t
un
)
in ]0, 2[
−vn+1η ′(0) + αvn+1η (0) = g(0, tn+1), vn+1η ′(2) + αvn+1η (2) = g(1, tn+1),
one has ‖vn+1η −un+1‖H1(]0,1[) ≤
η→0+
C ′n,∆t η using Lemma 2.5 (which remains valid with nonunit
coefficients). Introducing wn+1η = u
n+1
η − vn+1η , wn+1η satisfies−w
n+1
η
′′
+
1
∆t
wn+1η +
χ
η
(
wn+1η
′
+ αwn+1η
)
= (1− χ)
( 1
∆t
(unη − un)
)
in ]0, 2[
−wn+1η ′(0) + αwn+1η (0) = 0, wn+1η ′(2) + αwn+1η (2) = 0.
As in the proof of Lemma 2.6, we obtain a continuous dependence result for the solution
wn+1η with respect to the data in ]0, 1[:
‖wn+1η ‖H1(]0,1[) ≤
η→0+
C ′′∆t
∥∥∥ 1
∆t
(unη − un)
∥∥∥
L2(]0,1[)
≤
η→0+
C ′′′∆t‖unη − un‖H1(]0,1[)
≤
η→0+
C ′′′∆tCn,∆t η,
by the inductive hypothesis. It follows
‖un+1η − un+1‖H1(]0,1[) ≤ ‖un+1η − vn+1η ‖H1(]0,1[) + ‖vn+1η − un+1‖H1(]0,1[)
≤
η→0+
(C ′′′∆tCn,∆t + C
′
n,∆t)η,
which yields
‖un+1η − un+1‖H1(]0,1[) ≤
η→0+
Cn+1,∆t η.
Finally, we obtain the result (3.7) by taking C∆t = sup0≤n≤M Cn,∆t.190
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3.3. Numerical approximation
As for the numerical approximation of the elliptic case, the numerical tests are performed
in the geometry of Figure 1 right. The problem then reads
∂u
∂t
− ∂
2u
∂x2
= f x ∈ ]0, xl[ ∪ ]xr, 1[, t ∈ ]0, T [
∂u
∂x
(xl, t) + αu(xl, t) = g(xl, t) t ∈ ]0, T [
−∂u
∂x
(xr, t) + αu(xr, t) = g(xr, t) t ∈ ]0, T [
u(0, t) = u(1, t),
∂u
∂x
(0, t) =
∂u
∂x
(1, t) t ∈ ]0, T [
u(x, 0) = u0(x) x ∈ ]0, xl[ ∪ ]xr, 1[.
(3.8)
We first perform the time discretization using the implicit Euler scheme, and the penal-
ization method is then applied to the sequence of elliptic problems. We obtain:
−un+1η ′′ +
1
∆t
un+1η +
χl
η
(
un+1η
′
+ αun+1η − g(xl, tn+1)
)
+
χr
η
(−un+1η ′ + αun+1η − g(xr, tn+1)) = (1− χ)(f(tn+1) + 1∆tunη) in ]0, 1[
un+1η (0) = u
n+1
η (1), u
n+1
η
′
(0) = un+1η
′
(1)
u0η = (1− χ)u0.
(3.9)
The last step consists of the spatial discretization.
3.3.1. Spatial discretization
As in Section 2.6.1, we consider a uniform subdivision (xi)1≤i≤N+1 of [0, 1] of space step
h and introduce the following finite difference scheme:
−U
n+1
i+1 − 2Un+1i + Un+1i−1
h2
+
Un+1i
∆t
+
χl(xi)
η
(Un+1i − Un+1i−1
h
+ αUn+1i − gn+1l
)
+
χr(xi)
η
(
−U
n+1
i+1 − Un+1i
h
+ αUn+1i − gn+1r
)
= (1− χ(xi))
(
f(xi, t
n+1) +
Uni
∆t
)
Un+10 = U
n+1
N , U
n+1
1 = U
n+1
N+1
U0i = (1− χ(xi))u0(xi),
(3.10)
for i = 1, . . . , N and n = 0, . . . ,M − 1. We note gn+1l resp. gn+1r for g(xl, tn+1) resp.
g(xr, t
n+1).195
At each time step, this scheme leads to the resolution of the following linear system
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AhU
n+1
h = BhU
n
h + C
n
h :
b1 c1 0 · · · 0 a1
a2 b2 c2
. . . . . . 0
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0
. . . . . . aN−1 bN−1 cN−1
cN 0 · · · 0 aN bN


Un+11
Un+12
...
...
Un+1N−1
Un+1N

=

rn1
rn2
...
...
rnN−1
rnN

, (3.11)
where ai = −∆th2 − χl(xi)η ∆th , bi = 1 + 2∆th2 + ∆tχl(xi)+χr(xi)η ( 1h + α), ci = −∆th2 − χr(xi)η ∆th and
rni = (1− χ(xi))(∆tf(xi, tn+1) + Uni ) + ∆tχl(xi)η gn+1l + ∆tχr(xi)η gn+1r .
Theorem 3.4. For all ∆t, η > 0, if the solution unη of (3.9) satisfies u
n
η ∈ C3(R) for all
0 ≤ n ≤ M then the space discretization (3.10) is first-order convergent in the norm ‖ · ‖∞
with
sup
0≤n≤M
‖Unh − Unh ‖∞ ≤ C∆t,η h, (3.12)
where Unh = (unη (x1), . . . , unη (xN))T and C∆t,η is a constant independent of h.
Proof. Defining the consistency error at time n+ 1 as:
εn+1h =
1
∆t
(AhUn+1h −BhUnh − Cnh ),
we get, proceeding as in the elliptic case (see Lemma 2.10),
‖εn+1h ‖∞ ≤ h
(1
η
max
0≤x≤1
|un+1η ′′(x)|+
1
3
max
0≤x≤1
|un+1η (3)(x)|
)
≤ Cn+1,∆t,η h.
One has Ahe
n+1
h = Bhe
n
h +∆t ε
n+1
h where e
n
h = Unh −Unh . As for the elliptic case, we obtain
the invertibility and the stability of Ah in the ‖ · ‖∞ norm: ‖A−1h ‖∞ ≤ 1 (see Lemmas 2.8
and 2.9). One also has ‖Bh‖∞ ≤ 1. Therefore,
‖en+1h ‖∞ ≤ ‖enh‖∞ + ∆t‖εn+1h ‖∞,
thus for all 0 ≤ n ≤M − 1,
‖en+1h ‖∞ =
n∑
k=0
‖ek+1h − ekh‖∞ ≤
n∑
k=0
∆t‖εk+1h ‖∞ ≤ ∆t
M−1∑
k=0
Ck+1,∆t,η h.
Finally,
sup
0≤n≤M
‖enh‖∞ ≤ C∆t,η h, (3.13)
where C∆t,η = ∆t
∑M−1
k=0 Ck+1,∆t,η.
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3.3.2. Numerical tests200
We present here the results obtained using either the first-order finite difference scheme
(3.10) or the Crank-Nicolson method (see Appendix B for details).
For both schemes, we compare the numerical solutions to the exact solution of problem
(3.8) with α = 1, g(xl, t) = 2(1− e−10t) and g(xr, t) = 3(1− e−10t), see Figure 5. We choose
d = 0.1 and ∆l = ∆r = 0.3d.205
Setting the final time T = 1, we measure the error ‖Vh(T )−UMh ‖ inside the fluid domain
[0, xl] ∪ [xr, 1], where Vh(T ) = (u(x1, T ), . . . , u(xN , T ))T , as a function of ∆t, η and h. Since
‖Vh(T )− UMh ‖ ≤ ‖Vh(T )− VMh ‖+ ‖VMh − UMh ‖+ ‖UMh − UMh ‖,
where VMh = (uM(x1), . . . , uM(xN))T and UMh = (uMη (x1), . . . , uMη (xN))T , three sources of
error can be distinguished: ‖Vh(T ) − VMh ‖ is an error related to the time discretization,
‖VMh −UMh ‖ is an error introduced by the penalization, and ‖UMh −UMh ‖ is an error associated
with the space discretization.
Formally one has
‖Vh(T )− UMh ‖∞ ≤ C∆tq + C∆tη + C∆t,ηhp,
for a scheme of order p in space and order q in time, if the space discretization is adapted to210
the obstacle.
The above estimates are confirmed numerically by plotting the error inside the fluid
domain. The orders of convergence are recovered (Figure 5(c) and Figure 5(d)). These tests
suggest that the constants C∆t and C∆t,η remain bounded when ∆t, η → 0. Moreover, the
implicit Euler scheme or the Crank-Nicolson scheme which are unconditionally stable (in the215
norms ‖ · ‖∞ and ‖ · ‖2 for the former, in the norm ‖ · ‖2 for the latter, when used to solve
the heat equation) eliminate the need of a stability condition that could be very restrictive
in practice in the context of penalization. Indeed, the penalization parameter η is intended
to go to 0 introducing convective terms that dominate the diffusive one. It is therefore
expected that the use of a fully explicit discretization for the penalization terms leads to a220
CFL (Courant-Friedrichs-Lewy) stability condition of the form 1
η
∆t ≤ ∆x.
4. Application
4.1. Nonlinear problem
The developed penalization method is here applied to a nonlinear advection-diffusion
problem coming from a simplification of the model of electronic and ionic temperatures225
evolution along a magnetic field line, for a plasma in contact with an obstacle [9, 23]. It
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Figure 5: Comparison between the numerical solution of the penalized parabolic problem and the exact
solution of the original problem (3.8) with Robin boundary conditions at T = 1. (a)-(b): ∆t = 10−3,
η = 10−10 and h = 10−2. Errors versus h (c) and errors versus η (d) for first-order (red) and Crank-Nicolson
(blue) schemes.
reads: 
∂u
∂t
+
∂
∂x
(
v(x)u
)
= ν
∂
∂x
(
u5/2
∂u
∂x
)
+ f x ∈ ]0, xl[ ∪ ]xr, 1[, t ∈ ]0, T [
u5/2
∂u
∂x
(xl, t) + αu(xl, t) = g(xl, t) t ∈ ]0, T [
−u5/2∂u
∂x
(xr, t) + αu(xr, t) = g(xr, t) t ∈ ]0, T [
u(0, t) = u(1, t),
∂u
∂x
(0, t) =
∂u
∂x
(1, t) t ∈ ]0, T [
u(x, 0) = u0(x) x ∈ ]0, xl[ ∪ ]xr, 1[.
(4.1)
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According to the previous approach, we propose the following discretization:
Un+1i − Uni
∆t
+
Fi+1/2(U
n)− Fi−1/2(Un)
h
+
χl(xi)
η
(
(Uni )
5/2U
n+1
i − Un+1i−1
h
+ αUn+1i − gn+1l
)
+
χr(xi)
η
(
−(Uni )5/2
Un+1i+1 − Un+1i
h
+ αUn+1i − gn+1r
)
=
ν
h
(
mi+1/2(U
n)
Un+1i+1 − Un+1i
h
−mi−1/2(Un)
Un+1i − Un+1i−1
h
)
+ (1− χ(xi))f(xi, tn+1)
Un+10 = U
n+1
N , U
n+1
1 = U
n+1
N+1
U0i = (1− χ(xi))u0(xi) + χ(xi),
(4.2)
for i = 1, . . . , N (Nh = 1) and n = 0, . . . ,M − 1 (M∆t = T ).
The advection term is treated explicitly using an upwind scheme with:
Fi+1/2(U
n) =
{
vχ(xi+1/2)U
n
i if vχ(xi+1/2) ≥ 0
vχ(xi+1/2)U
n
i+1 if vχ(xi+1/2) < 0,
vχ(x) referring to (1−χ(x))v(x). The nonlinear penalization terms are treated semi-implicitly
using an upwind scheme, while the nonlinear diffusion term is discretized semi-implicitly with:
mi+1/2(U
n) =
1
2
(
(Uni )
5/2 + (Uni+1)
5/2
)
.
The temperature u is initialized to u0 = 1 throughout the computational domain [0, 1]
and we compare the numerical solution obtained by the scheme (4.2) with an exact stationary230
solution us of (4.1).
Figure 6(a) shows the numerical solution at T = 10 when the stationary state has been
reached. The errors plotted in Figures 6(b) and 6(c) correspond to ‖Vs,h − UMh ‖ in the fluid
domain, where Vs,h = (us(x1), . . . , us(xN))T and UMh = (UM1 , . . . , UMN )T . A first order of
convergence is obtained with respect to the space step h (Figure 6(b)), which is consistent235
with the discretization (4.2). Depending on the penalization parameter η, a first order is
observed (Figure 6(c)), as in the linear case.
According to these results, the penalization method proposed in this paper to enforce
Neumann or Robin boundary conditions has been coupled with the penalization technique
previously proposed in [16] for Dirichlet conditions. Numerical tests for a one-dimensional240
system of equations describing the density, the velocity and the temperature in the plasma of
a tokamak close to an obstacle can be found in [23]. The present method is also implemented
in a realistic two-dimensional code SolEdge2D dedicated to the simulation of the plasma-
wall interaction in the edge region of a tokamak with complex geometries [9]. Extension of
this method for the boundary conditions associated with electric potential has been sketched245
in [6].
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Figure 6: (a): Comparison between numerical and exact stationary solutions at T = 10 for nonlinear problem
(4.1). (b): Errors versus h. (c): Errors versus η.
4.2. Bivariate case
The difficulties faced when generalizing the approach to the multivariate case are real.
The extension of various terms from the boundary to the complementary domain is one of
the key difficulties.250
To test the feasibility of the generalization, we consider the following problem:
−∆u+ u = f in ω
∂u
∂n
+ αu = g on ∂D
u(0, y) = u(1, y), u(x, 0) = u(x, 1),
(4.3)
where D = D((x0, y0), r) is an open disk of center (x0, y0) and radius r included in ]0, 1[×]0, 1[
and ω = ]0, 1[×]0, 1[ \ D¯. We propose the penalized problem:−∆uη + uη +
χ0
η
(∇uη · n˜+ αuη − g˜) = (1− χ)f in Ω
uη(0, y) = uη(1, y), uη(x, 0) = uη(x, 1),
(4.4)
where Ω = ]0, 1[×]0, 1[, η > 0 is the penalization parameter, χ is the characteristic function
of D and χ0 is the characteristic function of the ring R = D \ D¯int, Dint = D((x0, y0), rint)
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being the open disk of center (x0, y0) and radius 0 < rint < r (see Figure 7(a)). Finally, n˜
(resp. g˜) is an extension of n (resp. g) defined as follows:
n˜(x, y) = − ∇φ‖∇φ‖ with φ(x, y) = (x− x0)
2 + (y − y0)2,
g˜(x, y) = g((x0, y0) + re
iθ) with θ = arg ((x− x0) + i(y − y0)).
Assuming the existence and uniqueness of the solution uη of the penalized problem (4.4),
we guess to have, in the limit η → 0, the convergence uη → u¯ such that:
• in ω, u¯ = u solution of the original problem (4.3),
• in R, u¯ = uR solution of {
∇v · n˜+ αv = g˜ in R
v = u on ∂D,
• in Dint, u¯ = uint solution of {
−∆v + v = 0 in Dint
v = uR on ∂Dint.
We present here the first numerical experiments performed to test the convergence of uη
to u in the original domain ω. The numerical test is made with a manufactured solution by255
choosing u 1-periodic in x and y and adjusting f and g accordingly. The numerical solution of
the penalized problem obtained for u(x, y) = sin(2pix) sin(2piy), α = 1, (x0, y0) = (0.6, 0.7),
r = 0.25 and rint = 0.125 is reported in Figure 7(c). The penalized problem is solved
numerically using the finite element method provided by the FreeFem++ software [15]. On
Figure 7(d), we report the L2 norm error ‖u − uη,h‖L2(ω) for a fixed penalization parameter260
η = 10−4 and different mesh sizes h. We observe a decrease of this error when h→ 0 showing
numerically the convergence of the proposed method. The remaining error for the smallest
h indicates that uη ≈ u for the fixed value of η  1.
5. Conclusion
A new penalization fictitious domain method to take account of Neumann or Robin265
boundary conditions has been proposed in this paper. This method has been first defined
and analyzed for univariate linear partial differential equations of elliptic or parabolic types.
Theoretical results including the convergence with respect to the penalization parameter η
have been obtained. We then analyzed the convergence of finite difference discretization
schemes of the penalized problem. We validated the method by various numerical tests that270
confirmed the theoretical results. This penalization method has been successfully applied
to a nonlinear advection-diffusion equation mimicking the equations governing ionic and
electronic temperatures of a plasma in the edge region of a tokamak. The first extension of
this method to the multivariate case is finally reported.
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Figure 7: Comparison between the numerical solution (c) of the penalized problem (4.4), using the P 2 finite
element method, and the exact solution (b) of the original problem (4.3). (a): Sketch of the domain. (d): L2
errors versus h.
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Appendix A. Proof of Lemma 3.1
Proof. First, we reduce the inhomogeneous boundary conditions in (3.1) to homogeneous
boundary conditions using the inverse trace theorem. According to [21, Theorem 8.3] (see
also [8]), there exists a continuous operator R : H3/2(∂ω) × H1/2(∂ω) → H2(ω) such that
R(h1, h2) ∂ω = h1 and ∂∂nR(h1, h2) ∂ω = h2. Thus, for all t ∈ [0, T ], there exists v(t) =
R(0, g(t)) ∈ H2(ω) satisfying v(t) ∂ω = 0 and ∂v(t)∂n ∂ω = g(t), so that ∂v∂n + αv = g on
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∂ω×]0, T [. Putting u = v + w, the equation (3.1) can be formally rewritten as
∂w
∂t
−∆w = f − ∂v
∂t
+ ∆v in ω×]0, T [
∂w
∂n
+ αw = 0 on ∂ω×]0, T [
w(x, 0) = u0(x)− v(x, 0) in ω.
(A.1)
Let us put f ∗ = f − ∂v
∂t
+ ∆v and u∗0 = u0 − v(0). We want to show that f ∗ ∈
L2(]0, T [;L2(ω)) and u∗0 ∈ L2(ω). In order to do this, let us show that v ∈ C1([0, T ];H2(ω)).
Noting vd(t) = R
(
0, dg
dt
(t)
)
, there exists, by continuity of the operator R, a constant C ≥ 0
such that for all t, t0 ∈ [0, T ] with t 6= t0,∥∥∥∥v(t)− v(t0)t− t0 − vd(t)
∥∥∥∥
H2(ω)
≤ C
∥∥∥∥g(t)− g(t0)t− t0 − dgdt (t)
∥∥∥∥
H1/2(ω)
. (A.2)
Letting t go to t0 in (A.2), we deduce the differentiability of v and
dv
dt
(t) = vd(t) = R
(
0, dg
dt
(t)
)
.
The continuity of dv
dt
then follows similarly from the inequality∥∥∥∥dvdt (t)− dvdt (t0)
∥∥∥∥
H2(ω)
≤ C
∥∥∥∥dgdt (t)− dgdt (t0)
∥∥∥∥
H1/2(ω)
. (A.3)
Hence v ∈ C1([0, T ];H2(ω)), in particular v(0) ∈ L2(ω), ∂v
∂t
∈ L2(]0, T [;L2(ω)) and ∆v ∈280
L2(]0, T [;L2(ω)). Thus f ∗ ∈ L2(]0, T [;L2(ω)) and u∗0 ∈ L2(ω).
Second, we show that the equation
∂w
∂t
−∆w = f ∗ in ω×]0, T [
∂w
∂n
+ αw = 0 on ∂ω×]0, T [
w(x, 0) = u∗0(x) in ω,
(A.4)
where f ∗ ∈ L2(]0, T [;L2(ω)) and u∗0 ∈ L2(ω), has a unique solution w in the space L2(]0, T [;H1(ω))∩
C0([0, T ];L2(ω)). Introducing a new unknown function w∗(t) = e−tw(t), (A.4) is equivalent
to 
∂w∗
∂t
−∆w∗ + w∗ = f ∗∗ in ω×]0, T [
∂w∗
∂n
+ αw∗ = 0 on ∂ω×]0, T [
w∗(x, 0) = u∗∗0 (x) in ω,
(A.5)
where f ∗∗ = f ∗e−t ∈ L2(]0, T [;L2(ω)) and u∗∗0 = u∗0 ∈ L2(ω). We consider the following weak
formulation of (A.5):∣∣∣∣∣∣∣∣∣∣∣
Find w∗ ∈ L2(]0, T [;H1(ω)) ∩ C0([0, T ];L2(ω)) such that
d
dt
〈w∗(t), v〉L2(ω) + a(w∗(t), v) = 〈f ∗∗(t), v〉L2(ω) ∀v ∈ H1(ω)
(in distributional sense in ]0, T [)
w∗(t = 0) = u∗∗0 ,
(A.6)
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where
∀u, v ∈ H1(ω), a(u, v) =
∫
ω
∇u · ∇v dx+
∫
ω
uv dx+ α
∫
∂ω
uv dσ,
∀u, v ∈ L2(ω), 〈u, v〉L2(ω) =
∫
ω
uv dx.
Applying [1, Theorem 8.2.3] (whose proof is based on a spectral approach) yields the exis-
tence and uniqueness of the solution w∗ ∈ L2(]0, T [;H1(ω)) ∩ C0([0, T ];L2(ω)) of the weak
formulation (A.6).
Appendix B. The Crank-Nicolson method used in Section 3.3.2285
The Crank-Nicolson method is applied directly to the continuous penalization of the
original problem (3.8) providing the following scheme:
Un+1i − Uni
∆t
+
1
2
[
−U
n+1
i+1 − 2Un+1i + Un+1i−1
h2
+
χl(xi)
η
(3Un+1i − 4Un+1i−1 + Un+1i−2
2h
+ αUn+1i − gn+1l
)
+
χr(xi)
η
(
−−U
n+1
i+2 + 4U
n+1
i+1 − 3Un+1i
2h
+ αUn+1i − gn+1r
)
− U
n
i+1 − 2Uni + Uni−1
h2
+
χl(xi)
η
(3Uni − 4Uni−1 + Uni−2
2h
+ αUni − gnl
)
+
χr(xi)
η
(
−−U
n
i+2 + 4U
n
i+1 − 3Uni
2h
+ αUni − gnr
)]
=
1
2
(1− χ(xi))
(
f(xi, t
n+1) + f(xi, t
n)
)
Un+1i = U
n+1
N+i
U0i = (1− χ(xi))u0(xi),
(B.1)
for i = 1, . . . , N and n = 0, . . . ,M − 1.
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