We introduce a procedure for predictive conditional density estimation under logarithmic loss, which we call SMP (Sample Minmax Predictor). This predictor minimizes a new general excess risk bound, which critically remains valid under model misspecification. On standard examples, this bound scales as d/n where d is the dimension of the model and n the sample size, regardless of the true distribution. The SMP, which is an improper (out-of-model) procedure, improves over proper (within-model) estimators (such as the maximum likelihood estimator), whose excess risk can degrade arbitrarily in the misspecified case. For density estimation, our bounds improve over approaches based on online-to-batch conversion, by removing suboptimal log n factors, addressing an open problem from Grünwald and Kotłowski [37] for the considered models. For the Gaussian linear model, the SMP admits an explicit expression, and its expected excess risk in the general misspecified case is at most twice the minimax excess risk in the well-specified case, but without any condition on the noise variance or approximation error of the linear model. For logistic regression, a penalized SMP can be computed efficiently by training two logistic regressions, and achieves a nonasymptotic excess risk of O((d + B 2 R 2 )/n), where R is a bound on the norm of the features and B the norm of the optimal linear predictor. This improves the rates of proper (within-model) estimators, since such procedures can achieve no better rate than min(BR/ √ n, de BR /n) in general [43] . This also provides a computationally more efficient alternative to approaches based on online-to-batch conversion of Bayesian mixture procedures, which require approximate posterior sampling, thereby partly answering a question by Foster et al. [32] .
Introduction
Consider the standard problem of density estimation: given an i.i.d. sample Z 1 , . . . , Z n from a distribution P on some measurable space Z, the goal is to produce a good approximation P n of P . While it is typically impossible to obtain finite-sample guarantees without any assumption on the underlying distribution P , oftentimes one expects this distribution to possess some structure. In such cases, it is natural to introduce some inductive bias in the procedure; one standard way to do so is to select a suitable class of distributions (often called a statistical model) that is susceptible to capture at least part of the structure of P , and thus provide a non-trivial approximation thereof.
A classical approach to this problem is to assume that the considered class F contains the true distribution P , in which case the model is said to be well-specified. In this case, the problem of estimating P falls within the classical framework of parametric statistics [44, 79, 53] . This theory provides strong support for the maximum likelihood estimator (MLE), which arises as an asymptotically optimal estimator for regular models as the sample size n grows. The same problem can also be treated for a fixed sample size, through the lens of statistical decision theory [84, 53] , which emphasizes optimal estimators in the average (Bayesian) and minimax senses. Generally speaking, these approaches offer remarkably precise descriptions of the achievable rates of convergence (up to the correct leading constants) and of efficient estimators that make the best use of available data. One major limitation of this approach, however, is that such precise results require the very strong assumption that the true distribution belongs to the selected model. Such an assumption is generally unlikely to hold, since the model usually involves a simplified representation of the phenomenon under study: it comes from a choice of the statistician, who has no control over the true underlying mechanism.
A more realistic though still beneficial situation occurs when the underlying model captures some aspects of the true distribution, such as its most salient properties, but not all of them. In other words, the statistical model provides some non-trivial approximation of the true distribution, and is thus "wrong but useful". In such a case, a meaningful objective is to approximate the true distribution (namely, to predict its realizations) almost as well as the best distribution in the model. A natural setting to formalize this task is the framework of statistical learning theory [81] , where one aims to find a good predictor (in a sense measured by some loss function) given access to an i.i.d. sample from a target distribution. Specifically, one makes few assumption about the true distribution, but instead introduces inductive bias through the choice of a comparison class of predictors against which one seeks to compete. When the predictors are densities over the space Z of observations, and the loss function is the logarithmic (or loglikelihood) loss (namely, the negative logarithm of the probability assigned to the given observation), the problem of statistical learning amounts to density estimation under Kullback-Leibler (KL) risk. Below, let us review some variants of (and approaches to) this problem.
Well-specified density estimation. This problem is well-studied, and a number of remarkably precise results have been obtained in the literature: admissible, Bayes optimal and minimax procedures, as well as higher-order asymptotics are studied, see, e.g. [39, 49, 40, 2, 54, 35, 75, 21] . In the case of a parametric family, the minimax and Bayes risk asymptotically scale as d/(2n) + o(n −1 ). [40] considers the asymptotics of the KL risk for smooth parametric families, and determines its second-order expansion. [2] considers asymptotically second-order minimax procedures, namely Bayes predictive distributions which asymptotically minimize the maximum of the second-order term. [54] consider location and scale families of distributions, and show that the Bayes predictive distribution under uniform prior is minimax and best invariant. However, an important limitation of these approaches is that the true distribution is assumed to belong to the specified model, and no guarantee is provided when this strong assumption does not hold.
Misspecified density estimation. Bounds on the KL excess risk under misspecification have also been studied, although known results are typically weaker and require stronger assumptions than their well-specified counterparts. The considered estimator is usually the MLE, or some penalized variant of it. [15, 16, 88, 86, 73] obtain fast O(d/n) excess risk bounds for such estimators. These approaches typically rely on the theory of empirical processes [80, 78, 77, 58, 47, 17] , which often leads to loose constant factors and requires some strong boundedness or exponential tail conditions on the losses. A different approach is the one from [90, 38] , who rely on information-theoretic inequalities. One property of the previous bounds is that they can degrade arbitrarily in the misspecified case. For instance, in a simple Gaussian model {N (θ, 1) : θ ∈ R}, while the true distribution is N (θ * , σ 2 ), the previous excess risk bounds scale at least as σ 2 /n (which is the rate of the MLE), which features the potentially unbounded distribution-depend constant σ 2 .
Limitations of results for misspecified density estimation. All the aforementioned bounds on predictive density estimation degrade under misspecification, since they exhibit constants which depend on the true distribution and can therefore be arbitrarily large. Hence, these bounds can be significantly worse than the "efficient" risk bound d/(2n)+o(1/n) from the well-specified parametric case. Methods such as MLE inherently suffer from such limitations in density estimation. A first problem comes from the fact that the logarithmic loss is unbounded, while bounds for empirical risk minimization (ERM, which coincides with MLE for the logarithmic loss) typically depend on the range of the loss or on its tails. A second and more fundamental limitation of the MLE is the fact that its excess risk degrades under misspecification: its risk does not scale as d/n, even asymptotically and when restricted to a bounded neighborhood of the optimal parameter. Indeed, under proper regularity conditions on the model [79] , the asymptotic excess risk of the MLE scales as d eff /(2n) + o(n −1 ), where the effective dimension d eff depends on the true underlying distribution. This constant, which reflects the variability of the MLE, can be arbitrarily large compared to d, such as in the Gaussian example mentioned above (where σ 2 can be arbitrarily large).
Sequential prediction under logarithmic loss. By contrast, the theory of prediction under the logloss is well-developed for the cumulative risk (or regret), where the aim is to sequentially choose probability densities on the next observation. In this case, one considers either the cumulative excess risk, namely the sum of the individual excess risks at each time step, or the regret [63, 29] on all sequences, namely the difference in cumulative loss with the best density in the family. This problem is connected to coding [31] and to the minimum description length (MDL) principle [69, 36] . For smooth, bounded parametric families of dimension d, the minimax cumulative excess risk and regret are known to scale as (d log n)/2 + C + o(1) for some constant C that depends on the model, see [30, 63] . Note that the minimax regret bound holds for any sequence, and in particular does not require the sequence of observations to be sampled from a distribution in the model. A generic procedure called online to batch conversion [55, 27] enables one to derive excess risk guarantees from regret bounds. These excess risk bounds apply to the average of the successive densities output by the sequential procedure, and are valid with only the i.i.d. assumption (even under model misspecification). When applied to the standard exponential weights online algorithm [82, 56] (which coincides with the Bayes mixture for the logloss), a standard strategy that guarantees near-minimax regret [30, 87, 63, 29] , this yields the so-called progressive mixture rule [89, 25, 26] , see also [45, 4] . However, such approaches are usually too conservative and yield inefficient predictors, as illustrated by the extra logarithmic terms in the associated rates O(d log n/n) instead of O(d/n) in the case of a parametric family. In addition, the resulting bounds exhibit stronger dependence on initial conditions and on global model complexity, and may in particular be infinite for some unbounded classes. This reflects the fact that the problem of controlling the regret is harder than that of controlling the excess risk, due to its cumulative nature, which takes into account early rounds where few observations are available.
Logistic regression. Logistic regression [13, 59, 79] is arguably the most common model for conditional density estimation with binary response. Assume that X R almost surely and one wishes to compare against logistic functions with β B. Since the logistic loss is convex and R-Lipschitz, standard results in online and stochastic optimization [91, 71, 22, 41] show that a slow rate of BR/ √ n is achievable by properly-tuned projected stochastic gradient descent on the ball of radius B. This slow rate can also be obtained through properly-tuned squared-norm regularization, using a standard stability argument. In this paper we show that that our Ridge-regularized SMP procedure achieves an improved bound under the same assumptions.
In addition, when restricting to the ball of radius B, the logistic loss is e −BR -exp-concave. This shows that the Online Newton Step algorithm [42] achieves O(de BR log n) regret, and thus O(de BR log(n)/n) excess risk after online-to-batch conversion. Based on the notion of self-concordance [66] , which appears in the analysis of Newton-type optimization algorithms [19] , Bach [5] defines pseudo-selfconcordant functions, a class of functions whose third derivative is controlled by the second one. Using the fact that the logistic loss satisfies this property, he then provides excess risk bounds for the Ridgeregularized MLE in fixed-design regression, both in the well-specified (with fast rate) and misspecified (with slow rate) cases. [6] proposes a stochastic algorithm whose excess risk is O(R 2 (BR + 1) 4 /(µn)) based on the notion of generalized self-concordance, where µ is the smallest eigenvalue of the Hessian matrix at the unique optimum. [7] shows that the rate O(ρ 3 d(BR + 1) 4 /n) can be achieved, where ρ is a problem-dependent curvature parameter, satisfying Σ ρH, where H is the Hessian matrix at the optimum, and Σ the covariance matrix. [68] establishes a non-asymptotic fast rate bound for the MLE of O(d eff log(1/δ)/n) with probability 1 − δ, which matches the asymptotic rate of this estimator. These results are extended in [57] to obtain upper bounds independent of the dimension but depending on gradient and Hessian norms. However, the bounds depend on problem-dependent constants ρ and d eff , which can grow exponentially with BR in the worst-case scenario. [43] shows that such a dependence is unavoidable for any proper (within-model) algorithm, by establishing a lower bound of min(BR/ √ n, de BR /n) in the worst-case stochastic setting, answering (by the negative) an open problem from [60] .
This lower bound does not hold if we allow the predictor to be chosen outside of the class of logistic predictors. This observation leads [32] to propose an improper predictor based on Bayesian mixtures whose excess risk is O(d log(n)/n) with a non-exponential dependence in B and R, namely a rate of order O(d log(BRn)/n). An analysis in the online learning setting is also performed in [46] , which proposes an analysis of the regret for both logistic regression and Gaussian linear density estimation, which leads to a per-round regret of O(d log(BRn)/n) in the logistic case.
Other related work. A general framework has recently been proposed for density estimation under model misspecification, namely ρ-estimation [8, 10, 9] . The setting differs from ours in the sense that accuracy is measured using the Hellinger risk (as opposed to the Kullback-Leibler risk in our case), hence the results are complementary but not directly comparable. The theoretical guarantees therein take the form of inexact oracle inequalities, which state that the risk of the estimator is at most a constant times that of the best within the model, plus some distribution-independent O(d/n) term. This implies a O(d/n) excess risk whenever the approximation error of the model is itself of order O(d/n), which typically occurs in a nonparametric context. However, in the misspecified case considered here where no assumption is made on the approximation error, such guarantees do not imply convergence to the risk of the best element in the model. In fact, ρ-estimators are proper (within-model) estimators, and therefore subject to the lower bounds for proper estimators in the misspecified case. Hence, in order to achieve O(d/n) Kullback-Leibler excess risk, different improper procedures are required. Finally, for the logistic regression problem (which was a main motivation for the present work), accuracy is usually measured in terms of the logistic (logarithmic) loss, rather than Hellinger risk.
General excess risk bounds 2.1 A general excess risk bound for statistical learning
In this section, we let X , Y, Y be three measurable spaces, which correspond respectively to the feature, label and prediction spaces. We also let ℓ : Y ×Y → R be a loss function. Finally, denote by F the space of all measurable functions X → Y (also called predictors), and let F ⊂ F be a class of predictors. We consider also an arbitrary penalization function φ : F → R. Denote Z = X × Y and let
for any z = (x, y) ∈ Z and f ∈ F. Whenever no penalization is used in the loss (φ ≡ 0) we simply write ℓ = ℓ 0 . Let P be some probability distribution on Z = X × Y. The quality of a predictor g ∈ F is measured through its risk
where Z = (X, Y ) ∼ P , whenever this expectation is well-defined and belongs to R ∪ {+∞}, which we assume from now on. Also, define the excess risk (with respect to F) of g as
We
In this setting, the distribution P is unknown, and we will avoid making strong assumptions on it. The aim is to produce, given an i.i.d. sample Z n 1 = (Z 1 , . . . , Z n ) from P , a predictor g n : X → Y whose expected excess risk E[E( g n )] (where the expectation holds over the random sample) is small. In other words, g n should predict almost as well as the best element in F, up to a controlled small additional term. Given a sample Z n 1 = (Z 1 , . . . , Z n ), we denote
a (penalized) empirical risk minimizer (ERM). Whenever φ ≡ 0 we simply denote the ERM as f n . Throughout this paper, we assume to simplify that this minimum is attained. This holds in virtually all the examples considered below; in addition, the arguments naturally extend to approximate minimizers. By convention, all minimizers of the empirical risk will be chosen symmetrically in the sample points Z 1 , . . . , Z n . We also introduce
for any z ∈ Z. Theorem 1 below introduces a new bound on the excess risk of any prediction rule, together with a predictor that minimizes it. It holds for a general loss ℓ, but in the following sections we apply it to the logarithmic loss only, for which the predictor can be made explicit.
Theorem 1 (Main excess risk bound and Sample Minmax Predictor). For any predictor g n depending on Z n 1 , we have
where f z φ,n is defined by (4) for z ∈ Z and Z = (X, Y ) ∼ P is independent of Z n 1 . In addition, the right-hand side of (5) is minimized by the predictor
which we call SMP (Sample Minmax Predictor) whenever it exists, in which case (5) becomes
φ,n (X), y) .
The proof of Theorem 1 is given in Section 7. : y ∈ Y} is small in expectation, then the min-max quantity in the bound (7) will also be small. The use of stability to establish guarantees for learning algorithms such as ERM or approximate ERM was pioneered by [18] . Stability arguments were used by [18, 72] to prove fast rates of order O(1/n) for ERM in strongly convex stochastic optimization problems and more recently by [50] for exp-concave problems.
However, while related in spirit to the notion of stability, the excess risk bound of Theorem 1 differs from standard stability bounds. Indeed, approaches based on stability control the risk in terms of variations of the loss of the output hypothesis (such as ERM) under changes of the sample [18, 72, 74, 50] . By contrast, Theorem 1 controls the risk in terms of some min-max quantity, which measures the size of the set of empirical risk minimizers obtained by adding one sample.
It is worth noting that the SMP (6) whose risk is controlled in (7) is not the ERM, that is, the algorithm whose "stability" is controlled. In fact, f φ,n is in general an improper predictor, which does not belong to the class F; it may be seen as a "center" of the set of risk minimizers obtained by adding one sample, in a sense related to the loss function.
In what follows, we show that for the logarithmic loss, the bound (7) improves over bounds based on stability of the loss, and in fact provides guarantees which are not achievable by proper predictors such as (penalized) ERM.
Conditional density estimation with the logarithmic loss
We now turn to the problem of conditional density estimation, which is the focus of this work, by considering the logarithmic loss. Let µ be a measure on Y and Y be the set of probability densities on Y with respect to µ, namely the set of measurable functions f :
The logarithmic loss is defined as ℓ(f, y) = − log f (y) for f ∈ Y and y ∈ Y. In this setting, a predictor f : X → Y corresponds to a conditional density. We denote f (y|x) = f (x)(y) and as before ℓ(f, z) = ℓ(f (x), y) for z = (x, y). Note that, in this case, the ERM (3) corresponds to the (conditional) maximum likelihood estimator (MLE). The risk of any conditional density f is
whenever this expectation is defined. Note that
for any conditional densities f and g with respect to µ, which only depends on the conditional distributions f µ and gµ; and not on the measure µ which dominates them. In particular, we may choose µ such that the risk R(f ) is well-defined and finite for some f ∈ F, and identify f and g with the corresponding conditional distributions. There exists a best predictor f * ∈ F whenever the excess risk
] is defined and belongs to [0, +∞] for every f ∈ F. Following what we did in Section 2.1, given a penalization function φ : F → R, we define the penalized risk R φ and the penalized excess risk E φ . Theorem 2 below shows that both SMP defined in Theorem 1 and its excess risk bound (7) can be described explicitly in this case.
Theorem 2 (Excess risk bound for conditional density estimation). In the case of the logarithmic loss, the SMP f φ,n defined in (6) writes
whenever the integral Y f (X,y) φ,n (y|X)e −φ( f (X,y) φ,n ) µ(dy) is finite almost surely (over Z n 1 , X). In addition, its excess risk bound (7) writes
Remark 1. In the non-regularized case where φ ≡ 0, the SMP simply writes
while its excess risk bound (10) takes the form:
The proof of Theorem 2 is provided in Section 7.1. The SMP (9) minimizes, for every value of x,
φ,n (x), y) with respect to the ERM on the sample Z n 1 , (X, y). As explained above, the right-hand side of (10) corresponds to (the expectation of) a measure of complexity of the class { f (X,y) φ,n , y ∈ Y} associated to the log-loss. We will see below, in particular cases for F, that despite being derived from a general bound for statistical learning, the excess risk bound of the SMP is remarkably tight and close to the optimal risk in the well-specified case. In fact, we will see in the case of the Gaussian linear model (Section 4.2) that the bound of the SMP is intrinsic to the hardness of the problem.
In the unconditional case, the prediction of the estimator (9) closely resembles that of a sequential prediction strategy called Sequential Normalized Maximum Likelihood (SNML), introduced by [70] and related to the Last Step Minimax algorithm (which restricts to proper predictions) from [76] 1 . Interestingly, the motivation is completely different: the SNML algorithm was introduced as a computationally efficient relaxation of the minimax algorithm (in terms of cumulative regret) for sequential prediction under log-loss; its worst-case regret was shown to be almost minimax [51] , and in fact minimax for some specific families [12] . By contrast, in our case the SMP estimator naturally arises as the minimizer of a novel upper bound on the non-cumulative excess risk.
Misspecified density estimation
In this section, we consider the problem of (unconditional) density estimation: the space X is assumed to be trivial (with a single element) and is therefore omitted, and no penalization is used (φ ≡ 0). In other words, given access to an i.i.d. sample (Y 1 , . . . , Y n ) from a distribution P on Y, and given a family F of probability densities on Y with respect to µ (namely, a statistical model F), the aim is to find a predictive distribution g n on F whose excess risk with respect to F is as small as possible. Note that the model may be misspecified, in the sense that P ∈ F. Introduce the Kullback-Leibler (KL) divergence
between distributions P and Q (which is infinite whenever P is not absolutely continuous with respect to Q). If KL(P, f * ) < +∞ then f * = arg min f ∈F KL(P, f ) and the excess risk (2) writes E(f ) = KL(P, f ) − KL(P, f * ) for any f ∈ F. For this reason, the risk R is also called the KL risk.
In the next sections, we apply Theorem 2 to misspecified density estimation on standard families. In each case, the SMP is explicit and the excess risk bound scales as d/n irrespective of the true distribution P . These bounds are tight, since they are within a factor of 2 of the optimal asymptotic rate in the well-specified case. Also, we compare it with MLE and online to batch conversion using an optimal sequential prediction strategy from [27] . In all considered examples, SMP improves these strategies.
Finite alphabet: the multinomial family
In this section, we assume that Y is a finite set with d elements, µ is the counting measure and F = {(p(y)) y∈Y ∈ R Y + : y∈Y p(y) = 1}, which corresponds to the multinomial model (which cannot be misspecified). For any y ∈ Y, we let N n (y) = n i=1 1(Y i = y). Proposition 1. If Y is a finite set with d elements, then SMP corresponds to the Laplace estimator
In addition, the bound (10) writes in this case
Proposition 1 is proved in Section 7.2. In this case, the SMP corresponds to the Laplace estimator, which is the Bayes predictive distribution under an uniform prior on F. The first bound in (12) is tight: it is an equality when Y is constant almost surely.
About the MLE. The MLE is given by f n (y) = N n (y)/n for the multinomial family. Its expected risk is infinite unless P is concentrated on a single point. Indeed, if P is not, then let y 0 , y 1 ∈ Y be distinct elements such that P(Y = y 0 ), P(Y = y 1 ) > 0. Then, the event E = {Y 1 = · · · = Y n = y 0 } has positive probability. On E, we have f n (y) = 1(y = y 0 ), so that ℓ( f n , y 1 ) = +∞ and thus R( f n ) = +∞. Hence, E[R( f n )] = +∞. In order to obtain non-vacuous expected risk bounds for the MLE in this case, one may restrict to F δ = {p ∈ F : ∀y ∈ Y, p(y) δ} for some δ ∈ (0, 1), so that the log ratios of the densities are bounded. In this case, whenever p ∈ F δ , the excess risk of MLE has the asymptotically efficient rate (d − 1)/(2n) + o(n −1 ).
About online to batch conversion. The minimax cumulative regret with respect to the class F scales as (d − 1)(log n)/2 + O(1) [29] . Hence, any upper bound based on online-to-batch conversion can be no better than (d − 1)(log n)/(2n) + O(1/n), see [27] .
The Gaussian location family
We now let Y = R d and consider the family of Gaussian distributions with fixed positive covariance matrix Σ, namely F = {N (θ, Σ) : θ ∈ R d }, that we call the Gaussian location family. We denote by u the Euclidean norm of u ∈ R d andȲ n :
For n 1, the SMP is given by f n = N (Ȳ n , (1 + 1/n) 2 Σ), and whenever E Y < +∞ the bound (10) writes
In addition, when the model is well-specified, we have
The proof of Proposition 2 is given in Section 7.2 below. It provides an excess risk bound valid not only under misspecification, but under the minimal hypothesis necessary to define the excess risk. In addition, this bound does not depend on the distribution of Y , and is essentially a factor of 2 above the optimal asymptotic risk d/(2n) even for a worst-case distribution. In particular, this implies that finding a predictive distribution with small excess risk is feasible even when identifying the best parameter in the family is not: indeed, estimating θ * with an accuracy independent of the true distribution of Y is not possible.
About the MLE and proper estimators.
In the misspecified case where Σ Y = Σ, this quantity depends on the true distribution of Y and can be arbitrarily large depending on
In fact, this limitation is shared by any proper predictor f θn = N ( θ n , Σ) for some estimator θ n , as explained next. Consider the family of distributions
It is a standard result in decision theory (see e.g. [53] ) that the empirical meanȲ n is minimax optimal for this problem and has constant risk tr(Σ −1 Σ Y )/(2n). Therefore, for any statistic θ n (that is, any proper estimator f θn ), we have for some θ * ∈ R d :
About online to batch conversion. The minimax cumulative regret with respect to the full Gaussian family F is infinite (see, e.g., [36] ). This comes from the fact that the regret after the first step (the first prediction being made before seeing any sample) is unbounded. This difficulty does not appear in the batch setting, where one can predict conditionally on the sample, in a translation-invariant fashion. One can guarantee finite minimax regret by considering a restricted Gaussian family {N (θ, Σ) : θ ∈ K} for some compact set K ⊂ R d [36] , in which case the minimax regret scales as d(log n)/2 + C K + o(1) (for some constant C K depending on K) so that online to batch conversion yields an excess risk bound of d(log n)/(2n) + C K /n + o(1/n), which again exhibits an extra log n factor.
Exact minimax rate in the misspecified case. In fact, for the Gaussian location family, the minimax excess risk in the general misspecified case, namely
where the supremum spans over all probability distributions P on R d such that E Y 2 < +∞, the infimum over density estimators g n and where the excess risk is under the true distribution P , can be determined exactly, together with a minimax predictor, as shown below.
Theorem 3. For the Gaussian location model, the minimax excess risk (14) in the misspecified case (namely, over all distributions with finite second moment) is equal to
In addition, this minimax excess risk is achieved by the estimator f n = N (Ȳ n ,
Theorem 3 is proven in Section 7.2 below. Note that g n corresponds to the Bayes predictive posterior under uniform prior, which is known to achieve the minimax risk in the well-specified case [67, 65] , see also [35] . Remarkably, both the minimax excess risk and the minimax predictor remain the same in the misspecified case. This holds even though the posterior itself (a distribution on F) does not concentrate on a neighborhood of the best parameter θ * = E[Y ] in the misspecified case (contrary to the well-specified case), when the true variance is large. An explanation for this phenomenon is that the out-of-model correction of the Bayes predictive posterior (critically due to averaging over the posterior) brings it closer to distributions with high variance, thereby compensating the high variability for such distributions. As a result, the Bayes predictive posterior equalizes the excess risk across all distributions. This suggests that posterior concentration rates, which do not take into account the latter effect (and degrade under model misspecification when the true variance is large), are not enough to obtain the correct excess risk for predictive posteriors under model misspecification.
Finally, Theorem 3 shows that the worst-case excess risk bound (13) of the SMP is exactly twice the minimax excess risk for distributions with finite variance.
Gaussian linear conditional density estimation
In this section, we turn to conditional density estimation, starting with arguably the most standard family, namely the linear Gaussian model. After introducing the setting, notations and basic assumptions (Section 4.1), we consider the non-penalized SMP and its excess risk bounds with respect to the full unrestricted model (Section 4.2). Next, we consider in Section 4.3 the Ridge-regularized SMP and its performance, both in the finite-dimensional context and in the nonparametric one where d may be larger than n. In the latter case, the bounds only depend on the covariance structure of X and on the norm of the comparison element.
Setting: the Gaussian linear model
Consider the spaces X = R d and Y = R and the family of conditional distributions
for some σ 2 > 0; up to the change of variables y ′ = y/σ, we will assume without loss of generality that σ 2 = 1. Throughout this section, we consider the log-loss with respect to the base measure µ = (2π) −1/2 dy on R, so that for β ∈ R d and (x, y) ∈ R d × R:
and hence the risk
The problem of conditional density estimation in the Gaussian linear model is intimately linked (but not equivalent) to that of linear least-squares regression, namely statistical learning with the square loss and a comparison class formed by linear predictors. Let us discuss the connection and differences between the two problems:
• In the least-squares problem, one is interested in a point prediction of the response y given the covariates x, or equivalently in an estimate of the conditional expectation E[Y |X] of Y given X. By contrast, in the setting of density estimation one seeks a probabilistic prediction of y given x, or equivalently an estimate of the conditional distribution of Y given X, which therefore includes a quantification of the uncertainty of Y given X.
• When one restricts to proper, or well-specified conditional distributions (i.e. that belong to F), the two problems are equivalent, as shown by the expression of the loss (16) .
• On the other hand, in the context of conditional density estimation, the possibility of using improper (out-of-model) estimators provides more flexibility. As we will see, this additional flexibility is essential to bypass lower bounds for proper estimators in the misspecified case.
Let us emphasize that in the context of conditional density estimation, well-specification refers to the fact that the conditional distribution of Y given X belongs to the model. As in the unconditional case, we are interested in bounds that do not degrade under model misspecification, and hence require only weak assumptions on this conditional distribution. Assumption 1 below will be made throughout this section, while further assumptions will be made in Sections 4.2 and 4.3 respectively.
Assumption 1 (Finite second moments). We assume that both X and Y are square integrable, namely
We will denote Σ = Σ X = E[XX ⊤ ] the second-order moment matrix, which we will call (following a common abuse of terminology) the covariance matrix of X, even when X is not centered. Assumption 1 implies that Y X is integrable (by the Cauchy-Schwarz inequality) and that E[ β, X 2 ] = Σβ, β , so that the risk R(β) is finite 2 and equals:
Likewise, whenever the empirical covariance matrix
is invertible, there exists a unique empirical risk minimizer given by
where S n = n −1 n i=1 Y i X i . Hence, whenever Σ n is invertible (almost surely), the MLE is uniquely defined, and equals the ordinary least squares estimator given by (18) .
The unregularized SMP
In this section, we consider uniform excess risk bounds for unpenalized SMP (φ ≡ 0) with respect to the linear Gaussian class F given by (15) . This setting is relevant when n ≫ d, especially when little is known or assumed on the optimal parameter β * . We will work under the following Assumption 2 (Non-degenerate design). The covariance matrix Σ is invertible and the empirical covariance matrix Σ n is invertible almost surely.
The fact that Σ is invertible amounts to assuming that X is not supported in any hyperplane of R d . This assumption is not restrictive, since otherwise one can simply restrict to the span of the support of X, a subspace of R d ; we make it merely for convenience in the statements and notations. In addition, a simple induction (see [64] ) shows that Assumption 2 is equivalent to assuming that n d and that P(X ∈ H) = 0 for any hyperplane H ⊂ R d . Note that the latter is granted whenever X admits a density with respect to the Lebesgue measure. Moreover, as explained in Section 4.1, Assumption 2 amounts to say that the MLE is uniquely determined almost surely in the family (15) .
Once again in this case, the SMP leads to an improper estimator, which can be made explicit, and satisfies a sharp excess risk bound. Let us introduce also the rescaled empirical covariance matrix
Note that the rescaled design
As explained in Theorem 4 below, the excess risk of SMP is deeply connected to the spectrum of Σ n .
Theorem 4. Assume that Assumptions 1 and 2 are fulfilled. For the Gaussian linear family F given by (15) , the SMP is given by
In addition, it satisfies the following excess risk bound:
where Σ n is the rescaled empirical covariance given by (19) .
The proof of Theorem 4 is given in Section 7.3 below. The upper bound on the excess risk depends on the distribution of the design through the term E[tr( Σ −1 n )], namely through the distribution of the spectrum of the rescaled empirical covariance matrix (19) . Note that this quantity is invariant by linear transformation of X, X 1 , . . . , X n , namely it does not depend on the choice of an inner product on R d .
A key feature of the excess risk bound (21) on the SMP is that it only depends on the distribution of X, and not on the conditional distribution of Y given X. The expected risk of the SMP is therefore not affected by model misspecification, similarly to what was observed in Section 3 for unconditional densities. This is once again a strong departure from the behavior of the MLE, as explained below.
Comparison with the MLE and proper estimators. As explained above, the MLE is given in this setting by f βn where β n is the ordinary least-squares estimator (18) . In the well-specified case, the minimax risk among proper estimators is achieved by f βn and is equal to E[tr( Σ −1 n )]/(2n) [64] . Namely, the excess risk of SMP is only within a factor 2 of the exact minimax risk for proper estimators in the well-specified case, despite the fact that the model can be misspecified. In the misspecified case, the risk of the MLE scales as E (X,Y )∼P [(Y − β * , X ) 2 Σ −1/2 X 2 ]/n up to lower-order terms, and this dependence is unavoidable for any proper estimator [64] . This means that the risk of proper estimators deteriorates under misspecification, and that the minimax risk among proper estimators is infinite, since a supremum over P can make this quantity arbitrarily large.
Comparison with the well-specified case. One can in fact show that the first bound in (21) on the risk of the SMP in the general misspecified case is exactly twice the minimax excess risk in the well-specified case. This shows that this bound is intrinsic to the difficulty of the problem, and that the minimax excess risk in the misspecified case is at most twice that of the well-specified case.
Comparison with online algorithms. The minimax regret with respect to the full linear model is infinite, since the regret after the first observation is unbounded. Hence, it is not possible to obtain any uniform excess risk bound from online-to-batch conversion of sequential procedures. We discuss non-uniform guarantees in Section 4.3.
Link with leverage scores. It is worth noting that the first part of the upper bound (21) has a nice statistical interpretation. Indeed, the quantity (n Σ n + XX ⊤ ) −1 X, X is the leverage score of X in the sample X 1 , . . . , X n , X. This means that the excess risk of SMP can be upper bounded as
is the leverage score of one sample distributed as P X among n + 1. Intuitively, the more uneven the leverage scores are, the harder the prediction task will be, since the optimal parameter in the model will effectively be determined by smaller number of points and hence have larger variance.
Upper bounds. A first upper bound on the risk of the SMP can be obtained from (21) in the case of Gaussian covariates: when X ∼ N (0, Σ), so that X ∼ N (0, 20] , so that an upper bound for SMP is given by
We now discuss extensions to more general distributions P X of covariates. By the law of large numbers, one has Σ n → I d as n → ∞ and thus tr( Σ −1 n ) → d almost surely. Hence, one can expect that the excess risk bound (21) of the SMP scales as d/n + o(1/n). In order to turn this into an explicit, non-asymptotic bound, we need to control the lower tail of Σ n . This requires some (weak) moment assumption on X = Σ −1/2 X (see (23) below) together with an assumption strengthening and "quantifying" Assumption 2, namely that P(X ∈ H) = 0 for any hyperplane H ⊂ R d (see (22) ).
Assumption 3. There are constants C 1 and α ∈ (0, 1] such that
for any θ ∈ R d \ {0} and t > 0. Moreover, there is κ 1 such that
Note that inequality (22) is equivalent to P(| θ, X | t) (Ct) α for any θ ∈ S d−1 (Euclidean unit sphere in R d ), which is a quantification of how close X is from any hyperplane H = {v ∈ R d : θ, v = 0} for any θ ∈ S d−1 . It is a strengthened version of the small-ball condition considered in [48, 62] , see also [52] , since it is required at all levels t > 0. Inequality (23) is a bound on the kurtosis of Σ −1/2 X . It is weaker than the following L 2 -L 4 equivalence for all marginals of X: (E X, θ 4 ) 1/4 κ 1/4 (E X, θ 2 ) 1/2 for all θ ∈ R d , which implies (23) using a simple argument, see [64] .
Corollary 1. Suppose that Assumptions 1, 2 and 3 hold, and let f n be the SMP for the family (15) given by (20) . Then, we have
for n min(6d/α, 12 log(12/α)/α), where C ′ = 28C 4 e 1+9/α and where we recall that C, α come from Assumption 3.
The proof of Corollary 1 is given in Section 7. It is a direct consequence of Theorem 4, together with an upper bound from [64] on the excess risk of least-squares in the well-specified case. The bound (24) scales as d/n + O((d/n) 2 ) as n → ∞, and is therefore sharp up to constants, with an expected second order term O((d/n) 2 ). The most technical argument is provided in [64] , where a sharp control on the smallest eigenvalue of Σ n and on tr( Σ −1 n ) is provided under Assumption 3.
Kernel Ridge SMP
We now turn to non-uniform bounds over the class F, where some dependence on the comparison parameter β ∈ R d is allowed. In particular, we will consider the SMP with Ridge regularization φ(β) = λ β 2 /2 for some λ > 0. While the bounds obtained in this setting lack the uniformity of those from the previous section, they remain meaningful in the nonparametric setting where d may be larger than n. The upper bound from Theorem 5 below does not explicitly depend on the dimension d, but only on the covariance matrix Σ and on β. It extends readily to the case where R d is replaced by a Reproducing Kernel Hilbert Space (RKHS) H, but we will keep R d in order to keep the setting and notations consistent with those of Section 4.2. We will work in this section under the following assumption.
Assumption 4 (Bounded covariates). There is a constant R > 0 such that X R almost surely.
Assumption 4 is automatically satisfied for instance in the Reproducing Kernel Hilbert Space (RKHS) setting, where the features x are of the form x = Φ(x ′ ) where x ′ ∈ X ′ is an input variable in some measurable space X ′ and Φ : X ′ → R d a measurable map such that the kernel K :
Let us recall that we consider the family
x for a matrix S ≻ 0. We also introduce the degrees of freedom of the Ridge estimator [83, 33, 85] , given by
and note that
Theorem 5. Let λ > 0. The penalized SMP (9) with penalty φ(β) = λ 2 β 2 is well-defined and writes f λ,n (·|x) = N ( µ λ (x), σ 2 λ (x)), where
and
In addition, under Assumptions 1 and 4, we have
for every λ 2R 2 /(n + 1), where df λ (Σ) is given by (25) .
Although the space of parameters is finite dimensional (of dimension d), the bound (29) is "nonparametric" in the sense that it does not feature any explicit dependence on d; rather, it only depends on the spectral properties of Σ through df λ (Σ). In particular, it remains nonvacuous even when d ≫ n; in fact, as mentioned above, Theorem 5 remains valid (with essentially the same proof, up to slight changes in terminology and notations) in the case of an infinite-dimensional RKHS.
In the finite-dimensional case where n ≫ d, one can improve the quadratic dependence on the norm B = β . This yields bounds that are appropriate when the covariate distribution is possibly degenerate, in the sense that Assumption 2 does not hold, so that excess risk bounds uniform in β are no longer achievable. Proposition 3. Grant Assumptions 1 and 4. Then, for any B > 0, the SMP f λ,n of Theorem 5 with λ = d/(B 2 (n + 1)) satisfies
This bound is of order O(d log(BR/ √ d)/n). It is comparable to the bound from [46] , when combined with online to batch conversion, but removes a superfluous O(log n) term.
Finite-dimensional case. Since df λ (Σ)
d (see (26)), Theorem 5 entails, for λ = 2R 2 /(n + 1) (recalling that X R a.s.), that
In particular, this gives an excess risk bound of O((d + B 2 R 2 )/n) on the ball of radius B, for every B > 0. Proposition 3 gives an improved bound in this setting.
Slow, dimension-free rate. Since df λ (Σ) R 2 /λ for λ > 0, Theorem 5 yields, for every λ 2R 2 /(n + 1)
where the second inequality is obtained with λ = max(2R 2 /(n + 1), 2R/( β √ n + 1)). It looks like the standard slow rate for regression, except that it does not depend on the range of Y . This requires no assumption on the covariance Σ, except the inequality tr(Σ) R 2 induced by the assumption X R.
Nonparametric case. More precise results can be obtained in terms of the spectral properties of Σ. Let b be the rate of decay of the eigenvalues of Σ such that df λ (Σ) = O(λ −1/b ). Then, Theorem 5 yields
for λ ≍ (B 2 n) −b/(b+1) . This matches the standard rate for regression over balls of RKHSs in the case of unit noise, without any additional assumption on β * [24] .
Logistic regression
In this section we consider the problem of conditional density estimation for the logistic model, for binary classification. Section 5.1 introduces the setting. We consider the unpenalized SMP (φ ≡ 0) in Section 5.2 and discuss qualitatively the predictions produced by it, compared to the MLE. this section provides also a general control of its excess risk. Section 5.3 considers the Logistic SMP procedure with Ridge penalization, for which an explicit non-asymptotic control of the excess risk can be provided.
Setting
We consider the problem of binary classification, for which X = R d , Y = {−1, 1} and µ = δ 0 + δ 1 is the counting measure on Y. We consider the family of logistic conditional distributions given by
for any x ∈ R d and where σ(u) = 1/(1 + e −u ) for u ∈ R is the sigmoid function. In what follows, the family of conditional densities (34) is called the logistic model. 
where we introduced the logistic loss ℓ(u) = log(1 + e u ) for u ∈ R.
Let P be some distribution on R d × {−1, 1} and let (X, Y ) be a generic pair such that (X, Y ) ∼ P . Also, denote Z = −Y X and assume that E X < +∞. Since ℓ ′ (u) = σ(u)
1 for any u 0 we have ℓ(u) log 2 + |u| for any u ∈ R, so that ℓ( β, Z ) log 2 + | β, Z | log 2 + β X , and the risk of f β , namely
is well-defined. Given a sample (X i , Y i ), 1 i n, an MLE β n is given by
with Z i = −Y i X i . A MLE (37) does not always exist, and may not be unique. Indeed, a well-known fact (see [23] for recent results on this topic in the high-dimensional regime) is that there is no MLE (37) whenever the sets {X i : Y i = 1} and {X i : Y i = −1} are strictly linearly separated by a hyperplane, namely when one can find β ∈ R d such that −Y i β, X i = β, Z i < 0 for all i = 1, . . . , n, since in this case the empirical risk of tβ converges to 0 as t → +∞, while the empirical risk is positive. In addition, when one MLE exists in R d , one can see that it is unique if and only if V = span(X 1 , . . . , X n ) = R d : in this case the empirical risk is strictly convex on R d , since ℓ : R → R is, while it is constant on V ⊥ . In light of this discussion, it is convenient to enlarge the class F given by (34) into a larger class F in order to ensure the existence of a MLE in all cases. Specifically, consider elements of the form β := (+∞, θ) for θ ∈ S d−1 = {v : R d : v = 1}, and set f β (1|x) = 1 if θ, x > 0, f β (1|x) = 0 if θ, x < 0 and f β (1|x) = 1/2 if θ, x = 0 (this choice of notations comes from the fact that f tθ (1|x) → f (+∞,θ) (1|x) as t → +∞ for every x ∈ R d ). By a slight abuse of notations, we denote σ( β, x ) := f β (1|x) for β of the previous form. The class F obtained by adding these conditional distributions to F is such that a MLE always exists in F but is generally not unique. Given one choice of MLE, we let 
The SMP for logistic regression
Let us now instantiate the SMP as well as Theorem 2 to the logistic family.
Proposition 4. For the family of logistic conditional distributions (34) , the SMP writes
for every x ∈ R d and y ∈ {−1, 1}. Unlike the MLE (38), the SMP is always well-defined and unique.
We always have that f n (y|x) ∈ (0, 1) and it does not depend on the choice of a MLE in the linearly separated case. In addition, it satisfies the following excess risk bound:
where Z 1 , . . . , Z n , Z are i.i.d. variables distributed as −Y X.
The proof of Proposition 4 is given in Section 7.4 below. Unlike the MLE, the SMP is always welldefined and outputs predictions in (0, 1). Indeed, the denominator in (39) belongs to [1, 2] , and whenever the points Y 1 X 1 , . . . , Y n X n , yx belong to a half-space (so that the MLE does not exist in R d ), we have f β (x,y) n (y|x) = 1, so that the prediction of the SMP is well-defined and does not depend on the choice of the MLE in (38) , see the proof of Proposition 4 for details.
Improper estimator. Once again, the SMP f n is in this case an improper predictor, since the log odd-ratio log( f n (1|x)/ f n (−1|x)) is not linear in x. A strength of this improper estimator lies in its simplicity: the computation of f n (·|x) only requires training two logistic regressions, on a first "virtual" dataset (X 1 , Y 1 ), . . . , (X n , Y n ), (x, −1) and on a second virtual dataset (X 1 , Y 1 ), . . . , (X n , Y n ), (x, 1), which can be done by warm-starting an optimization algorithm at β n . In particular, this algorithm is computationally much simpler than the improper estimator introduced in [32] for logistic regression, which involves a continuous mixture of logistic predictors under the Bayesian posterior, approximated by MCMC methods.
A comparison with stability approaches. Approaches based on the stability of the loss [18, 72, 74, 50] would lead to a control of the excess risk involving ℓ( β −Z n , Z ) − ℓ( β Z n , Z ), while Proposition 4 involves σ( β −Z n , Z ) − σ( β Z n , Z ), where we recall that ℓ(u) = log(1 + e u ) and σ(u) = 1/(1 + e −u ).
. In this case, the SMP bound is exponentially smaller than the loss stability bound. This is a rough explanation of the reason why we are able to remove terms of order e X from our upper bound on the excess risk of SMP, provided in the next section.
Excess risk bounds for the Ridge-regularized SMP
In order to obtain explicit and precise non-asymptotic guarantees, we consider a Ridge-regularized variant of SMP for logistic regression. Specifically, for λ > 0 we consider the penalty φ(β) = λ β 2 /2. The corresponding penalized SMP can be computed as follows: for every z ∈ R d , let β z λ,n := arg min
Note that β z λ,n ∈ R d exists and is unique, since the regularized objective in (41) is strongly convex, hence strictly convex and diverging as β → +∞. As before, we let β (42) for any (x, y) ∈ R d × {−1, 1}, and comes as before at the cost of two ridge-regularized logistic regressions. We will work under Assumption 4, namely X R almost surely, as we did in Section 4.3 for the Gaussian linear family. Our main result for the regularized SMP will be stated in a nonparametric setting, where the dependence on the dimension d is kept implicit through the degrees of freedom (25) . Since
Hence, the Hessian of β → ℓ( β, Z ) has Frobenius norm bounded by Z 2 R 2 /4, and is therefore integrable. It follows that the population risk R is twice differentiable, with Hessian
We now turn to our main guarantee for the Ridge-regularized SMP in the logistic setting. Theorem 6. Grant Assumption 4, and assume that λ 2R 2 /(n + 1). Then, the Ridge-regularized logistic SMP given by (42) satisfies
The upper bound (43) is a fast rate excess risk guarantee; it is worth noting that it only requires bounded covariates (Assumption 4). In particular, it requires no assumption on the conditional distribution of Y given X. Furthermore, when the feature X comes from a bounded kernel (see the discussion in Section 4.3 above), the bound (43) is valid under no assumption on the distribution of (X, Y ).
The degrees of freedom df 4λ (Σ) in the upper bound (43) can in fact be upper bounded by df λ ( H λ,n ) ,
While (43) is obtained by using the upper bound H λ,n+1 Σ/4 (valid under no assumption), for fixed λ and n → ∞, using the convergence β λ,n+1 → β * λ = arg min β∈R d {R(β) + λ β 2 /2} (a consequence of general results on M -estimators) and a dominated convergence argument, one may show that H λ,n+1 → H(β * λ ). For instance, [57] obtained upper bounds in terms of df λ (H(β * λ )) in the well-specified case. It is unclear, however, if one can obtain a non-asymptotic bound df λ ( H λ,n ) df λ (H(β * λ )) for n df λ (H(β * λ )) under only Assumption 4, and in particular under no assumption on the conditional distribution of Y given X.
Since df 4λ (Σ) d for every λ, we deduce the following result in the finite-dimensional setting. Bypassing a lower bound. Under Assumption 4, Corollary 2 leads to an upper bound for Ridge SMP of O((d + R 2 β 2 )/n) whenever λ ≍ R 2 /n. By contrast, [43] showed a lower bound for any proper estimator (including the norm-constrained or Ridge-penalized MLE, or any stochastic optimization procedure) of order min(BR/ √ n, de BR /n) (where B = β ) in the worst case. This means that SMP, which is an improper predictor, bypasses the lower bound of proper estimators.
Computationally simpler than previous estimators. [32] shows an upper bound of order d(log n + log(BR))/n by applying online-to-offline conversion (iterate averaging) to a Bayes mixture sequential procedure, with uniform prior over the ball of radius B; [46] obtains similar bounds using Gaussian priors. This bound has an even better dependence in B than the penalized SMP (logarithmic instead of quadratic), although it also has a slightly worse dependence in n (additional log n factor). The main advantage of the SMP over Bayes is that it is computationally less demanding: it replaces a problem of posterior sampling by one of optimization, since it requires training two updated logistic regressions, starting for instance at the Ridge-penalized MLE. Therefore, we partly answer an open problem from [32] , about finding an efficient alternative with fast rate, at least in the batch statistical learning case. Note however that the SMP is still more computationally demanding at prediction time than the MLE, because of the required updates of the logistic risk minimization problem.
Conclusion
In this paper, we derive excess risk bounds for predictive density estimation under the logarithmic loss, which hold under misspecification. Minimizing these excess risk bounds naturally leads to a new improper (out-of-model) procedure, which we call Sample Minmax Predictor (SMP). On several problems, we show that the resulting bound, which is based on a refinement of the stability argument tailored for the logarithmic loss, scales as d/n, irrespective of the true distribution. This contrasts to approaches based on estimating the best parameter in the considered class of distributions, whose performance typically degrade under misspecification, where it exhibits unbounded constants. This estimator provides an alternative to approaches based on online-to-offline conversion [11, 26, 27, 4] of sequential procedures, whose rates feature an additional logarithmic dependence on sample size, and may be infinite for unbounded classes. We apply the SMP to the class given by the Gaussian linear conditional model. In this case, the SMP can be described explicitly, and achieves in the general misspecified case at most twice the minimax risk in the well-specified case, for every distribution of covariates. We then consider a Ridge-regularized variant, which achieves nonparametric fast rates, as well as a bound with a logarithmic dependence on the diameter of the comparison class in the finite-dimensional regime with degenerate design.
We then consider the problem of logistic regression. Then, (penalized) SMP is a simple explicit procedure, whose predictions can be computed at the cost of two logistic regressions. From a statistical perspective, it achieves fast excess risk rates even for worst-case distributions; such guarantees are known to be out of reach for any proper procedure [43] . In the batch i.i.d. case, this provides a more efficient alternative to the improper estimator from [32] , which relies on exponential weights, thereby partly addressing an open question from this article. This work leaves a number of open problems and future directions:
• First, the excess risk bounds in this paper only hold in expectation, and not with exponential probability. This limitation is shared by procedures relying on online-to-batch conversion [26, 3, 4, 32] . In particular, the high-probability bound stated by [32] for a procedure based on a "confidence boosting" technique [61] appears to be incorrect: specifically, Equation (17) herein is obtained by applying Markov's inequality to the excess risk; however, this quantity can take negative values since the predictor is outside the class. A direction for future work is to design procedures that achieve high (exponential) probability excess risk bounds that do not degrade under model misspecification.
• Second, it would be interesting to see if the proposed method could be adapted to the problem of online logistic regression with individual sequences, with valid regret bound. We believe this to be feasible by adapting the algorithm and the proof technique, and leave this task to future work.
• Another possibility is to apply SMP to other large non-parametric classes with polynomial entropy numbers, beyond the balls of RKHSs considered here. One interest of doing that is that exponential weights typically yield suboptimal rates in this case [4] , owing to their reliance on volumetric arguments and the fact that they do not combine well with the chaining technique. In [28, 34, 32] , improved rates are obtained through more involved techniques. On the other hand, the excess risk bound for the SMP depends on some supremum over the class, which may lead to the correct rate of convergence for large classes.
• Finally, Theorem 3 shows that in the Gaussian model, the Bayes predictive posterior (under uniform prior) equalizes the excess risk over all distributions (even in the misspecified case). This reveals the critical role of averaging in the misspecified case (which compensates the increased variance, namely the slower posterior concentration rate). It would be interesting to extend this finding to other models. We conjecture that, by local asymptotic normality, this behavior should extend asymptotically (at the first order) to regular models with smooth priors. Next, an interesting direction would be to study under which conditions on the model and the prior (starting with exponential families) a uniform and non-asymptotic bound (such as Theorem 3 or our guarantees for SMP) can be obtained for Bayesian or pseudo-Bayesian methods.
On a more general note, the problem of statistical learning with logarithmic loss (that is, predictive density estimation under model misspecification) possesses some specific properties, which can be exploited to obtain more precise results than generic approaches applicable to general loss functions (which often suffer from the unboundedness of the logarithmic loss). This has been exploited successfully in the sequential case where cumulative criteria are considered [63, 29] ; while the present work may be understood as an attempt to obtain similar guarantees for the statistical learning setting, we expect that further advances are possible on this subject.
Proofs

Proofs of general excess risk bounds (Section 2)
Proof of Theorem 1. Let Z n 1 , Z denote n + 1 i.i.d. variables distributed as P . We have
In particular, by definition of f Z φ,n ,
Since the distribution of the i.i.d. sample (Z 1 , . . . , Z n , Z) is preserved by exchanging Z and
. . , n (recall that f Z φ,n is chosen symmetrically in Z 1 , . . . , Z n , Z). Hence, (46) becomes
which implies the bound (5) since ∆ n 0. The remaining claims follow directly.
Proof of Theorem 2. In the case of the logarithmic loss ℓ(p, (x, y)) = − log p(y|x), we have for every density p on Y and x ∈ X :
Now, Theorem 2 follows from Theorem 1 together with Lemma 1 below, where we consider g(y) =
where the infimum in (49) spans over all probability densities p : Y → R + with respect to µ, and the infimum is reached at
Proof. For every density p, denote C(p) = sup y∈Y log g(y)/p(y). By definition, p(y) e −C(p) g(y), so that since p is a density 1 = Y p(y)µ(dy) e −C(p) Y g(y)µ(dy) , so that C(p) log Y gdµ . Since C(p * ) = log Y gdµ , this concludes the proof.
We will sometimes also use the following observation:
The expected excess risk of the SMP is equal to:
where, letting Z 1 , . . . , Z n+1 be i.i.d. sample from P and f * a risk minimizer (when it exists),
Proof. This follows from the fact that inequality (47) is an equality when g n = f φ,n (see Lemma 1).
Proofs for density estimation (Section 3)
Proof of Proposition 1.
Since the MLE f n writes f n (y) = N n (y)/n, we have for every y ∈ Y:
so that, since y∈Y N n (y) = n, y∈Y f y n (y) = n + d n + 1 .
It proves that the SMP f n (9) is the Laplace estimator (11) and that the excess risk bound (10) 
We now proceed to determine the SMP and establish the excess risk bound (13) . The MLE is fȲ n,Σ = N (Ȳ n , Σ), so that for y ∈ R d , f y n = f θ y n ,Σ with θ y n = nȲn+y n+1 . Since y − θ y n = n n+1 (y −Ȳ n ), we have, considering densities with respect to the measure (2π) −d/2 dy:
so that (after normalization) f n = N (Ȳ n , (1 + 1/n) 2 Σ) and
which yields the excess risk bound (13) using Theorem 2. Now, assume that the model is well-specified, namely Y ∼ N (θ * , Σ) for some θ * ∈ R d . Using Lemma 2, we have
where ∆ n is defined as in (45), i.e.
, which completes the proof of Proposition 2.
Proof of Theorem 3. Define the densities and the log-loss with respect to the measure (2π) −d/2 dy on R d . For every σ 2 > 0, θ ∈ R and y ∈ R d , we have
Now, since
equation (57) implies that, for σ 2 = 1 + 1/n,
In order to conclude that f n = N (Ȳ n , (1 + 1/n)Σ), which has constant risk, achieves minimax excess risk over the class of distributions of Y with finite variance, it suffices to note that f n achieves minimax excess risk for Y a Gaussian from {N (θ * , Σ) : θ * ∈ R d } (i.e., in the well-specified case). Indeed, if Y ∼ N (θ * , Σ), then E(f ) = KL(N (θ * , Σ), f ) for every density f , and g n achieves minimax KL-risk on the Gaussian location family [67, 65] .
Proofs for the Gaussian linear model (Section 4)
Proof of Theorem 4. Let us first recall that F = {f β (y|x) = N ( β, x , 1) : β ∈ R d } and that Σ n = n −1 n i=1 X i X ⊤ i and S n = n −1 n i=1 Y i X i . The MLE is given by β n = Σ −1 n S n and, for every x ∈ R d and y ∈ R, β (x,y) n = (n Σ n + xx ⊤ ) −1 (n S n + yx).
Hence, we have
where we defined
Note that both quantities are well-defined under since Σ n is invertible almost surely by Assumption 2. Moreover, these quantities can be simplified thanks to the following lemma.
Lemma 3. Assume that S is a symmetric positive d-dimensional matrix and that v ∈ R d . Then, one has
and, for any u ∈ R d ,
The proof of Lemma 3 is given below. It also follows from the Sherman-Morrison formula. Using (59) with S = n Σ n and v = x leads to σ n (x) = 1 + (n Σ n ) −1 x, x while the fact that S n = Σ n β n together with (60) for S = n Σ n , v = x and u = β n leads to µ n (x) = (n Σ n + xx ⊤ ) −1 n S n , x
Consider the dominating measure µ(dy) = (2π) −1/2 dy on R. The computations above entail that for every y ∈ R, we have
Note that
which shows after normalization (9) that the SMP is given by
and that its excess risk writes
This proves the first inequality in (21) . Let us prove now the second inequality in (21) . Let us recall that the covariance Σ and rescaled design X, X i and rescaled covariance Σ n are given by (17) and (19) . We have
hence, combining (62), (63) and (59), we have
which leads, using Jensen's inequality, together with E[ X X ⊤ ] = I d and the fact that Σ n and X are independent, to
This concludes the proof of Theorem 4.
Proof of Lemma 3. First, (60) clearly holds if v = 0. Now, for u, v ∈ R d , v = 0:
Letting 
denote the Ridge estimator, where Σ n and S n are the same as in the proof of Theorem 4. Defining
we have β (x,y) λ,n = n Σ n + xx ⊤ + λ(n + 1)I d −1 (n S n + yx) = K x λ (n S n + yx) for any y ∈ R and x ∈ R d . Note that we have
and that λ β (x,y) λ,n 2 = λ K x λ (n S n + yx) 2 = λ n S n + yx 2
The SMP is given in this setting by
where µ(dy) = (2π) −1/2 dy, see (9) , and where
Now, the equality (65) gives, after a straightforward computation,
where C is a quantity that does not depend on y and where we introduced, respectively,
This entails that the SMP is given by
By definition of β λ,n we have n S n = n Σ n + λ(n + 1)I d β λ ′ ,n where λ ′ = (n + 1)λ/n, so that for α ∈ {1, 2} we have n S n , x ( K x λ ) α = n Σ n + xx ⊤ + λ(n + 1)I d α n S n , x = n Σ n + xx ⊤ + λ(n + 1)I d α (n Σ n + λ(n + 1)
This allows, after straightforward computations, to express µ λ (x) as a function of β λ ′ ,n as follows:
We know from Theorem 2 that the penalized excess risk of SMP satisfies
λ,n (y|X)e −λ β (X,y) λ,n 2 /2 µ(dy)
λ,n (y|X)µ(dy) .
We know from the computations above that
so that, after integrating with respect to y,
Note that, by the identity (59) from Lemma 3, and since X R almost surely (Assumption 4) we have
.
In addition, the function g(u) = − log(1 − u)/u defined on (0, 1) is nondecreasing, since its derivative writes:
where we used the inequality log(1 + v) v for v 0. Combining this fact with (68) shows that
Next, by exchangeability of (X 1 , . . . , X n , X), we have
In addition, the function A → tr((A + I d ) −1 A) is concave on positive matrices. Indeed, it writes d − tr[(A + I d ) −1 ], and A → tr(A −1 ) is convex on positive matrices since x → x −1 is convex on R * + , by a general result on the convexity of trace functionals, see e.g. [14, 19] . Hence, applying Jensen's inequality to (70) and using the fact that
we obtain:
Finally, combining the bounds (67), (69) and (71) yields:
Nonparametric rates (Theorem 5). Assume that λ(n + 1) 2R 2 . The quantity inside g(·) in (72) is then bounded by (1/2)/(1 + 1/2) = 1/3, and since g(1/3) = 3 log(3/2) 1.25, (72) becomes, by definition of E λ :
which is precisely the announced bound (29) .
Finite-dimensional case: improved dependence on the norm (Proposition 3). Now, let λ = d/ B 2 (n+ 1) for some B > 0 (which will be a bound on the norm of the comparison parameter β). Then, R 2 / λ(n + 1) = B 2 R 2 /d. Now, note that for every v > 0
On the other hand, if v 1, then (1 + v)/v 2; it follows that for every v > 0:
Now, the excess risk bound (72) implies that, for every β ∈ R d such that β B,
where inequality (75) uses the bound (74) with v = B 2 R 2 /d, the bound df λ (Σ) d (26) and the fact that β B, while inequality (76) uses the fact that 1/2 log 2.
Proofs for logistic regression (Section 5)
Proof of Proposition 4. Let us first discuss the properties of predictions produced by the SMP, and compare it to the MLE. First, if the points Z 1 , . . . , Z n do not lie within a half-space, the MLE is uniquely determined and belongs to R d ; in addition, for any x ∈ R d and y ∈ {−1, 1}, Z 1 , . . . , Z n , −yx are not separated either, so β (x,y) n ∈ R d is also well-defined and unique, and so is the prediction f n (1|x) ∈ (0, 1). Let Λ n = { 1 i n λ i Z i : λ i ∈ R + , 1 i n} denote the convex cone generated by Z 1 , . . . , Z n . Assume that Λ n ∩ (−Λ n ) = {0} and that all Z i are distinct from 0. Then, convex separation implies that there exists β ∈ R d such that β, z < 0 for all z ∈ Λ n \ {0}, so that the Z i lie within a strict half-space: β, Z i < 0 for all i. Hence, any MLE f βn in F belongs to F \ F, and corresponds to a separating hyperplane (+∞, θ n ) for some θ n ∈ S d−1 (such that θ n , z < 0 for all z ∈ Λ n \ {0}). Its predictions f βn (1|x) are as follows:
• If x = 0, then f βn (1|x) = 1/2.
• If x ∈ Λ n \ {0}, then θ n , x < 0 and thus f βn (1|x) = 0. Likewise, if x ∈ (−Λ n ) \ {0}, then f βn (1|x) = 1;
• If x ∈ R d \ [Λ n ∪ (−Λ n )], then both x and −x are linearly separated from Λ n . Hence, one can choose θ n with θ n , z < 0 for z ∈ Λ n \ {0} such that either θ n , x > 0 or θ n , x < 0 (or even θ n , x = 0). In other words, one can choose an MLE β n such that f βn (1|x) is either 1, 0 or 1/2: the prediction of the MLE is ill-determined in this region, since it depends on the specific choice of the MLE.
By contrast, let us consider the prediction of the SMP f n . Let z = −yx ∈ R d \ {0}. As before, if z ∈ R d \ (−Λ n ), then there exists β with β, z < 0 and β, Z i = − β, −Z i < 0. Hence, f β (x,y) n (y|x) = 1. On the other hand, if z ∈ (−Λ n ) \ {0}, then the dataset Z 1 , . . . , Z n , z is not separated, so that f β (x,y) n (y|x) ∈ (0, 1). Hence, for x ∈ R d :
• If x = 0, then f n (1|x) = 1/2.
• If x ∈ Λ n , then −x ∈ (−Λ n ) so that f β (x,1) n (1|x) ∈ (0, 1), while x ∈ R d \ (−Λ n ) so that f β (x,−1) n (−1|x) = 1; hence, f n (1|x) ∈ (0, 1/2). Likewise, if x ∈ (−Λ n ), then f n (1|x) ∈ (1/2, 1).
• If x ∈ R d \ [Λ n ∪ (−Λ n )], then f β (x,1) n (1|x) = f β (x,−1) n (−1|x) = 1, so that f n (1|x) = 1/2. 
where inequality (77) 
β −Z λ,n = arg min
where (80) comes from the fact that ℓ(−u) = ℓ(u) − u for u ∈ R. Now, the function R Z n is λ-strongly convex, as the sum of a convex function (recall that ℓ is convex since ℓ ′′ = σ(1 − σ) 0) and a λ β 2 /2 term. It follows from Lemma 4 that R · β −Z λ,n − β Z λ,n R · Z/(n + 1) λ R 2 λ(n + 1)
where we used the assumption that λ 2R 2 /(n + 1). In addition, still by Lemma 4, 0 β −Z λ,n − β Z λ,n , Z 1/2 .
Now, since (log σ ′ ) ′ = σ ′′ /σ ′ = 1 − 2σ 1, we have for every u ∈ R and v ∈ [0, 1/2], log σ ′ (u + v) − log σ ′ (u) v, namely σ ′ (u + v) e v σ ′ (u) e · σ ′ (u). Hence, σ(u + v) e · σ ′ (u) · v for every u ∈ R and v ∈ [0, 1/2]. By (82) , applying this inequality to u = β Z λ,n , Z and v = β −Z λ,n − β Z λ,n , Z yields: σ β −Z λ,n , Z − σ β Z λ,n , Z e 1/2 · σ ′ β Z λ,n , Z · β −Z λ,n − β Z λ,n , Z .
Let us now consider the function R Z λ,n ; its third derivative can be controlled in terms of its Hessian, as shown by [5] . Fix β, θ ∈ R d , and define the function g(t) = R Z λ,n (β + tθ) for t ∈ R. We have respectively, denoting β t = β + tθ,
Now, since |σ ′′ | = |σ(1−σ)(1−2σ)| σ(1−σ) = σ ′ (as 0 σ 1), and since by the Cauchy-Schwarz inequality | θ, Z i | R θ (1 i n) and | θ, Z | R θ , we have
The property (84) is the pseudo-self-concordance condition introduced by [5] ; in particular, by Proposition 1 therein, we have for every β, θ ∈ R d : ∇ 2 R Z λ,n (β + θ) e −R θ · ∇ 2 R Z λ,n (β) .
It follows from (85) (letting β = β Z λ,n and θ = β ′ − β Z λ,n ) that R Z λ,n is e −(1/2+ε) ∇ 2 R Z λ,n ( β Z λ,n )-strongly convex on the open convex ball Ω ε = {β ′ ∈ R d : R β ′ − β Z λ,n < 1/2 + ε} for every ε > 0. In addition, the inequality (81) shows that the function R Z λ,n (β) − β, Z /(n + 1) reaches its minimum β −Z λ,n on Ω ε , so that by Lemma 4, β −Z λ,n − β Z λ,n , Z/(n + 1)
Taking ε → 0 in the above bound and multiplying by n + 1, we obtain:
so that by combining inequalities (83) and (86), σ β −Z λ,n , Z − σ β Z λ,n , Z e n + 1 · σ ′ β Z λ,n , Z · ∇ 2 R Z λ,n ( β Z λ,n ) −1 Z, Z .
It thus remains to control the expectation of the right-hand side of (87). By exchangeability of (Z 1 , . . . , Z n , Z) (and since R Z λ,n , β Z λ,n are unchanged after permutation of Z i and Z), we have:
in (88), we defined
whose Hessian writes
Finally, by concavity of the map A → tr[(A + λI d ) −1 A] on positive matrices (shown in the proof of Theorem 5), denoting H λ,n :
Combining inequalities (78), (87), (88) and (89), we conclude that
Finally, the bound (43) is obtained by noting that, by exchangeability and since σ ′ = σ(1 − σ) 1/4 and Z 1 Z ⊤ 1 = X 1 X ⊤ 1 ,
so that df λ ( H λ,n ) df λ (Σ/4) = df 4λ (Σ).
Lemma 4 (Stability).
Let Ω be a nonempty open convex subset of R d , and F : Ω → R a differentiable function. Assume that F is Σ-strongly convex on Ω (where Σ is a d × d symmetric positive matrix), in the sense that, for every x, x ′ ∈ Ω,
Assume that F reaches its minimum at x * ∈ Ω. Let g ∈ R d , and assume that the function x → F (x) − g, x reaches its minimum at some x ∈ Ω. Then,
Proof. First, since x ∈ Ω minimizes the function x → F (x) − g, x , we have 0 = ∇F ( x) − g. This implies ∇F ( x), x − x * = g, x .
(93)
Now, by substituting x ′ and x in inequality (91) and adding the resulting inequality to (91) , we obtain for every x, x ′ ∈ Ω, ∇F (x ′ ) − ∇F (x), x ′ − x x ′ − x 2 Σ . Setting x ′ = x and x = x * , and using that ∇F (x * ) = 0 (since x * ∈ Ω minimizes F ), we obtain ∇F ( x), x − x *
x − x * 2 Σ . On the other hand, the Cauchy-Schwarz inequality implies that
Plugging the previous inequalities in (93) yields x ′ − x 2 Σ g Σ −1 · x − x * Σ , hence x ′ − x Σ g Σ −1 ; the inequality g, x − x * g 2 Σ −1 then follows by (94).
