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iAbstract
This thesis is based on our articles [25, 26, 35] in which we investigate the representa-
tion theory of the Lie superalgebra gl(m|n). Specifically, we construct explicit formulae
for the eigenvalues of certain invariants of the Lie superalgebra gl(m|n) using charac-
teristic identity and shift operator methods that were developed by Gould, Jarvis and
Green. From these invariants we may then give matrix element formulae for all gl(m|n)
generators, including the non-elementary generators, on finite dimensional type 1 unitary
irreducible representations. We compare our formulae with previous results, all of which
only present matrix element formulae for elementary generators and only for a restricted
class of type 1 unitary representations. Finally, we give matrix elements for dual (type 2
unitary) representations and investigate the associated type 2 unitary branching rules. A
method of obtaining the phases of the matrix elements under the Baird and Biedenharn
phase convention is also given for both type 1 and type 2 unitary cases.
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Chapter 1
Introduction
The concept of supersymmetry first appeared in particle physics out of a need to merge
the bosonic and fermionic degrees of freedom of particle systems [8,44,48,50,61]. Super-
symmetry has also found applications within condensed matter physics [43] and nuclear
physics [34]. As a mathematical theory, supersymmetry is expressed as a collection of
generators forming a Lie superalgebra. The representation theory of these superalge-
bras is of increasing importance to mathematical physics in areas such as conformal field
theory [49, 54], knot theory [11] and supergravity [10], while in pure mathematics, foun-
dational work continues in the calculation of characters [32, 42, 57, 59] and the broader
generalization of category O results [3–6,58].
Matrix elements themselves are ubiquitous within mathematical physics but their
determination is also an important question within pure mathematics. Gelfand and Manin
in their book ‘Methods of Homological Algebra’ [14] state
“A good classification theorem should describe not only objects, but also
morphisms of these objects. From this point of view the complete theory
of semisimple Lie algebras should contain not only Cartan classification (in
terms of root systems), but also the theory of finite-dimensional representa-
tions of these algebras (H. Weyl’s highest weight theory)...”
The main work in this thesis, the calculation of matrix elements of the general linear
Lie superalgebra, is a continuation of this program:
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Based on our articles [25, 26, 35] we investigate the representation theory of the Lie
superalgebra gl(m|n). Specifically, we construct explicit formulae for the eigenvalues of
certain invariants of the Lie superalgebra gl(m|n) using characteristic identity and shift
operator methods that was developed by Gould, Jarvis and Green. From these invariants
we may then give matrix element formulae for all gl(m|n) generators, including the non-
elementary generators, on finite dimensional type 1 unitary irreducible representations.
We compare our formulae with previous results, all of which only present matrix element
formulae for elementary generators and only for a restricted class of type 1 unitary rep-
resentations. Finally, we give matrix elements for dual (type 2 unitary) representations
and investigate the associated type 2 unitary branching rules. A method of obtaining the
phases of the matrix elements under the Baird and Biedenharn phase convention is also
given for both type 1 and type 2 unitary cases.
1.1 Background
The finite dimensional simple Lie superalgebras were classified by Kac in 1977 [37]. Soon
afterwards, the book by Scheunert [51] introduced Lie superalgebras to a general mathe-
matical audience. Kac’s paper classified the simple finite-dimensional Lie superalgebras so
that the irreducible representations were divided into typical and atypical types. Typical
representations are the most well behaved and Kac was able to produce both character
and dimension formulae. The atypical representations are more complex - over the next
two decades progress was gradually made in the provision of matrix element formulae
for a restricted class (covariant tensor) of Lie superalgebra representations [40,41,55,60].
These papers used supertableu methods and Schur polynomials to obtain results for tensor
representations. The classification of finite dimensional unitary representations in terms
of the highest weight was completed in 1990 [29]. This classification divided the finite
dimensional unitary gl(m|n) modules into type 1 and type 2 modules that are in fact
related by duality. It was also found that the covariant tensorial representations were a
subclass of the type 1 modules. At the same time, progress was also made in obtaining
branching rules (submodule inclusion conditions) [39,46].
1.1. BACKGROUND xv
The time previous to and during the six decades of development of Lie superalgebra
theory summarized above also saw continued progress in various aspects of classical Lie
algebra theory. Areas directly relevant to this thesis include the work of Gelfand and
Tsetlin who were the first to determine matrix element formulae for the simple generators
of the general linear and orthogonal Lie algebras [12, 13]. In their paper, these genera-
tors act on basis vectors labeled by combinatorial objects now known as Gelfand-Tsetlin
patterns. Later, Baird and Biedenharn obtained matrix elements of the U(n) generators
using Young tableaux techniques. The construction of the characteristic identities (poly-
nomials satisfied by generators of the Lie algebra) [2,31], spurred further developments in
the 1970s and 80s that included work to obtain algebraic (as opposed to diagrammatic or
combinatorial) derivations of reduced matrix elements [15] and matrix elements [16, 17]
of the general linear Lie algebra gl(n) and orthogonal Lie algebra o(n).
The determination of the characteristic identity in the context of Lie superalgebra
theory began with the paper by Jarvis and Green [36] and was then applied to simple
Lie superalgebras by Gould [21]. Continuing with this line of inquiry we will use these
identities to obtain eigenvalues of certain invariants associated with tensor operators.
These invariants allow us to calculate both Wigner (Clebsch-Gordan) coefficients and
the reduced matrix elements. This approach both unifies and extends past results and
provides a direct algebraic approach to this problem.
The results of this thesis are part of a larger effort to obtain matrix element formulae
for a range of superalgebas using a variety of methods. Recent activity includes the work
of Molev [41] for covariant tensor representations of gl(m|n) using extremal projectors,
the work of Stoilova and Van der Jeugt [55] obtaining matrix elements for covariant
tensor representations of gl(m|n) as well as the paper by Lievens, Stoilova, and Van der
Jeugt [40] giving results for osp(1|2n). Furthermore, the first quarter of 2015 has seen
the appearance of a paper by Gould and Isaac [24] giving reduced matrix elements for
osp(m|2k) as well as a paper by Stoilova and Van der Jeugt [56] that calculates the matrix
elements for infinite dimensional representations of osp(2m+ 1|2n).
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1.2 Thesis structure
After this introduction, chapters 2 and 3 contain preliminary material while the subse-
quent chapters contain the main results.
In chapter 2 we review vector spaces, algebras and modules within a ‘super’ setting.
Branching rules that determine submodule inclusions and Casimir operators that serve
to label such submodules play a central role.
In chapter 3 we derive the gl(m|n) characteristic identities via a generalized Casimir
which will immediately allow us to construct projection operators. We then introduce
vector operators that are subsequently projected out to obtain their shift components.
The shift components will allow us to construct invariants that are related to the matrix
elements given in the chapter 5.
In chapter 4 we combine the superalgebra theory given in chapter 2 with the charac-
teristic identity technique presented in chapter 3 to obtain eigenvalues of certain gl(m|n)
invariants.
Chapters 5 and 6 present the main results of this thesis - namely the type 1 unitary
matrix elements together with their phases. Comparisons are made to previous results in
the literature and a worked example is given followed by a presentation of the dual case
of type 2 unitary matrix elements, their phases and associated branching rules.
Chapter 7 reviews these results, gives concluding comments and discusses future work.
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1.3 List of important notation
(i) the parity factor (grading) of the index i 1
str(M) the supertrace of a matrix M 3
L a Lie superalgebra 3
Epq the generators of the gl(m|n) superalgebra L 4
H Cartan subalgebra of L 4
† conjugation operation 5
V a gl(m|n) module 5
Λi,Λµ even and odd weight components of Λ 5
(εi, δµ) even and odd basis elements of H
∗ 6
Φ the set of all roots 6
Φ+0 ,Φ
+
1 the set of even and odd positive roots 6
ρ Weyl vector (graded half-sum of the positive roots) 6
V (Λ) a gl(m|n) module of highest weight Λ 9
D+ the set of dominant weights 9
piΛ the representation associated with V (Λ) 7
U universal enveloping algebra of L 12
Z the center of U 12
χΛ the infinitesimal character of V (Λ) 13
I2 the second order Casimir invariant 14
Aθ the tensor operator acting on V (θ)⊗ V 17
∆ the coproduct of U 17
α¯i, α¯µ adjoint roots 19
αi, αµ characteristic roots 20
P [r], P¯ [r] projection operators 21
Bpq the gl(m|n+ 1) tensor matrix 23
β¯i, β¯µ adjoint roots for gl(m|n+ 1) 23
Q[r], Q¯[r] gl(m|n+ 1) projection operators 23
Λ˜ highest weight of a gl(m|n+ 1) module 23
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ψr vector operator 26
φr contragedient vector operator 26
I0, I¯0, I, I
′ index sets 30
γr, γ¯r shifted squared reduced matrix elements 31
ck, c¯k squares of Wigner coefficients 32
δr, δ¯r squared reduced matrix elements 42
λi,j Gelfand-Tsetlin pattern labels 50
ρru, ρ¯ru reduced Wigner coefficients 55
Npr matrix elements of elmentary generators(raising) 64
N [up, ..., ul] matrix elements of non-elmentary generators (raising) 66
N¯pr matrix elements of elmentary (lowering) 68
N¯ [up, ..., ul] matrix elements of non-elmentary generators (lowering) 70
S(N ...... ) sign of a matrix element 76
Chapter 2
Preliminaries
In this chapter we clearly fix the fundamental objects and notation used throughout
this thesis. Firstly, we review the super generalization of a vector space. Then, by
defining an additional Z2 graded operation, that obeys certain constraints, we obtain a
Lie superalgebra. Finally we review some preliminary facts regarding gl(m|n) modules.
2.1 Superspaces
This section reviews the ‘super’ generalization of a vector space - the super vector space.
The theory is a direct analogue of the standard linear algebra theory except that a grading
must be defined on the basis elements and all subsequently defined objects must in some
sense be compatible with this grading. This initial review of superspaces is standard and
is based on [9].
A super vector space is a Z2-graded vector space V = V0⊕V1 where dim(V0) = m and
dim(V1) = n while the subspace V0 is labeled ‘even’ and the subspace V1 is labeled ‘odd’.
A homogeneous element is an element of either V0 or V1. The parity of a homogeneous
element v ∈ V (for v nonzero) is denoted by (v). We have (v) = 0 for v ∈ V0 and (v) = 1
for v ∈ V1. As usual, we may safely assume any element v ∈ V is homogeneous since non
homogeneous elements may be handled simply by linear extension.
When labeling elements v of a homogeneous basis of V0 ⊕ V1 we use Latin indices
1 ≤ i, j, k, `, . . . ≤ m when v ∈ V0 and Greek indices 1 ≤ µ, ν, . . . ≤ n when v ∈ V1. We
1
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therefore refer to Latin indices as ‘even’ and the Greek indices as ‘odd’. We associate
with even and odd indices the parity factor or grading
(i) = 0, (µ) = 1.
Whenever Greek indices appear in concrete calculations, we take them to range over 1
to n - therefore a compensating factor of +m is required when converting an odd graded
index into an ungraded index.
Remark: From this point (unless otherwise stated) we will assume all vector spaces
and objects constructed from them (algebras, morphisms etc.) are compatible with the
Z2 grading on a vector space. We will also freely use the equivalent (in our case) terms
‘parity’,‘grading’ and ‘degree’.
An even linear map between super vector spaces V and W is a linear map from V to
W preserving the Z2-grading. Dually, an odd linear map will reverse the Z2-grading. For
a linear map f : V → W acting on homogeneous v ∈ V we can describe this algebraically
as
(f(v)) = (v) + (f). (2.1)
By setting V = W in the discussion above, we note that the set of linear transforma-
tions on a super vector space V (over C), denoted by End(V ), themselves form a super
vector space. That is, we have the decomposition End(V ) = End(V )0
⊕
End(V )1 where
End(V )0 are the linear transformations preserving parity, and End(V )1 are those linear
transformations reversing parity.
The dual V ∗ of V is defined as
V ∗ := Hom(V, k)
where k is the underlying field (assumed even). This dual is induced by a bilinear form
defined in the next section. In this thesis the ground field will always be the field of
complex numbers k = C.
The category of super vector spaces is closed under the tensor product operation. The
grading of the tensor product of two homogeneous elements v ∈ V ,w ∈ W is given by
(v ⊗ w) = (v) + (w) mod 2.
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Tensor multiplication is associative, that is, the two products (U ⊗ V ) ⊗ W and
U ⊗ (V ⊗W ) are isomorphic as vector spaces. Also V ⊗W ∼= W ⊗ V via the twisting
homomorphism:
T : V ⊗W → W ⊗ V
where T (v ⊗ w) = (−1)(v)(w)w ⊗ v.
Finally, the supertrace of an (m+ n)-square matrix M , denoted str(M), is the graded
sum of the diagonal elements
str(M) =
m∑
i=1
Mii −
n∑
µ=1
Mµµ =
m+n∑
p=1
(−1)(p)Mpp.
2.2 Lie superalgebras
We will assume all maps are linear and respect the Z2-grading as expressed by equation
(2.1).
A superalgebra is a super vector space A together with a linear map A⊗ A→ A.
A Lie superalgebra is a super vector space L = L0 ⊕ L1 together with a linear map
[ , ] : L ⊗ L → L called the graded bracket or simply the bracket which satisfies the
following two conditions:
1. Anti-supersymmetry
[x, y] + (−1)(x)(y)[y, x] = 0
where x and y are homogeneous elements of L.
2. The graded Jacobi identity
[a, [b, c]] = [[a, b], c] + (−1)(a)(b)[b, [a, c]],
for all homogeneous a, b, c ∈ L.
Consider a super vector space V - then End(V ) consists of all square (n+m) matrices.
A basis of End(V ) is the set of unit matrices epq, 1 ≤ p, q ≤ m+n where epq is the matrix
with 1 in position (p, q) and zeros elsewhere. The even (odd) part of this basis for End(V )
is then given by all unit matrices epq such that (p)+(q) mod 2 = 0 (resp. = 1). By defining
a multiplication on End(V ) via the supercommutator
[epq, ers] = epqers − (−1)((p)+(q))((r)+(s))ersepq
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we obtain the general linear Lie superalgebra with generators {epq} which can be seen to
satisfy
[epq, ers] = δqreps − (−1)((p)+(q))((r)+(s))δpserq
where δqr and δps are Kronecker delta symbols.
By abstraction we may define the general linear Lie superalgebra, denoted L = gl(m|n),
as that Lie superalgebra with generators Epq (1 ≤ p, q ≤ m + n) satisfying the graded
commutation relations
[Epq, Ers] = δqrEps − (−1)((p)+(q))((r)+(s))δpsErq (2.2)
where the parity of each generator is given as
(Epq) = (p) + (q).
Note that we have the decomposition L = L0 ⊕ L1 where L0 = gl(m)⊕ gl(n) is the even
subalgebra of gl(m|n).
The maximal abelian subalgebra of L = gl(m|n) is called the Cartan subalgebra and
denoted by H. A basis for H is given by the set of diagonal operators
{Epp|1 ≤ p ≤ m+ n}.
Generators of the form Epq with p < q are called raising generators, while those of the
form Epq with p > q are called lowering generators. The generators Ep+1,p and Ep,p+1
for 1 ≤ p < m + n are called the elementary lowering and elementary raising generators
respectively.
The Lie superalgebra L = gl(m|n) has the triangular decomposition
L = L− ⊕H ⊕ L+
where L+ (L−) is the vector space spanned by the raising (lowering) generators respec-
tively.
Also note that we have the canonical subalgebra chain
gl(m|n+ 1) ⊃ gl(m|n) ⊃ · · · ⊃ gl(m|1) ⊃ gl(m) ⊃ gl(m− 1) ⊃ · · · ⊃ gl(1).
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where each subalgebra is generated as
gl(m|r) = span{Epq|1 ≤ p, q ≤ m+ r}.
for 1 ≤ r ≤ n and
gl(r) = span{Epq|1 ≤ p, q ≤ r}.
for 1 ≤ r ≤ m.
Finally, we may define a conjugation operation † on the algebra by
(Epq)
† = (−1)(p)+(q)Eqp, (2.3)
which extends by anti-linearity to all of gl(m|n) and satisfies the properties
[X, Y ]† = [X†, Y †], [X, Y ]† = (−1)(X)(Y )[Y †, X†], (X†)† = X
for all X, Y ∈ L.
Remark: For the remainder of this thesis we will assume that L = gl(m|n).
2.3 Modules, classification and reducibility
A representation of L acting on a super vector space V is a vector space map pi : L →
End(V ) that preserves the graded commutator. That is, the mapping pi must satisfy
pi([a, b]) = pi(a)pi(b)− (−1)(a)(b)pi(b)pi(a)
for all homogeneous a, b ∈ L where the multiplication on the RHS is the usual composition
of maps in End(V ). In this case, V is called an L-module.
An L-module V is said to be irreducible if it has no nontrivial submodules. The
corresponding representation pi is called an irreducible representation or irrep.
Let V be a gl(m|n)-module. A vector v ∈ V is called a weight vector if it is an
eigenvector of all elements of the Cartan subalgebra. That is, ∃{Λk} ⊂ C such that:
Eppv = Λpv, 1 ≤ p ≤ m+ n.
We call Λ = (Λ1,Λ2, ...,Λm+n) the weight of v.
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Following Kac [37], we may expand a weight in terms of the elementary weights εi
(1 ≤ i ≤ m) and δµ (1 ≤ µ ≤ n), which provides a basis for H∗:
Λ =
m∑
i=1
Λiεi +
n∑
µ=1
Λµδµ
where i is the m + n-tuple with 1 in position i and zeros elsewhere while δµ is the
m+ n-tuple with 1 in position m+ µ and zeros elsewhere.
The nonzero weights of the adjoint representation are called roots. The set of all roots
is called the root system Φ, and is given by the set of even roots
±(εi − εj), 1 ≤ i < j ≤ m,
±(δµ − δν), 1 ≤ µ < ν ≤ n, (2.4)
and the set of odd roots
±(εi − δµ), 1 ≤ i ≤ m, 1 ≤ µ ≤ n. (2.5)
The sets of even and odd positive roots are then given, respectively, by
Φ+0 = {εi − εj | 1 ≤ i < j ≤ m} ∪ {δµ − δν | 1 ≤ µ < ν ≤ n},
Φ+1 = {εi − δµ | 1 ≤ i ≤ m, 1 ≤ µ ≤ n}. (2.6)
The positive roots which cannot be expressed as a sum of two positive roots are called
simple. From Kac [37], we may choose a distinguished system of simple roots that has
the minimum number of odd roots. In our case, such a system contains a single odd root
and is given by the set
∆ = {εi − εi+1, εm − δ1, δµ − δµ+1 | 1 ≤ i < m, 1 ≤ µ < n} .
An important quantity, sometimes called the Weyl vector and denoted ρ, is defined as
the graded half-sum of the positive roots. It is given in terms of the elementary weights
as
ρ =
1
2
∑
α∈Φ+0
α− 1
2
∑
β∈Φ+1
β
=
1
2
m∑
j=1
(m− n− 2j + 1)εj + 1
2
n∑
ν=1
(m+ n− 2ν + 1)δν (2.7)
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since
∑
i<j
(εi − εj) =
m∑
j=1
m∑
i<j
εi −
m∑
j=1
m∑
i>j
εi
=
m∑
i
(m− i)εi −
m∑
i
(i− 1)εi
=
∑
i
(m+ 1− 2i)εi
and similarly
n∑
ν<µ
(δν − δµ) =
n∑
µ
(n+ 1− 2ν)δν
while
−
m∑
i
n∑
ν
(εi − δν) =
m∑
i
(−n)εi +
n∑
ν
mδν .
A weight vector vΛ of weight Λ is called a highest weight vector if L+vΛ = (0). Ev-
ery finite dimensional irreducible gl(m|n) module admits a highest weight vector, whose
weight Λ uniquely characterizes the representation. We denote the associated irreducible
highest weight module by V (Λ) and the associated representation by piΛ. Relative to the
Z2-grading, it is assumed, unless stated otherwise, that the highest weight vector vΛ has
an even grading, i.e. vΛ ∈ V (Λ)0.
The simplest non-trivial module is the vector module of highest weight 1 = (1, 0˙) ≡
(1, 0, ..., 0) and it is denoted by V (ε1). The associated fundamental vector representation
is denoted piε1 and V (ε1) has the basis {|p〉 | 1 ≤ p ≤ m + n} on which the generators
Epq have the following action:
Epq |s〉 = δqs |p〉 ,
so that
〈r|Epq |s〉 = δqs 〈r|p〉 = δqsδpr
or alternatively
piε1 (Epq)rs = δqsδpr.
We may use the representation piε1 to induce a form on gl(m|n) as follows.
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A non-degenerate even invariant bilinear form on gl(m|n) is defined by
(x, y) = str(piε1(xy)) =
m∑
i=1
piε1(xy)ii −
n∑
µ=1
piε1(xy)µµ, x, y ∈ L (2.8)
where invariance is given by the condition
([x, y], z) = (x, [y, z]), x, y, z ∈ L
and the fact that this form is even implies
(x) 6= (y)⇒ (x, y) = 0.
Note: We will now utilize the Einstein summation convention over repeated indices
and adopt this convention throughout this thesis. An index within a grading factor (for
example (−1)(k)) should be ignored for the purpose of identifying the usage of a repeated
index.
Calculating the value of the form (2.8) for all possible pairs of generators gives
(Epq, Ers) = str(piε1(EpqErs))
= (−1)(t)(piε1(Epq)tupiε1(Ers)ut )
= (−1)(t)(δptδquδruδst)
= (−1)(s)δqrδps. (2.9)
By considering the diagonal generators {Eii} and {Eµµ} in the form above we obtain the
naturally induced bilinear form on the elementary weights
(εi, εj) = δij, (εi, δµ) = 0, (δµ, δν) = −δµν ,
which in turn induces a non-degenerate bilinear form on our weights Λ given by
(Λ,Λ′) =
m∑
i=1
ΛiΛ
′
i −
n∑
µ=1
ΛµΛ
′
µ. (2.10)
This form provides us with the following identities
(εj, 2ρ) = m− n− 2j + 1,
−(δν , 2ρ) = m+ n− 2ν + 1.
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Note that the left dual basis of {Epq} under the form (2.9) is given by {(−1)(q)Eqp}, i.e.
(
(−1)(r)Ers, Epq
)
= δqrδps.
The finite dimensional irreducible gl(m|n) modules are characterized by the fact that
their highest weights are dominant where a weight Λ is called dominant (or lexical) if
2(Λ, α)/(α, α) ∈ Z≥0,∀α ∈ Φ+0 ,
and the set of all dominant weights is denoted D+. Note that ρ ∈ D+ since for all i < j
(ρ, εi − εj) = j − i ∈ Z≥0,
and for all µ < ν
−(ρ, δµ − δν) = ν − µ ∈ Z≥0.
In terms of weight components, the dominance (lexicality) condition takes the familiar
form
Λi − Λj ∈ Z≥0 (1 ≤ i < j ≤ m).
and
Λµ − Λν ∈ Z≥0 (1 ≤ µ < ν ≤ n).
Components of the highest weight Λ satisfy the lexicality conditions but we note that
Λi + Λµ may be any complex number.
We now turn to the notion of a unitary representation of gl(m|n). Note that the
existence of a Z2 grading allows us to introduce two non-equivalent forms which leads us
to the following definition [53]. On every irreducible, finite dimensional gl(m|n)-module
V (Λ), there exists a non-degenerate sesquilinear form 〈 | 〉θ (unique up to scalar multiples)
satisfying
〈Epqv|w〉θ = (−1)(θ−1)[(p)+(q)]〈v|Eqpw〉θ, (2.11)
where θ ∈ {1, 2} serves to label the two forms. The irreducible, finite dimensional module
V (Λ) is said to be type θ unitary if 〈 | 〉θ is positive definite on V (Λ), and the correspond-
ing representation is said to be type θ unitary. Equivalently, for a finite dimensional
10 CHAPTER 2. PRELIMINARIES
unitary irreducible representation pi, we require that the linear operators pi(Epq) satisfy
the hermiticity condition,
[pi(Epq)]
† = (−1)(θ−1)[(p)+(q)]pi(Eqp), (2.12)
where † as usual denotes Hermitian conjugation.
Given a representation pi, its dual representation pi∗ is defined by [52]
pi∗(Epq) = − [pi(Epq)]T ,
where T denotes the supertranspose. In a homogeneous basis {eα} of V , the supertrans-
pose is defined as (
[pi(Epq)]
T
)
αβ
= (−1)[(p)+(q)](β) [pi(Epq)]βα ,
where (β) denotes the grading of the homogeneous basis vector.
It was shown in [29, 30] that the type 1 unitary irreducible representations are com-
pletely characterized by conditions on the highest weight labels and that the type 2
unitary irreps are in fact dual to the type 1 unitary irreps. This classification is given by
the following three theorems,
Theorem 2.3.1. The irreducible highest weight gl(m|n)-module V (Λ) is type 1 unitary
if and only if Λ is real and satisfies
(i) (Λ + ρ, εm − δn) > 0; or
(ii) there exists an odd index µ ∈ {1, 2, . . . , n} such that
(Λ + ρ, εm − δµ) = 0 = (Λ, δµ − δn). (2.13)
Theorem 2.3.2. [28] The dual of a type 1 unitary irreducible representation is a type 2
unitary irreducible representation and vice versa.
Theorem 2.3.3. [29, 30] The irreducible highest weight gl(m|n)-module V (Λ) is type 2
unitary if and only if Λ is real and satisfies
(i) (Λ + ρ, ε1 − δ1) < 0; or
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(ii) there exists an even index k ∈ {1, 2, . . . ,m} such that
(Λ + ρ, εk − δ1) = 0 = (Λ, εk − ε1). (2.14)
The Kac classification [38] divides finite dimensional irreducible gl(m|n) modules into
two classes - typical and atypical. In theorems 2.3.1 and 2.3.3 case (i) gives the condition
for typical modules while case (ii) gives the atypicality condition. It is the typical mod-
ules that are the most well behaved while the atypical modules usually require special
treatment. The results of this thesis do not depend heavily on the (a)typicality of the
module under consideration. Only the gl(m|1) ⊃ gl(m) branching rule given in section
5.1 is relevant in our treatment. The atypicality condition on this branching rule serves as
a vanishing condition (or more precisely a condition for existence) of the relevant matrix
element.
We now turn to the notion of complete reducibility:
Definition 2.3.1. A module V is completely reducible (or semisimple) if it is a direct
sum of irreducible modules.
Scheunert, Nahm and Rittenberg [53] were able to obtain complete reducibility for
a subclass of irreducible highest weight modules of gl(m|n) by restricting to so-called
‘star’ modules (with corresponding star representations). Subsequently, such modules
were referred to as ‘unitary’ and classified by by Gould and Zhang [29,30].
The following two theorems are crucial in the initial formulation of the characteristic
identities in the superalgebra setting and were first given in [53] but we state them with
the updated terminology of [29,30].
Theorem 2.3.4. All finite dimensional unitary (star) gl(m|n) modules are completely
reducible.
Theorem 2.3.5. Tensor products of finite dimensional unitary (star) gl(m|n) modules
of the same type are completely reducible into unitary gl(m|n) modules of the same type.
Remark 1: It is important to note that Theorem 2.3.5 fails for mixed tensor products.
In fact, the tensor product of a type 1 unitary irreducible module with a type 2 unitary
irreducible module is not generally completely reducible; e.g. V ⊗ V ∗ for gl(2|2).
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Remark 2: The most general atypical type 1 unitary gl(m|n) irreducible representa-
tion is given by the module with highest weight [29]
Λ′ = (Λ′1,Λ
′
2, ...,Λ
′
m|ω′1, ..., ω′µ−1, ω, ω, ..., ω) (2.15)
satisfying Λ′m = µ − ω − 1 where µ is given by equation (2.13). We may normalize this
weight by tensoring with the trivial 1-dimensional module V (ω˙|− ω˙) to obtain a canonical
form for this highest weight
Λ = (Λ1,Λ2, ...,Λm|ω1, ..., ωµ−1, 0, 0, ..., 0) (2.16)
satisfying Λm = µ − 1. We now denote the highest weight of the 1-dimensional trivial
module by δ = (1˙| − 1˙). For real ω we note that equation (2.13) is invariant under the
shift Λ→ Λ + ωδ since (δ, α) = 0, ∀α ∈ Φ
2.4 The Casimir invariant
In the next chapter we will require a method of labeling the direct summands of a tensor
product module. We therefore naturally turn our attention to the Casimir invariants.
Before defining these invariants we require some preliminary definitions which may all be
found in the standard reference [33].
Definition 2.4.1. The universal enveloping algebra of L = gl(m|n), denoted by U(L), is
given by the associative algebra of the generators Epq and the following defining relations
[Epq, Ers] = EpqErs − (−1)((p)+(q))((r)+(s))ErsEpq. (2.17)
Note that by standard arguments (see for example [33]) we have L ⊂ U(L). When
L is clear from the context we will simply denote the universal enveloping algebra by U .
Also, note that every module over L trivially becomes a module over U in the obvious
way and vice versa.
Definition 2.4.2. The centre of the universal enveloping algebra U is denoted Z and
given by
Z = {z ∈ U |zu = uz,∀u ∈ U}. (2.18)
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Let V be a U -module and let Vλ ⊆ V ,λ ∈ H∗ denote the subspace of V spanned by
vectors of weight λ, that is
Vλ = {v ∈ V |hv = λ(h)v,∀h ∈ H}.
Definition 2.4.3. A module V is standard cyclic [33] of highest weight Λ if it is generated
by a highest weight vector vΛ of weight Λ; i.e.
V = U(L).vΛ.
Note that elements of the center Z take constant values on V and such eigenvalues
only depend on the highest weight Λ. We are therefore led to the following definition [18].
Definition 2.4.4. Given an element of the center z ∈ Z we denote its eigenvalue on a
standard cyclic module V as χΛ(z) and call χΛ the infinitesimal character of V .
Note: If vΛ is a highest weight vector of weight Λ then χΛ determines an algebra
homomorphism
χΛ : Z → C
where χΛ(z) is the eigenvalue of z ∈ Z when acting on vΛ. Also note that an irreducible
module V (Λ) is standard cyclic.
We may also proceed in the opposite direction [18]:
Definition 2.4.5. A U -module V admits the infinitesimal character χΛ, Λ ∈ H∗ if the
central elements z ∈ Z have the eigenvalue χΛ(z) when acting on V .
We are now able to define the Casimir invariants and calculate their eigenvalues. We
give the classical gl(m) universal Casimir before presenting the full gl(m|n) universal
Casimir invariant.
The gl(m) universal Casimir
The universal gl(m) Casimir invariant is given by
I2 = EijEji, 1 ≤ i, j ≤ m
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(summation over repeated indices assumed) which is an element of the universal envelop-
ing algebra U(gl(m)). The Casimir invariant commutes with all generators - it is an
element of the center of U and therefore acts as a scalar on any standard cyclic high-
est weight module. For an irreducible gl(m) module V (Λ) with highest weight vector v
corresponding to highest weight Λ this scalar is calculated as follows:
piΛ(I2)v =
∑
j≤i
piΛ(EjiEij)v
=
m∑
i=1
Λ2i v +
m∑
i=1
(m− (2i− 1))Λiv
so that the eigenvalue of I2, denoted χΛ(I2) is given by
χΛ(I2) =
m∑
i=1
Λi(Λi +m− 2i+ 1).
Making use of the strictly even versions of equations (2.7) and (2.10) (by setting n = 0),
this may be expressed as
χΛ(I2) = (Λ,Λ + 2ρ0).
The gl(m|n) universal Casimir
The universal gl(m|n) Casimir invariant is given by
I2 = (−1)(q)EpqEqp,
which is a well-defined central element of the universal enveloping algebra U of gl(m|n).
We can expand I2 as
I2 =
∑
i,j
EjiEij +
∑
i,µ
EµiEiµ −
∑
i,µ
EiµEµi −
∑
µ,ν
EµνEνµ.
Again, since I2 is central, it must take a constant value on any standard cyclic highest
weight module. For a module with highest weight vector v corresponding to highest weight
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Λ we have
piΛ(I2)v =
∑
j≤i
piΛ(EjiEij)v −
∑
i,µ
piΛ(EiµEµi)v −
∑
ν≤µ
piΛ(EνµEµν)v
=
m∑
i=1
Λ2i v +
m∑
i=1
(m− (2i− 1))Λiv − n
m∑
i=1
Λiv
−m
n∑
µ=1
Λµv −
n∑
µ=1
(n− (2µ− 1))Λµv −
n∑
µ=1
Λ2µv
so that the eigenvalue of I2, denoted χΛ(I2), is given by
χΛ(I2) =
m∑
i=1
Λi(Λi +m− n− 2i+ 1)−
n∑
µ=1
Λµ(Λµ +m+ n− 2µ+ 1).
Making use of equations (2.7) and (2.8), this may be expressed as
χΛ(I2) = (Λ,Λ + 2ρ). (2.19)
which has the same form as the gl(m) case. Finally, we observe that for the vector
representation with highest weight ε1 = (1, 0, ..., 0|0, ..., 0) we immediately have
χε1(I2) = m− n (2.20)
while for the contravariant vector representation with highest weight−δn = (0, ..., 0|0, ..., 0,−1)
we have also
χ−δn(I2) = −Λn¯(Λn¯ +m+ n− 2n+ 1)
= m− n. (2.21)
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Chapter 3
Characteristic identities and related
operators
In this chapter we derive the gl(m|n) characteristic identities via a generalized Casimir
which will immediately allow us to construct projection operators. We then introduce
gl(m|n) vector operators. These vector operators are projected out to obtain the shift
components which are themselves vector operators. Finally, the shift components allow
us to construct invariants that are related to the matrix elements given in the chapter 5
The main ingredient of the characteristic identity formalism is an operator A that
serves to label the direct summands of a tensor product decomposition. We will now
construct such an operator.
3.1 Super Characteristic identities
Let piθ denote a finite dimensional irreducible representation of gl(m|n) with highest
weight θ. We may construct the tensor matrix Aθ with entries
Aθαβ = −
∑
p,q
(−1)(q)+((p)+(q))(β)piθ(Epq)αβEqp
where {eα} is a fixed homogeneous basis for the gl(m|n) module V (θ). Acting on a finite
dimensional irreducible gl(m|n) module V (Λ) the matrix Aθ may be expressed in terms
17
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of the quadratic Casimirs as
Aθ = −1
2
[(piθ ⊗ piΛ)(∆(I2))− piθ(I2)⊗ IΛ − Iθ ⊗ piΛ(I2)] ,
where ∆ : U → U ⊗ U is the usual coproduct on the universal enveloping algebra U ,
while IΛ and Iθ denote the identity matrix on V (Λ) and V (θ) respectively. If θ1, θ2, . . . , θk
denote the distinct weights occurring in V (θ), it follows from previous work of Gould [21]
that the tensor matrix Aθ satisfies the following polynomial identity on V (Λ):
k∏
i=1
(Aθ − αi) = 0
where
αi = −1
2
[χΛ+θi(I2)− χθ(I2)− χΛ(I2)]
=
1
2
(θ, θ + 2ρ)− 1
2
(θi, θi + 2(Λ + ρ)). (3.1)
We derive the above expression for αi via
− 1
2
[χΛ+θi(I2)− χθ(I2)− χΛ(I2)]
= −1
2
[(Λ + θi,Λ + θi + 2ρ)− (θ, θ + 2ρ)− (Λ,Λ + 2ρ)]
= −1
2
[(Λ,Λ + θi + 2ρ) + (θi,Λ + θi + 2ρ)− (θ, θ + 2ρ)− (Λ,Λ + 2ρ)]
= −1
2
[(Λ,Λ + 2ρ) + (Λ, θi) + (θi,Λ + θi + 2ρ)− (θ, θ + 2ρ)− (Λ,Λ + 2ρ)]
= −1
2
[(θi,Λ) + (θi,Λ + θi + 2ρ)− (θ, θ + 2ρ)]
=
1
2
(θ, θ + 2ρ)− 1
2
(θi, θi + 2(Λ + ρ)).
We will now fix the weight θ. Note that by setting θ = ε1 the vector representation
piθ(Eqp) takes on a simple form of signed unit matrices. Also we may easily enumerate
the distinct weights of V (θ). Therefore we set θ = ε1 in which case the tensor matrix A
ε1
is given by
Aε1pq = −
∑
r,s
(−1)(s)+((r)+(s))(q)piε1(Ers)pqEsr
= −(−1)(p)(q)Eqp,
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where the indices 1 ≤ p, q ≤ m + n are ungraded. We call this quantity the gl(m|n)
adjoint matrix and denote it by
A¯ qp ≡ Aε1pq = −(−1)(p)(q)Eqp. (3.2)
3.1.1 The gl(m|n) characteristic identity equations
The weights in the representation piε1 are of the form εi (1 ≤ i ≤ m), δµ (1 ≤ µ ≤ n) from
which it follows that the adjoint matrix A¯ satisfies the characteristic identity
m∏
i=1
(A¯ − α¯i)
n∏
µ=1
(A¯ − α¯µ) = 0 (3.3)
when acting on an irreducible gl(m|n) module V (Λ), where the adjoint roots α¯i, α¯µ are
given, in accordance with equation (3.1), by
α¯r = −1
2
[χΛ+εr(I2)− χε1(I2)− χΛ(I2)]
where χε1(I2) = m − n by equation (2.20). Using equations (2.19) and (2.7) we thus
obtain
α¯i = −1
2
[χΛ+εi(I2) + n−m− χΛ(I2)]
= −1
2
[(εi, εi) + 2(εi,Λ + ρ) + n−m]
= i− 1− Λi. (3.4)
Similarly for the odd adjoint roots we obtain
α¯µ = −1
2
[χΛ+δµ(I2) + n−m− χΛ(I2)]
= Λµ +m+ 1− µ. (3.5)
To construct the gl(m|n) vector matrix we denote p˜i as the triple dual of the vector
representation
p˜i = pi∗∗∗ε1 .
The generators in this representation are then given by
p˜i(Epq)rs = −(−1)(p)((p)+(q))δqrδps.
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Our previous construction for the matrix Aθ with piθ replaced by p˜i yields the gl(m|n)
vector matrix
Apq = −
∑
r,s
(−1)(s)+((r)+(s))(q)p˜i(Ers)pqEsr
= (−1)(p)Epq. (3.6)
The m+n distinct weights occurring in p˜i are of the form −εi(1 ≤ i ≤ m),−δµ(1 ≤ µ ≤ n)
from which it follows that acting on the irreducible gl(m|n) module V (Λ), the matrix A
satisfies the characteristic identity
m∏
i=1
(A− αi)
n∏
µ=1
(A− αµ) = 0 (3.7)
where our characteristic roots are given by
αi = −1
2
[χΛ−εi(I2) + n−m− χΛ(I2)]
= Λi +m− n− i, 1 ≤ i ≤ m, (3.8)
αµ = −1
2
[χΛ−δµ(I2) + n−m− χΛ(I2)]
= µ− Λµ − n, 1 ≤ µ ≤ n (3.9)
and we have used equations (2.19) and (2.21).
Remarks:
1. Note that
αi − αµ + 1 = (Λ + ρ, εi − δµ) = −(α¯i − α¯µ + 1). (3.10)
For atypical irreducible representations [38], we have
(Λ + ρ, εi − δµ) = 0,
for some i and µ so that the equation αµ = αi + 1 (or α¯µ = α¯i + 1) serves as an
atypicality condition in terms of the characteristic roots.
2. In the case we take piθ = pi
∗
ε1
(the dual of the vector representation) we obtain a new
matrix, referred to as the double adjoint:
A¯rq = (−1)(q)Erq = (−1)(r)+(q)Arq.
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If p(x) is any polynomial we have by induction on the degree of p(x)
p
(
A¯
)
rq
= (−1)(r)+(q)p(A)rq
so that A¯ and A satisfy the same characteristic identity.
3. We also have a triple adjoint matrix defined by
¯¯A qp = (−1)(p)+(q)A¯ qp
which satisfies the same characteristic identity as A¯. Note that the matrix A¯ (resp.
¯¯A) is simply related to A (resp. A¯) by the gl(m|n) grading automorphism.
4. Polynomials in A and A¯ are defined recursively according to
(Ak+1)pq =
∑
r
(Ak)pr Arq =
∑
r
Apr (Ak)rq
(A¯k+1) qp =
∑
r
(A¯k) rp A¯ qr =
∑
r
A¯ rp (A¯k) qr .
3.1.2 Projection operators
From the characteristic identity we may easily construct projection operators. For each
integer r where 1 ≤ r ≤ m+ n we have a projection operator
P [r] : V ∗(ε1)⊗ V (Λ) −→ V (Λ− r)
given by
P [r] =
m+n∏
k 6=r
(A− αk
αr − αk
)
(3.11)
where A is the vector matrix, αi = Λi + m − n − i, αµ = µ − Λµ − n, and r is an
(m+ n)-tuple with a 1 in the rth entry and zeros elsewhere.
Similarly for each integer r where 1 ≤ r ≤ m+ n we have a projection operator
P¯ [r] : V (ε1)⊗ V (Λ) −→ V (Λ + r)
given by
P¯ [r] =
m+n∏
k 6=r
( A¯ − α¯k
α¯r − α¯k
)
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where A¯ is the adjoint matrix, α¯i = i− 1− Λi, and α¯µ = Λµ +m+ 1− µ.
As a simple example we can act P¯ [r] on v ∈ V (ε1) ⊗ V (Λ) to give a vector w with
eigenvalue α¯r. To show this, we first note that from the characteristic identity we have
(A¯ − α¯r)P¯ [r] = 0. Setting
P¯ [r]v = w 6= 0
then implies
(A¯ − α¯r)P [r]v = (A¯ − α¯r)w = 0
giving the expected result
⇒ A¯w = α¯rw.
Also, we may easily confirm that the projection operators are orthogonal since
P¯ [r]P¯ [s] =
n∏
k 6=r
( A¯ − α¯k
α¯r − α¯k
) n∏
k 6=s
( A¯ − α¯k
α¯r − α¯k
)
=
n∏
k=1
( A¯ − α¯k
α¯r − α¯k
) n∏
k 6=s,k 6=r
( A¯ − α¯k
α¯r − α¯k
)
= 0, r 6= s
via the characteristic identity.
Remark: Note that for irreps of gl(m) the roots αk are all distinct but it is well
known that in the gl(m|n) case we may have αr = αk for some r 6= k. The possible
non-unit multiplicity of these roots is related to the occurrence of atypical irreducible
representations in the tensor product of V (ε1)⊗V (Λ) or V (ε1)∗⊗V (Λ). The set of Λ for
which this happens, however, is closed in the Zariski topology [1,33] on H∗. Therefore the
roots of the characteristic identity are distinct on an open and hence dense subset of H∗.
Hence without loss of generality, we will make the assumption that the roots are distinct
throughout the remainder of this thesis. Also, we note that the invariants to be evaluated
in this thesis are given by rational polynomial functions which are continuous in the Zariski
topology. Due to these considerations, care needs to be taken when applying the resulting
invariant formulae, by first canceling terms between numerators and denominators where
appropriate.
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3.1.3 The gl(m|n+ 1) characteristic identity equations
We will also require gl(m|n+1) versions of the characteristic identities. Starting from the
gl(m|n) characteristic identity we simply increase n by 1 and then change notation from
A to B and from α to β. These identities will act on an irreducible gl(m|n + 1) module
of highest weight Λ˜. We then obtain
m∏
i=1
(B − βi)
n+1∏
µ=1
(B − βµ) = 0 (3.12)
βi = Λ˜i +m− n− 1− i, 1 ≤ i ≤ m, (3.13)
βµ = µ− Λ˜µ − n− 1, 1 ≤ µ ≤ n+ 1. (3.14)
and
m∏
i=1
(B¯ − β¯i)
n+1∏
µ=1
(B¯ − β¯µ) = 0 (3.15)
β¯i = i− 1− Λ˜i, 1 ≤ i ≤ m, (3.16)
β¯µ = Λ˜µ +m+ 1− µ, 1 ≤ µ ≤ n+ 1 (3.17)
where
Bpq = (−1)(p)Epq, (3.18)
B¯ qp = −(−1)(p)(q)Eqp, 1 ≤ p, q ≤ m+ n+ 1.
We also have the corresponding gl(m|n+ 1) projection operators
Q[r] =
m+n+1∏
k 6=r
( B − βk
βr − βk
)
, Q¯[r] =
m+n+1∏
k 6=r
( B¯ − β¯k
β¯r − β¯k
)
. (3.19)
3.2 Vector operators
Let V (Λ) be a finite dimensional irreducible gl(m|n) module with highest weight Λ and
let
T : V (Λ)⊗ V −→ W
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be a surjective intertwining operator of degree (τ) where V and W are gl(m|n) modules.
By definition, an intertwining operator preserves the action of the algebra. In the gl(m|n)
setting this implies
piW (Epq) T = (−1)((p)+(q))(τ) T (piΛ ⊗ pi)∆(Epq)
where piΛ (resp. piW ) is the representation of gl(m|n) afforded by V (resp. W ). Now let
{eα} be a homogeneous basis for V (Λ). Then we may define a collection of operators
{Tα}, called a tensor operator, operating on V according to
Tα v = T (eα ⊗ v) ,∀v ∈ V
with T as above. We have, for arbitrary v ∈ V , and homogeneous x ∈ gl(m|n)
x Tα v ≡ piW (x) T (eα ⊗ v)
= (−1)(x)(τ)T (piΛ(x)⊗ pi(I) + piΛ(I)⊗ pi(x))(eα ⊗ v)
= (−1)(x)(τ)T (piΛ(x)βαeβ ⊗ v + (−1)(α)(x)eα ⊗ pi(x)v)
≡ ((−1)(x)(τ)piΛ(x)βαTβ + (−1)(x)((τ)+(α))Tα x) v.
Therefore we may define an irreducible tensor operator of rank Λ and degree (τ) as a
collection of components {Tα} transforming according to
[x, Tα] = (−1)(x)(τ)piΛ(x)βα Tβ (3.20)
where (x) is the degree of x ∈ gl(m|n) and the graded bracket on the left hand side is
given by
[x, Tα] = x Tα − (−1)(x)((α)+(τ))Tα x.
In the special case where piΛ = piε1 is the vector representation we obtain the transforma-
tion law of vector operators ψr (1 ≤ r ≤ m+ n):
[Epq, ψ
r] = (−1)(ψ)((p)+(q))piε1(Epq)srψs
= (−1)(ψ)((p)+(q))δrqψp
If (ψ) = 0 (resp. 1) we call ψ an even (resp. odd) vector operator: the case (ψ) = 0
corresponds to the definition of vector operator given by Jarvis and Green [36]. In the
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case that piΛ = pi
∗
ε1
is the dual of the vector representation we obtain the transformation
law of contragredient vector operators φr (1 ≤ r ≤ m+ n):
[Epq, φr] = (−1)(φ)((p)+(q))pi∗ε1(Epq)srφs
where
pi∗ε1(Epq)sr
def.
= −(−1)(s)((p)+(q))piε1(Epq)rs
= −(−1)(q)((p)+(q))δprδqs
⇒ [Epq, φr] = −(−1)((p)+(q))((φ)+(q))δprφq (3.21)
If (φ) = 0 (resp. 1) we say that φ is an even (resp. odd) homogeneous contragredient
vector operator.
Remark: If ψr is a vector operator then
ψ˜r = (−1)(r)ψr
also constitutes a tensor operator whose components ψ˜r transform according to the double
dual pi∗∗ε1 of the vector representation piε1 . Similarly if φr transforms as in equation (3.21)
then
φ˜r = (−1)(r)φr
constitutes a tensor operator transforming as the triple dual pi∗∗∗ε1 of the vector represen-
tation piε1 .
3.3 Vector operator shift components
Since ψp transforms as the vector representation piε1 it follows that the gl(m|n) adjoint
matrix (3.2) acts naturally on the right of ψ:
(ψA¯)p = ψqA¯ pq . (3.22)
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We may then proceed to resolve ψ into its shift components via the use of projections
[2, 31]:
ψp =
m∑
i=1
ψ[i]p +
n∑
µ=1
ψ[µ]p
where the shift components ψ[r] are constructed as follows
ψ[r]p = ψqP¯ [r] pq 1 ≤ r ≤ m+ n (3.23)
and where
P¯ [r] =
m+n∏
k 6=r
( A¯ − α¯k
α¯r − α¯k
)
is the usual projection operator derived from the characteristic identity (3.3).
In a similar way, if φp is a contragredient vector operator then the matrix A¯ acts
naturally on the right of φ:
(φA¯)p = φq(A¯)qp = (−1)(p)+(q)φqAqp.
Thus we obtain the resolution
φp =
m∑
i=1
φ[i]p +
n∑
µ=1
φ[µ]p (3.24)
where
φ[r]p = (−1)(p)+(q)φqP [r]qp. (3.25)
and where our gl(m|n) vector projectors are given by
P [r] =
m+n∏
k 6=r
(A− αk
αr − αk
)
.
Note that since P¯ [r] is an intertwining operator then so too is ψ[r] = ψP¯ [r]. Hence,
the components of ψ[r] must also determine a vector operator of the same degree as ψ.
Similarly, by the same argument, the shift components (3.24) of a contragredient vector
φr also constitute a contragredient vector. More details are given in Appendix B.
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From the previous work of Gould [16], the above shift components (3.23) cause the
following shifts in the representation labels Λ:
ψ[i] : Λj → Λj + δij (1 ≤ i, j ≤ m),
ψ[µ] : Λν → Λν + δνµ (1 ≤ µ, ν ≤ n). (3.26)
the remaining labels remaining unchanged. When considering the above equation it is
best to treat the symbols Λj and Λν as operators that act on V (Λ) to give eigenvalues
corresponding to the highest weight labels. Also, it is important to note that when
expressed in terms of the characteristic roots that a shift will be graded. That is, from
equations (3.8) and (3.9) we have
αiψ[i] = ψ[i](αi + 1), 1 ≤ i ≤ m,
αµψ[i] = ψ[i](αµ − 1), 1 ≤ µ ≤ n
so that using an ungraded index s gives
αsψ[s] = ψ[s](αs + (−1)(s)), 1 ≤ s ≤ m+ n. (3.27)
Similarly, the shift components (3.25) produce the following shifts
φ[i] : Λj → Λj − δij, (1 ≤ i, j ≤ m)
φ[µ] : Λν → Λν − δµν , (1 ≤ µ, ν ≤ n). (3.28)
which can be expressed as
αsφ[s] = φ[s](αs − (−1)(s)), 1 ≤ s ≤ m+ n. (3.29)
The results above all hold regardless of whether our vector operators are even or
odd. However the matrices which act on the left of vectors and contragredient vectors
will depend explicitly on their degree (odd or even). It turns out that odd vector (and
contragredient vector) operators appear naturally when examining the Lie superalgebra
embedding gl(m|n + 1) ⊃ gl(m|n). Therefore we assume, unless otherwise stated, that
ψr (resp. φr) denotes a gl(m|n) odd vector (resp. odd contragredient vector) operator.
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That is, we assume the transformation laws
[Epq, ψ
r] = (−1)(p)+(q)δrqψp,
[Epq, φr] = −(−1)(p)((p)+(q))δprφq.
where the graded brackets on the left hand side are given by
[Epq, ψ
r] = Epqψ
r − (−1)((p)+(q))((r)+1)ψrEpq
= −(−1)((p)+(q))((r)+1)[ψr, Epq]
and similarly
[Epq, φr] = −(−1)((p)+(q))((r)+1)[φr, Epq],
since we are assuming that (ψ) = 1 = (φ).
We also note that the gl(m|n) matrix A acts naturally on the left of odd vector
operators while the matrix A¯ acts naturally on the left of odd contragredient vectors (see
Appendix B). Thus we may project out the shift components of ψ and φ from the left via
ψ[r]p = P [r]pqψ
q, φ[r]p = P¯ [r]
q
p φq (3.30)
where P [r], P¯ [r] are the projection operators previously constructed in terms of the ma-
trices A, A¯ respectively.
From the shift components of ψ and φ we may construct gl(m|n) invariants that will
have direct application in determining the gl(m|n) matrix elements. In the next chapter
we will examine these invariants and derive their eigenvalues when acting on irreducible
gl(m|n) modules.
Chapter 4
The gl(m|n) invariants
In this chapter we will calculate the eignvalues of the following invariants
cr = Q[r]
m+n+1
m+n+1, c¯r = Q¯[r]
m+n+1
m+n+1
and
γr = (−1)(q)φ[r]qψ[r]q, γ¯r = ψ[r]qφ[r]q
from which the reduced Wigner coefficients and reduced matrix elements will be obtained.
We will firstly investigate the branching rules in order to obtain vanishing conditions on
the shift components of the vector operators. We then show how the projection operators
and shift components are related to the reduced Wigner coefficients and reduced matrix
elements. In the next section we proceed to calculate the eigenvalues of the invariants
themselves. Finally, we remove the index sets from the invariant equations. The material
in this chapter is based on [25].
4.1 General branching conditions
In this section we will present necessary (but not sufficient) conditions for the branching
rule gl(m|n+ 1) ↓ gl(m|n).
Let Lˆ = gl(m|n+ 1) and L = gl(m|n). The following theorem was proven in [25]
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Theorem 4.1.1. Let v+ ∈ V (Λ˜) be an L-maximal weight vector of weight
Λ =
m∑
i=1
Λii +
n∑
µ=1
Λµδµ.
Then:
(i) The components of Λ must satisfy the betweenness conditions
Λ˜µ ≥ Λµ ≥ Λ˜µ+1 , 1 ≤ µ ≤ n
Λ˜i ≥ Λi ≥ Λ˜i − 1 , 1 ≤ i ≤ m. (4.1)
(ii) v+ is the unique (up to scalar multiples) L-maximal weight vector in V (Λ˜) of weight
Λ.
One significance of the above theorem is that the shift operators defined in section 3.3
will vanish if the resulting Λ breaks the betweeness conditions.
Let αr denote characteristic roots corresponding to the gl(m|n)-module V (Λ) and βr
denote the characteristic roots of the gl(m|n + 1)-module V (Λ˜) such that V (Λ) ⊆ V (Λ˜)
as a gl(m|n)-module. The above betweenness conditions imply, for 1 ≤ i ≤ m,
βi =
 αi, Λ˜i = 1 + Λiαi − 1, Λ˜i = Λi
We therefore define the following index sets
I0 = {1 ≤ i ≤ m | αi = βi},
I¯0 = {1 ≤ i ≤ m | αi = 1 + βi},
I1 = {1 ≤ µ ≤ n},
I = I0 ∪ I1,
I ′ = I¯0 ∪ I1,
I˜ = I ∪ {m+ n+ 1},
I˜ ′ = I ′ ∪ {m+ n+ 1}. (4.2)
which will assist in restricting eigenvalue formulae for shift operators so that they are only
defined for allowable shifts.
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4.2 Reduced matrix elements and reduced Wigner
coefficients
Throughout we let ψp denote the odd gl(m|n) vector operator ψp = (−1)(p)Ep,m+n+1
(1 ≤ p ≤ m + n) and we let φp denote the odd gl(m|n) contragredient vector operator
φp = (−1)(p)Em+n+1,p. There are two sets of natural gl(m|n) invariants we can construct
from these vector operators, namely, for 1 ≤ r ≤ m+ n,
γr = (−1)(q)φ[r]qψ[r]q = (−1)(q)φqψ[r]q = Em+n+1,qψ[r]q, (4.3)
γ¯r = ψ[r]
qφ[r]q = ψ
qφ[r]q = (−1)(p)Ep,m+n+1φ[r]p, (4.4)
where, as usual, ψ[r]q, φ[r]q denote the shift components of ψ
q, φq respectively. To see
that these operators do indeed constitute invariants, consider the following, noting that
we only consider 1 ≤ p, q ≤ m+ n:
[Epq, γr] = [Epq, Em+n+1,sψ[r]
s]
= [Epq, Em+n+1,s]ψ[r]
s + (−1)((p)+(q))(1+(s))Em+n+1,s[Epq, ψ[r]s]
= −δps(−1)((p)+(q))(1+(s))Em+n+1,qψ[r]s + (−1)((p)+(q))(1+(s))δsqEm+n+1,s(−1)(p)+(q)ψ[r]p
= −(−1)((p)+1)(q)Em+n+1,qψ[r]p + (−1)((p)+(q))(q)Em+n+1,qψ[r]p = 0.
A similar calculation can be done in order to determine
[Epq, γ¯r] = 0.
Our interest in these invariants stems from the fact that, by analogy with the normal Lie
algebra situation (see e.g. [15]), their eigenvalues determine the squared reduced matrix
elements of the gl(m|n+ 1) generators ψp and φp respectively.
To see this connection with the reduced matrix elements, consider the matrix elements
of the ψp, in a unitary (star) representation of gl(m|n + 1) [29]. From the definitions of
the shift components given in equations (3.23) and (3.30), these matrix elements may be
expressed as〈 Λ + εr
λ
∣∣∣∣∣∣ψ[r]p
∣∣∣∣∣∣
 Λ
λ′
〉 = 〈Λ + εr||ψ||Λ〉〈
 Λ + εr
λ
∣∣∣∣∣∣ ep ⊗
 Λ
λ′
〉 ,
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where
∣∣∣∣∣∣
 Λ
λ′
〉 denotes a suitable orthonormal basis for the gl(m|n) module V (Λ) ⊆ V (Λ˜)
concerned, {ep} is a basis for the vector representation, and 〈Λ + εr||ψ||Λ〉 is the reduced
matrix element. Furthermore, let V (Λ˜) be a unitary representation so that
ψ†[r]p = φ[r]p,
from which we obtain〈 Λ
λ′
∣∣∣∣∣∣φ[r]qψ[r]p
∣∣∣∣∣∣
 Λ
λ′′
〉 = |〈Λ + εr||ψ||Λ〉|2
×
∑
λ
〈 Λ
λ′
⊗ eq
∣∣∣∣∣∣
 Λ + εr
λ
〉〈 Λ + εr
λ
∣∣∣∣∣∣ ep ⊗
 Λ
λ′′
〉
= |〈Λ + εr||ψ||Λ〉|2
〈 Λ
λ′
∣∣∣∣∣∣ P¯ [r] pq
∣∣∣∣∣∣
 Λ
λ′′
〉 .
(4.5)
We will now evaluate the invariants (4.3) and (4.4) as rational polynomial functions
in the gl(m|n) and gl(m|n+ 1) characteristic roots.
Note first that the (m+ n+ 1,m+ n+ 1) entries of the projection matrices,
cr = Q[r]
m+n+1
m+n+1, c¯r = Q¯[r]
m+n+1
m+n+1 , 1 ≤ r ≤ m+ n+ 1 (4.6)
clearly determine (even) invariants of gl(m|n) whose eigenvalues, by analogy with the
Lie algebra situation [16], are given by certain gl(m|n + 1) ⊃ gl(m|n) reduced Wigner
coefficients.
To demonstrate this point by way of example, note that in the context of gl(m|n+ 1),
using a basis of the unitary gl(m|n+ 1) module V (Λ˜) symmetry adapted to gl(m|n), we
have
〈
Λ˜
Λ
λ′

∣∣∣∣∣∣∣∣∣ Q¯[r]
q
p
∣∣∣∣∣∣∣∣∣

Λ˜
Λ′
λ′′

〉
=
∑
Λ′′,λ
〈
Λ˜
Λ
λ′
⊗ ep
∣∣∣∣∣∣∣∣∣

Λ˜ + εr
Λ′′
λ

〉〈
Λ˜ + εr
Λ′′
λ

∣∣∣∣∣∣∣∣∣ eq ⊗

Λ˜
Λ′
λ′′

〉
.
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In particular, setting p = q = m+ n+ 1 gives
〈
Λ˜
Λ
λ′

∣∣∣∣∣∣∣∣∣ c¯r
∣∣∣∣∣∣∣∣∣

Λ˜
Λ′
λ′′

〉
= δΛΛ′δλ′λ′′
∣∣∣∣∣∣∣∣∣
〈
Λ˜ + εr
Λ
λ′

∣∣∣∣∣∣∣∣∣ em+n+1 ⊗

Λ˜
Λ
λ′

〉∣∣∣∣∣∣∣∣∣
2
,
where we have used the fact that c¯r leaves the representation labels of gl(m|n) unchanged.
Thus the invariants c¯r (and similarly cr) determine squares of reduced Wigner coefficients.
Note that this is the archetypical example where the reduced Wigner coefficient and
Wigner coefficient (or Clebsch-Gordan coefficient) coincide.
To appreciate the strength of our approach, we demonstrate some results for the types
of invariants we are considering. Recall the recursive definition for powers of the matrices
A and B respectively, namely
(Ak)p
q
=
m+n∑
r=1
Apr
(Ak−1)r
q
,
((A0)p
q
≡ δpq
)
, 1 ≤ p, q ≤ m+ n. (4.7)
and
(Bk)p
q
=
m+n+1∑
r=1
Bpr
(Bk−1)r
q
,
((B0)p
q
≡ δpq
)
, 1 ≤ p, q ≤ m+ n+ 1.
We define the two gl(m|n) invariants occuring in gl(m|n+ 1):
τk = (Bk)m+n+1m+n+1,
σk = Bm+n+1α (Ak)αβBβm+n+1,
where A is the (m+n)× (m+n) submatrix of B that contains the gl(m|n) generators. It
is worth observing that the invariants we consider below can then be expressed in terms
of the σk and τk.
Following Green [31] who studied similar objects associated with classical Lie algebras,
we could adopt the approach of explicitly determining the eigenvalues of these invariants
by attempting to express the invariants themselves in terms of the gl(m|n + 1) Casimir
invariants Iˆk and the gl(m|n) Casimir invariant Ik contained in gl(m|n+ 1), whose eigen-
values in turn can be expressed in terms of the highest weights labels (see for example
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equation (2.19)). The Casimir invariants are defined by
Iˆk = (−1)(p)(Bk)pp = (−1)(p)Bpq1Bq1q2Bq2q3 . . .Bqk−1p , 1 ≤ p, q1, . . . , qk−1 ≤ m+ n+ 1, (4.8)
Ik = (−1)(p˙)(Ak)p˙p˙ = (−1)(p˙)Ap˙q˙1Aq˙1q˙2Aq˙2q˙3 . . .A
q˙k−1
p˙ , 1 ≤ p˙, q˙1, . . . , q˙k−1 ≤ m+ n. (4.9)
In Appendix A, we give recursion formulae that enable us to express the σ invariants
in terms of the τ invariants, and more importantly, we are also able to express the τ
invariants in terms of lower order τ invariants and the Casimir invariants Ik and Iˆk. Some
examples of the results of such calculations are as follows:
2τ2 =
(
I2 − Iˆ2
)
+
(
I1 − Iˆ1
)2
− I1 + (m− n)
(
I1 − Iˆ1
)
,
3τ3 =
(
I3 − Iˆ3
)
+ τ1
(
I2 − Iˆ2
)
+ τ2
(
I1 − Iˆ1
)
− 2(τ2 + Iˆ2)− (τ1 + Iˆ1) + 2(m− n)τ2 + (m− n)τ1 + τ2 + (τ1)2,
4τ4 =
(
I4 − Iˆ4
)
+ τ1
(
I3 − Iˆ3
)
+ τ2
(
I2 − Iˆ2
)
+ τ3
(
I1 − Iˆ1
)
− 3(Iˆ3 − (m− n− 1)τ3)− Iˆ2τ1 + Iˆ1τ2 + 4τ1τ2 − (τ1)3
+ 3((m− n− 1)τ2 − Iˆ2 + τ3)− (τ1)2 + (m− n− 1)(τ1)2 − τ1Iˆ1
− (m− n− 1)τ1 + Iˆ1 − τ2.
See Appendix A for details.
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4.3 Calculation of the invariants
Firstly, the following propositions follow from general considerations of projection opera-
tors.
Proposition 4.3.1. Given a gl(m|n) characteristic matrix A that satisfies the polynomial
identity (3.7) with the corresponding projections P [k] we have the following identities
(i) AP [k] = αkP [k]
(ii) p(A) =
m+n∑
k=1
p(αk)P [k] for an arbitrary function p(x) expandable as a power series
(iii)
m+n∑
k=1
P [k]im+n = 0, i = 1, ...,m+ n− 1
(iv)
m+n∑
k=1
P [k]m+nm+n = 1.
In addition, we have the corresponding proposition for gl(m|n+ 1).
Proposition 4.3.2. Given a gl(m|n + 1) characteristic matrix B that satisfies the poly-
nomial identity (3.12) with the corresponding projections Q[k] we have the following iden-
tities
(i) BQ[k] = βkQ[k]
(ii) p(B) =
m+n+1∑
k=1
p(βk)Q[k] for an arbitrary function p(x) expandable as a power series
(iii)
m+n+1∑
k=1
Q[k]im+n+1 = 0, i = 1, ...,m+ n
(iv)
m+n+1∑
k=1
Q[k]m+n+1m+n+1 = 1.
Proof: Multiplying the gl(m|n+ 1) projection operator by (B − βk) gives
(B − βk)Q[k] =
m+n+1∏
l 6=k
( B − βl
βk − βl
)
× (B − βk)
=
m+n+1∏
l=1
(B − βl)
m+n+1∏
l 6=k
(
1
βk − βl
)
= 0
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since the first product on the final line is just the polynomial identity. We then obtain
BQ[k] = βkQ[k] (4.10)
which proves (i). Also, we can continue with
BQ[k] = βkQ[k]
⇒
m+n+1∑
k=1
BQ[k] =
m+n+1∑
k=1
βkQ[k]
⇒ B =
m+n+1∑
k=1
βkQ[k]
which gives a spectral decomposition of B. Now, it is enough to consider arbitrary powers
of B while noting that Q[k]Q[j] = 0 when k 6= j so that we have
(B)s =
(
m+n+1∑
k=1
βkQ[k]
)s
=
m+n+1∑
k=1
(βk)
s (Q[k])s
=
m+n+1∑
k=1
(βk)
sQ[k]
which extends to arbitrary polynomials by linearity proving (ii). Setting the polynomial
in (ii) to p(x) = x0 = 1 we have
(B)0 = In+1 =
m+n+1∑
k=1
Q[k].
Alternatively, we could have simply noted that
∑
Q[k] is a resolution of the identity.
Finally, taking the (i,m+ n+ 1) entry of the above matrix gives
[Im+n+1]im+n+1 = δim+n+1 =
m+n+1∑
k=1
Q[k]im+n+1
proving (iii) and (iv). 
With the above propositions in hand we can now determine the eigenvalues of the
invariant cr. Taking the (p,m+ n+ 1) entry of equation BQ[k] = βkQ[k] we obtain
m+n+1∑
q=1
BpqQ[r]qm+n+1 = βrQ[r]pm+n+1
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from which we can extract the cr = Q[r]
m+n+1
m+n+1 term as follows
m+n∑
q=1
BpqQ[r]qm+n+1 + Bpm+n+1Q[r]m+n+1m+n+1 = βrQ[r]pm+n+1.
Substituting for cr and ψ
p = Bpm+n+1 gives
m+n∑
q=1
BpqQ[r]qm+n+1 + ψpcr = βrQ[r]pm+n+1
which may be rearranged to give
ψpcr =
m+n∑
q=1
(βr −A)pqQ[r]qm+n+1 (4.11)
where A is the gl(m|n) matrix and we have employed the result
Bpm+n+1 = (−1)(p)Ep,m+n+1 = ψp, 1 ≤ p ≤ m+ n.
We now need to make use of the index sets defined in the previous section. We observe
that if i ∈ I¯0 then the shift components ψ[i]p must vanish on the representation of gl(m|n)
concerned, since the label Λi, i ∈ I¯0, already takes its maximum value. Similarly, the
operator ci, i ∈ I¯0, must vanish. On the other hand, for i ∈ I0, the operators φ[i]p and c¯i
must vanish on the representation concerned. We also note that the operators Q[i]pm+n+1
(i ∈ I¯0) and Q¯[i] m+n+1p (i ∈ I0) must vanish on the representation of gl(m|n) ⊂ gl(m|n+1)
concerned by an analogous argument.
We note that proposition 4.3.1 (ii) with p(A) = (βr −A)−1 gives
(βr −A)−1 =
m+n∑
r=1
(βr − αr)−1P [r].
We may now continue by inverting equation (4.11)
Q[r]pm+n+1 =
m+n∑
q=1
(
(βr −A)−1
)p
q
ψqcr
=
m+n∑
q=1
m+n∑
r=1
(βr − αr)−1P [r]pqψqcr
=
m+n∑
r=1
(βr − αr)−1ψ[r]pcr
=
∑
s∈I
(βr − αs)−1ψ[s]pcr, r ∈ I˜
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where we have used the condition that ψ[s]p, Q[r]pm+n+1 and cr all vanish for r, s ∈ I¯0.
From equation (3.27) we obviously have the shift relation
(βr − αs)−1ψ[s] = ψ[s](βr − αs − (−1)(s))−1,
which then allows us to write
Q[r]pm+n+1 =
∑
s∈I
ψ[s]p(βr − αs − (−1)(s))−1cr, r ∈ I˜ . (4.12)
By summing this equation over r we thus obtain∑
s∈I
ψ[s]p
∑
r∈I˜
(βr − αs − (−1)(s))−1cr = 0 (4.13)
which is a direct consequence of proposition 4.3.2 (iii). Resolving equation (4.13) into
shift components we obtain, in view of the linear independence of the ψ[s]p, the following
set of equations: ∑
r∈I˜
(
βr − αs − (−1)(s)
)−1
cr = 0, s ∈ I. (4.14)
Equation (4.14) yields |I| relations in |I˜| = 1 + |I| unknowns cr. To uniquely determine
the cr we need the extra relation ∑
r∈I˜
cr = 1 (4.15)
which follows from proposition 4.3.2 (iv). Using straightforward techniques of linear
algebra, equations (4.14) and (4.15) yield the unique solution
cs =
∏
k∈I˜,k 6=s
(βs − βk)−1
∏
r∈I
(βs − αr − (−1)(r)), s ∈ I˜ (4.16)
which may be expressed in terms of odd and even indices according to
ci = 0, i ∈ I¯0,
ci = −
∏
j∈I0,j 6=i
(
αi − αj − 1
αi − αj
) n+1∏
µ=1
(βi − βµ)−1
n∏
µ=1
(βi − αµ + 1), i ∈ I0,
cµ =
∏
i∈I0
(
βµ − βi − 1
βµ − βi
) n+1∏
ν 6=µ
(βµ − βν)−1
n∏
ν=1
(βµ − αν + 1), 1 ≤ µ ≤ n+ 1.
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Equation (4.16) enables a direct evaluation of all gl(m|n) invariants of the form
p(B)m+n+1m+n+1,
for arbitrary polynomials p(x), according to the spectral resolution
p(B)m+n+1m+n+1 =
∑
r∈I˜
p(βr)cr.
Note that the above derivations could have alternatively proceeded from the ‘barred’
adjoint identities given in equations (3.3) and (3.15). From the gl(m|n+1) adjoint identity
we similarly have
A¯ qp Q¯[r] m+n+1q + B¯ m+n+1p c¯r = β¯rQ¯[r] m+n+1p
which may be rearranged to give
−φpc¯r = (β¯r − A¯) qp Q¯[r] m+n+1q ,
where we have used B¯ m+n+1p = −(−1)(p)Em+n+1,p = −φp. Inverting this equation and
resolving φp into its shift components as before, noting in this case that
φ[i]p = Q¯[i]
m+n+1
p = 0, i ∈ I0,
we obtain
Q¯[r] m+n+1p = −
∑
s∈I′
φ[s]p(β¯r − α¯s − (−1)(s))−1c¯r, r ∈ I˜ ′ (4.17)
where I˜ ′ = I ′ ∪ {m+ n+ 1} denotes the index set given by I ′ = I¯0 ∪ I1. In this case, we
obtain the adjoint analogue of equation (4.16),
c¯s =
∏
k∈I˜′,k 6=s
(
β¯s − β¯k
)−1 ∏
r∈I′
(
β¯s − α¯r − (−1)(r)
)
, s ∈ I˜ ′ (4.18)
where c¯s = 0 for s ∈ I0. Note that equations (4.18) and (4.16) have the same form - more
will be said about this symmetry in the next chapter.
We summarize these results in the following theorem.
Theorem 4.3.3. The gl(m|n) invariants cs and c¯s, as given in (4.6), have eigenvalues
on an irreducible gl(m|n) module, with highest weight subject to the branching conditions
in Theorem 4.1.1, given respectively by equations (4.16) and (4.18).
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To evaluate the invariants γr of equation (4.3), we invert equation (4.12) to obtain
ψ[r]p (r ∈ I) as a linear combination of the Q[s]pm+n+1 (s ∈ I˜). This leads us to look for
the unique solution γrs (s ∈ I˜, r ∈ I) to the set of equations∑
s∈I˜
γrs
(
βs − αq − (−1)(q)
)−1
cs = δrq, r, q ∈ I, (4.19)
∑
s∈I˜
γrscs = 0. (4.20)
Then for each r ∈ I, equations (4.19) and (4.20) yield |I˜| = |I| + 1 equations in |I˜|
unknowns γrs (s ∈ I˜). These equations are easily solved using standard techniques of
linear algebra to produce the unique solution
γrs = −γr
(
βs − αr − (−1)(r)
)−1
, r ∈ I, s ∈ I˜ ,
where
γr = (−1)|I˜|
∏
q∈I,q 6=r
(
αr − αq + (−1)(r) − (−1)(q)
)−1∏
p∈I˜
(
βp − αr − (−1)(r)
)
. (4.21)
As the notation above suggests, formula (4.21) determines the eigenvalues of the invariants
(4.3), as we shall now demonstrate. Multiplying equation (4.12) on the right by γqr,
summing on r ∈ I˜ and making use of equation (4.19) we have
∑
r∈I˜
Q[r]pm+n+1γqr =
∑
s∈I
ψ[s]p
∑
r∈I˜
γqr
(
βr − αs − (−1)(s)
)−1
cr
= ψ[q]p.
Thus we obtain
(−1)(p)φ[q]pψ[q]p = (−1)(p)φpψ[q]p
=
∑
r∈I˜
(−1)(p)φpQ[r]pm+n+1γqr
= −
∑
r∈I˜
(
βr − Bm+n+1m+n+1
)
crγqr
= −
∑
r∈I˜
βrcrγqr
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where we have used the result (−1)(p)φp = Em+n+1,p = −Bm+n+1p and employed equation
(4.20) in the last step. Thus we may write
(−1)(p)φ[q]pψ[q]p = −
∑
r∈I˜
βrcrγqr
= γq
∑
r∈I˜
βrcr
(
βr − αq − (−1)(q)
)−1
= γq
∑
r∈I˜
cr +
(
αq + (−1)(q)
)∑
r∈I˜
cr
(
βr − αq − (−1)(q)
)−1
= γq,
where in the last step we employed equations (4.14) and (4.15). This shows the required
result, that the eigenvalues of the gl(m|n) invariants
γq = (−1)(p)φ[q]pψ[q]p
of equation (4.3) are given by the formula (4.21).
In a similar way, by employing equation (4.17), we arrive at the following formula for
the invariants γ¯q = ψ[q]
pφ[q]p of equation (4.4):
γ¯q = (−1)|I′|
∏
r∈I′,r 6=q
(
α¯q − α¯r + (−1)(q) − (−1)(r)
)−1 ∏
s∈I˜′
(
β¯s − α¯q − (−1)(q)
)
, (4.22)
where the index sets I ′, I˜ ′ are as in equation (4.2). Note that for i ∈ I0, γ¯i = 0, while
for i ∈ I¯0, γi = 0. The remaining non-zero cases are given by equations (4.21) and (4.22).
Using the easily established relations
αs + α¯s = m− n− (−1)(s), βs + β¯s = m− n− 1− (−1)(s),
we note that equation (4.22) may be alternatively expressed
γ¯q = (−1)|I′|
∏
r∈I′,r 6=q
(αq − αr)−1
∏
s∈I˜′
(
βs − αq + (−1)(s) + 1
)
, q ∈ I ′. (4.23)
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In graded index notation, we thus obtain the following formulae for the invariants γr, γ¯r:
γi = 0, i ∈ I¯0,
γi =
∏
j∈I0,j 6=i
(
αi − αj + 1
αi − αj
) n∏
µ=1
(αi − αµ + 2)−1
n+1∏
µ=1
(αi − βµ + 1), i ∈ I0,
γµ =
∏
j∈I0
(
αµ − αj − 1
αµ − αj
) n∏
ν 6=µ
(αµ − αν)−1
n+1∏
ν=1
(αµ − βν − 1), 1 ≤ µ ≤ n,
γ¯i = 0, i ∈ I0,
γ¯i =
∏
j∈I¯0,j 6=i
(
αi − αj − 1
αi − αj
) n∏
µ=1
(αi − αµ)−1
n+1∏
µ=1
(αi − βµ), i ∈ I¯0,
γ¯µ =
∏
j∈I¯0
(
αµ − αj − 1
αµ − αj
) n∏
ν 6=µ
(αµ − αν)−1
n+1∏
ν=1
(αµ − βν), 1 ≤ µ ≤ n.
We summarize the previous discussion in the following theorem:
Theorem 4.3.4. The gl(m|n) invariants γr and γ¯r, as given by equations (4.3) and (4.4)
respectively, have eigenvalues on an irreducible gl(m|n) module, with highest weight subject
to the branching conditions (Theorem 4.1.1), that are either zero or given respectively by
equations (4.21) and (4.22).
We now note, as in the corresponding Lie algebra case [15], that
(−1)(q)ψ[r]p (γr)−1 φ[r]q = P [r]pq, r ∈ I ′, (4.24)
φ[r]p (γ¯r)
−1 ψ[r]q = P¯ [r] qp , r ∈ I. (4.25)
The above suggests that we define new invariants δr, δ¯r such that
δrψ[r] = ψ[r]γr, δ¯rφ[r] = φ[r]γ¯r, (4.26)
in which case equations (4.24) and (4.25) may be rewritten
(−1)(q)ψ[r]pφ[r]q = δrP [r]pq, r ∈ I ′, (4.27)
φ[r]pψ[r]
q = δ¯rP¯ [r]
q
p , r ∈ I. (4.28)
To justify the relevance of these equations to reduced matrix elements, compare equa-
tion (4.28) to equation (4.5) in the case of unitary representations. In such a case, this
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shows that the gl(m|n) invariants δ¯r determine the squared reduced matrix elements of
ψ[r]p. We can apply an analogous argument to show the invariants δr determine the
squared reduced matrix elements of φ[r]p. Even in the non-unitary case, we expect these
invariants will still determine squared reduced matrix elements. We may therefore be
inclined to refer to δr, δ¯r as generalized squared reduced matrix elements.
To obtain formulae for δr and δ¯r we observe that equation (4.26) is actually a shift
relation (see equations (3.27) and (3.29)). We may then, using our formulae for γr, γ¯r,
easily obtain the following corollary to Theorem 4.3.4.
Corollary. The gl(m|n) invariants δr and δ¯r, satisfying (4.26), have eigenvalues on an
irreducible gl(m|n) module, with highest weight subject to the branching conditions (The-
orem 4.1.1), given by
δr = (−1)|I|
∏
s∈I,s 6=r
(
αr − αs − (−1)(s)
)−1∏
q∈I˜
(βq − αr) , r ∈ I ′, (4.29)
δ¯r = (−1)|I′|
∏
q∈I′,q 6=r
(
α¯r − α¯s − (−1)(s)
)−1 ∏
s∈I˜′
(
β¯q − α¯r
)
, r ∈ I. (4.30)
4.4 Removal of index set dependences
In order to make contact with previous results in the literature, for example [55], we need
to remove the dependence of our invariants on the index sets. In this section we will use
the grading notation
[c] = (−1)(c) ∈ {−1, 1}.
We also standardize our equations so that they are given in terms of the unbarred roots.
The c¯a equation
The invariant c¯a given in equation (4.18) is a function of the ‘barred’ roots. From the
relations αc+α¯c = m−n−[c] and βc+β¯c = m−n−1−[c] we have (β¯a−β¯k) = βk−βa+[k]−[a]
and (β¯a − α¯r − [r]) = αr − βa − 1− [a] so that the c¯a equation can now be written as
c¯a =
I˜′∏
k 6=a
(βk − βa + [k]− [a])−1
I′∏
r
(αr − βa − 1− [a]), a ∈ I˜ ′.
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Separating into products over even and odd indices gives
c¯a = −[a]
I¯0∏
k 6=a
(
αk − βa − 1− [a]
βk − βa + 1− [a]
)m+n+1∏
k=m+1
(βk−βa−1−[a])−1
m+n∏
k=m+1
(αk−βa−1−[a]), a ∈ I˜ ′.
The −[a] on the RHS results from the (αk − βa − 1− [a]) term being skipped in the first
product when k = a ∈ I¯0 since
(αk − βa − 1− [a])|k=a = (αa − βa − 1− [a]) = −[a].
We will now remove the index set from the first product by using the definitions of the
index sets themselves
I¯0∏
k 6=a
(
αk − βa − 1− [a]
βk − βa + 1− [a]
)
=
I¯0∏
k 6=a
(
(βk + 1)− βa − 1− [a]
(αk − 1)− βa + 1− [a]
)
=
I¯0∏
k 6=a
(
βk − βa − [a]
αk − βa − [a]
)
=
m∏
k 6=a
(
βk − βa − [a]
αk − βa − [a]
) I0∏
k 6=a
(
βk − βa − [a]
αk − βa − [a]
)−1
=
m∏
k 6=a
(
βk − βa − [a]
αk − βa − [a]
) I0∏
k 6=a
(
βk − βa − [a]
(βk)− βa − [a]
)−1
=
m∏
k 6=a
(
βk − βa − [a]
αk − βa − [a]
)
.
The final form of the c¯a equation is then
c¯a = −[a]
m∏
k 6=a
(
βk − βa − [a]
αk − βa − [a]
) m+n+1∏
k=m+1,k 6=a
(βk−βa−1−[a])−1
m+n∏
k=m+1
(αk−βa−1−[a]), a ∈ I˜ ′
where c¯a = 0 for a ∈ I0 and the substitution βa = αa − 1 can be used in the first product
if required.
The δ¯a equation
Equation (4.30) may be given in terms of the unbarred roots as
δ¯a = (−1)|I′|
I′∏
k 6=a
(αa − αk + [a])−1
I˜′∏
k
(βk − αa + [k]− [a] + 1), a ∈ I
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Separating into products over even and odd indices gives
δ¯a = (−1)|I′|
I¯0∏
k
(
βk − αa + 2− [a]
αa − αk + [a]
)m+n+1∏
k=m+1
(βk−αa− [a])
m+n∏
k=m+1,k 6=a
(αa−αk+[a])−1, a ∈ I
The k 6= a was removed from the first product since it is redundant - when k and a are
both even we must have k 6= a since they belong to different index sets.
We will now remove the index set from the first product by using the definitions of
the index sets themselves
I¯0∏
k
(
βk − αa + 2− [a]
αa − αk + [a]
)
= (−1)|I¯0|
I¯0∏
k
(
βk − αa + 2− [a]
αk − αa − [a]
)
= (−1)|I¯0|
I¯0∏
k
(
(αk − 1)− αa + 2− [a]
(βk + 1)− αa − [a]
)
= (−1)|I¯0|
I¯0∏
k
(
αk − αa + 1− [a]
βk − αa + 1− [a]
)
= (−1)|I¯0|
m∏
k=1
(
αk − αa + 1− [a]
βk − αa + 1− [a]
)
since when k ∈ I0 we have αk = βk - causing the denominator to equal the numerator.
The final form of the δ¯a equation is then
δ¯a = (−1)|I′|+|I¯0|
m∏
k=1
(
αk − αa + 1− [a]
βk − αa + 1− [a]
)m+n+1∏
k=m+1
(βk−αa−[a])
m+n∏
k=m+1,k 6=a
(αa−αk+[a])−1, a ∈ I
where δ¯a = 0 for a ∈ I¯0 and the substitution αa = βa can be used in the first product if
required. Also note that
(−1)|I′|+|I¯0| = (−1)2|I¯0|+|I1| = (−1)|I1| = (−1)n.
The ca equation
Starting from equation (4.16)
ca =
I˜∏
k 6=a
(βa − βk)−1
I∏
r
(βa − αr − [r]), a ∈ I˜
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we split the products into products over even and odd indices
ca = −[a]
I0∏
k 6=a
(
βa − αk − 1
βa − βk
) m+n+1∏
k=m+1,k 6=a
(βa − βk)−1
m+n∏
k=m+1
(βa − αk + 1), a ∈ I˜ .
Again, we remove the index set from the first product as follows
I0∏
k 6=a
(
βa − αk − 1
βa − βk
)
=
I0∏
k 6=a
(
βa − βk − 1
βa − αk
)
=
m∏
k 6=a
(
βa − βk − 1
βa − αk
) I¯0∏
k 6=a
(
βa − βk − 1
βa − αk
)−1
=
m∏
k 6=a
(
βa − βk − 1
βa − αk
) I¯0∏
k 6=a
(
βa − βk − 1
βa − (βk + 1)
)−1
=
m∏
k 6=a
(
βa − βk − 1
βa − αk
)
.
The final form of the ca equation is then
ca = −[a]
m∏
k 6=a
(
βa − βk − 1
βa − αk
) m+n+1∏
k=m+1,k 6=a
(βa − βk)−1
m+n∏
k=m+1
(βa − αk + 1), a ∈ I˜
where ca = 0 for a ∈ I¯0 and the substitution βa = αa can be used when a is even.
The δa equation
From equation (4.29)
δa = (−1)|I|
I∏
c 6=a
(αa − αc − [c])−1
I˜∏
q
(βq − αa), a ∈ I ′
we split the products into products over even and odd indices
δa = (−1)|I|
I0∏
k 6=a
(
βk − αa
αa − αk − 1
) I1∏
k 6=a
(αa − αk + 1)−1
k∈I˜1∏
k
(βk − αa), a ∈ I ′.
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Continuing as before we have
I0∏
k 6=a
(
βk − αa
αa − αk − 1
)
=
I0∏
k 6=a
(
αk − αa
αa − βk − 1
)
=
m∏
k=1,k 6=a
(
αk − αa
αa − βk − 1
) I¯0∏
k 6=a
(
αk − αa
αa − βk − 1
)−1
=
m∏
k=1,k 6=a
(
αk − αa
αa − βk − 1
) I¯0∏
k 6=a
(
αk − αa
αa − (αk − 1)− 1
)−1
= (−1)|I¯0|
m∏
k=1,k 6=a
(
αk − αa
αa − βk − 1
)
= (−1)|I¯0|
m∏
k=1,k 6=a
(
αk − αa
αa − βk − 1
)
.
The final form of the δa equation is then
δa = (−1)m+n
m∏
k=1,k 6=a
(
αk − αa
αa − βk − 1
) m+n∏
k=m+1,k 6=a
(αa − αk + 1)−1
m+n+1∏
k=m+1
(βk − αa), a ∈ I ′,
where δa = 0 for a ∈ I0 and the substitution αa = βa + 1 can be used when a is even.
Also note that |I|+ |I¯0| = |I1|+ |I0|+ |I¯0| = n+m.
48 CHAPTER 4. THE GL(M |N) INVARIANTS
Chapter 5
Calculation of the gl(m|n) matrix
elements
This chapter is a presentation of the results published in the joint paper [26]. In this
chapter we will produce explicit expressions for type 1 unitary matrix elements for both
raising and lowering generators including the non-elementary generators. After initially
obtaining some preliminary results we then investigate the branching rules of type 1
unitary modules so as to establish a Gelfand-Tsetlin basis. Matrix element formulae are
then given together with their phases under the Baird and Biedenharn phase convention.
A detailed comparison with previous work is then carried out. Finally, as an example,
matrix elements for type 1 unitary irreducible gl(2|2) modules are given explicitly in terms
of representation labels for a general highest weight Λ.
5.1 Branching rules - Type 1 unitary
By definition, a matrix element must be expressed with respect to a basis. In this section
we define such a basis for type 1 unitary gl(m|n) modules.
A combinatorial notation exists for labeling basis vectors of a module known as the
Gelfand-Tsetlin (GT) basis notation. This combinatorial basis was first given for gl(m)
in [12,13]. Under this notation, basis vectors are identified by a triangular array of labels
where λr,p is the weight label located at the rth position in the pth row. The GT patterns
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for gl(m|n+ 1) are written as
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ1,m+n+1 λ2,m+n+1 · · · λm,m+n+1 | λ1¯,m+n+1 λ2¯,m+n+1 · · · λn¯,m+n+1 λn+1,m+n+1
λ1,m+n λ2,m+n · · · λm,m+n | λ1¯,m+n λ2¯,m+n · · · λn¯,m+n
· · · · · · . . .
λ1,m+1 λ2,m+1 · · · λm,m+1 | λ1¯,m+1
· · ·
λ1,m λ2,m · · · λm,m
· · · . . .
λ1,2 λ2,2
λ1,1

(5.1)
where each row (below the topmost) is the highest weight of one of the possible irreducible
submodules permitted by the branching rule for the subalgebra chain
gl(m|n+ 1) ⊃ gl(m|n) ⊃ · · · ⊃ gl(m|1) ⊃ gl(m) ⊃ gl(m− 1) ⊃ · · · ⊃ gl(1).
The necessary conditions (or branching conditions) on the gl(m|p) highest weights
occurring in the branching rule of an irreducible gl(m|p+1) highest weight representation
are repeated below for convenience (c.f. Theorem 4.1.1).
Theorem 5.1.1. [25] For r ≥ m + 1, the following conditions on the dominant weight
labels must hold in the pattern (5.1):
λµ,r+1 ≥ λµ,r ≥ λµ+1,r+1, 1 ≤ µ ≤ n,
λi,r+1 ≥ λi,r ≥ λi,r+1 − 1, 1 ≤ i ≤ m.
We also make use of the results of [23,27] specific to gl(m|1) ⊃ gl(m), adapted to the
type 1 unitary representations under consideration.
Theorem 5.1.2. [23,27] For a unitary type 1 irreducible representation V (Λ) of gl(m|1),
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using the notation of (5.1), we have the following conditions on the dominant weight labels:
λi,m+1 ≥ λi,m ≥ λi,m+1 − 1, 1 ≤ i ≤ m− 1,
λm,m+1 ≥ λm,m ≥ λm,m+1 − 1, if (Λ + ρ, εm − δ1) > 0 (i.e. only if Λ typical),
λm,m = λm,m+1, if (Λ + ρ, εm − δ1) = 0 (i.e. only if Λ atypical).
The general gl(m|n+ 1) branching rule can now be stated in the following theorem.
Theorem 5.1.3. For a unitary type 1 irreducible gl(m|n + 1) representation, the basis
vectors can be expressed in the form (5.1), with the following conditions on the dominant
weight labels:
(1) For r ≥ m+ 1,
λµ,r+1 ≥ λµ,r ≥ λµ+1,r+1, 1 ≤ µ ≤ n,
λi,r+1 ≥ λi,r ≥ λi,r+1 − 1, 1 ≤ i ≤ m,
(i.e result of Theorem 5.1.1);
(2) λi,m+1 ≥ λi,m ≥ λi,m+1 − 1, 1 ≤ i ≤ m− 1,
λm,m+1 ≥ λm,m ≥ λm,m+1 − 1, if (Λ + ρ, εm − δ1) > 0 (⇔ only if Λ typical),
λm,m = λm,m+1, if (Λ + ρ, εm − δ1) = 0 (⇔ only if Λ atypical),
(i.e. result of Theorem 5.1.2);
(3) For 1 ≤ j ≤ m,
λi+1,j+1 ≥ λi,j ≥ λi,j+1
(i.e. the usual gl(j) branching rules);
(4) For each r such that m+ 1 ≤ r ≤ m+ n+ 1, the rth row in (5.1) must correspond
to a type 1 unitary highest gl(m|r) weight, and for each j such that 1 ≤ j ≤ m, the
jth row in (5.1) must correspond to a highest gl(j) weight.
In the case of covariant tensor representations, it is easily verified that our branch-
ing rules coincide with those already presented by Stoilova and Van der Jeugt in [55].
Otherwise, the representation must be non-tensorial and essentially typical (modulo ten-
soring with the trivial one dimensional representation), and our branching rules are the
52 CHAPTER 5. CALCULATION OF THE GL(M |N) MATRIX ELEMENTS
full branching conditions given in Theorem 5.1.1, which furthermore coincide with the
branching rules given by Palev for the essentially typical representations [45, 47]. For a
proof of the branching rule for essentially typical representations see Appendix A of [26].
Branching rules for contravariant tensorial and more general type 2 unitary representa-
tions have not previously been formulated - we will do so in chapter 6.
5.2 Simultaneous shifts
We also require a method for determining the non-elementary generator matrix elements
of φp and ψ
p for p < m+n. To this end, we adopt an approach that was first used in [22],
that utilizes the composition of projection operators.
We first note that it is straightforward to verify that
(βr − αp)−1ψ[p] = ψ[p](βr − αp − (−1)(p))−1,
φ[p](βr − αp)−1 = (βr − αp − (−1)(p))−1φ[p].
Now, let B denote the characteristic matrix for gl(m|n+ 1), being the analogue of A for
gl(m|n). Using the projection operators
Q[r] =
m+n+1∏
k 6=r
( B − βk
βr − βk
)
,
the characteristic identity can be expressed as
BsuQ[r]ut = βrQ[r]st, 1 ≤ r, s, t, u ≤ m+ n+ 1,
which then leads to
Bsm+n+1Q[r]m+n+1t + BsuQ[r]ut = βrQ[r]st,
with u being summed from 1 to m+ n.
If we further restrict the s index in the previous equation up to m + n, we may then
write
ψsQ[r]m+n+1t = (βr −A)suQ[r]ut.
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Multiplying from the left by P [u] gives
P [u]swψ
wQ[r]m+n+1t = P [u]
s
x(βr −A)xvQ[r]vt
⇒ ψ[u]sQ[r]m+n+1t = (βr − αu)P [u]svQ[r]vt
⇒ (βr − αu)−1ψ[u]sQ[r]m+n+1t = P [u]svQ[r]vt
⇒ ψ[u]s(βr − αu − (−1)(u))−1Q[r]m+n+1t = P [u]svQ[r]vt. (5.2)
Alternatively, the characteristic identity may be written
Q[r]suBut = Q[r]stβr.
Setting s = m+ n+ 1 and restricting t to values up to m+ n leads to
Q[r]m+n+1vBvt +Q[r]m+n+1m+n+1Bm+n+1t = Q[r]m+n+1tβr
⇒ Q[r]m+n+1vBvt − (−1)(t)crφt = Q[r]m+n+1tβr
⇒ −(−1)(t)crφt = Q[r]m+n+1v(βr −A)vt.
Multiplying on the right by P [u]tw(−1)(w) then summing over t gives
−(−1)(t)+(w)crφtP [u]tw = (−1)(w)Q[r]m+n+1v(βr −A)vtP [u]tw
⇒ −crφ[u]w = (−1)(w)Q[r]m+n+1vP [u]vw(βr − αu)
⇒ −crφ[u]w(βr − αu)−1 = (−1)(w)Q[r]m+n+1vP [u]vw
⇒ −(−1)(w)cr(βr − αu − (−1)(u))−1φ[u]w = Q[r]m+n+1vP [u]vw.
Multiplying equation (5.2) on the right by P [u] gives
ψ[u]s(βr − αu − (−1)(u))−1Q[r]m+n+1vP [u]vw = P [u]stQ[r]tvP [u]vw
⇒ −(−1)(w)ψ[u]s(βr − αu − (−1)(u))−1(βr − αu − (−1)(u))−1crφ[u]w = P [u]stQ[r]tvP [u]vw.
(5.3)
We now must apply the shift operators ψ[u]s and φ[u]w in the above expression. Three
cases must be considered:
For odd u we move ψ[u]s to the right to give
−(−1)(w)(βr − αu)−1ψ[u]s(βr − αu − (−1)(u))−1crφ[u]w = P [u]stQ[r]tvP [u]vw
⇒ −(−1)(w)(βr − αu)−1(βr − αu − (−1)(u))−1crψ[u]sφ[u]w = P [u]stQ[r]tvP [u]vw,
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where in the last step we have used the fact that (βr − αu − (−1)(u))−1cr is independent
of u (for odd u) and so commutes with ψ[u]s. Equation (5.11) then leads to
ρruP [u]
p
q = (P [u]Q[r]P [u])
p
q
where
ρru = −(βr − αu − (−1)(u))−1(βr − αu)−1crδu, (u) = 1.
Note that the above expression may be used in the gl(m) case by setting (u) = 0 when
shifting labels at the subalgebra level m or lower.
For even u and u 6= r the invariant cr will have two extra terms when located between
ψ[u]s and φ[u]w due to index set considerations. We then have
− (−1)(w)ψ[u]s(βr − αu − (−1)(u))−1(βr − αu − (−1)(u))−1crφ[u]w
= −(−1)(w)ψ[u]s(βr − αu − (−1)(u))−1(βr − αu − (−1)(u))−1(βr − βu)−1(βr − αu − (−1)(u))φ[u]wcr
= −(−1)(w)ψ[u]s(βr − αu − (−1)(u))−1(βr − βu)−1φ[u]wcr
= −(−1)(w)(βr − αu)−1(βr − βu)−1ψ[u]sφ[u]wcr
= −(−1)(w)(βr − αu)−1(βr − αu + 1)−1ψ[u]sφ[u]wcr
since u ∈ I ′, which gives
ρru = −(βr − αu)−1(βr − αu + 1)−1crδu , (u) = 0, r 6= u.
Finally, for even u and u = r we have
− (−1)(w)ψ[u]s(βr − αu − (−1)(u))−1(βr − αu − (−1)(u))−1crφ[u]w
= −(−1)(w)ψ[u]s(βr − αu − (−1)(u))−1(βr − αu − (−1)(u))−1(βr − αu − (−1)(u))φ[u]wcr
= −(−1)(w)ψ[u]s(βr − αu − (−1)(u))−1φ[u]wcr
= −(−1)(w)(βr − αu)−1ψ[u]sφ[u]wcr
= (−1)(w)ψ[u]sφ[u]wcr
since r = u and u ∈ I ′, which gives
ρuu = cuδu , (u) = 0.
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Combining the above three cases we have
ρruP [u]
p
q = (P [u]Q[r]P [u])
p
q
where
ρru = −(βr − αu + 1)−1(βr − αu)−1crδu, (u) = 1,
ρru = −(βr − αu + 1)−1(βr − αu)−1crδu, (u) = 0, u 6= r,
ρuu = cuδu, (u) = 0, (5.4)
ρru = (βr − αu − 1)−1(βr − αu)−1crδu, gl(m) case, (5.5)
is a gl(m|n) invariant whose eigenvalues in fact determine the square of certain gl(m|n+
1) : gl(m|n) reduced Wigner coefficients. We note that the invariants ρru are only non-
vanishing when r ∈ I˜ and u ∈ I ′. Similarly for the adjoint projectors we have
(P¯ [u]Q¯[r]P¯ [u]) qp = ρ¯ruP¯ [u]
q
p (5.6)
where the ρ¯ru is a gl(m|n) invariant operator given by
ρ¯ru = (β¯r − α¯u + 1)−1(β¯r − α¯u)−1c¯rδ¯u, (u) = 1,
ρ¯ru = (β¯r − α¯u + 1)−1(β¯r − α¯u)−1c¯rδ¯u (u) = 0, u 6= r,
ρ¯uu = c¯uδ¯u, (u) = 0,
ρ¯ru = (β¯r − α¯u − 1)−1(β¯r − α¯u)−1c¯rδ¯u gl(m) case, (5.7)
whose eigenvalues determine the square of gl(m|n + 1) : gl(m|n) reduced vector Wigner
coefficients. As in the Lie algebra case [16] the above equations are all we need to deter-
mine the matrix elements of the gl(m|n + 1) generators. We note that ρ¯ru in equation
(5.7) is non-vanishing only when r ∈ I˜ ′ and u ∈ I.
Remark: We make the observation that the expressions for c¯r and δ¯r, given in equa-
tions (4.18) and (4.30) respectively, take exactly the same form (up to an overall sign in
the case of δ¯r) as their counterparts cr and δr of equations (4.16) and (4.29) respectively.
Specifically, the characteristic roots α¯q and β¯q are merely substituted for αq and βq re-
spectively, and the index sets I ′ and I˜ ′ are substituted for I and I˜ over the products.
Clearly this symmetry also extends to the expressions for ρru and ρ¯ru.
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5.3 Notation for subalgebra invariants
In this section we will briefly recall some of the definitions and results from previous
chapters. We will then extend our notation to identify the subalgebra level on which an
invariant or characteristic root is associated.
Let Q[r] and Q¯[r] (1 ≤ r ≤ m+n+ 1) denote the projection operators for gl(m|n+ 1)
which are analogues of the gl(m|n) projections P [s] and P¯ [s] (1 ≤ s ≤ m+n) respectively.
The gl(m|n + 1) characteristic roots are denoted βr and β¯r which are the respective
counterparts to the gl(m|n) characteristic roots αs and α¯s. We also let ψp and φp denote
the odd gl(m|n) vector and contragredient vector operators respectively defined by
ψp = (−1)(p)Ep,m+n+1 = Bpm+n+1, (5.8)
φp = (−1)(p)Em+n+1,p = −(−1)(p)Bm+n+1p. (5.9)
The vector and contragredient vector operators may be expressed as sums of shift com-
ponents
ψp =
m∑
i=1
ψ[i]p +
n∑
µ=1
ψ[µ]p,
φp =
m∑
i=1
φ[i]p +
n∑
µ=1
φ[µ]p.
where
ψ[r]p = ψqP¯ [r] pq = P [r]
p
qψ
q,
φ[r]p = P¯ [r]
q
p φq = (−1)(p)+(q)φqP [r]qp.
We determined previously that the (even) gl(m|n) invariants
cr = Q[r]
m+n+1
m+n+1, c¯r = Q¯[r]
m+n+1
m+n+1 , 1 ≤ r ≤ m+ n+ 1 (5.10)
have eigenvalues given by equations (4.16) and (4.18) respectively.
Also, in the previous chapter we defined invariants δr and δ¯r satisfying
(−1)(q)ψ[r]pφ[r]q = δrP [r]pq, r ∈ I ′, (5.11)
φ[r]pψ[r]
q = δ¯rP¯ [r]
q
p , r ∈ I, (5.12)
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with eigenvalues given by equations (4.29) and (4.30) respectively.
Taking p = q = m+ n in equations (5.11) and (5.12) we obtain the equations
ψ[r]m+nφ[r]m+n = −δrP [r]m+nm+n (5.13)
φ[r]m+nψ[r]
m+n = δ¯rP¯ [r]
m+n
m+n (5.14)
where we note that
P [r]m+nm+n, P¯ [r]
m+n
m+n
are the gl(m|n) analogues of the invariants cr and c¯r of equation (5.10) which may similarly
be expressed in terms of the gl(m|n) and gl(m|n − 1) characteristic roots in accordance
with equations (4.16) and (4.18) respectively.
In the case of unitary representations with
(ψ[r]p)† = φ[r]p,
we note that equations (5.13) and (5.14) determine the square of the matrix elements of
φm+n and ψm+n respectively. Thus we take the formulae arising from equations (5.13)
and (5.14) to determine the matrix elements.
We will now extend our notation to include an extra label to identify the location
within the subalgebra chain on which our invariants are defined. Firstly, we note that
gl(m|n+ 1) admits the subalgebra chain
gl(m|n+ 1) ⊃ gl(m|n) ⊃ · · · ⊃ gl(m|1) ⊃ gl(m) ⊃ gl(m− 1) ⊃ · · · ⊃ gl(1).
Let p denote the position on the subalgebra chain so that m + n ≥ p > m indicates the
gl(m|p − m) subalgebra while m ≥ p ≥ 1 indicates the gl(p) subalgebra. Then Ap is
understood to be the characteristic matrix associated with gl(m|p − m) for p > m and
with gl(p) for p ≤ m. The associated characteristic identities are
p∏
k=1
(Ap − αk,p) = 0
and
p∏
k=1
(A¯p − α¯k,p) = 0
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with the characteristic roots
αk,p = (−1)(k)(λk,p +m− k)− n
α¯k,p = m− (−1)(k)(λk,p +m+ 1− k).
From the characteristic identities we obtain the projections
P
[
p
r
]
=
p∏
k 6=r
( Ap − αk,p
αr,p − αk,p
)
and
P¯
[
p
r
]
=
p∏
k 6=r
( A¯p − α¯k,p
α¯r,p − α¯k,p
)
.
In a similar manner, we set
cr,m+n+1 = cr,
c¯r,m+n+1 = c¯r
so that
cr,p = P
[
p
r
]p
p
,
c¯r,p = P¯
[
p
r
] p
p
. (5.15)
which implies that cr,p is expressed in terms of αk,p and αk,p−1 (analogously for c¯r,p).
Similarly we have
δr,m+n = δr,
δ¯r,m+n = δ¯r (5.16)
so that δr,p is expressed in terms of αk,p+1 and αk,p (and analogously for δ¯r,p).
We also extend the notation used for the gl(m|n) vector operators ψp as defined in
equation 5.8 by denoting the gl(m|n) shift components as
ψk = ψk,m+n =
m+n∑
r=1
ψ
[
m+ n
r
]
k
,
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where
ψ
[
m+ n
r
]
k
= ψj,m+nP¯
[
m+ n
r
]
jk
are linearly independent and produce the shifts
αs,m+nψ
[
m+ n
s
]
= ψ
[
m+ n
s
]
(αs,m+n + (−1)(s)), 1 ≤ s ≤ m+ n. (5.17)
Similarly for the contragredient vector operator, we have
φk = φk,m+n =
m+n∑
r=1
φ
[
m+ n
r
]
k
,
where
φ
[
m+ n
r
]
k
= φj,m+nP
[
m+ n
r
]
jk
and the associated shift relation is
αs,m+nφ
[
m+ n
s
]
= ψ
[
m+ n
s
]
(αs,m+n + (−1)(s)), 1 ≤ s ≤ m+ n. (5.18)
Finally, we extend the notation for ρ so that
ρpr,u = −(αr,p − αu,p−1 + 1)−1(αr,p − αu,p−1)−1cr,pδu,p−1, (u) = 1.
and similarly for the other cases within equation (5.5) as well as equation (5.7).
5.4 Matrix element shift relations
In this section we obtain a preliminary result that will be used in section (5.6) when we
obtain the lowering generator matrix elements from the raising generator matrix elements.
The result in this section will show that by shifting a certain representation label in the
expression for c¯r,pδ¯r,p that we obtain the unbarred expression cr,pδr,p where p denotes the
subalgebra level of the invariant.
The previous discussion regarding equations (5.15) and (5.16) implies that we should
carry out the replacements βa → αa,p and αa → αa,p−1 in the formulae for c¯ and the
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replacements βa → αa,p+1 and αa → αa,p for the δ¯ equation. We then obtain
c¯r,pδ¯r,p =
m∏
k 6=r=1
(
(αk,p − αr,p − (−1)(r))(αk,p − αr,p + 1− (−1)(r))
(αk,p−1 − αr,p − (−1)(r))(αk,p+1 − αr,p + 1− (−1)(r))
)
×
(∏p−1
k=m+1(αk,p−1 − αr,p − 1− (−1)(r))
∏p+1
k=m+1(αk,p+1 − αr,p − (−1)(r))∏p
k 6=r=m+1(αk,p − αr,p − 1− (−1)(r))(αr,p − αk,p + (−1)(r))
)
, p ≥ m+ 1.
(5.19)
Note that decreasing λi,p or λµ,p by 1 results in the transformation
αr,p → αr,p − (−1)(r)
which was given in equation (3.29).
Applying the above transformation to equation (5.19) gives
m∏
k 6=r=1
(
(αk,p − αr,p)(αk,p − αr,p + 1)
(αk,p−1 − αr,p)(αk,p+1 − αr,p + 1)
)
×
(∏p−1
k=m+1(αk,p−1 − αr,p − 1)
∏p+1
k=m+1(αk,p+1 − αr,p)∏p
k 6=r=m+1(αk,p − αr,p − 1)(αr,p − αk,p)
)
, p ≥ m+ 1
which matches the unbarred invariant expression
cr,pδr,p =
m∏
k 6=r=1
(
(αk,p − αr,p + 1)(αk,p − αr,p)
(αk,p−1 − αr,p)(αk,p+1 − αr,p + 1)
)
×
(∏p−1
k=m+1(αk,p−1 − αr,p − 1)
∏p+1
k=m+1(αk,p+1 − αr,p)∏p
k 6=r=m+1(αr,p − αk,p)(αk,p − αr,p − 1)
)
, p ≥ m+ 1 (5.20)
after a suitable reordering of terms. We remark that the transformation of barred invari-
ants to unbarred ones does not apply to the invariants c and δ individually but only to
their products.
5.5 Sequence of calculation
Our goal is to obtain matrix element equations for raising and lowering elementary gener-
ators, for both type 1 and type 2 unitary modules. The result will appear as four pairs of
‘even’ and ‘odd’ equations corresponding to a shift of an even or odd representation label.
Ultimately, we will obtain matrix element equations for non-elementary generators via
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the method of simultaneous shifts outlined in the next section. Each of these equations
is given modulo a phase factor which must also be calculated separately for type 1 and
type 2 modules.
Note that the projection operator P¯ [r] (and by consequence c¯r) act on the tensor
product space V (1) ⊗ V (Λ). As the vector module V (1) is type 1 unitary we require
Λ to also be type 1 unitary so as to ensure complete reducibility in the tensor product
decomposition (c.f. Theorem 2.3.5). Therefore, the expression δ¯rc¯r will provide the type
1 unitary raising matrix elements.
Similarly, the operators P [r] and cr act on the tensor product space V
∗(1) ⊗ V (Λ).
The vector module V ∗(1) = V (−δn) is type 2 unitary so that we require that Λ to also
be type 2 unitary to ensure complete reducibility. Hence, the expression δrcr will provide
the type 2 unitary lowering matrix elements.
The other ‘half’ of the matrix elements are obtained via Hermitian conjugation. We
distinguish the type 2 unitary matrix elements with the use of a prime so that N ′ and N¯ ′
are the type 2 unitary raising and lowering matrix element equations respectively. The
above discussion is summarized in the following table.
Module Generator Method
Type 1 unitary Raising Directly using N = δ¯rc¯r
Type 1 unitary Lowering via conjugation to obtain N¯ from δ¯rc¯r
Type 2 unitary Lowering Directly using N¯ ′ = δrcr
Type 2 unitary Raising via conjugation to obtain N ′ from δrcr
Note that we will proceed to derive matrix element formulae in the same order as
given in the table above.
5.6 Matrix element formulae - Type 1 unitary
In general the gl(m|n+ 1) generators
ψp = (−1)(p)Ep,m+n+1, φp = (−1)(p)Em+n+1,p
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may be resolved into a sum of simultaneous shift components
ψp =
∑
u
ψ
[
m+ n . . . p
um+n . . . up
]p
, (5.21)
φp =
∑
u
φ
[
m+ n . . . p
um+n . . . up
]
p
, (5.22)
where the summation symbol is shorthand notation for
m+n∑
um+n=1
m+n−1∑
um+n−1=1
· · ·
p∑
up=1
.
These simultaneous shift components, which are a generalization of the shift components
in equations (3.26) and (3.28), have the following action on the labels of a GT pattern
|λq,s〉 (The dummy subscripts in the notation λq,s indicate the array of labels within a GT
pattern)
ψ
[
m+ n . . . p
um+n . . . up
]p
|λq,s〉 = |λq,s + ∆um+n,m+n + ∆um+n−1,m+n−1 + . . .+ ∆up+1,p+1 + ∆up,p〉
φ
[
m+ n . . . p
um+n . . . up
]
p
|λq,s〉 = |λq,s −∆um+n,m+n −∆um+n−1,m+n−1 − . . .+ ∆up+1,p+1 −∆up,p〉
where |λq,s ± ∆r,p〉 indicates the GT pattern obtained from |λq,s〉 by increasing (resp.
decreasing) the label λr,p by one unit and leaving the remaining labels unchanged.
The simultaneous shift components of equations (5.21) and (5.22) may be defined
recursively according to
ψ
[
m+ n . . . q
um+n . . . uq
]p
=
q∑
s=1
ψ
[
m+ n . . . q + 1
um+n . . . uq+1
]s
P¯
[
q
uq
] p
s
=
q∑
s=1
P
[
q
uq
]p
s
ψ
[
m+ n . . . q + 1
um+n . . . uq+1
]s
, 1 ≤ p ≤ q,
φ
[
m+ n . . . q
um+n . . . uq
]
p
=
q∑
s=1
(−1)(p)+(s)φ
[
m+ n . . . q + 1
um+n . . . uq+1
]
s
P
[
q
uq
]s
p
=
q∑
s=1
P¯
[
q
uq
] s
p
φ
[
m+ n . . . q + 1
um+n . . . uq+1
]
s
, 1 ≤ p ≤ q.
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Thus we obtain, by repeated application of equations (5.13) and (5.6)
(−1)(p)ψ
[
m+ n . . . p
um+n . . . up
]p
φ
[
m+ n . . . p
um+n . . . up
]
p
= δum+n,m+nP
[
p p+ 1 . . . m+ n . . . p
up up+1 . . . um+n . . . up
]p
p
= δum+n,m+ncup,p
m+n∏
s=p+1
ρsus,us−1 (5.23)
and similarly
φ
[
m+ n . . . p
um+n . . . up
]
p
ψ
[
m+ n . . . p
um+n . . . up
]p
= δ¯um+n,m+nc¯up,p
m+n∏
s=p+1
ρ¯sus,us−1 (5.24)
which is the required generalization of equation (5.14). In the case of unitary represen-
tations, equations (5.23) and (5.24) determine the matrix elements of the gl(m|n + 1)
generators φp and ψ
p respectively.
We now give closed form expressions for the matrix elements of the generators El,p+1
and Ep+1,l (1 ≤ l ≤ p). Once again using the Gelfand-Tsetlin (GT) basis notation with
the label λr,p located at the rth position in the pth row. The matrix of Ep+1,p+1 is diagonal
with the entries
p+1∑
r=1
λr,p+1 −
p∑
r=1
λr,p.
We consider a fixed GT pattern denoted by |λq,s〉 and proceed by first obtaining the
matrix elements of the elementary generators Ep,p+1 and Ep+1,p.
We first resolve Ep,p+1 into its shift components, which gives
Ep,p+1|λq,s〉 =
p∑
r=1
(−1)(p)ψ
[
p
r
]p
|λq,s〉
=
p∑
r=1
Npr (λq,p+1;λq,p;λq,p−1)|λq,s + ∆r,p〉, (5.25)
where, as mentioned previously, |λq,s+∆r,p〉 indicates the GT pattern obtained from |λq,s〉
by increasing the label λr,p by one unit and leaving the remaining labels unchanged.
Remark: We adopt the convention throughout the thesis that |λq,s + ∆r,p〉 is identi-
cally zero if the branching rules are not satisfied. In other words, |λq,s + ∆r,p〉 does not
form an allowable GT pattern. In such a case the matrix element is understood to be
identically zero.
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Since the shift operators satisfy the Hermiticity condition
φ
[
p
r
]
p
=
(
ψ
[
p
r
]p)†
then we may use equation (5.14) to express the matrix elements Npr as
Npr (λq,p+1;λq,p;λq,p−1) = ±〈λq,s|δ¯r,pc¯r,p|λq,s〉1/2 (5.26)
where δ¯r,p and c¯r,p are either invariants of the gl(m|p−m) subalgebra for m < p ≤ m+ n
or invariants of the gl(p) subalgebra for 1 ≤ p ≤ m.
The matrix element Npr has an undetermined sign (or phase factor). However, the
Baird and Biedenharn convention sets the phases of the matrix elements Npr of the el-
ementary generators Ep,p+1 to be real and positive - we will follow [16] and adopt this
convention. That is, we set the sign on the RHS of equation (5.26) to be positive. Matrix
element phases for the non-elementary generators will be discussed later in this section.
The raising operator matrix elements
For the case p ≥ m+ 1 applied to equations (5.26) and (5.19) we obtain
Npi =
[
m∏
k 6=i=1
(
(αk,p − αi,p − 1)(αk,p − αi,p)
(αk,p−1 − αi,p − 1)(αk,p+1 − αi,p)
)
×
(∏p−m−1
ν=1 (αν,p−1 − αi,p − 2)
∏p−m+1
ν=1 (αν,p+1 − αi,p − 1)∏p−m
ν=1 (αν,p − αi,p − 2)(αν,p − αi,p − 1)
)]1/2
, p ≥ m+ 1
Npµ =
[
m∏
k 6=µ=1
(
(αk,p − αµ,p + 1)(αk,p − αµ,p + 2)
(αk,p−1 − αµ,p + 1)(αk,p+1 − αµ,p + 2)
)
×
(∏p−m−1
ν=1 (αν,p−1 − αµ,p)
∏p−m+1
ν=1 (αν,p+1 − αµ,p + 1)∏p−m
ν 6=µ=1(αν,p − αµ,p)(αν,p − αµ,p + 1)
)]1/2
, p ≥ m+ 1.
Continuing, we note that for the case p = m we have
Nmr (λq,m+1;λq,m;λq,m−1) = 〈λq,s|δ¯r,mc¯r,m|λq,s〉1/2
where δ¯r,m is a gl(m|1) invariant but c¯r,m is a gl(m) invariant. That is, c¯r,m is dependent
only on labels at rows m and m− 1 of the GT pattern. These two rows of labels satisfy
5.6. MATRIX ELEMENT FORMULAE - TYPE 1 UNITARY 65
the usual gl(m) branching conditions. We may therefore obtain c¯r,m from equation (4.18)
by allowing the index sets I and I ′ to range over all possible values and setting all parity
factors to be 0 (even) so that
c¯i,m =
m∏
k 6=i
(α¯i,m − α¯k,m)−1
m−1∏
k=1
(α¯i,m − α¯k,m−1 − 1), 1 ≤ i ≤ m
=
m∏
k 6=i
(αk,m − αi,m)−1
m−1∏
k=1
(αk,m−1 − αi,m), 1 ≤ i ≤ m.
The above formula is consistent with that previously obtained for the U(m) case in [16].
Continuing with the p = m case we are able to utilize the δ¯i equations given earlier
but with n = 0
δ¯i,m = (βm+1 − αi − 1)
m∏
k 6=i
(
αk − αi
βk − αi
)
, 1 ≤ i ≤ m.
After the change in notation βa → αa,m+1 and αa → αa,m we have
δ¯i,m = (αm+1,m+1 − αi,m − 1)
m∏
k 6=i
(
αk,m − αi,m
αk,m+1 − αi,m
)
, 1 ≤ i ≤ m,
allowing us to give the squared matrix element as
(Nmi )
2 = δ¯i,mc¯i,m
= (αm+1,m+1 − αi,m − 1)
m∏
k 6=i
(
αk,m − αi,m
αk,m+1 − αi,m
) m∏
k 6=i
(αk,m − αi,m)−1
m−1∏
k
(αk,m−1 − αi,m)
= (αm+1,m+1 − αi,m − 1)
∏m−1
k (αk,m−1 − αi,m)∏m
k 6=i (αk,m+1 − αi,m)
.
The final matrix element formula is then
Nmi = (αm+1,m+1 − αi,m − 1)1/2
(∏m−1
k (αk,m−1 − αi,m)∏m
k 6=i (αk,m+1 − αi,m)
)1/2
.
For p < m we can utilize the results for the U(m) case in [16]. This matrix element
formula is given here for convenience:
Npr =
(
(−1)p∏p+1k=1(αk,p+1 − αr,p − 1)∏p−1k=1(αr,p − αk,p−1)∏p
k 6=r(αr,p − αk,p + 1)(αr,p − αk,p)
)1/2
, p < m.
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The method of obtaining the matrix elements of the non-elementary generators El,p+1
is similar. Resolving El,p+1 (l < p) into simultaneous shift components, we have
El,p+1|λq,s〉 =
∑
u
ψ
[
p . . . l
up . . . ul
]l
|λq,s〉
=
∑
u
N
[
p . . . l
up . . . ul
]
|λq,s + ∆up,p + . . .+ ∆ul,l〉, (5.27)
where |λq,s+∆up,p+. . .+∆ul,l〉 indicates the GT pattern obtained from |λq,s〉 by increasing
the p− l + 1 labels λur,r of the subalgebra gl(m|r −m) for r = l, . . . , p, by one unit and
leaving the remaining labels unchanged. Here the matrix elements
N
[
p . . . l
up . . . ul
]
are given by
±〈λq,s|ψ†
[
p . . . l
up . . . ul
]
l
ψ
[
p . . . l
up . . . ul
]l
|λq,s〉1/2.
Therefore, from equations (5.7) and (5.24) , we can express this matrix element as
N
[
p . . . l
up . . . ul
]
= ± (δ¯up,pc¯ul,l)1/2 p∏
s=l+1
(
ρ¯sus,us−1
)1/2
= ± (δ¯up,pc¯ul,l)1/2 p∏
s=l+1
[−(α¯us,s − α¯us−1,s−1 + 1)−1(α¯us,s − α¯us−1,s−1)−1]1/2
×
p∏
s=l+1
[
c¯us,sδ¯us−1,s−1
]1/2
(5.28)
= ±
p∏
r=l
N rur
p∏
s=l+1
[
(α¯us,s − α¯us−1,s−1 + 1)−1(α¯us,s − α¯us−1,s−1)−1
]1/2
(5.29)
where the undefined sign is specified later in Section 5.7 and we have
α¯us,s − α¯us−1,s−1 = (−1)(us−1)(λus−1,s−1 − us−1)− (−1)(us)(λus,s − us) + ((−1)(us−1) − (−1)(us))(m+ 1)
(5.30)
since
α¯r,m = (−1)(r)(−λr + r −m− 1) +m,
α¯k,m = (−1)(k)(−λk + k −m− 1) +m.
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Also note within equation (5.28), that the term (α¯us,s − α¯us−1,s−1 − (−1)(us−1))−1 cancels
the corresponding term within the numerator of c¯us,s.
We may now give expressions in terms of the weight labels λq,s, using the characteristic
root equations (3.4), (3.5), (3.8) and (3.9). Note also that the labels λq,s determining the
basis vectors are subject to the branching rules of Theorem 5.1.3.
For generators Ep+1,p+1, 1 ≤ p ≤ m+ n, the matrices are diagonal with
p+1∑
r=1
λr,p+1 −
p∑
r=1
λr,p
as the entry coinciding with the vector |λq,s〉 in the ordered basis. Similarly, the matrix
of the generator E11 has entries λ11 on the diagonal.
For raising generators, our derivation makes use of the characteristic matrix A¯ of
equation (3.2). The matrix elements of the elementary raising generators Ep,p+1, 1 ≤ p ≤
m+ n are determined by
Ep,p+1|λq,s〉 =
p∑
r=1
Npr (λq,p+1;λq,p;λq,p−1)|λq,s + ∆r,p〉,
with Npr given in terms of the GT basis labels as follows. For p ≥ m+ 1,
Npi =
[
m∏
k 6=i=1
(
(λk,p − λi,p − k + i− 1)(λk,p − λi,p − k + i)
(λk,p−1 − λi,p − k + i)(λk,p+1 − λi,p − k + i− 1)
)
×
(∏p−m−1
ν=1 (−λν,p−1 − λi,p + ν + i−m− 1)
∏p−m+1
ν=1 (−λν,p−m+1 − λi,p + ν + i−m− 2)∏p−m
ν=1 (−λν,p − λi,p + ν + i−m− 2)(−λν,p − λi,p + ν + i−m− 1)
)]1/2
,
(5.31)
Npµ =
[
m∏
k=1
(
(λk,p + λµ,p − k − µ+m+ 1)(λk,p + λµ,p − k − µ+m+ 2)
(λk,p−1 + λµ,p − k − µ+m+ 2)(λk,p+1 + λµ,p − k − µ+m+ 1)
)
×
(∏p−m−1
ν=1 (−λν,p−1 + λµ,p + ν − µ+ 1)
∏p−m+1
ν=1 (−λν,p+1 + λµ,p + ν − µ)∏p−m
ν 6=µ=1(−λν,p + λµ,p + ν − µ)(−λν,p + λµ,p + ν − µ+ 1)
)]1/2
.
(5.32)
We also have (for the case p = m)
Nmi = (−λm+1,m+1 − λi,m −m+ i− 1)1/2
(∏m−1
k (λk,m−1 − λi,m − k + i− 1)∏m
k 6=i (λk,m+1 − λi,m − k + i− 1)
)1/2
.
(5.33)
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Finally, for p < m,
Npi =
(
(−1)p∏p+1k=1(λk,p+1 − λi,p − k + i)∏p−1k=1(λi,p − λk,p−1 − k + i+ 1)∏p
k 6=i(λi,p − λk,p + k − i+ 1)(λi,p − λk,p + k − i)
)1/2
, (5.34)
which was derived for the Lie algebra case in [16]. The above matrix element equations
are valid for all type 1 unitary irreducible representations. Our matrix element equations
match those given by Palev [45] and Stoilova and Van der Jeugt [55] where they each
considered a subclass of these representations. As mentioned previously, we have adopted
the convention that the phase of the matrix elements of the elementary generators are
real and positive.
We may also give explicit expressions for the non-elementary raising generators El,p+1,
l < p, with
El,p+1|λq,s〉 =
∑
u
N
[
p . . . l
up . . . ul
]
|λq,s + ∆up,p + . . .+ ∆ul,l〉,
where the sum is over all allowable shift components, as we have already described in
equations (5.21) and (5.22). In this case the matrix elements take on the form
N
[
p . . . l
up . . . ul
]
=
S
(
N
[
p ... l
up...ul
])∏p
r=lN
r
ur∏p
s=l+1
√
(α¯us,s − α¯us−1,s−1 + 1)(α¯us,s − α¯us−1,s−1)
, (5.35)
where the difference α¯us,s − α¯us−1,s−1 in characteristic roots has been given in terms of
the labels λq,s in equation (5.30), and the phase S
(
N
[
p ... l
up...ul
])
is calculated in the next
section and given in equation (5.47).
The lowering operator matrix elements
We may now obtain matrix elements of the lowering operators Ep+1,p via the relation
〈(λ)− δrp|Ep+1,p|(λ)〉 = 〈(λ)|Ep,p+1|(λ− δrp)〉,
which holds on type 1 unitary representations. It is clear that, Ep+1,p is simply obtained
from Ep,p+1 by making the substitution λrp → λrp − 1 within the characteristic roots
occurring in the matrix element formula for Ep,p+1. Therefore, from the matrix element
shift relation given in section 5.4 we see that the lowering operator analogue of equation
(5.26) is actually
N¯pr (λq,p+1;λq,p;λq,p−1) = 〈λq,s|δr,pcr,p|λq,s〉1/2. (5.36)
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It is a remarkable fact that the above substitution corresponds to replacing barred quan-
tities by unbarred ones.
We now consider the matrix element N¯
[
p ... l
up...ul
]
of the non-elementary lowering opera-
tors Ep+1,l for (l < p). The calculation is analogous to the El,p+1 case given above. We
obtain
N¯
[
p . . . l
up . . . ul
]
= ± (δup,pcul,l)1/2 p∏
s=l+1
(
ρsus,us−1
)1/2
= ± (δup,pcul,l)1/2 p∏
s=l+1
[−(αus,s − αus−1,s−1 + 1)−1(αus,s − αus−1,s−1)−1]1/2
×
p∏
s=l+1
[
cus,sδus−1,s−1
]1/2
= ±
p∏
r=l
N¯ rur
p∏
s=l+1
[−(αus,s − αus−1,s−1 + 1)−1(αus,s − αus−1,s−1)−1]1/2 ,
(5.37)
where
αus,s − αus−1,s−1 = (−1)(us)(λus,s − us)− (−1)(us−1)(λus−1,s−1 − us−1)− ((−1)(us−1) − (−1)(us))m− 1.
We will first give the elementary generators Ep+1,p, 1 ≤ p ≤ m+ n, with
Ep+1,p|λq,s〉 =
p∑
r=1
N¯pr (λq,p+1;λq,p;λq,p−1)|λq,s −∆r,p〉.
For p ≥ m+ 1,
N¯pi =
[
m∏
k 6=i=1
(
(λk,p − λi,p − k + i)(λk,p − λi,p − k + i+ 1)
(λk,p−1 − λi,p − k + i+ 1)(λk,p+1 − λi,p − k + i)
)
×
(∏p−m−1
ν=1 (−λν,p−1 − λi,p + ν + i−m)
∏p−m+1
ν=1 (−λν,p+1 − λi,p + ν + i−m− 1)∏p−m
ν=1 (−λν,p − λi,p + ν + i−m− 1)(−λν,p − λi,p + ν + i−m)
)]1/2
,
(5.38)
N¯pµ =
[
m∏
k=1
(
(λk,p + λµ,p − k − µ+m)(λk,p + λµ,p − k − µ+m+ 1)
(λk,p−1 + λµ,p − k − µ+m+ 1)(λk,p+1 + λµ,p − k − µ+m)
)
×
(∏p−m−1
ν=1 (−λν,p−1 + λµ,p + ν − µ)
∏p−m+1
ν=1 (−λν,p+1 + λµ,p + ν − µ− 1)∏p−m
ν 6=µ=1(−λν,p + λµ,p + ν − µ− 1)(−λν,p + λµ,p + ν − µ)
)]1/2
.
(5.39)
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For the case p = m we have
N¯mi = (−λm+1,m+1 − λi,m −m+ i)1/2
(∏m−1
k (λk,m−1 − λi,m − k + i)∏m
k 6=i (λk,m+1 − λi,m − k + i)
)1/2
. (5.40)
Finally, when p < m, we once again make use of the results in [16], namely
N¯pi =
(
(−1)p∏p+1k=1(λk,p+1 − λi,p − k + i+ 1)∏p−1k=1(λi,p − λk,p−1 − k + i)∏p
k 6=i(λi,p − λk,p + k − i)(λi,p − λk,p + k − i− 1)
)1/2
. (5.41)
The matrix elements N¯
[
p ... l
up...ul
]
of the non-elementary lowering operators Ep+1,l for
(l < p) appears as
Ep+1,l|λq,s〉 =
∑
u
N¯
[
p . . . l
up . . . ul
]
|λq,s −∆up,p − . . .−∆ul,l〉, (5.42)
and are given by
N¯
[
p . . . l
up . . . ul
]
=
S
(
N¯
[
p ... l
up...ul
])∏p
r=l N¯
r
ur∏p
s=l+1
√
(αus,s − αus−1,s−1 + 1)(αus,s − αus−1,s−1)
, (5.43)
where the difference αus,s−αus−1,s−1 is given by equation (5.30), and the phase S
(
N¯
[
p ... l
up...ul
])
is calculated in the next section and given in equation (5.48).
Remarks:
1. In view of the remark on page 55, we may observe that in in the formula (5.29) for
the non-elementary raising generators, making the substitutions N rur → N¯ rur , α¯us,s
→ αus,s, α¯us−1,s−1→ αus−1,s−1 clearly gives the matrix element formula (5.37) for the
non-elementary lowering generators. This further highlights the symmetry of the
expressions for the matrix elements in interchange of the two types of characteristic
roots α¯r and αr.
2. It is understood that to apply the matrix element formula derived above, where
possible terms are canceled first and reduced to the most simplified rational form
before applying the formulae and substituting weight labels.
3. All terms appearing in the square roots in the above formula are indeed positive
numbers.
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4. We have adopted the convention that a shifted pattern |λq,s ± ∆r,p〉 is identically
zero if the branching rules are not satisfied. In particular, the matrix element
corresponding to a forbidden GT pattern (i.e. one for which the branching rules of
Theorem 5.1.3 are not satisfied) is identically zero.
5.7 Phase Calculations - Type 1 unitary
We now derive the phase of the matrix elements of the generators Ep,p+2 and then extend
this result to matrix elements of all generators Ep,p+q.
The simple generators Ep,p+1 acting on a GT pattern |λq,s〉 (with the top row being
the highest weight of a type 1 unitary representation for gl(m|n+ 1)) will produce
Ep,p+1|λq,s〉 =
p∑
a=1
Npa |λq,s + εa,p〉
where |λq,s+εa,p〉 is the GT pattern |λq,s〉 but with the ath label of the pth row shifted by
+1. Consequently, non-zero matrix elements of the simple generators will be of the form
〈λq,s + εa,p|Ep,p+1|λq,s〉 = +Npa [λq,s] (5.44)
where we have set Npa to be positive by the Baird and Biedenharn convention. We have
also used square brackets on the RHS to indicate the dependency of the matrix element
Npa on the labels λq,s. Non-zero matrix elements of non-simple generators Ep,p+2 are given
by
N
[
p+ 1 p
b a
]
= 〈λq,s + εa,p + εb,p+1|Ep,p+2|λq,s〉
= 〈λq,s + εa,p + εb,p+1|[Ep,p+1, Ep+1,p+2]|λq,s〉
= 〈λq,s + εa,p + εb,p+1|Ep,p+1|λq,s + εb,p+1〉〈λq,s + εb,p+1|Ep+1,p+2|λq,s〉
− 〈λq,s + εa,p + εb,p+1|Ep+1,p+2|λq,s + εa,p〉〈λq,s + εa,p|Ep,p+1|λq,s〉.
Using (5.44) the above equation can be written as
N
[
p+ 1 p
b a
]
= Npa [λq,s + εb,p+1]N
p+1
b [λq,s]−Np+1b [λq,s + εa,p]Npa [λq,s]
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where all of the matrix elements on the RHS are positive due to the Baird-Beidenharn
convention. By examining the change (addition or removal of terms) resulting from the
shift λq,s + εb,p+1 to
δ¯a,p =
∏
k∈I′,k 6=a
(
α¯a,p − α¯k,p − (−1)(k)
)−1 ∏
r∈I˜′
(α¯a,p − α¯r,p+1) , a ∈ I,
and the shift λq,s + εa,p to
c¯b,p+1 =
∏
k∈I˜′,k 6=b
(α¯b,p+1 − α¯k,p+1)−1
∏
r∈I′
(
α¯b,p+1 − α¯r,p − (−1)(r)
)
, b ∈ I˜ ′.
we find that for odd a and odd b
N
[
p+ 1 p
b a
]
[λq,s] = N
p
a [λq,s + εb,p+1]N
p+1
b [λq,s]−Np+1b [λq,s + εa,p]Npa [λq,s]
= (δ¯a,pc¯a,p)
1/2[λq,s + εb,p+1]N
p+1
b [λq,s]− (δ¯b,p+1c¯b,p+1)1/2[λq,s + εa,p]Npa [λq,s]
= (δ¯a,p)
1/2[λq,s + εb,p+1](c¯a,p)
1/2[λq,s]N
p+1
b [λq,s]
− (c¯b,p+1)1/2[λq,s + εa,p](δ¯b,p+1)1/2[λq,s]Npa [λq,s]
=
√
α¯a,p − α¯b,p+1 − 1√
α¯a,p − α¯b,p+1 (δ¯a,p)
1/2(c¯a,p)
1/2[λq,s]N
p+1
b [λq,s]
−
√
α¯b,p+1 − α¯a,p√
α¯b,p+1 − α¯a,p + 1
(c¯b,p+1)
1/2(δ¯b,p+1)
1/2[λq,s]N
p
a [λq,s]
=
(√
α¯a,p − α¯b,p+1 − 1
α¯a,p − α¯b,p+1 −
√
α¯a,p − α¯b,p+1
α¯a,p − α¯b,p+1 − 1
)
NpaN
p+1
b [λq,s]
= −(α¯a,p − α¯b,p+1 − 1)−1/2(α¯a,p − α¯b,p+1)−1/2NpaNp+1b [λq,s]
= (α¯b,p+1 − α¯a,p + 1)−1/2(α¯b,p+1 − α¯a,p)−1/2NpaNp+1b [λq,s]
which is in agreement with equation (5.29). In other words, we have rederived the ex-
pression for ρ¯p+1up+1,up . We therefore expect that for the other three parity combinations of
a and b, we will obtain the same result. To confirm this expectation we continue with the
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case of even a and even b
N
[
p+ 1 p
b a
]
[λq,s] = (δ¯a,p)
1/2[λq,s + εb,p+1](c¯a,p)
1/2[λq,s]N
p+1
b [λq,s]
− (c¯b,p+1)1/2[λq,s + εa,p](δ¯b,p+1)1/2[λq,s]Npa [λq,s]
=
√
α¯a,p − α¯b,p − 1√
α¯a,p − α¯b,p+1 (δ¯a,p)
1/2(c¯a,p)
1/2[λq,s]N
p+1
b [λq,s]
−
√
α¯b,p+1 − α¯a,p√
α¯b,p+1 − α¯a,p+1 (c¯b,p+1)
1/2(δ¯b,p+1)
1/2[λq,s]N
p
a [λq,s]
=
(√
α¯b,p+1 − α¯a,p + 1
α¯b,p+1 − α¯a,p −
√
α¯b,p+1 − α¯a,p
α¯b,p+1 − α¯a,p + 1
)
NpaN
p+1
b [λq,s]
= (α¯b,p+1 − α¯a,p + 1)−1/2(α¯b,p+1 − α¯a,p)−1/2NpaNp+1b [λq,s]
where there are some subtleties in the above derivation that must be noted. In line 3
the appearance of the expressions within the square roots is due to the index sets being
modified by the shift. Specifically, the expression for c¯b,p+1 will contain two extra terms
(with the shift taking effect) after the label λa,p is raised, while δ¯a,p will loose two terms
(that have their original unshifted values) after the label λb,p+1 has been raised. Also note
that in the 5th line we have been able to replace αb,p by αb,p+1 since in order to raise
the label λb,p+1 for even b we necessarily have λb,p = λb,p+1 which implies α¯b,p = α¯b,p+1
from equation (3.4). Similarly, in the same line we are permitted to replace α¯a,p+1 by
α¯a,p− 1 since to raise the label λa,p for even a we require λa,p = λa,p+1− 1 or equivalently
α¯a,p = α¯a,p+1 + 1 by equation (3.4).
For even a and odd b we may refer to the corresponding expressions within the square
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roots in the calculations above to obtain
N
[
p+ 1 p
b a
]
[λq,s] = (δ¯a,p)
1/2[λq,s + εb,p+1](c¯a,p)
1/2[λq,s]N
p+1
b [λq,s]
− (c¯b,p+1)1/2[λq,s + εa,p](δ¯b,p+1)1/2[λq,s]Npa [λq,s]
=
√
α¯a,p − α¯b,p+1 − 1√
α¯a,p − α¯b,p+1 (δ¯a,p)
1/2(c¯a,p)
1/2[λq,s]N
p+1
b [λq,s]
−
√
α¯b,p+1 − α¯a,p√
α¯b,p+1 − α¯a,p+1 (c¯b,p+1)
1/2(δ¯b,p+1)
1/2[λq,s]N
p
a [λq,s]
=
(√
α¯b,p+1 − α¯a,p + 1
α¯b,p+1 − α¯a,p −
√
α¯b,p+1 − α¯a,p
α¯b,p+1 − α¯a,p + 1
)
NpaN
p+1
b [λq,s]
= (α¯b,p+1 − α¯a,p + 1)−1/2(α¯b,p+1 − α¯a,p)−1/2NpaNp+1b [λq,s]
while for odd a and even b we have
N
[
p+ 1 p
b a
]
[λq,s] = (δ¯a,p)
1/2[λq,s + εb,p+1](c¯a,p)
1/2[λq,s]N
p+1
b [λq,s]
− (c¯b,p+1)1/2[λq,s + εa,p](δ¯b,p+1)1/2[λq,s]Npa [λq,s]
=
√
α¯a,p − α¯b,p − 1√
α¯a,p − α¯b,p+1 (δ¯a,p)
1/2(c¯a,p)
1/2[λq,s]N
p+1
b [λq,s]
−
√
α¯b,p+1 − α¯a,p√
α¯b,p+1 − α¯a,p + 1
(c¯b,p+1)
1/2(δ¯b,p+1)
1/2[λq,s]N
p
a [λq,s]
=
(√
α¯b,p+1 − α¯a,p + 1
α¯b,p+1 − α¯a,p −
√
α¯b,p+1 − α¯a,p
α¯b,p+1 − α¯a,p + 1
)
NpaN
p+1
b [λq,s]
= (α¯b,p+1 − α¯a,p + 1)−1/2(α¯b,p+1 − α¯a,p)−1/2NpaNp+1b [λq,s].
From the above for cases we observe that the sign of N
[
p+1 p
b a
]
is directly given by the
sign of α¯b,p+1 − α¯a,p. In fact, the sign of N
[
p ... l
up...ul
]
is given by the multiplied signs of the
ρ¯ terms in (5.28). Note that the above derivation implies that the sign of (ρsus,us−1)
1/2 is
given by taking the square root of (α¯us,s−α¯us−1,s−1 +1) and (α¯us,s−α¯us−1,s−1) individually.
We therefore have
S
(
N
[
p . . . l
up . . . ul
])
=
p∏
s=l+1
S(ρ¯sus,us−1)
=
p∏
s=l+1
S(α¯us,s − α¯us−1,s−1) (5.45)
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so that our goal is reduced to determining the sign of (α¯us,s− α¯us−1,s−1) for all four parity
combinations of (us) and (us − 1).
For (us) = 0, (us−1) = 0,us 6= us−1 we have
S(α¯us,s − α¯us−1,s−1) = S(λus−1,s−1 − λus,s + us − us−1)
= S(us − us−1) (5.46)
by lexicality.
Similarly, for (us) = 1, (us−1) = 1 we have
S(α¯us,s − α¯us−1,s−1) = S(λus,s − λus−1,s−1 + us−1 − us)
= S(us−1 − us).
The two cases where the parities (us) and (us−1) are different require more work. For
(us) = 1, (us−1) = 0
S(α¯us,s − α¯us−1,s−1) = S(α¯us,s − α¯us−1,s − 1)
= S( (Λ(s) + ρ(s), us−1 − δus) )
where Λ(s) denotes the highest weight with components λ1,s, λ2,s, ..., λs,s and ρ(s) is the
graded half-sum of the positive roots of gl(m|s−m) for s > m or of gl(s) for s ≤ m.
Now, for the case of Λ(s) being typical type 1 unitary we have (Λ(s) +ρ(s), m− δn) > 0
which gives
(Λ(s) + ρ(s), us−1 − δus) = (Λ(s) + ρ(s), m − δn) + (Λ(s) + ρ(s), us−1 − m) + (Λ(s) + ρ(s), δn − δus)
≥ (Λ(s) + ρ(s), m − δn) > 0.
For Λ(s) atypical type 1 unitary there exists an odd index 1 ≤ µ ≤ n such that (Λ(s) +
ρ(s), m− δµ) = 0 and (Λ(s), δµ− δn) = 0. Since the labels λν,s for µ ≤ ν ≤ n are all equal,
only odd labels λus,s for us ≤ µ may be raised. For this matrix element we necessarily
have us ≤ µ giving
(Λ(s) + ρ(s), us−1 − δus) = (Λ(s) + ρ(s), m − δµ) + (Λ(s) + ρ(s), us−1 − m) + (Λ(s) + ρ(s), δµ − δus)
= (Λ(s) + ρ(s), us−1 − m) + (Λ(s) + ρ(s), δµ − δus) ≥ 0,
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which shows that for this case the matrix element is positive, i.e.
S(α¯us,s − α¯us−1,s−1) = 1, (us) = 1, (us−1) = 0.
The case (us) = 1, (us−1) = 0 is similar
S(α¯us,s − α¯us−1,s−1) = −1, (us) = 0, (us−1) = 1.
Combining the above four cases gives
S(α¯us,s − α¯us−1,s−1) = (−1)(us−1)(us)S(us − us−1)
where, as usual, odd indices are considered greater than even indices. Finally, from
equation (5.45) we have the result
S
(
N
[
p . . . l
up . . . ul
])
=
p∏
s=l+1
(−1)(us−1)(us)S(us − us−1) (5.47)
while an analogous calculation for the lowering generators will give the same phase
S
(
N¯
[
p . . . l
up . . . ul
])
=
p∏
s=l+1
(−1)(us−1)(us)S(us − us−1). (5.48)
5.8 Comparison with previous work
Matrix element formulae for a restricted class (covariant tensor) of Lie superalgebra rep-
resentations have previously been given in [40,41,55,60]. These papers used supertableu
methods and Schur polynomials and were therefore restricted to covariant tensor repre-
sentations. In this section we will compare our results with the elementary generator
matrix element formulae of Stoilova and Van der Jeugt [55]. For ease of comparison their
results are given below. The elementary generator lowering matrix elements fp ≡ Ep+1,p
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for p > m are [55]
fp|µ) =
m∑
i
θi,p−1(−1)θ1p+...+θi−1,p+θi+1,p−1+...+θm,p−1 (1− θip)
×
m∏
k 6=i=1
(
(li,p+1 − lk,p)(li,p+1 − lk,p − 1)
(li,p+1 − lk,p+1)(li,p+1 − li,p−1 − 1)
)1/2
×
(∏p−1
k=m+1(li,p+1 − lk,p−1 − 1)
∏p+1
k=m+1(li,p+1 − lk,p+1)∏p
k=m+1(li,p+1 − lk,p − 1)(li,p+1 − lk,p)
)1/2
|µ)−ip
+
p∑
s=m+1
(
−
∏p−1
q=m+1(lq,p−1 − ls,p)
∏p+1
q=m+1(lq,p+1 − ls,p − 1)∏p
q 6=s=m+1(lq,p − ls,p − 1)(lq,p − ls,p)
)
×
m∏
k=1
(
(lk,p − ls,p − 1)(lk,p − ls,p)
(lk,p+1 − ls,p − 1)(lk,p−1 − ls,p)
)
|µ)−sp, m+ 1 ≤ p ≤ r − 1 (5.49)
while the unique elementary odd lowering generator fm ≡ Em+1,m has the matrix elements
[55]
fm|µ) =
m∑
i=1
(1− θim)(−1)i−1(−1)θ1m+...+θi−1,m (li,m+1 − lm+1,m+1)1/2
×
( ∏m−1
k=1 (lk,m−1 − li,m+1)∏m
k 6=i=1 (lk,m+1 − li,m+1)
)1/2
(5.50)
where
li,p = Λi − i+m+ 1, ∀p > m
lµ,p = µ− Λµ, ∀p > m (5.51)
and Λ is a gl(m|p−m) highest weight.
As our phase convention is different to theirs we will make our comparisons modulo
a sign. Also, the θi,p terms in their equations give vanishing conditions on the matrix
elements and correspond to our GT labels via
θi,p = λi,p+1 − λi,p ∈ {0, 1}, 1 ≤ i ≤ m
so that
θi,p = 1⇔ i ∈ I0
θi,p = 0⇔ i ∈ I¯0.
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Firstly, we note that in the case of covariant tensor representations, our branching
rules coincide with those already presented in [55]. This comparison involves a change of
notation from our characteristic roots αk,p to theirs denoted la,p.
Given a gl(m|p−m) highest weight Λ our roots are defined as
αi,p = Λi +m− n− i, αi,p±1 = Λi +m− n− i∓ 1
αµ,p = −Λµ + µ− n, αµ,p±1 = −Λµ + µ− n∓ 1
and the roots in [55] are defined as
li,p = Λi − i+m+ 1, ∀p > m
lµ,p = µ− Λµ, ∀p > m
or after rearranging
Λi = li,p + i−m− 1, ∀p > m
Λµ = −lµ,p + µ, ∀p > m
which gives
αi,p = li,p − 1− n, αi,p±1 = li,p±1 − 1− n∓ 1
αµ,p = lµ,p − n, αµ,p±1 = lµ,p±1 − n∓ 1.
Differences of the roots appearing in our matrix element equations can be converted
to Stoilova and Van der Jeugt’s notation via these relations
αi,p − αj,p = li,p − lj,p
αµ,p − αν,p = lµ,p − lν,p
αi,p − αµ,p = li,p − lµ,p − 1
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and
αi,p±1 − αµ,p = li,p±1 − 1− n∓ 1− (lµ,p − n)
= li,p±1 − lµ,p − 1∓ 1
αµ,p±1 − αi,p = lµ,p±1 − n∓ 1− (li,p − 1− n)
= lµ,p±1 − li,p + 1∓ 1
αµ,p±1 − αν,p = lµ,p±1 − n∓ 1− (lν,p − n)
= lµ,p±1 − lν,p ∓ 1
and also
αi,p±1 − αj,p±′1 = li,p±1 − 1− n∓ 1− (lj,p±′1 − 1− n∓′ 1)
= li,p±1 − lj,p±′1 ∓ 1±′ 1
αi,p − αi,p±1 = li,p − 1− n− (li,p±1 − 1− n∓ 1)
= li,p − li,p±1 ± 1
αµ,p − αi,p±1 = lµ,p − n− (li,p±1 − 1− n∓ 1)
= lµ,p − li,p±1 + 1± 1
αµ,p±1 − αi,p±′1 = lµ,p±1 − n∓ 1− (li,p±′1 − 1− n∓′ 1)
= lµ,p±1 − li,p±′1 + 1∓ 1±′ 1.
The matrix element formula in equation (5.49) contains two summations - one over
the even subscripts and one over the odd. We will initially match our matrix element
formula with the terms in the second summation.
We begin with the matrix element expression from equation 5.20 which is given here
again for convenience:
ca,pδa,p =
(∏p−1
k=m+1(αk,p−1 − αa,p − 1)
∏p+1
k=m+1(αk,p+1 − αa,p)∏p
k 6=a=m+1(αk,p − αa,p)(αk,p − αa,p − 1)
)
(5.52)
×
m∏
k 6=a=1
(
(αk,p − αa,p)(αk,p − αa,p + 1)
(αk,p−1 − αa,p)(αk,p+1 − αa,p + 1)
)
(5.53)
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we consider the case where a is odd and apply the conversions
αi,p − αj,p = li,p − lj,p, αµ,p − αν,p = lµ,p − lν,p, αi,p − αµ,p = li,p − lµ,p − 1
αi,p±1 − αµ,p = li,p±1 − lµ,p − 1∓ 1, αµ,p±1 − αν,p = lµ,p±1 − lν,p ∓ 1
to obtain the matching equation
ca,pδa,p =
(∏p−1
k=m+1(lk,p−1 − la,p)
∏p+1
k=m+1(lk,p+1 − la,p − 1)∏p
k 6=a=m+1(lk,p − la,p − 1)(lk,p − la,p)
)
×
m∏
k 6=a=1
(
(lk,p − la,p − 1)(lk,p − la,p)
(lk,p+1 − la,p − 1)(lk,p−1 − la,p)
)
, a ≤ m.
Now we consider the case where a is even. This allows us to apply the substitution
αa,p = αa,p+1 + 1 to equation (5.52) and obtain
ca,pδa,p =
(∏p−1
k=m+1(αk,p−1 − αa,p+1 − 2)
∏p+1
k=m+1(αk,p+1 − αa,p+1 − 1)∏p
k 6=a=m+1(αk,p − αa,p+1 − 1)(αk,p − αa,p+1 − 2)
)
×
m∏
k 6=a=1
(
(αk,p − αa,p+1 − 1)(αk,p − αa,p+1)
(αk,p−1 − αa,p+1 − 1)(αk,p+1 − αa,p+1)
)
so that the conversion to the l notation gives
ca,pδa,p =
(∏p−1
k=m+1(lk,p−1 − la,p+1 + 1)
∏p+1
k=m+1(lk,p+1 − la,p+1)∏p
k 6=a=m+1(lk,p − la,p+1 + 1)(lk,p − la,p+1)
)
×
m∏
k 6=a=1
(
(lk,p − la,p+1)(lk,p − la,p+1 + 1)
(lk,p−1 − la,p+1 + 1)(lk,p+1 − la,p+1)
)
, a > m
and after multiplying every term by −1 we obtain the matching equation
ca,pδa,p =
m∏
k 6=a=1
(
(la,p+1 − lk,p)(la,p+1 − lk,p − 1)
(la,p+1 − lk,p−1 − 1)(la,p+1 − lk,p+1)
)
×
(∏p−1
k=m+1(la,p+1 − lk,p−1 − 1)
∏p+1
k=m+1(la,p+1 − lk,p+1)∏p
k 6=a=m+1(la,p+1 − lk,p − 1)(la,p+1 − lk,p)
)
, a > m.
We now consider the case p = m noting that
N¯mr (λq,m+1;λq,m;λq,m−1) = 〈λq,s|δ¯r,mc¯r,m|λq,s〉1/2
where δ¯r,m is a gl(m|1) invariant but c¯r,m is a gl(m) invariant. That is, c¯r,m is dependent
only on labels at rows p and p − 1 of the GT pattern. These two rows of labels satisfy
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the usual gl(m) branching conditions. We may therefore obtain c¯r,m from equation (4.18)
by allowing the index sets I and I ′ to range over all possible values and setting all parity
factors to be 0 (even) as shown below
c¯r =
∏
k∈I˜′,k 6=r
(
β¯r − β¯k
)−1 ∏
k∈I′
(
β¯r − α¯k − (−1)(k)
)
, r ∈ I˜ ′
⇒ c¯i,p =
p∏
k 6=i
(α¯i,p − α¯k,p)−1
p−1∏
k
(α¯i,p − α¯k,p−1 − 1), i ≤ p ≤ m
⇒ c¯i,p =
p∏
k 6=i
(αk,p − αi,p)−1
p−1∏
k
(αk,p−1 − αi,p), i ≤ p ≤ m.
The above formula is consistent with that previously obtained for the U(m) case in [16].
Setting p = m then gives
c¯i,m =
m∏
k 6=i
(αk,m − αi,m)−1
m−1∏
k
(αk,m−1 − αi,m), i ≤ m.
Continuing with the p = m case we are able to utilize the δ¯i equations given earlier but
with n = 0
δ¯i,m = (βm+1 − αi − 1)
m∏
k 6=i
(
αk − αi
βk − αi
)
, 1 ≤ i ≤ m,
After the change in notation βa → αa,m+1 and αa → αa,m we have
δ¯i,m = (αm+1,m+1 − αi,m − 1)
m∏
k 6=i
(
αk,m − αi,m
αk,m+1 − αi,m
)
, 1 ≤ i ≤ m,
allowing us to give the squared matrix element as(
N¯mi
)2
= δ¯i,mc¯i,m
= (αm+1,m+1 − αi,m − 1)
m∏
k 6=i
(
αk,m − αi,m
αk,m+1 − αi,m
) m∏
k 6=i
(αk,m − αi,m)−1
m−1∏
k
(αk,m−1 − αi,m)
= (αm+1,m+1 − αi,m+1 − 1)
∏m−1
k (αk,m−1 − αi,m+1)∏m
k 6=i (αk,m+1 − αi,m+1)
where in the last step we have used the condition αi,m = αi,m+1 for nonzero δ¯i,m. The
final matrix element formula is then
(
N¯mi
)2
= (αm+1,m+1 − αi,m+1 − 1)1/2
(∏m−1
k (αk,m−1 − αi,m+1)∏m
k 6=i (αk,m+1 − αi,m+1)
)1/2
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Changing to Stoilova’s notation via
li,p = λi,p +m+ 1− i
αk,m−1 = λk,m−1 +m− 1− k
αk,m+1 = λk,m+1 +m− 1− k
αµ,p±1 − αi,p±′1 = lµ,p±1 − li,p±′1 + 1∓ 1±′ 1
gives
N¯mi = (li,m+1 − lm+1,m+1)1/2
(∏m−1
k (lk,m−1 − li,m+1)∏m
k 6=i (lk,m+1 − li,m+1)
)1/2
which matches equation (3.17) in [55] modulo a sign convention.
5.9 Example: Matrix elements of the gl(2|2) raising
generators
As an explicit example, we calculate the action (and hence matrix elements) of each raising
generator of gl(2|2) on a GT basis vector in an arbitrary irreducible type 1 unitary module
with highest weight (λ14, λ24 | λ1¯4, λ2¯4).
In what follows, note that if a state with shifted labels is no longer a genuine GT
pattern satisfying the branching rules of Theorem 5.1.3, then it is identically zero. Indeed,
in such case the state being acted upon does not exist and the associated matrix element
is therefore undefined.
5.9.1 Elementary generators Ei,i+1
E1,2
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2
λ1,1
 = N
1
1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2
λ1,1 + 1

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where
N11 =
√
(λ1,2 − λ1,1)(λ1,1 − λ2,2 + 1).
E2,3
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2
λ1,1
 = N
2
1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 + 1 λ2,2
λ1,1

+N22
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2 + 1
λ1,1

where
N21 =
√
(λ1¯,3 + λ1,3 + 1)(λ1,1 − λ1,3)
(λ2,3 − λ1,3 − 1) ,
N22 =
√
(λ1¯,3 + λ2,3)(λ1,1 − λ2,3 + 1)
(λ1,3 − λ2,3 + 1) .
E3,4
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2
λ1,1
 = N
3
1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 + 1 λ2,3 λ1¯,3
λ1,2 λ2,2
λ1,1

+N32
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 + 1 λ1¯,3
λ1,2 λ2,2
λ1,1

+N33
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3 + 1
λ1,2 λ2,2
λ1,1

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where
N31 =
√
(λ2,3 − λ1,3 − 2)(λ2,3 − λ1,3 − 1)(λ1¯,4 + λ1,3 + 2)(λ2¯,4 + λ1,3 + 1)
(λ2,2 − λ1,3 − 1)(λ2,4 − λ1,3 − 2)(λ1¯,3 + λ1,3 + 2)(λ1¯,3 + λ1,3 + 1) ,
N32 =
√
(λ1,3 − λ2,3)(λ1,3 − λ2,3 + 1)(−λ1¯,4 − λ2,3 − 1)(−λ2¯,4 − λ2,3)
(λ1,2 − λ2,3 + 1)(λ1,4 − λ2,3)(−λ1¯,3 − λ2,3 − 1)(−λ1¯,3 − λ2,3) ,
N33 =
√
(λ1,3 + λ1¯,3 + 1)(λ1,3 + λ1¯,3 + 2)(λ2,3 + λ1¯,3)(λ2,3 + λ1¯,3 + 1)(λ1¯,4 − λ1¯,3)(λ2¯,4 − λ1¯,3 − 1)
(λ1,2 + λ1¯,3 + 2)(λ1,4 + λ1¯,3 + 1)(λ2,2 + λ1¯,3 + 1)(λ2,4 + λ1¯,3)
.
5.9.2 Non-elementary generators
E1,3
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2
λ1,1
 = N
2 1
1 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 + 1 λ2,2
λ1,1 + 1

+N2 12 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2 + 1
λ1,1 + 1
 ,
where
N2 11 1 = N
1
1N
2
1
√
(λ1,1 − λ1,2 + 1)−1(λ1,1 − λ1,2)−1
=
√
(λ1,1 − λ2,2 + 1)(λ1¯,3 + λ1,3 + 1)(λ1,1 − λ1,3)
(λ2,3 − λ1,3 − 1)(λ1,1 − λ1,2 + 1)
and
N2 12 1 = −N11N22
√
(λ1,1 − λ2,2 + 1)−1(λ1,1 − λ2,2)−1
= −
√
(λ1,2 − λ1,1)(λ1¯,3 + λ2,3)(λ1,1 − λ2,3 + 1)
(λ1,3 − λ2,3 + 1) (λ1,1 − λ2,2) .
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E2,4
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2
λ1,1
 = N
3 2
1 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 + 1 λ2,3 λ1¯,3
λ1,2 + 1 λ2,2
λ1,1

+N3 22 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 + 1 λ1¯,3
λ1,2 + 1 λ2,2
λ1,1

+N3 23 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3 + 1
λ1,2 + 1 λ2,2
λ1,1

+N3 21 2
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 + 1 λ2,3 λ1¯,3
λ1,2 λ2,2 + 1
λ1,1

+N3 22 2
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 + 1 λ1¯,3
λ1,2 λ2,2 + 1
λ1,1

+N3 23 2
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3 + 1
λ1,2 λ2,2 + 1
λ1,1

where
N3 21 1 = N
2
1N
3
1
=
√
(λ1,1 − λ1,3)(λ2,3 − λ1,3)(λ1¯,4 + λ1,3 + 1)(λ2¯,4 + λ1,3)
(λ2,2 − λ1,3)(λ2,4 − λ1,3 − 1)(λ1¯,3 + λ1,3) ,
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N3 22 1 = N
2
1N
3
2
√
(λ1,2 − λ2,3 + 2)−1(λ1,2 − λ2,3 + 1)−1
=
√
(λ1¯,3 + λ1,3 + 1)(λ1,3 − λ1,1)(λ1,3 − λ2,3)(λ1¯,4 + λ2,3 + 1)(λ2¯,4 + λ2,3)
(λ1,2 − λ2,3 + 1)(λ1,4 − λ2,3)(λ1¯,3 + λ2,3 + 1)(λ1¯,3 + λ2,3)(λ1,2 − λ2,3 + 2)(λ1,2 − λ2,3 + 1) ,
N3 23 1 = N
2
1N
3
3
√
(λ1,2 − λ1¯,3 + 3)−1(λ1,2 − λ1¯,3 + 2)−1
=
√
(λ1¯,3 + λ1,3 + 1)2(λ1,1 − λ1,3)(λ1,3 + λ1¯,3 + 2)(λ2,3 + λ1¯,3)(λ2,3 + λ1¯,3 + 1)
(λ2,3 − λ1,3 − 1) (λ1,2 + λ1¯,3 + 2)(λ1,4 + λ1¯,3 + 1)(λ2,2 + λ1¯,3 + 1)(λ2,4 + λ1¯,3)
×
√
(−λ1¯,4 + λ1¯,3)(−λ2¯,4 + λ1¯,3 + 1)
(λ1,2 − λ1¯,3 + 3)(λ1,2 − λ1¯,3 + 2) ,
N3 21 2 = −N22N31
√
(λ2,2 − λ1,3)−1(λ2,2 − λ1,3 − 1)−1
= −
√
(λ1¯,3 + λ2,3)(λ1,1 − λ2,3 + 1)(λ1,3 − λ2,3)(λ1¯,4 + λ1,3 + 1)(λ2¯,4 + λ1,3)
(λ2,2 − λ1,3)2(λ2,4 − λ1,3 − 1)(λ1¯,3 + λ1,3 + 1)(λ1¯,3 + λ1,3)(λ2,2 − λ1,3 − 1) ,
N3 22 2 = N
2
2N
3
2
=
√
(λ1,1 − λ2,3 + 1)(λ1,3 − λ2,3)(λ1¯,4 + λ2,3 + 1)(λ2¯,4 + λ2,3)
(λ1,2 − λ2,3 + 1)(λ1,4 − λ2,3)(λ1¯,3 + λ2,3 + 1)
and
N3 23 2 = N
2
2N
3
3
√
(λ2,2 − λ1¯,3 + 2)−1(λ2,2 − λ1¯,3 + 1)−1
=
√
(λ1¯,3 + λ2,3)2(λ1,1 − λ2,3 + 1)(λ1,3 + λ1¯,3 + 1)(λ1,3 + λ1¯,3 + 2)(λ2,3 + λ1¯,3 + 1)
(λ1,3 − λ2,3 + 1) (λ1,2 + λ1¯,3 + 2)(λ1,4 + λ1¯,3 + 1)(λ2,2 + λ1¯,3 + 1)(λ2,4 + λ1¯,3)
×
√
(λ1¯,4 − λ1¯,3)(λ2¯,4 − λ1¯,3 − 1)
(λ2,2 − λ1¯,3 + 2)(λ2,2 − λ1¯,3 + 1) .
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E1,4
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3
λ1,2 λ2,2
λ1,1
 = N
3 2 1
1 1 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 + 1 λ2,3 λ1¯,3
λ1,2 + 1 λ2,2
λ1,1 + 1

+N3 2 12 1 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 + 1 λ1¯,3
λ1,2 + 1 λ2,2
λ1,1 + 1

+N3 2 13 1 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3 + 1
λ1,2 + 1 λ2,2
λ1,1 + 1

+N3 2 11 2 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 + 1 λ2,3 λ1¯,3
λ1,2 λ2,2 + 1
λ1,1 + 1

+N3 2 12 2 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 + 1 λ1¯,3
λ1,2 λ2,2 + 1
λ1,1 + 1

+N3 2 13 2 1
∣∣∣∣∣∣∣∣∣∣∣∣
λ1,4 λ2,4 λ1¯,4 λ2¯,4
λ1,3 λ2,3 λ1¯,3 + 1
λ1,2 λ2,2 + 1
λ1,1 + 1

where
N3 2 11 1 1 = N
1
1N
2
1N
3
1
√
(λ1,1 − λ1,2 − 1)−1(λ1,1 − λ1,2)−1
=
√
(λ1,1 − λ2,2 + 1)(λ1,1 − λ1,3)(λ2,3 − λ1,3 − 2)(λ1¯,4 + λ1,3 + 2)(λ2¯,4 + λ1,3 + 1)
(λ2,2 − λ1,3 − 1)(λ1,3 − λ2,4 + 2)(λ1¯,3 + λ1,3 + 2)(λ1,1 − λ1,2 − 1) ,
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N3 2 12 1 1 = N
1
1N
2
1N
3
2
√
(λ1,1 − λ1,2 − 1)−1(λ1,1 − λ1,2)−1
√
(λ1,2 − λ2,3)−1(λ1,2 − λ2,3 − 1)−1
=
√
(λ1,1 − λ2,2 + 1)(λ1¯,3 + λ1,3 + 1)(λ1,1 − λ1,3)(λ1,3 − λ2,3)
(λ1,2 − λ2,3 + 1)(λ1,4 − λ2,3)(λ1¯,3 + λ2,3 + 1)(λ1¯,3 + λ2,3)(λ1,1 − λ1,2 − 1)
×
√
(λ1¯,4 + λ2,3 + 1)(λ2¯,4 + λ2,3)
(λ1,2 − λ2,3)(λ1,2 − λ2,3 − 1) ,
N3 2 13 1 1 = N
1
1N
2
1N
3
3
√
(λ1,1 − λ1,2 − 1)−1(λ1,1 − λ1,2)−1
√
(λ1,2 + λ1¯,3 + 3)−1(λ1,2 + λ1¯,3 + 2)−1
=
√
(λ1,1 − λ2,2 + 1)(λ1¯,3 + λ1,3 + 1)2(λ1,3 − λ1,1)(λ1,3 + λ1¯,3 + 2)(λ2,3 + λ1¯,3)
(λ2,3 − λ1,3 − 1) (λ1,2 + λ1¯,3 + 2)(λ1,4 + λ1¯,3 + 1)(λ2,2 + λ1¯,3 + 1)(λ2,4 + λ1¯,3)
×
√
(λ2,3 + λ1¯,3 + 1)(λ1¯,3 − λ1¯,4)(λ2¯,4 − λ1¯,3 − 1)
(λ1,1 − λ1,2 − 1)(λ1,2 + λ1¯,3 + 3)(λ1,2 + λ1¯,3 + 2) ,
N3 2 11 2 1 = N
1
1N
2
2N
3
1
√
(λ1,1 − λ2,2)−1(λ1,1 − λ2,2 + 1)−1
√
(λ2,2 + λ1¯,3 + 3)−1(λ2,2 + λ1¯,3 + 2)−1
=
√
(λ1,2 − λ1,1)(λ1¯,3 + λ2,3)(λ1,1 − λ2,3 + 1)(λ2,3 − λ1,3 − 2)
(λ1,3 − λ2,3 + 1) (λ2,2 − λ1,3 − 1)(λ2,4 − λ1,3 − 2)(λ1¯,3 + λ1,3 + 2)
×
√
(λ2,3 − λ1,3 − 1)(λ1¯,4 + λ1,3 + 2)(λ2¯,4 + λ1,3 + 1)
(λ1¯,3 + λ1,3 + 1)(λ1,1 − λ2,2)(λ2,2 + λ1¯,3 + 3)(λ2,2 + λ1¯,3 + 2) ,
N3 2 12 2 1 = −N11N22N32
√
(λ1,1 − λ2,2)−1(λ1,1 − λ2,2 + 1)−1
= −
√
(λ1,2 − λ1,1)(λ1,1 − λ2,3 + 1)(λ1,3 − λ2,3)(λ1,3 − λ2,3 + 1)(λ1¯,4 + λ2,3 + 1)(λ2¯,4 + λ2,3)
(λ1,3 − λ2,3 + 1) (λ1,2 − λ2,3 + 1)(λ1,4 − λ2,3)(λ1¯,3 + λ2,3 + 1)(λ1,1 − λ2,2)
and
N3 2 13 2 1 = −N11N22N33
√
(λ1,1 − λ2,2)−1(λ1,1 − λ2,2 + 1)−1
√
(λ2,2 + λ1¯,3 + 2)−1(λ2,2 + λ1¯,3 + 1)−1
= −
√
(λ1,2 − λ1,1)(λ1,3 + λ1¯,3 + 1)(λ1,3 + λ1¯,3 + 2)(λ2,3 + λ1¯,3)(λ2,3 + λ1¯,3 + 1)
(λ1,2 + λ1¯,3 + 2)(λ1,4 + λ1¯,3 + 1)(λ2,2 + λ1¯,3 + 1)(λ2,4 + λ1¯,3)
×
√
(λ1¯,3 + λ2,3)(λ1,1 − λ2,3 + 1)(λ1¯,4 − λ1¯,3)(λ2¯,4 − λ1¯,3 − 1)
(λ1,3 − λ2,3 + 1) (λ1,1 − λ2,2)(λ2,2 + λ1¯,3 + 2)(λ2,2 + λ1¯,3 + 1) .
Chapter 6
Duality and type 2 unitary matrix
elements
As previously noted, the dual of a type 1 unitary module is type 2 unitary. In particular,
the tensorial type 2 modules occur in the repeated tensor product of the dual vector
module V (−δn) and therefore require an extension of the Young tableau methods. The
fully algebraic approach given in this thesis does not have this restriction - we may proceed
as in the type 1 case but instead utilize the δr and cr invariants. Some caution is needed
with vanishing conditions due to the type 2 branching rules. To handle this complication,
in section 6.1 we present the type 2 branching rules for the first time. We will then
calculate the type 2 unitary matrix elements in section 6.2. The phases of the type 2
unitary matrix elements are derived in section 6.3 via a calculation that utilizes the Kac
classification of type 2 unitary modules.
Interestingly, we will find that the form of the type 1 unitary matrix element equation
matches the corresponding type 2 equation. Furthermore, we will find that our matrix
element equations are relevant to a larger class of modules than previously realized - we
will discuss these findings in the concluding chapter of this thesis.
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6.1 Branching rules - Type 2
In this section we will now obtain the gl(m|n + 1) ↓ gl(m|n) branching rules for type 2
unitary modules. Let λr,p be the weight label located at the rth position in the pth row
of the GT pattern for gl(m|n+ 1) that is written as∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ1,m+n+1 λ2,m+n+1 · · · λm,m+n+1 | λ1¯,m+n+1 λ2¯,m+n+1 · · · λn¯,m+n+1 λn+1,m+n+1
λ1,m+n λ2,m+n · · · λm,m+n | λ1¯,m+n λ2¯,m+n · · · λn¯,m+n
· · · · · · . . .
λ1,m+1 λ2,m+1 · · · λm,m+1 | λ1¯,m+1
· · ·
λ1,m λ2,m · · · λm,m
· · · . . .
λ1,2 λ2,2
λ1,1

(6.1)
and where each row is a highest weight corresponding to an irreducible representation
permitted by the branching rule for the subalgebra chain
gl(m|n+ 1) ⊃ gl(m|n) ⊃ · · · ⊃ gl(m|1) ⊃ gl(m) ⊃ gl(m− 1) ⊃ · · · ⊃ gl(1).
Using the notation above we first recall the branching conditions given in theorem
5.1.1, which provide a necessary condition on the gl(m|r) highest weights occurring in the
branching rule of an irreducible gl(m|r + 1) highest weight representation.
Theorem 5.1.1 [25] For r ≥ m+ 1, the following conditions on the dominant weight
labels must hold in the pattern (6.1):
λµ,r+1 ≥ λµ,r ≥ λµ+1,r+1, 1 ≤ µ ≤ n,
λi,r+1 ≥ λi,r ≥ λi,r+1 − 1, 1 ≤ i ≤ m.
The results of [23, 27] provide stronger conditions for the case gl(m|1) ⊃ gl(m). Here
we restrict this result to the type 2 unitary representations.
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Theorem 6.1.1. [23,27] For a unitary type 2 irreducible representation V (Λ) of gl(m|1),
using the notation of (6.1), we have the following conditions on the dominant weight labels:
λi,m+1 ≥ λi,m ≥ λi,m+1 − 1, 1 ≤ i ≤ m− 1,
λi,m+1 ≥ λi,m ≥ λi,m+1 − 1, if (Λ + ρ, εi − δ1) < 0 (i.e. only if Λ typical),
λi,m = λi,m+1, if (Λ + ρ, εi − δ1) = 0 (i.e. only if Λ atypical).
For the general gl(m|n+ 1) branching rule, we have the following result.
Theorem 6.1.2. For a unitary type 2 irreducible gl(m|n + 1) representation, the basis
vectors can be expressed in the form (6.1), with the following conditions on the dominant
weight labels:
(1) For r ≥ m+ 1,
λµ,r+1 ≥ λµ,r ≥ λµ+1,r+1, 1 ≤ µ ≤ n,
λi,r+1 ≥ λi,r ≥ λi,r+1 − 1, 1 ≤ i ≤ m,
(i.e result of Theorem 5.1.1);
(2) λi,m+1 ≥ λi,m ≥ λi,m+1 − 1, 1 ≤ i ≤ m− 1,
λi,m+1 ≥ λi,m ≥ λi,m+1 − 1, if (Λ + ρ, εi − δ1) < 0 (⇔ only if Λ typical),
λi,m = λi,m+1, if (Λ + ρ, εi − δ1) = 0 (⇔ only if Λ atypical),
(i.e. result of Theorem 6.1.1);
(3) For 1 ≤ j ≤ m,
λi+1,j+1 ≥ λi,j ≥ λi,j+1
(i.e. the usual gl(j) branching rules);
(4) For each r such that m+ 1 ≤ r ≤ m+ n+ 1, the rth row in (6.1) must correspond
to a type 2 unitary highest gl(m|r) weight, and for each j such that 1 ≤ j ≤ m, the
jth row in (6.1) must correspond to a highest gl(j) weight.
Remark: We may always tensor with the trivial representation ω(−1˙|1˙) for ω ∈ R
to obtain λ1 = 0. Noting that for atypical type 2 unitary representations there exists
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an even index i for which (Λ, 1 − i) = 0 we then have λ1 = λi = 0 and also λj ≤ 0
for all 1 ≤ j ≤ m by lexicality. Furthermore, from the (a)typicality condition on the
gl(m|1) ⊃ gl(m) branching rule (Λ + ρ, εi − δ1) ≤ 0 we have λi + λ1¯ +m− i ≤ 0. Again,
we may set λ1 = λi = 0 by tensoring with the trivial representation so that we obtain the
constraint λ1¯ ≤ i −m which immediately gives λ1¯ ≤ 0. Therefore it follows that λµ ≤ 0
for all odd indices µ in contrast to the covariant tensor representations for which λi ≥ 0
for all even indices i. Here it is clear that the contravariant tensor representations which
are constructed via tensor products of contravariant vector modules are characterized by
the appearance of non-positive highest weight labels.
6.2 Matrix element formulae - Type 2 unitary
Following the order of presentation given in section 5.5 we will now obtain the type 2
unitary lowering matrix elements from the unbarred invariants cr and δr.
As before in the type 1 unitary case we use the Gelfand-Tsetlin (GT) basis notation
with the label λr,p located at the rth position in the pth row. Again, the matrix of Ep+1,p+1
is simply the diagonal matrix with entries
p+1∑
r=1
λr,p+1 −
p∑
r=1
λr,p.
Now , we consider a fixed GT pattern denoted by |λq,s〉 and proceed to obtain the matrix
elements of the elementary lowering generators Ep+1,p. Resolving Ep+1,p into its shift
components gives
Ep+1,p|λq,s〉 =
p∑
r=1
(−1)(p)φ[r]p|λq,s〉
=
p∑
r=1
N¯
′p
r (λq,p+1;λq,p;λq,p−1)|λq,s −∆r,p〉,
where |λq,s −∆r,p〉 indicates the GT pattern obtained from |λq,s〉 by decreasing the label
λr,p by one unit and leaving the remaining labels unchanged.
Remark: We remind the reader that |λq,s −∆r,p〉 is identically zero if the branching
rules are not satisfied.
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From equation (5.13) we may express the matrix elements N¯
′p
r as
N¯pr (λq,p+1;λq,p;λq,p−1) = 〈λq,s|δr,pcr,p|λq,s〉1/2. (6.2)
The matrix element N¯
′p
r has an undetermined sign (or phase factor). We continue to
follow the Baird and Biedenharn convention that sets the phases of the matrix elements
of the elementary generators Ep+1,p to be real and positive. Matrix element phases for
the non-elementary generators will be discussed later in this section.
For the case p ≥ m + 1 applied to equations (6.2) and (5.20) we obtain the type 2
unitary lowering operator matrix elements
N¯
′p
i =
[
m∏
k 6=i=1
(
(αk,p − αi,p)(αk,p − αi,p + 1)
(αk,p+1 − αi,p + 1)(αk,p−1 − αi,p)
)
×
(∏p−m−1
ν=1 (αν,p−1 − αi,p − 1)
∏p−m+1
ν=1 (αν,p+1 − αi,p)∏p−m
ν 6=i=1(αν,p − αi,p)(αν,p − αi,p − 1)
)]1/2
, (6.3)
N¯
′p
µ =
[
m∏
k=1
(
(αk,p − αµ,p + 1)(αk,p − αµ,p)
(αk,p−1 − αµ,p)(αk,p+1 − αµ,p + 1)
)
×
(∏p−m−1
ν=1 (αν,p−1 − αµ,p − 1)
∏p−m+1
ν=1 (αν,p+1 − αµ,p)∏p−m
ν 6=µ=1(αν,p − αµ,p)(αν,p − αµ,p − 1)
)]1/2
. (6.4)
In a similar manner to the type 1 unitary case, we may now obtain matrix elements
of the raising operators Ep,p+1 via the relation
〈(λ) + δrp|Ep,p+1|(λ)〉 = 〈(λ)|Ep+1,p|(λ+ δrp)〉
and again likewise find that Ep,p+1 is simply obtained from Ep+1,p by making the substitu-
tion λrp → λrp+1 within the characteristic roots occurring in the matrix element formula
for Ep+1,p. In terms of the characteristic roots this shift of the label λrp is equivalent to
the substitutions
αi,p → αi,p + 1, αµ,p, → αµ,p − 1.
After applying the above substitutions to the matrix element equations (6.3) and (6.4)
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we then have
N
′p
i =
[
m∏
k 6=i=1
(
(αk,p − αi,p − 1)(αk,p − αi,p)
(αk,p+1 − αi,p)(αk,p−1 − αi,p − 1)
)
×
(∏p−m−1
ν=1 (αν,p−1 − αi,p − 2)
∏p−m+1
ν=1 (αν,p+1 − αi,p − 1)∏p−m
ν 6=i=1(αν,p − αi,p − 1)(αν,p − αi,p − 2)
)]1/2
, (6.5)
N
′p
µ =
[
m∏
k=1
(
(αk,p − αµ,p + 2)(αk,p − αµ,p + 1)
(αk,p−1 − αµ,p + 1)(αk,p+1 − αµ,p + 2)
)
×
(∏p−m−1
ν=1 (αν,p−1 − αµ,p)
∏p−m+1
ν=1 (αν,p+1 − αµ,p + 1)∏p−m
ν 6=µ=1(αν,p − αµ,p + 1)(αν,p − αµ,p)
)]1/2
. (6.6)
Remark: Even though the above type 2 unitary raising matrix element equations
match the type 1 unitary raising matrix element equations given in Chapter 5.6 it is
important to note that the branching rules and therefore the vanishing conditions of the
matrix elements are different.
Explicit expressions for the type 2 unitary matrix elements of the non-elementary
generators are direct analogues of equations (5.35) and (5.43)
N ′
[
p . . . l
up . . . ul
]
=
S
(
N ′
[
p ... l
up...ul
])∏p
r=lN
′r
ur∏p
s=l+1
√
(α¯us,s − α¯us−1,s−1 + 1)(α¯us,s − α¯us−1,s−1)
, (6.7)
N¯ ′
[
p . . . l
up . . . ul
]
=
S
(
N¯ ′
[
p ... l
up...ul
])∏p
r=l N¯
r′
ur∏p
s=l+1
√
(αus,s − αus−1,s−1 + 1)(αus,s − αus−1,s−1)
. (6.8)
where the signs of the type 2 unitary matrix elements are calculated in the next section
to which we now turn.
6.3 Phase Calculations - Type 2 unitary
We will now derive the phase of the matrix elements of the generators Ep+2,p and then
extend this result to matrix elements of all generators Ep+2,p−q. This calculation is analo-
gous to the type 1 unitary case but care must be taken when shifting two labels of differing
parity.
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The simple generators Ep+1,p acting on a GT pattern |λq,s〉 (with the top row being
the highest weight of a type 2 unitary representation for gl(m|n+ 1)) will produce
Ep+1,p|Λ〉 =
p∑
a=1
N¯
′p
a |Λ− εa,p〉
where |λq,s−εa,p〉 is the GT pattern |λq,s〉 but with the ath label of the pth row shifted by
−1. Consequently, non-zero matrix elements of the simple generators will be of the form
〈λq,s − εa,p|Ep+1,p|λq,s〉 = +N¯ ′pa [λq,s] (6.9)
where we have set N¯
′p
a to be positive by the Baird and Biedenharn convention. Non-zero
matrix elements of non-simple generators Ep+2,p are given by
N¯
′p+1 p
b a = 〈λq,s − εa,p − εb,p+1|Ep+2,p|λq,s〉
= 〈λq,s − εa,p − εb,p+1|[Ep+2,p+1, Ep+1,p]|λq,s〉
= 〈λq,s − εa,p − εb,p+1|Ep+2,p+1|λq,s − εa,p〉〈λq,s − εa,p|Ep+1,p|λq,s〉.
− 〈λq,s − εa,p − εb,p+1|Ep+1,p|λq,s − εb,p+1〉〈λq,s − εb,p+1|Ep+2,p+1|λq,s〉.
Using (6.9) the above equation can be written as
N¯
′p+1 p
b a = N¯
′p+1
b [λq,s − εa,p]N¯
′p
a [λq,s]− N¯
′p
a [λq,s − εb,p+1]N¯
′p+1
b [λq,s]
where all of the matrix elements on the RHS are positive due to the Baird-Beidenharn
convention.
By examining the change (addition or removal of terms) resulting from the shift λq,s−
εb,p+1 to
δa,p =
∏
k∈I,k 6=a
(
αa,p − αk,p − (−1)(k)
)−1∏
r∈I˜
(αa,p − αr,p+1) , a ∈ I ′, (6.10)
and the shift λq,s − εa,p to
cb,p+1 =
∏
k∈I˜,k 6=b
(αb,p+1 − αk,p+1)−1
∏
r∈I
(αb,p+1 − αr,p − (−1)(r)), b ∈ I˜ (6.11)
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we find that for odd a and odd b :
N¯
′p+1 p
b a [Λ] = N¯
′p+1
b [λq,s − εa,p]N¯
′p
a [λq,s]− N¯
′p
a [λq,s − εb,p+1]N¯
′p+1
b [λq,s]
= (δb,p+1cb,p+1)
1/2[λq,s − εa,p]N¯ ′pa [λq,s]− (δa,pca,p)1/2[λq,s − εb,p+1]N¯
′p+1
b [λq,s]
= (cb,p+1)
1/2[λq,s − εa,p](δ¯b,p+1)1/2[λq,s]N¯ ′pa [λq,s]
− (δa,p)1/2[λq,s − εb,p+1](ca,p)1/2[λq,s]N¯p+1b [λq,s]
=
√
αb,p+1 − αa,p√
αb,p+1 − αa,p + 1
(cb,p+1)
1/2(δb,p+1)
1/2[λq,s]N¯ ′
p
a[λq,s]
−
√
αa,p − αb,p+1 − 1√
αa,p − αb,p+1 (δa,p)
1/2(ca,p)
1/2[λq,s]N¯
′p+1
b [λq,s]
=
(√
αa,p − αb,p+1
αa,p − αb,p+1 − 1 −
√
αa,p − αb,p+1 − 1
αa,p − αb,p+1
)
N¯
′p
a N¯
′p+1
b [λq,s]
= (αa,p − αb,p+1 − 1)−1/2(αa,p − αb,p+1)−1/2N¯ ′pa N¯
′p+1
b [λq,s]
which corresponds to equation (5.37) for l = p− 1. Similarly, for the cases corresponding
to the other three parity combinations of a and b, we obtain the same result.
We observe that the sign of N¯
′p p+1
a b is directly given by the sign of αa,p − αb,p+1. In
fact, the sign of N¯
[ ′p ... l
up...ul
]
is given by the multiplied signs of the ρ terms in (5.37). Again,
we note that the above derivation implies that the sign of (ρsus,us−1)
1/2 is given by taking
the square root of (αus−1,s−1 − αus,s − 1) and (αus−1,s−1 − αus,s) individually.
We therefore have
S
(
N¯ ′
[
p . . . l
up . . . ul
])
=
p∏
s=l+1
S(ρsus,us−1)
=
p∏
s=l+1
S(αus−1,s−1 − αus,s). (6.12)
For (us) = 0, (us−1) = 0,us 6= us−1 we have
S(αus−1,s−1 − αus,s) = S(λus−1,s−1 − λus,s + us − us−1)
= S(us − us−1) (6.13)
by lexicality.
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For (us) = 1, (us−1) = 1 we have
S(αus−1,s−1 − αus,s) = S(λus,s − λus−1,s−1 + us−1 − us)
= S(us−1 − us).
For (us) = 1, (us−1) = 0
S(αus−1,s−1 − αus,s) = S(αus−1,s − αus,s − 1)
= S( (Λ(s) + ρ(s), us−1 − δus) − 2).
For Λ typical type 2 unitary we have (Λ(s) + ρ(s), 1 − δ1) < 0 which gives
(Λ(s) + ρ(s), us−1 − δus) = (Λ(s) + ρ(s), 1 − δ1) + (Λ(s) + ρ(s), us−1 − 1) + (Λ(s) + ρ(s), δ1 − δus)
≤ (Λ(s) + ρ(s), 1 − δ1) < 0.
where we have used the fact that Λ(s) + ρ(s) ∈ D+. For Λ atypical type 2 unitary there
exists an even index 1 ≤ k ≤ m such that (Λ(s) + ρ(s), k − δ1) = 0 and (Λ(s), k − 1) = 0.
Since the labels λj,s for 1 ≤ j ≤ k are all equal, only even labels λus−1,s for us−1 ≥ k may
be lowered. For this matrix element we necessarily have us−1 ≥ k giving
(Λ(s) + ρ(s), us−1 − δus) = (Λ(s) + ρ(s), k − δ1) + (Λ(s) + ρ(s), us−1 − k) + (Λ(s) + ρ(s), δ1 − δus)
= (Λ(s) + ρ(s), us−1 − k) + (Λ(s) + ρ(s), δ1 − δus) ≤ 0,
which shows that for this case the matrix element is negative, i.e.
S(αus−1,s−1 − αus,s) = −1, (us) = 1, (us−1) = 0,
and similarly
S(αus−1,s−1 − αus,s) = 1, (us) = 0, (us−1) = 1.
Combining the above four cases gives
S(αus−1,s−1 − αus,s) = (−1)(us−1)(us)+(us−1)+(us)S(us − us−1)
where, as usual, odd indices are considered greater than even indices. Finally, from
equation (6.12) we have the result
S
(
N¯ ′
[
p . . . l
up . . . ul
])
=
p∏
s=l+1
(−1)(us−1)(us)+(us−1)+(us)S(us − us−1) (6.14)
98 CHAPTER 6. DUALITY AND TYPE 2 UNITARY MATRIX ELEMENTS
which is the same sign as the type 1 unitary case when (us−1) = (us) and the opposite
sign when (us−1) 6= (us). Analogously we also have
S
(
N ′
[
p . . . l
up . . . ul
])
=
p∏
s=l+1
(−1)(us−1)(us)+(us−1)+(us)S(us − us−1). (6.15)
We would like to emphasize the surprising nature of the correspondence between the
expressions of the type 1 unitary and the type 2 unitary matrix element equations. This
correspondence implies that the matrix element equations are invariant under (the highly
non-trivial operation of) taking the dual of the GT basis pattern being acted upon. That
is, there exists a symmetry within these equations beyond that of the usual Weyl group
symmetry of the gl(m) case - this line of inquiry will be pursued in further detail in later
work.
Also, we note that the caution exercised to ensure that we always tensor the (type 1
unitary) vector module V (ε1) with a type 1 unitary module V (Λ), while being technically
essential to obtain complete reducibility, was actually inessential in obtaining the resulting
matrix element expression. However the vanishing conditions and phases of the matrix
elements are dependent on the type of the module concerned. Such results indicate that
our formalism should be applicable to mixed tensor modules of gl(m|n) under certain
conditions.
Chapter 7
Conclusion
The main result of this thesis is a self-contained algebraic derivation of the matrix ele-
ments of the generators of unitary gl(m|n) modules. The characteristic identity and shift
operator methods used have the following advantages:
• The characteristic identities, being derived from a generalized Casimir, may be
constructed algebraically for a wide range of Lie algebras as well as their quantum
and super analogues. This allows a direct generalization of the techniques used in
this thesis to other areas. Indeed, our results are the super generalization of the
paper [16]. Past results utilizing diagrammatic methods are restricted to covariant
tensor representations and integral weights.
• Our method leverages the factorization of a matrix element into a reduced matrix
element and a reduced Wigner coefficient. Thus, we are able to obtain non-recursive
closed form expressions for the matrix elements of the non-elementary generators of
gl(m|n) for the first time. Such results are important for computational applications
for high-dimensional modules.
• The matrix element factorization also allows the phase of a matrix element for the
non-elementary generators to be given as a simple closed form expression.
Using these techniques we have obtained the type 1 unitary matrix element formulae
for the elementary raising generators given in equations (5.31),(5.32),(5.33) and (5.34)
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and the elementary lowering generators given in equations (5.38),(5.39),(5.40) and (5.41).
Furthermore, type 1 unitary matrix elements for the the non-elementary generators were
derived and given in equations (5.35) and (5.43) with the corresponding phase expressed
in equation (5.47). All of these matrix elements were given in a Gelfand-Tsetlin basis
obtained by application of the type 1 unitary branching rules given in theorems 5.1.1,5.1.2
and 5.1.3.
Regarding the type 2 unitary matrix element formulae, we have been able to show that
these expressions match those of the type 1 unitary case. However, the type 2 unitary
branching rules given in theorems 5.1.1,6.1.1 and 6.1.1 must be applied when constructing
a Gelfand-Tsetlin basis. Also, the type 2 unitary phase is given by equations (6.14) and
(6.15) must be applied.
Finally, it must be noted that our matrix element formulae hold for a much larger class
of representations than those previously given in the literature. Specifically, our matrix
element formulae apply to all modules given by the following two parameterizations.
Stated as theorems we have
Theorem 7.0.1. Let ε = (1˙|0˙) and δ = (−1˙|1˙) (the trivial 1-dimensional representation).
The highest weight Λ of an irreducible type 1 unitary gl(m|n) representation is ex-
pressible as
Λ = Λ0 + γε+ ωδ,
where Λ0 is the highest weight of an irreducible tensorial (type 1 unitary) representation,
γ ∈ R satisfies the condition γ = 0, 1, 2, . . . , n− 1 or n− 1 < γ ∈ R, and ω ∈ R.
Theorem 7.0.2. Let ε¯ = (0˙| − 1˙) and δ = (−1˙|1˙).
The highest weight Λ of an irreducible type 2 unitary gl(m|n) representation is ex-
pressible as
Λ = Λ¯0 + γε¯+ ωδ,
where Λ¯0 is the highest weight of an irreducible contravariant tensorial (type 2 unitary)
representation, γ ∈ R satisfies the conditions γ = 0, 1, 2, . . . ,m − 1 or m − 1 < γ ∈ R,
and ω ∈ R.
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The importance of these theorems is that any type 1 unitary module will occur in the
tensor product of V (Λ0),V (γε) and V (ωδ) while any type 2 unitary module will occur in
the tensor product of V (Λ¯0),V (γε¯) and V (ωδ).
The unitary irreducible representations that we consider in this thesis then fall into
several distinct cases, and so our matrix element formulae that we develop here combine
several previous results into a single formalism. More details may be found in [26].
Continuing with the line of inquiry given in this thesis, future work remains that
generalizes into three distinct directions.
• The quantum case: The algebraic framework given in the initial chapters of this
thesis may be generalized to the corresponding quantum superalgebra Uq[gl(m|n)]
by constructing invariants based on quantum R-matrices. While the Gelfand-Tsetlin
basis remains unchanged, new quantum matrix element formulae may be given via
the characteristic identities.
• Extension to non-unitary irreducible and indecomposable modules: The representa-
tion theory of indecomposable modules of superalgebras is of increasing importance
especially in the area of logarithmic conformal field theory [7]. The notions of matrix
elements, Wigner coefficients etc. given here may be extended to non-unitary (and
therefore generally indecomposable) irreducible representations due to the existence
of a generalized inner product. By extending the formalism to consider tensor prod-
ucts of type 1 unitary modules with a type 2 unitary module (which is not generally
completely reducible) we may take initial steps into this line of enquiry.
• The pattern calculus: The characteristic identities based on the vector (and co-
variant vector) representations may be extended to general tensor identities. It
is expected that such an approach, generalizing the approach of [19, 20] to gl(n)
and o(n), will allow the evaluation of all (multiplicity free) Wigner coefficients for
gl(m|n) . Furthermore, generalized Weyl group symmetries for the reduced matrix
elements and reduced Wigner coefficients may also be investigated.
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Appendix A
On Casimir invariants
In this appendix we define two gl(m|n) invariants that play a central role in determining
reduced matrix elements and reduced Wigner coefficients. We show that these invariants
are indeed subalgebra invariants by expressing them solely in terms of the Casimir invari-
ants. Here, we consider the characteristic matrices A and B defined in equations (3.6)
and (3.18), respectively. Powers of these matrices are defined recursively as
(Ak)p
q
=
m+n∑
r=1
Apr
(Ak−1)r
q
,
((A0)p
q
≡ δpq
)
, 1 ≤ p, q ≤ m+ n. (A.1)
and
(Bk)p
q
=
m+n+1∑
r=1
Bpr
(Bk−1)r
q
,
((B0)p
q
≡ δpq
)
, 1 ≤ p, q ≤ m+ n+ 1. (A.2)
By using induction and the gl(m|n+ 1) commutation relations we obtain
[
Epq ,
(Bk)r
s
]
= (−1)(p)+(q)δrq
(Bk)p
s
− (−1)((p)+(q))((r)+(s))δps
(Bk)r
q
. (A.3)
For readability, throughout this appendix the ’+’ symbol will be used to denote the odd
value m+ n+ 1. A special case of the above identity is then[
Epq ,
(Bk)+
+
]
= −(−1)(p)δ+q
(Bk)p
+
− δp+
(Bk)+
q
(A.4)
or equivalently[
Bpq ,
(Bk)+
+
]
= (−1)(p)
[
Epq ,
(Bk)+
+
]
= −δ+q
(Bk)p
+
+ δp+
(Bk)+
q
. (A.5)
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In what follows, we also use the index notation p˙ to denote an index ranging from 1
to m+ n only.
The invariants under consideration in this appendix are defined as
τk = (Bk)++
σk = B+p˙ (Ak)p˙q˙Bq˙+.
Proposition A.0.3. The set {τ1, τ2, τ3, ...} is a set of commuting operators. That is,
[τ`, τk] = 0 ∀`, k (A.6)
Proof: We proceed by induction. For ` = 1, equation (A.6) is seen to be valid
immediately by applying the commutation relation given in equation (A.5).
[τ1, τk] =
[B++, (Bk)++]
= −δ++
(Bk)+
+
+ δ++
(Bk)+
+
= 0 ∀k. (A.7)
For ` > 1 we have
[τ`, τk] =
[
(B`)++, (Bk)++
]
= (B`−1)+q
[Bq+, (Bk)++]+ (B`−2)+q [Bqr , (Bk)++]Br+ + (B`−3)+q [Bqr , (Bk)++] (B2)r+
+ ...+
[B+p , (Bk)++] (B`−1)p+
= (B`−1)+q
[Bq+, (Bk)++]+ [B+p , (Bk)++] (B`−1)p+ + `−2∑
j=1
(B`−j−1)+q
[Bqr , (Bk)++] (Bj)r+.
By use of equation (A.5) to evaluate the commutators, one can readily show that
`−2∑
j=1
(B`−j−1)+q
[Bqr , (Bk)++] (Bj)r+ = `−2∑
j=1
[τj, τk+`−j−1]
and also
(B`−1)+q
[Bq+, (Bk)++]+ [B+p , (Bk)++] (B`−1)p+ = (B`−1)+q (−(Bk)q+ + δq+(Bk)++)
+
(−δ+p (Bk)++ + (Bk)+p ) (B`−1)p+
= −τ`+k−1 + τ`−1τk − τkτ`−1 + τ`+k−1
= [τ`−1, τk].
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We have shown that [τ`, τk] can be written in terms of commutators with lower order τ
invariants on the LHS. That is,
[τ`, τk] =
`−1∑
j=1
[τj, τk+`−j−1]
so by induction we have [τ`, τk] = 0 since [τ1, τk] = 0 ∀k. 
The next three propositions will be required when expressing τk in terms of the Casimir
invariants. Recall the Casimir invariants Iˆk and Ik are defined in equations (4.8) and
(4.9) respectively. Using the commutation relations (A.3) the following result can be
established:
Proposition A.0.4.
m+n+1∑
p=1
(−1)(p) [(B`)p+, (Bk)+p ] = `−1∑
i=0
(
Iˆiτ`+k−1−i − Iˆ`+k−1−iτi
)
. (A.8)
Definition. The order of the term
(−1)(p)(Bk)p+τs1τs2 . . . τsj(B`)+p
is defined to be the sum of the powers of the B’s within the term which in the above case
is
k + `+
j∑
i=1
si.
It is important to note that for sufficiently low orders, this term will degrade to two
possible cases. The first case is when k = 0 which gives
∑
p
(−1)(p)(B0)p+τs1τs2 . . . τsj(B`)+p =
∑
p
(−1)(p)δp+τs1τs2 . . . τsj(B`)+p
= −τs1τs2 . . . τsj(B`)++
= −τs1τs2 . . . τsjτ`.
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The second case is si = 0 ∀i where proposition A.0.4 gives∑
p
(−1)(p)(Bk)p+τ0τ0 . . . τ0(B`)+p =
∑
p
(−1)(p)(Bk)p+(B`)+p
=
∑
p
(−1)(p)[(Bk)p+, (B`)+p ] + τk+`
=
k−1∑
i=0
(
Iˆiτk+`−i−1 − Iˆk+`−i−1τi
)
+ τk+`.
By repeated use of the graded commutation relations we have:
Proposition A.0.5. A general term of the form
m+n+1∑
p=1
(−1)(p)(Bk)p+τs1τs2 . . . τsj(B`)+p
which is of order
M = k + `+
j∑
i=1
si
can be written as a series of terms of the form
τaτb . . . τc and Iˆaτb
(and products of them) where the order of each term (and therefore the order of each τ
and I within a term) is strictly less than M .
We are now in a position to state the two main theorems of this appendix.
Theorem A.0.6. The invariant τk can be written as the sum of Ij − Iˆj and a series of
terms of the form
τaτb . . . τc and Iˆaτb
(and products of them) where the order of each term (and therefore the order of each τ
and I within a term) is strictly less than k.
Proof: Firstly, we consider the difference of the Casimir invariants Iˆk and Ik. By
definition, we have
Iˆk = (−1)(p)(Bk)pp = (−1)(p)Bpq1Bq1q2Bq2q3 . . .Bqk−1p
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Ik = (−1)(p)(Ak)pp 1 ≤ p ≤ m+ n
= (−1)(p)(1− δp+)(Bk)pp 1 ≤ p ≤ m+ n+ 1
= (−1)(p)(1− δp+)(1− δq1+ )(1− δq2+ ) . . . (1− δqk−1+ )Bpq1Bq1q2Bq2q3 . . .Bqk−1p
= δp+(1− δq1+ )(1− δq2+ ) . . . (1− δqk−1+ )Bpq1Bq1q2Bq2q3 . . .Bqk−1p
+ (−1)(p)(1− δq1+ )(1− δq2+ ) . . . (1− δqk−1+ )Bpq1Bq1q2Bq2q3 . . .Bqk−1p .
Now we note that
δp+(Bpq1Bq1q2Bq2q3 . . .Bqk−1p ) = τk
δp+δ
qi
+(Bpq1Bq1q2Bq2q3 . . .Bqk−1p ) = B+q1 . . .Bqi−1+ B+qi+1 . . .B
qk−1
+
= τiτk−i
δp+δ
qi
+δ
qj
+ (Bpq1Bq1q2Bq2q3 . . .Bqk−1p ) = B+q1 . . .Bqi−1+ B+qi+1 . . .B
qj−1
+ B+qj+1 . . .B
qk−1
+
= τiτj−iτk−j for i < j
· · ·
and observe that in each case the terms are of order k (since the subscripts within each
term sum to k). Similarly we have
(−1)(p)(Bpq1Bq1q2Bq2q3 . . .Bqk−1p ) = Iˆk
(−1)(p)δqi+(Bpq1Bq1q2Bq2q3 . . .Bqk−1p ) = (−1)(p)Bpq1 . . .Bqi−1+ B+qi+1 . . .Bqk−1p
= (−1)(p)(Bi)p+(Bk−i)+p
(−1)(p)δqi+δqj+ (Bpq1Bq1q2Bq2q3 . . .Bqk−1p ) = (−1)(p)Bpq1 . . .Bqi−1+ B+qi+1 . . .B
qj−1
+ B+qj+1 . . .Bqk−1p
= (−1)(p)(Bi)p+τj−i(Bk−j)+p for i < j
· · ·
where each term is also of order k. By defining the summation symbol
∑
(k) to be the
sum of all terms such that the powers of B within each term are positive and sum to k
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(implying that each term is of order k) we can write Ik as
Ik = τk −
∑
(k)
τaτb +
∑
(k)
τaτbτc −
∑
(k)
τaτbτcτd + ...
+ Iˆk − (−1)(p)
∑
(k)
(Bi)p+(Bj)+p + (−1)(p)
∑
(k)
(Bi)p+τj(B`)+p − (−1)(p)
∑
(k)
(Bi)p+τjτ`(Bh)+p + . . .
Rearranging gives
τk = Ik − Iˆk +
∑
(k)
τaτb −
∑
(k)
τaτbτc +
∑
(k)
τaτbτcτd − ...
+ (−1)(p)
∑
(k)
(Bi)p+(Bj)+p − (−1)(p)
∑
(k)
(Bi)p+τj(B`)+p + (−1)(p)
∑
(k)
(Bi)p+τjτ`(Bh)+p − ...
which together with proposition A.0.5 completes the proof. 
Theorem A.0.7. The invariants τk, σ` can be expressed in terms of products of Casimir
invariants Ij and Iˆj where j ≤ k and j ≤ `+ 2.
Proof: For τk the proof is obtained by applying Theorem A.0.6 recursively and ob-
serving that τ0 = 1 and τ1 = I1 − Iˆ1 (since τ1 = B++ = −E++).
For the σ` we have
σ` = B+p˙ (A`)p˙q˙Bq˙+ (1 ≤ p˙, q˙ ≤ m+ n)
= (1− δq1+ )(1− δq2+ )...(1− δq`+1+ )B+q1Bq1q2Bq2q3 ...B
q`+1
+ (1 ≤ qi ≤ m+ n+ 1)
=
(
1−
∑
i
δqi+ +
∑
i,j i 6=j
δqi+δ
qj
+ −
∑
i,j,k i 6=j 6=k
δqi+δ
qj
+ δ
qk
+ + ...
)
B+q1Bq1q2Bq2q3 ...B
q`+1
+
= τ`+2 −
`+1∑
i=1
τiτ`+2−i +
∑
(`+2)
τaτbτc −
∑
(`+2)
τaτbτcτd + ... (A.9)
where again the summation symbol
∑
(`+2) is defined to be the sum of all terms such that
the powers of B within each term are positive and sum to `+ 2. 
As an example, we give σ2 in terms of τ ’s as
σ2 = τ4 − τ1τ3 − τ2τ2 − τ3τ1 + τ1τ1τ2 + τ1τ2τ1 + τ2τ1τ1 − (τ1)4.
In conclusion, it is clear that taking the approach outlined above for determining the
invariants, or more to the point their eigenvalues, leads to complicated recursion relations.
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The results of this thesis, however, completely bypass such complexities, and we find that
we are able to present structured eigenvalue formulae (measured against say the beauty
of Weyl’s dimension formula) using the characteristic identities.
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Appendix B
Vector operator conventions
In this appendix we show that the shift components (3.23) of a vector operator do indeed
constitute a vector operator. By induction (on the polynomial degree) and linearity, since
P¯ [r] is a polynomial in A¯, it suffices to show that if ψp is a homogeneous vector operator,
then so too is
(ψA¯)p = ψqA¯ pq = −(−1)(p)(q)ψqEpq.
We have
[Epq, (ψA¯)r] = −(−1)(r)(s)[Epq, ψsErs]
= −(−1)(r)(s) ([Epq, ψs]Ers + (−1)((p)+(q))((s)+(ψ))ψs[Epq, Ers])
= −(−1)(r)(s) (δsqψp(−1)((p)+(q))(ψ)Ers + δrq(−1)((p)+(q))((s)+(ψ))ψsEps
−δps(−1)((p)+(q))((r)+(ψ))ψsErq
)
= −(−1)((p)+(q))(ψ)+(p)(s)δrqψsEps
= (−1)((p)+(q))(ψ)δrqψsA¯ ps
= (−1)((p)+(q))(ψ)δrq(ψA¯)p.
Thus ψA¯ is also a homogeneous vector operator of the same degree as ψ.
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Furthermore, since the matrix A¯ acts naturally on the right of ψp we have
(ψA¯)p = ψqA¯ pq
= −(−1)(p)(q)ψqEpq
= −(−1)(p)(q) ([ψq, Epq] + (−1)[(p)+(q)][(q)+1]Epqψq)
= (−1)(p) ([Epq, ψq]− Epqψq)
= (−1)(q)δqqψp − (−1)(p)Epqψq
= (m− n−A)pqψq
It follows that the gl(m|n) matrix A acts naturally on the left of odd vector operators
(while the double adjoint A¯ acts naturally on the left of even vector operators).
Similarly, for contragredient vectors φp we have
(φA¯)p = φqA¯qp
= (−1)(p)φqEqp
= (−1)(p) ([φq, Eqp] + (−1)((p)+(q))((q)+1)Eqpφq)
= (−1)(p)(q) (Eqpφq − [Eqp, φq])
= (−1)(p)(q)Eqpφq + (−1)(q)δqqφp
= (m− n− A¯) qp φq.
It thus follows that the matrix A¯ acts naturally on the left of odd contragredient vectors.
