Abstract-This paper presents a computationally efficient solution for constraint management of square multi-input and multi-output (MIMO) systems. The solution, referred to as the Decoupled Reference Governor (DRG), maintains the highlyattractive computational features of Scalar Reference Governors (SRG) while having performance comparable to Vector Reference Governors (VRG). DRG is based on decoupling the input-output dynamics of the system, followed by the deployment of a bank of SRGs for each decoupled channel. We present a detailed set-theoretic analysis of DRG, which highlights its main characteristics. A quantitative comparison between DRG and the VRG is also presented in order to illustrate the computational advantages of DRG.
closed-loop system. A block diagram of SRG is shown in Fig. 1 , where y(t) is the constrained output, r(t) is the reference, v(t) is the governed reference, and x(t) is the system state (measured or estimated). To compute v(t), SRG employs the so-called maximal admissible set (MAS) [17] , which is defined as the set of all inputs and states that are constraint-admissible. By solving a simple linear program over this set, SRG selects a v(t) that is as close as possible to r(t) such that the constraints are satisfied for all time.
Reference Governor Closed-Loop Plant r(t) v(t) y(t)
x(t) Standard SRG theory only uses one decision variable in the linear program to govern different channels of a coupled MIMO system. As a result, it tends to have a conservative response. A modification of the SRG, which performs well in MIMO systems, is the so-called Vector Reference Governor (VRG) [16] . This technique handles constraint management by solving a quadratic program (QP), similar to MPC, with multiple decision variables. Even though VRG shares some properties with SRG, its implementation demands a higher computational load in comparison with SRG. This is because of the QP that must be solved at each time step, either by implicit methods or multi-parametric explicit method. In this work, we present an alternative approach to SRG and VRG for MIMO systems, based on system decoupling, that retains the simplicity of SRG, while having performance comparable to VRG.
Consider the discrete-time closed-loop MIMO system G(z) depicted in Fig. 2 , where u i , i = 1, . . . , m, are the set-points fed to the control system, and y i are the constrained outputs. We assume that the system has m inputs and m outputs, i.e., the system is square. Over the output, the constraints are imposed: y i (t) ∈ Y i , ∀t, where Y i are specified sets. Given desired set-points r i , the goal is to select each u i as close as possible to r i (to ensure that the tracking outputs, which are not shown in Fig. 2 , follow r i (t) as closely as possible) such that output constraints are satisfied, i.e., y i (t) ∈ Y i , ∀t. The solution proposed in this paper, referred to as the Decoupled Reference Governor (DRG), is as follows: first, system G(z) is decoupled by finding a suitable filter, F (z), that will eliminate the coupling dynamics of G(z). The resulting decoupled system is W (z) := G(z)F (z), which is diagonal; that is, each output y i depends only on the new input v i . In this work, all the decoupling operations are performed in transfer function domain, in order to take advantage of the simple algebra that transfer functions offer. Second, we introduce a bank of m decoupled SRGs, where the goal of the i-th SRG is to select v i as close as possible to r i while ensuring y i ∈ Y i . Each SRG, RG i , uses only the states of the i-th decoupled subsystem. Finally, since we would like to ensure that u i = r i when constraint violation is not detected, we introduce the inverse of the filter, F −1 (z), to couple the dynamics again. Note that F −1 (z) also ensures that u i and r i are close if r i is not constraint-admissible.
The main contributions of this paper are as follows:
• A computationally efficient constraint management technique for square MIMO systems, i.e., the DRG, which is a novel extension of the scalar RG.
• Steady-state analysis of admissible inputs for DRG in comparison with VRG.
• Analysis of DRG performance with respect to the system singular values and the condition number. We show that the proposed approach is appropriate for a specific class of systems and illustrate this by examples.
• Analysis of advantages and disadvantages of DRG with respect to two decoupling approaches.
• Quantitative comparison of explicit and implicit optimization techniques for VRG and DRG, where we show that DRG can run 2500 times faster than VRG. This paper is structured as follows: Section II reviews SRG and VRG theory. Section III presents two decoupling methods for MIMO systems. Section IV introduces DRG for MIMO systems and addresses its applicability. Section V illustrates the relationship between the MAS of coupled and decoupled systems, and compares DRG and VRG in terms of performance and execution time. Section VI concludes this paper and discusses the future work.
The following notations are used. Z + denotes the set of all non-negative integers. The identity matrix is denoted by I. Given a vector x, x i denotes the i-th component of x. For vectors x and y, x ≤ y is to be interpreted component-wise.
II. REVIEW OF REFERENCE GOVERNORS
This section reviews the SRG and VRG as presented in [15] , [16] . Consider the discrete-time square linear system G(z) in Fig. 2 , given in state-space form by:
where x(t) ∈ R n is the state vector, u(t) ∈ R m is the input, and y(t) ∈ R m is the constrained output vector. Over the latter, the following constraints are imposed: y i (t) ∈ Y i , i = 1, . . . , m, ∀t ∈ Z + , where Y i ⊂ R are specified sets. The constraints can also be expressed in vector form as: y(t) ∈ Y, where Y is given by the Cartesian product
The following assumptions are made for the development of the theory presented in this paper:
A. 1: System (1) reflects the combined closed-loop dynamics of the plant with a stabilizing controller. Consequently, the system is asymptotically stable (i.e., |λ i (A)| < 1, i = 1, ..., n). Furthermore, we assume all diagonal subsystems of G(z) are also asymptotically stable.
A. 2: System (1) is invertible and has a stable inverse. Note that a necessary condition for A. 2 is that system G(z) does not have any non-minimum phase zeros.
A. 3: The constraint sets Y i are closed intervals of the real line containing the origin in their interiors. This is in agreement with the assumptions commonly made in the literature of reference governors.
A review of SRG and VRG is provided next.
A. Scalar Reference Governor (SRG) Consider the square system described by (1) . The input u(t) is computed by the SRG as a convex combination of the previous input u(t − 1), and the current reference r(t). That is:
where κ is the solution of the following linear program:
where O ∞ is the Maximal Admissible Set (MAS) discussed below. In the above, x(t), r(t), and u(t − 1) are known parameters. Note that κ = 0 means that in order to keep the system safe, u(t) = u(t − 1), and κ = 1 means that no violation is detected and, therefore, u(t) = r(t). This RG formulation ensures system stability and recursive feasibility. MAS is the set of all safe initial conditions and inputs, defined as:
where the halfspaces P t are defined by:
To generate MAS, we assume that u(t) = u 0 is held constant for all time. Computation of MAS is possible, as y(t) can be expressed explicitly as a function of x(0) and u 0 :
Using the above, O ∞ can be computed to be a polytope of the form:
Conditions for O ∞ to be finitely determined (i.e., matrices H x , H u , h to be finite dimensional) are discussed in [18] , [19]. Basically, to ensure that O ∞ is finitely determined, the steady-state constraint is tightened and introduced as a new halfspace:
where G 0 is the DC gain of system (1), and Y ss := (1 − )Y for some small positive . Addition of this halfspace to O ∞ leads to a finitely determined inner approximation of O ∞ . In the sequel, with some abuse of notation, we assume that O ∞ includes the tightened steady-state constraint and is, hence, finitely determined.
B. Vector Reference Governor (VRG)
VRG extends the capabilities of SRG and uses diagonal matrix K instead of scalar κ. Equation (2) is reformulated as:
The values of κ i , i = 1, ..., m, are chosen by solving the following Quadratic Program (QP):
Note that for VRG, O ∞ ⊂ R n+m can be computed in the same way as explained in Subsection II-A. Because of the increased number of optimization variables and the QP formulation, VRG is more computationally demanding than SRG.
C. Comparison between SRG and VRG
In this section, we illustrate with an example that SRG may perform poorly in MIMO systems because of the use of a single decision variable (i.e., κ), whereas VRG generally performs well.
Consider a two-input two-output system given by:
The constraints are y 1 ≤ 3 and y 2 ≤ 13. The reference signals, r i , are both unit step inputs.
As shown in Fig. 3 (a) and (b), the outputs for VRG and SRG all satisfy the constraints. However, from Fig. 3 (c) and (d), it is clear that the gap between u and r for VRG is smaller than that of SRG, which means the degradation to tracking performance for VRG is smaller than that of SRG. Note that, for SRG, because r 1 and r 2 are equal, the single decision variable, κ, leads to u 1 equal to u 2 .
Due to the limitations of SRG for MIMO system, in this paper, we only compare the proposed DRG with VRG in terms of computational efficiency (i.e. execution time) and performance (i.e., closeness of u and r, as well as constraint satisfaction).
III. REVIEW OF DECOUPLING METHODS
Decoupling methods can be used to produce partially or completely decoupled systems [5] . In this section, we review two methods of complete decoupling and metrics to quantify the applicability of DRG.
A. Decoupling Methods
Consider the square coupled system G(z) shown in 
The system G(z) consists of diagonal subsystems with dynamics G ii (z) and off-diagonal (interaction) subsystems with dynamics G ij (z), i = j. A decoupled system is perfectly diagonal (i.e., each output depends on only one input).
As shown in Fig. 2 , we decouple the system by adding a filter, [5] . By doing so, each output y i depends only on the new input v i through:
We present the following two decoupling methods:
The filter is defined as:
Identity Method: We find F (z) such that W (z) equals the identity matrix. The filter is defined as: (10) Notice that in both methods, either F (z) or F −1 (z) (or both) may be improper transfer functions because of the inversion of G(z). If this is the case, they cannot be implemented.
In order to make them proper, we multiply them by timedelays of the form 1 z β , where β refers to how much time delay should be added to make the transfer functions proper. Note that if delays are added to either F or F −1 , the system response will be delayed under the DRG scheme, even if no constraint violation is detected. This is a caveat of the DRG approach; however, if the sample time is small enough, the introduced delay would be negligible. Also note that G(z) −1 might introduce unstable poles to F (z) or F (z) −1 , which will cause the system to become unstable. Assumption A. 2 is introduced in this work to avoid such situations.
B. Condition Number and Maximum Singular Value
In this section, we introduce metrics to quantify the applicability of DRG: the condition number [20] , and the maximum singular value.
Condition number quantifies the sensitivity of the output to small changes in input. Mathematically, the condition number for a matrix can be defined as the ratio between the maximum and minimum singular values:
where σ max refers to the largest singular value and σ min refers to the smallest singular value. A matrix with a large condition number is said to be illconditioned, which means that it is sensitive to small changes in inputs and its inverse "almost" does not exist. On the other hand, a matrix with small condition number is said to be well-conditioned.
As we will show in Sections IV and V, The method of DRG is suitable for systems that satisfy both of the following criteria:
• Small condition number. If the condition number is small, the decoupling process does not create numerical instabilities or sensitivities to small changes in inputs.
• Small singular values. In Section V, we prove that if a system has small singular values, the gap between u and r will be small, indicating that DRG will not deteriorate tracking performance.
IV. DECOUPLED REFERENCE GOVERNORS
As mentioned in the Introduction, the Decoupled Reference Governor (DRG) is based on decoupling the system using the filter F , implementing m independent scalar reference governors for the resulting decoupled subsystems, and coupling the system back together using the inverse filter, F −1 (see Fig. 2 ). Below, we elaborate on these ideas. We consider the two decoupling methods studied in the previous section separately. Without loss of generality, we assume that the initial conditions on G, F , and F −1 are all zero, i.e., the entire system starts from rest. Note that the coupling and decoupling operations are presented in the discrete transfer function domain. Once the system is decoupled, the decoupled system is transformed into state space form for DRG implementation, as discussed below.
Consider the system G(z) in (8) . For this system, we apply the decoupling techniques to obtain a completely diagonal system W (z), where W (z) := diag(W 11 (z), . . . , W mm (z)). Next, for each decoupled subsystem, W ii , we compute the maximal admissible set (MAS), denoted by O W i,i . To obtain these sets, we convert each subsystem W ii to state space form and, for each, compute the MAS as:
where x i and n i are the state and the order of the i-th subsystem, respectively. In this work, it is assumed that the states of G are known. If this is not the case, an observer can be designed if measurements are available, which will be explained later. The issue of observer error dynamics or plant/model mismatch are not investigated here and are subject of study in future work. The DRG formulation is based on O W i,i . Specifically, the inputs to the diagonal decoupled system (see Fig. 2 ) are defined by:
where κ i are computed by m independent linear programs:
Note that, since F (z) and F −1 (z) are both assumed to be stable, the DRG formulation above inherits the stability and recursive feasibility properties of scalar RGs.
Below, we specialize the DRG formulation to the two decoupling methods presented in Section III. We show that DRG is suitable for a system with small condition number. On the contrary, when G has large condition number, then plant inputs u i (t) (see Fig. 2 ) may be far from the references r i (t), and therefore tracking performance for close-loop system may be deteriorated.
A. Diagonal method
We implement the diagonal method to obtain a completely decoupled system W (z) := diag(G 11 , · · · , G mm ).
One challenge of this method is that if the states of G(z) are not known, then how can the states of W (z) that feed back to the RGs be found? To answer this, we can design an observer to estimate the states of G(z). The state-space form of G(z) in this work is a special one and is not a minimal realization. To elaborate, assume that the state-space forms of subsystems G 11 (z), G 12 (z), . . ., G mm (z) are (A 11 ,B 11 ,C 11 ,D 11 ), (A 12 ,B 12 ,C 12 ,D 12 ) , . . . , (A mm ,B mm ,C mm ,D mm ).Then, system G(z) can be written as:
. . .
Note that the dimension of the state vector is i j n ij , where n ij is the state dimension of G ij . The reason we use this realization is that it is easy to find the states that feed back to RGs after decoupling. After using A, B, C, D above to design an observer for system G(z), we can get the estimated states: [x 11 ,x 12 , . . . ,x mm ] T . Note that because the state space realization is detectable (because of A. 2), it is always possible to design an observer for G(z). The state that feeds back to RG i isx ii . The caveat of this approach is if the responses of unobservable (detectable) eigenvalues of G(z) are slow, the observer might converge slowly. However, if the initial condition of the observer is close to the initial condition of G(z) (i.e., the observer also starts from rest), then the effect of the slow eigenvalues can be ignored.
In the following, we will present an example to illustrate this method. Consider the system G(z) in (8) given by:
In order to show that this method works well for systems with small condition number, we select two different q's: q = 0.5 and q = 0.05. If q = 0.5, the condition number for the system is 11.54. If q = 0.05, the condition number for the system is 8.6. The second case has smaller condition number than the first.
Next, we use (9) to find F (z). Noticing that in this example, we encounter the situation that F (z) and F −1 (z) are not proper, we multiply them by We proceed to design the DRG based on W (z). In this case, we obtain O 1,1 and O 2,2 based on (11). The constraint set is defined as Y := {(y 1 , y 2 ) : y 1 ≤ 1.2, y 2 ≤ 3.9}. We simulate the response of this system to a step of size 1 in both r 1 and r 2 . The simulation results for both q = 0.5 and q = 0.05 are depicted in Fig. 4 . From Fig. 4 , the outputs in both cases satisfy the constraints, as required. However, the system input u(t) is much closer to r(t) for the system with smaller condition number (i.e., for q = 0.05), which is desirable.
Furthermore, it can be seen from Fig. 5 that v(t) is always below r (t), which is a feature of scalar RGs. However, note from Fig. 4 , that u(t) may be above or below r(t). The reason can be explained by the relation u = F (z)v (see Fig.  2 ): at steady state, u converges to F 0 v, where F 0 is the DC gain of F . Therefore, u may converge to a larger or smaller value than r depending on F 0 . Note that u i above r i may not be acceptable depending on the specific application. Fig. 6 shows a comparison between VRG and DRG for q = 0.05. There is a time delay between the responses of VRG and DRG that is caused by the delay added to F and F −1 to make them proper. Note that the rise time for DRG is much faster than that of VRG. This is because, for this example, the interacting dynamics are slow and dominant, which causes the VRG to generate slow inputs. The DRG, on the other hand, operates on the decoupled system where these slow dynamics have been canceled. This shows that, in addition to computational advantages, the DRG may also have performance advantages compared to VRG. Fig. 7 compares u computed by DRG and u computed by VRG in steady state. The setpoint is r = (1, 1) . In both figures, the contour lines represent the level sets of the cost functions for VRG (distance from r). The shaded region shows the steady-state constraint-admissible set. From Fig. 7(a) and 7(b) , it can be seen that for VRG, the optimal solution is the closest point to r that belongs to the steadystate constraint-admissible input set (shaded region). As for DRG, it finds the solution at a different location, which is a sub-optimal solutions with respect to the VRG cost function. Note that it is possible for VRG and DRG to find the same solution but this is usually not the case, as is shown in this example. However, as can be seen in Fig. 7 , the solution computed by DRG is closer to that of VRG when the condition number and singular values of the system are smaller.
B. Identity method
As previously mentioned, for the identity method, W (z) is either the identity matrix (if G −1 (z) is proper) or the identity matrix with a time delay (if G −1 (z) is not proper). In other words, the input-output behavior of the i-th channel is given by y i (t) = v i (t − β), where β ∈ Z + is the delay added proper. An interesting observation can be made; the MAS for a pure delay systems is independent of the state: (4) and by noting that the initial states (i.e., outputs) of the time-delay can be chosen as 0, which is automatically admissible. Note also that, MAS for this case is finitely determined, without the need to tighten the steady-state constraint.
The DRG formulation for the case of identity method is the same as (12), (13) . However, the implementation is greatly simplified due to the structure of O W i,i . To see this, note that the formulation of (12), (13) (13) is chosen so that v i (t) ∈ Y i . Since Y i is an interval (per Assumption A. 3), this implies that κ i is selected so that v i (t) is simply clipped (i.e., saturated) at the constraint. Thus, the overall DRG can be implemented as a bank of m decoupled saturation functions, which greatly simplifies real-time implementation.
Similar to the diagonal method, if G(z) has a large condition number, the inputs to system G would be far away from the references and, hence, tracking performance may suffer. Since this is the same phenomenon as the diagonal case, we will not provide numerical examples.
While the identity method is simpler and computationally superior to the diagonal method, it has a drawback. If system G(z) has under-damped dynamics, then this method would cause large oscillation in the output. To illustrate, we select q = 0.05 in the example of Section IV-A and change
A comparison between the outputs of this system after applying DRG with the diagonal and identity methods is shown in Fig. 8 . It can be seen that the constraints are satisfied for both outputs. However, unlike the diagonal method, the output using the identity method has large oscillations.
The reason for this behavior can be explained as follows. Because G(z) has slow under-damped dynamics, and since F −1 (z) = G(z) for the identity method, applying a step to r(t) causes oscillatory response in r (t). Viewing DRG as saturations in this case, v(t) is computed as r (t) clipped at the constraints. Finally, since W (z) is an identity matrix or identity matrix with some time delay, these oscillations will directly show up at the output y(t).
Because of the above issues with the identity method, we recommend doing the diagonal method.
V. ANALYSIS OF DECOUPLED REFERENCE GOVERNORS
In this section, we analyze the structure of O ∞ and the behavior of DRG at steady-state. This analysis sheds light on some of the important features of the proposed method. Then, we provide a comparative analysis of the computation time of DRG compared to VRG.
A. Steady-State Analysis
Recall that DRG requires O W i,i to be computed separately for each channel. The steady-state halfspace in O W i,i can be defined similarly to (7) . In order to study the steady-state admissible inputs, we consider the projection of the steadystate halfspace onto the v i coordinate, which results in:
where W ii0 ∈ R is the DC gain of subsystem W ii and Y i,ss = (1 − )Y i (recall that Y i is the constraint set for y i ). Since W is diagonal, it follows that the steady-state constraint-admissible input set for W is:
We now compare the above set with the steady-state constraint-admissible input set of system G (projected onto the u coordinate), which arises in VRG applications. This set, noted by U ss , is defined by:
From the above, the following theorem emerges. Theorem 1: For the system of Fig. 2 , and U ss and V W ss defined in (14) and (15), the following relation holds
where F 0 is the DC gain of F (z) and the operation F −1 0 ×U ss is the point-by-point mapping of the set U ss through F −1 0 . Proof: From (9) the following relationship follows: W 0 = G 0 × F 0 . By using definitions (15) and (14) the proof follows.
An important implication of this theorem is as follows. If r is not admissible with respect to system G (i.e., r / ∈ U ss ), then, after feeding through F −1 0 , r must also not be admissible with respect to the system W (i.e., r / ∈ V W ss ). The sets (14) and (15) describe the steady-state operations of DRG and VRG, respectively. Note that VRG solves a QP whereas DRG solves an LP. This implies that, at steady-state, DRG finds a solution on a vertex of V W ss , or from Theorem 1, a vertex of U ss . On the other hand, VRG finds a solution that may or may not be at a vertex of U ss . Therefore, DRG leads to a suboptimal solution with respect to the objective function of VRG (as illustrated in Fig. 7) .
As previously mentioned, two requirements for DRG are that the plant input, u, and the setpoint, r, should be equal if no constraint violation is predicted, and that they should be as close as possible if constraint violation is predicted. This is to ensure that the degradation of tracking performance is minimal. We note that each scalar RG in Fig. 2 ensures that v i and r i are equal if no constraint violation is detected and close if constraint violation is detected; however, u and r may be far. In the following theorem, we show that, at steady state, the closeness of u and r and, hence, the performance of DRG, depends on the decoupling filter, F (z).
Theorem 2: Given the system of Fig. 2 , at steady-state, we have that:
where · refers to an induced matrix norm.
Proof: Since, at steady state, u = F 0 v and r = F 0 r , we have that: 
Since u − r 2 is exactly the objective function in VRG optimization, the above shows that the performance of DRG and VRG will be close if F 0 has small singular values.
Finally, note that if the identity decoupling method is implemented, then F = G −1 . Hence, using Theorem 2, the following relation follows:
Similar to the above, if the 2-norm is used, then G 0 = σ max (G 0 ), and G
B. Computation Time of DRG and VRG
In this section, we present the computation of DRG and compare it with VRG. The example we use for this comparison is a distillation process, which is a two-input and two-output system [5] . All simulations were performed in Matlab. The simulation device is a Macbook with 1.1 GHz Intel Core m3 processor and 8 GB memory.
DRG formulation requires the solution to two linear programs (LP), which can be solved implicitly via online LP solvers, or explicitly as explained below. VRG, on the other hand, requires the solution to a Quadratic Program (QP), which can be solved implicitly via online optimization or explicitly via multi-parametric programming. In this work, we use the MPT Toolbox [21] in Matlab to implement explicit QP, implicit QP and implicit LP (MPT was the fastest among other solvers such as Gurobi). As for explicit DRG, we implement Algorithm 1 below.
To introduce this algorithm, let us assume O W i,i is finitely determined and given by polytopes of the form (6) . Let j * be the number of rows of H x , H v , h. end if 8: end for 9: κ = max(κ, 0)
We simulate the distillation process using 4 different governor/solver combinations: explicit DRG (i.e., Algorithm 1), implicit DRG (i.e., implicit LP), explicit VRG (i.e., mutliparametric QP), and implicit VRG (i..e, implicit QP). The simulation length is 10000 time steps in all cases with a sample time of 0.01s. Upon simulating the system, we compute the average and maximum computation times of the solvers. In order to eliminate the effects of background processes running on the computer, each of the above experiments are run 5 times and the averages are computed. The results are shown in Table I and Table II . As can be seen, both the average time and maximum time indicate that the Explicit RG runs almost 2500 times faster than all other methods, which means that DRG computation terminates much faster than VRG. VI. CONCLUSIONS AND FUTURE WORK In this work, a method for constraint management of coupled square MIMO systems was studied. The method is referred to as the Decoupled Reference Governor (DRG) and is based on decoupling the input-output dynamics, followed by application of scalar reference governors to each decoupled channel. We presented the DRG formulation with two different decoupling techniques and demonstrated the applicability of the method as a function of the singular values and the condition number of the system. Finally, We presented steady state analyses of the DRG and compared the computation time of DRG with VRG. It was shown that DRG can run faster than VRG by a factor of 2500.
Future work will explore modifications to DRG to ensure that the inputs to the close-loop system (i.e. u in Fig. 2 ) remain below the references (i.e. r). We will also explore the inclusion of external disturbances, plant model mismatch, and observers in the DRG design.
