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Abstract 
It is an often used fact that the control polygon of a BCzier curve approximates the curve and that the 
approximation gets better when the curve is subdivided. In particular, if a BCzier curve is subdivided into some 
number of pieces, then the arc-length of the original curve is greater than the sum of the chord-lengths of the 
pieces, and less than the sum of the polygon-lengths of the pieces. Under repeated subdivisions, the difference 
between this lower and upper bound gets arbitrarily small. 
If L, denotes the total chord-length of the pieces and L, denotes the total polygon-length of the pieces, the 
best estimate of the true arc-length is (2L, + (n - l)L,)/(n + l), w h ere n is the degree of the BCzier curve. 
This convex combination of L, and L, is best in the sense that the error goes to zero under repeated subdivision 
asymptotically faster than the error of any other convex combination, and it forms the basis for a fast adaptive 
algorithm, which determines the arc-length of a BCzier curve. 
The energy of a curve is half the square of the curvature integrated with respect to arc-length. Like in the 
case of the arc-length, it is possible to use the chord-length and polygon-length of the pieces of a subdivided 
Btzier curve to estimate the energy of the BCzier curve. 0 1997 Elsevier Science B.V. 
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1. Introduction 
If the usual formula for the arc-length L = & dmdt, of a curve parameterized by p(t), 
t E [0, 11, is used, then in the case of a BCzier curve of degree n we need to integrate the square-root 
of a polynomial of degree 2(n - 1). Hence the arc-length of a quadratic curve can be expressed 
by logarithms and the arc-length of a cubic curve can be expressed as an elliptic integral. There 
is no formula for a curve of arbitrary degree, so in general we need numeric integration. In [3], 
Gaussian quadrature has been combined with adaptive subdivision to find the arc-length of arbitrary 
parameterized curves. 
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A while ago The Department of Ocean Engineering, Technical University of Denmark, asked me 
about methods to calculate the arc-length of (cubic) BCzier curves. The arc-length of a BCzier curve 
is longer than the length of the chord joining its two endpoints, but less than the length of its control 
polygon. I suggested to use the length of the control polygon as an approximation to the arc-length 
of the curve and to use the difference between the length of the control polygon and the length of the 
chord as an error bound. If the error is too large, the curve is subdivided and the arc-length of the 
curve is found as the sum of the length of the two pieces. 
Jacob Michelsen from The Dep. Ocean Eng. not only implemented this adaptive and recursive 
method, but he did more. If L, denotes the length of the chord and L, denotes the length of the 
control polygon, then the arc-length of the Bezier curve is in the interval [L,, Lp] and Jacob Michelsen 
looked at the midpoint (Lp + L,)/2. He discovered that this quantity converged much faster under 
subdivision that both L, and L,. This puzzled me and the present work is done in order to understand 
this phenomena and to find a similar result for a Bezier curve of arbitrary degree. 
It turns out that if the degree of the BCzier curve is n, then it is in general not the midpoint, but 
the weighted average 
L = 2Lc + (n - l&J 
n-t1 ’ 
which is the best convex combination. This was shown in the report [2], but the proof was complicated 
and not very accessible. 
When we perform repeated subdivision on a Bezier curve, we get small pieces of the curve, and 
such a piece is just the restriction of the original curve to some subinterval of [0, 11, with length say h. 
We now expand such a piece in a way similar to a Taylor expansion, where the term of degree k is of 
order hL, cf. Theorem 2.2. Such an expansion corresponds to a similar expansion of the Bezier control 
polygon of the restricted curve, cf. Theorem 2.3. We can now use these expansions to get expansions 
of the arc-length and the polygon-length of the restricted curve, cf. Lemmas 3.1 and 3.2. As soon as 
these expansions are established it is easy to find the convex combination of L, and L,, which agrees 
with the arc-length to the highest possible order of h, see Theorem 3.3. 
On way of looking at this result is to say that the control polygon of a Bezier curve in a direct 
manner carries (approximative) geometric information of the curve. With this point of view it is natural 
to try to see if it is possible to find a similar result for the energy of the curve. The energy of a curve 
is 
and indeed, in Section 4 it is shown that the expression 
n - 1 L, - L, 
E=12- 
n+l LZ 
approximates the energy, see Theorem 4.2. 
In order to check the practical value of these results, we have looked at a few examples in Section 5. 
The results are very encouraging in the case of the length, so in Section 6, we have suggested some 
algorithms which calculate the arc-length of a BCzier curve, and in Section 7 we have tested the 
algorithms on the above mentioned examples. 
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2. Subdivision of BCzier curves 
In this section we let E be some affine space and let V be the corresponding 
1.5 
vector space of 
translations. We equip V with an inner product denoted (*, .) and let 1 . ) be the corresponding norm. 
We will study the space C”( [0, I], E) of parameterized curves p : [0, l] -+ E of class C” equipped 
with a norm 11 . 11 in d ucing the P-topology. If we restrict a curve p to the interval [to, to + h], then 
the Taylor expansion to order Ic < n is 
l (k) p(to + tq = p(to) + p’(to)ht + . . . + jpp (to)h”t” 
where t E [0, l] depends on to, t and h. We should note that the derivatives p’, . . . ,p(‘+‘) do not map 
into the affine space E but into the vector space V. We clearly see that the ith term can be bounded 
by Cilhii, where Ci = max{p(i)(t)/i! 1 t E [0, l]}. I n our investigation of the arc-length it is this 
property which is important, and it holds for generalizations of the Taylor expansion. 
First we define the space of polynomials curves of degree at most k as 
P’(E) = {p: [0, l] --+ E ) p(““)(t) = 0 for all t E [0, I]}. (2.1) 
The Taylor expansion corresponds to an isomorphism 
P([O, 11, E) “= E @ V” @ C;,o([O, l],V), 
where 
c;,o([o, l],V) = {p E C([O, l],V) j p(0) = . . . = p(‘“)(O) = o}, 
and an element (P, ~11,. . . , vk, p) of the right-hand side corresponds to the map 
t ++ P + qt + . . * + vlctk + p(t). 
We observe that E @ Vj is isomorphic to Pj( E) under this map, and that C,“,( [0, 11, V) is the kernel 
of the bounded projection 
Cn([o,l],V) -+ P”(v):p~p(O)+p’(O)t+*~~ + #0)t”. 
We can now formulate the key lemma. 
Lemma 2.1. Let pl (t), . . . , pk(i!) be real polynomials such that the degree of pi is i, and let PC(V) 
be the kernel of a bounded projection P : Cn( [0, l] , V) + Pk(V). Then any Cn-curve p in E can be 
written uniquely as 
p(t) = p + vlpl (t) + ’ . ’ + vkpk(t) + p(t), 
where p E PC. Furthermore, there exist constants Cl, . . . , ck+l which depend only on p, such that if 
we expand the restriction of the curve p to the interval [a, b] C [O, 11 as 
p(a+th)=P+ti,p,(t)+...+&p&)+p(t), tE [O,l], 
where h = b- a, then (Vi( < Ci(hji, and jlp(( < Ck+l(hl’+‘. 
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Proof. First choose an origin 0 E E. As E $ V” is isomorphic to P”(E) and 1, pl (t), . . . , pk( 1) is 
a basis for the real polynomials of degree at most k, we can uniquely write P(p - 0) = P - 0 + 
vlpl +. *. + ?&pk and then we must have p = p - 0 - P(p - 0). We have already seen that we can 
write 
p(a + th) = p + ‘@It + ’ * * + ‘i&$” + c(t), t E [o, 11, 
with (Vi( < c!?~\/L(~ and IIPII < ck+ljh( k+‘. As 1, PI@>,...,P~() t is a basis for the space of real 
polynomials of degree at most i, we have 
Cl,2 Cl,2 *.* cl,k pl 
0 c2,2 . f . C2,k p2 
= . -. . . 
(j 
. : 
. . . 0 Ck,k pk 
-0 . . . 0 0 l--P_ 
. Y 
vk 
ii_ 
where the entries ~,j are real constants which depend only on the basis polynomials pi(t), . . . , pk(t), 
and the entries Pi are the compositions 
P 
C~,,-M~E$Vk3v. 
So the operators Pi and 1 - P are bounded, and hence we have 
IR(P)I < Aill~ll and llcl - p)(p)(( G Ak+lbll 
for some constants Al,. . . , Ak+l. Thus, 
(%I < (ci,il lzfil + ‘*’ + I’%,k( lvkl + \pi($‘)I 
< (c&ghli + . . . + (C;,kj2;klh(‘” + &?k+I Ihlk+’ 
and 
llPll = 11(1 - p)(P)11 6 &+tll@ill < Ak+lCk+dhl”+‘. 
we see that we jUSt have t0 put ci = Ic?:,i[ei -t ... + Ic+li?k(h(k-i -t AiC?k+lIk(k+l-i and ck+t = 
&+tCk+t. ??
We now define the expansion which we use to calculate the arc-length of a Bezier curve. We let 
p,(t) = t and p2(t) = B;(t) = 2t(l -t), 
and define the projection P : C” ([0, l] , V) + P2 as 
1 
P : p e (1 - t)p(0) + tp(1) + m:(t) (s (p(t) - P(O)) dt - ;(P(l) -P(O)) 
‘0 ) 
. 
We easily see that the kernel of P is 
KYV) = 
{ 
P E cqo> W) /P(O) = PC1 )=/p(t)dt=O 
0 
(2.2) 
J. Gravesen / Computational Geometry 8 (1997) 13-31 17 
The space P?(V) is a complement to the space of quadratic curves in the space of Cn-curves. There 
are of course many such complements, and this particular choice is made in order to make Lemmas 3.1 
and 3.2 valid. 
With these definitions we get the following theorem. 
Theorem 2.2. Zf n > 2, then any Cn-curve p in an a&fine space E can be written uniquely as 
p(t) = P + tv + B:(t>w + p(t), t E [O, 11, (4 
where p(O) = p( 1) = 0 and Ji p(t) dt = 0. If [a, b] C [O, 11 is a subinterval of length h = b - a, then 
~(a + th) = P[a,b] + tvu[a,b] + B?Wqz,b] + qa,b] (t>, t E [O,ll, 
where 
lU[a,b] I = W), iw[a,b] t = o(h2) > llP[a,b] II = O(h3) * 
Furthermore, ifp’(t) # 0 all t E [0, 11, then 
iw[ab]t 
) = O(h), 
h[a,b] 1 
(W 
F-2 
Proof. Equations (A) and (B) follow directly from Lemma 2.1, so we need only consider (C). Let 
t E [0, l] and let [uj, bj] c [0, l] b e a sequence of intervals such that t E [aj, bj] and hj = bj - aj + 0 
for j -+ cc. Then 
%&I _ P(h) - Pbd + pyt> 
-- 
4 bj - aj 
for a, b. + t 
3T.l . 
So, if p’(t) # 0 all t E [0, 11, then Ihl/lvra,bll is bounded and hence 
m_ 7 
hG] 
IWbblI Ihl = O(h) 
Ihl b[a,b] 1
and 
Ilp[a,bl _ hQl~~ ihl = O(h') 
k[a,b] 1 
??
Iht tv[a,b] t ’ 
Now we specialize to Bezier curves of degree n, i.e., curves of the form 
p(t) = &w?(t), t E LO, 11, 
i=o 
where Pi E E, i = 0,. . . , n, are the control points and B:(t), i = 0,. . . , n, are the Bernstein 
polynomials. Then Theorem 2.2 can be interpreted in terms of the control points, see Fig. 1. 
Theorem 2.3. The control points PO, . . . , P, of any Bkzier curve p can uniquely be written as 
p,,p+;v+2 
i(n - i) 
n(n - 1) 
W + wi, (A’) 
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Fig. 1. Control points for a BCzier curve p(t) = tw + Bi(t)w +p(t) of degree 4. We have v = fi - PO and PO, &I, Qz, Q3, 
P4 are the control points for PO + tw considered as a BCzier curve of degree 4. Similar, 0, iw, iw, &J, 0 are the control 
points for Bf (t)w considered as a BCzier curve of degree 4. Finally 0, WI, ~2, ~3, 0 are the control points for p(t). 
where 200 = w, = 0 and 
n-l 
c wi = 0. 
i=l 
Jf[Ol c [WI . 1s a subinterval of length h = b - a, then the control points of p(a + th) can be written 
as 
‘[a,b];i = p[a,b] + ; ‘u[a,b] + 2 
i(n - i) 
n(n - 1) w[a,b] + w[a,b];i, 
where 
/zl[a,b] 1 = o(h)> \W[a,b]I = o(IL2)> k’[,Tb];il = o(h3)* 
Furthermore, ifp’(t) # Ofor all t E [0, 11, then 
-J = O(h), 
iw[a b] 
k’[a,b] 1 
lw[,,b];il _ O(h”). 
-&J-- 
@‘I 
(0 
Proof. We now know that we can write a BCzier curve as (A) in Theorem 2.2, so to establish (A’) we 
only need to find the control polygon of the curves tw, B:(t) w, and p(t) considered as nth degree 
BCzier curves. The control points of tv are (i/n)w by linear precision, and 
$2((I+l)(n-i-l) n-1 i(n-i) 
u 
i=o n(n - 1) 
B,r;, (t)w = c 2 
+I n(n - 1) 
wqv), 
so the control points of 
of the curve p(t), then 
wo = p(0) = 0, 
B:(t)w are 2i(n - i)w/(n(n - 1)). Finally, if wi denote the control points 
20, = p(1) = 0, 
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and as 
19 
we have 
n-l 
c zui = 0. 
i=l 
The equations (B’) and (C’) now follows directly from (B) and (C) in Theorem 2.2. 0 
3. The length of BCzier curves 
Let p be a BCzier curve with control points PO,. . . , P,. The arc-length of the curve is given by 
C(P) = 
J 
(d(t)1 dt? 
0 
the length of the control polygon is 
n-1 
&(P) = c lpi+, - PiI, 
i=o 
and the length of the chord between the two endpoints of the curve is 
UP) = /P, - PO]. 
We want to find a relationship between these three quantities. 
First we restrict the curve to an interval of length h and then we use Theorem 2.2 to find the 
arc-length up to order h4. 
Lemma 3.1. Let p : [0, l] -+ E be a B&ier curve in an uffine space E with p’(t) # Ofor all t E [0, 11. 
Let [a, b] C [0, I] b e a subinterval of length h = b - a and write the restriction of p to [a, b] as 
da + th) = PL~,~] + tya,q + @(t)ya,q + P[a,b]@h t E [O, 11. 
Then the arc-length of this restriction can be written as 
‘%j[a,b]) = h’I~>bl~ 
2 k[cz,b] I* 2 
’ + ?j m - - 
V[,,b] w[a>b] 
- 
3 h+,b] 1 ’ k[cz,b] 1 
+ 0(h5). 
Proof. To simplify the notation we drop the subscript [a, b], then 
&(a + th) = 2) + Bf’(t)w + p’(t), 
where 
(*I 
/z1( = O(h), lwl Iz)J = O(h) and @$! = O(h*), 
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We need to find the length of (d/dt)p(a + th) but first we find 
I$p(a+th)/* 
by squaring (*) 
Idy(yh)J1= 12112 + 2(V, I33t)ut + p’(t)) + B:‘(t)*I’Wl* 
+ 2mt)(w,P’(t)) + JP’(t)/* 
Using the Taylor expansion 
on the expression above and removing terms of higher order than h4, we obtain 
The arc-length is found by integrating this expression. We integrate each term and find 
1 1 
J E:)(t)*dt = s (2-4t)2dt = f, 
0 0 
1 1 
s 
Rf’(t)3 dt = 
s 
(2 - 4t)3 dt = 0, 
0 0 
1 1 1 
J By (t)p’(t) dt = [@‘(tjp(t)]; - J Bf” (t)p(t) dt = 4 /p(t) dt = o. 
0 0 0 
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Observe that it is the choice (2.2) of complement to the quadratic curves, which makes these formulas 
valid. Finally we have 
In a similar manner, we use Theorem 2.3 to find the length of the control polygon up to order h4. 
Lemma 3.2. Let p: [0, l] --+ E be a Bkzier curve of degree n in an afine space E with p’(t) # 0 for 
all t E [0, I]. Let [a, b] c [0, l] b e a subinterval of length h = b - a and write the restriction of p to 
[a, b] as 
P(a + th) = p[,,b, + tvu[a,b] + @(+‘[a,b] + P[a,b]@), t E [o, 11. 
Then the length of the control polygon of this restriction can be written as 
L(pIIG]) = b’[GlI 1 2 1 2 1 + n + k[,,b]12 
3 n_l m 
- - - 72 + 
3 n - 1 
v[u,b] ’ w[u,b] 
Iq+b] 1 hqa,b] 1 
>> + O(h5). 
Proof. As above, we drop the subscript [a, b]. If p(a + th) has control polygon (PO,. . . , P,), then we 
can write 
p,=P+iu+2 i(n - 4 uc + 20. 
n(n - 1) 27 
where 
]z)( = O(h), IWI m = O(h) and !$ = O(h’). 
We find 
APi = Pi+, - Pi = ‘v + 2 
(i + l)(n - i - 1) - i(n - i) 
w+wi+l -wi 
n n(n - 1) 
1 
=-v+2 
n-l-2i 
w + Awi. 
n n(n - 1) 
We need to find ]APi], but first we find lAPi]* by squaring (**). 
(**I 
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As in the proof of Lemma 3.1, we get 
v n-l-2iw 
n-l m+ 2(v( 
nAwi)+2(n4;202$ 
+2 
n-l-2i w 
n-l ( FJ’ 
-2 
n-I-2i v 
n-l ( M’ 
The polygon-length is found by summation. We find 
n-l 
G 
n-l-2i = 
n-l 0, i=o 
n-l 
c( n-l-2i 2 1 n*+n -~ i=o n-l > =3 n-l’ 
n-l 
CC 
n-l-2i 3 
n-l > 
= 0, 
i=o 
n-l 
c Awi=wn-wo=O, 
i=o 
n-l n-l n-l n-l n-l 
c iAwi = Q(wi+l - WJ = C(i - l)Wi - CiWi = - c q = 0. 
i=o i=o i=l i=l 
Again we see that the choice (2.2) is essential. Finally, we get 
n-1 
i=l 
&(Pl[a,b]) = c IW 
i=o 
= v 1+2n+l M2 
’ I( ---f~(fi,;)‘)+qq. 3 n - 1 lb/* ??
We are now able to prove the main result. 
Theorem 3.3. Let p be a Bkzier curve of degree n in an afJine space E with p’(t) # 0 for all t E [0, l], 
and let [a, b] c [0, l] b e a subinterval of length h = b - a. Then we can write the arc-length of the 
restriction of p to [a, b] as 
c(p~[a,q) = L(p\[a,q) + 0(h5) = &LC~,[a,bi) + ~&(Pl~a;q) + 0(h5). 
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Proof. If we write 
PC” + th) = p[a,b] + t”[a,b] + B:(t)w[a,b] + ?+z,b](% t c lo, ll> 
then the length of the chord is IV[a,b] 1, and hence 
>> 
+ 0(h5) 
Comparing this with Lemma 3.1 yields the result. 0 
Let us now consider a Bezier curve p of degree n. After k-times repeated subdivision in halves we 
have 2” pieces 
p,k(t)=p((j-1+t)/2k), j=l,..., 2k. (3.1) 
We now let L: be the total chord-length of the pieces and LE be their total polygon-length, i.e., we 
Put 
L;(P) = 5 Lc(P$) > 
j=l 
2k 
L;(P) = c Lp (P$> 3 
j=l 
L’“(P) = 5 L(P$) = -&L:(P) + SLi(P). 
j=l 
If we use Theorem 3.3 on each of the pieces P:, then we obtain 
C(p) = &(p:) = 5 (L(pf) + 0(2-5k)) = L”(p) + 0(2-““), 
j=l j=l 
i.e.. we have 
Theorem 3.4. Let p: [0, I] + E be a B&ier curve of degree n in an afine space E with p’(t) # 0 
for all t E [0, 11. Then the arc-length of p can be written as 
L(P) = L”(p) + 0(2-4k) = -&Lp’@) + SL$y(p) + 0(2-4k). 
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4. The energy of BCzier curves 
The energy of a curve p: [O, l] -+ E is defined as 
where s denotes the arc-length parameterization and PC is the curvature. Like in the case of the arc- 
length, we restrict the curve to an interval of length h and use Theorem 2.2 to find the energy, but 
this time only to order h2. The proof is omitted as it is similar to the proof for Lemma 3.1. 
Lemma 4.1. Let p: [O, I] -+ E be a Bkzier curve in an afine space E with p’(t) # Ofor all t E [0, 11. 
Let [a, b] c [0, I] b e a subinterval of length h = b - a and write the restriction of p to [a, b] as 
P(a + W = +,b] + tw[a,b] + B?(t)W[a,b] + P[a,b](% t E IO> ll. 
Then the energy of this restriction can be written as 
f(pl[a,b]) = 8 
k[a,b] I2 k[a,b] I2 - +‘[a,b] T w[Q])2 
t w[a,b] I5 
+ O(h”). 
If we compare the expansion of & with that of L,, see Lemma 3.2, we immediately get Theorem 4.2. 
Theorem 4.2. Let p be a B&ier curve of degree n in an afine space E with p’(t) # 0 for all t E [0, 11, 
and let [a, b] c [O, l] b e a subinterval of length h = b - a. Then we can write the restriction of p to 
[a,b] as 
n - 1 &(p([a,b]) - ‘%)I[a,b]) 
‘%I[a,b]) = E(P)[qb]) + o(h3) = 12,+1 
L&+,b])2 
+ 0(h3). 
As in the case of the length, we define 
E’(p) = 5 E(p;) = 122 c 
2k Lp(P?) - UP?) 
j=I J=l LC(P;)2 ’ 
where p; is as in (3.1). Then we have Theorem 4.3. 
Theorem 4.3. Let p: [0, l] + E be a Bkzier curve of degree n in an afine space E with p’(t) # 0 
for all t E [0, 11. Then the energy of p can be written as 
&(p) = E”(p) + 0(2-2k). 
5. Examples 
Asymptotically, the error on L”+’ is & of the error on L’, and the error on E”+’ is $ of the 
error on E”, cf. Theorems 3.4 and 4.3. So we may expect to be able to use the chord-length and 
polygon-length in a fast and efficient method to find the arc-length of a BCzier curve. 
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Fig. 2. Examples. On the left, we have the BCzier curves and their control polygon and on the right, the chord-length, the 
polygon-length and the approximation of the length and energy are plotted for the k-times repeatedly subdivided curves. 
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Fig. 3. The number of significant digits in L” and E”, except E” for example 3-2. The relative error is 10-6 
First we look at Lk and E” as functions of k. We have done it for four different Bezier curves 
and the result can be seen in Fig. 2. We clearly see that L: ,P L, Li \ L, and that L” + C much 
faster, finally Ek + & but not so fast. An important point is that this is true even in example 3-2, 
which violates the condition in Theorem 3.4, as the curve has a cusp, where p’(i) = 0. What happens 
is, that the cusp is present in only one or two of the 2’ segments of the subdivided curve used to 
calculate L’“. So the influence of the cusp on L’; diminishes as k grows. 
In order to look more closely at the convergence, the number of significant digits is calculated for 
Lk and E”. The number of significant digits is found as 
d(Lk) = - log,, 
(‘Lk-L’) 
c and S(Ek) = -log,, I 
(IEk-Y 
, 
i.e., the relative error is lo@. The result is plotted in Fig. 3. In example 3-2, we have & = 00 so it 
does not make sense to calculate 6(E”) in this case. 
Asymptotically we have L” = L + C2-4k, and hence 
IL’ - ” = CZe4” 
C C 
and “(L”) = constant + 410g (2) . k 10 . 
Similar 6(E”) = constant + 21og,,(2) . k. Once again this is true only if p’(t) # 0 all t E [0, l] and 
indeed, if we look closely, we see that the slope of 6(Lk) is less in example 3-2. This is easier to see in 
Fig. 5, where 4 log,,(2).k is subtracted from 6, so the graphs should be asymptotically horizontal. These 
examples support our belief in that the arc-length can be found fast and efficiently by these methods. 
6. Algorithms for the arc-length 
The simplest way to find the arc-length, using the chord-length and polygon-length, is to use that 
if E is the error on L”, then we have asymptotically 
k = constant + log*(E) 
4 
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length(b, eps): real 
b: record of BezierCurve; 
eps : real; 
begin 
Lp t poly_length(b); 
Lc c chord-length(b); 
n t degree(b); 
err c error(>; 
Bezier curve: degree, control points, etc. 
Error tolerance. 
The length of the control polygon. 
The length of the chord. 
The degree of b. 
Error estimate. 
if err < eps 
then 
return (2*Lc+(n-l)*Lp)/(n+ 
else begin 
bl, b2 t subdivide(b); 
epsl , eps2 c tolerance(); 
1); 
The two h&s of b. 
The new tolerances. 
return length(b1, epsl) + length(b2, eps2); 
end; 
end length 
Fig. 4. Pseudo code for the calculation of the arc-length of a BCzier curve. 
By looking at our four examples (and many more) we can try to find a suitable constant. But in order 
to be on the safe side, the constant has to be rather large, and then we normally will be forced to 
perform too many subdivisions. 
It is better to use an adaptive approach, where the number of subdivisions not only depends on the 
error tolerance, say E, but also on the curve at hand. Suppose we have divided the curve into a certain 
number of segments and have an error tolerance for each segment. We then look at a segment and 
estimate the error. If the error is less than the tolerance, then we return L = (2*L,+(n- l)*L,)/(n+l), 
but if the error is larger than the tolerance then we subdivide the segment, decide on an error tolerance 
for each piece, and continues this way recursively. Pseudo code using this approach is presented in 
Fig. 4. The code makes use of the following functions. 
?? degree(b), returns the degree of the curve b. 
?? poly_length(b), returns the length of the control polygon of the curve b. 
?? chordlength( returns the length of the chord of the curve b. 
?? subdivide(b), returns the two halves of b. We always subdivide at t = $. It is of course possible to 
divide at other t-values, but we have not considered this aspect here. 
?? error0 the error estimate. We give the following two suggestions, 
1. error() = LP -L,. This is in fact an error bound, but L, -L, = O(h2), while the error is 0(h4), 
so it will be a gross overestimate for small h. 
2. error0 = AlLo - L’I. Th is is the error on L' . If L’” - ,C = C224’“, then C = $ (Lo - L’ ) and 
L = L’ - &(L” - L’). w e not only have an estimate for the absolute value of the error but an 
estimate of the error. We can then perform the usual “error correction” and for the length use 
L’ - &(L” - L’) instead of just L’. 
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a tolerance( >, the error tolerance. Given a segment with an error tolerance E. If we need to subdivide 
the segment we have to determine error tolerance ~1 and ~2 for the two new segments. Again there 
are many possibilities for this. We mention only a few 
1. &i = c/2. This is the simplest, we just distribute the error evenly over the two halves. 
2. &i = erri * E(err1 + errz). Here we distribute the error proportional to the error estimate on the 
two halves. 
3. Q = Li * E/(L~ + L2). H ere we distribute the error proportional to the length estimate of the 
two halves, that is, we try to keep the relative error on the two halves the same. 
7. Examples revisited 
We now try the algorithms on the four examples. It turns out that the choice of tolerance distribution 
is insignificant, so we present only the result for the simple approach no. 1. We use this tolerance 
distribution and both error estimates with a variety of error-tolerances on the examples. In each case, 
- &Lk) ++ error- 1 - error-2 
5.2 
4.8 
4.4 . : : ,.‘.. 
: : 
: 
4 : : ,:’ . . . . . ‘. 
3.6 : : : .’ : : ,. 
3.2 
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2.4 
o?7TTFrd 1 7 
example 3-l 
3 z = 6 - 410g,o(2)k 
::% 
-4_ 
-5 I I I I 1 , I I 
0123456789 
example 5-l 
..... error-2c (with error correction) 
4 8 = 6 - 
2 3 
410gto(2)k 
3 :. 
.’ 
1 
~__.____......~ .... _.: 
o . . ..,,_._,,.,...... .,. 
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0123456789 
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1.6 s = 6 - 4log,,(2)k 
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: 
,’ 
:’ :’ : ,: 
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Fig. 5. The precision as a function of the number of subdivisions. The number of significant digits is S = 8 + 41og,,(2)k, 
and the total number of subdivisions is 2” - 1. 
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Table 1 
The reliability of the error estimates. The given error tolerance is E and err is the real error. The total 
number of subdivisions used in the calculations is n 
curve &=o.l & = 0.01 
error estimate 
& = 0.001 & = 0.0001 & = 0.00001 
err/E n err/E n err/E n err/E n err/E n 
ex3-1 1 9.10-4 6 1. 1O-4 21 3.10@ 63 1 . 1O-6 212 1 lo-’ 691 
2 0.023 1 0.232 1 2.318 1 0.131 7 0.082 15 
2c 0.019 1 0.187 1 1.868 1 0.012 7 9. 1o-5 15 
ex3-2 1 0.077 3 0.046 13 0.029 43 0.002 117 0.001 437 
2 0.077 3 0.765 3 0.630 7 0.149 19 0.286 31 
2c 0.026 3 0.255 3 0.161 7 0.010 19 0.008 31 
ex5-1 1 0.027 7 0.002 19 0.006 67 0.055 208 0.002 598 
2 0.039 3 0.385 3 0.192 7 0.166 15 0.146 27 
2c 0.037 3 0.375 3 0.051 7 0.049 15 0.012 27 
ex9- 1 1 9.10-4 22 6. 1O-5 74 1 1o-5 235 9. lo-’ 715 6. lo-* 2400 
2 0.660 3 0.386 7 0.230 15 0.242 29 0.266 53 
2c 0.069 3 0.028 7 0.012 15 0.019 29 0.008 53 
we get the approximative length L and the total number of subdivisions n. We have then calculated 
k = log*(n+ 1) and 
IL - Cl 6(L) = -log,, 7 
( > 
- 4 logtu(2)k. 
In Fig. 5 we have plotted d(L) as a function of k, and for reference 6(L”) = 6(LIE) - 41og,,(2)k. 
From the graphs we can see how the accuracy is for a certain number of subdivisions, i.e., we can 
see how good the distribution of subdivisions is. We should note that none of the error estimates 
performs significantly better than just repeatedly subdividing every segment in halves. But if we use 
error estimate no. 2 and perform the error correction, then we get a significant improvement. 
Another and more important question is the reliability of the error estimate. Given an error tol- 
erance E, what is the real error compared with E and what is the number of subdivisions. This can 
be read from Table 1. If error/E > 1, then the error estimate deceives us and the real error is larger 
than expected. On the other hand if error/e < 1, then we have performed too many subdivisions. 
As expected, error estimate no. 1 overestimates the error, and there are up to 400 times too many 
subdivisions. Error estimate no. 2 seems to be reliable, but in example 3-1, with E = 0.001 the real 
error is 1.9 times larger than E with the error correction, and 2.3 times larger than E without the error 
correction. If the error correction is performed, then the error is overestimated, but this cannot be 
avoided. 
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8. Conclusions 
We have found approximations to the energy and the arc-length of a Bezier curve. The approximation 
to the arc-length is very good, and can be used in a fast, adaptive method to calculate the arc-length 
of a BCzier curve. If we want to find the energy of a curve, then it is probably better to use some 
form of Gaussian quadrature, perhaps combined with a subdivision process like the code in Fig. 4. 
The approximative energy might replace the real energy in applications like fairing (but this has not 
been investigated yet). 
The method for the arc-length depends on the choice of an error estimate and a tolerance distribution. 
We have presented two error estimates and three tolerance distributions. So far, it seems that the simple 
approach which just distributes the tolerance evenly is as good as any other, but it may be worthwhile 
to look for better distributions. For the error estimates the best choice is no. 2 with error correction, 
unless it is absolutely vital to have an error bound. 
9. Generalizations 
I am convinced that the result in the paper can be generalized to both the area of BCzier surfaces 
and the length of rational Btzier curves. In fact it can be shown that the best approximation of the 
area of a triangular Btzier surface in terms of the area of the controlnet and the area of the “base 
triangle” is 
base-area n . net-area 
n+l 
+ 
ntl . 
The proof of this result will appear later. I gratefully acknowledge the following example due to the 
referee [4] 
Putting ourselves in Archimedes’ shoes, suppose that we are interested in approximating rr by 
calculating the perimeters of regular n-gons that are inscribed in and circumscribed around the unit 
circle. A little easy trigonometry and asymptotic analysis shows that 
perim(inscribed n-gon) = 2n sin(rr/n) = 27r - & + O(n-4), 
while 
perim(circumscribed n-gon) = 2n tan(r/n) = 27r + $ + 0 (K") 
If we choose the proper affine combination of these two, we can cause the quadratic terms to cancel 
out, hence improving the rate of convergence all the way to quartic: 
2perim(inscribed) 
+ 
perim(circumscribed) 
3 3 
= 2n + 0(C4). 
The cute thing is that this is precisely an application of the rational case of Gravesen’s result. The 
unit circle is a rational, quadratic BCzier curve. If we subdivide it into n congruent arcs, the total chord 
length of those arcs is precisely the perimeter of an inscribed regular n-gon; and the total length of all 
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of the Bezier polygons is precisely the perimeter of a circumscribed regular n-gon. Gravesen’s result 
tells us that, in the quadratic case, the best estimator of the arc-length is 
2chord-length 
3 
+ 
polygon-length 
3 
and that the convergence of this estimator is quadratic-which is in perfect agreement with what we 
calculated above. 
The example is even more convincing when we realize that the important case is the quadratic, as 
the higher order “perturbations” only influence the different lengths in the high order terms. 
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