In this paper, we proposed a unified and principled method for both querying and training process in deep batch active learning. We provided the theoretical insights from the intuition of modeling the interactive procedure in active learning as distribution matching, by adopting Wasserstein distance. As a consequence, we derived a new training loss from the theoretical analysis, which is decomposed into optimizing deep neural network parameter and batch query selection through alternative optimization. In addition, the loss for training deep neural network is naturally formulated as a min-max optimization problem through leveraging the unlabeled data information. Moreover, the proposed principles also indicate an explicit uncertainty-diversity trade-off in the query batch selection. Finally we evaluated our proposed method for different benchmarks, showing consistently better empirical performances and more time efficient query strategy, comparing to several baselines.
Introduction
Deep neural networks (DNN) have shown unprecedented success in many supervised learning tasks, such as image classification and object detection. Although DNN are successful in many scenarios, there still exits an obvious limitation: the requirement of large scale labeled data. To address this issue, Active Learning (AL) proposed a compelling solution by searching the most informative data points (batch) to label from a pool of unlabeled samples, in order to maximize the prediction performance.
How to search the most informative samples in the context of DNN? A common solution is to apply DNN's output confidence score as an uncertainty acquisition function to Preliminary work. conduct the query such as [1, 2, 3] . However, a long term problem for uncertainty based sampling in AL is the socalled sampling bias [4] : the current labeled points do not representative of the underlying distribution. As shown in Fig. 1 , the very few initial samples lie in the two extreme regions. Then based on such initial observations, the queried samples which are nearest to the current estimated decision boundary will finally lead to a sub-optimal risk 10% instead of the true minimal risk 5%. This will be more severe in high dimensional and complex dataset, where the DNN model is generally employed.
Some recent works started toward searching the diverse samples in deep learning for reducing sampling bias. For example, [5] constructed the core-sets through solving a K-center problem. But searching diverse samples is still computationally expensive because of constructing large distance matrix from unlabeled samples. More importantly, it might not be proper choice particularly in the large scale unlabeled pool and small query batch as it is hard to cover the whole data [6] .
Instead of exploring either uncertainty or diversity during the query, a nature extension is to take a hybrid strategy. For example, [7] heuristically selected a portion of samples according to the uncertainty score for exploitation and the rest portion used random sampling for exploration. [6] collected samples whose gradients span a diverse set of directions for implicitly exploring these two. Since such hybrid empirically showed an improved performance, thus one goal in our paper is to derive the query strategy with explicitly considering uncertainty-diversity trade-off in a principled manner, which will be shown in Section 3.4.
Moreover, in the context of deep AL, the available large scale unlabeled samples may be helpful to construct a good feature representation for potentially improving the performance. In order to further promote a better result, can we also additionally design the loss for DNN by leveraging the unlabeled samples during the Deep AL training ?
To address this question, a promising line of work can be integrated the training with the techniques of deep generative model [8, 9] . In fact, very few work recently started towards this direction. For example, [10] empirically adopted the β-VAE to construct the latent variable. Then they adopted the arXiv:1911.09162v1 [cs.LG] 20 Nov 2019 intuition from [11] by searching the diverse unlabeled batch which do not look like the labeled samples, through adversarial training based on the H-divergence [12] . Although it shows an improved performance, it still concentrates in empirically designing the training loss and simply adopts the H-divergence based query strategy. Particularly, the formal justifications still remains elusive and H-divergence may not be a proper metric for measuring the diversity of the query batch ( Fig. 2) , which will be shown later in our paper.
In this paper, differing from considering single query stage or simply empirically combining querying and training elements for deep AL, we are towards proposing a unified and principled approach for both fast querying and better training procedure with properly using labeled and unlabeled examples in deep AL.
We derived the theoretical insights from the intuition of modeling interactive procedure in AL as distribution matching by adopting Wasserstein distance. We also analytically showed that Wasserstein distance is better at capturing the diversity, compared with most common H-divergence. From the theoretical result, we derived the loss from the distribution matching, which is naturally decomposed into two stages: optimization DNN parameters and query batch selection, through alternative optimization.
In the stage of training DNN, the derived loss indicates a min-max optimization problem by leveraging the unlabeled data information. More intuitively, we maximize the critic function parameter to differentiate the labeled and unlabeled empirical distributions based on the Wasserstein distance, while the feature extractor parameter aims at not being distinguished (minimization). In the query stage, the loss for batch selection explicitly indicates the uncertaintydiversity trade-off. For the uncertainty, we want to find the samples with low prediction confidence with two different interpretations: highest least prediction confidence score and uniform prediction score (Section 3.4). As for the diversity, we want to find the unlabeled batch holding a larger transport cost w.r.t. the labeled set under Wasserstein distance (i.e, not looking like the current labelled ones), which we have shown as a good metric for measuring the diversity.
Finally we tested our proposed method on different benchmarks, showing a consistent improved performance, particularly in the initial training and much faster query strategy, compared with the baselines. The results reaffirmed the benefits and potentials of deriving unified principles for Deep AL. We also hope it may open up a new avenue for rethinking and designing query efficient and principled Deep AL algorithms in the future.
Active learning as distribution matching
In the supervised learning problem, observationsD are i.i.d generated by the underlying distribution D and a labeling 40% 10% 5% 40% 5% Figure 1 : Sampling bias in AL [4] . In one-dimensional binary classification problem (predicting red/green), the data generation distribution consists four uniform distributions. Red/Green dots: the initial observations; Dotted line: estimated decision boundary from the initial samples; Triangles: querying samples according to the uncertainty based strategies w.r.t. current decision boundary.
While in the AL, the querying is not an i.i.d. procedure w.r.t. D (otherwise it will be simple random sampling). Thus we assume in the AL, the query procedure is an i.i.d. empirical process following a distribution Q with Q = D. For example, in the disagreement based approach, the Q can be somehow regarded as a uniform distribution over the disagreement region. Then interactive procedure can be viewed as estimating a proper Q to control the generalization error w.r.t. (D, h ).
Preliminaries
We define the hypothesis h ∈ H : X → Y over X ⊆ R d and Y ∈ [0, 1], and loss function :
is the set of all probability measures over X . We assume that the loss is symmetric, L-Lipschtiz and M -upper bounded and ∀h ∈ H is at most H-Lipschtiz function.
Wasserstein distance Given two probability measures D ∈ P(X ) and Q ∈ P(X ), the optimal transport (or Monge-Kantorovich) problem can be defined as searching for a probabilistic coupling (joint probability distribution) γ ∈ P(Ω×Ω) for x D ∼ D and x Q ∼ Q that are minimizing the cost of transport w.r.t. some cost function c:
where P + and P − is the marginal projection over Ω×Ω and # denotes the push-forward measure. The p-Wasserstein distance between D and Q for any p ≥ 1 is defined as:
where c : X ×X → R + is the cost function of transportation of one unit of mass x to y and Π(D, Q) is the collection of all joint probability measures on X × X with marginals D and Q. Throughout this paper, we only consider the case of p = 1, i.e., Wasserstein-1 distance and cost function as Euclidean ( 2 ) distance.
Labeling function assumption Some theoretical works show that AL can not improve the sample complexity in the worst case, thus identifying properties of AL paradigm is beneficial [13] . For example, [5] simply assumed the labeling function h being Lipschtiz, which is rather restrictive. [14] denoted a mild formal description called as Probabilistic Lipschtiz condition, in which relaxes the condition of Lipschitzness condition and formalizes the intuition that under suitable feature representation the probability of two close points having different labels is small [13] . We adopt the Joint Probabilistic Lipschtiz property, which can be viewed as an extension of [15] and also coherent with
and for all λ > 0 and all distribution coupling γ ∈ Π(D, Q):
reflects the decay property. [14] showed that the faster the decay of φ(λ) with λ → 0, the nicer of the distribution and the easier it is to learn the task.
Bound related with querying distribution
In this part, we will derive the relation between the querying and generation distribution. Theorem 1. Supposing D is the data generation distribution and Q is the querying distribution, if the loss is symmetric, L-Lipschtiz; ∀h ∈ H is at most H-Lipschtiz function and underlying labeling function h is φ(λ)-(D, Q) Joint Probabilistic Lipschtiz, then the expected risk w.r.t. D can be upper bounded by:
See the proof in the supplementary material. From (2), the expected risk of D is upper bounded by the expected risk w.r.t. the query distribution Q, the Wasserstein distance W 1 (D, Q) and the labeling function property φ(λ). That means a desirable query should hold small generalization error with better matching the original distribution D (diversity).
Non-asymptotic analysis Moreover we can extend the non-asymptotic analysis of Theorem 1 since we generally have finite observations. (The proof is also presented in the supplementary material) Corollary 1. Supposing we have the finite observations which are i.i.d. generated from D and Q: With probability ≥ 1 − δ, the expected risk w.r.t. D can be further upper bounded by:
) with some positive constants s d and s q . [17] ).
Why Wasserstein distance
In the context of deep active learning, current work [11, 10, 18] generally explicitly or implicitly adopted the idea of H-divergence [12] : d H (D, Q) = 2(1 − 2 ), with the prediction error when training binary classifier to discriminate the observations sampling from these two distributions. Thus smaller error means easy to separate the two distributions with larger H-divergence and vice versa.
However, we should notice that in the AL supp(Q) ⊆ supp(D), thus H-divergence may not be a good metric for indicating the diversity property of the querying distribution. By the contrary, Wasserstein distance reflects a optimal transport cost for moving one distribution to another. A smaller transport cost means a better covering the distribution D.
For better understanding this problem, we give an illustrative example by computing the exact H-divergence and Wasserstein-1 distance in one-dimension, showing in Figure  2 . We have three uniform distributions: D 1 the original data distribution, D 2 , D 3 two different query distributions.
In AL, we can further assume supp(
we set the classifier as decision stump f (x) = 1{x ≥ p}. Then we can compute d H (·, ·) and W 1 (·, ·) (see the supplementary material for details):
From Eq. (3), the H-divergence showed the same divergence result where Wasserstein-1 distance exactly captures the property of diversity: more diverse query distribution Q means smaller Wasserstein-1 distance W 1 (D, Q).
Practical deep batch active learning
We have discussed the interactive procedure as a distribution matching problem and showed Wasserstein distance as a good metric for measuring the diversity during the distribution matching. Based on the aforementioned analysis, in the batch active learning problem, we have labelled
Eq.(4) follows the derived principles (upper bound) from Theorem 1 and Corollary 1. More precisely, if we fix the hypothesis h, the proper sampled batch holds two requirements:
1. Minimize the empirical error. We will show later it is related to uncertainty based sampling later.
2. Minimize the Wasserstein-1 distance w.r.t. original distribution, which encourages a better distribution covering ofD.
Min-max Problem in DNN
Based on Eq.(4), we can extend the loss to the deep representation learning scenario. Since directly estimating the Wasserstein-1 distance through optimal transport for complex and large scale data is still a challenging and open problem. Inspired by [19] , we then adopt the min-max optimizing through training the DNN. Namely, according to Kantroovitch-Rubinstein theorem, then Eq.(4) will become:
Where θ f , θ h , θ d are parameters corresponding to the feature extractor, task predictor and critic;R is the predictor loss andÊ is the adversarial (min-max) loss. We further denote the parametric task prediction function h(x, y, (θ f , θ h )) ≡ h(x, y) : X × Y → (0, 1] with y h(x, y) = 1 and the parametric critic function g(x, (θ f , θ d )) ≡ g(x) : X → [0, 1] with restricting g(x) to 1-Lipschtiz function (Kantroovitch-Rubinstein theorem). Then each term in Eq.(5) can be expressed as:
Two stage optimization
Then by some computation (see supplementary material), we can decompose Eq. (5) as:
Training: Min-max Loss
Where the critic function g(x) is 1-Lipschtiz and L, U , B are the size of labeled, unlabeled and query data. y ? is called agnostic-label, meaning it is not available during the query stage. Then from Eq.(6), each interaction of AL can be naturally decomposed as two stages (optimizing DNN and batch searching) through alternative optimization.
Training DNN
In the training stage, we used all observed data to optimize the neural network parameters:
With restricting g(x) to 1-Lipschtiz function. Instead of only minimizing the prediction error, the proposed approach naturally leveraged the information of unlabeled data through a min-max training. More intuitively, the critic function g tried to evaluate how probable the sample comes from the labeled or unlabeled sets 1 . According to the loss, given a fixed g, when g(x) → 1 meaning the samples are highly probable from the unlabeled set x ∈Û and vice versa. Since B < U , thus the 1 L+B − 1 L+U > 0, making this adversarial loss always valid.
Based on Eq. (7), we called the framework Wasserstein Adversarial Active Learning (WAAL) in our deep batch active learning. The labeledL and unlabeled dataÛ pass a common feature extractor, thenL will be used in the prediction andL,Û together will be used in the min-max (adversarial) training. In the practical deep learning, we apply the cross entropy loss: l(x, y) = − log h(x, y) 2 .
Redundancy trick
One can directly apply gradient descent to optimize Eq. (7) on whole dataset. Actually we generally apply minibatch based SGD (Stochastic Gradient Descent) approach in training the DNN. 3 While a practical concern during the adversarial training procedure is the unbalanced label and unlabeled data for the training batch. Thus we proposed redundancy trick for solving this concern. For abuse of notation, we denote unbalanced ratio γ = U L and query ratio α = B L , with the adversarial loss simplified as (see supplementary material):
with µ = γ 1+γ µ. Then the redundancy trick said: in optimizing the adversarial loss, we keep the same mini-batch size S for labelled and unlabeled observations. Since the existence of the unbalanced data, we simply conduct a sampling with replacement for constructing the training batch for the labeled data, then dividing by the unbalanced ratio γ. For each training batch, the adversarial loss can be rewritten as:
WhereÛ sLs are unlabeled and labeled training batch and
the "bias coefficient" in deep active adversarial training. For example, when there existing 1K labeled samples, 9K unlabeled samples, with current query batch budget 1K, then we can compute C 0 ≈ 0.05 for controlling too much re-using labelled dataset.
feature parameter θ f of g tries to minimize the adversarial loss according to the Wasserstein metric. Moreover the proposed the min-max loss differs from the standard Wasserstein min-max loss since they hold different weights ("bias coefficient") 2 Although the cross entropy loss does not satisfy the assumptions in the theoretical analysis, our later experiments suggest that the proposed algorithm is very effective for cross-entropy loss. 3 We called training/mini batch for not confusing with the querying batch mentioned before.
Query strategy
The second stage during the optimization is optimize over the unlabeled data to find a querying batch such that:
Where y ? is the agnostic-label.
Agnostic-label upper bound indicates uncertainty
Since we do not known y ? during the query, we can instead optimize an upper bound of this loss. In the classification problem with cross entropy loss, we suppose we have y = {1, . . . , K} possible outputs with y∈{1,...,K} h(x, y) = 1, then we have upper bounds Eq. (10) and (11) , which both reflect the uncertainty measures with different interpretations.
Minimizing over single worst case upper bound indi-
cates the sample with highest least prediction confidence score: Then max y − log(h(x 1 , y)) < max y − log(h(x 2 , y)) and we will choose x 1 as query since the least prediction label confidence 0.4 is higher. Intuitively such a sample seems uncertain since the least label prediction confidence is high. 4 2. Minimizing over 1 norm upper bound indicates the sample with uniformly of prediction confidence score: (11) Intuitively if the sample's prediction confidence is more uniform, the more uncertain of this sample will be. We can also show the min arrives when the output score is uniform (see the detail in supplementary material).
We note that the upper bounds proposed in Eq.(10,11) are additive, that means we can apply any convex combination for these two losses as hybrid uncertain query.
Critic output indicates diversity For the critic function g(x)
: X → [0, 1] from the adversarial loss, if the critic function output trends to g(x) → 1, it means x ∈Û and vice versa. Then according to the query loss, we want to sample the batch with higher critic values g(x), meaning they look more different than the labelled samples under the Wasserstein distance.
If the unlabeled samples look like the labeled one (small g(x) with x ∈Û ), then under some mild conditions (such as Probabilistic Lipschtiz Condition in Def. 1), such examples can be more easily predicted because we can infer them from their very near neighbour of labeled samples' information.
By the contrary, the unlabeled samples with higher g(x) under current assumption can not be effectively predicted by the current labeled data (far away data). Because the g(x) is trained though Wasserstein distance based loss, shown as a proper metric for measuring the diversity. Thus the query batch with higher critic value (g(x)) means a larger transport cost from the labeled samples, indicating more informative and diverse ones.
Remark The two parts in the query strategy indicate an uncertainty and diversity trade-off. Uncertain criteria can reduce the empirical risk but possible leading to a sampling bias. While the diversity criteria can help for better exploring the distribution while might be inefficient for small query batch. Our query approach naturally combines these two, for choosing the samples with good uncertainly and diversity. Moreover, since Eq.(9) is additive, we can easily estimate the query batch through greedy algorithm.
Proposed algorithm
Based on the previous analysis, our proposed algorithm includes training stage [Eq. (7, 8) ] and query stage [Eq.(9,10,11)] for solving Eq. (5) or (6) . We only show learning algorithm for one interaction in Algorithm 1, then the resting interactions will be repeated accordingly.
Since the discriminator function g should be restricted in 1-Lipschtiz, we add the gradient penalty term [20] to g for restricting the Lipschtiz property.
Related work
Active learning Active learning is a long term and promising research topic in theoretical and practical aspects. We just list the most related works and refer the interested readers to several survey papers [4] , [1] and [21] . In the context of deep active learning, there are general two families of querying strategy in the AL: uncertainty query and diverse query. In the uncertainly based approach, they tried to find the difficult samples by using some heuristics, for example [2, 22, 3] integrated uncertainly measure with Bayesian deep neural network; [23] used adversarial examples as the proxy distance in the margin based approach. In the diversity based query, [24, 5] applied core set approach for selecting diverse data.
Besides, several works such as [25, 26, 27] consider the mixture strategy of combing diversity and uncertain, which are generally formulated as an optimization problem in the Constructing mini-batch {(x l , y l )} S i=1 fromL through sampling with replacement (redundancy trick).
4:
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∂θ d } 7: end for 8: Querying stage 9: Using a convex combination of Eq.(10), (11) to compute uncertainly score U(x u ), computing diversity score g(x u ). Rank the score U(x u ) − µg(x u ) with x u ∈Û , choose the smallest B samples, forming querying batcĥ B 10: Updating 11:L =L ∪B,Û =Û \B AL, while they are not salable in the deep learning scenario. And [28, 29, 6] explored the gradient based strategy. [30, 31] combined the meta-learning with active learning for gradually choosing the proper acquisition function during the interactions. Several papers also adopted the idea of adversarial training (GAN) or latent variable estimation (VAE), such as [32, 33, 18] . However they generally simply plugged in such techniques without analysing the speciality in the AL problem.
In the theoretical prospective, different approaches have been proposed such as exploiting cluster structure through hierarchical model, e.g. [1] ; hypothesis space search through estimating disagreement region such as [21, 34, 35] . These provable approaches provide a strong guarantee of reduced sample complexity in AL, while they are highly computationally intractable in the DNN scenario.
Distribution Matching Distribution matching is an important research topic in the deep generative model [8, 9] and transfer learning [12, 36, 37] . In general, it aims at minimizing the statistical divergence between two parametric distributions. In active learning, some approaches implicitly connected with distribution matching. [11, 10] investigated H-divergence between the labeled and unlabeled dataset by constructing a binary classifier, while we have already shown the H-divergence is not a proper metric for diversity in AL. [27, 38] (MMD) metric though constructing a standard optimization problem, which also focus on query strategy and is not scalable for the complex and large scale dataset.
Experiments
We start our experiments with a small initial labeled pool of the training set. The initial observation size and the budget size ranging from 1% − 5% of the training dataset, depending on the task. Following Alg. 1, when the batch is selected it will be annotated and added into the training set. Then the training process will be repeated on the new formed labeled and unlabeled set from scratch.
We evaluated our proposed approach on four object recognition tasks, namely Fashion-MNIST (image size: 28 × 28) [2] ; (8) DeepFoolAL [33] .
Implementations For the proposed approach, differing from baselines, we train the DNN from labeled and unlabeled data without data-augmentation. For tasks on SVHN, CIFAR10 and STL10 we implement VGG16 [45] and for task on Fashion-MNIST we implement LeNet5 [46] as the feature extractor. On top of the feature extractor, we implement 2-layer multilayer perceptron (MLP) as the classifier and critic function. For all tasks, at each interaction we set the maximum training epoch as 80. For each epoch, we feed the network with mini-batch of 64 samples and adopt SGD with momentum [47] to optimize the network. We tune the hyper-parameter through grid search. Besides, in order to avoid over-training, we also adopt early stopping [48] techniques during training.
Results
We illustrate the empirical results in Fig. 3 . Exact numerical values and standard deviation are reported in the supplementary material. The proposed approach (WAAL) consistently outperforms all the baselines during the interactions. We noticed that WAAL showed a large improvement (> 5%) in the initial training procedure since the WAAL efficiently construct a good representation through leveraging the unlabeled data information. For the relatively simple input task FashionMNIST, the simplest uncertainty query (Smallest Margin/Least Confidence) finally achieved the almost the same level performance with WAAL under 6K labeled samples. Moreover, we observed that for the small or middle sized queried batch (0.5K-2K) in the relatively complex dataset (SVHN, CIFAR10 and STL10), the baselines show similar results in deep AL, which is coherent with previous observations [11, 6] . By the contrary, our proposed approach still shows a pertinent improved empirical result, emphasizing the benefits of properly designing loss for training DNN in the context of deep AL.
We also report the average query time for the baselines and proposed approach on SVHN dataset in Tab.1. The results indicates WAAL holds the same querying time level with the standard uncertainty based strategies since they are all endto-end strategies without knowing the internal information of the DNN. However some diversity based approaches such as Core-set and K-Median require computing the distance in the feature space which induces much longer query time.
Ablation study: advantage of Wasserstein metric
In this part, we empirically show the advantage of considering Wasserstein distance by the ablation study. Specifically, for the whole baselines we adopt H-divergence based adversarial loss for training DNN. That is, we set a discriminator and we used the binary cross entropy (BCE) adversarial loss to discriminate the labeled and unlabeled data [11] . Then in the query we still apply the different baselines strategies for obtaining the labels. We tested in the CIFAR10 dataset and report the performances in Fig. 4 . Due the space limit, we present the brief introduction, exact numerical values and more result in the supplementary material.
From the results, we observed the gap between the initial training procedure has been reduced from about 8% to 5% because of introducing the adversarial based training. However, our proposed approach (WAAL) still consistently outperforms the baselines. The reason might be the H-divergence based adversarial loss is not a good metric for the Deep AL as we formally analyzed before. The results indicate the practical penitential of adopting Wasserstein distance for Deep AL problem.
Conclusion
Deep active learning is one important aspect to solve the scarcity of labeled data. In this paper, we are towards proposing a unified and principled method for both querying and training process in deep AL. We analyze the theoretical insights from the intuition of modeling interactive procedure in AL as distribution matching. Then from the theoretical results we derived a new training loss for jointly learning hypothesis and query batch searching. We formulated the loss for DNN as a min-max optimization problem by leveraging the unlabeled data. As for the query for batch selection, it explicitly indicates the uncertainly-diversity trade-off. The results on different benchmarks showed a consistent better accuracy and faster efficient query strategy. The analytical and empirical results reaffirmed the benefits and potentials for thinking the unified principles for deep active learning.
