A new methodology for deriving monthly averages of surface specific humidity (Q a ) and air temperature (T a ) is described. Two main aspects characterize the new approach. First, remotely sensed parameters, total precipitable water (W), and sea surface temperature (SST) are used to derive Q a and T a . Second, artificial neural networks (ANN) are employed to find transfer functions relating the input (W, SST) and output (Q a and T a ) parameters. Input data consist of nearly six years (January 1988-November 1993) of monthly averages of total precipitable water from Special Sensor Microwave/Imager data and sea surface temperature analysis from the National Centers for Environmental Prediction. Surface marine observations of Q a and T a are used to develop and evaluate the new methodology.
Introduction
Surface latent heat flux (LE), as one of the dominant components in the surface energy balance, plays a key role in both the hydrological cycle and in coupling between the ocean and atmosphere (Peixoto and Oort 1992) . In the past it has been necessary to rely exclusively on in situ observations to estimate this important parameter. However, with the advent of satellite technology, we now have a unique and complementary way to remotely derive surface fluxes. This is made possible because of the uniform spatial and temporal sampling provided by satellites. The principal issue with the satellite method, however, is that accurate estimations of near surface specific humidity (Q a ) and air temperature (T a ) are not directly accessible from remote sensing measurements. Progress in this problem appeared in the pioneer study of Liu (1986) (hereafter L86), who derived an empirical relationship between the total precipitable water (W) from satellite microwave measurements and near-surface specific humidity from radiosonde measurements (denoted as Q a -W relation). Then, by using this empirical Q a -W relation in conjunction with satellite-derived surface wind speeds and sea surface temperature (SST), determination of LE over remote areas in the open oceans became feasible (Liu 1988) . Unfortunately, errors in Q a originating from the Q a -W relation can result in large errors in LE. This was shown by Esbensen et al. (1993) , who compared one year of LE derived from satellite data using the Q a -W relation and in situ estimates from the Comprehensive Ocean-Atmosphere Data Set observations. Their results showed systematic errors of over 2 g kg Ϫ1 in the satellite estimates of monthly averaged Q a , both in some tropical regions, as well as in middle and high latitudes.
Other methods to estimate Q a from satellite data have been proposed in recent years. Wagner et al. (1990) developed a procedure to derive Q a using W from scanning multichannel microwave radiometer (SSMR), sea VOLUME surface temperature, and vertical empirical orthogonal functions (EOF). The vertical EOFs were computed from specific humidity profiles from radiosonde data over seven regions in the Atlantic Ocean. Their retrieval algorithm shows root-mean-square (rms) values with collocated in situ data of 1.4 g kg Ϫ1 for individual overpasses to about 0.8 g kg Ϫ1 for monthly averages. Later, Schulz et al. (1993) showed that it is possible to derive the columnar water vapor content of the lowermost 500 m (W L ) independently from W from the Special Sensor Microwave/Imager (SSM/I) measurements. They further developed a linear relationship between W L and Q a from radiosonde data and found an rms error of 1.5 g kg Ϫ1 by comparison with collocated ship measurements of Q a . Schlüssel et al. (1995) improved this technique by deriving Q a directly from SSM/I data. Expanding on the Schulz et al. methodology, Chou et al. (1995) used SSM/I daily averaged W, W L retrieved according to Schulz et al. (1993) , and an EOF procedure to estimate daily averages of Q a . Their approach included six classes of W-based categories of EOF, which are independent of geographical locations. Comparison with radiosonde data indicated an accuracy of 1.7 g kg Ϫ1 for Q a daily averages. Miller and Katsaros (1992) , on the other hand, developed a polynomial fit that estimates the difference between the saturation specific humidity (Q s ) and air specific humidity (Q a ), Q s Ϫ Q a , as a function of W and SST. The rms values for Q s Ϫ Q a for their linear regressions range from 1.96 to 2.01 g kg Ϫ1 . Additionally, Crewell et al. (1991) applied the Q a method proposed by Wagner et al. (1990) to derive latent heat flux over the north Atlantic Ocean with accuracy of 25-40 W m Ϫ2 [see also Schulz et al. (1997) for more details]. Less work has been done on the estimation of nearsurface air temperature from satellite data (Gautier et al. 1998 ). Jourdan and Gautier (1995) (hereafter JG95) used radiosonde and SSM/I data to develop a polynomial fit between W and the near-surface air temperature (T a ) (hereafter T a -W relation). Taking a different approach to the problem, Konda et al. (1996) , for instance, used the bulk aerodynamical formula to obtain a relationship among air temperature, SST, wind speed, and specific humidity (using L86). Validation with in situ observations revealed errors on monthly averaged T a on the order of Ϫ0.3Њ Ϯ 3.1ЊC. Therefore, it is clear from the discussion above that, although significant progress has been made in the estimation of Q a and T a , new methods need to be explored in order to make surface flux computations from satellite data more accurate.
J O U R N A L O F A P P L I E D M E T E O R O L
There has been an increasing interest in recent years
FIG. 2. Schematic representation of a artificial neural network architecture used in this study. The first input layer contains two monthly averaged inputs (W, SST), whereas the output layer includes one output parameter (Q a or T a ). The architecture is denoted as 2-6-2-1x, and contains 6 and 2 nodes in the first (H1) and second (H2) hidden layers, respectively. The inset is a representation of how the incoming signals at any one node is assimilated and transmitted through the network (see text for further details).
in the use of artificial neural networks (ANNs) as applied to satellite remote sensing retrievals (Krasnopolsky et al. 1995; Hsu et al. 1997; Liu et al. 1997) . The ANN's algorithms have two salient and attractive features. Specifically, ANN algorithms are not only computationally efficient, but they are also very useful in representing nonlinear relationships among a set of parameters. Motivated by the present status of satellite estimations of Q a and T a , this paper describes a new methodology to determine monthly averages of Q a and T a . The innovative aspects of our method are the combination of W and SST with the use of ANNs. The paper is organized as follows. Datasets are described in section 2, while section 3 discusses the methodology. Section 4 validates the methodology and presents a comparison with previous methods to estimate Q a and T a from remote sensing data (L86 and JG95, respectively). The large-scale patterns and time variations of the satellitederived Q a and T a are discussed in section 5. As will be demonstrated, the new method shows encouraging results. Section 6 summarizes and discusses these results, as well as indicates future research on this problem.
Data
The algorithm developed in this study uses monthly averages of W and SST data to determine Q a and T a . The data record spans the 71 months from January 1988 through November 1993, and is available on a global grid of 1Њ latitude ϫ 1Њ longitude resolution from 70ЊS to 70ЊN. Monthly averages of W are derived from SSM/I data. Further details on this geophysical product can be found in Wentz (1992) and Jourdan and Gautier (1995) . The second parameter, monthly averages of SST, is derived from the National Centers for Environmental Prediction (NCEP) operational analysis. The NCEP SST analysis, which is based on the optimal interpolation scheme developed by Reynolds and Smith (1994) , is computed from in situ data (ship and buoy) and biascorrected satellite SST data.
In order to develop and evaluate the new methodology, Q a and T a observations from the Surface Marine Data (hereafter SMD; da Silva et al. 1994) were used. The SMD is derived from ship reports compiled in the Comprehensive Ocean-Atmosphere Data Set (COADS) (Woodruff et al. 1987) . The SMD, however, has stricter quality-control criteria than in COADS and applies bias corrections for several surface observations. In addition, the raw monthly surface observations are objectively analyzed to filter out spatial noise and interpolated to grid cells with missing data. A detailed description of the SMD fields is given by da Silva et al. (1994) .
Method development
The methodology to derive Q a and T a (hereafter JPG method) involves two major phases: data quality control and the ANN approach. We begin by first describing the data quality control, followed by a discussion of the basic equations involved in the ANN algorithm used in this study. Next, we compare the performance of the ANN algorithm with a linear regression approach. We end this section by presenting the final adjustments used in the JPG method.
a. Data quality control
The datasets of W (SSM/I), SST (NCEP), Q a (SMD), and T a (SMD) were initially divided into two subsamples. The 47-month period including January 1988 -June 1988 , July 1989 -June 1992 , and July 1993 -November 1993 is designated Sample-I, and used to develop the methodology. Similarly, the 24-month period including July 1988-June 1989 and July 1992-June 1993 was designated Sample-II and reserved for evaluating the performance of the JPG method. In addition, and in order to provide a truly severe test for the new methodology under different climatic regimes, Sample-II was specifically chosen to include two years with contrasting events, that is, La Niña and El Niño events, respectively.
The ultimate goal of the new method is the derivation VOLUME 38 of empirical relationships relating the input (W, SST) and output (Q a , T a ) parameters. Because the number of surface marine observations varies significantly in space and time, it is necessary to ensure that high-quality observations of Q a and T a are used to find the empirical relationships. We computed a sampling parameter defined as ␣ ϭ /(N) 1/2 for every grid cell in the analysis domain and for each observation of Q a and T a in the Sample-I. In this expression is the climatological standard deviation of the monthly average of Q a or T a (computed by averaging all standard deviations of the monthly means in the period 1945-93). The effective number of ship observations, N, is used in the computation of the monthly average in each grid cell. This is computed by averaging the actual number of observations in adjacent grid cells and weighted by the Barnes function defined by exp[Ϫ4(r/R) 2 ], where r is distance and R equal to 1541 km (da Silva et al. 1994 ). This definition of ␣ accounts for the fact that oceanic regions with high (low) variability require a large (small) number of observations to estimate monthly averages. This sampling parameter is used to select the Q a and T a observations from each grid cell that will be used in the derivation of the empirical relationships. We chose cut-off values for Q a (
that the algorithm uses surface marine observations from all oceanic regions but without taking too many observations from regions known to be sparsely sampled (see JG95, for example). To illustrate this point, Figs. 1a and 1b show the total numbers of data points of Q a and T a , respectively, that meets the required cutoff values of ␣. Note that the maximum number of possible data points in each grid cell meeting the ␣ criteria in the Sample-I is 47 observations. As expected, most surface marine observations are taken from the main ship tracks (20-40 data points). Nevertheless, in the course of 47 months, several grid cells off the main ship tracks also meet the required cutoff values (1-20 data points). It is interesting to note also that surface marine observations of T a are more frequent than Q a . Based on the data quality control described above, we selected triplets of observations [W (SSM/I), SST (NCEP), Q a (SMD)] (total of 392 ϫ 10 3 triplets) and [W (SSM/I), SST (NCEP), T a (SMD)] (total of 420 ϫ 10 3 triplets) from all grid cells in the analysis domain. As has been discussed by other authors (Schulz et al. 1993) , moisture variations near the surface tend to be decoupled from the total columnar water vapor and therefore W itself is not a good predictor of Q a . However, other studies have shown that including SST as a second parameter can improve the estimation of Q a (Miller and Katsaros 1992) . We next describe our ap- proach to derive global relationships that use W and SST to represent the surfaces of Q a and T a .
b. An overview of artificial neural networks
One of the most widely used methods of ANN is the multilayer perceptron (MLP). The MLP is made up of nodes arranged as input, output, and hidden layers connected by weighted links and is used to estimate a mapping function from one vector space X (inputs) to another Y (outputs). The MLP is especially useful in the case where a relationship is suspected between X and Y, but the actual form of this relationship is unknown. The number of nodes in the input and output layers is determined by the dimensionality of X and Y, while the number of nodes in the hidden layer(s) is determined by the researcher. A schematic of the MLP architecture used in this paper is shown in Fig. 2 . The architecture is referred to as a 2-6-2-1x, which includes two inputs; six and two nodes in the first and second hidden layers, respectively; and one output. The ''x'' indicates that there are additional direct connections between the input and output layers. Note also that there are biases nodes associated with the hidden layers and the output. The definition of input and output parameters as well as how we trained the network are explained in the next section.
In the process of MLP development, the architecture remains fixed. The ''training'' of the MLP is accomplished by iteratively adjusting the weights associated with each connection in the network. There is a large class of updating algorithms designed for the MLP based on the back-propagation rule developed by Rumelhart et al. (1986) . In this study, the resilient back-propagation algorithm of Riedmiller (1994) is chosen to perform the updates of the weights in the network. During the training phase, the same calculations are performed at each node in the network. The output response at each node in the network is a function of the weighed sum of input signals and calculated as
where S i are the signals entering the node from the previous layer, W ij are the weights associated with each connection i, and W b is the weight for the bias node whose signal is set to unity. In this expression j represents the node in the network and n is the number of incoming signals. The bias node makes it possible for VOLUME 38 the solution to be moved off the origin. The output signal from the given node is then calculated as
where F(I) is a differentiable function called an activation function. The activation function used here is defined as
A number of (x, y) patterns must be submitted to the network many times (i.e., epochs) in order to train the MLP. For each epoch the x vector is submitted to the network, the MLP determines y 0 . Comparing the collection of y 0 values to the known y T (targets), an error estimate for that epoch is calculated. This error function,
is the term that is minimized during the training of the MLP. In this study the error function is
where n is the number of patterns run through the network in each epoch. The training of the MLP consists of adjusting the network weights in order to minimize this error function. This is done by propagating the error term backward through the MLP layers to determine the gradient of the error term with respect to the weights. Using the chain rule gives
This can be calculated iteratively backward through the network until the error gradient for each weight is determined. It is now clear why it is preferable for the activation function, F, to have an easily estimated derivative. Many methods for updating the weights are available, and this study uses the resilient back propagation (RProp) (Riedmiller 1994) . The change in the weights is calculated as
where ⌬ ij is defined as 
we use Ϫ ϭ 0.5 and ϩ ϭ 1.2 and restrict the maximum ⌬W ij to unity. This process of updating the weights continues until some terminating criterion is reached, as for example, the error is below some minimum tolerance or a maximum number of epochs is reached. The main benefit of using the RProp algorithm shown in Eqs. (7) and (8) is that the updating of the weights does not depend on the magnitude of the error gradient (see Hertz et al. 1991 and Bishop 1995 for details on back propagation).
Schematic representation of the final artificial neural network architecture used in this study. The first input layer contains three monthly averaged inputs (W, SST, and mean monthly bias), whereas the output layer includes one output parameter (Q a or T a ). The mean monthly bias used in the final training is derived from a previous training consisting of only two inputs (W, SST) and similar type of architecture. The architecture is denoted as 3-6-2-1x, and contains 6 and 2 nodes in the first (H1) and second (H2) hidden layers, respectively. The inset is a representation of how the incoming signals at any one node is assimilated and transmitted through the network (see text for further details).
c. An artificial neural network (ANN) approach
The derivation of the empirical relations (or transfer functions) was done on the selected triplets of (W, SST, Q a ) and (W, SST, T a ) from the Sample-I data. By employing only the selected triplets of observations, the algorithm derives transfer functions for Q a and T a , independently. For brevity, we explain with more detail only the derivation of transfer functions between the (W, SST) and (Q a ) parameters. The derivation of transfer functions between (W, SST) and (T a ) is performed in a similar manner.
A 2-6-2-1x MLP (Fig. 2) using only two inputs (W, SST) is trained to the selected Q a targets. The (W, SST, Q a ) patterns from the Sample-I data that meet the ␣ Q a criterion are partitioned into three random training sets of 100 ϫ 10 3 data points each and one random test set of 70 ϫ 10 3 data points. For each training set, Eqs.
(1)-(8) are iteratively applied for 50 ϫ 10 3 epochs. As the MLP adjusts the weights to minimize the mean error in the training set, the independent testing set is simultaneously run through the network and its mean error is calculated. The testing set is used to check for overtraining; a condition where the MLP loses generality and begins to ''memorize'' the set of patterns used in the training process. In the process of submitting the patterns 50 ϫ 10 3 times through the network, six intervals (5 ϫ 10 3 , 10 ϫ 10 3 , 20 ϫ 10 3 , 30 ϫ 10 3 , 40 ϫ 10 3 , and 50 ϫ 10 3 epochs) are selected. The weights corresponding to the lowest error for the testing set are recorded at these intervals. The final MLP is selected from the 18 records of weights (six intervals times three training sets).
d. Systematic and random errors from the two parameters JPG method (JPG-2)
In this section we present the statistics obtained with the ANN approach using W and SST to derive monthly averages of Q a and T a . This initial version of the method is denominated as two parameters JPG Method (JPG-2). Using the best set of weights, as explained in section 3c, the MLP was applied to all data points from the Sample-II. Next, we computed the mean bias and rms relative to the SMD observations. Figure 3 shows the Q a mean bias (JPG-2 minus SMD) and the rms values during the Sample-II period. The mean bias is on the order of Ϯ0.6 g kg Ϫ1 in most oceanic regions and substantially higher in other regions specially over the western boundary currents. It is encouraging that the Q a rms is low (0.4-0.8 g kg Ϫ1 ) in the northern Pacific and Atlantic Oceans and over large areas in the Indian Ocean and near Australia. Figure 4 shows the T a mean bias and rms during the Sample-II period. Mean biases on the order of Ϯ0.6ЊC are in general observed, although higher values are found in the Kuroshio and Gulf Stream currents. Except over the western boundary currents, small rms values, 0.4Њ-0.8ЊC, are found in the two parameters estimation of T a .
e. A comparison between multiple linear regression and the ANN approach
As is pointed out in the introduction, ANN algorithms are powerful mathematical techniques very useful for representing nonlinear relationships among a set of parameters. Thus, one may naturally ask how nonlinear is the derivation of Q a (or T a ) from W and SST. This section compares the performance of the JPG-2 approach in deriving Q a with a multiple linear regression (hereafter MLR).
We employed the same 100 ϫ 10 3 data points (W, SST, and Q a from Sample-I) used in the ANN training described in the previous section to fit a multiple linear regression as
where a ϭ 2.1052, b ϭ Ϫ0.0551, c ϭ 0.0138, d ϭ 0.2435, and e ϭ Ϫ0.0019. In order to compare both techniques, JPG-2 and MLR, we applied them both on the Sample-II data to obtain Q a estimates. These estimates were individually compared with SMD observations by computing the mean biases and rms. Figure 5a shows the difference between the absolute Q a mean bias obtained from MLR and the JPG-2 approach. Similarly, Fig. 5b shows the difference between the Q a rms derived from the MLR and the JPG-2 algorithm. Positive values reflect better performance of JPG-2 relative to MLR. Higher biases are obtained with the MLR method in the northern Pacific and Atlantic Oceans, in the Pacific Ocean, and the southern oceans. In contrast, higher biases are also obtained with the JPG-2 approach over the anticyclones in the Indian, Pacific, and Atlantic Oceans. The rms values for both methods are comparable. Higher rms values in the ANN approach are seen also over the southeastern Pacific and Atlantic Oceans, although the scarcity of in situ observations make it difficult to draw any conclusions.
The results above indicate that both approaches, that is, linear versus nonlinear, have advantages depending on the geographical region under consideration. To gain a better understanding of the difference between the two methods, we have computed transfer functions in the form of isolines of Q a and T a in the W-SST space. Figure   6 shows the difference between the transfer functions for Q a and T a (Fig. 6b ) using ANN and MLR. In the case of Q a (Fig. 6a ) the differences are on the order of 0.5 g kg Ϫ1 or less for most regimes of W-SST, indicating that a linear method is enough to estimate Q a . The same behavior occurs in the transfer functions to compute T a , as the differences of 0.5ЊC show (Fig. 6a) .
The combination of two input parameters (W, SST) with the ANN algorithm (JPG-2) is a useful technique to derive monthly averages of Q a and T a , especially in regions where simple linear relationships do not provide satisfactory results. Motivated by this fact an additional parameter has been computed to improve the performance of the algorithm in specific regions. As the above results show, the two parameters algorithm poorly estimates Q a and T a over the western boundary currents, upwelling regions and the intertropical convergence zone. The two parameters MLP (Fig. 2) was therefore applied to the Sample-I data and monthly difference maps between the SMD and JPG were computed for both Q a and T a . This procedure results in four difference maps (four years of data) for each calendar month, which were then averaged to produce mean monthly biases (12 maps, one for each calendar month). This third parameter is used to give more seasonal information to the MLP to derive consistent global relation- ships between (W, SST) and Q a . Next, the three input parameters (W, SST, and mean monthly bias) were used as inputs to a 3-6-2-1x MLP network (Fig. 7 ). Repeating the process described above, the data points from Sample-I are partitioned into three training sets and one testing set. Each training set is submitted through the MLP 50 ϫ 10 3 epochs and the best record of network weights is identified. The final version of the MLP is then applied to the entire data record (Sample-I and Sample-II) to produce monthly averages of Q a and T a . We refer to this final version of the algorithm as JPG-3 method.
We performed several tests to ensure that the JPG-3 method is robust. Tests were made, for example, on a large number of choices of architectures from 1, 2, and 3 hidden layers and from 2 to 14 nodes per layer. The architecture used in the final version of the algorithm (Fig. 6) showed the best performance from all types tested. Very minor differences were also found in the training process as described above. In addition, the inclusion of mean monthly bias as a third parameter in the ANN algorithm performed better than simply removing the annual mean bias from the Sample-II period.
Method evaluation
The methodology described above was further tested by applying the algorithm to the Sample-II data, that is, those observations not used in the development phase of the algorithm. The derived fields were compared with surface marine observations of Q a and T a (SMD). Next, in order to assess improvements upon previous satellite methods, we compared Q a and T a estimates from the new method with other empirical parameterizations. The comparison of Q a is made against the Q a -W relationship of L86, while the T a comparison is done against the T a -W relation used by JG95. Figure 8a shows the mean bias between Q a estimates from the JPG-3 method and SMD data. The corresponding mean bias between Q a derived from L86 and SMD data is shown in Fig. 8b . Quite evident is the much smaller mean bias in Q a derived from JPG-3, which shows the potential of the new methodology. The global mean bias is 0.010 Ϯ 0.23 g kg Ϫ1 . This is even the case in regions of very low sampling of surface marine observations such as in the tropical and southern oceans. In particular, there is a substantial decrease in the mean bias over the high pressure systems over the Indian, Pacific, and Atlantic Oceans, as well as over the Arabian and Mediterranean Seas. However, large biases remain in the western tropical Pacific, southern Indian Ocean, and northern Atlantic Ocean. Since the ANN final training includes mean bias as an input parameter, bias in the JPG-3 method is small. The rms between Q a from JPG-3 and SMD (Fig. 9a ) also show significant im- provements relative to the rms between L86 and SMD (Fig. 9b) . Over most oceanic areas, the rms between JPG-3 and SMD are on the order of 0.6-1.2 g kg Ϫ1 . The global rms is 0.77 Ϯ 0.39 g kg Ϫ1 . In particular, low rms values between the JPG-3 method and SMD observations are found over the northern Pacific and Atlantic Oceans and Arabian Sea. Note, for example, that in the North Atlantic and North Pacific, the rms is 0.6 g kg Ϫ1 or less, which further substantiates the usefulness of the new method. Root-mean-square differences on the order of 1.2 g kg Ϫ1 or higher, however, are observed over the southern Indian, Pacific, and Atlantic Oceans, which probably indicate the effect of very low number of observations in the monthly averages of surface marine data (see also Fig. 1) .
The mean bias between T a derived from the JPG-3 method and SMD observations is generally small over most oceanic areas (Fig. 10a) , also reflecting the inclusion of the mean bias as a parameter in the ANN training. The global mean bias is (Ϫ7.3 ϫ 10 Ϫ5 ) Ϯ 0.27ЊC. In contrast, very large mean biases are observed between the empirical relationship of JG95 and SMD observations (Fig. 10b) . As expected, the JPG-3 method largely eliminates the spatial patterns of the mean bias observed in the T a -W relationship of JG95. The rms between T a derived from the JPG-3 method and SMD observations (Fig. 11a ) is also fairly small over most oceanic regions. The global rms is 0.72 Ϯ 0.38ЊC. High rms values are also found over the eastern Pacific Ocean and the southern oceans. Undersampling in the surface marine observations over those regions, however, makes it difficult to ascertain whether the discrepancy is due to the JPG-3 method or to uncertainties in the SMD monthly averages. The JPG-3 method therefore shows substantial improvement in the derivation of T a relative to the one used by JG95 (Fig. 11b) . In that approach, the global rms value is 2.5 Ϯ 1.3ЊC.
Ocean surface specific humidity and air temperature
The previous sections presented statistical results that demonstrate the potential of the JPG-3 method. In this section, the large-scale patterns and time variability of Q a and T a derived from the JPG methodology are compared with surface marine observations. The algorithm was applied to the entire record of W and SST observations with the end goal of pro- ducing Q a and T a fields. We began by analyzing the mean and standard deviation of Q a . The Q a means from the JPG-3 method and SMD data are remarkably similar (Figs. 12a, b) , showing the same large-scale features in the Tropics and extratropics of both hemispheres. The standard deviations of Q a (Figs. 12c, d) show generally the same spatial characteristics. However, the SMD standard deviation tends to be noisier than the JPG-3 data in places such as the tropical Pacific, subtropical Indian and Pacific Oceans, and southern oceans. This is again a reflection of the low and variable number of monthly observations in the surface marine data over those regions.
In order to achieve a broader perspective of the time variability during the data record, Fig. 13 shows time series of Q a averaged over specific regions (shown in the inset). Also indicated is Q a derived from L86 (dotted line). Good agreement over the whole period is observed between JPG-3 (solid line) and SMD (dashed line) over all regions. Over the Arabian Sea, the JPG-3 time series also compares well with SMD, whereas L86 always underestimate Q a . In contrast, the L86 method overestimates Q a in the North Pacific Ocean.
The mean and standard deviation of T a , Fig. 14, seem to corroborate the comparisons described above. Good agreement between the JPG-3 and SMD fields is observed in regions where the number of surface marine observations is high. Likewise, the time series of T a , Fig. 15 , show good agreement between JPG-3 and SMD over all regions.
Summary and conclusions
The estimation of Q a and T a from remote sensing data is an active research area. This paper describes a new method to derive Q a and T a . Previous studies have shown that moisture variations in the planetary boundary layer tend to be decoupled from the free atmosphere and W is not always a good predictor of Q a . In contrast, other studies have also shown that including information from the lower boundary, for example, SST, along with W can provide a useful way to estimate the near-surface moisture field over the open oceans. The JPG-2 method combines W and SST, two parameters available globally with consistent spatial and temporal resolution, with an artificial neural network algorithm to derive both Q a and T a . A comparison with multiple linear regression indicates that nonlinear relationships between (W, SST, Q a ) can be important in some geographical areas. For most oceanic regions, however, simple multiple linear regressions perform just as well as the JPG method.
The method described in this paper represents a longterm research effort to contribute to the improvement of the satellite estimation of Q a and T a . The comparison between Q a and T a derived from the JPG-2 method and VOLUME 38 J O U R N A L O F A P P L I E D M E T E O R O L O G Y surface marine observations reveals that the new method has difficulty in representing the time variability of these parameters (especially T a ) over the Kuroshio and Gulf Stream currents, upwelling regions, and the intertropical convergence zone. Further inspection indicates that the discrepancy between the new method and in situ observations arises primarily during the Northern Hemisphere fall and winter. The western boundary currents, for instance, are characterized by intense atmospheric synoptic variability when cold and dry continental air masses flow over the warm ocean currents (Peixoto and Oort 1992) . As a consequence, large surface heat flux variations that impact Q a and T a are observed in these regions. In the final version of the present method (JPG-3), systematic errors were incorporated into the ANN training as a third parameter.
The evaluation of the method shows good agreement with surface marine observations not used in the development of the algorithm. The global mean bias in Q a is 0.010 Ϯ 0.23 g kg Ϫ1 over most oceanic areas, whereas rms differences are 0.77 Ϯ 0.39 g kg Ϫ1 . Likewise, the global mean bias and rms in T a are on the order of (Ϫ7.3 ϫ 10 Ϫ5 ) Ϯ 0.27ЊC and 0.72 Ϯ 0.38ЊC, respectively. Although it was not the intent of this paper to make an extensive comparison with other methods, the results show some improvements upon simple regression techniques previously proposed (L86 and JG95). As more satellite data become available, the JPG-3 method can extend the available time series of Q a and T a . Based on the comparison JPG-2 and MLR, the derivation of Q a and T a from W and SST does not appear to be strongly nonlinear and therefore does not fully exploit the advantage of artificial neural networks. We are currently investigating a modified version of this method to directly determine surface latent heat fluxes, which is a highly nonlinear problem. This is being done using satellite data and in situ observations with high temporal (daily averages) resolution.
