We present a Maximum A Posteriori (MAP) derivation of the Independent Vector Analysis (IVA) algorithm, a blind source separation algorithm, by incorporating a prior over the demixing matrices, relying on a free-field model. In this way, the outer permutation ambiguity of IVA is avoided. The resulting MAP optimization problem is solved by deriving majorize-minimize update rules to achieve convergence speed comparable to the well-known auxiliary function IVA algorithm. The performance of the proposed algorithm is investigated and compared to a benchmark algorithm using real measurements.
INTRODUCTION
Blind Source Separation (BSS), i.e., the estimation of signals out of a recorded mixture with only little information about the underlying scenario, is a core task of audio signal processing problems and has been addressed in a multitude of proposed approaches in the last decades. For the most practically relevant scenario of a convolutive mixture, Frequency-Domain Independent Component Analysis (FD-ICA) [1] has been proposed which estimates demixing matrices independently in each frequency band such that the output signals are statistically independent. However, this causes the well-known inner permutation problem [2] , which has to be resolved afterwards in order to obtain decent results. As a method which avoids the inner permutation problem by choosing a multivariate source prior over all frequency bands, Independent Vector Analysis (IVA) [3] has attracted much attention. Based on the Majorize-Minimize (MM) principle [4] , stable and fast update rules, named Auxiliary Function IVA (auxIVA) [5, 6] , have been derived which do not require any tuning parameter, e.g., a step-size. Various ways to incorporate prior knowledge into IVA has been proposed, whereby knowledge about the source variances is the most established one [7] , as, e.g., exploited in Independent Low-Rank Matrix Analysis (ILRMA) [8] .
Another ambiguity, which is inherent to BSS, is the ordering of the broadband signals at the output channels, i.e., the outer permutation ambiguity. Prior knowledge has to be introduced to solve this issue by guiding the adaptation of the demixing filters. To this end, supervised IVA [9] has been proposed, which introduces pilot signals that are statistically dependent on the source signals into a gradient-based update rule. Another idea, which has been successfully applied for resolving the outer permutation problem, is to exploit spatial information about the sources. Such techniques include exploiting the dominance of a source for a certain direction This work was supported by DFG under contract no <Ke890/10-1> within the Research Unit FOR2457 "Acoustic Sensor Networks" in FD-ICA [10] , initialization of auxIVA with filters obeying a freefield model [11] , using prelearned filters for gradient-based IVA [12] or imposing a Geometric Constraint (GC) [13, 14, 15, 16, 17] on different BSS variants. For IVA, a geometrically-constrained gradientbased update rule has been proposed in [18] .
In this contribution, we provide a Maximum A Posteriori (MAP) derivation of IVA, based on the previous work for Independent Component Analysis (ICA) [19] , which allows to incorporate prior knowledge about the demixing system via a prior Probability Density Function (PDF). This allows to express the uncertainty of the localization information and to fuse the proposed MAP IVA with a localization or tracking algorithm by exploiting the uncertainties of the estimates. Finally, motivated by the tremendous advantage regarding convergence speed of auxIVA [6] in comparison to gradientbased IVA [3] , we derive update rules based on the MM principle providing faster convergence than the competing gradient-based methods without the necessity for tuning the step size.
In the following, scalar variables are denoted by lower-case letters, vectors by bold lower-case letters, matrices by bold upper-case letters and sets as calligraphic upper-case letters.
[·]i or [·]i,j denotes the ith element of a vector or the element in the ith row and jth column of a matrix, and (·) T and (·) H denote transposition and hermitian, respectively.
PROBABILISTIC MODEL
In the following, we study a determined scenario, i.e., the number of sources equals the number of sensors K. Assuming sufficiently shorter impulse responses between sources and microphones than the window length of the Short-Time Fourier Transform (STFT), the microphone signals can be described at time step n ∈ N = {1, . . . , N }, where N is the number of observed time frames, and frequency index f ∈ F = {1, . . . , F } as
Hereby, A f ∈ C K×K is the matrix of acoustic transfer functions at frequency index f and
denote the input signals and microphone signals with channel or signal index k ∈ K = {1, . . . , K}, respectively. An estimate of the demixed signals
can be obtained by applying a demixing matrix of frequency index f
representing the K demixing filters for the kth output in vector w k f , to the observed microphone signals
Additionally, we define the demixed broadband signal vector for channel k over all frequencies and the concatenation as
respectively. The set of all demixing matrices is denoted as W = W f ∈ C K×K |f ∈ F , the set of all demixed signal vectors as Y = yn ∈ C KF |n ∈ N and the set of all microphone observations as X = x f,n ∈ C K |f ∈ F, n ∈ N . Equipped with these definitions, we apply Bayes theorem to calculate the joint posterior of demixed broadband signals and demixing matrices
According to the deterministic relationship between microphone signals and demixed signals (5), we model the likelihood for one observed time frame n and frequency index f to be
assuming that the inverse of W f exists. Hereby, δ(·) denotes the Dirac distribution. Furthermore, we assume independence between blocks and frequency bands, which yields the likelihood
The PDF of all demixed signal vectors is obtained by assuming independence over all time blocks n and signals k
Note that p(y k,n ) is a multivariate density capturing all frequency bins. Now, we compute the posterior of the demixing matrices by marginalizing the demixed signals
We used the sifting property of the Dirac distribution in the last step. Finally, we obtain the following MAP optimization problem for the estimation of the demixing matrices
Here, we introduced the source model G(y k,n ) = − log p(y k,n ) and the averaging operatorÊ {·} = 1 N N n=1 (·).
Relation to IVA
By choosing a uninformative prior for the demixing matrices
and negating the maximization problem (12), we arrive at the IVA cost function [3] JIVA
i.e., the MAP optimization problem yields the original IVA cost function as a special case.
Choice of Prior PDF
Assuming free-field propagation, the kth element of the Relative Transfer Function (RTF) h f in frequency band f w.r.t. the first microphone is expressed as
Hereby, ν f denotes the frequency in Hz corresponding to frequency bin f , cs the speed of sound, r k the position of the kth microphone, ϑ the Direction of Arrival (DOA) of the considered source and · 2 the Euclidean norm. We assume the prior over the demixing matrices to be i.i.d. over all frequency bands
We propose the following prior, which favors a spatial null into the specified direction
The variableσ 2 f is in this paper a user-defined parameter, expressing the uncertainty of the DOA estimate. However,σ 2 f could be directly obtained from a localization or tracking algorithm. If no directional information is available, we choose a non-informative prior for w k f . The indices of the constrained channels are collected in the set I.
DERIVATION OF UPDATE RULES
The cost function corresponding to the MAP problem (12) and the chosen prior PDF in Sec. 2.2 is obtained as
where
f . The cost function (18) is composed of the summation of the original IVA cost function JIVA(W) and a nonnegative term corresponding to the contribution of the prior Jprior(W) ≥ 0. In the following, we will derive an MM algorithm [4] based on [6] to minimize the proposed cost function (18).
Construction of an Upper Bound
In the following, W (l) marks the set of estimated demixing matrices at iteration l ∈ {1, . . . , L} with L as the maximum number of iterations. Furthermore, Q W|W (l) denotes an upper bound of the cost function J(W) at the lth iteration. To develop an MM algorithm for the optimization of the demixing matrices W, we have to construct Q W|W (l) such that it dominates the cost function for
and is identical to the cost function iff W = W (l) , i.e.,
Defining W k = w k f ∈ C K |f ∈ F as the set of all demixing vectors for source k, we can use the following inequality for superGaussian source models G, which has been proven in [5, 6] 
constitutes a term which is independent of W [5, 6] , and V k f denotes the weighted microphone signal covariance matrix
Using the inequality (21), the following upper bound for the cost function (18) can be derived by subtracting 2 F f =1 log | det W f | and adding Jprior(W) on both sides of (21)
Minimization of the Upper Bound
In order to construct update rules following the MM philosophy, we minimize the upper bound, i.e.,
where (·) * denotes complex conjugation. Calculating the derivative in (25) yields the following conditions for the demixing matrices In the following, we compare the performance of the proposed algorithm (GC auxIVA), with a prior on the first source and an uninformative prior on the second source, with auxIVA [6] and the GC gradient-based IVA algorithm [18] (GC gradIVA), which steers a spatial one into the target direction. All methods use the source model G r k n = r k n and are evaluated with a sufficiently large number of iterations to ensure convergence (L = 100 for auxIVA and GC auxIVA and L = 350 for GC gradIVA). The variance of the Gaussian prior (17) has been chosen to be constant for all frequencies σ 2 f = σ 2 = 40. The stepsize for GC gradIVA has been set to 0.05 and the weighting of the directional constraint to 0.5. These values yielded the fastest convergence and the smallest influence of the regularizing term while still resolving the outer permutation problem.
To quantify the performance of the proposed algorithm, we chose RIRs measured at 1 m distance from the microphone array and 45
• /135 [20] are averaged over all source configurations and directional constraints to yield the results for auxIVA, GC auxIVA and GC gradIVA depicted in Fig. 1 . Note that the outer permutation problem is solved by GC auxIVA and GC gradIVA algorithmically, whereas it is not solved by auxIVA which is the main motivation for considering constrained IVA algorithms. It can be seen that the proposed GC auxIVA obtains a higher SIR than GC gradIVA in all scenarios and is comparable with auxIVA. The SDR of GC auxIVA is slightly lower than aux- IVA due to the free-field prior, but comparable with GC gradIVA in general. The SDR is decreasing for all algorithms for increasing T60 due to the decreasing DRR. Note that for disambiguating S sources S − 1 prior terms of the form (17) can be used. Finally, the convergence speed of the investigated algorithms is compared. To this end, we show a typical curve of the normalized cost function values over the iterations l in a semi-logarithmic scale in Fig. 2 . It can be seen that auxIVA and GC auxIVA exhibit almost identical and a much faster convergence speed than GC gradIVA. One iteration of auxIVA or GC auxIVA needs on average 0.24 s and GC gradIVA 0.15 s on a notebook with an Intel Core i7-5600U CPU. Hence, one iteration of GC auxIVA is computationally slightly more demanding, however, needs much less iterations to converge than GC gradIVA and is hence computationally cheaper.
CONCLUSION
We presented a MAP derivation of IVA including a directional prior over the demixing filters to solve the outer permutation problem of BSS algorithms. The resulting cost function is efficiently solved by an MM algorithm achieving dramatically faster convergence speed and higher interference suppression than a comparable state-of-theart competing method. Future work may include the discussion of other priors for the source direction including priors which steer a spatial one into the direction of interest. Additionally, the derivation of a fully Bayesian approach including hyperpriors over the source, e.g., its variance, may be one of the next steps.
