Cross-validation of predictive models is the de-facto standard for model selection and evaluation. In proper use, it provides an unbiased estimate of a model's predictive performance. However, data sets often undergo a preliminary data-dependent transformation, such as feature rescaling or dimensionality reduction, prior to cross-validation. It is widely believed that such a preprocessing stage, if done in an unsupervised manner that does not consider the class labels or response values, has no effect on the validity of cross-validation. In this paper, we show that this belief is not true. Preliminary preprocessing can introduce either a positive or negative bias into the estimates of model performance. Thus, it may lead to sub-optimal choices of model parameters and invalid inference. In light of this, the scientific community should re-examine the use of preliminary preprocessing prior to cross-validation across the various application domains. By default, all data transformations, including unsupervised preprocessing stages, should be learned only from the training samples, and then merely applied to the validation and testing samples.
Introduction
Predictive modeling is one of the topics at the core of statistics and machine learning. It is concerned with problems of predicting an output y given an input x. Predictive modeling typically involves two key components:
1. Model construction: algorithms for constructing a predictor f : X → Y given a representative data set of input-output pairs. S = {(x 1 , y 1 ), . . . , (x N , y N )}.
2. Model evaluation and selection: procedures for estimating the performance of predictors and their parameter settings on new samples and choosing between them.
The inputs x are also known as covariates or feature vectors. The outputs y are also known as responses or labels. We will use these terms interchangeably.
Commonly used procedures for model evaluation and selection include leaveone-out cross-validation, K-fold cross-validation, and the simple train-validation split. In all of these procedures, the data set S is partitioned into a training set S tr and a validation set S val . Then a predictor, or set of predictors, are constructed from S tr and evaluated on S val . See Chapter 5 of James et al. (2013) for an introduction to cross-validation and related procedures and Arlot and Celisse (2010) for an in-depth survey.
Assuming that all of the samples (x i , y i ) are independent and identically distributed, the mean error a predictor makes on a validation set is an unbiased estimate of that predictor's generalization error, defined as the expected error on new samples. In practice, however, data sets are often preprocessed by a data-dependent transformation prior to model evaluation. After such a preprocessing stage, the transformed validation samples are no longer guaranteed to have the same distribution as that of new transformed samples. This is due to a statistical dependency between the validation samples and the data-dependent transformation. Hence, the validation error is no longer guaranteed to be an unbiased estimate of the generalization error. Put differently, by adding a preliminary preprocessing stage, constructed from both the training and validation samples, leakage of information from the validation set is introduced that may have an adverse effect on model evaluation Kaufman et al. (2012) . We consider two types of data-dependent transformations:
1. Unsupervised transformations T : X → X that are constructed only from x 1 , . . . x N . Common examples include standardization/rescaling, dimensionality reduction, outlier removal and grouping of categorical values. 2. Supervised transformations T : X → X whose construction depends on both x 1 , . . . x N and y 1 , . . . y N . Various forms of feature selection fall into this category.
Preliminary supervised preprocessing is a well-known (but often repeated) pitfall. For example, running feature selection on the entire data set tends to find features that perform better on the validation set than on new data samples, thus typically leading to optimistic error estimates Ambroise and McLachlan (2002) ; Simon et al. (2003) . In contrast, preliminary unsupervised preprocessing is a common procedure among scientists and believed to be valid by leading statisticians. For example in Section 7.10.2 of "The Elements of Statistical Learning" (Hastie et al., 2009) , the authors warn against supervised preprocessing, but make the following claim regarding unsupervised preprocessing:
Initial unsupervised screening steps can be done before samples are left out. For example we could select the 1000 predictors with highest variance across all 50 samples, before starting cross-validation. Since this filtering does not involve the class labels, it does not give the predictors an unfair advantage.
In this paper, we show that preliminary unsupervised preprocessing, even as simple as feature rescaling, can in fact introduce a bias into the estimate of model performance, giving the predictors either an unfair advantage or disadvantage on the validation set.
To guarantee unbiased estimation of model performance, all data-dependent preprocessing operations should be determined based on the training part of the training-validation split, and then merely applied to the validation samples. This meta-procedure is described in the following steps:
Step 1: Learn the transformation Construct a feature transformation T : X →X , learned from S tr .
Step 2: Training Transform the feature vectors of S tr using the transformation T and then learn a predictorf Str from the transformed training samples ( T (x), y) where (x, y) ∈ S tr .
Step 3: Validation For every sample (x, y) in S val , compute a prediction for the transformed feature vectorf Str ( T (x)) and compare this prediction to y.
In a cross-validation procedure, the above steps would be repeated for every split of the data set S into a training set S tr and validation set S val .
Some leading tools in predictive modeling provide mechanisms to effortlessly perform the above steps. Examples include the preProcess function of the caret R package, the pipeline module in the scikit-learn Python library and ML Pipelines in Apache Spark MLlib Kuhn (2008) ; Pedregosa et al. (201) ; Meng et al. (2016) .
Prevalence
In this section, we establish the fact that the practice of preliminary unsupervised preprocessing is common and widely considered to be valid.
When analyzing data from Genome-Wide Association Studies (GWAS) it is common to standardize genotypes to have zero mean and unit variance prior to analysis (e.g. Yang et al. (2010) ; Speed and Balding (2014) ). Similarly, fMRI studies often standardize the signal of each voxel on the entire data set (Pereira et al., 2009, Section 3.1.4) .
To estimate the prevalence of preliminary unsupervised preprocessing in scientific research, we have conducted a review of research articles published in Science Magazine over a period of 1.5 years. During this period, we identified a total of 20 publications that employ cross-validated predictive modeling. After carefully reading them, we conclude that seven of those papers (35%) performed some kind of unsupervised preprocessing on the entire data set prior to crossvalidation. Specifically, three papers filtered a categorical feature based on its count Dakin et al. (2018) ; Cohen et al. (2018) ; Scheib et al. (2018) ; two papers performed feature standardization Liu et al. (2017) ; Ahneman et al. (2018) ; one paper discretized a continuous variable, with cutoffs based on its percentiles Davoli et al. (2017) ; and one paper computed PCA on the entire data set, and then projected the data onto the first principal axis Ni et al. (2018) . The full details of our review appear in Appendix A.
Further evidence for the prevalence of preliminary preprocessing can be found in the LIBSVM package (Chang and Lin, 2011; Hsu et al., 2010) . This is a popular software package for Support Vector Machine classification that has been cited more than 35,000 times and is widely used in industry. In their user guide, they recommend to first scale all of the features using the svm-scale command and only then to perform cross-validation or train-validation splitting. In fact, there appears to be no easy way to use their supplied command line tools to perform scaling based only on the training set.
Related works
To the best of our knowledge, the only paper that directly addresses biases due to preliminary unsupervised preprocessing is (Hornung et al., 2015) , which is an empirical study of preliminary preprocessing prior to classification of gene microarray data. In contrast to our work, they do not measure the bias of the cross-validation error with regards to the generalization error of the model. Instead, they consider the ratio of cross-validation errors of two different models: one where the preprocessing is done on both the training and validation folds and one where it is done only on the training folds. Interestingly, they conclude that feature standardization, or rescaling and mean centering, can be safely performed before cross-validation, but dimensionality reduction cannot. In this work, we show that merely rescaling the features can result in a clear bias.
There are several community discussions concerned with the question of whether or not preliminary unsupervised preprocessing is a valid procedure (see Table 1 ). In this paper we hope to provide a definitive answer to this question.
Notation and definitions
In this section, we first present the basic framework and notation of statistical learning theory and then describe two related approaches to model evaluation: When using cross validation, shouldn't it be mandatory to pipeline the preprocessing steps? 12 Oct 2016
Is it actually fine to perform unsupervised feature selection before cross-validation?
train-validation splitting and cross-validation. Then we define the bias due to unsupervised preliminary preprocessing.
Statistical learning theory and cross-validation
Let X be an input space, Y be an output space and D a probability distribution over the space X × Y of input-output pairs. Let S = {(x 1 , y 1 ), . . . , (x N , y N )} be a set of pairs sampled independently from D. In the basic paradigm of statistical learning, an algorithm A uses S to construct a predictorf S : X → Y. To evaluate predictors' performance, we define a loss function (y, y ) that quantifies the penalty of predicting y when the true value is y. The generalization error (or risk ) of a predictor f is its expected loss,
When the distribution D is known, the generalization error can be estimated directly by integration or repeated sampling. However, in many cases, we only have a finite set of N samples at our disposal. In that case, a common approach for estimating the performance of a modeling algorithm is to split the data set into a training set of size n and a validation set of size m = N − n.
S tr = {(x 1 , y 1 ), . . . , (x n , y n )}
The model is then constructed (or trained) on the training set and evaluated on the validation set. We denote the trained predictor byf Str . Its validation error is the average loss over the samples in the validation set.
This approach is known as the train-validation split. Its key property is that for any modeling algorithm, it provides an unbiased estimate of the algorithm's generalization error given a training set of size n, since we have, for any S tr ,
A more sophisticated approach is K-fold cross-validation. In this approach the set S is partitioned into K folds of size N/K. We assume for simplicity that N is divisible by K. The model is then trained on K − 1 folds and its average loss is computed on the remaining fold. This is repeated for all K choices of the validation fold and the results are averaged to form the K-fold cross-validation error e Kcv . Since K-fold cross-validation is the average of K train-validation splits, it gives an unbiased estimate of an algorithm's generalization error, with n = (K − 1)N/K training samples and m = N/K validation samples. However, the variance of this estimator is typically lower than that obtained by the trainvalidation split. It is for this reason that cross-validation is often the method of choice for model selection and evaluation.
The bias due to preliminary unsupervised preprocessing
In this paper, we study the setting where the instances of both the training and validation sets undergo an unsupervised transformation prior to cross-validation. We denote by
an unsupervised procedure that takes as input the set of all input covariates {x 1 , . . . , x n+m } and outputs a transformation T : X →X . The space of transformed covariatesX may be equal to X , for example when T is a scaling transformation, or it may be a different space, for example when T is some form of dimensionality reduction. We denote by
a learning algorithm that takes as input the training set, following covariate transformation, and outputs a predictor for transformed covariates f :X → Y. In the following equations we denote T :
Likewise, the generalization error is
In this paper, we study the bias of the validation error with respect to the generalization error, due to the fact that the validation covariates were involved in the construction of the unsupervised transformation T .
Definition 1. The bias of a procedure (A T , A f ) due to preliminary unsupervised preprocessing is
Basic properties of the bias
Practically all methods of preprocessing learned from data do not depend on the order of their inputs. In mathematical terms we say that, typically, A T is a symmetric function. This simplifies the expression for the expected bias.
where the expectation is over the draw of the data set S ∼ D n+m and an additional sample (x, y) ∼ D.
The proof appears in Appendix B.
Remark 1. Even though bias p in (7) does not explicitly depend on n, m, there is an implicit dependence due to the fact that the distributions of the selected transformation T and predictorf depend on n and m.
Remark 2. Instead of the bias of train-validation splitting, we may instead consider the bias of K-fold cross-validation E[e Kcv − e gen ] However, due to the linearity of expectation, this bias is equal to bias p (A T , A f , D, (K−1)s, s) where s is the fold size. Hence, our analysis applies equally well to K-fold cross-validation.
Were the feature transformations chosen in a manner that is data-independent, then the transformed validation covariates T (x n+1 ), . . . , T (x n+m ) would be independent samples with exactly the same distribution as T (x) where x ∼ D X . In that case, bias p would be zero. However, since T is chosen in a manner that depends on x n+1 , . . . , x n+m , the distribution of T (x i ) for i ∈ {n + 1, . . . , n + m} may be vastly different from that of T (x) for newly generated samples. In the next section, we present an extreme example of this phenomenon.
A pathological unsupervised transformation
We now consider the bias introduced by a rather artificial unsupervised preprocessing procedure. This construction serves to demonstrates how unsupervised preprocessing procedures, in their most general form, may cause the validation error to be entirely misleading.
Theorem 1. Let D = X × Y be a sampling distribution with a continuous marginal distribution D X Let : Y × Y → R be a loss function and let R(f ) := E (y, f (x)) be the risk of a predictor f . We denote byf a predictor learned from an untransformed training set (x 1 , y 1 ), . . . , (x n , y n ) using some learning procedure A f . There exists an unsupervised transformation constructor A T , which yields a transformation T , such that for any A f , the predictorf ( T (x)) satisfies
Put differently, the expected validation error is unchanged by the addition of the preliminary transformation T . However, following the same transformation, the expected generalization error is no better than that of a constant predictor.
Proof. Let x 0 ∈ X be some input and let T be the following transformation, constructed using the inputs of the entire data set {x 1 , . . . , x n+m }:
Following this transformation, the training and validation folds remain intact, thus the expected loss on the validation set is
This result allows one to prove lower bounds on the absolute bias of specific combinations of learning procedures and data distributions. For a concrete example, consider simple linear regression of data from the sampling distribution x ∼ N (0, 1) and y = x. Let T be the transformation in (8) with some x 0 . Since the validation points are unchanged, the learned predictor will bê f (x) = x and we get perfect predictions on the validation set, since for these points we havef ( T (x)) =f (x) = x = y. However, for new points we havê f ( T (x)) =f (x 0 ) = x 0 . Hence, for the squared loss (y, y ) = (y − y ) 2 we obtain
In this case, the bound is tight, since the choice of x 0 = 0 yields E[e gen ] = 1.
Example 1: grouping of rare categories
Categorical covariates are common in many real-world prediction tasks. Such covariates often have long-tailed distributions with many rare categories. This creates a problem since there is no way to accurately estimate the responses associated with these rare categories. One common solution to this problem is to preprocess the data by grouping together categories that have only a few observations into a rare category. See for example (Harrell, 2015 , Section 4.1), (Wickham, Hadley and Grolemund, 2017, Section 15.5) .
In this section, we consider a very simple regression problem of estimating a response given only the category of the observation. We show that if the grouping of rare categories is done before the train-validation split then the validation error is biased with respect to the generalization error.
Sampling distribution: First, we pick mean category responses µ 1 , . . . , µ C , drawn independently from N (0, 1). To generate a sample (x, y) we first draw x uniformly from the set of categories {1, . . . , C} and then set y to be a noisy measurement of the category's mean response.
x ∼ U{1, . . . , C}, y ∼ N (µ x , σ 2 ).
Preprocessing:
We group together all samples from categories that appear less than M times into a rare category.
Predictor: Let Y (k) := {y i : x i = k for i = 1, . . . , n} be the set of sampled responses for category k in the training set. The predicted response iŝ
In order to simplify the analysis, we choose to set the estimated response of the rare category to zero, rather than to the mean of its responses, which is zero in expectation.
Analysis
Let x 1 , . . . , x n+m be the categories in our sample where the first n belong to the training set and the rest to the validation set. Denote by # q (k) = q i=1 1(x i = k) the number of appearances of a category k among the first q samples in x 1 , . . . , x n+m . Denote by r k the event that # n+m (k) < M , i.e. that the category k is determined to be rare, and by
the probability of having exactly i observations of category k in the training set, given that this category is not rare.
Proposition 2. The Mean Squared Error (MSE) for an estimation of an observation from category k is
See Appendix B for the proof. At first, it may seem that the MSE should be the same for samples in the validation set as for newly generated samples. However, the probabilities Pr [r k ] and p 0 (k), . . . , p n (k) are different in the two cases. This stems from the fact that whenever we consider an observation from the validation set, we are guaranteed that its category appears at least once in the data set. For example, consider the case of an m = 1 sized validation set, as in leave-one-out cross-validation, and let the rare category cut-off be M = 2. Note that p 0 (k) = 0 in this case, hence the third term of (10) vanishes. We are left with the following MSE for an observation of category k,
Since the validation set contains a single sample (x n+1 , y n+1 ) and since M = 2, given that x n+1 = k, the category k will be considered rare if and only if the training set contains exactly zero observations of it. Hence,
In contrast, the category of a newly generated observation (x, y) will be considered rare if and only if the training and validation sets contain zero or one observations of it. Hence,
Let us denote A(k) = Pr [¬r k ] n i=1 pi(k) i . Since the categories are drawn uniformly, A(k) does not depend on the specific category k, but does depend on whether or not it is in the validation set. Since E[µ 2 k ] = 1, it follows from (11) that for M = 2, The bias is
For the noiseless case, we obtain
We see that in the noiseless setting, with the rare cutoff at M = 2 and using leave-one-out cross-validation, the bias is always negative, but even in this simple case, the bias is not a monotone function of the training set size.
Simulation study
Larger values of the category cutoff M are more cumbersome to analyze mathematically but can be easily handled via simulation. We present one such simulation for C = 20 and M = 4 in Figure 1 and e gen are plotted for various training set sizes n = 5, 10, . . . , 100, once with m = n validation samples and once with m = 1 validation samples. Note that the bias, which corresponds to the difference between the blue and red lines, may be either negative or positive, depending on the noise level and the validation set size.
Example 2: rescaling prior to Lasso linear regression
The Lasso is a popular technique for regression with implicit feature selection Tibshirani (1996) . In this section we demonstrate that rescaling the feature set {x 1 , . . . , x n+m } prior to the train-validation split may bias the validation error with respect to the generalization error.
Sampling distribution: First we generate a random vector of coefficients β = (β 1 , . . . , β p ) T where β i ∼ N (0, 1). Then we draw each sample (x, y) in the following manner,
where ∼ N (0, σ 2 ).
Preprocessing: We estimate the variance of the j th coordinate vector {x 1,j , . . . , x n+m,j } ∈ R n+m as follows,
Then we rescale the j th coordinate of every covariate byσ j ,
T (x) := (x 1 /σ 1 , . . . , x p /σ p ).
The estimator of (16), rather than the standard empirical variance, is easier to analyze theoretically.
Predictor: The predictor isf ( T (x)) = T (x)β Lasso where the coefficients vector is obtained by Lasso linear regression,
Here X n×p is the design matrix with rows comprised of the rescaled training covariates T (x 1 ), . . . , T (x n ), the responses vector is Y = (y 1 , . . . , y n ) T and λ > 0 is a constant that controls the regularization strength.
Analysis
The Lasso is difficult to analyze theoretically, since a closed form expression is not available in the general case. In order to gain insight, we consider the orthogonal design case, whereby the design matrix of the training set covariates satisfies X T X = nI. This case is amenable to analysis and seems like a reasonable model to use here since our sampling distribution yields a design matrix that is close to orthogonal and satisfies E[X T X] = nI. By assuming orthogonality, we are able to derive a closed-form expression for the bias due to unsupervised preprocessing in the noiseless setting.
Proposition 3. Let clip a (z) = max(min(z, a), −a) denote the truncation of z to the interval [−a, +a]. Under the simplifying assumptions of zero noise and orthogonal design of the training set, the validation error of Example 2 suffers from the following bias due to the feature rescaling, bias p = p · Cov(clip 2 λσ1/n (β 1 ), x 2 n+1,1 ).
The proofs of this proposition and the next one are included in Appendix B. Large values of x 2 n+1,1 positively correlate with large values ofσ 1 , which positively correlate with clip 2 λσ1/n (β 1 ). We thus expect that this covariance be positive. This is formally proved in the following proposition.
Proposition 4. Under the assumptions of Prop. 3, it follows that bias p > 0. Figure 2 shows averaged validation and generalization errors of both highdimensional and low-dimensional Lasso linear regression with preliminary rescaling. In the low-dimensional setting, the matrix X T X is uniformly concentrated around nI, hence we expect that the orthogonal design assumption should be a reasonable approximation to the Gaussian design, used in the simulation. Indeed, the bottom panel of Figure 2 shows that the validation error is uniformly larger than the generalization error, for both m = n and m = 1 validation samples, in accordance with Proposition 4. This is not the case for the highdimensional design shown in the top panel, where the matrix X T X is likely to have large deviations from the matrix nI. Note that using m = 1 validation samples always incurs a larger absolute bias than m = n samples. This observation agrees with (17), since the correlation between x 2 n+1,1 andσ 1 is stronger when there is just a single validation sample. Figures 3 and 4 contain similar plots in the noiseless setting and in the high noise setting.
Simulation study

Conclusion
Preliminary preprocessing of data sets prior to predictive modeling and evaluation can introduce a systematic bias to the estimates of model performance. This can lead to sub-optimal model selection and over-optimistic or under-optimistic estimates of model performance. The magnitude of the bias depends on the specific data distribution, modeling procedure, and cross-validation parameters.
In this paper, we presented two synthetic examples that involve the types of transformations and modeling methods that are widely used by scientists. In the first example, we analyze the bias incurred by grouping together rare categories in a regression task. In the second example, we consider the bias due to a rescaling of the covariates across the entire data set, as is standard practice in fMRI and genetic studies. We analyzed the bias in both of these examples mathematically and performed a simulation study, demonstrating a bias of several percentage points.
We believe that in light of these results, the scientific community should re-examine the use of preliminary data-dependent transformations. Further research is needed to understand the full impact of preliminary preprocessing in various application domains.
Several predictive modeling frameworks, such as caret, scikit-learn and Apache Spark MLlib contain mechanisms to correctly incorporate preprocessing in predictive modeling studies Kuhn (2008) ; Pedregosa et al. (201) ; Meng et al. (2016) . Proper use of such frameworks alleviates the concerns presented in this paper.
Reproducibility
Fully automated source code for running the simulations and generating exact copies of all the figures in this paper is available at Moscovich (2019).
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Appendix A: Prevalence of unsupervised preprocessing in scientific research
To estimate the prevalence of unsupervised preprocessing prior to cross-validation, we examined all of the papers published in Science Magazine between January 1 st 2017 and July 1 st 2018 which perform cross-validation. To obtain the list of articles we used the Advanced Search page http://science.sciencemag.org/ search with the search term "cross-validation" in the above-mentioned time period, limiting the search to Science magazine only. This resulted in a list of 28 publications. However, only 20 of those 28 publications actually analyze data using a cross-validation (or train-test) procedure. We then read these 20 papers and discovered that at least 7 of them seem to be doing some kind of unsupervised preprocessing prior to cross-validation. Hence, 35% of our sample of papers may suffer from a bias in the validation error! These results are based on our rough understanding of the data processing pipeline in papers from diverse fields, in most of which we are far from experts. Hence our observations may contain errors (in either direction). The main takeaway is that unsupervised preprocessing prior to cross-validation is very common in high impact scientific publications. See Table 2 for the full list of articles we examined. In the rest of this section, we describe the details of the unsupervised preprocessing stage in the 7 articles that perform it.
Tumor aneuploidy correlates with markers of immune evasion and with reduced response to immunotherapy Davoli et al. (2017) This work involves a large number of statistical analyses. In one of them, a continuous feature is transformed into a discrete feature, using percentiles calculated from the entire data set. The transformed feature is then incorporated into a Lasso model. This is described in the "Lasso classification method" section of the article: "We defined the tumors as having low or high cell cycle or immune signature scores using the 30th and 70th percentiles, as described above, and used a binomial model. [...] We divided the data set into a training and test set, representing two thirds and the remaining one third of the data set, respectively, for each tumor type. We applied lasso to the training set using 10-fold cross validation."
CRISPRi-based genome-scale identification of functional long noncoding RNA loci in human cells Liu et al. (2017) In this paper, the data is standardized prior to cross-validation. This is described in the "Materials and Methods" section of the supplementary:
"Predictor variables were then centered to the mean and z standardized. [...] 100 iterations of ten-fold cross validation was performed by randomly withholding 10% of the dataset and training logistic regression models using the remaining data."
Learning and attention reveal a general relationship between population activity and behavior Ni et al. (2018) In this study PCA was Table 2 Science Magazine articles that match the search term "cross-validation" published between January 1 st 2017 and July 1 st 2018
Article name Has CV? Preprocessing? "Tumor aneuploidy correlates with markers of immune evasion and with reduced response to immunotherapy" Davoli et al. (2017) Yes Yes "Predicting armed conflict: Time to adjust our expectations?" Cederman and Weidmann (2017) No "Improving election prediction internationally Kennedy et al. (2017) Yes No "Predicting human olfactory perception from chemical features of odor molecules" Keller et al. (2017) Yes No "CRISPRi-based genome-scale identification of functional long noncoding RNA loci in human cells" Liu et al. (2017) Yes Yes "Reticulon 3-dependent ER-PM contact sites control EGFR nonclathrin endocytosis" Caldieri et al. (2017) No "Resistance to malaria through structural variation of red blood cell invasion receptors" Leffler et al. (2017) Yes No "History of winning remodels thalamo-PFC circuit to reinforce social dominance" Zhou et al. (2017) No "Influence of El Niño on atmospheric CO 2 over the tropical Pacific Ocean: Findings from NASA's OCO-2 mission" Chatterjee et al. (2017) No "The target landscape of clinical kinase drugs" Klaeger et al. (2017) Yes No "A generative vision model that trains with high data efficiency and breaks text-based CAPTCHAs" George et al. (2017) Yes No "Toward dynamic structural biology: Two decades of single-molecule Förster resonance energy transfer" Lerner et al. (2018) No "A global atlas of the dominant bacteria found in soil" Delgado-Baquerizo et al. (2018) No "Learning and attention reveal a general relationship between population activity and behavior" Ni et al. (2018) Yes Yes "Morphology, muscle capacity, skill, and maneuvering ability in hummingbirds" Dakin et al. (2018) Yes Yes "Natural selection and the predictability of evolution in Timema stick insects" Nosil et al. (2018) Yes No "Detection and localization of surgically resectable cancers with a multi-analyte blood test" Cohen et al. (2018) Yes Yes "Evidence for a neural law of effect" Athalye et al. (2018) Yes No "Winter color polymorphisms identify global hot spots for evolutionary rescue from climate change" Mills et al. (2018) Yes No "Structure of the herpes simplex virus 1 capsid with associated tegumentprotein complexes" Dai and Zhou (2018) No "Early emergence of cortical interneuron diversity in the mouse embryo" Mi et al. (2018) Yes No "Predicting reaction performance in C-N cross-coupling using machine learning" Ahneman et al. (2018) Yes Yes "Legacy nitrogen may prevent achievement of water quality goals in the Gulf of Mexico" Van Meter et al. (2018) No "Fish reproductive-energy output increases disproportionately with body size" Barneche et al. (2018) Yes No "Reducing food's environmental impacts through producers and consumers" Poore and Nemecek (2018) Yes No "Ancient human parallel lineages within North America contributed to a coastal expansion" Scheib et al. (2018) Yes Yes "Noninvasive blood tests for fetal development predict gestational age and preterm delivery" Ngo et al. (2018) Yes No "Ghost cytometry" Ota et al. (2018) Yes No
Total yes count 20 7 performed on the entire data set. Then the first principal axis was extracted and a cross-validated predictor was trained using projections on this principal axis. This is described in the left column of the 2 nd page of the article: "We performed principal component analysis (PCA) on population responses to the same repeated stimuli used to compute spike count correlations ( fig. S3 ), meaning that the first PC is by definition the axis that explains more of the correlated variability than any other dimension [...] A linear, cross-validated choice decoder (Fig. 4A ) could detect differences in hit versus miss trial responses to the changed stimulus from V4 population activity along the first PC alone as well as it could from our full data set"
Morphology, muscle capacity, skill, and maneuvering ability in hummingbirds Dakin et al. (2018) In this work, the authors perform a type of categorical cut-off. This is described in the "Statistical Analysis" section of the supplementary to their paper:
"We ran a cross-validation procedure for each discriminant analysis to evaluate how well it could categorize the species. We first fit the discriminant model using a partially random subset of 72% of the complete records (n = 129 out of 180 individuals), and then used the resulting model to predict the species labels for the remaining 51 samples. The subset for model building included all individuals from species with fewer than 3 individuals and randomly selected 2/3 of the individuals from species with ≥ 3 individuals."
Detection and localization of surgically resectable cancers with a multi-analyte blood test Cohen et al. (2018) Mutant Allele Frequency normalization was performed on the entire data set prior to cross-validation. This is described in page 2 of their supplementary:
"1) MAF normalization. All mutations that did not have ¿1 supermutant in at least one well were excluded from the analysis. The mutant allele frequency (MAF), defined as the ratio between the total number of supermutants in each well from that sample and the total number of UIDs in the same well from that sample, was first normalized based on the observed MAFs for each mutation in a set of normal controls comprising the normal plasmas in the training set plus a set of 256 WBCs from unrelated healthy individuals. All MAFs with ¡100 UIDs were set to zero. [...] Standard normalization, i.e. subtracting the mean and dividing by the standard deviation, did not perform as well in cross-validation. "
Predicting reaction performance in C-N cross-coupling using machine learning Ahneman et al. (2018) Feature standardization was performed prior to cross-validation. The authors specifically describe this choice in the "Modeling" section of the supplementary and mention the more conservative choice of learning the rescaling parameters only on the training set:
"The descriptor data was centered and scaled prior to data-splitting and modeling using the scale(x) function in R. This function normalizes the descriptors by substracting the mean and dividing by the standard deviation. An alternative approach to feature normalization, not used in this study, involves scaling the training set and applying the mean and variance to scale the test set."
Ancient human parallel lineages within North America contributed to a coastal expansion Scheib et al. (2018) In this work, the authors filtered out all of the genetic variants with Minor Allele Frequency (MAF) below 5% and later performed cross-validation on the filtered data set. This is described in the "ADMIXTURE analysis" section of their supplementary:
"the worldwide comparative dataset [...] was pruned for ---maf 0.05 [...] and run through ADMIXTURE v 1.23 in 100 independent runs with default settings plus ---cv to identify the 5-fold cross-validation error at each k".
Appendix B: Proofs
B.1. Proof of Proposition 1
If A T is invariant to permutations of its input then the vector ( T (x 1 ), . . . , T (x n )) is invariant to permutations of x n+1 , . . . , x n+m and hence the chosen predictor f is invariant to the same permutations. It follows that the random variables (y i ,f ( T (x i ))) are identically distributed for all i ∈ {n + 1, . . . , n + m}. The result follows from (4) by the linearity of expectation.
B.2. Proof of Proposition 2
We analyze 3 cases separately:
Case 1: the category k is rare. Hence its predicted response isf (k) = 0. Since the mean response of category k is µ k , the MSE for predicting the response of a sample with response µ k + N (0, σ 2 ) is σ 2 + µ 2 k .
Case 2: k is not rare but # n (k) = 0. Again, the predicted response is zero, leading to the same MSE as in Case 1.
Case 3: k is not rare and # n (k) ≥ 1. The predicted response will be the mean of # n (k) responses from the training set. The distribution of this mean is N (µ k , σ 2 /# n (k)), Hence the expected MSE is σ 2 + σ 2 /# n (k). Combining these 3 cases, we obtain
B.3. Proof of Proposition 3
First, we define the shrinkage operator, also known as a soft-thresholding operator. For any x ∈ R and a ≥ 0 it shrinks the absolute value of x by a, or if |x| ≤ a it returns zero.
shrink a (x) := sign(x)(|x| − a) + where (x) + := max(0, x)
We also define a clipping operator, which clips x to the interval [−a, a], clip a (x) := max(min(x, a), −a)).
The following identities are easy to verify. For any x ∈ R and any a, c > 0,
We now begin the main part of the proof. LetX n,p denote the rescaled design matrix, and let Σ = diag(σ 1 , . . . ,σ p ). The preprocessing stage rescales the j th column of X by 1/σ j , henceX
Recall that the Lasso solution is defined aŝ
Differentiating this expression, we obtain
(by the orthogonal design assumption)
Equating the partial derivatives to zero, we obtain the equalitŷ
whereβ
is the ordinary least-squares solution of the rescaled orthogonal design. In the noiseless setting Y = Xβ, thereforê
By (23) and (24), it follows that the components of the Lasso solution satisfŷ
The derivative of the absolute value is not defined at zero, but it can be understood as a subderivative, equal to +1 for positive values, −1 for negative values and any value in the interval [−1, +1] at zero. The Lasso solution is a soft-threshold applied to each coordinate ofβ OLS j Tibshirani (1996) , β Lasso j = shrink λσ 2 j /n (σ j β j ). We may rewrite it using the property of the shrinkage operator in (20) β Lasso
Consider the generalization error conditioned on a draw of β and the estimated variances, e gen |β,σ = E (x,y) 
Recall that x 1 , . . . , x p are i.i.d N (0, 1) hence E[x j x k ] = δ j,k . Thus, e gen |β,σ = p j=1 clip 2 λσj /n (β j ).
To compute the expected generalization error, one must integrate this with respect to the probability density of β andσ. Since all coordinates are identically distributed, it suffices to integrate with respect to the first coordinate.
E[e gen ] = p · E β1,σ1 clip 2 λσ1/n (β 1 ).
For the validation error, we obtain a similar expression, e val |β,σ = p j=1 p k=1 E[clip λσj /n (β j )clip λσ k /n (β k )x n+1,j x n+1,k |β,σ].
Under our assumptions, the training set covariates x 1 , . . . , x n satisfy an orthogonal design, however the validation samples x n+1 , . . . , x n+m are independent gaussians. Let (e val |β,σ) j,k denote the j, k term of the double sum above. For any j = k, (e val |β,σ) j,k = E[clip λσj /n (β j )clip λσ k /n (β k )x n+1,j x n+1,k |β,σ] = clip λσj /n (β j )clip λσ k /n (β k )E[x n+1,j x n+1,k |σ] = clip λσj /n (β j )clip λσ k /n (β k )E[x n+1,j |σ j ]E[x n+1,k |σ k ].
The second equality follows from the fact that clip λσj /n (β j ) is constant, conditioned on β,σ. Due to symmetry, it must be the case that E[x n+1,j |σ j ] = E[−x n+1,j |σ j ] = 0. Therefore the above expectation is zero for any j = k. However, for j = k we have (e val |β,σ) j=k = E[clip 2 λσj /n (β j )x 2 n+1,j |β j ,σ j ].
Since all coordinates are equally distributed, we express the expected validation error in terms of the first coordinate.
E[e val ] = p · E β1,σ1,xn+1,1 clip 2 λσ1/n (β 1 )x 2 n+1,1 = p · E clip 2 λσ1/n (β 1 ) E x 2 n+1,1 + p · Cov(clip 2 λσ1/n (β 1 ), x 2 n+1,1 ) = E[e gen ] + p · Cov(clip 2 λσ1/n (β 1 ), x 2 n+1,1 ).
B.4. Proof of Proposition 4
We begin with a technical lemma that is concerned with the covariance of two random variables that have a monotone dependency.
Lemma 1. Let X, Y be random variables such that E[Y |X] is monotone-increasing, then Cov(X, Y ) > 0.
Proof. We rewrite E[XY ] using the law of iterated expectation,
.
Both X and E[Y |X] are increasing functions of X. By the continuous variant of Chebyshev's sum inequality,
By the law of iterated expectation, the right-hand side is equal to E[X]E[Y ]. Now, let the random variables X, Y denote x 2 n+1,1 and clip 2 λσ1/n (β 1 ) respectively. To prove the proposition, we need to show that the following inequality holds.
We will show that E[Y |X] is a monotone-increasing function of X. (27) will then follow from Lemma 1.
For every X the conditioned random variable Y |X is non-negative. We may rewrite its expectation using the integral of the tail probabilities,
From the definition of the clipping function, we have Pr [Y ≥ t|X] = Pr λ 2σ2 1 /n 2 ≥ t and β 2 1 ≥ t|X .
The coefficient β 1 is drawn independently of the covariates, hence is independent of X and also independent ofσ 1 . Therefore the probability of the conjunction is the product of probabilities, Pr λ 2σ2 1 /n 2 ≥ t and β 2 1 ≥ t|X = Pr λ 2σ2 1 /n 2 ≥ t|X · Pr β 2 1 ≥ t .
Putting it all together, we have shown that
Pr λ 2σ2 1 /n 2 ≥ t|X · Pr β 2 1 ≥ t dt.
To prove that E[Y |X] is monotone-increasing as a function of X, it suffices to show that Pr λ 2σ2 1 /n 2 ≥ t|X = Pr σ 2 1 ≥ n 2 t/λ 2 |x 2 n+1,1 is a monotoneincreasing function of x 2 n+1,1 . Recall thatσ 1 2 = 1 n+m n+m i=1 x 2 i,1 . We have Pr σ 1 2 ≥ t|x 2 n+1,1 = s = Pr x 2 1,1 + . . . + x 2 n,1 + 0 + x 2 n+2,1 + x 2 n+m,1 ≥ t − s .
Since all of these variables are independent Gaussians, the probability is monotoneincreasing in s. This completes the proof.
