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The generating function for the Airy point process and a
system of coupled Painleve´ II equations
Tom Claeys∗ and Antoine Doeraene∗
Abstract
For a wide class of Hermitian random matrices, the limit distribution of the eigen-
values close to the largest one is governed by the Airy point process. In such ensembles,
the limit distribution of the k-th largest eigenvalue is given in terms of the Airy ker-
nel Fredholm determinant or in terms of Tracy-Widom formulas involving solutions of
the Painleve´ II equation. Limit distributions for quantities involving two or more near-
extreme eigenvalues, such as the gap between the k-th and the ℓ-th largest eigenvalue or
the sum of the k largest eigenvalues, can be expressed in terms of Fredholm determinants
of an Airy kernel with several discontinuities. We establish simple Tracy-Widom type ex-
pressions for these Fredholm determinants, which involve solutions to systems of coupled
Painleve´ II equations, and we investigate the asymptotic behavior of these solutions.
1 Introduction
The Airy point process or Airy ensemble [11, 25, 31] is a determinantal point process which
describes, among others, the limit distribution of the largest eigenvalues in many randommatrix
ensembles as the size of the matrices tends to infinity. It also appears as limiting process in
various other models for repulsive particles, such as random tilings, non-intersecting Brownian
paths, and random partitions or Young diagrams with respect to the Plancherel measure, see
e.g. [26] for an overview. It is a probability distribution on locally finite configurations of real
points, characterized by the fact that its k-point correlation functions ρk take the form
ρk(x1, ..., xk) = det
(
KAi(xj , xℓ)
)k
j,ℓ=1
,
where KAi is the Airy kernel
KAi(u, v) =
Ai(u)Ai′(v)− Ai′(u)Ai(v)
u− v . (1.1)
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Viewed as an integral kernel operator, KAi is trace-class when acting on bounded real intervals
or unbounded intervals of the form (x,+∞). We denote the random points in the process by
ζ1 > ζ2 > ζ3 > . . . ,
which we can do since there is almost surely a largest point and since the points are almost
surely distinct. Given a random point configuration ζ1, ζ2, . . . and a Borel set A ⊆ R, we write
nA for the occupancy number of A, i.e., the (random) number of points in A.
For general determinantal point processes, expectations of the form E
(∏k
j=1 s
nAj
j
)
for
s1, . . . , sk ∈ C and disjoint sets A1, . . . , Ak can be expressed as Fredholm determinants. In
the case of the Airy point process, we have [34, Theorem 2]
E
 k∏
j=1
s
nAj
j
 = det
1− χ∪jAj k∑
j=1
(1− sj)KAiχAj
 , (1.2)
where KAi is the integral operator associated to the Airy kernel, and χA is the projection
operator from L2(R) to L2(A), or the characteristic function of A at the level of the kernels.
We note that this is an entire function of s1, ..., sk.
Generating function. We will be interested in the generating function (1.2) of the occu-
pancy numbers in the special case where the sets A1, ..., Ak take the form
Aj = (xj , xj−1), +∞ =: x0 > x1 > ... > xk > −∞, (1.3)
and where we take s1, ..., sk ∈ [0, 1]. We denote
F (~x;~s) = F (x1, ..., xk; s1, . . . , sk) := det
1− χ(xk,+∞) k∑
j=1
(1− sj)KAiχ(xj ,xj−1)
 . (1.4)
For k = 1, the determinant F (x1; s1) generates the individual distributions of the largest
particles ζ1, ζ2, . . . in the Airy point process. Indeed, we have
P(ζ1 < x) = E(s
n(x,+∞))
∣∣∣
s=0
= F (x; 0), (1.5)
and for the ℓ-th largest particle,
P(ζℓ < x) = P
(
n(x,+∞) < ℓ
)
=
ℓ−1∑
j=0
P
(
n(x,+∞) = j
)
=
ℓ−1∑
j=0
1
j!
dj
dsj
F (x; s)
∣∣∣∣∣
s=0
, (1.6)
since
F (x; s) = E (sn(x,+∞)) =
+∞∑
j=0
P
(
n(x,+∞) = j
)
sj .
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Tracy and Widom [35] showed that the Fredholm determinant F (x; s) can be expressed in
terms of a solution to the Painleve´ II equation: for 0 ≤ s < 1, x ∈ R, we have
F (x; s) = exp
(
−
∫ +∞
x
(ξ − x)q2(ξ; s)dξ
)
, (1.7)
with q(ξ; s) the solution to the homogeneous Painleve´ II equation
q′′ = ξq + 2q3 (1.8)
which is characterized by the following asymptotic behavior at +∞,
q(ξ; s) =
√
1− sAi(ξ)(1 + o(1)), ξ → +∞. (1.9)
These solutions q(ξ; s) are known as the Ablowitz-Segur solutions [1] of Painleve´ II for 0 < s < 1
and as the Hastings-McLeod solution [22] if s = 0.
Similarly as for P(ζℓ < x), we can express the joint probability of two particles ζm1 > ζm2
with m1 < m2 as
P(ζm1 < x1, ζm2 < x2) =
∑
j1<m1
j1+j2<m2
P
(
n(x1,+∞) = j1, n(x2,x1) = j2
)
=
∑
j1<m1
j1+j2<m2
1
j1!j2!
∂j1+j2
∂sj11 ∂s
j2
2
F (x1, x2; s1, s2)
∣∣∣∣∣
s1=s2=0
. (1.10)
More generally, the joint distribution of k particles ζm1 > . . . > ζmk with m1 < . . . < mk is
given by (see e.g. [4])
P
(
∩kj=1
(
ζmj < xj
))
=
∑
P
(
∩kj=1
(
nAj = mj
) )
=
∑ 1
j1!j2! . . . jk!
∂j1+j2+...jk
∂sj11 ∂s
j2
2 . . . ∂s
jk
k
F (~x;~s)
∣∣∣∣∣
~s=0
, (1.11)
where Aj is as in (1.3), and where the sum is taken over all indices j1, . . . , jk such that
j1 < m1, j1 + j2 < m2, . . .
k∑
i=1
ji < mk. (1.12)
A Hamiltonian and integrable structure associated to F (~x;~s) has been established in [21],
and it was linked to a Lie algebra, see also [2] for a similar approach in a more general context.
Given the integrable structure, it is natural to ask whether an explicit formula for F (~x;~s) in
terms of solutions to Painleve´-type equations exists.
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Tracy-Widom formula. The main result of the present paper is a Tracy-Widom type for-
mula for the multi-interval Airy kernel Fredholm determinant F (x1, . . . , xk; s1, . . . , sk) for gen-
eral k > 1, similar to (1.7).
Theorem 1.1. Let s1, ..., sk ∈ [0, 1] be such that sj 6= sj+1 for j = 1, . . . , k with sk+1 = 1. Let
x1, . . . , xk be as in (1.3), and let F (~x;~s) be defined by (1.4). We have
F (~x;~s) =
k∏
j=1
exp
(
−
∫ +∞
0
ξuj(ξ; ~x,~s)
2dξ
)
, (1.13)
where u1(ξ; ~x,~s), ..., uk(ξ; ~x,~s) satisfy the following system of ordinary differential equations,
u′′1 = (ξ + x1)u1 + 2u1
∑k
j=1 u
2
j
u′′2 = (ξ + x2)u2 + 2u2
∑k
j=1 u
2
j
...
u′′k = (ξ + xk)uk + 2uk
∑k
j=1 u
2
j
(1.14)
and have the following behavior at +∞,
uj(ξ; ~x,~s) =
√
sj+1 − sjAi(ξ + xj)(1 + o(1)), as ξ → +∞, (1.15)
where we write sk+1 = 1. If sj+1 > sj, uj(ξ; ~x,~s) is real-valued for real ξ; if sj+1 < sj, uj(ξ; ~x,~s)
is purely imaginary for real ξ.
Remark 1. If s1 < s2 < . . . < sk, all uj’s are real, and then (1.13) can be written as
F (~x;~s) = exp
(
−
∫ +∞
0
ξ‖~u(ξ; ~x,~s)‖2dξ
)
, (1.16)
where
u′′j = (ξ + xj)uj + 2uj‖~u‖2, j = 1, . . . , k, (1.17)
with ‖~u‖ the 2-norm of the vector ~u = (u1, . . . , uk).
Remark 2. For k = 1, the system of ODEs is simply the (shifted) Painleve´ II equation
u′′1 = (ξ + x1)u1 + 2u
3
1,
and then q(ξ; s) = u1(ξ − x1; x1, s) is the Ablowitz-Segur (for s 6= 0) or Hastings-McLeod
solution (for s = 0) of Painleve´ II. We then easily recover the classical Tracy-Widom formula
(1.7). For k > 1, (1.14) can be seen as a system of Painleve´ II equations coupled by the last
term at the right hand side. We will show in Section 3 that it is the compatibility condition
of a Lax pair of size 2× 2 with k regular singularities and one irregular singularity at infinity,
see (3.19) and (3.23) below.
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Remark 3. In the case where s1 < . . . < sk, the system (1.14) of coupled Painleve´ II equations
is a traveling wave reduction of the integrable system of PDEs
i~qt = ~qξξ − ξ~q − 2~q‖~q‖2, ~q = (q1, . . . , qk), (1.18)
which is known as the spatially inhomogeneous defocusing vector nonlinear Schro¨dinger equa-
tion with linear potential, see [6, Equations (2a)–(2b)] and also [23, 36] for similar reductions.
For k = 2, the above system of PDEs is known as the Manakov system [28]. For traveling wave
solutions to (1.18) of the form
qj(ξ; t) = uj(ξ)e
−ixjt, j = 1, . . . , k,
(1.18) is easily seen to be equivalent to the system of coupled Painleve´ II equations (1.17).
Also for k = 2, this system appeared in Hamiltonian form in a study by Sasano [33] of fourth
order extensions of the Painleve´ II equation.
Remark 4. Theorem 1.1 establishes existence of a solution to the system (1.14) with boundary
conditions (1.15), but not uniqueness. The existence is a consequence of the fact that we will
construct the functions uj(ξ; ~x,~s) explicitly in terms of the solution of a Riemann-Hilbert
(RH) problem, and use this representation to show that they satisfy the required boundary
conditions. RH characterizations of solutions of Painleve´ type equations are in general very
useful in the study of asymptotics, but are not effective to show uniqueness of solutions with
a specific asymptotic behavior.
Theorem 1.1 reveals a connection between the Fredholm determinant F (~x;~s) and an inte-
grable system of differential equations. One may hope that this relation will help to understand
asymptotic properties of the Fredholm determinant F (~x;~s) in various limits, as it did for k = 1
in the past. Indeed, (1.7) together with the asymptotics of the Painleve´ II solutions q(ξ; s) as
ξ → −∞ provided a simple way to derive x→ −∞ asymptotics for the Fredholm determinant
F (x; s), up to a multiplicative constant. In this perspective, it is a natural first step to un-
derstand the asymptotic behavior of the functions uj(ξ; ~x,~s), in particular in limits where the
system of k coupled Painleve´ II equations gets reduced to a system of k − 1 coupled Painleve´
II equations.
Asymptotics for the solutions of the system of coupled Painleve´ II equations. The
vector solution ~u(ξ; ~x,~s) exhibits several interesting degenerate cases. If consecutive values of
the parameters sj, sj+1 or xj , xj+1 coalesce, the system of k equations simplifies and it formally
reduces to the system of k− 1 coupled Painleve´ II equations. More precisely, if two s-values sj
and sj+1 approach each other, then the component uj will become small. If we delete the j-th
equation from the system (1.14), the remaining system is again of the same form, but with k
reduced by 1. If we consecutively let all sj’s for j = 1, . . . , k approach each other, the number
of equations in the system gets reduced at each step, and finally asymptotics can be expressed
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in terms of the Ablowitz-Segur or Hastings-McLeod solutions of the Painleve´ II equation. A
similar phenomenon takes place if two x-values xj+1 and xj coalesce, or if x1 → +∞.
Before stating these results in detail, we introduce the following notation: given a vector
~v = (v1, v2, . . . , vk), we denote by ~v
[j] = (v1, . . . , vj−1, vj+1, . . . , vk), for j = 1, . . . , k, the vector
~v without its j-th component.
Theorem 1.2. Let s1, ..., sk ∈ [0, 1] be such that sj 6= sj+1 for j = 1, . . . , k with sk+1 = 1, and
let x1, . . . , xk be as in (1.3). Let u1, . . . , uk be the solutions appearing in Theorem 1.1 of the
system of equations (1.14). We have the following asymptotic results, which are uniform in
ξ > M for any M ∈ R.
1. Let j ∈ {1, . . . , k}. As sj+1 − sj → 0 with sj−1 6= sj+1 (if j 6= 1), we have
uj(ξ; ~x,~s) = O
(
|sj − sj+1|1/2
)
, (1.19)
u2ℓ(ξ; ~x,~s) = u
2
ℓ(ξ; ~x
[j], ~s[j]) +O
(
|sj − sj+1|1/2
)
, ℓ < j, (1.20)
u2ℓ(ξ; ~x,~s) = u
2
ℓ−1(ξ; ~x
[j], ~s[j]) +O
(
|sj − sj+1|1/2
)
, ℓ > j. (1.21)
2. Let j ∈ {2, . . . , k}. As xj−1 − xj → 0 with sj−1 6= sj+1, we have
u2j−1(ξ; ~x,~s) + u
2
j(ξ; ~x,~s) = u
2
j−1(ξ; ~x
[j], ~s[j]) +O (xj−1 − xj) , (1.22)
u2ℓ(ξ; ~x,~s) = u
2
ℓ(ξ; ~x
[j], ~s[j]) +O (xj−1 − xj) , ℓ < j − 1, (1.23)
u2ℓ(ξ; ~x,~s) = u
2
ℓ−1(ξ; ~x
[j], ~s[j]) +O (xj−1 − xj) , ℓ > j. (1.24)
3. If x1 → +∞, we have
u1(ξ; ~x,~s) ∼
√
s2 − s1Ai(ξ + x1), (1.25)
u2ℓ(ξ; ~x,~s) = u
2
ℓ−1(ξ; ~x
[1], ~s[1]) +O
(
x
−1/2
1
)
, ℓ > 1. (1.26)
Remark 5. For k = 2, the above results show that, for s2 > s1, the function ‖~u‖ =
√
u21 + u
2
2
reduces to Ablowitz-Segur or Hastings-McLeod solutions to Painleve´ II in either of the limits
x1 → x2, x1 → +∞, s2 → s1, s2 → 1. We indeed have
‖~u(ξ; x1, x2, s1, s2)‖ →
q(ξ + x2; s1), as s2 → s1,q(ξ + x1; s1), as s2 → 1. (1.27)
In other words, if we let s2 increase from s1 to 1, ‖~u(ξ; x1, x2, s1, s2)‖ shows a transition from
the Painleve´ II solution q(ξ + x2; s1) to its shifted version q(ξ + x1; s1).
Similarly, if we let x1 increase from x2 to +∞, a cross-over between the Painleve´ II solutions
q(ξ + x2, s1) and q(ξ + x2, s2) takes place:
‖~u(ξ; x1, x2, s1, s2)‖ →
q(ξ + x2; s1), as x1 → x2,q(ξ + x2; s2), as x1 → +∞. (1.28)
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Here, the increase of x1 does not cause a shift in the Painleve´ variable ξ, but in the parameter
s which specifies the boundary condition of the Painleve´ II solution.
On the level of the Fredholm determinant F (~x;~s) and on the level of an associated RH
problem, these shifts were already observed in 2001 by Baik, Deift, and Rains [4, Section
6], who noticed that these phenomena are reminiscent of the behavior of superposed soliton
solutions to nonlinear wave equations after they collided. The terminology Painleve´-tons, or
multi-Painleve´ functions, was suggested in [4].
Remark 6. In principle, the asymptotic analysis in Section 4 allows with some more effort to
compute further subleading terms in the asymptotic expansions from Theorem 1.2, expressed
in terms of the solution to the RH problem for Ψ stated below. However, it is not clear that
this would lead to simple explicit expressions for these subleading terms.
Outline. In Section 2, we will describe some concrete examples of probability distributions
which one can compute using the Fredholm determinants F (~x;~s), and we express those dis-
tributions explicitly in terms of the solutions ~u(ξ; ~x,~s) of the system of coupled Painleve´ II
equations. In Section 3, we will express logarithmic derivatives of the Fredholm determinants
in terms of a RH problem, and we will derive an associated Lax pair. By manipulating the
Lax pair in a convenient way, we will prove Theorem 1.1, except for the asymptotic formula
(1.15). In Section 4, we will analyze the RH problem associated to the Fredholm determinants
and the functions uj asympotically, and this will allow us to prove (1.15) and Theorem 1.2.
2 Examples and applications
Near-extreme GUE eigenvalues. The prototype example of a model in which the Airy
point process appears as a limiting process is the GUE. The eigenvalues λ1 > λ2 > . . . > λn of
an n×n GUE matrix follow a determinantal point process with kernel Kn built out of Hermite
polynomials,
KGUEn (x, y) = e
− 1
4
(x2+y2)
n−1∑
j=0
pj(x)pj(y), (2.1)
where (pj)j=0,1,... is the sequence of normalized Hermite polynomials, orthogonal with respect
to the weight e−x
2/2 on R.
After the re-scaling
xj = n
1/6(λj − 2
√
n), (2.2)
this kernel converges to the Airy kernel,
lim
n→∞
n−1/6KGUEn (2
√
n + xn−1/6, 2
√
n+ yn−1/6) = KAi(x, y), (2.3)
uniformly for x, y ∈ [M,+∞) for any M ∈ R. This implies also trace-norm convergence of
the associated operators when acting on bounded intervals or unbounded intervals of the form
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[M,+∞). Therefore, with ~x and ~λ related as in (2.2), we have the limit
FGUEn (
~λ;~s) := det
1− χ(λk,+∞) k∑
j=1
(1− sj)Knχ(λj ,λj−1)
→ F (~x;~s), n→∞, (2.4)
see e.g. [34]. It is worth noting that FGUEn can also be expressed as a ratio of Hankel determi-
nants with respect to a discontinuous Gaussian weight,
FGUEn (
~λ;~s) =
det
(∫
R
xℓ+me−
x2
2
∑k+1
j=1 sjχ(xj ,xj−1)(x)dx
)n−1
ℓ,m=0
det
(∫
R
xℓ+me−
x2
2 dx
)n−1
ℓ,m=0
, (2.5)
with x0 = +∞, xk+1 = −∞, sk+1 = 1. Since the denominator is a Selberg integral which can be
evaluated explicitly, Theorem 1.1 together with (2.4) also implies an asymptotic expansion for
the Hankel determinant in the numerator of (2.5), which is a generalization of the asymptotic
expansion from [8] in the case of 1 jump discontinuity.
The joint probability distribution of k near-extreme eigenvalues in the GUE can be ex-
pressed exactly in terms of FGUEn (
~λ;~s) in a similar way as in formula (1.11) for the Airy point
process. In particular, gap probabilities near the edge, the distribution of spacings between
the k-th and the ℓ-th largest eigenvalue, the sum of the k largest eigenvalues, and the distri-
bution of truncated linear statistics of the form
∑k
j=1 f(λj) (as studied recently in [20]) can be
expressed identically in terms of Fn(~λ;~s). In the large n limit, after the re-scaling (2.3), limit
distributions arise which are given in terms of F (~x;~s).
Gap probabilities. The probability to find no GUE eigenvalues λj in a scaled interval(
2
√
n+ x2n
−1/6, 2
√
n+ x1n
−1/6
)
near the edge of the spectrum converges as n → ∞ to the
probability of having no particles ζj of the Airy point process in a finite interval (x2, x1), and
this is given by
P(n(x2,x1) = 0) = F (x1, x2; 1, 0) = exp
(∫ +∞
0
ξ|u1(ξ)|2dξ
)
exp
(
−
∫ +∞
0
ξ|u2(ξ)|2dξ
)
(2.6)
with
u′′j (x) = (x+ xj)uj(x) + 2uj(x)(u1(x)
2 + u2(x)
2), j = 1, 2 (2.7)
and
uj(x)
2 ∼ (−1)jAi(x+ xj)2, x→ +∞, j = 1, 2.
As x1 → +∞, it is obvious that this gap probability converges to the largest eigenvalue
distribution F (x2; 0), which can also be seen easily from Theorem 1.2. Setting k ≥ 2 in
Theorem 1.1, we can find expressions for gap probabilities on any finite union of intervals.
8
Thinning and a conditional largest eigenvalue distribution. The thinned Airy point
process is the process obtained by removing each particle ζ1, ζ2, . . . independently with a given
probability s ∈ (0, 1). The parameter s can be seen as a measure for repulsion: s = 1
corresponds to a repulsive point process and the limit s→ 0 to a Poisson process. In [10, 13],
the largest particle distribution in this process was studied and a transition between the Tracy-
Widom distribution and the Gumbel distribution was observed as s tends to 1. One can
interpret the removed particles in this process as unobserved and the remaining ones as observed
[9]. It is then natural to ask what the distribution of the largest particle ζ1 of the Airy point
process is, given information about the position of the largest observed particle, which we
denote by ξ1 and which is equal in distribution to ζY , with Y a geometric random variable
defined by P(Y = k) = (1 − s)sk−1. More precisely, we consider the conditional probability
distribution of ζ1, conditioning on the event that the largest observed particle ξ1 is less than
a given value. We note in this context that the observed particles also form a determinantal
point process, with correlation kernel (1 − s)KAi [27], and therefore the distribution of ξ1 is
given by P(ξ1 < x2) = F (x2; s).
For x1 < x2, the conditional probability that ζ1 < x1, given that ξ1 < x2 is clearly equal
to the ratio F (x1; 0)/F (x2; s). For x1 > x2, it can be expressed in terms of F (x1, x2; 0, s) as
follows,
P (ζ1 < x1|ξ1 < x2) = P (ζ1 < x1, ξ1 < x2)
P (ξ1 < x2)
=
∑∞
j=0 s
jP
(
n(x1,+∞) = 0, n(x2,x1) = j
)
P (ξ1 < x2)
=
E (sn(x2,x1))
P (ξ1 < x2)
=
F (x1, x2; 0, s)
F (x2; s)
.
Using (1.7) and (1.13), we can write this as
P (ζ1 < x1|ξ1 < x2) = exp
(∫ +∞
0
ξq(ξ + x2; s)
2dξ
)
× exp
(
−
∫ +∞
0
ξu1(ξ; x1, x2, 0, s)
2dξ
)
exp
(
−
∫ +∞
0
ξu2(ξ; x1, x2, 0, s)
2dξ
)
, (2.8)
where q is the Ablowitz-Segur solution of Painleve´ II, and where u1 and u2 solve the system
(2.7) with asymptotic behavior
u1(ξ)
2 ∼ sAi(ξ + x1)2, ξ → +∞
u2(ξ)
2 ∼ (1− s)Ai(ξ + x2)2, ξ → +∞.
Simultaneously with our work, a determinant closely related to F (x1, x2; 0, s) but with an
extra spectral singularity was studied by Xu and Dai in [38, Theorem 2], where they obtained
a Tracy-Widom formula which is equivalent to ours if the spectral singularity is absent.
As x1 → x2, one can use Theorem 1.2 to confirm that (2.8) tends to P (ζ1<x1)P (ξ1<x1) = F (x1; 0)/F (x2; s).
As s→ 0, Theorem 1.2 implies that (2.8) converges to 1, which is natural since almost all eigen-
values are observed. If s→ 1 on the other hand, Theorem 1.2 implies that (2.8) converges to
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the Tracy-Widom distribution F (x1; 0), which is again what could be expected: since almost
no eigenvalues are observed, we condition on a very likely event, and the conditional largest
particle distribution converges to the unconditioned largest particle distribution.
The thinned Airy point process arises not only as the large n limit of the thinned GUE,
but also as limit point process in domino tilings of Aztec diamonds with different weights for
horizontal and vertical dominoes [14].
Distribution of the spacing between the largest two particles. The distribution of
the spacing between the largest two eigenvalues of a GUE matrix has attracted a lot of interest
recently, see [30, 37] and also [18] where it was shown that this distribution is directly related
to the distribution of the first halting time of the Toda eigenvalue algorithm applied to random
matrices. The limit distribution of this spacing, after re-scaling, is given by P(ζ1−ζ2 > σ), with
ζ1 > ζ2 the largest two particles in the Airy point process. This distribution can be expressed
as
P(ζ1 − ζ2 > σ) =
∫
R
∂
∂x1
P(ζ1 < x1, ζ2 < ζ − σ)|x1=ζ dζ
=
∫
R
∂
∂x1
(
P(n(x1,+∞) = 0, n(ζ−σ,ζ) = 0) + P(n(x1,+∞) = 0, n(ζ−σ,ζ) = 1
)∣∣∣
x1=ζ
dζ
=
∫
R
∂2
∂s2∂x1
(F (x1, ζ − σ; 0, s2))|x1=ζ,s2=0 dζ,
by (1.10). Using (1.13), this can be rewritten as
P (ζ1 − ζ2 > σ) =
∫
R
v(ζ + σ, ζ)FTW(ζ ; 0)dζ, (2.9)
where
v(x1, x2) =
∫
R
ξ
−∂2
∂s2∂x1
(
u21(ξ; x1, x2; 0, s2) + u
2
2(ξ; x1, x2; 0, s2)
)∣∣∣∣∣
s2=0
dξ, (2.10)
and u1, u2 solve the system of equations (2.7) with asymptotic behavior (1.15).
Different expressions for this distribution were obtained in [30] and [37], in terms of funda-
mental solutions of the Lax pair associated to the Hastings-McLeod solution of the Painleve´ II
equation. The large and small σ asymptotics of the distribution (2.9) are of particular interest
and were obtained in [30]. To derive them from our formula, a more detailed understanding of
the asymptotic behavior of v(x1, x2) would be needed as x1 − x2 → +∞ or as x1 − x2 → 0.
Plancherel measure and maximal sum of lengths of k disjoint increasing subse-
quences of a random permutation. Another model in which the Airy point process arises
naturally consists of random partitions with respect to the Plancherel measure. Consider the
joint distribution of the k first components λ1, . . . , λk of a random partition of n or a Young
diagram of n boxes following the Plancherel measure. If we set ζj = n
−1/6(λj −
√
2n) , then
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the joint distribution of ζ1, . . . , ζk converges as n → +∞ to the joint distribution of the k
largest particles in the Airy point process [3, 29, 12, 25]. From the Robinson-Schensed-Knuth
correspondence, it follows that the sum of the first k components Sk := λ1 + λ2 + . . .+ λk has
the same distribution as the maximal sum of the lengths of k disjoint increasing subsequences
of a random permutation (see e.g. [5, 32]).
For k = 2, a straightforward calculation similar to the one for the spacing leads to
lim
n→∞
P
(
n1/6(S2 − 4
√
n) < σ
)
= P(ζ1 + ζ2 < σ) =
∫
R
∂
∂x1
P(ζ1 < x1, ζ2 < σ − ζ)|x1=ζ dζ
=
∫
R
∂2
∂s2∂x1
(F (x1, σ − ζ ; 0, s2))|x1=ζ,s2=0 dζ.
Using (1.13), we can write this after a straightforward calculation as
P (ζ1 + ζ2 < σ) =
∫
R
v(σ − ζ, ζ)FTW(ζ ; 0)dζ, (2.11)
with v as defined in (2.10).
Hence, by (2.11), it follows that
lim
n→∞
P
(
n1/6(S2 − 4
√
n) < σ
)
=
∫
R
v(σ − ζ, ζ)FTW(ζ ; 0)dζ, (2.12)
where S2 is the maximal total length of two disjoint increasing subsequences of a random
permutation of n. Similar but lengthier formulas can be obtained for general k.
3 Differential identities and Lax pair
3.1 Differential identities in terms of RH problem
In this section, we will relate the Fredholm determinants F (~x;~s) with the functions uj(ξ; ~x,~s)
via a RH problem. The RH problem depends on parameters x, s1, . . . , sk and y1 > y2 > . . . >
yk−1 > 0, where yj will be identified with xj −xk, and x with ξ+xk. We first state an identity
which expresses logarithmic derivatives of the Fredholm determinants F in terms of a RH
problem.
Proposition 3.1. Let F (~x;~s) be as in (1.4), with ~s and ~x as in Theorem 1.1. Define ~y =
(y1, . . . , yk−1) with yj = xj − xk > 0. We have the differential identities
∂
∂xj
logF (~x;~s) =
sj+1 − sj
2πi
lim
ζ→yj
(
Ψ−1Ψζ
)
2,1
(ζ ; x = xk, ~y, ~s), j = 1, . . . , k, (3.1)
with Ψ(ζ ; x, ~y, ~s) the unique solution of the RH problem below, which depends on parameters
x ∈ R, yk−1 < yk−2 < . . . < y1 and s1, . . . , sk, and where Ψζ is the derivative of Ψ with respect
to ζ.
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(
1 0
1 1
)
(
0 1
−1 0
)
(
1 0
1 1
)
(
1 sj+1
0 1
) (
1 sj
0 1
)
0 yj
e2iπ/3∞
e−2iπ/3∞
−∞ +∞
III
III IV
Figure 1: Jump contours for the model RH problem for Ψ.
RH problem for Ψ.
(a) Ψ : C\Γ→ C2×2 is analytic, with
Γ = R ∪ e± 2πi3 (0,+∞) (3.2)
and Γ oriented as in Figure 1.
(b) Ψ(ζ) has continuous boundary values as ζ ∈ Γ\{y1, . . . , yk} is approached from the left
(+ side) or from the right (− side) and they are related by
Ψ+(ζ) = Ψ−(ζ)
(
1 0
1 1
)
for ζ ∈ e± 2πi3 (0,+∞),
Ψ+(ζ) = Ψ−(ζ)
(
0 1
−1 0
)
for ζ ∈ (−∞, 0),
Ψ+(ζ) = Ψ−(ζ)
(
1 sj
0 1
)
for ζ ∈ (yj, yj−1), j = 1, . . . , k,
where we write yk = 0, y0 = +∞.
(c) As ζ →∞, there exist functions p = p(x; ~y,~s), q = q(x; ~y,~s) and r = r(x; ~y,~s) such that
Ψ has the asymptotic behavior
Ψ(ζ) =
(
I +
1
ζ
(
q −ir
ip −q
)
+O
(
1
ζ2
))
ζ
1
4
σ3M−1e−(
2
3
ζ3/2+xζ1/2)σ3 , (3.3)
where M = (I + iσ1)/
√
2, σ1 =
(
0 1
1 0
)
and σ3 =
(
1 0
0 −1
)
.
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(d) Ψ(ζ) = O(log(ζ − yj)) as ζ → yj, j = 1, ..., k.
We proceed with the proof of Proposition 3.1, which relies on a well-known procedure
developed by Its, Izergin, Korepin, and Slavnov ([24], see also [16] in general and [7, 15] for
applications of this procedure in cases which are similar to ours).
Proof. Let K be the integral operator kernel
K(u, v) = χ(xk ,+∞)(u)
k∑
j=1
(1− sj)KAi(u, v)χ(xj ,xj−1)(v),
and K the operator it represents. The kernel K is integrable in the sense of Its, Izergin,
Korepin, and Slavnov since it can be written in the form
K(u, v) =
f t(u)h(v)
u− v
with
f(z) =
(
Ai(z)χ(xk ,+∞)(z)
Ai′(z)χ(xk ,+∞)(z)
)
, h(z) =
( ∑k
j=1(1− sj)Ai′(z)χ(xj ,xj−1)(z)
−∑kj=1(1− sj)Ai(z)χ(xj ,xj−1)(z)
)
, (3.4)
so that f t(u)h(u) = 0. By (1.2), and the fact that sj ≥ 0 for all j = 1, ..., k, we have that the
operator I − K is invertible. Using standard properties of trace-class operators, we have for
any j = 1, ..., k,
∂
∂xj
ln det(I −K) = −tr
(
(I −K)−1 ∂K
∂xj
)
=
sj+1 − sj
1− sj R(xj , xj), (3.5)
where R is the integral operator kernel of the resolvent R of K, defined by the operator relation
I +R = (I −K)−1,
and R(xj , xj) has to be understood as the limit
R(xj, xj) = lim
xցxj
R(x, x).
Here we suppose that sj 6= 1 for each j = 1, ..., k. If sj = 1, then the limit has to be taken
from the left instead, and 1− sj has to be replaced by 1− sj+1 which will be different from 0,
since sj 6= sj+1.
If we define
Y (ζ) = I −
∫ +∞
xk
F (µ)ht(µ)
µ− λ dµ, F =
(
(1−K)−1f1
(1−K)−1f2
)
,
then Y satisfies the following RH problem, see [24].
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xk x1
e2iπ/3∞
e−2iπ/3∞
−∞ +∞
AB
C D
Figure 2: Regions for the definition of Φ.
RH problem for Y
(a) Y : C \ [xk,+∞)→ C2×2 is analytic
(b) Y has continuous boundary values when ζ ∈ (xk,+∞) \ {x1, ..., xk} is approached from
the left (+ side) or right (− side) and both limits are related via
Y+(ζ) = Y−(ζ)J(ζ), J(ζ) = 1− 2πif(ζ)ht(ζ).
(c) Y (ζ) = I +O(1/ζ), as ζ →∞,
(d) Y (ζ) = O(log(|ζ − xj |)) as ζ → xj , j = 1, ..., k.
In terms of the solution Y , we have (see [16, Lemmas 2.8 and 2.12]),
R(u, v) =
F t(u)H(v)
u− v , (3.6)
with
F (u) = Y+(u)f(u), H(v) = (Y
−1
+ (v))
th(v).
In other words, the integral kernel R is also integrable, and can be expressed explicitly in terms
of the unique solution to the above RH problem.
Consider the regions A, B, C and D in Figure 2 and define matrices ΦA,ΦB,ΦC ,ΦD in
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terms of the Airy function as follows,
ΦA(z) =
√
2πe−πi/12
(
Ai(z) Ai(ω2z)
Ai′(z) ω2Ai′(ω2z)
)
e−πi/6σ3 , (3.7)
ΦD(z) =
√
2πe−πi/12
(
Ai(z) −ω2Ai(ωz)
Ai′(z) −Ai′(ωz)
)
e−πi/6σ3 , (3.8)
ΦB(z) = ΦA(z)
(
1 0
−1 1
)
, (3.9)
ΦC(z) = ΦD(z)
(
1 0
1 1
)
, (3.10)
with ω = e
2πi
3 , and let
Φ(z) = Φ∗(z), for z in region ∗ = A,B,C or D. (3.11)
Φ is the solution to the standard Airy model RH problem (see e.g. [17]): it satisfies the jump
relations
Φ+(z) = Φ−(z)
(
1 0
1 1
)
for z ∈ xk + e± 2πi3 (0,+∞),
Φ+(z) = Φ−(z)
(
0 1
−1 0
)
for z ∈ (−∞, xk),
Φ+(z) = Φ−(ζ)
(
1 1
0 1
)
for z ∈ (xk,+∞),
and it has the asymptotics
Φ(z) = z−σ3/4
1√
2
(
1 1
−1 1
)(
I +O
(
1
z3/2
))
e−πiσ3/4e−
2
3
z3/2σ3 , as z →∞. (3.12)
We define
Ψ(z) =
(
1 i
x2k
4
0 1
)
e
iπ
4
σ3
(
0 −1
1 0
)
Y (z + xk)Φ(z + xk),
and it is then straightforward, by the RH conditions for Φ, to verify that Ψ is the (unique)
solution to the RH problem for Ψ stated before.
Remark 7. The existence of a solution to the RH problem for Ψ is a consequence of the above
proof. Indeed, we started with a Fredholm determinant det(I −K) in (3.4) which is non-zero
by (1.2), and the solutions to the RH problems for Y and Ψ are constructed explicitly in terms
of the inverse of the operator I − K, hence those RH problems are solvable. In more general
situations, one cannot always rely on a probabilistic interpretation like (1.2). In such cases,
an alternative is to use the vanishing lemma approach. This was done for instance in [39,
Lemma 1] for k = 1, and the proof generalizes in a straightforward way to the case of general
k. Uniqueness of the solution follows from standard arguments.
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The next proposition relates the RH solution Ψ, and in particular the right hand side of
the differential identities in Proposition 3.1, to the system of differential equations (1.14).
Proposition 3.2. Let Ψ(ζ ; x, ~y, ~s) be the solution of the above RH problem, with ~s and ~y as
in Proposition 3.1. If we define
u2j(ξ; ~x,~s) = −
sj+1 − sj
2π
lim
ζ→yj
Ψ22,1(ζ ; ξ + xk, ~y, ~s), j = 1, . . . , k (3.13)
with the limit ζ → yj taken as ζ approaches yj from region I, then
1. ~u(ξ; ~x,~s) satisfies the system of equations (1.14),
2. we have the identity
u2j(x− xk; ~x,~s) = −
sj+1 − sj
2πi
∂
∂x
(
Ψ−1Ψζ
)
2,1
(ζ = yj; x, ~y, ~s). (3.14)
The proof of this result is given in the next subsection, and is based on Lax pair techniques.
3.2 Proof of Proposition 3.2
In this subsection, the vectors ~y and ~s will be considered as fixed parameters, whereas ζ and x
will be variables. For the ease of notation, we omit the dependence on the parameters in our
notations and write, for instance, Ψ(ζ ; x) instead of Ψ(ζ ; x, ~y, ~s).
Derivation of the Lax pair. We first show that the solution Ψ(ζ ; x) of the RH problem
solves systems of linear differential equations in ζ and x. To that end, we first need to refine
the asymptotic behavior of Ψ(ζ ; x) for ζ near the singularities 0 = yk < ... < y1. Define, for
j = 1, ..., k, Fj by
Ψ(ζ ; x) = Fj(ζ ; x)
(
I +
sj+1 − sj
2πi
σ+ log(ζ − yj)
)
Wj(ζ), (3.15)
for ζ near yj, with σ+ =
(
0 1
0 0
)
and with Wj given by
Wj(ζ) =

I, if ζ ∈ I,(
1 −sj
0 1
)
, if ζ ∈ IV, (3.16)
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if j < k, and
Wk(ζ) =

I, if ζ ∈ I,(
1 0
−1 1
)
, if ζ ∈ II,(
1− sk −sk
1 1
)
, if ζ ∈ III,(
1 −sk
0 1
)
, if ζ ∈ IV,
(3.17)
where I, II, III and IV are sectors delimited by the jump contours of Ψ, as illustrated in Figure
1. Using the jump relations for Ψ, it is straightforward to verify that Fj is an analytic function
of ζ near yj. Indeed, the factors at the right of Fj(ζ ; x) in (3.15) are designed precisely to
model the correct jumps for Ψ.
In order to simplify the Lax pair, we left-multiply Ψ by a convenient uppertriangular matrix
independent of ζ and define
Φ(ζ ; x) = e
1
4
πiσ3
(
1 −ip(x)
0 1
)
Ψ(ζ ; x). (3.18)
Since Φ has the same jump matrices as Ψ, piecewise constant in ζ and independent of x, it
follows that the matrices A and B defined by{
Φζ(ζ ; x) = A(ζ ; x)Φ(ζ ; x),
Φx(ζ ; x) = B(ζ ; x)Φ(ζ ; x),
(3.19)
where the indices ζ and x denote derivatives with respect to ζ and x, are meromorphic functions
of ζ in the whole complex plane, with possible poles only at the points y1, . . . , yk.
It follows from (3.15) that Ψx(ζ ; x)Ψ
−1(ζ ; x) and Φx(ζ ; x)Φ
−1(ζ ; x) have removable singu-
larities at y1, ..., yk, hence B is an entire function of ζ . From the asymptotics for Ψ at infinity,
(3.3), we deduce that ΨxΨ
−1 takes the form
Ψx(ζ ; x)Ψ
−1(ζ ; x) = −iζσ+ +
(
−p(x) −2iq(x)
i p(x)
)
.
By (3.18), we get
B(ζ ; x) = ζσ+ +
(
0 2q(x) + p2(x) + px(x)
1 0
)
.
From the 1/ζ-term in the large ζ expansion for B obtained using (3.3), we get in addition the
identity
px(x)− 2q(x)− p2(x) = 0. (3.20)
We may thus write B as
B(ζ ; x) = ζσ+ +
(
0 2px(x)
1 0
)
. (3.21)
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The form of the matrix A(ζ ; x) is a bit more involved, as it follows from (3.15) that A
has simple poles at the points y1, . . . , yk, because of the logarithmic singularities. Using the
asymptotics (3.3) of Ψ at infinity, we get
Ψζ(ζ ; x)Ψ
−1(ζ ; x) = −iζσ+ + i
(
ip(x) −2q(x)− x
2
1 −ip(x)
)
+O
(
ζ−1
)
, ζ →∞.
Therefore, using (3.18), we have that the matrix A has the form
A(ζ ; x) = ζσ+ +
(
0 2q(x) + x
2
+ p2(x)
1 0
)
+
k∑
j=1
1
ζ − yjAj(x) (3.22)
for matrices A1, . . . , Ak independent of ζ . Using (3.20) again, we have
A(ζ ; x) = ζσ+ +
(
0 px(x) +
x
2
1 0
)
+
k∑
j=1
1
ζ − yjAj(x). (3.23)
Compatibility condition. The Lax pair (3.19) and the condition Φxζ = Φζx imply the
compatibility condition
Bζ − Ax + [B,A] = 0. (3.24)
This gives us several useful relations between p and the matrices Aj . Since the determinant of
Φ is identically equal to 1, the trace of A is zero, and we can write
A(ζ ; x) =
(
a(ζ ; x) b(ζ ; x)
c(ζ ; x) −a(ζ ; x)
)
. (3.25)
Using this parametrization, the compatibility condition reads
b = c(ζ + 2px)− 12cxx
a = 1
2
cx
bx = 1− 2a(ζ + 2px).
(3.26)
We get from (3.23) that c is of the form
c(ζ ; x) = 1 +
k∑
j=1
cj(x)
ζ − yj , (3.27)
and that b is of the form
b(ζ ; x) = ζ +
2px(x) + x
2
+
k∑
j=1
bj(x)
ζ − yj .
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We obtain from the first equation in (3.26), in particular from the constant term in the expan-
sion as ζ →∞, that
k∑
j=0
cj(x) =
x
2
− px(x). (3.28)
We now expand (ζ − yj)2 det (A(ζ ; x)) for ζ near yj, and we get from the constant term
that
−1
4
c′j(x)
2
cj(x)2
+
1
2
c′′j (x)
cj(x)
− yj − 2px(x) = 0.
The fact that the right hand side is 0 follows from the asymptotics of Ψ as ζ → yj, see (3.15).
The relation (3.28) yields the following system of equations for c1, ..., ck,
−1
4
(c′1)
2
c21
+ 1
2
c′′1
c1
+ 2
∑k
j=1 cj − x− y1 = 0,
...
−1
4
(c′k)
2
c2
k
+ 1
2
c′′k
ck
+ 2
∑k
j=1 cj − x− yk = 0.
(3.29)
We now make the transformation
cj(ξ + xk; ~y,~s) = −u2j(ξ; ~x,~s), j = 1, . . . , k, yj = xj − xk, (3.30)
and the system of equations for c1, ..., ck then transforms to the system (1.14) for u1, ..., uk.
Expressions for uj in terms of Ψ. Next, we want to relate the functions u1, . . . , uk directly
to the RH solution Ψ. By (3.15) and (3.18), we can expand Φ as ζ → yj in the following way,
Φ(ζ ; x) = E0,j(x)(I + E1,j(x)(ζ − yj) +O((ζ − yj)2))
(
I +
sj+1 − sj
2πi
σ+ log(ζ − yj)
)
Wj(ζ),
with E0,j and E1,j depending on x but not on ζ .
From the definition of cj(ξ + xk) = −u2j(ξ), see (3.19), (3.25), and (3.27), we also have the
following expression for uj in terms of Φ,
u2j(x− xk) = − lim
ζ→yj
(ζ − yj)
(
(Φζ(ζ ; x))Φ
−1(ζ ; x)
)
2,1
. (3.31)
This allows us to express uj as
u2j(x− xk) =
sj+1 − sj
2πi
(E0,j)
2
2,1(x) = −
sj+1 − sj
2π
Ψ22,1(yj; x), (3.32)
where we used (3.18).
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On the other hand, exploiting the constant and linear terms as ζ → yj in the equation
Φx = BΦ, we find that
(E ′1,j)2,1 = −(E0,j)22,1,
where ′ is the x-derivative. It can be verified that
(Ψ−1Ψζ)2,1(yj; x) = (E1,j)2,1(x),
and we finally get the following relation,
∂
∂x
(Ψ−1Ψζ)2,1(yj; x) = −(E0,j)22,1(x) = −
2πi
sj+1 − sj u
2
j(x− xk). (3.33)
By (3.32) and (3.33), Proposition 3.2 is proved.
Symmetry relation. One verifies easily that σ3Ψ(ζ; x)σ3 satisfies the same RH conditions
as Ψ. Since the solution to the RH problem for Ψ is unique, we get the relation
σ3Ψ(ζ; x)σ3 = Ψ(ζ ; x). (3.34)
This implies that Ψ2,1(ζ ; x) is purely imaginary for real ζ , hence u
2
j(x) is always real by (3.32).
If sj+1 > sj, we have that uj(x) is real; if sj+1 < sj, uj(x) is purely imaginary.
3.3 Proof of (1.13)
Define
F˜ (xk; ~y,~s) = F (~x;~s), yj = xj − xk. (3.35)
As xk → ∞ with ~y,~s fixed, F˜ (x; ~y,~s) converges to 1, and is increasing. Therefore, by Propo-
sition 3.1, we have
ln F˜ (x˜k; ~y,~s) = −
∫ +∞
x˜k
∂
∂xk
ln F˜ (xk; ~y,~s)dxk = −
∫ +∞
x˜k
k∑
j=1
∂
∂xj
lnF (~x,~s)dxk
= −
∫ +∞
x˜k
 k∑
j=1
sj+1 − sj
2πi
(
Ψ−1Ψζ
)
2,1
(ζ = yj; x, ~y, ~s)
 dx. (3.36)
We now use Proposition 3.2 to integrate by parts, and obtain
lnF (~x;~s) = ln F˜ (xk; ~y,~s) = −
∫ +∞
xk
(ξ − xk)
k∑
j=1
u2j(ξ − xk; ~x,~s)dξ
= −
∫ +∞
0
ξ
k∑
j=1
u2j(ξ; ~x,~s)dξ, (3.37)
and we get formula (1.13). To complete the proof of Theorem 1.1, it only remains to prove the
asymptotics (1.15).
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4 Asymptotic analysis of the RH problem for Ψ
In this section, we study the RH problem for Ψ, which depends on x, ~y, ~s, asymptotically.
There are three asymptotic regimes that we will study:
1. x→ +∞ while keeping ~y, ~s fixed,
2. xj−xj+1 → 0 with all other parameters fixed, for j = 0, . . . k−1, where we set x0 = +∞,
3. sj → sj+1 with all other parameters fixed, for j = 1, . . . , k, with sk+1 = 1.
Each of these cases will require a separate analysis of the RH problem for Ψ, using Deift-Zhou
steepest descent techniques [19]. The RH analysis in the first case x → +∞ requires several
transformations and the construction of parametrices; the other cases are more straightforward.
The asymptotic analysis of Ψ will enable us to understand the asymptotic behavior of the
solutions uj to the system (1.14), and to prove (1.15) and Theorem 1.2.
4.1 Asymptotic analysis as x→ +∞
We will perform a series of invertible transformations Ψ 7→ A 7→ B 7→ C 7→ D in order to
obtain a matrix D close to the identity matrix.
4.1.1 Re-scaling and shift of the contour
The first transformation Ψ 7→ A consists of a re-scaling of the ζ-variable: we define
A(λ; x, ~y, ~s) = x−
σ3
4 Ψ(xλ; x, ~y, ~s). (4.1)
The second transformation A 7→ B shifts the two non-real parts of the jump contour to the
left, in order to separate them from the discontinuities in the jump matrices which are now
located at λj := yj/x, j = 1, . . . , k, with λk = yk = 0. To do this, we need to continue A
analytically from sectors I, IV to regions II’, III’, see Figure 3.
More precisely, we define the matrix B by
B(λ) = B(λ; x, ~y, ~s) := A(λ; x, ~y, ~s)

(
1 0
1 1
)
, for λ ∈ II′,(
1 0
−1 1
)
, for λ ∈ III′, and(
1 0
0 1
)
, everywhere else.
(4.2)
The function B satisfies the following RH problem for B.
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Figure 3: The shifted jump contour Γ′ for C (solid lines) compared to the contour Γ for B
(dashed lines).
RH problem for B.
(a) B : C\Γ′ → C2×2 is analytic, with Γ′ = R ∪
(
−1 + e± 2πi3 R+
)
,
(b) B has continuous boundary values on Γ′\{−1, λ1, . . . , λk} with λj = yj/x, and B+(λ) =
B−(λ)JB(λ), where JB is given by
JB(λ) =

(
1 0
1 1
)
on − 1 + e± 2πi3 R+,(
0 1
−1 0
)
on (−∞,−1),(
1 sj
0 1
)
on (λj, λj−1), j = 1, . . . , k, λ0 = +∞,(
1 1
0 1
)
on (−1, λk),
(c) B has the following asymptotics:
B(λ) =
(
I +O
(
λ−1
))
λσ3/4M−1e−x
3/2( 23λ3/2+λ1/2), as λ→∞,
(d) B has the following behavior at λj for j = 1, . . . , k:
B(λ) = F̂j(λ)
(
I +
sj+1 − sj
2πi
σ+ log (λ− λj)
)
Ŵj(λ), as λ→ λj,
where F̂j is analytic in a neighborhood of λj , Ŵj = I for λ in the upper half plane, and
Ŵj =
(
1 −sj
0 1
)
for λ in the lower half plane, similarly to (3.15).
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4.1.2 Normalization at infinity
The goal of the next transformation is to normalize the RH problem at infinity, in such a way
that the jump matrices behave nicely. To that end, we define
g(λ) =
2
3
(λ+ 1)3/2, (4.3)
with branch cut on (−∞,−1], such that g−(λ) = −g+(λ) on (−∞,−1). At infinity, g behaves
as
g(λ) =
2
3
λ3/2 + λ1/2 +
1
4
λ−1/2 +O(λ−3/2), as λ→∞, (4.4)
with all branch cuts at the right hand side on (−∞, 0]. We now perform the transformation
B 7→ C by defining
C(λ) =
(
1 − ix3/2
4
0 1
)
B(λ)ex
3/2g(λ)σ3 . (4.5)
The constant upper-triangular pre-factor in the definition of C is needed to ensure that C has
a suitable behavior at infinity. C satisfies the following RH problem.
RH problem for C.
(a) C : C\Γ′ → C2×2 is analytic,
(b) C+ = C−JC on Γ
′ \ {−1, λ1, . . . , λk} with the jump matrices JC given by
JC(λ) = e
−x3/2g−(λ)σ3JB(z)e
x3/2g+(λ)σ3 , (4.6)
i.e.
JC(λ) =

(
1 0
e2x
3/2g(λ) 1
)
on − 1 + e± 2πi3 R+,(
0 1
−1 0
)
on (−∞,−1),(
1 e−2x
3/2g(λ)
0 1
)
on (−1, λk),(
1 sje
−2x3/2g(λ)
0 1
)
on (λj, λj−1), j = 1, . . . , k,
(c) C has the following asymptotics at ∞:
C(λ) =
(
I +O
(
λ−1
))
λσ3/4M−1, as λ→∞,
(d) C has the same logarithmic behavior near λj as B has, multiplied to the right by
ex
3/2g(λ)σ3 .
We now need to construct a global parametrix and local parametrices near the special
points −1 and 0.
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4.1.3 Global parametrix
Away from −1, 0, all jumps of C except the one on (−∞,−1) tend to the identity matrix as
x→ +∞. Ignoring small jumps and small neighbourhoods of −1, 0, we get the following.
RH problem for C(∞).
(a) C(∞) is analytic everywhere in the complex plane except on (−∞,−1],
(b) C
(∞)
+ = C
(∞)
−
(
0 1
−1 0
)
on (−∞,−1),
(c) C(∞) has the following asymptotics:
C(∞)(λ) =
(
I +O
(
λ−1
))
λσ3/4M−1, as λ→∞.
A simple solution to this problem is given by
C(∞)(λ) = (λ+ 1)σ3/4M−1, (4.7)
with the branch cut of (λ+ 1)σ3/4 along (−∞,−1].
4.1.4 Local parametrix near −1
Near −1, the RH problem for C resembles the standard model RH problem built out of the Airy
function, and we will use this model problem to build the local parametrix. This construction
is fairly standard, and was also used in the proof of Proposition 3.1, see (3.7)–(3.12). We will
construct the local parametrix in the form
C(−1)(λ) = E(λ)Φ̂(x3/2(λ+ 1))ex
3/2g(λ)σ3 , (4.8)
where E is analytic around −1 and is chosen below, and Φ̂ is, analogously to Φ defined in
(3.11) but with a slightly different jump contour, the solution to the standard Airy model RH
problem, given by
Φ̂(z) =

ΦA(z), for z in region I,
ΦB(z), for z in region II,
ΦC(z), for z in region III,
ΦD(z), for z in region IV,
(4.9)
where the regions I, II, III and IV are the ones described in Figure 1. The asymptotics for Φ̂
as z →∞ are the same as the ones for Φ given in (3.12).
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Let 0 < δ < 1/2, U−1,δ the disk of radius δ around −1, and define C(−1) : U−1,δ\Γ′ → C2×2
by
C(−1)(λ) = e
iπ
4
σ3
(
0 −1
1 0
)
(x3/2)σ3/4Φ̂(x(λ+ 1))ex
3/2g(λ)σ3 .
On the boundary of U−1,δ, we have
C(−1)(λ) =
(
I +O
(
x−1
))
C(∞)(λ), (4.10)
uniformly for λ ∈ ∂U−1,δ as x→ +∞. Moreover, C(−1) has the same jumps as C on Γ′∩U−1,δ.
4.1.5 Local parametrix near 0
When x gets large and the values yj remain fixed, then the discontinuities λj are all close to 0.
We can construct a local parametrix near 0 which models the jumps near 0 in an elementary
way. Consider the function v which takes the value sj on (λj, λj−1) for j = 1, ..., k + 1, with
the convention that λ0 = +∞, λk+1 = −1/2 and sk+1 = 1. Next we define the matrix-valued
function C(loc) by
C(loc)(λ) =
1 ∫ +∞− 12 v(w)w−λe−2x3/2g(w)dw
0 1
 . (4.11)
This function has the same jumps as C across the real axis, but does not have the correct
matching with the parametrix at infinity C(∞) on the boundary of U0,δ. The matrix C
(loc) is
however exponentially close to the identity matrix on this boundary, and we may therefore
construct the local parametrix near 0 by defining
C(0)(λ) = C(∞)(λ)C(loc)(λ), λ ∈ U0,δ. (4.12)
In this way, since C(∞) is analytic near 0, C(0) has the same jumps as S has near 0 and it
matches with C(∞) on the boundary of U0,δ,
C(−1)(λ) =
(
I +O
(
x−1
))
C(∞)(λ), x→ +∞, (4.13)
uniformly for λ on the boundary of U0,δ.
4.1.6 Last transformation C 7→ D
We take 0 < δ < 1/2 and x large enough, such that λj < δ for all j. We define the matrix-valued
function D by
D(λ) =

C(λ)C(−1)(λ)−1 for λ ∈ U−1,δ,
C(λ)C(0)(λ)−1 for λ ∈ U0,δ,
C(λ)C(∞)(λ)−1 otherwise.
(4.14)
The matrix D satisfies the following RH problem. The contours ΓD1 , ...,Γ
D
6 are depicted on
Figure 4.
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Figure 4: Jump contours for D
RH problem for D.
(a) D : C\ ∪6j=1 ΓDj −→ C2×2 is analytic, with ΓDj , j = 1, . . . , 6, as in Figure 4,
(b) D has the jumps D+ = D−JD on ∪6j=1ΓDj , with
JD(λ) =
(
1 0
e2x
3/2g(λ) 1
)
on ΓD1 and Γ
D
3 , (4.15)
JD(λ) = C
(∞)(λ)C(−1)(λ)−1 on ΓD2 , (4.16)
JD(λ) =
(
1 ske
−2x3/2g(λ)
0 1
)
on ΓD4 , (4.17)
JD(λ) =
(
1 e−2x
3/2g(λ)
0 1
)
on ΓD5 , (4.18)
JD(λ) = C
(∞)(λ)C(loc)(λ)−1C(∞)(λ)−1 on ΓD6 , (4.19)
(c) D has the following asymptotic behavior at infinity:
D(λ) = I +O
(
λ−1
)
, asλ→∞.
As x(λk + 1)→ +∞, all the jumps of D are I +O(x−1(λk + 1)−1), uniformly for λ on the
jump contours. This implies that the function D satisfies
D(λ) = I +O
(
x−1
)
, as x→ +∞, (4.20)
uniformly for λ ∈ C\ ∪6j=1 ΓDj .
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4.1.7 Asymptotic behavior of u0, ..., uk.
By inverting the transformations Ψ 7→ A 7→ B 7→ C 7→ D, the large x asymptotics (4.20) for
D enable us to find large x asymptotics for Ψ in terms of the parametrices C(∞), C(−1), and
C(0). Moreover, using the identity (3.13), we can express the asymptotics of uj, j = 1, . . . , k
in terms of the parametrices.
Using (4.1) and (4.2), we have
u2j(x− xk; ~x,~s) = −
sj+1 − sj
2π
lim
ζ→yj
Ψ22,1(ζ ; x, ~y, ~s) = −
sj+1 − sj
2π
√
x
lim
λ→λj
A22,1(λ; x, ~y, ~s)
= −sj+1 − sj
2π
√
x
lim
λ→λj
B22,1(λ; x, ~y, ~s), (4.21)
where we adopt the convention that the limits λ → λj are taken from region I, see Figure 3.
By (4.3), (4.5), and (4.14),
u2j(x− xk; ~x,~s) = −
sj+1 − sj
2π
√
x
lim
λ→λj
C22,1(λ; x, ~y, ~s)e
− 4
3
(yj+x)3/2
= −sj+1 − sj
2π
√
x
lim
λ→λj
(
DC(0)
)2
2,1
(λ; x, ~y, ~s)e−
4
3
(yj+x)3/2 . (4.22)
Now we use the asymptotics (4.20) and the expression (4.12) (see also (4.7) and (4.11)) for the
local parametrix to obtain
u2j(x− xk; ~x,~s) = −
sj+1 − sj
2π
√
x
(
D2,1(λj)C
(0)
1,1,+(λj) +D2,2(λj)C
(0)
2,1,+(λj)
)
e−
4
3
(yj+x)
3/2
=
sj+1 − sj
4π
√
yj + x
e−
4
3
(yj+x)3/2
(
1 +O(x−1)
)
, x→ +∞. (4.23)
Using the fact that yj = xj − xk and the standard large argument asymptotics for the Airy
function, we obtain (1.15) as x→ +∞.
4.2 Asymptotic analysis as xj → xj−1
Fix j ∈ {2, . . . , k}, and denote ~y[j], ~s[j] for the vectors ~y,~s without their j-th components. We
also define
Ψ[j](ζ ; x, ~y, ~s) = Ψ(ζ ; x, ~y[j], ~s[j]), (4.24)
i.e., Ψ[j] is the solution to the model RH problem for Ψ with k − 1 singularities located
at y1, . . . , yj−1, yj+1, . . . , yk = 0. The RH conditions for Ψ and Ψ
[j] are the same, except on
[xj , xj−1]. Therefore, it is not surprising that if xj and xj−1 are close to each other, the function
Ψ[j](ζ ; x, ~y, ~s) will be a good approximation for Ψ(ζ ; x, ~y, ~s) as xj → xj−1 for ζ not too close to
xj , xj−1.
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Near xj , xj−1, we need to build a local parametrix, for which we need to define (similarly
as in (3.15)) the function F
[j]
j−1(ζ) by the equation
Ψ[j](ζ ; x, ~y, ~s) = F
[j]
j−1(ζ)
(
I +
sj+1 − sj−1
2πi
σ+ log(ζ − yj−1)
)
Wj−1(ζ), (4.25)
for ζ near yj−1, with Wj−1 given as in (3.16)–(3.17), and with principal branches of the loga-
rithms. Then, one verifies, in a similar way as we did for (3.15), that F
[j]
j−1 is analytic at yj−1.
We now define the local parametrix P in the form
P (ζ ; x, ~y, ~s) = F
[j]
j−1(ζ)
(
I +
sj+1 − sj
2πi
σ+ log(ζ − yj) + sj − sj−1
2πi
σ+ log(ζ − yj−1)
)
Wj−1(ζ),
(4.26)
for ζ in a fixed sufficiently small open set U which contains yj, yj−1 but which does not contain
any of the other singularities yℓ. It is then straightforward to check that P has exactly the
same jump relations as Ψ has inside U , and by (4.25) and (4.26), we get the matching condition
P (ζ ; x, ~y, ~s)Ψ[j](ζ ; x, ~y, ~s)−1 = I +O (xj−1 − xj) , xj → xj−1, (4.27)
uniformly for ζ ∈ ∂U .
Define
R(ζ) =
Ψ(ζ ; x, ~x,~s)Ψ[j](ζ ; x, ~y, ~s)−1, ζ ∈ C \ U,Ψ(ζ ; x, ~x,~s)P (ζ ; x, ~y, ~s)−1, ζ ∈ U. (4.28)
Then R is analytic everywhere in the complex plane, except on ∂U , where we have R+ =
R− (I +O (xj−1 − xj)) as xj → xj−1 by (4.27). As ζ →∞, R(ζ)→ I because Ψ and Ψ[j] have
the same asymptotics (3.3). It follows from usual small-norm arguments for RH problems that
R(ζ) = I +O(xj−1 − xj), xj → xj−1, (4.29)
uniformly for ζ ∈ C \ ∂U . Hence, as xj → xj−1, we have for ℓ < j − 1,
u2ℓ(x− xk; ~x,~s) = −
sℓ+1 − sℓ
2π
lim
ζ→yℓ
Ψ2,1(ζ ; x, ~y, ~s)
2
= −sℓ+1 − sℓ
2π
lim
ζ→ζℓ
Ψ
[j]
2,1(ζ ; x, ~y, ~s)
2 +O(xj−1 − xj)
= u2ℓ(x− xk; ~x[j], ~s[j]) +O(xj−1 − xj),
and similarly for ℓ > j,
u2ℓ(x− xk; ~x,~s) = u2ℓ−1(x− xk; ~x[j], ~s[j]) +O(xj−1 − xj).
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For ℓ = j, j − 1, we have
u2ℓ(x− xk; ~x,~s) = −
sℓ+1 − sℓ
2π
lim
ζ→yℓ
Ψ2,1(ζ ; x, ~y, ~s)
2
= −sℓ+1 − sℓ
2π
lim
ζ→yℓ
P2,1(ζ ; x, ~y, ~s)
2 +O(xj−1 − xj)
= −sℓ+1 − sℓ
2π
F
[j]
j−1(yℓ)
2
2,1 +O(xj−1 − xj),
which implies that
u2j−1(x− xk; ~x,~s) + u2j(x− xk; ~x,~s) = −
sj+1 − sj−1
2π
F
[j]
j−1(yj)
2
2,1 +O(xj−1 − xj)
= u2j(x− xk; ~x[j], ~s[j]) +O(xj−1 − xj)
as xj → xj−1. This proves Theorem 1.2, part 2.
Part 3 of Theorem 1.2 can be seen as a special case of the previous with j = 1, if one
identifies x0 with +∞. Then, U has to be chosen as a neighborhood of [y1,+∞), and the
parametrix P in U has to be defined in a slightly different manner as
P (ζ ; x, ~y, ~s) = Ψ[1](ζ ; x, ~y, ~s)W2(ζ)
−1
(
I +
s2 − s1
2πi
σ+ log(ζ − y1)
)
W2(ζ), (4.30)
with W2 as in (3.16)–(3.17), and with the global parametrix still given by Ψ
[1]. R is defined
in the same way as before, and has a jump I + O(x−11 ) on the boundary of U as x1 → +∞.
A straightforward calculation similar to the one for j > 1 now leads to the proof of part 3 of
Theorem 1.2.
4.3 Asymptotic analysis of the model RH problem for Ψ as sj+1 −
sj → 0
Fix j ∈ {1, . . . , k}, and define as before
Ψ[j](ζ ; x, ~y, ~s) = Ψ(ζ ; x, ~y[j], ~s[j]), (4.31)
with ~y[j], ~s[j] the vectors ~y,~s without their j-th components. This function will again serve as
the global parametrix for Ψ as sj+1−sj → 0. The local parametrix in an open set U containing
both yj and yj−1, but no other singularities, is given by (4.26) if j 6= 1, and by (4.30) if j = 1,
exactly as in the analysis for xj → xj−1.
We define R as in (4.28), and R is analytic everywhere in the complex plane, except on ∂U ,
where we have R+ = R− (I +O (sj − sj+1)) as sj+1 − sj → 0 by (4.26). As ζ →∞, R(ζ)→ I
because Ψ and Ψ[j] have the same asymptotics (3.3). It follows that
R(ζ) = I +O(sj+1 − sj), sj+1 − sj → 0. (4.32)
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It follows that, for ℓ < j,
u2ℓ(x− xk; ~x,~s) = −
sℓ+1 − sℓ
2π
lim
ζ→yℓ
Ψ2,1(ζ ; x, ~y, ~s)
2
= −sℓ+1 − sℓ
2π
lim
ζ→yℓ
Ψ
[j]
2,1(ζ ; x, ~y, ~s)
2 +O(sj+1 − sj)
= u2ℓ(x− xk; ~x[j], ~s[j]) +O(sj+1 − sj),
as sj+1 − sj → 0, and a similar calculation applies to the case ℓ > j. For ℓ = j, we have
u2j(x− xk; ~x,~s) = −
sj+1 − sj
2π
lim
ζ→yj
Ψ2,1(ζ ; x, ~y, ~s)
2 = O(sj+1 − sj),
as sj+1 − sj → 0. This completes the proof of part 1 of Theorem 1.2.
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