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ABSTRACT 
The scattering theory of transport has been shown to provide a rigorous theoretical 
framework for the description of normal mesoscopic systems. This approach is based on the 
observation that, as long as dissipative processes in the active region can be neglected, each 
scattering eigenstate communicates with one and only one reservoir and as such can be 
assumt:d to be in equilibrium with that reservoir. This allows us to calculate any quantity of 
interest under non-equilibrium conditions using a simple extension of equilibrium statistical 
mechanics, without the need to solve complicated kinetic equations. In this review we 
discuss how the same approach can be applied to mesoscopic systems including 




'The scattering theory of transport (often referred to as the Landauer-Buttiker 
formalism) provides a powerful theoretical framework for the description of current flow in 
normal mesoscopic conductors [I. 1, 1.21, when there is negligible dissipation in the active 
region. Under these conditions, the scattering formalism has been shown (see for example, 
section 8.7, Ref.rl.21) to be equivalent to the non-equilibrium Green's function (NEGF) 
formali!;m which provides a general framework for the description of quantum transport. 
The scattering formalism is conceptually far simpler making it a very appealing alternative 
in the domain where it does apply. 
'Theoretical work on non-equilibrium superconductivity has traditionally been based 
on the Green's function formalism. From the experience with normal mesoscopic 
conduci.ors, it seems natural to expect that scattering theory will also provide a simple but 
accurate alternative for the description of mesoscopic superconducting structures, provided 
the dissipation in the active region can be neglected. The purpose of this review is to 
provide a clear formulation of the scattering theory of transport for mesoscopic 
superconductors, showing the similarities and differences with normal conductors. Some 
of the results are simply "re-derivations" and we have tried to cite the earlier works 
whenebrer possible. 
Scattering theory of transport in normal conductors 
Let us briefly review the scattering theory of transport in normal conductors. The 
earliest work on these lines can be traced back to Frenkel in 1930 [1.3], when he derived 
an expression for the current, I, in a metal-insulator-metal junction in terms of the 
transmission probability, T : 
here fl(E) and f2(E) are the Fermi functions describing the electron energy d.istributions in 
the two metals. Since this early work, numerous authors have applied this alpproach to the 
description to tunneling conductors [1.4]. However, the common belief wals that this was 
essentially a "weak-coupling approach" applicable only when the transmission probability 
is muclh less than one (T << I) .  
Contact resistance : Landauer was probably the first to take this approach seriously 
even for "strong coupling" and he drew attention to the subtle questions that arise when the 
transmission probability is close to one [1.5]. If we linearize Eq.(l.l) to obtain an 
expression for the low bias conductance, G 
we see that the conductance is finite even for ballistic conductors (T = 1). But how can a 
ballistic conductor have a non-zero resistance ? This led to much controversy and argument 
in the 19801s, till it was finally realized that this non-zero resistance was really an interface 
(or contact) resistance between the conductor and the large reservoirs [1.6]. The clear 
experimental observation of this interface resistance in 1988 [1.7] finally settled the 
controversy and made it clear that the scattering approach was applicable not just to weakly 
coupled tunneling systems but even to strongly coupled ballistic systems. In section 4 we 
will discuss how this contact resistance is changed in the presence of superconductors. 
Exclusion principle ? Another significant development in the 1980's was Buttiker's 
extension of the scattering formulation to multi-terminal conductors in magnetic fields 
[1.8]. Eq.(l . 1) is then generalized to read 
where fi(E) is the Fermi function describing the electron energy distribution in the ith 
terminal : 
1 
f i (E)=  fo(E-pi)  where fo(E) E / L ~ T  (1.4) 
e + 1 
This extension of Eq.(l. 1) raises a very important question. Why have we not included (1- 
f) factors in Eq.Il.3) to account for the exclusion principle ? Should we modify it to read 
If the transmission is reciprocal (Tij = Tji) then the (1-f) factors make no difference - the 
extra te-rms just cancel out. But some of the most impressive successes of Buttiker's multi- 
terminal formula involve non-reciprocal transmission (Tij # Tji) in magnetic fields, and 
including the (I-f) factors would change the predictions significantly. We will now present 
an arguiment which makes it clear that the (1-0 factors should not be included. 
It is well-known that in equilibrium statistical mechanics we can calculate the 
expectation value of any one-particle operator bp, if we know the eigenstates I m) and the 
corresponding eigenenergies cm for the system : 
Here Ej; is the equilibrium Fenni energy. Under non-equilibrium conditions, however, the 
occupation factor for different states is not given by the Fermi function aind one has to 
calculate it by solving some kinetic equation (in general we have to calculate the off- 
diagonal elements of the density matrix as well). 
In open systems, the eigenstates take the form of scattering states consisting of an 
incident wave in one lead and scattered waves in all the leads (Fig.l.1). We assume that 
there are no scattering processes inside the device or at the device-contact interfaces that can 
transfer an electron from one scattering state to another. The scattering theo~y of transport 
is based on the observation that under these conditions, each scattering state remains 
in equilibrium with a particular reservoir. This is because it commi~nicates with 
one and only one contact, namely the one connected to the lead from which it is incident. 
Consequently it can be assumed to be in equilibrium with that contact, so that its occupation 
factor :is given by the corresponding Fermi function. This allows us to c:alculate non- 
equi1ibi:ium quantities using a simple extension of Eq.(1.5) : 
where p, is the electrochemical potential in the reservoir from which tlie state 'm' is 
incident. It is apparent from this derivation why (I-f) factors should not be jmcluded. After 
all, no one would argue for including such factors in Eq.(1.5). As such there is really no 
reason to include it in Eq.(1.6) either [1.5, 1.91. 
Reservoir 1 
1-1 Lead 1 
Reservoir 2 
Lead 2 
No reflection No reflection 
I . .  . . I 
No reflection No reflection 
Fig.l.1. In open systems, the eigenstates take the form of scattering states 
consisting of an incident wave in one lead and scattered waves in all the 
leads. Two such scattering states incident from two different leads are 
shown. The scattering state shown in (a) has an electrochemical potential 
PI, while that shown in (b) has a potential p2. 
Current formula : We can apply Eq.(1.6) to calculate any quantity of interest such as 
terminal currents or charge density. For example, if Ii represents the current in lead 'it, then 
it can be shown that 
where I j,k) represents an eigenstate originating in lead 'j' with wavevector 'k' and Tij is 
the transmission probability from lead 'j' to lead 'it. To simplify the book-keeping, we are 
assuming each lead to be single-moded; for multi-moded leads we could conceptually treat 
each mode as a separate lead, or we could add a mode index. Substituting Eq.(1.7) into 
Eq.(1.6) and making use of the prescription (L : normalization length, v(k): group velocity) 
L L dE 
+ 2 (for spin) x - Jdk + - J- 
k 2n n hv(k) 
to convert the summation over 'k' into an integral, we obtain 
The result quoted earlier (see Eq.(1.3)) can be obtained from this expression by making use 
of the "sum rule" 
which is a consequence of the unitarity of the scattering matrix (see RefJl.21, p.122). 
An interesting point to note is that the transmission coefficients Tij are calculated 
from lead 'it to lead 'j and not from reservoir 'if to reservoir 'j' (see Fig.l.1). From a 
practical point of view this makes the job of calculating the transmission coefficients much 
simpler, since we do not need to worry about the detailed nature of the connection between 
the lead and the reservoir. From a conceptual point of view this is somewhat surprising, 
since the conductance given by Eq.(1.2) includes the interface resistance between the lead 
and the reservoir. 
Summary : The modern scattering theory of transport represents a simple and elegant 
extension of equilibrium statistical mechanics (cf. Eq.(1.5)) that allows us to deal with 
non-eqluilibrium problems (cf. Eq(1.6)) in mesoscopic structures whe:re the active 
region is small enough that dissipative processes can be neglected. Scatte-ring theory is 
based cbn the observation (or the 'ansatz') that as long as there are no inelastic processes, 
the density matrix remains diagonal in the scattering state representation : 
Once the density matrix is known we can of course calculate the expectation value of any 
one-particle operator as indicated in Eq.(1.6). We can even evaluate two-particle operators 
like current correlations, as we will discuss in section 6. This simple observation thus 
results in an enormous simplification over conventional non-equilibrium statistical 
mechanics where one has to solve complicated kinetic equations to obtain the density 
matrix. 
It is important to note this subtle difference between the scattering theory of 
transport and theories based on the tunneling Hamiltonian. In tunneling Hamiltonian 
theory, electrons make transitions from one reservoir to another via the "weak link" 
provided by the device. It then seems natural to include the (1-0 factors to acount for the 
Pauli blocking. Such a viewpoint is only valid for weak coupling. The modern scattering 
theory of transport, on the other hand, is valid for arbitrary coupling. Here .we are simply 
filling up one-particle eigenstates from different reservoirs, and there is no logical reason to 
include the (I-f) factors. This distinction was clearly noted by Blonder, Tinkham and 
Klapwjjk in their classic paper on normal-superconductor (N-S) junctions (see Ref. [3.1]). 
For simple N-S junctions the difference was purely philosophical - the (1-0 factors 
canceled out making no difference to the final result. But the difference can bt: significant in 
a practical sense for multi-terminal structures. 
We will now describe how one can apply this viewpoint to mesoscopic structures 
that include superconductors. We will focus on the theoretical framework, mentioning 
experiments only incidentally. A recent review of the experimental developments can be 
found in Ref. [I.  101. A good collection of recent papers by leading researchers in this field 
can be found in Ref.[l.ll]. 
2. BdG-based scattering theory 
As we have seen, the basic strategy in the scattering theory of transport is to 
construct scattering states and fill them up according to their reservoir of origiin. For normal 
conductors, the scattering states are based on the Schrodinger equation. In the presence of 
superconductors, we need to use the Bogoliubov-de Gennes (BdG) equation to construct 
the scattering states, as we will describe in this section. A formal derivation of the BdG 
equation starting from the BCS Hamiltonian is provided in appendix A. Here we will adopt 
a more heuristic approach and try to concentrate on results and physical explanations. 
We proceed as follows. (1) First we will try to motivate the BdC; equation by 
showing that it follows almost inevitably if we accept the phenomenon of Andreev 
reflection at normal-superconductor interfaces as an experimental fact. However, the BdG 
equation describes not only normal-superconductor interfaces, but also bulk 
superconductors, homogeneous and inhomogeneous. Indeed, (2) we will show that the 
BdG equation can be viewed as a one-particle wave equation whose states can be filled up 
systematically to describe the superconducting state, in much the same way that we fill up 
the states of the Schrodinger equation to describe the normal state. This justifies the use of 
the BdlG equation to construct a scattering theory in the same way that the Schrodinger 
equation is used for normal systems. (3) We will then obtain an expression for the 
expectation value of any quantity of interest in terms of the occupation factors of the 
different eigenstates (cf. Eqs.(l.5) and (1.6)). (4) Finally we will discuss how we can 
assign different occupation factors to different scattering states depending on their reservoir 
of origin, pointing out the different issues that can arise in different types of structures. 
Andreev reflection 
The basic phenomenon that distinguishes superconductive mesoscopic systems 
from normal ones is that of Andreev reflection [2.1]. In normal reflection, an up-spin 
electron incident with energy E is reflected back as an up-spin electron with the same 
energy. In Andreev reflection, on the other hand, an incident up-spin electron with energy 
E "drags" a down-spin electron with energy 2Ef - E along with it into the su~perconductor. 
This leaves behind an empty state in the down-spin band that flows away froin the interface 










I I \ reflected 
Fig.2.l. Andreev reflection : (a) An incident up-spin electron with energy 
E "drlags" a down-spin electron with energy 2Ef - E along with it into the 
superconductor. This leaves behind an empty down-spin state that flows 
away from the interface. (b) Same process shown with the down-spin band 
flipped in energy about E = 0 and k=O to correspond to holes. 
Let us first write down two separate wave equations for up-spin electrons and 
down-spin holes. If H is the standard one-electron Hamiltonian (V : scalar potential, A : 
vector potential) 
then the wave equation for electrons is simply the standard Schrodinger equation 
iA(aY / at) = HY. The wave equation for holes is the complex conjugate of the 
corresponding equation for electrons : ih(aYh / at) = - H * Y ~ ,  because the hole wave 
function is the complex conjugate of the corresponding electron wave function. This can be 
justified heuristically by noting that in the second quantized formalism the creation operator 
for holes ( y~ ) is the Hermitian conjugate of that for electrons (yf ). We can tlhus write 
Up-spin electrons Down-spin holes 
The reason for using the primes on u' and v' will be clear shortly. From these wave 
equations, it follows easily that the energy band for holes is the mirror image (about E = 0 
and k =: 0) of that for electrons as shown in Fig.2.1 b. 
To describe Andreev reflection, we need to couple an up-spin electron with energy 
E to a down-spin hole with energy - (2Ef - E). This is accomplished by the following 
equation : 
The pairing potential A e -i2Eft/h provides the coupling necessary for Andreev reflection. 
If A is equal to zero, we recover the uncoupled equations for the up-spin electron and the 
down-spin hole. 
The time-dependence e -i2Eft/h is needed to cause the change in energy from E to 
E-2Ef. It is common to suppress this time-dependence through a gauge transformation 
defined by 
Andreev Ordinary Incident 
Reflection Reflection Electron 
down-spin up-spin 
holes electrons 
Fig.2.3. The gauge transformation in Eq.(2.3) shifts the electron band 
down in energy by Ef and shifts the hole band up in energy by the same 
amount, making the process of Andreev reflection look "elastic'". 
up-spin 
electron 
Fig.2.:3. Andreev reflection processes occurring in (a) a clean normal- 
superconductor (N-S) interface, and (b) a clean bulk superconductor. The 
coherttnce length to (=Avf /A, vf: Fermi velocity) is the distance that an 
electron travels in a time - fil A, which is the time that it takes for an up- 
spin electron to be converted into a down-spin hole. Adapted firom Ref.2.4. 
+iEf t l h  
u = u l e  and 
This transforms Eq.(2.2) into the standard form of the equilibrium BdG equation [2.2]: 
The gauge transformation effectively shifts the electron band down in energy by Ef and 
shifts the hole band up in energy by the same amount, making the process of Andreev 
reflection look "elastic" (see Fig.2.2). 
It is important to note, however, that if there are two or more superconductors with 
different electrochemical potentials, then the time-dependence cannot be completely 
transfoirmed away. The non-equilibrium BdG equation has the form [2.3] 
where the local electrochemical potential is given by (Ef + p(r)). We can choose the 
reference energy Ef such that p(r) is zero in one of the superconductors and the pairing 
potential in that superconductor will not vary with time. But the pairing pote:ntial(s) in the 
other superconductor(s) will still be time-varying. This leads to the well-knovvn Josephson- 
type effects. Note that Eq.(2.5) cannot be transformed into 
('WRONG) 
We have tried to show above that if we accept Andreev reflection at normal- 
superconductor (N-S) interfaces as an experimental fact then we are led inewitably to the 
BdG equation. The pairing potential A leads to Andreev reflection, in much the same way 
that a change in the ordinary potential (denoted 'eV' in Eq.(2.1)) leads to ordinary 
reflection. However, this phenomenon is not limited to N-S interfaces. Inside a bulk 
superconductor repeated Andreev reflection leads to a modification of the energy 
eigenstates, just as repeated ordinary reflections inside a solid lead to the formation of 
Bloch states and energy bands (see Fig.2.3). 
NORMAL 
( A =  0) 
SUPERCONDUCTING 
( A  0) 
Fig.2.41. Eigenstates of the BdG equation for a normal conductor (A = 0) 
and a superconductor ( A #  0). A gap of 2A opens up syimmetrically 
around E = 0. 
We will now discuss the nature of the eigenstates in a bulk superconductor. This 
will be useful in understanding the connection between the BdG equation and the BCS 
ground state. 
Eigenstates of the BdG equation 
Let us assume for simplicity that the pairing potential A is spatially constant. We 
can then write each eigenstate 'M' of the BdG equation (see Eq.(2.4)) in terms of a single 
eigenstate 'm' of H : 
uM (R) cpm (R) 
v ~ ( R ) )  'M( 0 )+  V~(cp:(R)) 
where H cpm = Em 9, and 
and the coefficients UM and V M  are obtained by solving the (2x2) matrix eigenvalue 
problem 
This yields two eigenvalues symmetrically around E = 0: 
For a clean homogeneous superconductor, the eigenstates of H are plane waves that can be 
labeled by the wavenumber 'k' with ek = h2k2 / 2m. We then obtain the dispersion 
curves shown in Fig.2.4. 
Vacuum I V )  + BdG quasi-particles = Ground 




down-spin like -like like -spin 
Fig.2.f;. For a normal conductor the ground state can be obtained by filling 
all the! negative energy states of the BdG equation ( A  = 0) starting from the 
special vacuum 1V) consisting of a full band of down-spin electrons. The 
electron-like quasi-particles fill up the empty up-spin band while the hole- 
like quasi-particles extending to negative infinity empty out the filled 
down-spin band, giving the standard ground state with both bands filled 
upto IZ = 0. 
Ground state ( T = 0) 
We know that for normal systems the many-body ground state is obtained by filling 
up all the eigenstates of the Schrodinger equation having energies less than the Fermi 
energy. In second quantized notation we can write 
where 10) is the empty vacuum and the operator c: creates an electron in the eigenstate 
'm' of the Schrodinger equation. Can we construct the superconducting ground state I G) 
in the same way by filling up all the eigenstates of the BdG equation having energy less 
than zero ? The answer is yes provided we start from a special vacuum I V) consisting of a 
full band of down-spin electrons. This is easy to see pictorially for the special case of a 
normal conductor having A = 0 (see Fig.(2.5)). 
For a superconductor (A # O), too, we can show that we indeed obtain the 
standard BCS ground state if we start from the special vacuum I V) consisting of a full 
band of down-spin electrons 
and fill up the negative energy states: 
where the operator y L  creates a particle in eigenstate 'MI of the BdG equation. Since an 
eigenstate 'M' of the BdG equation represents a mixture of an up-spin electroin and a down- 
spin hole in an eigenstate 'm' of the normal Hamiltonian H (see Eq.(2.6)), we. can write 
"conduction" "conduction" flipped "valence" 





Fig.2.6;. (a) The ground state is equivalent to the state obtained by filling 
all the, negative energy states of the BdG equation. Excitations are created 
by taking a particle out of these states or by inserting one in the positive 
energy states. (b) The excitation spectrum is obtained by leaving the 
"condnction" band intact and flipping the "valence" band about 13 = 0. 
Combining Eqs.(2.10) - (2.12) we obtain 
which is just the standard BCS wavefunction obtained by pairing time-reversed eigenstates 
of 'HI [2.5]. 
If the pairing potential varies spatially, then an eigenstate of the BdG equation 
cannot be expressed in terms of a single eigenstate of 'HI as we have done above. Filling 
up the negative energy states of the BdG equation then yields a ground state tlhat can have a 
lower energy than the BCS state obtained by pairing time-reversed eigenstates of 'H' [2.2]. 
Excitations ( T f 0) 
We have seen above that the state obtained by filling all the negative energy states of 
the Bd<; equation represents the ground state (see Fig.2.6). The situation is tlius much like 
a semic:onductor with a gap of 2 A .  The negative energy states form the "valence band" 
while tlne positive energy states form the "conduction band". Excitations a.re created by 
adding a particle to the conduction band or by taking one out of the valence band. The 
excitation spectrum can be obtained from the eigenstates of the BdG equation by 
leaving the "conduction" band intact and flipping the valence band about E = 0 as shown in 
Fig.2.61). Due to the electron-hole symmetry (which we will discuss furtheir shortly), the 
"conduction" and "valence" bands are always precise mirror images of each other, so that 
the flipped "valence" band looks identical to the "conduction" band. Consequiently one can 
simply assume a doubly degenerate "conduction band" as is commonly. done in the 
literature. 
The important point to note is that the BdG equation not only describes the 
excitati'ons, but also describes the ground state (that is, the "condensate"). Several authors 
have noted that the negative energy solutions of the BdG equation describe the ground 
state, but we are not aware of a clear demonstration that one could indeed construct the 
ground state by filling up these states starting from a suitable vacuum. Indeled we are not 
aware o'f any other work that refers to the special vacuum 1 V). 
In appendix A we provide a formal justification for this viewpoint by showing that 
using a mean field approximation the BCS Hamiltonian can be written in the form ('mf 
stands for mean field, see Eq.(A. 18)) 
HVAC is; the energy of the "vacuum" I V) consisting of a completely full band of down-spin 
electrons. On top of this vacuum, the operator y& creates particles in eigenstates of the 
BdG equation as we have discussed. Thus the BdG equation can be viewed as a one- 
particle wave equation whose eigenstates can be filled up systematically to describe the 
supercclnducting state. This justifies the use of the BdG equation to construct a scattering 
theory in the same way that Schrodinger equation is used for normal systems. 
The excitation picture (see Fig.2.6b) on the other hand, can be justifietd by defining 
('c' and 'v' denote conduction and valence band respectively) 
and rewriting Hmf as (see Eq.(A.20)) 
Expectation values 
To proceed further we need an expression for the expectation value of any quantity 
of inter'est in terms of the occupation factors of the different eigenstates (cf. Eqs.(l.S) and 
(1.6)). It is shown in appendix B that the expectation value of any quantity 'A,' is given by 
where ,40P is the corresponding one-particle operator. For example, if 'A' represents the 
electrori density n(r), then Aop = 6(r - R) so that from Eq.(2.13) 
To "understand" the meaning of the expression in Eq.(2.13), let us rewrite it in the form 
The finit term is proportional to fM and can be interpreted as the contribution due to the 
filled eigenstates of the BdG equation. The second term on the other hand is independent of 
fM. It c,an be interpreted as the "vacuum expectation value" arising from the full band of 
down-spin electrons that comprises I V) (see Eq.(2. lo), Fig.2.5). To verify this we first 
write the vacuum expectation value as 
where cpm represents any complete set of basis functions spanning the one-particle, one- 
spin Hil.bert space. We could rewrite this in the form 
noting that the Hilbert space of the BdG Harniltonian is spanned by the basis lsets 1 cpm 0) 
and 0 9, . We could just as well evaluate the trace using the eigenkets of the BdG I * )  
Hamiltonian to write 
thus proving that we are indeed justified in identifying the second term in Ec1.(2.14) as the 
vacuum. expectation value. 
Electron-hole symmetry 
The eigenstates of the BdG equation occur in pairs, one of which has an energy 
greater than zero while the other has an energy less than zero. To every state in the 
"conduction" band there is a counterpart in the "valence" band whose wavefunctions and 
energie,~ are related as follows : 
Due to this symmetry, the "conduction" and "valence" bands are always precise mirror 
images of each other [2.6]. Eq.(2.15b) relating the occupation factors for the "conduction" 
and "valence" band states is obviously true at equilibrium, since Em,, = - Em,,. But the 
point to note is that it is true even away from equilibrium. 
We can make use of this symmetry to write the expectation value from Eq.(2.13) 
solely in terms of the "conduction" band states : 
This is the approach commonly used in the literature. Indeed most authors ,work with the 
excitation spectrum (see Fig.2.5b) and do not even mention the "valence" band explicitly. 
Alternatively, we could retain the summation over both bands and use the electron-hole 
symmetry to get rid of the second term : 
This is the approach used in Ref.[3.1]. Either Eq.(2.16a) or (2.16b) ]nay be more 
convenient depending on the problem in hand. 
Electrochemical potential 
Once we have obtained the scattering states I M) from the BdG equ,ation, we can 
use Eq.(2.13) (or Eq.(2.16)) to evaluate any quantity of interest if we know the occupation 
factors fM for the different states. At equilibrium the factor fM is equal to fo(:EM), where fo 
is the Fermi function defined in Eq.(1.4). Under non-equilibrium conditions, each 
scattering state is associated with a Fermi factor fM determined by its reservoir of origin. 
This raises a few questions which we will now discuss. 
An incident wave from reservoir 'it having an electrochemical potential pi can be 
written in the form 
-i (EM +pi ) t lh  
U~ 
-i (EM -pi ) t / h  
v M  1 
Note th.at the electron component and the hole component have different energies (that is, 
time variations) and they are coupled together by the time-varying pair potential 
A e-i2 pi ' I R  . What Fermi factor fM should we associate with such a state ? 'The answer is 
obtained by noting that this state can be locally gauge transformed into the form 
which rshould clearly have a Fermi factor of fo(EM) (fo is defined in Eq.((l.4)). Hence we 
can write 
where EM,, is the energy associated with the electron component of the incident wave, 
EM,h is the energy associated with the hole component of the incident wave and EM is the 
average of the two energies. 
Eq.(2.18a) for the Fermi factor fM suggests that we should always use an 
electrochemical potential of zero (that is, equal to the reference energy Ef) for all scattering 
states emerging from any reservoir. However, we have to remember that the: energy EM of 
Fig.2.ir. Examples of two mesoscopic structures where the BdG equation 
becomes time-independent and its solutions consist of a single-energy 
compo'nent. (a) A structure with only one superconducting contact. (b) A 
structure with two superconducting contacts having the same 
electrochemical potential (I c critical current, I,). 
a scattering state is the average of the energies associated with the electron and hole 
compoinents of the incident wave. While this is a reasonable way to do the book-keeping 
for scattering states emerging from a superconducting terminal, it seems somewhat silly for 
scattering states emerging from a normal terminal. The reason is that at a nclrmal terminal 
the electron and hole components are decoupled - either UM or VM in Eq.(2.17) is equal to 
zero. Thus we have two types of scattering states, one for which the incident wave is 
purely 1:lectron-like (labeled 'e') and another for which it is purely hole-like (labeled 'h'): 
It seems more natural to view EM,, and  EM,^ as the energies of these states. Eq.(2.18b) 
then tells us that the corresponding electrochemical potentials are +pi and -pli respectively 
and not zero. 
Even at a superconducting terminal we can distiguish between an electron-like state 
and a hole-like state and label their energies in terms of  EM,^ and  EM,^ respectively, instead 
of EM. The corresponding electrochemical potentials are then given by +pi and -pi, just 
like the normal terminals. On the other hand, if we were to treat (EM,, + EAI ,~  ) / 2 as the 
energy, the electrochemical potential is zero. We could follow either scheme in doing our 
energy book-keeping. However, we need to deal with superconducting contacts with non- 
zero electrochemical potentials only if a structure has multiple superconducting contacts 
with different electrochemical potentials. In this case, we can choose the reference energy 
Ef so that the pairing potential is time-independent in one of the superconducting contacts, 
but not in the others. Consequently the solutions to the BdG equation contain multiple 
energy components, similar to normal conductors with an applied ac potential [2.7]. 
If a structure has only one superconducting contact (Fig.2.7a), then we can choose 
the reference energy Ef so that the pairing potential (see Eq.(2.5)) is time-independent in the 
superconducting contact (at the normal terminals it is zero anyway). The BdG equation then 
becomes time-independent and its solutions consist of a single-energy component just like 
normal conductors. The same is true of structures like the one shown in Fig.2.7b having 
multiple superconducting contacts but with the same electrochemical potential. It is fairly 
straightforward to extend the standard results of normal mesoscopic physics to such 
structures. We just have to replace each physical lead 'i' with two leads - an 
electron lead lie' and a hole lead 'ih'. 
Self-consistency of the pairing potential 
An important point to note is that the pairing potential can be written as 
A ,-i2 u(r) t / A  only inside a large superconducting contact that can be assunned to remain 
close to local equilibrium with a well-defined electrochemical potential. EIut this is not 
correct near any interface in a region with dimensions of the order of a coherence length. 
The correct pairing potential has to be calculated self-consistently just as we: calculate the 
Hartree potential self-consistently in normal conductors. The self-consistency relation (g : 
electron-phonon coupling constant) 
can be obtained from Eq.(2.14) if we associate the following one-particle operator 
with the pairing potential and note that the vacuum contribution is zero. A derivation of 
Eq.(2.210) using the second quantized formalism is provided in appendix B. 
Eq.(2.20) is actually not quite right. It assumes that the electron-electron attraction 
is instantaneous in space and time having a strength characterized by 'g' that can vary 
slowly from one point to another. More accurate expressions can be derived using the 
Eliashberg - Migdal theory [2.8] that take into account the temporal and spatial non-locality 
of the electron-phonon interaction. We will not discuss these refinements further in this 
article. However, even in a zero-order theory it is necessary to modify Eq.(:2.20) in order 
to obtain sensible results, since the summation over 'MI diverges. The simplest way to get 
around this difficulty is to cut off the summation in Eq.(2.20) for energies exceeding AoD, 
o~ being the highest phonon frequency in the material : 
This is justified by noting that a detailed theory of the electron-phonon interaction shows 
that the effective interaction between two electrons is attractive only if their energies lie 
approximately within AmD of the Fermi energy. 
Note that the self-consistency relation (Eq.(2.21)) contains all the microscopic 
physics producing superconductivity. Eq.(2.21) would be different if we were to consider 
a different pairing mechanism, or work out a more accurate theory for the same 
mechanism. By contrast the BdG equation should remain unchanged as long as we are 
describing a microscopic state consisting of singlet Cooper pairs, regardless of how they 
are forrned. 
In much of the work on mesoscopic superconductivity a fixed pairing potential is 
assumed, that changes abruptly from zero inside the normal material to the appropriate bulk 
value inside a superconductor. The self-consistency equation is ignored, just as the Poisson 
equation is ignored in most of the work on normal mesoscopic systems. The general belief 
is that the results should be qualitatively correct, though the quantitative details may 
change. However, a few caveats are in order. 
Firstly, during an Andreev reflection process, an incident electron drags another 
electron along with it into the superconductor, leaving behind the reflected hole (see 
Fig.2.1). This causes the pairing potential to deform and acquire a phase gradient of the 
form Aei2qx. It can be shown that in the presence of such a pairing potential a non-zero 
current is carried by a filled 'valence' band (see Fig.2.6)! The resulting current is often 
called a "supercurrent" to distinguish it from the "quasi-particle" current caried by filled 
states i11 the 'conduction' band or empty states in the 'valence' band. The point to note is 
that any theory which neglects the deformation of the pairing potential will not predict the 
current in the superconducting regions correctly. Indeed, starting from the BdG equation 
(see Eq.(2.4)), it can be shown that the continuity equation for the electrical charge has a 
source term 
indicating that the electrical current is conserved only if the quantity on the right is zero. It 
is easy 1:o see that this quantity is zero if we use Eq.(2.20) for the pairing potential, proving 
that the conservation of electrical current can be ensured only if A is determined self- 
consistently [3.1, 2.10-2.121. For this reason, in non self-consistent theories the current is 
evaluated only in the normal regions (where current is conserved since A = 0) and the 
current in the superconducting regions is inferred indirectly (see Fig.4.4). 
(a) Dashed ----- (b) Solid 
Fig.2.9. A superconductor with a constriction. In (a) the constriction is 
much shorter than the coherence length and has essentially the same pairing 
potential Abulk as the bulk material. The critical current hahi then been 
shown to increase in steps as the number of modes in the narrow region is 
increased. But in (b) the constriction is much longer than the coherence 
- length and has a different pairing potential Awire that follows the density of 
states in the superconducting "wire". The critical current ;should also 
follow the density of states instead of increasing in steps. Ad.apted from 
Chang, Chaudhuri and Bagwell [2.13]. 
Secondly, if the superconductor forms part of the mesoscopic region then it may be 
driven away from local equilibrium by relatively small values of curlrent. Even at 
equilibrium, a small superconducting region may have a pairing potential that is different 
from the bulk value. Consider for example a superconductor with a constriction. If the 
constriction is much shorter than the coherence length (Fig.2.8a) then it should have 
essentially the same pairing potential A bulk as the bulk material. The critic.al current has 
then been shown to increase in steps as the number of modes in the narrow region is 
increased [2.9]. But if the constriction is much longer than the coherence length (Fig.2.8b) 
then it will have a different pairing potential A that follows the density of states of the 
superconducting "wire" rather than that of the bulk superconductor. The critical current in 
this case should also follow the density of states of the wire instead of increasing in steps 
as shown in the figure. 
Now that we have laid out the basic principles underlying the scattering theory for 
mesoscopic superconductivity, let us look at a few examples of how it is applied. We will 
not go into the details of how the scattering parameters can be calculated from the BdG 
equation since this is very similar to the standard procedures used in normal1 mesoscopic 
physics (see for example, chapter 3 of Ref.[1.2]). 

3. Nalrmal (N) - superconductor (S) junctions 
In any mesoscopic structure, if the superconducting contacts are all at the same 
potential then the scattering states constructed from Eq.(2.5) consist of a single energy 
compo~lent as in normal conductors. We can then proceed as we do in normal conductors 
to derive expressions for the terminal current. Since such expressions have already been 
derived in the literature [3.1 - 3.31 we will not repeat it here. Instead we will show how 
these results can be obtained from the standard results of normal mesoscopic theory simply 
by usin,g the following prescription : 
Every physical lead 'i' splits into an electron-like lead lie' :and a hole- 
like lead 'ih', whose potentials are related to the potential pi at contact 
'i' by the relation 
Pie = + pi and pih = - pi (391) 
This pr13scription is motivated by Eq.(2.18b) which states that the correct Fermi factor to 
associa1:e with a state emerging from reservoir 'i' is given by 
where I ~ M , ~  is the energy associated with the electron component of the incident wave, 
 EM,^ is the energy associated with the hole component of the incident wave. I:n this section 
we will apply this principle to N-S junctions. In section 5 we will apply it to multiterminal 
structures and in section 6 we will use it to obtain an expression for the current 
fluctuations. 
Linear response 
(Consider a normal (N) - superconductor (S) junction (Fig.3.la). According to the 
prescription in Eq.(3.1), the N and the S terminal each splits into an electrlon-like and a 
hole-like terminal as shown in Fig.3.1. It is well-known that the linear response current in 
a rnultit,=rminal normal mesoscopic systems is given by [1.8] 
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(c) WRONG ! ! ! 
Fig.3.1. (a) A mesoscopic structure with a normal lead (N) and a 
superconducting lead (S). Each physical lead conceptually splits into an up- 
spin electron lead (e) and a down-spin hole lead (h). (b) Dispersion 
relatioins and electrochemical potentials in the leads. (c) A p1,ausible but 
WRONG alternative to (b). 
down-spin up-spin 
holes electrons 
up-spin down-spin k 
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where IVli is the number of modes in lead 'i' and Tij is the total transmission from lead 'j' to 
lead 'i' summed over all modes [I.  1, 1.21. Applying Eq.(3.2) to the structure in Fig.3.1 
we obtain 
It can be shown that due to electron-hole symmetry, the current at the electron lead is 
exactly equal to the current at the hole lead (we will discuss this in more detail shortly). So 
we can obtain the total current simply by multiplying either component by 2 : 
where F: is the normal reflection coefficient (MR = TNe,Ne = T N ~ , N ~ )  and R, i;s the Andreev 
reflection coefficient (MR, = TNe,Nh = TNh,Ne). Hence the conductance is given by 
The collductance is enhanced by the Andreev reflection R,, leading to the well-known 
"excess conductance" at low bias discussed in Ref.3.1. 
Current at the superconducting leads 
'Note that this approach can only be used to calculate the current at the normal 
terminals. It cannot be used to calculate the current at the superconducting terminals. Indeed 
if we use Eq.(3.2) to calculate the current at the superconducting terminal 'Se', we obtain 
since no particles are transmitted into the superconductor, as long as the bias and 
temperature are much less than the superconducting energy gap. But this cannot be right. 
Since vre have only two leads, the current in the superconductor must be equial to that in the 
normal lead, which we have seen is non-zero (see Eq.(3.3)). Why is Eq.(3.2) not applicable 
to superconducting leads ? As we discussed in the last section, the "supercurrent" is not 
described by the simple version of the scattering theory which assumes a fixed pairing 
potential A ; one has to take the deformation of the pairing potential into accoumt. 
Beyond linear response 
To understand the nature of the current flow at an N-S junction it is useful to go 
beyond the linear response formula and look at the full energy spectrum of the current. For 
normal mesoscopic systems the general current-voltage relation is given by 
Applyirlg this relation to the "four-terminal" structure in Fig.3.la, we obtain 
Making use of the "sum rule" (see appendix C) 
we rewrite this in the form 
Similarly the current at the 'Nh' terminal is given by 
The two terms in Eq.(3.6a) represent the currents at 'Ne' due to injection :From 'Net and 
'Nh' respectively. Similarly the two terms in Eq.(3.6b) represent the curren.ts at 'Nh' due 
to injection from 'Ne' and 'Nh' respectively : 
- - 
INe - ' N e t N e  + I N e c N h  and INh - ' N h t ~ e  + I N h t N h  (3.7) 
The syrnmetry properties of the transmission functions (see appendix C) ensure that 
' N e t  Ne (+El = INhtNh (-El and ' N e t N h  (+El = INhtNe (-El 
This relation together with the property that fo(+E) = 1-fo(-E) allows us to rewrite 
Eq.(3.6a,b) as 
This is the well-known Blonder-Tinkham-Klapwijk (BTK) formula [3.1]. 

4. Contact resistance 
As we mentioned in the introduction, a very important lesson in mesoscopic physics 
is the realization that a ballistic conductor connected between two large contacts exhibits a 
non-zero resistance arising from the interface resistance between the conductor and the 
contacts. How is this interface resistance modified for a superconducting contact ? 
N-N-N structure 
Consider a perfect ballistic conductor with M modes connected betwe:en two normal 
contacts (Fig.4.la). Let us assume that there is no normal or Andreev reflection at either 
contact as in normal mesoscopic point contacts. We can calculate the current in this structure 
by noting that in a ballistic conductor, the +k states are populated solely by elextrons coming 
out of the left contact, while the -k states are populated solely by electrons from the right 
contact.. Consequently, inside the conductor, the electrochemical potential fo the +k states is 
equal to p1, while that for the -k states is equal to 0 (Fig.4.2b). This means that at zero 
temperature the current is entirely due to the occupied +k states between aind 0. Since the 
current carried per unit energy per mode is (Zelh), we can write 
This is exactly what we get from Eq.(3.4) if we set both R and R, equal to zero 
corresponding to perfect transmission. 
Where does this resistance RC (which was experimentally observed in 1988 [1.7]) 
come from ? After all, a ballistic conductor should not have any resistance. This question led 
to much argument and controversy in the early 1980's. But it is now understood that this is 
basically a contact resistance arising at the two interfaces between the contluctor and the 
contactls, as pointed out by Imry. This interpretation can be justified by noting that the 
average electrochemical potential inside the conductor is given by 
contact \ No reflection ' contact 
up-spin 
electrons 
Fig.4.1. (a) A normal ballistic conductor connected to two w:ide contacts 
such tlhat there is no normal or Andreev reflection. (b) The elecctrochemical 
potential of +k states in the conductor follows the left contact, vvhile that of 
-k states follows the right contact. (c) Average electrochemical potential 
profile across the structure. 
Normal \ I Superconduc 




Fig.4.2. (a) A normal ballistic conductor connected between two contacts 
such that there is complete Andreev reflection at the right contact. (b) The 
electrochemical potential of +k states in the conductor follows that of 
electrons in the left contact, while that of -k states follows that of holes in 
the lef't contact. (c) Electrochemical potential profile across the structure. 
leading to a potential profile across the structure as shown in Fig.4.1~. There are step 
changes in the potential at the two interfaces, thus justifying the interpretation of Rc as a 
contact or interface resistance. 
N-N-S structure 
Consider now what happens if there is complete Andreev reflection at the right 
contact as we would expect if it were superconducting (Fig.4.2a). We now expect the 
potenti;al for +k states to be p1 as before since these are populated by electrons from the left 
contact. But the -k states in the conductor are now populated by electrons tha~t arise from the 
Andreev reflection of holes incident from the left contact. Consequently the electrochemical 
potenti;il for these states equals that of holes in the left contact : 
CL (+k) = PI and CL (-k) = - PI 
The current is now twice the previous case since it is carried by all the electrons with 
energies in the range - p1 to + pl (instead of 0 to + pl) :
This is exactly what we get from Eq.(3.4) if we set R equal to zero and R, equal to one. 
Thus the contact resistance should be 
h / 4 e 2 ~  instead of h / 2 e 2 ~  
if we make one contact superconducting.This is exactly what we get from Eq.(3.4) if we set 
R equal to zero and R, equal to one corresponding to complete Andreev reflection. 
The average electrochemical potential inside the conductor is given by 
leading to a potential profile across the structure as shown in Fig.4.2~. There is a step 
change in the potential at the left interface as before, but there is no drop at the right 
interface. One could say that the contact resistance is only half the previous case because the 
superconducting contact has no contact resistance. 
N-I-N-S structure 
For normal contacts, if the conductor is not ballistic, the overall resistance R can be 
written as 
and interpreted as the contact resistance (Rc = h . 2 e 2 ~ )  in series with the actu(a1 resistance of 
the conductor. With a superconducting contact we might naively write down1 the resistance 
as 
assumi~~g that the contact resistance has been halved while the conductor resistance remains 
the same. But with a superconducting contact we cannot simply treat the resistances as 
additive since the Andreev reflection gives rise to multiple reflection paths that interfere 
(Fig.4.3). We would obtain the result in Eq.(4.3) if we were to calculate the total Andreev 
reflection probability by summing the probabilities for all the multiple paths. But this is not 
approplriate unless there are strong phase-breaking processes inside the conductor. For a 
phase-coherent conductor, we should sum the probability amplitudes and not the 
probabilities. We then have interference among the multiple paths and the differential 
resistance shows oscillatory behavior, known as the McMillan-Rowel1 oscillations [4.1]. 
The zero-bias resistance has been shown to be [4.2] 








Fig.4.3. A normal conductor containing a scatterer is connected between 
two contacts such that there is complete Andreev reflection a t  the right 
contact. There is interference between the mu1 tiple reflection paths between 
the superconductor and the scatterer. 
Fig.4.4. To calculate the current in an Sl-N-S2 structure, we evaluate it a t  
a plar~e 'P' inside the normal region. 
S-N-S structures 
What would happen if both contacts were superconducting (Fig.4.4)? Naively one 
might expect that the contact resistance should disappear entirely and the resistance should 
simply be proportional to (I-T) / T. With a ballistic normal region (T = I), this means that 
the low bias conductance should approach infinity. The actual picture is more complicated 
due to 1:he multiple paths involving Andreev reflections at the two interfaces [4.3]. 
In applying scattering theory to this problem, we run into a complication. Since the 
leads are all superconducting, where do we evaluate the current ? As we discussed in section 
2, the current in the superconducting regions cannot be evaluated correctly without taking 
the deformation of the pairing potential self-consistently into account. We can get around 
this problem by evaluating the current inside the normal material at a plane 'PI (Fig.4.4). 
Note that although we usually calculate the terminal currents, we could ill principle use 
scattering theory to evaluate any quantity like the charge density or the current density at an 
interior point. From Eq.(2.16b) we could write 
where IM is the current carried by eigenstate 'MI at the plane 'P' 
and fM is the occupation factor for that state. Unlike the previous structures, the scattering 
states :now involve multiple energy components, since the two superconductors are at 
different potentials. But we can still assign a F e d  factor fM as we discussed earlier (see 
Eq.(2.18)). 
Numerical calculations based on this approach [4.4] on an Sl-N-S2 structure do 
show a significant increase in the low bias conductance (see Fig.4.5) as the pairing 
potential A 1 in S 1 is increased systematically from zero to A 2 (the pairing potential in S2 
is fixed at A2). With A 1 = 0, we have an N-N-S structure with a low bias conductance 
equal to 4e21h as we have discussed. But with A1 = A2, we have an SNS structure, and 
the low bias conductance appears to increase indefinitely due to multiple Andreev 
reflections. 
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Fig.4.5. Differential conductance dUdV calculated for an S1-N-S2 structure 
as the pairing potential A in S1 is increased systematically from zero to 
A 2  (the pairing potential in S2 is fixed at A2). Reproduced from Hurd, 
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Fig.4.t;. At zero-bias, multiple Andreev reflections lead to the formation of 
bound states in the normal regions. 
Weakly coupled 
conceptual probe 
Fig.4.'7. One or more conceptual probes can be weakly coupled to the 
normal regions to convert the bound states into scattering statels [4.7]. 
Zero-bias current in S-N-S structures 
At zero-bias the multiple Andreev reflections lead to the formation of bound states 
(see Fig.4.6) that can carry a net Josephson current, IJ. No voltage develops between S l  
and S2,, as long as the current is less than the critical current E. The magnitud'e of the current 
is related to the phase difference 8 = 01-€I2 between the pairing potentials at the two 
interfaces (we are assuming their magnitudes to be identical). 
Calculating this Josephson current, is basically an equilibrium problem with all 
eigenstates occupied according to the equilibrium Fermi factor. We could modify Eq.(4.5) 
to write 
In applying Eq.(4.7), it is important to note that in an S-N-S structure, in a.ddition to the 
scattering eigenstates, we also have bound states with discrete energies lying inside the 
superconducting gap (- A < E < +A) as shown in Fig.4.6. We should include these discrete 
states j.n the summation in Eq.(4.7) [4.5, 4.61. Alternatively, following Ref.[4.7], we 
could conceptually attach one or more weakly coupled probes to the structu1:e that convert 
the bound levels into scattering states (see Fig.4.7). This eliminates the need to worry 
about bound states and their proper normalization. 
It may be possible to use conceptual probes of the type shown in Fig.4.7 to 
introduce the effect of phase-breaking processes, following the work of Buttiker on normal 
systems [4.8]. Interestingly a lot of recent experimental work involves structures like that 
shown in Fig.4.7, with real probes (rather than conceptual ones) used to measure the 
resistance in the normal region [5.1, 5.21. We will discuss such measuremeints in the next 
section. 
5. Reciprocity 
Suppose we perform a four-terminal resistance measurement as shown in Fig.5.1, 
using a pair of terminals 'it and 'j' to drive the current and a pair 'k' and '1' tlo measure the 
voltage. How do we calculate the resistance ? For simplicity we will just consider the linear 
response regime. We know that the linear response current in multiterminal normal 
mesoscopic systems is given by 
(same as (3.2)) 
In the presence of the superconductor, we simply split each physical lead 'i' into an 
electroil lead with potential +pi and a hole lead with potential -pi, to obtain 
We could write down Iih as well, but it is equal to Iie due to electron-hole symmetry as we 
discussed in section 3. The total current Ii is simply equal to two times Iie : 
2e 
Ii = - x gij p j  where gij = MiGij - Tieije + Tie;jh 
j 
This relation was derived independently by Lambert [3.2] and by Takane and Ebisawa 
13.31 and has since been applied to many different structures [5.1]. As we have discussed 
before, the current in the superconducting leads cannot be calculated by this approach. One 
way to calculate the current in the superconductor is to evaluate the curr'ent inside the 
normal material right at the interface with each of the superconducting leads and equate it to 
the current at the corresponding superconducting terminal (see Fig.4.4). 
To calculate the four-terminal resistance from Eq.(5. I), we invert it ito write (eV = 
P) 
h 
Vi = GT rij I j  where 
J 
+ v -  
I(,<= c 
Fig.5.11. Andreev interferometer : The four-terminal resistance measured a t  
the ntormal terminals 1-4 oscillates as the phase difference 0 (=el -02) 
between the pairing potentials in S1 and S2 is changed by changing the 
current Io. In practice, a series of Josephson junctions is used to get a large 
change in the phase with a smaller current [5.2 - 5.41. 
If we connect a source directly across leads 'it and 'j' then Ii must equal - Ij. .Assuming that 
all other leads are left floating we can write the resistance obtained by measur:ing the voltage 
drop across leads 'k' and '1' as 
Vk -v1 - h 
Ri.j;k.l = [ Ii ] Ii =-Ij - 3[rki - r k j  -rli  + r l j ]  
all other rs=0 
Reciprocity 
Buttiker showed that for normal systems the four-terminal resistance obeys the 
reciprocity relation [ 1.81, 
Here F:i,j;k,l is the resistance measured using i j  as the current terminals and k,l as the 
voltage: terminals. Does this result hold in the presence of the superconducto~~ ? Making use 
of the :;ymrnetry properties of the conductance matrix gij (see appendix C)., we can show 
that 
In norrnal systems the effect of reversing the magnetic field is to transform H: into H* in the 
Schrodinger equation HY = EY. Reversing the magnetic field and comp1e:x conjugating 
the paiir potential has a similar effect on the BdG equation. From this point of view 
Eq.(5.4b) seems like a reasonable generalization of Eq.(5.4a) to include the effect of A for 
mesoscopic circuits containing superconducting elements. However, this has not been 
discussed theoretically or demonstrated experimentally to our knowledge. 
If a structure has a single superconducting boundary with a constant pairing 
potentj.al, then the measured resistance is insensitive to the phase of A .  FVe would then 
expect the four-terminal resistance to obey Eq.(5.4a) (as well as Eq.(5,4b)). ]But a new class 
of wave interference effects have recently been observed that are sensitive to the variation of 
the phase of A along the boundaries, which can be tuned by changing the magnetic field or 
by changing the current through a series of Josephson junctions [5.2 - 5.71. These 
structures are suitable for checking the validity of Eq.(5.4b). Consider for example, the 
Andret:~ interferometer shown in Fig.5.1. Periodic oscillations of the measured conductance 
. .  . 
Fig.5.2. Plot of conductance as a function of O(=el -02) for a ballistic 
samp~le of the type shown in Fig.5.1 having 10 transverse modes: (a) 1,4 
used as current as well as voltage terminals, (b) 2,3 used as current as well 
as voltage terminals, (c) 1,4 used as current terminals and 2,3 used as 
voltage terminals and vice versa. Note that Gi,j;k,l = (1 1 Ri,j;k,l) 
normalized to (2e2 I h). 
have been reported as a function of (01 - 02), where O1 and O2 are the phases of the 
pairing potentials at the two superconducting boundaries. 
Fig.5.2 shows the predicted modulation in the conductance for different 
combillations of current and voltage terminals. The two-terminal conductances (that is, the 
conductances measured using the same terminals to drive the current and to measure the 
voltage) are symmetric with respect to the phase difference 8 (see Figs.5.2,aYb). The four- 
terminal conductance (Fig.5.2~) is not symmetric but it obeys the reciprocity relation stated 
in Eq.(5.4b). Note that while the two-terminal conductance modulation is alpproximately - 
e*/h, the four-terminal conductance can be much larger. 
The conductance modulation shown in Fig.5.2 is much larger than that reported in 
[5.2] but comparable to that reported in [5.3]. However, it should be noted that the 
calculaltions shown in Fig.5.2 do not include scattering (coherent or incoherent), which is 
expectled to be significant in the experimental structures investigated so f'ar. The actual 
number of modes is also much larger than the number used in the calculations. As such the 
calculations correspond more closely to ballistic interferometers that couldl be fabricated 
using semiconductor samples with long mean free paths of the order of microns [5.8]. 
Fig.5.3. An Andreev interferometer constructed with a superco~~ductor that 
breaks time-reversal symmetry. There is a phase difference between the two 
normal-superconductor interfaces I and 11, even without any external 
current. 
Exotic superconductors 
It is interesting to note that the reciprocity relation could be used to test if the pairing 
potentj.al breaks time-reversal symmetry. This effect could not be used to distinguish 
between s-wave and d-wave superconductors, neither of which break time-reversal 
symmetry. But it could be used to check for (s+id)-type symmetry [5.9].. Consider for 
example, the structure shown in Fig.5.3. The pairing potential in an (s+id) superconductor 
can be written as [5.10] 
where E is a constant less than one. Since the two interfaces I and I1 correspond to k, = 0 
and ky = 0 respectively we can write 
A I =  Ao[&-i(1-E)]  and AI1= AO[E+i(l-E:l] 
Hence there is a phase difference between the two interfaces given by 
€I = 2: tan-' [(I - E) I E]. . 
Note that this phase difference exists automatically without any external current 
and cannot be easily reversed. A four-terminal measurement of the type shown in Fig.5.3 
without a magnetic field should thus yield non-reciprocal results for (s+id)-wave 
superconductors. But the results should be reciprocal for s-wave ( AI = AI1) or d-wave (A 1 
= - A 11) superconductors since in either case A * = A. Thus we can expect that at zero 
magneiic field 
- 
Ri,j;k,l - Rk,l; i , j  
(s- o r  d-wave) 

6. Noise 
The scattering theory has also been applied to calculate the current fluctuations in 
normal1 mesoscopic systems [6.1, 1.91. The central result is summarized by the following 
expresljion for the correlation between the current fluctuations at terminal 'it and terminal 'j' 
(B: measurement bandwidth) : 
where li(k,l) = 6ik 6il - si; sil (6.2) 
Here [s] represents the scattering matrix, each lead being assumed to be single-moded. For a 
detailed derivation of Eq.(6.1), we refer the reader to the original literature. Here we will 
simply outline the derivation in order to make the result plausible. In second quantized 
notation, we could write the operator for the current at terminal 'i' as 
I = Z Z Ii (k, 1) a: al where Ii(k,l) l (kl Ii, opll) (6.3) 
k 1 
Here k:,l are the scattering eigenstates, Ii(k,l) represents the matrix elements of the one- 
particle current operator and a+, a are the creation and annihilation opera.tors. Since the 
scattering states are linear combinations of plane waves running in both dirc:ctions, the off- 
diagonal matrix elements with kfl  are in general non-zero. However, if we calculate the 
expectistion value of the current, only the diagonal elements contribute because the density 
matrix is diagonal. Specifically, 
since (a: al) = fk  6kl (6.5) 
Eq.(6.4) is easily understood physically. A state 'k', if occupied, contributes a current equal 
to Ii(k,k) and fk is the probability that the state is occupied. We really do not need second 
quanti:zed operators to derive this. But it is difficult to discuss quantities like current 
fluctuations in purely physical terms because they depend on the off-diagonal elements even 
when the density matrix is diagonal. For example, the noise arising from the correlations 
betwee:n the currents at terminals 'i' and 3' is defined as 
From lZqs.(6.3) and (6.6) 
(&Ii 61~) = Z Z Z Z Ii(k,l) ,T ) [(a: al a: al. ) - (a: a l ) ( a ~  a,,)] 
k 1 k ' l '  
= Z Z Z Z ~ ~ ( k , l ) ~ ~ ( k ' , ~ ' ) ( a ; a ~ ) ( a ~ a ; )  
k 1 k ' l '  
making use of Eq.(6.6). This is basically the result we stated earlier (Eq.(6.1)) apart from 
the multiplicative constants. The point to note is that the off-diagonal elements of the current 
operators appear in this result and it is difficult to rationalize it from purely physical 
reasoning (see, however, Ref.6.1). 
Superconductive Structures 
It is shown in Ref.[6.2] that the correct expression for the current fluctuations in the 
presence of Andreev scattering can be obtained from Eq.(6.1) simply by replacing each 
terminal 'j' with 'j, a' where the index a takes on one of two values 'e' or 'h': 
The 'sgn' function is defined as +1 for 'el terminals and as -1 for 'h' terminals. It accounts 
for the fact that the electrical charge associated with the electron and hole terminals is +e 
and -e respectively. 
Fluctuations in the pairing potential 
It should be noted that in deriving Eq. (6.7) we are treating the pairing potential as a 
rigid unchanging quantity. It is relatively difficult to account for the fluct.uations in the 
pairing potential. Indeed even for normal conductors, it is not yet clear how one can handle 
the ana.logous problem involving the effect of fluctuations in the Hartree-Fock potential on 
the noise. Ref.[6.2] describes an approximate approach that could be used to account for 
the fluctuations in the pairing potential. However, in this article we will neglect such effects 
and only discuss some physical consequences based on Eq(6.7). 
Equilibrium Current Fluctuations 
It is a general principle of statistical mechanics [6.3] that the equilibrium current 
fluctuations should be related to the linear response conductance by the Jolinson-Nyquist 
relation : 
where gij are the elements of the conductance matrix [1.9] appearing in Ec1.(5.1). We can 
show tlnat this relation is indeed satisfied, starting from our general expression for noise (see 
Eq(6.i')) and noting that at equilibrium the occupation factors for all states are identical. 
Sign of Current Correlations 
Ref.[l.9] showed that the low frequency correlation between the current at two 
differeint leads of a purely normal device is always negative. An interesting difference in the 
presence of Andreev scattering is that the current correlation between two different leads 
can be positive. To see this we write the total current as the sum of the electron and hole 
components, I = Ii,, + Ii,h, so that, from Eq. (6.6), 
In norrnal systems, the last two terms do not contribute to the current fluctuiitions because 
the electron and hole channels are independent. However, in the presence of Andreev 
scattering, the up-spin electron and down-spin hole channels mix, so that the last two terms 
of Eq. (6.7) also contribute to the current correlation. Interestingly, they always contribute 
with a -positive sign while the first two terms contribute with a negative sign (the difference 
is beca.use of the factor sgn(a) sgn(P) in Eq.(6.7)). If the mixing of electron and hole 
channe.1~ is strong enough, the last two terms could dominate, thereby changing the net 
sign of the correlation, which should be experimentally observable. 
At equilibrium, it is quite easy to see the conditions under which the correlation 
becom~es positive. The equilibrium correlation obeys the Johnson-Nyquist relation (see 
Eq.(6.1.0)) and will be positive if gij is positive. From Eq.(5.1) it is evident that this will 
happen (note that i # j) if Tie;jh > Tie;je, that is if the Andreev transmis~io~n exceeds the 
normal transmission between the two leads. 
Shot noise at zero temperature 
Consider for simplicity a single-moded two-terminal normal device at zero 
temperature. The electrochemical potentials are assumed to be pl and zero at its terminals, 
labeled. 1 and 2. For normal systems we can start from Eq.(6.1) to obtain 
Since 'Tl l  + T12 = 1, we find that the shot noise in a two-terminal device is proportional to 
T (1 - 'r) where T is the transmission from one terminal to the other (that is, T12). Since the 
current is proportional to T, this means that the noise to current ratio is propc~rtional to (I-T) 
and is strongly suppressed in the ballistic limit when T is close to one. There is experimental 
eviden'ce that this is true. 
Consider next what happens if the second terminal is superconductin,g (Fig.6.1). We 
now have a device with four terminals : (l,e), (l,h), (2,e) and (2,h). The a,lgebra is more 
complicated but we can show from Eq.(6.7) that [6.2] 
Eq.(6.1.2) can be used to study the noise in N-S junctions for different bias values from the 
clean limit to the dirty limit by changing the transmission T through the scatterer (see 
Fig.6.1) from one to a value much less than one. 
Let us now specialize to a clean N-S junction (T=O) and see how the noise changes 
as the bias is increased. In this limit, = Tlhilh = 0 SO that Eq.(6.12) simplifies to 
Fig.6.2a shows how the noise changes as the bias is increased. The overall behavior can be 
understood as follows. For electrons with energies E c A, every incident electron is 
reflected as a hole (Tlh;le = 1) and there is no noise. For electrons with energies E > A, 
there are two competing processes, Andreev reflection and quasi-particle transmission, so 
that Tlh;le # 1 or 0 and the current is noisy. For electrons with E >> A, every electron 
incident from the normal region is transmitted as an electron like quasi-particle and there is 
no reflection, ordinary or Andreev. Since Tlh;le = 0, again there is no noise. The shot 
noise is thus zero if the bias is less than A, increases as the bias is increased above A and 
finally saturates for large bias. The current on the other hand continues to increase with bias 
since we are adding more and more channels (Fig.6.2b). This is easily :seen from the 
expression we derived earlier (see Eq.(3.8)); with Tle;le = 0 we have 
Thus for a ballistic NS junction the shot noise to current ratio should increase at first when 
the biiis is increased above A, but should decrease as the bias is increased further 
(Fig.6.2~). This was first predicted by Khlus using the non equilibrium Green's function 
formalism [6.4]. 
Normal conductor 
Scatterer, T f 
Fig.6.1. A single-moded N-S junction with a normal scattermer near the 
interface having a transmission T less than or equal to one. A clean junction 
can be modeled by setting T = 1, while in the dirty limit T << 1. 
V (in unitsof A) 
V (in units of A) 
V (in unitsof A) 
Fig.6.2. Shot noise and current flow at a clean N-S junction as a function 
of the: bias (Vle). (a) Shot noise, (b) current and (c) shot noise to current 
ratio. 

7. Relation to the Green's function fornialisni 
In this section we will show that for systems in equilibrium the results of scattering 
theory are identical to those derived from the equilibrium Green's function formalism 
[7.1, 7.21. As we mentioned in the introduction, scattering theory is really a simple 
extension of the equilibrium theory to non-equilibrium problems, based on the observation 
that as long as there are no inelastic processes, each scattering state remains in equilibrium 
with a particular reservoir. To account for inelastic processes one needs the non- 
equilibrium Green's function formalism, which we will not be discussing in this article 
[7.3]. 
The centerpiece of the scattering theory is the BdG equation (see Eq.(2.5)) : 
We will assume equilibrium conditions such that the electrochemical potential is constant 
everywhere, and Ef is chosen such that the pairing potential is time-independent. 
Corres-ponding to this wave equation one can define a Green's function as fol.lows : 
Here o represents the energy variable defined over the entire complex plane. We will be 
using the thermodynamic Green's function defined along the imaginary axis. We have 
used - F+ to denote the lower component so as to correspond to the standard notation in the 
literature (see for example, Eq.(34.30) of Ref.[7.1]). 
The results of scattering theory are formulated in terms of the eigenfi~nctions of the 
BdG equation 
while in the Green's function formalism they are formulated in terms the Green's functions 
G and F+ . The equivalence of the two formulations can be proved by making use of the 
standard expression for the Green's function in terms of the eigenfunctions : 
and - ~ + ( r , r ' ; o ) =  
UM(') v i ( r '  
M -EM 
together with the expansion for the Fermi function as a summation over its poles in the 
comple:~ energy plane [7.2] 
where on are the Matsubara frequencies defined as 
We will now illustrate the equivalence of the two formulations by considering two 
equilibrium quantities that are often calculated, namely, the pairing potential and the 
Josephson current. 
Pairing potential 
In the scattering theory formalism, the equilibrium pairing potential is given by (see 
Eq.(2.20a)) 
Substituting for the Fermi function from Eq.(7.6) we obtain 
The suinmation over 'MI corresponding to the the term (112) is zero because of the 
electron-hole symmetry relations (see Eq.(2.15)). Hence, 
Making use of Eq.(7.4b), 
which is the standard result in the Green's function formalism [7. I.]. 
Josephson current 
Another example is the equilibrium current density, which is often useful in 
evaluating the Josephson current. Using the standard form for the current operator we can 
write from Eq.(2.16b) 
which can be rewritten as 
As before we substiute for the Fermi function from Eq.(7.6) to obtain 




(1) Scattering theory provides a rigorous framework for the discussion of transport 
phenomena, as long as dissipative effects are unimportant. Under these conditions each 
scattering state remains in equilibrium with a particular contact, and one can use a simple 
extension of equilibrium statistical mechanics to evaluate any quantity of interest. 
(2) The BdG equation 
(H - Ef 1 A(r,t) 
A* (r, t) - (H* - E ~ )  
can be used to construct scattering states in much the same way that the Schrodinger 
equation is used in normal mesoscopic systems. H is the standard one-electron Hamiltonian 
describing the normal state (see Eq.(2.1). Ef is any convenient reference energy. A is the 
"pairing potential" which is non-zero only in the superconducting regions. Inside a large 
superconducting region that is close to equilibrium, the pairing potential can be written as 
where AO is the pairing potential in the bulk superconductor and the electrochemical 
potential p(r) is measured with respect to the reference energy Ef. In general, one should 
calculate the pairing potential self-consistently from Eq.(2.21), but this is often ignored just 
as one often ignores the Poisson equation in normal mesoscopic calculations. 
(3) Each scattering state of the non-equilibrium BdG equation is associated with a Fermi 
factor fM given by 
where pi is the electrochemical potential in the contact from which the scattering state is 
incident, EM,, is the energy associated with the electron component of the incident wave, 
 EM,^ is the energy associated with the hole component of the incident wave and EM is the 
average of the two. 
(4) If there is more than one superconducting segment with differing electrochemical 
potentials then the problem is analogous to a normal mesoscopic system with an applied 
alternating field of frequency (p1 - p2 ) / A  But for structures in which the superconducting 
segments are at the same potential, we can adapt the results for normal systems to 
superconducting systems simply by replacing each normal lead N with an electron lead Ne 
and a hole lead Nh, with 
pNe = + PN and P N ~  = - PN 
We have tried to illustrate this principle with different examples in sections 3 - 6. 
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APPIENDIX A : BdG equation from the BCS Hamiltonian 
It is well-known that the BCS Hamiltonian (s = 1',J) 
HsCS = Jdr X yf (r,t) H YS(r,t) 
S 
- Jdr g(r) y;(r,t) y r ( r , t )  y l ( r , t )  Y t  (r,t) (A. 1) 
can be approximated as HBCs -- HI + Hmf where 
and H m f =  J d r ~ ~ $ ( r , t ) [ ~ + ~ ~ ] Y ~ ( r , t )  
S 
where the self-consistent fields Us and A are defined as 
U t (r, t) = - g(r) ( ~ + ( r , t )  1 Y1(r,t) (A.4a) 
and A(r,t) = - g(r) (A.5) 
We are neglecting expectation values of the form , assuming that there are no 
magnetic impurities or paramagnetic effects. 
H,f is the mean-field Harniltonian and HI is the negative of the interaction energy 
which has to be added because the self-consistent field method double-counts the 
interaction energy. It is a constant that plays no role in the dynamics and we will ignore it in 
the following discussion. Note that we are using the Heisenberg representation with time- 
dependent operators. 
The difficulty with Hmf is the second term in Eq.(A.3) which involves the product 
of crea.tion operators ( yr + yr +) or annihilation operators ( yr yr ). "Normal" Harniltonians 
involve creation and annihilation operators in pairs like yr + yr or yr yr +. To rnake Hmf look 
like a "normal" Hamiltonian we use a "particle-hole" transformation for 1:he down-spin 
operators, leaving the up-spin operators intact : 
@+(r, t) = yr+(r, t) and @+ (r, t) = yr (r, t) 'r 'r 1 1 (A.6) 
We will show that this transforms Hmf into (HVAC + HBdG) where HVAC represents an 
inert "vacuum" consisting of a full down-spin band, while 
H ~ d ~  = dr @+(r, t) (r, t) - I dr @;(r, t) [H* + ul] <Dl (r, t) 'r 
which has the same form as the second quantized Hamiltonian for rz set of non- 
interacting particles obeying the one-particle wave equation 
This is slightly different from the usual BdG equation (see Eq.(2.5)) since the fields U 
'r 
and U need not be equal in general under non-equilibrium conditions. However, in our 
1 
subseqjuent discussion we will assume spin-independent systems such that U = 
'r 
U = U and assume that 'U' is included as part of H [2.6]. 
1 - 
Since HBdG looks like a "normal" Hamiltonian we can use all the standard 
techniques to diagonalize it, calculate expectation values etc. But let us firsl: show that the 
particle-hole transformation (Eq.(A.6)) transforms H,f (Eq.(A.3)) into (HvALc + HB*~) .  
From Eq.(A.3) to Eq.(A.7) 
It is convenient to transform from the position representation to a discrete basis 
using any complete basis set qP(r) that spans the one-particle, one-spin Hilbert space. 
The mean-field Harniltonian then takes the form 
where (A. 1 1) 
and [A1 ,, = Idr + ; ( r )~ ( r* t )+~( r )  (A. 12) 
Note that (see Eq.(A.9)) we are expanding the up-spin field Y operator using the set t 
{ Qp) and the down-spin field operator Y using the 'time-reversed set' { +* }. As a 1 P 
result we obtain the "normal" matrix elements A (see Eq.(A. 12)). If instead we were to 
PV 
use the same set { + } to expand both Y and Y we would obtain "abnonnal" quantities 
FL t 1 
of the form I dr 6 (r) ~ ( r ,  t) +: (r) . 
P 
In terms of the discrete basis set the particle-hole transformation in Eq.(A.6) 
corresponds to 
d i t =  C+ p.t ' d;l ' Clr,l (A. 13) 
Making use of the anti-cornmutation property c:,1 C ~ , J  + c + ,,l cv,1 = 6,,, we can write 
Hmf as (HBCIG + HVAC) where 
and HVAC = [H* + u ~ ]  
CI PC1 
Noting that from Eqs.(A.6), (A.9) and (A.13) : 
(A. 15) 
(A. 16) 
we can transform Eq.(A. 14) back to the position representation to obtain the expression for 
H B ~ G  stated earlier in Eq.(A.7). 
Bogoliubov transformation 
Since HsdG looks just like the second quantized Hamiltonian for a set of non- 
interacting particles obeying the BdG equation, it can be diagonalized simply by defining a 
new operator y& as follows : 
(A. 17) 
Here UIM and VM are the eigenfunctions that diagonalize the BdG equation: 
Note that we are using the Heisenberg representation with time-dependent operators, and 
EM colild in general be time-dependent. However, for a region close to equillibrium A(r, t) 
-i2Eft/A 
= A0 c: and EM is time-independent. 
In terms of this new quasi-particle operator the mean-field Hamiltonian Hmf takes 
the fonrn 
(A. 18) 
HVAC is the energy of the "vacuum" consisting of a completely full band of down-spin 
electrons. On top of this vacuum we create particles in eigenstates of the BdGr equation with 
energies EM. A BdG quasi-particle represents a superposition of an up-spin electron and a 
down-spin hole, as evident from Eq.(A.17). Eq.(A.18) provides a formal justification for 
the one-particle interpretation of the BdG equation (Fig.2.5a). 
Excitation picture 
The ground state is obtained by filling up all the negative energy states. In the 
literature it is common to treat this ground state as the reference : 
Making use of the anticommutation property of the creation and annihiliation operators 
+ ( y M  yan + y M  y$ = 1) we can write 
u 
HG 
The first two terms represent the energy HG of the ground state while the last two terms 
give the energy of the two types of excitations that can be created by taking a particle out of 
the "valence" band (EM < 0) or by adding a particle to the "conduction" (:EM > 0) band. 
Defining ('c' and 'v' denote conduction and valence band respectively) 
+ + 
Y M t  = Y M , c  and Y h L  = Y M , ~  (A. 19) 
we have Hmf = HG + 
EM >O 
Eq.(A.20) is the basis for the excitation picture shown in Fig.2.5b commonly used in the 
literature. 

APPIZNDIX B : Expectation values 
In this appendix we will derive Eq.(2.13) which gives the expectation value of an 
arbitrary one-particle operator and Eq.(2.20) which gives the pair potential. For 
converdence, we will not write the 't' dependence explicitly. 
Inverse transformation 
Eq.(A.17) defines a unitary transformation in a Hilbert space spanned by (r,s) that is 
double the usual size. We can rewrite Eq.(A. 17) compactly as 
where wM(r,f) = uM(r) and wM(r,J) v ~ ( ' )  (B.2) 
The fuinctions wM(r,s), being eigenvectors of a Hermitian operator, obey the orthogonality 
and coinpleteness relations : 
Using these properties it is straightforward to invert Eq.(B. 1) 
that is, using Eqs.(A.6) and (B.2), 
Expectation value of a one-particle operator 
Consider any one particle operator A(r,r') corresponding to some quantity 'A'. The 
expect;~tion value is given by 
Using Eq.(B.6) we can write this as 
For a general non-equilibrium state, the quasi-particle states can be occupjied arbitrarily, 
which will be reflected in arbitrary values of the quantity . If the density matrix 
is assumed to be diagonal as we have done, that is, if 
where fM denotes the occupation factor for the eigenstate 'MI. From Eqs.(13.7) and (B.8) 
we obtain 
which is the same as Eq.(2.13). 
Pairing potential 
In appendix A we defined the pairing potential in terms of second quantized 
operators (see Eq.(A.5)). Using Eq.(B.6) we can rewrite the pairing potential as 
Assuming the density matrix to be diagonal (see Eq.(B.8)) we obtain Eq.(2.20). 
C. Useful properties 
In this appendix we will derive a few useful properties starting from the BdG 
equation . 
Sum rule 
(C. 1 a) 
(C. lb)  
(C. lc)  
(C. Id) 
Proof : Since the BdG Hamiltonian is Hermitian (see Eq.(2.5)), it conserves the number 
of "pa~ticles". Thus the S-matrix relating the particle currents is unitary ancl consequently 
the transmission coefficients (given by the squared magnitude of the corresponding S- 
matrix elements) must obey the sum rules stated above (see p.122, Ref.[l.2]) 
Symmetry of "conduction" and "valence" bands 
The eigenstates of the BdG equation occur in pairs symmetrically ab,out the zero of 
energy. Labeling the positive energy states as 'c' states and the negative energy states as 'v' 
states, 
Proof : Suppose we have a solution that satisfies the BdG equation 
with Eimc > 0. A little straightforward algebra shows that 
H + U  A 
But E 
= [ mv 'mv A* 
by definition. Comparing Eqs.(C.4) and (C.5) we obtain Eq.(C.2). 
Electron-hole symmetry 
[ s r  (E)] = [skh (-E)] * and [s$(E)]=[-sf(-E)]* (c.6) 
Proof : Suppose we have a solution at energy E consisting of a set of incorning waves of 
ai exp[+ikex] a, exp [-ikex] 
the fonn ( ) and a set of outgoing waves of the form 
bi exp[-ikhx] [ b, exp[+ikhx] ) .The 
amplitudes of the incoming and outgoing waves are related by the S-matrix at energy E : 
But we have seen that if (u v) is a solution of the BdG equation at energy E then 
(-v* u*) is a solution at energy - E. Hence the solution at energy - E must be given by 
-bi exp[+ikhx] 
a set of incoming waves and a set of outgoing waves 
ai exp[-ikex] * *  1 
- b, exp[+ikhx] 
. These must be related by the S-matrix at energy - E : 
a, exp[-ik,x] r * *  1 
We can rewrite this in the form 
Comparing Eqs.(C.7a7b) we obtain the results stated earlier in Eq.(C.6). 
Reciprocity of the S-matrix 
Proof: Suppose (u v) represents a solution to the BdG equation at an energy E such that 
while (u' v') represents a solution at the same energy E, but with the magnetic field B 
* reversed (that is, Hop replaced by Hop ) and the pair potential A replaced by A * . 
We car1 rewrite this in the form 
Comparing Eqs.(C.9a7b) we see that u'* = u and v'* = v. This means that if (u v) is a 
solution of the BdG equation with a magnetic field B and pair potential A then (u* v*) is 
a so1ut:ion with a magnetic field -B and pair potential A * (all at the same energy E, which 
we will not mention explicitly any more). 
Now suppose we have a solution at (B, A) consisting of a set of incoming waves 
ai exp [+ikex] a, exp[-ikex] 
of the form and a set of outgoing waves of the form 
bi exp[-ikhx] b, exp[+ikhx] 
The amplitudes of the incoming and outgoing waves are related by the S-matrix at energy 
(C. 1 Oa) 
But we have just seen that the solution at (-By A*) must be given by a se.t of incoming 
a, exp[+ikex] ai exp[-ik,x] 
waves ( 1 ] and a set of outgoing waves [ ] (note that the 
b, exp[-ikhx] bi exp[+ikhx] 
incomiilg and outgoing sets have been interchanged due to the complex conjugation). These 
must be related by the S-matrix at (-B, A *) : 
We can rewrite this in the form (noting that the S-matrix is unitary, so that its inverse is 
equal to its conjugate transpose) 
(C. lob) 
Comparing Eqs.(C. 10a,b) we obtain the results stated earlier in Eqs.(C.9). 
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Symmetry of the linear response coefficients 
T i e  ( B  A) = Tih;jh (C. 1 1 a) 
Tie;jh(B,A) = Tih;je(B, A) (C.llb) 
Tie;je (B, A) = T je;ie (-B, A*) 
Tih;jh(B,A) = Tjh;ih(-B,A*) 




Mie(B, A) = Mi,(-B, A*) = Mih(B, A) = Mih(-B, A*) (C. 13) 
gij (+B, A) = gij(-R A*) (C. 14) 
Proof : The linear response transmission functions are related to the corresponding 
energy dependent transmission functions by the relation 
(C. 15) 
Noting that the energy-dependent transmission coefficients are just the squured magnitudes 
of the corresponding S-matrix elements and that fo(E) = 1-fo(-E), vve can prove 
Eqs.(C. 1 la,b) from Eq.(C.6) and Eqs.(C. 12a,b,c) from Eqs.(C.ga,b,c). Eq.(C. 13) for 
the (thermally averaged) number of modes then follows on using the sum rule. 
To prove Eq.(C. 14) we start from the definition of the conductance matrix (see 
Eq.(5.1)), and make use of Eqs.(C.ll) - (C.13): 

