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Abstract. Association rule mining is a well-known methodology to discover significant and apparently hidden relations among 
attributes in a subspace of instances from datasets. Genetic algorithms have been extensively used to find interesting association 
rules. However, the rule-matching task of such techniques usually requires high computational and memory requirements. The use 
of efficient computational techniques has become a task of the utmost importance due to the high volume of generated data 
nowadays. Hence, this paper aims at improving the scalability of quantitative association rule mining techniques based on 
genetic algorithms to handle large-scale datasets without quality loss in the results obtained. For this purpose, a new 
representation of the individuals, new genetic operators and a windowing-based learning scheme are proposed to achieve 
successfully such challenging task. Specifically, the proposed techniques are integrated into the multi-objective evolutionary 
algorithm named QARGA-M to assess their performances. Both the standard version and the enhanced one of QARGA-M have 
been tested in several datasets that present different number of attributes and instances. Furthermore, the proposed methodologies 
have been integrated into other existing techniques based in genetic algorithms to discover quantitative association rules. The 
comparative analysis performed shows significant improvements of QARGA-M and other existing genetic algorithms in terms of 
computational costs without losing quality in the results when the proposed techniques are applied.
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1. Introduction
The use of computational processing techniques for 
massive data analysis and management has revolution-
ized the scientific research in the last years. Namely, 
the knowledge extraction process is becoming more 
difficult and complex, often causing scalability prob-
lems, due to the high volume of data that can be stored 
nowadays. Thus, the use of efficient computationally 
techniques is a task of the utmost importance.
In the field of data mining, the learning of associ-
ation rules (AR) – and particularly of quantitative as-
sociation rules (QAR) in this work – is a popular and
well-known methodology to discover significant and
apparently hidden relations among variables in large
datasets [7,50]. The AR extraction process consists in
using a non-supervised strategy to explore the data
properties instead of predicting the class of new data.
AR are widely used in many application areas such as
intrusion detection, Web usage mining, the healthcare
environment to identify risk factor in the onset or dis-
eases [23]. Formally, AR were first defined by Agrawal
et al. in [6]. In this context, QAR is a relationship es-
tablished between continuous attributes using interval
of membership values for each attribute involved in the
rule [48].
Note that it is important measuring the quality of
the rules in order to evaluate the results obtained by
any algorithm and select the best rules. There are sev-
eral probability-based measures proposed in the litera-
ture to evaluate the generality and reliability of AR ob-
tained in the mining process. A detailed interpretation
of these measures is provided in [33,49].
Different strategies can be found in the literature to
find AR. Mainly, there exist some approaches based
on classical methods such as Apriori [7] and a wide
range of methodologies based on soft computing tech-
niques [1,60] such as swarm intelligence [51,59] or
evolutionary computation [48].
Evolutionary algorithms (EA), and particularly ge-
netic algorithms (GA), have been extensively used for
the optimization and adjustment of models in data min-
ing tasks. They are global search algorithms that have
been used successfully in many complex and difficult
optimization problems due to their flexibility and ro-
bust behavior [23].
In the era of Big Data, it’s necessary to process huge
amount of data within a reasonable time. Hence, it is of
utmost importance to improve the scalability of exist-
ing EA-based methodologies to discover rules in con-
tinuous domains for large-scale datasets.
The development of techniques to reduce the com-
putational costs has been a relevant research topic for
many years [3,55,57]. In the context of GA, several
mechanisms such as parallel processing [2,4,5,37,54],
precomputing the possible matches of the individu-
als [34] and incremental learning [9] have been ad-
dressed. Nevertheless, most of the existing techniques
are focused on supervised learning problems such
as classification tasks [10], which are well known
as genetic based machine learning (GBML) tech-
niques [29]. In contrast, most of the EA-based methods
devoted to unsupervised learning problems, include
parallel mechanisms that require special hardware to
handle large scale datasets [18].
From the best of our knowledge, the development
of methods to improve the scalability of AR mining
by non-parallel EA has been poorly studied. Moreover,
most of these methods are devoted to find AR in cat-
egorical or discrete data [6,7], although the domain of
most of the real-world data applications is continuous.
On the other hand, many existing algorithms to dis-
cover AR and QAR are unable to handle large-scale
datasets.
Therefore, the main motivation of this work is to
propose a preliminary solution to the growing demand
for large-scale data mining and applications avoiding
the use of special or parallel hardware. In particular,
our aim is focused on QAR mining successfully in
large-scale datasets, reducing the computational costs
and memory resources and without quality loss in the
results.
To fulfill this goal, general-purpose mechanisms are
proposed in order to achieve run-time reductions in
QAR mining according to the number of instances and
the dimensionality of variables of the datasets. Namely,
the proposed mechanisms are based on a new repre-
sentation of the individuals, new genetic operators and
a windowing-based learning scheme to discover high
quality QAR in large datasets. A multi-objective EA to
discover QAR, called QARGA-M [50], is used to as-
sess the performance of the techniques proposed here.
The remainder of the paper is as follows. Section 2
presents an overview of several methods focused on
large-scale dataset mining. In Section 3, the general-
purpose mechanisms developed to enhance the effi-
ciency of EA-based methods to extract QAR in large-
scale datasets are presented. In addition, the main fea-
tures of QARGA-M before applying the techniques
proposed in this work are summarized. Section 4 pro-
vides a description of the datasets. It also includes the
setup of the parameters involved in the process. Fur-
thermore, the results obtained by QARGA-M and other
existing EA-based techniques after including the pro-
posed mechanism are compared and discussed to those
obtained of the standard version. Finally, Section 5
summarizes the conclusions drawn from the analysis
conducted.
2. Related work
This Section provides the most relevant techniques
published devoted to improve the scalability of EA,
specifically GBML, for large-scale datasets.
EA, specifically GA, have been used in many real-
world problems, such as images [52], 3D model-
ing [17], building structures [30,58], traffic signal co-
ordination [53] or monitoring [16] among others. In the
last years, the hybridization with fuzzy logic [56] or
neural networks [38] has also been a common strategy
in evolutionary computation.
The rule-matching process is the most costly phase
in EA-based systems in terms of execution time [28].
The problem is especially emphasized when EA have
to handle large-scale datasets. A dataset becomes a
large-scale dataset, especially, when the number of in-
Table 1
Type of efficiency enhancement techniques for GA
Category Subcategory References
(1) Software Solution (1.a) Windowing mechanisms
(1.b) Exploiting regularities in the data
(1.c) Hybrid methods
(1.d) Fitness surrogates
[11,20,24,29,31,62]
[10,34]
[36,43,44]
[45,65]
(2) Hardware acceleration techniques (2.a) Vectorial Instructions
(2.b) GPU
[43]
[18,19,26,28,35]
(3) Parallelization models [13,21,25,41]
(4) Data-intensive computing [40,63]
stances of the dataset is extremely large but the number
of variables of the problem should be also considered.
For instance, hundreds or even thousands of variables
characterize microarray gene expression datasets [14].
EA are good candidates for large-scale data min-
ing mainly due to its inherent principle of evolution.
Usually, EA need to process expensive fitness func-
tions a high number of times, and therefore, its paral-
lelization capacity has been widely studied to improve
their efficiency for many years [14]. In summary, the
techniques applied to improve the adaptability of EA,
and particularly GBML, to discover rules in large-scale
datasets can be organized in the following not mutually
exclusive categories: software solutions, hardware ac-
celeration techniques, parallelization models and data-
intensive computing. Table 1 summarizes the four cat-
egories, the subcategories in which each category is di-
vided and some references of techniques found in the
literature. Note that the aforementioned four categories
are based on the taxonomy recently published in [14].
Our interest is focused on the study of methods clas-
sified within the software solutions category that in-
cludes techniques able to modify data mining methods
with the aim at improving their efficiency without in-
cluding a special or parallel hardware. This category
is divided into the following four groups: windowing
mechanisms, exploiting regularity in the data, hybrid
methods and fitness surrogates.
In particular, the methods in which the fitness func-
tion evaluates only a subset of examples from the train-
ing set are considered as windowingmechanisms. Alex
Freitas [29] proposed a good taxonomy by defining
three types of methods according to the strategy for se-
lecting the training subsets, the frequency of changing
them, etc. When a static subset of examples is selected
before the learning process of GBML methods is re-
ferred to as prototype selection [31]. Other methods are
focused on changing the subset of the training exam-
ples for each generation of the evolutionary process.
A windowing method that divides the training dataset
into non-overlapping strata preserving the same class
distribution, named ILAS, was presented in [11]. Note
that other types of techniques such as subgroup discov-
ery [20], frequent patterns mining in data streams [24]
or regression models [62] have been also tackled by
windowing mechanisms.
The second subcategory within the software solu-
tions category, which is referred to as exploiting regu-
larities in the data, is devoted to reduce computational
costs by precomputing some parts of the evaluation
process or avoiding computations on irrelevant parts of
the data. Specifically, some methods are able to pre-
compute instances by grouping the examples that share
the same value for the attributes of the problem and by
building an efficient tree structure [34]. Other family of
approaches exploits regularities in the data considering
that not all attributes of the problem have the same rel-
evance [10]. As a consequence [10] presents a sublin-
ear complexity with respect to the problem dimension-
ality.
The methods that use smart or directed explo-
ration mechanisms, such as estimation distribution
algorithms (EDA), memetic algorithms and messy
GA [36], are included in the group of hybrid methods.
The compact classifier system proposed in [43] and its
extension [44] are an integration of EDA in which the
main goal was determined the minimum set of rules
that creates a maximally general solution. These meth-
ods are mainly focused on tackling large-scale datasets
with a huge search space.
Finally, those methods generating a cheap estima-
tion of the fitness function are considered within the
fitness surrogates group. The principle of fitness surro-
gates applied to GBML was presented in [45]. In [65],
the authors proposed a multi-age EA that calculates
the fitness function of several individuals when reading
an instance from the dataset, instead of processing the
whole dataset for each individual.
Regarding the hardware acceleration techniques in
EA, the use of vectorial instructions to perform the
match operations [42] or the computation of fitness
function by the recent and popular technology based on
graphics processing units (GPU) can be high-lighted in
this category [19,28]. Focused on the discovery of AR,
two efficient Apriori implementations using GPU were
described in [26]. A novel methodology to evaluate AR
on GPU with the purpose of reducing the computa-
tional time was recently presented in [18]. A method to
extract AR from large and dense datasets with a huge
amount of attributes using parallel processing of ge-
netic network programming was introduced in [35].
The category of parallelization models comprises
classic methods that execute data mining experiments
using multiple computing nodes. There are several
examples of GBML methods that implement classic
paradigms of parallel GA [13]. Note that most of
the existing techniques including mechanisms to en-
hance the efficiency and scalability of AR mining in
large-scale datasets are based in parallelizationmodels.
The algorithm Apriori is parallelized in [41] following
three different strategies: partitioning the datasets, par-
titioning both the datasets and the candidate itemsets or
replicating the candidate itemsets instead of partition-
and-exchanging the dataset transactions. Recently, the
authors in [21] presented an extended version of the
well-known FP-Growth algorithm combining a paral-
lel algorithm to improve its efficiency and suitability
in large-scale datasets. A sequential algorithm for min-
ing AR and four parallel approaches based in this al-
gorithm are proposed in [25].
Finally, the data-intensive computing category in-
cludes parallel and distributed scenarios where the
number of computing cores is higher than tens of thou-
sands such as the MapReduce data analysis methodol-
ogy used by Google [63]. Regarding the AR mining,
three algorithms based on the MapReduce framework
were introduced to analyze several effective implemen-
tations of the Apriori algorithm in [40].
In the light of the published literature, it can be con-
cluded that there exist many kind of mechanisms to re-
duce the run-time costs of EA-based methods for clas-
sification problems, whereas the existing algorithms
to discover AR have been mainly focused on parallel
models. Hence, this paper attempts to provide mecha-
nisms to overcome the flaws related to the high com-
putational costs and memory resources of the exist-
ing EA-based methods to discover AR, namely QAR,
without using a parallel or special hardware.
3. Proposed methodology
This section details the enhancements performed to
improve the scalability of EA-based methods to mine
QAR in large-scale datasets. Firstly, a brief description
of the QARGA-M algorithm used to assess the perfor-
mance of the proposed techniques is presented.
3.1. Description of QARGA-M
The authors of this paper have previously published
several approaches focused on the discovery of AR and
specifically QAR. The first works [48] aimed at provid-
ing a real-value coded EA [39] to find QAR in continu-
ous datasets avoiding the discretization step of the vari-
ables. Adaptive intervals instead of fixed ranges were
used to group samples whose features share certain sets
of values in continuous domains.
In order to have a defined notation for QAR, letA =
{a1, . . . , an} be a set of features or attributes, with val-
ues in. Let S and T be two disjoint subsets of A, that
is, S A, T A, and S T = Ø. A QAR is a rule X Y ,
in which features in S belong to the antecedentX , and
features in T belong to the consequent Y , such that X
and Y are formed by a conjunction of multiple boolean
expressions of the form ai [l, u], (with l, u).
With the aim at achieving the best trade-off between
diversity and convergence of individuals of the popu-
lation, the authors proposed an improved version [47]
based on the well-known Cross-generational elitist se-
lection, Heterogeneous recombination and Cataclysmic
mutation (CHC) scheme. Particularly, it comprises an
elitist strategy for selecting the population, mecha-
nisms of incest prevention to include a strong diversity
and a reinicialization process when the population di-
versity is poor.
Finally, a multi-objective EA based on the well-
known NSGA-II algorithm [22] was presented in [50].
This algorithm, called QARGA-M, extends the main
features of previous proposals and improves the QAR
mining task by performing the best trade-off among
all the measures. QARGA-M evolves the population
based on the non-dominated sort of the solutions in
fronts of dominance. The first front is composed of the
non-dominated solutions of the population; the second
one is composed of the solutions dominated by one so-
lution, and so on.
In the population, each individual constitutes a rule.
Each rule is represented by a particular codification of
the individuals such that it is not necessary to set which
variables belong to the antecedent or consequent. Nev-
ertheless, the representation of the individuals includes
all the attributes appearing in the dataset, even though
only a subset of them is usually expressed in the rule.
Thus, the run-time costs and memory resources are
highly increased in large-scale datasets. Note that other
existing EA-based methods proposed by other authors
to discover QAR also include all the attributes of the
dataset in the codification of the individuals [46].
The fitness function is computed for each individual
of the population by processing all the instances of the
training dataset. As previously stated in Section 2, this
phase is the most costly phase of an EA in terms of run-
time. Finally, the evolutionary process of QARGA-M
ends when the number of generations is achieved.
3.2. Improving the scalability of QARGA-M
This Section depicts an improved representation for
continuous attributes in addition to an efficient incre-
mental learning scheme. Namely, a new representa-
tion of the individuals has been proposed to avoid ir-
relevant computations since only a small subset of at-
tributes usually appears in the rules when real world
datasets with a large number of attributes are handled.
In addition, to reduce the computational cost focused
on the number of attributes of the dataset, an incremen-
tal learning scheme based on windowing techniques
has been implemented. Furthermore, new genetic oper-
ators have been designed to deal with the new represen-
tation of the individuals. The new representation of the
individuals and the new genetic operators are described
in Sections 3.2.1 and 3.2.2, respectively. Finally, the
incremental windowing-based learning scheme is pre-
sented in Section 3.2.3.
3.2.1. New representation of individuals with varying
length
The existing methods typically use a rule represen-
tation to deal with QAR based on the definition of a
hyper-rectangle where an interval, which is delimited
by a lower bound and an upper bound, is associated
for each dimension. However, all the attributes of the
datasets are usually coded in the individuals. Thus, all
the attributes of the dataset are processed for each in-
stance of the dataset for each individual in the fitness
function computation. This factor highly increases the
computational cost and the memory resources when
addressing large-scale dataset. The problem can be
tackled through a previous feature selection, but inter-
esting information might be lost.
Therefore, we have focused on reducing the size of
the individuals and a new representation of the indi-
viduals has been proposed in which only the expressed
attributes in the rules are coded instead of coding all
Fig. 1. Example of an individual R representing a rule.
the attributes appearing in the dataset. The individuals
are represented by a real coding. The lower and upper
bounds of the intervals for each attribute expressed in
the rule are represented by an array of variable length
less or equal than n, where n is the number of attributes
belonging to the dataset. The new coding of an individ-
ual, henceforth named R, is defined as a set of identi-
fiers of the attributes expressed in the rule R. In addi-
tion, two functions containing the bounds of the inter-
vals and the type of membership for each attribute be-
longing to the rule are included in the new codification.
Note that the membership type describes if an attribute
belongs to the antecedent or the consequent of the rule.
The main parts of the new representation are described
as follows:
– Let R be an individual of the population which
represents a rule, let KR be the subset of at-
tributes of the dataset, KR ⊂ A, which are ex-
pressed in the rule R and let a be an attribute,
a ∈ KR.
– Let IR be a function, IR: KR → Υ2, which de-
fines the relation between the attributes in KR
and the bounds of the intervals for such attributes.
Thus, IR(a) = [lRa , uRa ] represents the lower lRa
and upper uRa bounds for the attribute a, which
belong to the rule R.
– Let TR be a function, TR : KR → {1, 2}, which
defines the relation between the attributes belong-
ing to KR and the membership type of the at-
tributes. Therefore, TR(a) represents the mem-
bership type of the attribute a in the ruleR, that is,
if a belongs to the antecedent or the consequent
of R. Thus, TR(a) = 1 if a belongs to the an-
tecedent of the rule R or TR(a) = 2 if a belongs
to the consequent of the rule.
The evaluation of individuals is more efficient if
only the attributes that belong to the rule are repre-
sented, because only these attributes are evaluated in-
stead of processing all attributes of the dataset. An il-
lustrative example of the codification of an individual
with the new representation is depicted in Fig. 1. We
suppose that the input dataset has 4 attributes A =
{a1, a2, a3, a4}. In particular, the rule R defined as
a1 ∈ [18, 32] ∧ a3 ∈ [38, 57] ⇒ a4 ∈ [34, 47] is rep-
resented. Note that attributes a1 and a3 belong to the
antecedent, a4 to the consequent and a2 is not involved
in the rule. Therefore, TR(a1) = TR(a3) = 1 and
TR(a4) = 2.
3.2.2. New genetic operators
New genetic operators have been defined to handle
the new proposed representation. Specifically, cross-
over and mutation operators are able to modify the
bounds of the intervals for the attributes in the rules
in addition to edit the set of expressed attributes in the
rules. The main features of the genetic operators are
described as follows.
3.2.3. Crossover operator
Two parent individuals X and Y , chosen by means
of the tournament selection, are used to generate a new
individual Z . Note that only the expressed attributes
in the rule are represented in an individual. Hence, the
attributes belonging to both parents are not necessarily
equal. The crossover operator works as follows:
1. If an attribute a is expressed for both parents, that
is, a ∈ KX ∩KY , two cases could occur:
– If TX(a) = T Y (a), that is, the membership
type of the attribute a is equals in both parents,
then the same type is assigned to the offspring
and the interval bounds are obtained by gener-
ating two random numbers among the interval
bounds of both parents.
The set KZ and the functions IZ and TZ are
defined as follows:
KZ = KZ ∪ a
IZ(a) = [random(), random()]
TZ(a) = TX(a)
– If TX(a) 	= TX(a), that is, the member-
ship type of the attribute a is different in both
parents, then one of them is randomly cho-
sen without modifying the intervals of the at-
tribute.
The set KZ and the functions IZ and TZ are
defined as follows:
KZ = KZ ∪ a
Let t = random (TX(a), T Y (a)), then:
IZ(a) = IX(a), if t = TX(a)
Fig. 2. Crossover for the individuals X and Y .
IZ(a) = IY (a), if t = T Y (a)
TX(a) = t
2. If an attribute a is only expressed in one of the
parents, that is, a ∈ {KX−KY }∪{KY −KX},
then two cases are possible: a is added or is not
added to KZ .
– If a is randomly selected to be added in the
new offspring Z , the same type and the same
intervals of a are assigned to the offspring.
The set KZ and the functions IZ and TZ are
defined as follows:
KZ = KZ ∪ a
If a ∈ KX , then:
TZ(a) = TX(a)
– In other case, a does not belong to the new off-
spring.
Note that the attributes of the new offspring are sorted
in the same order in which they are defined in the
dataset. An example of the crossover process is de-
picted in Fig. 2.
3.2.4. Mutation
The mutation process consists in modifying the
genes/attributes of the individuals randomly selected
according to a probability and it is applied to the off-
spring population after the crossover. The mutation op-
Fig. 3. Lower bound interval mutation.
erator can be focused on the membership type or the
intervals of the attributes, which is defined as follows:
1. Mutation operator focused on the attribute mem-
bership type (TR). Adding or removing ex-
pressed attributes to/from the rule R:
– Generalizing mutation. One expressed attri-
bute a is randomly selected with uniform prob-
ability and it is removed from the rule R. An
example of this operator is shown in Fig. 4.
– Specializing mutation. One attribute a is not
expressed in the rule R and is randomly se-
lected, then it is added to R. Then, the mem-
bership type of a is established to belong to
the antecedent (TR(a) = 1) or the consequent
(TR(a) = 2) ofR according to the same prob-
ability. The interval bounds of a are randomly
generated taking into account the domain of
the attribute. An example of this operator is vi-
sualized in Fig. 4.
– Directional mutation. One attribute a is ex-
pressed in the ruleR and is randomly selected.
The membership of a is swapped between an-
tecedent and consequent. If the type of a is
antecedent (TR(a) = 1), TR(a) is modified
to belong to the consequent (TR(a) = 2).
In other case, if the type of a is consequent
(TR(a) = 2), TR(a) is mutated to belong to
the antecedent (TR(a) = 1).
2. Mutation operator focused on the attribute inter-
val bounds (IR). Modifying the intervals of the
expressed attributes in the rule. Three equiproba-
ble cases are possible for one expressed attribute
a randomly selected:
– Lower bound. A random value is added or sub-
tracted to the lower bound of the interval of the
selected attribute a.
– Upper bound. A random value is added or sub-
tracted to the upper bound of the interval of the
selected attribute a.
– Lower and upper bounds. A random value is
added or subtracted to both bounds of the in-
terval of the selected attribute a.
For all the three cases, the random value is gener-
ated between 0 and a percentage (usually 10%) of
the amplitude of the interval and it will be added
or subtracted according to a certain probability.
An example for the lower bound interval muta-
tion is shown in Fig. 3.
The choice between the mutation operators focused on
the membership type or the interval bounds, respec-
tively, depends on a given probability. The new off-
spring is checked to ensure that represent meaningful
rules. In particular, the lower bound of the interval has
to be less than the upper bound of the interval; the an-
tecedent and the consequent cannot be empty sets and
have to be disjoint sets.
3.2.5. Applying the incremental learning with
alternating strata windowing scheme
In this section we describe the improvements carried
out to reduce the run-time costs of EA-based meth-
ods regarding the number of examples of the training
dataset. In particular, we propose to modify the learn-
ing scheme of QARGA-M to incrementally discover
QAR from subsets of the training instances.
The incremental learning performed in QARGA-
M is based on the ILAS mechanism due to the sim-
ilar evolutionary features between QARGA-M and
GBML systems. However, different features have been
included since ILAS was designed for supervised
learning approaches. The windowing-based learning
scheme splits the training set into a defined number
of non-overlapped subsets or strata of equal size by a
methodology similar to stratified n-fold cross valida-
tion. In the evolutionary process, each generation or it-
eration alternatively uses a different stratum to com-
pute the fitness function by a round-robin policy as can
be followed in Fig. 5. This mechanism provides more
general rules due to the good solutions need to survive
in multiple strata [15]. At the beginning of each iter-
ation of the IRL process, the training dataset is ran-
domly reordered and split into a defined number of
strata with the same size as can be observed in Fig. 6.
The incremental windowing-based learning scheme
implemented within the multi-objective evolutionary
process performed by QARGA-M is depicted in Fig. 7.
First, the size of each stratum is computed based on
Fig. 4. Generalizing and Specializing mutation.
Fig. 5. Incremental windowing-based learning scheme.
the number of instances of the dataset divided by the
number of strata considered (line 1). Then, the parent
population is initialized focused on the instances previ-
ously covered by not many rules to ensure the diversity
of the rules (line 2).
In addition, an empty elitist population is created in
which the best individual found for each stratum will
be stored (line 3). Afterwards, each stratum is sequen-
tially selected in each generation of the multi-objective
evolutionary process as follows (line 4.a): the number
of current stratum is calculated through the remainder
of the division between the number of current genera-
tion and the number of the strata in which the dataset
is split.
As can be observed, the population is evolved and
evaluated using the selected stratum instead of the
whole training dataset (except the last generation). In
the last generation, the population is evolved and eval-
uated using all the strata (line 4.b), that is, all the in-
stances of the dataset with the aim at selecting the
individual, which best represents the whole dataset.
Thereafter, an offspring population of the same size
as the parent population is generated after applying
the crossover and mutation operators described in Sec-
tion 3.2 (line 4.c).
The elitism of the population has been redefined to
consider the best individual of the generationwhere the
current stratumwas used for the last time. A solutionA
is better than another solution B if A is dominated by
a number of individuals lesser than that of B. If both
solutions A and B are dominated by the same number
of individuals, then A is better than B if the crowding
distance of A is greater than that of B. Note that the
extreme points of the Pareto-set are not considered to
be selected since their crowding distances are always
assigned with an infinite value.
Then, the best individual for each generation is
found in the least crowded region of the first Pareto
front (individual with the highest crowding distance
excluding the extreme points) according to the current
stratum used.
Hence, an elitist population with the same size as
the number of strata and composed of individuals se-
lected as the best rule for each processed stratum. Note
that the elitist population is empty at the beginning of
each evolutionary process. The new set of individu-
als to generate the next population is created through
the elitist population above described, in addition to
the current population and the offspring obtained (line
4.d).
Subsequently, the new set of individuals is eval-
uated by the measures selected as objectives to be
maximized by QARGA-M. In particular, confidence
(Eq. (2)), accuracy (Eq. (3)) and leverage (Eq. (4))
measures have been selected following the proposed
study in [49]. Thereafter, the fast non-dominated sort-
ing is performed to sort the new individuals in fronts
of dominance (line 4.e) [22] and the best individuals
are selected to generate the next population (line 4.f).
First, the individuals are sorted taking into account the
Pareto front in which they belong, and second, by the
crowding distance. Note that the size of the next popu-
lation has to be equal to the size of the current popula-
tion.
Once each generation is completed, the best indi-
vidual found for the current stratum is compared to
the best individual previously obtained for this stratum.
As mentioned above, the best individual in the current
generation is located in the least crowded region of the
first Pareto front excluding the extreme points of the
Pareto-set. If the current stratum is processed for the
first time (line 4.g), the best individual found in the
current generation is added to the elitist population. If
the current stratum has been previously processed (line
4.h), the best individual selected is compared to the
previous one stored in the elitist population according
to the dominance concept [22]. As a consequence of
the comparison, the best individual for the current stra-
tum is updated.
The best rule of the whole evolutionary process is
selected by following the described method above to
select the best individual of the generation (line 5). Fi-
nally, the instances covered by the best rule found are
penalized to boost the covering of instances still not
covered and prevent similar rules (line 6). Only a rule is
selected for each iteration of the evolutionary process
to perform the IRL process. The whole evolutionary
process is repeated until the desired number of rules is
reached.
3.3. Quality measures optimized by QARGA-M
Probability-based measures [33] have been selected
as objectives to be optimized with the aim of select-
ing the best rules following the proposed study in [49].
Specifically, leverage, confidence and accuracy mea-
sure are selected to be optimized, respectively, to ob-
tain general and reliable rules. In addition, support
measure has been considered as a threshold to filter the
set of resulting rules. The description and the mathe-
matical definition of these measures are described as
follows:
Support(X ⇒ Y ): The support of the rule X ⇒ Y
is the percentage of instances in the dataset that satisfy
X and Y simultaneously.
Sup(X ⇒ Y ) = n(X ∩ Y )/N (1)
where n(X∩Y ) is the number of instances that satisfy
the conditions for the antecedentX and consequent Y
simultaneously.
Confidence(X ⇒ Y ): The confidence is the prob-
ability that instances satisfying X , also satisfy Y and
Fig. 6. Scheme of IRL process including the incremental window-
ing-based learning scheme.
measures the reliability of the rules.
Conf(X ⇒ Y ) = Sup(X ⇒ Y )/Sup(X) (2)
Accuracy(X ⇒ Y ): Accuracy measures the degree of
veracity of the rules, {i.e.}, the matching degree be-
tween the obtained values and the actual data.
Acc(X ⇒ Y )=Sup(X ⇒ Y )+Sup(¬X ⇒ ¬Y )
(3)
where ¬ means negation, therefore Sup(¬X ⇒ ¬Y )
is the percentage of instances in the dataset that do not
satisfyX and Y simultaneously.
Leverage(X ⇒ Y ): Leverage measures the pro-
portion of additional cases covered by both X and Y
above those expected if X and Y were independent of
each other.
Lev(X ⇒ Y )=Sup(X ⇒ Y )−(Sup(X)Sup(Y ))
(4)
4. Experimental results and discussion
Several experiments have been carried out to assess
the performance of QARGA-M handling large-scale
datasets. The results obtained by the application of
QARGA-M with both techniques previously detailed
to the datasets specified in Section 4.1 are presented.
Fig. 7. Multi-objective evolutionary process to discover QAR including ILAS.
The goal of this experimentation is to show that the
computational costs of discovering QAR in large-scale
datasets could be reduced without quality loss in the
obtained rules.
First, Section 4.1 provides a description of all used
datasets. A summary of the parameter settings of
QARGA-M can be observed in Section 4.2. The results
obtained by QARGA-M and other existing approaches
are presented and discussed in Section 4.3.
4.1. Datasets description
Four large-scale bioinformatics datasets have been
used to assess the performance of the new representa-
tion and the incremental windowing-based learning in-
cluded in QARGA-M. The four datasets belong to the
Protein Structure Prediction (PSP) family of problems
that can be found at ICOS PSP benchmarks reposi-
tory [12,61]. This site contains an adjustable real-world
family of benchmarks suitable for testing the scala-
bility of machine learning methods. The four datasets
are different versions of the same dataset with varying
number of attributes, corresponding to different sizes
of the neighbourhood around amino acids. The four
datasets have 60 attributes (n1), 100 attributes (n2),
140 attributes (n3) and 180 attributes (n4). All datasets
have 234638 instances.
Alternatively, eight different public datasets from
the BUFA repository have been also used to evaluate
the performance of the proposed mechanisms. Rele-
vant information about these datasets is summarized as
follows: Ailerons (AI) dataset has 13750 instances and
41 attributes; Computer Activity (CA) dataset has 8192
instances and 22 attributes; Elevators (EV) dataset has
16599 instances and 19 attributes; Fried (FR) dataset
has 40768 instances and 11 attributes; House 16H
(HH) dataset has 22784 instances and 17 attributes.
Kinematics (KI) dataset has 8192 instances and 9 at-
tributes. 2Dplanes (PN) dataset has 40768 instances
and 11 attributes. Pole Telecomm (PT) has 9065 in-
stances and 49 attributes.
4.2. Parameters configuration
The values for the main parameters of QARGA-M
are described in this section. It is noteworthy that these
values have been used for each test case carried out to
assess the performance of QARGA-M. The QARGA-
M algorithm including the new features to enhance its
scalability in large-scale datasets has been executed
ten times for both non-windowed learning and each
number of strata used in the windowing-based learn-
ing scheme, and each dataset in which QARGA-M has
been applied. The main parameters of QARGA-M al-
gorithm are: 100 for the number of the rules, 100 for
the size of the population, 100 for the number of gen-
erations, 0.1 for the mutation probability of the gener-
alizing mutation operator, specializing mutation oper-
ator and directional mutation operator, and 0.3 for the
interval mutation operator. The minimum amplitude of
each gene in the individual is 2.5% over the full do-
main of the corresponding attribute.
Following the proposed study in [49], confidence
(Eq. (2)), accuracy (Eq. (3)) and leverage (Eq. (4))
measures are the selected measures to be optimized by
QARGA-M with the aim at obtaining the rules with
high quality, reliability and strong dependence between
antecedent and consequent. Minimum thresholds for
support and confidencemeasures have been considered
with the aim at reducing the number of rules to be ob-
tained by QARGA-M and comparing the number of
rules with good quality to the number strata used in
the incremental learning. Specifically, 0.4 is the mini-
mum threshold for confidence measure and 0.0025 is
the minimum value for support measure.
It is noteworthy that the values of the main param-
eter are standard values usually used in other works.
The values of the rest of parameters have been experi-
mentally obtained after performing several executions.
4.3. Performance of QARGA-M scalability handling
large-scale datasets
This section details the experimentation carried out
to assess the scalability of QARGA-M in large-scale
datasets. The techniques detailed in Section 3 has
been integrated into QARGA-M to reduce run-time
costs. Hence, the new representation of the individu-
als, where only the expressed attributes are coded in
the rule, is compared to the previous representation that
codes all the attributes appearing in the dataset in Sec-
tion 4.3.1. Alternatively, the windowing-based learn-
ing scheme is compared to the standard non-windowed
system in Section 4.3.2. Section 4.3.3 provides a com-
parative study when the proposed mechanisms are in-
tegrated into other existing EA-based techniques.
4.3.1. Quality of the rules obtained by QARGA-MBoth enhancements have been analyzed to study the 
behavior of QARGA-M in terms of quality of the rules 
obtained and run-time costs. First, the results of dif-
ferent quality measures are shown for both the old 
and the new representation of the individuals as well 
as both the standard non-windowed system and the 
windowing-based learning scheme. Then, the speedup 
and the average time per generation measured in sec-
ond obtained by each representation and each learning 
scheme are also presented.
Fig. 8. Average leverage obtained by QARGA-M in all datasets us-
ing the old and new representation of the individuals.
Fig. 9. Average confidence (%) obtained by QARGA-M in all
datasets using the old and new representation of the individuals.
Fig. 10. Average accuracy (%) obtained by QARGA-M in all
datasets using the old and new representation of the individuals.
Figures 8–10 summarize the average results for all
the datasets considered of the three quality measures
optimized by QARGA-M in order to compare the new
representation to the old one using the windowing-
based learning scheme (varying from 5 to 50 strata
with increments of 5 strata) and the standard non-
windowed system (1 stratum).
Specifically, each figure shows the average values of
leverage, confidence and accuracy, respectively, after
applying ten executions. Other quality measures such
as the percentage of covered records, gain, certainty
factor, leverage, number of rules and number of at-
tributes in the rules have also been studied. Note that
only the results obtained for three measures have been
displayed since similar results were obtained for the
remaining measures.
A non-parametric statistical analysis [32] has been
conducted in order to analyze if the improved repre-
sentation of the individual affects to the quality of the
obtained rules or causes information loss in the results.
Specifically, the Wilcoxon test has been applied using
a level of significance α = 0.05 to detect significant
differences in the measures of the rules obtained by
QARGA-M using the old and new representation of
the individuals. LetR+ be the sum of ranks for the dif-
ferent number of strata for each dataset in which the
new representation outperformed the old one, and R−
the sum of the opposite ranks.
The results obtained by the Wilcoxon test have
shown a greater value of R+ in confidence, accuracy,
support, percentage of covered instance and number
of rules obtained. Both R+ and R− values are simi-
lar for the lift measure. Only leverage, gain and cer-
tainty factor have present a greater value of R−. How-
ever, the resulting p-values are greater than the signif-
icance level considered for gain, certainty factor and
lift measures. The p-values obtained by the remaining
measures are lower than the significance level. There-
fore, the new representation outperforms the old one
in confidence, accuracy and support measures in addi-
tion to the percentage of covered instances and number
of rules obtained. Both representations do not present
significant differences in gain, certainty factor and lift
measures. The old representation only outperforms the
new one in terms of leverage measure.
Alternatively, some differences have been appreci-
ated in the results when the windowing-based learn-
ing scheme is applied and the old representation of
the individuals is used. The number of quality rules
that satisfy the minimum thresholds specified in Sec-
tion 4.2 decreases when the number of strata is in-
creased. That fact is due to the problem becomes more
difficult to be resolved when the number of strata in-
creases. Furthermore, the individuals of the popula-
tion hardly evolve towards optimal solutions in or-
der to satisfy the maximum number of strata to sur-
vive in the following generations. Similar conclusions
can be extended to the rest of the measures. The per-
Table 2
Average rankings obtained by Friedman test for each number of
strata
Number of strata Ranking
1 stratum 5.7448
5 strata 4.9063
10 strata 4.9479
15 strata 5.3021
20 strata 6.1406
25 strata 6.1979
30 strata 6.2396
35 strata 6.4063
40 strata 6.6458
45 strata 6.6042
50 strata 6.8646
centage of covered records in the dataset reached by
the windowing-based learning scheme and the non-
windowed system is 100% for the new representation
and greater than 95% for the old representation.
Nevertheless, an opposite behavior can be observed
with respect to the conclusions detailed above when
the number of strata considered decreases from 5 strata
to only 1, that is, when the standard non-windowed
system is applied. It can be noted that the results ob-
tained by the standard non-windowed system are worse
compared to the windowing-based learning scheme
in many cases. For instance, the support, confidence,
leverage, gain and accuracy measures are better when
the windowing-based learning scheme is applied. This
fact is due to the process of discovering quality and
accurate rules becomes more complex when we try to
tackle a entire large-scale dataset instead of a subset of
instances.
Note that the windowing-based learning scheme not
only reduces run-time costs but also overcomes the
non-windowed learning in terms of quality rules in
many cases. However, slight differences between both
learning schemes have been found. Therefore, the ap-
plication of the windowing-based learning scheme or
the standard non-windowed learning should not greatly
affect in the quality of the resulting set of rules.
A statistical analysis has been performed to evalu-
ate the significance of the QARGA-M including the
windowing-based learning scheme following the non-
parametric procedures discussed in [32]. In addition, it
could be interesting to find the most suitable number of
strata of QARGA-M algorithm to obtain the most op-
timal results. For this purpose, the support of the rule,
confidence, leverage, lift, gain, accuracy, percentage
of covered instances and certainty factor measures ob-
tained by QARGA-M using the new representation of
the individuals applied to the BUFA and n1, n2, n3 and
n4 datasets respectively, for all the considered number
of strata have been considered. Note that in this sta-
tistical analysis, we aim at analyzing the behavior of
both learning schemes, whereas the previous statistical
analysis has compared the individual representations.
Specifically, Friedman and Iman-Davenport (ID)
tests have been applied with level of significance α =
0.05 to assess if there are global differences in the mea-
sures obtained for all the different number of strata
considered. The average ranking obtained by the Fried-
man test for each number of strata considered in the
windowing-based learning scheme of QARGA-M is
summarized in Table 2. It can be observed that the low-
est value of average ranking is obtained by QARGA-M
using 5 strata that can be considered the best number of
strata taking to account the measures under study. The
worst results are obtained when the number of strata
considered is greater than 40.
The statistics obtained by Friedman and Iman-
Davenport tests have been greater than the critical val-
ues associated with each measure, according to the χ2
and F-Snedecor distributions. Therefore, the null hy-
pothesis is rejected, that is, there are significant dif-
ferences among the results obtained by the different
number of strata. Hence, a post-hoc statistical anal-
ysis has been performed. Specifically, Holm test has
been applied and it has determined significant differ-
ences among the number of strata 5 and 10 with regard
to 40, 45 and 50. Hence, it can be concluded that the
incremental windowing-based learning has been suc-
cessfully implemented into QARGA-M and the per-
formance is similar according to the standard non-
windowed system.
On the other hand, if the results retrieved from
GBML techniques integrating an incremental learning
scheme based on windowing techniques such as ILAS
are analyzed, interesting conclusions can be achieved.
For instance, all the studied problems in [27] lose accu-
racy with the increase of the number of strata. In con-
trast, the performance of QARGA-M overcomes the
standard windowed system when 5, 10 and 15 strata,
respectively, are used. Therefore, it is noteworthy that
the robustness of the windowing techniques is higher
in the AR context.
4.3.2. Speedup of QARGA-M
The second purpose of this study is to evaluate the
run-time differences between the enhanced and the
standard techniques integrated in QARGA-M to assess
how efficient and faster are both the new representa-
tion as the windowing-based learning scheme. All the
experiments presented in this section have been carried
Fig. 11. Average time per generation in seconds obtained by the old
and new representations of QARGA-M in PSP datasets.
out using Inter Xeon processors running at 2.00 GHz,
Linux operating system and the Java implementation
of QARGA-M without any parallelization.
Figure 11 summarize the average run-time per
generation in seconds after applying 10 executions
of QARGA-M using the windowing-based learning
scheme with 50, 25 and the non-windowed system (1
stratum) respectively, for each representation of the in-
dividuals and the n1, n2, n3 and n4 datasets described
in Section 4.1.
We can observe some interesting results. First of all,
although computational cost is linearly increased ac-
cording to the number of attributes of the dataset, the
run-time growth of the old representation is higher than
the new one.
Regarding the new representation, no significant dif-
ferences can be observed in the computational cost ac-
cording to the dataset used. Furthermore, it could be
appreciated that the new representation is more effi-
cient because avoids the processing of useless and ir-
relevant attributes and reduces the number of wasted
iterations. For instance, the new representation is up
to two times faster than the old one when the non-
windowed learning scheme is applied for the dataset
n1 and it becomes four times faster for the dataset n4.
With respect to the windowing-based learning sche-
me, the new representation achieves a remarkable per-
formance in contrast to the old representation. Indeed,
it is up to five times faster using 50 strata in the
windowing-based learning scheme with a high num-
ber of attributes in the dataset. Contrary to the strong
dependence between the computational cost of the
old representation and the number of attributes of the
datasets, the run-time of the new representation of the
individuals is not affected by the number of attributes
of the datasets.
Figure 12 shows the results obtained by QARGA-M
when the BUFA datasets are used. Datasets are sorted
Fig. 12. Average time per generation in seconds obtained by the old
and new representations of QARGA-M in BUFA datasets.
by number of instances and attributes. In this case, the
datasets have a lower number of instances and com-
putational costs are similar for both representations
when the windowing-based learning scheme is applied.
When the non-windowed system is considered, the old
representation of the individuals gets slower.
In the light of results obtained, it can be concluded
that coding only the information of the attributes that
are relevant to each rule successfully reduces run-
time costs improving the efficiency and performance of
QARGA-M algorithm as we expected. The algorithm
becomes more efficient when the number of instances
and attributes increase.
A standard metric to evaluate the scalability of an
algorithm is the speedup factor in order to assess how
faster or efficient is the parallel version of an algorithm.
In this context, the speedup is a measure of relative per-
formance between the time of the original scheme over
time of the windowed scheme using the same number
of iterations. To have a better insight in speedup (sp),
we compute the speedup of s strata as sps = t1/ts, that
is, the run-time obtained by 1 stratum over the time for
s strata. In the ideal scenario, the speedup factors will
be equivalent to the number of strata used. However,
the speedup factor will be below the number of strata
for several reasons, such as costs of the algorithm un-
related to the amount of data.
Figure 13 plots the average speedup for all datasets
of both individual representations respectively. It can
be observed that the speedup achieved by the new
representation using the windowing based learning
scheme is similar with regard to the speedup factor of
the old representation. The speedup factor is greater
than 10 when the number of strata is equal or greater
than 35 reaching values around 12 when the number of
Fig. 13. Speedup of QARGA-M using the old individual representa-
tion vs the new individual representation.
strata is 50. We have observed that the new representa-
tion obtain a higher speedup in contrast to the old rep-
resentation. The windowing scheme based on different
number of strata implies a higher generalization of the
individuals. This fact involves a less number of condi-
tions and hence, a fewer attributes in the rules. Thus,
the individuals are faster to evaluate.
It is noteworthy that the windowing-based learning
system in addition to reduce the run-time costs of the
QARGA-M algorithm also improves the performance
of the system without quality loss in the results in
contrast to the standard non-windowed system. There-
fore, in the light of the results obtained, we can con-
clude that the efficiency of QARGA-M handling large-
scale datasets has been successfully enhanced by the
methodologies proposed in this work.
4.3.3. Performance of other genetics algorithms to
discover QAR
A comparative analysis when the proposed method-
ologies are integrated into other existing methods to
discover QAR is described in this section. Specif-
ically, the genetic algorithms QARGA [48], EAR-
MGA [64] and the multi-objective algorithm named
NSGAII-CIP-QAR [46] have been used to carry out
the comparative study. Both EARMGA and NSGAII-
CIP-QAR are available in the KEEL tool [8]. The
windowing-based learning scheme has been integrated
in QARGA, EARMGA and NSGAII-CIP-QAR algo-
rithms. Furthermore, the new representation of the in-
dividuals has been also integrated in QARGA to eval-
uate the performance of the methodologies proposed
over other approaches.
All the algorithms have been executed 10 times for
each dataset described in Section 4.1, each number
of strata varying from 5 to 50 strata with increments
Fig. 14. Average leverage obtained by QARGA-M, QARGA, NS-
GAII-CIP-QAR and EARMGA algorithms.
of 5 strata and the standard non-windowed system
(1 stratum). The main parameters of QARGA, EAR-
MGA and NSGAII-CIP-QAR algorithms are 100 for
the size of the population, 100 for the number of gener-
ations and 0.1 for the probability of mutation. As does
QARGA-M, QARGA and EARMGA use a minimum
support and confidence thresholds of 0.0025 and 0.4,
respectively, and 100 for the number of the rules.
The rest of the specific parameter values of QARGA
algorithm are 0.5, 0.25, 0.25, 0.25 and 1 for the
support, covered instances, amplitude, number of at-
tributes and confidence weights, respectively. On the
other hand, parameter values of EARMGA algorithm
are 5 for both the number of partitions for numeric
attributes and the fixed length of AR. This algorithm
uses 0.25 for the probability of selection and 0.7 for
the probability of crossover. Finally, parameter values
of NSGAII-CIP-QAR are 3 objectives, 2 for the am-
plitude factor and 5 for the difference threshold. Note
that such parameter values for QARGA, EARMGA
and NSGAII-CIP-QAR are the default values defined
in the KEEL tool.
The average results for all datasets when the wind-
owing-based learning scheme is applied in QARGA,
NSGAII-CIP-QAR and EARMGA in addition to
QARGA-M including the new representation are sum-
marized in Figs 14–17.
Figure 14 shows the average leverage values ob-
tained by all the algorithms. It can be observed that
leverage increases when the number of strata also
increases. NSGAII-CIP-QAR algorithm obtains the
maximum values when the windowing-based learning
scheme is applied whereas QARGA-M achieves the
highest value when the standard non-windowed sys-
tem is considered. Regarding QARGA, similar results
Fig. 15. Average confidence obtained by QARGA-M, QARGA, NS-
GAII-CIP-QAR and EARMGA algorithms.
Fig. 16. Average accuracy obtained by QARGA-M, QARGA, NS-
GAII-CIP-QAR and EARMGA algorithms.
are achieved between the new and old representations.
EARMGA is the worst algorithm for this measure.
Figure 15 summarizes the average values of confi-
dence measure obtained for each algorithm and each
number of strata. In contrast to the previous mea-
sure, EARMGA presents the best values for confidence
but NSGA-II-CIP-QAR obtains the worst results. Note
that EARMGA only optimizes the confidence mea-
sure. As QARGA-M does, QARGA achieves the best
results when the new representation is considered. In
general terms, the confidence values decrease when
the number of strata increases. Alternatively, NSGAII-
CIP-QAR achieves better values when the number of
strata is increased in some cases. Nevertheless, no sig-
nificant differences are presented among the results ob-
tained by the standard and the windowing-based learn-
ing schemes.
Figure 16 visualizes the average values for the ac-
curacy measure. QARGA-M reaches the best accu-
Fig. 17. Covered instances obtained by QARGA-M, QARGA, NS-
GAII-CIP-QAR and EARMGA algorithms.
racy values whereas EARMGA is the worst algorithm.
QARGA also obtains better values when the new rep-
resentation is used.
It can be observed that accuracy values are similar
regardless of the number of strata used. In fact, EAR-
MGA achieves better values when the number of strata
is above 20.
Finally, Fig. 17 plots the percentage of covered in-
stances for each algorithm and each number of strata.
It can be noted that QARGA-M covers the 100% of
instances of all datasets whereas the multi-objective
NSGAII-CIP-QAR only covers around the 70% of in-
stances of datasets in average terms. QARGA covers
more than 90% of instances when the new representa-
tion is considered. It can be observed that EARMGA
is the most irregular algorithm.
The remaining measures present similar perfor-
mance when the windowing-based learning scheme is
integrated and the number of strata is increased.
Other conclusions can be drawn from the results 
obtained. For instance, QARGA-M finds more than 
70 rules that satisfy the minimum threshold, QARGA 
achieves between 10 and 30 rules, NSGAII-CIP-QAR 
discovers more than 50 rules and ERMGA obtains 
more than 90. Nevertheless, the average support of 
the consequent of EARMGA achieves values close to 
100% that means that the consequent of the rules cov-
ers almost all the instances of the datasets. Further-
more, this algorithm achieves the worst values in terms 
of gain (close to 0), certainty factor and lift due to the 
high support of the consequent and the weakly depen-
dence among the support of the antecedent and conse-
quent of the rules.
The rest of the algorithms present a stronger de-
pendency between the antecedent and consequent, al-
Fig. 18. Speedup obtained by QARGA-M, QARGA, NSGAII–
CIP-QAR and EARMGA algorithms.
though EARMGA is better in terms of confidence.
Note that this fact should not be considered particu-
larly relevant since the confidence has some drawbacks
as discussed previous works [49]. For instance, con-
fidence is not able to find negative dependencies be-
tween the antecedent and the consequent.
Regarding the average support, QARGA-M also
overcomes QARGA, NSGAII-CIP-QAR and EAR-
MGA. NSGAII-CIP-QAR achieves the better values
in terms of lift measure. The results obtained by
QARGA-M, QARGA and NSGAII-CIP-QAR for the
gain and certainty factor measures are similar.
Figure 18 represents the average speedup obtained
by all the algorithms. It can be appreciated that all of
them are more than 10 times faster when the number
of strata is 50. Therefore, the main goal of this work
has been achieved since QARGA-M and the rest of
the studied algorithms are able to obtain rules success-
fully in large-scale datasets when the windowing-based
learning scheme is applied without significant loss of
quality in the results. Furthermore, the quality of the
results is improvedwhen the new representation is con-
sidered as shown QARGA and QARGA-M.
5. Conclusions
This paper presents a methodology to improve the
efficiency of AR mining techniques based on GA in
large-scale datasets. Themain drawbacks of these tech-
niques are the high computational costs and memory
resources required in the rule-matching process. Each
condition belonging to each AR needs to be evalu-
ated for each instance of the training dataset. The im-
provement performed in this paper aim at reducing run-
 
time costs during the evaluation process of EA-based
techniques to discover QAR. The first improvement
has been devoted to avoid irrelevant computation effort
coding only the expressed attributes in the rules.
The second one has been focused to integrate a
learning scheme to evaluate only a subset of instances
of the training dataset in the rule-matching process.
Specifically, the inner working of the QARGA-M al-
gorithm has been modified with a new individual rep-
resentation and windowing-based learning scheme to
enhance its scalability in large-scale datasets. The new
QARGA-M has been tested in several datasets and
compared with the standard QARGA-M in terms of
AR quality measures and speedup. Furthermore, a non-
parametric statistical test has been applied to detect
significant differences between both approaches. The
results obtained have shown similar performance be-
tween both individual representations of QARGA-M.
The windowing-based learning scheme integrated into
QARGA-M does not present significant differences in
terms of the number of strata used. Regarding the run-
time costs focused on the individual representation, the
new one does not obtain significant differences accord-
ing to the dataset used contrary to the old representa-
tion.
Furthermore, other existing GA techniques to dis-
cover QAR have been also modified to integrate the
proposed methodologies showing a remarkable per-
formance in terms of quality measures and speedup.
Hence, the methods proposed successfully improve the
performance of GA-based methods in terms of effi-
ciency, run-time costs and quality of the rules obtained.
As future work, the authors want to study other mod-
ern schemes such as NSGA-III, Differential Evolution
or Memetic Algorithms to discover efficiently high-
quality QAR.
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