Anomaly detection for cyber-security defence has garnered much attention in recent years providing an orthogonal approach to traditional signature-based detection systems. Anomaly detection relies on building probability models of normal computer network behaviour and detecting deviations from the model. Most data sets used for cyber-security have a mix of user-driven events and automated network events, which most often appears as polling behaviour. Separating these automated events from those caused by human activity is essential to building good statistical models for anomaly detection. This article presents a changepoint detection framework for identifying automated network events appearing as periodic subsequences of event times. The opening event of each subsequence is interpreted as a human action which then generates an automated, periodic process. Difficulties arising from the presence of duplicate and missing data are addressed. The methodology is demonstrated using authentication data from Los Alamos National Laboratory's enterprise computer network.
I. INTRODUCTION
Currently, cyber-defence mechanisms rely heavily on signature-based intrusion detection systems and human intuition to identify malicious behaviour on a computer network. Signature-based systems are a powerful tool, but require specific signatures generated from known malicious behaviour and are increasingly being subverted by sophisticated cyber attacks. Anomaly detection systems provide an extra layer of defence by modelling normal network behaviour and detecting significant deviations from the model, allowing previously unseen attack behaviours to be identified, [1] , [2] . In order for these systems to be more widely adopted in the operational cyber community, more research needs to be done in building better models that reduce false-positives and provide meaningful alerts. Understanding and separating automated network events from those caused by human behaviour is an important part of improving modelling efforts in this domain.
By regarding the arrivals of communications between each pair of hosts in a computer network as a point process of event times on R + , this article proposes a method to distinguish between automated network events and those caused by human behaviour.
Polling behaviour at a constant periodicity is a common feature of network data, hosts in the network periodically connect to legitimate servers for a variety of reasons such as checking for new content or keeping long term connections alive, [3] . In [3] , a method is presented to detect polling behaviour in a sequence of event data derived from network traffic using Fourier analysis. The work presented here aims to detect more complex polling behaviour where the entire traffic sequence can be partitioned into periodic subsequences initiated by a user-driven event and separated by more random durations of inactivity.
Treating automated and user-driven data separately should provide a more robust framework for modelling computer network data, whereby bespoke models can be specified for each type of behaviour. Further, as a data reduction tool, identifying only user-driven events represents a significant thinning of the bulk of computer network data, potentially improving anomaly detection capability and efficiency.
This article focuses on two types of polling behaviour observable in computer network data, each exhibiting a hypothetical periodicity P in different ways.
1) Fixed phase polling: Event times occur every P seconds plus a random zero-mean error; any delay in one event time does not propagate into future event times. 2) Fixed duration polling: Event times occur P seconds after the preceding event, plus a random zero-mean error. Since the user-driven events are not labelled, inferring their identities between the bulk of automated, periodic events is viewed as a changepoint detection problem. In this article a full generative model is proposed for event times exhibiting both types of polling. These models are robust to both missing and duplicate data.
Section II describes the data used for analysis, taken from Los Alamos National Laboratory's (LANL) computer network. Section III describes the directional statistics used to model the error terms of periodic events as angular displacements. Sections IV and V introduces a changepoint detection method to identify periodic subsequences. Finally, Section VI presents results from both a simulated data example, which exhibits fixed phase polling, and LANL's computer network data, which exhibits fixed duration polling.
II. COMPUTER NETWORK AUTHENTICATION DATA
The data analysed are authentication logs collected over 58 days from the LANL internal computer network [4] , [5] . The authentication logs record a source username and computer, a destination username and computer and the time when the authentication event was initiated. Authentication events often exhibit periodic polling, separated by random durations of inactivity. For example, this can occur when a Day  0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16 17 18 19 20  21  22 23 Fig. 1 . Log on event times over a 58-day period for an example user, U514, from the LANL computer network. Left: Log on event times between two specific computers, C528 and C15607. Right: The time of day distribution for all events generated by the user.
user initially authenticates to a computer and the authentication mechanism then periodically verifies the continued validity of those credentials. Such information cannot be derived from the authentication event types collected in the data. The left panel of Fig.1 plots all event times for an example user, U514, authenticating between two particular computers, C528 and C15607, over the 58-day period. It is apparent that these data comprise several periodic subsequences of evenlyspaced event times. Each subsequence starts during working hours and so these initial events are potentially user-driven.. Periodic subsequences may contain duplicate events or missing data and so it is important that any proposed model is robust to these data features.
The right panel of Fig.1 shows the time-of-day event data plotted on a circular histogram for all Log On events initiated by the same user connecting between any source and destination computers. The limited variation in the number of events within and outside the working day supports the existence of automated polling behaviour.
III. DIRECTIONAL STATISTICS
For modelling data with an underlying periodicity, it is intuitive to consider noise in the data as angular displacements from the underlying periodic sequence. For a given period P , event times from a point process can be transformed to directions in two-dimensional space, represented by points on a unit circle. For an event time y, let
denote the angular location of the corresponding point on the unit circle. Under this transformation, any variability in the periodic event times corresponds to small angular displacements from an overall angular mean. The mean direction and circular variance provide respective measures of the location and spread of directional data. For a given sample φ = (φ 1 , . . . , φ n ), let x i = (x i,1 , x i,2 ), where x i,1 = cos φ i and x i,2 = sin φ i , such that x i is the location of a unit vector with angle φ i in two-dimensional space. Then let x = (x 1 ,x 2 ) denote the mean resultant vector of the sample, wherex 1 = n i=1 x i,1 /n andx 2 = n i=1 x i,2 /n. The mean directionφ is defined to bē φ = arctan(x 2 /x 1 ) (mod 2π), and the circular variance is defined as V = 1 −R, whereR = x 2 1 +x 2 2 denotes the length ofx. A comprehensive overview of these and other directional data summaries is provided in [6] .
A. The von Mises Distribution
A commonly used distribution for modelling directional data is the von Mises distribution [6] . A random variable θ is said to follow the von Mises distribution with location parameter ν ∈ [0, 2π) and precision parameter κ > 0, written M (ν, κ), if it has density
where I (·) is the modified Bessel function of order . In Section 4, which introduces a full generative model, the von Mises distribution will provide angular displacements which are then suitably transformed into the angular locations of each event time. It will therefore be helpful to review both frequentist and Bayesian parameter estimation for this distribution. 1) Maximum Likelihood Estimation: Let θ 1 , . . . , θ n be a sequence of realisations drawn from M (ν, κ). The log-likelihood function for this sample simplifies to [6] . Maximising with respect to the location parameter ν yields the maximum likelihood estimate (MLE)
whereθ is the mean direction of the sample defined above. Substitutingθ into (1) and differentiating with respect to κ yields the MLE for κ,κ
where
There is no analytic solution for (2), but numerical estimates can be obtained [7] , [6] .
2) Bayesian Inference: For relatively straightforward Bayesian inference for the von Mises distribution, [8] and [9] use the conjugate prior
This specification is analogous to having observed c notional prior directional samples with a mean direction ν 0 and resultant length R 0 . As in the previous section, let θ 1 , . . . , θ n be samples drawn from M (ν, κ). First, letζ n be the resultant of the sum of a vector with direction ν 0 and length R 0 together with unit vectors in each of the directions of the samples θ 1 , . . . , θ n . Second, let ν n and R n respectively be the mean direction and magnitude ofζ. Then the posterior distribution of ν and κ is given by
Methods for obtaining a posterior estimate for the precision parameter κ include the Metropolis Hastings algorithm.
IV. A MODEL FOR PERIODIC SUBSEQUENCES
To construct a full generative model for an ordered sequence of event times with intermittent periodicity, define
such that x i specifies the duration of inactivity before the ith polling subsequence commences and n i specifies the number of beaconing periods of length P within that ith subsequence.
Within a polling subsequence, zero events (in the case of missing data), one event, or multiple events (in the case of duplication) may be observed during each period. Within the ith polling subsequence, for j = 1, . . . , n i let m i,j be the number of events observed in the j th period, where m i,j is assumed to be hurdle geometric. Defining To construct a subsequence exhibiting fixed phase polling, for the ith polling subsequence and the j th period of the ith subsequence, let θ i,j,1 < . . . < θ i,j,mi,j be the order statistics from m i,j independent draws from the von Mises distribution M (π, κ). Define the ordered event times for that period to be
A. Fixed Phase Polling
Considering these event times transformed to the unit circle, let
be the corresponding angular location. Since θ i,j,k has expected value π, it can easily be seen that the expected angular location of each event time in the ith polling subsequence is given by
Therefore the angular displacement error associated with each event time is described by the M (0, κ) distributed variables
Finally, to complete the specification for a point process of event times with periodic subsequences, let y 1 < y 2 < . . . be the sequence of observable event times defined by
An illustration of this indexing format is provided in Fig.2 .
B. Fixed Duration Polling
An example of a possible subsequence exhibiting fixed duration polling is shown in Fig. 3 . It is intuitive to define the event times recursively, since the event times in one period affects the mean of the distribution of event times for subsequent periods. To construct a subsequence of event times exhibiting fixed duration polling, let z i,j,k ∈ (−π, π] be the angular displacement error associated with each event time, drawn from M (0, κ). Then let z i,j,k = z i,j,k 2π P. For the j th period of the i th polling subsequence, let
mi,j k=1 y i,j,k /m i,j m i,j > 0, such that for each non-empty period in a polling subsequencē y i,j is the arithmetic mean of all event times in that period. Then define the ordered event times for each period to be
The expected angular location of each event time in the j th period of the i th polling subsequence is given by
The angular displacements error associated with each event time is
The sequence of observable event times is again given by (6) .
V. CHANGEPOINT DETECTION
Changepoint detection techniques are used in data analysis across a range of scientific fields. These methods partition a sequence of data into a number of smaller segments, such that the data within each segment are assumed to arise from a single generative model. Here, discrete changepoint analysis is used to separate a point process of event times from a computer network edge into periodic subsequences, where the data is assumed to arise from one of the proposed models given in Section IV.
Let y 1 < . . . < y n be a sequence of event times from a point process. Suppose the sequence is partitioned into m + 1 segments by m integer-valued changepointsτ = (τ 1 , . . . , τ m ), ordered such that 0 ≡ τ 0 < τ 1 < . . . < τ m < τ m+1 ≡ n. For each i = 1, . . . , m + 1, the ith segment of data is the subsequence of event times y τi−1+1:τi = (y τi−1+1 , . . . , y τi ).
There are many changepoint detection algorithms, but binary segmentation (BS), [10] , optimal partitioning (OP), [11] , and the pruned exact linear time (PELT) algorithm, [12] , are considered here. Since computational scalability is paramount, rather than using a fully Bayesian procedure, changepoints are detected using one of these algorithms and a Bayesian estimation procedure is adopted for updating the model parameters between successive iterations of the changepoint algorithm.
A common aim of these discrete changepoint detection algorithms is to find changepoints that minimise an overall cost function
where C is a segment-based cost function relating to the fitted likelihood of the data in a segment and β n ∈ R is a penalty term to discourage over fitting.
The BS method has an advantage of being computationally efficient, O(n log n), but it is not guaranteed to find the global minimum of (8) . The OP method is guaranteed to minimise (8) by iterating sequentially through each event time and minimising (8) conditional on all previous combinations of changepoints. The disadvantage to this method is that it has a computational cost which is quadratic in n.
The PELT method uses pruning to improve the computational efficiency of the OP method whilst still ensuring that the search algorithm finds a global minimum to (8) . Under the assumption that the number of changepoints m increases linearly with the size of the data n, PELT has a linear computational cost. Pseudo code for both the PELT and the OP methods can be found in [12] . Only PELT and BS are considered further and a comparison of the two methods is given in Section VI-A.
Following the changepoint literature [13] , C is chosen to be twice the negative log-likelihood function. Furthermore, in accordance with the Bayesian information criterion (BIC) [14] , the penalty is chosen to be of the form
where α notionally represents the number of additional free parameters introduced to the model by adding a changepoint.
Here the natural choice is α = 2, since the only parameters introduced by adding a changepoint are the location of the changepoint within the data sequence and the location parameter of the new periodic subsequence. Using the various definitions from Section IV, the likelihood of a proposed subsequence is given by
where in the case of fixed phase pollingν i,j =ν i is the MLE for the location parameter of the von Mises distribution (5) using the angular representation (4) of all event times from the proposed subsequence. In the case of fixed duration pollinĝ ν i,j is the MLE for the location parameter of the von Mises distribution (7) using the angular representation (4) of all event times from the previous non-empty period. When the parameters (p, q, r, λ, κ) are considered unknown, independent conjugate priors can be used such that p, q and r have beta distributions with respective parameters (α p , β p ), (α q , β q ) and (α r , β r ), whilst λ ∼ Gamma(α λ , β λ ).
The prior distribution for κ is given by (3) with hyper parameters R 0 , ν 0 and c. It is assumed the estimated angular displacements of the event timeŝ
are distributed M (0, κ). The posterior distribution of κ conditional on these angular displacements cannot be sampled directly, and so approximate samples are drawn from the Metropolis Hastings algorithm with a simple uniform random walk proposal.
The proposed procedure initially estimates the constant periodicity using [3] , before iterating between three inferential steps until convergence is reached: 1) find a set of changepoints for periodic subsequences, 2) bayesian estimation of the nuisance parameters (p, q, r, λ, κ) and 3) updating the estimated periodicity P . Convergence is assumed when identical changepoints are found by step 1 in two successive iterations of the algorithm. In step 2, the nuisance parameters are updated using their revised posterior means, conditional on the updated set of changepoints found in step 1. The posterior distributions of the parameters p, q, r, λ all have closed form under the conjugate priors. The posterior mean of κ is estimated by Metropolis Hastings sampling as described above.
Finally, the estimated periodicity P is updated in step 3 using the following procedure. For the j th period in the i th polling subsequence, if the period is non-empty, letȳ i,j be the arithmetic mean of all event times in that period. Let w i,j be the difference betweenȳ i,j and the mean event time from the previous non-empty period in the i th subsequence. To reduce the influence of missing event data, P is estimated to be the median value of {w i,j } over all subsequences i defined by the current set of changepoints.
VI. EXAMPLES

A. Simulated Data Example
To gain an understanding of the accuracy and the efficiency of both the BS and PELT methods described in Section V, they are applied to sequences of events times sampled from the full generative model for fixed phase polling given in Section IV. The aim is to partition the event times so that each changepoint is positioned at the start of a new periodic subsequence, therefore the changepoint locations are restricted to the event times in the data.
Three different combinations of the model parameters p, q, r, λ and κ are used to generate different types of periodic subsequences. Larger values of κ induce smaller error terms in the angular displacements of the polling subsequences, this should make the periodic subsequences easier to identify. To focus attention on comparing the rival changepoint algorithms, in this example p, q, r, λ and κ are assumed to be known and not estimated. Without loss of generality, the periodicity is set to 1 for all three combinations. The three sets of parameter choices are presented in Table I . For each set of parameters, 100 simulated data sets each consisting of 10 polling subsequences were generated. Fig.4 plots an example of one of these sequences of simulated event times, generated with parameter setting 2 from Table I . Changepoints were detected using PELT with the BIC penalty β n = 2 log(n), (9) . For each event time y σ(i,j,k) , determined by the simulated changepoints, is plotted. The vertical lines indicate the locations of the changepoints detected using PELT, which correctly partition the event times into the ten separate subsequences. Table II presents the proportion of true positive (TP) and false positive (FP) changepoints found for the BIC penalty, β n = 2 log(n). The proportion of TP changepoints corresponds to the number of changepoints correctly identified divided by the total number of true changepoints, whilst the proportion of FP changepoints corresponds to the number of events incorrectly identified as changepoints, divided by the total number of events which do not correspond to a changepoint.
For this simulation study, PELT identifies at least as high a proportion of TP changepoints and at least as small a proportion of FP changepoints as the BS method for all three parameter settings. To further investigate how the two methods differ, the run time of the two algorithms is measured against the number of changepoints. For each set of parameters from Table I , a varied number of polling subsequences (equivalently, changepoints) were selected and 10 data sets were simulated for each. The average run time in seconds on a computer with an Intel Core i7 processor, clocked at 2.2 GHz, are presented in Table III . Both algorithms use the same underlying code for calculating the cost of a proposed changepoint configuration. In almost all situations, the PELT method was quicker than the BS method, especially when the number of changepoints increases.
When monitoring real computer networks, traffic is often observed for several days to allow construction of an accurate model of normal behaviour. It is therefore possible that a large number of beaconing periodic subsequences could be observed; in such cases, where there is an unknown but Algorithm   BS  PELT  Parameters  1  2  3  1  2  3   Changepoints   10  14  9  8  12 6  9  20  47  36 29 28 20 20  50 293 219 171 58 45 63  100 1110 996 825 103 99 200   TABLE III  AVERAGE potentially large number of changepoints, the PELT method is preferable since it has a linear computational cost.
B. Real Data Example
The changepoint detection algorithm for detecting periodic subsequences using the PELT method is now applied to the authentication data from the Los Alamos National Laboratory (LANL) computer network described in Section II. The analysis in this section focuses on the Log On events for user U514 depicted in Fig.1 . The event times for each source-destination pair of computers are modelled as separate point processes. The changepoint detection algorithm is applied separately to each computer-computer point process, identifying the first event after each changepoint as a user-driven Log On event. Unlike the previous example these data exhibit fixed duration polling, see Section IV .
To initialise the algorithm, the model parameters (p, q, r, λ, κ) are initially estimated using the means of the prior distributions given in Section V. The hyperparameters of the prior distributions are estimated empirically from a small segment of a polling subsequence, from one edge in the network. These hyper-parameters are given in Table IV. Parameters R0 c αp βp αr βr αq βq α λ β λ 1 9 10 10 1 10 5 10 1 20 1 As in Fig.1 , the left panel of Fig.5 plots all event times over the entire 58-day period, where user U514 logs onto computer C528 from computer C15607. The circles in the diagram now indicate the inferred user-driven events (corresponding to estimated changepoints) that initiate the start of an automated polling subsequence. It is clear that meaningful subsequences of periodic event times are identified and the methodology is robust to duplicate event data, as seen between days 5 and 10, and missing event data, as seen between days 35 and 40.
The right panel of Fig.5 plots the distribution of the inferred user-driven Log On events found by applying the PELT changepoint detection algorithm to all pairs of computers used by user U514 over the entire 58-day period. The distribution of these events is much more consistent with human behaviour than Fig.1 , with the majority of events occurring within the hours of an extended working day (9am-8pm) and a large spike of Log On events at the start of the working day (9am-10am). For this user, automated polling behaviour accounted for over 97% of all Log On data. Removing all the automated data would represent a significant thinning of the bulk of authentication data.
1) Robustness: The proposed procedure of iterating between the changepoint analysis and Bayesian estimation of the nuisance parameters introduces random variation to the algorithm due to the stochastic nature of the Metropolis-Hastings (MH) algorithm. Variation can also be introduced by varying the specification of the prior hyper-parameters displayed in Table IV . The robustness of the model is examined by performing 10 repetitions of the algorithm on the Log On events for user U514, for three different sets of prior hyperparameters given in Table V. Parameters R0 c αp βp αr βr αq βq α λ β λ 1 8 10 10 2 10 5 10 1 10 1 2 9 10 10 1 10 5 10 1 20 1 3 7 10 10 3 10 5 10 1 5 1 The changepoint detection procedure identified the same inferred user-driven Log-On events when user U514 logs onto computer C528 from computer C15607 for all 10 repetitions of the algorithm and for all three sets of hyper-parameters. The circular histogram shown in right panel of Fig.5 is visually indistinguishable for all repetitions of the algorithm. These results show that variability in the algorithm, due to the stochastic variability of the MH algorithm or from altering the specification of the prior hyper-parameters, has a very small effect on the resulting inference.
VII. CONCLUSION
A changepoint detection algorithm was proposed for identifying polling subsequences in computer network data. The proposed method was shown to be robust to complications typically encountered in computer network data, such as duplicate and missing data.
The changepoint detection methodology can be applied to each edge in a computer network, separating human user activity from automated events. If the events from an edge in the network consist of a single polling sequence with no phase shifts, this suggests no human activity and the event data will be best described using the simpler method of [3] . However, if the events consist of multiple, intermittent periodic subsequences sharing a constant periodicity, the methodology proposed in this article can be used to identify the user-driven events initiating each periodic subsequence. If the events exhibit no periodic patterns, then the events from that edge are potentially all user-driven.
The algorithm was applied to authentication data from the Los Alamos National Laboratory (LANL) enterprise computer network. The algorithm identified meaningful subsequences of periodic event times. In the absence of true classification labels for the data, the time of day distributions of the inferred userdriven events was compared with the distribution for all of the authentication events from one user. The distribution of the inferred user-driven events was more consistent with human behaviour, displaying a more clear diurnal pattern.
Further extensions of the model could be considered. For example, within the ith subsequence, θ ijk are assumed to be the order statistics of independent identically distributed draws from a M (π, κ) distribution. However, in reality there is often a correlation exhibited between these angular displacements within a beaconing period, as events can arrive in bursts. To incorporate this correlation into the model, a hierarchical model for polling subsequences of event times could be postulated. Clusters of event time variables θ ijk are considered to be only conditionally independent given some unobserved location value.
