Abstract-Within a cultural context we constantly deal effectively with multiple objectives. A computational version of cultural systems, Cultural Algorithms, has been extended to deal with multi-objective optimization problems. These approaches while employing the basic framework have used only a subset of the available knowledge sources. In this paper we present an extension of Cultural Algorithms for Multi-Objective optimization, MOCAT, the fully utilizes all of the available categories of knowledge sources. The synergy of this ensemble is demonstrated through the application to an example problem and the results compared with that of other approaches in metric terms.
INTRODUCTION
Evolutionary algorithms, including Cultural Algorithm [31] [32] [33] [34] [35] [36] , and other bio-inspired approaches are frequently used to solve problems that are not tractable for traditional approaches. As most real-world problems involve more than one objective where these objectives may conflict with each other, multiobjective evolutionary algorithms (MOEAs), attract much research focus nowadays.
If multiple objectives can be unified into one objective function, i.e., the objectives are not conflicting with each other, such a problem is a single-objective one in nature because the minimum solution corresponding to any objective function is the same [11] . Those problems that contain no solutions that are optimal for all objectives are commonly named wellformed [4] and are the focus of interest in this study. Traditional single-objective optimization algorithms cannot be adopted for well-formed MOPs without some modification. In other words, single-objective optimization is not a degenerate case of multi-objective optimization but rather the latter is not merely a simple extension of the former.
Among optimization algorithms, Evolutionary Algorithms (EAs) [12] mimic nature's evolutionary process in order to direct its search towards optimal solutions: reproduction, mutation, recombination, and selection. Candidate solutions to the optimization problem play the role of individuals in a population, and the fitness is determined in the environment within which the solutions live. Since in each round of evolution a population exists and is processed, the outcome of an EA is the existence of a set of solutions. The ability of EAs to produce multiple optimal solutions in one single simulation run makes them ideal in solving MOPs, especially while classical optimization methods can at best find one solution in one simulation run. Such EAs are called Multi-Objective Evolutionary Algorithms (MOEAs).
The first real application of evolutionary algorithms to find multiple trade-off solutions in one single simulation run was presented by Schaffer in his doctoral dissertation [37] . The next work on MOEAs came from Goldberg [17] who introduced the concept of domination. Domination is a partial order relationship in which a dominating solution is superior to dominated solutions in terms of all objectives. Ever since then, a number of researchers have developed different implementations of MOEAs using this important concept.
In many MOEAs, such as NSGA [38] , NSGA-II [13] , and Pareto-GA [20] , there was little or no interaction between individual solutions in the population. Later on, several socially motivated approaches have been proposed to solve multi-objective optimization problems. In these approaches knowledge can be explicitly exchanged between problem solvers in the solution of an optimization problem. Since multi-objective problems are particularly characteristics of complex social systems, these approaches may provide insights into how such problems are dealt with in social situation.
Among popular socially motivated MOEAs, there are Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), and the Cultural Algorithm (CA). The Cultural Algorithm is inherently able to address large-scale problems that spread larger temporal and spatial scales than the other two approaches.
Culture is dynamic and always evolving. Human activities continuously reshape the culture, inject new material into it, and promote new stages while we are reversely defined and constrained by the extra-natural "culture" or "society". This bidirectional interaction that pushes forward the cultural evolution process has a straightforward mapping in the CA.
The major components of a Cultural Algorithm are the population space, the belief space, and the communication protocols, including acceptance and influence functions, through which the first two components interact. The population space can support any population-based computational model, such as Genetic Algorithms, Evolutionary Programming, etc.
The Cultural Algorithm has been applied to solve a variety of problems in business, science, industry, and society [7, 8, 24, 34, 36] .
As a result of its successful applications to single objective problems, CA has been adopted in solving multi-objective problems. The first application was done by Reynolds and Nazzal [35] . More recently, Coello-Coello [10] developed a CA for multi-objective problems in which they saved the nondominated agents into an external memory, which was similar to the Cultural Algorithm's Situational knowledge. Most recently, the original CA implementation has been expanded for MOPs [4] using a wider variety of cultural knowledge, Multi-Objective Cultural Algorithm (MOCA).
In this paper we extend the MOCA approach to include all knowledge sources categories II. RELATED WORK Based upon the type of interaction between agents, MOEAs are divided into two genres, non-socially-motivated, and socially-motivated. In the latter genre, knowledge can be explicitly exchanged, either directly or indirectly, or both, between problem solvers in the solution of an optimization problem. It is a common occurrence within social systems to have agents deciding between numerous conflicting objectives. In fact, we argue that for cultures to survive they must support mechanisms for the solution of such multiple objective problems.
As a result, socially-motivated MOEAs are prominently pervasive and successful in solving MOPs, and thereafter in this thesis they are of our special focus. However, to complete this section, non-socially-motivated MOEAs are introduced as well.
There are a few popular MOEA approaches, among which are PSO, ACO, and the Cultural Algorithms. In Figure 1 they are presented in terms of the scales (spatial and temporal) of the original social system from which the approach was taken. We can see that various socially motivated algorithms scale remarkably different in the two dimensions.
A. Particle Swarm Optimization
PSO [26] , a population based stochastic optimization technique, was first inspired by the social behavior of bird flocking or fish schooling with some add-ons to simulate human social behavior.
Among multi-objective versions of PSO, one of the first efforts was MOPSO [11] which borrowed the concept of Pareto dominance to better rank the fitness of individuals and used a secondary population to store the non-dominated solutions that had been found so far which will guide the flock to good solutions. In some sense, the secondary population served the same role as Situational knowledge does in Cultural Algorithm as we will discuss later. As in the original PSO, in MOPSO each agent still retains its own memory of the best position that it has explored by-far. However, the MOPSO maintains multiple non-dominated agents in its global memory and adopted a complex calculating process to choose one of them to affect the agent during evolution. Such global information became effective through a geographically-based approach with the intention to maintain population diversity. This corresponds to topographic knowledge in the basic cultural algorithm. By doing this MOPSO tried to improve the speed in which particles are moved to Pareto fronts and enlarge the diversity by fitness sharing.
Later, an improved version EMOPSO [39] used a list of methods to improve its original algorithm by distributing nondominated solutions.
First, EMOPSO used an adaptive grid [27] which was a space formed by adjacent hyper-cubes which have as many coordinates as objective functions. Each hyper-cube represents a geographical region that contains some number of individuals. The adaptive grid allows them to store non-dominated solutions and to redistribute them when its' maximum capacity is reached. The concept is exactly the same with Topographic knowledge in Cultural Algorithms.
In EMOPSO, to both prevent being crowded in one hypercube and further reduce the load of calculation, a notion of ε-dominance was used. ε-dominance is a relaxed form of dominance in which the so-called ε-Pareto set is an archiving strategy that maintains a subset of generated solutions. The general idea of this mechanism is to divide the objective function space into subspaces of size ε but no further.
Additionally, EMOPSO tried to distribute non-dominated solutions using so called Hyper-plane distributions. The motivation was to create a series of individuals that are well distributed and a reasonable representation of the objective hyperspace and use them to guide evolution.
As to constraint handling, EMOPSO inherited the approach proposed in [29] . The idea was to punish the particle that was infeasible under the constraints in selecting a leader.
So, in total, EMOPSO has the following improvements on MOPSO: 1. Using norms of the evenly distributed positions along the real Pareto font to help distribute solutions obtained by the algorithm, 2. Adding a turbulence operator to spread the flock and prevent premature convergence especially at the early stage of evolution, 3. Fixing the number of sub-swarms by using ε-dominance; 4. Handling constraints by punishing violating agents.
A summary of multi-objective PSOs can be found in [30] . One thing worth pointing out is that in different variations of multi-objective PSOs different neighborhood topologies are used, among which there are two popular ones: fully connected 
B. Ant Colony Optimization
It has been long known that ants were capable of finding the shortest path from a food source to the nest without using visual cues. Ants were also observed to be capable of adapting to changes in the environment, for example, finding a new shortest path once the old one is no longer feasible due to a new obstacle. Ant Colony Optimization (ACO) [15] was inspired by the observation of laboratory ant colonies.
In the ACO model, ants deposit a certain amount of pheromone, a chemical substance, while walking, and each ant probabilistically prefers to follow a direction rich in pheromone. Thus, the pheromone and the density of the pheromone along the trail is the knowledge that the ACO shares among its individual ants. Partial problem solutions are seen as states and each ant moves from a state to another one corresponding to a more complete partial solution. At each step, each ant computes a set of feasible expansions to its current state, and moves to one of these according to a probability distribution.
Since the first ACO emerged in the 1990s, several other ACO algorithms have been proposed. In general, any algorithm containing the exchange of information between agents via the environment, i.e., stigmergy, can be deemed an ACO. A thorough survey of ACOs can be found in [14] , which observed that ACOs had been applied for NP-hard problems, dynamic optimization problems, stochastic optimization problems, continuous-variable optimization problems, etc.
The first ACO algorithm for finding non-dominated solutions was proposed by Iredi et al [22] for the bi-objective scheduling problem. This paper pointed out one important fact that multiple colony ant algorithms have been proposed before as parallel ACO algorithms, which were different from multiobjective ACOs. Heterogeneous multiple colonies were used by Iredi. i.e., the ants differed in their preferences to either of the two criteria; and every colony used two pheromone matrices while each suitable for one optimization criterion, so that ants were able to find different solutions along the Pareto front. In the extreme case, an ant considered only one objective while totally ignoring the other one. Iredi pointed out that this strategy made sense only when there were not too few ants in a colony, because otherwise no real competition about best solutions could be expected to occur since the sparse ants would search in different regions of the nondominated front. Nonetheless, it was not explicitly defined how many agents were enough to avoid this problem.
Later, this approach evolved into a hybrid one [21] which combined dynamic programming and a Look-Ahead Heuristic (LAH) into the implementation. Dynamic Programming [3] is a method for solving complex problems by dividing them into simpler sub-steps. For example, Dijkstra's shortest path algorithm in a graph can be viewed as an instance of Dynamic Programming because in it the shortest path is the sum of the distances of the source node to its neighbors and their neighbors to the target node, so that if we find the shortest path from the neighbors to the target node, the original problem is solved.
Generally, when Dynamic Programming is applicable, the method is expected to take less time than classical methods because solutions to the complex problem are built upon solutions to smaller sub-problems which are easier to get and cached for reuse. Because Häckel chose a problem in which all objective functions were separable and fulfilled the terms of Dynamic Programming, the algorithm was applied. The intermediate results created by the Dynamic Programming were saved into a look-up table to facilitate future search, which is called Look-Ahead Heuristic (LAH).
III. THE CULTURAL ALGORITHM FRAMEWORK AND

IMPLEMENTATION
The basic CA framework is shown in Figure 2 , from which we can see that CA has three major components: a population space, a belief space, and a protocol that describes how knowledge is exchanged between the first two components, including update which extracts knowledge from population space into belief space and influence which enable specific knowledge of belief space on individuals.
At each generation, individuals in the Population space are first evaluated with the objective function so that the goodperforming individuals are found. The acceptance function, accept(), is then used to determine which individuals will be allowed to update the Belief space, which normally are elitists. Knowledge carried by those chosen individuals is then added to the Belief space via function update(), whose proceeding details may be hidden to the population space. Next, knowledge from the Belief Space is instilled into some chosen individuals through the influence() function to produce new descendants.
By merging the old generation and new individuals and filtering them to create the next generation, whose effect is expected to be transferred into the Belief Space in the next generation, we expect the product to have better performance than its precedents as a whole. The Cultural Algorithm repeats this process for each generation until either a solution-for single-objective problems, or a good Pareto Figure 2 . Basic Framework of the Cultural Algorithm front-for multi-objective problems is identified or a predefined iteration number is reached. From this description we can see that the population and the Belief space interact with each other reciprocally in a way that is analogous to the evolution of human culture [2, 25] .
A. Population Space
The population space is the habitat in which individuals contribute to belief space, assimilate new knowledge, and may be replaced by some descendants over time. Since Repast [1, 28] has been used in the implementation of CA, the term agent is borrowed as a synonym of individual as they point to the exactly same thing. Therefore, in this paper, terms of agent and individual are exchangeable.
In reality, the population space can support any evolutionary algorithm to run in tandem with the agent interaction and the influence from the belief space. Nonetheless, we omit any such algorithm running in the population space to study the sole effectiveness of the Cultural Algorithm. Thereafter, in the population space agents are not undergoing low-level changes such as gene mutation.
Frequently we need to find individuals in the population space that perform better than other peers. In single-objective problems, it is unambiguous to find the winner in terms of performance and locate the top m individuals; however, in multi-objective problems, the concept of nondominance takes place of simple ranking. As a general rule, if the CA wants a single good individual, it will be selected randomly from the Pareto front; if the CA wants a list of good individuals; multiple agents are selected from the Pareto front; however, if such agents are not enough agents on the next Pareto front will be taken into consideration, this process will be run until enough agents have been chosen.
Unexceptionally, the acceptance function in the population space which chooses individuals to update their information into the belief space executes under this rule.
1) Agents
There are multiple definitions of the concept of agent. A general view is that any type of independent component can be an agent [5] , no matter its behavior is primitive reactions or complex adaptive artificial intelligence. On the other hand, strict opinions [6] insist that a component's behavior must be adaptive in order for it to be considered an agent; in other words, agents have to be able to learn from their environments and change their behaviors in response. Some [16] claimed that an agent was only a proto-agent should it only model entities by maintaining a set of properties and behaviors but do not exhibit learning behavior.
Though the agents in a multi-agent system could equally well be robots, humans or human teams, here we are mainly interested in software agents. One computer-science view [23] of agents emphasized the essential characteristic of autonomous behavior. In other words, an agent is the capability of the component to make independent decisions. This requires agents to be active rather than purely passive.
Under this definition, the agents in a multi-agent system have several important characteristics: Autonomy, the agents are at least partially autonomous; Local views, no agent have a full global view of the system, or the global knowledge is too complex for an agent to make practical use; Decentralization, there is no designated controlling agent. In the concrete implementation we stick to this definition.
2) Network Configuration (Social Fabrics)
In addition to being autonomous, individuals in CA are impacting each other through a network of relations. The interconnections among individuals in the population are viewed as a social fabric in human culture which is created by the interactions between people. After a knowledge source in the belief space selects an individual from the population to influence, the candidate agent is affected by its peers that are connected by it through the social fabric, similar as that in human culture the impact of knowledge is distributed into the population through human interactions. In the implementation it is reflected as voting: the knowledge source that influences the maximum individuals in this clique will be used to influence the individual of concern.
To emulate various social fabrics in human society while maintaining fair complexity of implementation, multiple geometrical shapes of different complexity are used. In this way, each agent has a particular position on the predefined and fixed landscape. If we consider that social fabric represents paths connecting all agents, a specific organization of social fabric is a configuration of the links in one network, in terms of graph theory. Thereafter, in this paper we use network configuration to indicate a specific instance of social fabric. The term that was used in some previous CA literature was graph, which emphasized the geometric meaning other than the human-society metaphor, and exchangeable with network configuration since they mean the same thing in terms of implementation.
The network configurations that have been used are lbest (local best with connection degree of two for each agent), square (degree of 4 for each agent), gbest (all individuals, degree of n-1 nodes for each agent), star (one hub agent is connected to all other agents which have no other neighbors), and circle (agents are metaphorically arranged on circle and an arc centered at one agent covers its neighbors).
Network configuration can be either unchanged or dynamic during evolution. Ali has identified that the mere presence of network configuration would improve optimization efficiency over a variety of different engineering design problems. Later, Che has pointed out that social structures can make a difference in terms of the social system performance with different complexity when knowledge sources are able to influence individuals through different kinds of social networks Thereafter, we introduced an evaluation and competition mechanism for suitable network configurations to gain dominance over others. The historical performance of each network configuration is maintained and affects how possible one network configuration will be selected to be the social fabric for the population. Nonetheless, upon the consideration of the nondeterministic nature of evolution algorithms, randomness is still needed.
At the beginning of each generation, one network configuration is randomly selected with preference for betterperformance ones and will be used for the whole generation. Here, performance is evaluated as the quality of the new population and at the beginning of emulation all network configurations are assigned equal performance values.
In the concrete implementation this specific selection mechanism was implemented as a roulette wheel with slices whose areas are proportional to the performance of the corresponding network configuration which is evaluated upon the spread of Pareto front.
B. Belief Space
While there are other socially-motivated evolutionary algorithms, Cultural Algorithms distinguishes itself from the PSO and ACO algorithms in that the CA uses five basic knowledge types in the problem solving process rather than just one or two locally transmitted value. It has been observed in the field of cognitive science that each of these knowledge types is supported by various animal species [9] and it is assumed that human social systems at least support each of these knowledge types as well. The knowledge sources include normative knowledge (ranges of acceptable behaviors), situational knowledge (exemplars or memories of successful and unsuccessful solutions etc.), domain knowledge (knowledge of domain objects, their relationships, and interactions), historical knowledge (temporal patterns of behavior), and topographical knowledge (spatial patterns of behavior). This set of categories is viewed as being complete for a given domain in the sense that all available knowledge can be expressed in terms of a combination of one of these classifications.
In the rest of this section, all knowledge sources will be introduced briefly with new improvements being highlighted. Along long time of improvement of the CA, there are changes of how the data structure employed, how the knowledge source is updated, and how it is used to influence individuals in generating offspring. Here we will focus on the up-to-date definitions.
1) Situational Knowledge
Situational Knowledge maintains a set of nondominated individuals, which can be viewed as exemplary cases, with the expectation of facilitating individual experiences. Obviously, situational knowledge leads individuals to "move toward the exemplars". This was the earliest knowledge source used with the Cultural Algorithms and was inspired by elitist approaches in Genetic Algorithm. This mechanism has been extensively adopted by various MOEAS, such as the GBEST in PSO.
There is no specific data structure for this knowledge source.
During update, nondominated individuals are promoted into this knowledge source as exemplars. In singleobjective application, the CA will keep a list of elitists but not the only one winner in situational knowledge. In multiobjective optimization, the CA will randomly select from the Pareto front; and will go to the next Pareto front if there are not enough individuals here until enough exemplars are found.
All elites in the situational knowledge will be distributed onto a roulette wheel on which they take a strip whose width is proportional to their fitness value-in single-objective optimization, or the ranking of their Pareto front-in multiobjective optimization. During influence, this roulette wheel will be spun and the outcome then will be the individual to exert influence into the population space; then a close neighbor of an individual that is randomly chosen in this knowledge source will be created to replace the influenced individual.
2) Topographical Knowledge
Topographical knowledge was originally named regional schema [24] . It is represented in terms of a multi-dimensional grid if there are more than one objectives or an array if there is only one objective. While in CA the term grid cell has been used, some other literature uses hyper-cube to depict the same concept. This mechanism has been used by other MOEAs such as the hyper-cubes in MOPSO.
Topographical knowledge was motivated in conjunction with data mining problems where the problem space was so large that a systematic way of partitioning the space during the search process was needed so that search could focus on the promising areas. If we view a state as associated with a region in the functional landscape then the topographic knowledge source is looking for new states. Thus, the state space may vary dynamically as new sub-regions are discovered and added to the mix.
Previously, the topographical knowledge source was initialized by sampling a solution in every grid cell and creating a list of best cells. The update occured when a cell was divided into sub-cells when an accepted individual's fitness value was better than the best solution in that cell, or if the fitness value of the cell's best solution had increased after a change event was detected. In reality, topological knowledge is used to distribute individuals potentially over the entire landscape.
However, this top-down division of domain space faces unconquerable challenges posed by high dimensions. For example in face of a 30-dimension optimization problem, even if we only divide once on each dimension, there will be totally 2 30 sub spaces which may be too coarse in spite of its hugeness.
To make the topographical knowledge be able to handle high dimensions, we reversed the implementation approach from top-down to bottom-up. The idea of belief cell [24] is used: the domain space is virtually divided into hyper cubes of which only those that contain non-dominated individuals will be recorded. In the current implementation 10 segments are divided on each dimension. However, there will not be any extra calculation burden if finer granularity is adopted because in this way maximum of #population #generation of belief cells will be created. Thereafter, this implementation is linear scalable and suitable for high-dimension optimization problems.
3) Normative Knowledge
Normative Knowledge retains a set of interval for objectives that provide promising variable ranges for good solutions, metaphorically, define standards for social individual behaviors. Such intervals are named beacon. While use of norms is the key of human social intelligence [9] , normative knowledge is expected to guide an individual to jump into a good range if it is not already there. This mechanism is rarely seen in related literature.
4) Domain Knowledge
As its name suggests, domain knowledge takes advantage of the knowledge of the problem space to guide search into good areas in objective space efficiently.
Say, for a continuously derivable solution surface, we can use the maximum gradient of a give location to guide the individual to move upwards quickly. When the CA dealt with the Cones World [7] , such a strategy was used. This mechanism was adopted by some MOEAS and deemed as a hybrid approach of accelerating search in local areas, such as the hill climbing using local differentials in a hybrid evolutionary algorithm [18] .
5) Historical Knowledge
Historical knowledge is also known as temporal knowledge, which monitors the search process and records good Individuals that have been found historically. In order to reason about global dynamics and to facilitate backtracking or the retracing of actions, it contains information about sequences of environmental changes in terms of shifts in the distance and direction of the optimum in the search space. Please be advised that this knowledge source does not only save the locations of the good individuals-which has been done by situational knowledge-but also the directions of finding them. Therefore, history knowledge can consult those recorded events for guidance in predicting a good move direction. While it is easy to see avatars of situational knowledge in other MOEAs, historical knowledge is rarely seen in related literature.
Its cognitive origin comes from episodic memory (both in humans and animals), which is a type of event-based memory. It stores information about events, and temporal-spatial relations among those [19] .
History knowledge is expected to provide a global perspective regarding the change in solutions. It computes the average change in parameter values within a region, the window size, and predicts the direction of the shift in the optimum from the previous position. The knowledge data structure representation is shown underneath.
To help guide the optimization process, knowledge sources have been selected in order to influence members of the population by sampling a dynamic probability distribution, which was implemented as a roulette wheel in source code. As the optimization runs, we adjust the distribution of knowledge sources to encourage knowledge sources that are producing promising individuals by increasing its probability. Additionally, a mechanism of preventing starvation of any knowledge source was implemented by giving each knowledge source a minimum quota of influencing, with the intention of ensuring that all sources have the opportunity to affect the evolution.
C. The concrete Implementation: Multi-Objective CA Toolkit (MOCAT)
Previous MOCA has proved its ability of handling multiobjective optimization problems. Meanwhile, a few problems have been identified, one of which stands out. One of them is that there is no enough coverage on the Pareto front. Though after a reasonable number of generations, most of the solutions found have great fitness; but as a whole, the known Pareto front is uneven in terms of representing the real one. Though in nature the CA does not forage predefined solutions but emphasize dual evolutions on two levels so that it is normal that its solutions will not stay unchanged, however, simply investigation found that extending evolution time cannot guarantee a better coverage on the Pareto front. In other words, after solutions aggregate to some parts of the Pareto front, they have the inertia to stay around but will not explore new areas.
Best has pointed out that in his implementation the situational and historical knowledge sources can achieve an acceptable spread on simple problems but not on problems with very uneven density. In addition, the topographical knowledge source, which was effective in previous CAT version to solve the Cones World problem, is unproductive when considering only one of the objective functions in the problem at a time. Best suggested modifying the topographical influence function to divide the search space based on the Pareto rank of the individuals in the population. Among all the concerns of improving MOCA, such as improving the computation efficiency by adopting a more heuristic gradient calculation, the spread appear to the most prominent problem.
These insufficiencies were caused by the fact that in SOPs, which CAT had been designed for, there are no criteria such as Pareto front spread for evaluating and guiding evolutionary process. As an initial extension of CAT to hand MOPs, MOCA can identify good individuals quickly. However, insufficient Pareto front was covered. As a consequence, aggregation of individuals implies the waster to computation power.
In addition to the theoretical changes, to unify CAT 2.0 and MOCA and to take advantage of the visualization power of Repast, a new multi-objective CA execution frame is designed and implemented. The concrete implementation, named MOCAT 1.0, which involved technical details that matter little in terms of theory, is presented in details in the next section.
As shown in Figure 3 , MOCAT has a real-time interactive user interface, which is capable of 3-D representation, in addition to its enhancements that are intended to deal with multiple objectives.
IV. EXPERIMENT CONFIGURATION
To illustrate the mechanics of MOCAT, we examine the progress of the algorithm in detail as it optimizes a test problem, 
A. Experiment configuration
MOCAT inherited the basic knowledge configurations from MOCA [4] , in which the five knowledge sources existed and competed with each other to influence the population. Each knowledge source has an associated probability of being chosen to influence a given individual. To encourage the exploitation of knowledge sources which are producing highperforming individuals, we derive its probability from the Pareto ranks of the individuals in the current population that were generated by the knowledge source. The equation that is used to calculate the probability of a knowledge source is in (1).
As the optimization runs, knowledge sources are weighed against each one in order to encourage the ones that are producing comparatively fit individuals. Safe-guards are implemented against the starvation of any knowledge source, so that all knowledge sources have the opportunity to lead the search if they are able.
For the acceptance function, 25% of the individuals on the Pareto front are accepted. This is an elitist acceptance process, and with it, we make no attempt to promote diversity to avoid settling on local optima.
After elite members of the population update the belief space, new children will be spawned under the influence of knowledge sources that are selected with the possibility proportional to their performance scores. In addition to the standard elitist goal of allowing fit solutions to survive, we also use selection to promote diversity in that a small fraction of individuals from each knowledge source regardless of their Pareto rank are selected.
Specifically, for N original individuals each knowledge source has N/20 of its solutions selected into the new population regardless of their Pareto ranks. Since totally five knowledge sources are used, this approach leaves 3N/4 (1-5N/20) allocations in the new population, which are filled by individuals on Pareto front.
One of the important changes to MOCA is that Topographical knowledge is implemented using the idea of belief cell [24] in to allow the system to deal with high dimensionality. Previously, MOCA cut the whole objective space into sub spaces and continued the process along with evolution. This method was similar to an adaptive grid [27] that had been used by many other MOEAs. However, one mere division on each of 30 dimensions will produce 2 30 sub spaces. This exerts heavy and unnecessary computing burden to MOCA. To solve the exponential growth of power function, MOCAT borrowed the concept of belief cell in that the whole space is virtually divided into sub spaces in advance; and only those who containing non-dominated individuals and thereafter look promising are deposited into the Topographic knowledge. For example for a problem having 30 dimensions, if each dimension is divided into 10 segments, there are totally 10 30 sub spaces. The size of the cubes can potentially be adjusted but are kept constant here.
At the beginning of the evolution process, the population is randomly created. From then on, the population evolves in the same way as MOCA. The example run uses a population of 100 individuals and runs for 100 generations. The simulation is repeated 30 times to get average performance.
In order to evaluate the performance, the produced Pareto front is drawn against the real one and the ones that had been reported in related literature. In addition, IGD metric is used to compare performance of MOCAT to existing reports.
B. Problem description
ZDT test suite was defined in [40] , in which the first optimization problem was defined as:
x m 1 ⁄ h f , g 1 f g ⁄ where m=30 and x 0,1 . The Pareto-optimal front is formed with g(x) = 1. Figure 4 shows a typical objective distribution of optimization result produced by the Cultural Algorithm for ZDT1.
V. EXPERIMENT RESULT AND ANALYSIS
Here we can see that MOCAT can approach the real Pareto front very well. However, it is clear that the spread over the Pareto front is not even. The IGD metric for the last generation is 1.249503 for this test run, while the average IGD is 1.23892725 for 30 runs. Nonetheless, it would be unfair to claim that MOCAT performs worse than other state-of-the-art multi-objective optimization algorithms based on a numerical comparison of IGD metrics. The reason is that the CA is in nature intended to simulate the co-evolution on two levels but not to pursue any predefined targets. This is because the knowledge sources are influenced by the population space in different ways, and in turn influence each other. As a consequence, the solutions that the CA finds will shift not only due to changes in the population but the knowledge sources. As a metaphor in real life, economic and financial policies are always changing and adjusting to one other. So, the CA does not look for a predefined solution set and is not intended to stop at any point. However, if we overlay several populations together a better Pareto coverage will be achieved.
The effect is shown in Figure 5 , in which three generations are shown in parallel to each other, we can see that different gaps present and combination of all these generations will better represent the Pareto front. Another aspect of MOCAT performance can be seen in terms of the Maximum number of Pareto ranks produced in each generation. In Figure 6 , we can see that at the beginning of evolution, there are many Pareto ranks, which is validated by the crowded objective distribution; after generation 38, mostly there are only two Pareto fronts, which is validated by the observation that many solutions stay on or near to the real Pareto front. In the test, MOCAT turned to be fast in locating the real Pareto front. Figure 7 is taken from Reference?? and compares the pareto fronts produced by various other methods. It is clear that there is much diversity in the solution produced by the various approaches, and that some do not effectively converge to a solution for ZDT1. 
VI. CONCLUSIONS AND FUTURE WORK
In this paper we have extended the Multi-Objective Cultural Algorithm to allow all of the knowledge sources to contribute to the optimization process. As in the real world, different objectives can be more effectively viewed by different knowledge sources. The key is that results elicited by individuals generated by one knowledge source can be distributed to other knowledge sources in the belief space since both the population and the belief space have a network structure. In Figure 8 the network configuration for the knowledge sources in the belief space used in the example run is given. By allowing the knowledge sources not only to compete but to share results of their explorations, the system is able to exploit the dual inheritance feature of cultural algorithms to hone in on the solution quickly in the example presented.
