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 Abstract:  An increasing environmental concern for diesel 
particulate emissions has led to the development of effi-
cient and robust diesel particulate filters (DPF). Although 
the main function of a DPF is to filter solid particles, the 
beneficial effects of applying catalytic coatings in the fil-
ter walls have been recognized. The catalyzed DPF tech-
nology is a unique type of chemical reactor in which a 
multitude of physicochemical processes simultaneously 
take place, thus complicating the tasks of design and opti-
mization. To this end, modeling has contributed consid-
erably in reducing the development effort by offering a 
better understanding of the underlying phenomena and 
reducing the excessive experimental efforts associated 
with experimental testing. A comprehensive review of 
the evolution and the most recent developments in DPF 
modeling, covering phenomena such as transport, fluid 
mechanics, filtration, catalysis, and thermal stresses, is 
presented in this article. A thorough presentation on the 
mathematical model formulation is given based on lit-
erature references and the differences between modeling 
approaches are discussed. Selected examples of model 
application and validation versus the experimental data 
are presented. 
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1   Introduction 
 The international environmental legislation is enacting 
increasingly stringent regulations on the engine emis-
sion levels. These levels have gotten sufficiently low that 
the improvements to the engine ’ s combustion and fuel 
delivery technology no longer can meet these require-
ments without the aid of the aftertreatment devices. In 
particular, the direct-injection compression-ignition 
engine aftertreatment systems must specifically target 
particulate matter (PM; also referred to as soot) emission 
levels through a diesel particulate filter (DPF). Moreover, 
the newer model direct-injection spark-ignition engines 
are under analysis for their PM levels that may require the 
future implementation of a DPF. 
1.1   Scope 
 DPFs have been researched for close to three decades based 
on their ability to capture PM or soot with approximately 
100% efficiency (Springer and Stahman  1977 , General 
Motors  1979 , Tessier et  al.  1980 , Howitt and  Montierth 
 1981 ). In the early market introduction, a fibrous type of 
DPF was used, which trapped the PM according to the 
classic theory of aerosol filtration, as shown in Figure  1 
(Oh et  al.  1981 , Shadman and Bissett  1983 , Garner and 
Dent  1988 ). Although the collection efficiency of such a 
device is initially high, eventually the tendency of the PM 
to adhere to the fibers decreases, lowering its trapping 
efficiency (MacDonald and Vaneman  1981 ). Hence, most 
researchers abandoned this type of device and instead 
moved onto the porous wall type. 
 The porous wall DPF consists of a honeycomb of 
long channels similar to the traditional catalytic con-
verter (Howitt and Montierth  1981 ). Unlike the catalytic 
converter, the manufacturer now blocks alternating open 
channels of the honeycomb, so all of the flow entering the 
device must pass through a porous wall as illustrated in 
Figure  2 . The sizes of the pores in the wall are of appro-
priate size to capture PM by diffusion and secondarily by 
interception. After the soot amount in the wall exceeds a 
certain level, the inlet pores are bridged by soot and a soot 
cake deposit starts to build up. The accumulation of soot 
in the wall and on the surface increases the flow resist-
ance and the pressure drop. Eventually, regeneration is 
required to reduce the pressure drop to a more reasonable 
value. Similar to the fibrous DPF, this regeneration occurs 
through a temperature excursion with the proper amount 
of oxidant available. The energy released by this oxidation 
conducts along the monolith and advects to the exhaust 
flow that passes through the deposited PM layer and the 
porous wall. The structure of the DPF offers the advantage 
of a large potential filter area in a reasonably compact 
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incomplete utilization. Nonetheless, there are many appli-
cations in the exhaust where the flow profile has time to 
develop and provide relatively uniform inlet conditions. 
For those types of problems, a one-dimensional (1D) –
 based treatment of the DPF will often yield satisfactory 
results (Bissett  1984 , Konstandopoulos and Johnson  1989 , 
Koltsakis and Stamatelos  1997a,b ). In addition, when 
studying catalyzed DPFs, these 1D-based models incor-
porating chemical kinetics have a significant computa-
tional edge over their 3D counterparts. 1D models are also 
attractive for engine aftertreatment system configuration 
studies, where the placement and the size of a number 
of aftertreatment devices need to be optimized. Lastly, 
if multidimensional models of DPFs are needed, the 1D 
model can be readily adapted (Gropi and Tronconi  1996 , 
Konstandopoulos et  al.  2001 , Haralampous et  al.  2003 , 
Kostoglou et al.  2003 ). 
 As discussed in a previous article (Depcik and Assanis 
 2005 ), a monolithic type of device can be reduced from 
3D to 1D by making a number of reasonable assumptions 
as illustrated in Figure  3 . The first step in simplifying the 
modeling effort is to reduce the 3D device in Cartesian 
coordinates into two-dimensional (2D) cylindrical coordi-
nates: axial and radial. Keeping these radial components 
allows for a 2D DPF model, however, assuming that all 
axial and radial cells are identical results in the traditional 
1D model. Whereas a catalyst only needs one channel to 
describe the proper flow profile, a DPF will need an inlet 
and outlet channel to obtain the correct profile. 
 The scope of this work is to present a thorough history 
of DPF modeling efforts. This will begin by first illustrat-
ing some of the early preliminary efforts at modeling both 
fibrous- and monolithic-type devices. Next, the authors 
summarize the pioneering work by Bissett and Shadman 
(Bissett  1984, 1985 , Bissett and Shadman  1985 ) to illustrate 
the foundation of the classic 1D model. Then, this article 
illustrates the extensions to the model according to the 
governing equations of flow, indicating primary and sec-
ondary phenomena along with how the equations are con-










 Figure 1   Particle collection mechanisms by a single fiber (Oh et al. 




















 Figure 2   Flow schematic of a DPF (Depcik and Assanis  2008 ). 
volume. In addition, another benefit of this type of DPF 
is that the PM eventually builds up on the inlet channel, 
forming a  “ soot cake ” , which acts as a nearly 100% filter. 
 The flow through a DPF is, in principle, three-dimen-
sional (3D) with a different PM loading, oxidation, and 
temperature for each flow channel. Furthermore, when 
the DPF is located close to the exhaust manifold, the pul-
sating flow leaving the engine along with the 3D geometry 
of the manifold creates a flow maldistribution within the 
DPF that can lead to partial regeneration events and an 
 Figure 3   Monolithic device modeling in various levels of dimensional description. 
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this work indicates how to use this model in conjunction 
with real-world operation. 
1.2   Early history 
 Wark and Warner  (1981) describe the use of fabric filters 
for particulate control in industrial applications. The pres-
sure drop across these fabric filters is a function of both 






Κ   
(1) 
 which is a phenomologically derived constitutive equa-
tion that describes the flow of a fluid through a porous 
medium and is an expression of the conservation of 
momentum. Except for the permeability (K), all of the vari-
ables in this equation can be determined. This coefficient 
is independent of the nature of the fluid, but it depends 
on the geometry of the medium that is a function of the 
deposited PM: porosity, specific surface area, pore size 
distribution, and particle size distribution. The overall 
pressure drop across an industrial fabric filter is a sum of 
the individual pressure drops across the filter cloth and 
the deposited particulate. 
 They state that the pressure drop is essentially a con-
stant for a given cloth material and particulate. Models 
may assume these values as separate but constant perme-
abilities for the filter wall and PM. During operation, the 
thickness of the dust layer builds up with time, increasing 
the pressure drop across the filter. They find that initially 
the pressure drop curve is nonlinear, accounting for a new 
filter cake forming on a clean filter cloth. The surface of 
the PM layer is irregular for an initial time and the resist-
ance to flow increases rapidly until the complete filling 
of the nonhomogeneous regions in the dust layer. Once a 
uniform bed is established, the filter drag then varies lin-
early as shown in Figure  4 . 
 Around the same time, Mogaka et  al.  (1982) formu-
late the first model of an alternating channel, porous wall 
DPF. In their model, they use dimensionless parameters to 
describe the relationship between trap performance and 
various operating and design parameters. They depict the 












Δ =Δ +Δ = ⎜ ⎟⎝ ⎠
  
(2) 
 where  c and  x are empirical constants. Figure  5 illustrates 
how this article defines the geometric variables of interest. 
The empirical relationships of Benedict et  al.  (1966) are 
used to account for inlet and exit pressure losses: 
  
2 1.9190.25   and  0.549
exitinlet channel channel
p u p uρ ρΔ = Δ =
  (3) 
 with the pressure drops calculated as a function of the 
axial velocity through the channels ( u 
 channel 
 ). 
 The main contribution of Mogaka et  al. is a first 
attempt at simulating the particulate accumulation and 
oxidation that occurs within the filter by estimating the 
net accumulation rate of soot  ( )accumulationm as 
  
- - ,accumulation in out oxidationm m m m=      (4) 
 where  inm  and  outm  are the mass flow rates of soot into and 
out of the DPF with the oxidation rate  ( )oxidationm  written as 
a function of the mass of particulate on the surface ( m 
 d 
 ), 
the surface area of soot ( S 
 p 
 ), and the oxygen concentration 
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 Figure 4   Three regions of pressure drop during PM loading 






 Figure 5   Schematic of single-cell and associated variables (Depcik 
and Assanis  2008 ). 
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  ( )2 -O exp ,au fER Toxidation d pm Am S pC=  (5) 
 with  A and  E 
 a 
 as the traditional Arrhenius rate preexpo-
nential and activation energy terms. Their model results 
reproduced in Figure  6 show a reasonable correlation with 
the experimental data. 
 In the following year, Pauli et  al.  (1983) expand the 
DPF model by incorporating a third equation for the filter 
energy. As shown by their results in Figure  7 A, this energy 
balance for the deposit layer and underlying filter material 
describes the influence of heat transfer conditions through 
the channel temperature ( T ) and reaction enthalpy on the 
local temperature of the oxidizing particulate: 
  
( ) ( )- -f reac g aff f d d d
T
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Oxidation occurs primarily at the front of the channel
Uniform soot distribution over the length of the channel













 Figure 7   (A) Exhaust and filter temperature during regeneration and (B) influence of particle load variation on axial exhaust flow distribu-














































 Figure 6   Mogaka et al. ’ s (1982) comparison of loading parameter 




exp - ,x a u fR AC E R T=  
(7) 
 where  A and  E 
 a 
 are again the traditional Arrhenius terms, 
and the order of reaction,  x , was characterized to be less 
than or equal to unity for oxygen concentrations >9% by 
volume. 
 They write the net accumulation of particulate slightly 
different from Mogaka et al. by including a filtration effi-
ciency term: 
  







 where  η 
 d 
 and  
dm  are the filtration efficiency and the par-
ticulate mass flow rate, respectively. In addition, they 
determine that the exhaust flow through the walls leads to 
a reduction of the exhaust flow over the length of the filter 
channel as shown in Figure 7B. As a result, they formulate 
the following relationship between the exhaust volumet-
ric flow rate  ( )wV  through the wall and the flow resistance 
coefficients of the filter wall ( ψ 
 f 










 ∼ .  (9) 
 This expression is a precursor to the flow terms that 
will appear in the continuity equations describing mass 
lost in the inlet channel. 
1.3   Bissett and Shadman ’ s wall model 
 Bissett and Shadman  (1985) initialize the modern path 
of DPF modeling by exploring the thermal regeneration 
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 Figure 8   (A) Bissett and Shadman ’ s (1985) wall model and (B) 
Bissett ’ s (1984) channel model. 
of the filter through a detailed study of the wall system 
as illustrated in Figure  8 . Bissett uses the conclusions, in 
this article, to help create the standard channel model 
seen in widespread use today that is presented in the 
next section. It is important to mention that, although 
the actual in press date for this reference states 1985, this 
article was the first written and submitted of the two Bis-
sett-authored articles. This model simulates the govern-
ing equations in the PM and wall layers according to the 
following assumptions: 
 –  The change in the internal structure of the deposit 
during reaction will be neglected. 
 –  The addition of particles to the deposit can be neglected 
because the duration of regeneration is short. 
 –  All variations in the direction perpendicular to  y will 
be neglected. 
 –  The flow distributes itself uniformly over the entire 
filtration area; hence, the filtration area is uniformly 
loaded with particles. 
 –  Conductive heat transfer between the channel gas and 
the filter walls is negligible compared with convective 
transport in the channels, so the entire length of the 
channels will be exposed to similar temperatures 
(isothermal channels during conditions of high flow 
rates). 
 –  Gas molecular weight through the PM and wall layers 
is constant. 
 This model neglects the influence of the channel vari-
ations in temperature and species on the solution to 
the equations in the PM and wall layers. Of particular 
importance is the usage of constant mole fractions for 
the chemical species inlet channel. This is because later 
researchers find that the mass diffusion to the surface 
from the channel is important. This is what will require 
a merging of two 1D models into one complete 1 + 1D 
simulation. 
1.3.1   Continuity and species equations 
 Determining the equation for the particle mass balance 
requires a mathematical exercise to calculate the change 
in oxygen mole fraction through the wall. As a result, 
Bissett and Shadman write the equation for continuity in 











 They state that any reactant mass added to the gas 
phase from PM combustion is negligible compared with 
the advected mass flux. Later researchers revisit this 
assumption and subsequently incorporate a term to 
account for PM conversion into gaseous products. 
 To model the local oxygen level in the inlet 
channel, Bissett assumes that advection dominates 
oxygen transport in the porous wall (unlike tempera-
ture presented subsequently); hence, the depletion of 
oxygen in the reactive deposit layer does not influence 
the oxygen concentration at the upstream channel and 
wall interface. Then, by neglecting any gas-phase reac-
tions in the channels, the mole fraction of oxygen in 
the entire upstream channel will be equal to its value 






 The local oxygen level in the PM layer is governed by 
















ρ  (12) 
 and the PM reaction is expressed as a first-order hetero-
geneous oxidation of solid carbon oxidizing into carbon 
dioxide, 
  C 
( s )
 + O 
2
 → CO 
2
 ,  (13) 
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 exp(- E 
 a 




 ). The oxidation expression in 
Eq. (12) includes a specific area term ( S 
 p 
 ), which is a func-
tion of the geometric properties of the PM layer. 







w w wu X
y
ρ
  (14) 
 Note that the  s notation on the mole fractions ( X ) indi-
cates the values for the mole fractions in the PM layer, 
whereas  w indicates the values for the mole fractions in 
the wall layer. The authors indicate a specific nomencla-
ture difference here (indicated as regions 1 and 2 in the 
Bissett and Shadman article) to prepare the readers for 
later revisions in a following section. Moreover, Bissett 
and Shadman use average density ( ρ 
 w 
 ) and velocity ( u 
 w 
 ) 
values for both layers that will be revisited by future 
authors. 
1.3.2   Particle mass balance 
 By expanding Eq. (12) according to the chain rule, substi-
tuting the equation for continuity in the wall via Eq. (10) 
and using the method of separation of variables while 

















= .  (15) 
 The total change in the oxygen mole fraction through 
the wall is then equal to 
 
( )
2 2 2 2,O ,O ,O ,O0 0
- 1-exp -
d
p ws s s s d
y y t y
X X X X kS t u
= = =
⎡ ⎤Δ = = ⎣ ⎦ .  (16) 
 Since Bissett and Shadman assume that the mole 
fraction of oxygen is constant in the inlet channel via Eq. 
(11), the change in oxygen mass flow rate through the wall 




1-exp -w w p ww I dm u X kS t uρ ⎡ ⎤= ⎣ ⎦ .  (17) 
 Using the PM oxidation reaction of Eq. (13) for the molar 
ratios, along with the relative mass differences between the 
PM (assumed as solid carbon) and oxygen, allows a compu-
tation of the time change in mass of the PM, 
  
( )





a w w p wId d
t
W W u X kS t u
t
ρ ρ
∂ ⎡ ⎤= ⎣ ⎦∂
,  (18) 
 with  W 
 a 
 as the molecular weight of the gaseous mixture 
and the density of the PM before the derivative converts 
the right-hand side into the proper units of thickness. This 
equation assumes that all the deposit consumed in the 
reaction shrinks the thickness of the deposit layer while 
keeping the particle bulk density and particulate specific 
area constant. The subsequent simulation results illus-
trate that although reactions can occur throughout the 
entire deposit later, often most PM depletion occurs in a 
thin layer near the surface. 
1.3.3   Energy balances 
 Bissett and Shadman ’ s initial calculations showed that 
the typical length scale over which the gas temperature 
in the wall ( T 
 w 
 ) adjusts to differences within the solid tem-
perature ( T 
 f 
 ) is several orders of magnitude smaller than 
typical deposit layer thicknesses. Bissett presents this cal-
culation in an internal report for General Motors (Bissett 
 1981 ). Therefore, they assume that the gas and the solid 
temperatures are equal, except at the inlet face of the 
deposit layer ( y = 0): 
  T 
 w 
 = T 
 f  
  ,  (19) 
 where 




 =  0 = T  I    .  (20) 
 With respect to the PM energy balance, they assume that 






   (0< < ).
∂ ∂ ∂⎛ ⎞∂+ = ⎜ ⎟∂ ∂ ∂ ⎝ ∂ ⎠
Δ
ff f
d d w w p d p
reac a w s d
T T T
c u c kS
t y y y





 Because they set the gas temperature in the deposit 
layer equal to the filter temperature, equating the solid 
and fluid phase energy equations results in the inclusion 
of the advection derivative as a function of the gas flow in 
this equation. Of importance, Bissett and Shadman state 
that their filter density and conductivity variables are bulk 
values that will include the influence of the porosity of the 
medium. 
 They write the wall energy balance similarly as 
  
   ( < < ).
f ff
w w p ff f d m
T T T
c u c t y t
t y y y
∂ ∂ ∂⎛ ⎞∂




 This model provides a method for computing the 
regeneration event of the filter and they use it to predict 
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the temperature profiles as a function of time with differ-
ent PM loading amounts. 
1.4   Bissett ’ s channel model 
 Bissett  (1984) follows up the previous effort by creat ing a 
model for the transport of nearly all thermodynamic vari-
ables through a wall-flow DPF while trying to avoid the 
complexities of multidimensional compressible fluid flow. 
He accomplishes this by representing the flow at each 
axial position in 1D and incorporating the proper physics 
for the flow to and from the wall system. In his article, 
Bissett makes the following assumptions:
 –  The properties of the gas entering the front face of the 
monolith are spatially uniform; however, they can be 
time dependent. 
 –  The model assumes perfect insulation for the 
circumferential walls of the monolith. 
 –  A single inlet and outlet channel represents the 
behavior of all inlet and outlet channels. 
 –  He neglects radiative heat transport in the channels 
because the long thin channel walls have similar view 
factors and should have similar temperatures. 
 –  The thickness of the PM layer is so thin compared 
with the channel thickness during the initial period 
of operation; the change in the channel geometry 
due to the presence of the PM layer can be neglected: 
 t 
 d 
 < < d . 
 –  The emitted particles do not interfere with the flow 
due to their low mass fraction within the bulk gas. 
 –  Although not explicitly stated in his article, Bissett 
omits the time derivatives of the gaseous state 
variables, effectively stating that there is not any 
storage in the gas according to a quasi-steady-state 
approximation. 
 This effort becomes the definitive beginning to the 
channel flow DPF model with all extensions and adap-
tations basing themselves off this seminal article. This 
section describes the theory included in this article along 
with the assumptions made helping lead into the exten-
sions presented by later authors. 
1.4.1   Continuity equations 
 Bissett writes the mass equations for the channels as 
  
( ) ( )-4 4
 and I I II IIw w w w
u u
u u






,  (23) 
 where the subscripts  I and  II represent the inlet and outlet 
channels, respectively. In this equation, the terms on 
the right-hand side of the equation are a measure of the 
mass leaking and entering through the porous walls. In 
his article, Bissett uses only one average density, velocity, 
and pressure to describe the thermodynamic properties in 
the wall and PM layers as discussed prior. The following 
sections will indicate how to compute these values for this 
model. 
1.4.2   Momentum equations 
 For the momentum equations through the channel, Bissett 
assumes that the gas flows only in the  z -direction as it 
enters or exits the channel; hence, there is no transport 
of the  y -component of momentum at the wall. However, 
because the no-slip condition holds at the walls in the 
 z -direction, friction will occur. Bissett states that this vari-
ation should be very close to that observed when the walls 
are solid because only a very small fraction of the flow at 
each axial position passes through the wall: 
 
( ) ( )2 2
2 2
-  and - .
I I II III I II II
u up u p u
F F
z z d z z d
ρ ρμ μ∂ ∂∂ ∂+ = + =
∂ ∂ ∂ ∂
  (24) 
 A correlation for fully developed laminar flow in 
a square channel relates the constant ( F ) on the right-
hand side to the local differential pressure. This simpli-
fied assumption has been addressed and withdrawn in 
a recent effort by Bissett et  al.  (2012) by solving the 3D 
boundary layer in the channel. 
 To simulate the pressure drop across the porous 
wall, Bissett uses Darcy ’ s (1856) law and includes Forch-
heimer ’ s (1901) modification to allow for the possibility of 
inertial flow effects caused by high velocities: 
  
( )2- w wI II w w f dup p u t tμ βρ φ⎛ ⎞ ⎡ ⎤= + +⎣ ⎦⎝ ⎠Κ ,  (25) 
 where  φ ( t 
 d 
 ) is a function of the thickness of the deposit 
loaded on the filter. Although not expressly indicated 
in his article, this equation is an algebraic result of the 
momentum equation through the wall when employing 
Darcy ’ s law. In his model, the ideal gas law is valid for the 
channels and the wall gases: 
  p 
 atm 
 = ρ RT .  (26) 
 However, he uses atmospheric pressure instead of 
local pressure, because the assumption is that all pressure 
differences are small in comparison with the atmospheric 
pressure. Of particular note, the value for the average wall 
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velocity comes from the solution of Eq. (25), whereas the 
average wall density will come from the ideal gas law once 
making an assumption for temperature of the gas in the 
wall in the next section. 
1.4.3   Energy equations 
 In the energy equations, because there is mass flowing 
through the walls, there will be transport of energy 
between the channels and the porous wall in addition to 
heat transfer between the gases and the wall. In Bissett ’ s 









I I p g w w p f I II II p
g w w p f II
T T
u c h u c T T u c
z d z




∂ ∂⎡ ⎤= ⎣ ⎦∂ ∂
⎡ ⎤= +⎣ ⎦
 (27) 
 Bissett states that the formulation of his model 
neglects the thin heat transfer layer in the wall (essentially 
the boundary layer at the inlet channel interface and the 
wall) requiring all heat transfer to take place in the chan-
nels. As a result, the wall temperature is the equal tem-
perature of both phases in the wall (gas as  T 
 w 
 and filter as 
 T 
 f 
 ) and independent of the radial direction ( T 
 w 
 = T 
 f 
 ); it can 
still vary in the axial direction. Hence, by continuity, the 
wall temperature is also the temperature of the channel 
gas just outside the wall system. In addition, conduction 
is determined to be negligible relative to advective trans-
port in the axial direction. However, because this is a 1D 
model, he states that an effective heat transfer coefficient 
( h 
 g 
 ) in this equation includes the contribution of conduc-
tion in the radial direction to effectively account for 2D 
effects. 
1.4.4   Species equation and particle mass balance 
 Drawing from his earlier effort, Bissett restates the equa-
tion for the oxygen level in the PM layer as a balance 
between advection and reaction kinetics but writing now 
















ρ  (28) 
 This equation is needed to calculate the change in 
particle mass balance derived prior: 
  
( )( ) ( )2 2C O ,O- 1-exp -sdd w w I p d wt W W u Y kS t utρ ρ
∂ ⎡ ⎤= ⎣ ⎦∂
,  (29) 
 which is used in predicting the influence of exothermic 
reactions in the filter energy balance. Hence, although not 
expressly a 1 + 1D model, one can see the need to model in 
both the channel direction ( z ) and through the wall ( y ). 
1.4.5   Filter energy balance 
 To calculate the temperature of the filter, Bissett uses the 
traditional heat diffusion equation writing it as a func-
tion of the thicknesses of the wall and PM. He assumes 
that these layers have the same temperature due to their 
proximity to each other and the fact that PM is present 
within the filter wall due to deep-bed filtration. The model 
includes the effects of conduction in the wall  ( )condQ , the 
heat transfer from the gases in the channel  ( )convQ , and the 
effects of PM oxidation on the energy of the wall  ( )reacQ : 
  
( )f f f d d d f cond conv reacc t c t T Q Q Q
t
ρ ρ
∂ ⎡ ⎤+ = + +⎣ ⎦∂
    (30) 
 It is important to note that Bissett did include a wall 
energy flux in the derivation  ( )wallQ  of this equation; 
however, the two resulting terms cancelled each other out, 
and consequently, the influence of wall energy flux is not 
included in the final equation. The authors will explain 
this flux omission and later inclusion in a later section. 
 Bissett ’ s derivation of the conduction term in this 
energy equation allows for the impact of different PM 






fT TQ t t
z z z
λ λ
∂ ∂∂ ⎛ ⎞= +⎜ ⎟⎝ ⎠∂ ∂ ∂
 .  (31) 
 The heat transfer to the filter wall balances according 
with the channel energy equations (Eq. 27), 
  
( ) ( )- - - -conv g f I g f IIQ h T T h T T= ,  (32) 
 and the effects of PM oxidation include the updated 
derived effort of Eq. (18) to Eq. (29): 
  
( ) ( )
2 2O ,O
- 1-exp -reac reac w w I p d wQ H W u Y kS t uρ ⎡ ⎤= Δ ⎣ ⎦
 ,  (33) 
 where  Δ H 
 reac 
 is the heat of reaction of the carbon oxidation 
reaction (Eq. 13). 
 Bissett ’ s model can simulate complete PM regenera-
tion events and calculate the time change of filter temper-
ature as shown in Figure  9 . As mentioned previously, this 
work is of prime importance to the DPF modeling commu-
nity and its importance has been widely recognized in the 
technical literature. In the next section, another article by 
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Bissett describes the flow through the filter PM and wall 
layers in more detail. This work will eventually merge into 
the channel wall model right after the turn of the century. 
2   Updated model equations 
 Bissett and Shadman published two seminal articles in the 
DPF modeling community of which most others base their 
efforts. In this section, the authors indicate those who 
expanded the model to account for area conservation, NO 
2
 
passive regeneration, catalyzed filters, and multidimen-
sional effects. Because the two models have undergone 
a merging into one, this article presents these sections 
according to the governing equations of flow making little 
distinction between the versions. For example, the next 
section presents the mass equations for the PM and wall 
layers alongside those for the channel equations. In addi-
tion, each area illustrates a brief historical summary of 
who modified the equations and why they revised them. 
2.1   Continuity equations 
 The assumption of changes in channel geometry due to 
PM layer loading was revisited by Peters et  al. (Peters 
 2003 , Peters et al.  2004 ), Haralampous et al. (Haralampous 
and Koltsakis  2004a,b , Haralampous et  al.  2004a,d,e ), 
and recently by Depcik and Assanis (Depcik and Assanis 
 2008 , Depcik  2010 ). In particular, these works reflect a 
consideration of Bissett ’ s original concept that the thick-
ness of the PM layer does not influence the flow properties 
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 Figure 9   Profiles of wall temperature as a function of dimension-
less axial distance at selected times (Bissett  1984 ). 
articles use different velocities to represent the lateral 
components through the PM layer and the porous filter 
wall, respectively; that is, they use one average veloc-
ity for the PM layer ( u 
 s 
 ) and one average velocity for the 
wall layer ( u 
 w 
 ). However, Haralampous et al. only use one 
average velocity for both layers ( u 
 w 
 ), similar to the original 
efforts of Bissett, but instead add a function to the species 
equations to account for the change in cross-sectional 
area that the flow encounters through these layers. Depcik 
and Assanis take a slightly different approach by mode-
ling the velocity profile through both layers as a function 
of distance:  u 
 s 
 ,  u 
 w 
 = f ( y ). 
 Peters et  al. describe the continuity equations for 
square channels as 
  
( ) ( )2 2
-4  and 4
I I I II II II
I I s II II w
u d u d







.  (34) 
 When applying continuity to the mass flow entering 
the PM layer and leaving the porous wall into the outlet 











= ,  (35) 
 with the effective hydraulic diameters now computed as 
  d 
 I 
 = d -2 t 
 d 
 and  d 
 II 
 = d  .  (36) 
 In this model, the right-hand side of the continuity 
equation uses the inlet density leaving the inlet channel; 
for the outlet channel, they use the outlet channel density 
entering from the wall. According to the classic model, 
this does not correspond correctly to the system because 
the density at the interface of the wall can have a differ-
ent value than the channels. A discussion of this concept 
occurs later in this article illustrating how to either 
compute the density as a function of a local thermody-
namic equilibrium or use an average pressure across these 
layers. 
 In the Peters et al. articles, the surface areas per unit 
length in the inlet and outlet channels equations are dif-
ferent because of the smaller gaseous control volume in 
the inlet channel when PM is present: 
  S 
 I 
 = 4 d 
 I 
 and  S 
 II 
 = 4 d 
 II 
  .  (37) 
 A physical property that must be met by all models 
is that there should not be any mass storage in the PM 
or wall layers during steady-state conditions: ( ∂ ρ 
 s 
 / ∂ t = 0) 
and ( ∂ ρ 
 w 
 / ∂ t = 0). Because Eq. (36) relates the velocities, 
the mass flux source terms cancel out and the model 
does not violate any mass conservation laws. However, 
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because of the erroneous use of channel densities on the 
right-hand side in the continuity equation, the authors 
do not explore this article further, but its importance is 
noted. 
 The Haralampous et al. articles indicate the use of the 
proper density, but their model does not make a distinc-
tion between the surface areas per unit length of the two 
channels: 
  
( ) ( )2 2




I I I II II II
w w w w
u d u d
d u d u
z z
ρ ρ
ρ ρ  (38) 
 When using different surface areas for the inlet and 
outlet channels when PM is present, to balance the 
mass fluxes, the density, velocity, or density times velo-
city must change in the PM and wall layers. This allows 
different mass flux values for the inlet and outlet chan-
nels to account for the dissimilar surface areas while not 
causing mass accumulation within the wall. Although 
Peters et  al. did not use boundary conditions  per se , 
they did use different wall velocities for the PM and 
wall layers to account for the different surface areas. 
In the Haralampous et  al. articles, because they only 
use one average value for the density ( ρ 
 w 
 ) and veloc-
ity ( u 
 w 
 ) to describe the properties through the wall and 
soot layers, using the same surface area prevents mass 
accumulation. 
 In the Depcik and Assanis articles, the flow equations 
are formulated in the area-conserved format often used 
for converging-diverging nozzles (Roe  1986 , Lee  1992 ) and 
the intake and exhaust of internal combustion engines 
(Liu et al.  1996 , Onorati et al.  1999 ), often called quasi 1D 
flow. The thermodynamic properties through the PM and 
wall layers can change and are calculated according to the 
Navier-Stokes equations of motion. As a result, the equa-
tions of mass for square channels incorporating different 
surface areas are 
  
( ) ( )2 2
-4  and 4 .
I I I II II II
I s s II w w
u d u d







  (39) 
 In this version, for the inlet channel equations, the 
density and velocity of the gas in the PM layer used in 






 =  0 . For 
the outlet channel equations, the density and velo city 
of the gas in the wall layer used in the flux term are also 
evaluated at the interface:  
m d
w w y t t
uρ
= + . Although the area-
conserved formulation is not necessary for the outlet 
channel, writing the equations in this manner allows 
for different geometries to be used similar to work previ-
ously accomplished by Konstandopoulos et  al.  (2003b, 
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 Figure 10   Comparison of area-conserved model with classic 
formulation (Depcik and Assanis  2008 ). 
mass conservation in situations of varying geometry and 
matches the experimental data better in situations of 
medium to heavy loading events as shown in Figure  10 . 
 At this stage of the article, it is necessary to explain 
the methodology for the rest of this document. As indi-
cated in the previous paragraphs, there are two funda-
mental derivations in the literature. One approach uses a 
singular average velocity and density for the PM and wall 
layers, whereas another tactic is to generate a profile for 
these variables. The difference between the two models 
relates to a tradeoff between accuracy and computational 
cost. To be complete, the rest of this article presents both 
model formulations. 
 The equation for continuity in the wall originally 
described by Bissett and Shadman in Eq. (10) was later 
expanded by Haralampous and Koltsakis  (2002) . In this 
article, they eliminate the original assumption regarding 
the omission of the reactant mass added to the gas phase 










   (40) 
 where the term on the right-hand side accounts for 
the mass of product gases added to the flow from PM 
combustion. 
 In the Depcik and Assanis formulation, the flow is no 
longer 1D due to the varying cross-sectional area through 
the layer. Because area conservation is a methodology for 
incorporating multidimensional effects without having to 
include the other dimensions in the solution algorithm, 
the PM layer equation becomes 
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 The change in nomenclature here stems from the 
fact that the Haralampous and Koltsakis article does not 
differentiate the gas properties between the PM and the 
wall layer (besides the chemical species), whereas mass 
equations are written for the PM and the wall layers in the 
Depcik and Assanis articles. 
 For square channels, the change in cross-sectional 
area per unit length through the PM layer can be deter-
mined from Figure 5: 
  




A d t θ
θ
⎡ ⎤⎛ ⎞= =⎢ ⎥⎝ ⎠⎣ ⎦  
 (42) 
 and the instantaneous change the cross-sectional area 
comes from the derivative of this value with respect to the 
distance through the PM layer; that is,  dA 
 s 
 / dy = 8. For differ-
ent channel geometries, it is relatively easy to replace  A 
 s 
 and 
its derivative with the respective new values while main-
taining the same visual identity of the governing equations. 
 Although the cross-sectional area that the flow sees 
is constant in the wall layer, writing the mass equation in 









 where  A 
 w 
 = 4 d . On inspection of the mass equations in the 
channel Eq. (39), the mass flux terms do cancel each other 
out similar to the before mentioned references. Although 
the properties in the PM and wall layers change, they 
must remain consistent with the governing equations of 
mass in each respective layer. In all cases, the time deriva-
tives of the variables are neglected, which is a reasonable 
assumption as long as the time scales in the problem are 
a function of the filter and not the bulk gas (Depcik and 
Assanis  2005 ). 
 With respect to the original assumptions of Bissett and 
Shadman in their 1985 article, Depcik and Assanis found 
that not including the mass source term in Eq. (40) or Eq. 
(41) results in a small error of approximately 6% in the mass 
flow rate and 1% in the final deposit mass during an experi-
mental test involving PM oxidation. They also found that, in 
the cases of heavy PM loading of the filter, the wall velocity 
could change throughout the wall by up to 20%. However, 
in the cases of light to moderate loading under which most 
DPF filters see operation, as illustrated in Figure  11 , the velo-
city of the gas through the wall does not vary significantly, 
indicating that the singular velocity model of Haralampous 
et al. will not generate appreciably different results. 
 Focusing on the variable filtration area per unit length 
variable  A 
 s 
 , three cases can be identified. When  t 
 d 
 / d is 
close to zero, no variability needs to be taken into account 
(Bissett and Shadman  1985 ). In the range of  t 
 d 
 / d < < 1, a 
 “ quasi 1D flow ” can be assumed in a thin cake with the 
variable filtration area useful in modeling activities. 
Finally, the case of  t 
 d 
 / d = O (1) corresponds to filter clogging 
conditions. Inside the cake, the assumption of quasi 1D 
flow will be less accurate due to the velocity components 
perpendicular to wall velocity. Most important during this 
situation is that the axial flow friction increases signifi-
cantly, pressure and density may vary considerably inside 
the cake, and the surface of the cake may deviate from the 
rectangular shape. These conditions are increasingly diffi-
cult to model accurately and simulation results, although 
useful, must be treated with caution. 
2.2   Momentum equations 
 Similar to the continuity equations, the momentum equa-
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 Figure 11   Velocity and pressure in PM and wall layers under moderate loading (Depcik and Assanis  2008 ). 
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formulation until Peters et  al. and Haralampous et  al. 
revisited the change in channel volume due to PM loading. 
The Haralampous et al. model incorporates the change in 
geometry only in the frictional component on the right-
hand side of the equation through the effective channel 
diameter: 
  
( ) ( )2 2
2 2
-  and - .
I I II III I II II
I II
u up u p u
F F
z z d z z d
ρ ρμ μ∂ ∂∂ ∂+ = + =
∂ ∂ ∂ ∂
 (44) 
 In the Depcik and Assanis model, the equations 
resemble those used in area-conserved, 1D flow (Liu et al. 
 1996 , Onorati et al.  1999 , Depcik et al.  2005 ): 
  
( ) ( ) ( )2 2 2 2
-
I I I I I I
I I







∂ ∂  
 (45) 
  
( ) ( ) ( )2 2 2 2
- .
II II II II II II
II II







∂ ∂  (46) 
 Writing the above equations in this form requires 
including an additional term on the right-hand side to 
balance the forces. Expanding the derivatives recovers the 
same equations of Haralampous et al. when assuming the 
change in PM thickness in the  z -direction is negligible: 
 dt 
 d 
 / dz ≈ 0. It is important to note that keeping the area 
terms in the derivatives and solving the governing equa-
tions as indicated is more accurate with respect to mass 
conservation (Roe  1986 , Liu et al.  1996 , Onorati et al.  1999 ). 
 Konstandopoulos et al.  (2000) revisited the momen-
tum equation through the PM and wall layers by adding 
the effects of variable area within the PM layer. This was 
expressed the following year in a manner similar to Bissett ’ s 
work through an algebraic formulation (Konstandopoulos 





I II f m w w f
f d I
u u d





= + + ⎜ ⎟Κ Κ ⎝ ⎠ .  (47) 
 The traditional model for pressure drop can still be 
seen (Mohammed et  al.  2006 ) as well as other variants 




u fw w w
I II f
f d Iw
R Tu d u d
p p t
dWp
μ μ ρ ⎛ ⎞
= + ⎜ ⎟Κ Κ′ ⎝ ⎠
,  (48) 
 where the effective PM permeability is a function of the 












Κ =Κ +′ ⎜ ⎟⎝ ⎠
 (49) 
 where  c is the slip flow correction factor and  p 
 0 
 is the refer-
ence pressure for apparent permeability. The discussion 
of this equation and the impact of mean free path length 
will come in a later section of this article, which presents a 
historical summary of the calculation of appropriate per-
meability for the momentum equation. 
 In these approaches, the derived algebraic equation 
for the pressure drop comes from solving the momen-
tum equation. Following Wooding  (1957) and Brinkman 
 (1947a,b) , a theorized extension of the Navier-Stokes 
momentum equation to porous media involves the use of 
an effective viscosity to account for the diffusion of velo-
city. However, for many practical purposes, there is no 
need to include this viscous term (Nield and Bejan  2006 ). 
In addition, Beck  (1972) found that the inclusion of the 
advection term,  ∂ ( ρ u 2 )/ ∂ y , is erroneous when Darcy ’ s law 
is employed. Depcik and Assanis include these concepts 
in formulating their area-conserved PM and wall momen-
tum equations: 
  
( ) 2- -s s s s ss d s s s
d









( ) 2- -w w w w ww m w w w
f






.  (51) 
 Again, it is important to note that the area change 
term on the right-hand side allows a balance in the pres-
sure forces when writing in this format. Expanding the 
derivative of the pressure force recovers the equations of 
Konstandopoulos et al. and Haralampous et al. but written 
as a differential as required by Depcik and Assanis ’ s 
numerical scheme explained later. As a result, the choice 
of methodology depends on the requirements of the 
modeler within their computational framework. 
2.3   Energy equations 
 For the energy equations in the channel, there is some 
discrepancy in the literature on how to write the govern-
ing equations. Because there is mass flowing through the 
walls, there will be a transport of energy from the inlet 
channel to the porous wall in addition to convective heat 
transfer; another relative term is present for the outlet 
channel. In Bissett ’ s article, he neglects the thin heat 
transfer layer in the wall requiring all heat transfer to take 
place in the channels. As a result, the filter temperature 
( T 
 f 
 ) is the equal temperature of both phases in the wall and 
independent of the radial direction, but it can still vary in 
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the axial direction. In 1997, Bissett ’ s original energy equa-
tions were modified by Koltsakis and Stamatelos  (1997a,b) 
illustrating a change to the inlet channel equation: 
  
( )4 -II I p g f I
I
T






.  (52) 
 However, no discussion is noted regarding this dis-
crepancy, and in the same year, the original equation of 
Bissett is published by the same authors (Koltsakis and 
Stamatelos  1997a,b ). This inconsistency is again seen in 
an article by Konstandopoulos et al.  (2001) through a deri-
vation of these equations using a continuum description 
of the filter formulated from a multidimensional model of 
a DPF. 
 A later multidimensional article by Kostoglou et  al. 
 (2003) referencing this 2001 article discusses this inconsist-
ency. In this article, for a perimeter-averaged 1D approach 
for the temperature field in the channel (e.g., volume-
averaged mixing cup temperature), the cross-sectional 
temperature distribution of the channel no longer enters 
the problem and the gas entering the porous medium 
assumes a temperature equal to  T 
 I 
 . This gas quickly goes 
to thermal equilibrium with the porous wall and exits into 
the outlet channel with the filter temperature  T 
 f 
 . They 
note that the difference between the models is small for 
most practical cases; however, the older model can lead to 
some unphysical behavior in some circumstances. Other 
efforts by Konstandopoulos et al.  (2005) revisit this differ-
ence, but no definitive conclusion is reached. 
 The recent work by Depcik and Assanis revisits these 
equations through their area-conserved derivation. The 
full formulation of energy equations includes the effects 
of kinetic energy in the internal energy and enthalpy 
terms; however, these kinetic energy terms are small in 
comparison and can be eliminated;  u 2 < < h . The articles 
by Kostoglou et  al.  (2003) and Konstandopoulos et  al. 
 (2005) assume that the gas entering the porous medium 
is assumed to have a temperature equal to  T 
 I 
 . However, 
instead of using this assumption, Depcik and Assanis 
solve the gas temperature in the PM and wall equations as 
a function of the governing equations of flow accordingly; 
that is,  T 
 s 
 at  y = 0, the inlet channel and PM interface, is 
computed in deference to assuming this value as  T 
 I 
 . This 
will then solve for the thermal heat transfer layer allowing 
for continuity between the channel gas temperatures and 
the gas in the different layers. In other words, this model 
imposes thermal equilibrium at the surface according 
to the first law of thermodynamics as illustrated later in 
the boundary conditions section. As a result, the channel 
equations are 
  
( ) ( )
2
4 - -
I I I I
I g s I s s I
u h d





⎡ ⎤= ⎣ ⎦∂
  (53) 
  
( ) ( )
2
4 -II II II II g w w w wII II
u h d





⎡ ⎤= +⎣ ⎦∂
,  (54) 
 where the equations write the heat transfer term as a func-
tion of the local gas temperature of the PM ( T 
 s 
 ) and wall 
layers ( T 
 w 
 ). 
 By expanding the derivatives, using the definition of 
constant pressure specific heats,  ∂ h/ ∂ z = c 
 p 
 ( ∂ T / ∂ z ), and 
incorporating mass Eq. (39), the model produces the same 
result for the energy equations as the articles by Koltsakis 
and Stamatelos for the inlet channel: 
  
( )4 -Ip g sI I I
I
dT
u c h T T
dz d
ρ = .  (55) 
 For the outlet channel, performing the same analy-
sis results in a similar equation with the difference of 
using enthalpy terms in the second term on the right-
hand side: 
  
( ) ( )4 - -IIp g w w w wII II II II
II
dT
u c h T T u h h
dz d
ρ ρ⎡ ⎤= +⎣ ⎦ .  (56) 
 Often, researchers write this second term as the 
constant pressure-specific heat times a temperature dif-






 ( T 
 w 
 - T 
 II 
 ). However, when using chemical 
species including their associated heats of formation, the 
constant pressure-specific heats will be dissimilar. This 
will occur under reacting conditions, such as a catalyzed 
wall, with significant composition changes. As Figure  12 
illustrates, using the constant pressure assumption 
results in under predicting PM conversion during a cool 
down and oxidation test by 3%. 
 Because the channels are undergoing a relative 
loss and gain of mass with an accompanying flow rate, 
there exists a possibility that the heat transfer coeffi-
cients between the channel gas and wall are affected. 
 Konstandopoulos et  al.  (2005) present a fundamental 
analysis to determine the impact of suction and injection 
on the heat transfer coefficients in the channels, but they 
do not generate a result for use in the channel model. 
Follow-up efforts by Depcik and Assanis using the one-
porous wall literature created both square and circular 
fully developed Nusselt number correlations based on the 
flow Peclet number through the wall. Current efforts by 
Bissett et al.  (2012) revisit this model and formulate per-
tinent four-porous wall expressions for wall-flow particu-
late filter modeling requirements. 
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 To conclude their model development, Depcik and 
Assanis model the gas temperature in the PM and wall 
layers. Again, because the kinetic energy of the gas in the 
wall is much smaller than its enthalpy  ( )2 ,w wh u  the fol-
lowing equations for the energy of the gas in the PM and 
wall layers can be written as (Calmidi and Mahajan  2000 , 
Ingham et al.  2004 , Zhao et al.  2004 , Lu et al.  2006 ) 
  
( ) ( )*- -s s s s s c ss s f s
p
u h A T h A a
A T T
y y y







( ) ( )*- - .w w w w w c ww w f w
p
u h A T h A a
A T T
y y y




  (58) 
 In these equations, the close proximity of the filter 
affects the thermal conductivity of the fluid in the porous 
layers and, as a result, requires an effective thermal 
conductivity calculation. The calculation of which is 
described for metal foams by Boomsma and Poulikakos 
 (2001) . Because no fundamental models of effective con-
ductivity exist for DPF purposes, Depcik and Assanis use 
the metal foam formulation in their article (see also Lu 
et al.  2006 for more information on its application). 
 The term on the right-hand side accounts for the heat 
transfer between the filter and the gas in each respective 
layer. It has been stated that the calculation of the heat 
transfer coefficient ( h 
 c 
 ) is difficult to measure (Ingham 
et al.  2004 ); however, two correlations exist in the litera-
ture served as an approximate upper and lower bounds. 
In the situation where the filter wall is packed full of PM 
and a cake layer exists in the inlet channel, Depcik and 
Assanis theorize that the heat transfer will be analogous 
to a packed bed reactor with a representative heat transfer 
coefficient found using a reference by Wakao et al.  (1979) . 
When the filter is empty, they use a correlation developed 
by Zukauskas  (1987) for staggered cylinders used in heat 
transfer studies for metal foams. This correlation should 
give a heat transfer coefficient smaller than actual due to 
the high porosity of the metal foams compared with a DPF 
filter wall. 
 To check the assumption that the gas temperature in 
the wall instantly assumes the filter temperature, Depcik 
and Assanis ran a sample simulation artificially raising 
the inlet gas temperature while holding the filter wall 
at a constant lower temperature. When comparing the 
magnitudes of the three terms in Eqs. (57) and (58), they 
calculate the magnitude of convection to advection to be 
approximately 10 5 , whereas the magnitude of convection 
to conduction is about 10 4 . This illustrates that convection 
dominates the mode of heat transfer in the wall validat-
ing the common assumption that  T 
 s 
 = T 
 w 
 = T 
 f 
 . As a result, 
incorporating this finding in Eqs. (55) and (56) will result 
in Eq. (52) for the inlet channel and Eq. (27) for the outlet 
channel when making the assumption of constant pres-
sure specific heats. 
 In a recent article from Bissett et  al.  (2012) , the 
authors solve the boundary layer equations for mass, 
momentum, and energy in the square channel with the 
aim to derive appropriate  “ film ” heat transfer coefficients. 
They solve their equations using a boundary condition 
of fixed temperature at the channel/wall interface ( T 
 f 
 via 
the  nomenclature in this article). The authors imply that 
this temperature value used in the boundary could be 
considered equal to the solid wall temperature due to the 
extremely efficient heat transfer between gas/wall in the 
solid phase. However, the gas temperature will become 






















































 Figure 12   Comparing the use of  c 
 p  ( Δ T ) for enthalpy with actual enthalpy in energy equations (Depcik  2010 ). 
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transfer inside the wall. At the channel/wall boundary, 
the gas temperature will assume a different temperature. 
Therefore, the derivation of transport coefficients in the 
work of Bissett et  al.  (2012) is indeed valid for the case 
of fixed gas temperature at the channel/wall boundary; 
however, this temperature is not a priori known in the 
standard formulation of the DPF model equations. The 
use of the solid wall temperature in the fixed temperature 
boundary condition is only acceptable when the  “ no-slip ” 
condition is valid, which is not the case in the DPF porous 
wall case. 
 Note that the Nu number is subject to the selec-
tion of the boundary condition even in the simpler case 
of flows in closed parallel ducts (no-slip condition). For 
example, the Nu number in square ducts is 3.61 in the case 
of uniform heat flux boundary condition in contrast to 
the typically used value of 2.98 for the case of fixed wall 
temperature. This is to emphasize the importance of the 
proper inclusion of the boundary condition when trying 
to derive global heat transfer coefficients, suggesting that 
a deeper investigation of the boundary layer problem with 
the inclusion of the wall domain would be worth study in 
the future (Sahraoui and Kaviany  1994 , Ochoa -Tapia and 
Whitaker 1997 , Depcik and Assanis  2008 ,  d ’ Hueppe et al. 
2011 ). In the meantime, the use of the standard Nu number 
for closed ducts is justified by the conceptual assumption 
that the portion of the flow that is not sucked through 
the porous wall exchanges convective heat with the wall 
surface as if the wall is nonporous. 
2.4   Species equations 
 A few years after Bissett, Garner and Dent  (1988) devel-
oped a model applicable to both fibrous and porous wall 
DPFs. This model incorporates medium porosity and, 
more importantly, an equation for the oxygen transport to 












+ =⎜ ⎟∂ ∂⎝ ⎠
ε ρ ρ  (59) 
 This equation is reminiscent of the Euler species 
equation that can replace Bissett ’ s constant O 
2
 mole frac-
tion assumption. However, researchers never include it 
along with the classic model formulation. 
 At the same time, Cooper and Thoss  (1989) find that 
NO 
2
 present in the exhaust is also effective at oxidizing 
the particulate at a significantly reduced temperature 
level versus oxygen ( ~ 250 ° C vs. 550 ° C). In their work, 
























 Figure 13   Comparison between conventional and reverse regenera-
tions with regard to exhaust emissions (Aoki et al.  1993 ). 
conversion of particulates to partial and complete prod-
ucts of combustion: 
  C 
( s )
 + NO 
2
 → NO + CO  (60) 
  CO + NO 
2
 → NO + CO 
2
 .  (61) 
 The use of NO 
2
 to combust the particulate is adapted 
a number of years later by Hawker et  al.  (1997) through 
the design of an upstream catalyst for the oxidation of NO 
to NO 
2
 to make use of its lower temperature DPF regene-
ration characteristics. Because diesel exhaust consists 
mainly of NO (Heywood  1988 ), an oxidation catalyst (typi-
cally platinum based) is needed to form NO 
2
 . They later 
use this catalyst for continuously regenerated DPF opera-
tion in which deposit is constantly being regenerated by 
NO 
2
 during its operation (Hawker et al.  1998 ). 
 At the same time, Ahlstr ö m and Odenbrand (1989) 
find that PM does not proceed completely toward com-
plete combustion in an oxidative environment. This is 
later collaborated by Aoki et  al.  (1993) when they find 
that a significant portion of the exhaust flow measured 
out of the DPF shows the formation of CO as illustrated by 
Figure  13 . As a result, they write the particulate combus-
tion reaction as 
  C 
( s )








 + α 
1
 CO  (62) 
 with an experimentally determined  α 
1
 between a third and 
a quarter . 
 Koltsakis and Stamatelos  (1996a,b) further explore 
incomplete deposit oxidation and formulate the com-
monly used chemical balance: 
  C 
( s )








 + 2(1- α 
1
 )CO,  (63) 
 where  α 
1
 is an index of completeness of the reaction. 
Typical values in the literature range between 0.8 and 0.9 
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 Figure 14   Influence of incomplete PM oxidation on model results 
(Aoki et al.  1993 ; Koltsakis and Stamatelos  1996a,b ). 
with a sample effect due to this index illustrated in Figure 
 14 (Aoki et  al.  1993 , Koltsakis and Stamatelos  1996a,b ). 
To consider this in the model, they expand the surface 
species equation of Bissett [(Eq. 28)] to include this partial 
















α ρ  (64) 
 In another article, they use this formulation to model 
the catalytically induced regeneration of the PM by metal 
oxides (Koltsakis and Stamatelos  1996a,b ). 
 In the following year,  J ø rgensen and Sorenson (1997) 
develop a combustion model through the PM layer that 
includes the effects of temperature, concentrations, 
velocity, and diffusion. This two-film model calculates the 
species and temperature profiles as a function of a flame 
sheet where PM oxidation occurs. In their article, they 
write species equations for O 
2
 , CO, and CO 
2
 . The impor-
tant facet to take away is the incorporation of Fick ’ s law 
into modeling the governing species equations through 
these layers. However, they accomplish this as a function 
of a flame sheet interpretation that does not lend itself to 
merging with the classic Bissett model. 
 Konstandopoulos and Kostoglou  (1999) present the 






 Figure 15   Konstandopoulos and Kostoglou ’ s (1999) two-layer model. 
the same time as the species equations through the PM 
and wall layers (see also Konstandopoulos and Kosto-
glou  2000 ). However, the merging of the models has yet 
to occur, because the channel species equations are not 
present. They do expand the wall species equations by 
adding catalytic coating oxidation of PM to the model in 
multiple layers as illustrated in Figure  15 . The PM layer is 
divided into two sections, with one layer (layer I) reacting 
catalytically and noncatalytically through a partial frac-
tion and the other portion (layer II) sitting on top of the 
catalytic layer following the traditional thermal oxidation 
pathway. They also describe catalytic additive assisted 
oxidation of the PM with compounds either added in the 
fuel or sprayed in the exhaust by using a variable factor as 
a function of catalytic additive doses. 
 Extending their earlier modeling work, Konstando-
poulos et  al.  (2000) begin to account for NO 
2
 -assisted 
regeneration according to the following oxidation 
reaction: 
  C 
( s )




 → (2- α 
2
 )NO + α 
2




 .  (65) 
 This reaction is similarly expressed by Kandylas et al. 
 (2002) based on the work of Jacquot et al.  (2002) : 
  C 
( s )




 → α 
2
 NO + (2- α 
2




 .  (66) 
 Through numerous engine experiments, they find 
that  α 
2
 is usually in the range of 1.65 to 1.75. 
 The governing equation for layer II for NO 
2
 oxidation 
is similar to O 
2
















α ρ  (67) 
 Layer I now includes the additional production of 
NO 
2
 from NO and O 
2










Y S RW    (68) 
 where the bold nomenclature indicates an array of species 
(O 
2
 and NO 
2
 ),  sS  is an array of PM conversion in this layer 
(O 
2
 = catalytic and thermal oxidation and NO 
2
 = thermal 
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oxidation), and  R  is an array that accounts for gaseous 
catalytic reactions via the NO oxidation reaction (O 
2
 = loss 
and NO 
2
 = gain). They obtain the local NO mole fraction 
from nitrogen atom conservation. 
 It is not until the Peters et al. (Peters  2003 , Peters et al. 
 2004 ) and Haralampous et al. articles (Haralampous et al. 
 2003, 2004a,b,c,d,e , Haralampous and Koltsakis  2004a,b ) 
that the literature illustrates a merging of two models: 
channel and wall. These authors decide to include the wall 
species equations into the overall formulation instead of 
solving them separately. They accomplish this to provide the 
proper boundary conditions for the species equations in the 
channel with the Haralampous et al. version shown here: 
  















( ) ( )
2







Y Y YY ,  (70) 







=  (71) 
 The width available to the flow,  b ( y ), varies in the par-










t y t td
≤ ≤+⎧⎪=⎨ ≤ ≤ +⎪⎩
 (72) 
 Note, for this model, that  Y 
 s 
 is the array of species 
evaluated at  y = 0 and  Y 
 w 
 is the array of species evaluated at 
 y = t 
 m 
 + t 
 d 
 . They include the effects of diffusing species to and 
from the channel to the wall similar to catalyst modeling 
(Depcik and Assanis  2005 ). This is because they find that 
the mass-transfer coefficients can be on the same order of 
magnitude as the wall-flow velocity. In comparison, recent 
work by Depcik uses the species equations for the channel 
via a concentration format instead of mass fractions: 
  
( ) ( )
2













( ) ( )
2







⎡ ⎤= +⎣ ⎦∂
Y
Y Y Y .  (74) 
 This use of concentration equations ensures that 
the equations properly conform to the mass equations 
presented earlier. This can be seen by summing both 
sides of the equations, taking into account that the 
sum of mass fractions equals one and using the dilute 
mixture simplification that is common in catalyst mod-
eling (Koltsakis and Stamatelos  1997a,b ). Specifically, 
this assumption states that the summation of the dif-
fusing gas species concentration difference terms is too 
low to affect the overall mass balance of the carrier gas: 
 ( )- 0m s sI Ik ρ ρ ≈∑ Y Y  and   ( )- 0m w wII IIk ρ ρ ≈∑ Y Y . However, 
Figure  16 illustrates that Depcik found this term to be 
important because of the open system architecture of the 
channels. As a result, it should be included in the mass 
equations via a summation term on the right-hand side 
of Eq. (39). Moreover, future efforts warrant revising the 
mass-transfer calculations ( k 
 m 
 ) to include the influence 
of porous walls similar to the heat transfer coefficients 
presented earlier. 
 For the species equations through the PM and wall 
layers, a transport-reactive coupling is used by both Peters 
et  al. and Haralampous et  al. In the Haralampous et  al. 
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 Figure 16   Impact of the dilute mixture simplification (Depcik  2010 ). 
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 Figure 17   Comparison of temperature predictions during uncontrolled regeneration with and without O 
2
 diffusion. 
 Computed temperatures along the filter for 12   kg   m -3 initial PM mass (Haralampous et al.  2004a ). 
  
-s sw y su f
y y y
⎛ ⎞∂ ∂ ∂ =⎜ ⎟∂ ∂ ∂⎝ ⎠
Y YD S   (75) 
  
- .w ww yu f
y y y
⎛ ⎞∂ ∂ ∂ =⎜ ⎟∂ ∂ ⎝ ∂ ⎠
Y YD RW   (76) 
 In the above equations, the first term on the left-hand 
side accounts for the advection of the species through the 
layer similar to all wall models starting with Bissett and 
Shadman. The second term on the left-hand side accounts 
for diffusion through the layer. They find that because the 
flow velocity is very low through the wall, diffusion of the 
species could be on the same order of magnitude affecting 
the regeneration event as illustrated in Figure  17 . In fact, 































































 Figure 18   Computed profiles of NO 
2
 concentration in the PM layer and the filter wall for different time points during balance point testing 
(Haralampous et al. 2004e). 
the wall into the PM layer is prevalent (Figure  18 ), espe-
cially in passively regenerated DPFs. The right-hand side 
of the equation accounts for PM oxidation and the effects 
of catalyzed walls or catalytic additive assisted oxidation 
in the PM and wall layers, respectively. 
 Depcik later follows similarly through his area-con-
served formulation and writes the species equations in 
these layers as 
  












( ) ( )







Y Y V RW  (78) 
 incorporating a diffusion flux component within the 
derivative. In both the Haralampous et al. and the Depcik 
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models, they write the right-hand side terms as a func-




- p s sS k S Yα ρ=  for Depcik and  2 21 1O ,O- p w sS k S Yα ρ=
  for 
Haralampous et al. The model then uses Eq. (63) to find the 

































 The terms for incorporation resulting from NO 
2
 regen-
eration are found similarly. 








=∑ ,  (81) 









=∑  (82) 
 One approach that simplifies the computational task 
is to calculate only the trace species involved in the reac-
tions to reduce the numerical burden of holding equal to 
the chemical species constraints of Eqs. (81) and (82). For 
example, Konstandopoulos and Kostoglou  (2010) illus-
trate this approach in their article involving the analytical 
solutions of the chemical species equations. 
 The full formulation of the diffusion velocity using 
mixture-averaged diffusion coefficients is equal to (Coltrin 





y p y T yρ
⎡ ⎤∂ ∂ ∂= +⎢ ⎥∂ ∂ ∂⎣ ⎦
D X X Y DV
X Y .  (83) 
 In the above equation, only Depcik discusses the impact 
of the pressure and temperature derivative terms in the calcu-
lation of the diffusion velocity. The energy equation section 
illustrates that the gas temperature is effectively equal to the 
filter temperature; hence, the temperature impact on diffu-
sion is nonexistent. However, because the pressure differen-
tial between the inlet channel and the outlet channel may 
be significant, Depcik finds that it has a small impact on the 
results. Figure  19 illustrates this effect on exit oxygen levels 
during a regeneration event when using one diffusion con-
stant for all species and individual diffusion constants and 
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 Figure 19   Exit oxygen mole fraction during an oxidation test com-
paring three different diffusion velocity options (Depcik  2010 ). 
 Changing the equation from mole fraction to mass 
fraction derivatives and assuming that the molecular 
weight change in the  y -direction is negligible (assumed by 
Bissett and Shadman and later validated by Depcik) the 







⎡ ⎤⎛ ⎞∂ ∂= +⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂⎢ ⎥⎝ ⎠⎣ ⎦
D Y WYV
Y W
.  (84) 
 Note that if the pressure derivative term was omitted, 
incorporating this equation into the PM and wall species 
equations of (77) and (78) would result in the same for-
mulation as Haralampous et  al. but on a concentration 
instead of mass fraction basis. Recently, Konstandopoulos 
and Kostoglou  (2010) presented a work on the coupling 
of convection diffusion and reaction phenomena using 
the above equations. They derived analytical solutions for 
simplified cases leading to approximations applicable to 
the classic channel model for faster calculation. 
 The diffusion values used here must take into account 
the porosity of the wall because of its close proximity. As a 
result, calculation of an effective diffusivity in the PM and 
wall layers use the Knudsen and bulk diffusivities along 
with the tortuosity of the flow (Smith  1970 , Reif  1975 , Ho and 











= +⎜ ⎟⎝ ⎠D D D  (85) 












D   (86) 
Brought to you by | EP Ipswich
Authenticated | WendyLovesMichigan@gmail.com
Download Date | 12/4/13 7:06 PM
20      G. Koltsakis et al.: Catalyzed DPF modeling
 with the Knudsen and bulk tortuosities assumed to 




9 1 13 9 1
- ln  and 1- ln ,
8 2 9 8 2
p p b p
⎛ ⎞= + − =⎜ ⎟⎝ ⎠τ ε ε τ ε  (87) 










 The values of porosity ( ε 
 p 
 ), tortuosity ( τ ), and mean 
pore size ( d 
 p 
 ) are based on the microstructure properties 
of the PM layer and the filter wall. 
 Experimental determination of tortuosity in the PM 
layer and the porous wall is not straightforward, espe-
cially in porous media with nonuniform pore distribution. 
Different techniques facing this issue are discussed in a 
recent work of Kolaczkowski  (2003) dealing with measure-
ments of effective diffusivity in catalyst-coated monoliths. 
In the case of catalytic coatings in flow-through catalysts, 
typical values for the tortuosity factor range from 1 to 10 
(Hayes et al.  2000 ). 
 It is worth noting that the species boundary condi-
tions shown above are derived using a methodology con-
sistent to the energy equations. The bulk inlet channel 
species,  Y 
 i 
 , are used for the suction term in the inlet 
channel, whereas  Y 
 w 
 is used for the injection in the outlet 
channel. The discussion concerning the energy bound-
ary conditions is directly relevant to the species although 
with additional difficulties. The reaction rates in the 
wall cannot serve as a mechanism for the instant transi-
tion of  Y 
 i 
 to another expression, similar to the extremely 
high levels of heat transfer between gas/wall in the solid 
phase. As a result,  Y 
 i 
 is considered by the authors appro-
priate for the suction boundary condition together with a 
sufficiently detailed modeling of diffusion/reaction phe-
nomena in the porous media. 
2.5   Particle mass balance 
 When particulates flow into a DPF, they first load within 
the wall layer where the pores are small enough for typical 
diesel aerosol to be captured by interception and Brown-
ian diffusion (Konstandopoulos and Johnson  1989 ). 
After the wall has filled with PM, it then loads on the 
inlet channel surface in a growing cake layer. In Bissett ’ s 
original article, he only models the soot cake layer via Eq. 
(18) as a function of deposit thickness on the surface and 
oxidation only occurs through thermal oxidation via O 
2
 . 
To capture the complete PM loading and regeneration 


























 Figure 20   Correlation for the  “ collection ” efficiency of ceramic 
monoliths (Konstandopoulos and Johnson  1989 ). 
1.  The collection efficiency of the filter; 
2.  Thermal and catalytic oxidation of the PM through 
oxygen, NO 
2
 , metal additives, and surface catalysis; and 
3.  The impact on particulate properties, specifically the 
permeability for pressure drop calculations. 
 This section provides a historical summary of these addi-
tions to Bissett ’ s original model. 
2.5.1   Collection efficiency 
 Konstandopoulos and Johnson  (1989) begin modeling 
the initial stages of filtration by employing the  “ unit col-
lector ” concept to unloaded DPFs as demonstrated in 
Figure  20 . In their article, they use the following expres-
sion for the collector efficiency due to Brownian diffusion: 
  ( )
-2 30 Pe ,d pc g= ⋅ ⋅η ε  (89) 
 where  c is a constant equal to 3.5 or 4 depending on the 
method of diffusion boundary layer analysis (they use 3.5) 
and  ( )0pg ε  is a geometric factor that accounts for the prox-
imity effects of unit-cell collectors, 
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 and the mass transfer from the particle-laden stream to 








= ,  (91) 
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 where  0w pu ε  is an interstitial or pore velocity. 
 Their model computes the Peclet number based on a 














 where  0cd  is the initial value for an unloaded wall. 













  (93) 
 uses Boltzmann ’ s constant ( k 
 B 
 ) while depending on slip-
flow effects, 
  SCF = 1 + Kn(1.257 + 0.4 e -1.1/Kn ),  (94) 
 with the local Knudsen number a function of the particu-







=  .  (95) 
 From their experiments, the primary particle diameter 
considered was equal to 0.0178  μ m. The exhaust gas mean 




πμ= ,  (96)
 
 Figure 21   Schematic representation of filter wall discretization into slabs of  “ unit collectors ” (Konstandopoulos et al.  2000 ). 
 with the pressure taken to be the average pressure in the 
filter wall, often a standard average of  p 
 I 
 and  p 
 II 
 at the axial 
location. 
 They write the interception efficiency as a function of 


























⎝ ⎠ ⎡ ⎤+⎣ ⎦
.  (97) 
 By assuming the two mechanisms are independent of 
each other, they determined the composite collection effi-
ciency of the filter when PM is flowing into an unloaded 
wall: 
  η 
f
 = η 
d
 + η 
r




 .  (98) 
 Konstandopoulos et al.  (2000) follows up this earlier 
work by applying the above formulation to a transient fil-
tration model that tracks the accumulation of particulate 
mass in the filter wall. In this model, the particulate mass 











 where the first term indicates the time rate of change of 
the particulate deposited per unit collector and the second 
accounts for the particulate mass flow per unit collector. 
As mass enters the filter, it distributes according to the 
local collection efficiency as illustrated in Figure  21 : 
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.  (100) 
 The mass deposited at each slab modifies the local 











⎡ ⎤⎛ ⎞= +⎢ ⎥⎜ ⎟⎝ ⎠⎢ ⎥⎣ ⎦
,  (101) 
 where  m 
 d 
 is the mass of deposit and  ρ 
 d 
 is the particu-
late packing density in the cake deposit and filter wall, 












= ⎜ ⎟⎝ ⎠
ε ε  (102) 
 The geometric factor of Eq. (90) and Peclet number of 
Eq. (91) then use the updated porosity and unit collector 
size in computing the Brownian collection efficiency of 
Eq. (89) and interception efficiency of Eq. (97). 
 They compute the second term in Eq. (99) using Eq. 
(100) by replacing the wall thickness with a differential 
distance (i.e., replace  t 
 f 
 with  Δ y ) and the evolution of 











 .  (103) 
 At this point, the model is able to explain the collec-
tion of PM within the filter wall often called deep-bed fil-
tration. The extension to the cake layer comes by defining 
a partition coefficient to determine the fraction of mass 
collected in the first  “ slab ” that contributes to cake forma-
tion. Based on geometrical grounds, this value depends 
on a dimensionless blocked-area fraction expressed as 
  
( ) ( )










=Φ= ,  (104) 




 = 0 represents the characteristic dimension of a 
unit spherical collector in the first differential area of the 
wall,  d 
 b 
 is a  “ unit cell ” diameter: 
  
( )3 31- p cbd dε= ,  (105) 
 and  ω is a dimensionless  “ percolation ” factor (0 < ω < 1) 
that determines how close the diameter of a loaded col-
lector can approach that of a unit cell before filtration 
occurs only through the PM cake layer. This parameter 
allows calibration of the model to an experimental time-
history loading profile. Later work by Mohammed et al. 
 (2006) indicate that a deficiency of this model is using 
the partition coefficient, which is a function of filter 
wall parameters, as a filtration parameter for the PM 
cake layer when the cake layer becomes a filter for the 
particles. 
 Konstandopoulos et al.  (2002) revisit this model and 
investigate the impact of velocity for the porosity via Eq. 
(102). In particular, they find that, for high Peclet numbers, 
the deposit porosity is independent of this number and an 
asymptotic constant is the result. At low Peclet numbers 
in the diffusion-dominated regime, a power law describes 
the porosity when Pe > 0.3: 
  ε 
 p 
 = A Pe - B  + C ,  (106) 
 where  A ,  B , and  C are constants that depend on particle 
morphology and deposition surface. 
 A few years later, Konstandopoulos et al.  (2005) revisit 
this model to generalize the results down to the diffusion 










∞ ⎛ ⎞= +⎜ ⎟⎝ ⎠
ε ε  (107) 
 with  pε
∞  as the Peclet number asymptote of the porosity 
and Pe  ∞  as the characteristic crossover Pe number defin-
ing the scale beyond which the convective mechanism 
will take over the diffusive mechanism of deposition. This 
allows a correlation between PM porosity and the flow 
through the wall as illustrated in Figure  22 . 
 Fukushima et al.  (2007) revisit the filtration efficiency 
of Eq. (100) to write it as a function of an effective length 









= + +⎜ ⎟⎜ ⎟⎝ ⎠
,  (108) 
 where  d 
 cdl 
 is a characteristic decay length measured quan-


















.  (109) 
 This functional dependence includes a lower cutoff 
effective length approximately the image resolution scale 
(1.081  μ m). 
 To summarize, this model is able to simulate the PM 
evolution within the wall layer by applying continuity Eq. 
(99) and including local collection efficiency through Eqs. 
(98), (100) and (103) to determine the amount that stores 
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in each differential volume as illustrated in Figure 21. 
As the wall evolves, recalculation of the porosity and unit 
collector size occurs via a function of loading within the 
layer and the local wall velocity represented through the 
Peclet number. The extension of the model to a cake layer 
happens by calibrating a percolation factor in Eq. (104) to 
an experimental loading test and applying it to the bound-
ary cell in the wall that borders the cake layer. A calcula-
tion of its particulate evolution then occurs via the same 
wall mechanism again using continuity Eq. (99). 
2.5.2   Particulate combustion 
 At the same time as Konstandopoulos et  al. were inves-
tigating filtration efficiency, Koltsakis and Stamatelos 
 (1996a,b) expand the classic PM thickness model of 
Bissett by including the partial oxidation factor of Eq. (63) 
by replacing Eq. (28) with Eq. (64) when formulating the 
transient thickness evolution: 
 
( ) ( ) ( )2 2 2C 1 O ,O 1 O- 1-exp -sdd w w I p d wt W W u Y k S t ut
∂ ⎡ ⎤⎡ ⎤= ⎣ ⎦ ⎣ ⎦∂
ρ α ρ α , (110) 
 where  
2O
k  is the specific rate constant for the O 
2
 soot oxi-
dation reaction coming originally from Eq. (28). 
 At this point, researchers start investigating alterna-
tive methods of regeneration to reduce the high temper-
atures needed to combust diesel particulate relative to 
light-duty diesel engine exhaust. The idea is to prevent 
significant pressure drops that can occur at high load-
ings possibly leading to the thermal runaway of the 




























 Figure 22   Dependence of the PM cake porosity for different PM 
aggregate sizes at the prevailing Peclet number (Konstandopoulos 
et al.  2005 ). 
the early 1990s regarding the use of fuel additives for 
lowering the regeneration temperature of diesel particu-
late through catalysis (Harvey et al.  1994 , Tan et al.  1996 ). 
Koltsakis and Stamatelos  (1996a,b) take these concepts 
and further expand their model to account for catalytic 
reduction of PM due to metal oxide fuel additive com-
bustion (clarified the following year by Koltsakis and 
Stamatelos  1997a,b ): 
  
















W W u Y
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α ,  (111) 
 where  ξ are the moles of metal oxides present in the PM 
compared with the carbon moles present in the PM,  R 
 red 
 is 
an Arrhenius-type expression that is a function of oxida-
tion state of the metal component, and  α 
 cat 
 is an index of 
completeness similar to carbon oxidation: 
  C 
( s )
 + 4 α 
 cat 








 + 2(1- α 
 cat 
 )CO.  (112) 
 Around the same time, Awara et al.  (1997) summarize 
previous efforts in regards to activation energies and reac-
tion rates for diesel PM reactions with and without fuel 
additives. In addition, Gantawar et  al.  (1997) perform a 
study of regeneration characteristics for SiC and cordierite 
using fuel additives. 
 Konstandopoulos and Kostoglou  (1999) follow in 1999 
with one of the first modeling efforts regarding a cata-
lytically coated DPF and model deposit evolution using a 
local collection efficiency, 
  
( )











 where  Y 
 d 
 is the local PM mass fraction, and the authors 
infer that the collection efficiency refers to the previ-
ous section involving Eq. (98). In addition, this article 
involves PM thermal oxidation including an index of 
completeness similar to Koltsakis and Stamatelos and 
oxidation via a catalytically coated surface and through 
fuel additives in the different layers indicated in Figure 15 
(also seen in Kostoglou et al.  2003 ). The authors leave the 
functional form of the adaption to Eq. (64) and its refine-
ment into the equation for the time rate change of PM 
thickness to the reader because of the different nomen-
clature involved in the Konstandopoulos and Kostoglou 
article. Of interest, they do not show both the deposit 
evolution term and the PM oxidation components in the 




 )/ ∂ t ; however, the reader can 
infer an additive dependence on the right-hand side of 
the equation. 
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 In the following year, Konstandopoulos et al.  (2000) 
expand this work to incorporate NO 
2
 passively regener-
ated DPFs by modifying their particulate evolution equa-
tion using Eq. (65) and rewrite the evolution equation as 
a function of mass instead ( dm 
 d 
 / dt ) of thickness in each 
layer. In their article, they state the relationship between 
mass of PM and its thickness as 
  









= ⎜ ⎟⎜ ⎟⎝ ⎠
,  (114) 
 where  m 
 d,t 
 is the total PM mass in the DPF,  N 
 ic 
 is the total 
number of inlet channels, and  L is the effective channel 
length. 
 Kandylas and Koltsakis  (2002) follow this work a 
couple years later by expanding Eq. (110) to include NO 
2
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.  (115) 
 Again, the difference between the Konstandopoulos 
et al. and the Koltsakis et al. models is a matter of nomencla-
ture and presentation of the equations, but the physics are 
similar and both follow Bissett and Shadman ’ s initial effort. 
 In the following 2    years, Peters et  al. (Peters 
 2003 , Peters et  al.  2004 ) simulate the PM mass per unit 










∂ ∂  (116) 
 where  c 
 m 
 is a migration constant that accounts for drag 
forces that result when PM translates along the channel 
(Figure  23 ) and  ρ 
 dc 
 is the PM density in the channel. PM 
oxidation is included in their model by writing an equation 







 Figure 23   Forces on PM particles in the Peters et al. models (Peters  2003 ; Peters et al.  2004 ). 
to account for the oxidation components. However, their 
articles do not illustrate a merging of this mass fraction 
equation and Eq. (116). 
 Haralampous et  al.  (2003) convert the thickness-
based expression of Eq. (115) into a mass-based expres-
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 where  s 
 F 
 is the specific area of the filter that depends on 
the number of cells per square inch converted into the 
proper units: 
  S 
 F 
 = 2 d · 1550 · cpsi .  (118) 
 It is important to note that if the bulk density of the 
PM is constant, the formulations via soot thickness and 
mass of soot cake are the same. As the next section illus-
trates, by writing in a mass-based manner, the model can 
take into account how the properties inside the soot cake 
can vary. Hence, future efforts can include modeling soot 
property changes during oxidation. 
 They modify this formulation on the following year 
(Haralampous and Koltsakis  2004a,b , Haralampous et al. 
 2004a,d,e ) by simplifying the right-hand side: 
  2 2O ,NO
1








 as a linear dependence on the partial pressure of the oxi-
dation species. 
 Recent work by Depcik and Assanis (Depcik and 
Assanis  2008 , Depcik  2010 ) use these earlier efforts to 
simulate the propagation of PM along the filter with regen-
eration occurring only via traditional thermal oxidation 
from O 
2
 in a cake layer. An equation for PM mass per unit 
length on the surface simulates the amount of PM in each 
numerical cell in one channel, 
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=ς χ   (120) 
 which gives the total PM mass in the filter by multiplying 
this value by the total number of inlet channels. In this 
equation, the PM mass flow rate per mesh interval,  ς , is 
determined as a function of changing surface area similar 
to Peters et al.: 








  (121) 
 using the assumption that a constant mass fraction of PM 





=  (122) 
 The mass fraction of PM into the filter comes from the 
mass flow rate of PM into the DPF as compared with the 









  (123) 
 They calculate a PM combustion time scale from the 

















 using the localized gas density and mass fraction of 
oxygen in the cake layer. The relationship between PM 
mass per unit length and its thickness are a function now 











= ⎜ ⎟⎜ ⎟⎝ ⎠
.  (125) 
 The result of these efforts is an investigation into the 
PM loading profile during constant and random loading 
events (as shown in Figure  24 ), which illustrate that chang-
ing the flow rate does not significantly impact the loading 
profile along the filter and subsequent regeneration. 
 This historical summary illustrates a number of differ-
ent models in the literature that simulate similar physical 
concepts. One version of the model simulates a 1D particu-
late loading equation in the axial direction with the wall 
phenomenon lumped into source terms on the right-hand 
side: 
  





∂∂ + = +
∂ ∂
  ,  (126) 
 where the time rate of change of particulate mass at each 
axial location (point in  z ) is impacted by the flow of par-
ticulate down the channel (possibly a function of channel 
velocity and/or migration), the amount stored on the 
surface that may include a storage efficiency component 
 ( )sdm , and the thermal and catalytic oxidation reactions 
occurring on the surface  ( )rdm . Of interest, researchers 
only model the PM flow to the surface a function of wall-
flow rates ( u 
 w 
 ); however, as indicated in the species equa-
tion section, diffusion between the gas and the surface 
might also be important and need to be included. 
 Alternatively, researchers simulate the time rate of 
change at each axial location in the cake and wall layers 
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 Figure 24   Comparison of three different PM loading events with respect to (A) pressure and (B) particulate layer thickness (Depcik and 
Assanis  2008 ). 
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∂∂ + = +
∂ ∂
  ,  (127) 
 which include the same components but now as a func-
tion of local thermodynamic components in the  y -direc-
tion. This history shows that alternative versions of these 
equations exist as a function of PM density or thickness. 
These then allow for the simulation of the change in the 
specific surface area of the deposit. One potential future 
option is to merge the models into a 1 + 1D type of model, 
similar to the species equations, where Eq. (126) propa-
gates the PM to the boundary of the wall or cake layer at 
each axial location and then Eq. (127) simulates its flow 
within these layers and the oxidation (thermal/catalytic) 
events that the PM undergoes. Of importance, the merging 
of the chemical species equations into the 1 + 1D model as 
previously discussed is a good place to start if attempting 
to undertake this integration. 
2.5.3   PM properties 
 The density and permeability of the wall and PM layers 
are probably the most important governing parameters 
affecting the pressure drop in the DPF. Because most 
commercial DPF systems base their control on a pressure 
drop measurement, a deeper knowledge of this informa-
tion becomes increasingly important. Moreover, the PM 
layer properties are fundamental to the simulation of the 
loading and regeneration process in the DPF as the previ-
ous section illustrates. 
 In the early stages of DPF technology and modeling 
development, most models use a simple approach to 
describe the PM layer, mostly assuming a constant value 
for density and permeability (Bissett  1984 , Koltsakis and 
Stamatelos  1996a,b, 1997a,b ). Konstandopoulos and 
Johnson  (1989) were the first to simulate the permeability 
as a function of porous media theory for an unloaded DPF. 
Through their unit spherical collector model, they formu-
late that the permeability as 
  
( ) 2f p cf dεΚ = ,  (128) 
 using the Kuwabara model for beds of spherical particles: 
  
( )














⎣ ⎦= .  (129) 
 In the next decade, Sorenson et al.  (1994) experimen-
tally measure the PM layer density, whereas Pattas et al. 
 (1997) employ pressure drop measurements on a vehicle 




 ) and 
find that this product increases with temperature. Ver-
saevel et al.  (2000) later validate this temperature depend-
ency based on small-scale filter testing and propose the 
slip-flow effect, mentioned in Section 2.5.1, as an expla-
nation. They create a formula that correlates this product 





cρ Κ = 

,  (130) 
 where  c equals 0.55   Da kg   m -3 and  ref  is the reference gas 
mean free path at 1   bar and 300   K. 
 The use of pressure drop modeling as a tool for the 
assessment of PM permeability was also presented (Kon-
standopoulos et al.  2000 , Masoudi et al.  2001 ). The article 
by Konstandopoulos et  al. uses the parabolic growth of 
pressure drop at extremely high PM loadings to estimate 
indirectly the PM layer density. At the same time, they 
enhance their original permeability calculation Eq. (128) 
by also including slip-flow effects: 
  
( ) 2f p cSCF f dεΚ = ⋅ ,  (131) 
 where the permeability of the wall changes as a function 
of PM loading via the changing unit collector size and 
porosity in Section 2.5.1. 
 Konstandopoulos et al.  (2002) revisit this formulation 
and replace the unit collector size in the above calcula-
tion with the primary size of the particles that deposit and 
compose the PM layer: 
  
( ) 2d p dSCF f dεΚ = ⋅ ,  (132) 
 with a size in the range of 25 – 40    nm. They calculate the 
slip flow coefficient in Eq. (94) now as a function of this 
variable and compute the particulate density based on the 
density of the solid PM ( ρ 
 solid 
 ) and the porosity: 
  ρ 
 d 
 = ρ 
 solid 
 (1- ε 
 p 
 ).  (133) 
 In the following year, Konstandopoulos  (2003) 
extends the model to the Forchheimer coefficient 










,  (134) 
 where  c is a constant between 0.134 and 0.298 depending 
on the wall. 
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 Most experimental studies up to this point are focus-




 ) with 
the aid of pressure drop models. With the aid of targeted 
engine experiments, it is possible to calibrate reliably 
the product of PM density and permeability when the 
performing loading events under steady-state conditions 
(Haralampous et  al.  2004b,c ). Regarding the density of 
the soot cake layer, literature data on its value appear in 
the pioneering work of Howitt and Montierth  (1981) . They 
report values between 50 and 60    kg    m -3 by weight and 
layer thickness measurements in cordierite filters with 
pressure drops below 150   mbar. Many years later, Soren-
son et al.  (1994) measure similarly the soot layer density 
in cordierite filters operating to a maximum pressure drop 
of 450    mbar and obtain a value of 120    kg    m -3 . A similar 
measurement on a SiC filter operating to a maximum 
pressure drop of 250   mbar gives a value of 90   kg   m -3 . The 
Ph.D. efforts of Stratakis  (2004) measure PM layer density 
at 93.6    kg    m -3 using a scanning electron microscope. In 
the above literature references, it is not clear whether the 
authors account for the soot mass in the wall when calcu-
lating the layer density. In 2005 a single-channel method-
ology is adopted for PM collection and examination using 
X-ray scattering techniques (Gallant  2005 ). The results 
show that the local density is approximately three times 
higher close to the wall compared with the values meas-
ured close to the surface. 
 Indirect methods to obtain the layer density at differ-
ent loading conditions based on pressure drop modeling 
and theoretical porosity-permeability correlations indi-
cate values between 40 and 135    kg    m -3 depending on the 
Peclet number for pressure drops below 250    mbar (Kon-
standopoulos et  al.  2002 ). Recent efforts calculate the 
indirectly assessed solidosity of the soot layer as between 
0.06 and 0.075 in uncompressed state and from 0.07 to 
0.085 after compression above 200    mbar (Konstando-
poulos et  al.  2008 ). Assuming a commonly used solid-
state density of 2000   kg   m -3 , the above values translate to 
between 120 and 170   kg   m -3 . 
 In another research study, Koltsakis et  al. use real-
istic exhaust conditions and direct optical methods to 
measure the soot layer density independently from the 
permeability (Koltsakis et  al.  2006 ). The experimental 
results reveal a clear dependency of soot cake density on 
filtration velocity as well as on the soot loading itself as 
shown in Figures  25 and  26 , respectively. In this experi-
ment, measured values of the soot layer density vary 
between 25 and 100    kg    m -3 . Partial explanation of these 
findings occurs through soot compaction effects occurring 
at high backpressures, and the authors suggest additional 



























 Figure 25   Soot layer density versus flow velocity for different soot 
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 Figure 26   Soot layer density versus soot loading (Koltsakis et al. 
 2006 ). 
soot cake layer. From this experimental data, they develop 
expressions for soot cake density and permeability vari-
ation as a function of compressive stress. In their model, 
the cake solidosity,  ε 
 s 
 , and permeability are functions of 
the compressive stress,  p 
 c 

























Κ =Κ +⎜ ⎟
⎝ ⎠
,  (136) 
 where  0sε  and  
0
dΚ  refer to the uncompressed state of these 
variables,  p 
 a 
 is a compressibility pressure that is indica-
tive of soot cake layer strength, and  c 
1
 and  c 
2
 are constant 
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exponents. The relationship between the gas pressure in 
the layer and the compressive stress is 
  p 
 I 
 = p 
 m 
 + p 
 c 
 .  (137) 
 This model enables the prediction of intralayer 
density fields inside the cake during compression events 
caused by highly transient flow conditions, as shown in 
Figure  27 . It is important to mention that there can be one 
porosity for the wall ( ε 
 p 
 ) and one for the soot cake layer ( ε 
 s 
 ) 
or an effective porosity that takes into account both layers. 
The discussion of both of these variables in this document 
should help elucidate what approach the researcher men-
tioned is taking. 
 Figure  28 presents the predicted soot layer density in 
steady-state conditions as a function of filtration speed 
and soot loading based on the above model. The same 
plot includes measured densities grouped in terms of soot 
loading. The model captures the main trends; however, 
the authors conclude that this indirect mechanism alone 
is not sufficient to explain all experimental observa-
tions. They suggest that a more sophisticated modeling 
approach would have to include a filtration model within 
the soot layer, which would calculate the penetration of 
incoming particles in the existing layer as a function of 
the prevailing filtration parameters. Note that although 
the model does not fit perfectly with the measured values 
(e.g., medium and high loadings are similar in magni-
tude), the additional results presented in the correspond-
ing reference proved that the compression effects can be 
predicted reasonably well. 
Soot density (kg m-3)









 Figure 27   Intralayer density field before and after compression 






























 Figure 28   Model predicted layer density versus experimental data 
(Koltsakis et al.  2006 ). 
 To predict the soot layer density, Konstandopoulos 
and Kostoglou  (2004) present a model to simulate the time 
change in PM layer density and the specific surface area as 
a function of microstructural aspects (summarized the next 
year by Konstandopoulos et al.  2005 ). The density evolu-
tion is a function of the rate of movement of the deposit 
through the cake and wall layers along with its oxidation: 
  






  (138) 
 In this equation,  y  is the velocity of the deposit 









y dy=∫ ϕ ρ   (139) 
 which is a function of the PM oxidation along with a 
parameter,  ϕ , that has a value between 0 and 1 to rep-
resent a general continuum description of the deposit 
microstructure. The local PM oxidation rate,  R 
 ox 
 , is a func-





2 2,O C O
- 1-
s
ox p w wthermal catalytic d
R k k S Y W Wκ κ ρ ρ⎡ ⎤= +⎣ ⎦ ,  (140) 
 where  κ is another variable, between 0 and 1, which also 
represents the continuum description of the deposit 
microstructure. 
 They write the change in specific surface area as 
  








 ,  (141) 
 where the superscript 0 indicates the initial value of that 
parameter. Of importance, the problem of determining 
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the permeability of the soot-loaded filter wall is more 
complicated than compared with the soot cake perme-
ability. The penetrating soot by depth filtration inside 
the wall micropores has a dramatic effect on wall per-
meability that is responsible for the steep pressure drop 
increase at the early stage of DPF loading before the soot 
cake layer starts to form. The literature illustrates other 
formulations for the permeability of a loaded filter wall 
using the concepts in the previous two sections (Moham-

















⎡ ⎤⎛ ⎞ ⎛ ⎞Κ
=⎜ ⎟ ⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟Κ ⎢ ⎥⎝ ⎠⎝ ⎠ ⎣ ⎦
.  (142) 
 Obviously, the loaded wall permeability is a function 
of the amount of soot trapped in the wall, which depends 
on the filtration mechanisms, that is, the wall micro-
structure, the size of the particles, and the flow condi-
tions. Typical reported values of accumulated soot mass 
in conventional wall-flow filters may range between 0.3 
and 1.0   g   l -1 (Koltsakis et al.  2009a ). The lower values cor-
respond to normal porosity filters operating at low filtra-
tion velocities and the higher values correspond to higher 
porosity filters operating at high flow velocities. Higher 
amounts of soot in the wall are shown to be a function of 
low initial filtration efficiency and low permeability of the 
loaded wall. Therefore, there is an increasing interest in 
developing technologies to minimize the depth filtration 
effect (Li et al.  2008 , Ogyu et al.  2008 , Johnson  2009 , Lee 
and Yang  2010 ). Such technologies offer the additional 
advantage of an increasingly linear correlation between 
accumulated soot mass and pressure drop making on-
board management of the DPF operation control much 
simpler. 
2.6   Filter energy equations 
 To calculate the temperature of the filter, Bissett and 
Shadman used the energy equation to describe its time 
history in the wall direction. Because the results indi-
cated only a small variation, this allowed Bissett in his 
1984 article to neglect this component and only present 
its evolution in the axial direction for the channel model. 
As a result, most researchers follow this tactic; however, 
understanding its formulation in the wall direction is 
important in discussing the assumptions involved with 
DPF modeling. As a result, this section describes the 
history of both formulations along with an explanation of 
the modifications that they underwent. 
2.6.1   Axial filter energy equation 
 In the axial direction model, Bissett assumes that the filter 
wall and PM layer have the same temperature due to their 
proximity to each other and the fact that PM is present 
within the filter wall due to deep-bed filtration. His model 
includes the effects of axial conduction in the wall, heat 
transfer from the gases in the channel, and the effects of 
PM oxidation on the energy of the wall. He does include 
an enthalpy flow through the wall in the initial steps of his 
formulation, but the terms involved cancel each other out 
and do not appear in the final resultant equation. 
 Traditionally, researchers write this equation as a 
function of wall and PM thicknesses or using relative 
surface area terms; however, Depcik and Assanis wrote it 
as a function of volumetric terms intended to account for 
the entire filter volume based on a 1D representation. This 
is similar to the methodology for modeling the monolith 
energy equation in catalyst modeling (Depcik and Assanis 
 2005 ). Because the literature, most notably Konstando-
poulos et  al. and Koltsakis et  al., write this equation 
slightly differently, the authors use the volumetric inter-
pretation here to describe the equation for commonality 
between all formulations. 
 The current version of the axial filter energy equation is 
  




+ = + + +
∂
   
supply rad reac cat innerQ Q Q Q Q+ + + + +     , (143) 
 where researchers may not include all of the terms on 
the right-hand side and the volume terms indicated are 
per unit length. In the Konstandopoulos et al. versions, 
they replace the volume terms with the thickness of the 
PM and wall layers, whereas Koltsakis et al. omit these 
terms and use an effective heat capacity and density 
along with including a filter-specific filtration area term 
on the right-hand side to account for the surface area to 
volume factor. 
 The heat transfer due to conduction incorporates vari-
able PM loading in the axial direction: 
  
2





∂ ∂∂ ⎛ ⎞= + ⎜ ⎟⎝ ⎠∂ ∂ ∂
 .  (144) 
 Taking into account external heat losses and flow 
maldistributions requires extending the model into a 
second dimension and possibly a third dimension. Because 
the focus of this article is modeling involving the classic 
Bissett versions, the authors do not include a description 
of other multidimensional models in the literature that 
do not follow the Bissett energy equation approach (Aoki 
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et  al.  1993 ,  J ø rgensen and Sorenson 1997 , Romero et  al. 
 1997 , Opris and Johnson  1998a,b , Miyairi et al.  2001 ). The 
first instance of 2D adaption of the classic Bissett model is 
by Konstandopoulos et al.  (2001) , who simplify a multidi-
mensional DPF model by using a continuum description 
of the filter (Gropi and Tronconi  1996 ). This formulation 
involves implementing an effective thermal conductivity 
tensor (Haralampous et al.  2003 , Konstandopoulos et al. 
 2003a , Kostoglou et al.  2003 ): 
  
( )1 fmulti eff f d TQ r V V
r r r
λ
∂∂ ⎡ ⎤= +⎢ ⎥∂ ∂⎣ ⎦
 ,  (145) 
 where  λ 
 eff 
 is an effective radial conductivity that depends 
on the honeycomb bulk thermal conductivity as well as 
its geometrical details (wall thickness, diameter, and unit 
porosity). They modify this expression to account for the 
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⎡ ⎤+ +⎢ ⎥= +
⎢ ⎥+ + +⎢ ⎥⎣ ⎦
, (146) 
 where the instantaneous value of the macroscopic honey-














.  (147) 
 The multidimensional version of the filter energy 
equation effectively eliminates Bissett ’ s original assump-
tions of an adiabatic device with spatially uniform inlet 
conditions using ambient heat transfer boundary con-
ditions and zones of different inlet flow conditions. The 
Koltsakis et al. version involving a filter-specific filtration 
area term is similar and seen in Haralampous and Koltsa-
kis  (2004a,b) and Haralampous et al.  (2003, 2004a) . 
 The heat transfer from the gases in the channel 
remains relatively constant until Depcik and Assanis 
modify it to include the impact of varying surface area: 
  
( ) ( )4 - 4 -
2
c
conv g gI I II II
N
Q h d T T h d T T
⎛ ⎞ ⎡ ⎤= +⎜ ⎟⎣ ⎦⎝ ⎠

f f ,  (148) 
 where the heat transfer coefficient is a function of local 
injection or suction due to the wall-flow velocity. 
 The discussion involving the energy flux through 
the wall starts when Pattas and Samaras  (1989) formu-
late a discretized version of the energy equation and find 
this term not included in the original Bissett model. This 
relates back to the discrepancy in the literature regarding 
the channel energy equations (see previous discussion 
and Koltsakis and Stamatelos  1997a,b , Konstandopou-
los et al.  2001, 2005 , Kostoglou et al.  2003 ). Based on the 
original channel energy equations, the enthalpy flow 
through the wall cancelled itself out and, as a result, did 
not appear in this equation. A few years later, this equa-
tion was written in differential format including this term 
(Koltsakis and Stamatelos  1997a,b ). Depcik and Assanis 
later modify this expression to account for the local 






s s w w wI I IIwall
N
Q u h d u h dρ ρ⎛ ⎞=⎜ ⎟⎝ ⎠

.  (149) 
 The energy flow through the wall is often written as 
a function of constant pressure-specific heat times a tem-
perature difference; that is,  h 
 I 
 - h 
 w 
 = c 
 p 
 ( T 
 I 
 - T 
 w 
 ). Because the 
chemical species modeled has different heats of forma-
tion and sensible components, a more rigorous interpre-
tation requires the use of enthalpies. Depcik found that 
making the constant pressure assumption underpredicts 
the PM conversion during an oxygen regeneration case by 
approximately 3%. In the case of models that do not cal-
culate the flow profiles through the wall, the wall average 
density and velocity will replace the respective terms in 
the above equation. 
 Because active heating is a possible method of regen-
erating the filter, Romero et  al.  (1995) illustrate how to 
include this ability in the model formulation: 
  
( ),supply f dQ q V V= +   (150) 
 where  q  is a volumetric energy source in each zone. 
 Bissett originally neglected radiative heat transport, 
but Konstandopoulos et al.  (2001) incorporate it in their 
original multidimensional formulation for completeness. 
However, in this article, they mention that this term is 
insignificant for typical regeneration applications and it 
does not appear in their later continuum-based modeling 
articles (Konstandopoulos et al.  2003a ). A few years later, 
Haralampous et al. state that, during regeneration, high 
temperatures can develop as well as significant axial 
temperature gradients (Haralampous et al.  2003, 2004a , 
Haralampous and Koltsakis  2004a,b ). In this case, they 
believe that radiative heat exchange may become impor-
tant and model this phenomenon by assuming black body 
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 where  F is the view factor of the channels with the above 
equation modified to remain consistent with the volu-
metric model description. Model results illustrate that 
the effect of radiation becomes important above approxi-
mately 600 ° C – 700 ° C; hence, it can improve model accu-
racy during uncontrolled regeneration events. 
 The contribution due to reaction of the particulate 
develops from the historical summary described in Sec-
tions 2.4 and 2.5.2. Skipping ahead to recent efforts, 











⎛ ⎞Δ⎛ ⎞= ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
ρ
  (152) 
 with oxidation only occurring on half the number of 
total channels because of the lack of PM in the outlet 
channel. 
 This expression includes the heat of reaction that is a 
function of the combustion reaction modeled. Section 2.4 
indicates the derivation of the gaseous amount of oxygen 
lost as  
2 2
1 1O ,O
- p s sS k S Yα ρ= . Because the mass added to the 
gas equals the mass of PM reacted, the generalized oxygen 
combustion Eq. (63) can be used to calculate the respec-
tive PM loss. Incorporating both oxidation options, the 
source term for heat addition equals 
  
( )




C 1 ,O 2 ,NO
O NO
- - .s s
s p s s p s s
W W
S k S Y k S Y
W W
= ρ ρ  (153) 
 This value is equal to the total amount of PM that 
undergoes combustion requiring a modification for use 
in the mass equations through the PM and wall layers of 
Eq. (40) or Eq. (41) based on the number of discretizations 












 .  (154)
 
 Note that the above discretization is for the Depcik 
and Assanis model where PM loading only happens in a 
cake layer on the surface. 
 Koltsakis and Stamatelos  (1996a,b) modify the Bissett 
and Shadman  (1985) model by accounting for incom-
plete PM oxidation. In the energy equation formulation, 
this only influences the reaction enthalpy in Eqs. (21) 
and (152) by including a reduction in exothermic energy 
from the partial production of CO. In the same year, they 
modify the perturbation analysis involving this equation 
to include a metal additive catalytic reduction component 
and the reaction enthalpy that results (Koltsakis and Sta-
matelos  1996a,b ). However, its inclusion does not appear 
in the dimensional version of this equation, but its 
importance is noted with respect to the axial filter energy 
equation. 
 In the previously mentioned literature, research-
ers write the expression for the heat of reaction added 
to the filter energy equation a number of different ways. 
This all depends on how they express the reaction rate 
equations; for example, Haralampous et al. deviate from 
the traditional Bissett version, whereas Konstandopol-
ous et  al. follow Bissett ’ s method with a few differ-
ences in their molar PM combustion reactions. Compil-
ing and analyzing these versions is beyond the scope of 
this article; however, their contributions are noted. Of 
interest, Depcik and Assanis use average values for the 
density and oxygen mass fraction within their calcula-
tion of Eq. (153). However, Haralampous et al. correctly 
note that this expression should include integration in 
the  y -direction over the cake layer and deep-bed filtra-
tion to capture the heat released as a function of local 
oxidation mass fractions. This was done originally by 
Bissett as he solved for the local O 
2
 profile analytically 
in his efforts. 
 The catalytic reaction term involves the impact of 
direct PM conversion through a catalyzed surface (Kon-
standopoulos and Kostoglou  1999 ), metal additives 
interacting with the PM in the cake and wall layers 
(Koltsakis and Stamatelos  1996a,b ), and any gaseous 
phase reactions occurring in the wall (Konstandopoulos 
and Kostoglou  2000 , Konstandopoulos et  al.  2000 , 
Kandylas et al.  2002 ). Summarizing the first two into a 
generalized format for incorporation is difficult because 
of the different versions in the literature. However, one 
can look toward catalyst modeling to express the reac-
tion rate through the wall layer (Depcik and Srinivasan 
















= + + ⎜ ⎟
⎝ ⎠
∑ ∫    .  (155) 
 Assuming that catalytic reactions only occur in the 
wall layer, its impact includes a summation through 
this layer as a function of local rates that is averaged 
over the thickness of the wall (effectively an average 
heat of reaction over the wall later). The term  S 
 ca 
 is the 
catalytic surface area of the reactive material in the 
wall. 
 The last term is only important when computing the 
gas temperature profile through the wall as in Section 2.3 
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via Eqs. (57) and (58). Depcik and Assanis omitted the cor-
responding heat transfer from the gas to the wall in their 
model: 
  
( ) ( )- -
1-
c s c wff fd
inner
p





 ,  (156) 
 which uses average gas temperature values in the PM  ( )sT  
and wall  ( )wT  layers, respectively. Because the gas tem-
perature becomes the filter temperature nearly instanta-
neously, this term is not important but is required in this 
review for completeness. 
2.6.2   Temperature gradients across the soot cake and 
the wall 
 Haralampous and Koltsakis  (2002) explicitly indicate the 
porosity of the layers in the calculation of the density and 
thermal conductivity. The apparent density of the PM layer 
is then a factor of the solid phase properties assumed as 
solid carbon: 
  
( ) ( )C1- ,sd p=ρ ε ρ  (157) 
 with the conductivity a weighted factor between the air 







λ ε λ ε λ= + .  (158) 
 Of importance, Bissett and Shadman explicitly indi-
cate these variables as bulk values, taking into account 
the porosity of the medium; hence, the variables in Eq. 
(21) are equivalent to these above equations. 
 As noted by Bissett and Shadman, the following 
dimensionless number is an indication for the tempera-
ture uniformity in the PM layer: 
  
,







  (159) 
 where  A 
 flt 
 is the filtration area and  Ξ is the Peclet number 
calculated for the particulate layer width. When  Ξ has a 
sufficiently small value, the thermal gradient is negligi-
ble. Therefore, temperature gradients might occur under 
the conditions of high flow rates per filtration area as well 
as the presence of large deposit layer thickness. Moreo-
ver, temperature gradients can occur when localized 
processes (e.g., reactions) produce gradients on a length 
scale smaller than  A 
 flt 









































Soot loading 12.5 gr lt-1
 Figure 29   Computed temperature profiles inside the soot layer and 
the ceramic wall as a function to time (Haralampous and Koltsakis 
 2002 ). 
 Bissett and Shadman assumed a bulk density of 
550    kg    m -3 and a bulk PM conductivity of 0.84    W    mK -1 . As 
mentioned above, these early estimations of PM properties 
have been since then revised by the increasing knowledge 
of the structure of the deposited PM. It would be reason-
able to use a typical average soot cake density of 75   kg   m -3 , 
which corresponds a porosity value of 0.97. For this poros-
ity value, the bulk thermal conductivity is 0.108    W    mK -1 . 
Using these values, the parameter  Ξ is expected to be almost 
two orders of magnitude higher than the values assumed in 
the justification of the Bissett and Shadman model. 
 Haralampous and Koltsakis solve for the advection-
conduction energy equations of Eqs. (21) and (22) to cal-
culate for the temperature field within the soot cake for 
various regeneration modes (Figure  29 ). The calculated 
temperature gradients result from the inability of the low-
conductivity PM to diffuse the heat generated in the layers 
close to gas entrance. Bearing in mind that the reaction 
rate depends exponentially on temperature, the front PM 
layers will react faster than the layers close to the wall. 
Consequently, the overall PM consumption rate is always 
higher compared with what would be expected from 
uniform soot cake temperature model. They conclude that 
the differences could be significant in the case of regen-
erations under extreme soot loadings of the order of 10   g   l -1 
or more, as demonstrated in Figure  30 . The same figure 
shows a critical effect of soot porosity. 
2.7   Numerical methods 
 In Bissett ’ s 1984 article, he nondimensionalizes the gov-
erning equations and uses the differential algebraic solver 
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LSODI to solve the fluid dynamics and ideal gas law equa-
tions simultaneously (Hindmarsh  2002 ). This solver is 
still in use today as evidenced by the Depcik and Assanis 
articles. Koltsakis and Stamatelos  (1997a,b) use a differ-
ent approach starting with their 1997 article by using time 
marching via a fourth-order Runge-Kutta technique and 
employing a computationally efficient iterative approach 
to solve the flow field in the inlet and outlet channels. The 
models of Konstandopoulos et al. solve for the equations 
using the combination of a two-point boundary value 
problem for the mass, momentum, and energy equations 
along with incorporating the method of lines via a second-
order finite difference approximation and a variable step, 
prespecified accuracy explicit Runge-Kutta integrator for 
the particle mass balance (Konstandopoulos and Kosto-
glou  1999 ). They employ the implicit Nystr ö m method to 
solve for the flow equations and incorporate a Netwon-
Raphson method for convergence. 
 Recent work by Sprouse et al.  (2011) includes two dif-
ferent numerical solvers incorporated in MATLAB: one for 
the differential algebraic equation (DAE) system of equa-
tions and one through the differentiation of the algebraic 
constraint equation (ideal gas law) to complete an ordi-







dz RT dz dz
ρ ⎛ ⎞= ⎜ ⎟⎝ ⎠
.  (160) 
 In the numerical code within MATLAB, the ode15i 
option (solves implicit equations using backward differen-
tiation formulas) is employed for the DAE solver, whereas 






















Soot loading 15 gr lt-1
α=97%, ε=0.3682 α=80%, ε=0.0131
α=97%(0D), ε=0.3682α=94%, ε=0.1118
α=90%, ε=0.0460
 Figure 30   Effect of soot porosity on the regeneration behavior 
(Haralampous and Koltsakis  2002 ). 
formulas) option is employed for the ODE solver. The 
method of transforming a DAE system to a system of ODEs 
by differentiating the algebraic equation is a common 
procedure for numerical integration of DAE sets (Sham-
pine et  al.  1999 ). Both model solutions produced nearly 
identical results; however, the ODE solver methodology 
required approximately 40% more time. 
3   Using the DPF model 
 A thorough history of the DPF model based on Bissett 
and Shadman ’ s early work illustrates that the model now 
includes a greater ability to simulate active and passive 
regeneration events along with soot loading within the 
filter wall and on the cake layer. This section indicates the 
lessons learned from using the model and how this allows 
researchers to advance the DPF field of practical usage. 
3.1   NO 2 impact on regeneration 
 Filter regeneration with oxygen occurs with noticeable 
rates at temperatures above 500 ° C – 550 ° C, which are 
rarely met under typical operating conditions. On the 
other hand, NO 
2
 is highly reactive with soot (Cooper and 
Thoss  1989 ). NO 
2
 is able to oxidize soot at temperatures as 
low as 250 ° C, which can be encountered in diesel exhaust 
during normal driving cycles. However, NO 
2
 is present in 
diesel raw exhaust at very low concentrations (5 – 15% of 
total NO 
 x 
 or  < 50   ppm), which are not sufficient to provide 
the required reaction rates. 
 The concentration of NO 
2
 in the exhaust gas enter-
ing the filter can be increased by placing upstream of the 
filter an oxidation catalyst, which oxidizes NO to NO 
2
 . 
This is the main idea underlying the continuously regen-
erating trap concept, which is the trade name of a system 
composed of a selective oxidation catalyst placed directly 
upstream of the particulate filter (Cooper et  al.  1990 ). 
At temperatures of 300 ° C – 350 ° C, the oxidation catalyst 
oxidizes a proportion of the NO in the exhaust stream to 
form NO 
2
 , increasing the NO 
2
 fraction to approximately 
50% of total NO 
 x 
 (Hawker et  al.  1997 , Allansson et  al. 
 2002 ). 
 To model efficiently catalyzed and uncatalyzed DPF 
systems, the knowledge of the rate laws for the uncata-
lyzed soot reactions is necessary. The published works 
deal mostly with reaction rate studies at laboratory scale 
using synthetic soot or synthetic gas. A comprehensive 
study dealing with the reaction kinetics of various soot 
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types under a wide range of laboratory conditions was 
recently published by Tighe et al.  (2011) . Kandylas et al. 
 (2002) presented an  in situ methodology to determine the 
kinetics of soot oxidation with O 
2
 and NO 
2
 in real engine 





 were derived from measurements of soot consump-
tion during steady-state operation at various conditions 
and filter configurations. The soot consumption was cal-
culated based on a methodology to calculate the soot 
mass as a function of the measured pressured drop, mass 
flow rate, and temperature, as described in Haralampous 
et al.  (2004b,c) . NO 
2
 was additionally produced by an oxi-
dation catalyst placed in front of the filter. The results of 
these measurements can be summarized in the form of an 
Arrhenius plot, as shown in Figure  31 . 
3.2   Oxygen diffusion impact on regeneration 
 “ Uncontrolled ” regenerations typically occur at condi-
tions of low flow rate and high oxygen content with high 
initial filter temperatures. These situations happen when 
the engine switches to idle mode after a period of high-
temperature operation. The simulation work presented 
in Haralampous and Koltsakis  (2004a,b) discusses the 
importance of including the transport-reaction coupling 
Eqs. (69), (70), (75) and (76) for the calculation of species 
concentration in the DPF channels. To simulate an 
 “ uncontrolled ” regeneration condition of a filter 2.5 l in 
volume, the researchers assumed that the initial filter tem-
perature is uniform at 600 ° C along with a constant mass 
flow rate at 0.01    kg    s -1 and oxygen content in the incom-


















E=152 +/- 5 kJ mol-1
C+NO2
E=39 +/- 3 kJ mol-1
 Figure 31   Arrhenius plots for uncatalyzed reaction of soot with 
O 
2
 and NO 
2
 obtained from experiments on the engine bench 
(Haralampous et al. 2004e). 
asymptotically from 600 ° C to 300 ° C with a response time 
of the order of 20   s. 
 Figure 17 presents the computed wall temperatures 
at different axial positions in the filter channel, assum-
ing an initial PM loading of 12    kg    m -3 with and without 
inclusion of O 
2
 diffusion effects. Notably, this loading cor-
responds to an extreme case, whereas most researchers 
study loadings that range up to 7   g   l -1 for production cases. 
The oxygen diffusion phenomenon affects the evolution 
of filter temperatures, especially the maximum tempera-
ture with a difference indicated between the two simula-
tions of approximately 400 ° C. Such deviations are critical 
for model applications concerning the ability of the filter 
material to withstand severe regeneration conditions 
 The computed profiles of O 
2
 concentration along 
the filter for the two modeling assumptions presented in 
Figure  32 reveal the O 
2
 diffusion impact. The results cor-
respond to the time of maximum reaction rate, and in 
the left graphs, the inlet channel O 
2
 concentration at the 
specific time drops suddenly from 15% to almost zero at 
an axial position approximately 100    mm from entrance. 
The concentration again increases slightly toward the rear 
part of the filter because of diffusion from the outlet back 
to the inlet channel. The figure also illustrates that O 
2
 dif-
fusion enhances the reaction rate in the middle part of the 
channel. It is also interesting to note that a higher O 
2
 con-
centration of the outlet channel near the filter exit exists 
with respect to the corresponding concentration in the 
inlet channel. This concentration difference drives O 
2
 dif-
fusion back from the outlet channel to the PM layer, thus 
enhancing the overall reaction rate. 
 Moreover, Figure 32 illustrates the effect of O 
2
 dif-
fusion on the evolution of PM layer thickness along the 
filter channel during regeneration starting with a high PM 
loading. The left graph shows that the diffusion-induced 
increase of O 
2
 availability at the middle part of the filter 
results in a preferential PM consumption compared to the 
rear part of the filter. This is not the case in the simulation 
result without O 
2
 diffusion. Examining the O 
2
 intralayer pro-
files at different axial points along the filter, as predicted 
by the two models, demonstrates the implications due to 
oxygen availability. The oxygen gradients in the diffusion 
model imply oxygen transfer from both the inlet and the 
outlet channels. As expected, close to filter exit ( z / L = 0.9), 
the concentration of oxygen is lower to that expected by the 
reaction-only model, because diffusion results in overall 
increased oxygen consumption up to that axial point. The 
authors performed preliminary validation of this reaction-
diffusion model using the Miyairi et al.  (2001) experimen-
tal efforts. Their experiment involved the regeneration of a 
cordierite filter with a 200 cpsi (31 cells cm -2 ) structure and 
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 Figure 32   Profiles of O 
2
 concentration in the inlet and outlet channels during uncontrolled regeneration with 12   kg   m -3 initial PM mass at 
time = 42   s. 
 Also shown is the wall-flow velocity and the PM layer thickness at the same time (Haralampous and Koltsakis  2004a,b ). 
12 mils (0.3048 mm) wall thickness in a propane burner. 
The regeneration temperature was 600 ° C and the flow rate 
equal to 0.014 kg s -1 . The regeneration events involved dif-
ferent PM loadings and the data include measuring 20 dif-
ferent axial and radial positions for the filter temperature. 
To simulate these experiments, it was necessary to employ 
the extended 2D regeneration model (Haralampous et al. 
 2003 ) involving Eq. (145) in the axial filter energy equation. 
Figure  33 provides the results of two different simulations 
with and without diffusion effects. For comparison, the 
figure presents the maximum computed filter temperature 
versus the respective measurement as a function of initial 
PM loading. When neglecting diffusion, the calculated 
maximum temperature agrees with the measured values 
for low to medium PM loadings up to 8 kg   m -3 . At higher PM 
loadings, which are namely of interest for filter integrity in 
uncontrolled regenerations, the discrepancy is critical. On 
the other hand, the inclusion of oxygen diffusion modeling 
provides a very good agreement with the respective meas-
ured data for the complete range of PM loadings. 
3.3   Catalytic regeneration 
 Due to the relatively low temperatures of the diesel exhaust 
gas, catalytic assistance in the form of fuel-borne catalysts 
(FBCs) (Salvat et al.  2000 ) or catalytic filter coatings (cata-
lytic DPF or CDPF) (Suresh and Johnson  2001 ) is currently 
the state-of-the-art for commercial systems. In these cases, 
diesel engine fuel injection and control systems continue to 
support the regeneration system by increasing the exhaust 
gas temperature through postinjection to initiate the regen-
eration process. FBCs act to accelerate the reaction of 
oxygen with soot by reducing the regeneration tempera-
ture to approximately 500 ° C instead of 600 ° C in the case of 
noncatalytic systems. The situation is somewhat different 
in the case of catalytically coated filters. Most commercial 
technologies involve coating or impregnating the filter wall 
with platinum-based catalysts that are effective in promot-
ing the oxidation reaction of NO, which is present in the raw 
diesel exhaust, to NO 
2
 . As mentioned previously, the latter 
is a strong oxidizing agent and is able to react with depos-
ited soot at temperatures as low as 250 ° C. However, because 
NO 
2
 forms on the catalytic wall, which is downstream of the 
1400
Measured
Computed with O2 diffusion
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 Figure 33   Comparison of experimental and predicted maximum 
temperatures during regeneration as a function of PM loading 
(Haralampous et al.  2003 ). 
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soot cake layer, the reaction of this species with soot would 
not be possible unless NO 
2
 is able to diffuse back into the 
cake layer driven by a concentration gradient. Moreover, 
one has to take into account that, in typical filter wall struc-
tures, soot partially fills the pores in the wall during loading 
events. Therefore, a certain amount of soot will actually be 
downstream of the catalytic sites for NO 
2
 generation (Kon-
standopoulos and Kostoglou  1999, 2000 , Konstandopoulos 
and Kladopoulou  2004 ). 
 Soot oxidation studies using real exhaust condi-
tions have proven that the reaction rates are proportion-
ally increased by the concentration of FBC in the soot 
(Haralampous et  al.  2004b,c ), which linearly increases 
with additive concentration in the fuel. Moreover, FBC 
concentration affects the soot emissions rate and fuel 
consumption, both of which may vary as a function of 
engine operating point. Testing the potential of a FBC or 
CDPF to reduce the regeneration temperature tradition-
ally happens via a so-called  “ balance-point ” test in which 
the engine operates at constant speed and the operator 
increases torque in a stepping manner resulting in a rise 
in inlet gas temperature. Figure  34 illustrates a typical 
example that presents the pressure drop evolution of a 
preloaded CDPF in a temperature range between 300 ° C 
and 400 ° C. The definition of the balance point tempera-
ture is the value of temperature at which the pressure drop 
is nearly constant over time. From indicative literature 
(Haralampous et al.  2004b,c ), the balance point temper-
ature for an uncatalyzed filter measured on a mid-sized 
diesel engine has been reported equal to 470 ° C, whereas 
a FBC system will lower the balance point to 370 ° C and 
350 ° C with a 1% or 2% Ce-based additive concentration in 
soot, respectively. In comparison, a catalyzed filter lowers 
this temperature closer to 320 ° C. 
 The low balance point temperature of the catalyzed 
filter is due to its ability to form NO 
2
 at temperatures 
between 300 ° C and 400 ° C. Although the NO 
2
 is mainly 
formed downstream of the soot cake layer, it may diffuse 
back into this layer and contribute substantially to the 
regeneration rate. This has important implications, 
because temperatures of the order of 350 ° C can often 
occur in real-world driving scenarios leading to partial 
filter regenerations and less frequent fuel-consuming 
forced regenerations due to postinjection. At higher tem-
peratures ( > 500 ° C), NO 
2
 does not form effectively in the 
catalyzed filter due to thermodynamic equilibrium limita-
tions of the NO and O 
2
 reaction. Therefore, the reaction rate 
of the catalyzed filter in a high-temperature regeneration 
situation is much lower compared with the case of a FBC 
regeneration system and almost equal to the uncatalyzed 














































 Figure 34   Measured versus computed pressure drop during testing 
with step temperature increase (Haralampous et al. 2004e). 
necessary modeling detail may vary considerably depend-
ing not only on the catalyst used but also on the regenera-
tion mode and operating conditions. Table  1 summarizes a 
number of regeneration mechanisms and indicates which 
phenomena are dominant in FBC and CDPF systems for 
the different regeneration modes. 
 With the aid of modeling and experiments, it is pos-
sible to analyze this impact of NO 
2
 back-diffusion within 
the soot cake layer and filter wall for catalyzed filters. For 
a typical catalyzed filter and a medium size car engine, 
operating at favorable conditions (350 ° C) of moderate to 
high speed and load, NO 
2
 can be generated in the filter to 
react with soot. Figure  35 shows the computed soot mass 
in the filter during the steady-state test with and without 
considering diffusion effects. For a better understanding 
of the NO 
2
 diffusion phenomena during regeneration, 
Figure  36 shows the computed axial profiles of NO 
2
 in the 
inlet channel at the initiation of the test. As expected, for 
the reaction-only model, the NO 
2
 concentration in the 
inlet channel remains constant, whereas the reaction-dif-
fusion model predicts a slow exponential decrease across 
the inlet channel. This is because, for the reaction-only 
model, a one-way flow propagation through the wall is 
occurring resulting in an analogous outcome to Bissett ’ s 
early constant O 
2
 concentration levels in the inlet channel 
via Eq. (11). The concentration profile of NO 
2
 in the soot 
layer and the wall is shown in Figure  37 at two different 
axial points at test commencement. Focusing on Figure 
37A (near filter entrance) and the reaction model, the NO 
2
 
concentration is initially decreasing as the flow enters 
the soot layer due to reaction with soot until it reaches 
full consumption. After entering the wall region, the con-
centration rises steeply in the beginning and then more 
Brought to you by | EP Ipswich
Authenticated | WendyLovesMichigan@gmail.com
Download Date | 12/4/13 7:06 PM
G. Koltsakis et al.: Catalyzed DPF modeling      37
 Table 1   Evaluation of the importance of regeneration mechanisms for different catalyst-based systems depending on the regeneration 
mode (Haralampous et al.  2004a ). 
Mechanism/model feature FBC system CDPF system
Controlled Uncontrolled Controlled Uncontrolled
 < 450 ° C  > 450 ° C Low  m  soot  ,  T High  m  soot  ,  T  < 450 ° C  > 450 ° C Low  m  soot  ,  T High  m  soot  ,  T 
C + O 
2
 o  +  + o o  + +  + +  + 
C + NO 
2
  + o o o  + +  + o o
O 
2
 diff o o o  + + o o o  + 
NO 
2
 diff  + o o o  + + o o o
C + FBC  + +  + +  + +  + - - - -
NO ↔ NO 
2
 - - - -  + +  + o o
 o, not important;  + , important;  + + , very important. Controlled regeneration: steady inlet conditions, medium to high flow rate; uncontrolled 
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 Figure 35   Calculated PM mass in the filter with and without 































 Figure 36   Computed profiles of NO 
2
 concentration in the filter inlet 
channel with and without accounting for diffusion (Haralampous 
and Koltsakis  2004a,b ). 
slowly, approaching chemical equilibrium at wall exit as 
the entering NO undergoes an oxidation reaction that is 
equilibrium limited, for example, NO + 1/2O 
2
 ⇔ NO 
2
 . 
 In the diffusion-reaction model, the NO 
2
 produced in 
the wall is  “ back diffused ” in the soot layer and a slow 
increase in NO 
2
 concentration is evident from the soot 
layer region. Meanwhile, a reduction of the concentra-
tions in the wall is observed due to the same phenomenon 
additionally resulting in smaller concentrations for the 
outlet channel. An added NO 
2
 flow is induced due to the 
concentration gradient between the inlet channel and the 
soot layer resulting in the axial profile outcome of Figure 
36. Moreover, similar behavior is observed in Figure 37B 
(near filter exit). Because the inlet NO 
2
 concentration is 
very low from the engine (as also shown in Figure 36), 
back-diffusion is responsible for supplying the soot layer 
with additional NO 
2
 . 
 Figure  38 presents the regeneration rate as a func-
tion of temperature for two different initial soot loadings. 
The reaction rate increases with temperature as expected, 
although not in an exponential manner. This is because 
the overall soot consumption rate is controlled by the rate 
of soot oxidation with NO 
2
 along with NO 
2
 production in 
the wall, which is limited by thermodynamic equilibrium 
at higher temperatures. Figure  39 presents the percentile 
contribution of back-diffusion phenomena to overall reac-
tion rate. This shows that the reaction-only model predicts 
reaction rates that are 25 – 35% lower compared with those 
predicted by the reaction-diffusion model with the discrep-
ancy larger at lower temperatures. The effect of flow rate 
and NO 
 x 
 concentration in terms of the mean reaction rate 
is indicated in Figure  40 . This figure finds that the impact 
of the diffusion phenomena is more pronounced at lower 
flow rates. This is to be expected because back-diffusion 
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in the soot layer is dependent on the Peclet number of the 
flow through the porous layer and wall. The results dem-
onstrate that there is not a large dependency on initial 
NO concentration. In Figure  41 , the effects of tortuosity 
on the percentile contribution of diffusion are shown for 
tortuosity values ranging from 1 to 10. The sensitivity of 
the results on tortuosity is very important, especially for 
values below 3. These results emphasize the importance 
of accurate determination of the species effective diffusiv-
ity in the porous wall and the soot layer. 
3.4   Use of DPF as an oxidation catalyst 
 The installation of most commercial DPFs occurs down-
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 Figure 38   Mean reaction rate as a function of temperature for two 






























 Figure 39   Percentile contribution of back-diffusion phenomena to 
overall reaction rate as a function of temperature for two different 
initial PM loadings (Haralampous and Koltsakis  2004a,b ). 
of the oxidation catalyst upstream to the DPF ensures 
the efficient reduction of CO and hydrocarbons during 
normal operation as well as during forced regeneration 
with postinjection (Banno et al.  2004 ). In the latter case, 
the exothermic reactions in the oxidation catalyst subse-
quently transfer energy to the DPF through the exhaust 
gas enthalpy and aid in regeneration of the DPF. In com-
parison, the purpose of a CDPF is to facilitate regeneration 
while minimizing the CO emissions during this regenera-
tion event. Therefore, because catalyzed filters are effi-
cient in oxidizing CO and hydrocarbons, it is theoretically 
possible to completely eliminate the oxidation catalyst 
(Maly et al.  2004 , Mizutani et al.  2004 ). 
 Modeling of the combined mass-transfer and reac-







































































 Figure 37   Computed profiles of NO 
2
 concentration in the PM layer and the filter wall with and without accounting for diffusion: (A) near 
filter entrance and (B) near filter exit (Haralampous and Koltsakis  2004a,b ). 
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 Figure 40   Percentile contribution of back-diffusion phenomena to 
overall reaction rate as a function of flow rate for two different NO 
 x  
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 Figure 41   Contribution of diffusion phenomena as a function of tor-
tuosity at one temperature (Haralampous and Koltsakis  2004a,b ). 
Knoth et  al.  (2005) using steady-state computational 
fluid dynamics. In addition, their work presents perfor-
mance comparisons with flow-through DOC substrates 
in comparing oxidation effectiveness. The authors of this 
review article took a simplified approach to this model to 
reduce the computational load. This was accomplished 
by eliminating the species transfer effects from the inlet 
channel to the wall. The subsequent results indicate 
that flow-through-type structures have better conver-
sion efficiencies than wall-flow style supports. In a more 
recent work of the same group (Votsmeier et  al.  2007 ), 
results show that the above simplification is valid only 
at high flow velocities. They present a less complicated 
modeling approach claiming that the flow-through-type 
reactor is more efficient due to increased reaction resi-
dence time (Miller and Li  2000 ). A recent article (Dardio-
tis et al.  2006 ) involves modeling a CDPF using the trans-
port-reaction coupling model in parallel with respective 
flow-through DOC simulations. This work uses DOC and 
CDPF models to analyze both systems concerning their 
gaseous species oxidation performance and is recapped 
here. Further details about the setup and conditions are 
given in Tables  2 and  3 . 
 Two main factors differentiate the behavior of the 
CDPF compared with the DOC when it comes to the oxi-
dation reaction. The first factor involves the axial velo city 
component; because half of the channels are plugged in 
a CDPF, the inlet channel axial velocity is higher com-
pared with the DOC. The second factor regarding the 
CDPF involves the continuous loss of axial inlet bulk 
flow through the wall to the outlet channel until the axial 
velocity drops to zero at the rear plug. As the flow passes 
through the wall, oxidation of CO or HC happens, and as 
soon as the wall flow exits the wall, it mixes with the axial 
flow in the outlet channel. As an example, the axial pro-
files of CO and HC concentration along the outlet channel 
are shown comparatively for CDPF and DOC in Figure  42 . 
Interestingly, the CO concentration of the gas exiting the 
CDPF is approximately the same as the respective concen-
tration for the DOC, implying the same conversion poten-
tial for both devises, with the same overall dimensions 
and catalyst loading. This is because, in both systems, the 
phenomenon is kinetically controlled. 
 To make a thorough comparison between the flow-
through-type DOC and the wall-flow CDPF, Figure  43 
 Table 2   Geometric and thermophysical properties of the DOC and 
CDPF (Dardiotis et al.  2006 ). 
DOC CDPF
Substrate material Cordierite
Filter diameter 0.144   m
Filter length 0.1508   m
Plug length  — 0.005   m
Channel density 300 cells in -2 
Wall thickness 3.048 × 10 -4   m
Substrate density 1250   kg   m -3 
Substrate permeability  — 5 × 10 -13   m 2 
 Table 3   Exhaust gas concentrations used for the simulations 




CO concentration 100   ppm
HC concentration 90   ppm
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 Figure 42   Computed CO concentration profiles in the channels of the clean catalyzed DPF and the oxidation catalyst: (A) 150 ° C and (B) 
225 ° C (Dardiotis et al.  2006 ). 
presents CO and HC conversion maps obtained by the two 
models for a range of different practical flow rate/tem-
perature combinations. There are no differences between 
the two systems with respect to CO efficiency because it 
is not limited by mass transfer for the tested conditions. 
Concerning the HC, the CDPF is slightly superior com-
pared with the DOC at high flow rates. The mass-transfer 
limitation is more important in the case of hydrocarbons 
because they have the lower diffusivity among the species 
of interest. At high flow rate and high-temperature condi-
tions, the HC conversion in the DOC becomes mass-trans-
fer limited as opposed to the CDPF. 
 To continue this comparison of catalytic options, it 
is important to examine how heat transfer interacts with 
mass-transfer and chemical reactions during transient 
operation. This is particularly important during a cold-
start event, which typically governs the emissions per-
formance of a vehicle. For two systems of equal thermal 
mass, the CDPF warms up faster because of the efficient 
heat transfer mechanism of the flow through the wall. 
This is illustrated in Figure  44 , which shows the calcu-
lated temperature profiles for both systems at different 
times during the warm-up phase. By defining the  “ active 
length ” as the fraction of the reactor length above the 
light-off temperature, the study shows that the DOC is 
more efficient despite the shorter  “ active length ”. This 
is explained by the higher specific flow rate in the inlet 
CDPF channel compared with the respective flow rate in 
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 Figure 43   CO and HC conversion efficiency maps as functions of mass flow rate and temperature. 
 Solid line, clean catalyzed DPF; dashed line: flow-through oxidation catalyst (Dardiotis et al.  2006 ). 
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 Figure 45   CO and HC conversion efficiency versus time during the 
transient performance (Dardiotis et al.  2006 ). 
the DOC channels in the frontal area of the reactor. As 
a result, the residence time of the gas flow through the 
warmer inlet part of both reactors is longer in the case of 
the DOC. The longer residence time compensates for the 
shorter active length, leading finally to improved conver-
sion of the DOC. 
 The temporal evolution of CO conversion efficiency 
is presented in Figure  45 . As explained above, the DOC 
exhibits superior performance during the initial warm-up 
period. However, after sufficient warming (45 s from 
start), the CDPF equals or even exceeds the DOC perfor-
mance. This is due to the lower mass-transfer resistance 
at fully warmed conditions, as explained through the pre-
sented steady-state results of Figure 43. The advantage of 
the CDPF is shown more clearly in the case of hydrocarbon 
conversion efficiency, included in the same graph. 
 Summarizing, the conversion efficiency of the wall-
flow catalyzed filter is a complex function of thermal, 
mass transport, and chemical phenomena occurring 
simultaneously. Under steady-state conditions, the CDPF 
has a higher oxidation conversion efficiency compared 
with a respective DOC with same dimensions and catalytic 
loading under mass-transfer limited conditions (high tem-
perature, high flow rate). Under kinetically limited condi-
tions, both systems perform identically. However, for tran-
sient operation from cold-start, it appears that the DOC 
would be preferred. In all cases, the results are relatively 
similar illustrating that the main differentiation between 
the two options will likely occur due to other parameters, 
including variations in cell structure, thermal mass, and 
quality and amount of wash-coat and precious metals. 
3.5   Catalyst zoning 
 It has been suggested (Punke et al.  2006 ) that an axially 
nonuniform catalyst distribution could improve the cold-
start behavior for CO and HC conversion in legislated 
driving cycles. This technology, usually termed  “ catalyst 
zoning ”, typically employs depositing higher amounts of 
platinum group metals in the front part of the filter, which 
is more relevant during the critical warm-up phase. Cata-
lyst zoning offers additional degrees of freedom in design-
ing cost-effective CDPF systems, especially taking into 
account the high cost of precious metals. In this respect, 
it is important to support the design optimization with 
mathematical modeling to minimize the required demand 
of experimental testing. 
 To model a CDPF with locally variable catalytic activ-
ity, Dardiotis et  al.  (2008) use variable preexponential 
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terms in their reaction rates assuming a linear depend-
ency on the local platinum group metals content. They 
model the zoned-coated DPF (zCDPF) as an oxidation 
catalyst to make direct comparisons under transient con-
ditions simulating cold-start engine operation and a cool-
down phase, which are most relevant for automotive emis-
sions control. 
 Their study compares the transient performance char-
acteristics of a zCDPF with different zoning schemes. They 
find that a zoning scheme with more catalyst in the frontal 
part is more beneficial for CO conversion in a simulated 
cold-start transient experiment. In the same test case, 
mass-transfer limitations in the front part of the zCDPF 
influence hydrocarbon conversion, which results in a 
lower conversion of the zoned systems under full-warmed 
conditions. In a simulated cool-down transient test, the 
system performance over the same zoning scheme was 
consistently inferior for both CO and HC. An analysis of 
the reactor performance through examination of the tran-
sient temperature and species profiles in the inlet and 
outlet channels illustrate that the conversion efficiency is 
a complex function of combined thermal, species trans-
port, and reaction phenomena. 
 Further tests involving different zoning schemes 
include transient simulations with input data from a leg-
islated driving cycle. The conclusions are in line with the 
simplified transient analysis, showing that a preferential 
coating of the frontal part reduces the cold-start emis-
sions. However, the cool-down modes occurring later in 
the driving cycle may negate this advantage, which was 
especially the case for hydrocarbons. 
3.6   Incorporation of DeNO x catalytic 
functionality 
 Solving for both the chemical species equations the chan-
nels and wall in the model simultaneously allows for the 
calculation of both DPF and lean NO 
 x 
 trap (LNT) - related 
functions (Koltsakis et  al.  2007 ). As an example, Figure 
 46 presents the calculated NO 
 x 
 emissions downstream a 
combined LNT and DPF device during a lean/rich cycle 
at 350 ° C inlet temperature. The model allows for the cal-
culation of the complex interactions of LNT functional-
ity in conjunction with passive soot regeneration via the 
NO 
2
 pathway. Figure  47 shows the calculated NO 
2
 profiles 
through the soot layer and catalyzed wall at two differ-
ent axial positions in the filter for two different instants 
corresponding to the start and the end of the lean (NO 
 x 
 
storage) phase of the experiment shown in Figure 46. As 
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 Figure 46   Measured versus simulated NO 
 x  emissions during a 
lean/rich cycle at 350 ° C inlet temperature (Koltsakis et al.  2007 ). 
approaching the soot surface is a function of the axial posi-
tion due to the advective mass-transfer occurring in the 
channel gas. The reaction of soot with NO 
2
 is sufficiently 
fast at this temperature to consume NO 
2
 in the soot phase. 
On the other hand, the catalytic coating promotes NO 
2
 for-
mation and storage on the LNT component. Concurrently, 
the concentration gradient drives NO 
2
 back-diffusion to 
the soot layer. It is interesting to note that analogous phe-
nomena also occur at the end of the lean operation mode, 
as shown in the bottom graph of the same figure. The dif-
ferences arise from the fact that the LNT component has 
been partially saturated, thus influencing the rate of NO 
 x 
 
storage, which in turn affects the overall NO 
2
 profiles in 
the catalyzed wall and soot layer. 
 Another concept under evaluation for coupled DeNO 
x
 
and filter capabilities is a wall-flow selective catalytic 
reductant (WSCR; also referred to as SDPF or SCRF) system 
(Koltsakis et al.  2008 , Lee et al.  2008 , Ballinger et al.  2009 , 
Cavataio et  al.  2009a,b ), that is, a filter with integrated 
SCR functionality. To achieve equivalent NO 
 x 
 conversion 
with the SCR catalyst, the authors use a similar volume 
to a traditional SCR catalyst. In the simulation effort, 
the model assumes uniform deposition of the catalytic 
coating in the WSCR wall. In real-world applications, the 
NO 
 x 
 conversion efficiency may be different if the manu-
facturer deposits the wash coat on the outlet channels or 
on the inlet channels of the filter. The investigation of this 
effect of wash-coat deposition pattern is within the capa-
bilities of the mathematical model, but the authors did not 
include it in the study. Using the same reaction kinetics 
for an SCR catalyst model, Figure  48 presents the DeNO 
x
 
performance of three configurations: DOC-SCR-DPF, DPF-
SCR, and DOC-WSCR. The combined system presents 
similar warm-up behavior, with respect to NO 
 x 
 conversion 
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 Figure 47   Calculated NO 
2
 profiles through the soot layer and filter 
wall at two different positions o f the LNT/DPF. 
 Top, at the beginning of the NO 
 x  storage process (lean mode); 
bottom, just before rich mode (Koltsakis et al.  2007 ). 
as with the DOC-SCR-DPF system, and faster compared 
with the DPF-SCR configuration. In the warmed-up part of 
the driving cycle, the DOC-WSCR system illustrates practi-
cally the same conversion efficiency as to the DOC-SCR-
DPF system. During the extra-urban part of the driving 
cycle, the WSCR system appears to have slightly better 
conversion efficiency compared with the SCR system. The 
authors attribute this result to mass-transfer limitations in 
the case of the flow-through SCR monolith, which are not 
present in the case of the wall-flow WSCR monolith. 
 The simulation of a complete exhaust line through a 
combined mathematical model allows the evaluation of 
the passive regeneration performance of different exhaust 
system formulations. A quantification of this performance 
occurs by calculating the soot mass accumulation rate 
in the filter per kilometer driven in the New European 
Driving Cycle (NEDC): 
 Δ m = (soot mass filtered) – (soot mass oxidized) [mg km -1 ] 
 (161) 





























 Figure 48   Comparison of the cumulative NO 
 x  emissions over the 
NEDC for the three configurations simulated (Koltsakis et al.  2008 ). 
 The authors employ the model in simulation of dif-
ferent NEDC cycles with various initial soot loading levels 
at the beginning of the cycle. The accumulation rate 
depends on the initial soot loading mainly because the 
NO 
2
 -based reaction rate grows with increased soot loading 
in the filter. Figure  49 illustrates the comparison between 
exhaust systems in the case of a Euro 4 - compliant vehicle 
in terms of PM raw emissions (20 mg km -1 ). The DOC-SCR-
DPF formulation presents relatively little passive regener-
ation attributed to the fact that the upstream SCR system 
reduces nearly all of the available NO 
2
 . Conversely, the 
DOC-DPF-SCR system may oxidize up to half of the filtrat-
ing soot by passive regeneration with NO 
2
 , a clear advan-
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 Figure 49   Passive regeneration performance of the two main 
exhaust line formulations (Koltsakis et al.  2008 ). 
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4   3D filter modeling 
 Although 2D, axisymmetric modeling of the regeneration 
process is sufficient in the case of cylindrical nonseg-
mented filters, the heat transfer problem is more compli-
cated in the case of real-world filters. Most commercialized 
filters are segmented SiC filters and some of them are oval 
shaped. The presence of adhesive cement layers inside 
the filter structure influences local heat transfer, the flow 
distribution in adjacent channels, and consequently the 
complete evolution of regeneration in the filter. Moreover, 
3D effects may arise from asymmetric flow conditions at 
the entrance of the filter. 
4.1   Inlet flow distribution 
 An important aspect of 3D DPF regeneration modeling is 
the prediction of the transient flow distribution at filter 
inlet during regeneration. Even if the total gas flow rate at 
DPF inlet is constant during regeneration, the following 
parameters influence the flow distribution entering the 
filter:
 –  Inlet cone geometry, 
 –  Soot distribution in the filter, and 
 –  Temperature distribution in the filter affecting the 
local flow resistance. 
 The modeler may be able to neglect the effect of inlet cone 
geometry if the manufacturer designs the cone shape to 
eliminate flow maldistribution at DPF entrance due to 
flow separation. On the other hand, radially nonuniform 
soot distribution occurs commonly in practice due to 
partial filter regeneration events. Temperature nonuni-
formities in the filter also occur, but their effects on inlet 
flow distribution are comparatively smaller, as shown by 
Haralampous et al.  (2003) . 
 From the modeling perspective, after the discretiza-
tion and grouping of the DPF channels, the flow distribu-
tion for each group of channels can be computed using an 
iterative procedure, as suggested by Koltsakis et al.  (2005) . 
Each group calculation begins through the assumption of 
an initial mass flow rate followed by the solution of the 
system of equations resulting in a pressure loss value for 
each representative channel. The calculation of the total 
pressure drop then occurs followed by corrections to the 
assumed mass profile. This trial-and-error method con-
tinues until the pressure drop calculated in every sector 
becomes equal. The authors benchmark this approach 





















 Figure 50   Inlet temperature profile at two reference centerline 
temperatures (300 ° C and 600 ° C) (Koltsakis et al.  2005 ). 
tools with validated agreement in cases illustrating 
extreme flow maldistributions due to temperature and 
soot loading local nonuniformities. 
4.2   Inlet temperature profile 
 The inlet flow nonuniformity is closely related to an inlet 
temperature profile due to the simultaneous development 
of flow and thermal boundary layer, in the pipes and cone 
upstream of the DPF. Lower temperatures are expected 
near the periphery due to steady-state heat losses to the 
ambient and the transient heat-up of the pipes. Therefore, 
this thermal boundary layer depends on the surface tem-
perature of the metal pipe and can be time dependent. 
 The thermocouple measurements can offer a good 
indication about the inlet temperature profile as dis-
cussed by Koltsakis et  al.  (2005) . Not surprisingly, the 
channel near the filter periphery heats up at a slower 
rate and exhibits an exotherm much later compared 
with the other channels. Based on these measure-
ments, the temperature difference between the cen-
terline and the periphery at filter inlet can be as high 
as 90 ° C during the first seconds of the heat-up phase. 
Figure  50 shows the steady-state temperature profiles 
used in the simulations at two reference centerline tem-
peratures (300 ° C and 600 ° C). Linear interpolation was 
applied in-between. As a result, the simulation pro-
duced quite accurate results in the periphery for the 
period of interest. The importance of inlet temperature 
profile has been further investigated by the authors 
using CFD coupling (Koltsakis et al.  2009b ), as shown in 
Figure  51 , and will be discussed in the following sections. 
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4.3   DPF regeneration 
 The authors further illustrate the importance of 3D mod-
eling in a series of simulations predicting  “ worst-case ” 
regeneration events demonstrated on an engine bench. 
Using a common-rail 2 l engine with a Ce-based FBC 
system, experiments on this bench involve a 5.66 × 6 ″ 
(144 × 152 mm) SiC 200/15 filter and three different initial 
soot loadings. The setup of the experiment includes 
installation of thermocouples at different axial and radial 
positions in the filter, as shown in Figure  52 . 
 The test protocol included a postinjection phase 
accompanied by a drastic temperature increase followed 
by a 20 s operation at low speed and low load without 
postinjection. The subsequent activation of a second 
postinjection event then occurs to complete the regen-
eration event. Repeat experiments occurred three times 
with three different initial soot loadings: 4, 6, and 8 g l -1 . 
Figure  53 presents the measured values versus the respec-
tive computed temperatures at three points along a filter 
channel located close to the centerline. As expected, the 
temperature levels increase for higher initial soot load-
ings with the predictions of the 3D model of relatively high 
accuracy for all three tests. 
 Figure  54 presents the results in two separate plots, 
each corresponding to a different plane. The top graph 
corresponds to the  “ 45 ° plane ” presenting the tempera-
tures near the filter exit at four different radial positions. 
The results indicate that the evolution of the regeneration 
process varies from channel to channel, as evidenced by 
the differences in the temperature responses. The channel 
near the filter periphery ( # 14) heats up at a slower rate 
and exhibits an exotherm much later compared with the 
other channels. In the specific test, this is mainly due to 



















 Figure 51   Calculated inlet gas temperature (in K) profiles at DPF entrance for the four inlet pipe geometries: (A) long cone, (B) short cone, (C) 








TC1-3 TC20-22 TC26-28 TC29-31
TC7-8
TC4-6
 Figure 52   Schematic of thermocouples positioning in the filter and 
picture of the filter exit face showing the exact channel locations 
(Koltsakis et al.  2005 ). 
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 Figure 53   Measured (symbols) and computed (lines) filter temperatures along a filter channel: (A) 4   g   l -1 , (B) 6   g   l -1 , and (C) 8   g   l -1 (Koltsakis 























































 Figure 54   Measured (symbols) and computed (lines) filter temperatures at filter exit for 6   g   l -1 soot loading: (A) 45 ° plane (3-8-11-14) and (B) 
0 ° plane (3-22-25-28-31) (Koltsakis et al.  2005 ). 
on the surface temperature of the metal pipe upstream the 
DPF and therefore is time dependent. 
 It is interesting to note that the fastest heat-up rate 
and the maximum temperature is seen in the channel 
located at the center of the filter segment ( # 8), whereas 
creates lower DPF inlet temperatures near the filter periph-
ery. Based on these measurements, the temperature dif-
ference between the centerline and the periphery at filter 
inlet can be as high as 90 ° C during the first few seconds of 
the heat-up phase. This thermal boundary layer depends 
Brought to you by | EP Ipswich
Authenticated | WendyLovesMichigan@gmail.com
Download Date | 12/4/13 7:06 PM
G. Koltsakis et al.: Catalyzed DPF modeling      47
the channel located at the filter centerline ( # 3) heats up 
slower and exhibits a lower temperature peak. All experi-
ments demonstrate this behavior. The model results 
support this explanation, which relates to the additional 
heat capacity associated with the cement layers close to 
centerline. The same is true for the channel in the oppo-
site segment corner ( # 11). Heat conduction influences 
the thermal response of the latter with the much colder 
periphery of the filter, as evidenced by the slower heat-up 
rate and lower temperature peak. 
 The bottom graph of Figure  54 presents the tempera-
tures near the filter exit at five different radial positions 
of the  “ 0 ° plane ”. Again, the thermal inertia of the neigh-
boring cement layer similarly affects the channels corre-
sponding to positions  # 3 and  # 22. At the positions close 
to the segment corner ( # 25 and  # 28), heat conduction 
once more influences the temperatures due to the colder 
periphery. Finally, near the periphery, at position  # 31, the 
inlet thermal boundary layer and the heat losses yet again 
retard the temperature increase. Interestingly, the peak 
temperature at  # 31 is slightly higher than the respective 
temperature at  # 14, although the thermocouple at  # 31 is 
closer to the periphery (10 mm from outer radius) com-
pared with  # 14 (20 mm from outer radius). This is appar-
ently due to 3D heat conduction because the positioning 
of the cement layers appears to act like insulators for the 
smallest filter segments. 
4.4   Coupling with CFD codes 
 Due to the importance of system packaging restrictions, 
aftertreatment devices require careful mounting and posi-
tioning to avoid unwanted effects from flow maldistribu-
tion (Hinterberger et  al.  2007 , Koltsakis et  al.  2009b ). In 
this case, it is important to calculate the influence of flow 
and temperature nonuniformities by simulating in a 3D 
environment the complete exhaust aftertreatment system. 
For this task, it is possible to couple the presented DPF 
model, and its derivatives, with commercial CFD pack-
ages. The porous medium approach has been employed 
for the simulation of the filter region, with pressure drop 
resistances (Figure  55 ), the mass and energy source terms 
taken from the described above DPF models. 
 This purpose involves the adoption of two different 
approaches. The first approach is a full coupling between 
the CFD software and the aftertreatment simulation 
code, which is treated as a user subroutine. The second 
approach is applicable for the case of inlet cone effects 
and its rationale is to minimize the calculation time. In 


























 Figure 55   Pressure drop computed as a function of inlet gas veloc-
ity ( T = 500   K) (Koltsakis et al.  2005 ). 
solution. A special procedure calibrates the effect of the 
specific inlet cone on the flow profile. After this automatic 
calibration procedure, the calculation of the flow profile 
at the entrance proceeds second-by-second without the 
need to run the CPU-intensive CFD software. 
 The presence of an oblique flow field in front of a DPF 
has a certain impact on the resulting soot distribution 
during operation. On the other hand, the accumulated 
soot in the filter creates an additional flow resistance that 
tends to self-balance the flow maldistribution. The calcula-
tion of said effects occurs by coupling the DPF model with 
commercial CFD software and providing feedback to both 
simulations. Figure  56 presents a simulation example for 
the case of a DPF subjected to a nonuniform flow resulting 
from a bent inlet pipe. This simulation involves coupling 
the DPF model with Star-CD, a commercial CFD software 
program. This program is responsible to calculate the flow 
upstream and downstream of the DPF, whereas the DPF 
model, in the form of  “ user subroutine ”, calculates all 
the flow and filtration phenomena inside the DPF chan-
nels. The results show a homogenization of the initially 
nonuniform flow observed in the case of a clean DPF after 
soot accumulates in the filter. This is because soot accu-
mulation ends up acting similar to a flow self-balancer. 
During regeneration, the inlet cone geometry can induce 
significant nonuniformities in temperature, flow, and soot 
loading consumption. Figure  57 shows the regeneration of 
a filter with bent inlet pipe. Due to the nonuniform inlet 
temperature profile, initial soot oxidation focuses on the 
upper central segments combined with sharp temperature 
increase in the same location. Subsequently, the localized 
soot consumption uncovers regions with lower flow resist-
ance, resulting in higher local velocities and faster cooling. 
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t=0 t=2 h t=3 h t=5 h
 Figure 56   Flow maldistribution effect on soot loading calculated by coupling Star-CD with Axitrap. 
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 Figure 57   Computed outlet temperature profiles, soot loading fields, and inlet flow profiles during a transient regeneration of a filter with 
bent inlet pipe geometry (Koltsakis et al.  2009b ). 
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At the same time, neighboring regions start to heat up and 
regenerate, which results in a slight homogenization of the 
flow. The final soot loading field remains highly nonuni-
form and a considerable fraction of the soot fails to regen-
erate in the periphery. The regeneration implications of 
several inlet cone geometries are summarized in Figure  58 , 
which shows the peak temperatures and final soot fields in 
correlation with inlet temperature profile. 
 Coupling with CFD software is very important for 
certain applications where 3D effects require investiga-
tion in detail. However, in this combined example, the 
calculation time for a single time step increases signifi-
cantly. In the case of DPF regeneration simulations, typi-
cally more than 1000 time steps are necessary. The CFD-
integrated approach requires many hours of CPU time or 
even days on a single processor. In such cases, it is more 
practical to apply the second coupling approach men-
tioned above. This requires only one steady-state solu-
tion from the CFD software program. The DPF model is 
then responsible to calibrate the flow resistance parame-
ters describing the inlet cone effect. The result is that the 
3D simulation can be performed with very low CPU times 
(approx. 1 h for a 10-min regeneration on a single proces-
sor). The validity of this approach has been verified at 
several flow conditions with nonuniform soot loading, as 
shown in Figure  59 , whereas the accuracy of the results 
is very satisfactory compared with the CFD simulation 
(Figure  60 ). Figure  61 presents such a regeneration simu-
lation example for the case of an oval-shaped DPF sub-
jected to a nonsymmetric flow and temperature profile. 
4.5   Coupling with stress analysis codes 
 Due to the failure problems of DPFs, stress analysis was 
very early employed in the study of filters. Similar prob-
lems concerning flow-through substrates offered a useful 
basis in this respect (Heck et al.  2009 ). The first DPF stress 
analysis calculations involved 2D geometries and temper-
ate fields estimated directly from measurements and later 
reached 3D geometries with equivalent or actual meshes 
and accurate temperature fields taken directly from vali-
dated DPF models. The setup of a stress analysis model 
involves, on the one hand, mesh and material properties 
and, on the other hand, structural loads, namely tempera-
ture conditions and mounting pressure. 
 Following the developments of DPF models, the first 
stress analysis calculations involved 2D meshes (Umehara 
and Nakasuji  1993 , Miyairi et al.  2001 ), which evolved to 
3D in the course of the last decade (Pontikakis et al.  2002 , 
Barataud et al.  2003 , Kuki et al.  2004 , Hajireza et al.  2010 ). 
Related to the mesh selection are the structural properties 
of the material. A common feature in the articles referenced 
is the usage of an equivalent lumped material with aniso-
tropic structural properties as explained by Kim  (2004) 
instead of the actual honeycomb geometry. This allows the 
usage of simplified meshes skipping the channel details. 
It is also convenient when comparing stresses with failure 
limits, which are commonly given for equivalent materi-
als due to the measurement techniques applied in prac-
tice (Stobbe et  al.  1993 ). Of note, the equivalent failure 
limits are the product of both channel geometry and solid 
Diffuser geometry Inlet gas  
temperature
Temperature
profile at peak 
Final soot loading
 Figure 58   Effect of diffuser geometry on inlet gas temperature, temperature profile at the peak of the regeneration, and final soot loading 
(Koltsakis et al.  2009b ). 
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substrate material. It is worth noting the work of Kuki et al. 
 (2004) , who applied a two-step procedure. The first step 
involved a simplified 3D mesh and equivalent properties 
and the second step involved the actual channel geometry 
with plugs and channel imperfections at the periphery and 
solid material properties, thus aiming at better accuracy. 
Furthermore, to minimize the computer load, Kuki et  al. 
confined their second calculation to a section around the 
critical location and used results of the previous calcula-
tion for the boundary conditions. 
 A nonuniform temperature field alone or together with 
a multimaterial structure causes the development of ther-
mally induced stresses, which can be critical in the case of 
DPF. To estimate the complete temperature field, the first 
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 Figure 59   Right, assumed nonuniform soot distribution in a filter in 
grams per liter; left, flow distribution at filter inlet predicted by CFD 
and by the 3D DPF model (Koltsakis et al.  2005 ). 
 2001 ) interpolated data from several thermocouple meas-
urements. The main contribution of validated DPF models 
(Pontikakis et al.  2002 , Kuki et al.  2004 ) in the frame of 
direct coupling to stress analysis was the replacement of 
these rough approximations with accurately calculated 3D 
temperature fields, which were exported to stress analysis 
solvers. This procedure was repeated typically every time 
step to obtain the full history of stresses during a regen-
eration and estimate the global critical points (Hajireza 
et  al.  2010 ), as shown in Figure  62 . On top of thermal 
stresses, mounting pressure also causes stresses inside 
the filter. This extra load can be taken into account as a 
pressure at the periphery surface. Although the mounting 
pressure is dependent on the packaging technique (Raja-
durai et  al.  1999 ) and the mat ’ s and canning ’ s response 
to temperature excursions, it is usually assumed constant 
due to the complexity of estimating the temperature effect 
on the mounting pressure. Such a coupled calculation can 
take into account the effect of all material properties, sub-
strate, cement, mat, and canning in the development of 
both temperature field and the resulting thermal stresses, 
thus allowing the overall study and optimization includ-
ing thermal durability. 
5   Other contributions 
 Similar to removing ash from a fireplace after the com-
bustion of wood, ash will accumulate in the DPF during 
operation. The buildup of ash is a time-dependent phe-
nomenon that will require special consideration during 
modeling. Moreover, DPFs are not required to use square 
channels. In the following sections, these last topics are 
discussed along with their resulting impact on the mod-
eling equations. 
5.1   Ash 
 The regeneration events used to remove soot result in 
the accumulation of ash within the DPF via two separate 
mechanisms. Depending on the type of regeneration, the 
ash will form a plug at the end of the channel or build up 
in the pores of the filter walls. Once regeneration occurs, 
ash is composed mostly of phosphorous, sulfur, calcium, 
and zinc (Ishizawa et  al.  2009 ). Ash is an oxidized sub-
stance where the total amount is contingent on the metal 
elements in the lubricant additives in the engine oil and 
how much is consumed in the engine for nonadditive 
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 Figure 60   Computed pressure drop at different flow rates for a 
radially nonuniform loaded DPF (Koltsakis et al.  2005 ). 
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ash comes from the FBC with the remainder stemming 
from the engine oil components (Konstandopoulos et al. 
 2000 , Gaiser and Mucha  2004 , Konstandopoulos and 
Kladopoulou  2004 , Ishizawa et al.  2009 , Liati et al.  2012 ). 
Ash building up in either system increases the risk of 
uncontrollable combustion in the filter during regenera-
tion (Ishizawa et al.  2009 ). 
 Two types of ash deposits form through the different 
regeneration modes of soot as well as the driving cycle 
t=50 s t=60 s t=70 s t=80 s t=90 s
 Figure 61   Soot loading (top), temperature (middle), and flow (bottom) distribution calculation during an oval DPF regeneration subjected 
to asymmetric inlet flow . 
of the engine (Gaiser and Mucha  2004 ). Ash produced 
during passive regeneration forms small clusters and 
stagnates in its area of production along the filter walls. 
This regeneration undergoes a cooler combustion tem-
perature than active regeneration, making the ash parti-
cles much smaller but more dense. These small particles 
then adhere to the filter wall creating a buildup across 
the entire filtration area. This creates a significant pres-
sure drop because the generated ash is not fully perme-
able; hence, this wall of ash restricts flow through the DPF 
while influencing the working life of the filter (Ishizawa 
et al.  2009 ). Under active regeneration, typically a larger 
amount of soot builds before regeneration occurs. Once 
regeneration commences, ash forms a large cluster that 
the exhaust gas carries throughout the inlet channel and 
accumulates to form a plug at the end of this channel. 
This reduces the effective length of the filtering wall and 
creates an increase in the pressure drop, although these 
larger clusters are more permeable that those generated 
through passive regeneration (Gaiser and Mucha  2004 ). 
 The main difference between the two mechanisms is 
the ash particle size. When regeneration occurs at lower 
temperatures, smaller particles are formed that can fit 
inside the pores of the filter and begin to form a wall, 
reducing the effective permeability of the DPF wall and 
increasing the pressure drop. Under higher temperatures, 
the ash particles are larger and travel down the channel 
until the end where they become lodged (Gaiser and 
Mucha  2004 , Ishizawa et al.  2009 ). In one study, Ishizawa 















 Figure 62   Left column, normal Z stresses (normalized values); right 
column, normal Y stresses (normalized values) (Hajireza et al.  2010 ). 
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pictures of the cross-section of the DPF to illustrate the 
differences. Each type of regeneration clearly influences 
filter operation in a different manner. However, equal 
amounts of ash from active regeneration forming a plug 
do not create the same amount of pressure drop as ash 
forming on the filter walls from passive regeneration. Ash 
spread uniformly across the filter walls creates a greater 
increase in pressure drop than when it forms a plug at the 
end of the channel. With respect to subsequent soot intro-
duction after ash formation, soot primarily forms on top of 
the ash layer. However, it is possible for the soot and ash 
to create one common layer. Moreover, under high engine 
loads or substantial acceleration events, it is possible for 
soot to form under the ash layer. This combination of soot 
loading and ash generation affects DPF operation sig-
nificantly (van Setten et al.  2001 , Konstandopoulos et al. 
 2005 , Johnson  2007 ). 
 Ash accumulation is a time-dependent phenomena 
that builds as a function of successive loading and regen-
eration events. At each snapshot in time, both the wall-
generated and the plug-generated ash can be modeled 
through a thickness variable and included in DPF simula-
tions as accomplished by Gaiser and Mucha  (2004) and 
Konstandopoulos and Kladopoulou  (2004) . Moreover, the 
area-conserved efforts of Depcik allow modeling of this 
accumulation of ash along the channel through a shrink-
ing gaseous channel area in the governing equations. 
However, a methodology is needed to track the accumula-
tion of ash as a function of time. With the nonlinear opera-
tion of engines and on-road usage, a potentially quicker 
option is to formulate an effective permeability parameter 
as a function of engine run time. By factoring the reduced 
permeability of the ash, the resultant factors in the model 
via Eqs. (50) and (51) can be adjusted according using a 
simplified time factor effect on permeability and matched 
to a measured pressure drop across the device, which is 
analogous to a precious metal surface area parameter in 
catalyst modeling that can be used to factor sintering (Oh 
and Cavendish  1982 ). 
5.2   Asymmetric channels 
 Asymmetric channel geometries have been proposed 
to account for the drawbacks of ash accumulation in 
the form of rear plugs. The basic idea is to increase the 
cross-section of the inlet channel in comparison with the 
outlet channel. Consequently, for a given volume of ash, 
the unavailable channel length is minimized and this can 
be used to reach the 250,000 km lifetime requirement or 
reduce the filter size. 
 Although a large variety of geometries including tri-
angular and hexagonal shapes (ECOpoint  2012 ) has been 
studied, mostly square-like solutions have been selected 
for commercialization. The first from Ibiden with the 
acronym OS (OctoSquare) (Ogyu et  al.  2004 ) features a 
large octagonal inlet channel and a smaller square outlet 
channel. The second from Corning with the acronym ACT 
(Young et al.  2004 ) features a large inlet square channel 
and a smaller outlet square channel. An asymmetric solu-
tion has also been proposed by NGK with the HAC concept 
(Caroca et al.  2009 ). 
 To model asymmetric geometries, the ratio ( d 
 c 2
 / d 
 c 1
 ) is 
necessary as input parameter to calculate the inlet and 
outlet channel widths  d 
 c 1














+ ⎝ ⎠   (162) 
 where cpsm is the channels per square meter. Addition-
ally, to define the full geometry, the corner side width  d 
 c 3
 
has to be calculated for the octagonal channel, as shown 
in Figure  63 : 
  
( ) ( )23 1
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⎡ ⎤= ⎢ ⎥⎣ ⎦
 (163) 
 Indicatively, the effect of channel geometry on pres-
sure drop for an ash-free filter is shown in Figure  64 A. 
A common cell density of 300 cpsi and a wall thickness 
of 12 mil has been selected for all cases. The outlet-inlet 
channel ratio has been selected as 0.7. The symmetric 
design presents lower backpressure at soot loadings below 
3 g l -1 , attributed to the lower axial flow resistance in the 
outlet channel. At higher loadings, the smaller filtration 
area becomes critical and asymmetric geometries show 
slightly lower backpressure. The real advantage of these 
geometries is shown in Figure 64B. In the complete range, 






 Figure 63   Schematic of octagonal inlet channels and square outlet 
channels. 
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of approximately 30% in back-pressure at the maximum 
loading. 
5.3   Inhomogeneous wall structure 
 Since 2008, an inhomogeneous wall structure technol-
ogy has been presented by several DPF suppliers (Ogyu 
et al.  2008 , Furuta et al.  2009 , Wolff et al.  2010 , Iwasaki 
et  al.  2011 ). This technology concerns the addition of a 
membrane or layer with small pores usually on top of the 
standard wall layer. For comparative purposes, Figure  65 
sketches the soot distribution in the wall of a standard 
DPF compared with a DPF with this membrane. The thin 
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 Figure 64   Effect of soot loading on pressure drop for symmetric and asymmetric channel geometries (300   cpsi, 12   mil, 0.7 channel width 
ratio): (A) no soot loading and (B) 100   g ash. 
filters and accelerates the soot cake formation. Because 
of the membrane, the soot trapped inside the wall can 
be decreased significantly. This subsequently improves 
the fuel economy of the engine due to a reduced pressure 
drop and restriction in the exhaust. In addition, Mizutani 
et al.  (2010) noticed that the correlation of pressure drop 
and soot becomes linear with the addition of a membrane, 
which brings advantages in on-board estimations of the 
current soot load. 
 These functionalities have been explained theoreti-
cally using a detailed multilayered wall model (Koltsa-
kis et al.  2012 ). The filtration efficiency of a DPF is most 
crucial when it is empty. After forming a sufficient soot 
cake, the cake acts as filter providing approximately 
perfect filtration. Hence, the target is to reach the cake fil-
tration condition as soon as possible. With the membrane 
layer added, the duration can be notably decreased while 
at the same time reducing the soot slip and the amount 
of soot inside the wall. This embedded soot in the wall is 
largely responsible for the high-pressure drop across the 
filter. Figure  66 compares the number-based filtration per 
particle size of a conventional filter (single-layer) and a 
layered (double-layer) filter at the beginning of a loading 
event. The benefit of the layer is obvious. In particular, 
the number of small particles with diameter of 23 – 70 nm 
is reduced considerably. Figures  67 and  68 show the fil-
tration efficiency and resulting soot slip for the beginning 
of the simulated loading case, with both benefitting sub-
stantially from the addition of this layer. With a higher 
filtration efficiency of the empty filter and faster cake 
formation, the soot slip is appreciably reduced. Figure 
 69 displays the soot accumulation in the filter over the 






 Figure 65   Schematic soot accumulation at standard DPF (left) and 
membrane DPF (right) (Koltsakis et al.  2012 ). 
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with the layer addition. As a result, although the relatively 
dense membrane layer increases the initial pressure drop 
of the filter, the reduction in soot stored within the wall 
quickly demonstrates the overriding benefit of adding a 
membrane layer (Figure  70 ). 
6   Conclusion 
 Catalyzed DPF modeling has advanced steadily for over 
three decades, supporting the market introduction of 
efficient and reliable diesel aftertreatment concepts. It 
is currently accepted that modeling is indispensable for 
understanding the fundamental phenomena inside the 
catalyzed filter and their contribution to overall perfor-
mance. The complexity stemming from the plethora of 
phenomena, the multiple scales, and the variety of cata-
lyst configurations and geometries is of special scien-
tific interest. All these challenges have been faced with 
increasingly detailed and accurate models supported by 
extensive experimental validations. As a result, today ’ s 
advanced computations tools are considered by many not 
only an exhaust system design and optimization aid but 
also an integral part of the development process, offering 
insight for further improvements and breakthroughs in 























 Figure 66   Particle number-based filtration per particle size of clean 


















 Figure 67   Filtration efficiency during steady-state loading of empty 


















 Figure 68   Soot slip during steady-state loading of empty filters 






















Soot mass (g l-1)
 Figure 69   Soot mass during steady-state loading of empty filters 
(Koltsakis et al.  2012 ). 
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simulation tools, a number of topics still pose challenges 
to the aftertreatment engineers, especially with respect to 
soot thermophysical and chemical properties, which are 
typically engine dependent. Further work is also in pro-
gress to address increased accuracy requirements in long-
term pressure drop predictions in the cases of repeated 
partial regenerations as well as phenomena related to 
soot aging and semistochastic migration along the inlet 
channel. Finally, the aspects of catalyzed DPF aging and 
the prediction of ash accumulation are expected to attract 
the interest of DPF modeling engineers in the near future. 
 Nomenclature 
 ã  Surface area density [m -1 ] 
 A  Cross-sectional area [m 2 ] 
 A  Preexponential [m K -1 s -1 ] 
 A 
 flt 
  Filtration area [m] 
 A 
 s 
  Cross-sectional area in soot layer per unit length [m] 
 A 
 w 
  Cross-sectional area in wall layer per unit length [m] 
 B  Width available to flow [m] 
 c  Specific heat [J kg -1 K -1 ] 
 c  Species concentration [kg   m -3 ] 
 c 
 m 
  Soot migration constant [ — ] 
 c 
 p 
  Constant pressure specific heat of gas [J kg -1 K -1 ] 
 D  Diameter [m] 
 d 
 b 
  Unit cell diameter [m] 
 d 
 c 





  Characteristic dimension of unit spherical collector (clean) [m] 
 d 
 c1 
  Asymmetric inlet channel diameter [m] 
 d 
 c2 
  Asymmetric outlet channel diameter [m] 
 d 
 c3 
  Corner side width [m] 
 d 
 cdl 
  Characteristic delay length [m] 
 d 
 eff 
  Effective length scale for deposition [m] 
 d 
 p 
  Pore diameter [m] 
 D  Species or soot diffusion [m 2   s -1 ] 
 D  Vector of species diffusion [m 2 s -1 ] 
 D 
 i 
  Inner DPF zone diameter [m] 
 D 
 o 
  Outer DPF zone diameter [m] 
 D  T   Thermal diffusion vector [m 2 s -1 ] 
 E 
 a 
  Activation energy [J mol -1 ] 
 f  Haralampous et al. geometry factor [ — ] 
 F  Friction factor of Bissett (28.454) [ — ] 
 F  View factor in filter energy equation [ — ] 
 f 
 y 
  Geometrical parameter [ — ] 
 h  Specific enthalpy [J kg -1 ] 
 h 
 c 
  Convective heat transfer coefficient in soot and wall layers 
[W   m -2 K -1 ] 
 h 
 g 
  Convective heat transfer coefficient in the channels [W   m -2 K -1 ] 
 k  Rate constant [m s -1 ] 
 k 
 B 
  Boltzmann ’ s constant [m 2 kg s -2 ] 
 k 
 m 
  Mass-transfer coefficient [m s -1 ] 
 l  Mean free path [m] 
 L  Channel length [m] 
 m  Mass [kg] 




  Total number of channels [ — ] 
 N 
 ic 
  Total number of inlet channels [ — ] 
 N 
 s 
  Number of discretizations in the soot and wall layer [ — ] 
 p  Pressure [Pa] 
 p 
 a 
  Compressibility pressure indicative of cake layer strength [Pa] 
 p 
 c 
  Compressive stress on cake layer [Pa] 
 p 
 m 
  Solid compressive stress [Pa] 
 Pe  Peclet number [ — ] 
 q
   Volumetric energy source [W   m -3 ] 
  Q̇cat  Energy released through direct soot conversion through cata-
lyzed surface [W   m -1 ] 
 Q̇
cond
  Energy due to conduction within the wall [W   m -2 ] or [W   m -1 ] 
Q̇
conv
  Energy due to convection of gas in channels [W   m -2 ] or [W   m -1 ] 
 Q̇
inner
  Energy due to convection in soot and wall layers [W   m -1 ] 
 Q̇
multi
  Energy due to multidimensional conduction effects [W   m -1 ] 
 Q̇
rad
  Radiation energy within filter channels [W   m -1 ] 
 Q̇
reac
  Energy exotherm/endotherm due to soot/wall reactions [W   m -2 ] 
or [W   m -1 ] 
 Q̇
supply
  Active energy supply to wall [W   m -1 ] 
 Q̇
wall
  Energy flow through the wall [W   m -1 ] 
 r  Radial direction in multidimensional DPF models [m] 
 R  Reaction rate of soot oxidation [s -1 ] 
 R  Gas constant [J mol -1 K -1 ] 
 Ṙ  Catalytic reaction vector [mol m -3 s -1 ] 
 R 
 red 
  Fuel additive reaction rate [s -1 ] 
 R 
 u 
  Universal gas constant (8.3145) [J mol -1 K -1 ] 
 S  Surface area per unit length [m] 
 Ṡ  Array of soot conversion rates [kg   m -3 s -1 ] 
 S 
 a 
  Surface area [m 2 ] 
 S 
 ca 
  Catalytic surface area [m 2 ] 
 SCF  Slip flow effects [ — ] 
 s 
 F 
  Specific area of filter [m -1 ] 
 
( )sC
S   Overall soot combustion rate [kg C 
(s)
 m -3 s -1 ] 
 massS
   Total mass accumulation rate [kg   m -3 s -1 ] 
 COS
   Carbon monoxide generation rate [kg CO m -3 s -1 ] 
 
2CO
S   Carbon dioxide generation rate [kg CO 
2
 m -3 s -1 ] 
 
2O
S   Oxygen combustion rate [kg O 
2






















Soot mass (g l-1)
 Figure 70   Pressure drop during steady-state loading of empty 
filters (Koltsakis et al.  2012 ). 
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 S 
 p 
  Specific surface area of soot [m -1 ] 
 t  Time or thickness [s] or [m] 
 t 
 d 
  Soot thickness [m] 
 t 
 f 
  Filter wall thickness [m] 
 T  Temperature [K] 
 T 
 f 
  Temperature of solid phase in the wall [K] 
 T 
 w 
  Temperature of gas phase in the wall [K] 
 T   Average temperature [K] 
 u  Velocity [m s -1 ] 
 
u   Average velocity in soot and wall layer [m s -1 ] 
 V  Volume per axial length [m 2 ] 
 V  Diffusion velocity vector [m s -1 ] 
 V 
 de 
  Total empty channel volume with soot present per axial length 
[m 2 ] 
 V 
 DPF 
  Total DPF volume in model zone per axial length [m 2 ] 
 V 
 e 
  Total empty channel volume per axial length [m 2 ] 
 W  Molecular weight [g   mol -1 ] 
 W  Vector of molecular weights [g   mol -1 ] 
 Ŵ
  Mixture molecular weight [g   mol -1 ] 
 X  Mole fractions [ — ] 
 X  Vector of mole fractions [ — ] 
 y  Soot and wall (normal) distance [m] 
 Y  Mass fractions [ — ] 
 Y  Vector of mass fractions [ — ] 
 z  Channel (axial) distance [m] 
 Greek variables 
 α  Thermal diffusivity [m 2 s -1 ] 
 α 
1
  O 
2
 partial oxidation factor [ — ] 
 α 
2
  NO 
2
 partial oxidation factor [ — ] 
 α 
 cat 
  Catalytic reaction index of completeness [ — ] 
 β  Forchheimer inertial coefficient [m -1 ] 
 χ  Inverse of soot combustion time scale [s -1 ] 
 Δ H 
 reac 
  Heat of reaction [J mol -1 ] 
 ε  DPF void fraction [ — ] 
 ε 
 d 
  DPF void fraction with soot present [ — ] 
 ε 
 p 
  Filter porosity [%] 
 0pε   Clean filter porosity [%] 
 ε 
 s 
  Cake solidosity [ — ] 
 0sε   Uncompressed state of cake solidosity [ — ] 
 Φ  Partition coefficient [ — ] 
 κ  Constant that represents continuum description of soot 
microstructure [ — ] 
 K  Darcy ’ s law permeability [m 2 ] 
 η  Efficiency [%] 
 η 
 c 
  Local collection efficiency [%] 
 ϕ  Constant that represents continuum description of soot 
microstructure [ — ] 
 λ  Thermal conductivity [W   m -1 K -1 ] 
 λ  *   Thermal conductivity influenced by close proximity of filter 
[W   m -1 K -1 ] 
 λ 
 eff 
  Effective radial thermal conductivity that includes geometric 
details [W   m -1   K -1 ] 
 μ  Dynamic viscosity of gas [kg   m -1   s -1 ] 
 θ  Soot accumulation angle [ ° ] 
 ρ  Density [kg   m -3 ] 
 σ  Stephen-Boltzmann constant [W   m -2   K -4 ] 
 ς  Mass flow rate of soot to the surface per mesh interval 
[kg C 
(s)
   m -1   s -1 ] 
 τ  Tortuosity [ — ] 
 ω  Dimensionless percolation factor [ — ] 
 ξ  Moles of metal oxides in soot as compared to carbon [ — ] 
 Ξ  Effective Peclet number for soot layer width [ — ] 
 ψ  Flow resistance coefficient [ — ] 
 Subscript and sub-subscript 
 d  Soot 
 f  Filter 
 fd  Fully developed 
 g  Gas 
 i  Discretization index 
 I  Inlet channel 
 II  Outlet channel 
 j  Species and normal index numbers 
 Kn  Knudsen 
 n  Time index 
 NM  Total number of species 
 r  Interception 
 s  Soot gas layer 
 w  Wall 
 *  Iterative guesses 
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