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Chapitre1
Introduction
Plan du chapitre : Dans ce chapitre introductif, nous présentons en Section 1.1 les
motivations justiﬁant ce travail, puis nos principales contributions en Section 1.2. Une
présentation détaillée de cette thèse est eﬀectuée chapitre par chapitre à la Section 1.3.
1.1 Motivations
De nombreux schémas numériques, utilisés pour le calcul scientiﬁque ou en ingénierie,
sont mis en ÷uvre en précision ﬁnie, généralement grâce à l'arithmétique ﬂottante dis-
ponible sur les ordinateurs modernes. De tels schémas ne sont souvent qu'approchés et
peuvent dans certains cas fournir des résultats très imprécis, voir aberrants. En particulier,
un résultat calculé en précision ﬁnie peut ne comporter aucun chiﬀre exact.
Lorsque l'on s'intéresse à la résolution d'un problème, de nature physique ou économique
par exemple, à l'aide de méthodes numériques, on distingue généralement quatre types
d'erreurs.
1. Les erreurs de modèle prennent en compte le fait que le problème auquel on s'intéresse
est formulé à l'aide d'un modèle mathématique qui ne rend pas nécessairement compte
exactement de la réalité.
2. Les erreurs de troncature sont introduites par la méthode numérique que l'on applique
au modèle mathématique. C'est la cas par exemple lorsqu'intervient dans le modèle
mathématique une fonction analytique représentée par un développement en série :
cette série sera nécessairement tronquée, de manière à ce que l'on puisse en calculer
une valeur approchée.
3. Les erreurs de données sont dues au fait que les données du problème auquel on
s'intéresse proviennent de mesures physiques imprécises, ou encore au fait qu'il a
fallu les arrondir avant de les stocker en mémoire.
4. Les erreurs d'arrondi sont inhérentes au calcul en précision ﬁnie. L'ensemble des réels
est en eﬀet approché à l'aide d'un nombre ﬁni de valeurs, dans le cas qui nous intéresse
particulièrement, un ensemble de nombres ﬂottants. Chaque opération arithmétique
eﬀectuée est donc entachée d'une erreur d'arrondi.
Dans cette thèse, nous nous concentrons sur l'eﬀet des erreurs d'arrondi en arithmétique
ﬂottante, sans prendre en compte les autres sources d'erreurs décrites ci-dessus. À elles
seules, les erreurs d'arrondi sont en eﬀet susceptibles de dégrader considérablement, voire
1
2 Chapitre 1. Introduction
totalement, la précision d'une solution calculée en arithmétique ﬂottante. Ce phénomène
est bien connu, et sera illustré au travers de plusieurs exemples au cours des chapitres
suivants. Évoquons néanmoins deux raisons pour lesquelles l'eﬀet des erreurs d'arrondi
peut se révéler particulièrement néfaste.
D'une part, l'eﬀet des erreurs d'arrondi peut être ampliﬁé de part la nature même du
problème numérique considéré. Ici intervient la notion de nombre de conditionnement, qui
permet de quantiﬁer la diﬃculté de résoudre un problème précisément, indépendamment
de l'algorithme numérique utilisé.
De plus, la puissance des ordinateurs actuels, en termes de calcul ﬂottant, permet d'envi-
sager la résolution numérique de problèmes de dimension de plus en plus importante. Même
si chaque opération arithmétique n'introduit qu'une faible erreur d'arrondi, comment s'as-
surer de la ﬁabilité d'une simulation enchaînant plusieurs milliards d'opérations ﬂottantes ?
Notre problématique sera donc la suivante : comment améliorer et valider la pré-
cision d'un résultat calculé en arithmétique ﬂottante, tout en conservant de
bonnes performances pratiques ?
Dans cette thèse, nous nous intéresserons à cette problématique en nous plaçant dans le
cadre de l'arithmétique ﬂottante telle que déﬁnie par la norme IEEE-754, et nous étudierons
en particulier deux exemples.
1. Nous considérerons le problème de l'évaluation polynomiale, qui apparaît dans de
nombreux domaines du calcul scientiﬁque.
2. Nous étudierons également celui de la résolution de systèmes linéaires triangu-
laires, qui constitue un algorithme de base de l'algèbre linéaire numérique.
Dans les deux cas, nous avons utilisé la compensation des erreurs d'arrondi comme
principale technique aﬁn d'améliorer la précision de la solution calculée.
Dans la suite de cette section, nous précisons les trois axes complémentaires de notre
problématique : amélioration de la précision du résultat, validation et performances.
1.1.1 Améliorer la précision du résultat
Une réponse possible pour améliorer la précision d'un résultat calculé par un algo-
rithme en arithmétique ﬂottante est d'augmenter la précision des calculs. Mais que faire si
la meilleure précision disponible u, sur l'architecture sur laquelle on travaille, ne permet
pas d'assurer une précision satisfaisante du résultat ?
Supposons que les caractéristiques de l'arithmétique ﬂottante disponible soient régies
par la norme IEEE-754. La meilleure précision standardisée de manière portable par cette
norme est la double précision. Dans le mode d'arrondi au plus proche, la double précision
permet des calculs en précision u = 2−53 ≈ 10−16, soit une mantisse d'environ 16 chiﬀres
décimaux.
Parmi les solutions logicielles permettant d'augmenter la précision de calcul au delà
de la double précision IEEE-754, citons l'exemple de l'arithmétique double-double. Un
double-double est la somme non évaluée de deux ﬂottants double précision IEEE-754.
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L'arithmétique double-double permet d'eﬀectuer les opérations élémentaires sur ce type de
données, et simule ainsi deux fois la double précision IEEE-754, soit la précision u2.
Dans [57], la nécessité de calculs intermédiaires en précision double de la précision cou-
rante est illustrée sur de nombreux exemples où sont utilisés les algorithmes de base de
l'algèbre linéaire numérique : résolution de systèmes linéaires, raﬃnement itératif et pro-
blème des moindres carrés sont quelques-un de ces exemples. L'arithmétique double-double
est ainsi utilisée pour le développement des Extended and Mixed precision BLAS [56, 57].
L'approche consistant à augmenter la précision des calculs n'est cependant pas la seule :
on peut également ré-écrire les algorithmes, de manière à compenser les erreurs d'arrondi.
En eﬀet, à l'aide d'algorithmes que nous désignerons par la suite sous le nom de trans-
formations exactes (de l'anglais error-free transformation [70]), il est possible de calculer
l'erreur d'arrondi générée par chaque opération ﬂottante.
Étant donné un algorithme, le principe de la compensation des erreurs d'arrondi est
d'adjoindre à cet algorithme le calcul des erreurs d'arrondi qu'il génère, et de les utiliser
aﬁn de corriger le résultat calculé.
De nombreux exemples d'algorithmes compensés sont connus dans la littérature, et
montrent qu'il est ainsi possible d'améliorer la précision du résultat calculé. Citons les
exemples suivants :
 sommation simplement compensée : Kahan (1965) [45], Møller (1965) [65, 64], puis
Pichat (1972) [78, 79], Neumaier (1974) [67], et Ogita, Rump et Oishi (2005) [70] ;
 sommation doublement compensée : Priest (1992) [82] ;
 produit scalaire compensé (2005) [70].
Citons également la méthode CENA, développée par Langlois [49], qui permet d'automa-
tiser la compensation des erreurs d'arrondi.
Dans cette thèse, nous poursuivons l'étude de l'amélioration de la précision par compen-
sation des erreurs d'arrondi, au travers des deux exemples précédemment cités : évaluation
de polynômes et résolution de systèmes triangulaires.
1.1.2 Valider la qualité du résultat calculé
Même si l'on est parvenu à améliorer la précision d'un algorithme, le résultat calculé
est toujours susceptible d'être entaché d'une certaine erreur. Il est donc préférable qu'un
algorithme calcule, en même temps que le résultat attendu, une borne d'erreur permettant
d'en garantir la qualité.
Nous parlerons d'algorithme validé (de l'anglais self-validating [83, 84]) ou encore d'al-
gorithme produisant un résultat validé pour désigner un algorithme qui fournit une garantie
sur la qualité du résultat qu'il calcule. Citons ici la déﬁnition suivante, proposée par Rump
[83] :
The basic principle of veriﬁcation algorithms or algorithms with validated
results, also called algorithms with automatic veriﬁcation is as follows. First,
a pure ﬂoating point algorithm is used to compute an approximate solution for
a given problem. This approximation is, hopefully, of good quality ; however, no
quality assumption is used at all. Second, a ﬁnal veriﬁcation step is appended.
After this step, either error bounds are computed for the previously calculated
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approximation or, an error message signals that error bounds could not be
computed.
L'une des méthodes les plus utilisées pour valider le résultat d'un calcul numérique
est l'arithmétique d'intervalle [84, 44]. L'utilisation des modes d'arrondi dirigés prévus par
la norme IEEE-754 permet également, indépendamment de l'arithmétique d'intervalle, de
procéder à la validation de certains algorithmes [73, 85].
Ici, nous avons privilégié l'approche consistant à n'utiliser que l'arithmétique ﬂottante
disponible, dans le mode d'arrondi au plus proche, aﬁn de valider nos algorithmes com-
pensés, comme dans les références [70, 76]. Cette approche permet notamment d'obtenir
d'excellentes performances en pratique, et d'assurer une bonne portabilité des algorithmes.
1.1.3 Performance des algorithmes compensés
Maintenir de bonnes performances pratiques tout en augmentant la précision est au-
jourd'hui l'un des grands challenges en calcul scientiﬁque.
L'eﬃcacité pratique des algorithmes compensés a déjà été observée dans [70]. Comme
nous l'avons déjà rappelé ci-dessus, les auteurs de cet article étudient les algorithmes de
sommation et de produit scalaires compensés. Ils comparent notamment les performances
pratiques du produit scalaire compensé Dot2 à son homologue en arithmétique double-
double issu de la bibliothèque XBLAS [56, 57], et désigné sous le nom de DotXBLAS. Comme
cela est prouvé dans [70], précisons que les algorithmes Dot2 et DotXBLAS fournissent des
résultats de précision équivalente.
Les tests de performance reportés dans [70] montrent que le produit scalaire compensé
Dot2 s'exécute environ deux fois plus rapidement que l'algorithme DotXBLAS. Des résultats
similaires sont également reportés dans le cadre d'une comparaison entre la sommation
compensée et de son homologue issu de la bibliothèque XBLAS.
D'une façon générale, les bonnes performances des algorithmes compensés, face à leur
équivalents basés sur des solutions génériques pour augmenter la précision de calcul, justi-
ﬁent également l'intérêt que nous leur portons dans cette thèse.
D'autre part, les tests de performances eﬀectués dans [70] montrent que les décomptes
d'opérations ﬂottantes ne sont pas forcément suﬃsants pour comprendre les temps d'exé-
cution mesurés sur les architectures modernes. Dans cet article, l'eﬃcacité de Dot2 est
eﬀectivement constatée, mais elle reste inexpliquée. Nous nous intéresserons donc égale-
ment à la question suivante : comment expliquer les excellentes performances pratiques des
algorithmes compensés sur les architectures modernes ?
1.2 Nos contributions
Nous résumons ci-dessous nos contributions selon les trois axes de notre problématique.
Amélioration de la précision du résultat.
Nous nous intéressons en premier lieu à l'évaluation de polynômes univariés à coeﬃcients
ﬂottants. Nous proposons une version compensée du schéma de Horner : la précision du
résultat compensé produit par cet algorithme est la même que s'il avait été calculé par le
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schéma de Horner classique avec une précision interne doublée. Nous donnons en outre une
condition suﬃsante, portant sur le nombre de conditionnement de l'évaluation, permettant
d'assurer que le résultat produit par le schéma de Horner compensé est un arrondi ﬁdèle
du résultat exact. Par arrondi ﬁdèle, nous entendons ici que le résultat compensé est soit
égal à p(x), soit l'un des deux ﬂottants encadrant ce résultat exact.
En généralisant ensuite cet algorithme, nous proposons une version du schéma de Horner
dans laquelle les erreurs d'arrondis sont compensées K − 1 fois : nous décrivons ainsi un
schéma d'évaluation produisant un résultat aussi précis que s'il avait été calculé par le
schéma de Horner classique en K fois la précision de travail (K ≥ 2).
Nous étudions également la résolution de systèmes linéaires triangulaires : il s'agit de
l'un des problèmes de base en algèbre linéaire numérique, résolu classiquement par l'algo-
rithme de substitution. Nous montrons comment compenser les erreurs d'arrondi générées
par l'algorithme, et mettons en évidence les liens qui existent entre cette méthode et le
fait d'utiliser une étape de raﬃnement itératif [39, chap. 12] en précision doublée pour
améliorer la précision de la solution compensée. Nos expériences numériques indiquent que
la solution compensée est à nouveau aussi précise que si elle avait été calculée en préci-
sion doublée, puis arrondi vers la précision de travail. Notre analyse d'erreur ne permet
pas de garantir ce comportement numérique, mais indique que la précision de la solution
compensée est eﬀectivement améliorée.
Validation de la qualité du résultat.
Au travers de l'exemple du schéma de Horner compensé, nous montrons comment va-
lider la précision du résultat compensé. Nous proposons le calcul d'une borne d'erreur
a posteriori pour le résultat de l'évaluation compensée, ne reposant que sur des opérations
élémentaires en arithmétique ﬂottante, dans le mode d'arrondi au plus proche : aﬁn d'ob-
tenir un code portable et eﬃcace, nous n'utilisons ni bibliothèque de calcul d'intervalles, ni
changement du mode d'arrondi. Nous proposons également un test permettant de déter-
miner dynamiquement si l'évaluation compensée produit un arrondi ﬁdèle de l'évaluation
exacte.
La borne d'erreur a posteriori est eﬀectivement bien plus ﬁne que celle obtenue via
l'analyse d'erreur a priori du schéma de Horner. Précisons que cette borne d'erreur a pos-
teriori est elle-même sujette aux erreurs d'arrondi. Nous prendrons donc soigneusement
en compte les erreurs d'arrondi commises lors de son évaluation, de manière à prouver
rigoureusement qu'il s'agit bien d'une borne sur l'erreur directe, et non pas d'une simple
estimation.
En utilisant les mêmes techniques, nous procédons également à la validation du schéma
de Horner compensé K − 1 fois.
Dans les deux cas, nos tests de performances montrent que le coût de la validation de
l'évaluation compensée est en pratique très faible : le temps d'exécution moyen observé
n'est qu'au plus 1.5 fois plus élevé que celui de l'algorithme non validé.
Performances des algorithmes compensés.
Nos mesures de performances justiﬁent pleinement l'intérêt pratique des algorithmes
compensés face aux autres solutions logicielles permettant de simuler une précision équiva-
lente. Notamment, dans le cas d'un doublement de la précision, les algorithmes compensés
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décrits dans cette thèse s'exécutent toujours au moins deux fois plus rapidement que leurs
homologues basés sur l'arithmétique double-double, pourtant considérée comme une réfé-
rence en terme de performance [57].
Les processeurs superscalaires modernes sont conçus pour tirer partie du parallélisme
d'instructions présent dans les programmes. Grâce à une étude détaillée, nous montrons
clairement que le schéma de Horner compensé présente plus de parallélisme d'instructions
que le schéma de Horner basé sur l'arithmétique double-double.
Chaque opération arithmétique faisant intervenir un double-double se termine par une
étape de renormalisation [81, 57]. Nous montrons également que le défaut de parallélisme
d'instructions dans le schéma de Horner avec les double-double est précisément dû à ces
étapes de renormalisation.
Les conclusions de cette étude se généralisent facilement aux autres algorithmes com-
pensés étudiés dans cette thèse : l'absence d'étapes de renormalisation dans ces algorithmes
est la raison pour laquelle ils présentent plus de parallélisme d'instructions que leurs équi-
valents en arithmétique double-double, ce qui explique de façon qualitative leurs bonnes
performances pratiques.
1.3 Présentation détaillée de la thèse
Le chapitre 2 constitue une brève introduction à l'analyse d'erreur en arithmétique ﬂot-
tante. On y introduit brièvement les notions de base permettant de comprendre les eﬀets
de la précision ﬁnie sur les calculs numériques : erreur inverse, erreur directe et nombre
de conditionnement. Nous rappelons les principales caractéristiques de l'arithmétique ﬂot-
tante, ainsi que les notations classiques. Ces notations sont illustrées sur l'exemple de
l'évaluation polynomiale par le schéma de Horner qui sera largement étudié dans les cha-
pitres suivants. Nous passons également en revue les principales bibliothèques logicielles
permettant de simuler une précision de travail arbitraire, et introduisons plus en détail la
notion d'algorithme compensé.
Au chapitre 3, nous passons en revue les transformations exactes connues pour les
opérations élémentaires +,−,× et / en arithmétique ﬂottante, en présentant aussi le cas
de l'opération  Fused-Multiply-and-Add  (FMA). Ces transformations exactes constituent
les briques de base pour la conception d'algorithmes compensés. Nous présenterons ensuite
deux applications connues de ces transformations exactes. Nous rappellerons en eﬀet les
résultats obtenus par Ogita, Rump et Oishi à propos de la sommation et du produit scalaire
compensés [70], puis nous donnerons quelques détails sur les arithmétiques double-double
et quad-double.
1.3.1 Schéma de Horner compensé
(chapitre 4)
Motivation : Développer des algorithmes numériques rapides et ﬁables pour l'évaluation
polynomiale reste un grand challenge. Les méthodes de calcul numérique de racines se
basent en général sur des méthodes itératives de type Newton, qui nécessitent d'évaluer un
polynôme et ses dérivées. Higham [39, chap. 5] consacre, par exemple, un chapitre entier
aux polynômes et en particulier à l'évaluation polynomiale.
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Le schéma de Horner est un algorithme connu pour sa stabilité numérique [39, p.95][20].
Néanmoins, même lorsque l'on considère un polynôme p à coeﬃcients ﬂottants, le résultat
de l'évaluation de p(x) par le schéma de Horner peut être arbitrairement moins précis que
l'unité d'arrondi u. C'est le cas lorsque le nombre de conditionnement cond(p, x) de l'éva-
luation polynomiale est grand devant u−1 : on parle alors d'évaluation mal conditionnée.
Contribution : Nous proposons dans ce chapitre une alternative à l'utilisation de l'arith-
métique double-double dans le contexte de l'évaluation polynomiale. Le principe du schéma
de Horner compensé que nous présentons ici est celui de la compensation des erreurs d'ar-
rondi générées par le schéma de Horner classique, à l'aide des transformations exactes
décrites au chapitre 3.
Nous démontrons, à l'aide d'une analyse d'erreur a priori, que le résultat de l'évaluation
compensé est aussi précis que celui calculé par le schéma de Horner classique en précision
doublée, avec un arrondi ﬁnal vers la précision de travail. En outre, nous montrons que
tant que le conditionnement est petit devant u−1, le schéma de Horner compensé calcule
un arrondi ﬁdèle du résultat exact.
Les résultats évoqués jusqu'à présent sont valables tant qu'aucun dépassement de ca-
pacité n'intervient au cours des calculs. Nous fournirons également dans ce chapitre une
borne d'erreur a priori pour le résultat calculé par le schéma de Horner compensé, satisfaite
aussi en présence d'underﬂow.
Ce travail sur le schéma de Horner compensé a fait l'objet d'une publication dans les
actes de la conférence IEEE ARITH18 [52].
1.3.2 Performances du schéma de Horner compensé
(chapitre 5)
Motivation : Le doublement de la précision des calculs obtenu à l'aide du schéma de
Horner compensé (algorithme CompHorner) introduit nécessairement un surcoût en compa-
raison du schéma de Horner classique (algorithme Horner). Déﬁnissons ce surcoût comme
étant égal au ratio du temps d'exécution de CompHorner sur le temps d'exécution de Horner.
Il est clair que ce surcoût dépend de l'architecture utilisée pour eﬀectuer la mesure.
Mais il est commun de penser que le surcoût introduit par CompHorner doit être sen-
siblement égal au ratio du nombre d'opérations ﬂottantes exécutées par CompHorner sur
le nombre d'opérations ﬂottantes eﬀectuées par Horner : on devrait alors s'attendre à un
surcoût de l'ordre de 11. Or, au travers de mesures eﬀectuées sur un certain nombre d'ar-
chitectures récentes, nous verrons que ce surcoût est en pratique de l'ordre de 3, ce qui est
donc bien inférieur à celui que l'on aurait pu attendre au regard du décompte des opéra-
tions ﬂottantes. Nous observons aussi ce phénomène dans le cas du schéma de Horner basé
sur les double-doubles (algorithme DDHorner). Néanmoins, nos expériences montrent que
CompHorner s'exécute en pratique environ 2 fois plus rapidement que DDHorner.
Comment expliquer le faible surcoût introduit par le schéma de Horner compensé par
rapport au schéma de Horner classique, ainsi que ses bonnes performances face au schéma
de Horner basé sur l'arithmétique double-double ?
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Contribution : Dans ce chapitre, nous proposons une analyse détaillée du parallélisme
d'instructions disponible dans les algorithmes CompHorner et DDHorner. Nous quantiﬁons
le nombre moyen d'instructions de chacun de ces algorithmes qui peuvent théoriquement
être exécutées simultanément sur un processeur idéal. Ce processeur idéal, déﬁni dans [33,
p.240], est un processeur dans lequel toutes les contraintes artiﬁcielles sur le parallélisme
d'instructions sont supprimées. Dans ce contexte, l'IPC ( instruction per clock ) théorique
est environ 6 fois meilleur pour l'algorithme de Horner compensé que pour son équivalent
en arithmétique double-double.
Chaque opération arithmétique faisant intervenir un double-double se termine par une
étape de renormalisation [81, 57]. Nous montrons également que le défaut de parallélisme
d'instructions dans DDHorner est précisément dû à ces étapes de renormalisation. Autre-
ment dit, l'absence de telles étapes de renormalisation dans CompHorner explique le fait
qu'il présente plus de parallélisme d'instructions que DDHorner, et par conséquent son ef-
ﬁcacité pratique sur les architectures superscalaires modernes.
Ces travaux ont fait l'objet d'un rapport de recherche en 2007 [53], soumis au journal
IEEE Transactions on Computers.
1.3.3 Amélioration du schéma de Horner compensé avec un FMA
(chapitre 6)
Motivation : L'instruction  Fused-Multiply-and-Add  (FMA) est disponible sur cer-
tains processeurs modernes, comme par exemple le Power PC d'IBM ou l'Itanium d'Intel.
Rappelons brièvement son principe : étant donnés trois ﬂottants a, b et c, l'instruction
FMA calcule a× b+ c avec seulement une erreur d'arrondi [61].
Dans le contexte de l'évaluation polynomiale, le FMA permet d'exécuter le schéma de
Horner plus rapidement, et en diminuant de moitié le nombre d'erreurs d'arrondi générées.
D'une manière générale, lorsque l'on travaille sur une architecture disposant d'un FMA,
on a tout intérêt à adapter nos algorithmes de manière à tirer proﬁt de cette instruction.
Dans notre contexte, qui est celui des algorithmes compensés, on peut envisager d'utiliser
l'instruction FMA de deux manières distinctes.
Premièrement, comme nous le verrons au chapitre 3, le FMA permet d'eﬀectuer la
transformation exacte d'une multiplication très eﬃcacement, en seulement deux opérations
ﬂottantes [46, 61, 68]. On peut donc tirer partie de l'instruction FMA pour compenser plus
eﬃcacement les erreurs d'arrondi commises lors des multiplications ﬂottantes.
D'autre part, une transformation exacte pour le FMA a été proposée par Boldo et
Muller [12]. En voici le principe : étant donnés trois ﬂottants a, b et c, ThreeFMA(a, b, c)
produit trois ﬂottants x, y, et z tels que a × b + c = x + y + z, avec x = FMA(a, b, c).
La transformation exacte ThreeFMA peut donc être utilisée pour compenser les erreurs
d'arrondi entachant les opérations FMA.
Contribution : Dans ce chapitre, nous envisageons ces deux alternatives, et décrivons
deux versions du schéma de Horner compensé adaptées pour tirer partie de l'instruction
FMA. Nous décrivons :
 l'algorithme CompHornerfma, dans lequel les erreurs d'arrondi sur les multiplications
eﬀectuées par le schéma de Horner classique sont compensées à l'aide du FMA ;
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 l'algorithme CompHornerFMA, qui est une version compensée du schéma de Horner
avec FMA, les erreurs d'arrondi générées étant calculées grâce à ThreeFMA.
Pour ces deux algorithmes, nous avons obtenu respectivement deux nouvelles bornes d'er-
reur, plus ﬁnes que celle de l'algorithme initial CompHorner. Ces améliorations de la borne
d'erreur dans le pire cas s'avèrent toutefois trop faibles pour être observées dans nos expé-
riences numériques.
Néanmoins, nous montrons que ces deux améliorations du schéma de Horner compensé
s'exécutent toutes deux signiﬁcativement plus rapidement que le schéma de Horner basé
sur l'arithmétique double-double, qui pourtant tire également partie de la présence d'un
FMA. De plus, nous verrons que CompHornerfma est en pratique l'alternative la plus eﬃcace
pour simuler une précision de travail doublée en présence d'un FMA.
L'étude présentée dans ce chapitre montre donc qu'il est préférable de tirer parti de la
présence du FMA aﬁn de compenser les erreurs d'arrondi générées par les multiplications,
plutôt que de compenser les erreurs d'arrondi générées par le FMA à l'aide de ThreeFMA.
Ce travail a été publiée en partie dans les actes de la conférence ACM SAC 2006 [28]. Une
version étendue a été publiée dans les actes faisant suite à la conférence SCAN 2006 [54].
1.3.4 Validation de l'évaluation polynomiale compensée
(chapitre 7)
Motivation : Comme nous le verrons au travers d'expériences numériques, l'erreur di-
recte entachant le résultat compensé calculé par CompHorner est largement surestimée par
la borne d'erreur a priori démontrée au chapitre 4. D'une manière générale, le caractère
pessimiste des bornes d'erreurs a priori obtenues à partir du modèle standard de l'arithmé-
tique ﬂottante est un phénomène bien connu, et relaté notamment par Higham [39, p.65].
De plus, la borne a priori que nous démontrons pour le schéma de Horner compensé fait
intervenir le résultat exact p(x) de l'évaluation polynomiale, qui est par déﬁnition inconnu :
cette borne ne peut donc pas être évaluée en pratique.
Contribution : Nous proposons dans ce chapitre une version validée de l'évaluation poly-
nomiale compensée : nous montrons comment calculer une borne d'erreur a posteriori pour
le résultat compensé, eﬀectivement bien plus ﬁne que la borne a priori du chapitre 4.
L'algorithme validé CompHornerBound ne repose que sur des opérations élémentaires en
arithmétique ﬂottante, dans le mode d'arrondi au plus proche : nous n'utilisons ni biblio-
thèque de calcul d'intervalles, ni changement du mode d'arrondi.
L'évaluation de cette borne d'erreur a posteriori est elle-même sujette aux erreurs d'ar-
rondi, comme la plupart des calculs eﬀectués en arithmétique ﬂottante. Nous prendrons
donc aussi en compte les erreurs d'arrondi commises lors de son évaluation, de manière
prouver rigoureusement qu'il s'agit bien d'une borne sur l'erreur directe, et non pas d'une
simple estimation.
Les tests de performances que nous eﬀectuons montrent que le coût de la validation
de l'évaluation compensée est en pratique très faible : le temps d'exécution moyen observé
pour CompHornerBound n'est qu'au plus 1.3 fois celui de CompHorner.
Ces travaux concernant la validation de l'évaluation compensée ont été publiés dans les
actes de la conférence IEEE ARITH18 [52].
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1.3.5 Schéma de Horner compensé K − 1 fois
(chapitre 8)
Motivation : Rappelons que le résultat calculé par l'algorithme CompHorner présenté
au chapitre 4 est aussi précis que s'il avait été calculé par le schéma de Horner en précision
doublée u2, avec un arrondi ﬁnal vers la précision de travail u. En particulier, la précision
du résultat compensé est de l'ordre de l'unité d'arrondi tant que le conditionnement est
petit devant u−1. Par contre, lorsque cond(p, x) est plus grand que u−2, le résultat calculé
par CompHorner ne présente plus aucun chiﬀre exact.
Contribution : Au chapitre 8, nous décrivons un nouvel algorithme compensé, que nous
nommons CompHornerK, permettant d'eﬀectuer une évaluation polynomiale en K fois la
précision de travail (K ≥ 2). Via une analyse d'erreur a priori nous montrons que le résultat
compensé calculé par CompHornerK est aussi précis que s'il avait été calculé par le schéma
de Horner classique en précision uK , puis arrondi vers la précision u. Nous procéderons
également à la validation de l'algorithme CompHornerK, en appliquant le même type de
technique qu'au chapitre 7.
Il est à noter qu'une précision de travail uK peut également être simulée à l'aide de
bibliothèques génériques. C'est le cas par exemple de la bibliothèque ﬂottante multipréci-
sion MPFR [31], qui permet de travailler en précision arbitraire, et donc en particulier en
précision uK . Citons également la bibliothèque quad-double [35], qui permet de quadrupler
la double précision de IEEE-754, et donc de simuler une précision de travail de l'ordre de
212 bits. Nous utiliserons également cette bibliothèque pour évaluer comparativement les
performances de l'algorithme CompHornerK, dans le cas particulier où K = 4.
Les tests de performance que nous avons eﬀectués permettent à nouveau de justiﬁer l'in-
térêt pratique de l'algorithme CompHornerK : ceux-ci montrent en eﬀet que cet algorithme
s'exécute signiﬁcativement plus rapidement que les alternatives basées sur les bibliothèques
génériques indiquées ci-dessus, tant que K ≤ 4. L'algorithme que nous proposons ici pourra
donc être utilisé avec avantage pour doubler, tripler ou quadrupler la précision de travail.
1.3.6 Résolution compensée de systèmes triangulaires
(chapitre 9)
Motivation : La résolution de systèmes linéaires triangulaires est l'un des problèmes de
base en algèbre linéaire numérique, résolu classiquement à l'aide de l'algorithme de substitu-
tion [39, chap. 8]. Tout comme le schéma de Horner dans le cas de l'évaluation polynomiale,
l'algorithme de substitution est connu pour sa stabilité numérique [39, chap. 8]. Néanmoins,
précision de la solution calculée par substitution d'un système triangulaire Tx = b peut
être arbitrairement mauvaise, puisqu'elle est proportionnelle au conditionnement de Skeel
cond(T, x) du système, déﬁni par
cond(T, x) =
‖|T−1||T ||x|‖∞
‖x‖∞ .
qui est naturellement non borné. L'algorithme de substitution est notamment implanté
en arithmétique double-double dans la bibliothèque XBLAS [56], aﬁn de permettre la
résolution de systèmes triangulaires mal conditionnés [57].
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Contribution : Nous étudions dans ce chapitre l'eﬀet de la compensation des erreurs
d'arrondi dans le cas de la résolution d'un système triangulaire Tx = b par l'algorithme de
substitution. On suppose que T est une matrice triangulaire à coeﬃcient ﬂottants, et que
le second membre b est également à coeﬃcients ﬂottants. Notons x̂ la solution du système
Tx = b calculée en arithmétique ﬂottante par substitution.
Nous montrons que le principe du calcul d'une solution compensée x du système est
en fait équivalent à l'utilisation d'une étape de raﬃnement itératif [89, 63, 8, 38, 25] pour
améliorer la précision de la solution initiale x̂. Notons r = b−T x̂, le résidu exact associé à
la solution x̂. La seule latitude dont on dispose quant au calcul d'une solution compensée
x réside dans le choix d'une méthode pour le calcul d'une valeur approchée r̂ du résidu r.
Nous proposons donc une méthode de calcul du résidu basée sur l'utilisant des trans-
formations exactes pour les opérations élémentaires : il est en eﬀet possible d'exprimer r
en fonction des erreurs d'arrondi générées par l'algorithme de substitution, ce qui permet
de calculer un résidu approché r. Le résidu approché ainsi obtenu est aussi précis que s'il
avait été calculé en précision doublée, ce qui est une pratique courante lorsque l'on utilise
le raﬃnement itératif [39, chap. 12].
En utilisant cette méthode de calcul d'un résidu approché à l'aide des transforma-
tions exactes, nous déduisons un algorithme de substitution compensé que nous appelons
CompTRSV. Nos expériences numériques indiquent que la solution compensée x produite
par CompTRSV est aussi précise que si elle avait été calculée en précision doublée, puis
arrondie vers la précision de travail.
L'analyse d'erreur que nous eﬀectuons de l'algorithme CompTRSV ne permet pas de
prouver ce comportement numérique. En eﬀet, la meilleure borne que nous déterminons
sur la précision de la solution compensé ne fait pas intervenir le conditionnement de Skeel
du système Tx = b, mais le facteur
K(T, x) :=
‖(|T−1||T |)2|x|‖∞
‖x‖∞ ,
qui est un majorant de cond(T, x). Au travers de nos expériences numériques nous verrons
comment interpréter cette borne d'erreur.
En outres, nos tests de performances montrent que CompTRSV s'exécute sur les ar-
chitectures modernes au moins deux fois plus rapidement que la fonction de résolution de
systèmes triangulaires de la bibliothèque XBLAS, tout en simulant également en pratique
un doublement de la précision des calculs. Cela justiﬁe à nouveau l'intérêt pratique de
l'algorithme compensé CompTRSV face à son équivalent en arithmétique double-double.
Une partie de ces travaux a été publiée dans les actes de la conférence IMACS 2005 [51].
1.3.7 Conclusions, perspectives et annexes
Après avoir rappelé les principaux résultats obtenus, nous présentons quelques perspec-
tives de travaux futurs. Dans cette thèse, nous proposons de nombreux résultats de tests
de performances qui mettent en évidence l'eﬃcacité pratique des algorithmes compensés
sur les architectures modernes. Nous présentons la synthèse de ces résultats expérimentaux
sous la forme de graphiques ou de tableaux de moyennes au long des chapitres 5, 6, 7, 8 et
9. Nous incluons donc en annexe les résultats de nos mesures de performances, ainsi qu'une
présentation détaillée des environnements expérimentaux utilisés.

Chapitre2
Analyse d'erreur et arithmétique
ﬂottante
Plan du chapitre : En section Section 2.2, nous rappellerons brièvement quelques no-
tions sur l'analyse d'erreur en précision ﬁnie. Nous passerons en revue les principales carac-
téristiques du calcul en arithmétique ﬂottante à la Section 2.3, et présenterons les notations
utiles. Nous montrerons comment ces notations s'appliquent dans le cas du schéma de Hor-
ner en Section 2.4. Nous passons également en revue les principales bibliothèques logicielles
permettant de simuler une précision de travail arbitraire, et introduisons plus en détail la
notion d'algorithme compensé en Section 2.5.
2.1 Introduction
Nous commençons par une brève introduction à l'analyse d'erreur en précision ﬁnie, plus
particulièrement dans le cadre de l'arithmétique ﬂottante. Nous nous sommes largement
inspiré des références [39, chap. 1],[50, chap. 1] et [20, chap. 1].
Nous montrons en quoi consiste l'analyse d'erreur en précision ﬁnie, notamment au
travers des notions d'erreur directe et inverse, de stabilité des algorithmes et de nombre de
conditionnement.
Nous passerons ensuite en revue les principales caractéristiques du calcul à l'aide des
nombres ﬂottants, et introduirons le modèle standard de l'arithmétique ﬂottante. Nous
nous intéresserons en particulier au cas de l'arithmétique IEEE-754 [41], largement dis-
ponible sur les ordinateurs modernes. Nous introduirons également les notations utilisées
spéciﬁquement pour l'analyse d'erreur en arithmétique ﬂottante.
Ces notations seront utilisées pour l'analyse d'erreur du schéma de Horner. Cette ap-
plication classique nous permettra d'illustrer les notions vues précédemment, et sera égale-
ment souvent utilisée dans le cadre de l'étude du schéma de Horner compensé, aux chapitres
4 à 7.
Nous citerons ensuite les principales bibliothèques logicielles permettant de simuler
une précision de travail arbitraire. Nous introduirons également la notion d'algorithme
compensé, qui sera largement illustrée au cours des chapitres suivants.
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2.2 Analyse d'erreur en précision ﬁnie
Nous rappelons d'abord la distinction classique entre précision des calculs et précision
de la solution. Nous déﬁnissons également les notions d'erreur inverse, d'erreur directe
et de nombre de conditionnement. Nous avons choisi de les présenter très simplement en
considérant le cas d'une fonction réelle de la variable réelle. Insistons néanmoins sur le fait
que ces déﬁnitions se généralisent bien entendu lorsque l'on s'intéresse à des fonctions d'un
espace vectoriel quelconque vers un autre : il suﬃt alors de choisir les normes adaptées 
voir par exemple [15].
2.2.1 Notions de précision
Soit xˆ une approximation d'un nombre réel x non nul. Les deux principales façons de
mesurer la précision de xˆ sont l'erreur absolue
Ea(x̂) = |x̂− x|,
et l'erreur relative
Er(x̂) =
|x̂− x|
|x| ,
qui ne peut être déﬁnie que si x 6= 0. Dans le cas où x et x̂ sont deux vecteurs de même
dimension, les notions d'erreur absolue et d'erreur relative s'étendent à l'aide d'une norme
adéquate ‖ · ‖, et deviennent respectivement
Ea(x̂) = ‖x̂− x‖, et Er(x̂) = ‖x̂− x‖‖x‖ .
Il est important de distinguer la précision d'un résultat calculé de la précision de calcul,
La précision d'un résultat fait référence à l'erreur relative entachant une quantité calculée,
approchant un certain résultat exact, et résultant généralement d'un algorithme de calcul.
La précision de calcul, que nous appellerons également précision de travail ou encore
précision courante, désigne l'erreur relative commise lors de chaque opération arithmétique
élémentaire +,−,× ou /.
En arithmétique ﬂottante, la précision de chaque opération arithmétique est majorée
par l'unité d'arrondi notée u. En eﬀet, considérons deux nombres ﬂottants a et b, ainsi
qu'une opération arithmétique ◦ = +,−,×, /. En notant x = a ◦ b le résultat exact de
l'opération, et x̂ = fl(a ◦ b) le résultat calculé en arithmétique ﬂottante, alors on a
Er(x̂) =
|x̂− x|
|x| ≤ u.
L'unité d'arrondi sera donc généralement confondue avec la précision de calcul.
2.2.2 Erreur directe et erreur inverse
Considérons f une fonction réelle de la variable réelle. On suppose de plus que f est
déﬁnie par la donnée d'un procédé de calcul dans lequel tous les calculs sont réputés exacts.
On peut par exemple considérer la fonction f déﬁnie par f : x 7→ x2 + x− 1.
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En pratique, le problème du calcul de f(x) sera souvent résolu à l'aide d'un algorithme
numérique, eﬀectuant en précision ﬁnie, et dans un certain ordre, les opérations déﬁnissant
f . En raison des erreurs commises lors des calculs intermédiaires en précision ﬁnie, et des
erreurs de données, cet algorithme numérique ne réalise pas la fonction f , mais une fonction
f̂ : l'algorithme calcule ainsi une approximation ŷ = f̂(x) du réel y = f(x).
Le but de l'analyse d'erreur directe est de majorer, ou plus rarement d'estimer, la
distance séparant le résultat calculé x̂ du résultat exact x, qui sera par conséquent appelé
erreur directe. Ce type de majoration peut être obtenu en propageant les erreurs générées
par chaque opération eﬀectuée par l'algorithme numérique étudié. L'erreur directe peut
être majorée de façon relative ou absolue, selon que l'on considère Ea(ŷ) ou Er(ŷ).
On retiendra donc que l'analyse d'erreur directe apporte des éléments de réponse à
la question  Quelle est la précision du résultat calculé par l'algorithme numérique consi-
déré ? . De plus, il est important de noter que l'analyse d'erreur directe ne permet pas de
diﬀérencier l'inﬂuence du problème de celle de l'algorithme, quant à la précision du résultat
calculé.
Plutôt que de chercher à majorer l'erreur directe entachant ŷ = f̂(x), on peut dans un
premier temps tenter de répondre à la question  Pour quel jeu de données le problème a
t'il eﬀectivement été résolu ? . Il s'agit précisément du but de l'analyse d'erreur inverse,
dans laquelle on cherche à identiﬁer le résultat calculé ŷ à l'évaluation exacte de f en une
donnée perturbée x+ ∆x, de manière à ce que l'on ait
ŷ = f(x+ ∆x), (2.1)
tout en bornant la perturbation ∆x [89, 39].
Une fois l'analyse d'erreur inverse menée, on pourra généralement en déduire une ma-
joration de l'erreur directe. Citons ici Wilkinson [89, chap. 1, 6] :
In practice we have found that the backward analysis is often much the simpler,
particulary in connexion with ﬂoating-point computation. It may well be objec-
ted that backward analysis is incomplete since ultimately we must be concerned
with the diﬀerence between the computed solution to a problem and its exact
solution. This is indeed true and there is always a ﬁnal stage at which this
diﬀerence must be assessed.
En général, plus d'une perturbation ∆x satisfait l'équation (2.1). On déﬁnit donc
l'erreur inverse associée à la solution approchée ŷ du problème considéré comme égale à la
valeur minimale de |∆x|, sur l'ensemble des perturbation ∆x satisfaisant la relation (2.1).
La relation entre erreur inverse et erreur directe est illustrée par le diagramme classique de
la ﬁgure 2.1.
Un algorithme pour le calcul d'une valeur approchée de y = f(x) est dit inverse stable
si, pour toute donnée x, le résultat ŷ = f̂(x) calculé par cet algorithme présente une erreur
inverse  petite . Un algorithme inverse stable fournit donc la solution exacte du problème
pour un jeu de données entachées de  petites  perturbations.
La déﬁnition de ce qu'est une erreur inverse  petite  dépend bien entendu du contexte
dans lequel on se place. En général, on considère un algorithme comme inverse stable dès
lors que l'erreur inverse qu'il provoque est du même ordre de grandeur que l'incertitude
présente sur les données. En arithmétique ﬂottante, un algorithme est considéré comme
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x+∆x
ŷ = f̂(x) = f(x+∆x)
x r = f(x)f
f̂
f
Erreur inverse
Erreur directe
Espace des donne´s Espace des re´sultats
Fig. 2.1  Erreur directe et erreur inverse lors du calcul de x̂ = f̂(x).
inverse-stable s'il produit toujours une solution dont l'erreur inverse est de l'ordre l'unité
d'arrondi u.
2.2.3 Notion de conditionnement
Nous rappelons ici les notions de nombres de conditionnement absolu et relatif, dans le
cas très simple où l'on s'intéresse à l'évaluation d'une fonction réelle de la variable réelle.
On considère une fonction réelle de la variable réelle f , que l'on suppose continûment
dérivable au voisinage d'un réel x. On s'intéresse ici à l'eﬀet sur y = f(x) d'une perturbation
absolue ∆x, supposée inﬁniment petite, de la donnée x. En notant ŷ = f(x+ ∆x), on a au
premier ordre,
ŷ − y = f(x+ ∆x)− f(x) = f ′(x)∆x+O(|∆x|2).
En notant Ka(f, x) = |f ′(x)|, la dérivée de f en x, on écrit
|ŷ − y| = Ka(f, x)|∆x|+O(|∆x|2).
Le facteur Ka(f, x) est le nombre de conditionnement absolu pour l'évaluation de f en
la donnée x : ce facteur mesure l'eﬀet d'une perturbation absolue de la donnée x sur le
résultat f(x).
Intéressons nous maintenant à l'eﬀet sur f(x) d'une perturbation relative ∆x/x de la
donnée x. On a
ŷ − y
y
=
xf ′(x)
f(x)
∆x
x
+O(|∆x|2),
et en notant
Kr(f, x) =
∣∣∣∣xf ′(x)f(x)
∣∣∣∣ ,
on obtient
|ŷ − y|
|y| = Kr(f, x)
|∆x|
|x| +O(|∆x|
2).
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Le facteur Kr(f, x) traduit cette fois-ci l'eﬀet d'une perturbation relative de la donnée x sur
le résultat f(x), et sera donc appelé nombre de conditionnement relatif pour l'évaluation
de f en x.
La déﬁnition du conditionnement en termes de perturbations relatives est de loin la plus
utilisée : nous parlerons donc plus simplement par la suite de nombre de conditionnement,
et omettrons généralement l'adjectif relatif.
Comment s'interprète le nombre de conditionnement relatif ? Plus le conditionnement
est grand, plus une petite perturbation relative des données peut entraîner une erreur
relative importante sur la solution du problème. On dit qu'un problème est mal conditionné
s'il admet un nombre de conditionnement élevé ; sinon on dit qu'il est bien conditionné.
Cependant, la limite entre problèmes mal conditionnés et problèmes bien conditionnés
dépendra à nouveau du contexte.
2.2.4 Précision du résultat d'un algorithme numérique
La précision de la solution calculée par un algorithme numérique à un problème donné
dépend naturellement à la fois de ce problème et de la stabilité de l'algorithme utilisé.
La notion de conditionnement permet de faire le lien entre erreur directe et erreur
inverse. En eﬀet, l'erreur inverse modélise l'eﬀet des erreurs générées par les calculs en
précision ﬁnie comme des perturbations des données du problème. D'autre part, le condi-
tionnement mesure l'eﬀet de perturbations des données du problème sur sa solution exacte.
Lorsque l'erreur directe, l'erreur inverse et le conditionnement sont déﬁnis de façon rela-
tive, alors la précision du résultat calculé par un algorithme numérique vériﬁe l'estimation
empirique suivante [39, p. 9] :
précision . conditionnement× erreur inverse.
Il est à noter que la solution calculée en précision ﬁnie d'un problème mal conditionné peut
présenter une précision arbitrairement mauvaise, même si l'erreur inverse associée à cette
solution est  petite .
En particulier, si l'on utilise un algorithme inverse-stable en arithmétique ﬂottante,
l'erreur inverse est par déﬁnition de l'ordre de l'unité d'arrondi u. La précision de la solution
calculée vériﬁe donc dans ce cas
précision . conditionnement× u.
Il est à noter que lorsque la conditionnement est supérieur à u−1, la relation précédente
ne permet pas de garantir une précision du résultat inférieure à un. On en déduit une
caractérisation généralement admise de la séparation entre problèmes bien conditionnés et
problèmes mal conditionnés. On dira qu'un problème est bien conditionné à la précision de
calcul u si son nombre de conditionnement est petit devant u−1. Au contraire, un problème
dont le nombre de conditionnement est supérieur à u−1 sera dit mal conditionné.
2.3 Arithmétique ﬂottante
Les nombres à virgule ﬂottante, appelés plus simplement nombres ﬂottants, constituent
sur les calculateurs actuels, le principal mode de représentation des nombres réels. Bien
entendu, l'arithmétique ﬂottante n'est qu'une approximation de l'arithmétique réelle.
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Dans cette section, nous passons en revue les propriétés essentielles de l'arithmétique
ﬂottante, et donnons les principales caractéristiques de la norme IEEE-754 [41] qui régit le
comportement du calcul ﬂottant sur de nombreux ordinateurs. Nous présentons également
les notations que nous utiliserons pour l'analyse d'erreur en arithmétique ﬂottante.
Précisons que cette section est à nouveau très largement inspirée de [39, chap. 2 et 3]
et [50, chap. 1].
2.3.1 Nombres ﬂottants
Un nombre ﬂottant normalisé x est un rationnel de la forme
x = (−1)s ×m× be, (2.2)
où (−1)s représente le signe de x avec s ∈ {0, 1}, m est la mantisse en base b, et e est
l'exposant de x. La base b est un entier naturel supérieur ou égal à 2. L'exposant est un
entier relatif e tel que
emin ≤ e ≤ emax, (2.3)
avec emin et emax deux entiers relatifs donnés. Soit t l'entier naturel désignant le nombre
de chiﬀres que compte la mantisse m en base b. Celle-ci s'écrit alors
m = x0 + x1b
−1 + . . . xt−1b1−t, (2.4)
avec x0 6= 0 et xi ∈ {0, 1, 2, . . . , b − 1}, pour i = 0, . . . , t − 1. La condition x0 6= 0 assure
l'unicité de la représentation des nombres ﬂottants normalisés, mais nous prive du nombre
0. On déﬁnit donc l'ensemble des ﬂottants normalisés comme l'ensemble des valeurs déﬁnies
par les relations (2.2), (2.3) et (2.4), union le singleton {0}.
On peut remarquer que la distance séparant deux ﬂottants normalisés d'exposant e
adjacents est b1−t+e. Déﬁnissons la précision machine m comme la distance séparant le
ﬂottant 1 du ﬂottant normalisé suivant. Clairement, on a m = b1−t.
D'autre part, tout nombre ﬂottant normalisé x vériﬁe la relation suivante,
λ = bemin ≤ |x| ≤ (1− b−t)bemax = σ.
L'ensemble des ﬂottants est généralement enrichi des nombres dénormalisés, qui per-
mettent de représenter des nombres plus petits que λ en valeur absolue. Les ﬂottants
dénormalisés sont de la forme
x = (−1)s ×m× bemin ,
où le premier chiﬀre de la mantisse est nul,
m = x1b
−1 + . . . xt−1b1−t,
avec xi ∈ {0, 1, 2, . . . , b−1}, pour i = 1, . . . , t−1. Le plus petit ﬂottant dénormalisé positif
est λm = bemin+1−t. Remarquons que les ﬂottants dénormalisés sont régulièrement espacés,
et que la distance séparant deux dénormalisés adjacents est également λm.
Par la suite nous désignerons par F l'ensemble des nombres ﬂottants, normalisés ou
dénormalisés.
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2.3.2 Notion d'arrondi et opérations ﬂottantes
L'ensemble des nombres ﬂottants F déﬁni ci-dessus est utilisé pour approcher l'ensemble
des réels R. Pour cela il faut déﬁnir une application fl : R→ F, utilisée pour associer à un
réel sa représentation approchée sous la forme d'un ﬂottant.
Déﬁnition 2.1. Soit fl : R→ F une fonction. On dit que fl est un arrondi de R vers F si
les deux propriétés suivantes sont vériﬁées :
 pour tout x ∈ F, fl(x) = x,
 pour tout x, y ∈ R tels que x ≤ y, fl(x) ≤ fl(y).
On rencontre plusieurs types d'arrondi. Soient x ∈ R et fl(x) son arrondi.
 L'arrondi au plus près vériﬁe |x−fl(x)| = miny∈F |x−y|, avec bien entendu une règle
du choix de fl(x) lorsque x est équidistant de deux ﬂottants consécutifs.
 Les arrondis dirigés, sont
 l'arrondi vers 0, tel que | fl(x)| ≤ |x|, et
 les arrondis vers +∞ et vers −∞, vériﬁant respectivement x ≤ fl(x) et fl(x) ≤ x.
Ces quatre types d'arrondis sont ceux proposés par la norme IEEE-754.
Rappelons que pour tout ﬂottant y normalisé, λ ≤ |y| ≤ σ. On considère x ∈ R, que
l'on souhaite arrondir dans F. Deux cas particuliers peuvent se présenter.
 Si |x| > σ, on dit qu'il y a dépassement de capacité, ou overﬂow : le calcul pourra
être interrompu, ou une valeur spéciale générée.
 Si |x| < λ, il y a dépassement de capacité inférieur, ou underﬂow : si le système ﬂottant
utilisé n'autorise pas les nombres dénormalisés, le résultat de l'arrondi pourra être 0
ou ±λ. Si par contre le système ﬂottant admet les nombres dénormalisés, alors fl(x)
sera soit 0, soit le ﬂottant dénormalisé adéquat. On dit alors que le dépassement de
capacité inférieur est graduel ( gradual underﬂow ).
La manière dont ces cas de dépassement de capacité sont traités dans le cadre de la norme
IEEE-754 sera décrit ci-après. Nous supposerons toujours par la suite que l'underﬂow est
graduel.
Les opérations arithmétiques sur F sont déﬁnies à l'aide de la notion d'arrondi. Étant
donnés a, b ∈ F, ainsi qu'une opération arithmétique exacte ◦ ∈ {+,−,×, /}, l'arrondi du
résultat exact a ◦ b sera considéré comme le résultat calculé en arithmétique ﬂottante de
cette opération. Par la suite, nous noterons souvent ⊕, 	, ⊗ et  les opérations ﬂottantes,
de manière à les distinguer des opérations exactes +, −, × et /.
Déﬁnissons ici clairement ce que l'on entend par dépassement de capacité inférieur, ou
underﬂow, pour une opération arithmétique ﬂottante. Cette déﬁnition est similaire à celle
que l'on peut trouver dans [74, p.44].
Déﬁnition 2.2. Soient a, b ∈ F, et ◦ ∈ {+,−,×, /} une opération arithmétique exacte.
On dit que l'opération ﬂottante fl(a ◦ b) provoque un dépassement de capacité inférieur, ou
underﬂow, si le résultat exact |a ◦ b| est non nul, et vériﬁe |a ◦ b| < λ.
Comme on suppose ici que l'underﬂow est graduel, le résultat d'une opération ayant
provoqué un underﬂow sera soit 0, soit λ, soit le ﬂottant dénormalisé adéquat. Par exten-
sion, on dira qu'un algorithme numérique s'exécute en l'absence d'underﬂow si aucune des
opérations ﬂottantes qu'il comporte ne provoque d'underﬂow.
D'autres déﬁnitions de l'underﬂow sont possibles. On peut en particulier considérer
qu'il y a underﬂow lorsque | fl(a ◦ b)| < λ (voir [39, p.38]). Néanmoins, nous adoptons la
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Déﬁnition 2.2, car elle garantit le fait que le modèle standard s'applique (voir théorème 2.3
ci-dessous), et peut être testée à l'aide des drapeaux déﬁnis par la norme IEEE-754, et
disponibles sur les unités ﬂottantes actuelles [22, 41, 21, 32, 17, 43, 40]. Nous rappelons
ci-après le modèle standard de l'arithmétique ﬂottante, ainsi que son extension prenant en
compte la possibilité d'underﬂow.
Déﬁnissons également formellement ce ce que l'on entend par arrondi ﬁdèle. On déﬁnit
pour cela le prédécesseur et le successeur dans F d'un réel r par
pred(r) = max{f ∈ F/f < r}, et succ(r) = min{f ∈ F/r < f}.
On dit que le ﬂottant f est un arrondi ﬁdèle du réel r si pred(f) < r < succ(f). Notons
que l'arrondi ﬁdèle n'est pas un arrondi au sens de la déﬁnition 2.1 : en eﬀet, la notion
d'arrondi ﬁdèle ne permet pas d'associer à tout réel un unique représentant dans F.
2.3.3 Modélisation de l'arithmétique ﬂottante
En l'absence d'underﬂow, l'erreur relative commise en eﬀectuant une opération arith-
métique ﬂottante est majorée de manière relative par l'unité d'arrondi u, qui dépend de la
précision machine m et du mode d'arrondi :
 u = m/2 en arrondi au plus proche, et
 u = m en arrondi dirigé.
Le théorème suivant [39, chap.2] est classiquement utilisé.
Théorème 2.3 (Modèle standard de l'arithmétique ﬂottante). Soient a et b deux
ﬂottants, et ◦ ∈ {+,−,×, /} une opération élémentaire. On suppose que l'opération a ◦ b
ne provoque pas d'underﬂow, i.e., λ ≤ |a ◦ b| ≤ σ. Alors,
fl(a ◦ b) = (a ◦ b)(1 + ε1) = (a ◦ b)/(1 + ε2), avec |ε1|, |ε2| ≤ u. (2.5)
Le modèle de l'arithmétique ﬂottante décrit par le théorème 2.3 ignore la possibilité
d'underﬂow. Pour prendre en compte une telle possibilité, on utilisera le théorème 2.4.
Nous supposons ici que notre système de nombres ﬂottants F admet les dénormalisés :
l'underﬂow est graduel.
On déﬁnit l'unité d'underﬂow v comme étant le plus petit ﬂottant positif dénormalisé
[70, 86]. Notons que v est indépendant du mode d'arrondi utilisé, contrairement à l'unité
d'arrondi u. On a par déﬁnition v = λm, et dans le mode d'arrondi au plus proche
v = 2λu.
Si le résultat d'une addition provoque un underﬂow, alors on sait que le résultat de cette
addition est exacte : le modèle (2.5) s'applique donc à toute addition. Par contre, si une
multiplication produit un underﬂow, une perte de précision importante peut se produire,
qui ne peut être majorée de façon relative comme dans (2.5) : il faut introduire une erreur
absolue η, majorée par l'unité d'underﬂow v (voir [22, 70] et [39, p.56]).
Théorème 2.4 (Modèle de l'arithmétique ﬂottante en présence d'underﬂow).
Soient a et b deux ﬂottants. Si ◦ ∈ {+,−}, alors
fl(a ◦ b) = (a ◦ b)(1 + ε1) = (a ◦ b)/(1 + ε2), avec |ε1|, |ε2| ≤ u. (2.6)
2.3. Arithmétique ﬂottante 21
Si ◦ ∈ {×, /}, alors
fl(a ◦ b) = (a ◦ b)(1 + ε1) + η1 = (a ◦ b)/(1 + ε2) + η2,
avec |ε1|, |ε2| ≤ u, |η1|, |η2| ≤ v, et ε1η1 = ε2η2 = 0. (2.7)
2.3.4 Norme IEEE-754
La norme IEEE-754, publiée en 1985 [41], déﬁnit une arithmétique ﬂottante binaire.
Elle est le résultat d'un groupe de travail du  IEEE Computer Society Computer Stan-
dards Committee . La norme spéciﬁe le format des nombres ﬂottants, le résultat des
opérations ﬂottantes élémentaires et de leurs comparaisons, les modes d'arrondi ainsi que
les conversions entre les diﬀérents formats arithmétiques. La racine carrée est incluse dans
les opérations de base, mais la norme ne spéciﬁe rien à propos des fonctions élémentaires
telles exp et cos.
Deux principaux formats sont déﬁnis par la norme :
Type Taille Mantisse Exposant Intervalle
emin emax
Simple 32 bits 23+1 bits 8 bits −126 127 ≈ 10±38
Double 64 bits 52+1 bits 11 bits −1022 1023 ≈ 10±308
Dans les deux formats, un bit est réservé pour le signe. Les nombres déﬁnis par la norme
sont par défaut supposés normalisés, ce qui signiﬁe que le premier bit de la mantisse est un
1. Ce bit ne sera donc pas stocké : on l'appel bit implicite, ou bit caché. Il est à noter que
la norme prévoit également deux formats optionnels, le format simple étendu et le format
double étendu, mais nous ne détaillons pas ici leurs spéciﬁcations.
Le standard spéciﬁe que les opérations arithmétiques doivent donner un résultat comme
si on calculait avec une précision inﬁnie et que l'on arrondissait ensuite le résultat. La
norme prévoit quatre types d'arrondi. L'arrondi par défaut est l'arrondi au plus près avec
arrondi pair (zéro comme dernier bit si l'on se situe au milieu de deux nombres ﬂottants).
L'arrondi vers −∞ et +∞ est aussi supporté par la norme ; cela facilite l'implémentation
de l'arithmétique d'intervalle par exemple. Le quatrième mode d'arrondi est l'arrondi vers
zéro (appelé également la troncature).
Le tableau suivant donne les valeurs des constantes m, λ, u et v pour la simple et la
double précision IEEE-754, en fonction du mode d'arrondi courant.
Mode d'arrondi Constante simple précision double précision
Indépendant du Précision machine m 2−23 2−52
mode d'arrondi Plus petit normalisé λ 2−126 2−1022
Unité d'underﬂow v 2−149 2−1074
Arrondi au plus proche Unité d'arrondi u 2−24 2−53
Arrondis dirigés Unité d'arrondi u 2−23 2−52
La norme IEEE-754 fournit un système clos dans le sens où chaque opération produit
un résultat. Elle déﬁnit pour ce faire des valeurs spéciales :
 les valeurs +∞ et−∞ représentent les inﬁnis positifs et négatifs. Elles sont retournées
comme résultat d'un overﬂow.
 les valeurs 0+ et 0− correspondent à l'inverse des valeurs inﬁnies.
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 la valeur NaN (Not a Number) correspond à des résultats indéterminés.
Cinq anomalies ( exceptions ) sont également déﬁnies : chaque anomalies devra être
signalée grâce à la modiﬁcation d'un indicateur d'état ( status ﬂag ). L'utilisateur doit
également avoir à sa disposition un piège ( trap ) pour chaque anomalie, qu'il peut
choisir de désactiver. Lors de l'occurrence d'une anomalie, celle-ci sera provoquera donc
nécessairement la modiﬁcation de l'indicateur d'état correspondant, et éventuellement le
déroutement vers un piège.
Notons que la norme préconise le déroulement ininterrompu du programme, c'est à dire
la continuation sans piège : dans ce cas, une valeur spéciale est renvoyée. Les cinq anomalies
déﬁnies sont les suivantes.
1. Opération invalide : l'opération mathématique est invalide ou son résultat est indé-
terminé.
2. Division par zéro : le diviseur est nul alors que le dividende est non nul.
3. Dépassement de capacité vers l'inﬁni : le résultat d'un calcul excède en valeur absolue
la plus grande valeur représentable.
4. Dépassement de capacité inférieur : le résultat de l'opération est non nul, mais stric-
tement plus petit en valeur absolue que le plus petit ﬂottant normalisé.
5. Indicateur d'inexactitude : le résultat arrondi est diﬀérent du résultat exact.
Le tableau ci-dessous donne des exemples d'opérations provoquant une anomalie, en indi-
quant quelles sont les valeurs pouvant être renvoyées.
Type d'exception Exemple Résultats
Opérations invalide 0/0,0×∞,√−1 NaN (Not a Number)
Division par zéro nombre ﬁni/0 ±∞
Dépassement de capacité vers l'inﬁni ±∞
Dépassement de capacité inférieur nombres dénormalisés
Indicateur d'inexactitude quand fl(x ◦ y) 6= x ◦ y arrondi correct
2.3.5 Notations pour l'analyse d'erreur
Les notations que nous utilisons sont décrites dans [39, chap. 3]. Nous rappelons néan-
moins ci-dessous celles qui seront le plus souvent utilisées dans nos analyses d'erreur.
Pour prendre en compte les termes de la forme
∏
(1+εi)
±1, nous utiliserons les notations
θk et γk, déﬁnies dans le lemme suivant.
Lemme 2.5. Si |εi| ≤ u pour i = 1 : k et ku < 1, alors
k∏
i=1
(1 + εi)
±1 = 1 + θk, avec |θk| ≤ ku
1− ku =: γk.
Parfois, pour éviter une profusion de facteurs (1 + θk), nous utiliserons également le
compteur d'erreur 〈k〉, pour désigner un produit de la forme
〈k〉 =
k∏
i=1
(1 + εi)
±1, avec |εi| ≤ u.
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On a donc 〈k〉 = (1 + θk), avec |θk| ≤ γk. Les θk et les compteurs d'erreurs 〈k〉 sont
manipulés à l'aide des deux égalités suivantes :
(1 + θi)(1 + θj) = 1 + θi+j, et 〈i〉〈j〉 = 〈i+ j〉.
En utilisant ces notations, on suppose toujours implicitement ku < 1.
Il est important de noter les relation suivantes à propos des γk, démontrées dans [39,
chap. 3] :
ku ≤ γk,
iγk ≤ γik,
γk + γj + γkγj ≤ γk+j,
(1 + u)k ≤ 1 + γk,
et
(1 + u)γk ≤ (1− u)−1γk ≤ γk+1.
On déﬁnit γ̂k ∈ F, l'évaluation en arithmétique ﬂottante de γk, par
γ̂k = (k ⊗ u) (1− ku).
Dans la relation précédente, comme ku < 1, il est important de noter que 1−ku ∈ F. Cela
signiﬁe qu'une seule erreur d'arrondi sera commise lors du calcul de γ̂k, d'où les inégalités
suivantes, qui se déduisent facilement du modèle standard (2.5) :
γk ≤ (1 + u)γ̂k ≤ (1− u)−1γ̂k.
La borne suivante provient d'une application directe du modèle standard (2.5)  voir
[71] pour une preuve de cette inégalité. Pour x ∈ F tel que |x| ≥ λ, et k ∈ N tel que
(k + 1)u < 1, on a
(1 + u)k|x| ≤ fl
( |x|
1− (k + 1)u
)
. (2.8)
Cette inégalité sera utilisée notamment pour obtenir des bornes d'erreurs a posteriori.
2.4 Exemple du schéma de Horner
À titre d'exemple, montrons comment procéder à l'analyse d'erreur du schéma de Hor-
ner, avec les notations vues dans les sections précédentes. On considère un polynôme p de
degré n, dont les coeﬃcients sont supposés ﬂottants :
p(x) =
n∑
i=0
aix
i.
Étant donné un nombre ﬂottant x, on désigne par Horner(p, x) le résultat de l'évaluation
de p(x) en arithmétique ﬂottante à l'aide du schéma de Horner rappelé ci-dessous. On
suppose ici que l'on travaille en arrondi au plus proche, et qu'aucun dépassement de capacité
(inférieur ou supérieur) n'intervient au cours des calculs.
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Algorithme 2.6. Schéma de Horner
function r̂0 = Horner(p, x)
r̂n = an
for i = n− 1 : −1 : 0
r̂i = r̂i+1 ⊗ x⊕ ai
end
Le nombre de conditionnement pour l'évaluation du polynôme p(x) =
∑n
i=0 aix
i, en un
point x donné, est déﬁni classiquement par [20]
cond(p, x) :=
p˜(x)
|p(x)| , avec p˜(x) =
n∑
i=0
|ai||x|i. (2.9)
On notera que le nombre de conditionnement cond(p, x) peut être arbitrairement large,
par exemple au voisinage des racines de p.
Montrons comment obtenir un résultat de nature inverse pour le résultat Horner(p, x)
de l'évaluation de p(x) par le schéma de Horner. Pour ce faire, utilisons les compteurs
d'erreur 〈k〉 déﬁnis à la section précédente. En utilisant les notations de l'algorithme 2.6,
on a
r̂n = an
r̂n−1 = r̂n ⊗ x⊕ an−1 = 〈1〉
(〈1〉r̂nx+ an−1)
= 〈2〉anx+ 〈1〉an−1,
r̂n−2 = r̂n−1 ⊗ x⊕ an−2 = 〈1〉
(〈1〉r̂n−1x+ an−2)
= 〈4〉anx2 + 〈3〉an−1x+ 〈1〉an−2.
Alors, on peut montrer par induction que
r̂0 = 〈2n〉anxn +
n−1∑
i=0
〈2i+ 1〉aixi.
Chacun des 〈k〉 dans l'égalité précédente représente un facteur (1 + θk), avec |θk| ≤ γk.
Comme de plus r̂0 = Horner(p, x), on obtient
Horner(p, x) = (1 + θ2n)anx
n +
n−1∑
i=0
(
1 + θ2i+1
)
aix
i,
où chacun des θk vériﬁe |θk| ≤ γk. On peut simpliﬁer légèrement ce résultat de nature
inverse en écrivant
Horner(p, x) =
n∑
i=0
(1 + δi)aix
i, avec |δi| ≤ γ2n.
La valeur calculée Horner(p, x) est donc l'évaluation exacte d'un polynôme dont les coef-
ﬁcients sont ceux de p, perturbés de perturbations relatives δi. L'erreur relative inverse,
mesurée comme étant la plus grande des perturbations relative des coeﬃcients de p, est
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donc majorée par γ2n ≈ 2nu. Puisque cette erreur relative inverse est de l'ordre de gran-
deur de l'unité d'arrondi u, quelque que soient les coeﬃcients de p et quel que soit x,
l'algorithme de Horner est un algorithme inverse-stable [20, p. 16],[39, p. 95].
En utilisant le résultat inverse précédent, on obtient facilement une borne sur l'erreur
directe entachant Horner(p, x). En eﬀet, on a
|Horner(p, x)− p(x)| =
∣∣∣∣∣
n∑
i=0
(1 + δi)aix
i −
n∑
i=0
aix
i
∣∣∣∣∣ =
∣∣∣∣∣
n∑
i=0
δiaix
i
∣∣∣∣∣ ,
avec |δi| ≤ γ2n. On obtient donc la borne suivante sur l'erreur directe absolue entachant
Horner(p, x) :
|Horner(p, x)− p(x)| ≤ γ2n
n∑
i=0
|ai||xi|.
La précision du résultat de l'évaluation calculée par l'algorithme 2.6 est donc majorée en
fonction du nombre de conditionnement cond(p, x) selon l'inégalité suivante,
|p(x)− Horner(p, x)|
|p(x)| ≤ γ2n cond(p, x). (2.10)
En particulier, lorsque cond(p, x) > γ−12n , on ne peut garantir une erreur relative inférieure
à un. C'est le cas en particulier au voisinage des racines de p.
2.5 Améliorer la précision du résultat
Supposons que l'on travaille sur une architecture dont l'arithmétique ﬂottante est
conforme à la norme IEEE-754. Que faire lorsque la double précision IEEE-754 n'est pas
suﬃsante pour garantir la précision du résultat ? Citons à ce sujet Bailey [6] :
For most scientiﬁc applications, [IEEE 64-bit ﬂoating-point arithmetic] is more
than suﬃcient, and for some applications, such as routine processing of experi-
mental data, even the 32-bit standard often provides suﬃcient accuracy.
However, for a rapidly expanding body of applications, 64-bit IEEE arithmetic
is no longer suﬃcient. These range from some interesting new mathematical
computations to large-scale physical simulations performed on highly parallel
supercomputers. In these applications, portions of the code typically involve nu-
merically sensitive calculations, which produce results of questionable accuracy
using conventional arithmetic.
Bailey insiste ensuite sur la demande croissante, notamment pour les simulations physiques,
quant à la possibilité de disposer d'une précision supérieure à la double précision IEEE-754.
Cette demande est également soulignée par De Dinechin et Villard dans [18].
La réponse classique pour améliorer la précision du résultat est donc d'augmenter la
précision des calculs. Dans la suite de cette section, nous passons en revue diﬀérentes
solutions génériques permettant d'augmenter la précision de travail. Nous présenterons
également le principe général des algorithmes compensés, en faisant le lien avec la méthode
CENA développée par Langlois [49].
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2.5.1 Méthodes génériques pour augmenter la précision de calcul
Lorsque la double précision IEEE-754 n'est pas suﬃsante pour garantir une précision
donnée, diverses solutions classiques existent pour augmenter la précision des calculs.
Tout d'abord, il est possible d'utiliser une arithmétique exacte, permettant de ne jamais
perdre de précision, en utilisant par exemple une représentation rationnelle ou modulaire
des nombres. Citons par exemple la bibliothèque GMP [1] qui permet d'eﬀectuer des calculs
sur des entiers arbitrairement longs, ou sur l'ensemble des rationnels. Cependant, l'utili-
sation du calcul exact reste peu répandue dans le domaine du calcul scientiﬁque : ce type
d'arithmétique reste en eﬀet très coûteux en termes de temps de calcul face aux implanta-
tions matérielles de l'arithmétique ﬂottante. De plus, la réalisation de calculs exacts n'est
pas toujours possible : le résultat d'un calcul n'est pas nécessairement un nombre rationnel,
ni même un nombre algébrique.
Notons qu'il est possible, dans certains cas, d'utiliser la double précision étendue, dont
l'implantation matérielle est encouragée par la norme IEEE-754. Il convient cependant
de noter que cette double précision étendue n'est pas disponible sur tous les processeurs
modernes  elle n'est pas implantée par exemple sur l'architecture PowerPC d'IBM. L'uti-
lisation de la double précision étendue ne garantit donc pas la portabilité du logiciel.
Les arithmétiques multiprécisions permettent à l'utilisateur de choisir une précision de
calcul arbitrairement élevée. L'un des exemples les plus connus de bibliothèque de calcul
ﬂottant multiprécision est la bibliothèque MP de Brent [13]. Un exemple plus récent est la
bibliothèque ARPREC [7], faisant suite à MPFUN90 [5, 4] de Bailey. Citons également la
bibliothèque MPFR [31] développée en France par l'INRIA. MPFR est en partie basée sur
GMP, et propose les quatre modes d'arrondis pour les opérations élémentaires, ainsi que
les principales fonctions élémentaires avec arrondi correct.
Les expansions de longueur ﬁxe, telles les double-doubles et les quad-doubles sont des
solutions possibles pour simuler respectivement deux fois (u2) et quatre fois (u4) la double
précision IEEE-754 (u). L'arithmétique ﬂottante est alors redéﬁnie sur des quantités re-
présentées par la somme non évaluée de deux ou quatre ﬂottants en double précision. Le
format double-double est utilisable de façon portable au travers des bibliothèques propo-
sées par Bailey [4, 34] ou Briggs [14]. La bibliothèque QD [34] de Bailey donne à la fois
accès aux formats double-double et quad-double.
L'arithmétique double-double constitue aujourd'hui une référence dans le domaine du
calcul scientiﬁque, pour simuler une précision de travail équivalente à deux fois la double
précision IEEE-754 de façon eﬃcace. Les double-doubles sont notamment utilisés au sein
de la bibliothèque Extended and Mixed precision BLAS [56, 57].
Par la suite, nous utiliserons les bibliothèques QD [34], MPFR [31] et XBLAS [56] pour
comparer leurs performances à celles des algorithmes compensés.
2.5.2 Algorithmes compensés
Dans le cadre de la norme IEEE-754 et dans le mode d'arrondi au plus proche, si a et b
sont deux nombres ﬂottants, il est bien connu que l'erreur d'arrondi commise en calculant
l'addition fl(a+ b) est elle-même un nombre ﬂottant [19]. On peut alors écrire
x+ δ = a+ b, avec x = fl(a+ b) et δ un ﬂottant. (2.11)
Le terme δ dans l'égalité précédente est l'erreur d'arrondi générée lors du calcul de l'addition
ﬂottante fl(a + b). Ce résultat se généralise au cas de la multiplication et, sous une forme
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diﬀérente, au cas de la division, comme nous le verrons plus loin.
D'autre part, on connaît des algorithmes qui, en utilisant uniquement la précision de
travail et des opérations arithmétiques élémentaires, permettent de calculer δ et y véri-
ﬁant (2.11) en fonction de a et de b. L'algorithme de Knuth [47], que nous appellerons par
la suite TwoSum, permet notamment ce calcul.
L'addition a+b peut donc être transformée exactement à l'aide de TwoSum en la somme
non évaluée x + δ. Une telle transformation est appelée  error-free transformation  par
Ogita, Rump et Oishi dans [70], ce nous traduirons ici par  transformation exacte .
Le fait de calculer exactement l'erreur d'arrondi y générée par l'addition ﬂottante a⊕ b
permet éventuellement, d'en corriger son eﬀet sur les opérations arithmétiques suivantes.
Aﬁn d'expliquer plus précisément le principe général des algorithmes compensés, considé-
rons une fonction f : Rn → R. Soit x = (x1, . . . , xn) ∈ Fn un jeu de données. Le réel
f(x) est approché à l'aide d'un algorithme f̂ utilisant l'arithmétique ﬂottante, et faisant
intervenir les variables intermédiaires ﬂottantes x̂n+1, . . . , x̂N . En outre, on suppose que
f̂(x) = x̂N , et que chacun des x̂k, pour k > n, est le résultat d'une opération élémentaire,
+,−,×, / eﬀectuée en arithmétique ﬂottante : on note δk l'erreur d'arrondi associée au
calcul de x̂k, et δ = (δn+1, . . . , δN). Comme nous l'avons déjà dit, les erreurs d'arrondi δk
peuvent soit être calculées exactement, soit être approchées très précisément, à l'aide des
transformations exactes.
Insistons sur le fait que, dans le cas général, f̂(x) est entaché d'une erreur directe non
nulle. Déﬁnissons donc le terme correctif exact pour f̂(x) par
c := f(x)− f̂(x).
Supposons que c puisse être exprimé formellement en fonction de x = (x1, . . . , xn) ∈ Fn et
des erreurs d'arrondi δ = (δn+1, . . . , δN). S'il était possible de calculer exactement c, alors
nous pourrions calculer très précisément f(x), puisque par déﬁnition de c, on a
f(x) = x̂N + c.
Or en général, le terme correctif exact ne pourra pas être calculé exactement, mais seule-
ment approché à l'aide d'un algorithme en arithmétique ﬂottante : notons ĉ ce terme
correctif approché. On déﬁnit alors le résultat compensé r ∈ F par
xN = x̂N ⊕ ĉ.
Puisque f(x) = x̂N + c, et que ĉ est une valeur approchée c, on peut légitimement penser
que le résultat compensé xN est une approximation plus précise de f(x) que x̂N . Néan-
moins, la véracité de cette aﬃrmation dépend bien entendu de la manière dont est calculé
le terme correctif approché ĉ. De plus, il convient de prouver au cas par cas le fait que le
résultat compensé est eﬀectivement plus précis que le résultat initial. Le principe du cal-
cul d'un résultat compensé sera bien entendu largement illustré dans les chapitres suivants.
Citons également la méthode CENA, développée par Langlois [49]. Le principe de la
méthode CENA est d'utiliser un approximant d'ordre un pour le calcul du terme correctif
approché. On a en eﬀet
c = f(x)− f̂(x) =
N∑
k=n+1
∂f̂
∂δk
(X, δ) · δk + EL, (2.12)
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ou EL désigne l'erreur de linéarisation. Les dérivées partielles de f̂ en (X, δ) sont appro-
chées par diﬀérentiation automatique [29], et les erreurs d'arrondi δk sont calculées, ou
approchées précisément, à l'aide des transformations arithmétiques exactes pour les opéra-
tions élémentaires. Le terme correctif approché ĉ est calculé à la précision courante d'après
la relation (2.12), en supposant que l'erreur de linéarisation est nulle.
Dans [49], Langlois isole une classe d'algorithmes numériques pour laquelle l'erreur de
linéarisation EL est eﬀectivement nulle, et appelle ces algorithmes algorithmes linéaires.
Parmi ces algorithmes linéaires, on trouve l'algorithme de sommation récursive classique,
le calcul de produits scalaires, le schéma de Horner, ainsi que la résolution de systèmes
triangulaires. Dans le cas des systèmes triangulaires par exemple, Langlois observe expé-
rimentalement dans [49] que la solution compensée calculée à l'aide de la méthode CENA
est aussi précise que celle calculée par l'algorithme de substitution classique exécuté en
précision doublée.
2.6 Conclusion
Dans ce chapitre, nous avons présenté les notions de bases pour l'analyse d'erreur en
précision ﬁnie, en introduisant les notions d'erreur directe, d'erreur inverse et de nombre de
conditionnement. L'erreur directe est la distance séparant la solution exacte d'un problème
d'une solution approchée à ce problème, calculée par un algorithme donné. La notion
d'erreur inverse permet de mettre en évidence la stabilité, ou au contraire l'instabilité
d'un algorithme. Le conditionnement quant à lui régit le lien entre erreur directe et erreur
inverse, en mesurant la sensibilité de la solution à des perturbations sur les données.
Nous avons également présenté les notions de base quant au calcul en arithmétique
ﬂottante, notamment au travers de son modèle standard. Les principales caractéristiques
de la norme IEEE-754 ont été décrites.
En outre, nous avons rappelé l'analyse d'erreur classique du schéma de Horner. Comme
nous l'avons vu, le schéma de Horner est un algorithme inverse stable. Néanmoins, la
précision du résultat calculé par le schéma de Horner peut être arbitrairement mauvaise,
en particulier lorsque le polynôme considéré est mal conditionné. Cela justiﬁe l'étude au
cours des chapitres suivants du schéma de Horner compensé, permettant d'accroître la
précision de l'évaluation polynomiale.
Chapitre3
Transformations arithmétiques exactes
Plan du chapitre : En Section 3.2, nous détaillons les transformations exactes que
nous avons utilisées pour chacune des opérations arithmétiques élémentaires. Nous présen-
terons ensuite deux applications connues de ces transformations exactes. En Section 3.3
nous rappellerons en eﬀet les résultats obtenus par Ogita, Rump et Oishi à propos de la
sommation et du produit scalaire compensés, puis nous donnerons quelques détails sur les
arithmétiques double-double et quad-double en Section 3.4
Hypothèse : Les résultats présentés dans la suite de cette thèse supposent l'utilisation
de l'arithmétique binaire IEEE-754, en arrondi au plus proche, avec underﬂow graduel [41].
3.1 Introduction
Soient a et b deux ﬂottants, et soit ◦ = +,− ou × une opération arithmétique. On
considère x = fl(a ◦ b) le résultat de l'opération ﬂottante calculée dans le mode d'arrondi
au plus proche. En l'absence d'underﬂow et d'overﬂow, il est connu que l'erreur d'arrondi
élémentaire y = (a ◦ b)− fl(a ◦ b) est elle-même un ﬂottant [9, 11], et l'on peut écrire
a ◦ b = x+ y, avec x = fl(a ◦ b) ∈ F, et y ∈ F. (3.1)
D'autre part, on connaît des algorithmes qui, en utilisant uniquement la précision de
travail et des opérations arithmétiques élémentaires, permettent de calculer x et y véri-
ﬁant (3.1) en fonction des entrées a et b. L'opération a ◦ b se trouve ainsi transformée
exactement en la somme non évaluée des deux ﬂottants x et y. Un algorithme permettant
une telle transformation est appelé error-free transformation par Ogita, Rump et Oishi
dans [70], ce que nous traduisons par transformation exacte.
Dans ce chapitre, nous passons en revue les transformations exactes que nous avons
utilisées pour chacune des opérations élémentaires +, − et ×. Nous supposons, comme
dans la suite de cette thèse, que l'on travaille dans le mode d'arrondi au plus proche. Cette
hypothèse assure en eﬀet que les erreurs d'arrondi générées par les opérations +, − et ×
sont représentables dans F. Comme nous le verrons, elle garantie également des résultats
similaires dans le cas de la division et du Fused-Mutiply-and-Add (FMA).
Ces transformations exactes constituent les briques de base pour la conception d'al-
gorithmes compensés. À titre d'exemple d'application, et parce qu'ils seront utilisés dans
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les chapitres suivants (notamment les chapitres 8 et 9), nous reproduisons dans cette sec-
tion quelques résultats présents dans [70] à propos de la sommation et du produit scalaire
compensés.
Nous déﬁnirons également le format double-double ainsi que les opérations arithmé-
tiques associées. Rappelons que ce format est notamment utilisé pour simuler une précision
de travail équivalente à deux fois la double précision IEEE-754 au sein de la bibliothèque
Extended and Mixed precision BLAS [56, 57]. Cela nous permettra notamment de formu-
ler le schéma de Horner eﬀectué en arithmétique double-double, qui sera utilisé par la
suite dans nos tests de performances. Nous déﬁnirons également plus brièvement le format
quad-double.
3.2 Transformations exactes des opérations élémentaires
Passons en revue les transformations exactes connues pour les opérations élémentaires
qui seront utilisées dans les chapitres suivants pour la description des algorithmes compen-
sés. Nous nous inspirons des références [9, 11, 70].
Rappelons que nous utilisons l'arithmétique ﬂottante IEEE-754 en arrondi au plus
proche. Nous supposons que l'underﬂow est graduel, mais nous ne prendrons pas en compte
les cas d'overﬂow, qui sont facilement détectables [41]. Notons que des hypothèses plus ﬁnes
pour assurer le fait que les erreurs d'arrondi soient représentables dans F sont décrites dans
[11]. Néanmoins, nous ne reproduisons pas ici les résultats de cet article, car nous ne les
avons pas utilisés dans nos travaux.
3.2.1 Transformation exacte de l'addition
Étant donnés deux ﬂottants a et b tels que |a| ≥ |b|, l'algorithme FastTwoSum permet
de calculer à la fois x = a⊕ b et l'erreur d'arrondi élémentaire entachant ce résultat.
Algorithme 3.1. Transformation exacte de la somme de deux nombres ﬂottants ordonnés.
function [x, y] = FastTwoSum(a, b)
x = a⊕ b
y = (a	 x)⊕ b
Le résultat suivant est dû à Dekker [19], qui a montré en 1971 que FastTwoSum calcule
eﬀectivement l'erreur d'arrondi exacte lorsque les entrées vériﬁent |a| ≥ |b|.
Théorème 3.2 ([19]). Soient a, b ∈ F tels que |a| ≥ |b|, et soient x, y ∈ F tels que
[x, y] = FastTwoSum(a, b). On suppose que le mode d'arrondi courant est l'arrondi au plus
proche. Alors, même en présence d'underﬂow,
a+ b = x+ y, x = a⊕ b, |y| ≤ u|x|, et |y| ≤ u|a+ b|. (3.2)
Remarque. Précisons que le théorème 3.2 s'applique également en base 3, mais pas dans des
bases plus grandes [19]. De plus, la condition |a| ≥ |b| peut être remplacée par l'hypothèse
moins restrictive ea ≥ eb [19], en notant ez l'exposant d'un ﬂottant z.
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Si on ne dispose d'aucune information sur la manière dont a et b se comparent, il
faut pour utiliser FastTwoSum introduire un branchement conditionnel, comme dans l'al-
gorithme TwoSumCond ci-dessous.
Algorithme 3.3. Transformation exacte de la somme de deux nombres ﬂottants.
function [x, y] = TwoSumCond(a, b)
if |a| ≥ |b|
[x, y] = FastTwoSum(a, b)
else
[x, y] = FastTwoSum(b, a)
end
Il existe des architectures sur lesquelles il est préférable, du point de vue des perfor-
mances, d'utiliser une autre variante de l'algorithme FastTwoSum. C'est le cas par exemple
de l'architecture Itanium d'Intel, dont le jeu d'instructions comprend les instructions fa-
min et famax [16]. Étant donnés deux ﬂottants a et b tels que |a| ≥ |b|, famax(a, b) retourne
a et famin(a, b) retourne b. On peut donc utiliser sur l'architecture Itanium l'algorithme
suivant qui présente l'avantage de ne comporter aucun branchement [16].
Algorithme 3.4. Transformation exacte de la somme de deux nombres ﬂottants.
function [x, y] = TwoSumMinMax(a, b)
max = famax(a, b)
min = famin(b, a)
[x, y] = FastTwoSum(max,min)
L'algorithme TwoSum suivant eﬀectue le même travail, pour des entrées a et b quel-
conques sans utiliser de branchement. Cet algorithme est dû à Knuth en 1969 (voir [47]).
Algorithme 3.5. Transformation exacte de la somme de deux nombres ﬂottants.
function [x, y] = TwoSum(a, b)
x = a⊕ b
z = x	 a
y = (a	 (x	 z))⊕ (b	 z)
Remarque. Knuth démontre que l'algorithme 3.5 calcule eﬀectivement l'erreur d'arrondi
entachant l'addition a⊕ b pour une arithmétique ﬂottante en base b ≥ 2 quelconque, mais
en l'absence de dépassement de capacité. Boldo et Daumas démontrent que l'algorithme 3.5
est valide en base 2 avec underﬂow graduel [11].
L'algorithme TwoSum nécessite 6 opérations ﬂottantes, alors que TwoSumCond n'en
demande que 3. Cependant TwoSum est souvent privilégié en pratique, car il n'utilise aucun
branchement conditionnel. Sur les processeurs superscalaires actuels, comme le Pentium
d'Intel ou le Power d'IBM, de tels branchements conditionnels peuvent se révéler très
coûteux en pratique, même s'ils permettent d'éviter quelques instructions ﬂottantes. C'est
pourquoi sauf mention contraire, nous utiliserons l'algorithme TwoSum par la suite.
Les algorithmes TwoSum, TwoSumCond, et TwoSumMinMax sont équivalents du point
de vu numérique : étant données deux entrées a et b, ils produisent tous comme résultat la
même paire x, y. Nous ne faisons donc référence qu'à TwoSum dans le théorème suivant.
32 Chapitre 3. Transformations arithmétiques exactes
Théorème 3.6. Soient a, b ∈ F et x, y ∈ F tels que [x, y] = TwoSum(a, b). On sup-
pose que le mode d'arrondi courant est l'arrondi au plus proche. Alors, même en présence
d'underﬂow,
a+ b = x+ y, x = a⊕ b, |y| ≤ u|x|, et |y| ≤ u|a+ b|. (3.3)
Indiquons que dans le cadre de l'arithmétique IEEE-754, il est nécessaire de supposer
que le mode d'arrondi d'arrondi est l'arrondi au plus proche : dans [11] des contres exemples
sont fournis, montrant que l'erreur d'arrondi sur l'addition n'est pas nécessairement repré-
sentable dans les autres modes d'arrondi déﬁnis par la norme.
3.2.2 Transformation exacte de la multiplication
Par la suite, nous utiliserons généralement l'algorithme de Dekker et Veltkamp (voir
[19]) pour la transformation sans erreur de la multiplication. Cette méthode nous impose
de travailler en arrondi au plus proche. D'autres algorithmes existent cependant pour les
autres modes d'arrondis prévus par la norme : Priest décrit notamment dans [82] des
transformations sans erreur pour la multiplication dans le cadre d'une arithmétique ﬁdèle.
Pour utiliser la méthode de Dekker et Veltkamp, il faut au préalable découper les
ﬂottants en entrées en deux parties. Soient p le nombre de bits de la mantisse à la précision
courante et s = dp/2e. L'algorithme Split de Dekker, permet de découper un ﬂottant a en
deux ﬂottants x et y.
Algorithme 3.7. Découpe d'un nombre ﬂottant en deux parties.
function [x, y] = Split(a)
% C = 2s + 1 est une constante pré-calculée
z = C ⊗ a
x = z 	 (z 	 a)
y = a	 x
Les propriétés de l'algorithme Split sont précisées dans le théorème 3.8. Rappelons que
si x, y ∈ F sont tels que |y| ≤ |x|, ont dit que x et y ne se chevauchent pas si le bit non
nul le moins signiﬁcatif de x est d'un poids strictement supérieur à celui du bit non nul le
plus signiﬁcatif de y.
Théorème 3.8 ([88]). Soient p le nombre de bits de la mantisse à la précision courante
et s = dp/2e. Soit a ∈ F et soient x, y ∈ F tels que [x, y] = Split(a). Alors, en l'absence
d'underﬂow, x compte au plus p− s bits non nuls, y compte au plus s− 1 bits non nuls et
l'on a
a = x+ y, x et y ne se chevauchent pas, et |y| < |x|. (3.4)
Il est intéressant de noter que x et y comptent ensemble au plus p−1 bits non nuls, que
p soit pair ou impair. Ceci est dû au fait qu'en base 2, et en arrondi au plus proche, le bit de
signe de y permet de compenser ce bit manquant. Considérons par exemple, en travaillant
avec une mantisse à 7 bits, a = 1101001 : le ﬂottant a sera découpé en x = 1110000 et
y = −111, x et y comptant alors ensemble 6 bits non nuls.
Nous pouvons maintenant formuler l'algorithme de multiplication exacte TwoProd qui
nécessite 17 opérations ﬂottantes.
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Algorithme 3.9. Transformation exacte du produit de deux nombres ﬂottants.
function [x, y] = TwoProd(a, b)
x = a⊗ b
[ah, al] = Split(a)
[bh, bl] = Split(b)
y = al ⊗ bl 	 (((x	 ah ⊗ bh)	 al ⊗ bh)	 ah ⊗ bl))
Remarque. Supposons que dans une boucle de nombreux appels à TwoProd(a, b) soient
eﬀectués, mais avec l'une des entrées constante, a par exemple. On a tout intérêt alors à
calculer [ah, al] = Split(a) une fois pour toute, avant que ne débute l'exécution de la boucle.
Dans ce cas, nous noterons TwoProdah,al(a, b) la transformation exacte de la multiplication
à l'aide de l'algorithme 3.9. Néanmoins, un appel à TwoProdah,al(a, b) ne nécessite plus que
13 opérations ﬂottantes.
En l'absence d'underﬂow, toutes les multiplications nécessaires au calcul de y à la
dernière ligne de l'algorithme TwoProd sont exactes : dans ce cas, TwoProd(a, b) permet
eﬀectivement le calcul du produit exact a × b. Mais en cas d'underﬂow cette propriété
n'est plus assurée. La relation (3.6) du théorème suivant prend en compte l'erreur absolue
introduite par chaque multiplication en cas d'underﬂow. Rappelons que v désigne l'unité
d'underﬂow, soit la valeur du plus petit ﬂottant dénormalisé positif.
Théorème 3.10 ([70]). Soient a, b ∈ F et x, y ∈ F vériﬁant [x, y] = TwoProd(a, b) (algo-
rithme 3.9). On suppose que le mode d'arrondi courant est l'arrondi au plus proche. Alors,
en absence d'underﬂow,
a× b = x+ y, x = a⊗ b, |y| ≤ u|x|, |y| ≤ u|a× b|, (3.5)
et, en présence d'un underﬂow,
a× b = x+ y + 5η, x = a⊗ b, |y| ≤ u|x|+ 5η, |y| ≤ u|a× b|+ 5η, (3.6)
avec |η| ≤ v.
Remarque. Boldo présente dans [10] des hypothèses plus ﬁnes que celles utilisées dans
le théorème 3.10 pour garantir le fonctionnement de l'algorithme 3.9. Indiquons qu'il est
entre autres nécessaire, pour utiliser algorithme 3.9 dans des bases plus grandes que 2, de
supposer que le nombre de chiﬀres de la mantisse est un nombre pair. Boldo démontre
également qu'il est possible de remplacer le terme 5η dans la relation (3.6) par 7η/2 en
base quelconque, et par 3η lorsque l'on travaille en base 2.
La transformation exacte du produit peut être implantée beaucoup plus simplement
sur une architecture disposant d'un Fused-Multiply-and-Add. C'est le cas par exemple sur
l'Itanium d'Intel ou sur l'architecture Power d'IBM. Étant donnés trois ﬂottants a, b, c ∈ F,
le résultat de l'opération FMA(a, b, c) est l'arrondi, dans le mode d'arrondi courant, du
résultat exact a× b+ c. En l'absence d'underﬂow, l'erreur d'arrondi y = a× b− a⊗ b ∈ F
peut être calculée de la manière suivante [46, 68, 69]
FMA(a, b,−a⊗ b) = fl(a× b− a⊗ b) = y.
On peut alors formuler l'algorithme TwoProdFMA, qui permet la transformation exacte
d'un produit à l'aide du FMA, en seulement 2 opérations ﬂottantes.
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Algorithme 3.11. Transformation exacte du produit à l'aide du FMA.
function [x, y] = TwoProdFMA(a, b)
x = a⊗ b
y = FMA(a, b,−x)
Théorème 3.12 ([70]). Soient a, b ∈ F et x, y ∈ F vériﬁant [x, y] = TwoProdFMA(a, b)
(algorithme 3.11). Alors, en l'absence d'underﬂow,
a× b = x+ y, x = a⊗ b, |y| ≤ u|x|, |y| ≤ u|a× b|. (3.7)
3.2.3 Transformation exacte de la division
Soient a, b ∈ F, avec b 6= 0, et soit q = a  b le résultat calculé de la division de a par
b. Évidemment, l'erreur d'arrondi a/b − q n'est en général pas représentable dans F. Par
contre, en l'absence d'underﬂow le reste r = a − b × q de cette division l'est [9, 11]. Une
transformation exacte pour la division peut donc être écrite de la manière suivante,
a = b× q + r, avec q = a b ∈ F et r ∈ F.
Les sorties q et r peuvent être calculées grâce à l'algorithme DivRem [80].
Algorithme 3.13. Transformation exacte pour la division de deux nombres ﬂottants.
function [q, r] = DivRem(a, b)
q = a b
[x, y] = TwoProd(q, b)
r = (a	 x)	 y
Telle que formulée ci-dessus, la transformation exacte DivRem requiert 20 opérations
ﬂottantes. Dans les environnements disposant d'un FMA, l'appel à TwoProd peut être
remplacé par un appel à TwoProdFMA, ce qui ramène à 5 le décompte des opérations
ﬂottantes.
Théorème 3.14. Soient a, b ∈ F and q, r ∈ F tels que [q, r] = DivRem(a, b). Alors, en
l'absence d'underﬂow,
a = b× q + r, q = a b, |r| ≤ u|b× q|, |r| ≤ u|a|.
3.2.4 Transformation exacte du Fused-Multiply-and-Add
Soient a, b, c ∈ F trois ﬂottants. L'erreur d'arrondi (a× b+ c)−FMA(a, b, c) qui entache
le résultat calculé FMA(a, b, c) n'est pas, dans le cas général, représentable sous la forme
d'un nombre ﬂottant. Cette erreur d'arrondi est par contre représentable sous la forme de
la somme de deux nombres ﬂottants, lorsque le mode d'arrondi est au plus proche [12].
Ceci est démontré dans [12] par Boldo et Muller, qui exhibent la transformation exacte
suivante pour le FMA.
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Algorithme 3.15. Transformation exacte pour le FMA.
function [x, y, z] = ThreeFMA(a, b, c)
x = FMA(a, b, c)
[u1, u2] = TwoProdFMA(a, b)
[α1, z] = TwoSum(c, u2)
[β1, β2] = TwoSum(u1, α1)
y = (β1 	 x)⊕ β2
L'algorithme ThreeFMA nécessite 17 opérations ﬂottantes. Ses propriétés numériques
sont résumées par le théorème 3.16 ci-dessous.
Théorème 3.16 ([12]). Soient a, b, c ∈ F et x, y, z ∈ F vériﬁant [x, y, z] = ThreeFMA(a, b, c)
(algorithme 3.15). Alors, en absence d'underﬂow,
a× b+ c = x+ y + z, x = FMA(a, b, c), |y + z| ≤ u|x|, |y + z| ≤ u|a× b+ c| (3.8)
et
y = 0 ou |y| > |z|. (3.9)
3.3 Sommation et produit scalaire compensés
À titre d'exemples d'application des transformations exactes pour les opérations élé-
mentaires, et parce qu'ils seront utilisés dans les chapitres 8 et 9, nous reproduisons dans
cette section quelques résultats présents dans [70] à propos de la sommation et du produit
scalaire compensés.
Précisons que les méthodes de sommations compensées sont depuis longtemps étudiées
dans la littérature. Parmi les références antérieures à [70], citons les algorithmes de Ka-
han (1965) [45], Møller (1965) [65, 64], Pichat (1972) [78] et de Neumaier (1974) [67].
De nombreuses autres références existent pour des méthodes de sommation en arith-
métique ﬂottante [59, 60, 48, 37, 26, 23, 24, 62], et sur les algorithmes de sommation
compensée en particulier [82, 2, 91, 90].
3.3.1 Sommation compensée
On considère un vecteur p = (p1, . . . , pn) ∈ Rn, et on note s =
∑n
i=1 pi et s˜ =
∑n
i=1 |pi|.
Le nombre de conditionnement pour le problème du calcul de la somme des n valeurs
p1, . . . , pn est déﬁni dans [70] de la manière suivante,
cond
(∑
p
)
:=
∑n
i=1 |pi|∑n
i=1 pi
=
s˜
|s| . (3.10)
Soit maintenant p = (p1, . . . , pn) ∈ Fn un vecteur de n ﬂottants. On considère ci-dessous
l'algorithme classique de sommation récursive.
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Algorithme 3.17. Sommation récursive de n ﬂottants
function ŝn = Sum(p)
ŝ1 = p1
for i = 2 : n
ŝi = ŝi−1 ⊕ pi
end
Pour cet algorithme de sommation, notons σi−1 l'erreur d'arrondi commise lors de
l'addition ﬂottante ŝi−1 ⊕ pi. D'après le théorème 3.6, on sait que σi−1 ∈ F et ŝi−1 + pi =
ŝi + σi−1. Ainsi on a
pi = ŝi − ŝi−1 + σi−1.
Comme ŝ1 = p1, on peut montrer par récurrence que
n∑
i=1
pi = ŝn +
n−1∑
i=0
σi.
En notant de plus σn = ŝn = Sum(p), on obtient l'égalité suivante,
n∑
i=1
pi =
n∑
i=1
σi, avec σn = Sum(p), (3.11)
Le vecteur σ = (σ1, . . . , σn) ∈ Fn peut être calculé, comme indiqué dans [70], par l'algo-
rithme VecSum ci-dessous.
Algorithme 3.18. Transformation exacte pour la somme de n ﬂottants
(Algorithme 4.4 dans [70]).
function σ = VecSum(p)
ŝ1 = p1
for i = 2 : n
[ŝi, σi−1] = TwoSum(ŝi−1, pi)
end
σn = ŝn
La relation (3.11) démontre que l'algorithme VecSum est une transformation exacte la
sommation de n nombre ﬂottants. Cette transformation exacte est utilisée de la manière
suivante pour compenser l'algorithme de sommation récursive [70].
Algorithme 3.19. Somme compensée de n ﬂottants
(Algorithme 4.4 dans [70]).
function s = Sum2(p)
σ = VecSum(p)
ĉ = Sum
(
σ1, . . . , σn−1
)
s = σn ⊕ ĉ
Puisque σn = Sum(p), et d'après l'égalité (3.11), l'idée de l'algorithme Sum2 est de
calculer une valeur approchée ĉ de
∑n−1
i=1 σi, puis d'en déduire un résultat compensé s =
σn ⊕ ĉ. Puisque le terme correctif ĉ prend en compte les erreurs d'arrondi générées lors du
calcul de σn = Sum(p), on peut s'attendre à ce que le résultat compensé s soit plus précis
que le résultat initial Sum(p). Les auteurs de [70] démontrent en eﬀet le théorème suivant.
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Théorème 3.20 (proposition 4.4 dans [70]). Étant donné un vecteur p = (p1, . . . , pn) de
n nombres ﬂottants, soit s =
∑n
i=1 pi et soit s˜ =
∑n
i=1 |pi|. On suppose que nu < 1, et on
note s le ﬂottant tel que s = Sum2(p). Alors, même en présence d'underﬂow,
|s− s| ≤ u|s|+ γ2n−1s˜. (3.12)
Pour interpréter la borne d'erreur (3.12), on fait intervenir le nombre de conditionne-
ment (3.10),
|s− s|
|s| ≤ u+ γ
2
n−1 cond
(∑
p
)
. (3.13)
Le premier terme u, dans borne (3.13) sur l'erreur relative entachant le résultat calculé s
reﬂète l'arrondi ﬁnal vers la précision de travail. Le second terme est essentiellement de
l'ordre de n2u2 fois le conditionnement de la somme. Ce résultat indique donc que la qualité
du résultat compensé s est la même que s'il avait été calculé par la méthode de sommation
récursive classique en précision doublée u2, avec un arrondi ﬁnal vers la précision u.
Les auteurs de [70] généralisent ensuite cette méthode en appliquant K − 1 fois la
transformation exacte VecSum. Cela donne l'algorithme SumK, qui eﬀectue (6K−5)(n−1)
opérations ﬂottantes.
Algorithme 3.21. Sommation compensée K − 1 fois.
function s = SumK(p,K)
for k = 1 : K − 1
p = VecSum(p)
end
c = Sum
(
p1, . . . , pn−1
)
s = pn ⊕ c
Le théorème suivant montre que le résultat calculé par l'algorithme SumK est mainte-
nant aussi précis que si la somme avait été calculée en K fois la précision de travail.
Théorème 3.22 (proposition 4.10 dans [70]). Étant donné un vecteur p = (p1, . . . , pn) de
n nombres ﬂottants, soit s =
∑n
i=1 pi et soit s˜ =
∑n
i=1 |pi|. On suppose que 4nu ≤ 1 et
K ≥ 3. On note s le ﬂottant tel que s = SumK(p,K). Alors, même en présence d'underﬂow,
|s− s| ≤ (u+ 3γ2n−1)|s|+ γK2n−2s˜. (3.14)
À nouveau, ce théorème s'interprète à l'aide du nombre de conditionnement (3.10). La
précision du résultat compensé s calculé par SumK est majorée de la façon suivante,
|s− s|
|s| ≤ (u+ 3γ
2
n−1) + γ
K
2n−2 cond
(∑
p
)
. (3.15)
Le facteur γK2n−2, de l'ordre de 4n
KuK , indique maintenant que les calculs sont aussi précis
que s'ils avaient été calculée en K fois la précision de travail [70]. Le terme u + 3γ2n−1, de
l'ordre de u reﬂète simplement l'arrondi ﬁnal vers la précision de travail.
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3.3.2 Produit scalaire compensé
Nous passons plus rapidement sur le cas du produit scalaire compensé, qui est très
similaire à celui de la somme compensée. L'algorithme Dot2 rappelé ici sera utilisé au
chapitre 9.
Soient x = (x1, . . . , xn)T ∈ Rn et x = (y1, . . . , yn)T ∈ Rn deux vecteurs de longueur n.
On note s = xTy le produit scalaire de x et de y, et s˜ = |xT ||y| = ∑ni=1 |xiyi|. Le nombre
de conditionnement pour le problème du calcul du produit scalaire xTy est déﬁni de la
manière suivante dans [70],
cond(xTy) := 2
|xT ||y|
|xTy| =
s˜
|s| . (3.16)
On suppose maintenant que x = (x1, . . . , xn)T ∈ Fn et x = (y1, . . . , yn)T ∈ Fn sont
deux vecteurs de ﬂottants. Les auteurs de [70] considèrent l'algorithme de produit scalaire
suivant, dans lequel les erreurs commises lors du calcul classique du produit scalaire sont
compensées à l'aide de TwoProd et de TwoSum.
Algorithme 3.23. Produit scalaire compensé de deux vecteurs de n ﬂottants.
function s = Dot2(x, y)
[ŝ1, c1] = TwoProd(x1, y1)
for i = 2 : n
[p̂i, σi] = TwoProd(xi, yi)
[ŝi, σi] = TwoSum(ŝi−1, p̂i)
ĉi = ĉi−1 ⊕ (pii ⊕ σi)
end
s = ŝn ⊕ ĉn
Théorème 3.24 (proposition 5.5 dans [70]). Étant donnés x = (x1, . . . , xn)T ∈ Fn et
x = (y1, . . . , yn)
T ∈ Fn sont deux vecteurs de ﬂottants, soit s = Dot2(x, y) la valeur
approchée de xTy calculée par algorithme 3.23. On suppose que nu ≤ 1. Alors, en l'absence
d'underﬂow,
|s− s| ≤ u|xTy|+ γ2n|xT ||y|. (3.17)
En faisant intervenir le nombre de conditionnement déﬁni par la relation (3.16), on
constate facilement que la borne d'erreur (3.17) signiﬁe à nouveau que le résultat compensé
calculé par Dot2 est aussi précis que s'il avait été calculé par l'algorithme classique de
produit scalaire en précision doublée u2, puis arrondi vers la précision de travail u.
3.4 Arithmétiques doubles-doubles et quad-double
Telle que déﬁnie par Priest [81, 82], une expansion de longueur n est la représentation
d'un réel x sous la forme d'un n-uplet (x1, . . . , xn) ∈ Fn tel que
1. x est égal à la somme exacte, non évaluée, des xi ;
2. les xi non nuls sont triés par ordre décroissant de valeur absolue ;
3. les xi non nuls ne se chevauchent pas : xi et xi+1 ne présentent aucun bit signiﬁcatif
de même poids.
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Les xi sont communément appelées les composantes de l'expansion x. Priest propose égale-
ment des algorithmes pour eﬀectuer exactement les opérations arithmétiques élémentaires
sur les expansions  addition et produit de deux expansions, division d'une expansion par
une autre. Ces algorithmes permettent donc d'eﬀectuer des calculs en précision arbitraire
à l'aide de l'arithmétique ﬂottante disponible sur les machines, de précision nécessairement
ﬁnie. Cet auteur décrit également une procédure de renormalisation, permettant d'assurer
que la propriété de non chevauchement est bien vériﬁée par l'expansion produite par une
opération arithmétique élémentaire.
Notons que les algorithmes formulés par Priest sont valables dans le cadre d'une arith-
métique ﬂottante avec arrondi ﬁdèle. Shewchuk [87, 88] adaptera ensuite les travaux de
Priest dans la cadre de la norme IEEE-754, en supposant en particulier que les opérations
de d'arithmétiques ﬂottantes sont toutes eﬀectuées en arrondi au plus proche.
Les expansions de longueur ﬁxe constituent un cas particulier de travaux relatés ci-
dessus : dans ce cas, on ﬁxe à l'avance le nombre de composantes utilisées par expansion,
ce qui permet de simuler une précision de travail ﬁxée. Citons ici les auteurs de [35] :
We note that many applications would get full beneﬁt from using merely a
small multiple of (such as twice or quadruple) the working precision, without
the need for arbitrary precision. The algorithms for this kind of ﬁxed preci-
sion can be made signiﬁcantly faster than those for arbitrary precision. Bailey
[4] and Briggs [14] have developed algorithms and software for double-double
precision, twice the double precision1. They used the multiple-component for-
mat, where a double-double number is represented as an unevaluated sum of a
leading double and a trailing double.
Il est également à noter que de nombreux travaux antérieurs à ceux évoqués ci-dessus
visent à simuler une précision de travail doublée à l'aide d'un format de représentation des
nombres proche de celui des expansions de longueur deux. C'est la cas par exemple des
travaux de Møller [65, 64], Dekker [19], Knuth [47] et Linnainmaa [58].
Dans tous les cas cités ci-dessus, les briques de bases permettant les opérations élémen-
taires sur les expansions sont ce que nous appelons dans ce document des transformations
arithmétiques exactes, comme celles décrites dans la section précédente.
Dans la suite de cette section, nous fournissons quelques détails sur l'arithmétique
 double-double  [4, 34, 57] : nous décrivons notamment les algorithmes qui nous seront
utiles pour comparer les performances de l'arithmétique double-double à celles des algo-
rithmes compensés que nous présenterons par la suite  nous eﬀectuerons notamment
de telles comparaisons au chapitre 5. Nous dirons également quelques mots à propos de
l'arithmétique quad-double [35].
3.4.1 Arithmétique double-double
Les opérations arithmétiques sur les doubles-doubles permettent de doubler la double
précision IEEE-754, oﬀrant ainsi précision de travail de l'ordre de 106 bits. Ce doublement
de la précision est obtenu uniquement à l'aide d'opérations arithmétiques élémentaires,
dans le mode d'arrondi au plus proche. Le format double-double tel que nous le présentons
ici est celui décrit dans [57] et utilisé dans [34]. Un double-double a est une paire (ah, al),
formée de deux ﬂottants double précision IEEE-754, telle que :
1double précision IEEE-754 [41].
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1. a = ah+ al, et
2. ah⊕ al = ah.
Le fait que l'on impose ah⊕al = ah assure que les ﬂottants ah et al sont triés par ordre de
valeurs absolues décroissantes. Puisque l'on travaille en arrondi au plus proche, en double
précision IEEE-754, la condition ah⊕al = ah implique |al| ≤ 1/2 ulp(ah). De plus, lorsque
|al| = 1/2 ulp(ah), la règle de l'arrondi pair implique que le bit de poids faible de ah est
nul. La condition ah⊕al = ah assure donc aussi que les ﬂottants ah et al ne se chevauchent
pas. Comme nous l'avons déjà dit, cela implique une étape de renormalisation à la ﬁn de
chaque opération arithmétique entre double-doubles.
Dans nos comparaisons entre l'arithmétique double-double et les algorithmes compen-
sés, nous n'aurons besoin que de deux opérations :
1. l'addition d'un double-double et d'un double,
2. le produit d'un double-double par un double.
Nous formulons ci-dessous les algorithmes permettant d'eﬀectuer ces opérations. Comme
dans [57], nous supposons que les opérations ﬂottantes sont eﬀectuées en double précision
IEEE-754, dans le mode d'arrondi au plus proche.
L'algorithme add_dd_d ci-dessous calcule l'addition d'un double-double et d'un double,
en 10 opérations ﬂottantes.
Algorithme 3.25. Addition (rh, rl) = (ah, al)⊕ b
function [rh, rl] = add_dd_d(ah, al, b)
[th, δ] = TwoSum(ah, b)
tl = al ⊕ δ
[rh, rl] = FastTwoSum(th, tl)
L'algorithme prod_dd_d eﬀectue le produit d'un double-double par un double, en 22
opérations ﬂottantes.
Algorithme 3.26. Produit (rh, rl) = (ah, al)⊗ b.
function [rh, rl] = prod_dd_d(ah, al, b)
[th, δ] = TwoProd(ah, b)
tl = al ⊗ b⊕ δ
[rh, rl] = FastTwoSum(th, tl)
Si un FMA est disponible, on utilise cette instruction pour le calcul de tl, et on remplace
bien sûr TwoProd par TwoProdFMA : le décompte des opérations ﬂottantes se trouve alors
ramené à 7.
Dans chacun des algorithmes formulés ci-dessus, le fait que la paire (rh, rl) produite
en sortie soit toujours une expansion de longueur deux, c'est à dire que |rl| ≤ 1
2
ulp(rh),
est assuré par la dernière instruction [rh, rl] = FastTwoSum(th, tl). Nous désignerons par
la suite cette instruction sous le nom d'étape de renormalisation.
À titre d'exemple, et parce que nous y ferons souvent référence au cours des chapitres
suivants, nous formulons ci-dessous le schéma de Horner (algorithme 2.6) en eﬀectuant les
calculs internes à l'aide de l'arithmétique double-double. On considère donc un polynôme
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p(x) =
∑n
i=0 aix
i à coeﬃcients ﬂottants, et x un ﬂottant. Les opérations de l'arithmétique
double-double sont ici inlinées, aﬁn de détailler la structure de l'algorithme : ces deux opéra-
tions sont encadrées dans l'algorithme 3.27. Nous utilisons un appel à TwoProdxh,xl(shi+1, x)
au lieu de TwoProd(shi+1, x), aﬁn que le découpage de x ne soit eﬀectué qu'une seule fois
avant le début de la boucle.
L'algorithme DDHorner nécessite 29n + (1) opérations ﬂottantes. Lorsqu'un FMA est
disponible sur la machine cible, TwoProd sera bien entendu remplacé par TwoProdFMA, et
la ligne tl = sli+1 ⊗ x ⊕ tl par tl = FMA(sli+1, x, tl). En présence d'un FMA, l'algorithme
DDHorner ne nécessite donc plus que 16n+O(1) opérations ﬂottantes.
Algorithme 3.27. Algorithme de Horner en arithmétique double-double
function r = DDHorner(p, x)
[xh, xl] = Split(x)
shn = ai ; sln = 0
for i = n− 1 : −1 : 0
% double-double = double-double × double :
% (phi, pli) = (shi+1, sli+1)⊗ x
[th, tl] = TwoProdxh,xl(shi+1, x)
tl = sli+1 ⊗ x⊕ tl
[phi, pli] = FastTwoSum(th, tl)
% double-double = double-double + double :
% (shi, sli) = (phi, pli)⊕ ai
[th, tl] = TwoSum(phi, ai)
tl = tl ⊕ pli
[shi, sli] = FastTwoSum(th, tl)
end
r = sh0
3.4.2 Arithmétique quad-double
Par extension de la déﬁnition d'un double-double, un quad-double a est un quadruplet
(a0, a1, a2, a3) de ﬂottants double precision IEEE-754 tel, que
1. a = a0 + a1 + a2 + a3, et
2. ai ⊕ ai+1 = ai, pour i = 0, 1, 2.
Nous ne présentons pas ici les algorithmes introduits dans [35] : les idées sont les mêmes
que dans le cas de l'arithmétique double-double, mais les algorithmes sont plus complexes.
Précisons néanmoins que les opérations arithmétique déﬁnies dans cet article permettent
de simuler quatre fois la double précision IEEE-754, ce qui donne une précision de travail
de l'ordre de 212 bits. Comme dans le cas des doubles-doubles, les algorithmes sur les quad-
doubles n'eﬀectuent que des opérations élémentaires de l'arithmétique ﬂottante IEEE-754,
dans le mode d'arrondi au plus proche.
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3.5 Conclusions
Dans ce chapitre, nous avons passé en revue les principales transformation exactes
connues pour les opérations élémentaires de l'arithmétique ﬂottante. Nous avons également
cité deux exemples de leur utilisation dans la littérature.
Au travers des résultats de Ogita, Rump et Oishi, nous avons illustré l'utilisation de ces
transformations exactes pour compenser les erreurs d'arrondi générées par les algorithmes
de sommation récursive et de produit scalaire. Nous développerons cette technique au
cours des chapitres suivants, dans le cas de l'évaluation de polynômes et dans celui de la
résolution de systèmes linéaires triangulaires.
Nous avons également rappelé l'utilisation des transformations exactes au sein des bi-
bliothèques double-double et quad-double, simulant une précision de travail équivalente
respectivement à deux fois et quatre fois la double précision IEEE-754. Ces bibliothèques
seront fréquemment utilisées dans nos tests de performances, aﬁn de mettre en évidence
l'eﬃcacité pratique des algorithmes compensés.
Dans la suite de ce document, nous supposerons toujours que l'on utilise l'arithmétique
ﬂottante IEEE-754, dans le mode d'arrondi au plus proche. Cette hypothèse assure que les
erreurs d'arrondi élémentaires peuvent être représentées dans F, ainsi que la validité des
transformations exactes décrites dans ce chapitre.
Il existe dans la littérature des résultats basés sur des hypothèses plus ﬁnes pour garantir
le fait que les erreurs d'arrondi puissent être représentées et calculées [11, 10]. Notons
également que Priest [82] déﬁnit des transformations exactes pour la multiplication dans
le cadre plus large d'une arithmétique ﬂottante avec arrondi ﬁdèle. Il serait intéressant
d'étudier ce type de résultat aﬁn de proposer l'utilisation des algorithmes compensés sur
des architectures ne disposant pas de l'arrondi au plus proche. Citons par exemple le cas
du processeur Cell d'IBM, qui dispose d'une très grande puissance de calcul en simple
précision IEEE-754, mais uniquement dans le mode d'arrondi vers zéro.
Chapitre4
Schéma de Horner compensé
Plan du chapitre : Nous introduirons d'abord une transformation exacte pour l'évalua-
tion par l'algorithme de Horner en Section 4.2 : cette transformation exacte nous permettra
de proposer l'algorithme d'évaluation compensé CompHorner. En Section 4.3, nous prouvons
une borne sur l'erreur entachant ce résultat compensé. Cette borne montre que l'algorithme
CompHorner est aussi précis que le schéma de Horner classique utilisé en précision doublée,
avec un arrondi ﬁnal vers la précision courante. En particulier, l'erreur relative entachant
le résultat compensé est de l'ordre de l'unité d'arrondi tant que le conditionnement de
l'évaluation est petit devant u−1. En Section 4.4, nous justiﬁons clairement ce fait, en pro-
posant une borne supérieure sur le conditionnement permettant d'assurer que le résultat
compensé est un arrondi ﬁdèle du résultat exact. Les expériences de la Section 4.5 illustrent
le comportement numérique de CompHorner. Pour cela nous détaillerons une méthode pour
générer des polynômes à coeﬃcients ﬂottants de conditionnement arbitrairement grand. Les
résultats des Sections 4.2 à 4.4 sont démontrés en supposant qu'aucun résultat dénormalisé
n'intervient au cours des calculs. En Section 4.6 nous proposons donc une nouvelle borne
d'erreur pour le résultat compensé calculé par CompHorner, valable également en présence
d'underﬂow.
4.1 Conditionnement et précision de l'évaluation poly-
nomiale
Les polynômes apparaissent dans de nombreux domaines du calcul scientiﬁque et de
l'ingénierie. D'autre part, développer des algorithmes numériques rapides et ﬁables pour
les évaluer reste un grand challenge. Les méthodes de calcul numérique de racines se basent
en général sur des méthodes itératives de type Newton, qui nécessitent d'évaluer un poly-
nôme et ses dérivées. Higham [39, chap. 5] consacre, par exemple, un chapitre entier aux
polynômes et en particulier à l'évaluation polynomiale.
Si p(x) =
∑n
i=0 aix
i est un polynôme dont les coeﬃcients sont des nombres ﬂottants, et
x est un argument ﬂottant, alors la précision relative du résultat p̂(x) calculé par le schéma
de Horner vériﬁe l'estimation
|p(x)− p̂(x)|
|p(x)| ≤ cond(p, x)×O(u). (4.1)
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Dans l'inégalité précédente, cond(p, x) est le nombre de conditionnement de l'évaluation
de p(x), qui quantiﬁe la diﬃculté d'une évaluation précise du résultat. En notant
p˜(x) :=
n∑
i=0
|ai||x|i, (4.2)
le conditionnement de l'évaluation de p en x est classiquement déﬁni par [20]
cond(p, x) =
p˜(x)
|p(x)| . (4.3)
On notera que le nombre de conditionnement cond(p, x) peut être arbitrairement grand,
par exemple au voisinage des racines de p.
Ici nous ne considérerons que des polynômes dont les coeﬃcients sont des nombres
ﬂottants. Cette situation apparaît par exemple lors de l'évaluation de fonctions élémentaires
[66], ou en calcul géométrique [55]. Le problème est que même dans ce cas particulier où
les coeﬃcients de p sont des ﬂottants, la relation (4.1) montre que le résultat calculé par le
schéma de Horner peut être extrêmement moins précis que l'unité d'arrondi u. C'est le cas
lorsque cond(p, x) est grand devant u−1, et on parlera alors d'évaluation mal conditionnée.
Lorsque la précision de travail u n'est pas suﬃsante pour garantir la précision du ré-
sultat, plusieurs alternatives existent pour simuler des précisions de travail supérieures.
Au chapitre précédent nous avons rappelé que les expansions de longueur ﬁxe, telles les
 double-double  et les  quad-double  [81, 57] sont des solutions logicielles couramment
utilisées pour simuler respectivement une précision double ou quadruple de la double pré-
cision IEEE-754.
Nous proposons dans ce chapitre une alternative à l'utilisation de cette arithmétique
double-double, dans le contexte de l'évaluation de polynômes à une indéterminée. Nous
supposons que tous les calculs sont eﬀectués à une précision ﬁxée u, dans le mode d'arrondi
au plus proche. Le principe du schéma de Horner compensé que nous présentons ici est
celui de la compensation des erreurs d'arrondi, à l'aide des transformations exactes décrites
au chapitre 3. Nous montrerons que la précision de l'évaluation calculée par le schéma de
Horner compensé satisfait
|p(x)− p̂(x)|
|p(x)| ≤ u+ cond(p, x)×O(u
2). (4.4)
Comparée à la relation (4.1), l'inégalité précédente montre que le résultat de l'évaluation
compensé est aussi précis que celui calculé par le schéma de Horner classique en précision
doublée, avec un arrondi ﬁnal vers la précision de travail. Nous avons déjà mentionné
ce comportement au chapitre précédent au sujet de la sommation et du produit scalaire
compensés.
Comme dans le cas du schéma de Horner classique, la borne d'erreur relative (4.4) dé-
pend du nombre de conditionnement de l'évaluation : la précision du résultat compensé
peut donc être arbitrairement mauvaise pour des évaluations mal conditionnées. Néan-
moins, la borne (4.4) montre que la précision du résultat compensé est du même ordre de
grandeur que la précision des calculs tant que cond(p, x) est petit devant u−1.
Cette remarque motive une partie de notre étude du schéma de Horner compensé,
portant sur le calcul d'un arrondi ﬁdèle de p(x). Rappelons que r est un arrondi ﬁdèle
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de l'évaluation exacte p(x), lorsque soir r = p(x), soit r est l'un des deux ﬂottants les
plus proches de p(x). Nous proposons dans ce chapitre une condition suﬃsante permettant
d'assurer le fait que le résultat compensé soit un arrondi ﬁdèle de p(x). Ce résultat peut
être interprété de la manière suivante : tant que le conditionnement est petit devant u−1,
dans un sens précisé clairement par le théorème 4.10, le schéma de Horner compensé calcule
un arrondi ﬁdèle du résultat exact.
Les résultats évoqués jusqu'à présent sont valides en supposant qu'aucun underﬂow
n'intervient au cours des calculs. Nous fournirons ﬁnalement dans ce chapitre une borne
d'erreur a priori pour le résultat calculé par le schéma de Horner compensé, vériﬁée égale-
ment en présence d'underﬂow.
4.2 Du schéma de Horner à sa version compensée
Comme nous le verrons plus en détail par la suite, le principe du schéma de Horner
compensé est de calculer un terme correctif aﬁn de compenser l'eﬀet des erreurs d'arrondis
générées par le schéma de Horner classique. Le but de cette section est de montrer comment
un tel terme correctif peut être calculé, et de formuler l'algorithme de Horner compensé.
4.2.1 Une transformation exacte pour le schéma de Horner
L'algorithme suivant calcule, en même temps que l'évaluation de p(x) par le schéma de
Horner, deux polynômes qui permettent d'exprimer exactement l'erreur directe entachant
cette évaluation. Comme le montre le théorème 4.2, cet algorithme sera donc vu comme
une transformation exacte pour le schéma de Horner.
Algorithme 4.1. Transformation exacte pour le schéma de Horner
function [r0, ppi, pσ] = EFTHorner(p, x)
[xh, xl] = Split(x)
rn = an
for i = n− 1 : −1 : 0
[pi, pii] = TwoProdxh,xl(ri+1, x)
[ri, σi] = TwoSum(pi, ai)
Soit pii le coeﬃcient de degré i du polynôme ppi
Soit σi le coeﬃcient de degré i du polynôme pσ
end
L'algorithme EFTHorner nécessite 19n + 4 opérations ﬂottantes. Le théorème suivant
montre que l'algorithme 4.1 est bien une transformation exacte pour l'évaluation polyno-
miale avec le schéma de Horner.
Théorème 4.2. Soit p(x) =
∑n
i=0 aix
i un polynôme de degré n à coeﬃcients ﬂottants,
et soit x un nombre ﬂottant. En l'absence d'underﬂow, l'algorithme 4.1 calcule à la fois
Horner(p, x) et deux polynômes ppi et pσ de degré n− 1 à coeﬃcients ﬂottants, tels que
p(x) = Horner(p, x) + (ppi + pσ)(x). (4.5)
De plus,
(p˜pi + pσ)(x) ≤ (p˜pi + p˜σ)(x) ≤ γ2np˜(x). (4.6)
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Preuve. Comme TwoProd et TwoSum sont des transformations exactes, d'après les théo-
rèmes 3.10 et 3.6 on a ri+1x = pi + pii et pi + ai = ri + σi. Ainsi, pour i = 0, . . . , n− 1 on a
l'égalité ri = ri+1x+ ai− pii− σi. Comme de plus rn = an, on peut montrer par récurrence
qu'à la ﬁn de la boucle
r0 =
n∑
i=0
aix
i −
n−1∑
i=0
(pii + σi)x
i,
ce qui démontre la relation (4.5).
Aﬁn de prouver la relation (4.6), démontrons par récurrence sur i = 1, . . . , n que
|pn−i| ≤ (1 + γ2i−1)
i∑
j=1
|an−i+j||xj|, et (4.7)
|rn−i| ≤ (1 + γ2i)
i∑
j=0
|an−i+j||xj|. (4.8)
Pour i = 1, comme rn = an, on a
|pn−1| = |an ⊗ x| ≤ (1 + u)|an||x| ≤ (1 + γ1)|an||x|,
donc (4.7) est vraie. De la même façon, comme
|rn−1| ≤ (1 + u) ((1 + γ1)|an||x|+ |an−1|) ≤ (1 + γ2) (|an||x|+ |an−1|) ,
la relation (4.8) est donc aussi vériﬁée. Supposons maintenant que (4.7) et (4.8) sont vraies
pour un entier i tel que 1 ≤ i < n. Puisque |pn−(i+1)| = |rn−i ⊗ x| ≤ (1 + u)|rn−i||x|, de
l'hypothèse de récurrence on déduit
|pn−(i+1)| ≤ (1 + u)(1 + γ2i)
i∑
j=0
|an−i+j||xj+1| ≤
(
1 + γ2(i+1)−1
) i+1∑
j=1
|an−(i+1)+j||xj|.
D'autre part, on a |rn−(i+1)| = |pn−(i+1) ⊕ an−(i+1)| ≤ (1 + u)(|pn−(i+1)|+ |an−(i+1)|), d'où
|rn−(i+1)| ≤ (1 + u)
(
1 + γ2(i+1)−1
) i+1∑
j=0
|an−(i+1)+j||xj| ≤
(
1 + γ2(i+1)
) i+1∑
j=0
|an−(i+1)+j||xj|.
Les relations (4.7) et (4.8) sont donc démontrées par récurrence. Pour i = 1, . . . , n, on écrit
donc
|pn−i||xn−i| ≤ (1 + γ2i−1)p˜(x), et |rn−i||xn−i| ≤ (1 + γ2i)p˜(x).
Puisque [pi, pii] = TwoProdxh,xl(ri+1, x) et [ri, σi] = TwoSum(pi, ai), d'après les théorèmes
3.10 et 3.6, on a |pii| ≤ u|pi| et |σi| ≤ u|ri| pour i = 0, . . . , n− 1. Par conséquent,
(p˜pi + p˜σ)(x) =
n−1∑
i=0
(|pii|+ |σi|)|xi| ≤ u
n∑
i=1
(|pn−i|+ |rn−i|)|xn−i|,
et donc
(p˜pi + p˜σ)(x) ≤ u
n∑
i=1
(2 + γ2i−1 + γ2i) p˜(x) ≤ 2nu (1 + γ2n) p˜(x).
Puisque 2nu(1 + γ2n) = γ2n, on obtient ﬁnalement (p˜pi + p˜σ)(x) ≤ γ2np˜(x). 
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4.2.2 Schéma de Horner compensé
Étant donné un polynôme p à coeﬃcients ﬂottants, et x un ﬂottant, on considère l'éva-
luation r̂ de p(x) calculée à l'aide du schéma de Horner. D'après le théorème 4.2, l'erreur
directe entachant r̂ est exactement
c = p(x)− r̂ = (ppi + pσ)(x),
où les deux polynômes ppi et pσ sont identiﬁés exactement à l'aide de l'algorithme 4.1. Le
principe du schéma de Horner compensé est de calculer une approximation ĉ de cette erreur
directe c, puis d'en déduire un résultat compensé r, tel que
r = r̂ ⊕ ĉ.
Par la suite, nous dirons que c est le terme correctif exact pour r̂, et que ĉ est terme correctif
calculé. Nous pouvons maintenant formuler l'algorithme de Horner compensé.
Algorithme 4.3. Schéma de Horner compensé
function r = CompHorner(p, x)
[r̂, ppi, pσ] = EFTHorner(p, x)
ĉ = Horner(ppi ⊕ pσ, x)
r = r̂ ⊕ ĉ
Il est important de noter que si l'on avait ĉ = c, alors on aurait également r = p(x). Mais
en pratique, le calcul de ĉ est eﬀectué en arithmétique ﬂottante, et sera donc également
entaché d'erreurs d'arrondi. Cette compensation permet néanmoins d'améliorer signiﬁca-
tivement la précision du résultat calculé, comme cela est prouvé dans la section suivante.
Les performances de l'algorithme 4.3 seront étudiées en détail au chapitre 5. Nous
pouvons toutefois déjà noter que CompHorner requiert 22n+O(1) opérations ﬂottantes.
4.3 Précision du schéma de Horner compensé
Nous montrons dans cette section que l'algorithme 4.3 admet une borne d'erreur bien
plus précise que celle de l'algorithme classique : CompHorner fournit en eﬀet un résultat
aussi précis que si les calculs avaient été eﬀectués avec le schéma de Horner en précision
de travail doublée.
Théorème 4.4. On considère un polynôme p à coeﬃcients ﬂottants de degré n et x un
nombre ﬂottant. On suppose 2nu < 1. Alors, en l'absence d'underﬂow,
|CompHorner(p, x)− p(x)| ≤ u|p(x)|+ γ22np˜(x). (4.9)
Avant de démontrer ce résultat, nous formulons ci-dessous deux lemmes techniques.
Le lemme 4.5 permet de borner l'erreur directe commise en évaluant la somme de deux
polynômes par la schéma de Horner. La preuve que nous en donnons est succincte car
l'analyse d'erreur se déduit facilement de celle du schéma de Horner eﬀectuée au chapitre 2,
Section 2.4.
48 Chapitre 4. Schéma de Horner compensé
Lemme 4.5. Soient p(x) =
∑n
i=0 aix
i et q(x) =
∑n
i=0 bix
i deux polynômes à coeﬃcients
ﬂottants de degré n, et soit x un ﬂottant. On considère l'évaluation ﬂottante de (p+ q)(x)
calculée par Horner(p⊕ q, x). Alors, en l'absence d'underﬂow, on a
|(p+ q)(x)− Horner(p⊕ q, x)| ≤ γ2n+1(p˜+ q)(x), (4.10)
avec (p˜+ q)(x) :=
∑n
i=0 |ai + bi||x|i.
Preuve. En procédant de la même manière que pour l'analyse d'erreur de l'évaluation d'un
polynôme à coeﬃcients ﬂottants par le schéma de Horner (voir Section 2.4), on obtient :
Horner(p⊕ q, x) = (1 + θ2n+1)(an + bn)xn +
n−1∑
i=0
(
1 + θ2(i+1)
)
(ai + bi)x
i,
où chacun des θk satisfait |θk| ≤ γk. On déduit de cette égalité le résultat annoncé. 
Le lemme ci-dessous fournit une borne sur l'erreur directe |ĉ − c| entachant le terme
correctif calculé ĉ. L'intérêt de cette borne est qu'elle fait intervenir le conditionnement
absolu p˜(x) de d'évaluation de p(x).
Lemme 4.6. Sous les hypothèses du théorème 4.4, et avec les notations de l'algorithme 4.3,
|ĉ− c| ≤ γ2n−1γ2np˜(x). (4.11)
Preuve. Comme ĉ = Horner(ppi ⊕ pσ, x) et c = (ppi + pσ)(x), avec ppi et pσ deux polynômes
de degré n− 1 à coeﬃcients ﬂottants, le lemme 4.5 donne
|ĉ− c| ≤ γ2n−1(p˜pi + pσ)(x),
et en utilisant la relation (4.6) il vient |ĉ− c| ≤ γ2n−1γ2np˜(x). 
Nous en venons maintenant à la preuve du théorème 4.4
Preuve du théorème 4.4. L'erreur absolue générée par l'algorithme 4.3 est
|r − p(x)| = |(r̂ ⊕ ĉ)− p(x)| ,
= |(1 + ε)(r̂ + ĉ)− p(x)| ,
avec |ε| ≤ u. D'après la relation (4.5), et comme c = (ppi + pσ)(x), on a r̂ = Horner(p, x) =
p(x)− c. D'où
|r − p(x)| = |(1 + ε) (p(x)− c+ ĉ)− p(x)| ,
et
|r − p(x)| ≤ u|p(x)|+ (1 + u)|ĉ− c|. (4.12)
Nous sommes donc ramenés à majorer l'erreur directe |ĉ− c| du terme correctif calculé. En
utilisant le lemme 4.6, on obtient
|r − p(x)| ≤ u|p(x)|+ (1 + u)γ2n−1γ2np˜(x).
Il suﬃt alors de remarquer que (1+u)γ2n−1 ≤ γ2n pour obtenir la borne d'erreur (4.9). 
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Il est important d'interpréter le théorème 4.2 en fonction du conditionnement cond(p, x).
En combinant la borne d'erreur (4.9) avec l'expression du conditionnement (2.9) on obtient
le corollaire suivant.
Corollaire 4.7. Avec les mêmes hypothèses que dans le théorème 4.4, l'erreur relative
entachant le résultat calculé par le schéma de Horner compensé vériﬁe
|CompHorner(p, x)− p(x)|
|p(x)| ≤ u+ γ
2
2n cond(p, x). (4.13)
La borne obtenue sur l'erreur relative entachant le résultat compensé est composé de
deux termes.
 Le terme γ22n cond(p, x) ≈ 4n2u2 montre que le résultat est aussi précis que si les
calculs avaient été eﬀectués en précision doublée, c'est à dire en précision u2.
 Le terme u indique simplement que le résultat est ﬁnalement arrondi vers la précision
de travail u.
En particulier, aussi longtemps que cond(p, x) est petit devant γ−12n , le terme γ
2
2n cond(p, x)
est négligeable devant u, et la précision du résultat compensé est de l'ordre de l'unité
d'arrondi. En conclusion, le corollaire 4.7 nous permet d'aﬃrmer que le résultat fourni
par le schéma de Horner compensé est aussi précis que s'il avait été obtenu par le schéma
de Horner classique évalué en précision de travail doublée, avec un arrondi ﬁnal vers la
précision courante.
4.4 Arrondi ﬁdèle avec le schéma de Horner compensé
Nous avons vu que la précision du résultat calculé par CompHorner est de l'ordre de
l'unité d'arrondi u, tant que le conditionnement est petit devant γ−12n . Dans cette section,
nous précisons cette observation en proposant une condition suﬃsante sur cond(p, x) qui
assure que le résultat calculé par le schéma de Horner compensé est un arrondi ﬁdèle du
résultat exact p(x).
Il est clair que la borne d'erreur (4.9) n'est pas assez ﬁne pour nous aider à trouver une
condition suﬃsante assurant l'arrondi ﬁdèle de l'évaluation. Nous utiliserons par la suite
le lemme suivant, issu de [86].
Lemme 4.8 ([86]). Soient r, δ deux réels et soit r l'arrondi au plus proche de r. On suppose
ici que r est un nombre ﬂottant normalisé. Si |δ| < u
2
|r| alors r est un arrondi ﬁdèle de
r + δ.
En appliquant le lemme 4.8 au cas du schéma de Horner compensé, on obtient une
condition suﬃsante pour montrer que le résultat compensé est un arrondi ﬁdèle.
Lemme 4.9. Soit p un polynôme à coeﬃcients ﬂottants, et soit x un ﬂottant. On considère
l'approximation r ∈ F de p(x) calculé avec CompHorner(p, x), et l'on suppose qu'aucun
underﬂow n'intervient au cours des calculs. On déﬁnit c = (ppi + pσ)(x). Si |ĉ− c| < u2 |r|,
alors r est un arrondi ﬁdèle de p(x).
Preuve. On suppose que |ĉ− c| < u
2
|r|. D'après les notations de l'algorithme 4.3, rappelons
que r = r̂⊕ ĉ. D'après le lemme 4.8, on en déduit que r est un arrondi ﬁdèle de r̂+ ĉ+c− ĉ =
r̂ + c. Comme [r̂, ppi, pσ] = EFTHorner(p, x), le théorème 4.2 donne p(x) = r̂ + c. Donc, r
est un arrondi ﬁdèle de p(x). 
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Le critère proposé dans le lemme 4.9 porte sur l'erreur |ĉ − c| entachant le terme
correctif calculé ĉ. La relation (4.11) indique que l'erreur |ĉ − c| est bornée par γ22np˜(x).
Cette remarque nous permet de proposer un critère basé uniquement sur cond(p, x), pour
assurer que le résultat calculé par CompHorner est un arrondi ﬁdèle.
Théorème 4.10. Soit p un polynôme à coeﬃcients ﬂottants, et soit x un ﬂottant. On
suppose 2nu < 1. En l'absence d'underﬂow, si
cond(p, x) <
1− u
2 + u
u
γ22n
. (4.14)
alors CompHorner(p, x) est un arrondi ﬁdèle du résultat exact p(x).
La borne sur le conditionnement proposée dans le théorème 4.10 pour garantir l'arrondi
ﬁdèle n'est pas facilement interprétable en l'état. En ne s'intéressant qu'aux ordres de
grandeurs, on a (1− u)/(2 + u) ≈ 1/2 et γ22n ≈ 4n2u2, d'où
1− u
2 + u
u
γ22n
≈ 1
8n2
u−1.
On peut donc interpréter le théorème 4.10 de la façon suivante : tant que cond(p, x) est
suﬃsamment petit devant u−1, le résultat compensé calculé par CompHorner est un arrondi
ﬁdèle de p(x).
Pour la preuve du théorème 4.10, nous utiliserons le lemme suivant.
Lemme 4.11. Sous les hypothèses du théorème 4.10, CompHorner(p, x) et p(x) sont de
même signe, et
(1− u)|p(x)| − γ22np˜(x) ≤ |CompHorner(p, x)|. (4.15)
Preuve. Commençons par montrer que r et p(x) sont de même signe si l'inégalité (4.14)
est satisfaite. En eﬀet, d'après le théorème 4.4,∣∣∣∣ rp(x) − 1
∣∣∣∣ ≤ u+ γ22n cond(p, x),
d'où, en utilisant l'inégalité (4.14),
r
p(x)
≥ 1− (u+ γ22n cond(p, x)) > 1− (u+ 1− u2 + uu
)
= 1− 3u
2 + u
> 0.
Pour ce qui est de la relation (4.15), il suﬃt l'utiliser l'inégalité (4.9) : si p(x) > 0, on a
p(x)− u|p(x)| − γ22np˜(x) ≤ r,
et si p(x) < 0,
r ≤ p(x) + u|p(x)|+ γ22np˜(x).
Dans les deux cas, en tenant compte du fait que r et p(x) sont de même signe, on obtient
bien la relation (4.15). 
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Preuve du théorème 4.10. Nous allons montrer que l'on a
|ĉ− c| < u
2
r.
Ainsi le lemme 4.9 nous permettra de conclure que r est un arrondi ﬁdèle de p(x).
D'après le lemme 4.6, on sait que |ĉ− c| ≤ γ22np˜(x), et en utilisant (4.15) on obtient
u
2
[
(1− u)|p(x)| − γ22np˜(x)
] ≤ u
2
|r|.
Or,
γ22np˜(x) <
u
2
[
(1− u)|p(x)| − γ22np˜(x)
] ⇔ (2 + u)γ22np˜(x) < (1− u)|p(x)|
⇔ p˜(x)|p(x)| <
1− u
2 + u
u
γ22n
⇔ cond(p, x) < 1− u
2 + u
u
γ22n
.
Sous les hypothèses du théorème on écrit alors
|ĉ− c| ≤ γ22np˜(x) <
u
2
[
(1− u)|p(x)| − γ22np˜(x)
] ≤ u
2
|r|,
donc r est bien un arrondi ﬁdèle de p(x). 
4.5 Expériences numériques
Nous décrivons ici nos expériences numériques concernant le schéma de Horner com-
pensé. Nous présentons dans un premier temps la méthode utilisée pour générer des poly-
nômes arbitrairement mal conditionnés. Ces polynômes nous serviront ensuite à illustrer
le lien entre la précision du résultat calculé par le schéma de Horner compensé et le condi-
tionnement.
4.5.1 Génération de polynômes arbitrairement mal conditionnés
La méthode que nous avons utilisée pour générer des polynômes arbitrairement mal
conditionnés est très similaire à celle décrite dans [70] dans le cas des produits scalaires.
Étant donné le degré d du polynôme à générer, la valeur de l'argument x, une valeur v
souhaitée de p(x), et un conditionnement attendu cexp, cette méthode permet de générer
un polynôme p tel que p(x) ≈ v et cond(p, x) ≈ cexp.
Nous présentons ci-dessous cet algorithme de génération sous la forme d'un code Mat-
lab exécutable. Le seul pré-requis est de disposer d'une fonction AccHorner permettant
d'évaluer p(x) avec une erreur relative de l'ordre de l'unité d'arrondi. Une telle fonction
peut être facilement réalisée sous Matlab à l'aide de la Symbolic Toolbox. Mais pour des
raisons de performances, nous avons préféré implanter notre fonction AccHorner à l'aide
d'un appel externe à un code C basé sur la bibliothèque MPFR [31].
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function [p, vact, cact] = GenPoly(d, x, v, cexp)
% GenPoly : Génération de polynômes mal conditionnés
% entrée d degré du polynôme généré
% x argument du polynôme généré
% v valeur approchée souhaitée de p(x)
% cexp nombre de conditionnement souhaité
% sortie p vecteur des coefficients
% vact évaluation précise de p(x)
% cact valeur de cond(p, x) obtenue
%
% Les coefficients de p sont stockés selon les
% conventions de Matlab : p(i) désigne le coefficient
% de degré d-i+1 du polynôme p.
%
p = zeros(1, d+1);
d2 = ceil((d+1)/2);
b = log2(cexp*abs(v));
perm = randperm(d+1);
% génère les d2 premiers coefficients
p(perm(1)) = (2*rand-1) / x^(d-perm(1)+1);
p(perm(2)) = (2*rand-1)*2^b / x^(d-perm(2)+1);
for i=3:d2
p(perm(i)) = (2*rand-1)*2^(b*rand) / x^(d-perm(i)+1);
end
% génère les d+1-d2 coefficients restants
log2v = log2(abs(v));
m = [(2*rand(1,d-d2)-1).*(2.^linspace(b,log2v,d-d2))];
for i=d2+1:d
p(perm(i)) = (m(i-d2)-AccHorner(p, x)) / x^(d-perm(i)+1);
end
p(perm(d+1)) = (v-AccHorner(p, x)) / x^(d-perm(d+1)+1);
% calcul une évaluation précise de p(x) et de cond(p, x)
vact = AccHorner(p, x);
cact = polyval(abs(p), abs(x)) / abs(vact);
Supposons que l'on veuille générer un polynôme p, de degré d, tel que cond(p, x) soit
de l'ordre de grandeur de cexp. On choisit a priori l'argument x du polynôme, ainsi que la
valeur souhaitée v de p(x).
D'après la déﬁnition de cond(p, x), reste alors à déterminer les coeﬃcients de p de
manière à ce que p˜(x) ≈ cexp × |v| et p(x) ≈ v. Comme l'argument x est choisi a priori, il
est important de remarquer que le fait de ﬁxer l'un des coeﬃcients du polynôme revient à
ﬁxer la valeur du monôme correspondant à ce coeﬃcient. On procède comme suit.
1. On commence par générer aléatoirement d2 = bn/2c des monômes de p de manière
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à ce que leurs exposants soient compris entre 0 et l'exposant de cexp × |v|. Il est
important d'assurer qu'au moins l'un des monômes générés soit du même ordre de
grandeur que cexp × |v|. Comme p˜(x) est par déﬁnition égal à la somme des valeurs
absolues des monômes de p(x), ce choix assure p˜(x) ≈ cexp × |v|.
2. On génère ensuite les d+ 1− d2 monômes restants de manière à ce que p(x) ≈ v.
Remarquons qu'il est également possible de générer la seconde partie des coeﬃcients en
utilisant la boucle suivante :
for i=d2+1:d+1
p(perm(i)) = (v-AccHorner(p, x)) / x^(d-perm(i)+1);
end
Cette méthode assure également p(x) ≈ v, mais provoque l'apparition de nombreux coef-
ﬁcients nuls dans le polynôme généré, ce que nous avons voulu éviter.
4.5.2 Résultats expérimentaux
Sur la ﬁgure 4.1, nous comparons les algorithmes Horner et CompHorner, tous deux
exécutés sous Matlab en double précision IEEE-754. Pour ces tests nous avons généré
un jeu de 700 polynômes de degré 50, dont le nombre de conditionnement varie entre
102 et 1035. Les paramètres x et v du générateur ont été chacun choisis aléatoirement
dans [−216,−2−16] ∪ [2−16, 216], de manière à éviter les dépassements de capacités, aussi
bien vers l'inﬁni que vers 0. Pour chaque évaluation eﬀectuée, nous reportons la précision
relative |ŷ − p(x)|/|p(x)| du résultat calculé ŷ en fonction du nombre de conditionnement
du polynôme. Nous représentons également sur la ﬁgure 4.1 les bornes d'erreur relative
(2.10) et (4.13), pour les résultats calculés respectivement par Horner et CompHorner.
On observe que le schéma de Horner compensé présente bien le comportement attendu.
Tant que le conditionnement est inférieur à u−1, l'erreur relative entachant le résultat
compensé est plus petite que l'unité d'arrondi u. Ensuite, pour un conditionnement compris
entre u−1 et u−2, la précision se dégrade progressivement, jusqu'à ce que l'on ait perdu
toute précision pour un conditionnement plus grand que u−2.
On constate néanmoins que les bornes d'erreur relative (2.10) et (4.13) sont toutes les
deux pessimistes de plusieurs ordres de grandeur. Ces bornes d'erreur sont en eﬀet des
bornes d'erreur a priori, établies en eﬀectuant une analyse d'erreur dans le pire cas. Ce
phénomène est bien connu, et notamment décrit par Higham : voir [39, p.48, p.65], ainsi
que les expériences numériques à propos du schéma de Horner [39, chap.5]). Le caractère
pessimiste des bornes d'erreur obtenues dans [70], pour la sommation et le produit sca-
laire compensés, est également souligné par les auteurs de cet article. Nous reviendrons
plus longuement sur cette observation au chapitre 7, où nous verrons comment valider
a posteriori le résultat compensé calculé par CompHorner.
4.6 Prise en compte de l'underﬂow
Dans les sections précédentes de ce chapitre, nous avons toujours supposé qu'aucun
résultat dénormalisé n'apparaissait au cours des calculs. En particulier, nous avons toujours
utilisé le modèle standard (2.5) pour borner l'erreur commise à chaque opération ﬂottante.
Ici, nous proposons une borne d'erreur a priori pour le schéma de Horner compensé, vériﬁée
également en présence d'underﬂow.
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Fig. 4.1  Précision relative du schéma de Horner et de CompHorner en double précision
IEEE-754, avec des polynômes de degré 50.
4.6.1 Résultat
Nous énonçons ci-dessous le théorème 4.12, qui constitue le principal résultat de cette
section. Le reste de la section est consacré à la preuve de ce théorème, preuve qui consiste
essentiellement à reprendre celle du théorème 4.4, tout en tenant compte d'un possible
underﬂow pour chaque multiplication ﬂottante eﬀectuée.
Rappelons que l'on travaille dans le mode d'arrondi au plus proche. Le plus petit ﬂottant
positif normalisé est noté λ, et v = 2λu désigne l'unité d'underﬂow, c'est à dire la distance
séparant deux dénormalisés consécutifs.
Théorème 4.12. On considère un polynôme p à coeﬃcients ﬂottants de degré n et x un
nombre ﬂottant. On suppose n ≥ 1 et 32nu ≤ 1. Alors, même en présence d'underﬂow,
|CompHorner(p, x)− p(x)| ≤ u|p(x)|+ γ22np˜(x) + 4v
n−1∑
i=0
|x|i. (4.16)
Notons que les termes u|p(x)| et γ22np˜(x) apparaissaient déjà dans la borne d'erreur (4.9)
valable uniquement en l'absence d'underﬂow. Le premier borne l'erreur d'arrondi commise
lors du calcul du résultat compensé r = r̂⊕ ĉ. Le second tient compte des erreurs d'arrondis
générées lors du calcul du terme correctif ĉ = Horner(ppi ⊕ pσ, x).
Le troisième terme 4v
∑n−1
i=0 |x|i dans la borne (4.16) prend désormais en compte la pos-
sibilité d'underﬂow pour chacun des produits eﬀectués par le schéma de Horner compensé.
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Néanmoins, cette borne d'erreur n'est pas facile à interpréter : en particulier, il n'est pas
facile de voir dans quels cas le terme 4v
∑n−1
i=0 |x|i peut être considéré comme négligeable
devant u|p(x)| et γ22np˜(x).
Comme nous l'avons déjà vu à la Section 4.3, tant que cond(p, x) est petit devant u−1,
on a γ22np˜(x) . u|p(x)|. Plus formellement,
cond(p, x) ≤ u
γ22n
=⇒ γ22np˜(x) ≤ u|p(x)|.
Pour essayer d'interpréter le théorème 4.12, nous présentons ci-dessous deux situations
dans lesquelles
4v
n−1∑
i=0
|x|i ≤ γ22np˜(x). (4.17)
Lorsque l'inégalité (4.17) est satisfaite, nous pouvons considérer que l'eﬀet de l'underﬂow
sur la qualité du résultat compensé n'est pas plus important que celui du conditionnement.
Commençons par déduire une condition suﬃsante pour que l'inégalité (4.17) soit satis-
faite. Comme 2nu ≤ γ2n, on a
4v
γ22n
≤ 4v
4n2u2
=
2λ
n2u
.
On obtient donc la condition suﬃsante suivante,
2λ
n2u
∑n−1
i=0 |x|i
p˜(x)
≤ 1 =⇒ 4v
n−1∑
i=0
|x|i ≤ γ22np˜(x). (4.18)
Notons bien que 2λu−1  1 dans le cadre d'une arithmétique raisonnable, en particulier
celui de la norme IEEE-754. On supposera donc
2λ
n2u
≤ 1
par la suite. En utilisant (4.18), il est maintenant possible d'isoler deux cas particuliers.
Premièrement, lorsque tous les coeﬃcients du polynôme p sont de valeur absolue plus
grande que 1, c'est à dire |ai| ≥ 1 pour i = 1 : n, on a∑n−1
i=0 |x|i
p˜(x)
=
∑n−1
i=0 |x|i∑n
i=0 |an||x|i
≤ 1.
D'après (4.18), les eﬀets de l'underﬂow restent donc négligeables dans ce cas, au sens de
l'inégalité (4.17).
Deuxièmement, le cas |x| ≤ 1 : en remarquant que |p(x)| ≤ p˜(x), et en majorant
simplement le numérateur par n, on a∑n−1
i=0 |x|i
p˜(x)
≤ n|p(x)| .
La condition suﬃsante (4.18) s'écrit donc maintenant,
2λ
nu
≤ |p(x)| =⇒ 4v
n−1∑
i=0
|x|i ≤ γ22np˜(x).
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On retiendra donc que dans le cas |x| ≤ 1, l'eﬀet de l'underﬂow reste négligeable tant que
|p(x)| est suﬃsamment grand devant λ.
Dans les autres cas, en particulier lorsque les coeﬃcients du polynôme p sont en valeur
absolue petits devant 1, ou lorsque |x| > 1, on ne peut rien conclure en toute généralité.
4.6.2 Évaluation de la somme de deux polynômes
Nous démontrons ici le lemme 4.13, qui permet de majorer l'erreur commise lors du
calcul du terme correctif. Rappelons que le calcul du terme correctif consiste en l'évaluation
de la somme de deux polynômes à coeﬃcients ﬂottants par le schéma de Horner.
Soient p(x) =
∑n
i=0 aix
i et q(x) =
∑n
i=0 bix
i deux polynômes à coeﬃcients ﬂottants, et
soit x un argument ﬂottant. On déﬁnit les réels ri par
rn = an + bn et ri = ri+1x+ (ai + bi), pour i = n− 1, . . . , 0.
Déﬁnissons les r̂i comme l'évaluation en arithmétique ﬂottante des ri, c'est à dire
r̂n = an ⊕ bn et r̂i = r̂i+1 ⊗ x⊕ (ai ⊕ bi) pour i = n− 1, . . . , 0.
On a en particulier r0 = (p+ q)(x) et r̂0 = Horner(p⊕ q, x).
Lemme 4.13. Même en présence d'underﬂow, on a
|Horner(p⊕ q, x)− (p+ q)(x)| ≤ γ2n+1(p˜+ q)(x) + (1 + γ2n−1)v
n−1∑
i=0
|x|i.
Les compteurs 〈k〉 introduits par Stewart [39, p.68] sont à nouveau utilisés ici pour
l'analyse d'erreurs. En présence d'underﬂow, ils seront manipulés comme indiqué ci-après.
Si ◦ ∈ {+,−,×, /} est une opération élémentaire, alors son évaluation ﬂottante pour
a, b ∈ F vériﬁe,
fl(a ◦ b) = 〈1〉(a ◦ b) + η,
avec η = 0 si ◦ ∈ {+,−}, et |η| ≤ v sinon.
Preuve du lemme 4.13. On a r̂n = an ⊕ bn = 〈1〉(an + bn), et, pour i = n− 1, . . . , 0,
r̂i = 〈2〉r̂i+1x+ 〈2〉(ai + bi) + 〈1〉ηi,
avec |ηi| ≤ v. On peut ainsi montrer que
r̂0 = 〈2n+ 1〉(an + bn)xn +
n−1∑
i=0
〈2i+ 2〉(ai + bi)xi +
n−1∑
i=0
〈2i+ 1〉ηixi.
Comme chacun des compteurs d'erreur 〈k〉 désigne un facteur (1 + θk) avec |θk| ≤ γk, on
déduit facilement de l'équation précédente le résultat annoncé. 
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4.6.3 Preuve du théorème 4.12
Si le résultat de l'un des produits eﬀectués au cours de l'exécution de EFTHorner(p, x)
(algorithme 4.1) provoque un underﬂow, on n'obtient plus une transformation exacte pour
p(x). Néanmoins, le théorème suivant nous permet encore d'écrire une relation exacte entre
p(x) et les sorties de EFTHorner(p, x).
Théorème 4.14. Soit p(x) =
∑n
i=0 aix
i un polynôme de degré n à coeﬃcients ﬂottants,
et soit x un nombre ﬂottant. On suppose γ2n ≤ 1. L'algorithme 4.1 calcule à la fois
Horner(p, x) et deux polynômes ppi et pσ de degré n − 1 à coeﬃcients ﬂottants, tels que
p(x) = Horner(p, x) + (ppi + pσ)(x) + 5
n−1∑
i=0
ηix
i, (4.19)
avec |ηi| ≤ v. De plus,
(p˜pi + pσ)(x) ≤ (p˜pi + p˜σ)(x) ≤ γ2np˜(x) + 7v
n−1∑
i=0
|x|i. (4.20)
Preuve. D'après le théorème 3.10, la prise en compte des underﬂows dans TwoProd s'écrit
ri+1x = pi + pii + 5ηi, avec |ηi| ≤ v. D'autre part, rappelons que TwoSum reste une trans-
formation exacte pour l'addition de deux ﬂottants même en présence d'underﬂow (voir
théorème 3.6). On a donc pi + ai = ri + σi. Ainsi, pour i = 0, . . . , n − 1, nous avons
ri = ri+1x+ ai− pii− σi− 5ηi. Comme rn = an, on peut montrer par récurrence qu'à la ﬁn
de la boucle,
r0 =
n∑
i=0
aix
i −
n−1∑
i=0
(pii + σi)x
i − 5
n−1∑
i=0
ηix
i,
ce qui démontre la relation (4.19).
Aﬁn de prouver la relation (4.20), démontrons maintenant par récurrence que l'on a,
pour i = 1, . . . , n,
|pn−i| ≤ (1 + γ2i−1)
i∑
j=1
|an−i+j||xj|+ (1 + γ2i−2)v
i−1∑
j=0
|xj|, (4.21)
|rn−i| ≤ (1 + γ2i)
i∑
j=0
|an−i+j||xj|+ (1 + γ2i−1)v
i−1∑
j=0
|xj|. (4.22)
Pour i = 1, comme rn = an, on a
|pn−1| = |an ⊗ x| ≤ (1 + u)|an||x|+ v ≤ (1 + γ1)|an||x|+ v,
donc la relation (4.21) est vraie. De la même façon, nous avons
|rn−1| ≤ (1 + u) ((1 + γ1)|an||x|+ v + |an−1|) ≤ (1 + γ2) (|an||x|+ |an−1|) + (1 + γ1)v,
donc la relation (4.22) est aussi vériﬁée. Supposons maintenant que (4.21) et (4.22) sont
vraies pour un entier i tel que 1 ≤ i < n. Puisque |pn−(i+1)| = |rn−i⊗x| ≤ (1+u)|rn−i||x|+v,
par hypothèse de récurrence on a
|pn−(i+1)| ≤ (1 + γ2(i+1)−1)
i+1∑
j=1
|an−(i+1)+j||xj|+ (1 + γ2(i+1)−2)v
i∑
j=0
|xj|.
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D'autre part, puisque |rn−(i+1)| = |pn−(i+1) ⊕ an−(i+1)| ≤ (1 + u)(|pn−(i+1)|+ |an−(i+1)|), on
déduit que
|rn−(i+1)| ≤
(
1 + γ2(i+1)
) i+1∑
j=0
|an−(i+1)+j||xj|+
(
1 + γ2(i+1)−1
)
v
i∑
j=0
|xj|.
Les relations (4.21) and (4.22) sont donc vraies par récurrence. Ainsi, pour i = 1, . . . , n,
|pn−i||xn−i| ≤ (1 + γ2n−1)p˜(x) + (1 + γ2n−2)v
n−1∑
j=0
|xj|, et
|rn−i||xn−i| ≤ (1 + γ2n)p˜(x) + (1 + γ2n−1)v
n−1∑
j=0
|xj|.
Puisque [pi, pii] = TwoProdxh,xl(ri+1, x) et [ri, σi] = TwoSum(pi, ai), d'après les théorèmes
3.10 et 3.6, on a |pii| ≤ u|pi|+ 5v et |σi| ≤ u|ri| pour i = 0, . . . , n− 1. Par conséquent,
(p˜pi + p˜σ)(x) =
n−1∑
i=0
(|pii|+ |σi|)|xi| ≤ u
n∑
i=1
(|pn−i|+ |rn−i|)|xn−i|+ 5v
n−1∑
i=0
|xi|.
On obtient alors
(p˜pi + p˜σ)(x) ≤ nu(2 + γ2n−1 + γ2n)p˜(x) + (5 + nu(2 + γ2n−2 + γ2n−1))v
n−1∑
i=0
|xi|
≤ 2nu(1 + γ2n)p˜(x) + (5 + 2nu(1 + γ2n))v
n−1∑
i=0
|xi|
≤ γ2np˜(x) + (5 + γ2n)v
n−1∑
i=0
|xi|.
Puisque γ2n ≤ 1, cela conclut la preuve du résultat annoncé. 
Le lemme suivant fournit une borne sur l'erreur directe entachant le terme correctif
calculé ĉ, valide en présence d'underﬂow.
Lemme 4.15. Avec les hypothèses du théorème 4.12, et les notations de l'algorithme 4.3,
|c− ĉ| ≤ γ2n−1γ2np˜(x) + 2v
n−1∑
i=0
|x|i. (4.23)
Preuve. D'après le lemme 4.13, comme ppi et pσ sont deux polynômes degré n− 1, on a
|c− ĉ| ≤ γ2n−1(p˜pi + pσ)(x) + (1 + γ2n−3)v
n−2∑
i=0
|x|i.
En utilisant la relation (4.20), on obtient
|c− ĉ| ≤ γ2n−1γ2np˜(x) + (1 + γ2n−3)v
n−2∑
i=0
|x|i + 6γ2n−1v
n−1∑
i=0
|x|i
≤ γ2n−1γ2np˜(x) + (1 + γ2n−3 + 6γ2n−1)v
n−1∑
i=0
|x|i.
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On a γ2n−3 + 6γ2n−1 ≤ 8γ2n ≤ γ16n. Or, γ16n ≤ 1 tant que 32nu ≤ 1. Par hypothèse on
obtient donc bien la relation (4.23). 
Le lemme 4.15 nous permet maintenant de démontrer le théorème 4.12.
Preuve du théorème 4.12. Comme dans la preuve du théorème 4.4, on a
|r − p(x)| = |(r̂ ⊕ ĉ)− p(x)| = |(1 + ε)(r̂ + ĉ)− p(x)| ,
avec |ε| ≤ u. D'après la relation (4.19), et comme c = (ppi + pσ)(x),
r̂ = Horner(p, x) = p(x)− c− 5v
n−1∑
i=0
xi.
D'où
|r − p(x)| =
∣∣∣∣∣(1 + ε)
(
p(x)− c− 5v
n−1∑
i=0
xi − ĉ
)
− p(x)
∣∣∣∣∣ ,
et
|r − p(x)| ≤ u|p(x)|+ (1 + u)|ĉ− c|+ (1 + u)v
n−1∑
i=0
|x|i. (4.24)
En utilisant (4.23) pour majorer |ĉ− c|, on obtient
|r − p(x)| ≤ u|p(x)|+ (1 + u)γ2n−1γ2np˜(x) + (1 + u)3v
n−1∑
i=0
|x|i.
En remarquant (1 +u)γ2n−1 ≤ γ2n et (1 +u)3 ≤ 4, on obtient la borne d'erreur (4.16). 
4.7 Conclusions
Le schéma de Horner compensé, présenté dans ce chapitre, permet l'évaluation précise
de polynômes univariés à coeﬃcients ﬂottants. À l'aide d'une analyse d'erreur a priori,
nous avons démontré que le résultat compensé calculé par cet algorithme est aussi précis
que s'il avait été calculé en précision doublée u2, avec un arrondi ﬁnal vers la précision de
travail u.
Nous avons également démontré une condition suﬃsante portant sur le nombre de
conditionnement pour assurer l'arrondi ﬁdèle : tant que le conditionnement de l'évaluation
polynomiale est suﬃsamment petit devant u−1, le schéma de Horner compensé calcule un
arrondi ﬁdèle du résultat exact.
Le problème de la prise en compte des cas d'underﬂow reste selon nous un problème
ouvert : comme nous l'avons vu, l'analyse d'erreur est dans ce cas particulièrement fas-
tidieuse, et la borne d'erreur obtenue diﬃcilement interprétable. Notons néanmoins que
nous sommes parvenu à isoler deux cas dans lesquels la présence d'underﬂow peut être
considérée comme négligeable.
Insistons sur le fait que le schéma de Horner compensé ne nécessite que des opérations
ﬂottantes élémentaires (additions et multiplications), eﬀectuées à une précision de travail u
ﬁxée, dans le mode d'arrondi au plus proche. Notre algorithme est donc facilement portable,
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en particulier dans tout environnement disposant d'une arithmétique ﬂottante conforme à
la norme IEEE-754.
Aux chapitres 5, 6 et 7, nous poursuivrons l'étude du schéma de Horner compensé. Au
chapitre suivant, nous montrerons qu'il s'agit d'un algorithme eﬃcace en terme de temps
de calcul, notamment face au schéma de Horner en arithmétique double-double qui permet
également de simuler une précision de travail doublée.
Chapitre5
Performances du schéma de Horner
compensé
Plan du chapitre : Dans la Section 5.2, nous montrons comment sont implantés en
pratiques les algorithmes CompHorner et DDHorner, et nous reportons les performances
mesurées pour nos implantations. Nous insistons également sur la principale diﬀérence
algorithmique entre CompHorner et DDHorner : les étapes de renormalisation nécessaires
au calcul avec les double-doubles sont évitées dans le schéma de Horner compensé. La
Section 5.3 est dédiée à l'étude du parallélisme d'instructions présent dans les deux algo-
rithmes considérés, et met en évidence le fait que CompHorner exhibe plus de parallélisme
d'instructions que DDHorner.
5.1 Introduction
Le but de ce chapitre est de mettre en évidence les bonnes performances en pratique du
schéma de Horner compensé. Le doublement de la précision des calculs obtenu à l'aide du
schéma de Horner compensé (algorithme CompHorner) introduit nécessairement un surcoût
en comparaison du schéma de Horner classique (algorithme Horner). Déﬁnissons ce surcoût
comme étant égal au ratio du temps d'exécution de CompHorner sur celui de Horner. Il est
clair que ce surcoût dépend de l'architecture utilisée pour eﬀectuer la mesure.
Mais il est commun de penser que le surcoût introduit par CompHorner doit être sen-
siblement égal au ratio du nombre d'opérations ﬂottantes exécutées par CompHorner sur
le nombre d'opérations ﬂottantes eﬀectuées par Horner : on devrait alors s'attendre à un
surcoût de l'ordre de 11. Or, au travers de mesures eﬀectuées sur un certain nombre d'ar-
chitectures récentes, nous verrons que ce surcoût est en pratique de l'ordre de 3, ce qui est
donc bien inférieur à celui que l'on aurait pu attendre au regard du décompte des opéra-
tions ﬂottantes. Nous observons aussi ce phénomène dans le cas du schéma de Horner basé
sur les double-doubles (algorithme DDHorner). Néanmoins, nos expériences montrent que
CompHorner s'exécute en pratique environ 2 fois plus rapidement que DDHorner.
Dans un second temps, nous avancerons un certain nombre d'éléments aﬁn d'expliquer
les bonnes performances du schéma de Horner compensé, en nous basant sur la notion
de parallélisme d'instructions (ILP pour instruction-level parallélism). Citons à ce sujet
Hennessy et Patterson [33, p.172] :
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All processors since about 1985, including those in the embedded space, use
pipelining to overlap the execution of instructions and improve performances.
This potential overlap among instructions is called instruction-level parallelism
since the instructions can be evaluated in parallel.
La technique bien connue du pipeline exploite le parallélisme disponible entre les instruc-
tions d'un programme, en permettant le recouvrement de l'exécution de ses instructions
lorsqu'elles sont indépendantes. Ce mécanisme permet généralement une exécution plus ra-
pide du programme, notamment plus rapide que si toutes ses instructions étaient exécutées
en séquence.
Il est important de noter que la quantité de parallélisme d'instructions disponible dans
un programme est une caractéristique intrinsèque de ce programme, indépendante notam-
ment de l'architecture sur laquelle on l'exécute. En particulier, si toutes les instructions
d'un code forment une chaîne de dépendance, alors elles doivent nécessairement être exécu-
tées en séquence, ce qui signiﬁe que ce code ne présente pas de parallélisme d'instructions.
D'autre part, bien que les processeurs permettent l'exécution en parallèle de nombreuses
instructions, les programmes sont pour la plupart toujours écrits, dans les langages comme
le C ou le FORTRAN, d'une manière purement séquentielle. De nombreuses techniques,
matérielles et logicielles, ont donc été développées aﬁn d'exploiter le parallélisme d'instruc-
tions disponible dans les programmes.
Dans ce chapitre, nous proposons une analyse détaillée du parallélisme d'instructions
disponible dans l'algorithme de Horner compensée (CompHorner, algorithme 4.3), et dans
l'algorithme de Horner basé sur les doubles-doubles (DDHorner, algorithme 3.27). Nous
quantiﬁons le nombre moyen d'instructions de chacun de ces algorithmes qui peuvent théo-
riquement être exécutées simultanément sur un processeur idéal. Ce processeur idéal, déﬁni
dans [33, p.240], est un processeur dans lequel toutes les contraintes artiﬁcielles sur le paral-
lélisme d'instructions sont supprimées. Dans ce contexte, l'IPC ( instruction per clock )
théorique est environ 6 fois meilleur pour l'algorithme de Horner compensé que pour son
équivalent en arithmétique double-double.
Chaque opération arithmétique faisant intervenir un double-double se termine par une
étape de renormalisation [81, 57]. Nous montrons également que l'absence de telles étapes
de renormalisation dans l'algorithme de Horner compensé explique le fait qu'il présente plus
de parallélisme d'instructions. De notre point de vu, cela fournit une explication qualitative
des bonnes performances de cet algorithme compensé sur les architectures modernes.
5.2 Performances en pratique
Dans cette section, nous présentons comment sont implantés CompHorner et DDHorner,
et montrons quels sont les surcoûts introduits en pratique par ces deux algorithmes.
5.2.1 Implantations pratique de CompHorner
On considère l'évaluation de p(x) à l'aide du schéma de Horner compensé (algorithme 4.3).
Tel que présentée au chapitre 4, cette évaluation compensée s'eﬀectue en trois étapes :
1. calcul de Horner(p, x) et des deux polynômes ppi et pσ de degré n−1 par EFTHorner(p, x),
2. évaluation de (ppi + pσ)(x) avec Horner(ppi ⊕ pσ, x),
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3. ﬁnalement, calcul du résultat compensé r.
Il est facile de voir que les deux premières étapes peuvent être regroupées, en évitant ainsi
le stockage des polynômes ppi et pσ. Le schéma de Horner compensé sera donc implanté en
pratique à l'aide d'une simple boucle, comme indiqué ci-dessous.
function r = CompHorner(P, x)
[xh, xl] = Split(x)
rn = an ; cn = 0
for i = n− 1 : −1 : 0
[pi, pii] = TwoProdxh,xl(ri+1, x)
[ri, σi] = TwoSum(pi, ai)
ci = ci+1 ⊗ x⊕ (pii ⊕ σi)
end
r = r0 ⊕ c0
Notons bien que le découpage de x en xh + xl n'est eﬀectué qu'une seule fois avant le
début de la boucle, de manière à réduire le coût du calcul de TwoProd(ri+1, x). C'est ce
qui est fait dans l'implantation en langage C de CompHorner proposée ci-dessous. On peut
voir que cette implantation nécessite 22n+ 5 opérations ﬂottantes.
double CompHorner(double *P, unsigned int n, double x) {
double p, r, c, pi, sig, x_hi, x_lo, hi, lo, t;
int i;
/* Split(x_hi, x_lo, x) */
t = x * _splitter_; x_hi = t - (t - x); x_lo = x - x_hi;
r = P[n]; c = 0.0;
for(i=n-1; i>=0; i--) {
/* TwoProd(p, pi, s, x); */
p = r * x;
t = r * _splitter_; hi = t - (t - r); lo = r - hi;
pi = (((hi*x_hi - p) + hi*x_lo) + lo*x_hi) + lo*x_lo;
/* TwoSum(s, sigma, p, P[i]); */
r = p + P[i];
t = r - p;
sig = (p - (r - t)) + (P[i] - t);
/* Computation of the error term */
c = c * x + (pi+sig);
}
return(r+c);
}
5.2.2 Algorithme de Horner en arithmétique double-double
Nous rappelons ci-dessous le schéma de Horner eﬀectué en utilisant l'arithmétique
double-double  voir chapitre 3, algorithme 3.27. Rappelons également qu'un double-
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double a est un couple de ﬂottants (ah, al) avec a = ah + al et |al| ≤ 1
2
ulp(ah). Cette
dernière propriété impose une étape de renormalisation à la ﬁn de chaque opération arith-
métique sur les double-doubles : c'est ici l'algorithme FastTwoSum (algorithme 3.1) qui
assure cette renormalisation. Par exemple, la ligne [shi, sli] = FastTwoSum(th, tl) dans
l'algorithme 3.27 assure que le couple (shi, sli) satisfait |sli| ≤ 12 ulp(shi), et constitue donc
bien un double-double valide.
Algorithme 5.1. Algorithme de Horner en arithmétique double-double
function r = DDHorner(P, x)
[xh, xl] = Split(x)
shn = ai ; sln = 0
for i = n− 1 : −1 : 0
% double-double = double-double × double :
% (phi, pli) = (shi+1, sli+1)⊗ x
[th, tl] = TwoProdxh,xl(shi+1, x)
tl = sli+1 ⊗ x⊕ tl
[phi, pli] = FastTwoSum(th, tl)
% double-double = double-double + double :
% (shi, sli) = (phi, pli)⊕ ai
[th, tl] = TwoSum(phi, ai)
tl = tl ⊕ pli
[shi, sli] = FastTwoSum(th, tl)
end
r = sh0
A nouveau, on constate que x est découpé une fois pour toute avant le début de la
boucle. Nous fournissons également ci-dessous une implantation en langage C du schéma de
Horner avec l'arithmétique double-doubles. Cette implantation requiert 28n+ 4 opérations
ﬂottantes.
double DDHorner(double *P, unsigned int n, double x) {
double r_h, r_l, t_h, t_l, x_hi, x_lo, hi, lo, t;
int i;
/* Split(x_hi, x_lo, x) */
t = x * _splitter_; x_hi = t - (t - x); x_lo = x - x_hi;
r_h = P[n]; r_l = 0.0;
for(i=n-1; i>=0; i--) {
/* (r_h, r_l) = (r_h, r_l) * x */
t = r_h * _splitter_; hi = t - (t - r_h); lo = (r_h - hi);
t_h = r_h * x;
t_l = (((hi*x_hi-t_h) + hi*x_lo) + lo*x_hi) + lo*x_lo;
t_l += r_l * x;
r_h = t_h + t_l;
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r_l = (t_h - r_h) + t_l;
/* (r_h, r_l) = (r_h, r_l) + P[i] */
t_h = r_h + P[i];
t = t_h - r_h;
t_l = ((r_h - (t_h - t)) + (P[i] - t));
t_l += r_l;
r_h = t_h + t_l;
r_l = (t_h - r_h) + t_l;
}
return(r_h);
}
5.2.3 Résultats expérimentaux
Pour nos expériences, nous avons codé les fonctions C CompHorner et DDHorner, telles
que décrites ci-dessus, en utilisant la double précision IEEE-754 comme précision de travail.
Les environnements expérimentaux sont listés dans le tableau 5.1.
Tab. 5.1  Environnements expérimentaux.
Environnement Description
(I) Intel Pentium 4, 3.0GHz, GNU Compiler Collection 4.1.2, fpu x87
(II) Intel Pentium 4, 3.0GHz, GNU Compiler Collection 4.1.2, fpu sse
(III) Intel Pentium 4, 3.0GHz, Intel C Compiler 9.1, fpu x87
(IV) Intel Pentium 4, 3.0GHz, Intel C Compiler 9.1, fpu sse
(V) AMD Athlon 64, 2 GHz, GNU Compiler Collection 4.1.2, fpu sse
(VI) Itanium 2, 1.5 GHz, GNU Compiler Collection 4.1.1
(VII) Itanium 2, 1.5 GHz, Intel C Compiler 9.1
Nos mesures sont eﬀectuées à l'aide d'un jeu de 39 polynômes, dont les coeﬃcients sont
choisis aléatoirement, et dont le degré varie de 10 à 200 par pas de 5. Pour chaque degré
considéré, on mesure le ratio du temps d'exécution de CompHorner sur le temps d'exécution
du schéma de Horner classique Horner : cette mesure quantiﬁe le surcoût introduit par Com-
pHorner en comparaison de Horner. On eﬀectue également cette mesure pour l'algorithme
DDHorner.
Le tableau Table 5.2 résume les mesures eﬀectuées : nous y avons reporté, pour chaque
algorithme et chaque environnement, la moyenne des ratios mesurés, sur l'ensemble des 39
polynômes considérés. Les résultats détaillés de ces mesures sont fournis en annexe.
Premièrement, on observe que les surcoûts mesurés sont toujours signiﬁcativement plus
faibles que ceux auxquels on aurait pu s'attendre d'après le décompte des opérations ﬂot-
tantes. En eﬀet, si l'on ne considère que ces décomptes,
CompHorner
Horner
=
22n+ 5
2n
≈ 11, et DDHorner
Horner
=
28n+ 4
2n
≈ 14.
D'autre part, on constate que CompHorner s'exécute au moins deux fois plus rapidement
en pratique que DDHorner. Insistons à nouveau sur le fait que les décomptes des opérations
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Tab. 5.2  Surcoût moyen introduit par CompHorner et DDHorner.
Environnement CompHorner
Horner
DDHorner
Horner
(I) P4, gcc, x87 2.8 8.6
(II) P4, gcc, sse 3.1 8.9
(III) P4, icc, x87 2.7 9.0
(IV) P4, icc, sse 3.3 9.8
(V) Ath64, gcc, sse 3.2 8.7
ﬂottantes ne permettent pas d'expliquer de telles performances. Dans ce cas, on a en eﬀet
DDHorner
CompHorner
=
28n+ 4
22n+ 5
≈ 1.3.
Les simples décomptes d'opérations ﬂottantes sont donc clairement insuﬃsants pour
expliquer les diﬀérences de performances entre CompHorner et DDHorner.
5.2.4 Diﬀérence algorithmique entre CompHorner et DDHorner
On compare ci-dessous une version modiﬁée de l'algorithme CompHorner à l'algorithme
DDHorner. La modiﬁcation apportée à CompHorner consiste simplement à changer l'ordre
des opérations dans le calcul de ci en fonction de ci+1, x, pii et σi.
function r = CompHorner′(P, x)
[xh, xl] = Split(x)
rn = ai ; cn = 0
for i = n− 1 : −1 : 0
[ai, pii] = TwoProd(ri+1, x)
t = ci+1 ⊗ x⊕ pii
[ri, σi] = TwoSum(pi, ai)
ci = ti ⊕ σi
end
r = r0 ⊕ c0
function r = DDHorner(P, x)
[xh, xl] = Split(x)
shn = ai ; sln = 0
for i = n− 1 : −1 : 0
% (phi, pli) = (shi+1, sli+1)⊗ x
[th, tl] = TwoProdxh,xl(shi+1, x)
tl = sli+1 ⊗ x⊕ tl
[phi, pli] = FastTwoSum(th, tl)
% (shi, sli) = (phi, pli)⊕ ai
[th, tl] = TwoSum(phi, ai)
tl = tl ⊕ pli
[shi, sli] = FastTwoSum(th, tl)
end
r = sh0
On constate ainsi clairement que les algorithmes CompHorner et DDHorner eﬀectuent
essentiellement les mêmes opérations ﬂottantes, à la diﬀérence près que les étapes de re-
normalisation sont supprimées dans CompHorner : CompHorner eﬀectue ainsi au total 6n
opérations de moins que DDHorner.
La suppression de ces 6n opérations ﬂottantes ne permet clairement pas d'expliquer
à elle seule le fait que CompHorner s'exécute en pratique deux fois plus rapidement que
DDHorner. Cependant nous verrons à la section suivante que, grâce à la suppression de
des étapes de renormalisation, CompHorner présente signiﬁcativement plus de parallélisme
d'instruction que DDHorner.
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5.3 Comment expliquer les performances du schéma de
Horner compensé ?
Le nombre d'instructions qui peuvent être exécutées en parallèle dans un programme
donné détermine le parallélisme d'instructions disponible. Si deux instructions sont indé-
pendantes, les deux peuvent s'exécuter simultanément dans un pipeline, en supposant que
ce pipeline dispose de suﬃsant de ressources. Si au contraire une instruction dépend de
l'autre, alors ces deux instructions devront s'exécuter en séquence. Les dépendances sont
clairement une propriété des programmes. Le fait que deux instructions indépendantes
puissent ou non s'exécuter en parallèle sur un processeur donné relève de l'organisation du
pipeline, et du nombre de ressources dont il dispose. La clef pour quantiﬁer le parallélisme
d'instructions disponible est donc de déterminer dans quel cas une relation de dépendance
existe entre deux instructions.
5.3.1 Nature des dépendances entre instructions
On distingue trois types de dépendances : les dépendances de donnée, les dépendances
de nom et les dépendances de contrôle. Nous commençons par rappeler ce que sont les
dépendances de donnée, qui nous concerneront plus particulièrement par la suite. On dit
qu'une instruction β présente une dépendance de donnée par rapport à une instruction α
si l'une des deux conditions suivantes est vériﬁée :
 l'instruction α produit un résultat qui est utilisé par l'instruction β,
 l'instruction β dépend d'une instruction γ, qui dépend elle-même de α.
La seconde condition signiﬁe simplement qu'une instruction est dépendante d'une autre,
s'il existe une chaîne de dépendances entre ces deux instructions.
Déﬁnissons maintenant les dépendances de nom : une dépendance de nom existe lorsque
deux instructions utilisent le même nom (registre ou emplacement mémoire), mais qu'il n'y
a en fait pas de circulation de données entre ces deux instructions. Deux instructions entre
lesquelles il existe une dépendance de nom peuvent tout de même s'exécuter en parallèle,
pour peu que le nom utilisé dans ces instructions soit changé de manière à supprimer le
conﬂit. Ce changement peut être réalisé soit de manière statique par le compilateur, soit à
l'exécution, au travers d'un mécanisme appelé renommage de registre. Il nous suﬃt pour
l'instant de retenir que les dépendances de nom peuvent toujours être annulées : nous n'en
tiendrons donc pas compte dans la suite de notre analyse.
Le dernier type de dépendance est la dépendance de contrôle. Une telle dépendance
existe lorsque l'exécution d'une instruction β est conditionnée par une instruction de bran-
chement α : on dit alors qu'il existe une dépendance de contrôle de α vers β. Nous ne tien-
drons pas compte non plus des dépendances de contrôle dans notre étude des algorithmes
CompHorner et DDHorner, en supposant que l'on dispose d'un prédicteur de branchement
parfait. Dans ce cas, tout se passe comme si toutes les instructions de branchement étaient
supprimées, et le programme résumé à la suite des instructions se trouvant sur le  bon 
chemin de contrôle. En l'occurrence, cela revient à dérouler entièrement la boucle principale
de ces deux algorithmes.
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5.3.2 Quantiﬁcation du parallélisme d'instructions via l'IPC
L'IPC ( instruction per clock ) d'un programme, exécuté sur un processeur donné,
est le nombre moyen d'instructions de ce programme exécutées par cycle. Une manière
d'évaluer le parallélisme d'instructions disponible dans un programme donné est de calculer
son IPC sur un processeur idéal, c'est à dire un processeur sur lequel toutes les contraintes
artiﬁcielles sur le parallélisme d'instructions sont supprimées. Sur un tel processeur, les
seules limites quant au parallélisme d'instructions sont celles imposées par les chaînes de
dépendances de donnée présentes dans le programme. Plus précisément, on supposera que :
 le processeur peut exécuter un nombre illimité d'instructions indépendantes en un
cycle d'horloge ;
 le processeur est capable de supprimer toutes les dépendances, sauf bien-sûr les dé-
pendances de donnée : cela signiﬁe que toute instruction peut commencer à s'exécuter
au cycle suivant la ﬁn de l'instruction dont elle dépend ;
 les branchements sont parfaitement prédits : en particulier, tous les branchements
conditionnels sont correctement pris ;
 les accès à la mémoire sont également parfaits : les lectures et les écritures en mémoire
s'eﬀectuent toujours en un seul cycle.
Ces hypothèses signiﬁent en particulier que ce processeur idéal peut exécuter un nombre
arbitrairement grand d'instructions en parallèle, et que toute chaîne d'instructions dépen-
dantes verra ses instructions exécutées à des cycles consécutifs. Par la suite, nous parlerons
d'IPC idéal d'un programme pour désigner son IPC sur ce processeur idéal.
Remarque. Dans l'étude que nous menons par la suite du parallélisme d'instructions présent
dans Horner, CompHorner et DDHorner, nous ne tiendrons compte que des instructions
ﬂottantes. En particulier, nous négligerons les instructions entières, les instructions de
contrôle de boucle et celles concernant les accès à la mémoire. En eﬀet, sur le processeur
idéal déﬁni ci-dessus, la latence de ces instructions se trouve nécessairement masquée par
celle des instructions ﬂottantes. Cela signiﬁe que nous ne quantiﬁons pas exactement l'IPC,
mais le nombre moyen d'instructions ﬂottantes de ces programmes exécutées par cycle :
en réalité, l'IPC idéal est du même ordre de grandeur, mais toujours supérieur aux valeurs
reportées.
5.3.3 IPC de Horner
Le cas du schéma de Horner est particulièrement simple, puisque cet algorithme consiste
en l'exécution d'une chaîne de 2n opérations ﬂottantes dépendantes. En eﬀet, lors de l'ité-
ration i,
 le résultat ri+1 de l'itération précédente est multiplié par x,
 puis ce produit est ajouté au coeﬃcient pi pour donner le résultat ri de l'itération.
Les 2n opérations ﬂottantes du schéma de Horner vont donc s'exécuter sur notre processeur
idéal en 2n cycles, d'où un l'IPC idéal1 de
IPCHorner =
2n
2n
= 1 instruction par cycle.
Cet IPC idéal de 1 traduit de manière formelle le fait que le schéma de Horner ne présente
aucun parallélisme d'instructions.
1Cela ne veut pas dire que la valeur de l'IPC soit idéale pour l'utilisateur, bien au contraire.
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5.3.4 IPC de CompHorner et de DDHorner
Nous étudions ici l'algorithme CompHorner, lors de l'évaluation d'un polynôme de degré
n : dans ce cas, n itérations (numérotées de n − 1 à 0) de la boucle de CompHorner sont
exécutées. Nous cherchons à déterminer la latence totale de l'exécution de cette boucle
sur notre processeur idéal, c'est à dire le nombre de cycles nécessaires à l'exécution de
n itérations du corps de boucle. Connaissant ce nombre d'instructions ﬂottantes, nous
pourrons ensuite en déduire l'IPC idéal de CompHorner.
On considère donc la ﬁgure 5.1.a, qui représente le graphe de ﬂot de données pour
l'exécution de l'itération i de la boucle de CompHorner. Chaque sommet représenté par
un cercle est une opération arithmétique ﬂottante. De plus, il existe un arc de l'opération
α vers l'opération β si et seulement si β dépend de α. Ce graphe de ﬂot de données est
basé sur le code C listé ci-dessus. Pour aider le lecteur à comprendre comment nous avons
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Fig. 5.1  Graphes de ﬂot de données pour CompHorner.
construit le graphe de la ﬁgure 5.1.a, nous reportons dans le tableau 5.3, dans le même ordre
que sur la ﬁgure, les instructions arithmétiques d'une itération de la boucle. Sur chaque
ligne du tableau, nous reportons les instructions pouvant s'exécuter simultanément. Les
variables temporaires n'apparaissant pas dans le code sont introduites à l'aide des variables
τ indicées.
Dans le graphe de ﬂot de données de la ﬁgure 5.1.a, les entrées représentées sous la forme
de carrés sont les entrées critiques, puisque ce sont les sorties de l'itération précédente i+1.
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Tab. 5.3  Construction du graphe de ﬂot de données pour CompHorner
1 t=r*splitter p=r*x
2 τ1=t-r r=p+P[i]
3 hi=t-τ1 t=r-p
4 lo=r-hi τ2=hi*x_lo τ3=hi*x_hi τ4=r-t τ5=P[i]-t
5 τ6=lo*xlo τ7=lo*x_hi τ8=p-τ3 τ9=p-τ4
6 τ10=τ2+τ8 sig=τ5+τ9
7 τ11=τ7+τ10
8 pi=τ11+τ6
9 τ12=pi+sig τ13=c*x
10 c=τ12+τ13
On doit distinguer principalement trois chemins critiques (représentés en lignes pointillées)
dans ce graphe :
 un de ri+1 à ri contenant 2 instructions,
 un de ri+1 à ci contenant 10 instructions,
 un de ci+1 à ci contenant 2 instructions.
Comme le chemin critique de ri+1 à ci contient 10 instructions consécutives, une itération
sera exécutée en 10 cycles sur notre processeur idéal. D'après ces observations, on représente
sur la ﬁgure 5.1.b l'exécution de l'itération i sous la forme d'un rectangle de longueur 10
cycles, et dans lequel :
 ri+1 est consommé au premier cycle de l'itération,
 ri est produit au cycle 2,
 ci+1 est consommé au cycle 8,
 et ci est produit au cycle 10.
Cela nous permet de voir qu'une nouvelle itération peut commencer tous les 2 cycles, et
que deux itérations consécutives peuvent se chevaucher de 8 cycles. Sur la ﬁgure 5.1.c,
on représente ainsi l'exécution de n itérations de la boucle. En s'aidant de ce schéma, on
constate facilement que la latence de l'exécution complète de la boucle de CompHorner est
2n + 8 cycles. Comme l'exécution de cette boucle nécessite 22n opérations ﬂottantes, on
en déduit que l'IPC idéal de l'algorithme CompHorner est
IPCCompHorner =
22n
2n+ 8
≈ 11 instructions par cycle.
Sur la ﬁgure 5.2, on eﬀectue la même analyse pour déterminer la latence de l'exécution
complète de la boucle de DDHorner. On représente la graphe de ﬂot de données pour une
itération i de la boucle sur la ﬁgure 5.2.a. En analysant ce graphe, on représente sur la
ﬁgure 5.2.b l'exécution de l'itération i comme un rectangle de longueur 19 cycles :
 shi+1 est consommé au premier cycle de l'itération,
 shi est produit au cycle 17,
 sli+1 est consommé au cycle 3,
 et sli est produit au cycle 19.
On constate donc que l'exécution d'une itération peut commencer tous les 17 cycles, et
que deux itérations consécutives se chevauchent de 2 cycles. On représente ainsi sur la
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Fig. 5.2  Graphes de ﬂot de données pour DDHorner.
ﬁgure 5.2.c l'exécution des 4 premières itérations. On peut facilement voir que la latence
de l'exécution complète de la boucle est de 17n + 2 cycles d'horloge, Comme on sait par
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ailleurs que l'exécution de cette boucle requiert 28n opérations ﬂottantes, on en déduit
IPCDDHorner =
28n
17n+ 2
≈ 1.65 instructions par cycle.
5.3.5 Résumé
Nous résumons dans le tableau ci-dessous les diﬀérents éléments obtenus au cours de
ce chapitre relativement aux performances de nos algorithmes.
Horner CompHorner DDHorner
Nombre d'opérations ﬂottantes 2n 22n+ 5 28n+ 4
Surcoût, en terme de nombre d'opérations
ﬂottantes, par rapport à Horner
1 ≈ 11 ≈ 14
Surcoût mesuré en pratique par rapport à
Horner
1 2.7− 3.2 8.5− 9.7
IPC idéal 1 ≈ 11 ≈ 1.65
Comme il a déjà été dit, le fait que l'IPC idéal du schéma de Horner soit égal à 1 signiﬁe
que cet algorithme ne présente aucun parallélisme d'instruction. On contraire, CompHor-
ner et DDHorner ont tous deux un IPC idéal plus grand que 1 : ces deux algorithmes
présentent donc du parallélisme d'instructions, qui sera eﬀectivement exploité par les pro-
cesseurs superscalaires. Ceci permet d'expliquer le fait que les surcoûts mesurés en pratique
pour ces deux algorithmes, comparés au schéma de Horner, sont toujours inférieurs à ceux
auxquels on pourrait s'attendre d'après les décomptes d'opérations ﬂottantes.
On constate également que l'IPC idéal de CompHorner est plus de 6 fois supérieur à
l'IPC idéal de DDHorner :
IPCCompHorner ≈ 6.66× IPCDDHorner.
La quantité de parallélisme d'instructions exploitable dans une implantation de CompHor-
ner est donc très supérieure à celle disponible dans une implantation de DDHorner. Cela
explique, de manière qualitative, les bonnes performances observées pour CompHorner en
comparaison de DDHorner.
La conséquence des étapes de renormalisation nécessaires pour les calculs avec les
double-doubles apparaît clairement si l'on compare les ﬁgures 5.1 et 5.2. Chaque étape
de renormalisation est encadrée par un rectangle sur la ﬁgure 5.2.a : ces étapes jouent le
rôle de  bottlenecks  au cours de l'exécution de DDHorner. En particulier, si l'on compare
une itération de la boucle de DDHorner à celle de CompHorner, on constate que :
 la latence de chaque itération de DDHorner est plus longue à cause de la première
étape de renormalisation (cycles 10 à 12 sur la ﬁgure 5.2.a),
 en raison de la seconde étape de renormalisation (cycles 17 à 19 sur la ﬁgure 5.2.a)
le chevauchement entre deux itérations consécutives est plus faible.
Le fait que CompHorner évite ces étapes de renormalisation est donc la raison pour laquelle
il présente plus de parallélisme d'instructions.
L'étude que nous avons menée ici ne permet pas d'expliquer de façon quantitative le
surcoût introduit par chacun des algorithmes CompHorner et DDHorner, pas plus que ne le
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permettent les décomptes d'opérations. En eﬀet, l'IPC atteint sur un processeur réaliste,
pour une implantation donnée d'un algorithme, sera naturellement toujours inférieur à
l'IPC obtenu dans le cadre de notre processeur idéal.
Néanmoins, nous avons mis en évidence le fort potentiel en termes de parallélisme
d'instructions de CompHorner par rapport à DDHorner : notre algorithme d'évaluation
compensé se montrera donc toujours plus performant que son équivalent en arithmétique
double-double sur les processeurs superscalaires à venir et exploitant de plus en plus le
parallélisme d'instructions.
5.4 Conclusion
Dans ce chapitre, nous avons montré que le schéma de Horner compensé est une alter-
native très eﬃcace à l'arithmétique double-double pour doubler la précision de l'évaluation
polynomiale. En eﬀet, nos expériences montrent que le schéma de Horner compensé ne
s'exécute qu'environ 3 fois plus lentement que le schéma de Horner classique. De plus, le
schéma de Horner compensé s'exécute au moins 2 fois plus rapidement que le schéma de
Horner en arithmétique double-double, tout en oﬀrant une précision de travail similaire.
Comme nous l'avons souligné dés l'introduction de ce chapitre, les performances de
CompHorner face à DDHorner ne peuvent être expliquées uniquement à l'aide de classiques
décomptes d'opérations ﬂottantes. Nous avons donc également eﬀectué une analyse détaillée
du parallélisme d'instructions disponible dans ces deux algorithmes. Cette étude a montré
que le schéma de Horner compensé présente nettement plus de parallélisme d'instructions
que son équivalent en arithmétique double-double, ce qui explique de façon qualitative ses
bonnes performances en pratique.
En outre, nous avons montré que le défaut de parallélisme d'instructions dans DDHor-
ner est dû aux étapes de renormalisation nécessaires après chaque opération en arithmétique
double-double. Autrement dit, l'absence de telles étapes de renormalisation dans CompHor-
ner explique le fait qu'il présente plus de parallélisme d'instructions que DDHorner, et par
conséquent son eﬃcacité pratique sur les architectures superscalaires.
La même conclusion s'applique clairement pour les autres algorithmes compensés, qui
évitent eux aussi les étapes de renormalisation. Citons en particulier :
 les algorithmes de sommation et de produit scalaire d'Ogita, Rump et Oishi [70],
 les améliorations en présence d'un FMA que nous apportons au schéma de Horner
compensé au chapitre suivant,
 le schéma de Horner compensé K − 1 fois, qui sera présenté au chapitre 8,
 l'algorithme compensé de résolution de systèmes triangulaires, au chapitre 9.
Insistons également sur le fait que l'analyse du parallélisme d'instruction, comme nous
l'avons eﬀectuée dans ce chapitre, peut facilement être adaptée, et permettre d'expliquer,
ou de comparer, l'eﬃcacité de bien d'autres algorithmes numériques.

Chapitre6
Amélioration du schéma de Horner
compensé avec un FMA
Plan du chapitre : Nous décrivons en Section 6.2 une adaptation de l'algorithme Com-
pHorner (algorithme 4.3 présenté au chapitre 4), utilisant l'algorithme TwoProdFMA pour la
compensation des erreurs sur les multiplications. Ensuite, nous décrivons Section 6.3 com-
ment nous avons procédé pour compenser le schéma de Horner avec FMA : cela nous amè-
nera à formuler l'algorithme CompHornerFMA basé sur la transformation exacte ThreeFMA.
En Section 6.4, nous comparons les bornes d'erreurs obtenues pour chacun des algorithmes
étudiés, et illustrons leur comportement vis à vis du conditionnement par des expériences
numériques. Nous comparons ﬁnalement les performances de ces algorithmes en Section 6.5.
6.1 FMA et compensation du schéma de Horner
L'instruction  Fused Multiply and Add (FMA) est disponible sur certains processeurs
modernes, comme le Power PC d'IBM ou l'Itanium d'Intel. De plus, sa standardisation est
prévue dans le projet [30] de révision de la norme IEEE-754 [41] : il est donc probable que
le FMA devienne disponible sur la plupart des processeurs dans un proche avenir.
Étant donnés trois ﬂottants a, b et c, l'instruction FMA calcule a×b+c avec seulement
une erreur d'arrondi ﬁnale [61]. Ceci est particulièrement intéressant dans le contexte de
l'évaluation de polynômes, dans la mesure où le FMA permet d'exécuter le schéma de
Horner plus rapidement.
Supposons que l'on veuille évaluer, en un ﬂottant x donné, un polynôme p(x) =∑n
i=0 aix
i à coeﬃcient ﬂottants. Tout au long de ce chapitre, l'arrondi au plus proche est uti-
lisé comme mode d'arrondi courant. Si l'on dispose d'un FMA, alors la ligne r̂i = r̂i+1⊗x⊕ai
dans le schéma de Horner (algorithme 2.6) peut être remplacée par r̂i = FMA(r̂i+1, x, ai).
Cela donne le schéma de Horner avec FMA, que nous formulons ci-dessous.
Algorithme 6.1. Schéma de Horner avec FMA.
function [r0] = HornerFMA(p, x)
r̂n = an
for i = n− 1 : −1 : 0
r̂i = FMA(r̂i+1, x, ai)
end
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La borne d'erreur dans le pire cas de l'évaluation polynomiale est améliorée, puisque
l'on a maintenant
|p(x)− HornerFMA(p, x)|
|p(x)| ≤ γn cond(p, x). (6.1)
Le facteur apparaissant devant cond(p, x) est γn ≈ nu pour HornerFMA, alors que ce même
facteur est γ2n ≈ 2nu pour Horner. La borne d'erreur dans le pire cas pour le schéma
de Horner avec FMA est donc deux fois plus ﬁne que celle du schéma de Horner clas-
sique (2.10). Une si faible diﬀérence, qui ne correspond qu'à un bit de précision, n'est pas
facile à mettre en évidence expérimentalement. Les graphiques où l'on représente la préci-
sion relative du résultat calculé en fonction du conditionnement, comme sur la ﬁgure 4.1,
ne permettent d'observer aucune diﬀérence notable entre les comportements numériques
des deux algorithmes.
A titre d'exemple, nous reportons sur la ﬁgure 6.1 la précision du résultat calculé par
les algorithmes Horner et HornerFMA en fonction du nombre de conditionnement. Cette
expérience est réalisée en double précision IEEE-754, à l'aide de 300 polynômes de degré
50, produits à l'aide du générateur décrit au chapitre 4. On représente également les bornes
d'erreur relative (2.10) et (6.1) pour les deux algorithmes considérés.
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Fig. 6.1  Précision des résultats calculés par Horner et HornerFMA.
Comme à l'accoutumée, on constate sur la ﬁgure 6.1 que les bornes a priori sont toutes
deux pessimistes, d'au moins un ordre de grandeur. Il est également important de noter
que ce type d'expérience ne permet de mettre en évidence aucune diﬀérence de précision
en pratique entre les algorithmes Horner et HornerFMA.
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Toutefois, le décompte des opérations ﬂottantes nécessitées par l'algorithme 6.1 est
deux fois moindre que celui du schéma de Horner classique. Lorsque l'on travaille sur
une architecture disposant d'un FMA, on a donc tout intérêt à adapter nos algorithmes de
manière à tirer proﬁt de cette instruction. Dans notre contexte, qui est celui des algorithmes
compensés, on peut envisager d'utiliser l'instruction FMA d'au moins deux manières.
Premièrement, comme on l'a déjà vu au chapitre 3, le FMA permet d'eﬀectuer la
transformation exacte d'une multiplication très eﬃcacement : alors que l'algorithme clas-
sique TwoProd (algorithme 3.11) nécessite 17 opérations ﬂottantes, TwoProdFMA (algo-
rithme 3.11) permet le calcul de cette transformation exacte en seulement deux opérations
ﬂottantes [46, 61, 68]. On peut donc tirer parti de l'instruction FMA pour compenser plus
eﬃcacement les erreurs d'arrondi commises lors des multiplications ﬂottantes, via l'algo-
rithme TwoProdFMA.
D'autre part, une transformation exacte pour le FMA a été proposée par Boldo et
Muller [12]. L'algorithme ThreeFMA (algorithme 3.15) a été décrit au chapitre 3. Rappelons
brièvement le principe de cette transformation exacte. Étant donnés trois ﬂottants a, b et
c, et en supposant que le mode d'arrondi courant est au plus proche, ThreeFMA(a, b, c)
produit trois ﬂottants x, y, et z tels que
a× b+ c = x+ y + z avec x = FMA(a, b, c).
On pourra utiliser la transformation exacte ThreeFMA pour compenser les erreurs d'arrondi
entachant les opérations FMA.
Dans ce chapitre, nous envisageons ces deux alternatives, dans le cas de la compensation
du schéma de Horner. Nous décrivons :
 l'algorithme CompHornerfma, dont le principe est identique à celui de CompHorner,
mais dans lequel les erreurs d'arrondi sur les multiplications sont compensées à l'aide
de TwoProdFMA,
 l'algorithme CompHornerFMA, qui est une version compensée de HornerFMA, les er-
reurs d'arrondi entachant les opérations FMA étant calculées grâce à ThreeFMA.
Dans les deux cas, nous montrons que l'utilisation du FMA n'améliore pas de façon signiﬁ-
cative la précision du résultat compensée. Nous verrons néanmoins que l'approche basée sur
la compensation des erreurs d'arrondi à l'aide de TwoProdFMA est en pratique l'alternative
la plus performante pour doubler la précision des calculs en présence d'un FMA.
6.2 Utiliser le FMA pour compenser les multiplications
Dans le cas du schéma de Horner, utiliser le FMA pour compenser les multiplications
revient à remplacer, dans l'algorithme EFTHorner (algorithme 4.1), la transformation exacte
TwoProd par TwoProdFMA. On se contente donc ci-dessous de reformuler EFTHorner, en
lui attribuant le nom EFTHornerfma : en l'absence d'underﬂow, l'algorithme 6.2 produit les
mêmes résultats que l'algorithme 4.1. Néanmoins, comme on utilise ici TwoProdFMA au
lieu de TwoProd, l'algorithme EFTHornerfma ne nécessite plus que 8n opérations ﬂottantes.
Algorithme 6.2. Transformation exacte pour le schéma de Horner utilisant TwoProdFMA
function [r̂0, ppi, pσ] = EFTHornerfma(p, x)
r̂n = an
for i = n− 1 : −1 : 0
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[pi, pii] = TwoProdFMA(r̂i+1, x)
[r̂i, σi] = TwoSum(pi, ai)
Soit pii le coeﬃcient de degré i du polynôme ppi
Soit σi le coeﬃcient de degré i du polynôme pσ
end
Puisque nous disposons d'un FMA, nous adaptons également la manière dont est évalué
le terme correctif ĉ. Dans l'algorithme 4.3, on remplace donc la ligne ĉ = Horner(ppi ⊕
pσ, x) (algorithme 2.6) par ĉ = HornerFMA(ppi ⊕ pσ, x) (algorithme 6.1). Cette adaptation
du schéma de Horner compensé, formulée ci-dessous, ne nécessite plus que 10n + O(1)
opérations ﬂottantes pour s'exécuter.
Algorithme 6.3. Schéma de Horner compensé en présence d'un FMA.
function r = CompHornerfma(p, x)
[r̂, ppi, pσ] = EFTHornerfma(p, x)
ĉ = HornerFMA(ppi ⊕ pσ, x)
r = r̂ ⊕ ĉ
Il est évident que l'algorithme 6.3 est au moins aussi précis que l'algorithme Com-
pHorner : l'évaluation produite par cet algorithme satisfait toujours la borne d'erreur du
théorème 4.4. Le théorème 6.4 nous fournit une borne d'erreur a priori plus ﬁne pour
CompHornerfma. Nous insisterons sur ce point en Section 6.4.
Théorème 6.4. On considère un polynôme p à coeﬃcients ﬂottants de degré n et x un
nombre ﬂottant. Alors, en l'absence d'underﬂow, on a
|CompHornerfma(p, x)− p(x)| ≤ u|p(x)|+ (1 + u)γnγ2np˜(x). (6.2)
Pour la preuve du théorème 6.4, nous commençons par formuler le lemme suivant, qui
est l'analogue du lemme 4.5 en présence d'un FMA.
Lemme 6.5. Soient p et q deux polynômes à coeﬃcients ﬂottants, de degré n, tels que
p(x) =
∑n
i=0 aix
i et q(x) =
∑n
i=0 bix
i. On considère l'évaluation ﬂottante de (p + q)(x)
calculée par HornerFMA(p⊕ q, x). Alors, en l'absence d'underﬂow,
|(p+ q)(x)− HornerFMA(p⊕ q, x)| ≤ γn+1(p˜+ q)(x). (6.3)
Le lemme 6.5 permet de déduire facilement une borne sur l'erreur |ĉ − c| entachant
le terme correctif calculé. Nous pouvons maintenant formuler la preuve du théorème 6.4,
similaire à celle du théorème 4.4.
Preuve du théorème 6.4. Comme dans la preuve du théorème 4.4, on a
|r − p(x)| ≤ u|p(x)|+ (1 + u)|ĉ− c|.
Comme ĉ = HornerFMA(ppi ⊕ pσ, x) avec ppi et pσ deux polynômes de degré n − 1, le
lemme 6.5 donne |ĉ− c| ≤ γn(p˜pi + pσ)(x). Rappelons ici que, d'après l'inégalité (4.6), on a
(p˜pi + pσ)(x) ≤ γ2np˜(x), donc |ĉ− c| ≤ γnγ2np˜(x). On obtient ainsi la majoration (6.2). 
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6.3 Compensation du schéma de Horner avec FMA
Le principe de l'algorithme CompHornerFMA que nous formulons dans cette section
est le même que celui du schéma de Horner décrit au chapitre 4. La diﬀérence tient au
fait qu'au lieu de compenser les erreurs d'arrondi commises lors de l'évaluation du poly-
nôme par l'algorithme Horner (algorithme 2.6), nous allons compenser celles commises par
HornerFMA (algorithme 6.1).
6.3.1 Une transformation exacte pour HornerFMA
Soit p(x) =
∑n
i=0 aix
i un polynôme de degré n à coeﬃcients ﬂottants, et soit x un
nombre ﬂottant. Nous proposons ci-dessous une transformation exacte pour l'évaluation de
p(x) par le schéma de Horner avec FMA. Cet algorithme requiert 17n opérations ﬂottantes.
Algorithme 6.6. Transformation exacte pour le schéma de Horner avec FMA
function [r̂0, pε, pϕ] = EFTHornerFMA(p, x)
r̂n = an
for i = n− 1 : −1 : 0
[r̂i, εi, ϕi] = ThreeFMA(r̂i+1, x, ai)
Soit εi le coeﬃcient de degré i du polynôme pε
Soit ϕi le coeﬃcient de degré i du polynôme pϕ
end
Théorème 6.7. Soit p(x) =
∑n
i=0 aix
i un polynôme de degré n à coeﬃcients ﬂottants,
et soit x un nombre ﬂottant. En l'absence d'underﬂow, l'algorithme 6.6 calcule à la fois
r̂0 = HornerFMA(p, x) et deux polynômes pε et pϕ de degré n − 1 à coeﬃcients ﬂottants,
tels que
p(x) = HornerFMA(p, x) + (pε + pϕ)(x). (6.4)
De plus,
(p˜ε + pϕ)(x) ≤ γnp˜(x). (6.5)
À nouveau, insistons sur le fait que la relation (6.4) signiﬁe que l'algorithme 6.6 est une
transformation exacte pour l'évaluation polynomiale avec le schéma de Horner.
Preuve du théorème 6.7. Comme ThreeFMA est une transformation exacte, d'après le théo-
rème 3.16, on a r̂i = r̂i+1x + ai − εi − ϕi, pour i = 0, . . . , n− 1. Comme r̂n = an, on peut
montrer par récurrence que
r̂0 =
n∑
i=0
aix
i −
n−1∑
i=0
(εi + ϕi)x
i,
ce qui démontre la relation (6.4).
Démontrons maintenant la relation (6.5). Comme [r̂i, εi, ϕi] = ThreeFMA(r̂i+1, x, ai),
d'après le théorème 3.16, on a |εi + ϕi| ≤ u|r̂i|. On en déduit que
(p˜ε + pϕ)(x) =
n−1∑
i=0
|εi + ϕi||xi| =
n∑
i=1
|εn−i + ϕn−i||xn−i| ≤ u
n∑
i=1
|r̂n−i||xn−i|. (6.6)
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Pour i = 1, . . . , n on a r̂n−i = FMA(r̂n−i+1, x, an−i) = 〈1〉(r̂n−i+1x + an−i). Comme de plus
r̂n = an, pour i = 1, . . . , n on a
r̂n−i = 〈i〉anxi + 〈i〉an−1xi−1 + 〈i− 1〉an−2xi−2 + · · ·+ 〈2〉an−i+1x+ 〈1〉an−i.
Puisque chacun des compteurs d'erreur 〈k〉 est un facteur de la forme (1+θk), avec |θk| ≤ γk,
on a
|r̂n−i| ≤ (1 + γi)
i∑
j=0
|an−i+j||xj|.
D'après (6.6), on obtient donc
(p˜ε + pϕ)(x) ≤ u(1 + γn)
n∑
i=1
i∑
j=0
|an−i+j||xn−i+j| ≤ nu(1 + γn)p˜(x).
En remarquant que nu(1 + γn) = γn, on obtient le résultat annoncé. 
6.3.2 L'algorithme CompHornerFMA
Puisque nous disposons de la transformation exacte EFTHornerFMA, nous raisonnons
comme dans le cas du schéma de Horner compensé. L'erreur directe entachant l'évaluation
de p(x) avec HornerFMA est exactement
c = p(x)− HornerFMA(p, x) = (pε + pϕ)(x),
où les deux polynômes pε et pϕ sont calculés exactement à l'aide de l'algorithme 6.6. On
calcule donc une approximation ĉ de cette erreur directe c, aﬁn de produire un résultat
compensé r, tel que r = HornerFMA(p, x)⊕ ĉ. Nous utilisons bien sûr le schéma de Horner
avec FMA pour calculer le terme correctif approché ĉ.
Algorithme 6.8. Schéma de Horner avec FMA compensé.
function r = CompHornerFMA(p, x)
[r̂, pε, pϕ] = EFTHornerFMA(p, x)
ĉ = HornerFMA(pε ⊕ pϕ, x)
r = r̂ ⊕ ĉ
L'algorithme CompHornerFMA requiert 19n opérations ﬂottantes. Le théorème suivant
fournit une borne sur l'erreur entachant le résultat compensé calculé par cette méthode.
Théorème 6.9. On considère un polynôme p à coeﬃcients ﬂottants de degré n et x un
nombre ﬂottant. Alors, en l'absence d'underﬂow on a
|CompHornerFMA(p, x)− p(x)| ≤ u|p(x)|+ (1 + u)γ2np˜(x). (6.7)
Preuve. Puisque la transformation EFTHornerFMA est exacte, on a
|r − p(x)| ≤ u|p(x)|+ (1 + u)|ĉ− c|.
Puisque ĉ = HornerFMA(pε ⊕ pϕ, x), comme pε et pϕ sont deux polynômes de degré n− 1,
en utilisant le lemme 6.5 on obtient
|r − p(x)| ≤ u|p(x)|+ (1 + u)γn(p˜ε + pϕ)(x).
D'après le théorème 6.7, (p˜ε + pϕ)(x) ≤ γnp˜(x), ce qui permet d'obtenir (6.7). 
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6.4 Synthèse des résultats
Nous avons décrit jusqu'ici trois algorithmes compensés pour eﬀectuer une évaluation
polynomiale en précision doublée :
 au chapitre 4, l'algorithme CompHorner (algorithme 4.3),
 les algorithmes CompHornerfma (algorithme 6.3) et CompHornerFMA (algorithme 6.8),
conçus pour tirer parti de l'instruction FMA.
Dans cette section, nous regroupons les bornes d'erreur obtenues, et tentons de comparer la
précision eﬀective de chacun de ces algorithmes. Nous regroupons également les diﬀérents
décomptes d'opérations.
6.4.1 Borne d'erreur et précision du résultat calculé
Pour interpréter les bornes d'erreur a priori obtenues pour les algorithmes CompHorner,
CompHornerfma et CompHornerFMA, nous faisons intervenir le nombre de conditionnement
cond(p, x). Cela nous donne une borne sur l'erreur relative |r − p(x)|/|p(x)| entachant le
résultat compensé r calculé par chacun de ces algorithmes. Ces bornes d'erreur relative
sont regroupées dans le tableau 6.1.
Tab. 6.1  Bornes d'erreur relatives obtenues pour CompHorner, CompHornerfma et Com-
pHornerFMA.
Algorithme Borne d'erreur relative a priori
CompHorner (algorithme 4.3) u+ γ22n cond(p, x)
≈ u+ 4n2u2 cond(p, x)
CompHornerfma (algorithme 6.3) u+ (1 + u)γ2nγn cond(p, x)
≈ u+ 2n2u2 cond(p, x)
CompHornerFMA (algorithme 6.8) u+ γ2n cond(p, x)
≈ u+ n2u2 cond(p, x)
On constate que les bornes reportées dans le tableau 6.1 sont toutes de la forme
|r − p(x)|
|p(x)| ≤ u+O(u
2) cond(p, x).
On en déduit que lorsque cond(p, x)  u−1, le premier terme u est prédominant devant
O(u2) cond(p, x). Dans ce cas, les trois bornes sont donc quasiment égales, et sont toutes
de l'ordre de grandeur de l'unité d'arrondi u.
Par contre, lorsque u−1  cond(p, x) . u−2, le second terme O(u2) cond(p, x) est
prépondérant devant u, et les trois bornes d'erreurs se diﬀérencient. Les ordres de grandeurs
reportés dans le tableau 6.1 nous montrent qu'alors :
1. la borne d'erreur a priori obtenue pour CompHornerfma est environ deux fois plus ﬁne
que celle pour CompHorner.
2. la borne d'erreur pour CompHornerFMA est elle aussi deux fois plus ﬁne que celle
obtenue pour CompHornerfma.
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En comparant les preuves des théorèmes 4.4, 6.4 et 6.9, on constate que la première amé-
lioration d'un facteur deux est due à l'utilisation de HornerFMA au lieu de Horner pour
l'évaluation du terme correctif (ppi + pσ)(x). La seconde amélioration d'un facteur deux
tient à l'utilisation de HornerFMA à la fois pour l'évaluation du polynôme initial p(x) et du
terme correctif. Lorsque u−1  cond(p, x) . u−2, on peut donc s'attendre à ce que l'algo-
rithme CompHornerFMA produise un résultat généralement plus précis que CompHornerfma,
et à ce que CompHornerfma soit à son tour plus précis que CompHorner.
Pour éclairer notre propos, nous eﬀectuons la même expérience que celle rapportée en
introduction pour les algorithmes Horner et CompHorner. Nous reportons sur la ﬁgure 6.2
la précision des évaluations calculées par les algorithmes CompHorner, CompHornerfma et
HornerFMA en fonction du nombre de conditionnement. Cette expérience est réalisée en
double précision IEEE-754, sur un échantillon de 300 polynômes de degré 50 produits à
l'aide du générateur du chapitre 4. On représente également les bornes d'erreur relatives
du tableau 6.1, pour chacun des algorithmes considérés.
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Fig. 6.2  Précision des résultats calculés par Horner et HornerFMA.
À nouveau, on constate sur la ﬁgure 6.2 que les bornes a priori sont pessimistes de
plusieurs ordres de grandeurs, et que les trois algorithmes considérés ne peuvent être
diﬀérenciés du point de vue de la précision du résultat calculé, tout du moins dans ces
expériences.
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6.4.2 Décompte des opérations ﬂottantes
Pour mémoire, nous regroupons dans le tableau 6.2 les décomptes des opérations ﬂot-
tantes, pour les transformations exactes pour l'évaluation par le schéma de Horner. Ce
tableau regroupe les résultats obtenus au chapitre 4 et dans le présent chapitre.
Tab. 6.2  Décompte des opérations ﬂottantes pour les transformations exactes étudiées.
Algorithme Nombre d'opérations ﬂottantes
EFTHorner (algorithme 4.1) 19n+ 4
EFTHornerfma (algorithme 6.2) 8n
EFTHornerFMA (algorithme 6.6) 17n
Dans le tableau 6.3, nous regroupons également les décomptes d'opérations ﬂottantes
pour chacun des algorithmes présentés jusqu'ici pour d'eﬀectuer une évaluation polynomiale
en précision doublée.
Tab. 6.3  Décompte des opérations ﬂottantes pour les diﬀérents algorithmes d'évaluation
polynomiale en précision doublée.
Algorithme Nombre d'opérations ﬂottantes
CompHorner (algorithme 4.3) 22n+O(1)
DDHorner (algorithme 3.27) 29n+O(1)
CompHornerfma (algorithme 6.3) 10n+O(1)
CompHornerFMA (algorithme 6.8) 19n+O(1)
DDHorner avec FMA (algorithme 3.27) 16n+O(1)
6.5 Performances en pratique
Nous réalisons nos mesures sur l'architecture Itanium, c'est à dire dans les environ-
nements (VI) et (VI) listés dans le tableau 5.1. Les mesures sont eﬀectuées de la même
manière que celles réalisées au chapitre 5. Nous utilisons un jeu de 39 polynômes, dont le
degré varie de 10 à 200 par pas de 5, et pour chaque degré on mesure le ratio du temps
d'exécution de CompHorner sur le temps d'exécution du schéma de Horner avec FMA. On
procède de même pour les algorithmes CompHornerFMA et DDHorner. Rappelons qu'en pré-
sence d'un FMA, nous utilisons toujours une implantation de l'algorithme DDHorner dans
laquelle TwoProd (algorithme 3.9) est remplacé par TwoProdFMA (algorithme 3.11)  voir
chapitre 3, Section 3.4. Nous reportons dans le tableau 6.4 la moyenne des ratios mesurés.
Observons tous d'abord que nos deux algorithmes compensés, CompHornerfma et Com-
pHornerFMA, s'exécutent tous deux signiﬁcativement plus rapidement que DDHorner.
Comme à l'accoutumée, on constate que les surcoûts mesurés sont toujours plus faibles
que ceux auxquels on aurait pu s'attendre d'après le décompte des opérations ﬂottantes.
En eﬀet, si l'on ne considère que ces décomptes, d'après le tableau 6.3 on a
CompHornerfma
HornerFMA
≈ 10, CompHornerFMA
HornerFMA
≈ 19, et DDHorner
HornerFMA
≈ 16.
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Tab. 6.4  Performances de CompHorner, CompHornerFMA et DDHorner.
environnement CompHornerfma
HornerFMA
CompHornerFMA
HornerFMA
DDHorner
HornerFMA
(VI) Itanium, gcc 2.8 5.3 6.7
(VII) Itanium, icc 1.5 1.8 5.9
Il est intéressant de remarquer que, d'après ces décomptes d'opérations ﬂottantes, on pour-
rait s'attendre à ce que DDHorner s'exécute plus rapidement que CompHornerFMA, alors que
l'on observe l'inverse : CompHornerFMA s'exécute en pratique plus rapidement que DDHor-
ner, alors que DDHorner nécessite moins d'opérations ﬂottantes. Cela souligne le fait que les
résultats du chapitre 5 se généralisent en présence d'un FMA : CompHornerFMA présente
plus de parallélisme d'instructions que DDHorner, et s'exécute en pratique plus rapidement
sur les architectures conçues pour exploiter ce parallélisme d'instructions.
D'autre part, CompHornerfma est en pratique l'alternative la plus eﬃcace pour doubler la
précision de l'évaluation polynomiale : CompHornerfma s'exécute plus de deux fois plus rapi-
dement que DDHorner. Retenons donc qu'en présence d'un FMA, il s'avère plus intéressant
d'utiliser la version compensée de Horner que de compenser HornerFMA.
6.6 Conclusion
Nous avons présenté deux versions adaptées du schéma de Horner compensé en présence
d'un FMA. Résumons de ces deux algorithmes.
 Dans CompHornerfma, nous avons compensé, à l'aide de TwoProdFMA, les erreurs
d'arrondi entachant chaque multiplication eﬀectuée par Horner.
 Dans CompHornerFMA, nous avons utilisé l'algorithme ThreeFMA pour compenser les
opérations FMA eﬀectuées par HornerFMA.
Pour ces deux algorithmes, nous avons obtenu respectivement deux nouvelles bornes d'er-
reur, plus ﬁnes que celle obtenue pour l'algorithme initial. Ces améliorations de la borne
d'erreur dans le pire cas s'avèrent toutefois trop faibles pour être observées dans nos ex-
périences numériques  nous avons vu que c'était aussi le cas pour les schémas non com-
pensés. Nous retiendrons donc simplement que les algorithmes CompHornerfma et CompHor-
nerFMA présentent la même précision que l'algorithme CompHorner : le résultat est aussi
précis que s'il avait été calculé en précision doublée, avec un arrondi ﬁnal vers le précision
de travail.
Il est à noter que ces deux améliorations du schéma de Horner compensé s'exécutent
toutes deux signiﬁcativement plus rapidement que le schéma de Horner basé sur l'arith-
métique double-double, qui pourtant tire également parti de la présence d'un FMA. Cela
s'explique clairement d'après l'étude du parallélisme d'instructions menée au chapitre 5.
En tout état de cause, l'algorithme CompHornerfma est en pratique l'alternative la plus
eﬃcace pour simuler une précision de travail doublée en présence d'un FMA. En eﬀet,
ce schéma d'évaluation compensé n'introduit qu'un surcoût très modéré par rapport à
l'algorithme de Horner avec FMA, et s'exécute au moins 2 fois plus rapidement que le
schéma de Horner en arithmétique double-double.
6.6. Conclusion 85
En conclusion, l'étude présentée dans ce chapitre montre qu'il est préférable de tirer
parti de la présence du FMA au travers de la transformation exacte TwoProdFMA, aﬁn de
compenser les erreurs d'arrondi générées par les multiplications, plutôt que de compenser
les erreurs d'arrondi générées par le FMA à l'aide de ThreeFMA.

Chapitre7
Validation de l'évaluation polynomiale
compensée
Plan du chapitre : Dans la Section 7.2, nous montrons comment valider le résultat de
l'évaluation compensée de p(x). La Section 7.3 est consacrée aux expériences numériques,
aﬁn d'illustrer la ﬁnesse de la borne a posteriori obtenue, ainsi que le comportement du test
dynamique de l'arrondi ﬁdèle. Les tests de la Section 7.4 montrent les bonnes performances
pratiques de la version validée du schéma de Horner compensé. Enﬁn nous traitons en
Section 7.5 le cas de l'underﬂow.
7.1 Qu'entend-on par  validation  ?
Au chapitre 4, nous avons introduit le schéma de Horner compensé. La borne d'erreur
a priori (4.9) sur l'erreur entachant le résultat calculé par CompHorner nous a permis de
comprendre le comportement numérique de cet algorithme : le schéma de Horner compensé
est aussi précis que le schéma de Horner classique utilisé en précision doublée, avec un
arrondi ﬁnal vers la précision courante. Le théorème 4.10 fournit également une condition
suﬃsante pour garantir le fait que r soit un arrondi ﬁdèle de p(x).
Nous avons déjà souligné, dans les expériences numériques de la Section 4.5, le caractère
pessimiste de la borne a priori (4.9) : l'erreur directe entachant le résultat compensé est
très largement surestimée par cette borne. Citons à ce sujet Higham [39, p.65] :
The constant terms in an error bound (those depending only on the problem
dimensions) are the least important part of it. [. . . ], the constants usually cause
the bound to overestimate the actual error by orders of magnitude. [. . . ] If sharp
error estimates or bounds are desired they should be computed a posteriori, so
that the actual rounding errors that occur can be taken into account.
De plus, la borne a priori (4.9) fait intervenir le résultat exact p(x), qui est par déﬁnition
inconnu, et ne peut donc pas être évaluée.
Dans ce chapitre, nous montrons comment calculer une borne d'erreur a posteriori sur
le résultat calculé par le schéma de Horner compensé, en supposant dans un premier temps
qu'aucun underﬂow n'intervient au cours des calculs. Comme dans la citation de Higham
ci-dessus, l'adjectif a posteriori est utilisé pour indiquer que
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 le calcul de cette borne vient s'ajouter au calcul du résultat compensé,
 la borne d'erreur n'est connue qu'après l'exécution de l'algorithme.
Plus formellement, étant donné p un polynôme à coeﬃcients ﬂottants, x un ﬂottant et
r = CompHorner(p, x), nous proposons un algorithme pour calculer à la fois r et β ∈ F tel
que
|r − p(x)| ≤ β. (7.1)
L'algorithme que nous proposons ne repose que sur des opérations élémentaires en arith-
métique ﬂottante, dans le mode d'arrondi au plus proche : nous n'utilisons ni bibliothèque
pour le calcul d'intervalles, ni changement du mode d'arrondi.
Il est à noter que l'évaluation de cette borne d'erreur a posteriori est elle-même sujette
aux erreurs d'arrondi, comme la plupart des calculs eﬀectués en arithmétique ﬂottante.
Nous prendrons donc en compte les erreurs d'arrondi commises lors du calcul de β, de ma-
nière prouver rigoureusement l'inégalité (7.1). Insistons donc sur le fait que β ne constitue
pas une simple estimation, mais bien une borne sur l'erreur directe |r − p(x)|.
Nous montrerons également comment tester a posteriori si l'évaluation compensée est
ﬁdèle. Nous formulerons l'algorithme CompHornerBound (algorithme 7.3), qui, en plus du
résultat compensé r = CompHorner(p, x), calcule une borne d'erreur a posteriori pour r, et
teste dynamiquement si r est un arrondi ﬁdèle de p(x).
Il est donc possible de s'assurer de la qualité de l'évaluation compensée r produite par
l'algorithme CompHornerBound à l'aide de la borne d'erreur β, ou du test dynamique de
l'arrondi ﬁdèle : CompHornerBound est donc un algorithme validé [83, 84].
Pour tous les résultats énoncés jusqu'ici, nous avons supposé qu'aucun dépassement de
capacité n'intervenait au cours des calculs. Comme dans le chapitre 4, nous proposerons
aussi un algorithme pour le calcul d'une borne d'erreur a posteriori prenant en compte la
possibilité d'underﬂow.
7.2 Validation de l'évaluation compensée
Nous proposons ici une version validée du schéma de Horner compensé. Tout au long de
cette section, nous utilisons les mêmes notations que dans le chapitre 4, que nous rappelons
néanmoins brièvement ci-après. On considère donc un polynôme p de degré n à coeﬃcients
ﬂottants, et x un argument ﬂottant.
 On note [r̂, ppi, pσ] = EFTHorner(p, x) (algorithme 4.1), où r̂ = Horner(p, x) (algo-
rithme 2.6), et ppi et pσ sont deux polynômes de degré n− 1 à coeﬃcients ﬂottants.
 c = (ppi + pσ)(x) désigne le terme correctif exact pour r̂.
 ĉ = Horner(ppi ⊕ pσ, x) est le terme correctif calculé.
 r = CompHorner(p, x) (algorithme 4.3) est le résultat compensé, tel que r = r̂ ⊕ ĉ.
Les résultats de cette section sont tous obtenus en supposant qu'aucun underﬂow n'inter-
vient au cours des calculs ﬂottants.
7.2.1 Borne d'erreur a posteriori pour le terme correctif
Le lemme suivant fournit une borne a posteriori sur l'erreur entachant le terme correctif
calculé ĉ. Insistons sur le fait que cette borne est bien un majorant de l'erreur |ĉ−c|, même
lorsqu'elle est évaluée en arithmétique ﬂottante.
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Lemme 7.1. On considère un polynôme p de degré n à coeﬃcients ﬂottants et x un ﬂottant.
On utilise les notations déﬁnies ci-dessus, et on suppose 2(n+ 1)u < 1. L'erreur entachant
le terme correctif calculé est majorée comme suit,
|ĉ− c| ≤ (γ̂2n−1 ⊗ Horner(|ppi ⊕ pσ|, |x|)) (1− 2(n+ 1)u) =: α. (7.2)
Le lemme 7.1 nous fournit une borne validée α sur l'erreur |ĉ − c| entachant le terme
correctif calculé. D'après le lemme 4.9, on en déduit facilement une condition suﬃsante
pour tester si r̂ est un arrondi ﬁdèle : si α < u
2
|r| , alors r est un arrondi ﬁdèle de p(x).
Ce test dynamique est bien entendu incomplet : s'il est satisfait, cela prouve que r est
un arrondi ﬁdèle de p(x). Dans le cas contraire, on ne peut rien conclure : r peut, ou non,
être un arrondi ﬁdèle.
Preuve du lemme 7.1. Puisque ĉ = Horner(ppi ⊕ pσ, x), avec ppi et pσ deux polynômes à
coeﬃcients de degré n− 1, d'après le lemme 4.5, on a
|ĉ− c| ≤ γ2n−1(p˜pi + pσ)(x).
D'autre part, un calcul simple, ne faisant intervenir que le modèle standard de l'arithmé-
tique ﬂottante, montre que
(p˜pi + pσ)(x) ≤ (1 + u)2n−1Horner(|ppi + pσ|, |x|).
En notant b := Horner(ppi ⊕ pσ, x), on a donc
|ĉ− c| ≤ (1 + u)2n−1γ2n−1b.
Comme γ2n−1 ≤ (1 + u)γ̂2n−1, il vient
|ĉ− c| ≤ (1 + u)2nγ̂2n−1b ≤ (1 + u)2n+1γ̂2n−1 ⊗ b.
Rappelons ici le relation (2.8). Si a ∈ F et k ∈ N, avec (k + 1)u < 1, alors en l'absence
d'underﬂow on a
(1 + u)k|a| ≤ fl
( |a|
1− (k + 1)u
)
.
D'où ﬁnalement |ĉ− c| ≤ (γ̂2n−1 ⊗ b) (1− 2(n+ 1)u). 
7.2.2 Borne d'erreur a posteriori pour le résultat compensé
Nous déduisons maintenant du lemme 7.1 une borne a posteriori sur l'erreur entachant
le résultat compensé r. Dans la preuve du théorème 4.4, nous avons fait apparaître la
relation (4.12), que nous rappelons ici :
|r − p(x)| ≤ u|p(x)|+ (1 + u)|ĉ− c|.
Cette relation permet de majorer l'erreur |r − p(x)| entachant le résultat compensé r
en fonction de l'erreur |ĉ − c| commise lors du calcul du terme correctif. Mais elle fait
intervenir le résultat exact p(x) de l'évaluation, ce qui la rend inutilisable en pratique. Aﬁn
de trouver une borne qui puisse être calculée en arithmétique ﬂottante, il nous faut obtenir
une majoration similaire, mais ne faisant plus intervenir p(x). On écrit
|r − p(x)| = |(r̂ ⊕ ĉ)− p(x)| ≤ |(r̂ ⊕ ĉ)− (r̂ + ĉ)|+ |(r̂ + ĉ)− p(x)|.
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On déﬁnit ici δ comme étant l'erreur d'arrondi commise lors de l'addition r̂⊕ ĉ. D'après le
théorème 3.6,
δ := (r̂ + ĉ)− (r̂ ⊕ ĉ) ∈ F.
D'autre part, comme dans la preuve du théorème 4.4, puisque EFTHorner est une trans-
formation exacte, on a r̂ = p(x) − c, donc |r − p(x)| ≤ |δ| + |ĉ − c|. On obtient ainsi
|r − p(x)| ≤ (|δ| ⊕ |ĉ− c|) (1− 2u). (7.3)
L'erreur directe |ĉ− c| est facilement majorée à l'aide du lemme 7.1.
Le terme |δ| dans (7.3) peut être majoré par u|r| en utilisant uniquement le modèle
standard l'arithmétique ﬂottante. Mais lorsque le conditionnement est petit devant u−1,
les expériences numériques du chapitre 4 (Section 4.5) montrent que l'erreur relative qui
entache le résultat calculé par CompHorner peut être inférieure à l'unité d'arrondi u : en
d'autres termes, l'erreur absolue |r − p(x)| peut dans ce cas être inférieure à u|r|. Mais
rappelons que δ est l'erreur d'arrondi commise lors de l'addition r = r̂ ⊕ ĉ. Le terme |δ|
peut ainsi être calculé à l'aide de l'algorithme TwoSum (algorithme 3.5). Par la suite, nous
préférerons donc toujours calculer |δ| exactement, plutôt que de majorer ce terme par u|r|.
En combinant la majoration de l'erreur entachant le terme correctif calculé proposée
dans le lemme 7.1, et la relation (7.3), on obtient le théorème 7.2.
Théorème 7.2. On considère un polynôme p de degré n à coeﬃcients ﬂottants, et on
utilise les notations de l'algorithme 4.3. Soit α ∈ F, le majorant de |ĉ − c| déﬁni par la
relation (7.2). On suppose que 2(n+ 1)u < 1, et qu'aucun underﬂow n'intervient.
 Si α < u
2
|r| , alors r est un arrondi ﬁdèle de p(x).
 Soit δ ∈ F, l'erreur d'arrondi commise lors de l'addition r̂ ⊕ ĉ, i.e., r + δ = r̂ + ĉ.
L'erreur directe entachant le résultat r = CompHorner(p, x) est majorée comme suit,
|r − p(x)| ≤ (|δ| ⊕ α) (1− 2u) =: β.
D'après le théorème 7.2, on déduit l'algorithme CompHornerBound ci-dessous, qui calcule
le résultat compensé r = CompHorner(p, x), tout en renvoyant une borne d'erreur β telle
que |r − p(x)| ≤ β.
Algorithme 7.3. Schéma de Horner compensé, avec calcul d'une borne d'erreur et test
de l'arrondi ﬁdèle.
function [r, β, isfaith] = CompHornerBound(p, x)
if 2(n+ 1)u ≥ 1, error('Validation impossible'), end
[r̂, ppi, pσ] = EFTHorner(p, x)
ĉ = Horner(ppi ⊕ pσ, x)
[r, δ] = TwoSum(r̂, ĉ)
b = Horner(|ppi ⊕ pσ|, |x|)
α = (γ̂2n−1 ⊗ b) (1− 2(n+ 1)u)
β = (|δ| ⊕ α) (1− 2u)
isfaith =
(
α < u
2
|r|)
De plus, CompHornerBound eﬀectue un test pour déterminer si le résultat compensé est
un arrondi ﬁdèle du résultat exact : si le booléen isfaith retourné par CompHornerBound(p, x)
a pour valeur  vrai , alors on est assuré que r est un arrondi ﬁdèle de p(x). Dans le cas
contraire, on ne peut rien aﬃrmer : r peut, ou non, être un arrondi ﬁdèle de p(x).
7.3. Expériences numériques 91
7.3 Expériences numériques
Tous nos tests sont eﬀectués sous MATLAB, en double précision IEEE-754. Les expé-
riences rapportées ci-dessous visent à illustrer la ﬁnesse de la borne a posteriori proposée
dans la section précédente, ainsi que celle du test a posteriori de l'arrondi ﬁdèle.
7.3.1 Finesse de la borne d'erreur a posteriori
Nous comparons ici la ﬁnesse de la borne d'erreur a posteriori β, fournie par l'algo-
rithme 7.3, avec :
 celle de la borne a priori (4.13)
 l'erreur directe mesurée.
Pour cela, nous évaluons le polynôme p5(x) = (1 − x)5 sous sa forme développée, en 512
points au voisinage de x = 1. Les résultats de ce test sont reportés sur la ﬁgure 7.1.
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Fig. 7.1  Comparaison de la borne d'erreur a posteriori pour CompHorner, avec la borne
d'erreur a priori et l'erreur directe mesurée.
Comme dans nos expériences précédentes, on constate que la borne a priori ne se
confond jamais, sur l'intervalle considéré, avec l'erreur mesurée. En outre, plus x est proche
de la racine 1, c'est à dire plus le conditionnement est élevé, moins la borne a priori est
ﬁne. D'autre part, on constate que lorsque x est suﬃsamment éloigné de la racine, il est
diﬃcile de diﬀérencier la borne d'erreur a posteriori de l'erreur eﬀective mesurée. La borne
a posteriori est également bien plus ﬁne que la borne a priori au voisinage de 1.
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7.3.2 Arrondi ﬁdèle
Nous nous intéressons ici à la fois au critère a priori du théorème 4.10 et au test
a posteriori eﬀectué par l'algorithme 7.3. Rappelons que deux cas peuvent se produire
lorsque ce test a posteriori est exécuté.
1. Si le test est satisfait, c'est à dire si la valeur booléenne isfaith retournée par l'algo-
rithme CompHornerBound est  vrai , cela prouve que le résultat compensé r est un
arrondi ﬁdèle de p(x). Ce cas sera représenté sur nos graphiques à l'aide d'un petit
carré ().
2. Si le test échoue, alors le résultat compensé peut, ou non, être un arrondi ﬁdèle de
p(x). Nous distinguons alors deux nouveaux sous-cas :
(a) Si r est eﬀectivement un arrondi ﬁdèle de p(x), nous représenterons cette situa-
tion par un petit disque •.
(b) Sinon, le résultat compensé n'est pas un arrondi ﬁdèle, ce que nous représente-
rons par une croix ×.
Dans un premier temps, nous utilisons à nouveau les polynômes pn(x) = (1−x)n, pour
les degrés n = 6 et n = 8. Les résultats de ces expériences sont représentés sur la ﬁgure 7.2,
où l'on évalue les polynômes p6 et p8 au voisinage de 1. Nous représentons également
l'évolution du nombre de conditionnement en fonction de x sur le voisinage considéré.
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Fig. 7.2  Test de CompHornerBound à l'aide des polynômes pn(x) = (1−x)n, pour n = 6, 8,
sous forme développée, évalués au voisinage de x = 1.
Ces expériences numériques illustrent bien la relation entre la perte de précision de
l'évaluation et la proximité d'une racine multiple, c'est à dire l'augmentation du nombre
de conditionnement. Pour les évaluations eﬀectuées suﬃsamment loin de la racine 1, le test
a posteriori de l'arrondi ﬁdèle est eﬀectivement satisfait. On constate également qu'il existe
une large zone, de part et d'autre de la racine, dans laquelle les évaluations compensées
sont ﬁdèles, mais où le test échoue.
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Nous eﬀectuons aussi des tests à l'aide de polynômes générés aléatoirement : nous
utilisons ici le même jeu de polynômes que celui utilisé dans les expériences numériques
de la Section 4.5. Pour chaque évaluation eﬀectuée, nous reportons sur la ﬁgure 7.3 la
précision relative en fonction du nombre de conditionnement. La borne a priori sur le
conditionnement, déﬁnie par l'inégalité (4.14) et permettant d'assurer une évaluation ﬁdèle,
est également représentée.
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Fig. 7.3  Arrondi ﬁdèle avec le schéma de Horner compensé (polynômes de degré 50).
On constate que toutes les évaluations compensées dont le nombre de conditionnement
est inférieur à cette borne a priori sont eﬀectivement ﬁdèles. On constate également que
le test a posteriori est satisfait pour des évaluations dont le nombre de conditionnement
est supérieur à la borne (4.14)  rappelons que les évaluations prouvées ﬁdèles par le test
a posteriori sont représentées par un petit carré. On notera ﬁnalement que le schéma de
Horner compensé produit en pratique un arrondi ﬁdèle du résultat exact pour des nombres
de conditionnement atteignant u−1  évaluations reportées à l'aide d'un petit disque.
7.4 Performances de CompHornerBound
Dans cette section, nous montrons comment implanter eﬃcacement l'algorithme validé
CompHornerBound (algorithme 7.3) : nous montrons comment implanter l'algorithme à
l'aide d'une boucle simple, en ne parcourant qu'une fois les coeﬃcients du polynôme à
évaluer. Nous détaillons ensuite les tests de performance que nous avons eﬀectués, et qui
démontrent l'eﬃcacité pratique de cet algorithme en terme de temps de calcul.
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7.4.1 Implantation pratique de l'algorithme
Supposons dans un premier temps que l'architecture cible ne dispose pas de l'instruction
FMA. Il est facile de voir que l'algorithme CompHornerBound peut être implanté à l'aide
d'une boucle simple, en ne parcourant qu'une seule fois les coeﬃcients du polynôme p(x) =∑n
i=0 aix
i.
Il suﬃt de procéder comme cela a été expliqué dans le cas du schéma de Horner com-
pensé à la Section 5.2. En particulier, le découpage de x n'est eﬀectué qu'une seule fois
avant le début de la boucle : l'instruction TwoProd(ri+1, x) n'engendre ainsi que 13 opéra-
tions ﬂottantes, au lieu des 17 nécessitées classiquement. Cela nous donne l'algorithme 7.4
suivant.
Algorithme 7.4. Implantation pratique de CompHornerBound.
function [r, β, isfaith] = CompHornerBound(p, x)
if 2(n+ 1)u ≥ 1, error('Validation impossible'), end
[xh, xl] = Split(x)
rn = an ; bn = cn = 0
for i = n− 1 : −1 : 0
[pi, pii] = TwoProdxh,xl(ri+1, x)
[ri, σi] = TwoSum(pi, ai)
t = pii ⊕ σi
ci = ci+1 ⊗ x⊕ t
bi = bi+1 ⊗ |x| ⊕ |t|
end
[r, δ] = TwoSum(r0, c0)
α = (γ̂2n−1 ⊗ b0) (1− 2(n+ 1)u)
β = (|δ| ⊕ α) (1− 2u)
isfaith =
(
α < u
2
|r|)
En l'absence de FMA, on peut donc constater que l'algorithme CompHornerBound né-
cessite 24n + O(1) opérations ﬂottantes, contre 22n + O(1) pour le schéma de Horner
compensé (algorithme 4.3).
Nous ne décrivons pas en détail l'étude des améliorations qu'il est possible d'apporter
à l'algorithme CompHornerBound lorsque l'instruction FMA est disponible, comme nous
l'avons fait au chapitre 6 pour le schéma de Horner compensé. Précisons néanmoins que
dans les tests de performance reportés ci-dessous, nous utilisons eﬀectivement une version
adaptée de l'algorithme CompHornerBound : cet algorithme est obtenu en procédant à la
validation de l'algorithme CompHornerfma (algorithme 6.3). Le coût théorique de l'algo-
rithme validé est de 11n+O(1) opérations ﬂottantes, contre 10n+O(1) pour l'algorithme
CompHornerfma.
7.4.2 Tests de performances
Nous réalisons nos mesures dans les environnements (I) à (VI) listés dans le tableau 5.1.
Les mesures sont eﬀectuées de la même manière que celles réalisées au chapitre 5 : nous
utilisons un jeu de 39 polynômes, dont le degré varie de 10 à 200 par pas de 5. La double
précision IEEE-754 est utilisée comme précision de travail. Pour chaque degré, nous mesu-
rons :
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 le ratio du temps d'exécution de CompHornerBound sur celui de CompHorner, ce qui
quantiﬁe le surcoût introduit par la validation ;
 le ratio du temps d'exécution de CompHornerBound sur celui du schéma de Horner,
aﬁn de quantiﬁer le surcoût introduit par la méthode validée par rapport à l'algo-
rithme que nous utilisons comme référence.
Nous reportons dans le tableau 7.1 la moyenne des ratios mesurés dans chaque environne-
ment.
Tab. 7.1  Surcoût moyen mesuré pour CompHorner, DDHorner et CompHornerBound.
environnement CompHornerBound
CompHorner
CompHornerBound
Horner
CompHorner
Horner
DDHorner
Horner
(I) P4, gcc, x87 1.2 3.5 2.8 8.6
(II) P4, gcc, sse 1.3 3.9 3.1 8.9
(III) P4, icc, x87 1.2 3.2 2.7 9.0
(IV) P4, icc, sse 1.2 3.9 3.3 9.8
(V) Ath64, gcc, sse 1.1 3.6 3.2 8.7
(VI) Itanium, gcc 1.2 3.4 2.8 6.7
(VII) Itanium, icc 1.1 1.7 1.5 5.9
Pour mémoire, nous reportons également dans le tableau 7.1 la moyenne des surcoûts
mesurés pour les algorithmes CompHorner et DDHorner. Rappelons que ces mesures ont
déjà été présentées aux chapitres 5 et 6.
Dans chacun des environnements considérés ici, on constate que le surcoût introduit
par la validation a posteriori est très faible. D'autre part, les tests de performance des cha-
pitres 4 et 6 nous ont permis de conclure que l'évaluation polynomiale compensée s'exécute
au moins deux fois plus rapidement que le schéma de Horner en arithmétique double-double.
Le tableau 7.1 nous permet également de constater que CompHornerBound s'exécute environ
deux fois plus rapidement que DDHorner.
On retiendra donc qu'il est environ deux fois moins coûteux de calculer une évaluation
validée en précision doublée à l'aide de CompHornerBound, que de calculer un résultat de
précision similaire, mais non validé, en arithmétique double-double.
Il est à noter que l'étude menée au chapitre 5 pour expliquer les performances de Com-
pHorner permet également d'expliquer celles de CompHornerBound. En eﬀet, la validation
n'ajoute que deux opérations arithmétiques à l'itération eﬀectuée par CompHorner (ligne
bi = bi+1⊗|x|⊕|t| dans l'algorithme 7.4 ci-dessus). De plus, il est aisé de constater ces deux
opérations peuvent s'exécuter en concurrence avec les autres instructions d'une itération.
Cela explique le faible surcoût de la validation de l'évaluation compensée mesurée sur les
architectures modernes, ainsi que les performances de CompHornerBound face à DDHorner.
7.5 Validation en présence d'underﬂow
Les résultats obtenus à la Section 7.2 sont valides tant qu'aucun underﬂow n'intervient
au cours des calculs. Dans cette section, nous nous concentrons sur le problème du calcul
d'une borne d'erreur a posteriori pour le résultat compensé r = CompHorner(p, x), valide
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également en présence d'underﬂow  nous ne nous intéresserons plus au problème du test
a posteriori de l'arrondi ﬁdèle.
Comme dans la Section 4.6, il nous faut supposer que chaque multiplication apparaissant
dans le calcul de r est susceptible de produire un résultat dénormalisé. Mais il nous faut
aussi envisager la possibilité d'un underﬂow pour chaque multiplication intervenant dans
le calcul de la borne d'erreur. Cela introduit dans nos preuves des termes multiples de
l'unité d'underﬂow v, sur lesquels il faut travailler de manière à ce que l'expression obtenue
fournisse bien, lorsqu'elle sera évaluée en arithmétique ﬂottante, un majorant de |r−p(x)|.
7.5.1 Notations et relations utiles
On utilise bien entendu les mêmes notations que dans la Section 4.12. Le mode d'arrondi
courant est l'arrondi au plus proche. Rappelons que l'on désigne par
 λ le plus petit ﬂottant positif normalisé,
 v = 2λu l'unité d'underﬂow, c'est à dire le plus petit ﬂottant positif dénormalisé.
Soit ◦ ∈ {+,−,×, /} une opération élémentaire exacte, et soient a, b ∈ F. Pour les
preuves du lemme 7.6 et du théorème 7.8, nous utiliserons essentiellement les inégalités
suivantes,
fl(|a ◦ b|) ≤ (1 + u)|a ◦ b|+ η,
et
(1− u)(|a| ◦ |b|) ≤ fl(|a| ◦ |b|) + η,
avec η = 0 si ◦ ∈ {+,−}, et |η| ≤ v sinon.
Dans la preuve du théorème 7.8, nous utiliserons le lemme suivant.
Lemme 7.5. On suppose que l'on travaille dans le mode d'arrondi au plus proche. Soit k
un entier naturel. Si ku ≤ 1, alors kv ∈ F.
Preuve. Les ﬂottants compris entre 0 et 2λ sont régulièrement espacés [39, p.37] : l'espace
entre deux dénormalisés consécutifs est v. Autrement dit, pour tout a ∈ F tel que 0 ≤ a ≤
2λ, il existe k ∈ N tel que a = kv. Or, 0 ≤ kv ≤ 2λ si et seulement si 0 ≤ ku ≤ 1. 
7.5.2 Évaluation de la somme de deux polynômes
Soient p(x) =
∑n
i=0 aix
i et q(x) =
∑n
i=0 bix
i deux polynômes à coeﬃcients ﬂottants, et
soit x un argument ﬂottant. On déﬁnit les réels ri par
rn = |an + bn| et ri = ri+1|x|+ |ai + bi|, pour i = n− 1, . . . , 0.
Déﬁnissons les r̂i comme l'évaluation en arithmétique ﬂottante des ri, c'est à dire
r̂n = |an ⊕ bn| et r̂i = r̂i+1 ⊗ |x| ⊕ |ai ⊕ bi| pour i = n− 1, . . . , 0.
On a en particulier r0 = (p˜+ q)(x) et r̂0 = Horner(|p⊕ q|, |x|).
Lemme 7.6. Même en présence d'underﬂow, on a
(p˜+ q)(x) ≤ (1 + u)2n+1Horner(|p⊕ q|, |x|) + (1 + u)2n−1v
n−1∑
i=0
|x|i.
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Preuve. On a rn ≤ (1 + u)r̂n. De plus, rn−1 = rn|x|+ |an−1 + bn−1|, d'où
rn−1 ≤ (1 + u)r̂n|x|+ |an−1 + bn−1|
≤ (1 + u)2r̂n ⊗ |x|+ (1 + u)|an−1 ⊕ bn−1|+ (1 + u)v
≤ (1 + u)3r̂n−1 + (1 + u)v.
À l'étape suivante, rn−2 = rn−1|x|+ |an−2 + bn−2|, donc
rn−2 ≤ (1 + u)3r̂n−1|x|+ (1 + u)v|x|+ |an−2 + bn−2|
≤ (1 + u)4r̂n−1 ⊗ |x|+ (1 + u)3v + (1 + u)v|x|+ (1 + u)|an−1 ⊕ bn−1|
≤ (1 + u)5(r̂n−1 ⊗ |x| ⊕ |an−1 ⊕ bn−1|) + (1 + u)3v(1 + |x|)
≤ (1 + u)5r̂n−2 + (1 + u)3v(1 + |x|).
On peut montrer par récurrence que
rn−i ≤ (1 + u)2i+1r̂n−i + (1 + u)2i−1v
i−1∑
j=0
|x|j,
d'où le résultat annoncé. 
En combinant le lemme 4.13 avec le résultat précédent, et comme γ2n+1(1 + u)2n+1 ≤
γ4n+2 et γ2n−1 + γ2n+1(1 + u)2n−1 ≤ γ6n−1, on obtient le lemme suivant.
Lemme 7.7. Même en présence d'underﬂow, l'erreur commise en évaluant la somme de
deux polynômes par le schéma de Horner est majorée comme suit,
|Horner(p⊕ q, x)− (p+ q)(x)| ≤ γ4n+2Horner(|p⊕ q|, |x|) + (1 + γ6n−1)v
n−1∑
i=0
|x|i.
7.5.3 Borne d'erreur a posteriori pour le résultat compensé
Le théorème suivant fournit une borne d'erreur a posteriori, valide également en pré-
sence d'underﬂow, pour le résultat compensé r.
Théorème 7.8. On considère un polynôme p de degré n à coeﬃcients ﬂottants, et on
utilise les notations de l'algorithme 4.3. On déﬁnit les deux constantes µ = 14v ∈ F et
ν = 6v ∈ F, et on suppose 14nu ≤ 1. Soient également :
 δ ∈ F l'erreur d'arrondi commise lors de l'addition r̂ ⊕ ĉ, i.e., r + δ = r̂ + ĉ,
 b ∈ F tel que b = Horner(|ppi ⊕ pσ|, |x|),
 ρ ∈ F tel que max(1, |x|n−1) ≤ ρ.
Alors, l'erreur directe entachant le résultat compensé r = CompHorner(p, x) est majorée
comme suit,
|r − p(x)| ≤ |δ| ⊕ (γ̂4n+2 ⊗ b⊕ (2u⊗ |δ| ⊕ (nµ⊗ ρ⊕ ν))).
Preuve. On débute la preuve comme dans le cas  sans underﬂow  de la Section 7.2 :
|r − p(x)| = |(r̂ ⊕ ĉ)− p(x)| ≤ |(r̂ ⊕ ĉ)− (r̂ + ĉ)|+ |(r̂ + ĉ)− p(x)|.
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Rappelons que δ est l'erreur d'arrondi commise lors de l'addition r̂ ⊕ ĉ. On a donc δ =
(r̂ + ĉ)− (r̂ ⊕ ĉ) ∈ F, et |r − p(x)| ≤ |δ|+ |r̂ + ĉ− p(x)|. Ici, il est important de noter que
EFTHorner n'étant plus une transformation exacte en présence d'underﬂow, p(x) 6= r̂ + c.
Néanmoins, d'après le théorème 4.14, et comme c = (ppi + pσ)(x), on écrit
p(x) = r̂ + c+ 5
n−1∑
i=0
ηix
i, avec |ηi| ≤ v.
Il vient
|r − p(x)| ≤ |δ|+ |c− ĉ|+ 5nvρ.
Comme c = (ppi + pσ)(x) et ĉ = Horner(ppi ⊕ pσ, x), avec ppi et pσ deux polynômes de degré
n− 1, d'après le lemme 7.7,
|c− ĉ| ≤ γ4n−2Horner(|ppi ⊕ pσ|, |x|) + n(1 + γ6n−7)vmax(1, |x|n−2)
≤ γ4n−2b+ n(1 + γ6n−7)vmax(1, |x|n−2).
Comme 14nu ≤ 1, on a également 2(6n − 7)u ≤ 1, donc γ6n−7 ≤ 1. En majorant de plus
max(1, |x|n−2) par ρ, on obtient |c− ĉ| ≤ γ4n−2b+ 2nvρ. On a donc
|r − p(x)| ≤ |δ|+ γ4n−2b+ 7nvρ.
Reste à transformer l'inégalité ci-dessus, de manière à obtenir une expression qui puisse
être calculée en arithmétique ﬂottante. Pour simpliﬁer l'exercice, nous utiliserons ci-dessous
la notation fl(.) pour désigner les sous-expressions évaluées en arithmétique ﬂottante : on
supposera que les opérations sont eﬀectuées de gauche à droite, et dans l'ordre indiqué par
les parenthèses. Puisque γ4n−2 ≤ (1− u)4γ4n+2 ≤ (1− u)3γ̂4n+2, on a,
|r − p(x)| ≤ (1− u)|δ|+ (1− u)3γ̂4n+2b+ u|δ|+ 7nvρ
≤ (1− u)|δ|+ (1− u)2 fl(γ̂4n+2b) + u|δ|+ 7nvρ+ v.
Comme 2(1− u)3 ≥ 1, on a u|δ| ≤ (1− u)32u|δ|, et
|r − p(x)| ≤ (1− u)|δ|+ (1− u)2 fl(γ̂4n+2b) + (1− u)3 fl(2u|δ|) + 7nvρ+ 2v.
De même, 2(1− u)5 ≥ 1, donc 7nvρ ≤ (1− u)514nvρ, et
|r − p(x)| ≤ (1− u)|δ|+ (1− u)2 fl(γ̂4n+2b) + (1− u)3 fl(2u|δ|) + (1− u)514nvρ+ 2v.
Puisque par hypothèse 14nu ≤ 1, d'après le lemme 7.5 on a 14nv = nµ ∈ F. Par contre, le
résultat de l'opération fl(nµρ) est susceptible d'être dénormalisé, avec perte de précision.
On écrit donc
(1− u)514nvρ+ 2v ≤ (1− u)4 fl(nµρ) + 3v
≤ (1− u)4 fl(nµρ) + (1− u)46v
≤ (1− u)4 fl(nµρ) + (1− u)4ν
≤ (1− u)3 fl(nµρ+ ν).
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On obtient ﬁnalement
|r − p(x)| ≤ (1− u)|δ|+ (1− u)2 fl(γ̂4n+2b) + (1− u)3
(
fl(2u|δ|) + fl(nµρ+ ν))
≤ (1− u)|δ|+ (1− u)2( fl(γ̂4n+2b) + fl(2u|δ|+ (nµρ+ ν)))
≤ (1− u)(|δ|+ fl(γ̂4n+2b+ (2u|δ|+ (nµρ+ ν))))
≤ fl(|δ|+ (γ̂4n+2b+ (2u|δ|+ (nµρ+ ν)))).
Ceci achève la preuve du théorème 7.8. 
Lorsque |x| ≤ 1, le calcul d'un majorant pour max(1, |x|n−1) est bien entendu trivial.
Dans le cas |x| > 1, nous utiliserons le lemme suivant.
Lemme 7.9. Soit k un entier naturel, et soit x ∈ F tel que |x| > 1. Soit fl(|x|k) une valeur
approchée de |x|k calculée en arithmétique ﬂottante à la précision u, en n'eﬀectuant que
des produits ﬂottants, dans un ordre quelconque. Alors
|x|k ≤ (1 + u)k−1 fl(|x|k) ≤ fl(|x|k) (1− (k + 1)u).
Preuve. Comme |x| > 1, aucun résultat dénormalisé n'intervient au cours du calcul de
fl(|x|k). La méthode de calcul de fl(|x|k) qui conduit au plus grand nombre de multipli-
cations est la méthode naïve qui consiste à multiplier k − 1 fois |x| par lui-même : k − 1
produits ﬂottants sont alors eﬀectués. Dans ce cas, d'après le modèle standard de l'arith-
métique ﬂottante, il est facile de voir que |x|k ≤ (1 + u)k−1 fl(|x|k). 
D'après le théorème 7.8, et en utilisant le lemme 7.9 pour le calcul de ρ, on obtient
l'algorithme suivant, qui calcule le résultat compensé r = CompHorner(p, x), ainsi qu'une
borne β sur l'erreur directe |r − p(x)|.
Algorithme 7.10. Schéma de Horner compensé, avec calcule d'une borne d'erreur valide
en présence d'underﬂow.
function [r, β] = CompHornerBound(p, x)
if 7nu > 1, error('Validation impossible'), end
rn = an ; bn = cn = 0
for i = n− 1 : −1 : 0
[pi, pii] = TwoProd(ri+1, x)
[ri, σi] = TwoSum(pi, ai)
t = pii ⊕ σi
ci = ci+1 ⊗ x⊕ t
bi = bi+1 ⊗ |x| ⊕ |t|
end
[r, δ] = TwoSum(r0, c0)
if |x| ≤ 1, ρ = 1
else ρ = fl(|x|n−1) (1 + nu), end
β = |δ| ⊕ (γ̂4n+2 ⊗ b0 ⊕ (2u⊗ |δ| ⊕ (14nv ⊗ ρ⊕ 6v)))
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7.6 Conclusions
Dans ce chapitre, nous avons montré comment calculer une borne d'erreur a poste-
riori pour le résultat r calculé par le schéma de Horner compensé (algorithme 4.3). Ainsi,
nous avons proposé une borne d'erreur plus ﬁne que la borne a priori introduite chapitre 4.
Pour établir cette borne d'erreur, nous avons pris en compte les erreurs d'arrondi commises
lors du calcul du résultat compensé, ainsi que celles commises lors de l'évaluation de la
borne elle-même. En l'absence d'underﬂow, nous sommes donc assurés d'obtenir une majo-
ration de l'erreur directe directe |r−p(x)|, et non pas une simple estimation de cette erreur.
Nous avons également décrit une méthode permettant de tester a posteriori si l'évaluation
compensée est un arrondi ﬁdèle du résultat exact p(x). L'algorithme CompHornerBound (al-
gorithme 7.3) obtenu,
 calcule le résultat compensé r = CompHorner(p, x) (algorithme 4.3),
 calcule d'une borne d'erreur a posteriori pour r,
 teste si r est un arrondi ﬁdèle de p(x).
CompHornerBound est donc une version validée de CompHorner, puisqu'il permet d'obtenir
des garanties sur la qualité de l'évaluation compensée.
L'algorithme CompHornerBound ne nécessite que des opérations élémentaires en arith-
métique ﬂottante, dans le mode d'arrondi au plus proche : nous n'utilisons ni bibliothèque
pour le calcul d'intervalles, ni changement du mode d'arrondi. Tout comme CompHorner,
cet algorithme est donc facilement portable, et ce montre très eﬃcace en pratique : nos
tests de performance montrent qu'il est environ deux fois moins coûteux de calculer une
évaluation validée en précision doublée à l'aide de CompHornerBound, que de calculer un
résultat de précision similaire, mais non validé, en arithmétique double-double. En outre,
le temps d'exécution moyen observé pour CompHornerBound n'est qu'au plus 1.3 fois celui
de CompHorner.
Chapitre8
Schéma de Horner compensé K − 1 fois
Plan du chapitre : À la Section 8.2, nous présentons la nouvelle transformation exacte
EFTHornerK que nous utilisons pour décrire l'algorithme CompHornerK en Section 8.3. Nous
démontrons dans la Section 8.3 que le résultat compensé produit par CompHornerK est
aussi précis que s'il avait été calculé en K fois la précision de travail. Nous proposons à la
Section 8.4 un algorithme permettant le calcul d'une borne d'erreur a posteriori pour le
résultat compensé. La Section 8.5 est dédiée aux expériences numériques, visant à illustrer
le comportement de CompHornerK, ainsi que la qualité des bornes obtenues. Les mesures
de performances de la Section 8.7 montrent ﬁnalement l'intérêt pratique de ce nouvel
algorithme compensé.
8.1 Introduction
Au chapitre 4, nous avons présenté le schéma de Horner compensé (algorithme 4.3). Le
résultat calculé par cet algorithme est aussi précis que s'il avait été calculé par le schéma
de Horner en précision doublée u2, avec un arrondi ﬁnal vers la précision de travail u. En
particulier, la précision du résultat compensé est de l'ordre de l'unité d'arrondi tant que le
conditionnement est petit devant u−1.
Dans le présent chapitre, nous généralisons le schéma de Horner compensé, et décrivons
un nouvel algorithme compensé qui permet d'eﬀectuer une évaluation polynomiale en K
fois la précision de travail (K ≥ 2). Le résultat compensé calculé par CompHornerK est
en eﬀet aussi précis que s'il était calculé par le schéma de Horner classique en précision
uK , puis arrondi vers la précision u. Nous démontrerons que l'erreur relative entachant
l'évaluation compensée r satisfait une borne a priori de la forme
|r − p(x)|
|p(x)| ≤ u+O(u
K) cond(p, x),
où p est un polynôme à coeﬃcients ﬂottants et x un argument ﬂottant.
Tout comme le schéma de Horner compensé du chapitre 4, l'algorithme d'évaluation
CompHornerK repose sur une transformation exacte pour l'évaluation de p(x). Le prin-
cipe de cette nouvelle transformation est l'application récursive, sur K − 1 niveaux, de la
transformation exacte EFTHorner.
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L'arrondi au plus proche est le mode d'arrondi courant, et sauf mention contraire, on
supposera ici implicitement que les calculs ﬂottants ne présentent aucun dépassement de
capacité.
Rappelons le principe de la transformation exacte EFTHorner (algorithme 4.1, cha-
pitre 4), en adoptant les notations qui seront utilisées dans ce chapitre. Soit p1 un polynôme
de degré n à coeﬃcients ﬂottants, et soit x un ﬂottant. On considère
[h1, p2, p3] = EFTHorner(p1, x),
avec h1 un ﬂottant, et p1, p2 deux polynômes à coeﬃcients ﬂottants de degré n−1. D'après
le théorème 4.2, on a alors h1 = Horner(p1, x) et
p1(x) = h1 + (p2 + p3)(x).
Cette dernière égalité signiﬁe précisément que EFTHorner est une transformation exacte
pour l'évaluation de p1(x) par le schéma de Horner. En particulier, rappelons que, pour j
variant de 0 à n− 1,
 le coeﬃcient de degré j de p2 est l'erreur d'arrondi entachant le produit eﬀectué à
l'étape j de l'évaluation de p1(x) par le schéma de Horner ;
 le coeﬃcient de degré j de p3 est l'erreur d'arrondi générée par l'addition eﬀectuée à
l'étape j de cette même évaluation.
Dans le schéma de Horner compensé, les polynômes p2 et p3 sont directement utilisés aﬁn
de compenser les erreurs d'arrondi entachant h1 = Horner(p1, x), et le résultat compensé r
est calculé de la manière suivante,
r = h1 ⊕ Horner(p2 ⊕ p3, x)
Il est à noter que si le terme correctif Horner(p2 ⊕ p3, x) est calculé exactement, et si p(x)
est un ﬂottant, alors on a l'égalité r = p(x). Néanmoins, dans le cas général, le p(x) exact
n'est pas un ﬂottant, et surtout le terme correctif n'est pas calculé exactement.
Ici nous proposons de ne plus utiliser directement les polynômes p2 et p3 pour compen-
ser les erreurs d'arrondis entachant h1, mais d'appliquer à nouveau EFTHorner pour évaluer
ces polynômes : cela permet de compenser les erreurs d'arrondi générées en évaluant p2(x)
et p3(x) en arithmétique ﬂottante. On déﬁnit ainsi l'application récursive d'EFTHorner sur
K − 1 niveaux, et nous montrerons qu'il s'agit d'une nouvelle transformation exacte pour
l'évaluation de p1(x), que nous appellerons EFTHornerK. Cette transformation exacte nous
permettra de formuler l'algorithme CompHornerK, pour l'évaluation polynomiale en K fois
la précision de travail.
Il est à noter qu'une précision de travail uK peut également être simulée à l'aide de
bibliothèques génériques. C'est le cas par exemple de la bibliothèque ﬂottante multipréci-
sion MPFR [31], qui permet de travailler en précision arbitraire1, et donc en particulier
en précision uK . Nous utiliserons cette bibliothèque comme référence pour illustrer les
performances de l'algorithme CompHornerK.
Dans le cas d'un doublement de la précision de travail, nous avons déjà utilisé la biblio-
thèque double-double pour comparer ses performances à celle de l'algorithme CompHorner.
La bibliothèque quad-double [35] permet de quadrupler la double précision de IEEE-754
1Cette arithmétique en précision arbitraire suit le modèle de l'arithmétique IEEE-754 [31]
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et simule donc une précision de travail de l'ordre de 212 bits. Nous utiliserons cette biblio-
thèque pour évaluer les performances de l'algorithme CompHornerK dans le cas particulier
où K = 4.
Ces comparaisons nous permettent de justiﬁer l'intérêt pratique de l'algorithme Com-
pHornerK : cet algorithme s'exécute en eﬀet signiﬁcativement plus rapidement que les al-
ternatives basées sur les bibliothèques génériques indiquées ci-dessus, tant que K ≤ 4.
L'algorithme que nous proposons ici pourra donc être utilisé avec avantage pour doubler,
tripler ou quadrupler la précision de travail.
8.2 Application récursive d'EFTHorner
On considère un polynôme p1 de degré n à coeﬃcients ﬂottants, que l'on souhaite évaluer
en un ﬂottant x. Étant donné un entier K ≥ 2, on déﬁnit dans cette section une nouvelle
transformation exacte pour l'évaluation de p1(x) par le schéma de Horner, dont le principe
est l'application récursive de l'algorithme EFTHorner (algorithme 4.1) sur K − 1 niveaux.
La transformation exacte EFTHorner nous sert donc de brique de base pour la conception
d'une nouvelle transformation exacte. Nous décrivons dans un premier temps le principe
de cette transformation sans erreur dans le cas particulier où K = 3, avant de passer au
cas général.
8.2.1 Cas où K = 3
Commençons par décrire la manière dont nous représentons graphiquement une appli-
cation de la transformation exacte EFTHorner (algorithme 4.1). Soit un polynôme pi de
degré d, à coeﬃcients ﬂottants, et soit x un ﬂottant. On considère le ﬂottant hi et les deux
polynômes p2i et p2i+1 de degré au plus d− 1 tels que
[hi, p2i, p2i+1] = EFTHorner(pi, x).
Rappelons que, d'après le théorème 4.2, hi = Horner(pi, x) et pi(x) = h1 + (p2i + p2i+1)(x).
Pour représenter cette transformation exacte de pi(x), nous utiliserons par la suite le gra-
phique ci-dessous.
pi
hi
p2i p2i+1
Il s'agit ici d'appliquer la transformation EFTHorner de manière récursive sur 2 niveaux :
ce processus est illustré sur la ﬁgure 8.1, sous la forme d'un arbre binaire. Notons en
particulier que les feuilles de l'arbre binaire sont représentées par des rectangles, et portent
les polynômes non évalués p4, p5, p6 et p7.
Déﬁnissons maintenant plus formellement ce processus de calcul, à l'aide de l'algorithme
EFTHorner. On calcule :
 au niveau 1 : [h1, p2, p3] = EFTHorner(p1, x),
 au niveau 2 : [h2, p4, p5] = EFTHorner(p2, x) et [h3, p6, p7] = EFTHorner(p3, x).
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p4 p5 p6 p7
h2 h3
h1
p1
p3
p7p6
p2
p4 p5
Fig. 8.1  Illustration de la transformation exacte EFTHornerK dans le cas où K = 3.
Puisque [h1, p2, p3] = EFTHorner(p1, x), on a p1(x) = h1 + (p2 + p3)(x). De plus, comme
[h2, p4, p5] = EFTHorner(p2, x) et [h3, p6, p7] = EFTHorner(p3, x), on a respectivement
p2(x) = h2 + (p4 + p5)(x) et p3(x) = h3 + (p6 + p7)(x). On obtient donc
p1(x) = h1 + h2 + h3 + (p4 + p5 + p6 + p7)(x), (8.1)
où h1, h2, h3 ∈ F et p4, p5, p6, p7 sont des polynômes à coeﬃcients ﬂottants de degré n− 2.
L'équation (8.1) montre qu'en appliquant récursivement EFTHorner, on obtient natu-
rellement une nouvelle transformation exacte pour l'évaluation de p1(x). Nous formulons
ci-dessous cette transformation exacte.
Algorithme 8.1. Application récursive d'EFTHorner sur 2 niveaux.
fonction [h1, h2, h3, p4, p5, p6, p7] = EFTHorner3(p1, x)
[h1, p2, p3] = EFTHorner(p1, x)
[h2, p4, p5] = EFTHorner(p2, x)
[h3, p6, p7] = EFTHorner(p3, x)
Dans la sous-section suivante, nous généralisation cet algorithme, en appliquant récur-
sivement EFTHorner sur K ≥ 2 niveaux.
8.2.2 Cas général
On considère un polynôme p1 à coeﬃcients ﬂottants de degré n, ainsi que x ∈ F. Le
principe de l'algorithme EFTHornerK est illustré sur la ﬁgure 8.2 sous la forme d'un arbre
binaire à K niveaux. Notons bien que ce processus de calcul généralise simplement celui
illustré sur la ﬁgure 8.1 (cas où K = 3). Aux niveaux 1 à K−1, on applique récursivement
la transformation EFTHorner : on obtient ainsi 2K−1 polynômes au niveau K.
Rappelons que si on applique EFTHorner à un polynôme de degré d, alors les deux
polynômes d'erreurs produits sont de degré d − 1. Puisque p1 est de degré n, et que l'on
applique EFTHorner sur K − 1 niveaux, cela signiﬁe que les polynômes obtenus au niveau
K sont de degré au plus n − K + 1. En particulier, si n − K + 1 = 0, les polynômes
calculés aux feuilles de l'arbre sont de degré 0 : il est donc inutile de leur appliquer à
nouveau EFTHorner. Pour simpliﬁer la présentation, nous supposerons donc toujours que
n+ 1 ≥ K ≥ 2.
Aﬁn de référencer plus facilement les n÷uds de l'arbre de la ﬁgure 8.2 déﬁnissons les
ensembles d'indices suivants :
 NKT = {1, . . . , 2K − 1} est l'ensemble des indices des n÷uds l'arbre,
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n−K + 1
n−K + 2
n− 3
n− 2
n− 1
n
degre´
p2K−1
h2K−1−1
4
3
2
1
niveau
K
K − 1
p2K−1+1p2K−1
h2K−2
p2K−2
h1
h2 h3
h4 h5 h6 h7
h8 h15h14h13h12h11h10h9
p2 p3
p4 p6p5 p7
p9 p15p13p11p8 p10 p12 p14
p2K−2 p2K−1p2K−1+1p2K−1
p1
Fig. 8.2  Illustration de la transformation exacte EFTHornerK
 NKI = {1, . . . , 2K−1 − 1} l'ensemble des indices des n÷uds internes,
 NKL = {2K−1, . . . , 2K − 1} l'ensemble des indices feuilles de l'arbre.
Notons bien que
NT = NI ∪NL et NI ∩NL = ∅.
Précisons la cardinalité de ces ensembles, qui sera utile par la suite :
card(NKT ) = 2K − 1, card(NKI ) = 2K−1 − 1, et card(NKL ) = 2K−1.
Sauf lorsqu'ils seront nécessaires, nous supprimerons les exposants K pour alléger les no-
tations des ensembles NKT , NKI et NKL .
L'application récursive de la transformation exacte EFTHorner sur K − 1 niveaux est
alors déﬁnie par la relation :
[hi, p2i, p2i+1] = EFTHorner(pi, x), pour i ∈ NI , (8.2)
avec hi ∈ F pour i ∈ NI et pi un polynôme à coeﬃcients ﬂottants pour chaque i ∈ NT .
D'après le théorème 4.2, chacun des hi ainsi déﬁni est l'évaluation du polynôme pi en x
par le schéma de Horner, c'est à dire
hi = Horner(pi, x), pour i ∈ NI . (8.3)
D'autre part, comme EFTHorner est une transformation exacte pour le schéma de Horner,
le théorème 4.2 montre que
pi(x) = hi + (p2i + p2i+1)(x), pour i ∈ NI . (8.4)
La relation (8.4) nous permettra de montrer dans la sous-section suivante que le processus
de calcul que nous déﬁnissons ici constitue bien une transformation exacte pour l'évaluation
de p1(x).
Les ﬂottants hi∈NI et les polynômes pi∈NL sont calculés à l'aide de l'algorithme EFTHor-
nerK suivant.
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Algorithme 8.2. Application récursive d'EFTHorner sur K − 1 niveaux.
fonction [hi∈NI , pi∈NL ] = EFTHornerK(p1, x)
pour i ∈ NI
[hi, p2i, p2i+1] = EFTHorner(pi, x)
ﬁn
Dans la sous-section suivante, nous montrons que l'algorithme 8.2 est une transforma-
tion exacte pour l'évaluation de p1(x), et nous en énonçons les propriétés numériques.
8.2.3 Propriétés numériques d'EFTHornerK
Commençons par montrer que l'algorithme EFTHornerK (algorithme 8.2) est bien une
transformation exacte pour l'évaluation de p1(x).
Théorème 8.3. Soit p1 un polynôme de degré n à coeﬃcients ﬂottants, et soit x un ﬂottant.
Étant donné un entier K, avec n + 1 ≥ K ≥ 2, on considère les ﬂottants hi∈NI , et les
polynômes pi∈NL, tels que [hi∈NI , pi∈NL ] = EFTHornerK(p1, x) (algorithme 8.2). Alors on a
l'égalité suivante,
p1(x) =
∑
i∈NI
hi +
∑
i∈NL
pi(x). (8.5)
L'algorithme EFTHornerK calcule l'évaluation hi = Horner(pi, x) de chacun des poly-
nômes pi, pour i ∈ NI . Pour la preuve du théorème 8.3, nous avons également besoin de
considérer l'évaluation des pi(x), pour i ∈ NL. Nous déﬁnissons donc
hi = Horner(pi, x), pour i ∈ NL.
Preuve du théorème 8.3. On procède par induction sur le paramètre K. Pour K = 2, on a
bien [h1, p2, p3] = EFTHorner(p1, x). En eﬀet, d'après le théorème 4.2, on a
p1(x) = Horner(p1, x) + (p2 + p3)(x) = h1 + p2(x) + p3(x).
Supposons maintenant que (8.5) soit satisfaite pour un certain K tel que n + 1 > K ≥ 2.
On a ainsi
p1(x) =
∑
i∈NKI
hi +
∑
i∈NKL
pi(x). (8.6)
On considère alors les polynômes p2K , . . . , p2K+1−1 déﬁnis par
[hi, p2i, p2i+1] = EFTHorner(pi, x), pour i ∈ NKL .
Pour i ∈ NKL , d'après le théorème 4.2, on sait que pi(x) = hi + (p2i + p2i+1)(x). Donc∑
i∈NKL
pi(x) =
∑
i∈NKL
hi +
∑
i∈NKL
(p2i + p2i+1)(x) =
∑
i∈NKL
hi +
∑
i∈NK+1L
pi(x).
En reportant cette dernière relation dans relation (8.6), on obtient
p1(x) =
∑
i∈NKI
hi +
∑
i∈NKL
hi +
∑
i∈NK+1L
pi(x) =
∑
i∈NK+1I
hi +
∑
i∈NK+1L
pi(x)
ce qui conclut la preuve du théorème 8.3. 
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Le fait qu'EFTHornerK constitue bien une transformation sans erreur nous permet alors
de démontrer la proposition suivante.
Proposition 8.4. Sous les hypothèses du théorème 8.3,
p1(x)−
∑
i∈NT
hi =
∑
i∈NL
pi(x)− hi. (8.7)
Preuve. Puisque l'algorithme EFTHornerK est une transformation exacte, en utilisant (8.5),
on écrit
p1(x)−
∑
i∈NT
hi =
∑
i∈NI
hi +
∑
i∈NL
pi(x)−
∑
i∈NT
hi.
Or, NT = NI ∪NL et NI ∩NL = ∅, d'où
p1(x)−
∑
i∈NT
hi =
∑
i∈NI
hi +
∑
i∈NL
pi(x)−
∑
i∈NI
hi −
∑
i∈NL
hi
=
∑
i∈NL
pi(x)− hi,
ce qui démontre la proposition 8.4. 
L'égalité (8.7) signiﬁe que l'erreur directe commise en approchant p1(x) par la somme
exacte
∑
i∈NT hi est égale à la somme des erreurs commises en approchant chacun des
pi(x), pour i ∈ NL, par hi = Horner(pi, x). La proposition suivante fournit en outre une
majoration a priori de cette erreur directe, en faisant intervenir p˜1(x) =
∑
i=0 |ai||x|i.
Proposition 8.5. Sous les hypothèses du théorème 8.3, on a∣∣∣∣∣p1(x)−∑
i∈NT
hi
∣∣∣∣∣ ≤ γ2(n−K+1)γK−14n p˜1(x). (8.8)
Preuve. D'après le proposition 8.4, en utilisant l'inégalité triangulaire,∣∣∣∣∣p1(x)−∑
i∈NT
hi
∣∣∣∣∣ ≤ ∑
i∈NL
|pi(x)− hi| .
Les polynômes pi∈NL sont de degré n−K + 1. Puisque hi = Horner(pi, x), on a donc
|pi(x)− hi| ≤ γ2(n−K+1)p˜i(x), pour i ∈ NL.
Puisque [hi, p2i, p2i+1] = EFTHorner(pi, x), d'après le théorème 4.2 on a p˜pi(x) + p˜σ(x) ≤
γ2np˜(x), d'où en particulier
p˜2i(x) ≤ γ2np˜i(x) et p˜2i+1(x) ≤ γ2np˜i(x).
On peut donc montrer par récurrence que
p˜i(x) ≤ γK−12n p˜1(x), pour i ∈ NL,
d'où
|pi(x)− hi| ≤ γ2(n−K+1)γK−12n p˜1(x), pour i ∈ NL.
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Comme card(NL) = 2K−1, il vient donc∣∣∣∣∣p1(x)−∑
i∈NT
hi
∣∣∣∣∣ ≤ γ2(n−K+1)γK−12n 2K−1p˜1(x).
Comme γK−12n 2
K−1 ≤ γK−14n , l'inégalité (8.8) s'ensuit. 
Notre approche est motivée par l'inégalité (8.8). Cette inégalité montre que lorsque le
paramètre K augmente d'une unité, la distance entre p1(x) et la somme exacte
∑
i∈NT hi
est diminuée d'un facteur γ4n. Dans la section suivante, nous montrons qu'en calculant
cette somme avec une précision suﬃsante, on obtient un algorithme aussi précis que le
schéma de Horner exécuté en K fois la précision courante.
8.3 Algorithme CompHornerK
Dans cette section, nous formulons l'algorithme CompHornerK (algorithme 8.6), puis
nous eﬀectuons une analyse d'erreur a priori de l'évaluation compensée calculée par cet
algorithme.
8.3.1 Principe de l'algorithme
Comme dans la section précédente, on considère un polynôme p1 de degré n à coeﬃcients
ﬂottants, que l'on souhaite évaluer en un ﬂottant x. Notre but est ici de proposer un schéma
d'évaluation pour p1(x) qui soit d'une précision similaire à celle du schéma de Horner
exécuté en K fois la précision de travail, c'est à dire à la précision uK . Rappelons que les
ﬂottants hi∈NT sont déﬁnis comme dans la section précédente par
[hi∈NI , pi∈NL ] = EFTHornerK(p1, x),
et
hi = Horner(pi, x), pour i ∈ NL.
Alors l'inégalité (8.8) montre que∣∣∣∣∣p1(x)−∑
i∈NT
hi
∣∣∣∣∣ ≤ (4nu)K p˜1(x) +O(uK+1). (8.9)
Le principe de l'algorithme que nous proposons ci-dessous est de calculer une valeur ap-
prochée r de
∑
i∈NT hi en K fois la précision de travail, de manière à obtenir
|r − p1(x)| ≤
(
u+O(u2)) |p1(x)|+ ((4nu)K +O(uK+1)) p˜1(x),
ce qui donne en terme d'erreur relative :
|r − p1(x)|
|p1(x)| ≤
(
u+O(u2))+ ((4nu)K +O(uK+1)) cond(p1, x). (8.10)
Dans la borne précédente, le facteur multiplicatif de cond(p1, x) en (4nu)K+O(uK+1) reﬂète
une précision des calculs intermédiaires de l'ordre de uK . Le premier terme u+O(u2) reﬂète
quant à lui l'arrondi ﬁnal du résultat vers la précision de travail u.
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Pour eﬀectuer la sommation ﬁnale, nous utilisons l'algorithme SumK (algorithme 3.21)
proposé dans [70], et qui a été décrit au chapitre 3. Nous obtenons donc l'algorithme
CompHornerK ci-dessous.
Algorithme 8.6. Schéma d'évaluation polynomiale en K fois la précision de travail
function r = CompHornerK(p1, x,K)
[hi∈NI , pi∈NL ] = EFTHornerK(p1, x)
for i ∈ NL
hi = Horner(pi, x)
end
r = SumK (hi∈NT , K)
Nous ne proposons pas ici de décompte précis du nombre d'opérations ﬂottantes eﬀec-
tuées par l'algorithme CompHornerK. Une première raison à cela est que nous ne sommes
pas parvenu à exprimer ce décompte sous une forme réellement informative. D'autre part,
nous avons vu au chapitre 5 que le décompte du nombre d'opérations ﬂottantes ne per-
met pas nécessairement d'expliquer les performances pratiques d'un algorithme. Dans ce
chapitre, nous en resterons donc aux notations en O pour exprimer le coût, en nombre
d'opérations ﬂottantes, de nos algorithmes.
Dans l'algorithme EFTHornerK, les polynômes pi∈NI manipulés sont de degré au plus n :
le traitement de chacun de ces polynômes par l'algorithme EFTHorner nécessite donc
O(n) opérations ﬂottantes. Comme card(NI) = 2K−1 − 1, le coût de l'algorithme EF-
THornerK est de O(n2K) opérations ﬂottantes. Dans CompHornerK, l'évaluation des 2K−1
polynômes pi∈NL nécessite également O(n2K) opérations ﬂottantes. Finalement, le calcul
de SumK (hi∈NT , K) (algorithme 3.21) nécessite (6K − 5)(2K−1 − 1) = O(n2K) opérations
ﬂottantes.
On pourra donc retenir que le coût de CompHornerK est de O(n2K) opérations ﬂot-
tantes. En particulier, à K ﬁxé, notre algorithme nécessite O(n) opérations ﬂottantes.
8.3.2 Borne d'erreur a priori
Le théorème suivant nous fournit une borne sur l'erreur directe entachant le résultat
calculé par l'algorithme CompHornerK.
Théorème 8.7. Soient p1 un polynôme à coeﬃcients ﬂottants de degré n, x un ﬂottant, et
K tel que n+ 1 ≥ K ≥ 2. On suppose de plus que (2K − 2)γ2n+1 ≤ 1. Alors l'erreur directe
entachant le résultat r = CompHornerK(p1, x) de l'évaluation de p1(x) calculé à l'aide de
l'algorithme 8.6 est majorée comme suit,
|r − p1(x)| ≤
(
u+ 3γ22K−2 + γ
K
2K+1−4
) |p1(x)|+ (γK4n + γ2n+1γK2K+1−4 + γK+14n ) p˜1(x). (8.11)
Comme dans le cas du schéma de Horner compensé présenté au chapitre chapitre 4, il
est important d'interpréter la borne d'erreur (8.11) en fonction du nombre de conditionne-
ment cond(p1, x), déﬁni par l'égalité (2.9). On obtient ainsi la majoration (8.10) que nous
rappelons ici :
|r − p1(x)|
|p1(x)| ≤
(
u+O(u2))+ ((4nu)K +O(uK+1)) cond(p1, x). (8.12)
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Comme cela a déjà été dit en introduction de cette section, l'inégalité précédente signiﬁe
que le résultat compensé r est aussi précis que s'il avait été calculé par le schéma de Horner
dans une précision de travail de l'ordre de uK , puis arrondi vers la précision courante u.
Pour la preuve du théorème 8.7, nous utilisons le lemme suivant, qui fournit une majo-
ration du conditionnement absolu de la somme des hi∈NT .
Lemme 8.8. On utilise ici les notations de l'algorithme 8.6. En supposant (2K−2)γ2n+1 ≤
1, on a ∑
i∈NT
|hi| ≤ |p1(x)|+ γ4np˜1(x). (8.13)
Preuve. On décompose cette somme comme suit,∑
i∈NT
|hi| = |h1|+
∑
i∈NT−{1}
|hi|.
Comme h1 = Horner(p, x), |h1| ≤ |p1(x)| + γ2np˜(x). D'autre part, pour i ∈ NT − {1} on a
également hi = Horner(pi, x), avec pi de degré au plus n− 1, donc
|hi| ≤ |pi(x)|+ γ2(n−1)p˜i(x) ≤ (1 + γ2(n−1))p˜i(x).
De plus, pour i ∈ NT − {1} on sait que p˜i(x) ≤ γ2np˜(x), d'où
|hi| ≤ (1 + γ2(n−1))γ2np˜(x) ≤ γ2n+1p˜(x).
Ainsi ∑
i∈NT
|hi| ≤ |p1(x)|+ γ2n(1 + (2K − 2)γ2n+1)p˜(x).
Comme on a supposé (2K − 2)γ2n+1 ≤ 1, on a
γ2n(1 + (2
K − 2)γ2n+1) ≤ 2γ2n ≤ γ4n,
et l'inégalité (8.13) s'ensuit. 
Preuve du théorème 8.7. On décompose l'erreur |p1(x)− r| comme suit,
|r − p1(x)| ≤
∣∣∣∣∣p1(x)−∑
i∈NT
hi
∣∣∣∣∣︸ ︷︷ ︸
=e1
+
∣∣∣∣∣∑
i∈NT
hi − r
∣∣∣∣∣︸ ︷︷ ︸
=e2
. (8.14)
Le premier terme e1 dans (8.14) est majoré facilement à l'aide de la proposition 8.5. En
eﬀet,
e1 ≤ γ2(n−K+1)γK−14n p˜(x) ≤ γ2nγK−14n p˜(x).
Le second terme e2, désigne l'erreur commise lors de la sommation ﬁnale à l'aide de SumK.
En utilisant la borne (3.14) sur l'erreur directe entachant le résultat calculé par SumK, on
écrit
e2 ≤ (u+ 3γ22K−2)
∣∣∣∣∣∑
i∈NT
hi
∣∣∣∣∣+ γK2K+1−4 ∑
i∈NT
|hi|.
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D'après le théorème 8.3,∣∣∣∣∣∑
i∈NT
hi
∣∣∣∣∣ ≤ |p1(x)|+
∣∣∣∣∣∑
i∈NL
hi − pi(x)
∣∣∣∣∣ ≤ |p1(x)|+ γ2nγK−14n p˜(x).
D'autre part,
∑
i∈NT |hi| est majorée à l'aide du lemme 8.8. D'où
e2 ≤ (u+ 3γ22K−2)
(|p1(x)|+ γ2nγK−14n p˜(x))+ γK2K+1−4 (|p1(x)|+ γ4np˜(x))
≤ (u+ 3γ22K−2 + γK2K+1−4) |p1(x)|+ (γ4nγK2K+1−4 + (u+ 3γ22K−2)γ2nγK−14n ) p˜(x)
≤ (u+ 3γ22K−2 + γK2K+1−4) |p1(x)|+ (γ4nγK2K+1−4 + γK+14n ) p˜(x).
Ainsi
|r − p1(x)| ≤
(
u+ 3γ22K−2 + γ
K
2K+1−4
) |p1(x)|+ (γ2nγK−14n + γ4nγK2K+1−4 + γK+14n ) p˜(x)
≤ (u+ 3γ22K−2 + γK2K+1−4) |p1(x)|+ (γK4n + γ4nγK2K+1−4 + γK+14n ) p˜(x),
ce qui achève la preuve du théorème 8.7. 
8.4 Validation de CompHornerK
Le but de cette section est de proposer une version validée de CompHornerK, de la même
manière qu'au chapitre 7 nous avons décrit comment valider le schéma de Horner compensé.
Pour ce faire, il nous faut utiliser une version validée de l'algorithme SumK (algorithme 3.21)
pour la sommation en K fois la précision de travail.
Nous rappelons donc ci-dessous la méthode utilisée dans [70] par Ogita, Rump et Oishi
pour valider le résultat calculé par SumK, en y apportant une légère amélioration. Nous
proposons ensuite une borne d'erreur a posteriori pour le résultat compensé calculé par
CompHornerK.
8.4.1 Validation de SumK
La proposition suivante peut être utilisée aﬁn de valider dynamiquement le résultat
calculé par les algorithmes Sum2(algorithme 3.19) et SumK(algorithme 3.21). Rappelons
que s = pn ⊕ c désigne le résultat compensé calculé par l'un ou l'autre de ces algorithmes.
Proposition 8.9 (corollaire 4.7 dans [70]). Soit un vecteur de ﬂottants p = (p1, . . . , pn) et
soit s =
∑n
i=1 pi. Si on ajoute les lignes
if 2nu ≤ 1
error(′echec de la validation′)
end
β = γ̂2n ⊗ Sum
(|p1|, . . . , |pn|)
µ = u|s| ⊕ (β ⊕ (2u2|s| ⊕ 3v))
à l'algorithme 3.19 ou à algorithme 3.21, alors dans les deux cas, même en présence d'un-
derﬂow,
|s− s| ≤ µ.
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Nous proposons ci-dessous une amélioration de la borne d'erreur dynamique de la
proposition 8.9. Cette amélioration est basée sur l'observation suivante : dans la propo-
sition 8.9, l'erreur d'arrondi δ entachant l'addition ﬁnale s = pn ⊕ c, eﬀectuée par les
algorithmes Sum2 et SumK, est majorée par u|s|. Or, en pratique, cette erreur d'arrondi
peut être négligeable devant les autres sources d'erreurs prises en compte dans le calcul
de µ = u|s| ⊕ (β ⊕ (2u2|s| ⊕ 3v)). Nous proposons donc de ne plus simplement majorer
l'erreur d'arrondi δ, mais de la calculer exactement, à l'aide de la transformation exacte
TwoSum (algorithme 3.5). Nous formulons ci-dessous l'algorithme SumKBound, qui calcule
à la fois le résultat compensé s et une borne sur l'erreur directe entachant ce résultat.
Algorithme 8.10. Sommation compensée K fois.
function [s, ν] = SumKBound(p,K)
if 2nu ≤ 1
error('echec de la validation')
end
for k = 1 : K − 1
p = VecSum(p)
end
c = Sum
(
p1, . . . , pn−1
)
[s, δ] = TwoSum(pn, c)
β = γ̂2n ⊗ Sum
(|p1|, . . . , |pn|)
ν = |δ| ⊕ (β ⊕ (2u|δ| ⊕ 2v))
Proposition 8.11. Soit un vecteur de ﬂottants p = (p1, . . . , pn) et soit s =
∑n
i=1 pi.
Soient s et ν les ﬂottants tels que [s, ν] = SumKBound(p,K). Alors, même en présence
d'underﬂow,
|s− s| ≤ ν.
Preuve. Il suﬃt d'adapter la preuve de la proposition 8.9 proposée dans [70]. On note
p′ = (p′1, . . . , p
′
n) le vecteur obtenu après les K − 1 itérations de la boucle pour. Comme
s = pn ⊕ c, en utilisant l'inégalité triangulaire,
|s− s| = |pn ⊕ c− s| ≤
∣∣pn ⊕ c− (p′n + c)∣∣+ |p′n + c− s| .
Puisque [s, δ] = TwoSum(p′n, c), le premier terme dans borne ci-dessus est exactement égal
à |δ|,
|s− s| ≤ |δ|+ |p′n + c− s|.
Comme VecSum et une transformation exacte pour la sommation, on a s =
∑n
i=1 p
′
i. D'autre
part, rappelons que c = Sum
(
p′1, . . . , p
′
n−1
)
. On écrit donc
|s− s| ≤ |δ|+
∣∣∣∣∣c−
n−1∑
i=1
p′i
∣∣∣∣∣
≤ |δ|+ γn−2
n−1∑
i=1
|p′i|
On note α = Sum (|p′1|, . . . , |p′n|), ce qui permet d'écrire
|s− s| ≤ |δ|+ (1 + u)n−2γn−2α
≤ |δ|+ γ2n−4α.
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Comme γk ≤ (1− u)γk+1, il vient
|s− s| ≤ |δ|+ (1− u)4γ2nα
≤ (1− u)|δ|+ (1− u)2β + u|δ|
≤ (1− u)|δ|+ (1− u)2β + u⊗ |δ|+ v.
Comme 1 ≤ 2(1− u)3, on écrit,
|s− s| ≤ (1− u)|δ|+ (1− u)2β + (1− u)3(2u|δ|+ 2v)
≤ (1− u)|δ|+ (1− u)2β + (1− u)2(2u|δ| ⊕ 2v)
≤ (1− u)|δ|+ (1− u)(β ⊕ (2u|δ| ⊕ 2v))
≤ |δ| ⊕ (β ⊕ (2u|δ| ⊕ 2v)) = ν.
Ceci achève la preuve de la proposition 8.11. 
8.4.2 Borne d'erreur a posteriori pour CompHornerK
Nous proposons ci-dessous un algorithme calculant à la fois r = CompHornerK(p, x,K)
(algorithme 8.6) et une borne d'erreur a posteriori µ. Rappelons que l'algorithme Sum (al-
gorithme 3.17) désigne la sommation récursive classique.
Algorithme 8.12. CompHornerK avec borne d'erreur validée
function [r, µ] = CompHornerKBound(p1, x,K)
d = n−K + 1
k = 2d+ 2K−1 + 3
if ku ≥ 1 then
error('validation impossible')
end
[hi∈NI , pi∈NL ] = EFTHornerK(p1, x)
for i ∈ NL
hi = Horner(pi, x)
h˜i = Horner(|pi|, |x|)
end
α =
(
γ̂2d ⊗ Sum
(
h˜i∈NL
)) (1− ku)
[r, β] = SumKBound
(
hi∈NT , K
)
µ = (α + β) (1− 2u)
Nous utilisons ici l'algorithme SumKBound (algorithme 8.10), aﬁn de calculer une borne
β sur l'erreur
∣∣∑
i∈NT hi − r
∣∣ entachant la somme ﬁnale des hi∈NT . On supposera toujours
par la suite que la condition ku < 1 est satisfaite, ce qui revient à supposer que l'exécution
de l'algorithme se termine sans que l'erreur 'validation impossible' ne soit déclenchée. Le
théorème suivant montre que la borne d'erreur µ calculée en arithmétique ﬂottante est
dans ce cas un majorant de l'erreur directe |r − p1(x)|.
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Théorème 8.13. On considère un polynôme p à coeﬃcients ﬂottants de degré n, x un
ﬂottant, et K un entier tel que n+ 1 ≥ K ≥ 2. Soient r et µ les ﬂottants tels que [r, µ] =
CompHornerKBound(p, x,K) (algorithme 8.12). Alors on a r = CompHornerK(p, x,K) (al-
gorithme 8.6) et, en l'absence d'underﬂow,
|r − p1(x)| ≤ µ.
Preuve. Comme dans la preuve du théorème 8.7, on décompose l'erreur |r− p1(x)| comme
suit,
|r − p1(x)| ≤
∣∣∣∣∣p1(x)−∑
i∈NT
hi
∣∣∣∣∣︸ ︷︷ ︸
=e1
+
∣∣∣∣∣∑
i∈NT
hi − r
∣∣∣∣∣︸ ︷︷ ︸
=e2
. (8.15)
Commençons par montrer que e1 est majoré par α. On a, d'après la proposition 8.4,
e1 =
∣∣∣∣∣∑
i∈NL
pi(x)− hi
∣∣∣∣∣ ≤
2K−1∑
i=2K−1
|pi(x)− hi|.
Pour i ∈ NL, chacun des polynômes pi, est de degré au plus d = n − K + 1. Comme
hi = Horner(pi, x) et h˜i = Horner(|pi|, |x|), on en déduit que
|hi − pi(x)| ≤ γ2dp˜i(x) ≤ (1 + u)2dγ2dh˜i,
pour i ∈ NL. D'où
e1 ≤ (1 + u)2dγ2d
∑
i∈NL
h˜i.
Notons ici S := Sum
(
h˜i∈NL
)
. Comme S est une somme de 2K−1 termes positifs, calculée
par l'algorithme de sommation récursive classique,∑
i∈NL
h˜i ≤ (1 + u)2K−1S.
D'où,
e1 ≤ (1 + u)2d+2K−1γ2dS
≤ (1 + u)2d+2K−1+2γ̂2d ⊗ S
≤ (γ̂2d ⊗ S)
(
1− (2d+ 2K−1 + 3)u) = α.
L'erreur e1 est donc eﬀectivement majorée par α. D'autre part, puisque que e2 est l'erreur
directe commise en approchant la somme ﬁnale
∑
i∈NT hi par r = SumK(hi∈NL), d'après la
proposition 8.11 on a e2 ≤ β. On obtient donc,
|r − p1(x)| ≤ α + β ≤ (α + β) (1− 2u),
ce qui conclut la preuve du théorème. 
8.5 Expériences numériques
Toutes ces expériences sont réalisées en utilisant la double précision IEEE-754 comme
précision de travail.
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8.5.1 Précision du résultat
La ﬁgure 8.3 met en évidence le comportement numérique de l'algorithme CompHor-
nerK (algorithme 8.6).
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Fig. 8.3  Précision du résultat calculé par CompHornerK (algorithme 8.6) en fonction du
conditionnement cond(p, x), pour K = 1, 2, . . . , 7.
Comme au chapitre 4 nous avons généré un jeu de 700 polynômes de degré 25, dont le
conditionnement varie entre 102 et 10100. Nous reportons sur la ﬁgure 8.3 la précision rela-
tive de chaque évaluation eﬀectuée en fonction du nombre de conditionnement cond(p, x)
de celle-ci, pour K = 2, . . . , 7. Nous représentons également sur chaque graphique la borne
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a priori (8.12) sur l'erreur relative entachant le résultat calculé.
On constate que l'on observe bien le comportement attendu : pour chaque valeur de
K considérée, tant que le conditionnement est inférieur à u−K , la précision du résultat
calculé est de l'ordre de l'unité d'arrondi u. Cela signiﬁe que l'algorithme CompHornerK est
bien d'une précision similaire à celle du schéma de Horner eﬀectué en précision uK , avec un
arrondi ﬁnal vers la précision courante u. On notera également que pour K = 2 on retrouve
naturellement le même comportement que celui observé au chapitre 4 pour l'algorithme
CompHorner.
On observe que la borne a priori (8.12) sur l'erreur relative du résultat calculé est
toujours pessimiste de plusieurs ordres de grandeurs. De plus, cette borne est de plus
en plus pessimiste au fur et à mesure que le paramètre K augmente. Ce phénomène est
également observé dans [70] où est proposé un produit scalaire en K fois la précision de
travail. Les expériences numériques qui y sont décrites montrent que la borne d'erreur
a priori obtenue pour ce produit scalaire est également de plus en plus pessimiste lorsque
K augmente.
8.5.2 Borne d'erreur a posteriori
Nos tests visent à mettre en évidence la ﬁnesse de la borne a posteriori obtenue à l'aide
de l'algorithme CompHornerKBound (algorithme 8.12). Pour K = 3, . . . , 6, nous évaluons
avec l'algorithme CompHornerKBound le polynôme p15 = (1−x)15 en 512 points au voisinage
de la racine x = 1. Les résultats de ce test sont reportés sur la ﬁgure 8.4.
En notant β la borne d'erreur a priori (8.11), et µ la borne d'erreur a posteriori calculée
par CompHornerKBound, on reporte sur les graphiques de la ﬁgure 8.4 les ratios
β
|p1(x)| , et
µ
|p1(x)| .
Ces ratios représentent l'erreur relative maximale garantie respectivement par la borne
a priori β et la borne a posteriori µ. Nous reportons également sur les graphiques l'erreur
relative directe entachant le résultat r calculé par CompHornerKBound.
On observe, comme dans les expériences de la sous-section précédente, que plus on aug-
mente la précision du calcul, plus la qualité du résultat calculé s'améliore. Naturellement,
les bornes d'erreur, aussi bien celle a priori qu'a posteriori, suivent également cette évolu-
tion : lorsque l'on augmente le paramètre K, les bornes d'erreurs garantissent une erreur
relative de plus en plus petite.
On observe également que la borne à a posteriori est toujours signiﬁcativement plus ﬁne
que la borne a priori. Notamment, lorsque la précision de calcul est suﬃsante pour obtenir
une erreur relative plus petite que l'unité d'arrondi u ≈ 10−16 (voir sur les graphiques pour
K = 4, 5, 6), on constate que la borne a posteriori se confond avec l'erreur directe mesurée.
Rappelons que cela a déjà été observé dans les expériences numériques du chapitre 7 a
propos de la borne d'erreur fournie par l'algorithme CompHornerBound (algorithme 7.3).
8.6 Implantation pratique de CompHornerK
Tel que formulé à la Section 8.3, l'algorithme CompHornerK (algorithme 8.6) nécessite
de calculer successivement, et de stocker en mémoire, les polynômes pi∈NT . Ces polynômes
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Fig. 8.4  Comparaison de la borne d'erreur a priori (8.11) et de la borne a posteriori de
l'algorithme CompHornerKBound (algorithme 8.12).
sont au nombre de 2K − 1, et leur degré est compris entre n−K + 1 et n : cela représente
un espace de stockage intermédiaire de O(n2K) ﬂottants.
Aﬁn d'obtenir un algorithme performant, il est important de diminuer la taille de cette
espace de stockage intermédiaire, de manière à réduire les coûts associés en pratique aux
accès à la mémoire. Dans cette section, nous montrons comment réduire l'espace de stockage
nécessaire à l'implantation de CompHornerK, sans changer la complexité de l'algorithme, en
terme de nombre d'opérations ﬂottantes. Nous montrons en eﬀet qu'un espace de stockage
de O(2K) ﬂottants est suﬃsant.
Nous commencerons par étudier en détail le cas où K = 3, pour décrire ensuite plus
succinctement le cas général.
8.6.1 Cas où K = 3
On considère un polynôme p1 de degré n, à coeﬃcients ﬂottants, ainsi qu'une valeur x
ﬂottante. En ﬁxant K = 3 dans l'algorithme 8.6, on obtient l'algorithme suivant.
Algorithme 8.14. CompHornerK dans le cas où K = 3
fonction r = CompHorner3(p1, x)
[h1, h2, h3, p4, p5, p6, p7] = EFTHorner3(p1, x)
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h4 = Horner(p4, x)
h5 = Horner(p5, x)
h6 = Horner(p6, x)
h7 = Horner(p7, x)
r = SumK(h1, . . . , h7, 3)
Commençons par rappeler que le calcul de la transformation exacte EFTHorner3(p1, x)
s'eﬀectue de la manière suivante :
[h1, p2, p3] = EFTHorner(p1, x)
[h2, p4, p5] = EFTHorner(p2, x)
[h3, p6, p7] = EFTHorner(p3, x)
On désigne ici par pi,j le coeﬃcient de degré j du polynôme pi. Puisque [h1, p2, p3] =
EFTHorner(p1, x), par déﬁnition d'EFTHorner (algorithme 4.1), rappelons que
 p2,j est l'erreur d'arrondi générée par le produit eﬀectué à l'étape j de l'évaluation
de p1(x) par le schéma de Horner,
 p3,j est l'erreur d'arrondi générée par l'addition eﬀectuée à l'étape j de l'évaluation
de p1(x) par le schéma de Horner.
Il en va de même pour les transformations [h2, p4, p5] = EFTHorner(p2, x) et [h3, p6, p7] =
EFTHorner(p3, x). Le calcul de ces trois transformations exactes peut donc être écrit comme
suit.
h1 = p1,n
for j = n− 1 : −1 : 0
[h1, p2,j] = TwoProd(h1, x) ; [h1, p3,j] = TwoProd(h1, p1,j)
end
h2 = p2,n−1
for j = n− 2 : −1 : 0
[h2, p4,j] = TwoProd(h2, x) ; [h2, p5,j] = TwoProd(h2, p2,j)
end
h3 = p3,n−1
for j = n− 2 : −1 : 0
[h3, p6,j] = TwoProd(h3, x) ; [h3, p7,j] = TwoProd(h3, p3,j)
end
Il est aisé de voir que les trois boucles de la portion de code précédente peuvent être
regroupées en une seule boucle. Il est à noter que les polynômes p2 et p3 sont de degré
n− 1, alors que p1 est de degré n : il faut en tenir compte en insérant le prologue adéquat.
Cela nous permet de ré-écrire l'algorithme 8.1 comme indiqué ci-dessous.
Algorithme 8.15. Application récursive d'EFTHorner sur 2 niveaux.
fonction [h1, h2, h3, p4, p5, p6, p7] = EFTHorner3(p1, x)
h1 = p1,n
[h1, p2,n−1] = TwoProd(h1, x) ; [h1, p3,n−1] = TwoProd(h1, p1,n−1)
h2 = p2,n−1 ; h3 = p3,n−1
for j = n− 2 : −1 : 0
[h1, p2,j] = TwoProd(h1, x) ; [h1, p3,j] = TwoProd(h1, p1,j)
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[h2, p4,j] = TwoProd(h2, x) ; [h2, p5,j] = TwoProd(h2, p2,j)
[h3, p6,j] = TwoProd(h3, x) ; [h3, p7,j] = TwoProd(h3, p3,j)
end
Nous combinons maintenant cette écriture de EFTHorner3 avec l'algorithme 8.14 pour
obtenir une version de l'algorithme CompHorner3 ne présentant plus qu'une seule boucle : il
suﬃt pour cela d'intégrer l'évaluation des polynômes p4, p5, p6 et p7 à la boucle principale.
Puisque ces polynômes sont de degré n − 2, cela nous oblige à dérouler à nouveau une
itération de la boucle dans son prologue.
Algorithme 8.16. CompHornerK dans le cas où K = 3
fonction r = CompHorner3(p1, x)
h1 = p1,n
[h1, p2,n−1] = TwoProd(h1, x) ; [h1, p3,n−1] = TwoProd(h1, p1,n−1)
h2 = p2,n−1 ; h3 = p3,n−1
[h1, p2,n−2] = TwoProd(h1, x) ; [h1, p3,n−2] = TwoProd(h1, p1,n−2)
[h2, p4,n−2] = TwoProd(p2,n−1, x) ; [h2, p5,n−2] = TwoProd(h2, p2,n−2)
[h3, p6,n−2] = TwoProd(p3,n−1, x) ; [h3, p7,n−2] = TwoProd(h3, p3,n−2)
h4 = p4,n−2 ; h5 = p5,n−2 ; h6 = p6,n−2 ; h7 = p7,n−2
for j = n− 3 : −1 : 0
[h1, p2,j] = TwoProd(h1, x) ; [h1, p3,j] = TwoProd(h1, p1,j)
[h2, p4,j] = TwoProd(h2, x) ; [h2, p5,j] = TwoProd(h2, p2,j)
[h3, p6,j] = TwoProd(h3, x) ; [h3, p7,j] = TwoProd(h3, p2,j)
h4 = h4 ⊗ x⊕ p4,j ;
h5 = h5 ⊗ x⊕ p5,j
h6 = h6 ⊗ x⊕ p6,j ;
h7 = h7 ⊗ x⊕ p7,j
end
r = SumK(h1, . . . , h7, 3)
En pratique, les variables h1, . . . , h7 pourront clairement être regroupées au sein d'un
vecteur h = (h1, . . . , h7) de longueur 7. De plus, on voit que dans la boucle de l'al-
gorithme 8.16, à l'itération i seuls les coeﬃcients p1,j, . . . , p7,j de degré j interviennent.
Ces coeﬃcients pourront donc également être stockés et manipulés dans un vecteur e =
(e1, . . . , e7). L'espace de stockage intermédiaire nécessaire est donc de 14 ﬂottants. En
prenant en compte ces remarques, et en supprimant les aﬀectations inutiles, on obtient
ﬁnalement l'algorithme ci-dessous, qui montre comment CompHorner3 peut être implanté
eﬃcacement.
Algorithme 8.17. CompHornerK dans le cas où K = 3
fonction r = CompHorner3(p1, x)
e1 = p1,n
[h1, e2] = TwoProd(h1, x) ; [h1, e3] = TwoProd(h1, e1)
[h1, e2] = TwoProd(h1, x) ; [h1, e3] = TwoProd(h1, e1)
[h2, h4] = TwoProd(h2, x) ; [h2, h5] = TwoProd(h2, e2)
[h3, h6] = TwoProd(h3, x) ; [h3, h7] = TwoProd(h3, e3)
for j = n− 3 : −1 : 0
120 Chapitre 8. Schéma de Horner compensé K − 1 fois
[h1, e2] = TwoProd(h1, x) ; [h1, e3] = TwoProd(h1, e1)
[h2, e4] = TwoProd(h2, x) ; [h2, e5] = TwoProd(h2, e2)
[h3, e6] = TwoProd(h3, x) ; [h3, e7] = TwoProd(h3, e2)
h4 = h4 ⊗ x⊕ e4 ;
h5 = h5 ⊗ x⊕ e5
h6 = h6 ⊗ x⊕ e6 ;
h7 = h7 ⊗ x⊕ e7
end
r = SumK(h, 3)
8.6.2 Cas général
Nous présentons ici plus succinctement la manière dont nous avons implanté l'algo-
rithme CompHornerK (algorithme 8.6). La méthode utilisée est exactement celle décrite
ci-dessus dans le cas K = 3. L'écriture du prologue de la boucle principale est néanmoins
rendue plus complexe du fait que K soit ici une entrée de l'algorithme. Comme dans l'algo-
rithme 8.14, on utilise deux vecteurs de ﬂottants h = (h1, . . . , h2K−1) et e = (e1, . . . , e2K−1)
de longueurs 2K − 1 :
 l'élément hi du vecteur h sert de variable intermédiaire pour l'évaluation du polynôme
pi par le schéma de Horner,
 l'élément ei du vecteur e permet stocker temporairement les coeﬃcients du polynôme
pi.
L'espace de stockage intermédiaire nécessaire à l'implantation de CompHornerK se trouve
donc réduit à la taille de O(2K) ﬂottants. Ceci nous donne l'algorithme algorithme 8.18
ci-dessous. Nous conservons le nom CompHornerK pour cet algorithme, puisque seul l'ordre
des opérations ﬂottantes a été modiﬁé par rapport à l'algorithme 8.6 : les résultats calculés
par les algorithmes 8.6 et 8.18 sont rigoureusement identiques.
Algorithme 8.18. Implantation pratique de CompHornerK
fonction r = CompHornerK(p1, x,K)
% Prologue de la boucle principale
h1 = p1,n
for j = n− 1 : −1 : n−K + 2
e1 = p1,j
for i = 1 : 2n−j − 1
[hi, e2i] = TwoProd(hi, x) ; [hi, e2i+1] = TwoProd(hi, ei)
end
for i = 1 : 2n−j+1 − 1
[hi, h2i] = TwoProd(ei, x) ; [hi, h2i+1] = TwoProd(hi, ei)
end
end
% Boucle principale
for j = n− 3 : −1 : 0
e1 = p1,j
for i = 1 : 2K−1 − 1
[hi, e2i] = TwoProd(hi, x) ; [hi, e2i+1] = TwoProd(hi, ei)
end
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for i = 2K−1 : 2K − 1
hi = hi ⊗ x⊕ ei
end
end
% Sommation ﬁnale
r = SumK(h, 3)
8.7 Tests de performances
Pour ces tests, la double précision IEEE-754 est utilisée comme précision de travail :
l'algorithme CompHornerK fournit donc une précision de calcul de l'ordre de K × 53 bits.
Dans la première partie de ces tests, nous nous intéressons aux performances de l'al-
gorithme CompHornerK (algorithme 8.18), en supposant que K est un paramètre d'entrée
de l'algorithme. À titre de comparaison, nous utiliserons une implantation du schéma de
Horner à l'aide de la bibliothèque multiprécision MPFR : nous désignerons par la suite par
MPFRHornerK le schéma de Horner eﬀectué à l'aide de la bibliothèque MPFR avec une
précision de K × 53 bits.
Nous présenterons ensuite les tests de performances que nous avons eﬀectués avec l'al-
gorithme CompHornerKBound (algorithme 8.12).
Finalement, nous nous intéressons à une version optimisée de l'algorithme CompHor-
nerK dans le cas où K = 4 : nous appellerons CompHorner4 l'algorithme obtenu en ﬁxant
K = 4 dans l'algorithme 8.18. Le fait de ﬁxer le paramètre K permet d'eﬀectuer certaines
optimisations de code manuelles, et permet également au compilateur de produire un code
mieux optimisé. Nous comparerons cette fois-ci les performances de CompHorner4 à celles
d'une implantation du schéma de Horner à l'aide de la bibliothèque quad-double [35] : nous
appellerons QDHorner le schéma de Horner basé sur cette bibliothèque, qui permet égale-
ment de simuler une précision de travail quadruplée. Nos expériences illustrent l'eﬃcacité
de CompHorner4 face à QDHorner, en particulier sur l'architecture Itanium.
8.7.1 Performances pour un K quelconque
Nous comparons ici les performances de l'algorithme CompHornerK (algorithme 8.6)
avec celles du schéma de Horner basé sur la bibliothèque multiprécision MPFR.
Rappelons que nous utilisons la double précision IEEE-754 comme précision de travail :
cela signiﬁe que l'algorithme CompHornerK fournit une précision de calcul de l'ordre de
K × 53 bits. Nous désignerons par la suite par MPFRHornerK le schéma de Horner eﬀectué
à l'aide de la bibliothèque MPFR avec une précision de K × 53 bits. Nous eﬀectuons ici
nos mesures pour K = 2, . . . , 7.
Précisons que les entrées de l'algorithme MPFRHornerK tel que nous l'avons implanté
sont des ﬂottants MPFR d'une précision de 53 bits : cela évite le coût des conversions
de la double précision IEEE-754 vers le format des ﬂottants MPFR lors des mesures de
temps d'exécution. D'autre part, K est ici un paramètre d'entrée des algorithmes Com-
pHornerK et MPFRHornerK : cela signiﬁe que nous n'avons pas eﬀectué les optimisations
possibles lorsque K est ﬁxée a priori. En particulier, aucun déroulage manuel de boucle
n'est eﬀectué dans le cas de CompHornerK.
Comme dans les mesures de performances des chapitres précédents, nous utilisons un
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jeu de 39 polynômes générés aléatoirement, et dont le degré varie de 10 à 200 par pas de
5. Pour chaque degré considéré, on mesure le surcoût introduit par chacun des algorithmes
CompHornerK et MPFRHornerK par rapport au schéma de Horner classique. Pour chaque
environnement et chaque algorithme considérés, nous reportons sur les graphiques de la
ﬁgure 8.5 la moyenne des surcoûts mesurés sur l'ensemble des 39 polynômes utilisés en
fonction de K.
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Fig. 8.5  Surcoûts moyens mesurés pour CompHornerK, CompHornerKBound et MPFRHor-
nerK par rapport à Horner.
Les environnement expérimentaux utilisés sont listés dans le tableau 5.1. Nous ne repor-
tons pas ici les résultats obtenus dans les environnements (III) et (IV) car ils sont similaires
à ceux obtenus dans les environnements (I) et (III).
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Commençons par remarquer que la complexité en O(n2K) de CompHornerK est claire-
ment illustrée sur les graphiques de la ﬁgure 8.5. D'autre part, on constate que CompHor-
nerK se montre dans nos expériences toujours plus rapide queMPFRHornerK tant que K est
plus petit que 4. Ceci montre l'intérêt de CompHornerK pour doubler, tripler ou quadrupler
la précision des calculs.
8.7.2 Surcoût introduit par la validation
Nous nous intéressons ici aux performances de CompHornerKBound (algorithme 8.12,
que nous comparons à celle de l'algorithme non validé CompHornerK (algorithme 8.6). Nous
utilisons les mêmes environnements expérimentaux et le même jeu de polynômes que dans
la sous-section précédente.
Étant donné une valeur de K ﬁxée entre 2 et 7, on mesure le ratio du temps d'exécution
de CompHornerKBound sur celui de CompHornerK. Nous reportons sur la ﬁgure 8.6, pour
chaque valeur de K considérée, la moyenne des surcoûts mesurés sur l'ensemble des 39
polynômes utilisés.
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Fig. 8.6  Surcoûts moyens mesurés introduits par CompHornerKBound par rapport à
CompHornerK.
On constate sur la ﬁgure 8.6 que le calcul d'un résultat validé, à l'aide de CompHornerK-
Bound, n'introduit qu'un faible surcoût par rapport à l'algorithme non validé CompHornerK.
On retiendra en particulier que dans nos expériences, le surcoût moyen mesuré est toujours
inférieur à 2.
8.7.3 Version optimisée pour K = 4
Ici, nous ciblons spéciﬁquement le cas K = 4, c'est à dire une précision de calcul
quadruplée. Comme nous travaillons en double précision IEEE-754, nous simulerons donc
à l'aide de CompHorner4 une précision de travail de l'ordre de 212 bits.
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Nous ne formulerons pas dans les détails l'algorithme CompHorner4 que nous utilisons
ici. Le code que nous utilisons dépend d'ailleurs de l'architecture sur laquelle les tests sont
eﬀectués. En particulier, sur l'architecture Itanium, les techniques décrites au chapitre 6
sont utilisées aﬁn de tirer parti de l'instruction FMA disponible. Il suﬃt de savoir que le fait
de ﬁxer le paramètre K dans l'algorithme 8.18 permet d'eﬀectuer certaines optimisations
qui ne sont pas possibles lorsque K est variable (voir [33, chap. 4] et [16, 61, 3, 42]).
Nous comparons les performances de CompHorner4 à celles d'une implantation du
schéma de Horner à l'aide de la bibliothèque quad-double2 [35], que nous désignons sous le
nom de QDHorner et qui permet également de simuler une précision de travail quadruplée.
Notre implantation de QDHorner est basée sur les algorithmes proposés dans [35] pour
l'arithmétique quad-double. Pour des raisons de performances, nous avons recodé ces al-
gorithmes en C puis inlinés dans notre implantation de QDHorner qui a été compilée en
utilisant les mêmes optimisations que pour CompHorner4.
Nous comparons également CompHorner4 à MPFRHorner4, qui est une implantation du
schéma de Horner à l'aide de la bibliothèque MPFR, obtenue en ﬁxant la précision de
travail à 212 bits.
Comme dans les expériences précédentes, on utilise un jeu de 39 polynômes dont le
degré varie de 10 à 200 par pas de 5. Pour chacun de ces polynômes, on mesure le ratio
du temps d'exécution de CompHorner4 sur celui du schéma de Horner classique Horner.
Pour chaque environnement expérimental, on reporte dans le tableau 8.1 la moyenne, sur
l'ensemble des degrés envisagés, de ces surcoûts mesurés. On reporte également ces surcoûts
moyens pour QDHorner et MPFRHorner4.
Tab. 8.1  Surcoûts moyens mesurés pour CompHorner4, QDHorner et MPFRHorner4
environnement CompHorner4
Horner
QDHorner
Horner
MPFRHorner4
Horner
(I) P4, gcc, x87 20.2 32.6 48.7
(II) P4, gcc, sse 22.5 36.4 55.7
(III) P4, icc, x87 21.0 44.1 51.6
(IV) P4, icc, sse 23.1 39.4 58.7
(V) Ath64, gcc, sse 21.4 34.9 42.0
(VI) Itanium, gcc 18.7 39.4 58.5
(VII) Itanium, icc 4.8 41.0 51.8
On constate que CompHorner4 s'exécute toujours signiﬁcativement plus rapidement que
QDHorner et MPFRHorner. On notera en particulier que CompHorner4 s'exécute environ 8
fois plus rapidement que QDHorner dans l'environnement (VII), c'est à dire sur l'architec-
ture Itanium et avec le compilateur Intel.
8.8 Conclusions
Dans ce chapitre, nous avons présenté l'algorithme compensé CompHornerK (algorithme 8.6) :
nous avons démontré que le résultat compensé calculé par cet algorithme est aussi précis
2Bibliothèque disponible à l'adresse http://crd.lbl.gov/~dhbailey/mpdist/
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que s'il avait été calculé par le schéma de Horner en K fois la précision de travail (uK),
puis arrondi vers le précision de travail u.
Nous avons également présenté une version validée de CompHornerK, l'algorithme Com-
pHornerKBound (algorithme 8.12). Rappelons en eﬀet que cet algorithme permet de calculer
à la fois le résultat compensé r = CompHornerK(p, x), ainsi qu'une borne d'erreur a poste-
riori pour ce résultat compensé.
Tout comme le schéma de Horner compensé présenté dans les chapitres précédents,
les algorithmes CompHornerK et CompHornerKBound ne nécessitent que des opérations
ﬂottantes élémentaires, eﬀectuées à une précision de travail u ﬁxée, dans le mode d'arrondi
au plus proche : il s'agit donc d'algorithmes facilement portables, dans tout environnement
où l'arithmétique ﬂottante est conforme à la norme IEEE-754.
Nos tests de performances montrent que l'algorithme CompHornerK est une alternative
eﬃcace aux solutions génériques pour doubler, tripler ou quadrupler la précision de l'éva-
luation polynomiale. Par solutions génériques, nous désignons ici les bibliothèques de calcul
ﬂottant multiprécision, comme MPFR, ou encore la bibliothèque quad-double. Ces perfor-
mances justiﬁent l'intérêt pratique de l'algorithme CompHornerK lorsqu'il est nécessaire
d'augmenter la précision des calculs d'un facteur 2, 3 ou 4.

Chapitre9
Résolution compensée de systèmes
triangulaires
Plan du chapitre : En Section 9.1, nous exposons le principe du calcul d'une solution
compensée d'un système triangulaire, en montrant le lien qu'il existe avec la méthode bien
connue du raﬃnement itératif. On constate en particulier que la seule latitude dont on dis-
pose quant au calcul d'une solution compensée réside dans le choix d'une méthode de calcul
du résidu. En Section 9.2, nous rappelons les résultats connus sur la méthode de substitu-
tion pour la résolution de systèmes triangulaires, et montrons que le problème du calcul
du résidu associé à une solution calculée par substitution est toujours mal conditionné. La
Section 9.3 est dédiée à une analyse d'erreur pour le calcul d'une solution compensée à un
système triangulaire : nous obtenons un résultat générique, en supposant uniquement que
le résidu est calculé en précision doublée, et permettant de borner l'erreur entachant la solu-
tion compensée. Ce résultat est ensuite utilisé dans les Section 9.4 et 9.5, dans lesquels nous
envisageons deux méthodes de calcul du résidu. Dans la section Section 9.5, nous montrons
en eﬀet que le résidu peut être calculé en fonction des erreurs d'arrondi élémentaires géné-
rées par l'algorithme de substitution. Nous en déduisons un premier algorithme compensé
pour la résolution de systèmes triangulaires, CompTRSV (algorithme 9.9). En Section 9.5,
nous envisageons le cas où le résidu est calculé à l'aide de l'algorithme Dot2 de Ogita, Rump
et Oishi [70], permettant le calcul de produits scalaires en précision doublée : on obtient
ainsi un second algorithme compensé, CompTRSV2 (algorithme 9.14). Nous montrons que
CompTRSV et CompTRSV2 peuvent être formulés de façon quasi-équivalente, à l'ordre de
quelques opérations ﬂottantes prés. Dans nos expériences numériques de la section Sec-
tion 9.6, nous nous concentrerons donc sur l'algorithme CompTRSV. La Section 9.7 est
dédiée aux tests de performances.
9.1 Introduction
Soit Tx = b un système triangulaire d'équations linéaires, avec T ∈ Fn×n et b ∈ Fn×1.
Pour ﬁxer les idées, on supposera par la suite que T est une matrice triangulaire inférieure.
On supposera en outre que la matrice T est non singulière. On considère donc une système
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linéaire de la forme  t1,1... . . .
tn,1 · · · tn,n

 x1...
xn
 =
 b1...
bn
 .
La solution exacte x = (x1, . . . , xn)T de ce système d'équations peut être obtenue à l'aide
de la formule de substitution,
xk =
1
tk,k
(
bk −
k−1∑
i=1
tk,ixi
)
, pour k = 1 : n, (9.1)
qui permet de calculer successivement x1, x2, . . . , xn.
Supposons maintenant que les coeﬃcients du système triangulaire Tx = b sont des
ﬂottants. Comme à l'accoutumée on travaille en arithmétique ﬂottante à la précision u, en
arrondi au plus proche. On supposera toujours implicitement dans ce chapitre qu'aucun
dépassement de capacité n'intervient au cours des calculs.
En utilisant la relation (9.1) on écrit ci-dessous l'algorithme classique de substitution
pour la résolution des systèmes triangulaires, en ﬁxant bien entendu un ordre particulier
pour l'évaluation des opérations arithmétiques. Cet algorithme nécessite n2 opérations
ﬂottantes.
Algorithme 9.1.
function x̂ = TRSV(T, b)
for k = 1 : n
ŝk,0 = bk
for i = 1 : k − 1
p̂k,i = tk,i ⊗ x̂i
ŝk,i = ŝk,i−1 	 p̂k,i
end
x̂k = ŝk,k−1  tk,k
end
L'algorithme de substitution est connu pour sa stabilité [39, chap. 8][36]. De plus,
l'erreur directe entachant la solution calculée x̂ = TRSV(T, b) est souvent nettement plus
petite que ce qu'indique l'analyse d'erreur [39, p. 140]. Néanmoins, la précision de la solution
x̂ calculée par substitution vériﬁe
‖x̂− x‖∞
‖x̂‖∞ ≤ nu cond(T, x) +O(u
2), (9.2)
où cond(T, x) désigne le conditionnement de Skeel du système triangulaire qui sera explicité
plus loin (voir Section 9.2). Indiquons simplement que cond(T, x) dépend des coeﬃcients
du système triangulaire considéré, et peut prendre des valeurs arbitrairement grandes. La
solution x̂ calculée en arithmétique ﬂottante peut donc être arbitrairement moins précise
que l'unité d'arrondi u, en particulier lorsque cond(T, x) est grand devant u−1, ce qui sera
eﬀectivement observé dans nos expériences numériques.
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Comment compenser l'eﬀet des erreurs d'arrondi sur la solution approchée x̂ ? Déﬁnis-
sons le vecteur c ∈ Rn×1 comme étant l'erreur directe aﬀectant la solution calculée x̂, c'est
à dire
c = x− x̂.
Comme dans le cas du schéma de Horner compensé, il faut calculer une approximation ĉ du
vecteur c, puis un résultat compensé x = x̂⊕ ĉ. Par déﬁnition du vecteur c, on a x = x̂+ c.
On s'attend donc à ce que le résultat compensé x soit plus précis que le résultat initial x̂.
Reste à déterminer comment calculer le terme correctif approché ĉ. Puisque c = x − x̂ et
x = T−1b, on a
c = T−1(b− T x̂).
Déﬁnissons le vecteur r ∈ Rn×1 par
r = b− T x̂.
En utilisant la terminologie du raﬃnement itératif, on dira que r est le résidu associé à la
solution approchée x̂ du système Tx = b.
Le raﬃnement itératif est une méthode bien connue pour améliorer la qualité d'une
solution approchée x̂ d'un système linéaire Ax = b, qui peut être résumée comme suit [39,
p. 232].
1. Calculer une solution approchée x̂ du système Ax = b.
2. Calculer une valeur approchée r̂ du résidu r = b− Ax̂.
3. Calculer une solution approchée ĉ du système Ac′ = r̂.
4. Mettre à jour x̂, en calculant x̂ = x̂⊕ ĉ.
Reprendre si nécessaire à l'étape 2.
Il est à noter que si le résidu approché r̂ et le terme correctif approché ĉ étaient calculés
exactement, alors x̂ + ĉ serait la solution exacte du système linéaire considéré. Ce ne sera
généralement pas le cas en pratique, mais si r̂ et ĉ sont calculés suﬃsamment précisément,
on peut s'attendre à ce que la qualité de la solution soit eﬀectivement améliorée. Le com-
portement numérique du processus de raﬃnement itératif a été largement étudié dans la
littérature [89, 63, 8, 38, 25]. Le principal résultat connu concerne le cas où le système
Ax = b est résolu par élimination Gaussienne à la précision courante (u), et le résidu
calculé dans une précision de travail doublée (u2). Higham résume ce résultat de la façon
suivante [39, p. 232].
Traditionally, iterative reﬁnement is used with Gaussian elimination (GE), and
r is computed in extended precision before being rounded to working precision.
[. . . ] The behaviour of iterative reﬁnement for GE is usually summarized as
follows : if double the working precision is used in the computation of r, and
A is not too ill conditioned, then the iteration produces a solution correct to
working precision and the rate of convergence depends on the condition number
of A.
Notons que le raﬃnement itératif avec calcul du résidu en précision doublée peut aujour-
d'hui être implanté de façon portable sur les plates-formes disposant d'une arithmétique
IEEE-754 à l'aide des Extended and Mixed precision BLAS [56, 57].
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Replaçons nous dans le cadre de la résolution compensée du système triangulaire Tx = b
qui nous intéresse ici. Le fait de calculer un terme correctif ĉ, puis une solution compensée
x s'avère équivalent à l'utilisation d'une étape de raﬃnement itératif pour améliorer la
précision du résultat initial x̂. En eﬀet, pour obtenir le résultat compensé x, on calcule
successivement :
1. la solution initiale x̂ = TRSV(T, b),
2. une valeur approchée r̂ du résidu r = b− T x̂,
3. un terme correctif approché ĉ = TRSV(T, r̂),
4. le résultat compensé x = x̂⊕ ĉ.
Le seul degré de liberté dans la procédure de calcul de la solution compensé x énoncée
ci-dessus concerne le calcul du résidu approché r̂. Nous envisageons ici deux possibilités.
Nous proposons tout d'abord une méthode de calcul du résidu basée sur l'utilisation
des transformations exactes pour les opérations arithmétiques élémentaires. Nous montrons
en eﬀet que le résidu r = b − Tx peut être exprimé exactement en fonction des erreurs
d'arrondis générées par les opérations arithmétiques intervenant dans l'algorithme de sub-
stitution. De ce résultat, on déduit facilement une méthode de calcul d'un résidu approché
r̂ : nous montrerons que celui-ci est aussi précis que le résidu calculé en précision doublée.
On appellera CompTRSV l'algorithme compensé de résolution de système qui résulte de
cette méthode de calcul du résidu.
À titre de comparaison, nous étudierons ensuite le cas où le résidu est calculé à l'aide
de l'algorithme Dot2, qui est un algorithme de l'état de l'art connu pour son eﬃcacité,
et permettant le calcul de produits scalaires en précision doublée [70]. Dot2 permet donc
également de calculer en précision doublée le résidu associé à la solution approchée d'un
système triangulaire. Nous montrerons que le calcul du résidu à l'aide de Dot2 est en
fait quasiment équivalent à la méthode de calcul du résidu à l'aide des transformations
exactes proposé précédemment : en eﬀet, ces deux méthodes de calcul d'un résidu approché
diﬀérent seulement par l'ordre de quelques opérations arithmétiques, et présentent des
bornes d'erreurs similaires. L'algorithme résultant du calcul du résidu à l'aide de Dot2 sera
appelé CompTRSV2.
Rappelons que le seul degré de liberté dont nous disposons, quant au calcul du résul-
tat compensé r, réside dans le choix d'une méthode de calcul du résidu approché r̂. Les
méthodes de calculs du résidu sont quasiment identiques dans CompTRSV et CompTRSV2.
De plus, nous obtenons des bornes d'erreurs similaires pour la précision de la solution cal-
culée par ces deux algorithmes, et il est diﬃcile de mettre en évidence en pratique une
diﬀérence de précision entre les deux méthodes. Nous considérons donc à nouveau ces deux
algorithmes compensés comme équivalents, et nous nous concentrerons uniquement par la
suite sur l'étude de CompTRSV.
Nos expériences numériques semblent montrer que la solution compensée x calculée
par CompTRSV est aussi précise que si elle avait été calculée en précision doublée, avec
un arrondi ﬁnal vers la précision courante. Nous verrons en particulier que la solution
compensée présente dans nos expériences numériques la même précision eﬀective que la
solution obtenue à l'aide de la fonction BLAS_dtrsv_x de la bibliothèque XBLAS [57] :
La fonction BLAS_dtrsv_x calcule une solution approchée à un système triangulaire par
l'algorithme de substitution en arithmétique double-double, simulant ainsi un doublement
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de la précision des calculs, puis arrondi cette solution vers la double précision IEEE-754.
Comme nous le verrons plus en détail par la suite, une solution approchée x̂d au système
triangulaire Tx = b, calculée en précision doublée, puis arrondie vers la précision courante
u satisfait à une borne d'erreur relative de la forme suivante,
‖x̂d − x‖∞
‖x‖∞ ≤ u+O(u
2) cond(T, x) +O(u3). (9.3)
Comme dans le cas du schéma de Horner compensé (voir chapitre 4), le facteur en O(u2)
devant le conditionnement de Skeel du système triangulaire reﬂète la précision doublée
des calculs intermédiaires ; le terme u reﬂète quant à lui l'arrondi ﬁnal vers la précision
courante.
Nous ne sommes pas parvenu à démontrer que la solution calculée par CompTRSV est
aussi précise que si elle avait été calculée avec une précision doublée pour les calculs in-
termédiaires : en d'autre termes, nous ne sommes pas parvenu à obtenir une borne sur
l'erreur relative entachant la solution compensée x̂ de la même forme que l'inégalité (9.3).
Néanmoins, au travers du lemme 9.4, nous proposons une méthode générique pour obtenir
une borne a priori sur l'erreur entachant la solution compensée. Ce résultat appliqué à
l'algorithme CompTRSV, donne une borne d'erreur relative de la forme,
‖x̂d − x‖∞
‖x‖∞ ≤ u+O(u
2) K(T, x) +O(u3), (9.4)
où K(T, x) est un facteur qui sera déﬁni en Section 9.3, et vériﬁant cond(T, x) ≤ K(T, x).
Au travers de nos expériences numériques, nous verrons que l'on peut s'attendre à ce
que K(T, x) diﬀère en pratique relativement peu de cond(T, x), ce qui nous permettra
d'interpréter expérimentalement la borne d'erreur (9.4).
9.2 Algorithme de substitution et résidu associé
Dans cette section, nous rappelons les résultats bien connus qui nous serons utiles à
propos de l'algorithme de substitution en arithmétique ﬂottante. Nous montrons également
que le calcul du résidu, pour une solution approchée calculée par substitution d'un système
triangulaire, est nécessairement un problème mal conditionné à la précision u.
9.2.1 Précision de la solution calculée
Higham propose le théorème suivant, valable lorsque la formule de substitution est
utilisée en arithmétique ﬂottante, quel que soit l'ordre d'évaluation des opérations arith-
métiques [39, p. 142].
Théorème 9.2. On considère le système triangulaire Tx = b avec T ∈ Fn×n non singulière
et b ∈ Fn×1. Soit x̂ une solution approchée de ce système calculé en arithmétique ﬂottante
par substitution, dans un ordre quelconque. Alors la solution calculée x̂ satisfait
(T + ∆T )x̂ = b, avec |∆T | ≤ γn|T |.
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Le théorème précédent est un résultat de nature inverse : la solution calculée x̂ est expri-
mée comme solution exacte d'un système perturbé (T + ∆T )x̂ = b. Higham déduit ensuite
du théorème 9.2 la borne suivante sur l'erreur relative entachant la solution calculée [39,
p. 142],
‖x̂− x‖∞
‖x̂‖∞ ≤
γn cond(T, x)
1− γn cond(T ) , (9.5)
où cond(T, x) et cond(T ) sont deux nombres de conditionnement introduits par Skeel.
Ceux-ci sont déﬁnis respectivement par
cond(T, x) =
‖|T−1||T ||x|‖∞
‖x‖∞ , (9.6)
et
cond(T ) = cond(T, e) = ‖|T−1||T |‖∞, (9.7)
avec e = (1, . . . , 1)T ∈ Rn×1. Il faut bien entendu supposer γn cond(T ) < 1 pour que
l'inégalité (9.5) ait un sens. En négligeant les termes en O(u2), on obtient ainsi
‖x̂− x‖∞
‖x̂‖∞ ≤ nu cond(T, x) +O(u
2). (9.8)
Cette dernière inégalité montre que la borne (9.5) sur l'erreur relative entachant la solution
calculée dépendant essentiellement du conditionnement cond(T, x).
Supposons maintenant que l'on calcule une solution approchée x̂d au système Tx = b
par substitution en précision doublée u2, avec un arrondi ﬁnal vers la précision de travail
u. On note ici γk = ku
2/(1−ku2). En supposant γn cond(T ) < 1, la solution x̂ du système
Tx = b calculée par substitution en précision doublée satisfait
‖x̂− x‖∞
‖x‖∞ ≤
γn cond(T, x)
1− γn cond(T )
.
De plus, comme x̂d est l'arrondi de x̂ à la précision courante,
‖x̂d − x‖∞
‖x‖∞ ≤ u+ (1 + u)
γn cond(T, x)
1− γn cond(T )
,
ce qui donne, en négligeant les termes en O(u3),
‖x̂d − x‖∞
‖x‖∞ ≤ u+ nu
2 cond(T, x) +O(u3). (9.9)
Les bornes d'erreurs obtenues pour la solution approchée au système Tx = b calculée par
substitution compensée seront par la suite comparées à cette borne d'erreur (9.9).
9.2.2 Nombre de conditionnement pour le calcul du résidu
Le but de cette sous-section est de montrer que le calcul du résidu r = b − T x̂ est un
problème mal conditionné, indépendamment de cond(T ) et de cond(T, x). Insistons sur le
fait que le résultat que nous allons démontrer ne s'applique qu'au cas des systèmes tri-
angulaires, et en supposant que la solution approchée x̂ du système Tx = b est obtenue
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par substitution. Précisions également que nous ne connaissons pas de résultat compa-
rable dans le cas de systèmes linéaires quelconques. Nous introduisons ici un nombre de
conditionnement pour le calcul de r, déﬁni par
cond(r) =
‖|b|+ |T ||x̂|‖∞
‖r‖∞ . (9.10)
Aﬁn d'illustrer le rôle joué par cond(r), considérons le cas où r̂ est calculé en précision de
travail u. L'erreur directe entachant le résidu calculé r̂ est alors majorée comme suit (voir
[39, p. 233]),
|r̂ − r| ≤ γn+1(|b|+ |T ||x̂|).
En supposant ‖r‖∞ 6= 0, on a donc
‖r̂ − r‖∞
‖r‖∞ ≤ γn+1 cond(r). (9.11)
Cette borne sur l'erreur relative entachant le résidu calculé r̂ nous permet de justiﬁer le
fait que nous ayons déﬁni cond(r) comme un nombre de conditionnement pour le calcul de
r. La proposition suivante fournit un minorant pour cond(r), qui ne dépend ni de cond(T ),
ni de cond(T, x).
Proposition 9.3. En supposant que x̂ soit une solution approchée du système triangu-
laire Tx = b calculée par substitution, indépendamment de l'ordre l'ordre d'évaluation des
opérations arithmétiques, on a
cond(r) ≥ γ−1n . (9.12)
La relation (9.12) montre que le conditionnement pour le calcul du résidu est toujours
supérieur à γ−1n ≈ u−1 : le calcul du résidu est donc un problème mal conditionné lorsque
l'on travaille à la précision u.
En particulier, lorsque le résidu est calculé en précision courante u, la borne (9.11) ne
permet pas de garantir une erreur relative inférieure à 1 pour le résidu approché r̂. Ainsi,
la proposition 9.3 justiﬁe, dans le cas particulier de la résolution de systèmes triangulaires
par substitution, la nécessité de calculer le résidu dans une précision au moins double de
la précision de travail u.
Preuve. Comme x̂ est une solution approchée du système triangulaire Tx = b obtenue par
substitution, on a b = (T + ∆T )x̂, avec |∆T | ≤ γn|T |. Donc
|r| = |b− T x̂| = |(T + ∆T )x̂− T x̂| = |∆T x̂| ≤ γn|T ||x̂|,
et, ‖r‖∞ ≤ γn‖|T ||x̂|‖∞. D'où
‖|b|+ |T ||x̂|‖∞
‖r‖∞ ≥ γ
−1
n
‖|b|+ |T ||x̂|‖∞
‖|T ||x̂|‖∞ ≥ γ
−1
n ,
ce qui démontre la proposition. 
134 Chapitre 9. Résolution compensée de systèmes triangulaires
9.3 Compensation de l'algorithme de substitution
Cette section est dédiée à la preuve du lemme 9.4 ci-dessous. Dans ce lemme, nous
rappelons la méthode utilisée pour compenser les erreurs d'arrondi générées lors du calcul
d'une solution approchée du système Tx = b par substitution. Mais surtout, ce lemme
permet d'obtenir une borne a priori sur l'erreur entachant la solution compensée x, et ce
quasi-indépendamment de la méthode utilisée pour le calcul du résidu approché r̂. La seule
hypothèse que nous formulons ici est que l'erreur |r̂ − r| entachant le résidu approché r̂
satisfait
|r̂ − r| ≤ u|r|+O(u2),
ce qui est vrai en particulier lorsque r̂ est calculé en précision doublée. Ce lemme sera
utilisé dans les sections suivantes pour démontrer les théorèmes 9.10 et 9.15.
Lemme 9.4. Soit Tx = b un système triangulaire d'équations linéaires, avec T ∈ Fn×n
une matrice triangulaire inférieure telle que γn cond(T ) < 1, et b ∈ Fn×1. Soient
 x̂ une solution approchée du système triangulaire Tx = b calculée par substitution,
 r̂ une valeur approchée du résidu r = b− T x̂, calculée par une méthode quelconque,
 ĉ une solution approchée du système Tc′ = b calculée par substitution,
 x = r̂ ⊕ ĉ la solution compensée du système Tx = b.
Si de plus on suppose |r̂ − r| ≤ u|r| + O(u2), alors l'erreur directe entachant la solution
compensée x est majorée comme suit,
|x− x| ≤ u|x|+ |T−1||r − r̂|+ γ2n(|T−1||T |)2|x|+O(u3). (9.13)
Rappelons que le seul degré de liberté dont nous disposons, quant au calcul du résultat
compensé r, réside dans le choix d'une méthode de calcul du résidu approché r̂. Étant donné
un algorithme de calcul de r̂ permettant d'assurer que l'hypothèse |r̂ − r| ≤ u|r| +O(u2)
est vériﬁée, le lemme 9.4 fournit immédiatement une borne sur l'erreur directe entachant
la solution compensée r : il suﬃt en eﬀet d'obtenir une majoration de |r̂− r| dans laquelle
seuls les termes en O(u3) sont négligés, et de reporter cette majoration dans l'inégalité
(9.13).
Preuve du lemme 9.4. Comme x = x̂⊕ ĉ, on a
|x− x| ≤ |x− (x̂+ ĉ)|+ |(x̂+ ĉ)− x|
≤ u|x̂+ ĉ|+ |(x̂+ ĉ)− x|.
Puisque x = x̂+ c, il vient |x− x| ≤ u|x+ ĉ− c|+ |ĉ− c|, d'où
|x− x| ≤ u|x|+ (1 + u)|ĉ− c|. (9.14)
Comme la solution approchée x̂ du système triangulaire Tx = b est obtenue par sub-
stitution, elle satisfait
(T + ∆T )x̂ = b, avec |∆T | ≤ γn|T |.
De plus, l'hypothèse γn cond(T ) = γn‖|T−1||T |‖∞ < 1 nous assure que la matrice (T +∆T )
est non singulière, et l'on peut écrire
(T + ∆T )−1 =
(
T (I + T−1∆T )
)−1
= (I + T−1∆T )−1T−1 = (I + F )T−1,
9.3. Compensation de l'algorithme de substitution 135
avec |F | ≤ γn|T−1||T |+O(u2) (voir [39, p. 233][27, p. 58]). On en déduit que
|x̂− x| = |(I + F )T−1b− x| = |Fx| ≤ γn|T−1||T ||x|+O(u2).
D'autre part, ĉ est solution approchée du système triangulaire Tc′ = b, également
calculée par substitution, donc :
(T + ∆T ′)ĉ = r̂, avec |∆T ′| ≤ γn|T |, et
(T + ∆T ′)−1 = (I + F ′)T−1, avec |F ′| ≤ γn|T−1||T |+O(u2).
Passons maintenant à la majoration de l'erreur directe entachant le terme correctif
calculé ĉ. Comme |c− ĉ| = |c− T−1r̂+ T−1r̂− ĉ|, on majore l'erreur directe |c− ĉ| comme
suit,
|c− ĉ| ≤ |c− T−1r̂|+ |T−1r̂ − ĉ|. (9.15)
Le premier terme dans l'inégalité précédente prend en compte l'erreur commise en appro-
chant le résidu exact r par le résidu approché r̂. Le second terme prend lui en compte
l'erreur commise en approchant ĉ par TRSV(T, r̂) plutôt que par T−1r̂. D'une part, comme
c = T−1r, on a
|c− T−1r̂| = |T−1(r − r̂)| ≤ |T−1||r − r̂|.
D'autre part, comme ĉ = (I+F ′)T−1r̂, on a |T−1r̂−ĉ| = |F ′T−1r̂|. En écrivant r̂ = r+r̂−r,
il vient
|T−1r̂ − ĉ| ≤ |F ′T−1r|+ |F ′T−1(r̂ − r)|.
Or, T−1r = x− x̂, donc
|T−1r̂ − ĉ| ≤ |F ′||x̂− x|+ |F ′||T−1||r̂ − r|.
En reportant les majorations obtenues pour |c−T−1r̂| et |T−1r̂− ĉ| dans l'inégalité (9.15),
on obtient
|c− ĉ| ≤ |T−1||r − r̂|+ |F ′||x̂− x|+ |F ′||T−1||r̂ − r|.
Comme |x̂− x| ≤ γn|T−1||T ||x|+O(u2) et |F ′| ≤ γn|T−1||T |+O(u2), on a
|c− ĉ| ≤ |T−1||r − r̂|+ γ2n(|T−1||T |)2|x|+ |F ′||T−1||r̂ − r|+O(u3). (9.16)
Montrons de plus que le terme |F ′||T−1||r̂−r| peut être négligé d'après l'hypothèse |r̂−r| ≤
u|r|+O(u2). Notons que
|r| = |T ||x̂− x| ≤ γn|T ||T−1||T ||x|+O(u2).
On en déduit
|r̂ − r| ≤ uγn|T ||T−1||T ||x|+O(u3).
Puisque |F ′| ≤ γn|T−1||T |+O(u2), le terme |F ′||T−1||r̂−r| dans la majoration (9.16) peut
donc être négligé. On obtient ainsi le résultat annoncé. 
Indiquons que le lemme 9.4 constitue le résultat le plus satisfaisant dont nous disposons,
au sens où nous ne sommes pas parvenu à obtenir de majoration a priori plus ﬁne de l'erreur
entachant la solution compensée x.
Il convient de remarquer que le lemme 9.4 ne permet pas de montrer que la solution
compensée x est aussi précise que si elle avait été calculée par substitution en précision
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doublée, avec arrondi ﬁnal vers la précision de travail. En d'autres termes, ce lemme ne
permet pas d'obtenir une borne sur l'erreur relative ‖x−x‖∞/‖x‖∞ de la même forme que
l'inégalité (9.9). Rappelons ici cette borne, en notant x̂d la solution calculée en précision
doublée u2, puis arrondie vers la précision courante u :
‖x̂d − x‖∞
‖x̂‖∞ ≤ u+ nu
2 cond(T, x) +O(u3). (9.17)
On constate que cette borne sur l'erreur relative entachant x̂d dépend essentiellement du
nombre de conditionnement cond(T, x), tel que
cond(T, x) =
‖|T−1||T ||x|‖∞
‖x‖∞ .
Par contre, toute borne sur l'erreur relative entachant x, obtenue à partir de l'inéga-
lité (9.13), fera intervenir le facteur γ2n K(T, x), avec par déﬁnition
K(T, x) :=
‖(|T−1||T |)2|x|‖∞
‖x‖∞ . (9.18)
De plus, remarquons que cela reste vrai, même si le résidu est calculé plus précisément
qu'en précision doublée, par exemple si r̂ est calculé comme étant l'arrondi au plus proche
du résidu exact : dans ce cas, |r̂− r| ≤ |r|, mais le facteur K(T, x) intervient toujours dans
la borne d'erreur (9.13).
La meilleure majoration que nous puissions écrire pour K(T, x) est :
K(T, x) ≤ ‖|T−1||T |‖∞‖|T
−1||T ||x|‖∞
‖x‖∞ = cond(T ) cond(T, x).
D'autre part, comme I ≤ |T−1||T |, on a |T−1||T ||x| ≤ (|T−1||T |)2|x|. On a donc
cond(T, x) ≤ K(T, x) ≤ cond(T ) cond(T, x).
Notons bien qu'il peut y avoir égalité entre les trois quantités intervenant dans la relation
précédente : il suﬃt pour cela de supposer que T est une matrice diagonale. La majoration
K(T, x) ≤ cond(T ) cond(T, x) peut donc être atteinte, mais semble constituer une grossière
surestimation de K(T, x) dans le cas général, comme nous le verrons dans nos expériences
numériques.
Dans les bornes a priori sur la précision du résultat compensé, que nous déduirons du
lemme 9.4 dans les sections suivantes, nous ferrons donc toujours intervenir explicitement
le terme K(T, x). Nous monterons, dans la section dédiée aux expériences numériques,
comment interpréter ces bornes d'erreurs.
9.4 Calcul du résidu à l'aide des transformations exactes
Soit Tx = b un système triangulaire d'équations linéaires, avec T ∈ Fn×n une matrice
triangulaire inférieure non singulière et b ∈ Fn×1. Soit également x̂ = TRSV(T, x) (algo-
rithme 9.1) la solution approchée du système Tx = b calculée par substitution. Dans cette
section, nous proposons de calculer une approximation r̂ du résidu r = b − Tx par une
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méthodes basée sur l'utilisation des transformations exactes des opérations élémentaires.
Le résidu approché r̂ est en eﬀet déduit des erreurs d'arrondis générées par les opérations
arithmétiques intervenant dans l'algorithme TRSV. Nous montrons que le résidu ainsi cal-
culé est d'une précision similaire à celle que l'on obtiendrait en le calculant b − T x̂ en
précision doublée u2.
De cette méthode de calcul du résidu, nous déduisons ensuite un algorithme de sub-
stitution compensé que nous appelons CompTRSV (algorithme 9.9). Nous formulerons une
borne sur la précision de la solution compensée calculée par cet algorithme, puis nous
montrerons comment implanter CompTRSV en pratique.
9.4.1 Principe de la méthode de calcul du résidu proposée
Pour facilité la lecture des énoncés qui vont suivre, nous reproduisons ci-dessous l'algo-
rithme TRSV, en indiquant après chaque opération ﬂottante le symbole désignant l'erreur
d'arrondi qu'elle génère.
function x̂ = TRSV(T, b)
for k = 1 : n
ŝk,0 = bk
for i = 1 : k − 1
p̂k,i = tk,i ⊗ x̂i {erreur d'arrondi pik,i ∈ F }
ŝk,i = ŝk,i−1 	 p̂k,i {erreur d'arrondi σk,i ∈ F }
end
x̂k = ŝk,k−1  tk,k {erreur d'arrondi ρk/tk,k, avec ρk ∈ F }
end
On considère les erreurs d'arrondis générées par les opérations arithmétiques intervenant
dans l'algorithme TRSV (algorithme 9.1).
 pik,i ∈ F est l'erreur d'arrondi entachant le produit tk,i ⊗ x̂k.
 σk,i ∈ F est l'erreur d'arrondi générée par la soustraction ŝk,i−1 	 p̂k,i.
 ρk ∈ F, tel que ρk/tk,k est l'erreur d'arrondi entachant la division ŝk−1  tk,k.
Plus formellement, on a les relations suivantes pour k = 1 : n et i = 1 : k − 1,
p̂k,i = tk,ix̂k − pik,i, avec pik,i ∈ F et |pik,i| ≤ u|p̂k,i|,
ŝk,i = ŝk,i−1 − p̂k,i − σk,i, avec σk,i ∈ F et |σk,i| ≤ u|ŝk,i|.
De plus, pour k = 1 : n, on a
x̂k =
ŝk,k−1 − ρk
tk,k
, avec ρk ∈ F et |ρk| ≤ u|tk,kx̂k|.
Ces relations nous permettent de démontrer les propositions 9.5 et 9.7 ci-dessous.
Proposition 9.5. Soit x̂ = (x̂1, . . . , x̂n)T ∈ Fn tel que x̂ = TRSV(T, b). Soit également
r = (r1, . . . , rn)
T ∈ Rn le résidu associé à la solution approchée x̂ du système Tx = b, c'est
à dire r = b− T x̂. On a alors,
rk = ρk +
k−1∑
i=1
σk,i − pik,i, pour k = 1 : n. (9.19)
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Preuve. On ﬁxe k entre 1 et n. Pour i = 1 : k − 1, on a ŝk,i = ŝk,i−1 − tk,ix̂k + pik,i − σk,i.
Comme ŝk,0 = bk, on peut montrer par récurrence que
ŝk,k−1 = bk −
k−1∑
i=1
tk,ix̂k +
k−1∑
i=1
pik,i − σk,i.
De plus, tk,kx̂k = ŝk,k−1 − ρk, d'où
tk,kx̂k = bk −
k−1∑
i=1
tk,ix̂k − ρk +
k−1∑
i=1
pik,i − σk,i.
En procédant par équivalence, on obtient
bk −
k∑
i=1
tk,ix̂i = ρk +
k−1∑
i=1
σk,i − pik,i.
Or, par déﬁnition, r = b− Tx, donc rk = bk −
∑k
i=1 tk,ix̂i. On a donc
rk = ρk +
k−1∑
i=1
σk,i − pik,i,
ce qui démontre la proposition. 
La proposition 9.5 fournit une relation exacte, exprimant le résidu exact r = b− T x̂ en
fonction des erreurs d'arrondi élémentaires générées par l'algorithme de substitution. On
déduit de cette proposition l'algorithme TRSVResidual ci-dessous, qui calcule une approxi-
mation r̂ de r en même temps que la solution approchée x̂ = TRSV(T, b) du système.
Algorithme 9.6.
function [x̂, r̂] = TRSVResidual(T, b)
for k = 1 : n
ŝk,0 = bk ; r̂k,0 = 0
for i = 1 : k − 1
[p̂k,i, pik,i] = TwoProd(tk,i, x̂i)
[ŝk,i, σk,i] = TwoSum(ŝk,i−1,−p̂k,i)
r̂k,i = r̂k,i−1 ⊕ (σk,i 	 pik,i)
end
[x̂k, ρk] = DivRem(ŝk−1, tk,k)
r̂k = ρk ⊕ r̂k,i−1
end
Il est aisé de constater que les composantes r̂1, . . . , r̂k du vecteur r̂ sont eﬀectivement
calculées par l'algorithme TRSVResidual d'après la relation (9.19). Dans la sous-section
suivante, nous montrons que le résidu approché r̂ calculé par TRSVResidual est aussi précis
que s'il avait été calculé en précision doublée.
9.4. Calcul du résidu à l'aide des transformations exactes 139
9.4.2 Précision du résidu calculé par TRSVResidual
La proposition suivante fournit une borne sur l'erreur entachant le résidu calculé par
l'algorithme TRSVResidual.
Proposition 9.7. Avec les mêmes hypothèses que dans la proposition 9.5, l'erreur enta-
chant le résidu calculé par l'algorithme TRSVResidual satisfait
|r̂ − r| ≤ γnγn+1(|b|+ |T ||x|). (9.20)
En faisant intervenir le conditionnement pour le calcul du résidu déﬁni par la relation
(9.10), la borne (9.20) indique que l'erreur relative entachant le résidu calculé r̂ sera majorée
comme suit,
‖r̂ − r‖∞
‖r‖∞ ≤ n
2u2 cond(r) +O(u3). (9.21)
Cette dernière inégalité laisse à penser que le résidu r̂ pourrait éventuellement être calculé
avec une erreur relative inférieure à l'unité d'arrondi u. Il convient cependant de rappeler
que le calcul du résidu est un calcul mal conditionné à la précision u : comme le montre
la proposition 9.3, on a toujours u . u2 cond(r). La proposition 9.7 ne garantit donc en
aucun cas une erreur relative inférieure à l'unité d'arrondi pour r̂.
Néanmoins, il est important de noter que le facteur n2u2 présent devant cond(r) dans
la relation (9.21), que l'on considère comme un O(u2), nous indique que le résidu r̂ calculé
par TRSVResidual est aussi précis que s'il avait été calculé en précision doublée.
La preuve de la proposition 9.7 repose sur le lemme suivant.
Lemme 9.8. Avec les mêmes hypothèses que dans la proposition 9.5, et en utilisant les
notations de l'algorithme 9.6, on a
|ρk|+
k−1∑
i=1
|σk,i|+ |pik,i| ≤ γk+1
(
|bk|+
k∑
i=1
|tk,ix̂i|
)
, pour k = 1 : n.
Preuve. On a |ρk| ≤ u|tk,kx̂k|, |σk,i| ≤ u|ŝk,i| et |pik,i| ≤ u|tk,ix̂i|, donc
|ρk|+
k−1∑
i=1
|σk,i|+ |pik,i| ≤ u
(
k∑
i=1
|tk,ix̂i|+
k−1∑
i=1
|ŝk,i|
)
.
Il nous faut donc majorer les |ŝk,i|. On a
ŝk,0 = bk,
ŝk,1 = 〈1〉(ŝk,0 − 〈1〉tk,1x̂1) = 〈1〉bk − 〈2〉tk,1x̂1,
ŝk,2 = 〈1〉(ŝk,1 − 〈1〉tk,2x̂2) = 〈2〉bk − 〈3〉tk,1x̂1 − 〈2〉tk,2x̂2,
...
...
ŝk,i = 〈1〉(ŝk,i−1 − 〈1〉tk,ix̂i) = 〈i〉bk − 〈i+ 1〉tk,1x̂1 − 〈i〉tk,2x̂2 − · · · − 〈2〉tk,ix̂i.
Comme chacun des compteurs d'erreur 〈l〉 est majoré en valeur absolue par 1 + γl, on
obtient
|ŝk,i| ≤ (1 + γi+1)
(
|bk|+
i∑
j=1
|tk,jx̂j|
)
, pour i = 1 : k − 1.
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On a alors
|ρk|+
k−1∑
i=1
|σk,i|+ |pik,i| ≤ u
(
k∑
i=1
|tk,ix̂i|+
k−1∑
i=1
(1 + γi+1)
(
|bk|+
i∑
j=1
|tk,jx̂j|
))
≤ u
(
k∑
i=1
|tk,ix̂i|+ (k − 1)(1 + γk)
(
|bk|+
k−1∑
i=1
|tk,ix̂i|
))
≤ ku(1 + γk)
(
|bk|+
k∑
i=1
|tk,ix̂i|
)
.
Comme ku(1 + γk) ≤ γk+1, cela achève la preuve du lemme. 
Preuve de la proposition 9.7. Soit k = 1 : n ﬁxé. Commençons par chercher une borne sur
|r̂k − rk| faisant intervenir |ρk| ainsi que les |σk,i| et |pik,i|. On a,
r̂k,0 = 0
r̂k,1 = 〈1〉(σk,1 − pik,1)
r̂k,2 = 〈1〉(r̂k,1 + 〈1〉(σk,2 − pik,2)) = 〈2〉(σk,1 − pik,1) + 〈2〉(σk,2 − pik,2)
r̂k,3 = 〈1〉(r̂k,2 + 〈1〉(σk,3 − pik,3)) = 〈3〉(σk,1 − pik,1) + 〈3〉(σk,2 − pik,2) + 〈2〉(σk,3 − pik,3).
On peut alors montrer par induction que
r̂k,k−1 = 〈k − 1〉(σk,1 − pik,1) + 〈k − 1〉(σk,2 − pik,2) + 〈k − 2〉(σk,3 − pik,3) + · · ·
· · ·+ 〈2〉(σk,k−1 − pik,k−1).
Comme r̂k = 〈1〉(ρk + r̂k,k−1), on obtient
r̂k = 〈1〉ρk + 〈k〉(σk,1 − pik,1) + 〈k〉(σk,2 − pik,2) + 〈k − 1〉(σk,3 − pik,3) + · · ·
· · ·+ 〈3〉(σk,k−1 − pik,k−1).
Puisque rk = ρk +
∑k−1
i=1 σk,i − pik,i, on en déduit alors que
|r̂k − rk| ≤ γk
(
|ρk|+
k−1∑
i=1
|σk,i|+ |pik,i|
)
.
En utilisant le lemme précédent, on obtient
|r̂k − rk| ≤ γkγk+1
(
|bk|+
k∑
i=1
|tk,ix̂i|
)
,
ce qui démontre le résultat annoncé. 
9.4.3 Algorithme CompTRSV : précision du résultat compensé
On introduit maintenant l'algorithme CompTRSV qui formalise la méthode de résolution
compensée décrite en début de chapitre. Notre but est ici de borner l'erreur entachant la
solution compensée x.
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Algorithme 9.9.
function x = CompTRSV(T, b)
[x̂, r̂] = TRSVResidual(T, b)
ĉ = TRSV(T, r̂)
x = x̂⊕ ĉ
Théorème 9.10. On considère le système triangulaire Tx = b avec T ∈ Fn×n non sin-
gulière telle que γn cond(T ) < 1, et b ∈ Fn×1. Soit x = CompTRSV(T, x), la solution
compensée de ce système triangulaire calculée par l'algorithme 9.9. Alors l'erreur directe
entachant x satisfait
|x− x| ≤ u|x|+ (2γnγn+1 + γ2n)(|T−1||T |)2|x|+O(u3).
Interprétons le théorème 9.10 en terme d'erreur relative, en faisant intervenir le facteur
K(T, x), déﬁni par la relation (9.18) :
‖x− x‖∞
‖x‖∞ ≤ u+ n(3n+ 2)u
2 K(T, x) +O(u3). (9.22)
La borne d'erreur (9.22) ne permet pas de garantir que l'algorithme CompTRSV est aussi
précis que si la solution compensée x̂ avait été calculée en précision doublée, avec arrondi
ﬁnal vers la précision courante : comme nous l'avons déjà indiqué à la Section 9.3, la borne
d'erreur (9.22) fait en eﬀet intervenir la facteur K(T, x) qui n'intervient pas dans la borne
d'erreur (9.17).
Les expériences numériques que nous rapportons à la Section 9.6 indiquent néanmoins
que la solution compensée calculée par CompTRSV semble en pratique être aussi précise
que si elle avait été calculée en précision doublée.
Pour la preuve du théorème 9.10, nous démontrons au préalable le lemme suivant, qui
fournit une borne sur l'erreur directe entachant le terme correctif calculé ĉ.
Preuve du théorème 9.10. D'après la proposition 9.7, l'erreur directe entachant r̂ est ma-
jorée comme suit,
|r̂ − r| ≤ γnγn+1(|b|+ |T ||x̂|).
Comme |x̂− x| ≤ |F ||x|, on a |x̂| ≤ |x|+ |x̂− x| ≤ (I + |F |)|x|. Ainsi, on a
|r̂ − r| ≤ γnγn+1(|b|+ |T |(I + |F |)|x|)
≤ γnγn+1(|T |+ |T |(I + |F |))|x|
≤ γnγn+1|T |(2I + |F |)|x|.
Comme |F | ≤ γn|T−1||T |+O(u2), on en déduit que
|r̂ − r| ≤ 2γnγn+1|T ||x|+O(u3).
Notons que le membre droit de l'inégalité précédente est en O(u2), donc |r̂ − r| ≤ u|r| +
O(u2). Ainsi, d'après le lemme 9.4, on a
|x− x| ≤ u|x|+ 2γnγn+1|T−1||T ||x|+ γ2n(|T−1||T |)2|x|+O(u3). (9.23)
Comme de plus |T−1||T ||x| ≤ (|T−1||T |)2|x|, on en déduit le résultat annoncé. 
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9.4.4 Implantation pratique de CompTRSV
Telle que décrite par l'algorithme 9.9, notre méthode compensée de résolution des sys-
tèmes triangulaires nécessite de parcourir deux fois les éléments de la matrice T : une
première fois pour calculer la solution initiale x̂ et le résidu r̂, une seconde pour calculer le
terme correctif ĉ. Cela peut être facilement évité, en combinant les algorithmes 9.9 et 9.6,
comme nous le montrons avec l'algorithme 9.11 ci-dessous.
Algorithme 9.11.
function x = CompTRSV(T, b)
for k = 1 : n
ŝk,0 = bk ; q̂k,0 = ĉk,0 = 0
for i = 1 : k − 1
[p̂k,i, pik,i] = TwoProd(tk,i, xi)
[ŝk,i, σk,i] = TwoSum(ŝk,i−1,−p̂k,i)
q̂k,i = q̂k,i−1 ⊕ ĉi ⊗ t̂k,i
r̂k,i = r̂k,i−1 ⊕ (σk,i 	 pik,i)
end
[x̂k, ρk] = DivRem(ŝk−1, tk,k)
r̂k = ρk ⊕ r̂k,i−1
ĉk = (rk 	 q̂k,k−1) tk,k
end
x1 = x̂1
for k = 2 : n
xk = x̂k ⊕ ĉk
end
Il est à noter qu'il n'est pas nécessaire d'eﬀectuer la correction x1 = x̂1 ⊕ ŷ1. En eﬀet,
T est triangulaire inférieure, donc x̂1 = b1  t1,1 : en arrondi au plus proche, x̂1 est déjà la
meilleure approximation possible de x1 en arithmétique ﬂottante. On ﬁxe donc simplement
x1 = x̂1 dans l'algorithme 9.11.
Notons ﬁnalement que l'algorithme CompTRSV (algorithme 9.11) nécessite 27n2/2 +
21n/2 +O(1) opérations ﬂottantes.
9.5 Calcul du résidu en précision doublée avec Dot2
Soit Tx = b un système triangulaire d'équations linéaires, avec T ∈ Fn×n une matrice
triangulaire inférieure non singulière et b ∈ Fn×1. Soit également x̂ = TRSV(T, b) la solution
approchée du système Tx = b calculée par substitution. On s'intéresse ici au calcul du
résidu à l'aide de l'algorithme Dot2 [70] (algorithme 3.23). Pour formuler clairement ce
calcul, déﬁnissons
 (bk, tk,1:k) le vecteur (bk, tk,1, . . . , tk,k) ∈ Fk+1,
 et (1;−x̂1:k) le vecteur (1,−x̂1, . . . ,−x̂k)T ∈ Fk+1.
Alors l'élément rk du résidu r = b− T x̂ est approché par
r̂k = Dot2
(
(bk, tk,1:k), (1;−x̂1:k)
)
. (9.24)
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L'approche classique pour le calcul du résidu à l'aide de Dot2 serait de calculer d'abord
x̂ = TRSV(T, b), puis de calculer successivement les composantes de r̂ conformément à
la relation précédente. Dans la suite de cette section, nous montrons qu'il est possible de
combiner ces deux calculs : nous formulerons ainsi l'algorithme TRSVResidual2, qui calcule
à la fois x̂ = TRSV(T, b) et r̂ d'après la relation (9.24).
Nous montrons que TRSVResidual2 est en réalité très proche de TRSVResidual vu à la
section précédente : entre ces deux algorithmes, seul change l'ordre de quelques opérations
ﬂottantes. Comme nous le verrons, cela modiﬁe naturellement la valeur du résidu calculé,
mais ne peut en aucun cas en changer grandement la précision.
Par soucis d'exhaustivité, nous formulerons ensuite l'algorithme CompTRSV2, qui cal-
cule une solution compensée x du système Tx = b, à l'aide de TRSVResidual2. Nous mon-
trerons que la solution compensée calculée par cette méthode satisfait naturellement une
borne d'erreur similaire à celle vériﬁée par l'algorithme TRSVResidual.
Dans la mesure où les algorithmes CompTRSV et CompTRSV2sont extrêmement sem-
blables, on doit s'attendre en pratique à ce qu'ils présentent le même comportement numé-
rique. Dans les sections suivantes, notamment dans nos expériences numériques, nous nous
concentrerons donc sur l'étude de CompTRSV, et ne nous intéresserons plus à CompTRSV2.
9.5.1 Lien entre TRSVResidual2 et TRSVResidual
On suppose que la solution approchée x̂ = (x1, . . . , xn)T = TRSV(T, b) est déjà calculée.
On considère la portion de code ci-dessous, dans laquelle l'algorithme Dot2(algorithme 3.23)
a été inliné, sans changement de l'ordre des opérations, aﬁn de calculer les composantes de
r̂ conformément à la relation (9.24).
for k = 1 : n
ŝk,0 = bk ; r̂k,0 = 0
for i = 1 : k
[p̂k,i, pik,i] = TwoProd(tk,i, x̂i)
[ŝk,i, σk,i] = TwoSum(ŝk,i−1,−p̂k,i)
r̂k,i = r̂k,i−1 ⊕ (σk,i 	 pik,i)
end
r̂k = ŝk,k ⊕ r̂k,k
end
Dans l'algorithme ci-dessus, il n'est pas diﬃcile de constater que x̂k = ŝk,k−1  tk,k. En
eﬀet, puisque [p̂k,i, pik,i] = TwoProd(tk,i, x̂i) et [ŝk,i, σk,i] = TwoSum(ŝk,i−1,−p̂k,i), on a en
particulier p̂k,i = tk,i ⊗ x̂i et ŝk,i = ŝk,i−1 	 p̂k,i. L'algorithme précédent eﬀectue donc une
partie des opérations nécessaires au calcul de x̂ = TRSV(T, b) par substitution. Pour éviter
ces calculs redondants, nous le modiﬁons de manière à ce qu'il calcule à la fois x̂ et r̂. On
a ainsi,
for k = 1 : n
ŝk,0 = bk ; r̂k,0 = 0
for i = 1 : k − 1
[p̂k,i, pik,i] = TwoProd(tk,i, x̂i)
[ŝk,i, σk,i] = TwoSum(ŝk,i−1,−p̂k,i)
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r̂k,i = r̂k,i−1 ⊕ (σk,i 	 pik,i)
end
x̂k = ŝk,k−1  tk,k
[p̂k,k, pik,k] = TwoProd(tk,k, x̂k)
[ŝk,k, σk,k] = TwoSum(ŝk,k−1,−p̂k,k)
r̂k,k = r̂k,k−1 ⊕ (σk,k 	 pik,k)
r̂k = ŝk,k ⊕ r̂k,k
end
Montrons de plus que dans l'algorithme ci-dessus, on a σk,k = 0, ce qui revient à montrer
que la soustraction ŝk,k = ŝk,k−1 	 p̂k,k est une opération exacte. Pour ce faire, déﬁnissons
ρk tel que
ŝk,k−1
tk,k
= x̂k +
ρk
tk,k
. (9.25)
Comme x̂k = ŝk,k−1tk,k et [p̂k,k, pik,k] = TwoProd(tk,k, x̂k), d'après le théorème 3.14 portant
sur l'algorithme DivRem (algorithme 3.13), on sait que
ρk = (ŝk,k−1 	 p̂k,k)	 pik,k ∈ F.
D'autre part, comme [p̂k,k, pik,k] = TwoProd(tk,k, x̂k), et en utilisant (9.25), on a
ŝk,k−1 − p̂k,k = ŝk,k−1 − (tk,kx̂k − pik,k)
= ŝk,k−1 − (ŝk,k−1 − ρk − pik,k)
= ρk + pik,k.
Donc ŝk,k−1− p̂k,k = ŝk,k−1	 p̂k,k, ce qui signiﬁe que cette opération n'est entachée d'aucune
erreur d'arrondi, d'où σk,k = 0. On formule donc l'algorithme TRSVResidual2de la façon
suivante.
Algorithme 9.12.
function [x̂, r̂] = TRSVResidual2(T, b)
for k = 1 : n
ŝk,0 = bk ; r̂k,0 = 0
for i = 1 : k − 1
[p̂k,i, pik,i] = TwoProd(tk,i, x̂i)
[ŝk,i, σk,i] = TwoSum(ŝk,i−1,−p̂k,i)
r̂k,i = r̂k,i−1 ⊕ (σk,i 	 pik,i)
end
x̂k = ŝk,k−1  tk,k
[p̂k,k, pik,k] = TwoProd(tk,k, x̂k)
r̂k = (ŝk,k−1 	 p̂k,k)⊕ (r̂k,k−1 	 pik,k)
end
On peut d'ors et déjà remarquer la ressemblance algorithmique entre TRSVResidual (al-
gorithme 9.6) et TRSVResidual2 (algorithme 9.12), bien que les deux algorithmes aient été
obtenues par des méthodes diﬀérentes. Aﬁn de bien mettre en évidence cette similarité,
écrivons côte à côte ces deux algorithmes. Dans l'algorithme, TRSVResidual, nous avons
inliné les instructions de la transformation exacte DivRem (algorithme 3.13).
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function [x̂, r̂] = TRSVResidual(T, b)
for k = 1 : n
ŝk,0 = bk ; r̂k,0 = 0
for i = 1 : k − 1
[p̂k,i, pik,i] = TwoProd(tk,i, x̂i)
[ŝk,i, σk,i] = TwoSum(ŝk,i−1,−p̂k,i)
r̂k,i = r̂k,i−1 ⊕ (σk,i 	 pik,i)
end
x̂k = ŝk,k−1  tk,k
[p̂k,k, pik,k] = TwoProd(tk,k, x̂k)
ρk = (ŝk,k−1 	 p̂k,k)	 pik,k
r̂k = ρk ⊕ r̂k,k−1
end
function [x̂, r̂] = TRSVResidual2(T, b)
for k = 1 : n
ŝk,0 = bk ; r̂k,0 = 0
for i = 1 : k − 1
[p̂k,i, pik,i] = TwoProd(tk,i, x̂i)
[ŝk,i, σk,i] = TwoSum(ŝk,i−1,−p̂k,i)
r̂k,i = r̂k,i−1 ⊕ (σk,i 	 pik,i)
end
x̂k = ŝk,k−1  tk,k
[p̂k,k, pik,k] = TwoProd(tk,k, x̂k)
r̂k = (ŝk,k−1 	 p̂k,k)⊕ (r̂k,k−1 	 pik,k)
end
On constate ainsi clairement qu'entre les algorithmes TRSVResidual et TRSVResidual2,
seul change l'ordre des opérations eﬀectuées lors du calculs de r̂k en fonction de ŝk,k−1,
p̂k,k, r̂k,k−1 et pik,k. Du fait de ce changement dans l'ordre de ces opérations, les résidus
approchés calculés par ces deux algorithmes seront en généralement diﬀérents. Mais on
ne pourra observer en pratique aucune diﬀérence signiﬁcative entre la précision du résidu
calculé par TRSVResidual celle du résidu calculé par TRSVResidual2.
Proposition 9.13. Soit Tx = b un système triangulaire d'équations linéaires, avec T ∈
Fn×n une matrice triangulaire inférieure non singulière et b ∈ Fn×1. Soient x̂, r̂ ∈ Fn tels
que [x̂, r̂] = TRSVResidual2(T, b) (algorithme 9.12). Alors x̂ = TRSV(T, b) (algorithme 9.1)
et l'erreur directe entachant le résidu calculé r̂ est majorée comme suit,
|r̂ − r| ≤ u|r|+ γ2n+1(|b|+ |T ||x|).
Preuve. Pour k = 1 : n, on a r̂k = Dot2
(
(bk, tk,1:k), (1;−x̂1:k)
)
. D'après le théorème 3.24,
l'erreur directe entachant r̂k est alors majorée comme suit,
|r̂k − rk| ≤ u|rk|+ γ2k+1
(
|bk|+
k∑
i=1
|tk,ix̂i|
)
,
d'où le résultat annoncé. 
En faisant intervenir le nombre de conditionnement pour le calcul du résidu, la précision
du résidu calculé par TRSVResidual2 est majorée comme suit,
‖r̂ − r‖∞
‖r‖∞ ≤ u+ n
2u2 cond(r) +O(u3). (9.26)
Rappelons que le calcul du résidu est un problème mal conditionné à la précision u : dans
l'inégalité précédente, le premier terme est donc toujours négligeable devant le second. La
borne obtenue en supposant que le résidu est calculé en précision doublée est donc égale-
ment très proche de la borne d'erreur relative (9.21) pour l'algorithme TRSVResidual (al-
gorithme 9.6).
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9.5.2 Précision du résultat compensé calculée par CompTRSV2
On considère ci-dessous l'algorithme CompTRSV2, dans lequel la solution initiale x̂ et
le résidu approché r̂ sont calculés à l'aide de TRSVResidual2. Nous fournissons ensuite une
borne a priori sur l'erreur entachant le résultat compensé r.
Algorithme 9.14.
function x = CompTRSV2(T, b)
[x̂, r̂] = TRSVResidual2(T, b)
ĉ = TRSV(T, r̂)
x = x̂⊕ ĉ
Dans la mesure où les algorithmes TRSVResidual et TRSVResidual2 sont quasiment équi-
valents, aussi bien en ce qui concerne les opérations ﬂottantes eﬀectuées, que la précision
du résidu calculé, on doit naturellement s'attendre à ce que CompTRSV2 (algorithme 9.14)
admette une borne d'erreur similaire à celle de CompTRSV (algorithme 9.14). Nous conﬁr-
mons cela à l'aide du théorème suivant.
Théorème 9.15. On considère le système triangulaire Tx = b avec T ∈ Fn×n non sin-
gulière telle que γn cond(T ) < 1, et b ∈ Fn×1. Soit x = CompTRSV(T, x) la solution
compensée de ce système triangulaire calculée par l'algorithme 9.9. Alors l'erreur directe
entachant la solution compensée satisfait
|x− x| ≤ u|x|+ (uγn + 2γ2n+1 + γ2n)(|T−1||T |)2 +O(u3).
Comme à l'accoutumée, interprétons la borne d'erreur précédente en termes d'erreur
relative,
‖x− x‖∞
‖x‖∞ ≤ u+ (6n
2 + 5n+ 2)u2 K(T, x) +O(u3). (9.27)
Cette borne d'erreur relative est similaire à celle obtenue pour l'algorithme CompTRSV (al-
gorithme 9.9) présentée à la section précédente. Les mêmes conclusions s'appliquent donc.
En particulier, on ne peut pas garantir que CompTRSV2 calcule une solution aussi précise
que si elle avait été calculée par substitution en précision doublée.
Preuve du théorème 9.15. D'après la proposition 9.7, l'erreur directe entachant r̂ est ma-
jorée comme suit,
|r̂ − r| ≤ u|r|+ γ2n+1(|b|+ |T ||x̂|).
Comme |x̂− x| ≤ |F ||x|, on a |x̂| ≤ |x|+ |x̂− x| ≤ (I + |F |)|x|. De plus,
|r| = |b− T x̂| = |(T + ∆T )x̂− T x̂| = |∆T x̂| ≤ |∆T |(I + |F |)|x|.
On a ainsi
|r̂ − r| ≤ u|∆T |(I + |F |)|x|+ γ2n+1
(|b|+ |T |(I + |F |)|x|)
≤ u|∆T |(I + |F |)|x|+ γ2n+1|T |(2I + |F |)|x|).
Comme |∆T | ≤ γn|T | et |F | ≤ γn|T−1||T |+O(u2), on a donc
|r − r̂| ≤ (uγn + 2γ2n+1)|T ||x|+O(u3).
Remarquons que l'on a bien |r̂ − r| ≤ u|r|+O(u2). D'après le lemme 9.4, on obtient
|x− x| ≤ u|x|+ (uγn + 2γ2n+1)|T−1||T ||x|+ γ2n(|T−1||T |)2 +O(u3).
Comme de plus |T−1||T ||x| ≤ (|T−1||T |)2|x|, on en déduit le résultat annoncé. 
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9.6 Expériences numériques
Comme à l'accoutumée, nos expériences numériques sont eﬀectuées sous Matlab, en
double précision IEEE-754. Ces expériences visent à mettre en évidence le comportement
numérique de l'algorithme CompTRSV (algorithme 9.9). Nous montrons en particulier que
la précision de la solution compensée calculée par CompTRSV semble en pratique être
aussi précise que si elle avait été calculée en précision doublée. Nous proposons également
une interprétations pratique de la borne (9.22) sur l'erreur relative entachant la solution
compensée x calculée par CompTRSV.
9.6.1 Génération des jeux de tests
Comme indiqué en Section 9.2, la précision de la solution approchée d'un système
triangulaire Tx = b dépend essentiellement du conditionnement de Skeel cond(T, x), déﬁni
par la relation (9.6). Pour illustrer le comportement numérique des algorithmes décrits
dans ce chapitre, nous avons généré des systèmes triangulaires dont le conditionnement de
Skeel varie entre 105 et 1035. Dans chacun de ces systèmes, les coeﬃcients de la matrice
T , ainsi que ceux du second membre b sont bien entendu exacts : ce sont des ﬂottants en
double précision IEEE-754.
Il convient de rappeler que cond(T, x) peut être arbitrairement inférieur à cond(T ). En
eﬀet, on a
cond(T, x) =
‖|T−1||T ||x|‖∞
‖x‖∞ ≤ ‖|T
−1||T |‖∞ = cond(T, e) = cond(T ).
Insistons donc sur le fait qu'il ne suﬃt pas, pour obtenir un système triangulaire Tx = b
mal conditionné, de générer une matrice T mal conditionnée au sens de cond(T ). Encore
faut-il choisir convenablement le second membre b, de manière à ce que le système obtenu
soit également mal conditionné au sens de cond(T, x). Nous décrivons ici deux méthodes
que nous avons utilisées.
Méthode (I)  La première méthode consiste à produire une matrice triangulaire T dont
les coeﬃcients sont générés aléatoirement dans l'intervalle [10−3, 103], selon une distribution
uniforme. En générant ainsi des matrices triangulaires T de dimension n = 40, comme ce
sera le cas par la suite, on observe que cond(T ) varie entre 108 et 1024 environ.
En notant e = (1, . . . , 1)T ∈ Fn le vecteur unité, le second membre b est calculé comme
étant le produit Te, calculé avec une grande précision, puis arrondi vers la double précision
IEEE-754. Pour cela, le produit Te est calculé à l'aide de la bibliothèque MPFR [31] avec
une précision de 265 bits1, puis arrondi vers la double précision. Même si l'on est alors
quasiment assuré que les éléments du second membre b sont des arrondis ﬁdèles du produit
exact Te, il convient d'insister sur le fait que la solution exacte du système triangulaire
Tx = b obtenu n'est pas, en général, le vecteur unité e.
Sur le graphique de la ﬁgure 9.1, on reporte cond(T, x) en fonction de cond(T ), pour
1000 systèmes triangulaires de dimension n = 40 générés à l'aide de cette méthode (I).
Ces 1000 systèmes triangulaires seront utilisés tout au long de ces expériences numériques.
Indiquons que cond(T ) et cond(T, x) sont calculés via leurs déﬁnitions respectives, après
1265 bits = 5×53 bits = 5 fois la double précision IEEE-754.
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avoir calculé un inverse approché de T avec une précision de 265 bits à l'aide de la biblio-
thèque MPFR. On constate bien sur cette ﬁgure que cond(T, x) est toujours nettement
inférieur à cond(T ). De plus, on constate expérimentalement que lorsque la dimension des
systèmes générés est ﬁxée à n = 40, il est rare de générer par cette méthode des systèmes
dont le conditionnement de Skeel excède 1018.
En pratique, on retiendra donc que la méthode (I) nous a permis d'obtenir des systèmes
triangulaires de dimension n = 40 dont le conditionnement de Skeel cond(T, x) varie entre
106 et 1018 environ.
Méthode (II)  Le but est ici de générer des systèmes triangulaires dont le conditionne-
ment atteint 1035 environ, ce qui n'est pas réalisable à l'aide de la méthode (I). La méthode
que nous utilisons ici reste particulièrement empirique, et nous ne sommes pas parvenu à en
décrire formellement le principe. Plutôt que d'entrer dans des explications nécessairement
imprécises, nous fournissons ci-dessous le code de la fonction Matlab utilisée. Notons que
nous générons ici des systèmes triangulaires inférieurs.
Pour nos expériences, nous avons générés 1000 systèmes triangulaires de dimension
n = 40 à l'aide de la fonction illcontri listée ci-dessous. Pour chaque système généré,
la paramètre d'entrée c est choisi aléatoirement dans l'intervalle [0, 20] : la manière dont
est choisit ce paramètre a été déterminée expérimentalement de manière à générer des
systèmes dont le conditionnement de Skeel varie entre 105 et 1035. La fonction illcondtri
fait appel à la transformation exacte VecSum (algorithme 3.18), dont le principe a été
rappelé au chapitre 3.
function [T,b] = illcondtri(n, c)
T = zeros(n); b = zeros(n,1);
% Si n est impair, on se ramène au cas pair.
if ~mod(n,2)
T(n,n) = 1.0; b(n,1) = 1.0; n = n-1;
end
p = (n+1)/2; % n = 2*p-1
% On commence par générer T(1:p, 1:n) et b(1:p)
D = diag((ones(1,p)-2*rand(1,p)) .* linspace(10^(-c),10^(c),p));
U = triu((1-2*rand(p)) .* (10.^round(c*(1-2*rand(p)))), 1);
T(1:p,1:p) = D + U;
% A l'aide de l'algorithme VecSum, on calcule T(1:p, p+1:n) et b(1:p)
% de manière à ce que l'on aie exactement sum(T(i,:)) = b(i).
for i=1:p
t = VecSum(T(i,1:p));
T(i,p+1:2*p-1) = -t(1:p-1);
b(i) = t(p);
end
% On génére maintenant T(p+1:n,p+1:n) et b(p+1:n).
% T(p+1:n,p+1:n) est générée aléatoirement avec des coefficient
% compris entre -1 et 1.
T(p+1:n,p+1:n) = triu(ones(p-1)-2*rand(p-1));
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% b(p+1:n) est le résultat du produit T(p+1:n,p+1:n)*ones(p-1,1)
% calculé avec une grande précision.
b(p+1:n) = mpfr_gemv(T(p+1:n,p+1:n), ones(p-1, 1), 256);
Sur la ﬁgure 9.2, nous reportons cond(T, x) en fonction de cond(T ) pour les 1000 sys-
tèmes triangulaires ainsi générés. Comme cela a déjà été dit, on constate que la méthode
(II) permet eﬀectivement de générer des systèmes pour lesquels cond(T, x) atteint 1035. En
particulier, cond(T, x) reste voisin de cond(T ) (à quelques ordres de grandeur près), tant
que cond(T ) est inférieur à 1030. Néanmoins, pour des valeurs de cond(T ) supérieures, on
observe cond(T, x) est souvent nettement inférieur à cond(T ).
9.6.2 Précision eﬀective
Rappelons que l'on travaille ici en double précision IEEE-754. Sur la ﬁgure 9.3, nous
comparons la précision de la solution calculée par l'algorithme de substitution compensée
CompTRSV (algorithme 9.9) à celle obtenue avec l'algorithme de substitution classique
exécuté en double précision IEEE-754, c'est à dire l'algorithme TRSV (algorithme 9.1).
Nous utilisons également dans nos comparaisons la fonction BLAS_dtrsv_x de la bi-
bliothèque XBLAS2 [57], : cette fonction utilise l'arithmétique double-double, permettant
ainsi la résolution de systèmes triangulaires par substitution, avec une précision de travail
doublée et arrondi ﬁnal de la solution calculée en double précision IEEE-754. La précision
de la solution x̂d calculée par BLAS_dtrsv_x satisfait ainsi la borne d'erreur (9.9), que nous
rappelons ici :
‖x̂d − x‖∞
‖x̂‖∞ ≤ u+ nu
2 cond(T, x) +O(u3). (9.28)
On s'intéresse à la précision ‖x̂ − x‖∞/‖x‖∞ de la solution approchée x̂ calculée par
chacun de ces algorithmes pour le système triangulaire Tx = b. Pour les 1000 systèmes
triangulaire générés par la méthode (I), on reporte sur la ﬁgure 9.3 la précision de chaque
solution calculée, en fonction du conditionnement de Skeel cond(T, x). On procède de même
sur la ﬁgure 9.4 pour 1000 systèmes triangulaires générés par la méthode (II).
Nous représentons également sur les ﬁgures 9.3 et 9.4 les bornes d'erreurs a priori (9.8)
et (9.28) pour la précision du résultat calculé respectivement par TRSV et BLAS_dtrsv_x.
Pour l'instant, nous ne nous intéressons pas à la borne d'erreur (9.22) pour CompTRSV,
qui sera interprétée dans la section suivante.
Dans ces expériences numériques, on constate bien sûr que l'erreur relative entachant
la solution calculée par l'algorithme de substitution TRSV est toujours supérieure à l'unité
d'arrondi. En particulier, pour un conditionnement cond(T, x) supérieur à u−1, cette erreur
relative devient plus grande que 1 (ce que l'on représente sur nos graphique en la ﬁxant à
la valeur 1).
D'autre part, on observe que CompTRSV fournit en pratique un résultat aussi précis que
BLAS_dtrsv_x. En particulier, tant que cond(T, x) est inférieur à u−1, ces deux algorithmes
calculent chacun une solution approchée dont la précision est de l'ordre de l'unité d'arrondi
u. On constate également que ces deux algorithmes présentent le même comportement
numérique lorsque cond(T, x) devient plus grand que u−1. En outre, on peut remarquer que,
2Bibliothèque disponible à l'adresse http://crd.lbl.gov/~xiaoye/, et dans une version plus récente
à l'adresse http://www.cs.berkeley.edu/~yozo/
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Fig. 9.1  Relation entre cond(T, x) et cond(T )  méthode (I).
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Fig. 9.2  Relation entre cond(T, x) et cond(T )  méthode (II).
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Fig. 9.3  Précision eﬀective de TRSV, CompTRSV et BLAS_dtrsv_x  méthode (I).
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Fig. 9.4  Précision eﬀective de TRSV, CompTRSV et BLAS_dtrsv_x  méthode (II).
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dans ces expériences, la borne d'erreur (9.9) satisfaite par BLAS_dtrsv_x l'est également
par CompTRSV.
9.6.3 Interprétation de la borne d'erreur a priori pour CompTRSV
Rappelons dans un premier temps la borne d'erreur a priori (9.22) qui a été obtenue
pour la précision de la solution compensée calculée par l'algorithme CompTRSV (algo-
rithme 9.9) :
‖x− x‖∞
‖x‖∞ ≤ u+ 2n(3n+ 1)u
2 K(T, x) +O(u3). (9.29)
Cette borne d'erreur fait intervenir le facteur K(T, x) tel que
K(T, x) =
‖(|T−1||T |)2|x|‖∞
‖x‖∞ .
Comme cela a déjà été dit, puisque la borne d'erreur (9.29) fait intervenir ce facteur K(T, x),
elle ne permet pas de conclure que la solution compensé x est aussi précise que si elle avait
été calculée par l'algorithme de substitution en précision doublée. D'autre part, nous avons
vu que la meilleure majoration de K(T, x) en fonction de cond(T, x) que l'on peut écrire
est la suivante :
K(T, x) ≤ cond(T ) cond(T, x).
Néanmoins, nous montrons ci-dessous que, dans nos expériences, cette majoration est ex-
trêmement pessimiste, et que K(T, x) peut être majoré en pratique par α cond(T, x), avec
ici α = 105.
Pour ce faire, nous reportons K(T, x) en fonction de cond(T, x) sur le graphique de
la ﬁgure 9.5, pour les 1000 systèmes triangulaires générés par la méthode (I). Nous re-
présentons également cond(T ) cond(T, x) et 105 cond(T, x) en fonction de cond(T, x). On
eﬀectue les mêmes tracés sur la ﬁgure 9.6 pour les systèmes générés par la méthode (II).
Au travers de ces résultats, on observe que cond(T ) cond(T, x) constitue comme annoncé
une majoration extrêmement pessimiste de K(T, x) : reporter cette majoration de K(T, x)
dans la borne d'erreur (9.29) lui ôterait tout intérêt pratique. D'autre part, il est aisé de
constater que, pour l'ensemble des systèmes triangulaires que nous avons générés, on a
K(T, x) ≤ α cond(T, x), avec α = 105.
Nous n'aﬃrmons pas que cette majoration de K(T, x) soit valable pour tout système tri-
angulaire Tx = b, ni qu'elle est indépendante de la dimension du système considéré. Nous
l'utilisons ici simplement pour interpréter la borne d'erreur (9.29) dans le cadre de nos ex-
périences numériques. En eﬀet, en reportant K(T, x) ≤ α cond(T, x) dans la borne (9.29),
on obtient ‖x− x‖∞
‖x‖∞ ≤ u+ α2n(3n+ 1)u
2 cond(T, x) +O(u3). (9.30)
Sur la ﬁgure 9.7, nous reportons en fonction de cond(T, x) la précision de la solution
calculée par CompTRSV pour les 1000 systèmes générés par la méthode (I). Les mêmes
tracés sont eﬀectués sur la ﬁgure 9.8 pour les 1000 systèmes générés par la méthode (II).
Dans les deux cas, nous représentons également :
 les valeurs de la borne (9.29), ce qui donne évidement un nuage de points, puisque
K(T, x) intervient explicitement dans cette borne ;
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Fig. 9.7  Interprétation de la borne d'erreur pour CompTRSV  méthode (I).
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Fig. 9.8  Interprétation de la borne d'erreur pour CompTRSV  méthode (II).
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Fig. 9.10  Interprétation de la borne d'erreur pour CompTRSV  méthode (II).
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 la borne (9.30), qui apparaît sous la forme d'une courbe, puisque K(T, x) a été majoré
par α cond(T, x).
On constate certes dans les deux cas que les bornes d'erreurs (9.29) et (9.30) restent très
pessimistes. Néanmoins, la borne d'erreur (9.30) indique, dans le cadre de ces expériences,
que la précision de la solution compensée est de l'ordre de l'unité d'arrondi u tant que le
conditionnement est inférieur à 107.
Finalement, nous reportons sur les ﬁgures 9.9 et 9.10 la précision de chaque solution
compensée calculée, en fonction de K(T, x). Nous représentons sur ces ﬁgures la borne
d'erreur (9.29) pour la solution calculée par CompTRSV. Naturellement on constate que la
précision de la solution compensée est de l'ordre de l'unité d'arrondi tant que K(T, x) est
inférieur à u−1  est même pour des valeurs légèrement plus grandes, puisque cond(T, x) ≤
K(T, x). On constate également que la borne d'erreur (9.29) assure eﬀectivement une erreur
relative de l'ordre de l'unité d'arrondi tant que K(T, x) est inférieur à 1011.
9.7 Tests des performances de CompTRSV
Dans cette section, nous nous intéressons au surcoût introduit en pratique par l'algo-
rithme CompTRSV (algorithme 9.9), par rapport à l'algorithme de substitution classique
TRSV (algorithme 9.1). Tous nos tests sont eﬀectués en utilisant la double précision IEEE-
754 comme précision de travail.
Aﬁn de mettre en évidence les performances pratiques de CompTRSV, nous utiliserons
comme référence la fonction BLAS_dtrsv_x de la bibliothèque XBLAS [57], déjà utilisé
dans la section précédente.
Nous utilisons les mêmes techniques de programmation pour CompTRSV que celles utili-
sées dans la bibliothèque XBLAS : en particulier, notre algorithme est implanté simplement
en langage C, sans blocage des données [57]. Il est également à noter que l'implantation de
l'algorithme de substitution TRSV que nous utilisons pour nos tests est celle fournie avec
la bibliothèque XBLAS (fonction BLAS_dtrsv).
Nos mesures de performances sont eﬀectuées dans les environnements (III), (IV), (V)
et (VI) déjà listés au chapitre 5 (tableau 5.1), et que nous rappelons dans le tableau 9.1
ci-dessous.
Tab. 9.1  Environnements expérimentaux.
environnent description
(II) Intel Pentium 4, 3.0GHz, GNU Compiler Collection 4.1.2, fpu sse
(IV) Intel Pentium 4, 3.0GHz, Intel C Compiler 9.1, fpu sse
(V) AMD Athlon 64, 2 GHz, GNU Compiler Collection 4.1.2, fpu sse
(VI) Itanium 2, 1.5 GHz, GNU Compiler Collection 4.1.1
Il est à noter que la bibliothèque XBLAS n'a pas été conçue pour tirer partie de l'opéra-
teur FMA disponible sur l'architecture Itanium : c'est la transformation exacte TwoProd (al-
gorithme 3.9) qui est utilisée sur cette architecture pour l'implantation de l'arithmétique
double-double, au lieu de TwoProdFMA (algorithme 3.11) (voir chapitre 6). Aﬁn d'assurer
une comparaison juste de CompTRSV et BLAS_dtrsv_x dans l'environnement (VI), nous
n'utilisons pas TwoProdFMA pour l'implantation de CompTRSV.
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Fig. 9.11  Résultats des tests de performance.
Sur la ﬁgure 9.11, nous représentons dans chaque environnement expérimental le ra-
tio du temps d'exécution de CompTRSV sur celui de TRSV, la dimension n du système
triangulaire à résoudre variant de 10 à 1500 par pas de 10 : ce ratio représente, en fonc-
tion de n, le surcoût introduit par CompTRSV par rapport à l'algorithme classique TRSV.
Nous reportons de même le surcoût introduit par BLAS_dtrsv_x en fonction de n. Enﬁn,
nous représentons également le ratio du temps d'exécution de BLAS_dtrsv_x sur celui de
CompTRSV.
Que ce soit dans le cas de CompTRSV ou dans celui de BLAS_dtrsv_x, on constate que
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le surcoût introduit par ces algorithmes est très variable en fonction de n, mais également en
fonction de l'environnement expérimental considéré. Cela est dû aux échanges de données
entre le processeur et la mémoire. En particulier, le surcoût introduit par le chargement
dans les registres du processeur des éléments de la matrice varie en fonction de la taille de
celle-ci. De plus, tous les environnements utilisés ici ne présentent pas la même hiérarchie
mémoire (notamment, la taille des caches est variable).
Le décompte des opérations ﬂottantes dans le code de BLAS_dtrsv_x montre qu'un
appel à cette fonction eﬀectue 45n2/2 +O(n) opérations ﬂottantes. Comme on l'a déjà vu,
ce même décompte donne 27n2/2 + O(n) opérations ﬂottantes pour CompTRSV. Comme
dans le cas du schéma de Horner compensé (voir chapitre 5), on observe que les surcoûts
mesurés sont toujours plus faibles que ceux auxquels on aurait pu s'attendre d'après le
décomptes des opérations ﬂottantes. En eﬀet, si l'on ne considère que ces décomptes,
CompTRSV
TRSV
≈ 27
2
= 13.5, et
BLAS_dtrsv_x
TRSV
≈ 45
2
= 22.5.
On notera néanmoins que BLAS_dtrsv_x atteint eﬀectivement en pratique un surcoût de
l'ordre de 22.5 dans l'environnement (III).
Remarquons ﬁnalement que le ratio du temps d'exécution de BLAS_dtrsv_x sur celui
de CompTRSV reste relativement stable dans les diﬀérents environnement étudiés. On
retiendra donc que CompTRSV s'exécute toujours signiﬁcativement plus rapidement que
BLAS_dtrsv_x : environ 2 fois plus rapidement dans les environnements (III), (IV) et (V) ;
de l'ordre de 3.5 fois plus rapidement dans l'environnement (V).
9.8 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la résolution compensée de systèmes
triangulaires, en montrant comment compenser l'eﬀet des erreurs d'arrondi générées lors
du calcul d'une solution par substitution. Nous avons vu que le fait de calculer un terme
correctif ĉ, puis une solution compensée x = x̂ ⊕ ĉ s'avère équivalent à l'utilisation d'une
étape de raﬃnement itératif pour améliorer la précision de la solution initiale x̂, calculée
par substitution. Nous avons donc envisagé deux méthodes de calcul du résidu, chacune
donnant lieu à un algorithme compensé pour la résolution de systèmes triangulaires.
Dans l'algorithme CompTRSV, le résidu est calculé à l'aide des transformation exactes
pour les opérations élémentaires. Nous avons en eﬀet montré que le résidu peut être ex-
primé exactement en fonction des erreurs d'arrondis générées par l'algorithme de substitu-
tion. Dans CompTRSV2, le résidu est calculé de façon classique à l'aide d'un algorithme de
produit scalaire en précision doublée, à savoir l'algorithme Dot2 de Ogita, Rump et Oishi
[70]. Nous avons montré que les deux méthodes de calcul du résidu envisagées sont en fait
quasi-équivalentes : ces deux méthodes de calcul d'un résidu approché diﬀérent seulement
par l'ordre de quelques opérations arithmétiques, et présentent des bornes d'erreurs simi-
laires. Par conséquent, les algorithmes CompTRSV et CompTRSV2 sont très similaires, et
nous nous sommes intéressé à CompTRSV dans nos expériences numériques.
Bien que nous ne soyons pas parvenu à démontrer, à l'aide d'une borne d'erreur a priori,
le fait que la solution calculée par CompTRSV soit aussi précise que si elle avait été cal-
culée en précision doublée, on peut clairement observer ce comportement numérique en
pratique. En particulier, la précision relative de la solution compensée est en pratique de
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l'ordre de l'unité d'arrondi tant que le conditionnement de Skeel du système triangulaire
est inférieur à u−1. De plus, même si notre analyse d'erreur de CompTRSV ne permet pas
de conclure à un doublement de la précision des calculs intermédiaires, nous avons montré
expérimentalement comment interpréter la borne obtenues sur l'erreur entachant le résultat
compensé.
En outres, nos tests de performances montrent que CompTRSV est en pratique au
moins deux fois plus rapide que la fonction de résolution de systèmes triangulaires de la
bibliothèque XBLAS, tout en simulant également un doublement de la précision des calculs.
Cela justiﬁe à nouveau l'intérêt pratique de l'algorithme compensé CompTRSV face à son
équivalent en arithmétique double-double.

Chapitre10
Conclusion et perspectives
10.1 Contributions
Dans cette thèse, nous nous sommes intéressés à la problématique suivante : comment
améliorer et valider la précision d'un résultat calculé en arithmétique ﬂottante, tout en
conservant de bonnes performances pratiques ? En utilisant la compensation des erreurs
d'arrondi comme méthode privilégiée pour améliorer la précision des calculs, nous avons
apporté des éléments de réponse à cette problématique. Nous résumons ci-dessous nos
principaux résultats.
Amélioration de la précision du résultat.
La précision du résultat d'un calcul en précision ﬁnie dépend de trois facteurs : le condi-
tionnement du problème à résoudre, la stabilité de l'algorithme numérique et la précision de
l'arithmétique utilisée. Cette dernière est souvent l'arithmétique ﬂottante binaire IEEE-754
qui permet une précision maximale de l'ordre de 16 chiﬀres décimaux en double précision.
Cette précision n'est pas suﬃsante si l'on cherche une solution précise de problèmes mal
conditionnés. Un certain nombre de solutions classiques permettent d'augmenter la préci-
sion, comme par exemple l'utilisation de l'arithmétique double-double.
Nous nous sommes plus particulièrement intéressés à l'évaluation polynomiale par la
méthode de Horner. Notre objectif a été de proposer une alternative aux double-doubles
qui soit à la fois performante, ﬁable et portable. Nous avons proposé une version compensée
du schéma de Horner. L'évaluation eﬀectuée par cet algorithme est aussi précise que celle
calculée par le schéma de Horner classique avec une précision double de la précision cou-
rante. De plus, le schéma de Horner compensé se montre en pratique deux fois plus rapide
que son homologue basé sur les double-doubles. Nous avons donné en outre une condition
suﬃsante, portant sur le nombre de conditionnement de l'évaluation, permettant d'assurer
que le résultat produit par le schéma de Horner compensé est un arrondi ﬁdèle du résultat
exact.
Nous avons ensuite proposé une version du schéma de Horner dans laquelle les erreurs
d'arrondis sont compensées K − 1 fois. L'algorithme compensé correspondant produit un
résultat aussi précis que s'il avait été calculé par le schéma de Horner classique en K fois
la la précision de travail (K ≥ 2).
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La résolution de systèmes linéaires triangulaires nous a également servi d'exemple quant
à l'utilisation de la compensation des erreurs d'arrondi pour améliorer la précision. Nous
avons montré comment compenser les erreurs d'arrondi générées par l'algorithme de substi-
tution, et mis en évidence le lien qui existe entre cette méthode et l'utilisation d'une étape
de raﬃnement itératif en précision doublée. Nos expériences numériques indiquent que la
solution compensée est à nouveau aussi précise que si elle avait été calculée par substitution
en précision doublée, puis arrondie vers la précision de travail. Notre analyse d'erreur ne
permet pas de garantir ce comportement numérique, mais indique que la précision de la
solution compensée est eﬀectivement améliorée.
Valider la qualité du résultat
Nous avons montré comment valider la précision du résultat compensé au travers de
l'exemple du schéma de Horner compensé. Le calcul de la borne d'erreur a posteriori que
nous avons proposé pour le résultat de l'évaluation compensée, ne repose que sur des
opérations élémentaires en arithmétique ﬂottante, dans le mode d'arrondi au plus proche :
ni bibliothèque de calcul d'intervalles, ni changement du mode d'arrondi ne sont utilisés.
Nous proposons également un test permettant de déterminer dynamiquement si l'évaluation
compensée produit un arrondi ﬁdèle de l'évaluation exacte.
La borne d'erreur a posteriori est eﬀectivement bien plus ﬁne que celle obtenue via
l'analyse d'erreur a priori du schéma de Horner. Précisons que cette borne d'erreur a poste-
riori prend soigneusement en compte les erreurs d'arrondi commises lors de son évaluation :
nous avons prouvé rigoureusement qu'il s'agit bien d'une borne sur l'erreur directe, et non
pas d'une simple estimation.
En utilisant les mêmes techniques, nous avons également procédé à la validation du
schéma de Horner compensé K − 1 fois.
Dans les deux cas, nos tests de performances montrent que le coût de la validation de
l'évaluation compensée est en pratique très faible : le temps d'exécution moyen observé
n'est qu'au plus 1.5 fois plus élevé que celui de l'algorithme non validé.
Performances des algorithmes compensés.
L'intérêt pratique des algorithmes compensés face aux autres solutions logicielles per-
mettant de simuler une précision équivalente a été pleinement justiﬁé au travers de nos
tests de performances. Dans le cas d'un doublement de la précision, les algorithmes com-
pensés décrits dans cette thèse s'exécutent toujours au moins deux fois plus rapidement
que leurs homologues basés sur l'arithmétique double-double, solution pourtant considérée
comme une référence en terme de performances [57].
Nous avons clairement montré que le schéma de Horner compensé présente plus de
parallélisme d'instructions que le schéma de Horner en arithmétique double-double. Nous
expliquons ainsi de façon qualitative les bonnes performances pratiques du schéma de Hor-
ner compensé sur les architectures superscalaires modernes, qui sont précisément conçues
pour tirer partie de ce parallélisme d'instructions.
Chaque opération arithmétique faisant intervenir un double-double se termine par une
étape de renormalisation [81, 57]. Nous avons également montré que le défaut de parallé-
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lisme d'instructions dans le schéma de Horner avec les double-doubles est précisément dû
à ces étapes de renormalisation.
Les conclusions de cette étude se généralisent facilement à tous les autres algorithmes
compensés décrits dans cette thèse. De plus, les bonnes performances pratiques de la som-
mation et du produit scalaire compensés étaient eﬀectivement observées dans [70], mais res-
taient inexpliquées par les auteurs de cet article. Nous avons montré que l'absence d'étapes
de renormalisation dans ces algorithmes compensés explique de façon qualitative leur eﬃ-
cacité pratique face à leurs équivalents en arithmétique double-double.
10.2 Perspectives
Nous présentons ci-dessous quelques perspectives quant à ce travail de thèse.
Amélioration de la précision et validation
La compensation des erreurs d'arrondi permet d'obtenir des algorithmes plus précis, qui
sont également plus eﬃcaces que ceux basés sur les solution génériques de l'état de l'art
pour améliorer la précision de calcul. En particulier, la compensation s'avère être une al-
ternative intéressante en pratique face à l'utilisation de l'arithmétique double-double. Nous
avons illustré cela au travers de deux exemples : l'évaluation de polynômes par le schéma
de Horner compensé et la résolution compensée de système triangulaires. Il nous semble
possible dans un premier temps de s'intéresser à la généralisation de ces deux exemples.
Le généralisation du schéma de Horner compensé peut se faire en proposant un algo-
rithme permettant d'évaluer plus précisément, non seulement un polynôme, mais aussi ses
dérivées. Une application de cet algorithme serait par exemple la recherche des racines
de polynômes à coeﬃcients ﬂottants. Le schéma de Horner compensé peut également être
généralisé pour l'évaluation de polynômes à plusieurs variables [77].
Il convient également de poursuivre l'étude de la résolution compensée de systèmes
linéaires triangulaires. En eﬀet, l'analyse d'erreur directe eﬀectuée dans cette thèse ne
permet pas d'expliquer clairement le comportement numérique de la solution compensée,
tel que nous l'observons expérimentalement. Une meilleure compréhension des eﬀets de
la compensation passe par une étude théorique plus approfondie, mais aussi par des ex-
périences numériques plus poussées. En particulier, il serait intéressant de pratiquer des
tests intensifs, comme ceux mis en place par les auteurs de [25] pour mettre en évidence
le comportement numérique de l'algorithme de raﬃnement itératif qu'ils proposent. De
plus, de nombreux articles [73, 72, 75, 71, 76] montrent comment valider la solution d'un
système linéaire calculée en précision ﬁnie. Il serait donc également intéressant de valider
la résolution compensée de systèmes triangulaires.
Nous avons vu que calculer une solution compensée pour un système triangulaire re-
vient à utiliser une étape de raﬃnement itératif pour améliorer la précision de la solution
calculée par substitution. En procédant de la même manière, il est clairement possible de
s'intéresser à la résolution compensée de systèmes linéaires quelconques. En supposant que
la solution initiale est obtenue par élimination Gaussienne, et calcul du résidu eﬀectué en
164 Chapitre 10. Conclusion et perspectives
précision doublée, que dire de la qualité de la solution compensée ? À nouveau, la qua-
lité de la solution compensée pourra être étudiée au travers d'une étude théorique puis
expérimentale, et également garantie via des méthodes relevant de la validation.
Performance des algorithmes compensés
De nouvelles plates-formes dédiées au calcul scientiﬁque, et notamment au calcul ﬂot-
tant, apparaissent aujourd'hui. Citons tout d'abord le domaine du General Purpose Pro-
cessing on Graphics Processing Units (GPGPU). L'idée du GPGPU est d'exploiter pour
le calcul scientiﬁque la puissance des processeurs graphiques actuels. Les dernières généra-
tion de processeurs graphiques disposent en eﬀet de nombreuses unités de calcul ﬂottant
capables de travailler en parallèle, sur un format similaire à la simple précision IEEE-754.
Le processeur Cell d'IBM constitue également un exemple d'architecture émergente qui
présente un énorme potentiel pour le calcul scientiﬁque, avec une performance crête de
plus de 200 Gﬂop/s pour le calcul en simple précision IEEE-754.
Comme nous l'avons vu, les performances des algorithmes compensés se montrent excel-
lentes sur les architectures superscalaires largement disponibles actuellement. Qu'en est-il
sur les architectures émergentes citées ci-dessus ? Pour apporter une réponse à cette ques-
tion, il convient de travailler sur l'implantation eﬃcace des algorithmes compensés dans
ces nouveaux environnements.
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Annexes
Nous reportons dans ces annexes les résultats des mesures de performances eﬀectuées
pour cette thèse. Les abréviations indiquées ci-dessous ont été utilisées pour améliorer le
formatage des tableaux.
Abrév. Algorithme
H Horner (algorithme 2.6)
CH CompHorner (algorithme 4.3)
DDH DDHorner (algorithme 3.27)
CHfma CompHornerfma (algorithme 6.3)
CHFMA CompHornerFMA (algorithme 6.8)
CH4 CompHorner4 (voir Section 8.7)
QDH QDHorner (voir Section 8.7)
Hmpfr4 MPFRHorner4 (voir Section 8.7)
Toutes les mesures reportées ci-après sont exprimées en nombre de cycles. Ces nombres
de cycles ont été mesurés à l'aide des compteurs de performances présents sur les diﬀérentes
architectures considérées.
Environnements expérimentaux utilisés
Environnement Détails
(I) Intel Pentium 4, 3 GHz, GCC 4.1.2, fpu x87
-std=c99 -march=pentium4 -mfpmath=387 -O3 -funroll-all-loops
(II) Intel Pentium 4, 3 GHz, GCC 4.1.2, fpu sse
-std=c99 -march=pentium4 -mfpmath=sse -O3 -funroll-all-loops
(III) Intel Pentium 4, 3 GHz, ICC 9.1, fpu x87
-c99 -mtune=pentium4 -O3 -funroll-loops -mp1
(IV) Intel Pentium 4, 3 GHz, ICC 9.1, fpu sse
-c99 -mtune=pentium4 -msse2 -O3 -funroll-loops -fp-model
source
(V) AMD Athlon 64 3200+, 2 GHz, GCC 4.1.2, fpu sse
-std=c99 -march=athlon64 -msse2 -mfpmath=sse -O3
-funroll-all-loops
(VI) Itanium 2, 1.5 GHz, GCC 4.1.1
-std=c99 -mtune=itanium2 -O3 -funroll-all-loops
(VII) Itanium 2, 1.5 GHz, ICC 9.1
-c99 -O3 -mp -IPF_fma
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Performances de CompHorner et DDHorner
Environnement I : Intel Pentium 4, 3.00GHz, gcc 4.1.2, unité ﬂottante x87
Nombre de cycles Temps d'exécution normalisé
deg H CH DDH CHbnd H CH DDH CHbnd
10 255 578 1485 1095 1.0 2.3 5.8 4.3
15 329 826 2160 1320 1.0 2.5 6.6 4.0
20 398 998 2828 1530 1.0 2.5 7.1 3.8
25 472 1237 3495 1755 1.0 2.6 7.4 3.7
30 532 1418 4155 2070 1.0 2.7 7.8 3.9
35 608 1635 4859 2235 1.0 2.7 8.0 3.7
40 675 1868 5528 2558 1.0 2.8 8.2 3.8
45 749 2078 6203 2686 1.0 2.8 8.3 3.6
50 818 2281 6870 2954 1.0 2.8 8.4 3.6
55 892 2490 7538 3150 1.0 2.8 8.5 3.5
60 959 2708 8213 3443 1.0 2.8 8.6 3.6
65 1028 2918 8880 3615 1.0 2.8 8.6 3.5
70 1095 3128 9547 3870 1.0 2.9 8.7 3.5
75 1169 3338 10223 4088 1.0 2.9 8.7 3.5
80 1237 3548 10889 4388 1.0 2.9 8.8 3.5
85 1313 3742 11558 4530 1.0 2.8 8.8 3.5
90 1379 3968 12233 4822 1.0 2.9 8.9 3.5
95 1448 4170 12900 5003 1.0 2.9 8.9 3.5
100 1515 4388 13567 5242 1.0 2.9 9.0 3.5
105 1590 4604 14234 5459 1.0 2.9 9.0 3.4
110 1657 4807 14909 5752 1.0 2.9 9.0 3.5
115 1733 5017 15578 5933 1.0 2.9 9.0 3.4
120 1800 5228 16253 6233 1.0 2.9 9.0 3.5
125 1868 5445 16920 6390 1.0 2.9 9.1 3.4
130 1934 5641 17587 6630 1.0 2.9 9.1 3.4
135 2010 5850 18255 6848 1.0 2.9 9.1 3.4
140 2078 6068 18930 7155 1.0 2.9 9.1 3.4
145 2183 6277 19598 7313 1.0 2.9 9.0 3.3
150 2219 6488 20273 7620 1.0 2.9 9.1 3.4
155 2287 6698 20940 7793 1.0 2.9 9.2 3.4
160 2355 6901 21608 8054 1.0 2.9 9.2 3.4
165 2468 7118 22275 8235 1.0 2.9 9.0 3.3
170 2535 7328 22949 8519 1.0 2.9 9.1 3.4
175 2602 7538 23618 8715 1.0 2.9 9.1 3.3
180 2670 7740 24293 8947 1.0 2.9 9.1 3.4
185 2745 7950 24960 9143 1.0 2.9 9.1 3.3
190 2813 8168 25620 9464 1.0 2.9 9.1 3.4
195 2879 8385 26295 9616 1.0 2.9 9.1 3.3
200 2955 8581 26970 9907 1.0 2.9 9.1 3.4
moyennes 2.8 8.6 3.5
Environnement II : Intel Pentium 4, 3.00GHz, gcc 4.1.2, unité ﬂottante SSE
Nombre de cycles Temps d'exécution normalisé
deg H CH DDH CHbnd H CH DDH CHbnd
10 255 578 1388 1186 1.0 2.3 5.4 4.7
15 308 780 1980 1358 1.0 2.5 6.4 4.4
20 368 1012 2588 1756 1.0 2.8 7.0 4.8
25 428 1170 3203 1778 1.0 2.7 7.5 4.2
30 488 1403 3810 2010 1.0 2.9 7.8 4.1
35 555 1568 4418 2212 1.0 2.8 8.0 4.0
40 608 1800 5033 2423 1.0 3.0 8.3 4.0
45 668 1988 5678 2647 1.0 3.0 8.5 4.0
50 735 2220 6284 3135 1.0 3.0 8.5 4.3
55 788 2378 6900 3075 1.0 3.0 8.8 3.9
60 848 2609 7508 3285 1.0 3.1 8.9 3.9
65 908 2775 8115 3503 1.0 3.1 8.9 3.9
70 968 3008 8723 3721 1.0 3.1 9.0 3.8
75 1035 3173 9338 3938 1.0 3.1 9.0 3.8
80 1088 3405 9945 4163 1.0 3.1 9.1 3.8
85 1148 3570 10560 4381 1.0 3.1 9.2 3.8
90 1215 3781 11168 4636 1.0 3.1 9.2 3.8
95 1268 3960 11775 4793 1.0 3.1 9.3 3.8
100 1328 4193 12383 5010 1.0 3.2 9.3 3.8
105 1388 4358 12998 5228 1.0 3.1 9.4 3.8
110 1448 4575 13605 5445 1.0 3.2 9.4 3.8
115 1515 4747 14220 5663 1.0 3.1 9.4 3.7
120 1568 4951 14828 5888 1.0 3.2 9.5 3.8
125 1628 5153 15435 6083 1.0 3.2 9.5 3.7
130 1695 5370 16043 6300 1.0 3.2 9.5 3.7
135 1747 5543 16658 6548 1.0 3.2 9.5 3.7
140 1808 5775 17265 6743 1.0 3.2 9.5 3.7
145 1889 5940 17880 6968 1.0 3.1 9.5 3.7
150 1928 6135 18488 7193 1.0 3.2 9.6 3.7
155 1995 6330 19095 7380 1.0 3.2 9.6 3.7
160 2055 6532 19703 7606 1.0 3.2 9.6 3.7
165 2129 6727 20318 7808 1.0 3.2 9.5 3.7
170 2190 6960 20925 8025 1.0 3.2 9.6 3.7
175 2250 7118 21540 8243 1.0 3.2 9.6 3.7
180 2310 7350 22148 8483 1.0 3.2 9.6 3.7
185 2370 7515 22755 8670 1.0 3.2 9.6 3.7
190 2430 7718 23363 8895 1.0 3.2 9.6 3.7
195 2490 7913 23978 9106 1.0 3.2 9.6 3.7
200 2549 8145 24585 9345 1.0 3.2 9.6 3.7
moyennes 3.1 8.9 3.9
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Environnement III : Intel Pentium 4, 3.00GHz, icc 9.1, unité ﬂottante x87
Nombre de cycles Temps d'exécution normalisé
deg H CH DDH CHbnd H CH DDH CHbnd
10 135 480 1350 608 1.0 3.6 10.0 4.5
15 202 682 2025 833 1.0 3.4 10.0 4.1
20 368 908 2806 1080 1.0 2.5 7.6 2.9
25 442 1118 3457 1305 1.0 2.5 7.8 3.0
30 511 1313 4125 1545 1.0 2.6 8.1 3.0
35 585 1463 4800 1778 1.0 2.5 8.2 3.0
40 653 1665 5483 2018 1.0 2.5 8.4 3.1
45 719 1845 6135 2242 1.0 2.6 8.5 3.1
50 795 2063 6825 2460 1.0 2.6 8.6 3.1
55 862 2235 7500 2707 1.0 2.6 8.7 3.1
60 922 2430 8137 2910 1.0 2.6 8.8 3.2
65 997 2602 8820 3158 1.0 2.6 8.8 3.2
70 1065 2798 9480 3398 1.0 2.6 8.9 3.2
75 1147 2978 10148 3630 1.0 2.6 8.8 3.2
80 1208 3211 10838 3863 1.0 2.7 9.0 3.2
85 1275 3359 11513 4126 1.0 2.6 9.0 3.2
90 1351 3562 12172 4320 1.0 2.6 9.0 3.2
95 1424 3757 12848 4553 1.0 2.6 9.0 3.2
100 1485 3952 13507 4763 1.0 2.7 9.1 3.2
105 1568 4139 14189 4980 1.0 2.6 9.0 3.2
110 1634 4313 14858 5213 1.0 2.6 9.1 3.2
115 1702 4500 15510 5461 1.0 2.6 9.1 3.2
120 1770 4703 16178 5737 1.0 2.7 9.1 3.2
125 1846 4898 16867 5932 1.0 2.7 9.1 3.2
130 1928 5115 17536 6142 1.0 2.7 9.1 3.2
135 1965 5257 18203 6397 1.0 2.7 9.3 3.3
140 2054 5453 18870 6599 1.0 2.7 9.2 3.2
145 2115 5655 19544 6825 1.0 2.7 9.2 3.2
150 2190 5881 20197 7088 1.0 2.7 9.2 3.2
155 2250 6068 20895 7320 1.0 2.7 9.3 3.3
160 2333 6225 21540 7553 1.0 2.7 9.2 3.2
165 2393 6458 22215 7747 1.0 2.7 9.3 3.2
170 2467 6608 22897 7980 1.0 2.7 9.3 3.2
175 2542 6795 23566 8250 1.0 2.7 9.3 3.2
180 2609 6982 24217 8438 1.0 2.7 9.3 3.2
185 2677 7193 24901 8723 1.0 2.7 9.3 3.3
190 2760 7357 25575 8940 1.0 2.7 9.3 3.2
195 2820 7552 26227 9127 1.0 2.7 9.3 3.2
200 2888 7740 26909 9412 1.0 2.7 9.3 3.3
moyennes 2.7 9.0 3.2
Environnement IV : Intel Pentium 4, 3.00GHz, icc 9.1, unité ﬂottante SSE
Nombre de cycles Temps d'exécution normalisé
deg H CH DDH CHbnd H CH DDH CHbnd
10 120 479 1312 630 1.0 4.0 10.9 5.2
15 194 712 1943 878 1.0 3.7 10.0 4.5
20 352 937 2663 1148 1.0 2.7 7.6 3.3
25 397 1155 3292 1395 1.0 2.9 8.3 3.5
30 450 1350 3930 1634 1.0 3.0 8.7 3.6
35 525 1559 4560 1882 1.0 3.0 8.7 3.6
40 577 1763 5205 2130 1.0 3.1 9.0 3.7
45 630 1972 5850 2362 1.0 3.1 9.3 3.7
50 690 2212 6473 2617 1.0 3.2 9.4 3.8
55 742 2377 7110 2858 1.0 3.2 9.6 3.9
60 818 2588 7732 3105 1.0 3.2 9.5 3.8
65 870 2798 8408 3352 1.0 3.2 9.7 3.9
70 930 2992 9015 3600 1.0 3.2 9.7 3.9
75 990 3210 9645 3840 1.0 3.2 9.7 3.9
80 1050 3405 10283 4088 1.0 3.2 9.8 3.9
85 1117 3614 10920 4334 1.0 3.2 9.8 3.9
90 1163 3825 11550 4583 1.0 3.3 9.9 3.9
95 1238 4020 12188 4822 1.0 3.2 9.8 3.9
100 1290 4230 12839 5063 1.0 3.3 10.0 3.9
105 1349 4432 13493 5317 1.0 3.3 10.0 3.9
110 1417 4643 14085 5557 1.0 3.3 9.9 3.9
115 1477 4845 14730 5798 1.0 3.3 10.0 3.9
120 1538 5047 15360 6030 1.0 3.3 10.0 3.9
125 1598 5251 16050 6285 1.0 3.3 10.0 3.9
130 1657 5460 16627 6540 1.0 3.3 10.0 3.9
135 1710 5669 17273 6781 1.0 3.3 10.1 4.0
140 1785 5873 17903 7028 1.0 3.3 10.0 3.9
145 1830 6067 18548 7267 1.0 3.3 10.1 4.0
150 1898 6277 19170 7516 1.0 3.3 10.1 4.0
155 1964 6473 19800 7763 1.0 3.3 10.1 4.0
160 2025 6675 20444 8010 1.0 3.3 10.1 4.0
165 2069 6893 21083 8258 1.0 3.3 10.2 4.0
170 2145 7095 21720 8490 1.0 3.3 10.1 4.0
175 2197 7304 22357 8730 1.0 3.3 10.2 4.0
180 2257 7508 22988 8986 1.0 3.3 10.2 4.0
185 2310 7709 23618 9225 1.0 3.3 10.2 4.0
190 2369 7919 24254 9473 1.0 3.3 10.2 4.0
195 2438 8123 24885 9712 1.0 3.3 10.2 4.0
200 2497 8325 25522 9967 1.0 3.3 10.2 4.0
moyennes 3.3 9.8 3.9
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Environnement V : AMD Athlon 64 3200+, 2GHz, gcc 4.1.2, unité ﬂottante SSE
Nombre de cycles Temps d'exécution normalisé
deg H CH DDH CHbnd H CH DDH CHbnd
10 137 343 831 433 1.0 2.5 6.1 3.2
15 180 475 1215 578 1.0 2.6 6.8 3.2
20 219 631 1598 726 1.0 2.9 7.3 3.3
25 261 767 1995 912 1.0 2.9 7.6 3.5
30 299 901 2379 1059 1.0 3.0 8.0 3.5
35 337 1033 2763 1205 1.0 3.1 8.2 3.6
40 379 1180 3146 1353 1.0 3.1 8.3 3.6
45 419 1312 3530 1502 1.0 3.1 8.4 3.6
50 458 1446 3914 1649 1.0 3.2 8.5 3.6
55 498 1578 4298 1795 1.0 3.2 8.6 3.6
60 541 1725 4681 1943 1.0 3.2 8.7 3.6
65 579 1857 5065 2092 1.0 3.2 8.7 3.6
70 621 1991 5449 2240 1.0 3.2 8.8 3.6
75 668 2123 5833 2391 1.0 3.2 8.7 3.6
80 698 2270 6216 2533 1.0 3.3 8.9 3.6
85 752 2402 6600 2682 1.0 3.2 8.8 3.6
90 794 2536 6984 2829 1.0 3.2 8.8 3.6
95 834 2668 7368 2975 1.0 3.2 8.8 3.6
100 871 2815 7751 3123 1.0 3.2 8.9 3.6
105 912 2947 8135 3272 1.0 3.2 8.9 3.6
110 951 3081 8519 3419 1.0 3.2 9.0 3.6
115 991 3213 8903 3565 1.0 3.2 9.0 3.6
120 1034 3369 9286 3713 1.0 3.3 9.0 3.6
125 1074 3492 9670 3862 1.0 3.3 9.0 3.6
130 1111 3626 10054 4009 1.0 3.3 9.0 3.6
135 1151 3758 10438 4155 1.0 3.3 9.1 3.6
140 1192 3905 10821 4303 1.0 3.3 9.1 3.6
145 1234 4037 11205 4452 1.0 3.3 9.1 3.6
150 1272 4171 11589 4599 1.0 3.3 9.1 3.6
155 1312 4303 11973 4745 1.0 3.3 9.1 3.6
160 1351 4450 12356 4893 1.0 3.3 9.1 3.6
165 1391 4582 12740 5042 1.0 3.3 9.2 3.6
170 1431 4716 13124 5189 1.0 3.3 9.2 3.6
175 1471 4848 13508 5335 1.0 3.3 9.2 3.6
180 1514 4995 13891 5483 1.0 3.3 9.2 3.6
185 1551 5127 14275 5632 1.0 3.3 9.2 3.6
190 1594 5261 14659 5779 1.0 3.3 9.2 3.6
195 1634 5393 15043 5925 1.0 3.3 9.2 3.6
200 1671 5540 15426 6073 1.0 3.3 9.2 3.6
moyennes 3.2 8.7 3.6
Environnement VI : Intel Itanium 2, 1.5 GHz, gcc 4.1.1
Nombre de cycles Temps d'exécution normalisé
deg H CH DDH CHbnd H CH DDH CHbnd
10 191 345 607 487 1.0 1.8 3.2 2.5
15 224 449 840 597 1.0 2.0 3.8 2.7
20 256 552 1077 714 1.0 2.2 4.2 2.8
25 269 601 1310 770 1.0 2.2 4.9 2.9
30 303 710 1547 889 1.0 2.3 5.1 2.9
35 327 814 1780 1007 1.0 2.5 5.4 3.1
40 359 917 2017 1124 1.0 2.6 5.6 3.1
45 383 970 2250 1180 1.0 2.5 5.9 3.1
50 406 1075 2487 1299 1.0 2.6 6.1 3.2
55 439 1179 2720 1417 1.0 2.7 6.2 3.2
60 463 1282 2957 1534 1.0 2.8 6.4 3.3
65 484 1335 3190 1590 1.0 2.8 6.6 3.3
70 518 1440 3427 1709 1.0 2.8 6.6 3.3
75 542 1544 3660 1827 1.0 2.8 6.8 3.4
80 574 1647 3897 1944 1.0 2.9 6.8 3.4
85 598 1700 4130 1999 1.0 2.8 6.9 3.3
90 621 1805 4367 2117 1.0 2.9 7.0 3.4
95 654 1909 4600 2237 1.0 2.9 7.0 3.4
100 678 2012 4837 2354 1.0 3.0 7.1 3.5
105 699 2065 5070 2410 1.0 3.0 7.3 3.4
110 733 2170 5307 2527 1.0 3.0 7.2 3.4
115 757 2274 5540 2645 1.0 3.0 7.3 3.5
120 789 2377 5777 2764 1.0 3.0 7.3 3.5
125 813 2430 6010 2820 1.0 3.0 7.4 3.5
130 834 2535 6247 2937 1.0 3.0 7.5 3.5
135 869 2639 6480 3055 1.0 3.0 7.5 3.5
140 890 2742 6717 3174 1.0 3.1 7.5 3.6
145 914 2795 6950 3230 1.0 3.1 7.6 3.5
150 948 2900 7187 3347 1.0 3.1 7.6 3.5
155 972 3004 7420 3465 1.0 3.1 7.6 3.6
160 1004 3107 7657 3584 1.0 3.1 7.6 3.6
165 1028 3160 7890 3640 1.0 3.1 7.7 3.5
170 1051 3265 8127 3757 1.0 3.1 7.7 3.6
175 1084 3369 8360 3877 1.0 3.1 7.7 3.6
180 1108 3472 8597 3994 1.0 3.1 7.8 3.6
185 1129 3525 8830 4048 1.0 3.1 7.8 3.6
190 1163 3630 9067 4167 1.0 3.1 7.8 3.6
195 1187 3734 9300 4285 1.0 3.1 7.8 3.6
200 1219 3837 9537 4404 1.0 3.1 7.8 3.6
moyennes 2.8 6.7 3.4
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Environnement VII : Intel Itanium 2, 1.5 GHz, icc 9.1
Nombre de cycles Temps d'exécution normalisé
deg H CH DDH CHbnd H CH DDH CHbnd
10 386 448 793 562 1.0 1.2 2.1 1.5
15 406 488 1013 602 1.0 1.2 2.5 1.5
20 434 528 1233 642 1.0 1.2 2.8 1.5
25 457 568 1453 682 1.0 1.2 3.2 1.5
30 474 608 1673 722 1.0 1.3 3.5 1.5
35 506 648 1893 762 1.0 1.3 3.7 1.5
40 514 688 2113 802 1.0 1.3 4.1 1.6
45 537 728 2333 842 1.0 1.4 4.3 1.6
50 554 768 2553 882 1.0 1.4 4.6 1.6
55 577 808 2773 922 1.0 1.4 4.8 1.6
60 594 850 2995 962 1.0 1.4 5.0 1.6
65 617 888 3213 1002 1.0 1.4 5.2 1.6
70 634 928 3433 1042 1.0 1.5 5.4 1.6
75 666 968 3653 1082 1.0 1.5 5.5 1.6
80 674 1008 3873 1122 1.0 1.5 5.7 1.7
85 697 1048 4093 1162 1.0 1.5 5.9 1.7
90 714 1088 4313 1202 1.0 1.5 6.0 1.7
95 737 1128 4533 1242 1.0 1.5 6.2 1.7
100 754 1168 4753 1282 1.0 1.5 6.3 1.7
105 777 1208 4973 1322 1.0 1.6 6.4 1.7
110 794 1248 5193 1362 1.0 1.6 6.5 1.7
115 826 1288 5413 1402 1.0 1.6 6.6 1.7
120 834 1328 5633 1442 1.0 1.6 6.8 1.7
125 857 1370 5855 1482 1.0 1.6 6.8 1.7
130 874 1408 6073 1522 1.0 1.6 6.9 1.7
135 897 1448 6293 1562 1.0 1.6 7.0 1.7
140 914 1488 6513 1602 1.0 1.6 7.1 1.8
145 937 1528 6733 1642 1.0 1.6 7.2 1.8
150 954 1568 6953 1682 1.0 1.6 7.3 1.8
155 986 1608 7173 1722 1.0 1.6 7.3 1.7
160 994 1648 7393 1762 1.0 1.7 7.4 1.8
165 1017 1688 7613 1802 1.0 1.7 7.5 1.8
170 1034 1728 7833 1842 1.0 1.7 7.6 1.8
175 1057 1768 8053 1882 1.0 1.7 7.6 1.8
180 1074 1808 8273 1922 1.0 1.7 7.7 1.8
185 1097 1848 8493 1962 1.0 1.7 7.7 1.8
190 1114 1888 8713 2002 1.0 1.7 7.8 1.8
195 1146 1928 8933 2042 1.0 1.7 7.8 1.8
200 1154 1968 9153 2082 1.0 1.7 7.9 1.8
moyennes 1.5 5.9 1.7
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Performances de CompHorner en présence d'un FMA
Environnement VI : Intel Itanium 2, 1.5 GHz, gcc 4.1.1
Nombre de cycles Temps d'exécution normalisé
deg H CH CHfma DDH H CH CHfma DDH
10 191 345 513 607 1.0 1.8 2.7 3.2
15 224 449 684 840 1.0 2.0 3.1 3.8
20 256 552 873 1077 1.0 2.2 3.4 4.2
25 269 601 1044 1310 1.0 2.2 3.9 4.9
30 303 710 1233 1547 1.0 2.3 4.1 5.1
35 327 814 1404 1780 1.0 2.5 4.3 5.4
40 359 917 1593 2017 1.0 2.6 4.4 5.6
45 383 970 1764 2250 1.0 2.5 4.6 5.9
50 406 1075 1953 2487 1.0 2.6 4.8 6.1
55 439 1179 2124 2720 1.0 2.7 4.8 6.2
60 463 1282 2313 2957 1.0 2.8 5.0 6.4
65 484 1335 2484 3190 1.0 2.8 5.1 6.6
70 518 1440 2673 3427 1.0 2.8 5.2 6.6
75 542 1544 2844 3660 1.0 2.8 5.2 6.8
80 574 1647 3033 3897 1.0 2.9 5.3 6.8
85 598 1700 3204 4130 1.0 2.8 5.4 6.9
90 621 1805 3393 4367 1.0 2.9 5.5 7.0
95 654 1909 3564 4600 1.0 2.9 5.4 7.0
100 678 2012 3753 4837 1.0 3.0 5.5 7.1
105 699 2065 3924 5070 1.0 3.0 5.6 7.3
110 733 2170 4113 5307 1.0 3.0 5.6 7.2
115 757 2274 4284 5540 1.0 3.0 5.7 7.3
120 789 2377 4473 5777 1.0 3.0 5.7 7.3
125 813 2430 4644 6010 1.0 3.0 5.7 7.4
130 834 2535 4833 6247 1.0 3.0 5.8 7.5
135 869 2639 5004 6480 1.0 3.0 5.8 7.5
140 890 2742 5193 6717 1.0 3.1 5.8 7.5
145 914 2795 5364 6950 1.0 3.1 5.9 7.6
150 948 2900 5553 7187 1.0 3.1 5.9 7.6
155 972 3004 5724 7420 1.0 3.1 5.9 7.6
160 1004 3107 5913 7657 1.0 3.1 5.9 7.6
165 1028 3160 6084 7890 1.0 3.1 5.9 7.7
170 1051 3265 6273 8127 1.0 3.1 6.0 7.7
175 1084 3369 6444 8360 1.0 3.1 5.9 7.7
180 1108 3472 6633 8597 1.0 3.1 6.0 7.8
185 1129 3525 6804 8830 1.0 3.1 6.0 7.8
190 1163 3630 6993 9067 1.0 3.1 6.0 7.8
195 1187 3734 7164 9300 1.0 3.1 6.0 7.8
200 1219 3837 7353 9537 1.0 3.1 6.0 7.8
moyennes 2.8 5.3 6.7
Environnement VII : Intel Itanium 2, 1.5 GHz, icc 9.1
Nombre de cycles Temps d'exécution normalisé
deg H CH CHfma DDH H CH CHfma DDH
10 386 448 480 793 1.0 1.2 1.2 2.1
15 406 488 530 1013 1.0 1.2 1.3 2.5
20 434 528 580 1233 1.0 1.2 1.3 2.8
25 457 568 630 1453 1.0 1.2 1.4 3.2
30 474 608 680 1673 1.0 1.3 1.4 3.5
35 506 648 730 1893 1.0 1.3 1.4 3.7
40 514 688 780 2113 1.0 1.3 1.5 4.1
45 537 728 830 2333 1.0 1.4 1.5 4.3
50 554 768 880 2553 1.0 1.4 1.6 4.6
55 577 808 930 2773 1.0 1.4 1.6 4.8
60 594 850 982 2995 1.0 1.4 1.7 5.0
65 617 888 1030 3213 1.0 1.4 1.7 5.2
70 634 928 1080 3433 1.0 1.5 1.7 5.4
75 666 968 1130 3653 1.0 1.5 1.7 5.5
80 674 1008 1180 3873 1.0 1.5 1.8 5.7
85 697 1048 1230 4093 1.0 1.5 1.8 5.9
90 714 1088 1280 4313 1.0 1.5 1.8 6.0
95 737 1128 1330 4533 1.0 1.5 1.8 6.2
100 754 1168 1380 4753 1.0 1.5 1.8 6.3
105 777 1208 1430 4973 1.0 1.6 1.8 6.4
110 794 1248 1480 5193 1.0 1.6 1.9 6.5
115 826 1288 1530 5413 1.0 1.6 1.9 6.6
120 834 1328 1580 5633 1.0 1.6 1.9 6.8
125 857 1370 1632 5855 1.0 1.6 1.9 6.8
130 874 1408 1680 6073 1.0 1.6 1.9 6.9
135 897 1448 1730 6293 1.0 1.6 1.9 7.0
140 914 1488 1780 6513 1.0 1.6 1.9 7.1
145 937 1528 1830 6733 1.0 1.6 2.0 7.2
150 954 1568 1880 6953 1.0 1.6 2.0 7.3
155 986 1608 1930 7173 1.0 1.6 2.0 7.3
160 994 1648 1980 7393 1.0 1.7 2.0 7.4
165 1017 1688 2030 7613 1.0 1.7 2.0 7.5
170 1034 1728 2080 7833 1.0 1.7 2.0 7.6
175 1057 1768 2130 8053 1.0 1.7 2.0 7.6
180 1074 1808 2180 8273 1.0 1.7 2.0 7.7
185 1097 1848 2230 8493 1.0 1.7 2.0 7.7
190 1114 1888 2280 8713 1.0 1.7 2.0 7.8
195 1146 1928 2330 8933 1.0 1.7 2.0 7.8
200 1154 1968 2380 9153 1.0 1.7 2.1 7.9
moyennes 1.5 1.8 5.9
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Performances de CompHornerK et de CompHornerKBound
Environnement I : Intel Pentium 4, 3.00GHz, gcc 4.1.2, unité ﬂottante x87
K CompHornerK/Horner MPFRHornerK/Horner CompHornerKBound/CompHornerK
2 5.5 48.7 1.37
3 12.8 53.4 1.28
4 27.5 58.0 1.13
5 53.3 57.1 1.31
6 121.7 62.4 1.19
7 255.1 65.8 1.17
Environnement III : Intel Pentium 4, 3.00GHz, icc 9.1, unité ﬂottante x87
K CompHornerK/Horner MPFRHornerK/Horner CompHornerKBound/CompHornerK
2 7.1 69.6 1.21
3 18.1 74.1 1.04
4 36.0 77.2 1.03
5 69.7 80.1 1.14
6 149.4 84.5 1.05
7 303.6 91.3 1.05
Environnement V : AMD Athlon 64 3200+, 2GHz, gcc 4.1.2, unité ﬂottante SSE
K CompHornerK/Horner MPFRHornerK/Horner CompHornerKBound/CompHornerK
2 4.4 29.1 1.19
3 10.7 35.6 1.17
4 22.9 43.4 1.09
5 48.4 47.6 1.09
6 104.8 46.6 1.07
7 208.4 60.3 1.09
Environnement VI : Intel Itanium 2, 1.5 GHz, gcc 4.1.1
K CompHornerK/Horner MPFRHornerK/Horner CompHornerKBound/CompHornerK
2 4.1 47.8 1.66
3 22.4 55.8 1.21
4 50.3 59.8 1.18
5 107.2 61.6 1.16
6 219.8 64.3 1.15
7 447.4 64.6 1.15
Environnement VII : Intel Itanium 2, 1.5 GHz, icc 9.1
K CompHornerK/Horner MPFRHornerK/Horner CompHornerKBound/CompHornerK
2 1.8 42.1 1.21
3 17.7 49.1 1.07
4 26.7 52.2 1.07
5 46.0 54.1 1.06
6 86.9 56.5 1.06
7 173.4 56.4 1.05
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Performances de CompHorner4
Environnement I : Intel Pentium 4, 3.00GHz, gcc 4.1.2, unité ﬂottante x87
Nombre de cycles Temps d'exécution normalisé
deg H CH4 QDH Hmpfr4 H CH4 QDH Hmpfr4
10 255 3960 5384 8909 1.0 15.5 21.1 34.9
15 329 5393 7920 12540 1.0 16.4 24.1 38.1
20 398 6960 10470 15435 1.0 17.5 26.3 38.8
25 472 8573 13034 20986 1.0 18.2 27.6 44.5
30 532 10073 15608 24375 1.0 18.9 29.3 45.8
35 608 11610 18142 26730 1.0 19.1 29.8 44.0
40 675 13140 20715 32205 1.0 19.5 30.7 47.7
45 749 14715 23250 35063 1.0 19.6 31.0 46.8
50 818 16141 25823 38708 1.0 19.7 31.6 47.3
55 892 17768 28380 44393 1.0 19.9 31.8 49.8
60 959 19253 30929 46853 1.0 20.1 32.3 48.9
65 1028 20782 33488 47175 1.0 20.2 32.6 45.9
70 1095 22274 36045 53010 1.0 20.3 32.9 48.4
75 1169 23835 38603 59588 1.0 20.4 33.0 51.0
80 1237 25418 41153 61792 1.0 20.5 33.3 50.0
85 1313 26903 43710 66623 1.0 20.5 33.3 50.7
90 1379 28380 46268 72044 1.0 20.6 33.6 52.2
95 1448 29955 48802 70770 1.0 20.7 33.7 48.9
100 1515 31493 51374 74782 1.0 20.8 33.9 49.4
105 1590 33030 53932 81660 1.0 20.8 33.9 51.4
110 1657 34576 56482 79988 1.0 20.9 34.1 48.3
115 1733 36083 59039 88800 1.0 20.8 34.1 51.2
120 1800 37538 61598 88455 1.0 20.9 34.2 49.1
125 1868 39120 64148 92528 1.0 20.9 34.3 49.5
130 1934 40635 66698 102151 1.0 21.0 34.5 52.8
135 2010 42181 69240 104114 1.0 21.0 34.4 51.8
140 2078 43711 71798 108683 1.0 21.0 34.6 52.3
145 2183 45278 74362 109469 1.0 20.7 34.1 50.1
150 2219 46755 76928 116580 1.0 21.1 34.7 52.5
155 2287 48360 79462 115349 1.0 21.1 34.7 50.4
160 2355 49845 82034 124665 1.0 21.2 34.8 52.9
165 2468 51330 84584 129781 1.0 20.8 34.3 52.6
170 2535 52898 87143 126720 1.0 20.9 34.4 50.0
175 2602 54480 89692 128850 1.0 20.9 34.5 49.5
180 2670 55973 92250 133028 1.0 21.0 34.6 49.8
185 2745 57428 94785 136522 1.0 20.9 34.5 49.7
190 2813 59033 97342 142223 1.0 21.0 34.6 50.6
195 2879 60466 99899 150293 1.0 21.0 34.7 52.2
200 2955 62093 102473 147944 1.0 21.0 34.7 50.1
moyennes 20.2 32.6 48.7
Environnement II : Intel Pentium 4, 3.00GHz, gcc 4.1.2, unité ﬂottante SSE
Nombre de cycles Temps d'exécution normalisé
deg H CH4 QDH Hmpfr4 H CH4 QDH Hmpfr4
10 255 4342 5355 8738 1.0 17.0 21.0 34.3
15 308 5580 7830 13305 1.0 18.1 25.4 43.2
20 368 6946 10373 15990 1.0 18.9 28.2 43.5
25 428 8513 12848 20520 1.0 19.9 30.0 47.9
30 488 9885 15353 24113 1.0 20.3 31.5 49.4
35 555 11498 17873 29685 1.0 20.7 32.2 53.5
40 608 12840 20378 31710 1.0 21.1 33.5 52.2
45 668 14483 22890 35715 1.0 21.7 34.3 53.5
50 735 15848 25433 40012 1.0 21.6 34.6 54.4
55 788 17437 27938 42060 1.0 22.1 35.5 53.4
60 848 18840 30413 43995 1.0 22.2 35.9 51.9
65 908 20408 32933 50205 1.0 22.5 36.3 55.3
70 968 21818 35460 53933 1.0 22.5 36.6 55.7
75 1035 23325 37950 60593 1.0 22.5 36.7 58.5
80 1088 24788 40463 62100 1.0 22.8 37.2 57.1
85 1148 26295 42960 67673 1.0 22.9 37.4 58.9
90 1215 27818 45503 70635 1.0 22.9 37.5 58.1
95 1268 29333 47993 74775 1.0 23.1 37.8 59.0
100 1328 30878 50490 75435 1.0 23.3 38.0 56.8
105 1388 32340 53003 77828 1.0 23.3 38.2 56.1
110 1448 33878 55523 84931 1.0 23.4 38.3 58.7
115 1515 35243 58043 94673 1.0 23.3 38.3 62.5
120 1568 36735 60540 92783 1.0 23.4 38.6 59.2
125 1628 38370 63038 95326 1.0 23.6 38.7 58.6
130 1695 39833 65565 102195 1.0 23.5 38.7 60.3
135 1747 41265 68063 100411 1.0 23.6 39.0 57.5
140 1808 42780 70575 107693 1.0 23.7 39.0 59.6
145 1889 44198 73080 102143 1.0 23.4 38.7 54.1
150 1928 45743 75623 118710 1.0 23.7 39.2 61.6
155 1995 47198 78105 120885 1.0 23.7 39.2 60.6
160 2055 48705 80618 120375 1.0 23.7 39.2 58.6
165 2129 50273 83130 120698 1.0 23.6 39.0 56.7
170 2190 51675 85628 123548 1.0 23.6 39.1 56.4
175 2250 53198 88140 132803 1.0 23.6 39.2 59.0
180 2310 54630 90660 136680 1.0 23.6 39.2 59.2
185 2370 56228 93173 143566 1.0 23.7 39.3 60.6
190 2430 57623 95670 146438 1.0 23.7 39.4 60.3
195 2490 59189 98213 148485 1.0 23.8 39.4 59.6
200 2549 60638 100695 149910 1.0 23.8 39.5 58.8
moyennes 22.5 36.4 55.7
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Environnement III : Intel Pentium 4, 3.00GHz, icc 9.1, unité ﬂottante x87
Nombre de cycles Temps d'exécution normalisé
deg H CH4 QDH Hmpfr4 H CH4 QDH Hmpfr4
10 135 3975 6795 8910 1.0 29.4 50.3 66.0
15 202 5475 10103 12615 1.0 27.1 50.0 62.5
20 368 6953 13380 15818 1.0 18.9 36.4 43.0
25 442 8520 16710 19987 1.0 19.3 37.8 45.2
30 511 10034 20026 23632 1.0 19.6 39.2 46.2
35 585 11498 23294 27907 1.0 19.7 39.8 47.7
40 653 12998 26588 32070 1.0 19.9 40.7 49.1
45 719 14483 29902 36653 1.0 20.1 41.6 51.0
50 795 16027 33195 39510 1.0 20.2 41.8 49.7
55 862 17535 36480 42990 1.0 20.3 42.3 49.9
60 922 19027 39817 46875 1.0 20.6 43.2 50.8
65 997 20497 43080 49057 1.0 20.6 43.2 49.2
70 1065 21998 46387 53731 1.0 20.7 43.6 50.5
75 1147 23498 49703 57149 1.0 20.5 43.3 49.8
80 1208 25027 52995 60367 1.0 20.7 43.9 50.0
85 1275 26543 56295 63067 1.0 20.8 44.2 49.5
90 1351 28004 59580 66975 1.0 20.7 44.1 49.6
95 1424 29497 62903 70695 1.0 20.7 44.2 49.6
100 1485 31020 66187 79171 1.0 20.9 44.6 53.3
105 1568 32528 69495 78120 1.0 20.7 44.3 49.8
110 1634 33998 72795 84727 1.0 20.8 44.6 51.9
115 1702 35491 76087 88012 1.0 20.9 44.7 51.7
120 1770 37019 79403 90524 1.0 20.9 44.9 51.1
125 1846 38520 82687 98543 1.0 20.9 44.8 53.4
130 1928 40035 85995 107085 1.0 20.8 44.6 55.5
135 1965 41512 89288 100740 1.0 21.1 45.4 51.3
140 2054 43021 92609 112132 1.0 20.9 45.1 54.6
145 2115 44520 95880 110633 1.0 21.0 45.3 52.3
150 2190 46027 99188 113085 1.0 21.0 45.3 51.6
155 2250 47512 102487 118013 1.0 21.1 45.5 52.5
160 2333 49013 105780 120120 1.0 21.0 45.3 51.5
165 2393 50520 109080 123203 1.0 21.1 45.6 51.5
170 2467 52019 112387 130507 1.0 21.1 45.6 52.9
175 2542 53513 115688 131175 1.0 21.1 45.5 51.6
180 2609 54952 118980 138465 1.0 21.1 45.6 53.1
185 2677 56551 122288 135719 1.0 21.1 45.7 50.7
190 2760 58043 125588 146107 1.0 21.0 45.5 52.9
195 2820 59528 128895 152003 1.0 21.1 45.7 53.9
200 2888 61028 132209 159240 1.0 21.1 45.8 55.1
moyennes 21.0 44.1 51.6
Environnement IV : Intel Pentium 4, 3.00GHz, icc 9.1, unité ﬂottante SSE
Nombre de cycles Temps d'exécution normalisé
deg H CH4 QDH Hmpfr4 H CH4 QDH Hmpfr4
10 120 3623 5378 8760 1.0 30.2 44.8 73.0
15 194 5085 7942 11849 1.0 26.2 40.9 61.1
20 352 6518 10522 16447 1.0 18.5 29.9 46.7
25 397 8040 13095 20078 1.0 20.3 33.0 50.6
30 450 9405 15659 23257 1.0 20.9 34.8 51.7
35 525 10852 18254 27742 1.0 20.7 34.8 52.8
40 577 12450 20812 31732 1.0 21.6 36.1 55.0
45 630 13898 23377 34672 1.0 22.1 37.1 55.0
50 690 15390 25942 40747 1.0 22.3 37.6 59.1
55 742 16852 28552 41663 1.0 22.7 38.5 56.1
60 818 18127 31087 45795 1.0 22.2 38.0 56.0
65 870 19718 33645 50384 1.0 22.7 38.7 57.9
70 930 21240 36225 55312 1.0 22.8 39.0 59.5
75 990 22688 38813 60232 1.0 22.9 39.2 60.8
80 1050 24179 41377 64403 1.0 23.0 39.4 61.3
85 1117 25649 43935 63525 1.0 23.0 39.3 56.9
90 1163 27135 46500 71692 1.0 23.3 40.0 61.6
95 1238 28605 49088 74048 1.0 23.1 39.7 59.8
100 1290 30083 51637 79012 1.0 23.3 40.0 61.2
105 1349 31500 54248 80745 1.0 23.4 40.2 59.9
110 1417 32947 56775 83686 1.0 23.3 40.1 59.1
115 1477 34485 59370 86228 1.0 23.3 40.2 58.4
120 1538 35498 61912 92339 1.0 23.1 40.3 60.0
125 1598 36953 64492 92528 1.0 23.1 40.4 57.9
130 1657 38881 67081 97979 1.0 23.5 40.5 59.1
135 1710 40319 69675 102863 1.0 23.6 40.7 60.2
140 1785 41753 72210 107258 1.0 23.4 40.5 60.1
145 1830 43259 74805 109020 1.0 23.6 40.9 59.6
150 1898 44737 77333 114008 1.0 23.6 40.7 60.1
155 1964 46139 79920 120751 1.0 23.5 40.7 61.5
160 2025 47101 82492 120967 1.0 23.3 40.7 59.7
165 2069 48517 85049 124049 1.0 23.4 41.1 60.0
170 2145 50557 87638 125797 1.0 23.6 40.9 58.6
175 2197 52020 90202 135825 1.0 23.7 41.1 61.8
180 2257 53460 92759 132517 1.0 23.7 41.1 58.7
185 2310 54952 95347 140085 1.0 23.8 41.3 60.6
190 2369 56408 97905 135983 1.0 23.8 41.3 57.4
195 2438 57945 100493 143490 1.0 23.8 41.2 58.9
200 2497 58695 103028 151935 1.0 23.5 41.3 60.8
moyennes 23.1 39.4 58.7
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Environnement V : AMD Athlon 64 3200+, 2GHz, gcc 4.1.2, unité ﬂottante SSE
Nombre de cycles Temps d'exécution normalisé
deg H CH4 QDH Hmpfr4 H CH4 QDH Hmpfr4
10 137 2138 3201 3587 1.0 15.6 23.4 26.2
15 180 3113 4796 5321 1.0 17.3 26.6 29.6
20 219 4066 6320 7042 1.0 18.6 28.9 32.2
25 261 4987 7877 8297 1.0 19.1 30.2 31.8
30 299 5941 9440 9845 1.0 19.9 31.6 32.9
35 337 6862 10992 11639 1.0 20.4 32.6 34.5
40 379 7816 12555 13233 1.0 20.6 33.1 34.9
45 419 8737 14107 15037 1.0 20.9 33.7 35.9
50 458 9691 15665 16707 1.0 21.2 34.2 36.5
55 498 10613 17217 18441 1.0 21.3 34.6 37.0
60 541 11566 18785 20279 1.0 21.4 34.7 37.5
65 579 12487 20344 25710 1.0 21.6 35.1 44.4
70 621 13441 21895 28756 1.0 21.6 35.3 46.3
75 668 14362 23457 30434 1.0 21.5 35.1 45.6
80 698 15316 25006 31273 1.0 21.9 35.8 44.8
85 752 16237 26567 33265 1.0 21.6 35.3 44.2
90 794 17191 28130 35279 1.0 21.7 35.4 44.4
95 834 18113 29682 37671 1.0 21.7 35.6 45.2
100 871 19066 31240 40092 1.0 21.9 35.9 46.0
105 912 19987 32802 40891 1.0 21.9 36.0 44.8
110 951 20941 34355 43801 1.0 22.0 36.1 46.1
115 991 21862 35917 45311 1.0 22.1 36.2 45.7
120 1034 22816 37470 40087 1.0 22.1 36.2 38.8
125 1074 23737 39027 48955 1.0 22.1 36.3 45.6
130 1111 24691 40581 52728 1.0 22.2 36.5 47.5
135 1151 25613 42149 54365 1.0 22.3 36.6 47.2
140 1192 26566 43700 56610 1.0 22.3 36.7 47.5
145 1234 27487 45262 57943 1.0 22.3 36.7 47.0
150 1272 28441 46853 60380 1.0 22.4 36.8 47.5
155 1312 29362 48372 62942 1.0 22.4 36.9 48.0
160 1351 30316 49933 63794 1.0 22.4 37.0 47.2
165 1391 31237 51494 63561 1.0 22.5 37.0 45.7
170 1431 32191 53050 65113 1.0 22.5 37.1 45.5
175 1471 33113 54609 69423 1.0 22.5 37.1 47.2
180 1514 34066 56165 60120 1.0 22.5 37.1 39.7
185 1551 34987 57717 59562 1.0 22.6 37.2 38.4
190 1594 35941 59310 73857 1.0 22.5 37.2 46.3
195 1634 36862 60843 75875 1.0 22.6 37.2 46.4
200 1671 37816 62390 78233 1.0 22.6 37.3 46.8
moyennes 21.4 34.9 42.0
Environnement VI : Intel Itanium 2, 1.5 GHz, gcc 4.1.1
Nombre de cycles Temps d'exécution normalisé
deg H CH4 QDH Hmpfr4 H CH4 QDH Hmpfr4
10 191 1635 2969 4834 1.0 8.6 15.5 25.3
15 224 2290 4398 6612 1.0 10.2 19.6 29.5
20 256 2945 5813 8989 1.0 11.5 22.7 35.1
25 269 3600 7214 11049 1.0 13.4 26.8 41.1
30 303 4255 8629 12953 1.0 14.0 28.5 42.7
35 327 4910 10044 15218 1.0 15.0 30.7 46.5
40 359 5569 11472 17439 1.0 15.5 32.0 48.6
45 383 6224 12874 19606 1.0 16.3 33.6 51.2
50 406 6879 14303 20970 1.0 16.9 35.2 51.7
55 439 7534 15717 23215 1.0 17.2 35.8 52.9
60 463 8189 17119 25909 1.0 17.7 37.0 56.0
65 484 8844 18534 27442 1.0 18.3 38.3 56.7
70 518 9499 19949 29509 1.0 18.3 38.5 57.0
75 542 10158 21377 32508 1.0 18.7 39.4 60.0
80 574 10813 22792 33353 1.0 18.8 39.7 58.1
85 598 11468 24208 34594 1.0 19.2 40.5 57.8
90 621 12123 25623 36923 1.0 19.5 41.3 59.5
95 654 12778 27038 39831 1.0 19.5 41.3 60.9
100 678 13433 28439 41611 1.0 19.8 41.9 61.4
105 699 14092 29868 42895 1.0 20.2 42.7 61.4
110 733 14747 31283 46920 1.0 20.1 42.7 64.0
115 757 15414 32698 50176 1.0 20.4 43.2 66.3
120 789 16069 34099 49389 1.0 20.4 43.2 62.6
125 813 16724 35514 53260 1.0 20.6 43.7 65.5
130 834 17379 36929 52800 1.0 20.8 44.3 63.3
135 869 18036 38344 56668 1.0 20.8 44.1 65.2
140 890 18693 39759 59125 1.0 21.0 44.7 66.4
145 914 19348 41174 60310 1.0 21.2 45.0 66.0
150 948 20003 42603 61918 1.0 21.1 44.9 65.3
155 972 20658 44004 65253 1.0 21.3 45.3 67.1
160 1004 21313 45433 65389 1.0 21.2 45.3 65.1
165 1028 21968 46834 69401 1.0 21.4 45.6 67.5
170 1051 22627 48249 70868 1.0 21.5 45.9 67.4
175 1084 23282 49664 70720 1.0 21.5 45.8 65.2
180 1108 23937 51079 77058 1.0 21.6 46.1 69.5
185 1129 24592 52494 82615 1.0 21.8 46.5 73.2
190 1163 25247 53909 80032 1.0 21.7 46.4 68.8
195 1187 25898 55338 81528 1.0 21.8 46.6 68.7
200 1219 26561 56739 84786 1.0 21.8 46.5 69.6
moyennes 18.7 39.4 58.5
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Environnement VII : Intel Itanium 2, 1.5 GHz, icc 9.1
Nombre de cycles Temps d'exécution normalisé
deg H CH4 QDH Hmpfr4 H CH4 QDH Hmpfr4
10 386 884 3605 4936 1.0 2.3 9.3 12.8
15 406 1044 5240 6740 1.0 2.6 12.9 16.6
20 434 1204 6875 9388 1.0 2.8 15.8 21.6
25 457 1364 8510 10954 1.0 3.0 18.6 24.0
30 474 1524 10145 12912 1.0 3.2 21.4 27.2
35 506 1684 11780 14977 1.0 3.3 23.3 29.6
40 514 1844 13415 17369 1.0 3.6 26.1 33.8
45 537 2004 15050 19946 1.0 3.7 28.0 37.1
50 554 2164 16685 21541 1.0 3.9 30.1 38.9
55 577 2324 18320 23133 1.0 4.0 31.8 40.1
60 594 2485 19957 25382 1.0 4.2 33.6 42.7
65 617 2644 21590 27731 1.0 4.3 35.0 44.9
70 634 2804 23225 28320 1.0 4.4 36.6 44.7
75 666 2964 24860 31128 1.0 4.5 37.3 46.7
80 674 3124 26495 33155 1.0 4.6 39.3 49.2
85 697 3284 28130 34500 1.0 4.7 40.4 49.5
90 714 3444 29765 37802 1.0 4.8 41.7 52.9
95 737 3604 31400 38142 1.0 4.9 42.6 51.8
100 754 3764 33035 41506 1.0 5.0 43.8 55.0
105 777 3924 34670 43445 1.0 5.1 44.6 55.9
110 794 4084 36305 46590 1.0 5.1 45.7 58.7
115 826 4244 37940 49602 1.0 5.1 45.9 60.1
120 834 4404 39575 52314 1.0 5.3 47.5 62.7
125 857 4565 41212 51094 1.0 5.3 48.1 59.6
130 874 4724 42845 53373 1.0 5.4 49.0 61.1
135 897 4884 44480 56297 1.0 5.4 49.6 62.8
140 914 5044 46115 57918 1.0 5.5 50.5 63.4
145 937 5204 47750 59416 1.0 5.6 51.0 63.4
150 954 5364 49385 67369 1.0 5.6 51.8 70.6
155 986 5524 51020 61994 1.0 5.6 51.7 62.9
160 994 5686 52655 65257 1.0 5.7 53.0 65.7
165 1017 5844 54290 68657 1.0 5.7 53.4 67.5
170 1034 6004 55925 69956 1.0 5.8 54.1 67.7
175 1057 6164 57560 72884 1.0 5.8 54.5 69.0
180 1074 6324 59195 77163 1.0 5.9 55.1 71.8
185 1097 6484 60830 77533 1.0 5.9 55.5 70.7
190 1114 6644 62465 77517 1.0 6.0 56.1 69.6
195 1146 6804 64100 77993 1.0 5.9 55.9 68.1
200 1154 6964 65735 82738 1.0 6.0 57.0 71.7
moyennes 4.8 41.0 51.8
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Performances de CompTRSV
Environnement II : Intel Pentium 4, 3.00GHz, gcc 4.1.2, unité ﬂottante SSE
n TRSV CompTRSV BLAS_dtrsv_x n TRSV CompTRSV BLAS_dtrsv_x
10 908 4711 9450 760 2237498 17328540 38387048
20 2191 14903 30690 770 2291423 17761470 39422093
30 3953 31305 64980 780 2354618 18231780 40467480
40 6308 53588 112275 790 2400473 18691455 41503306
50 9308 81968 172905 800 2455493 19200541 42559208
60 13440 117526 246511 810 2513738 19658926 43634011
70 17513 155835 332798 820 2569515 20150378 44721240
80 22193 201773 432345 830 2624371 20606550 45787185
90 27840 253335 545235 840 2686748 21161535 46895550
100 33780 313613 669945 850 2745360 21631058 48040290
110 39135 372128 808808 860 2818193 22157573 49224638
120 45901 441623 959468 870 2870581 22678073 50389305
130 54330 514988 1124303 880 2938598 23286638 51538163
140 62588 596858 1301550 890 2988570 23755478 52753920
150 71798 679358 1492433 900 3046388 24270488 53900160
160 79560 782078 1694986 910 3094253 24807571 55096650
170 90030 870188 1913761 920 3193906 25424731 56324558
180 99376 980528 2143178 930 3268823 25927710 57579105
190 110731 1081561 2385975 940 3314280 26477985 58864448
200 121598 1198081 2641193 950 3372946 27071295 60143483
210 134400 1317166 2910000 960 3443648 27723705 61405433
220 146505 1443811 3191198 970 3505013 28208581 62679555
230 159571 1572308 3486045 980 3562381 28792005 63994988
240 170985 1713375 3792915 990 3646500 29424811 65308935
250 185820 1855823 4114110 1000 3728288 30089580 66662836
260 200228 2002185 4447298 1010 3774473 30678848 68034465
270 215423 2157533 4795283 1020 3846023 31250138 69416070
280 228578 2329666 5160323 1030 3925396 31894403 70736385
290 253095 2489753 5534153 1040 4002173 32566943 72089033
300 275933 2672790 5920771 1050 4079183 33097651 73489388
310 291368 2836748 6318586 1060 4124011 33728685 74960265
320 317168 3028875 6731483 1070 4190205 34399005 76389046
330 339466 3223673 7172738 1080 4308788 35141730 77803793
340 365356 3424718 7611548 1090 4369111 35702010 79178925
350 397358 3628598 8075303 1100 4428061 36256493 80655240
360 407401 3840698 8539321 1110 4501733 36989415 82174898
370 460943 4068368 9033053 1120 4625018 37770638 83654385
380 489826 4305136 9536866 1130 4712678 38351565 85168906
390 513121 4519823 10047271 1140 4743226 38964376 86655376
400 560438 4765448 10565101 1150 4808806 39700238 88232738
410 585293 5006130 11106593 1160 4938968 40537478 89775915
420 631216 5268241 11673698 1170 4998413 41111843 91338248
430 690263 5525895 12261376 1180 5098981 41838188 92834933
440 688463 5770156 12807526 1190 5154796 42492375 94488510
450 752153 6050633 13425945 1200 5297280 43369440 96080933
460 796230 6334321 14022196 1210 5343548 43970985 97721078
470 856051 6606443 14652008 1220 5418285 44711948 99310553
480 885751 6902153 15274013 1230 5484271 45435338 100954216
490 933556 7175003 15920581 1240 5617238 46349543 102608295
500 984345 7500315 16587968 1250 5670646 46977045 104298225
510 1034513 7785510 17274458 1260 5739721 47605156 105916448
520 1068713 8127038 17953298 1270 5854853 48501953 107670211
530 1123471 8437178 18653408 1280 5804146 49310640 109445093
540 1179915 8765258 19380308 1290 6051638 50035081 111013403
550 1206323 9065356 20099926 1300 6119431 50693806 112805183
560 1246718 9421238 20831010 1310 6187125 51588593 114536288
570 1297913 9749355 21583470 1320 6351743 52522636 116216580
580 1355881 10096725 22344173 1330 6393270 53088848 117998528
590 1392968 10437046 23124196 1340 6485528 53849528 119850458
600 1448266 10809405 23908800 1350 6598898 54742013 121633268
610 1485990 11160751 24697973 1360 6758753 55752773 123362588
620 1540943 11525888 25520040 1370 6790501 56408078 125274323
630 1589498 11928023 26345640 1380 6872873 57130200 127119030
640 1604296 12248640 27148463 1390 6967755 57999390 128832893
650 1677068 12657293 28059128 1400 7132261 59090543 130821465
660 1730671 13059083 28921155 1410 7179533 59746260 132780638
670 1761488 13445888 29821051 1420 7306531 60459053 134585783
680 1824751 13888995 30705930 1430 7374158 61449196 136530308
690 1874078 14266838 31632098 1440 7576291 62527643 138485033
700 1928296 14687761 32545050 1450 7580926 63111638 140298608
710 1990185 15100958 33492833 1460 7663875 63991463 142295775
720 2029290 15539828 34439131 1470 7783261 64930080 144137776
730 2071013 15995723 35417168 1480 7964108 65999251 146270640
740 2121571 16391873 36403395 1490 7983781 66697171 148210928
750 2179568 16881195 37381058 1500 8099798 67511843 150215460
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Environnement IV : Intel Pentium 4, 3.00GHz, icc 9.1, unité ﬂottante SSE
n TRSV CompTRSV BLAS_dtrsv_x n TRSV CompTRSV BLAS_dtrsv_x
10 825 4028 8258 760 2405093 15055861 33317318
20 2498 12953 26693 770 2464665 15457073 34215638
30 4425 26903 56798 780 2528453 15874343 35098380
40 7035 45578 97996 790 2584043 16266068 36000908
50 10080 69653 150758 800 2645198 16663081 36900810
60 13598 98648 214973 810 2706330 17097735 37830218
70 18165 132623 290220 820 2768161 17519513 38768236
80 22365 171301 376688 830 2828723 17952165 39738061
90 28268 215176 474413 840 2895188 18367456 40659601
100 34755 263805 583673 850 2958323 18819255 41643458
110 41903 317543 704153 860 3031981 19275053 42610268
120 47768 376088 835733 870 3090023 19715198 43601558
130 57315 440761 979845 880 3167550 20151915 44606738
140 65595 509453 1135021 890 3224325 20630730 45648061
150 75113 582345 1298910 900 3303758 21113663 46652558
160 83130 660766 1475663 910 3360923 21591263 47722260
170 95685 745710 1668893 920 3425888 22031266 48753773
180 106988 835283 1864823 930 3506206 22561425 49834238
190 120053 929955 2081918 940 3577583 23040308 50895721
200 129503 1028566 2300296 950 3651938 23529443 51981121
210 144615 1131458 2531978 960 3725123 24077723 53028315
220 157666 1241198 2784353 970 3799080 24571950 54179311
230 172965 1354763 3036961 980 3869123 25073056 55259311
240 185491 1472498 3300541 990 3939526 25588823 56426258
250 202290 1596908 3584956 1000 4013303 26074313 57587708
260 217793 1725646 3870608 1010 4095916 26656170 58700371
270 244058 1866375 4180988 1020 4164451 27186383 59878283
280 249585 1998098 4489553 1030 4249988 27731685 61016573
290 284243 2150565 4824165 1040 4340948 28169701 62220053
300 289958 2292465 5152395 1050 4411741 28811056 63443926
310 325418 2454263 5502308 1060 4481138 29364608 64678606
320 341288 2613833 5862278 1070 4413383 29897753 65817810
330 365101 2778278 6236640 1080 4647060 30359093 67058670
340 406493 2962283 6633825 1090 4741095 31020856 68309896
350 414391 3127666 7026706 1100 4657875 31572638 69569093
360 439793 3319951 7444860 1110 4902008 32169706 70880078
370 475613 3498676 7848061 1120 5020230 32681783 72177008
380 536363 3717593 8298098 1130 5085525 33338093 73390381
390 554108 3909496 8742098 1140 5160683 33903758 74667495
400 584760 4118205 9205861 1150 5263635 34515780 76035818
410 630458 4325986 9667426 1160 5352975 35031848 77352436
420 663068 4539301 10160130 1170 5448278 35762970 78724103
430 718478 4773556 10664925 1180 5519746 36347400 80001916
440 744031 5002951 11152335 1190 5636543 36971730 81384758
450 804075 5246056 11689471 1200 5741146 37469881 82720838
460 860866 5500770 12232680 1210 5820218 38217451 84138458
470 889133 5736893 12768113 1220 5894956 38871045 85545900
480 936090 5986253 13305121 1230 6016081 39518603 86944036
490 1002938 6242693 13890218 1240 5979331 40005931 88352881
500 1051853 6507098 14461020 1250 6209221 40815481 89767388
510 1103565 6782603 15057968 1260 6265725 41469015 91259296
520 1156613 7054950 15652643 1270 6405856 42158708 92610075
530 1190565 7313423 16250333 1280 6464745 43495808 93949096
540 1259393 7618186 16875826 1290 6606083 43468080 95563155
550 1306095 7889453 17495543 1300 6653258 44135753 97094311
560 1357020 8182223 18160793 1310 6821963 44848178 98520218
570 1399485 8470538 18833325 1320 6914963 45289193 100041976
580 1461166 8784736 19474621 1330 7028318 46185061 101557981
590 1497293 9079726 20131433 1340 7072358 46864740 103144725
600 1550671 9390308 20811128 1350 7244760 47583015 104632808
610 1597651 9694253 21517695 1360 7360666 48082868 106188406
620 1651545 10021373 22208588 1370 7466925 49018365 107724653
630 1700903 10345365 22950031 1380 7489328 49717320 109317570
640 1663298 10634003 23631165 1390 7698226 50467748 110919855
650 1799865 10992323 24413438 1400 7765013 50955901 112478955
660 1850941 11364420 25169468 1410 7916768 51933338 114175846
670 1902818 11699281 25932390 1420 7913708 52610790 115708733
680 1957253 12058763 26701756 1430 8143725 53387565 117366383
690 2012303 12404070 27517801 1440 8278186 53913323 119086831
700 2067331 12772980 28295453 1450 8363918 54898035 120679951
710 2122598 13137615 29109038 1460 8358735 55591950 122257546
720 2182666 13526273 29923403 1470 8576783 56394023 124044735
730 2231543 13895926 30773678 1480 8670645 56915693 125712571
740 2296268 14289991 31596608 1490 8817271 57953318 127384028
750 2348356 14671283 32456213 1500 8805458 58694483 129135368
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Environnement V : AMD Athlon 64 3200+, 2GHz, gcc 4.1.2, unité ﬂottante SSE
n TRSV CompTRSV BLAS_dtrsv_x n TRSV CompTRSV BLAS_dtrsv_x
10 578 2563 5454 760 2568565 10469145 24722797
20 1663 8772 18951 770 2653923 10825512 25413049
30 3148 18387 40557 780 2729329 11016945 26044981
40 5050 31310 70584 790 2827209 11401466 26732645
50 7328 47701 108912 800 2845032 11591583 27390322
60 10061 67482 155612 810 2923885 11991027 28107598
70 13122 90507 210582 820 3001736 12168748 28766891
80 16583 117054 273951 830 3076773 12567992 29492785
90 20529 147114 345691 840 3168570 12771023 30178457
100 25125 180692 425729 850 3238825 13173187 30934340
110 29850 218171 514025 860 3319127 13372693 31624752
120 34932 258333 610677 870 3453434 13796653 32408491
130 41212 302952 715881 880 3421689 13994836 33108384
140 47008 350019 829576 890 3522260 14431482 33895588
150 53748 401407 951027 900 3615925 14634375 34627033
160 59974 456023 1081678 910 3671329 15086127 35416110
170 67215 513212 1219813 920 3731418 15277934 36172960
180 75438 574448 1366513 930 3935803 15744599 36992480
190 83491 638660 1520569 940 3910119 15946949 37764097
200 91139 705915 1685255 950 4008405 16426941 38607233
210 100628 778165 1857246 960 4061336 16634197 39363179
220 109968 852388 2037129 970 4198011 17119907 40234758
230 119549 930632 2223559 980 4303674 17307543 41026926
240 128433 1011060 2421598 990 4367462 17819421 41901057
250 139988 1097180 2627499 1000 4421847 18035376 42711348
260 150858 1184832 2840749 1010 4517755 18541433 43621813
270 163070 1277517 3060313 1020 4655566 18744884 44451145
280 172718 1371135 3292931 1030 4775449 19281488 45345390
290 193055 1472728 3533969 1040 4760780 19497779 46182217
300 207385 1575015 3780734 1050 4900389 20026259 47113453
310 230321 1683622 4037124 1060 4956634 20225391 47988435
320 271601 1807603 4331578 1070 5043345 20783278 48920965
330 339392 1930202 4604477 1080 5136074 21013362 49789981
340 353373 2040660 4887956 1090 5273396 21554247 50757738
350 435056 2193980 5198294 1100 5346336 21763270 51629593
360 469706 2322327 5519958 1110 5428429 22352494 52626385
370 531315 2467456 5831128 1120 5512417 22563998 53529901
380 611284 2611131 6174109 1130 5683057 23157004 54547201
390 674197 2780821 6520285 1140 5733254 23373762 55464954
400 722080 2903719 6856458 1150 5818474 23967905 56476664
410 751621 3058206 7191306 1160 5906271 24199361 57402481
420 820690 3205929 7572940 1170 6054698 24809263 58458752
430 888949 3404550 7953687 1180 6133783 25015221 59399397
440 914857 3546541 8312370 1190 6228670 25654435 60443461
450 968198 3733839 8709560 1200 6338045 25868979 61399244
460 940533 3867222 9093719 1210 6449701 26511105 62499949
470 1049232 4054413 9494870 1220 6568018 26721591 63462409
480 1086519 4197252 9895337 1230 6624502 27386913 64556821
490 1144325 4413854 10320067 1240 6727195 27589009 65553133
500 1114744 4567457 10738977 1250 6876000 28240365 66676885
510 1233429 4784463 11179139 1260 6973359 28492926 67691869
520 1268490 4939658 11604184 1270 7085861 29181343 68816365
530 1331192 5176722 12071813 1280 7077776 29377643 69740623
540 1372963 5318821 12511557 1290 7305597 30105003 70998208
550 1387366 5556528 12994752 1300 7404703 30307051 72026869
560 1451598 5709627 13461195 1310 7497838 31029970 73194829
570 1538132 5973487 13954370 1320 7598485 31247489 74230105
580 1529042 6129742 14427053 1330 7762440 31978150 75438516
590 1642615 6398850 14944318 1340 7866729 32189380 76496893
600 1606904 6553924 15443804 1350 7953744 32934231 77698747
610 1710686 6826231 15969807 1360 8068509 33138326 78762301
620 1744385 7003795 16477290 1370 8218903 33917891 80024173
630 1860493 7269924 17032737 1380 8318518 34120217 81113862
640 1887879 7436594 17549329 1390 8439326 34889448 82358173
650 1979690 7735335 18142848 1400 8533539 35094115 83456233
660 1985757 7915318 18676177 1410 8710910 35913354 84732316
670 2088672 8226849 19253084 1420 8802233 36101320 85866078
680 2070451 8406216 19798737 1430 8901325 36919695 87137846
690 2220101 8726786 20425851 1440 9005291 37144336 88271953
700 2212593 8886395 20996762 1450 9179947 37959540 89582922
710 2315159 9232521 21606811 1460 9300358 38153658 90744997
720 2335794 9413337 22202168 1470 9404851 38999291 92062993
730 2377927 9756073 22856257 1480 9532985 39206168 93229495
740 2483230 9936602 23464369 1490 9702623 40073284 94588681
750 2523694 10292789 24113850 1500 9795175 40263402 95756588
185
Environnement VI : Intel Itanium 2, 1.5 GHz, gcc 4.1.1
n TRSV CompTRSV BLAS_dtrsv_x n TRSV CompTRSV BLAS_dtrsv_x
10 257 721 1770 760 524239 2027219 7521881
20 663 1981 5914 770 545055 2056949 7721227
30 1224 3991 13196 780 552420 2110412 7922630
40 1898 6402 21918 790 571685 2164792 8126851
50 2792 9668 33767 800 579974 2402203 8333359
60 3851 13544 48212 810 602125 2274581 8542937
70 5001 18136 65232 820 609018 2330866 8755273
80 6260 23048 84820 830 630023 2446604 9389284
90 7858 29215 106988 840 638793 2473997 9186505
100 9595 35709 131733 850 662380 2504327 9406066
110 11342 42971 159052 860 669819 2563152 9628803
120 13123 50119 188939 870 691540 2622501 9853263
130 15433 59223 221430 880 699786 2776968 10080266
140 17543 68497 256498 890 725480 2743850 10311470
150 20219 78340 294094 900 732658 2806074 10543907
160 22842 97198 334304 910 755746 2867831 10779610
170 25574 99876 377141 920 764580 2965096 11016692
180 28170 111742 423275 930 792106 2994948 11257663
190 31572 127605 493794 940 799101 3059292 11500403
200 34526 139229 521936 950 823591 3124781 11746321
210 38338 151252 574953 960 832174 3453994 11994057
220 41939 166479 631441 970 861296 3257591 12246090
230 45738 180980 689175 980 869281 3325720 12500478
240 51345 207191 752053 990 893382 3475375 13352798
250 55657 215820 816423 1000 903363 3501905 13014326
260 60378 234344 883368 1010 932320 3530471 13275352
270 65955 253101 952331 1020 940228 3601374 13542084
280 70558 275824 1024326 1030 975331 3681257 13815073
290 77305 293194 1098940 1040 978632 3877352 14078547
300 82108 314178 1175881 1050 1010828 3818419 14350265
310 89020 336076 1255866 1060 1035906 3911923 14645501
320 93539 387889 1337837 1070 1054833 3974394 14911537
330 101054 380492 1422920 1080 1061698 4093216 15187907
340 106336 404704 1509894 1090 1087518 4113049 15463826
350 113920 439414 1675388 1100 1132193 4227709 15787566
360 119194 458747 1693056 1110 1131230 4274089 16046274
370 127630 479424 1788223 1120 1153800 4719290 16344439
380 133255 505447 1885768 1130 1269355 4539073 16748644
390 141459 532132 1986412 1140 1199658 4525027 16948504
400 147044 578634 2088824 1150 1251664 4737599 18073220
410 156663 587521 2194337 1160 1259047 4753154 17553228
420 162514 616451 2302369 1170 1579260 5078173 18164563
430 171701 645782 2413326 1180 1303747 4862693 18174558
440 177872 683561 2526357 1190 1370163 4984707 18512960
450 188297 706814 2642070 1200 1393522 5253573 18846583
460 194373 738361 2760489 1210 1395310 5127808 19117521
470 204653 770710 2881748 1220 1394063 5210103 19435826
480 211009 869167 3004853 1230 1553402 5422874 19887855
490 222665 837594 3131836 1240 1505734 5499769 20133964
500 229210 872193 3261117 1250 1614295 5609437 20553273
510 240462 929129 3550964 1260 1881434 5964343 21149464
520 247633 953345 3526174 1270 1603736 5714929 21135669
530 260464 979209 3663138 1280 1688613 6362165 21555589
540 267191 1016140 3802278 1290 1847405 6094957 22009963
550 279487 1053727 3943924 1300 1788227 6114037 22277652
560 286374 1129488 4088226 1310 2074689 6606597 23913316
570 300693 1131035 4235435 1320 1832449 6365201 22954102
580 307477 1171001 4385538 1330 1939860 6446328 23361122
590 320922 1211606 4537361 1340 1957485 6551875 23712945
600 328432 1266985 4691962 1350 1903736 6562969 23988104
610 343834 1294460 4849750 1360 2049726 7014041 24473711
620 350825 1337039 5009616 1370 2122833 6901715 24841207
630 365095 1380210 5172486 1380 2000608 6879983 25096993
640 372901 1541019 5336977 1390 2056784 6989443 25467362
650 390081 1468199 5504951 1400 2341768 7431561 26088011
660 397340 1513722 5675713 1410 2391683 7467817 26488186
670 412910 1598100 6122315 1420 2397267 7576303 26872116
680 420979 1624955 6024268 1430 2468542 7685793 27241108
690 438858 1654091 6202268 1440 2677847 8560428 27801893
700 446285 1701920 6383428 1450 2592971 7959035 28106689
710 463099 1750319 6566485 1460 2735545 8184111 28611655
720 470891 1862232 6752137 1470 2753741 8474116 30325732
730 490539 1850023 6941008 1480 3004369 8685705 29588420
740 497832 1900499 7132133 1490 3404484 9013125 30273061
750 515953 1951875 7325845 1500 3210298 8958307 30504174


Résumé : Les erreurs d'arrondi peuvent dégrader la précision d'un calcul en arithmé-
tique ﬂottante. Comment améliorer et valider la précision d'un résultat calculé, tout en
conservant de bonnes performances pratiques ? Nous utilisons la compensation des erreurs
d'arrondi au travers de deux exemples : l'évaluation polynomiale et la résolution de sys-
tèmes linéaires triangulaires. Nos contributions se situent à trois niveaux.
1) Amélioration de la précision du résultat. Nous proposons un schéma de Horner com-
pensé, qui permet une évaluation polynomiale aussi précise que celle calculée par le schéma
de Horner classique exécuté avec une précision interne doublée. En généralisant cet algo-
rithme, nous proposons une autre version compensée du schéma de Horner simulant K
fois la précision de travail (K ≥ 2). Nous montrons également comment compenser les
erreurs d'arrondis générées par l'algorithme de substitution pour la résolution de systèmes
triangulaires.
2) Validation de la qualité du résultat. Nous montrons comment valider la qualité du
résultat de l'évaluation polynomiale compensée, en proposant le calcul d'une borne d'erreur
a posteriori qui ne repose que sur des opérations élémentaires de l'arithmétique ﬂottante :
cela assure la portabilité de la validation et de bonnes performances pratiques.
3) Performances des algorithmes compensés. Nos mesures de performances montrent
l'intérêt pratique des algorithmes compensés face aux autres solutions logicielles simulant
une précision équivalente. Nous justiﬁons ces bonnes performances par une étude détaillée
du parallélisme d'instructions qu'ils présentent.
Mots-clés : Arithmétique des ordinateurs, norme IEEE-754, algorithmes numériques, al-
gorithmes compensés, performances.
Abstract: Rounding error may totally corrupt the result of a ﬂoating point computation.
How to improve and validate the accuracy of a ﬂoating point computation, without large
computing time overheads ? We contribute to this question considering two examples:
polynomial evaluation and linear triangular system solving. In both cases we use the
compensation of the rounding errors to improve the accuracy of the computed results.
1) Improving the accuracy. We propose a compensated Horner scheme that computes
polynomial evaluation with the same accuracy as the classic Horner algorithm performed in
twice the working precision. Generalizing this algorithm, we present another compensated
version of the Horner scheme simulating K times the working precision (K ≥ 2). We also
show how to compensate the rounding errors generated by the substitution algorithm for
triangular system solving.
2) Validating the computed result. We show how to validate the quality of the com-
pensated polynomial evaluation. We propose a method to compute an a posteriori error
bound together with the compensated result. This error bound is computed using only
basic ﬂoating point operations to ensure portability and eﬃciency of the method.
3) Performances of compensated algorithms. Our computing time measures show the
interest of compensated algorithms compared to other software solutions that provide the
same output accuracy. We also justify such good practical performances thanks to a de-
tailed study of the instruction-level parallelism they contain.
Keywords: Computer arithmetic, IEEE-754 standard, numerical algorithms, compen-
sated algorithms, eﬃcient algorithms.
