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Abstract
Injection of carbon dioxide into geological formations for long-term storage is widely
regarded as a promising tool for reducing global atmospheric CO2 emissions. Given
the environmental and health risks associated with leakage of CO2 from such a storage
site, it is critical to ensure that injected CO2 remain trapped underground for the
foreseeable future. Careful site selection and effective injection methods are the two
primary means of addressing this concern, and an accurate understanding of the
subsurface spreading and migration of the CO2 plume during and after injection is
essential for both purposes. It is well known that some CO2 will be trapped in the pore
space of the aquifer rock as the plume migrates and spreads; this phenomenon, known
as capillary trapping, is an ideal mechanism for geological CO2 storage because the
trapped gas is immobile and distributed over a large area, greatly decreasing the risk
of leakage and enhancing the effectiveness of slower, chemical trapping mechanisms.
Here, we present an analytical model for the post-injection spreading of a plume
of CO2 in a saline aquifer, both with and without capillary trapping. We solve the
governing equation both analytically and numerically, and a comparison of the results
for two different initial plume shapes demonstrates the importance of accounting for
the true initial plume shape when capillary-trapping effects are considered. We find
that the plume volume converges to a self-similar, power-law trend at late times for
any initial shape, but that the plume volume at the onset of this late-time behavior
depends strongly on the initial shape even for weakly trapping systems.
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Chapter 1
Introduction
Storage of carbon dioxide in geological formations is widely regarded as a promising
tool for reducing global atmospheric CO2 emissions (see, e.g., [3, 18, 27, 25, 13]).
Given the environmental and health risks associated with leakage of CO2 from such
a subsurface storage site, as well as the significant capital investment and other im-
plementation costs associated with a large-scale sequestration project, it is critical
to ensure that injected CO2 remain trapped underground for the foreseeable future.
Careful site selection and effective injection methods are the two primary means of
addressing this concern, and an accurate understanding of the subsurface spreading
and migration of the plume of mobile CO2 during and after injection, including its
shape, size, and extent, is essential for both purposes.
1.1 Saline Aquifers and Trapping Mechanisms
Among the geological formations well-suited for use as storage sites are deep saline
aquifers (see, e.g., [3, 25, 13])—geologic layers of permeable rock located 1 to 3 km
below the surface, saturated with salty groundwater, and, in general, bordered on
top by a region of much less permeable “caprock”. At reservoir conditions in such an
aquifer, CO2 is less dense than the resident groundwater, and will migrate upward
due to buoyancy and spread along the top boundary of the aquifer during and after
injection. When upward migration of mobile CO2 is blocked by an impermeable layer,
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it is said to be structurally trapped, as illustrated in Figure 1-1. Structural trapping
is effective but unreliable, as the CO2 remains mobile—a pre-existing well or the
activation of a fault could lead to leakage into shallower formations.
Hydrodyna ic Trapping
• CO2 rises, spreads along the top of the aquifer
• Remains mobile
• Sensitive to leakage
mobile CO2
impermeable caprock
resident groundwater
39
Figure 1-1: Structural trapping of CO2 in a salin aquifer leads to a mobile plume of
CO2, the migration of which is blocked by the caprock only.
However, it is well-known that some amount of CO2 will be trapped in the pore
space of the aquifer rock at the trailing edge of the plume as it migrates and spreads
[13, 15]. This phenomenon, known as capillary trapping, occurs in any porous medium
when a wetting fluid (in this case, groundwater) displaces a non-wetting one (in
this case, CO2) from the pore space of the rock (i.e., during imbibition). Capillary
trapping, as illustrated in Figure 1-2, occurs as the wetting fluid takes the place of
the non-wetting fluid because capillarity drawns the wetting fluid preferentially into
smaller pore spaces before larger ones and causes pre-existing films of wetting fluid to
snap off [19]. This capillarity-induced invasion causes some of the non-wetting fluid,
left behind in the larger pore spaces, to be separated from the bulk; the pressure
gradient in the surrounding wetting fluid can then be insufficient to displace this
residual non-wetting fluid, leaving it trapped. An analogous phenomenon occurs
when wetting fluid is displaced from the pore space by non-wetting fluid (i.e., during
drainage)—some connate wetting fluid is left behind in small pore spaces, immobilized
by capillarity. The fraction of pore space occupied by trapped or residual CO2 after
the bulk is displaced is known as the residual gas saturation, denoted here as Sgr;
similarly, the fraction of pore space occupied by connate groundwater is known as the
12
Capillary Trapping
• As CO2 is displaced by water, some is left behind
! Once “trapped”, very hard to displace             immobile
immobile CO2
“trapped”
mobile CO2
CO2 
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Figure 1-2: Capillary trapping occurs as the non-wetting fluid (here, CO2) is displaced
from the pore space by the wetting fluid (here, groundwater), and leads to small,
disconnected regions of non-wetting fluid dispersed throughout the region from which
the bulk was displaced.
connate water saturation, denoted here as Swc.
One measure of the amount of capillary trapping in a system is the ratio of the
residual CO2 saturation, Sgr, to the initial CO2 saturation within the plume; because
the CO2 is injected into an aquifer that initially contains only groundwater, this initial
saturation is 1− Swc. We denote this ratio the capillary trapping number, Γ:
Γ =
Sgr
1− Swc . (1.1)
Note that Γ takes a value between zero (no trapping) and one.
Capillary trapping is an ideal mechanism for the geological storage of CO2 because
the trapped gas is immobile and distributed over a large area, greatly decreasing the
risk of leakage and enhancing the effectiveness of slower, chemical trapping mecha-
nisms such as dissolution and mineral deposition. Because capillary trapping occurs
at the imbibition front behind the CO2 plume [15], it serves to couple the shape and
size of the CO2 plume to its path or “sweep” through the aquifer.
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1.2 Previous Work
The injection of mobile CO2 into a saline aquifer and its subsequent migration falls
into the broad class of fluid-mechanics problems known as viscous gravity currents,
wherein a finite amount or flux of one fluid is released into a second, ambient fluid.
The introduced fluid having a different density than the ambient fluid, the flow is
governed by the balance of buoyancy and viscosity.
Several cases of a fluid being released or injected into a less dense ambient fluid
on a flat surface were considered by Huppert [11] for both planar and axisymmetric
geometries; see references therein for earlier work on gravity currents. Barenblatt [5]
considered a similar axisymmetric problem, the primary difference being that the flow
occurred in a porous medium. This introduces several additional complications; of
primary interest here is that of capillary trapping, which causes the total volume of
mobile fluid in the “mound” to decrease as it slumps; Barenblatt does not consider
capillary trapping in this early work. Kochina et al. [17] solve the same axisymmetric
problem with capillary trapping; Barenblatt [4] describes the solution to the problem
in both cases. More recently, Anderson et al. [1] extend the work of Barenblatt [5]
for the planar case without capillary trapping to slumping problems with spatially
periodic intrinsic permeability fields using homogenization techniques; Lyle et al. [20]
revisit the work of Huppert [11] for the axisymmetric case, now in a porous medium
but again without capillary trapping; Pritchard [26] considers planar slumping in
a porous medium where the bottom boundary is fractured, leading to downward
leakage.
In the problem of geological CO2 storage, as in the problem considered by Baren-
blatt and Kochina, the injection and the subsequent spreading and migration of the
introduced fluid occur in a porous medium. The difference is that in geological CO2
storage, the introduced fluid is less dense than the ambient fluid, and it spreads along
the top boundary of the domain rather than slumping along the bottom boundary.
Such systems have been considered by Dussan and Auzerais [7], and by Huppert
and Woods [12]. Dussan and Auzerais [7] consider the problem of drilling through a
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porous layer, where drilling fluid tends to escape into the layer and propagate into the
denser resident fluid; their problem is again axisymmetric, and they do not include
capillary trapping. Huppert and Woods [12] consider the exchange flow between ad-
jacent reservoirs separated by a vertical boundary that is suddenly removed in the
context of a planar porous layer; capillary trapping is again neglected.
On the specific topic of the geological storage of CO2 in a saline aquifer, Norbot-
ten et al. [23] develop a governing equation for the shape of an axially symmetric
CO2 plume during injection, giving an explicit analytical solution for the case when
advective viscous effects dominate diffusive buoyancy effects, which is often the case
during the injection period; they demonstrate favorable comparison of their results
with numerical simulations. The injection case is pure drainage when buoyancy effects
are neglected, and therefore capillary trapping does not play a role. Nordbotten and
Celia [24] show a different development of the same governing equation for the injec-
tion period, giving again the explicit analytical solution for the advection-dominated
flow, and then proceed to integrate dissolution effects with very good agreement be-
tween analytical and numerical results.
Hesse et al. [10] consider the post-injection spreading and migration of the CO2
in a planar geometry, developing a similar governing equation, now accounting for
capillary trapping in the form of both connate water and trapped CO2; Hesse et
al. [10] develop scaling laws for the plume volume, maximum thickness, and extent
in this case. Also, Hesse et al. [9] develop early- and late-time similarity solutions
for the same problem without capillary trapping. In both cases, the authors argue
that an arbitrary initial condition will give good results for late times because the
system is diffusive in nature, and will therefore lose information about the initial
conditions over time; they therefore choose a “step” or “square” initial condition for
convenience. While it is true that the diffusive nature of the spreading process will
lead to independence from initial conditions at late times when capillary trapping is
not considered, we expect the initial shape of the plume to be important when the
effects of capillary trapping are included—this is because the amount of CO2 that is
trapped depends directly on the so-called “sweep” of the plume as it spreads. This
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point is demonstrated by Kochina et al. [17] and subsequently by Barenblatt [4] in
the analytical solution to the slumping problem. Barenblatt [4] emphasizes that the
inclusion of capillary trapping leads to a strong dependence on initial conditions that
is absent when capillary trapping is not considered.
Juanes and MacMinn [14] model the planar post-injection migration of a CO2
plume for the case where advection due to natural groundwater flow dominates dif-
fusive spreading due to buoyancy, including the effect of capillary trapping and rig-
orously accounting for the true end-of-injection shape of the plume.
Here, we model the radial post-injection diffusive spreading of a CO2 plume with
no regional groundwater flow, including the effect of capillary trapping and rigorously
accounting for the end-of-injection plume shape. Our aim is to show that while the
solution to the spreading problem for any arbitrary initial condition converges to
a universal self-similar solution when trapped gas is not included, the inclusion of
capillary trapping breaks this universality and solutions are no longer independent
of the initial shape of the plume. In Chapter 2, we follow [24, 10, 9] in developing a
governing equation for the axially symmetric injection and spreading of a plume of
CO2 in a saline aquifer, examining in detail the validity of the underlying assumptions.
In Chapter 3, we follow [23, 24] in developing a similarity solution for this governing
equation for the injection period. In Chapter 4, we consider the post-injection period
and develop late-time analytical solutions to the governing equation following [4]
without and with the effects of capillary trapping, comparing the results for two
different initial conditions. In Chapter 5, we give some concluding remarks.
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Chapter 2
Development of the Analytical
Model
We seek to develop a governing equation to describe the axially symmetric spreading
and migration of CO2 in a deep saline aquifer during and after injection. In this
chapter, we detail the derivation of this governing equation.
Following [24, 10, 9], we employ a sharp-interface model, take advantage of the
Dupuit or “vertical equilibrium” approximation, and neglect capillarity relative to
buoyancy and viscosity.
2.1 Modeling Approximations
We describe here the assumptions and simplifications that will determine the form in
which we will write the basic equations of fluid flow in the aquifer.
2.1.1 Aquifer Characteristics
Deep saline aquifers are appealing targets for geological CO2 storage for a variety of
reasons, including their low economic value, relatively high permeability, and large
estimated worldwide storage capacity [2, 13, 27]. As described in Chapter 1, deep
saline aquifers are permeable layers of rock bordered on top by a region of much less
17
permeable “caprock”, 1 to 3 km below the surface, and saturated with salty ground-
water. Deep saline aquifers are typically thin compared to their in-plane dimensions,
which is to say that the typical length scale L in any horizontal direction is typically
much larger than the typical length scale H in the vertical direction, L H.
We begin by approximating the aquifer as horizontal, rigid (i.e., having a rock
compressibility of zero; see, e.g., [6]), homogenous, and isotropic. We can then take
the porosity φ and intrinsic permeability k of the aquifer to be uniform and constant.
Further, we assume the aquifer is sufficiently large in its horizontal dimensions that
edge effects are negligible, so that injected CO2 does not “see” the outer boundaries
of the domain.
Lastly, we take the upper and lower boundaries of the aquifer to be effectively
impermeable, or having permeabilities much lower than that of the aquifer itself.
2.1.2 Fluid Properties
We take the two fluids to be incompressible and Newtonian, therefore having constant
and uniform density and viscosity, respectively. While we recognize that, realistically,
some CO2 will dissolve into the groundwater and vice-versa, solubility effects are
limited to the regions where the two fluids are in contact with one-another, which are
very small compared to the total bulk volume, and we therefore neglect these effects.
2.1.3 Sharp-Interface Approximation
In general, immiscible displacement in a porous medium involves gradients in saturation—
that is, there is not a sharp interface between the two fluids, but rather a mixing front
of nonzero thickness across which the saturation of the displacing (displaced) fluid
decreases from one to zero (zero to one). Note that this is Darcy-scale mixing—the
two fluids remain immiscible at the pore scale.
When the thickness of the mixing front is small relative to other relevant flow
length scales, as is often the case for geological flows, the mixing front can be treated
as a sharp interface; this is known as a sharp-interface approximation, and we take
18
advantage of it here [6].
We therefore divide the domain into three regions, each of uniform CO2 and
groundwater saturation, with discontinuous saturations across region-region bound-
aries. As illustrated in Figure 2-1, region 1 contains mobile CO2 with a saturation Swc
of connate groundwater, region 2 contains mobile groundwater with a saturation Sgr
of trapped CO2, and region 3 contains mobile groundwater with no CO2. The aquifer
has a total thickness H, and the thickness of region i, i = 1, 2, 3, at a radial position
r and time t is denoted hi(r, t), where r is measured from the axis of symmetry of the
plume. Gravity acts downward.
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1− Swc
h1(r, t)
h3(r, t)
h2(r, t) H
g
Figure 2-1: The domain is divided into three regions of uniform CO2 and groundwater
saturation separated by sharp interfaces corresponding to saturation discontinuities.
Region 1 (white) has a saturation 1 − Swc of mobile CO2 with a saturation Swc of
connate groundwater; region 2 (blue with gray exes) has a saturation Sgr of trapped
CO2 and a saturation 1 − Sgr of mobile groundwater; region 3 (blue) contains only
mobile groundwater. The plume is axially symmetric about the injection well, indi-
cated by the vertical dashed black line. The profile of the plume at an earlier time is
also shown, outlined in dashed gray.
2.2 Darcy Equations
With the approximations of Section 2.1 in mind, we can now write the Darcy velocity
for each phase in each region: in region 1,
uw1 = 0 (2.1a)
ug1 = −kλg1∇(pg1 + ρggz); (2.1b)
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in region 2,
uw2 = −kλw2∇(pw2 + ρwgz) (2.2a)
ug2 = 0; (2.2b)
and in region 3,
uw3 = −kλw3∇(pw3 + ρwgz) (2.3a)
ug3 = 0. (2.3b)
The subscripts w and g refer to groundwater (the water phase) and CO2 (the gas
phase), respectively, and the subscripts 1, 2, and 3 refer to regions 1, 2, and 3,
respectively, from Figure 2-1, so that uw3, for example, refers to the specific discharge
or Darcy velocity of the water phase in region 3; λ = kr/µ is the phase mobility, where
kr and µ are the corresponding phase relative permeability and dynamic viscosity,
respectively; p is the phase pressure; and ρ is the phase density.
The phase pressures within each region are related by
pg1 = pw1 + pc1, (2.4a)
pg2 = pw2 + pc2, (2.4b)
pg3 = pw3 + pc3, (2.4c)
where pci, i = 1, 2, 3, is the capillary pressure in region i.
Note that the traditional model for multiphase flow in porous media ([28, 22, 21])
takes relative permeability and capillary pressure to be functions of phase saturation
(see, e.g., [6]); because the phase saturations in each region here are constant via the
sharp-interface approximation, relative permeability and capillary pressure are also
constant in each region.
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2.2.1 Vertical Flow Equilibrium (Dupuit Approximation)
We next take advantage of the fact that aquifers are typically thin relative to their
in-plane dimensions to simplify Equations (2.1), (2.2), and (2.3). We give a simple
scaling justification here, but a much more detailed analysis can be found in Yort-
sos [29] and Yortsos [30]. We define Ur and Uz to be the typical magnitudes of the
radially outward component ur and the vertical component uz, respectively, of the
velocity field. The continuity equation for axially symmetric, incompressible flow in
an incompressible aquifer,
1
r
∂
∂r
(rur) +
∂uz
∂z
= 0, (2.5)
implies that the magnitude of uz can be estimated
Uz ∼ H
R
Ur, (2.6)
where H and R are typical flow length scales in the z- and r-directions, respectively.
Taking a typical reservoir thickness of H ≈ 30 m and a typical reservoir extent of
R ≈ 100 km, it is clear that H  R and therefore that Uz  Ur, allowing us to
neglect the vertical component of the velocity relative to the radial component. This
is a common simplification in hydrology; it is known as a vertical flow equilibrium or
Dupuit approximation. From (2.1), (2.2), and (2.3), we estimate
ur = −kλ∂p
∂r
∼ − kλ p
R
, (2.7)
and, further,
∂p
∂z
∼ p
H
 ∂p
∂r
, (2.8)
so therefore
ur  − kλ∂p
∂z
. (2.9)
We then that argue that because uz  ur,
uz  − kλ∂p
∂z
, (2.10)
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and so, writing out the expression for the z-component of the velocity for each phase
in each region, we can approximate
ug1,z = −kλg1
(
∂pg1
∂z
+ ρgg
)
≈ 0, (2.11a)
uw2,z = −kλw2
(
∂pw2
∂z
+ ρwg
)
≈ 0, (2.11b)
uw3,z = −kλw3
(
∂pw3
∂z
+ ρwg
)
≈ 0. (2.11c)
Note that the other three velocities—uw1, ug2, and ug3—are identically zero. Rear-
ranging these expressions, we can then integrate the vertical pressure gradient in each
region from the 1-interface to an arbitrary height z within the region. The resulting
expressions are
pg1 = pgI − ρgg [z − (H − h1)] , (2.12a)
pw2 = pw3 = pwI + ρwg [(H − h1)− z] , (2.12b)
(2.12c)
where h1 is the total thickness of region 1 as shown in Figure 2-1, and pgI and pwI
are the non-wetting-phase pressure and wetting phase pressure at the 1-2 interface,
respectively; note that the pressure in the wetting phase is smooth across the 2-3
boundary because the trapped gas does not contribute to the hydrostatic gradient.
2.2.2 Negligible Capillarity Compared to Gravity
We next consider the typical magnitude of capillary forces relative to buoyancy or
gravity forces in the system. We can estimate the magnitude of buoyancy effects as
the average hydrostatic pressure gradient, ∆phs, over the thickness of the aquifer,
∆phs ∼ ∆ρgH, (2.13)
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where ∆ρ = ρw − ρg. Similarly, we can estimate the magnitude of capillary effects
as the typical capillary pressure, or the typical difference in pressures between the
wetting and non-wetting phases,
∆pc ∼ γ√
k/φ
, (2.14)
where γ is the coefficient of interfacial tension between the two fluids, and the con-
struction
√
k/φ is commonly used in hydrology as a characteristic length of the pore
scale [6]. The ratio ∆phs/∆pc is commonly known as the Bond number, Bo, and gives
the importance of buoyancy effects relative to capillary effects. Here, we have
Bo =
∆ρgH
γ
√
k
φ
. (2.15)
A typical saline aquifer for geological CO2 storage purposes has thickness H = 30 m,
with intrinsic permeability and porosity of k = 2 × 10−14 m2 and φ = 0.15, respec-
tively. Taking the density difference between the two fluids, in this case groundwater
and CO2, to be ∆ρ ≈ 500 kg/m3, and the interfacial tension between the two fluids to
be roughly γ ≈ 2× 10−2 N/m, we find that for this system, Bo ≈ 3, a relatively large
value; we are therefore justified in neglecting the capillary pressure difference between
the two phases relative to typical hydrostatic pressure gradients in the system. Con-
sidering the pressures at the 1-2 interface, we can write pgI = pwI + pcI , where pcI
is the capillary pressure at the 1-2 interface. We now neglect this capillary pressure
compared to the typical magnitudes of wetting and non-wetting phase pressures, and
we can therefore take
pI ≡ pgI = pwI + pcI ≈ pwI , (2.16)
where we have defined a new single pressure at the interface pI for convenience.
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2.2.3 Velocity Field
We now write the radial components of the velocity for each phase in each region in
terms of the single interface pressure pI ,
u1 ≡ ug1,r = −kλg1∂pg1
∂r
= −kλg1
(
∂pI
∂r
− ρgg∂h1
∂r
)
, (2.17a)
u2 ≡ uw2,r = −kλw2∂pw2
∂r
= −kλw2
(
∂pI
∂r
− ρwg∂h1
∂r
)
, (2.17b)
u3 ≡ uw3,r = −kλw3∂pw3
∂r
= −kλw3
(
∂pI
∂r
− ρwg∂h1
∂r
)
, (2.17c)
where we have defined ui as the r-component of the velocity of the mobile phase in
region i, as indicated above, for convenience.
Now that we have written the velocity in each region in terms of the interface
pressure pI and the thickness of region 1, we will relate them through conservation of
mass, accounting carefully for the residual fluid that crosses each interface.
2.3 Conservation of Mass
To relate the velocities and from Equations (2.17) to each other, we consider conser-
vation of mass. In a macroscopic sense, it is clear that the total volume flow rate
through a cylinder of radius r with center at the injection well should be
2pir (u1h1 + u2h2 + u3h3) = Q, (2.18)
where Q is the rate of injection, Qi, during injection, and zero after injection ends.
In addition, we consider local conservation of mass within an annular, differential
element in order to relate the flow through each region to the corresponding interface
displacement. Considering the differential element shown in Figure 2-2(a), we can
relate the flow of mobile gas through the element with the local increase in the
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Figure 2-2: We consider flow through a cross-section of an annular differential element
of the aquifer in order to relate a local change in fluid velocity to a local displacement
of the interface. Here, we consider a local (a) increase and (b) decrease in the thickness
h1 of region 1 and the corresponding change in flow of mobile gas through region 1.
thickness of region 1 as
2pir (u1h1)− 2pi (r + dr)
(
u1h1 +
∂
∂r
(u1h1) dr
)
= 2pidr (1− Swc)φ∂h1
∂t
, (2.19)
and, similarly, we can relate the flow of mobile gas through the element with the local
decrease in the thickness of region 1 as
2pir (u1h1)− 2pi (r + dr)
(
u1h1 +
∂
∂r
(u1h1) dr
)
= 2pidr (1− Swc − Sgr)φ∂h1
∂t
.
(2.20)
Simplifying Equations (2.19) and (2.20), we can rewrite the two equations as a single
conditional equation,
−1
r
∂
∂r
(r u1h1) =

(1− Swc)φ∂h1
∂t
,
∂h1
∂t
> 0,
(1− Swc − Sgr)φ∂h1
∂t
,
∂h1
∂t
< 0.
(2.21)
2.4 Governing Equation
Combining Equations (2.17) with (2.18), we find an expression for pI in terms of h1,
h2, and h3:
∂pI
∂r
=
(
ρgλ1h1 + ρwλ2h2 + ρwλ3h3
λ1h1 + λ2h2 + λ3h3
)
g
∂h1
∂r
−
(
1
λ1h1 + λ2h2 + λ3h3
)
Q
2pirk
. (2.22)
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Combining now Equation (2.22) with the Equation (2.17a), we have an expression for
u1 in terms of h1, h2, and h3:
u1 =
(
λ1
λ1h1 + λ2h2 + λ3h3
)
Q
2pir
−∆ρgkλ1
(
λ2h2 + λ3h3
λ1h1 + λ2h2 + λ3h3
)
∂h1
∂r
, (2.23)
where ∆ρ = ρw − ρg. Finally, combining Equation (2.23) with (2.21), we have a
governing equation for the system:
R˜∂h1
∂t
+
Q
2pi(1− Swc)φ
1
r
∂
∂r
(
f1
)
− ∆ρgkλ1
(1− Swc)φ
1
r
∂
∂r
(
(1− f1) r h1∂h1
∂r
)
= 0, (2.24a)
R˜ =
 1 , ∂h1∂t > 0,1− Γ , ∂h1
∂t
< 0,
(2.24b)
f1 =
λ1h1
λ1h1 + λ2h2 + λ3h3
. (2.24c)
Recall that Γ is the capillary trapping number, as defined in Equation (1.1). Equa-
tions (2.24) describe a single governing equation in three unknowns, where h1 appears
explicitly in Equation (2.24a) and dependency on h2 and h3 enters implicitly through
the function f1, defined in (2.24c). The set of equations describing the dynamics of
the system is completed with two more relationships between h1, h2, and h3; the first
of these is supplied by the simple fact that the three thicknesses must sum to the
total thickness of the aquifer,
h1 + h2 + h3 = H. (2.25)
The second relationship between h1, h2, and h3 comes from the observation that a
change in h1 must correspond to a change in either h2 or h3, but not both—that is,
a local increase in h1 must always correspond to a local decrease in h3, because we
expect h1 to increase only in regions where h2 = 0 for a physical solution (see, e.g.,
Figure 2-2(a)). Similarly, a local decrease in h1 must always correspond to a local
increase in h2, because gas is trapped as the 1-2 interface is displaced toward region 1
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(see, e.g., Figure 2-2(b)). Mathematically, we write these requirements as
∂h1
∂t
=

−∂h2
∂t
,
∂h1
∂t
< 0,
−∂h3
∂t
,
∂h1
∂t
> 0.
(2.26)
Equations (2.24), (2.25), and (2.26), taken with appropriate initial and boundary
conditions, now form a complete set of three equations in three unknowns describing
the dynamics of the system.
Note that Equation (2.24a) is a nonlinear advection-diffusion equation, where the
advective term is driven by injection and the diffusive term is driven by buoyancy.
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Chapter 3
Solution for the Injection Period
In this chapter, we consider the solution to the governing system of equations for
the injection period. This result is not new—the procedure here is similar to that of
Nordbotten et al. [24]—but we include it here for completeness.
We begin by writing the governing equation in non-dimensional form in order
to compare the relative magnitudes of the advective and diffusive terms. We then
neglect the diffusive term and develop an explicit analytical similarity solution to the
simplified equation.
3.1 Scaling the Governing Equation
We first choose characteristic length and time scales for the system. We choose
the characteristic length scale in the vertical direction to be H, and we choose the
characteristic time scale tc to be the time it takes to inject a volume V0 of CO2 into the
aquifer at a rate of injection Qi, so that tc = V0/Qi. We then choose the characteristic
length scale in the radial direction to be r0, defined as the radius of a cylinder of aquifer
with height H that contains a volume V0 of CO2, so that V0 = (1−Swc)φpir20H. With
these definitions, we rewrite Equation (2.24a) as
R˜∂η1
∂τ
+
(
Q
Qi
)
1
2ξ
∂
∂ξ
(
f1
)
−
(
2∆ρgkλ1tcH
(1− Swc)φr20
)
1
2ξ
∂
∂ξ
(
(1− f1) ξ η1∂η1
∂ξ
)
= 0. (3.1)
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Recalling from Equation (2.18) that the flow rate Q takes the value Qi during the
injection period, we simplify Equation (3.1) appropriately and rewrite the complete
system, Equations (2.24), as
R˜∂η1
∂τ
+
1
2ξ
∂
∂ξ
(
f1
)
−Ng 1
2ξ
∂
∂ξ
(
(1− f1) ξ η1∂η1
∂ξ
)
= 0, (3.2a)
R˜ =
 1 ,
∂η1
∂τ
> 0,
1− Γ , ∂η1
∂τ
< 0,
(3.2b)
f1 =
λ1η1
λ1η1 + λ2η2 + λ3η3
, (3.2c)
Ng = ∆ρgkλ1
2piH
Q/H
, (3.2d)
where the gravity number Ng gives the magnitude of diffusive buoyancy effects relative
to advective viscous effects in this system.
3.2 Neglecting Buoyancy
We estimate the size of the gravity number by taking typical values of the relevant
parameters for a deep aquifer (see, e.g., [8])—ρw ≈ 1000 kg/m3, ρg ≈ 500 kg/m3,
k ≈ 2×10−14 m2, λ1 ≈ 2×104 Pa−1 s−1, H ≈ 30 m, Q ≈ 2×10−2 m3/s—finding that
Ng ∼ 0.5. This value is sufficiently small that buoyancy effects are much weaker than
viscous effects, and the diffusive term may be safely neglected [23, 14]. This is a limit
in which the thickness of region 1 is always locally increasing, meaning that h2 = 0
and the system of equations is no longer conditional; we rewrite Equations (3.2)
accordingly as
∂η1
∂τ
+
1
2ξ
∂
∂ξ
(
f1
)
= 0, (3.3a)
f1 =
η1
η1 + (1− η1)/M , (3.3b)
where we have used Equation (2.25) to eliminate h3, and the mobility ratio M =
λ1/λ3.
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3.3 Similarity Solution
Equation (3.3) has an explicit analytical solution in the similarity parameter ζ = ξ2/τ .
Carrying out the change of variables, we find
ζ =
df1
dη1
=
M
[(M− 1)η1 + 1]2
, (3.4)
and, solving for η1,
η1 =

1 , 0 ≤ ζ ≤ 1/M
(
1
M−1
) (√M
ζ
− 1
)
, 1/M < ζ <M
0 , ζ ≥M
(3.5)
Figure 3-1 shows this solution plotted at several dimensionless times for three different
values of M.
For a particular mobility ratio, Equation (3.5) can be used to find the shape of the
CO2 plume at the end of the injection period, which can then be used as an initial
condition for the post-injection spreading of the plume.
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Figure 3-1: The self-similar profile of the CO2 plume during injection, as described
by Equation (3.5), is plotted for mobility ratios of (a) M = 2, (b) 5, and (c) 10 at
several dimensionless times, as indicated. The plume shape is axisymmetric about
ξ = 0, which corresponds to the injection well. The rate of injection is constant, so
the plume volume at a given time is independent of M. Note, however, that the
so-called “tonguing” of the profile increases dramatically as M increases.
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Chapter 4
Solution for the Post-Injection
Period
In this chapter, we develop an appropriate governing equation for the post-injection
spreading of CO2 in a saline aquifer. We then solve the equation analytically both
without and with capillary trapping, and compare the results from two different initial
conditions.
4.1 Governing Equation for CO2 Spreading
The governing equation derived in Chapter 2 and rescaled in Chapter 3 remains valid
in the post-injection period, but the injection rate Q is now zero instead of Qi because
injection has stopped. We can therefore rewrite Equation (2.24a),
R˜∂h1
∂t
− ∆ρgkλ1
(1− Swc)φ
1
r
∂
∂r
(
(1− f1) r h1∂h1
∂r
)
= 0. (4.1)
In the absence of injection, we can no longer neglect the buoyancy term because it
alone drives the system. We rewrite the complete governing equation one more time,
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now in terms of a new parameter κ for consistency with previous work [5, 17, 4, 10],
∂h1
∂t
−κ1
r
∂
∂r
(
(1− f1) r h1∂h1
∂r
)
= 0, (4.2a)
κ =
 κ1 =
∆ρgkλ1
(1−Swc)φ ,
∂h1
∂t
> 0,
κ2 =
∆ρgkλ1
(1−Swc−Sgr)φ =
(
1
1−Γ
)
κ1 ,
∂h1
∂t
< 0,
(4.2b)
f1 =
λ1h1
λ1h1 + λ2h2 + λ3h3
. (4.2c)
As mentioned in Chapter 2, Barenblatt [4] describes the solution to a “slumping”
problem, wherein the slumping fluid is water and the ambient fluid is a gas—in that
case, the density and viscosity of the ambient fluid are neglected, and the governing
equation is
∂h1
∂t
− κ1
r
∂
∂r
(
rh1
∂h1
∂r
)
= 0, (4.3)
where the coefficient κ is conditional as in (4.2). Equations (4.3) and (4.2a) have
the same form because both the identities of the fluids and the direction of gravity
have been reversed—that is, a lighter fluid spreading against the direction of gravity
exhibits the same behavior as a heavier fluid slumping in the direction of gravity. The
two equations agree exactly in the limit f1 → 0. The function f1 does not appear in
the slumping problem because the mobility of the ambient fluid is much larger than
the mobility of the slumping fluid there, a limit in which f1  1.
This limit does not apply to the spreading problem of interest because the mobility
of the CO2 is typically larger than that of the ambient groundwater; however, the
function f1 also becomes small when h1  H, i.e., when the plume becomes very
thin relative to the aquifer thickness, which can be considered a “late-time” regime for
both problems. We therefore develop analytical solutions to Equation (4.3) without
and with capillary trapping effects following [4], and these solutions then serve as
asymptotics to which solutions to (4.2) tend for late times.
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4.2 Spreading without Trapping, Solution for Late
Times
When capillary-trapping effects are not considered, the coefficient κ in Equation (4.3)
takes the constant value κ1 and [4] shows that the equation is satisfied by a similarity
solution. We detail that development here.
First, we observe that the plume thickness h1 must be a function of time, space,
the parameter κ1, the initial volume of fluid in the plume, which we take to be V0,
and some parameter describing the initial shape of the plume, for which we take r0
defined as before, such that V0 = (1− Swc)φpir20H. Thus, we write
h1 = h1(r, t, κ1, V˜0, r0), (4.4)
where V˜0 = V0/(1 − Swc)φ is the volume of porous medium filled by the initial fluid
volume V0, and we take the initial profile to be a cylinder or “step” with h1 = H for
r < r0 and h1 = 0 for r > r0. The dimensions of these parameters are
[h1] = H , [r] = L , [t] = T ,
[κ1] = L
2T−1H−1 , [V˜0] = L2H , [r0] = L,
(4.5)
where H, L, and T here represent the dimensions of length in the vertical direction,
length in the horizontal direction, and time, respectively. With six parameters and
three dimensions, we expect three dimensionless groups. Proceeding with dimensional
analysis, the three dimensionless or “Π” groups that govern the behavior of the system
are [4],
Π1 = h1
(
κ1t
V˜0
)1/2
, Π2 = r
(
1
V˜0κ1t
)1/4
, Π3 = r0
(
1
V˜0κ1t
)1/4
, (4.6)
and the solution then takes the form Π1 = F (Π2,Π3). Because the problem is diffu-
sive in nature and we are not considering capillary trapping, we seek an asymptotic
solution that is independent of the initial condition to which the solution for any
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arbitrary initial condition should converge—that is, we seek a solution in the limit of
Π3 → 0 while Π1 and Π2 remain finite.
Proceeding with the mechanics of the similarity solution, the governing equation
becomes
d
dΠ2
{
Π2F
[
1
4
Π2 + F
′
]}
= 0, (4.7)
which can be integrated directly to give
Π1 = F (Π2) = F0 − 1
8
Π22, (4.8)
where the constant F0 is determined through integral conservation of volume. Writing
the full equation for h1,
h1(r, t) =
(
V˜0
κ1t
)1/2 [
F0 − 1
8
r2
(
1
V˜0κ1t
)1/2]
, (4.9)
we calculate the volume V of CO2 in the plume by integrating h1 from the axis of
the plume, r = 0, to the outer edge of the plume, which is defined as the value of r
at which h1 = 0 and is given by r = r1 =
√
8F0(V˜0κ1t)1/2:
V = (1− Swc)φ
∫ r1
0
2pir h1(r, t) dr. (4.10)
Equating the resulting expression with the initial volume of CO2 in the plume, V0,
we find F0 = 1/
√
4pi and we can then write
h1(r, t) =
(
V˜0
κ1t
)1/2 [
1√
4pi
− 1
8
r2
(
1
V˜0κ1t
)1/2]
, (4.11)
valid for 0 ≤ r ≤ r1 = 2(V˜0κ1t/pi)1/4. We can write Equation (4.11) in dimensionless
form using the scaling from Section 3.1—i.e., η1 = h1/H, ξ = r/r0, τ = t/tc, and
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κ˜1 = (Htc/r
2
0)κ1, where V˜0 = pir
2
0H as before—and the result is,
η1(ξ, τ) =
(
1
κ˜1τ
)1/2 [
1
2
− 1
8
ξ2
(
1
κ˜1τ
)1/2]
, (4.12)
valid for 0 ≤ ξ ≤ ξ1 = 2(κ˜1τ)1/4.
While the above solution was derived for a cylindrical “step” initial profile, we
expect any arbitrary initial profile to converge to this solution as the details of the
initial condition are lost. To demonstrate this point, we solve Equation (4.3) nu-
merically using a finite-volume scheme for two different initial conditions—a “step”
profile, and also a “true” end-of-injection profile calculated from the solution for the
injection period given in Chapter 3; we take a mobility ratio of M ≈ 5, a moderate
value. Note that we take the characteristic time tc to be the length of the injection
period; τ = 0 corresponds to the end of injection, and each unit of dimensionless time
thereafter is then one “injection time”.
The spreading of the CO2 plume without trapping is shown in Figures 4-1 and
4-2. Figure 4-1 gives the shape of the CO2 plume at several times for both initial
conditions. Figure 4-2 illustrates the spreading of the CO2 plume without trapping
by way of the time evolution of the thickness of the CO2 plume at its axis for both
initial conditions, and the convergence in both cases to the analytical solution. It is
clear from Figure 4-2 that the influence of the initial conditions is lost relatively early
here, and the numerical solutions then converge together to the analytical solution.
4.3 Spreading with Trapping, Solution for Late
Times
When the effects of capillary trapping are included, Barenblatt [4] shows that the
similarity solution above can no longer satisfy the requirement that the solution be
continuous when combined with the conditional coefficient κ. Barenblatt explains
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Figure 4-1: The shape of the CO2 plume (solid black line) after spreading for 0 (initial
shape), 50, 500, and 5000 injection times from the (a) “square” and (b) “true” initial
conditions with no trapping. The analytical solution is also shown (dashed blue line),
and the convergence of both numerical solutions toward the analytical solution is clear.
Profiles are again axisymmetric about ξ = 0, which corresponds to the injection well.
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Figure 4-2: Time-evolution of the thickness of the CO2 plume at its axis of symmetry
(ξ = 0) without capillary trapping and for κ˜ = 0.2, a reasonable value for geological
CO2 storage. Numerical solutions to the full equation (solid black lines) are shown
for both “square” (downward-pointing triangle markers) and “true” (upward-pointing
triangle markers) initial conditions; the analytical solution to the late-time governing
equation is also shown (dashed blue line). Note that the numerical solutions for both
initial conditions converge to a single late-time analytical solution.
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that the reason for this is that, unlike the no-trapping case, the system never becomes
completely independent of the initial state; this is evident in the structure of the
solution. We detail the solution procedure here.
Performing dimensional analysis, the first three dimensionless groups are the same
as before, and the ratio of the values of the conditional coefficient forms a fourth,
Π4 = κ1/κ2 = 1 − Γ [17, 4]. As before, the group that contains information about
the initial conditions is Π3 and, as before, it will tend toward zero as time increases.
In order for the system to retain information about the initial conditions, we suppose
a similarity solution of the second kind, wherein Π3 is no longer independent, but
instead appears in conjunction with Π1 and Π2:
Π1
Πγ3
= F1
(
ζ =
Π2
Πδ3
, Π4
)
, (4.13)
where γ and δ are unknown exponents to be determined in the course of the solution.
Following through with the mechanics of the solution, the result, after a considerable
amount of algebra, is a new system of ordinary differential equations,
d
dζ
(
F1
dF1
dζ
)
+
1
ζ
F1
dF1
dζ
+
(
(1− 2β)F1 + βζ dF1
dζ
)
= 0, (4.14a)
d
dζ
(
F1
dF1
dζ
)
+
1
ζ
F1
dF1
dζ
+ (1− Γ)
(
(1− 2β)F1 + βζ dF1
dζ
)
= 0, (4.14b)
where (4.14a) and (4.14b) are valid for ((1− 2β)F1 + βζdF1/dζ) < 0 and > 0, re-
spectively, and the two unknown constants γ and δ have been rewritten in terms of
a single unknown constant β; one unknown has been eliminated through the require-
ment that neither τ nor ξ can appear explicitly in Equations (4.14). Equations (4.14)
form a second-order system of ODEs, the solution to which is subject to two boundary
conditions:
1. No flux at the axis of the plume or, equivalently, radial symmetry of the plume
shape about ξ = 0. Mathematically, this condition becomes:
∂h1
∂r
∣∣∣∣
r=0
= 0 → F ′1
∣∣∣∣
ζ=0
= 0. (4.15)
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2. No flux at the outer edge of the plume, because we require that the flux vary
smoothly to zero there. Mathematically, we write this requirement
h1
∂h1
∂r
∣∣∣∣
r=r1
= 0 → F1F ′1
∣∣∣∣
ζ=ζ1
= 0. (4.16)
However, as previously, we define r = r1 as the value of r at which h1 = 0 and,
similarly, we define ζ = ζ1 as the value of ζ at which F1 = 0; this boundary
condition is therefore satisfied automatically. Instead, we must ensure that the
parameter ζ1 satisfies the governing equations. Evaluating Equations (4.14) at
ζ = ζ1, we find that this requires that
F ′1
∣∣∣∣
ζ=ζ1
= −βζ1. (4.17)
This is our second boundary condition.
Two boundary conditions, however, are insufficient—the parameter β is a third un-
known. Lack of a third boundary condition leaves one degree of freedom in the system
and, as in the no-trapping case, this is set by the volume of mobile gas in the plume
at the time when the spreading behavior becomes self-similar. Unlike the no-trapping
case, however, this condition cannot be applied as an analytical integral, and must
instead be extracted from a numerical solution to the full governing equation.
We proceed as follows: first, we let the value of ζ corresponding to the outer edge
of the plume, ζ1, be equal to 1—this choice scales the shape of the plume, and we
will rescale it appropriately at the end. Second, we guess a value of β and solve
Equations (4.14) numerically starting at ζ = ζ1 = 1, where the value of F1 is zero
by the definition of ζ1 and the slope of F1 is set by the second boundary condition
above; we solve from ζ = ζ1 to ζ = 0 using a shooting method [16]. Third, we check
whether or not this solution satisfies the first boundary condition above, which is a
constraint on the slope of F1 at ζ = 0—if not, we update our guess for β accordingly
and iterate. The solution to Equations (4.14) for a particular value of the capillary
trapping number Γ is then both the function F1 and also the particular value of β
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for which this function satisfies the boundary conditions; β is then an eigenvalue of
the system. We solve Equations (4.14) over the range of values of Γ, and present the
results in Figure 4-3 below.
In order to reconcile this solution with the physical system, we must now match
it with a numerical solution to the full system. In Equation (4.13), we proposed a
solution of the form
h1 =
(
r20
κ1t
)(
V˜0κ1t
r40
)2β
F1
(
ζ =
r
r0
(
r40
V˜0κ1t
)β
, Γ
)
. (4.18)
This form is no longer valid because of our arbitrary choice of ζ1 = 1; we must
therefore rescale the parameter ζ to correct for this choice, lumping the constants
together into a single new parameter B,
ζ =
r
r0
(
r40
V˜0κ1t
)β
→ ζ = r
Btβ
. (4.19)
We group the constants outside the function F1 in Equation (4.18) similarly for con-
sistency, finding that
(
r20
κ1t
)(
V˜0κ1t
r40
)2β
→ 1
κ1t
(
Btβ
)2
, (4.20)
and we now have a solution of the form
h1 =
1
κ1t
(
Btβ
)2
F1
(
ζ =
r
Btβ
, Γ
)
. (4.21)
Our last step is then to solve the full spreading equation numerically until the spread-
ing behavior becomes self-similar, and choose the value of B appropriately so that
the mobile gas volume of the self-similar analytical solution at this point matches
that of the full numerical solution. The final analytical solution then describes the
spreading behavior at times after it becomes self-similar—it incorporates “memory”
of the initial conditions and the pre-self-similar history through the remaining mobile
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Figure 4-3: Solutions to the eigenvalue problem formed by Equations (4.14) and the
two boundary conditions. We show (a) the function F1(ζ) for several values of Γ and
(b) the eigenvalue β as a function of Γ. Note that by construction, all of the functions
F1 are equal to zero at ζ = ζ1 = 1.
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gas volume at the time when self-similar behavior begins, and this remaining mobile
gas volume is strongly dependent on the initial shape of the plume at the end of the
injection period.
We can write the solution in dimensionless form as
η1(ξ, τ) =
1
κ˜1τ
(
B˜τβ
)2
F1
(
ζ =
ξ
B˜τβ
, Γ
)
, (4.22)
where κ˜1 is defined as
κ˜1 =
(
Htc
r20
)
κ1, (4.23)
as before, and the constant B˜ is defined as
B˜ =
(
tβc
r0
)
B. (4.24)
It is clear that the spreading behavior can be characterized by two parameters: the
capillary trapping coefficient Γ, which uniquely determines the function F1 and the
value of β, and the specific value of either κ˜1 or κ˜2.
The spreading of the CO2 plume for typical values of the two parameters—κ˜1 = 0.2
and Γ = 0.2, a moderate value (given by, e.g., Sgr = 0.15, Swc = 0.25)—is shown in
Figure 4-4 below, which gives the shape of the CO2 plume at several times for both
initial conditions. The convergence of both numerical solutions toward the respective
analytical solutions is clear. Note also the distinctly different trapped-gas envelopes
between the two cases.
Figure 4-5 shows the time evolution of the plume volume, again for κ˜1 = 0.2 and
Γ = 0.2. It is clear from Figure 4-5 that the two solutions do indeed converge to the
same late-time trend or scaling, but remain separated by a significant “gap” in volume
at a particular time, or a “gap” in time at a particular volume—for these parameters,
for example, it takes roughly five times longer for the mobile plume volume to decrease
to a particular value for the “true” initial condition than it does for the plume volume
to decrease to the same value for the “square” initial condition. This gap results from
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Figure 4-4: The shape of the CO2 plume (solid black line) after spreading for 0 (initial
shape), 50, 500, and 5000 injection times from the (a) “square” and (b) “true” initial
conditions with moderate trapping (Γ = 0.2). The envelope of the region containing
mobile water and trapped gas (region 2 in Figure 2-1) after 5000 injection times is
also shown (dotted green line), as well as the analytical solution (dashed blue line)
after 50, 500, and 5000 injection times. Profiles are again axisymmetric about ξ = 0,
which corresponds to the injection well. The convergence of both numerical solutions
toward the respective analytical solutions is clear. Note also the distinctly different
trapped-gas envelopes between the two cases.
45
the fact that the two different initial conditions lead to substantially different amounts
of total trapped gas over the course of the transition from the initial shape to the late-
time self-similar behavior, and this difference is never recovered despite the diffusive
nature of the system.
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Figure 4-5: Time evolution of the volume of the CO2 plume, scaled by its initial
volume, for moderate capillary trapping (Γ = 0.2) and κ˜ = 0.2. Numerical solutions
to the full equation (solid black lines) and late-time analytical solutions (dashed
blue lines) are shown for both “square” (downward-pointing triangle markers) and
“true” (upward-pointing triangle markers) initial conditions. Note that the numerical
solutions for the two different initial conditions now converge to different late-time
analytical solutions, exhibiting the same late-time trend but separated by a significant
gap due to different amounts of total trapped gas during the transition from the initial
condition to the late-time self-similar behavior.
The result for the particular parameters shown in Figure 4-5 is typical, but the
size of the “gap” depends on the capillary trapping coefficient and on the parameter
κ˜1. Figure 4-6 illustrates this dependence through the ratio of the time at which the
volume of the plume reaches a particular value for the “true” initial condition to the
time at which the volume of the plume reaches the same value for the “square” initial
condition. Note that for no trapping, the plume volume is constant and independent
of initial conditions, and this “time ratio” takes a value of 1.
It is clear from Figure 4-6 that the “time ratio” varies much more with Γ than
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Figure 4-6: The ratio of the time at which the volume of the plume reaches a particular
value for the “true” initial condition to the time at which the volume of the plume
reaches the same value for the “square” initial condition, plotted for several values
of κ˜1 over a range of Γ values. Values shown are for late-time, self-similar plume
evolution only, a regime in which this ratio is a constant. The time ratio here does
not depend strongly on either parameter, though variation with κ˜1 is much weaker
than variation with Γ. Note, however, that even weak trapping has a significant
effect—the time ratio is nearly a factor of 5 for even small values of Γ.
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with κ˜1. Note also that the time ratio takes a value of nearly 5, meaning that the
plume for the “true” initial condition takes nearly five times longer than the plume
for the “square” initial condition to decrease to a given volume, for even very small
values of Γ. This may seem counterintuitive, because the difference between plume
volumes at a given time for two different initial conditions decreases as the amount
of trapping decreases. However, the rate of trapping also decreases as the amount of
trapping decreases, so that a given gap in volume then corresponds to a larger gap in
time. These competing effects lead to the behavior shown in Figure 4-6: the “time
ratio” increases sharply from 1 to nearly 5 as Γ increases from 0 to 0.01, respectively,
then increases more gently with Γ thereafter.
While variations in κ˜1 have only a weak effect on the difference between initial
conditions, they have a strong influence on the amount of time it takes for solutions
to converge to late-time behavior. This effect is illustrated in Figure 4-7.
Because κ˜1 is effectively a diffusion coefficient in this system, we would expect
convergence time to vary inversely with changes in κ˜1. It is clear from Figure 4-7
that this is indeed the case and, in fact, we find that this trend is very accurately
described by
τ ? ∼ 1
κ˜1
. (4.25)
Convergence time also varies inversely with Γ, but the effect is much weaker.
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Figure 4-7: The dimensionless time τ ? at which the numerical solution has converged
to the late-time analytical solution over a range of values of the parameter κ˜1 and
for capillary trapping coefficients of, from top to bottom, Γ = 0 (no trapping), 0.1
(weak trapping), 0.2 (moderate trapping), and 0.5 (strong trapping); we find that τ ?
is almost exactly inversely proportional to κ˜1 for all values of Γ. Results here are
for a “true” initial condition; results for a “square” initial condition are qualitatively
similar. We define “convergence time” here as the time at which the time-rate-of-
change of the plume thickness at the origin converges to within 3% of the analytical
value, and it should be noted that the magnitude of the convergence time is strongly
sensitive to this choice of error margin; more stringent values than the 3% used here,
for example, give qualitatively similar variation with Γ and κ˜1, but significantly longer
convergence times.
49
50
Chapter 5
Discussion and Conclusions
We have developed an analytical model for the post-injection spreading of a plume
of CO2 in a saline aquifer and, by comparing the results for two different initial
conditions, have shown that the phenomenon of capillary trapping leads to a strong
influence of initial conditions on this spreading behavior that is not present in the
absence of capillary trapping. In particular, we have shown that even very small
amounts of trapping lead to significantly different results for different initial condi-
tions. This result implies that models for subsurface CO2 spreading or migration
should account rigorously for the true end-of-injection plume shape in order to pre-
dict plume thicknesses, volumes, or extents over time with any degree of accuracy.
Figure 4-6 illustrates that different initial conditions can lead to dramatically differ-
ent times for a given volume to be trapped for even very small values of the capillary
trapping number; for the parameters investigated here, for example, use of a “square”
initial condition rather than the “true” initial leads to the under-prediction of the time
it will take a given volume of CO2 to become trapped by a factor of 4 to 5 in even a
weakly trapping system, and by a factor of more than 6 in a strongly trapping system.
It should be noted that there are two additional parameters in this system, the
effects of which we have not investigated here. First, the “true” post-injection initial
condition was calculated for a mobility ratio of M = λ1/λ3 ≈ 5, as an appropriate
moderate value for a deep, cool aquifer. Second, the relative permeability to water
in the region with trapped gas, region 2 in Figure 2-1, was taken here to be 1. We
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expect that the difference between what we have termed early- and late-time behavior
would be more pronounced with a larger mobility ratio because the magnitude of the
function f1 increases with increasing mobility ratio, as discussed in the Chapter 4;
the influence of f1 should therefore also take longer to vanish for larger mobility ratio,
leading to longer convergence times τ ?. It is also clear that the difference between
a “true” initial condition and a “square” initial condition will increase dramatically
as the mobility ratio increases because the of the significant increase in “tonguing”
discussed in Chapter 3 (see e.g., [24, 14]); this effect should strengthen the dependence
on initial conditions we have illustrated here.
The influence on spreading of variations in the relative permeability to water in
the region with trapped gas is unclear. It is well-known that an increase in the amount
of trapped gas (a larger value of Γ) will cause a decrease in the relative permeability
to water in this region, and it could be argued, for example, that this “buffer zone”
of decreased water mobility will serve to slow the spreading of the plume and lead to
longer convergence times. If this is indeed the case, this increase in τ ? with Γ could
somewhat counter the decrease in τ ? with Γ that we show in Figure 4-7. The exact
nature and strength of this effect will depend on the specific choice of water relative
permeability function for the aquifer, however, and it is therefore difficult to make
general predictions. An exploration of this effect may be the subject of future work.
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