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Abstract
Face recognition systems based on Convolutional Neural Networks (CNNs) or Convolutional architectures currently represent the
state of the art, achieving an accuracy comparable to that of humans. Nonetheless, there are two issues that might hinder their adop-
tion on distributed battery-operated devices (e.g., visual sensor nodes, smartphones, and wearable devices). First, Convolutional
architectures are usually computationally demanding, especially when the depth of the network is increased to maximize accuracy.
Second, transmitting the output features produced by a CNN might require a bitrate higher than the one needed for coding the input
image. Therefore, in this paper we address the problem of optimizing the energy-rate-accuracy characteristics of a convolutional
architecture for face recognition. We carefully profile a CNN implementation on a Raspberry Pi device and optimize the structure
of the neural network, achieving a 17-fold speedup without significantly affecting recognition accuracy. Moreover, we propose a
coding architecture custom-tailored to features extracted by such model.
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1. Introduction
Humans are able to identify and recognize a face, automati-
cally assigning it to a given person, with just a few glances. Our
brain processes visual stimuli and stores a concise representa-
tion of a face in our memory. It is able to correctly distinguish
between up to tens of thousands of different faces, although it
might not be able to recall the name of the person they corre-
spond to [22]. Furthermore, our brain is capable of recognizing
instances of the same face acquired under different conditions
(e.g. point of view, illumination, aging).
The problem of automatically detecting and recognizing
faces has received significant attention in the past fifty years,
with the goal of matching the capabilities of human vision. The
first attempts date back to the end of the 1960s, with the models
proposed by Bledsoe [3] and Kanade [13]. Such early efforts
strived for modeling a face in terms of fiducial points and their
relationships, and are quite fragile to changes in imaging condi-
tions. More recently, such approaches have been outperformed
by more effective models that achieve better recognition accu-
racy while requiring low computational resources. Sirovich and
Kirby propose Eigenfaces [23], a compact yet effective repre-
sentation of human faces. Turk and Pentland extended upon
such a model to build a computationally efficient face detection
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and recognition system [25]. Face recognition and verification
systems based on aligned images acquired in controlled envi-
ronments have made great strides in the last twenty years, being
able to reduce the error rate by three orders of magnitude [18].
Most current approaches achieve state-of-the-art performance
by exploring rich representations of the underlying visual con-
tent that consists of up to tens of thousands handcrafted fea-
tures [1, 4].
In the last few years, following a trend also present in
several image classification tasks, Convolutional Neural Net-
works (CNNs) and Deep Learning techniques have been ap-
plied to large-scale face verification and recognition systems as
well [9, 19]. Recently, Taigman et al. proposed DeepFace [24],
a deep CNN that has been proven to perform on a par with
humans in terms of face recognition accuracy. Such a sys-
tem exploits a large amount of heterogeneous training data to
learn discriminative low-dimensional representations of faces.
Likewise, Chiachia et al. [5] have used CNNs to address the
problem of familiar face recognition by explicitly learning en-
hanced person-specific face representations from large amounts
of experience with the appearance of individuals. CNNs usu-
ally require a large amount of training data and computational
resources to be effectively trained. Nonetheless, convolutional
architectures based on random weights have been shown to pro-
vide good results in terms of accuracy for the task of face recog-
nition and matching.
Effective technologies for automatic face recognition enable
a large number of services, such as automated surveillance
systems, person authentication, image tagging, and advanced
human-computer interaction. Such tasks are often performed
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in a distributed fashion on battery-operated low-power devices
such as mobile phones, smart cameras or nodes of a Visual Sen-
sor Network (VSN). The problem of performing distributed vi-
sual analysis tasks on low-power devices has been extensively
addressed. The traditional approach to such kind of tasks, here-
inafter denoted as Compress-Then-Analyze (CTA) [21], con-
sists in the acquisition of visual content on a low-power node,
its compression by means of image (e.g., JPEG) or video (e.g.,
H.264/AVC) coding primitives, and its transmission to a central
node, where processing takes place.
Recently, the novel Analyze-Then-Compress (ATC)
paradigm has been proposed [21, 20, 2, 17]. In this paradigm,
low-power nodes acquire visual content and extract higher-level
information from it by means of efficient feature extraction
algorithms. Such content is then compressed resorting to
ad-hoc coding primitives and transmitted to a central node,
that performs visual analysis. Such approach has been proven
to achieve good results in terms of rate-energy-accuracy
performance for a number of tasks including content-based
retrieval [21, 20], object tracking [2] and mobile augmented
reality [17]. Moving part of the computational burden, that
is, detecting faces and computing compact yet representative
features, from a centralized node to sensing devices produces
several positive effects:
1. it fairly distributes computational complexity over net-
work nodes, without requiring power-eager central units
to serve a high number of clients;
2. it requires less bandwidth than transmitting images or
video sequences; and
3. it reduces the risk of privacy violations, avoiding the trans-
mission of the pixel-level visual content.
In this paper, we aim at investigating the adoption of convolu-
tional architectures in distributed battery-operated devices, with
the objective of enabling the Analyze-Then-Compress paradigm
for face identification/recognition.
According to [10, 11, 12, 16], there are two main problems
in biometrics: verification and identification. Depending on the
application context, a biometric system may operate either in
verification mode or in identification/recognition mode.
In the verification mode, we have a biometric system which
validates a person’s identity by comparing the acquired biomet-
ric sample with his own biometric template previously stored in
the system database. In this setup, an individual who wants to
be recognized claims an identity (e.g., “Bob”), normally using a
PIN, a user name, or even a smart card, and the system retrieves
Bob’s biometric sample from the database and conducts a 1 : 1
comparison of the retrieved model to the one just acquired from
the person claiming to be “Bob” to determine whether the claim
is true or not (e.g., “Is this sample really from Bob?”).
In turn, in the identification/recognition mode, we have a sys-
tem which recognizes an individual by searching the templates
of all the users in the database for a match. Therefore, in this
setup, we have a 1 : N comparison to establish an individual’s
identity (or fail to do so if the subject is not enrolled in the sys-
tem database) without the subject having to claim any identity
(e.g., “Whose biometric data is this?”).
In this work, therefore, we focus our efforts on the identifica-
tion/recognition mode in which we have a face sample acquired
by a distributed battery-operated device and need to compare
it to several other instances (faces) in a server when trying to
recognize a given person. In this operational mode, it is a pre-
requisite to have some individuals enrolled into the system, oth-
erwise it is not possible to perform any recognition. Posing this
problem in the context of machine learning classification, the
database or gallery of enrolled individuals represents the train-
ing data to which we need to compare an unseen test sample
when performing recognition. Here, if “Bob” is enrolled in the
system, it means that the system has been fed with some of his
face samples. When he steps in for recognition, the system col-
lects a new face sample and compares it to all existing user face
samples in the system database when performing recognition.
The adoption of complex convolutional models in the context
of face recognition requires to address two issues, i.e., (i) the
high demand of computational resources; and (ii) the apparent
data expansion introduced by such architectures. In particular,
we empirically evaluate the computational requirements of the
feature extraction process, investigating the impact of all hy-
perparameters. We perform the experiments on a low-power
ARM-based Raspberry Pi computer taking the convolutional
architecture proposed by Pinto et al. [19] as a reference. Fur-
thermore, we optimize the CNN considering two main aspects:
first, we propose an energy-efficient yet effective convolutional
network, custom-tailored to the computational resources of the
available hardware; second, we introduce ad-hoc feature coding
primitives aimed at significantly reducing the output bitrate of
such a model.
We organized the remaining of this paper into four sections.
Section 2 gives an overview of Convolutional Neural Networks.
Section 3 introduces an optimized convolutional architecture
that dramatically speeds up feature extraction. Section 4 de-
scribes the proposed architecture and a rate-accuracy compari-
son between ATC vs. CTA. Finally, Section 5 presents the con-
clusions and future research directions.
2. Background on Convolutional Neural Networks (CNNs)
and convolutional architectures
With the “big data” revolution, many applications includ-
ing computer vision, speech/audio recognition, social networks,
among others, are dealing with larger and larger amounts of
data. At the same time, the advent of powerful, parallel and
scalable computing architectures is enabling more complex and
effective statistical and computational models. In this context,
large neural networks are getting constantly increasing atten-
tion and achieve outstanding results in terms of task accuracy
for a number of heterogeneous applications [14, 24, 7].
In particular, in the context of computer vision, Convolu-
tional Neural Networks (CNNs) have been proposed as effec-
tive variants of MultiLayer Perceptrons, inspired by human vi-
sual cortex [15] with very heterogeneous applications [14, 24].
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They combine three main features to achieve invariance with
respect to imaging conditions: local receptive fields, shared
weights, and spatial pooling. Figure 1 depicts a block dia-
gram of the 3-layer architecture proposed by Pinto et al. [19]
as an example. Each layer of such model comprises sublay-
ers of neurons that perform filtering, thresholding, spatial pool-
ing, and normalization. These linear and non-linear operations
generate increasingly more complex feature maps, ultimately
outputting a feature-based representation that is fed to a classi-
fier for prediction. Traditional CNNs require a computationally
expensive training stage to be performed on a large amount of
training data in order to learn the filter weights. Instead, the
peculiarity of the convolutional architecture proposed by Pinto
et al. [19] is that random filter kernels, drawn from a uniform
distribution, are employed. Nonetheless, such architecture per-
forms surprisingly well with respect to other state-of-the-art al-
gorithms [5, 8].
We consider an architecture composed of layers Layerl, l =
1, . . . , L. Such a network is fed with an input image I with size
200×200 pixels. We define Il as the input of Layerl. Such a rep-
resentation is, except for the input image, a three-dimensional
stack of feature maps consisting of kl−1 filtered images having
size Ml × N l, where kl−1 is the number of filters employed in
the previous layer. Figure 2 shows an example of feature maps
generated at different layers. Precisely, the four operations that
define a layer are:
2.1. Filtering
considering Layerl, a bankΦl of kl filters Φli ∈ R f
l
s× f ls×kl−1 , i =
1, . . . , kl is defined. Note that each filter is three-dimensional,
where the first two dimensions define the shape of the filter and
the third one is equal to the number of maps originating from
the previous layer. Each filter bank generates a stack of feature
maps Fl = Filter(Il,Φl). The stack is composed of kl maps
with size Ml×N l, each one obtained by performing a correlation
operation with a filter in the bank, i.e. F li = I
l⊗Φli, i = 1, . . . , kl.
The correlation is performed by sliding the mask on the first
and second dimensions of the input Il.
2.2. Thresholding
a stack of thresholded maps Al = {Ali}, i = 1, . . . , kl is ob-
tained by applying a non-linear thresholding and saturation ac-




γmax if F li(x, y) > γmax
γmin if F li(x, y) < γmin
F li(x, y) otherwise
(1)
x = 1, . . . ,Ml, y = 1, . . . ,N l, i = 1, . . . , kl.
2.3. Pooling
a stack of representations Pl = {Pli}, i = 1, . . . , kl is obtained





pl  1al×al ) (2)
where  indicates a 2D convolution and 1al×al is a al ×al matrix
of ones. In other terms, al indicates the pooling neighborhood
size, pl denotes the exponent of the pooling function, and α
refers to the stride of the subsampling operation.
2.4. Normalization
the last step consists in a normalization of each response. The
amount of normalization applied to each sample depends on the
amount of activity of its neighbors (across space and feature
maps), as thoroughly reported in [6]. In particular, a response
is divided by the magnitude of the vector obtained by consider-
ing responses in a bl × bl × kl neighborhood, if the magnitude
of such a vector is greater than a given threshold τl. Finally, ρl
defines the stretch (or gain) applied to the vector of neighbor-
ing samples. The output of the normalization step provides the
input of the following layer, that is, Il+1 = Normalize(Pl).
3. Energy profiling and optimization
Considering visual analysis tasks distributed over a network,
efficient feature extraction algorithms and coding methods are
required for the Analyze-Then-Compress paradigm presented
in Section 1 to be enabled. As a first step in this direc-
tion, we accurately profiled the amount of computational time
needed to run a convolution-based feature extraction process on
a low-power ARM-based device. We selected the Raspberry Pi
(model B) single-board computer as a reference hardware plat-
form. It is based on a Broadcom BCM2835 SoC, including an
ARM1176JZF-S (ARMv6) processor at 700 MHz, along with a
VideoCore IV GPU module and 512 MB of RAM. We equipped
the micro-computer with the Debian-based Raspbian OS, with
kernel version 3.12.28+, along with ATLAS 3.8.4 optimized li-
braries for linear algebra operations.
Moreover, we considered the 3-layer convolutional architec-
ture proposed by Pinto et al. [6], hereinafter denoted as fg11-ht-
l3-1,1 as a starting point.
Regarding the dataset for experiments and validation, we re-
sorted to an aligned version2 of the PubFig83 dataset [19], con-
taining 13,838 cropped and aligned grayscale face images, cor-
responding to 83 different public figures, as shown in Figure 3.
Each image has a native resolution of 100 × 100 pixels.
3.1. Experimental setup
To avoid any bias regarding the learning and optimization of
parameters related to the convolutional networks and the actual
training of classifiers for recognition, we have split the Pub-
Fig83 dataset into two disjoint subsets: a development set and
an evaluation set. The development set serves as our training
set for learning any properties related to the networks and their
optimization. This set comprises 41 subjects. After finding
1fg11: network class, ht: high-throughput, l3: 3 layers, 1: top-1 best per-
forming instance
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Figure 1: A block diagram of a 3-layer convolutional architecture.
the necessary network parameters, this set is completely dis-
regarded and the calculated network and its parameters are then
used for feature extraction in the evaluation set. Complemen-
tarily, the evaluation set comprises the remaining 42 subjects
of the PubFig83 dataset. In this set, we train the appropriate
classifiers for recognition and test them on an individual basis.
In this vein, to avoid any bias regarding the split of images
(views of each individual) for training and testing, we divide
the evaluation set into a gallery and a probe set in a propor-
tion of 90%/10%, respectively, and repeat this process 10 times
(10-fold cross-validation protocol), each time considering a dif-
ferent 10% of data points (individual views) for the probe set.
This process gives us a better picture of the variation consider-
ing different splits of gallery and probe sets.
To recognize each individual enrolled in the gallery given a
probe, the classification is performed in an one-versus-all fash-
ion, in order to support the multinomial classification problem
posed by face recognition. In particular, for each class (indi-
vidual), a Support Vector Machine (SVM) is trained to separate
training instances belonging to such a class (gallery images of
this particular individual) and instances belonging to all other
classes (gallery images of the other individuals). Then, given
a test instance (probe), the likelihood of each class is evaluated
resorting to the corresponding SVM, and the output class corre-
sponds to the one with the larger classification margin. That is,
SVMs are used to classify input instances based on the feature
maps generated by the convolution model learned beforehand,
in the separated development set. To speed up the classifica-
tion process, the regularization parameter has been fixed to a
sufficiently high value (C = 105).
We measured the accuracy of the face recognition task in
terms of top-1 result precision. All recognition results are re-
ported as the average for the different probe sets. There is no
overlapping between train and test images whatsoever.
3.2. Experiments
The original fg11-ht-l3-1 model has 90.00% of accuracy on
the development set, with an average feature extraction time of
17.88 seconds per image on the reference hardware platform.
Tables 1 and 2 show the hyperparameter settings for such a net-
work and the computational time required by each component,
respectively. The most demanding operations are the filter-bank
correlations at the second and third layer of the network. Such
stages consist in 128 and 256 filtering operations at 88 × 88
and 34 × 34 resolution for the second and the third layer, re-
spectively. Due to the nature of the original fg11-ht-l3-1 model,
images needs to be upsampled to 200× 200 pixels before being
fed to the CNN. As a first step towards an energy-accuracy opti-
mized model, we disabled the initial image upsampling process
and we removed the last layer of the network, that accounts to
more than 20% of the total computational requirements. We ob-
tained a two-layer network, hereinafter denoted as fg11-ht-l2-s1
(2 layers, 1st search, subsampled input image), that achieves
84.10% recognition accuracy on the development set at 3.39
seconds per image. Although the computational cost was re-
duced by more than five times, the accuracy was also reduced
by approximately seven percentage points. Once again, the
most computationally intensive operation is the second layer
filter-bank correlation, requiring as much as 70% of the total
CPU time.
Starting from such a simpler and more energy-efficient archi-
tecture, a parametric model search was performed to evaluate
the impact of network hyperparameters on both execution time
and recognition accuracy. First, we evaluated the impact of the
number of filters employed at each layer. We considered net-
works with {16, 32, 64} and {16, 32, 64, 128} filters at the first
and the second layer, respectively. Figure 4 shows the energy-
accuracy performance of such CNN instances, in which energy
is expressed in terms of CPU time for feature extraction. The
two instances corresponding to red dots represent good trade-
offs between complexity and accuracy performance. In partic-
ular, the red dot on the left corresponds to a model having 16
and 128 filters, whereas the one on the right corresponds to 32
and 128 filters at the first and second layer, respectively.
Starting from such promising architectures, we performed
a stepwise model search by varying other hyperparameters of
the model. In particular, we analyzed 413 models, obtained by
varying the following hyperparameters:
• Number of filters in the first layer: {16, 32}
• Normalization neighbors size in all layers: {3, 5, 7, 9}
• Normalization stretch (ρ) in all layers: {0.1, 1, 10}
• Pooling neighbors size in layers 1 and 2: {3, 5, 7, 9}






Figure 2: Visualization of the feature maps generated by a 3-layer architecture. Top to bottom: input image (after input normalization), subset of feature maps
generated as output of the first, second and third layers, respectively. Former layers detect edges and details, whereas deeper layers identify complex structures and
facial features.
Figure 5 depicts the energy-accuracy performance of such
models. The red dot refers to an energy efficient yet well ac-
curate instance, hereinafter denoted as fg11-ht-l2-opt. The set-
tings for such instance are reported in Table 3. It performs al-
most on a par with the much more complex 3-layer instance,
achieving 89.51% task accuracy on the development set, while
requiring as few as 1.06 second per image on the target hard-
ware platform, thus achieving a 17-fold speedup with respect to
the reference fg11-ht-l3-1 instance.
In order to validate the results, we tested both the original
fg11-ht-l3-1 model and the reduced fg11-ht-l2-opt model on
the evaluation set. The accuracy for the original 3-layer in-
stance is 89.71% while the accuracy for the reduced 2-layer
instance is 89.29%. When considering the whole PubFig83
dataset (standard protocol), the accuracy of the original fg11-
ht-l3-1 instance reaches 87.13% of accuracy, while the fg11-ht-
l2-opt instance reaches 86.73% of accuracy.
For the sake of completeness, we compare Pinto’s convolu-
tional architecture with a baseline method, exploiting a state-of-
the-art Convolutional Neural Network for image classification.
In particular, we extracted features from face images with the
well known AlexNet CNN. Then we trained a SVM classifier
in a one-versus-all approach on top of them, following the same
validation protocol used for Pinto’s model. The average accu-
racy on the PubFig83 dataset is only 52.84%, with an execution
time of 8 seconds on the RaspberryPi. Such results suggest that
features learned from a very large, general-purpose training set
of images are not suitable to face recognition applications. Such
very deep networks can indeed achieve a good accuracy perfor-
mance if trained on a very large set of faces [24]. Nonetheless,
they require up to millions of training samples to be effectively
trained, and datasets with such size are not publicly available in
the context of face recognition.
The random filter convolutional architectures have also been
tested on the challenging MOBIO dataset containing 150 dif-
ferent subjects. This dataset has been employed in the 2013
Biometrics Competition on face recognition in Mobile Environ-
ment. In this case, we followed a 10-fold cross validation pro-
cedure with 10 training samples and 90 test samples per subject,
reaching an average accuracy of 94.32% with the fg11-ht-l3-1
model and 92.29% with the fg11-ht-l2-opt one.
4. Rate-Accuracy analysis
As previously mentioned, the Analyze-Then-Compress
(ATC) paradigm has gained popularity as an alternative to the
traditional Compress-Then-Analyze (CTA) paradigm. In order
to be competitive with CTA, ATC calls for efficient coding
primitives custom-tailored to task-specific visual features ex-
tracted by the remote devices. Thus, we address the problem
of coding the output of the fg11-ht-l2-opt model presented in
Section 3 (best one in terms of energy-accuracy performance),
which consists of a feature map composed of 25,088 32-bit
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Figure 3: A small subset of pictures from the aligned version of the PubFig83 dataset, containing 13,838 pictures corresponding to 83 different public figures
regarded as one of the most difficult face recognition datasets in the wild currently.
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Figure 4: Energy-accuracy trade-off on the development set for the 2-layer con-
volutional architectures obtained by varying the number of filters in the first and
second layer. Each point represents a different combination of parameters. The
left red dot represents the model with 16 filters in the first layer and 128 filters
in the second layer. The right red dot represents the model with 32 filters in the
first layer and 128 filters in the second layer.
floating-point elements. Note that this would require approx-
imately 803 kbit per image, if no compression is applied. On
the other hand, with the the CTA paradigm, each input image
can be encoded resorting to JPEG compression using as few as
62 kbit, even at very high quality (quality factor equal to 100).
We designed a simple encoding pipeline based on trans-
form coding comprising three main steps: (i) Karhunen-
Loe`ve Transform (KLT), also known as Principal Compo-
nent Analysis - PCA in the machine learning/computer vi-
sion literature, to decorrelate the input feature vector and re-
duce its dimensionality to a target number of elements K =
{1600, 3200, 6400}; (ii) uniform quantization with quantization
step equal to ∆ = {0.05, 0.03, 0.02, 0.01, 0.005}; and (iii) en-
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Figure 5: Energy-accuracy trade-off on the development set for the 2-layer mod-
els obtained by varying the number of filters in the first layer, and the normal-
ization and pooling hyperparameters.
tropy coding, resorting to an arithmetic coder. Note that both
KLT transform and the statistical models used by the arithmetic
coder were learned on a training set, and applied to the test set
when performing cross validation.
Figure 6 shows the rate-accuracy curves obtained on the
whole PubFig83 dataset with this coding architecture (solid
lines), applied to the feature map generated by the fg11-ht-l2-
opt convolutional instance. Each curve corresponds to a differ-
ent value of K and it is traced by varying ∆. As to CTA, each
curve (dashed lines) was obtained by varying the JPEG Quality
Factor within the set QF = {10, 30, 50, 70, 90}.
It is possible to observe that the ATC paradigm based on the
optimized fg11-ht-l2-opt features outperforms CTA at a bitrate
less than (approx.) 17,000 bits per image. Even at higher bi-
trates, the difference in accuracy is very small. With ATC, it is
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Table 1: Hyperparameters for the fg11-ht-l3-1 instance.
Layer 0 Layer 1
fbcorr shape - fbcorr shape 3 × 3filt n - filt n 64




shape 7 × 7
order - order 1
stride - stride 2
lnorm
shape 9 × 9
lnorm
shape 5 × 5
stretch 10 stretch 0.1
thresh 1 thresh 1
Layer 2 Layer 3
fbcorr shape 5 × 5 fbcorr shape 5 × 5filt n 128 filt n 256
thresh th min 0 thresh th min 0th max ∞ th max ∞
lpool
shape 5 × 5
lpool
shape 7 × 7
order 1 order 10
stride 2 stride 2
lnorm
shape 7 × 7
lnorm
shape 3 × 3
stretch 1 stretch 10
thresh 1 thresh 1
possible to operate at rates for which CTA performs very poorly.
For example, ATC attains an accuracy equal to 85.41% (merely
1.72 percentage points less than the fg11-ht-l3-1 model based
on uncompressed images), while requiring as few as 7,379 bits
per image, when considering K = 3, 200 and ∆ = 0.01. This
corresponds to a bitrate reduction of 99.1% and 50.1% with re-
spect to uncompressed features and the CTA paradigm, respec-
tively. Furthermore, CTA requires at least approximately 7,000
bits/image. On the other hand, when transmission resources
are severely constrained, ATC is the only viable option, and
achieves good performance even at low bitrates. Considering
the case of K = 1, 600 and ∆ = 0.03, it is possible to achieve a
task accuracy equal to 82.18% (4.95 percentage points less than
the fg11-ht-l3-1 instance), requiring as few as 2,410 bits/image
(99.7% and 76.3% bitrate reduction with respect to uncom-
pressed data and the CTA paradigm, respectively, at the same
target accuracy).
5. Conclusions
We propose a rate-energy-accuracy optimized convolutional
architecture for face recognition operating in distributed de-
vices. The proposed architecture requires on average 94% less
energy as compared to the baseline architecture in order to ex-
tract features from an input image on a low-power ARM-based
Raspberry Pi computer. Also, it achieves a recognition rate
of 85.41% (only 1.72% less than the uncompressed baseline)
while requiring as few as 7,379 bits per image.
Our results clearly show that the proposed ATC approach is
highly competitive with CTA in a distributed face recognition
setup when the main constraint is represented by the limited
Table 2: Energy profiling for the fg11-ht-l3-1 and fg11-ht-l2-opt models.
fg11-ht-l3-1 fg11-ht-l2-opt
Time [s] % Time [s] %
Layer 0 00.06 00.34 00.02 01.86
lnorm 00.06 00.34 00.02 01.85
Layer 1 03.76 21.00 00.20 18.61
fbcorr 00.69 03.84 00.05 04.29
lpool 02.90 16.22 00.13 12.66
lnorm 00.16 00.90 00.02 01.58
Layer 2 09.42 52.69 00.84 79.49
fbcorr 08.44 47.23 00.56 52.96
lpool 00.93 05.22 00.27 25.33
lnorm 00.04 00.22 00.01 01.09




Total 17.88 100.0 01.06 100.0
Table 3: Hyperparameters for the fg11-ht-l2-opt instance.
Layer 0
lnorm
shape 9 x 9
stretch 10
thresh 1
Layer 1 Layer 2
fbcorr shape 3 x 3 fbcorr shape 5 x 5filt n 16 filt n 128
thresh th min 0 thresh th min 0th max ∞ th max ∞
lpool
shape 5 x 5
lpool
shape 5 x 5
order 1 order 10
stride 2 stride 2
lnorm
shape 5 x 5
lnorm
shape 3 x 3
stretch 10 stretch 1
thresh 1 thresh 1
bandwidth. In terms of overall energy requirement, CTA ben-
efits from a highly optimized implementation of JPEG that re-
quires as few as 11 milliseconds on the Raspberry Pi device,
while our ATC approach requires 1.06 seconds. Even though
such ATC requirement might already suit a number distributed
face recognition applications, as future research we plan to in-
vestigate faster implementations of convolutional architectures,
possibly relying on dedicated hardware for some operations
such as the filtering. In addition, future work will aim at ex-
tending the optimized model to other applications such as ob-
ject classification and pedestrian detection.
Finally, all the source code for the developed methods is
freely available at www.greeneyesproject.eu.
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ATC: fg11-ht-l2-opt + KLT 6400 + Q
ATC: fg11-ht-l2-opt + KLT 3200 + Q
ATC: fg11-ht-l2-opt + KLT 1600 + Q
CTA: JPEG + fg11-ht-l2-opt
CTA: JPEG + fg11-ht-l3-1
Figure 6: Rate-accuracy curves. ATC vs. CTA on the whole PubFig83 dataset.
Results are the average over a 10-fold cross validation procedure.
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