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GENERALIZED INDUCTION OF KAZHDAN-LUSZTIG CELLS
JÉRÉMIE GUILHOT
Abstrat. Following Lusztig, we onsider a Coxeter group W together with
a weight funtion. Gek showed that the Kazhdan-Lusztig ells of W are om-
patible with paraboli subgroups. In this paper, we generalize this argument
to some subsets of W whih may not be paraboli subgroups. We obtain two
appliations: we show that under spei tehnial onditions on the parame-
ters, the ells of a ertain paraboli subgroup of W are ells in the whole group,
and we deompose the ane Weyl group G˜2 into left and two-sided ells for a
whole lass of weight funtions.
1. Introdution
This paper is onerned with the partition of a Coxeter group W (more speif-
ially ane Weyl groups) into Kazhdan-Lusztig ells with respet to a weight
funtion, following the general setting of Lusztig [?℄. This is known to play an
important role in the representation theory of the orresponding Heke algebra,
Lie algebra and group of Lie type.
In the ase where W is an integral and bounded Coxeter group (see [?, Chap.
1℄) and L is onstant on the generators of W (equal parameter ase), there is an
interpretation of the Kazhdan-Lusztig polynomials in terms of intersetion oho-
mology (see [?℄) whih leeds to many deep properties, for whih no elementary
proofs are known. For instane, the oeients of the Kazhdan-Lusztig polyno-
mials are non-negative integers. In that ase, the left ells have been expliitly
desribed for the ane Weyl groups of type A˜r, r ∈ N (see [?, ?℄), ranks 2, 3 (see
[?, ?, ?℄) and types B˜4, C˜4 and D˜4 (see [?, ?, ?℄).
Muh less is known for unequal parameters. Lusztig has formulated a number
of preise onjetures in that ase (see [?, 14, P1-P15℄). The left ells have been
expliitly desribed for the ane Weyl groups of type A˜1 for any parameters ([?℄)
and B˜2 when the parameters are oming from a graph automorphism ([?℄). Note
that the proof in the ase B˜2 involved the positivity property of the Kazhdan-
Lusztig polynomials in the equal parameter ase.
One of the few things whih are known in the general ase of unequal parameters,
is the ompatibility of the left ells with paraboli subgroups; see [?℄. In a preise
sense, any left ell of a paraboli subgroup an be indued to obtain a union of
left ells of the whole group W . The main observation of this paper is that the
methods of [?℄ work in somewhat more general settings, so that we an indue
from subsets of W whih are not paraboli subgroups (see Setion 3). This leads
to our Generalized Indution Theorem.
We disuss two appliations of this theorem. First we show the following result;
see Setion 4.
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Theorem 1.1. Let (W,S) be an arbitrary Coxeter system together with a weight
funtion L. Let W ′ ⊆W be a bounded standard paraboli subgroup with generating
set S′ and let N ∈ N be a bound for W ′. If L(t) > N for all t ∈ S − S′ then the
left ells (resp. two-sided ells) of W ′, onsidered as a proper Coxeter group, are
left ells (resp. two-sided ells) of W .
Then, we deompose the ane Weyl groups G˜2 into left and two-sided ells for a
whole lass of weight funtions. Namely, the ones whih satisfy L(s1) > 4L(s2) =
4L(s3) where
G˜2 := 〈s1, s2, s3 | (s1s2)
6 = 1, (s2s3)
3 = 1, (s1s3)
2 = 1〉.
We also determine the partial left (resp. two-sided) order on left (resp. two-sided)
ells; see Setion 6.
2. Heke algebra and geometri realization of an affine Weyl
group
2.1. Heke algebra and Kazhdan-Lusztig ells. In this setion, (W,S) de-
notes an arbitrary Coxeter system. The basi referene is [?℄. Let L be a weight
funtion. Reall that a weight funtion on W is a funtion L : W → Z suh
that L(ww′) = L(w) + L(w′) whenever ℓ(ww′) = ℓ(w) + ℓ(w′). In this paper, we
shall only onsider the ase where L(w) > 0 for all w 6= e (where e is the identity
element ofW ). A weight funtion is ompletely determined by its values on S and
must only satisfy L(s) = L(t) if s, t ∈ S are onjugate.
Let A = Z[v, v−1] and H be the Iwahori-Heke algebra orresponding to (W,S)
with parameters {L(s) | s ∈ S}. Thus H has an A-basis {Tw | w ∈W}, alled the
standard basis, with multipliation given by
TsTw =
{
Tsw, if sw > w,
Tsw + (v
L(s) − v−L(s))Tw, if sw < w,
(here, < denotes the Bruhat order) where s ∈ S and w ∈W .
Let A<0 = v
−1Z[v−1] and A≤0 = Z[v−1]. For x, y ∈W we set
TxTy =
∑
z∈W
fx,y,zTz where fx,y,z ∈ A.
We say that N ∈ N is a bound for W if v−Nfx,y,z ∈ A≤0 for all x, y, z in W . If
there exists suh a N , we say that W is bounded.
Let a 7→ a be the involution of A whih takes vn to v−n for all n ∈ Z. We an
extend it to a ring involution from H to itself with∑
w∈W
awTw =
∑
w∈W
awT
−1
w−1
, where aw ∈ A.
For w ∈W there exists a unique element Cw ∈ H suh that
Cw = Cw and Cw = Tw +
∑
y∈W
y<w
Py,wTw
where Py,w ∈ A<0 for y < w. In fat, the set {Cw, w ∈ W} forms a basis of H,
known as the Kazhdan-Lusztig basis. The elements Py,w are alled the Kazhdan-
Lusztig polynomials. We set Pw,w = 1 for any w ∈W .
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Let w ∈W and s ∈ S, we have the following multipliation formula
CsCw =


Csw +
∑
z;sz<z<w
M sz,wCz, if w < sw,
(vs + v
−1
s )Cw, if sw < w,
where M sz,w ∈ A satises
M sy,w = M
s
y,w,
(
∑
z;y≤z<w;sz<z
Py,zM
s
z,w)− vsPy,w ∈ A<0.
It is shown in [?, Proposition 6.4℄ that M sy,w is a Z-linear ombination of v
n
suh
that −L(s) + 1 ≤ n ≤ L(s)− 1.
We have a similar formula for the multipliation on the right by Cs, we obtain
some polynomials M s,rz,w whih satisfy M
s,r
z,w = M sz−1,w−1.
The multipliation rule between the standard basis and the Kazhdan-Lusztig
basis is as follows
TsCw =


Csw − v
−L(s)Cw +
∑
z;sz<z<w
M sz,wCz, if w < sw,
vL(s)Cw, if sw < w.
Let y,w ∈ W . We write y ←L w if there exists s ∈ S suh that Cy appears
with a non-zero oeient in the expression of TsCw (or equivalently CsCw) in
the Kazhdan-Lusztig basis. The Kazhdan-Lusztig left pre-order ≤L on W is the
transitive losure of this relation. One an see that
HCw ⊆
∑
y≤Lw
ACy for any w ∈W .
The equivalene relation assoiated to ≤L will be denoted by ∼L and the orre-
sponding equivalene lasses are alled the left ells of W . Similarly, we dene
≤R, ∼R and right ells. We say that x ≤LR y if there exists a sequene
x = x0, x1, ..., xn = y
suh that for all 1 ≤ i ≤ n we have xi−1 ←L xi or xi−1 ←R xi. We write ∼LR for
the assoiated equivalene relation and the equivalene lasses are alled two-sided
ells. One an see that
HCwH ⊆
∑
y≤LRw
ACy for any w ∈W .
The pre-order ≤L (resp. ≤LR) indues a partial order on the left (resp. two-sided)
ells of W .
For w ∈ W we set L(w) = {s ∈ S|sw < w} and R(w) = {s ∈ S|w > ws}. It
is shown in [?, 8℄ that if y ≤L w then R(w) ⊆ R(y). Similarly, if y ≤R w then
L(w) ⊆ L(y). We now introdue a denition.
Denition 2.1. Let B be a subset ofW . We say that B is a left ideal ofW if and
only if the A-submodule of H generated by {Cw|w ∈ B} is a left ideal. Similarly
one an dene right and two-sided ideals of W .
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Remark 2.2. Here are some straightforward onsequenes of this denition
- Let B be a left ideal and let w ∈ B. We have
HCw ⊆
∑
y∈B
ACy.
In partiular, if y ≤L w then y ∈ B and B is a union of left ells.
- A union of left ideals of W is a left ideal.
- An intersetion of left ideals is a left ideal.
- A left ideal whih is stable by taking the inverse is a two-sided ideal. In partiular
it is a union of two-sided ells.
Example 2.3. Let J be a subset of S. We set
RJ := {w ∈W | J ⊆ R(w)} and LJ := {w ∈W | J ⊆ L(w)}.
Then the set RJ is a left ideal of W . Indeed let w ∈ RJ and y ∈W be suh that
y ≤L w. Then we have J ⊆ R(w) ⊆ R(y) and y ∈ R
J
. Similarly one an see that
LJ := {w ∈W |J ⊆ L(w)} is a right ideal of W .
2.2. A geometri realization. In this setion, we present a geometri realization
of an ane Weyl group. The basi referenes are [?, ?, ?℄.
Let V be an eulidean spae of nite dimension r ≥ 1. Let Φ be an irreduible
root system of rank r and Φˇ ⊆ V ∗ be the dual root system. We denote the oroot
orresponding to α ∈ Φ by αˇ and we write 〈x, y〉 for the value of y ∈ V ∗ at x ∈ V .
Fix a set of positive roots Φ+ ⊆ Φ. Let W0 be the Weyl group of Φ. For α ∈ Φ
+
and n ∈ Z, we dene a hyperplane
Hα,n = {x ∈ V | 〈x, αˇ〉 = n}.
Let
F = {Hα,n | α ∈ Φ
+, n ∈ Z}.
Any H ∈ F denes an orthogonal reetion σH with xed point set H. We denote
by Ω the group generated by all these reetions, and we regard Ω as ating on
the right on V . An alove is a onneted omponent of the set
V −
⋃
H∈F
H.
Ω ats simply transitively on the set of aloves X.
Let S be the set of Ω-orbits in the set of faes (odimension 1 faets) of aloves.
Then S onsists of r + 1 elements whih an be represented as the r + 1 faes of
an alove. If a fae f is ontained in the orbit t ∈ S, we say that f is of type t.
Let s ∈ S. We dene an involution A → sA of X as follows. Let A ∈ X; then
sA is the unique alove distint from A whih shares with A a fae of type s. The
set of suh maps generates a group of permutations of X whih is a Coxeter group
(W,S). In our ase, it is the ane Weyl group usually denoted W˜0. We regard
W as ating on the left on X. It ats simply transitively and ommutes with the
ation of Ω.
Let A0 be the fundamental alove dened by
A0 = {x ∈ V | 0 < 〈x, αˇ〉 < 1 for all α ∈ Φ
+}.
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We illustrate this realization in Figure 1 in the ase where W is an ane Weyl
group of type G˜2
W := 〈s1, s2, s3 | (s1s2)
6 = 1, (s2s3)
3 = 1, (s1s3)
2 = 1〉.
The thik arrows represent the set of positive roots Φ+, zA0 and yA0 are the
image of the fundamental alove A0 under the ation of y = s2s3s2s1s2s1s2 ∈ W
and z = s3s2s1s2s1s2 ∈W .
A0
zA0
yA0
Figure 1. Geometri realization of G˜2
3. Generalized indution of left ells
3.1. Main result. Let (W,S) be a Coxeter group together with a weight funtion
L. Let H be the assoiated Iwahori-Heke algebra. In this setion, we want to
generalize the results of [?℄ on the indution of left ells.
We onsider a subset U ⊆ W and a olletion {Xu | u ∈ U} of subsets of W
satisfying the following onditions
I1. for all u ∈ U , we have e ∈ Xu,
I2. for all u ∈ U and x ∈ Xu we have ℓ(xu) = ℓ(x) + ℓ(u),
I3. for all u, v ∈ U suh that u 6= v we have Xuu ∩Xvv = ∅,
I4. the submodule M := 〈TxCu| u ∈ U, x ∈ Xu〉A ⊆ H is a left ideal,
I5. for all u ∈ U , x ∈ Xu and u1 < u we have
Pu1,uTxTu1 is an A<0-linear ombination of Tz.
Let u ∈ U and x ∈ Xu. We have
TxCu = Txu + an A-linear ombination of Tz with ℓ(z) < ℓ(xu).
Sine the set {Tw|w ∈W} is a basis ofH, using I3, one an see that B = {TxCu|u ∈
U, x ∈ Xu} is a basis of M.
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Let u ∈ U and z ∈ W . Using I1, I4 and the fat that B is a basis of M, we
an write
TzCu =
∑
u∈U,x∈Xu
ax,uTxCu for some ax,u ∈ A.
Let  be the relation on U dened as follows. Let u, v ∈ U . We write v  u if
there exist x ∈W and z ∈ Xv suh that TzCv appears with a non-zero oeient
in the expression of TxCu in the basis B. We still denote by  the pre-order
indued by this relation (i.e the transitive losure). Sine Cu ∈ M, we have
HCu =
∑
vu,z∈Xv
ATzCv.
Remark 3.1. If we hoose U = W and Xw = {e} for all w ∈ W , the pre-order 
is the left pre-order ≤L on W .
We are now ready to state the main result of this setion.
Theorem 3.2. Let U be a subset of W and {Xu|u ∈ U} be a olletion of subsets
of W satisfying onditions I1I5. Let U ⊆ U be suh that
v  u ∈ U =⇒ v ∈ U .
Then, the set
{xu|u ∈ U , x ∈ Xu}
is a left ideal of W .
The proof of this theorem will be given in the next setion. We have the
following orollary.
Corollary 3.3. Let C be an equivalene lass on U with respet to . Then the
subset {xu|u ∈ C, x ∈ Xu} of W is a union of left ells.
Proof. Let v ∈ C, y ∈ Xv and z ∈ W be suh that z ∼L yv. Consider the set
U = {u ∈ U |u  v}. Then U satises the requirement of Theorem 3.2, thus
B := {xu|u ∈ U , x ∈ Xu} is a left ideal of W . Sine z ≤L yv and yv ∈ B, there
exist uz ∈ U and x ∈ Xuz suh that z = xuz and uz  v.
We also have yv ≤L xuz. Applying the same argument as above to the set {u ∈
U |u  uz} yields that there exists uy ∈ U and w ∈ Xuy suh that yv = wuy
and uy  uz. By ondition I3, we see that uy = v. Thus uz ∈ C and the result
follows. 
Remark 3.4. In [?℄, Gek proved the following theorem, where (W,S) is an arbi-
trary Coxeter system.
Theorem 3.5. Let W ′ ⊆ W be a paraboli subgroup of W and let X ′ be the set of
all w ∈ W suh that w has minimal length in the oset wW ′. Let C be a left ell
of W ′. Then X ′C is a union of left ells of W .
Let U = W ′ and for all w ∈ W ′ let Xw = X
′
. We laim that this theorem
is a speial ase of Theorem 3.2 and Corollary 3.3. Indeed, onditions I1I3
and I5 are learly satised. Condition I4 is a straightforward onsequene of
Deodhar's lemma; see [?, Lemma 2.2℄. Hene, it is suient to show that the
pre-order  on U = W ′ oinides with the Kazhdan-Lusztig left pre-order dened
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with respet to W ′ (denoted ≤′L) and the orresponding paraboli subalgebra
H′ := 〈Tw | w ∈W
′〉A ⊆ H. In other words, we need to show the following
u ≤′L v ⇐⇒ u  v.
Let u, v ∈ W ′ suh that u ≤′L v. We may assume that there exists s ∈ S
′
(where
S′ is the generating set of W ′) suh that
TsCv =
∑
w∈W ′
aw,vCw where aw,v ∈ A and au,v 6= 0.
Sine Cw ∈ B for all w ∈ W
′
, this is the expression of TsCv in B, whih shows
that u  v.
Conversely, let u, v ∈W ′ suh that u  v. We may assume that there exist z ∈W
and x ∈ X ′ suh that
TzCv =
∑
w∈W ′,y∈X′
ayw,zvTyCw where ayw,zv ∈ A and axu,zv 6= 0.
We an write uniquely z = z1z0 where z0 ∈W
′
, z1 ∈ X
′
and ℓ(z) = ℓ(z0) + ℓ(z1).
Then, we have
TzCv = Tz1(Tz0Cv) = Tz1(
∑
w∈W ′,w≤′
L
v
aw,vCw) =
∑
w∈W ′,w≤′
L
v
aw,vTz1Cw
and this is the expression of TzCv in the basis B. We assumed that TxCu appears
with a non-zero oeient, thus u ≤′L v as desired.
3.2. Proof of Theorem 3.2. We keep the setting of the last setion and we
introdue the following relation. Let u, v ∈ U , x ∈ Xu and y ∈ Xv. We write
xu ⊏ yv if xu < yv (Bruhat order) and u  v. We write xu ⊑ yv if xu ⊏ yv or
x = y and u = v.
The main referene is the proof of [?, Theorem 1℄.
Lemma 3.6. Let v ∈ U , y ∈ Xu. We have
T−1
y−1
Cv =
∑
u∈U, x∈Xu
rxu,yvTxCu
where ryv,yv = 1 and rxu,yv = 0 unless xu ⊑ yv.
Proof. Let v ∈ U and y ∈ Xv. We have
T−1
y−1
= Ty +
∑
z<y
Rz,yTz
where Rz,y ∈ A are the usual R-polynomials as dened in [?, 4.3℄. We obtain
T−1
y−1
Cv = (Ty +
∑
z<y
Rz,yTz)Cv
= TyCv +
∑
z<y
Rz,yTzCv.
Now we also have
TzCv = A-linear ombination of TxCu where u  v and x ∈ Xu.
We still have to show that if TxCu appears in this sum then xu < yv.
This omes from the fat that TzCv, expressed in the standard basis, is an A-linear
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ombination of term of the form Tw0.w1 where w0 ≤ z and w1 ≤ v. In partiular,
sine z < y we have w0w1 < yv. Then, expressing the right hand side of the
equality in the standard basis, one an see that we must have xu < yv if TxCu
appears with a non-zero oeient.
Finally, by denition of ⊑, we see that
T−1
y−1
Cv = TyCv +
∑
xu⊏yv
rxu,yvTxCu.
The result follows. 
Lemma 3.7. Let u, v ∈ U , x ∈ Xu and y ∈ Xv. Then∑
w∈U,z∈Xw
xu⊑zw⊑yv
rxu,zwrzw,yv = δx,yδu,v
Proof. Sine the map h 7→ h is an involution and Cv = Cv, we have
TyCv = T
−1
y−1
Cv
=
∑
w∈U,z∈Xw
rzw,yvTzCw
=
∑
w∈U,z∈Xw
rzw,yvT
−1
z−1
Cw
=
∑
w∈U,z∈Xw
rzw,yv
( ∑
u∈U,x∈Xu
rxu,zwTxCu
)
=
∑
u∈U,x∈Xu
( ∑
w∈U,z∈Xw
rxu,zwrzw,yv
)
TxCu.
Sine B is a basis ofM, using Lemma 3.6 and omparing the oeients yield the
desired result. 
Proposition 3.8. Let v ∈ U and y ∈ Xv. We have
Cyv = TyCv +
∑
u∈U,x∈Xu
xu⊏yv
p∗xu,yvTxCu where p
∗
xu,yv ∈ A<0.
Proof. By Lemma 3.7, there exists a unique family (p∗xu,yv)xu⊏yv of polynomials
in A<0 suh that
C˜yv := TyCv +
∑
u∈U,x∈Xu
xu⊏yv
p∗xu,yvTxCu
is stable under the ¯ involution; see [?, p. 214℄, it ontains a general setting to
inlude the argument in [?, Proposition 3.3℄ or in [?, Theorem 5.2℄.
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Moreover, we have
C˜yv = TyCv +
∑
u∈U,x∈Xu
xu⊏yv
p∗xu,yvTxCu
= Ty
(
Tv +
∑
v1<v
Pv1,vTv1
)
+
∑
u∈U,x∈Xu
xu⊏yv
p∗xu,yvTx
∑
u1≤u
Pu1,uTu1
= Tyv +
( ∑
v1<v
Pv1,vTyTv1
)
+
∑
u∈U,x∈Xu
xu⊏yv
∑
u1≤u
p∗xu,yvPu1,uTxTu1 .
By ondition I5, all the terms Pv1,vTyTv1 ourring in the rst sum and all the
terms p∗xu,yvPu1,uTxTu1 ourring in the seond sum are A<0-linear ombinations
of Tz with ℓ(z) < ℓ(yv). Thus
C˜yv = Tyv + an A<0-linear ombination of Tz with ℓ(z) < ℓ(yv)
and by denition and uniity of the Kazhdan-Lusztig basis, this implies that C˜yv =
Cyv. 
Let U ⊆ U be as in Theorem 3.2. By denition of  one an see that
MU := 〈TyCv | v ∈ U , y ∈ Xv〉A ⊆ H
is a left ideal.
Corollary 3.9.
MU = 〈Cyv | v ∈ U , y ∈ Xv〉A.
Proof. Let v ∈ U and y ∈ Xv, using the previous proposition, we see that
Cyv = TyCv +
∑
u∈U ,x∈Xu
xu⊏yv
p∗xu,yvTxCu.
Thus Cyv ∈ MU . Now, a straightforward indution on the order relation ⊑ yields
TyCv = Cyv + an A-linear ombination of Cxu
where u ∈ U , x ∈ Xu and xu ⊏ yv.
This yields the desired assertion. 
We an now prove Theorem 3.2.
Let U be a subset of U suh that
v  u ∈ U =⇒ v ∈ U .
Then MU = 〈TzCw | w ∈ U , z
′ ∈ Xw〉A ⊆ H is a left ideal. We want to show
that the set B := {yv|v ∈ U , y ∈ Xv} is a left ideal of W .
Let v ∈ U , y ∈ Xv and z ∈ W be suh that z ≤L yv. We may assume that there
exists s ∈ S suh that Cz appears with a non-zero oeient in the expression of
TsCyv in the Kazhdan-Lusztig basis. By Corollary 3.9, we have Cyv ∈MU . Sine
MU is a left ideal we have TsCyv ∈ MU . Thus, using Corollary 3.9 one more, we
have
TsCyv =
∑
u∈U ,x∈Xu
axu,yvCxu where axu,yv ∈ A
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and this is the expression of TsCyv in the Kazhdan-Lusztig basis. The fat that
Cz appears with a non-zero oeient in that expression implies that z = xu for
some u ∈ U and x ∈ Xu. Thus z ∈ B, as desired. 
4. Cells in ertain paraboli subgroups
The aim of this setion is to prove Theorem 1.1. We will atually prove a
stronger result. Let (W,S) be an arbitrary Coxeter system. For J ⊆ S, we denote
by XJ the set of minimal left oset representatives with respet to the subgroup
generated by J . Reall that RJ = {w ∈ W | J ⊆ R(w)}. Let W ′ ⊆ W be a
standard paraboli subgroup with generating set S′. Furthermore, assume that
(W ′, S′) is bounded by N ∈ N.
Theorem 4.1. Let t ∈ S − S′ be suh that L(t) > N . Then
{w ∈W | w = yw′, y ∈ R{t} ∩XS′ , w
′ ∈W ′}
is a left ideal of W .
Remark 4.2. This theorem implies Theorem 1.1. Indeed, assume that, for all
t ∈ S − S′ we have L(t) > N . Then⋃
t∈S−S′
{w ∈W | w = yw′, y ∈ R{t} ∩XS′ , w
′ ∈W ′} = W −W ′
is a left ideal of W . Furthermore, sine it is stable by taking the inverse, it's a
two-sided ideal. Thus W −W ′ is a union of ells and so is W ′. Let y,w ∈ W ′ be
suh that y ≤L w in W . Then using Theorem 3.5, one an easily see that y ≤L w
in W ′. Similarly, if y ≤R w in W then y ≤R w in W
′
. The theorem follows.
Until the end of this setion, we x t ∈ S − S′ suh that L(t) > N .
Let U = tW ′. For u ∈ U let
Xu = (R
{t} ∩XS′)t.
We want to apply Theorem 3.2 to the set U . One an diretly hek that onditions
I1I3 hold. In order to hek onditions I4I5 we need some preliminary lemmas.
We denote by H′ the Heke algebra assoiated to (W ′, S′) and the weight funtion
L (more preisely the restrition of L to S′).
Lemma 4.3. Let w′ ∈W ′. We have
CtCw′ = Ctw′ and TtCw′ = Ctw′ − v
−L(t)Cw′
Proof. We know that
CtCw′ = Ctw′ +
∑
tz<z<w′
M tz,w′Cz,
TtCw′ = Ctw′ − v
−L(t)Cw′ +
∑
tz<z<w′
M tz,w′Cz.
But z < w′ implies that z ∈ W ′, thus we annot have tz < z. The result
follows. 
Remark 4.4. Let s′ ∈ S′. Sine L(t) 6= L(s′), the order of s′t has to be even or
innite (otherwise, s′ and t would be onjugate and L(s′) = L(t)).
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Lemma 4.5. Let s′ ∈ S′ and w ∈ W ′. Let m ∈ N be suh that m is less than or
equal to the order of s′t. We have
T(s′t)mCw =
∑
w′∈W ′
m−1∑
i=0
aw′,iT(s′t)is′Ctw′ + h
′
m
where aw′,i ∈ A and h
′
m ∈ H
′
, and
T(ts′)mCw =
∑
w′∈W ′
m−1∑
i=0
bw′,iT(ts′)iCtw′ + h
′′
m
where bw′,i ∈ A and h
′′
m ∈ H
′
. Furthermore, h′m = h
′′
m.
Proof. The rst two equalities ome from a straightforward indution.
It is lear that h0 = h
′
0 = Cw. Even though it is not neessary, let us do the ase
m = 1 to show how the multipliation proess works. We have
Ts′Cw =
∑
w′∈W ′
aw′Cw′ for some aw′ ∈ A.
Thus we obtain (using the previous lemma)
Ts′tCw′ = Ts′Ctw′ − v
−L(t)
∑
w′∈W ′
aw′Cw′
and
Tts′Cw′ =
∑
w′∈W ′
aw′Ctw′ − v
−L(t)
∑
w′∈W ′
aw′Cw′ .
It follows that
h′1 = −v
−L(t)
∑
w′∈W ′
aw′Cw′ = h
′′
1 .
Now, by indution, one an see that
h′m = −v
−L(t)Ts′h
′
m−1 ∈ H
′
and h′′m = −v
L(t)Ts′h
′′
m−1 ∈ H
′.
The result follows. 
Proposition 4.6. The submodule
M := 〈TxCu | u ∈ U, x ∈ Xu〉A ⊆ H
is a left ideal.
Proof. Let z ∈ W , u ∈ U and x ∈ Xu. We need to show that TzTxCu ∈ M.
Sine TzTx is an A-linear ombination of Ty (y ∈ W ), it is enough to show that
TyCu ∈ M for all y ∈W and u ∈ U .
We proeed by indution on ℓ(y). If ℓ(y) = 0, then the result is lear.
Assume that ℓ(y) > 0. We may assume that y /∈ Xu. Let w
′ ∈ W ′ suh that
u = tw′. Reall that Xu = (R
{t} ∩XS′)t.
Suppose that yt < y, then we have
TyCtw′ = TytTtCtw′ = v
L(t)TytCtw′ ∈ M
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by indution.
Suppose that yt > y. Sine yt ∈ R{t} and yt /∈ R{t} ∩XS′ , there exists s
′ ∈ S′
suh that (yt)s′ < yt. Let 2n be the order of ts′ (it has to be nite in that ase).
One an see that there exists y0 (with ℓ(y0) < ℓ(y)) suh that yt = y0(ts
′)n.
Using Lemma 4.3 and the relation Ct = Tt + v
−L(t)Te we see that
Ctw′ = CtCw′ = TtCw′ + v
−L(t)Cw′ .
Sine s′ ∈ S′ and w′ ∈W ′ we have
Ts′Cw =
∑
wi∈W ′
awiCwi for some awi ∈ A.
Thus we get
TyCtw′ = TytCw′ + v
−L(t)TyCw′
= Ty0T(ts′)nCw′ + v
−L(t)Ty0T(s′t)n−1s′Cw′
= Ty0
(
T(ts′)n−1Tt
∑
wi∈W ′
awiCwi + v
−L(t)T(s′t)n−1
∑
wi∈W ′
awiCwi
)
=
∑
awiTy0.(ts′)n−1Ctwi + v
−L(t)Ty0
∑
awi
(
T(s′t)n−1Cwi − T(ts′)n−1Cwi
)
.
By indution we see that ∑
awiTy0T(ts′)n−1Ctwi ∈ M.
Lemma 4.5 implies that
T(s′t)n−1Cw − T(ts′)n−1Cw
is an A-linear ombination of terms of the form T(s′t)ms′Ctw′ and T(ts′)mCtw′ , for
some tw′ ∈ U and m ≤ n− 2 (it is 0 if n = 1). Thus it follows by indution that
Ty0
∑
awi
(
T(s′t)n−1Cwi − T(ts′)n−1Cwi
)
∈ M
as required. 
Proposition 4.7. For all u ∈ U , u1 < u and y ∈ Xu we have
Pu1,uTyTu1 is an A<0-linear ombination of Tz.
Proof. Let u = tw′ ∈ U , u1 < u and y ∈ Xu. One an see that we have either
u1 ∈W
′
(then u1 ≤ w
′
) or there exists w ∈W ′ suh that u1 = tw and w < w
′
.
Assume that u1 ∈W
′
. Then tu1 > u1 and we have (using ([?, Theorem 6.6℄)
Pu1,u = Pu1,tw′ = v
−L(t)Ptu1,tw′ ∈ v
−L(t)A≤0.
Furthermore, the degree of the polynomials ourring in the deomposition of
TyTu1 in the standard basis is at most N . Indeed, let y
′ ∈ XS′ and v ∈ W
′
be
suh that y = y′v. Then we have
TyTu1 = Ty′TvTu1
= Ty′
∑
u′∈W ′
fv,u1,u′Tu′
=
∑
u′∈W ′
fv,u1,u′Ty′u′
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and sine W ′ is bounded by N , the degree of fv,u1,u′ is less than or equal to N .
Thus, sine L(t) > N , we get the result in that ase.
Assume that u1 = tw (w ∈ W
′
). Then, sine y ∈ (R{t} ∩ XS′)t, we see that
ℓ(yu1) = ℓ(y) + ℓ(u1) and TyTu1 = Tyu1 . The result follows. 
We are now ready to prove Theorem 4.1. Conditions I4 and I5 follow respe-
tively from Proposition 4.6 and 4.7. Applying Theorem 3.2 yields that
{xu| u ∈ U, x ∈ Xu} = {w ∈W | w = yw
′, y ∈ R{t} ∩XS′ , w
′ ∈W ′}
is a left ideal of W .
Example 4.8. Let W be of type G˜2 with presentation as follows
W := 〈s1, s2, s3 | (s1s2)
6 = 1, (s2s3)
3 = 1, (s1s3)
2 = 1〉
and let L be a weight funtion on W . The longest element of the subgroup W ′
generated by s2, s3 is w0 = s2s3s2 and L(w0) = 3L(s2). One an easily hek that
3L(s2) is a bound for W
′
, thus if L(s1) > 3L(s2) we an apply Theorem 1.1. We
obtain that the following sets (whih are the ells of W ′):
{e} ∪ {s2, s3s2} ∪ {s3, s2s3} ∪ {w0} (left ells)
{e} ∪ {s2, s3, s3s2, s2s3} ∪ {w0} (two-sided ells).
are left ells (resp. two-sided ells) of W .
5. Misellaneous
In this setion (W,S) denotes an arbitrary Coxeter system and L a positive
weight funtion on W . We give a number of lemmas whih will be needed later
on.
Lemma 5.1. Let S′ ⊆ S be suh that
(1) for all s′1, s
′
2 ∈ S
′
, we have L(s′1) = L(s
′
2),
(2) for all t ∈ S − S′ and s′ ∈ S′ we have L(t) > L(s′).
Let y,w ∈ W and s′ ∈ S′ be suh that s′y < y < w < s′w. Then if M s
′
y,w 6= 0, we
have either L(w) ⊆ L(y) or there exists s ∈ S′ suh that w = sy, in whih ase
M s
′
y,w = 1.
Proof. We proeed by indution on ℓ(w)− ℓ(y). Assume rst that ℓ(w)− ℓ(y) = 1.
Sine s′y < y and s′w > w one an see that there exist s ∈ S suh that s 6= s′ and
w = sy. In that ase we have
M s
′
y,w =
{
0, if L(s) > L(s′),
1, if L(s) = L(s′).
Thus if M s
′
z,w 6= 0 we must have s ∈ S
′
.
Assume that ℓ(w) − ℓ(y) > 1 and that L(w) * L(y). Let s ∈ S be suh that
s ∈ L(w) and s /∈ L(y). We have
M s
′
y,w +
∑
z;y<z<w,s′z<z
Py,zM
s′
z,w − vs′Py,w ∈ A<0.
14 JÉRÉMIE GUILHOT
Thus in order to show that M s
′
y,w = 0 it is enough to show that∑
z;y<z<w,s′z<z
Py,zM
s′
z,w − vs′Py,w ∈ A<0.
Let z ∈ W be suh that M s
′
z,w 6= 0. By indution we have either M
s′
z,w = 1 or
L(w) ⊆ L(z). In the rst ase we have Py,zM
s′
z,w ∈ A<0. Assume that we are in
the seond ase (then s ∈ L(z)). By ([?, proof of Theorem 6.6℄) we know that
Py,z = v
−1
s Psy,z ∈ A≤0.
Furthermore the degree in v of M s
′
z,w is at most L(s
′) − 1 ([?, Proposition 6.4℄).
Sine s′ ∈ S′ we have L(s) ≥ L(s′) and
Py,zM
s′
z,w ∈ A<0.
Similarly vs′Py,w ∈ A<0 (sine ℓ(w) − ℓ(y) > 1). Thus if L(w) * L(y) we must
have M s
′
y,w = 0, as required.

Lemma 5.2. Let B ⊆ W be a left ideal of W . Let s ∈ S and B′s (resp. Bs) be
the subset of B whih onsists of all w ∈ B suh that ws > w (resp. ws < w).
Assume that there exists a left ideal A of W suh that, for all w′ ∈ B′s we have
Cw′Cs = Cw′s +
∑
z∈A
ACz.
Then A ∪Bs ∪B
′
ss is a left ideal of W .
Proof. Let w ∈ A∪Bs ∪B
′
ss. Let y ∈W be suh that y ≤L w. We need to show
that y ∈ A ∪Bs ∪B
′
ss.
If w ∈ A then y ∈ A, sine A is a left ideal.
If w ∈ Bs then y ∈ B. Note that sine
y ≤L w =⇒R(w) ⊆ R(y),
we have s ∈ R(y) and y ∈ Bs. This shows that Bs is a left ideal.
Finally, assume that w ∈ B′ss and let w
′ = ws ∈ B′s. We may assume that there
exists t ∈ S suh that Cy appears with a non-zero oeient in the expression of
CtCw in the Kazhdan-Lusztig basis. We have
CtCw = CtCw′s
= Ct
(
Cw′Cs +
∑
z∈A
ACz
)
=
(∑
z∈B
ACz
)
Cs +
∑
z∈A
ACz
=
∑
z∈B′ss
ACz +
∑
z∈Bs
ACz +
∑
z∈A
ACz
Thus we see that y ∈ A ∪Bs ∪B
′
ss as desired. 
Lemma 5.3. Let T be a union of left ells whih is stable by taking the inverse.
Let T = ∪ Ti (1 ≤ i ≤ N) be the deomposition of T into left ells. Assume that
for all i, j ∈ {1, ..., N} we have
(∗) T−1i ∩ Tj 6= ∅
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Then T is inluded in a two-sided ell.
Proof. Let y,w ∈ T and i, j ∈ {1, ..., N} be suh that y ∈ Ti and w ∈ Tj . Using
(∗), there exist y1, y2 ∈ Ti suh that y
−1
1 ∈ Ti and y
−1
2 ∈ Tj . We have
y ∼L y1 ∼L y2 =⇒ y ∼L y
−1
1 ∼R y
−1
2 ∼L w
as required. 
6. Deomposition of G˜2 in the asymptoti ase
Let W be an ane Weyl group of type G˜2 with diagram and weight funtion
given by
✐ ✐ ✐
a b b
s1 s2 s3
where a, b are positive integers.
The aim of this setion is to nd the deomposition of W into left ells and
two-sided ells for any weight funtion L suh that a/b > 4. Furthermore we will
determine the partial left (resp. two-sided) order on the left (resp. two-sided) ells
(see Setion 6.4). We x suh a weight funtion L. Throughout this setion, we
keep this setting.
In Figure 2, we present a partition of W using the geometri realization as
desribed in Setion 2.2, where the piees are formed by the aloves lying in the
same onneted omponent after removing the thik lines. We have
Theorem 6.1. The partition of W desribed in Figure 2 oinides with the par-
tition of W into left ells.
Using the same methods as in [?, Setion 6℄, one an show that eah of the
piees is inluded in a left ell (with respet to L). Thus in order to prove that
eah of the piees is a left ell it is enough to show that eah of them is inluded
in a union of left ells.
We now onsider the union of all subsets of W whose name ontains a xed
apital letter; we denote this union by that apital letter. For instane
A = (
6
∪
i=1
Ai)
⋃
(
6
∪
i=1
A′i).
We have
Theorem 6.2. The deomposition of W into two-sided ells is as follows
W = A ∪B ∪ C ∪D ∪E ∪ F ∪ {e}.
The proof of these theorems will be given in the next setions. For a start, we
already know that (see [?, 4℄)
• A is a two sided ell;
• Ai and A
′
i are left ells for all 1 ≤ i ≤ 6;
• Ai and A
′
i are left ideals for all 1 ≤ i ≤ 6.
Remark 6.3. In this setion we need to ompute some Kazhdan-Lusztig polyno-
mials Px,y (x, y ∈ W ) for a whole lass of weight funtions. Methods for dealing
with this problem are presented in [?, Proposition 3.2 and 6℄. In partiular, this
involved some omputations with GAP ([?℄).
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We now reall some notation. For any subset J ⊆ {s1, s2, s3}, let
(1) RJ := {w ∈W | J ⊆ R(w)};
(2) WJ be the subgroup of W generated by J ;
(3) XJ := {w ∈W | w has minimal length in wWJ}.
We refer to [?℄ for details in the omputations.
A0
A1A
′
6
A6
A′
5
A5
A4
A′
4
A3
A′
3
A2
A′
2
A′
1
C4
C3
C2
C1
C6
C5
B3
B2
B1B6
B5
B4
E1
E2
D3
D2 D1
F
Figure 2. Deomposition of G˜2 into left ells in the ase a > 4b
6.1. The sets Ci. In this setion we want to prove that Ci (for all 1 ≤ i ≤ 6) is
a left ell and that C = ∪Ci is a two-sided ell.
For 1 ≤ i ≤ 6, let
(1) ui ∈ Ci be the element of minimal length in Ci;
(2) vi ∈ Ai be the element of minimal length in Ai;
(3) v′i ∈ A
′
i be the element of minimal length in A
′
i.
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For instane, we have
u1 = s1s2s1s2s1;
v1 = s1s2s1s2s1s2;
v′1 = s2s1s2s1s2s3s1s2s1s2s1.
We set U := {ui, vi, v
′
i | 1 ≤ i ≤ 6}, Xvi = Xv′i = X{s1,s2} and
Xui = {z ∈W | zui ∈ Ci}
for all 1 ≤ i ≤ 6. We want to apply Corollary 3.3. One an hek that onditions
I1I3 of Theorem 3.2 hold. We now have a look at ondition I4.
Lemma 6.4. The submodule
M := 〈TxCu | u ∈ U, x ∈ Xu〉A ⊆ H
is a left ideal.
Proof. In [?, Lemma 5.2℄, it has been shown that
〈TxCvi | x ∈ X{s1,s2}〉A and 〈TxCv′i | x ∈ X{s1,s2}〉A
are left ideals of H, for all 1 ≤ i ≤ 6. Thus, in order to show thatM is a left ideal
of H, it is enough to prove that TxCui ∈ M for all 1 ≤ i ≤ 6 and all x ∈ W . We
proeed by indution on ℓ(x). If ℓ(x) = 0 it's lear. Assume that ℓ(x) > 0. We
may assume that x /∈ Xui . Then, one an see that we have either x = x0s2 (and
ℓ(x) = ℓ(x0) + 1) or x = x1s2s1s2s1s2s3 (and ℓ(x) = ℓ(x1) + 6). Now, doing some
expliit omputations, one an show that Ts2Cui is an A-linear ombination of Cu
with u ∈ U . For example, we have
Ts2Cu1 = Cv1 − v
−L(s2)Cu1
and
Ts2Cu5 = Cv5 − v
−L(s2)Cu5 + Cv1 .
Similarly, one an show that Ts2s1s2s1s2s3Cui is an A-linear ombination of terms
of the form TzCu where u ∈ U , z ∈ Xu and ℓ(z) < ℓ(s2s1s2s1s2s3). For example
we have
Ts2s1s2s1s2s3Cu1 = Cv′1 +ATs1s2s1s2s3Cu1 +ATs2s1s2s3Cu1 +ATs1s2s3Cu1
+ATs2s3Cu1 +ATs3Cu1 +ACu1 +ACv1 .
Thus by indution, we obtain that TxCui ∈ M as required. 
We now have a look at ondition I5. Let u ∈ U , u′ < u and y ∈ Xu. We need
to show that
Pu′,uTyTu′ is an A<0-linear ombination of Tz.
For u = vi or u = v
′
i, it has been proved in [?, Lemma 5.1℄. In order to prove it
for u = ui we proeed as follows. We determine an upper bound for the degree of
the polynomials ourring in the expression of TyTu′ (where y ∈ Ci, u
′ < ui) in
the standard basis using either [?, Theorem 2.1℄ or expliit omputations. Then
we ompute the polynomials Pu′,u (see Remark 6.3) and we an hek that the
ondition is satised for all weight funtions suh that L(s1) > 4L(s2).
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We an now apply Corollary 3.3. We need to nd the equivalene lasses on U
with respet to . Using the fat that 〈TxCvi | x ∈ X{s1,s2}〉A and 〈TxCv′i | x ∈
X{s1,s2}〉A are left ideals of H for all 1 ≤ i ≤ 6 and the relations omputed in the
previous proof, one an hek that
{{ui}{vi}, {v
′
i} | 1 ≤ i ≤ 6}
is the deomposition of U into equivalene lasses. Hene by Corollary 3.3, the set
Xuiui = Ci is a union of left ells for all 1 ≤ i ≤ 6. Sine Ci is inluded in a left
ell, we obtain that eah of the Ci's is a left ell.
More preisely, if L is a weight funtion suh that a/b > 4, the following sets are
left ideals of W
Ci ∪Ai ∪A
′
i for i = 1, 2, 3, 6
C4 ∪A4 ∪A
′
4 ∪A2,
C5 ∪A5 ∪A
′
5 ∪A1.
Proposition 6.5. The set C is a two-sided ell.
Proof. Applying Theorem 3.2 to the set U yields that A ∪ C is a left ideal of W .
One an hek that A ∪ C is stable by taking the inverse, thus it is a two-sided
ideal and A ∪ C is a union of two-sided ells. Sine A is a two sided ell (see [?℄
and the referenes there), we see that C is a union of two-sided ells. Now one
an hek that C = ∪Ci satisfy the requirement of Lemma 5.3 thus C is inluded
in a two-sided ell. It follows that C is a two-sided ell. 
6.2. The sets Bi. We want to prove that Bi (for all 1 ≤ i ≤ 6) is a left ell. To
this end, sine Bi is inluded in a left ell, it is enough to show that Bi is a union
of left ells. We also show that B is a two-sided ell.
Claim 6.6. The set B1 is a left ell.
Proof. Set u = s1s3s2s1 and
Xu1 = {z ∈W | zs1s3s2s1 ∈ B1}.
Reall that
u1 = s1s2s1s2s1,
v1 = s1s2s1s2s1s2,
v′1 = s1s2s1s2s1s2s3s2s1s2s1,
u2 = s1s2s1s2s1s3s2s1,
v2 = s2s1s2s1s2s1s3s2s1,
v′2 = s2s1s2s1s2s3s1s2s1s2s1s3s2s1
v3 = s2s1s2s1s2s1s3,
and
Xui = {z ∈W | zui ∈ Ci},
Xvi = Xv′i = X{s1,s2} for 1 ≤ i ≤ 6.
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Using similar arguments as in Lemma 6.4 and the results in Setion 6.1, one an
hek that we an apply Theorem 3.2 to U := {u, u1, v1, v
′
1, u2, v2, v
′
2, v3}. We
obtain that
{xu | u ∈ U, x ∈ Xu} = A2 ∪A
′
2 ∪C2 ∪B1 ∪A1 ∪A
′
1 ∪C1 ∪A3
is a left ideal. Sine A1, A
′
i and Ci are left ells for all 1 ≤ i ≤ 6 it follows that
B1 is a left ell. 
Claim 6.7. B2 is a left ell.
Proof. The set R{s1,s3} is a left ideal of W (see Example 2.3). Sine we have
R{s1,s3} = B2 ∪A3 ∪A
′
3 ∪A2 ∪ C3
one an see that B2 is a left ell. 
Claim 6.8. The set B3 is a left ell.
Proof. Let v = s1s3s2s1s2s3 and
Xv := {z ∈W |zv ∈ B3} Yv := {y ∈ Xv |ℓ(ys2s1s2) = ℓ(y)− 3}.
We want to apply Theorem 3.2 to the set U = {v, u4, v4, v
′
4, v3, v2, v5} and the
orresponding Xu. Arguing as in Setion 6.1, one an show that onditions I1I4
hold. However, ondition I5 does not hold if (and only if) v′ = s1s2s1s2s3 < v
and y ∈ Yv. Indeed, let y ∈ Yv and y0 = ys2s1s2, then we have Pv′,v = v
−L(s3)
and
Ty0Ts2s1s2Tv′ = Ty0
(
Ts1s2s1s2s1s3 + (v
L(s2) − v−L(s2))Ts1s2s1s2s1s2s3
)
= Ty0s1s2s1s2s1s3 + (v
L(s2) − v−L(s2))Ty0s1s2s1s2s1s2s3
However, we an ertainly onstrut the elements C˜xu (see the proof of Proposition
3.8) suh that
C˜xu = C˜xu for all u ∈ U and x ∈ Xu.
Using Setion 6.1 and doing some omputations, one an hek that
(1) C˜xu = Cxu for all u ∈ U − {v} and x ∈ Xu.
(2) C˜yv = Cyv if y ∈ Xv − Yv.
Let y ∈ Yv and y0 = ys2s1s2. We have
C˜yv = TyCv +
∑
u∈U,x∈Xu
xu⊏yv
p∗xu,yvTxCu
= TyCv +
∑
x<y,x∈Xv
p∗xv,yvTxCv +
∑
u∈U,x∈Xu
u 6=v
p∗xu,yvTxCu
= TyCv +
∑
x<y,x∈Xv
p∗xv,yvTxCv mod H<0
= TyCv mod H<0
= TyTv + Ty(Pv′,vTv′) mod H<0
= TyTv + Ty0Ts1s2s1s2s1s2s3 mod H<0
= Tyv + Ty0s1s2s1s2s1s2s3 mod H<0
where H<0 = ⊕w∈WA<0Tw. Thus sine C˜yv is stable under the involution ¯ , it
follows that
C˜yv = Cyv + Cy0s1s2s1s2s1s2s3 .
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Furthermore, sine y0s1s2s1s2s1s2s3 ∈ A3 we obtain that
〈TxCu|u ∈ U, x ∈ Xu〉A = 〈Cxu|u ∈ U, x ∈ Xu〉A
is a left ideal of H. We get that
B3 ∪ C4 ∪A4 ∪A
′
4 ∪A3 ∪A2 ∪A5
is a left ideal of W . It follows that B3 is a left ell. 
Claim 6.9. The set B4 is a left ell.
Proof. The set R{s2,s3} is a left ideal of W . Furthermore, we have
R{s2,s3} = {s2s3s2} ∪B4 ∪A4 ∪A5,
it follows that B4 is a left ell. 
Remark 6.10. We have seen in Example 4.8 that W −W{s2,s3} is a left ideal. Thus
R{s2,s3} ∩ (W −W{s2,s3}) = B4 ∪A4 ∪A5
is a left ideal of W .
Claim 6.11. B5 is a left ell.
Proof. Let w ∈ R{s1,s3} and let w′ = ws1s3. We have ws2 > w and
CwCs2 = Cws2 +
∑
z∈W,zs2<z
µs2,rz,wCz.
Applying Lemma 5.1 (in its right version), if M s2,rz,w 6= 0 then we have either
{s1, s2, s3} ⊆ R(z) whih is impossible or there exists w
′′ ∈W suh that
w = w′′s2s3 and z = w
′′s2.
Sine w = w′′s2s3 = w
′s1s3 we must have w ∈ A3, whih, in turn, implies that
z ∈ A1 (reall that A1 is a left ideal). Thus applying Lemma 5.2 to A = A1 and
B = R{s1,s3} yields that
R{s1,s3}s2 ∪A1 = A1 ∪A5 ∪A
′
5 ∪A6 ∪ C5 ∪B5
is a left ideal of W . In partiular B5 is a left ell. 
Claim 6.12. The set B6 is a left ell.
Proof. Applying Lemma 5.2 (in a similar way as in 6.11) to
B = A2 ∪A
′
2 ∪ C2 ∪B1 ∪A1 ∪A
′
1 ∪ C1 ∪A3
and A = A1 we obtain that
A1 ∪A
′
1 ∪ C1 ∪A6 ∪A
′
6 ∪ C6 ∪A5 ∪B6
is a left ideal. Thus B6 is a left ell. In fat, sine the elements of C1 and A
′
1 do
not ontain s1 in their right desent set, we see that
A1 ∪A6 ∪A
′
6 ∪ C6 ∪A5 ∪B6
is a left ideal of W . 
Proposition 6.13. The set B = ∪Bi is a two-sided ell.
Proof. By the previous proofs, we see that A ∪ C ∪B is left ideal of W . Arguing
as in the proof of Proposition 6.5, we obtain that B is a two-sided ell. 
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6.3. Finite ells. We already know that E1, E2, F and {e} are left ells and that
E1 ∪E2, F and {e} are two-sided ells (see Example 4.8). Thus we see that
W −A ∪B ∪ C ∪E ∪ F ∪ {e} = D = D1 ∪D2 ∪D3
is a union of left and two-sided ells. For 1 ≤ i ≤ 3 we have D ∩R{si} = Di thus
Di is a union of left ells. Sine Di is inluded in a left ell it follows that Di is a
left ell. Using Lemma 5.3, one an easily hek that
D1 ∪D2 ∪D3
is a two-sided ell.
6.4. Left and two-sided order.
Theorem 6.14. The partial order indued by ≤L on the left ells an be desribed
by the following Hasse diagram
❧A1 ❧A′1 ❧A2 ❧A′2 ❧A3 ❧A′3 ❧A4 ❧A′4 ❧A5 ❧A′5 ❧A6 ❧A′6
❧C1 ❧C2 ❧C3 ❧C4 ❧C5 ❧C6
❧B1 ❧B2 ❧B3 ❧B4 ❧B5 ❧B6
❧D1 ❧D3 ❧D2
❧F
❧E1 ❧E2
❧e
❧A1 ❧A′1
❧C1
Proof. Most of the relations an be dedued using the fat that for s ∈ S and
w ∈ W , if sw > w then sw ≤L w. For instane, for all 1 ≤ i ≤ 6 we have
Ai ≤L Ci and A
′
i ≤L Ci.
Some of the relations require some expliit omputations, we refer to [?℄ for details.
The fat that there is no other links omes from the last two setions, where we
have determined many left ideals of W . Reall that in [?℄, it is shown that Ai and
A′i are left ideals of W .

Theorem 6.15. Let T = D or T = F = {s2s3s2}. Then the partial order indued
by ≤LR on the two-sided ells is as follows
A ≤ C ≤ B ≤ T ≤ E ≤ {e}
and D and F are not omparable.
Proof. This is easily heked. 
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Using the expliit deomposition of G˜2 in our ase, we an hek some of
Lusztig's onjetures (see [?, Chap. 14℄). For instane
P14. For any z ∈W , we have z ∼LR z
−1
is ertainly true. The following statement an be easily dedued from P4 and P9
x ≤L y and x ∼LR y =⇒ x ∼L y.
This an be easily heked from the partial left order on the left ells. Indeed,
there is no relations between two left ells lying in the same two-sided ell.
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