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Abstract
Let H :R3 → R be a continuous function such that H(p) → H0 ∈ R as |p| → +∞. Fixing a do-
main Ω in R2 we study the behaviour of a sequence (un) of approximate solutions to the H -system
u = 2H(u)ux ∧ uy in Ω . Assuming that supp∈R3 |(H(p) − H0)p| < 1, we show that the weak limit
of the sequence (un) solves the H -system and un → u strongly in H 1 apart from a countable set S made
by isolated points. Moreover, if in addition H(p) = H0 + o(1/|p|) as |p| → +∞, then in correspondence
of each point of S we prove that the sequence (un) blows either an H -bubble or an H0-sphere.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
Given a domain Ω in R2 and a bounded mapping H ∈ C0(R3,R) we call H -system in Ω the
system
u = 2H(u)ux ∧ uy in Ω. (0.1)
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A nonconstant bounded solution of u = 2H(u)ux ∧ uy in R2 such that
∫
R2 |∇u|2 < +∞
will be called H -bubble. In particular when H is a nonzero constant H0, an H -bubble will be
also named H0-sphere, since it parametrizes a sphere of radius 1/|H0| (see [5]). For a discussion
on H -bubbles we refer to [8,9].
A sequence of approximate solutions of (0.1) is a sequence (un) ⊂ H 1loc(Ω) such that
un = 2H (un)unx ∧ uny + f n in D ′(Ω),
un → u weakly in H 1loc(Ω) (0.2)
for some u ∈ H 1loc(Ω) and with f n ∈ H−1loc (Ω) satisfying
f n → 0 in H−1loc (Ω). (0.3)
Knowing the behaviour of sequences of approximate solutions of (0.1) provides crucial informa-
tion in order to get possibly multiple solutions for the Dirichlet problem associated to (0.1) or
even for the corresponding Plateau problem. With respect to these problems, we quote [4,23] for
the case H constant, and [3,15,16] when H is a perturbation of a constant.
In this paper we shall prove the following result.
Theorem 0.1. Let H :R3 →R be a mapping of the form
H(p) = H0 +K(p) for p ∈R3 (0.4)
with H0 ∈R and K ∈ C0(R3,R) such that
M¯K := sup
p∈R3
∣∣K(p)p∣∣< 1. (0.5)
Let Ω be a domain in R2 and let (un) ⊂ H 1loc(Ω) be a sequence of approximate solutions of (0.1),
weakly converging to some u ∈ H 1loc(Ω). Then:
(i) u is a locally bounded solution of (0.1).
(ii) There exists a countable set S ⊂ Ω made by isolated points such that un → u strongly in
H 1loc(Ω \ S).
(iii) If H0 = 0 then S is empty.
(iv) If H0 
= 0 and
lim|p|→+∞K(p)p = 0 (0.6)
then in correspondence of each point of S the sequence (un) blows at least either an H -
bubble or an H0-sphere.
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Notice that under the assumptions (0.4) and (0.5), the mapping H is bounded on R3 but we
do not assume global or local Lipschitzianity neither more regularity than continuity on H . We
remark that if H ∈ C1(R3,R) with H and ∇H bounded, the statement (i), which in our case
needs a lot of work, would be a consequence of a result by Bethuel [2] (see also [24]).
The assumptions (0.4) and (0.5) may be explained as follows: writing the H -system (0.1) in
the form
−u+ 2K(u)ux ∧ uy = −2H0ux ∧ uy in Ω,
thanks to (0.5), roughly speaking, the left-hand side can be pinched between two coercive linear
operators. More precisely one has that for every u ∈ C∞c (Ω,R3)
(1 − M¯K)
∫
Ω
|∇u|2 
∫
Ω
(−u+ 2K(u)ux ∧ uy) · u (1 + M¯K)
∫
Ω
|∇u|2.
This means that the nonhomogeneous part in the term H(u)ux ∧ uy can be well controlled by
the Laplace operator and this provides some advantage in the treatment of the problem. In fact,
as discussed in several examples in [11], the assumption (0.5), or some variants, enters in several
aspects.
We also point out that the presence of possible blow up of H0-spheres is a rather new feature
which, as far as we know, was not well understood neither noted previously. In fact in [11] we
construct particular sequences of approximate solutions of (0.1) blowing only H0-spheres.
We finally remark that we deal with weak solutions but, under our assumptions, we can show
that every weak solution turns out to be locally bounded (see also [18]). Hence, as soon as H is
more regular, then every weak solution is actually classical.
1. Preliminaries and notation
Throughout this work Dr(z) denotes the open disc in R2 centered at z ∈ R2 and with ra-
dius r > 0. An arbitrary open disc in R2 will be often denoted simply by D.
Given a domain Ω in R2, Lσ (Ω), H 1(Ω), H 1loc(Ω) and H
1
0 (Ω) indicate the usual Lebesgue
and Sobolev spaces for vector-valued functions u :Ω →R3. The norm in Lσ (Ω) will be denoted
by ‖ · ‖σ if no confusion can arise.
We denote by BMO(Ω) and VMO(Ω) the spaces of functions from Ω in R3 with bounded
mean oscillation and with vanishing mean oscillation, respectively. We also denote by H 1(R2)
the Hardy space of mappings from R2 into R3. In Appendix A we recall the definitions and some
results which will be useful for our purposes.
We will also deal with the space
Hˆ 1
(
S
2) := {u ∈ H 1loc(R2,R3) ∣∣∣
∫
R2
|∇u|2 +μ2|u|2 < +∞
}
,
where μ(z) := 2/(1 + |z|2). We just remark that Hˆ 1(S2) is a Hilbert space, isomorphic through
stereographic projection to the Sobolev space H 1(S2,R3) (see, e.g., [1]).
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R(u, v) =
∫
D
u · vx ∧ vy. (1.1)
In the following lemma we summarize some properties of R(u, v).
Lemma 1.1. The mapping (u, v) → R(u, v) defined by (1.1) admits a unique continuous exten-
sion on H 10 (D) ×H 1(D) and
∣∣R(u, v)∣∣ 1
4
√
2π
‖∇u‖2‖∇v‖22 for all u ∈ H 10 (D) and v ∈ H 1(D). (1.2)
Moreover:
(i) for every u,v ∈ H 1(D) and ϕ ∈ C∞c (D,R) one has
R(ϕu,u + v) = R(ϕu,u) +R(ϕu,v) + 2R(ϕv,u) +
∫
D
(ϕyux − ϕxuy) · u ∧ v;
(ii) if vn → v weakly in H 1(D) then R(u, vn) → R(u, v) for all u ∈ H 10 (D);
(iii) if un → u weakly in H 10 (D) then R(un, v) → R(u, v) for all v ∈ H 1(D);
(iv) for every v ∈ H 1(D) and for every φ ∈ C∞c (D,R) there results
∣∣R(φ2v, v)∣∣ 1
2
√
2π
‖∇v‖2
∥∥∇(φv)∥∥22, (1.3)
∣∣R(φ3v, v)∣∣ 1
4
√
2π
∥∥∇(φv)∥∥32. (1.4)
The proof of the above statements can be found, e.g., in appendix in [4] or it can be easily
deduced from the results therein. See also [25] or [22].
From now on we fix a domain Ω in R2 and a sequence (un) ⊂ H 1loc(Ω) weakly converging to
some u in H 1loc(Ω) and such that, setting
〈−f n,h〉= ∫
Ω
∇un · ∇h + 2H0
∫
Ω
h · unx ∧ uny + 2
∫
Ω
K
(
un
)
h · unx ∧ uny for all h ∈ C∞c
(
Ω,R3
)
one has that for every bounded subdomain Ω ′ ⊂ Ω , any f n admits a continuous extension on
H 10 (Ω
′) and ‖f n‖H−1(Ω ′) → 0 as n → +∞. As anticipated in the Introduction, such a sequence
(un) will be called a sequence of approximate solutions to the H -system (0.1) in Ω .
Notice that for any disc D ⊂⊂ Ω the functional
h →
∫
∇un · ∇h+ 2H0
∫
h · unx ∧ uny
(
h ∈ C∞c
(
D,R3
))
D D
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by (0.5), the functional
h →
∫
Ω
K
(
un
)
h · unx ∧ uny
is well defined even for h of the form h = ϕun, with ϕ ∈ C∞c (Ω,R).
2. The weak limit is a solution
Let H :R3 →R be of the form (0.4), with H0 ∈R and K ∈ C0(R3,R) satisfying (0.5), let Ω
be a domain in R2, let (un) ⊂ H 1loc(Ω) be a sequence of approximate solutions of the H -system
(0.1) in Ω , and let u ∈ H 1loc(Ω) be its weak limit. Under these assumptions we will prove:
Theorem 2.1. u is a locally bounded solution of the H -system (0.1) in Ω . Moreover un → u
strongly in H 1loc(Ω \ S) where S is a countable set made by isolated points. In particular, if
H0 = 0, then S is empty.
Fix a positive number ε¯K such that
|H0|
√
ε¯K <
√
2π
4
(1 − M¯K). (2.1)
No restriction on ε¯K is required if H0 = 0.
Lemma 2.2. Assume that on a disc D ⊂⊂ Ω it holds that∫
D
∣∣∇un∣∣2  ε¯K for n large enough. (2.2)
Then un → u strongly in H 1loc(D).
Proof. Let D˜ be a neighborhood of the closure of D, contained in Ω . Multiplying un by a suit-
able cut-off function vanishing out of D˜ and identically 1 on D, without changing notation, we
may assume un ∈ H 10 (D˜) and un → u weakly in H 10 (D˜). Let us introduce the linear functional
L :C∞c (D,R) →R defined as follows:
Lϕ =
∫
D
∇(ϕu) · ∇u+ 2H0R(ϕu,u) − 2
∫
D
K(u)ϕu · ux ∧ uy.
The proof of Lemma 2.2 is splitted in some steps.
Step 1. For every φ ∈ C∞c (D,R) one has(
1 − M¯K − |H0|
√
ε¯K√
2π
)∫
φ2
∣∣∇(un − u)∣∣2 −L(φ2)+ o(1) (2.3)D
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The final goal is to show that
L(φ2) 0 for every ϕ ∈ C∞c (D,R). (2.4)
With this information, (2.1) and (2.3) give the conclusion. In order to check (2.4) we will proceed
as follows.
Step 2. u ∈ L∞loc(D).
Step 3. un → u in BMO(D′) for all discs D′ whose closures lie in D.
Step 4. K(un)ϕu → K(u)ϕu in BMO(R2) for every ϕ ∈ C∞c (D,R).
Step 5. Proof of (2.4).
Proof of Step 1. Taking any real-valued mapping φ ∈ C∞c (D,R) we set ϕ = φ2 and we use ϕun
as a test function in (0.2). Notice that 〈f n,ϕun〉 → 0 as n → +∞, because of (0.3), and since
(ϕun) is a bounded sequence in H 10 (D). Set θ
n = un − u. We claim that
∫
D
∇un · ∇(ϕun)= ∫
D
ϕ
∣∣∇θn∣∣2 + ∫
D
∇u · ∇(ϕu) + o(1), (2.5)
R
(
ϕun,un
)= R(ϕu,u) + R(ϕθn, θn)+ o(1), (2.6)∫
D
K
(
un
)
ϕun · unx ∧ uny =
∫
D
K(u)ϕu · ux ∧ uy +
∫
D
K
(
un
)
ϕun · θnx ∧ θny + o(1). (2.7)
The expansion (2.5) easily follows from the fact that θn → 0 weakly in H 1(D) and strongly
in L2(D). In order to check (2.6) we use the linearity of R(u, v) with respect to u and the
expansion stated by Lemma 1.1, part (i), and we write:
R
(
ϕun,un
)= R(ϕu,un)+R(ϕθn, θn)+R(ϕθn,u)+ 2R(ϕu, θn)
+
∫
D
(
ϕyθ
n
x − ϕxθny
) · θn ∧ u.
By Lemma 1.1, parts (ii) and (iii), we have that R(ϕu,un) → R(ϕu,u), R(ϕθn,u) → 0, and
R(ϕu, θn) → 0. Moreover ϕyθnx − ϕxθny → 0 weakly in L2(D) and θn ∧ u → 0 strongly
in L2(D), so that ∫
D
(
ϕyθ
n
x − ϕxθny
) · θn ∧ u → 0.
Hence (2.6) follows. As far as concerns (2.7), firstly we write
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∫
D
K
(
un
)
ϕun · unx ∧ uny =
∫
D
K
(
un
)
ϕun · θnx ∧ θny +
∫
D
K
(
un
)
ϕun · ux ∧ uy
+
∫
D
K
(
un
)
ϕun · (θnx ∧ uy + ux ∧ θny ).
Since K(un)un is uniformly bounded and K(un)un → K(u)u almost everywhere in D, by the
dominated convergence theorem, K(un)ϕuy ∧ un → K(u)ϕuy ∧ u strongly in L2(D). Since
θnx → 0 weakly in L2(D) one obtains
∫
D
K
(
un
)
ϕun · θnx ∧ uy → 0.
In the same way
∫
D
K
(
un
)
ϕun · ux ∧ θny → 0
and similarly
∫
D
K
(
un
)
ϕun · ux ∧ uy →
∫
D
K(u)ϕu · ux ∧ uy.
Hence (2.7) holds. Using (2.5)–(2.7) we infer that
o(1) = 〈f n,ϕun〉= −Lϕ − Rn + o(1), (2.8)
where
Rn =
∫
D
ϕ
∣∣∇θn∣∣2 + 2H0R(ϕθn, θn)+ 2
∫
D
K
(
un
)
ϕun · θnx ∧ θny .
Now, since ϕ = φ2, thanks to (1.3) and to the assumption (2.2), we can estimate
∣∣R(ϕθn, θn)∣∣ 1
2
√
2π
( ∫
D
∣∣∇θn∣∣2)1/2 ∫
D
∣∣∇(φθn)∣∣2  √ε¯K
2
√
2π
∫
D
ϕ
∣∣∇θn∣∣2 + o(1).
Moreover, using (0.5), we have
∣∣∣∣
∫
K
(
un
)
ϕun · θnx ∧ θny
∣∣∣∣ M¯K2
∫
ϕ
∣∣∇θn∣∣2.D D
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Rn 
(
1 − M¯K − |H0|
√
ε¯K√
2π
)∫
D
ϕ
∣∣∇θn∣∣2 (2.9)
and (2.3) follows from (2.8) and (2.9).
Before proving Step 2 let us point out a property which will be useful also later.
Remark 2.3. Given a disc Dr(a) and a sequence (un) bounded in H 1(Dr(a)) we can always
find a disc Dr ′(a) with r ′ ∈ (0, r) close as we want to r such that for a subsequence (depending
on r ′) one has
sup
n
∥∥un∥∥
H 1(∂Dr′ (a))
< +∞.
This is a consequence of Fubini’s theorem. Moreover, by the embedding of H 1(∂Dr ′(a))
in L∞(∂Dr ′(a)) we also have that
sup
n
∥∥un∥∥
L∞(∂Dr′ (a))
< +∞.
Proof of Step 2. Write D = Dr(a) for suitable r > 0 and a ∈ R2. Fix a disc Dρ(b) ⊂⊂ Dr(a).
Then, using Remark 2.3, there exists r ′ ∈ (0, r) such that Dρ(b) ⊂⊂ Dr ′(a) and for which, for a
subsequence,
R0 := sup
n
∥∥un∥∥
L∞(∂Dr′ (a))
< +∞. (2.10)
Set D′ = Dr ′(a) and for all R R0 define
Λn(R) =
∫
D′∩{|un|R}
∣∣∇un∣∣2
and
Λ(R) = lim sup
n→+∞
Λn(R).
Notice that the mapping R → Λ(R) is non-increasing and non-negative. We claim that
Λ(R¯) = 0 for some R¯ R0. (2.11)
Assume for a moment that (2.11) holds true. Then define
u¯n(z) =
{
un(z) if |un(z)| < R¯,
R¯
un(z)
|un(z)| if |un(z)| R¯
and observe that (u¯n) is a bounded sequence in H 1 ∩L∞(D′). Moreover
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D′
∣∣∇(un − u¯n)∣∣2  2 ∫
D′∩{|un|R¯}
∣∣∇un∣∣2 + 2R¯2 ∫
D′∩{|un|R¯}
∣∣∣∣∇
(
un
|un|
)∣∣∣∣
2
 4
∫
D′∩{|un|R¯}
∣∣∇un∣∣2.
Hence, by (2.11), un − u¯n → 0 strongly in H 1(D′) and consequently u¯n → u weakly in H 1(D′)
and pointwise almost everywhere in D′. In particular ‖u‖L∞(D′)  R¯, which is our goal. Thus, we
have to check (2.11). To this extent we will follow essentially the same argument used in [18]. Fix
R  R0, α ∈ (0,1], and choose a map φ ∈ C1(R, [0,1]) such that φ(s) = 0 for s R, φ(s) = 1
for s  (1 + α)R, φ′  0 and
φ(s) + sφ′(s) 2
α
. (2.12)
For instance, take φ(s) = 1+α
α
(1− R
s
)χ(s) as s ∈ [R, (1+α)R], with χ suitable cut-off function.
One has that φ(|un|)un,φ(|un|)3un ∈ H 10 (D′). Indeed, since |∇(φ(|un|)un)|  (|un|φ′(|un|) +
φ(|un|))|∇un|, using (2.12), we have that∫
D′
∣∣∇(φ(∣∣un∣∣)un)∣∣2  4
α2
∫
D′∩{|un|R}
∣∣∇un∣∣2. (2.13)
In the same way, since |∇(φ(|un|)3un)|  φ(|un|)2(3|un|φ′(|un|) + φ(|un|))|∇un|, using
again (2.12), we obtain that
∫
D′
∣∣∇(φ(∣∣un∣∣)3un)∣∣2  ∫
D′
φ
(∣∣un∣∣)4( 6
α
− 2φ(∣∣un∣∣))2∣∣∇un∣∣2  ( 6
α
)2 ∫
D′
∣∣∇un∣∣2. (2.14)
Moreover notice that φ(|un|)un = φ(|un|)3un = 0 on ∂D′ by (2.10) and since R  R0. We use
φ(|un|)3un as a test function in (0.2). From (2.14) it follows that
∣∣〈f n,φ(∣∣un∣∣)3un〉∣∣ 6
α
o(1). (2.15)
In addition, since φ′  0,∫
D′
∇un · ∇(φ(∣∣un∣∣)3un) ∫
D′
φ
(∣∣un∣∣)3∣∣∇un∣∣2. (2.16)
By (0.5) ∣∣∣∣2
∫
D′
K
(
un
)
φ
(∣∣un∣∣)3un · unx ∧ uny
∣∣∣∣ M¯K
∫
D′
φ
(∣∣un∣∣)3∣∣∇un∣∣2. (2.17)
By (1.4) and (2.13) we infer that
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4
√
2π
( ∫
D′
∣∣∇(φ(∣∣un∣∣)un)∣∣2)3/2
 2
α3
√
2π
( ∫
D′∩{|un|R}
∣∣∇un∣∣2)3/2. (2.18)
From (2.15)–(2.18) it follows that
(1 − M¯K)
∫
D′
φ
(∣∣un∣∣)3∣∣∇un∣∣2  4|H0|
α3
√
2π
( ∫
D′∩{|un|R}
∣∣∇un∣∣2)3/2 + 6
α
o(1)
and then
Λn
(
(1 + α)R) 4|H0|
(1 − M¯K)
√
2π
1
α3
Λn(R)
3/2 + 6
α
o(1),
where o(1) → 0 as n → +∞ uniformly with respect to R and to α. Hence
Λ
(
(1 + α)R) 4|H0|
(1 − M¯K)
√
2π
1
α3
Λ(R)3/2. (2.19)
Now we define by recurrence a bounded increasing sequence Rn → R¯ < +∞, by setting
Rn+1 :=
(
1 + 2−n/3)Rn
with R0 as in (2.10). Noting that Λ(R0)  ε¯K and using (2.1) and (2.19), one can check by
induction that
Λ(Rn)
ε¯K
4n
for every n ∈N.
This implies that Λ(R¯) = 0, namely (2.11).
Proof of Step 3. Fix a disc Dδ(z) such that D2δ(z) ⊂ D and take a cut-off function ϕ ∈
C∞c (D, [0,1]) such that ϕ ≡ 1 on Dδ(z), ϕ ≡ 0 out of D2δ(z), and |∇ϕ| 2δ . One has
|Lϕ|
∫
D2δ(z)
ϕ|∇u|2 +
∫
D2δ(z)
|u||∇u||∇ϕ| + 2
∫
D2δ(z)
ϕ
(|H0u| + ∣∣K(u)u∣∣)|ux ∧ uy |.
Set Aδ(z) = D2δ(z) \ Dδ(z), denote [u]Aδ(z) the average of u over Aδ(z) and use the Poincaré
inequality ∫
Aδ(z)
∣∣u − [u]Aδ(z)∣∣2  Cδ2
∫
Aδ(z)
|∇u|2
(C is a constant independent of δ, z and u) in order to estimate
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∫
D2δ(z)
|u||∇u||∇ϕ| 2
δ
∫
Aδ(z)
∣∣u − [u]Aδ(z)∣∣|∇u| + 2δ
∣∣[u]Aδ(z)∣∣
∫
Aδ(z)
|∇u|
C
∫
Aδ(z)
|∇u|2 + C∣∣[u]Aδ(z)∣∣
( ∫
Aδ(z)
|∇u|2
)1/2
C
∫
D2δ(z)
|∇u|2 +C‖u‖L∞(D2δ(z))
( ∫
D2δ(z)
|∇u|2
)1/2
.
Then
|Lϕ|C‖u‖L∞(D2δ(z))
( ∫
D2δ(z)
|∇u|2
)1/2
+C
∫
D2δ(z)
f =: αδ(z),
where
f = |∇u|2 + 2(|H0||u| + ∣∣K(u)u∣∣)|ux ∧ uy |.
By Step 1 we infer that ∫
Dδ(z)
∣∣∇θn∣∣2  Cαδ(z) + o(1), (2.20)
where o(1) → 0 as n → +∞, possibly depending on δ, but uniformly with respect to z on
compact subsets of D. Since u ∈ H 1 ∩L∞loc(D) (by Step 2), f ∈ L1loc(D) and
αε(z) → 0 as ε → 0 uniformly on compact subsets of D. (2.21)
By Poincaré’s inequality (A.4) and by (2.20), as D2ε(z) ⊂⊂ D we estimate
sup
δ∈(0,ε)
∫
–
Dδ(z)
∣∣θn − [θn]
δ,z
∣∣ C( ∫
Dε(z)
∣∣∇θn∣∣2)1/2  C(αε(z) + o(1))1/2, (2.22)
where [θn]δ,z denotes the average of θn over Dδ(z). Fix a disc Dρ(b) ⊂⊂ D. We want to apply
Lemma A.6. Choose ε¯ > 0 sufficiently small in order that Dρ+ε¯(b) ⊂⊂ D. We point out that
θn → 0 in L1(Dρ+ε¯(b)). Moreover, using the notation (A.3) and the estimate (2.22), for ε > 0
small enough we have that
Mε
(
θn,Dρ+2ε(b)
)
 C sup
{(
αε(z) + o(1)
)1/2 ∣∣ z ∈ Dρ+2ε(b)}.
Since o(1) → 0 as n → +∞ uniformly on compact subsets of D, we obtain that for every ε > 0
small enough
lim supMε
(
θn,Dρ+2ε(b)
)
 C sup
{
αε(z)
1/2 ∣∣ z ∈ Dρ+2ε(b)}
n→+∞
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lim
ε→0 lim supn→+∞
Mε
(
θn,Dρ+2ε(b)
)= 0.
Thus, by Lemma A.6, θn → 0 in BMO(Dρ(b)).
Proof of Step 4. Fix ϕ ∈ C∞c (D,R). Since K ∈ L∞(R3) and, by Step 2, u ∈ L∞loc(D), the mapping
(K(un) − K(u))ϕu belongs to L∞(R2) and hence also to BMO(R2) (see Remark A.1). If D =
Dr(a) for some r > 0 and a ∈ R2, fix δ > 0 such that suppϕ ⊂ Dr−4δ(a). Set u¯n = ϕδun and
u¯ = ϕδu, where ϕδ ∈ C∞c (R2, [0,1]) is such that ϕδ ≡ 1 in Dr−4δ(a) and ϕδ ≡ 0 in Dr−3δ(a).
By Step 3, un → u in BMO(Dr−δ(a)) and also in L2(Dr−δ(a)). Hence, by Lemma A.10,
Mδ
(
u¯n − u¯,R2)→ 0 as n → +∞. (2.23)
Define vn = u¯n − u¯. Observe that vn ∈ H 1(R2) and then vn ∈ VMO(R2) (see Remark A.2).
Moreover vn → 0 in L1(R2) and
K ◦ u¯n −K ◦ u¯ = K ◦ (u¯ + vn)−K ◦ u¯.
Taking into account also of (2.23), and noting that the function K is uniformly continuous on
R3 (because K(p) → 0 as |p| → +∞), we are in position to apply Lemma A.5 (with ε0 = δ) in
order to deduce that K ◦ u¯n,K ◦ u¯ ∈ VMO(R2,R) and
K ◦ u¯n → K ◦ u¯ in BMO(R2,R).
Then, by Lemma A.9,
(
K ◦ u¯n −K ◦ u¯)ϕu¯ → 0 in BMO(DR(0)) (2.24)
for every R > 0. Since all the functions (K ◦ u¯n − K ◦ u¯)ϕ have support in Dr−3δ(a), (2.24)
implies that for some ε0 > 0 one has
Mε0
((
K ◦ u¯n − K ◦ u¯)ϕu¯,R2)→ 0 as n → +∞.
Since (K ◦ u¯n−K ◦ u¯)ϕu¯ → 0 in L1(R2), by Lemma A.7 we conclude that (K ◦ u¯n−K ◦ u¯)ϕu¯ →
0 also in BMO(R2). Hence Step 4 is proved because (K ◦ u¯n −K ◦ u¯)ϕu¯ = (K ◦un −K ◦u)ϕu.
Proof of Step 5. Let φ ∈ C∞c (D,R) and let ϕ = φ2. Since u ∈ L∞loc(D) we have
o(1) = −〈f n,ϕu〉
=
∫
D
∇un · ∇(ϕu) + 2H0R
(
ϕu,un
)+ 2∫
D
K
(
un
)
ϕu · unx ∧ uny
= o(1)+ Lϕ + 2
∫
K
(
un
)
ϕu · unx ∧ uny − 2
∫
K(u)ϕu · ux ∧ uyD D
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∫
D
K
(
un
)
ϕu · unx ∧ uny − 2
∫
D
K(u)ϕu · unx ∧ uny.
Hence, using Lemmas A.3 and A.4, we estimate
−Lϕ = 2
∫
D
(
K
(
un
)− K(u))ϕu · unx ∧ uny + o(1)
 2
∥∥(K(un)−K(u))ϕu∥∥BMO(R2)∥∥unx ∧ uny∥∥H 1(R2) + o(1)
 C
∥∥(K(un)−K(u))ϕu∥∥BMO(R2)∥∥un∥∥2H 1(D˜) + o(1)
and thus, by Step 4, Lϕ  0. This completes the proof of the lemma. 
Set
S :=
{
a ∈ Ω
∣∣∣ lim inf
n
∫
Dr(a)
∣∣∇un∣∣2 > 0 ∀r ∈ (0,dist(a, ∂Ω))}. (2.25)
From Lemma 2.2 we immediately get the following corollary.
Corollary 2.4. One has that
S =
{
a ∈ Ω
∣∣∣ lim inf
n
∫
Dr(a)
∣∣∇un∣∣2  ε¯K ∀r ∈ (0,dist(a, ∂Ω))
}
.
Moreover S is at most countable, every point of S is isolated, and un → u strongly in H 1loc(Ω \S).
Proof of Theorem 2.1. Testing (0.2) with any function h ∈ C∞c (Ω \ S,R3), and passing to
the limit as n → +∞, thanks to Lemma 2.2 and to Corollary 2.4 we find that u is a solution
of u = 2H(u)ux ∧uy in Ω \S. In fact, since S is made by isolated points, arguing as in the proof
of Theorem 3.6 in [19] (see also the proof of Lemma 3.5 in [10]) we can check that in fact u solves
the H -system in Ω . According to the proof of Lemma 2.2 we have that u is locally bounded
on those discs where (2.2) holds. In fact we can apply Lemma 2.2 to the constant sequence
un = u for all n, obtaining that u ∈ L∞loc(Ω). Finally, if H0 = 0, fix any domain Ω ′ ⊂⊂ Ω and
use Lemma 2.2 and Corollary 2.4 with ε¯K = supn
∫
Ω ′ |∇un|2 in order to conclude that S is
empty. 
Remark 2.5. If u ∈ H 1loc(R2) solves u = 2H(u)ux ∧ uy on R2 and
∫
R2 |∇u|2 < +∞, then
u ∈ L∞(R2). Indeed by Theorem 2.1, u ∈ L∞loc(R2). Using the invariance of the H -system and
of the Dirichlet integral with respect to the transformation z → z/|z|2 (z denotes the conjugate
of z), also the mapping u(z) = u(z/|z|2) solves the same H -system on R2 and ∫
R2 |∇u|2 < +∞.
Hence also u ∈ L∞loc(R2) and consequently u ∈ L∞(R2).
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Here we consider a mapping H :R3 → R of the form (0.4), with H0 ∈ R \ {0} and K ∈
C0(R3,R) satisfying (0.5) and (0.6). Moreover, as before, Ω is a domain in R2, and (un) ⊂
H 1loc(Ω) is a sequence of approximate solutions of the H -system (0.1) in Ω .
We study the behaviour of (un) in correspondence of any point of the set S defined in (2.25)
and we prove:
Theorem 3.1. For every a ∈ S there exist sequences εn → 0+, an → a, and a function
U ∈ Hˆ 1(S2) such that, for a subsequence,
∇u˜n → ∇U weakly in L2(R2,R6) and strongly in L2loc(R2,R6),
where
u˜n(z) := u(εnz + an)
and
(a) either U is an H -bubble if supn |
∫
Ωn
μ2u˜n| < +∞,
(b) or U is an H0-sphere if |
∫
Ωn
μ2u˜n| → +∞ as n → +∞,
being Ωn = {z ∈R2 | εnz+an ∈ Dr(a)} with r > 0 such that Dr(a) ⊂⊂ Ω and Dr(a)∩S = {a}.
Proof. Let a ∈ S. Since a is an isolated point in S (see Theorem 2.1) and taking account of
Remark 2.3 there exists a disc D ⊂⊂ Ω such that (for a subsequence) supn ‖un‖H 1(∂D) < +∞.
By the invariance of the H -system with respect to translations and dilations in the variable (x, y)
we can assume that a = 0 and D = D1(0). Therefore, we have a sequence (un) and a map u on
D satisfying:
(i) un → u weakly in H 1(D) and strongly in H 1(D \ Dr(0)), for every r ∈ (0,1);
(ii) un → u weakly in H 1(∂D);
(iii) lim infn
∫
D
|∇un|2  ε¯K ;
(iv) un = 2H0unx ∧ uny + 2K(un)unx ∧ uny + f n in D ′(D), with f n → 0 in H−1(D).
As a first step, we will extend any un outside D in order to have a sequence in Hˆ 1(S2). To this
goal, for each n, let hn and h be the harmonic extension of the trace of un and of u, respectively,
on ∂D. Then (see [17]) hn → h in H 1(D) and in L∞(D). Now we extend the sequence un
(without changing notation) outside D in the following way:
un(z) :=
{
un(z) if |z| < 1,
hn(z/|z|2) if |z| 1.
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(here PS is the south pole), where u denotes the following extension of u ∈ H 1(D):
u(z) :=
{
u(z) if |z| < 1,
h(z/|z|2) if |z| 1.
With this trick we have reduced the problem to the case: D ⊂⊂ Ω , S = {0}.
By well-known arguments (e.g., as in [5]), one can find sequences εn ∈ (0,1] and (an) ⊂ D
for which it holds that ∫
Dεn(an)
∣∣∇un∣∣2 = sup
z∈D
∫
Dεn(z)
∣∣∇un∣∣2 = ε¯K
2
. (3.1)
We claim that εn → 0. If not, passing to a subsequence, εn → ε > 0. Then, by (3.1), for n ∈ N
large enough, one has that
∫
Dε/2(0)
∣∣∇un∣∣2  ∫
Dεn(0)
∣∣∇un∣∣2  ∫
Dεn(an)
∣∣∇un∣∣2  ε¯K
2
,
a contradiction. Lastly we notice that an → 0 since un → u strongly enough away from 0.
As a next step we show that compactness is lost at 0 blowing at least either an H -bubble or
an H0-sphere. To this extent, for every n large enough, set
Ωn =
{
z ∈R2 ∣∣ εnz + an ∈ D},
u˜n(z) = un(εnz + an),
and notice that Ωn →R2. Moreover, u˜n ∈ Hˆ 1(S2),
∫
Ωn
∣∣∇u˜n∣∣2 = ∫
D
∣∣∇un∣∣2, (3.2)
∫
D1(0)
∣∣∇u˜n∣∣2 = ε¯K
2
, (3.3)
∫
D1(z)
∣∣∇u˜n∣∣2  ε¯K
2
for z ∈R2 (3.4)
because of (3.1). By conformal invariance, and since Ωn →R2, we have that
u˜n = 2H0u˜nx ∧ u˜ny + 2K
(
u˜n
)
u˜nx ∧ u˜ny + f˜ n in D ′
(
R
2), (3.5)
for some sequence (f˜ n) ⊂ H−1(R2) such that f˜ n → 0 in H−1(R2).loc loc
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R2
∣∣∇u˜n∣∣2 = ∫
D
∣∣∇un∣∣2 + ∫
D
∣∣∇hn∣∣2
but we have no information on the boundness of (u˜n) in Hˆ 1(S2). So we have to distinguish two
cases, according that the sequence (u˜n) is bounded in Hˆ 1(S2) or not. By the Poincaré inequality
(in Hˆ 1(S2)) this is equivalent to the boundness or not of the sequence of vectors
pn :=
∫
–
S2
u˜n = 1
4π
∫
R2
μ2u˜n.
Taking account of the definition of u˜n one computes∫
R2
μ2u˜n =
∫
Ωn
μ2u˜n +
∫
D1(0)
μ2nh
n,
where
μn(z) = 2εn
ε2n|z|2 + |z/|z| − an|z||2
.
Since μn → 0 in L∞(D1(0)) and the sequence (hn) is bounded in L1(D1(0)), one has that
pn = 1
4π
∫
Ωn
μ2u˜n + o(1).
Hence the sequence (u˜n) is bounded in Hˆ 1(S2) if and only if
sup
n
∣∣∣∣
∫
Ωn
μ2u˜n
∣∣∣∣< +∞.
Lemma 3.2. If the sequence (u˜n) is bounded in Hˆ 1(S2), then there exists an H -bubble U such
that, for a subsequence, u˜n → U weakly in Hˆ 1(S2) and strongly in H 1loc(R2).
Proof. Passing to a subsequence, if necessary, we have that u˜n → U weakly in Hˆ 1(S2), for
some U ∈ Hˆ 1(S2). Using Lemma 2.2 and (3.4), one obtains that u˜n → U strongly in H 1loc(R2).
As a consequence, U solves U = 2H(U)Ux ∧ Uy in R2. Moreover U is bounded on R2 by
Remark 2.5 and is nonconstant because of (3.3) and since ∇u˜n → ∇U strongly in L2loc(R2,R6).
Therefore U is an H -bubble. 
Now we focus on the case in which the sequence (u˜n) is unbounded in Hˆ 1(S2). Hence, ac-
cording to the previous reasoning, up to subsequences, we may assume that∣∣pn∣∣→ +∞, wn := u˜n − pn → U weakly in Hˆ 1(S2), (3.6)
for some U ∈ Hˆ 1(S2).
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in L1loc(R
2).
Proof. According to Remark 2.3, for every z ∈R2 there exist a disc Dr(z) with r ∈ ( 12 ,1] and a
subsequence of (w˜n), denoted in the same way, such that supn ‖wn‖L∞(∂Dr (z)) < +∞. Then
ess inf
{∣∣u˜n(z¯)∣∣ ∣∣ z¯ ∈ ∂Dr(z)}→ +∞ (3.7)
because |pn| → +∞. Notice that, since r  1, by (3.4) one also has
∫
Dr(z)
∣∣∇u˜n∣∣2  ε¯K
2
(3.8)
for all n large enough. Fixing ε > 0, since K(p) → 0 as |p| → +∞, there exists Rε > 0 such
that |K(p)| ε as |p|Rε . Hence, for every n sufficiently large and R Rε one has that
∫
Dr(z)∩{|u˜n|>R}
∣∣K(u˜n)u˜nx ∧ u˜ny∣∣ ε2
∥∥∇wn∥∥22  Cε (3.9)
for some constant C > 0 independent of ε, n and R. For every n ∈N and R > 0 let
An(R) :=
∫
Dr(z)∩{|u˜n|R}
∣∣∇u˜n∣∣2.
Then (3.9) implies that for n large enough and R Rε one has
∫
Dr(z)
∣∣K(u˜n)u˜nx ∧ u˜ny∣∣ 12‖K‖∞An(R) +Cε
∥∥∇wn∥∥2. (3.10)
We claim that for every R Rε
lim inf
n→+∞An(R) = 0. (3.11)
Assume for a moment that (3.11) holds true. Then (3.10) and (3.11) imply that
lim inf
n→+∞
∫
Dr(z)
∣∣K(u˜n)u˜nx ∧ u˜ny∣∣Cε.
Hence, for the arbitrariness of ε > 0 we obtain that, for a subsequence, K(u˜n)u˜nx ∧ u˜ny → 0
in L1(Dr(z)). Moreover, by compactness, the same convergence holds in L1(Ω ′) for any
bounded domain Ω ′ ⊂ R2 and then, by a diagonal argument, in L1 (R2). A standard procedureloc
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Hence, it remains to prove (3.11). To this purpose, for every R Rε , define
φR(s) =
⎧⎨
⎩
1 for 0 s R,
2R
s
− 1 for R < s < 2R,
0 for s  2R.
Notice that
sφ′R(s) + φR(s) = −1 for s ∈ (R,2R). (3.12)
Denote D = Dr(z) and observe that since φR is Lipschitz continuous, φR(|u˜n|)u˜n ∈ H 1(D). In
particular one has
∣∣∇(φR(∣∣u˜n∣∣)u˜n)∣∣ ∣∣φ′R(∣∣u˜n∣∣)∣∣u˜n∣∣+ φR(∣∣u˜n∣∣)∣∣∣∣∇u˜n∣∣ ∣∣∇u˜n∣∣ (3.13)
because of (3.12). In fact, by (3.7), for every R  Rε there exists nR ∈ N such that for n  nR
one has that
φ2R
(∣∣u˜n∣∣)u˜n ∈ H 10 (D) (3.14)
and then, a fortiori, also φR(|u˜n|)u˜n ∈ H 10 (D). Therefore we can take φR(|u˜n|)u˜n as a test func-
tion in (3.5) obtaining that
∫
D
∇u˜n · ∇(φR(∣∣u˜n∣∣)u˜n)+ 2H0
∫
D
φR
(∣∣u˜n∣∣)u˜n · u˜nx ∧ u˜ny
+ 2
∫
D
K
(
u˜n
)
φR
(∣∣u˜n∣∣)u˜n · u˜nx ∧ u˜ny = o(1), (3.15)
where o(1) → 0 as n → +∞ uniformly with respect to R. This follows from the fact that, by
(3.13), the sequence (φR(|u˜n|)u˜n) is bounded in H 10 (D) with a bound independent of R. Let us
estimate each term in (3.15). Firstly, we have that
∫
D
∇u˜n · ∇(φR(∣∣u˜n∣∣)u˜n) 2An(R) −An(2R). (3.16)
Indeed, from the definition of φR one has
∫
D
∇u˜n · ∇(φR(∣∣u˜n∣∣)u˜n)=
∫
D∩{|u˜n|R}
∣∣∇u˜n∣∣2 + ∫
D∩{R<|u˜n|<2R}
∇u˜n · ∇(φR(∣∣u˜n∣∣)u˜n).
In {R < |u˜n| < 2R} it holds that
P. Caldiroli, R. Musina / Journal of Functional Analysis 249 (2007) 171–198 189∇u˜n · ∇(φR(∣∣u˜n∣∣)u˜n)= φ′R(|u˜n|)|u˜n|
((
u˜n · u˜nx
)2 + (u˜n · u˜ny)2)+ φR(∣∣u˜n∣∣)∣∣∇u˜n∣∣2
 φ′R
(∣∣u˜n∣∣)∣∣u˜n∣∣∣∣∇u˜n∣∣2 + φR(∣∣u˜n∣∣)∣∣∇u˜n∣∣2 = −∣∣∇u˜n∣∣2
since φ′R(s) < 0 and by (3.12). Hence∫
D
∇u˜n · ∇(φR(∣∣u˜n∣∣)u˜n)
∫
D∩{|u˜n|R}
∣∣∇u˜n∣∣2 − ∫
D∩{R<|u˜n|2R}
∣∣∇u˜n∣∣2
namely (3.16). Secondly, observing that φ2R(s) = 1 if φR(s) 
= 0, we have that
φR
(∣∣u˜n∣∣)u˜n · u˜nx ∧ u˜ny = φR(∣∣u˜n∣∣)u˜n · (φ2R(∣∣u˜n∣∣)u˜n)x ∧ (φ2R(∣∣u˜n∣∣)u˜n)y
and then, taking into account of (3.14) and of the Wente inequality (1.2), we obtain
∣∣R(φR(∣∣u˜n∣∣)u˜n, u˜n)∣∣= ∣∣R(φR(∣∣u˜n∣∣)u˜n, φ2R(∣∣u˜n∣∣)u˜n)∣∣
 1√
32π
( ∫
D
∣∣∇(φR(∣∣u˜n∣∣)u˜n)∣∣2
)1/2 ∫
D
∣∣∇(φ2R(∣∣u˜n∣∣)u˜n)∣∣2
 1√
32π
( ∫
D
∣∣∇u˜n∣∣2)1/2 ∫
D∩{|u˜n|4R}
∣∣∇u˜n∣∣2,
thanks to (3.13) and because φ2R(s) = 0 as s > 4R. In conclusion, recalling also (3.8), we infer
that
∣∣R(φR(∣∣u˜n∣∣)u˜n, u˜n)∣∣
√
ε¯K√
32π
An(4R). (3.17)
Lastly, using (0.5), it easily follows that
∣∣∣∣2
∫
D
K
(
u˜n
)
φR
(∣∣u˜n∣∣)u˜n · u˜nx ∧ u˜ny
∣∣∣∣ M¯KAn(2R). (3.18)
Finally, thanks to (3.16)–(3.18), from (3.15) it follows that for any R  Rε there exists nR such
that for all n nR there results
2An(R) −An(2R) M¯KAn(2R) + |H0|
√
ε¯K√
8π
An(4R) + o(1)
and then, since An(2R)An(4R),
lim infAn(R) δ0 lim infAn(4R), (3.19)
n→+∞ n→+∞
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δ0 = 12
(
1 + M¯K + |H0|
√
ε¯K√
8π
)
.
We point out that the mapping
R → A(R) := lim inf
n→+∞An(R)
is non-negative, bounded and nondecreasing, by the definition of An(R). Then there exists
limR→+∞ A(R) and, by (3.19)
lim
R→+∞A(R) δ0 limR→+∞A(R).
One has that δ0 < 1 because of (2.1). Hence A(R) → 0 as R → +∞, and then A(R) = 0 for all
R Rε . Thus the claim (3.11) is proved. 
Lemma 3.4. If (u˜n) ⊂ Hˆ 1(S2) satisfies (3.2)–(3.6), then there exists an H0-sphere U such that,
for a subsequence, u˜n − pn → U weakly in Hˆ 1(S2) and strongly in H 1loc(R2).
Proof. From (3.5) it follows that
wn = 2H0wnx ∧ wn + 2K
(
wn + pn)wnx ∧ wn + f˜ n in D ′(R2) (3.20)
with f˜ n → 0 in H−1loc (R2). Passing to the limit in (3.20) and using (3.6) and Lemma 3.3 we infer
that U solves U = 2H0Ux ∧ Uy on R2. In particular U is bounded because
∫
R2 |∇U |2 < +∞(see Remark 2.5).
Step 1. Let D be a disc such that supn ‖wn‖L∞(∂D) < +∞ and
∫
D
|∇wn|2  ε¯K for n large.
Then there exists a sequence (vn) ⊂ H 1(D) such that∥∥∇(wn − vn)∥∥
L2(D) → 0 and sup
n
∥∥vn∥∥
L∞(D) < +∞.
Proof. One argues exactly as in Step 2 of the proof of Lemma 2.2, with wn in place of un. The
only difference concerns the term
Wn :=
∫
D
K
(
wn + pn)φ(∣∣wn∣∣)3wn ·wnx ∧ wny,
where φ is the same as in the above mentioned proof. By (0.5),
|Wn| M¯K2
∫
D
φ
(∣∣un∣∣)3∣∣∇wn∣∣2 + ∣∣∣∣
∫
D
K
(
wn + pn)φ(∣∣wn∣∣)3pn · wnx ∧ wny
∣∣∣∣
 M¯K
2
∫
φ
(∣∣un∣∣)3∣∣∇wn∣∣2 + 1
2
sup
|p||pn|−R
∣∣K(p)pn∣∣ ∫ ∣∣∇wn∣∣2.
D D
P. Caldiroli, R. Musina / Journal of Functional Analysis 249 (2007) 171–198 191Since |pn| → +∞, by the hypothesis (0.6) we obtain that
sup
|p||pn|−R
∣∣K(p)pn∣∣→ 0 as n → +∞
and then
|Wn| M¯K2
∫
D
φ
(∣∣un∣∣)3∣∣∇wn∣∣2 + o(1).
Apart from this, the proof can be completed as in Step 2 of Lemma 2.2.
Step 2. If D is a disc as in Step 1, then wn → U strongly in H 1(D).
Proof. Let (vn) be a sequence in H 1(D) given according to Step 1. Hence
∇(wn − vn)= ∇(u˜n − vn)→ 0 strongly in L2(D). (3.21)
Let θn = vn −U and observe that, by Step 1,
θn → 0 weakly in H 1(D), (3.22)
sup
n
∥∥θn∥∥
L∞(D) < +∞. (3.23)
Let hn ∈ H 1(D) be the harmonic extension of θn|∂D on D. One has that
hn → 0 strongly in H 1(D) (3.24)
(see [17]). We use θn − hn as a test function in (3.20) getting that
∫
D
∇(θn − hn) · ∇wn + 2H0
∫
D
(
θn − hn) · wnx ∧ wny + 2
∫
D
K
(
wn + pn)(θn − hn) ·wnx ∧ wny
= o(1).
Since, by (3.23), supn ‖θn − hn‖L∞(D) < +∞, thanks to Lemma 3.3,∫
D
K
(
wn + pn)(θn − hn) ·wnx ∧ wny → 0.
Moreover, by (3.21), (3.22) and (3.24), one obtains that
∫
∇(θn − hn) · ∇wn = ∫ ∣∣∇θn∣∣2 + o(1)
D D
192 P. Caldiroli, R. Musina / Journal of Functional Analysis 249 (2007) 171–198and, recalling (3.4),
∫
D
∣∣∇θn∣∣2 = ∫
D
∣∣∇wn∣∣2 − ∫
D
|∇U |2 + o(1) ε¯K + o(1). (3.25)
In addition, using again (3.21), (3.24), Rellich’s theorem for the sequence (θn − hn) and the fact
that supn ‖θn − hn‖L∞(D) < +∞, one can show that
∫
D
(
θn − hn) ·wnx ∧ wny =
∫
D
(
θn − hn) · θnx ∧ θny + o(1).
Then, by the Wente inequality (1.2), by (3.24) and (3.25), one infers that
∣∣∣∣
∫
D
(
θn − hn) · θnx ∧ θny
∣∣∣∣ 14√2π
( ∫
D
∣∣∇(θn − hn)∣∣2)1/2 ∫
D
∣∣∇θn∣∣2

√
ε¯K
4
√
2π
∫
D
∣∣∇θn∣∣2 + o(1).
In conclusion one obtains
∫
D
∣∣∇θn∣∣2  |H0|√ε¯K√
8π
∫
D
∣∣∇θn∣∣2 + o(1).
Since, by (2.1), |H0|√ε¯K <
√
8π , we infer that θn → 0 strongly in H 1(D). Then, using also
(3.21), we finally obtain that wn −U = wn − vn + θn → 0 strongly in H 1(D).
Step 3. wn → U strongly in H 1loc(R2) and U is nonconstant.
Proof. For every ρ > 0 the disc Dρ(0) can be covered by finitely many discs Dri (zi)
(i = 1, . . . , k) of radii ri ∈ (0,1] and such that (up to a subsequence) supn ‖wn‖L∞(∂Dri (zi )) <
+∞ (see Remark 2.3). By Step 2 wn → U strongly in H 1(Dri (zi)) (i = 1, . . . , k) and then
in H 1(Dρ(0)). A standard diagonal argument yields convergence in H 1loc(R
2). Moreover, in
particular
∫
D1(0)
|∇U |2 = lim
n→+∞
∫
D1(0)
∣∣∇wn∣∣2 = ε¯K
2
,
by (3.3) and then U is nonconstant. 
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In this appendix we recall some facts about functions of bounded mean oscillation (shortly
BMO) and of vanishing mean oscillation (shortly VMO). As references, we mention in particular
the articles [6] and [7] by H. Brezis and L. Nirenberg, and the book [21] by E. Stein.
Here we always consider mappings defined on a domain Ω in R2. In fact, unless differently
specified, all the definitions and results hold for mappings from a domain in RN .
Given a locally integrable function u :Ω →Rk , set
‖u‖BMO(Ω) := sup
D
∫
–
D
∣∣u − [u]D∣∣, (A.1)
where the supremum is taken over all the open discs D whose closures lie in Ω , and [u]D denotes
the average of u over D. If ‖u‖BMO(Ω) < +∞, u is called a BMO function in Ω . Set
BMO
(
Ω,Rk
)= {u ∈ L1loc(Ω,Rk): ‖u‖BMO(Ω) < +∞}.
If no confusion can arise, in the sequel we will write BMO(Ω) instead of BMO(Ω,Rk).
Recall that ‖ · ‖BMO(Ω) is a norm (modulo constants) in BMO(Ω) which turns out to be com-
plete with respect to the topology induced by this norm. It is often useful to introduce in BMO(Ω)
the following (semi) norm:
‖u‖,Ω = sup
D
∫
–
D
∫
–
D
∣∣u(ξ) − u(ζ )∣∣dξ dζ,
where again the supremum is taken over all the open discs D compactly contained in Ω . One
can easily check that
‖u‖BMO(Ω)  ‖u‖,Ω  2‖u‖BMO(Ω). (A.2)
Remark A.1. One has that L∞(Ω) ⊂ BMO(Ω) with continuous injection.
There are several equivalent definitions for VMO mappings (see, e.g., [20]). We consider the
following one. For every u ∈ L1loc(Ω) and for every ε > 0 denote
Mε(u,Ω) := sup
{ ∫
–
Dδ(z)
∣∣u − [u]δ,z∣∣ ∣∣ z ∈ Ω, 0 < δ < min{ε,dist(z, ∂Ω)}
}
, (A.3)
where [u]δ,z = [u]Dδ(z). Notice that ‖u‖BMO(Ω) = supε>0 Mε(u,Ω).
By definition, a mapping u ∈ BMO(Ω,Rk) belongs to VMO(Ω,Rk) if Mε(u,Ω) → 0 as
ε → 0. VMO(Ω,Rk) turns out to be a closed subspace of BMO(Ω,Rk).
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∫
Ω
|∇u|2 < +∞, then
u ∈ VMO(Ω). Indeed, by Poincaré’s inequality, one has
∫
–
D
∣∣u− [u]D∣∣C
( ∫
D
|∇u|2
)1/2
(A.4)
for every disc D ⊂ Ω , where C is a constant independent of u and D. In particular ‖u‖BMO(Ω) 
C‖∇u‖L2(Ω). Hence H 1(Ω) is continuously embedded into VMO(Ω). Notice that if Ω is a
domain in RN , one has to take W 1,N instead of H 1.
The next result precises the relationship between the spaces BMO(R2) and VMO(R2) and the
Hardy space H 1(R2) (the target space can be any Rk). For a definition of H 1(R2) see, e.g. [21].
Lemma A.3 (Fefferman duality theorem). (See [13,14].) It holds that (VMO(R2))∗ =H 1(R2)
and (H 1(R2))∗ = BMO(R2).
The importance of the Hardy space in the context of H -systems is due to the following deep
result.
Lemma A.4. (See Coifman, Lions, Meyer, Semmes [12].) If u,v ∈ H 1(R2,R3) then ux ∧ vy ∈
H 1(R2,R3) and ‖ux ∧ vy‖H 1(R2)  C‖u‖H 1(R2)‖v‖H 1(R2) for some constant C > 0 indepen-
dent of u and v.
Let us state further properties of the spaces BMO(Ω) and VMO(Ω) which are useful for our
purposes.
Lemma A.5. Let F :Rk →R be a uniformly continuous function.
(i) For any domain Ω , if u ∈ BMO(Ω,Rk) then F ◦u ∈ BMO(Ω,R), and if u ∈ VMO(Ω,Rk)
then F ◦ u ∈ VMO(Ω,R).
(ii) If u ∈ VMO(R2,Rk) and (vn) ⊂ BMO ∩ L1(R2,Rk) is such that ‖vn‖L1(R2) → 0 and
Mε0(v
n,R2) → 0 as n → +∞, for some ε0 > 0, then F ◦ (u+vn) → F ◦u in BMO(R2,R).
The next result provides a compactness condition in BMO(Ω). Given ε > 0 and a domain Ω
we set
Ωε =
{
z ∈R2 ∣∣ dist(z,Ω) < ε}.
Lemma A.6. Let Ω be a bounded domain and let (un) be a bounded sequence in L1(Ωε¯) for
some ε¯ > 0 and satisfying the following condition:
lim
ε→0 lim supn→+∞
Mε
(
un,Ω2ε
)= 0.
Then (un) is relatively compact in BMO(Ω). In particular, if un → 0 in L1(Ω), then un → 0
in BMO(Ω).
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berg in [6] in the framework of BMO and VMO functions on compact manifolds. In fact the
proofs of Lemmas A.5 and A.6 can be obtained by adapting in a rather natural way the proofs of
the analogous results in [6] (Lemmas A.2, A.7, A.8 and A.16 therein) and we omit them.
Lemma A.7. If (vn) ⊂ VMO ∩ L1(R2) is such that vn → 0 in L1(R2) and Mε0(vn,R2) → 0 as
n → +∞ for some ε0 > 0, then vn → 0 in BMO(R2).
Proof. For ε > ε0 and for all n ∈N and z ∈R2 one has that∫
–
Dε(z)
∣∣vn − [vn]
ε,z
∣∣ 2 ∫–
Dε(z)
∣∣vn∣∣ 2
πε20
∫
R2
∣∣vn∣∣.
Hence
∥∥vn∥∥BMO(R2) max
{
Mε0
(
vn,R2
)
,
2
πε20
∥∥vn∥∥
L1(R2)
}
and the conclusion follows. 
Lemma A.8. For any domain Ω , if f ∈ VMO ∩ L∞(Ω,R) and v ∈ VMO ∩ L∞(Ω,Rk), then
f v ∈ VMO ∩L∞(Ω,Rk).
Proof. Using (A.2), for every disc D ⊂⊂ Ω one has that∫
–
D
∣∣f v − [f v]D∣∣ 2‖f ‖L∞(Ω)
∫
–
D
∣∣v − [v]D∣∣+ 2‖v‖L∞(Ω)
∫
–
D
∣∣f − [f ]D∣∣. (A.5)
Then
Mε(f v,Ω) 2‖f ‖L∞(Ω)Mε(v,Ω) + 2‖v‖L∞(Ω)Mε(f,Ω)
and the conclusion follows. 
Lemma A.9. Let Ω be a bounded domain in R2 and let v ∈ H 1 ∩ L∞(R2,Rk). If (f n)
is a sequence in VMO ∩ L1(R2,R) such that f n → 0 in L1(R2) and in BMO(R2), and
sup‖f n‖L∞(R2) < +∞, Then f nv → 0 in BMO(DR(0)) for all R > 0.
Proof. Since H 1 ⊂ VMO, by Lemma A.8, f nv ∈ VMO(R2). Using (A.5) and the Poincaré
inequality (A.4) we obtain that
∫
–
Dδ(z)
∣∣f nv − [f nv]
δ,z
∣∣ 2∥∥f n∥∥
L∞(R2)
( ∫
Dε(z)
|∇v|2
)1/2
+ 2‖v‖L∞(R2)
∫
–
Dδ(z)
∣∣f n − [f n]
δ,z
∣∣
for every z ∈R2, ε > 0, and δ ∈ (0, ε). Hence, by the assumptions
v ∈ L∞ and sup∥∥f n∥∥ < +∞,∞
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Mε
(
f nv,R2
)
 C sup
z∈R2
‖∇v‖L2(Dε(z)) + C
∥∥f n∥∥BMO(R2)
for some constant C independent of n and ε. Since f n → 0 in BMO(R2) and v ∈ H 1(R2) we
infer that
lim sup
n→+∞
Mε
(
f nv,R2
)
 αε := C sup
z∈R2
‖∇v‖L2(Dε(z))
with αε → 0 as ε → 0. Therefore, noticing also that f nv → 0 in L1(R2), the conclusion follows
from an application of Lemma A.6. 
Finally we discuss an extension result suited to our problem.
Lemma A.10. Let a ∈R2, r > 0, δ ∈ (0, r3 ) and let vn ∈ BMO ∩L2(Dr(a)) be such that vn → 0
in L2(Dr(a)) and in BMO(Dr(a)). Let ϕδ ∈ C∞c (R2, [0,1]) be such that ϕδ ≡ 1 in Dr−3δ(a)
and ϕδ ≡ 0 in Dr−2δ(a). Then Mδ(ϕδvn,R2) → 0 as n → +∞.
Proof. For every disc D in R2 and for every n ∈N define
Jn(D) =
∫
–
D
∫
–
D
∣∣ϕδ(ζ )vn(ζ ) − ϕδ(ξ)vn(ξ)∣∣dζ dξ
and notice that if ε ∈ (0, δ] and z /∈ Dr−δ(a) then ϕδ ≡ 0 in Dε(z) and hence Jn(Dε(z)) = 0 for
every n ∈N. Take z ∈ Dr−δ(a). We estimate
Jn
(
Dε(z)
)

∫
–
Dε(z)
∫
–
Dε(z)
∣∣vn(ζ ) − vn(ξ)∣∣dζ dξ + ∫–
Dε(z)
∫
–
Dε(z)
∣∣ϕδ(ζ ) − ϕδ(ξ)∣∣∣∣vn(ξ)∣∣dζ dξ.
Since z ∈ Dr−δ(a) and ε ∈ (0, δ] we have that Dε(z) ⊂⊂ Dr(a) and then∫
–
Dε(z)
∫
–
Dε(z)
∣∣vn(ζ ) − vn(ξ)∣∣dζ dξ  2∥∥vn∥∥BMO(Dr (a)).
Moreover, for ζ, ξ ∈ Dε(z) we have that∣∣ϕδ(ζ ) − ϕδ(ξ)∣∣ C|ζ − ξ | Cε
for some constant C depending only on δ. Hence
∫
–
∫
–
∣∣ϕδ(ζ ) − ϕδ(ξ)∣∣∣∣vn(ξ)∣∣dζ dξ Cε ∫– ∣∣vn∣∣.
Dε(z)Dε(z) Dε(z)
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∫
Dε(z)
∣∣vn∣∣ ∣∣Dε(z)∣∣1/2
( ∫
Dε(z)
∣∣vn∣∣2)1/2  Cε( ∫
Dr(a)
∣∣vn∣∣2)1/2.
Then ∫
–
Dε(z)
∫
–
Dε(z)
∣∣ϕδ(ζ ) − ϕδ(ξ)∣∣∣∣vn(ξ)∣∣dζ dξ  C∥∥vn∥∥
L2(Dr (a))
.
In conclusion
Jn
(
Dε(z)
)
 2
∥∥vn∥∥BMO(Dr (a)) + C∥∥vn∥∥L2(Dr (a)) for all z ∈R2 and ε ∈ (0, δ]. 
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