We consider an energy harvesting multiple access channel where the transmitters are powered by an exogenous stochastic energy harvesting process and equipped with finite batteries. We characterize the capacity region of this channel as n-letter mutual information rate and develop inner and outer bounds that differ by a constant gap. An interesting conclusion that emerges from our results is that in a symmetric system, where transmitters are statistically equivalent to each other, the largest achievable common rate point approaches that of a standard AWGN MAC with an average power constraint, as the number of users in the MAC becomes large.
I. INTRODUCTION
Energy harvesting wireless devices are expected to be one of the key enablers of the next exponential growth in wireless connectivity. By eliminating bulky batteries, decoupling node deployments from the power grid, and allowing wireless nodes to operate potentially forever in a maintenance-free manner, energy harvesting can enable massive deployments of wireless devices to connect objects and machines in the age of "Internet of Everything" (IoE). For example, in a home IoE application a house can be equipped with tens or even hundreds of wireless sensors and actuators that connect to the cloud through a central sink node. This common topology envisioned for IoE applications gives rise to an energy harvesting multiple-access channel, where a large number of energy harvesting wireless devices communicate to a central sink node which has access to traditional power.
In this paper, we study the information-theoretic capacity of such an energy-harvesting MAC. Each transmitter is powered by an exogenous i.i.d. stochastic energy arrival process and equipped with a finite battery. We allow for arbitrary battery sizes at the transmitters and arbitrary correlation of the energy arrival processes. We develop an n-letter expression for the capacity region of this MAC channel and develop inner and outer bounds that connect the capacity region of the energy harvesting MAC to the capacity region of the standard AWGN MAC with an average power constraint. Our approach follows and extends the approach developed in [1] , [2] for point-topoint energy harvesting channels. An interesting conclusion that emerges from our results is that in a symmetric system, where transmitters are statistically equivalent to each other, the symmetric capacity approaches that of a standard AWGN MAC with an average power constraint, as the number of users in the MAC becomes large. While it has been known that an energy harvesting system can achieve the AWGN capacity in the limit when the battery size becomes large [3] , it is interesting that the AWGN capacity can be also achieved asymptotically when the number of users becomes large. This is a more natural limit for IoE networks which are envisioned to consist of massively large number of tiny wireless devices.
The information-theoretic capacity of the point-to-point energy harvesting channel has been previously considered in [1] - [6] . Our work is most closely related to [1] , [2] which develop n-letter expressions for the capacity and upper and lower bounds which differ by a constant gap. Power control and packet scheduling for the energy harvesting MAC channel have been considered in [7] - [9] . Building on [10] , in [11] we develop approximately optimal online power control policies, which as the current paper shows can be related to the information-theoretic capacity problem. [12] , [13] have previously considered the information theoretic capacity of the energy harvesting MAC when the battery size is infinite and zero respectively. To the best of our knowledge, this is the first paper that treats the information-theoretic capacity when transmitters have finite batteries.
II. SYSTEM MODEL
We consider the 2-sender discrete-time additive white Gaussian noise MAC (Gaussian MAC) model in Figure 1 . The channel output corresponding to the inputs X 1t and X 2t transmitted by users 1 and 2 respectively at time t is Y t = X 1t + X 2t + N t , where N t ∼ N (0, 1) and i.i.d. across time. The two transmitters are equipped with rechargeable batteries with finite capacitiesB 1 andB 2 , which are replenished by external energy arrival processes E 1t and E 2t respectively. At each time t, the energy of the symbol by each transmitter is limited by the amount of energy available in its battery, i.e. for i = 1, 2
where B it indicates the available energies at time t in the battery of the corresponding transmitter. We assume that energy arrival processes E 1t and E 2t are i.i.d. over time according to some joint probability mass function P E1,E2 (e 1 , e 2 ) over the finite alphabets E i , such that E i ≥ 0 and E[E it ] > 0 for i = 1, 2. Without loss of generality we assume that
We point out that we do not make any assumptions regarding the joint distribution (e.g. independence or correlation between the energy arrival processes of the two transmitters). We assume that the batteries are full before the beginning of transmission and this is known to both the transmitter and the receiver.
In this work, we will be interested in the capacity of this MAC channel under two different assumptions: 1) The energy arrival processes are observed causally at the corresponding transmitters and not at the receiver; E it is observed causally at the transmitter i for i = 1, 2. We denote the capacity region as C Tx in this case. 2) While each transmitter causally observes its energy arrival process as above, the receiver observes both processes.
We denote the capacity region as C TxRx in this case. For the first case, we define ((2 nR1 , 2 nR2 ), n) code consisting of two encoding functions f 1t , f 2t and a decoding function g:
where X i = Y = R for i = 1, 2 and W i = {1, 2, . . . , 2 nRi }.
We assume that the message pair
. The functions f it must satisfy the energy constraint in (1) 
The receiver sets (Ŵ 1 ,Ŵ 2 ) = g(Y n ). The probability of error, a set of achievable rate pairs (R 1 , R 2 ) and the capacity region C are defined in the usual way.
When E 1t and E 2t are observed causally at the receiver as well, we change (4) to g :
. In the last section of this paper we are interested in the energy harvesting MAC channel with an arbitrary number of users k. This k-user energy harvesting MAC corresponds to the natural extension of the model described above for k = 2.
III. CHANNEL CAPACITY
Consider the case where the energy arrivals are observed causally at their corresponding transmitters. We utilize Shannon strategies (see [1] for a detailed discussion) to convert this channel into an equivalent channel with no state information at the transmitters but with a different input alphabet: the input of transmitter i to the equivalent channel at time t is u it : E t i → X i and the input alphabet for blocklength n is of the form
is transmitted over the original channel given the realization of E t i . The output of the channel is the corresponding Y t ∈ Y and the new channel is characterized by the corresponding P Y n |U n 1 ,U n 2 (y n |u n 1 , u n 2 ).
Note that there is no state in this new channel and the encoding functions (3) become f i : M i → U n i for i = 1, 2. However, there are energy constraints restricting the admissible sets for U n 1 and U n 2 imposed by the constraints in our original energy harvesting channel. We define the set of allowed input distributions on U n i , i = 1, 2 for this equivalent channel as:
Note that we assign zero probability to any codeword that does not obey the energy constraints. For the case of energy arrival information available causally at the receiver as well, we use the notion of causal conditioning,
for i = 1, 2. We define
With these definitions, we state the main theorem of the paper:
Theorem 1: The capacity region of the energy harvesting MAC are given by
where
Proof: The proof builds on the approach developed in [1] for the point-to-point energy harvesting channel and is omitted due to space limitations.
IV. CAPACITY BOUNDS
Due to the difficulty in evaluating these capacity regions, we next find outer and inner bound regions which are separated by a constant gap and relate to the resource allocation formulation of the energy harvesting communication problem extensively studied in the recent communication theory literature.
We start by stating a simple outer bound on the capacity region.
Proposition 1: The capacity region of the energy harvesting MAC is bounded by
The proof of this proposition follows from the fact that the average power at each transmitter can not exceed the average energy arrival rate E[E i ], i = 1, 2. If this average power constraint was the only constraint imposed on the encoders the capacity region would be given by that of a standard AWGN MAC. Therefore this region provides an upper bound on the capacity region of the energy harvesting MAC. Note that it does not depend on the joint distribution of E 1 and E 2 . Before stating our lower bounds, we introduce some terms and notations. An online power control policy g i for transmitter i is a sequence of mappings g it : E t i → R + for t = 1, . . .. An admissible policy is a policy that satisfies the energy constraints (1) and (2) . In particular, the set of all admissible policies for transmitter i is
Define the long-term average throughput of a policy g i for transmitter i by:
and for a set of policies g 1 and g 2 for the two transmitters, let
) .
We will also define the entropy rate of a policy g i for transmitter i as H(g i (E i )) = lim sup n→∞ 1 n H(g n i (E n i )). Similarly H(g 1 (E 1 ), g 2 (E 2 )) = lim sup n→∞ 1 n H(g n 1 (E n 1 ), g n 2 (E n 2 )). We next state our lower bounds in two steps.
Theorem 2: For any admissible g 1 ∈ G 1 , g 2 ∈ G 2 , the capacity region of the energy harvesting MAC is bounded by
The above theorem states that any pair of online power control policies can be used to derive inner bounds on the capacity of the energy harvesting MAC. It is interesting to note that while to maximize the inner bound for C TxRx we would need an online power control policy that maximizes the long-term average throughput, to maximize the inner bound for C Tx we need to also take into account the entropy rate of the power control policy. This is because there is a rate penalty, given by the entropy rate of the power allocation process, for enabling the receiver to be able to track the power allocations chosen by the transmitter. By using the online power control policy developed in [2, Theorem 3] for the point-to-point energy harvesting channel at both transmitters, we are able to approximate the capacity region of the energy harvesting MAC with the capacity region of the standard AWGN MAC.
Theorem 3: The capacity region of the energy harvesting MAC is bounded by C(2.85) ⊆ C TxRx and C(4.85) ⊆ C Tx (12) where
When contrasted with the approximation results for the point-to-point energy harvesting channel developed in [2] , it is interesting to note that in the case where both the transmitter and the receiver have information regarding the energy harvesting process, the gap to the standard AWGN capacity is exactly the same. While it is natural that the gap for the individual rate constraints is the same as in the pointto-point case, it is interesting to note that we can maintain the same gap for the sum rate constraint. In the next section, we build on this observation to argue that in the limit when the number of users in the MAC channel becomes large, we can achieve the AWGN capacity in a symmetric system with diminishing gap. For the case when only the transmitter observes the energy arrival process, the gap increases from 3.85 in the point-to-point case to 4.85 bits/channel use. This is because the entropy rate of the power control policy developed in [2, Theorem 3] that allows us to obtain Theorem 3 from Theorem 2 can be trivially bounded as
for any energy arrival process E t . When the same strategy is used at both transmitters in the MAC channel we can bound H(g(E 1 ), g(E 2 )) ≤ 2. This however increases the gap by 1 bit/channel use with respect to the point-to-point case.
The inner bounds in the last two theorems are proved in Appendix A.
V. EQUAL RATE POINT FOR LARGE NUMBER OF USERS
UNDER SYMMETRIC CONDITIONS In this section, we consider a symmetric energy harvesting MAC channel with k-users. We assume that the transmitters are equipped with the same battery B and the joint 2016 IEEE International Symposium on Information Theory distribution of the energy arrivals P E1,...,E k (e 1 , . . . , e k ) is symmetrical in the random variables E 1 , E 2 , . . . , E k , i.e. P E π(1) ,...,E π(k) (e 1 , . . . , e k ) = P E1,...,E k (e 1 , . . . , e k ) for every permutation π of the random variables E 1 , E 2 , . . . , E k . We assume that all the users are interested to communicate at a common rate R and the largest achievable common rate is denoted by C. The symmetric sum capacity is given by C sum = kC.
A. Energy Arrival Information at the Transmitters and the Receiver
We can extend Theorem 1 to obtain n-letter expression for the capacity region of the k-user MAC. In the case when all users and channels are symmetric, it follows from [14] that the symmetric sum capacity is dictated by the sum rate constraint in the capacity region. In particular, when the receiver has side information regarding the energy arrival process at the transmitter we have
Following the approximation approach leading to Theorem 3 from Theorem 1, we can show that
We note that C TxRx sum increases with the number of users therefore the constant gap in the above approximation becomes negligible. Equivalently, we can consider per user symmetric capacity C and observe that the approximation gap decreases to zero with increasing k. While it has been known that an energy harvesting system can achieve the AWGN capacity in the limit when the battery size becomes large [3] , it is interesting to note that AWGN capacity can be also achieved asymptotically when the number of users become large.
B. Energy Arrival Information at the Transmitters Only
In this section, we focus on a special case of the symmetric energy harvesting MAC defined earlier. We assume that the energy arrival at different transmitters are fully correlated, i.e. E 1 = E 2 = · · · = E. This can model the scenario where all the transmitters harvest energy from the same physical process. This assumption allows us to immediately conclude that when all the transmitters use the online policy in (13) H(g(E 1 ), . . . , g(E k )) = H(g(E)) ≤ 1.
This implies that the two capacity regions C T x and C T xRx can at most differ by 1 bit/channel use, increasing the gap from Section V-A by 1 bit/channel use. We have
Again the gap to the AWGN capacity becomes negligible when the number of users becomes large. Note that the result of Section V-A holds for any correlation of the energy arrivals at the transmitters, including independent or fully correlated arrivals, as long as the joint distribution is symmetric. A priori, it is not clear if correlation of the energy arrivals would increase or decrease the capacity region. On one hand, correlation of the energy arrivals can allow transmitters to guess each others energy states and adopt accordingly, on the other hand if the high and low energy states of the transmitters correlate this can intuitively increase "clashes" over the MAC. While (14) does not resolve this question of whether correlation helps or hurts it says that when the receiver has side information its impact on capacity is limited by a constant. On the other hand, when the energy arrivals are independent the entropy rate in (15) can grow linearly in k which would lead to a linear gap in the approximation in (16). This implies that, at least from the perspective of our approximation results, having independent energy arrivals at different users can be harmful when the receiver does not have side information regarding the energy arrival process.
APPENDIX A CAPACITY INNER BOUNDS A. Proof of Theorem 2
We start with deriving the inner bound to C TxRx .Fix n and some online policies g 1 ∈ G 1 , g 2 ∈ G 2 . At time 2016 IEEE International Symposium on Information Theory t = 1, . . . , n, we transmit symbols chosen from the uniform distributions on the intervals − g it (E t i ), g it (E t i ) for i = 1, 2. We construct input distributions of the form
. Note that X it 's are independent given E n i , and since X 2 it ≤ g it (E t i ), the energy constraints are satisfied completely by g it . We further note that X 1t and X 2t are independent given (E t 1 , E t 2 ). In this case, we have I(X n 1 , X n 2 ; Y n |E n 1 , E n 2 ) = e n 1 ,e n 2 P E n 1 ,E n 2 (e n 1 , e n 2 )I e n 1 ,e n 2 (X n 1 , X n 2 ; Y n ), = e n 1 ,e n 2 P E n 1 ,E n 2 (e n 1 , e n 2 ) n t=1
The entropy power inequality yields
where the last inequality is due to the inequality (16) and (17) we have
Denote the finite-horizon throughput of g i up to time n by T n (g i ) = 1 n E n t=1 1 2 log(1 + g it (E t i )) , and similarly T n (g 1 + g 2 ) = 1 n E n t=1
Similarly, for the other two terms:
For every g 1 ∈ G 1 , g 2 ∈ G 2 , define the following region:
Taking n → ∞, we obtain C TxRx (g 1 , g 2 ) ⊆ C TxRx .
We continue with deriving the inner bound to C Tx . Due to lack of space, we will only give here a sketch of proof. By choosing input distributions similar to the previous case, we can show as in [2, Section VI-B.2]: I(U n 1 , U n 2 ; Y n ) ≥ I(X n 1 , X n 2 ; Y n |E n 1 , E n 2 )−H(g n 1 (E n 1 ), g n 2 (E n 2 )). Intuitively, since g n 1 (E n 1 ), g n 2 (E n 1 ) are sufficient to deduce the codebook from which X n 1 , X n 2 are drawn, this is the "extra information" that needs to be communicated to the receiver, hence its entropy is an upper bound on the loss in rate.
The rest follows as before, and we can show that for any n and any pair of policies g 1 ∈ G 1 , g 2 ∈ G 2 , we have R Tx n (g 1 , g 2 ) ⊆ R Tx n , where R Tx n (g 1 , g 2 ) =      (R 1 , R 2 ) : R 1 ≤ T n (g 1 ) − δ g n 1 ,g n 2 − 1.05 R 2 ≤ T n (g 2 ) − δ g n 1 ,g n 2 − 1.05 R 1 + R 2 ≤ T n (g 1 + g 2 ) − δ g n 1 ,g n 2 − 1.05      and δ g n 1 ,g n 2 = 1 n H(g n 1 (E n 1 ), g n 2 (E n 2 )). Taking the limit as n → ∞, we get C Tx (g 1 , g 2 ) ⊆ C Tx .
B. Proof of Theorem 3
We apply the result of Theorem 2 with a particular pair of policies. Specifically, consider using the online policy introduced in [2, Theorem 3] independently in both transmitters. We have the following result from [2] :
To lower bound T (g 1 + g 2 ), define λ =
E[E1]
E[E1]+E[E2] and denoteλ 1 − λ. By concavity, we have for every t, 1 2 log(1 + g 1t (E t 1 ) + g 2t (E t 2 )) ≥ λ 1 2 log(1 + λ −1 g 1t (E t 1 )) +λ 1 2 log(1 +λ −1 g 2t (E t 2 )) Therefore, T n (g 1 + g 2 ) ≥ λT n λ −1 g 1 +λT n λ −1 g 2 ,
where for a scalar α > 0 we denote T n (α · g i ) = 1 n E n t=1 1 2 log(1 + α · g it (E t i )) , and T (αg i ) = lim inf n→∞ T n (αg i ). Using similar steps as in [2] , it follows that for any α > 0: A similar treatment applies to C Tx . Note that for the policy in question we have (see [2, Section V-C]):
H(g 1 (E 1 ), g 2 (E 2 )) ≤ H(g 1 (E 1 )) + H(g 2 (E 2 )) ≤ 2, which yields C(4.85) ⊆ C Tx .
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