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Abstract 
Randez, L., On the simultaneous numerical integration of an IVP and its associated variational equation, 
Journal of Computational and Applied Mathematics 39 (1592) 103-108. 
In this paper w:ff consider the numerical solution of an IVP together with its variational equation by 
Runge-Kutta methods. Using the fact that the Jacobian matrix has a particular structure, we develop an 
algorithm based on methods oi interpolatory type which performs the numerical integration more efficiently 
than standard methods and with the possibility of saving Jacobian evaluatks. Some numerical experiments 
are presented. 
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1. Introduction 
In the numerical solution of a nonlinear two-point boundary value problem (BVP) 
y'(t) =f(t, y(t)), t E [o, q 9 Y E RN, 
g(y(O), Y(T)) = 07 
by multiple shooting, it is necessary to integrate initial-value problems (IVPs) like 
y’(t) =f(t, y(t)), t 2 t, 2 0, 
Y(r,) =yn, 
(1 1) . 
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together with the variational equation 
@‘W 
af = +t, y(t))@(t) = J(t)@(t), t a t,, @(t) l RNxN, 
(12) . 
In the easier case of simple shooting, the goal is to find a vector y, E RN such that the solution 
of (l.l!, y(t, y,), satisfies 
G(Y,) =g(y,, Y(K Y,)) = 0. (13) . 
In this way the BVP is transformed to a problem of finding zeros of a system of nonlinear 
equations. In order to evaluate the function G, for each value of y, we must integrate the IVP 
(1.1). Also, most root-finders need the Jacobian matrix 
where Qi(Td is the solution of the IVP (1.2) evaluated at the point t = T. It is clear that each 
iteration of the root-finder requires the computation of y(t, y,) and a(T). 
The aim of this paper is to present a new algorithm, more efficient that the usual one, to 
integrate the IVPs (1.1) and (1.2). The main idea is to use a continuous Runge-Kutta method 
to approximate the argument of the Jacobian matrix to reduce the number of Jacobian 
evaluations by an adequate Runge-Kutta method. Briefly the paper is organized as follows. In 
the next section we review the usual algorithm for the numerical integration of (1.1) and (1.2), 
and we propose a new one based on continuous Runge-Kutta metnods. Finally, some 
numerical experiments how that the new technique performs better thail the standard one. 
2. Algorithms for the integration of the variational e+;ation 
The first algorithm we consider, which we denote by Al, is implemented in the code DTPTl3 
of the IMSL library [2]. It solves numerically the N + 1 IVPs given in matrix form by 
(2 1) . 
u= (y, e’,..., @“) E lRNx(N+l), 
1 
F(t9 U)= f(t, Y), 
\ 
af 
ay”, Y)@")*-.9 $(t, Y)@N) = (f(t, Y), $9 Y)@ 9 I 
(2 2) . 
where @I,..., a”, Qi’ E RN, are the N columns of the variational equation (2.1). This problem 
is then solved with an s-stage Runge-Kutta method in the following way. Let Q, E RNxN be the 
matrix composed of the N column vectors @‘, . . . , GN. Due to the special form of (2.2), the 
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stages for the Runge-Kutta method and the IVP (2.1) can be written as 
G? = af f(t, +c,h, y, + ha,,g,), $t. +%h, Y, +h%&)(@~ +ha21Gd 
= (g2, G2)9 
i-l i-l i- 1 
t,+Cih, Y,+h Caijgj t,+cih, y,+hCaijgj QZnfh CaijGj 
j=l j=l j=l 
= (gi, Gi), i=3,...,s, 
and the approximation at the point t,l+ 1 is 
u n+l Yn+h ~bjgj, ~n+h ib,G, 
j=l j=l 
It is worth noting that the number of evaluations of the Jacobian matrix is the number of the 
stages of the Runge-Kutta method. Also, it is clear that a rejected step in the integration of 
(2.1) involves the loss of a great computational effort in Jacobian evaluations, and therefore it is 
preferable to control the stepsize only by the IVP (l.l), Finally, the orders of convergence for 
the IVPs (1.1) and (l-2) are the same. In this sense, less accurate results should be acceptable 
for the variational equation. To avoid these difficulties we propose a new technique A2 for the 
numerical integration of (l.li and (1.2). The steps are: 
(1) we advance the integration of (1.1) from t, to t, + h, obtaining yn+ 1 at the point t, + h 
by an s-stage Runge-Kutta method of order p; 
(2) if the step is accepted, we construct a continuous Runge-Kutta method [3], denoted by 
p,(t), of order p’ kp); 
(3) with the same Runge-Kutta method (or another one of order 4 specially designed for 
linear equations with variable coefficients [4]), we integrate the variational equation (1.2); in the 
case of the same Runge-Kutta method, we obtain 
4 
af 
= ,(tn. Pn(tn))@n~ 
H2 
af 
= G (tn + C2h, Pn(tn + c2hj)(@n + ha2lHl)T 
Hi 
af i-l 
= ,(tn +cih, p,(tn +cih)) Qn +h CaijHj i=3,...,s, 
j=l 
@ n+l=~n+hs:bjHj. 
j=l 
Some advantages of this new algorithm are: the Jacobian matrix is always evaluated with 
higher precision than in the first algorithm and the integration of the IVP (1.1) and (1.2) is split. 
1 
Table 1 
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Pl y’= -eY @‘= -eY@ 
y(l)= 0 @(l)= 1 
y(t)= - loj$t, G,(t)= l/t 
P2 y’ -‘ - y’ @‘= -2y@ 
y(O)= 1 MO) = 1 
y(t) = l/h + 1) Q,(t)= l/b + 1)’ 
P3 
P4 
y’=(y +it* + y?,/t w = (1 f y/j_)/ t @ 
y(l) = 0 @(l)= 2 
y(t) = gt, - 1) @(t)=t”+l 
yk-$y3 @'=-;y*@ 
y(O) = 1 NO) = 1 
y(t) = l/Gi G(t) = l/Q + 113” 
So we can use two different Runge-Kutta methods, one for (1.1) and another one for (1.2) with 
some equal abcissas to save Jacobian evaluations. 
It is not hard to prove the next theorem. 
Theorem I. The order of convergence of the algorithm A2 for the ILT (1.2) is min( p’ + 1, q). 
3. Numerical experiments 
To integrate the IVP (1 .l), we choose the &stage Runge-Kutta method designed in [l] of 
order 6. With an additional evaluation per step, an interpolant of order 5 is obtained. 
Alternatively, an interpolant of order 4 is available with no additional cost. 
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With this method, we have integrated the IVPs of Table 1 with x,,~ = 20. For a given 
tolerance, we have computed the maximum global error EG in the numerical integration of the 
variational equation seen in the whole interval. In Figs. l-4 we plot EG against NJAC, the 
number of Jacobian evaluations, obtained for several values of the absolute tolerance TOL = 
lo-‘, i = 4,. _ _ ,8, with the following algorithms: 
(1) Al with RK6(5) (indicated with 0); 
(2) A2 with RK6(5) and a fifth-order continuous extension (indicated with 0); 
(3) A2 with RK6(5) and a fourth-order continuous extension (indicated with 0). 
In each case local extrapolation was done. 
In order to compare the techniques Al and A2, the two IVPs (1.1) and (1.2) were integrated 
simultaneously with the same Runge-Kutta method and the same stepsize, determined only by 
the IVP (1.1). So the global errors in (1.1) are the same in all cases. Also, in the case of 
algorithm A2 with the continuous extension of fifth order, the number of function evaluations 
is approximately S-10% greater than the other, due to the additional cost of the construction 
of the fifth-order interpolant. 
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