ABSTRACT. We determine the rank of a random matrix A over a finite field with prescribed numbers of non-zero entries in each row and column. As an application we obtain a formula for the rate of low-density parity check codes. This formula verifies a conjecture of Lelarge [Proc. IEEE Information Theory Workshop 2013]. The proofs are based on coupling arguments and the interpolation method from mathematical physics.
1. INTRODUCTION 1.1. Background and motivation. Random matrices over finite fields count among the most basic objects of probabilistic combinatorics. Their study goes back to the early days of the discipline [27] . More recently they have been at the centre of an exciting development in coding theory. The subject of a tremendous amount of research over the past 20 years, low density parity check ('ldpc') codes have become a mainstay of modern communications standards; you probably carry some around in your pocket [61] . The codebook of an ldpc code comprises the kernel of a sparse random matrix over a finite field. Celebrated recent results establish that ldpc codes meet the Shannon bound, i.e., that they are information-theoretically optimal [33] . The practical relevance of these results derives from the fact that ldpc codes based on matrices drawn from carefully tailored distributions even admit efficient decoding algorithms [47, 61] . In addition, sparse random matrices over finite fields have been studied extensively in the theory of random constraint satisfaction problems, e.g., [1, 24, 25, 36, 60] .
Despite the great interest in the subject certain fundamental questions remained open. The most obvious one concerns the rank. Although this parameter was already studied in early contributions [5, 6, 45] , there has been no general formula for the rank of sparse random matrices, where the number of non-zero entries grows linearly with the number of rows. The present paper delivers such a formula. To be precise, we will determine the rank of a sparse random matrix with prescribed row and column degrees (viz. number of non-zero entries). Ldpc codes are based on precisely such random matrices as a diligent choice of the degrees greatly boosts the code's performance [61] . The rank of the random matrix is directly related to the rate of the ldpc code, defined as the nullity of the matrix divided by the number of columns, arguably the most basic parameter of any linear code. Lelarge [48] noticed that an upper bound on the rank of the random matrix, and thus a lower bound on the rate of ldpc codes, follows from the result on the matching number of random bipartite graphs from [13] . He conjectured the bound to be tight. We prove this conjecture.
In fact, there is an interesting twist. Lelarge observed that a sophisticated but mathematically non-rigorous approach from statistical physics called the cavity method renders a wrong 'prediction' as to the rank for certain degree distributions. 1 This discrepancy merits attention because the cavity method has by now been brought to bear on a very wide range of practically relevant problems, ranging from signal processing to machine learning [64] . The proof of the rank formula that we develop sheds light on the issue. Specifically, the 'replica symmetric' version of the cavity method predicts that the rank can be expressed analytically as the optimal solution to a variational problem. A priori, this variational problem asks to optimise a functional called the Bethe free entropy over an infinite-dimensional space of probability measures. Such problems have been tackled in the physics literature numerically by means of a heuristic called population dynamics. For the rank problem this was carried out by Alamino and Saad [3] . But thanks to the algebraic nature of the problem we will be able to dramatically simplify the variational problem, arriving at a humble one-dimensional optimisation task. The main result of the paper shows that the optimal solution to this one-dimensional problem does indeed yield the rank. The formula matches Lelarge's conjecture. Furthermore, the solution can be lifted to a solution to the original infinite-dimensional problem. For certain degree distributions the solution thus obtained is of a new type, different from the solutions that surfaced in the experiments from [3] or the heuristic derivations from [53] . The fact that the heuristic approaches missed the actual optimiser explains the discrepancy between the physics predictions and mathematical reality.
In the following paragraphs we will introduce the model and state the main results. A discussion of related work and a detailed comparison with the physics predictions follow in Section 1.5. draw a simple bipartite graph G comprising a set {a 1 , . . . , a m } of check nodes and a set {x 1 , . . . , x n } of variable nodes such that the degree of a i equals k i and the degree of x j equals d j for all i , j uniformly at random. Then let A be the m × n-matrix with entries
Thus, the i 'th row of A contains precisely k i non-zero entries and the j 'th column contains precisely d j non-zero entries. Standard arguments show that A is well-defined for large enough n, i.e., (1.1) is satisfied and there exists a simple G with the desired degrees with positive probability; see Proposition 1.9. We call G the Tanner graph of A.
Since d , k have finite means the matrix A is sparse, i.e., the expected number of non-zero entries is O(n). Yet because the degree distributions are subject only to the modest condition E[d r ] + E[k r ] < ∞, the typical maximum number of non-zero entries per row or column may be as large as n 1/2−Ω (1) . Natural choices of d and k include one-point distributions, truncated Poisson distributions as well as power laws. Additionally, clever choices of d and k that facilitate the construction of error-correcting codes have been proposed [61] .
The following theorem, the main result of the paper, provides a formula for the asymptotic rank of A. Let D(x) and K (x) denote the probability generating functions of d and k, respectively. Since E[ Φ(α) in probability.
The upper bound rk(A)/n ≤ 1−max α∈ [0, 1] Φ(α)+o(1) w.h.p. was previously derived by Lelarge [48] from the Leibniz determinant formula and the formula for the matching number of a random bipartite graphs from [13] . Thus, the lower bound on the rank constitutes the main contribution of this paper. Nonetheless, we will also give an independent proof of the upper bound, which is more direct and signifincantly shorter than [13, 48] .
The 2-core.
In several examples the solution to max α∈ [0, 1] Φ(α) has a natural combinatorial interpretation in terms of the Tanner graph G. Indeed, define the 2-core of G as the subgraph G * obtained by repeating the following operation.
While there is a variable node x i of degree one or less, remove that variable node along with the adjacent check node (if any).
Of course, the 2-core might be empty. We will see momentarily how the 2-core is related to the rank. Extending prior results that dealt with the case that the degrees of all check nodes coincide [20] , we compute the likely number of variable and check nodes in the 2-core. 
(1.4) random graphs with specified degrees [28, 29] and random hypergraphs [20, 56] , as well as the development of new proof techniques for analysing the k-core [15, 37, 40, 62] . Particularly relevant to this paper are work by Molloy [56] and Cooper [20] . Cooper studied the k-core of random uniform hypergraphs with specified degrees. Our result in Theorem 1.3 deals with a more general random hypergraph model where the sizes of hyperedges do not need to be uniform, whereas Cooper's work deals with the general k-core (rather than 2-core). Molloy studied the k-core of a random uniform hypergraph without degree constraints. While Molloy's work is a special case of Cooper's, his proof is simple and easy to be adapted for more complicated random graph models. Our proof of Theorem 1.3 is a modification of Molloy's approach.
The cavity method (and its caveats).
The cavity method, an analytic but non-rigorous technique inspired by the statistical mechanics of disordered systems, comes in two instalments, the simpler replica symmetric ansatz and the more elaborate one-step replica symmetry breaking ansatz ('1RSB'). The replica symmetric ansatz predicts that the rank of A converges in probability to the solution of an optimisation problem on an infinite-dimensional space of probability measures. To be precise, let P (F q ) be the space of probability measures on F q . Identify this space with the standard simplex in R q . Further, let P 2 (F q ) be the (infinite-dimensional) space of probability measures on P (F q ). Given π ∈ P 2 (F q ) let (µ i , j ) i , j ≥1 be a sequence of samples from π. In addition, definek by 6) and let (k i ) i ≥1 be copies ofk . The random variables (µ h,i ) h,i ≥1 , (k i ) i ≥1 are mutually independent and independent of d , k and the (χ h,i ) h,i ≥1 . The Bethe free entropy is the functional B :
The replica symmetric ansatz predicts that
For a detailed (heuristic) derivation of the Bethe free entropy and the prediction (1.7) we refer to [53, Chapter 14] and [3] . But let us briefly comment on the intended semantics of π. Consider the Tanner graph G representing the random matrix A. Suppose that variable node x i and check node a j are adjacent. Then for σ ∈ F q we define the message µ A,x j →a i (σ) from x j to a i as follows. Obtain A x j →a i from A by changing the i j 'th matrix entry to zero; this corresponds to deleting the x j -a i -edge from the Tanner graph. Then µ A,x j →a i (σ) is the probability that in a random vector σ ∈ ker A x j →a i we have σ j = σ. In other words, µ A,x j →a i ∈ P (F q ) is the marginal distribution of the value assigned to x j in a random vector from the kernel of A x j →a i . Further, define π A as the empirical distribution of the messages µ A,x j →a i over the edges of the Tanner graph; in symbols,
Then the replica symmetric ansatz predicts that π A is asymptotically a maximiser of the Bethe free energy, i.e., that
Thus, the maximiser π in (1.7) is deemed to encode the messages whizzing along the edges of the Tanner graph in the limit n → ∞. A bit of linear algebra (that seems to have gone unnoticed in the physics literature) reveals that the messages actually have a very special form. Namely, for any adjacent x j and a i either µ A,x j →a i (σ) = 1/q for all σ ∈ F q or µ A,x j →a i (0) = 1. In other words, µ A,x j →a i is either the uniform distribution q −1 1 ∈ P (F q ) or the atom δ 0 on 0. In effect, the rank should come out as B(π α ) for a convex combination
of the atom on δ 0 and the atom on the uniform distribution. In fact, a simple calculation yields Φ(α) = B(π α ). Thus, Theorem 1.1 shows that rk(A)/n converges to 1 − sup α∈ [0, 1] B(π α ) in probability. Alamino and Saad [3] tackled the optimisation problem (1.7) directly (without noticing the restriction to (π α ) α ) by means of a numerical heuristic called population dynamics. In all the examples that they studied they found that π ∈ {π 0 , π ρ }, with ρ from (1.2); in fact, it so happens that all their examples fall within the purview of Theorem 1.4. 3 This led Alamino and Saad to conjecture that the maximiser π is generally of this form, although they cautioned that further evidence seems necessary. Example 1.6 provides a counterexample. The 1RSB variant of the cavity method, which is conceptually more intricate than the replica symmetric version, is presented in [53, Chapter 19 ]. An exercise in that chapter asks the reader to verify that the rate of an ldpc code is generally equal to 1−max{Φ(0), Φ(ρ)}+o (1) . This 'prediction' rests on the hypothesis that either the random matrix has full rank, or all vectors in the kernel are constant zero on the 2-core. Theorem 1.4 gives sufficient conditions for this to be correct, while Example 1.6 provides a counterexample.
1.6. Preliminaries and notation. Throughout the paper we will be dealing with a double limit where ε → 0 after n → ∞ ('lim ε→0 lim n→∞ '). The standard O-notation refers to the limit n → ∞ with ε fixed. Hence, O(1) hides a term that remains bounded as n → ∞ but may be unbounded as ε → 0. For instance, 1/ε = O (1) . In addition, we will use the symbols O ε , o ε , etc. to refer to the joint limit ε → 0, n → ∞. Thus, O ε (1) denotes a term that remains bounded both in terms of n and ε and o ε (1) denotes a term that gets arbitrarily small in absolute value as ε gets small and n large. We will always assume tacitly that n is sufficiently large for our various estimates to hold.
Frequently we will define random matrices indirectly by way of constructing their Tanner graphs. Generally, suppose that G = (V ∪ F, E ) is a bipartite multi-graph on a set V of variable nodes and a set F of check nodes. Thus, E = (e 1 , . . . , e ) is an ordered tuple of edges, each joining a node v from V with an f from F , and e i = e j is allowed for i = j . With χ 1 , χ 2 , . . . mutually independent copies of χ, we define a random matrix A(G) with columns indexed by V and rows indexed by F by letting
Hence, each a-x-edge in G contributes one summand to A ax (G). In particular, the matrix A(G) has at most non-zero entries, as cancellations may occur in (1.9). We use standard notation for graphs and multi-graphs. For instance, for a vertex v of a multi-graph G we denote by ∂ G v the set of neighbours. More generally, for an integer ≥ 1 we let ∂ G v be the set of vertices at distance precisely from v. We omit the reference to G where possible. Further, if G is the Tanner graph of a matrix A, a is a check node and σ ∈ F ∂a q assigns a value from F q to each variable node adjacent to a, then we write σ |= A a if x∈∂a A ax σ x = 0. We omit the reference to A where it emerges from the context. Let us denote the set of probability measures on a finite set X by P (X ). We will be working a fair bit with probability distributions on discrete cubes Ω I , with Ω, I finite sets. For a subset J ⊆ I and µ ∈ P (Ω I ) we denote by µ J ∈ P (Ω J ) the distribution that µ induces on the coordinates J :
If J = { j 1 , . . . , j } is given explicitly, we use the shorthand µ J = µ j 1 ,..., j . Asymptotic properties of discrete distributions µ ∈ P (Ω I ) with Ω fixed and |I | large will play an important role.
Following [7] we say that µ is (ε, )-symmetric if
If = 2 we just say that µ is ε-symmetric. Thus, loosely speaking, a measure µ is ε-symmetric if for 'most' pairs i 1 , i 2 the joint distribution µ i 1 ,i 2 is 'close' to the product µ i 1 ⊗ µ i 2 of the marginals. The following lemma shows that δ-symmetry implies (ε, )-symmetry for large enough |I | and small enough δ.
Lemma 1.8 ([7]
). For any ε > 0, ≥ 3 there exists δ = δ(ε, ) > 0 such that for all sets I of size |I | > 1/δ and all µ ∈ P (Ω I ) the following is true: if µ is δ-symmetric, then µ is (ε, )-symmetric.
Throughout we keep the assumptions on the distributions d , k listed in Section 1. In particular,
∞ for some r > 2. We write gcd(k) and gcd(d ) for the greatest common divisor of the support of d and k, respectively. When working with A we tacitly assume that gcd(k) divides n. But let us make sure that A is well-defined in the first place. The proof of Proposition 1.9 is based on technical but standard arguments; we defer it to Section 5.2.
In addition to the size-biased random variablek from (1.6) we also defined by
Throughout the paper we let
Unless specified otherwise, all these random variables are assumed to be independent of any other sources of randomness. Finally, we need the following basic lemma on sums of independent random variables. Lemma 1.10. Let r > 2, δ > 0 and suppose that (λ i ) i ≥1 are independent copies of a random variable λ ≥ 0 with
For the sake of completeness the proof of Lemma 1.10 is included in the appendix.
PROOF STRATEGY
In this section we survey the techniques upon which the proofs of the theorems stated in Section 1 are based. We will also compare these techniques with those employed in prior work. Indeed, in contrast to much of the previous work on the rank of random matrices, based on combinatorial and graph-theoretic considerations (e.g., [21, 22] ), we will take a more probabilistic viewpoint that harnesses ideas from mathematical physics. The protagonist of this approach is the Boltzmann distribution.
The Boltzmann distribution.
Suppose that A is an m × n-matrix over F q . Borrowing a term from statistical physics, we refer to the probability distribution µ A on F n q defined by
as the Boltzmann distribution of A. Thus, µ A induces the uniform distribution on the kernel of A. We denote a random vector drawn from µ A by σ A = (σ A,1 , . . . , σ A,n ) ∈ F n q , or just by σ = (σ 1 , . . . , σ n ) where A is apparent. The Boltzmann distribution is important to us because the proofs of the main results hinge on coupling arguments. Roughly speaking, we will be dealing with matrices obtained from A by adding a few rows and columns. We will need to study the ensuing change in nullity. Crucially, the total number of new rows and columns will typically be bounded (i.e., independent of n), and each will merely contain a bounded number of non-zero entries. Let us investigate how the Boltzmann distribution can then be harnessed to trace the nullity.
Suppose that the m × n -matrix A is obtained from the m × n-matrix A by adding rows and columns: 
Proof. Inside the logarithm we sum for every τ the number of possible extensions σ to a vector in the kernel of A divided by q nul(A) .
To calculate the r.h.s. of (2.1) we need to get a handle on the joint distribution µ A,I of a bounded number of coordinates I . The following lemma, whose proof consists of a few lines of linear algebra, marks a first step. 
The proof, which is an easy extension of the argument from [4] , is included in Appendix B. Crucially, the number θ of rows that we add to A is bounded by a number Θ that depends only on ε but not on n or m. Therefore, in our coupling arguments below the perturbation will shift the rank by a negligible amount.
The coupling arguments, which we are going to explain next, are based on Lemmas 1.8, 2.2 and 2.3 together with Fact 2.1, which make for a powerful combo. Indeed, Fact 2.1 reduces the problem of calculating the nullity to studying the joint distribution of a bounded number of coordinates. Thanks to Lemma 2.3 we can make this distribution δ-symmetric, which Lemmas 1.8 boosts to (ε, )-symmetry for any bounded . In effect, we will be able to replace the measure µ A,I in (2.1) by a product measure. Further, Lemma 2.2 shows that the marginals of the product measure are either atom δ 0 or uniform on F q .
2.2.
The Aizenman-Sims-Starr scheme. We are going to tackle the rank problem by way of calculating the nullity of A. We will prove matching upper and lower bounds on the nullity via two separate arguments. The proof of the upper bound on the nullity (which yields the lower bound on the rank) is based on a type of coupling argument that is colloquially referred to as the 'Aizenman-Sims-Starr scheme'. Originally developed to cope with models of a rather different look in mathematical physics, applied to the nullity the argument rests upon the observation that lim sup
(The inequality is easily verified by writing a telescoping sum.) In order to estimate the right hand side, it seems natural to couple A n+1 and A n so as to write
Indeed, if we were to find a coupling under which A n+1 results from A n by (randomly) adding, say, one column along with a few rows, then we could bring the machinery from Section 2.1 to bear. The immediate issue is that the random matrices A n and A n+1 do not lend themselves to an easy coupling. In fact, A n+1 may not even be defined (due to divisibility issues). But even if it is, the structure of A n appears too rigid to allow for A n+1 to be easily described as 'A n plus one column and a few rows'. Hence, to facilitate couplings we introduce an auxiliary model that resembles the configuration model from the theory of random graphs and that allows for a bit of wiggling room.
Specifically, we fix a parameter ε > 0 along with a large enough Θ = Θ(ε) > 0 dependent on ε only. Then for any integer n > 0 consider the random matrix A ε = A ε,n constructed as follows. Let m ε ∼ Po((1 − ε)d n/k) and independently choose θ ∈ [Θ] uniformly at random. Moreover, let
be copies of d , k and χ, mutually independent and independent of m ε and θ. Further, let Γ ε = Γ ε,n be a random maximal matching of the complete bipartite graph with vertex classes . Since there may be several edges joining clones of the same variable and check node, G ε may be a multigraph. Let A ε,n = A(G ε,n ) be the random matrix induced by G ε . We observe that working with A ε,n does not shift the rank significantly.
Proposition 2.4. For any function
By construction, the degrees of the checks a i and the variables x j in G ε are upper-bounded by k i and d j , respectively. We thus refer to k i and d j as the target degrees of a i and x j . Indeed, since G ε will turn out to feature only few multi-edges w.h.p. and m ε is significantly smaller than d n/k and thus
h.p., most check nodes a i have degree precisely k i w.h.p. But we expect that about εd n variable nodes x i will have degree less than d i . In fact, w.h.p. Γ ε fails to cover about εd n clones from the set
Let us call such unmatched clones cavities. The proof of the following upper bound, which constitutes the main technical achievment of the paper, rests on a subtle coupling of A ε,n+1 and A ε,n . Proposition 2.5. For any ε > 0 there exists Θ = Θ(ε) > 0 such that for all large enough n we have
The coupling upon which the proof of Proposition 2.5 is based exploits the flexibility afforded by the likely presence of a linear number of cavities. Roughly speaking, under the coupling A ε,n+1 is obtained from A ε,n by adding one column and a (typically bounded) random number of rows. The check nodes corresponding to the new rows will have non-zero entries at random cavities of A ε,n . We will estimate the difference of the nullities via Fact 2.1. Indeed, the purpose of the check nodes p 1 , . . . , p θ is to ensure that the Boltzmann distribution µ A ε,n is sufficiently symmetric w.h.p. More specifically, while Lemma 2.3 requires that a random set of θ variables be frozen, the checks p 1 , . . . , p θ just freeze the first θ variables. But since the distribution of G ε − {p 1 , . . . , p θ } is invariant under permutations of the variable nodes, both constructions are equivalent. Therefore, we will be able to combine Fact 2.1, Lemma 2.2 and Lemma 2.3 to prove Proposition 2.5.
As an immediate consequence of Proposition 2.5 we obtain the desired upper bound on the nullity. Corollary 2.6. We have lim sup ε→0 lim sup n→∞
Proof. Proposition 2.5 yields
Taking the double limit n → ∞ followed by ε → 0 yields the assertion.
The interpolation method.
A lower bound on the nullity of A that matches the upper bound from Proposition 2.4 and Corollary 2.6 was deduced in [48] from the formula for the matching number of random bipartite graphs from [13] . But the proof of that formula, reliant on the contraction method in combination with local weak convergence, is far from elementary. Here we present a new direct proof of the lower bound. We adapt another technique from mathematical physics, the interpolation method, to the rank problem. The basic idea is to construct a family of random matrices A ε (t ) parametrised by t ∈ [0, 1]. At t = 1 we obtain precisely the matrix A ε . At the other extreme, A ε (0) is a block diagonal matrix whose nullity can be read off easily. To establish the lower bound we will control the derivative of the nullity with respect to t . By comparison to applications of the interpolation method to other problems, the construction here is relatively elegant. In particular, throughout the interpolation we will be dealing with an actual random matrix, rather than some other, more contrived object. Let us inspect the construction in detail. Apart from t and ε we need two further parameters: an integer Θ = Θ(ε) ≥ 0 and a real β ∈ [0, 1], chosen such that
Further, let
be copies of k and d , respectively, mutually independent and independent of m ε (t ), m ε (t ). Additionally, choose θ ∈ [Θ] uniformly and independently of everything else. The Tanner graph G ε (t ) has variable nodes
Moreover, let F t be a random set that contains each of the variable nodes x i , j ,h with probability β independently. Then the check nodes are
To define the edges of the Tanner graph let Γ ε (t ) be a random maximal matching of the complete bipartite graph with vertex sets
For each matching edge (x i , s, a j , t ) ∈ Γ ε (t ) insert an edge between x i and a j into the Tanner graph and for each (x i , s, b j ,h ) ∈ Γ ε (t ) insert an edge between x i and b j ,h . Thus, G ε (t ) may contain multi-edges. Further, add an edge between x i and p i for i = 1, . . . , θ and add an edge between x i , j ,h and a i , j as well as an edge between x i , j ,h ∈ F t and f i , j ,h . Finally, let A ε (t ) be the random matrix induced by G ε (t ). The semantics is as follows. The checks a i will play exactly the same role as before, i.e., each is adjacent to k i of the variable nodes x 1 , . . . , x n w.h.p. By contrast, each b i , j is adjacent to precisely one of the variables x 1 , . . . , x n . In addition, b i , j is adjacent to the
. These variable nodes, in turn, are adjacent only to b i , j and to f i , j ,h if x i , j ,h ∈ F . The checks f i , j ,h are unary, i.e., f i , j ,h simply forces x i , j ,h to take the value zero. Finally, each of the checks p i is adjacent to x i only, i.e., p 1 , . . . , p θ just freeze x 1 , . . . , x θ .
For t = 1 the Tanner graph contains m ε (1) ∼ Po((1−ε)d n/k) 'real' checks a i and none of the checks b i , j or f i , j ,h . In effect, A ε (1) is distributed precisely as A ε from Section 2.2. By contrast, at t = 0 we have m ε (0) = 0, i.e., there are no checks a i involving several of the variables x 1 , . . . , x n . As a consequence, the Tanner graph decomposes into n connected components, one for each of the x i . In fact, each component is a tree comprising x i , some of the checks b j ,h and their proprietary variables x j ,h,s along with possibly a check f j ,h,s that freezes x j ,h,s to zero. For i ∈ [θ] there is a check p i freezing x i to zero as well. Thus, A ε (0) is a block diagonal matrix consisting of n blocks, one for each component. In effect, the rank of A ε (0) will be easy to compute. Finally, for 0 < t < 1 we have a blend of the two extremal cases. There will be some checks a i and some b i , j with their retainer variables and checks; see Figure 2 .
We are going to study the nullity of A ε (t ) for t ∈ [0, 1]. But since the newly introduced variables x i , j ,h inflate the nullity, we subtract a correction term to retain the same scale throughout the process. In addition, we need a correction term to make up for the greater total number of check nodes in A ε (0) by comparison to A ε (1). Thus, let
The following two statements summarise the interpolation argument. First, we compute E[N 0 ].
Lemma 2.7. For any fixed
The next proposition provides monotonicity.
As an immediate consequence of Lemma 2.7 and Proposition 2.8 we obtain a lower bound on the nullity that matches the upper bound from Proposition 2.6. Corollary 2.9. We have lim sup ε→0 lim sup n→∞
. Thus, the assertion follows from (2.6).
Combining Proposition 2.4, Proposition 2.6 and Corollary 2.9, and a standard concentration argument for nul A ε (see Lemma 5.7), we complete the proof of Theorem 1.1.
2.4.
Discussion. Much of the prior work on the rank of random matrices over F q relies on relatively elementary techniques such as the second moment method [24, 25, 34] , or the idea of bounding the number of linearly dependent row sets via the first moment method [41, 60] . Other proof strategies depend on graph-theoretic arguments such as close control of the 2-core and the 'mantle' [22] . By contrast, the present paper harnesses two ideas from mathematical physics, the Aizenman-Sims-Starr scheme and the interpolation method. Both were originally invented to investigate the Sherrington-Kirkpatrick spin glass model [2, 35] . Yet over the recent years these techniques have found several uses in 'diluted' models defined on sparse random structures, e.g., [8, 30, 49, 57] . In some of these papers the idea of carving out 'cavities' to facilitate coupling arguments is used as well. Also the combintion of the Aizenman-Sims-Starr scheme and the interpolation method to prove matching upper and lower bounds has been applied successfully to other problems such as the Viana-Bray spin glass model or the stochastic block model (e.g., [18, 19, 58] ). Yet the only prior application of the Aizenman-Sims-Starr scheme to the rank problem that we are aware of is our previous paper on random matrices with k = k constant and d ∼ Po(d ) [4] . The Aizenman-Sims-Starr scheme was used there to derive an upper bound on the nullity, like in the present paper. But in the present setting matters are complicated very significantly by the fact that we work with general degree sequences. Indeed, while the Poisson distribution lends itself easily to coupling arguments due to its memorylessness, in the present paper the couplings require delicate manoeuvres, as we will see in Section 3. The possible presence of nodes of very high degrees adds to the intricacy. While coupling arguments have previously been developed for graphs with given degrees (e.g., [23, 49, 57] ), a new subtle construction is needed to carry out the very accurate calculations required for the Aizenman-Sims-Starr scheme.
The use of the interpolation method to lower bound the nullity is a further technical novelty as, to our knowledge, this technique has not been applied to the rank problem previously. Indeed, in most prior work there was no need for a sophisticated lower bound argument because the graph-theoretic bound (1.5) was tight [4, 22] . The interpolation scheme for the rank problem is conceptually more elegant than prior applications of the method to other problems. The reason is that normally the interpolation is set up in terms of the Bethe free energy functional that 'lives' on an infinite dimensional space of probability measures; cf. Section 1.5.2. Then the construction of the interpolation scheme has to incorporate a distributional parameter π. In effect, the combinatorial interpretation of the structures at 'times' t ∈ (0, 1) is not exactly straightforward. By contrast, because in the rank problem the infinite dimensional variational problem collapses to a one-dimensional optimisation, the interpolation argument merely requires a real parameter β ∈ [0, 1] and the intermediate structures A ε (t ) are actual matrices.
Finally, it would be interesting to see if the present methods can be extended to other problems of an algebraic flavour. Natural candidates would be systems of linear equations over rings rather than fields or systems of equations over non-Abelian groups.
2.5. Overview. We proceed to prove Proposition 2.6 in Section 3. Subsequently in Section 4 we deal with the proofs of Lemma 2.7 and Proposition 2.8. Further, Section 5 contains the proofs of Propositions 1.9, 2.4 and ?? and Theorem 1.2. Moreover, the proof of Theorem 1.4 can be found in Section 6. Finally, Section 7 contains the proof of Theorem 1.3.
THE AIZENMAN-SIMS-STARR SCHEME
In this section we prove Proposition 2.6. As set out in Section 2.2, we are going to bound the difference of the nullities of A ε,n+1 and A ε,n via Fact 2.1. We begin by coupling the random variables nul(A ε,n+1 ) and nul(A ε,n ).
sequences of Poisson variables with means
All of these random variables are mutually independent and independent of θ and the
The random vectors d , M naturally define a random Tanner (multi-)graph G n,M with variable nodes x 1 , . . . , x n and check nodes p 1 , . . . , p θ and
Its edges are induced by a random maximal matching Γ n,M of the complete bipartite graph with vertex classes
Each matching edge (x h , s, a i , j , t ) ∈ Γ n,M induces an edge between x h and a i , j in the Tanner graph. In addition, there is an edge between p i and x i for every i ∈ [θ]. Let A n,M = A(G n,M ) be the corresponding random matrix. The random matrix A n+1,M + and its associated Tanner graph G n+1,M + are defined analogously.
Proof. We defined A ε,n as the n × m ε -matrix with target column and row degrees drawn from d and k independently with a θ × θ identity matrix attached at the bottom. In effect, because m ε is a Poisson variable, the number of rows of with target degree j is distributed as M j , and these numbers are mutually independent. Hence, A ε,n and A n,M are identically distributed, and so are their nullities. The same argument applies to A ε,n+1 .
Up to this point we merely introduced a new description of A ε,n and A ε,n+1 . To actually construct a coupling we introduce a third random matrix whose nullity we can easily compare to nul(A n,M ) and nul(A n+1,M + ). Specifically, let γ i ≥ 0 be the number of checks
Consider the random Tanner graph G = G n,M − and the corresponding random matrix A = A n,M − induced by a random matching Γ n,M − as above. For each variable x i , i = 1, . . . , n, let C be the set of clones
We call the elements of C cavities. Now, obtain the Tanner graph G from G by adding new check nodes a i , j with target degree i for each i ≥ 3,
]. The new checks are joined by a random maximal matching of the complete bipartite graph with vertex classes C and
i.e., for each matching edge we insert a corresponding variable-check edge. Then A is obtained from A by adding rows corresponding to the new checks and representing each new edge of G by a matrix entry chosen independently according to χ. Thus, the matrix entries of A , A corresponding to the edges of G coincide.
Analogously, obtain G by adding one variable node x n+1 as well as check nodes
The new checks are connected to G via a random maximal matching of the complete bipartite graph with vertex classes C and
For each matching edge we insert the corresponding variable-check edge and in addition each of the check nodes a i , j gets connected to x n+1 by exactly one edge. Finally, A is obtained by adding one row for each of the new checks as well as one column representing x n+1 . As always, the entries representing the new edges of the Tanner graph are drawn independently according to χ.
Lemma 3.2. We have E[nul(
The proof of Lemma 3.2 is tedious but straightforward. We defer it to Section 3.5.
As a next step we are going to calculate the differences nul(A ) − nul(A ) and nul(A ) − nul(A ). We obtain expressions of one parameter of A , namely the fraction of cavities 'frozen' to zero. Naturally, each vector σ ∈ F
; in words, the value of the clone (x i , h) is nothing but the value of the underlying variable x i . Accordingly, the Boltzmann distribution µ A induces a probability distribution µ A ,C on F
. Further, Lemma 2.2 shows that for each cavity (x i , h) there are two possibilities: either the Boltzmann marginal µ A ,x i is the uniform distribution on F q , or µ A ,x i is the point mass on zero. In the latter case we call the cavity (x i , h) frozen in A . Let F ⊆ C be the set of all frozen cavities. Finally, let α = |F |/|C |; in the unlikely event that C = , we agree that α = 0. In Sections 3.3 and 3.4 we are going to establish the following two estimates.
Proposition 2.5 is an immediate consequence of Lemmas 3.1-3.4.
While proving Lemmas 3.3 and 3.4 in full detail requires a fair bit of work because we are dealing with very general degree distributions d , k, it is not at all difficult to fathom where the right hand side expressions in Lemmas 3.3-3.4 come from. Regarding Lemma 3.4, we notice that with probability 1−o ε (1) the degree of x n+1 in G n,M + is d n+1 . Moreover, the degrees of the neighbours of x n+1 are distributed approximately as the size-biased version k of k because the probability that a given clone of x n+1 is matched to a clone of a specific check node is proportional to the degree of that check node. Hence, the degrees of the new checks added to A should approximately be distributed ask 1 , . . . ,k d . These new checks are attached to random cavities of A , each of which is frozen with probability approximately α. Hence, for each i ∈ [d ] the probability of pickingk i frozen cavities should be about αk i , and in this case the new check will be satisfied by all vectors in the kernel of A . By contrast, if at least one adjacent cavity is unfrozen, and if we assume as per Lemmas 2.2 and 2.3 that the values that a random σ ∈ ker(A ) assigns to the cavities are uniform and independent, then the probability that σ satisfies the new check equals 1/q. Thus, by Fact 2.1 the nullity drops by one for each such check. In summary, this heuristic calculation leads us to expect that (1) . Rewriting this expression in terms of the generating function K yields the expression displayed in Lemma 3.4.
Similar reasoning explains the expression in Lemma 3.3. Indeed, recalling (3.1) and following along the lines of the previous paragraph, we expect that the addition of the checks b i , j will change the nullity by
Moreover, concerning the addition of x n+1 and its adjacent checks a i , j , there are two possible scenarios. First, that all the cavities adjacent to some a i , j are frozen in A . Then this check can only be satisfied by setting x n+1 to zero.
In effect, a i , j freezes x n+1 . Then any other check a i ,h with all-frozen neighbours will be satisfied automatically.
Otherwise, if a i ,h has at least one unfrozen neighbour, and if we assume as per Lemmas 2.2 and 2.3 that in σ ∈ ker(A ) the unfrozen neighbours take mutually independent uniform values in F q , the probability that σ ∈ ker(A ) satisfies a i ,h equals 1/q. Thus, Fact 2.1 shows that the nullity drops by one for each such check. Hence, because as in the previous paragraph the degrees of the checks adjacent to x n+1 are approximately distributed ask 1 , . . . ,k d , by inclusion/exclusion the contribution of the 'x n+1 frozen' scenario comes to
Second, there is the scenario that x n+1 remains unfrozen. Then each of the adjacent checks contains at least one unfrozen variable among x 1 , . . . , x n . Assuming that the values that σ ∈ ker(A ) assigns to these variables are uniform and independent (again by Lemmas 2.2 and 2.3), we deduce from Fact 2.1 that every check reduces the nullity by one, while the presence of x n+1 adds one to the nullity. Hence, the unfrozen case contributes
Summing (3.4), (3.5) and (3.6) and rewriting in terms of generating functions renders the term shown in Lemma 3.3.
We proceed to prove Lemmas 3.3-3.4 formally. This requires a bit of groundwork.
3.2. Preparations. We establish two statements that pave the way for the proofs of Lemmas 3.3 and 3.4. For a cavity c = (
..,c ∈ P (F q ) be the joint distribution of the underlying variables. The following lemma shows that the joint distribution of a bounded number of random cavities (drawn with replacement) likely factorises, providing that the parameter Θ is chosen sufficiently large.
Lemma 3.5. For any δ, > 0 there is Θ = Θ(δ, ) > 0 such that with probability at least 1 − δ we have
Proof. The construction (3.2) of M, M + and Lemma 1.10 ensure that |C | ≥ εn/2 w.h.p. Moreover, since
Thus, we may condition on the event E = L ∩ {|C | ≥ εn/2}. On E let y ∈ {x 1 , . . . , x n } be a variable node chosen from the distribution Further, let y 1 , . . . , y independent copies of y. Then to prove (3.7) it suffices to show that
To see this, let x 1 , . . . , x be a sequence of independently and uniformly chosen variables from x 1 , . . . , x n . Then for W ⊆ {x 1 , . . . , x n } we have on the event E ,
Furthermore, since the distribution of G − {p 1 , . . . , p θ } is invariant under permutations of the variable nodes, Lemma 2.3 shows that for sufficiently large Θ,
Thus, (3.8) follows from (3.9) and (3.10).
To prove Lemmas 3.3 and 3.4 we need to study the impact on the nullity of attaching one new column and a few rows. This requires explicit knowledge of their degrees. Let (k i ) i ≥1 be a sequence of copies ofk, mutually independent and independent of everything else. Moreover, letγ j =
be a family random variables, mutually independent and independent of everything else, with
We write γ | Σ , ∆ | Σ for the conditional versions of γ, ∆ given Σ .
Lemma 3.6. With probability
Proof. We begin by studying the unconditional distributions of γ and
and Lemma 1.10 ensure that
we can think of G n,M + as being generated by the following experiment.
(ii) Create a random perfect matching Γ of the complete bipartite graph with vertex classes
(iii) Obtain G with variable nodes x 1 , . . . ,
In other words, in the first step we designate the set of C of cavities and in the next two steps we connect the non-cavities randomly.
By way of this alternative description we can easily get a grip on the degree of x n+1 . Indeed, given that d n+1 ≤ ε −1/2 , the probability that one of the clones {n
Regarding the degrees of the checks adjacent to x n+1 , by the principle of deferred decisions we can construct Γ by matching one variable clone at a time, starting with the clones {x n+1
. Because k has a finite mean, given d n+1 ≤ ε −1/2 we find a fixed number L such that with probability 1 −O ε (ε −1 ) all checks adjacent to x n+1 have degree at most L. Moreover, Chebyshev's inequality shows that M
Since the probability that Γ links a given clone of x n+1 to a specific check is proportional to its degree, we conclude that
Moreover, it is immediate from the construction that the unconditional ∆ is distributed as∆.
To complete the proof we are going to argue that M − , d 1 , . . . , d n and γ, ∆ are asymptotically independent. Arguing along the lines of the previous paragraph, we find that for large L > 0 the event
We are going to show that for any outcomes (
The assertion is immediate from (3.12)-(3.14). Thus, we are left to prove (3.14). Since on the event M we have
for any i ≤ L in the support of k, the local limit theorem for the Poisson distribution yields
Finally, we notice that the argument from which we derived (3.11) implies that
Hence, (3.14) follows from (3.13) and (3.15). Proof. This is an immediate consequence of Lemma 3.5.
Proof. This follows from the choice of the parameters in (3.1) and Lemma 1.10.
Then the total number of new non-zero entries upon going from A to A is bounded by Y + Y . Let
Claim 3.9. We have
Proof.
. Further, we can bound the probability that a check of degree i is adjacent to d n+1 by i d n+1 /n, because one of the i clones of the check has to be matched to one of the d n+1 clones of x n+1 and
. Thus, the assertion follows from Markov's inequality.
Going from G to G we add checks
comprise all the variable nodes adjacent to the new checks, except for x n+1 . Further, let
be the event that the variables of G where the new checks attach are all distinct.
Claim 3.10. We have
Proof. Given E there are Ω(n) cavities in total, while the maximum number belonging to any one variable is O( n). Further, given E we merely pick a bounded number Y + Y = O ε (1/ε) of these cavities randomly as neighbours of the new checks. Thus, the probability of hitting the same variable twice is o(1).
Proof. Clearly nul(A ) − nul(A ) ≤ X + d n+1 + 1 because going from A to A we add one column and at most
whence the assertion is immediate. Furthermore, Claims 3.7, 3.8 and 3.10 readily imply that
The assertion follows from (3.16)-(3.18).
We obtain G by adding checks a i , j adjacent to x n+1 and b i , j not adjacent to x n+1 . Recall that µ A ,X ∈ P (F X q ) denotes the joint distribution of the variables of G where the new check attach. Also remember that α signifies the fraction of frozen cavities. Depending on the value of α, we consider three cases separately. Let Σ ⊃ Σ be the σ-algebra generated by G ,
Proof. Since on E we have |X | ≤ O ε (1/ε), with probability 1 − exp(−Ω ε (1/ε 2 )) all of the variables in X are frozen in A . In this case the new checks b i , j are trivially satisfied by any vector in the kernel of A , because the adjacent variables always take the value zero. For the same reason in all vectors in the kernel of A variable x n+1 must take the value zero. Conversely, any vector in the kernel of A extends to a vector satisfying the new checks by setting x n+1 to 0. Thus, with probability 1 − exp(−Ω ε (1/ε 2 )) we have nul(A ) = nul(A ), while on E the difference
Proof. Since on E we have |X | ≤ O ε (1/ε), with probability 1 − exp(−Ω ε (1/ε 2 )) none of the variables in X is frozen. Consequently, on E with probability at least 1 − exp(−Ω ε (1/ε 4 )) the joint distribution µ A ,X is within exp(−Ω ε (1/ε 4 )) of the uniform distribution on F X q in total variation. Therefore, the claim follows from Fact 2.1.
Claim 3.14. On the event
Proof. Fact 2.1 yields
To evaluate the mean of this expression we need to get a grip on the distribution µ A ,X . Because |C | = Ω(n) and |X | ≤ O ε (1/ε) on E ∩ E , the number F of frozen variables in the random set X has distribution Bin(|X |, α), up to an error of o(1) in total variation (as cavities are drawn without replacement). Further, given any outcome of F , on E the joint distribution µ A ,X is within O ε (exp(−1/ε 4 )) of a product measure on F X q with probability 1 − exp(−Ω ε (1/ε 4 )). Specifically, the factors of this product measure corresponding to frozen variables are point measures on zero, while the others are uniform on F q . Hence, define a random product measure µ on F X q whose every factor is, independently of all others, the atom on zero with probability α and the uniform distribution on F q with probability 1 − α. Then (3.19) shows that on E ∩ E ∩ E ,
where (3.20)
Further, because the marginals (µ x ) x∈X are mutually independent, R simplifies:
We evaluate S, T on E . Let Z be the set of checks a i , j with µ y = δ 0 for all y ∈ ∂a i , j \ {x n+1 }. If a i , j ∈ Z , then
Hence, if Z = , then log q
By contrast, if Z = , then only the summand τ = 0 contributes. Indeed, a check a i , j ∈ Z can be satisfied iff x n+1 is set to zero. Hence, log q
The construction of µ ensures that a i , j ∈ Z with probability α i −1 independently. Hence, (3.22), (3.23) and Claim 3.10 yield
Moving on to T , we notice that the term inside the logarithm is one if µ x = δ 0 for all x ∈ ∂b i , j . Otherwise the expression is equal to 1/q. Hence, by Claim 3.10 and the construction of µ,
Finally, the assertion follows from (3.20), (3.21), (3.24) and (3.25).
Proof of Lemma 3.3.
Combining Claims 3.10-3.14, we see that
Since on E all degrees i with M 
Similarly, Claim 3.9, Lemma 3.6 and the construction of∆ yield
Finally, the assertion follows from (3.26), (3.27) and (3.28).
Proof of Lemma 3.4.
The argument resembles the one from the proof of Lemma 3.3 but the details are considerably more straightforward as we merely add checks. As before we consider the events
Moreover, recalling that the total number of new non-zero entries when going from A to A is bounded by d n+1 , we introduce E = {d n+1 ≤ 1/ε} . Since E[d
contain the variable nodes adjacent to the new checks added in the construction of A and let E be the event that none of the variable nodes in X is connected with the set of new checks by more than one edge. Then
Proof. We have nul(A )
Moreover, Claims 3.7 and 3.8 and (3.30) show that
The assertion follows from (3.31) and(3.32).
The matrix A results from A by adding checks
] that are connected to random cavities of A . We recall that α signifies the fraction of frozen cavities of A . Let Σ * ⊃ Σ be the σ-algebra generated by γ, M and ∆. Moreover, let Σ ⊃ Σ * be the σ-algebra generated by G and A . Once more we consider three scenarios separately, depending on the value of α.
Claim 3.16. On the event
Proof. This follows from the argument that we used in the proof of Claim 3.12.
Claim 3.17. On the event {α
Proof. This follows from the argument that we used in the proof of Claim 3.13.
Claim 3.18. On the event
Similarly as in the proof of Claim 3.14, we evaluate this expression by substituting a simpler random measure for µ A ,X . Indeed, let µ ∈ P (F X q ) be a random product measure whose every factor is δ 0 with probability α and the uniform distribution on F q with probability 1 − α, independently of all others. Then on E ∩ E ∩ E we have
Indeed, because the marginals of µ are mutually independent, we can simplify
This final expression is evaluated easily. Indeed, if µ x = δ 0 for all x ∈ ∂a i , j , then the term inside the logarithm is just one. Otherwise, if µ x is uniform on F q for at least one x ∈ ∂a i , j , the term equals 1/q. Hence, by (3.30), 
Since w.h.p. all degrees i with M
The assertion follows from (3.37) and (3.38).
Proof of Lemma 3.2.
The choice of the random variables in (3.1) and Lemma 1.10 ensure that the event E = { i ≥3 i M i ≤ d n/k} has probability 1 − o(1/n). Further, given E the random variables nul(A ) and nul(A n,M ) are identically distributed by the principle of deferred decisions. Because the nullity of either matrix is bounded by n deterministically, we thus obtain the first assertion. Similarly, to prove the second assertion we may condition on the event
which occurs with probability 1 − o(1/n) by Lemma 1.10. Further, since
occurs w.h.p. Additionally, let U be the event that x n+1 does not partake in any multi-edges of G n,M + . Then
indeed, given W ∩ E + variable node x n+1 has target degree at most ln n and all check degrees are bounded by n/ ln 9 n. Hence, the probability that x n+1 joins the same check twice is o(ln −3 n). Once more by the principle of deferred decisions, given E + ∩ U ∩ W the random variables nul(A ) and nul(A n+1,M + ) are identically distributed; they can therefore be coupled identically. Thus,
Moreover, we can always couple A n+1,M + and A such that both differ in no more than 2( i ≥3 i (∆ i +γ i )) entries. To see this, we estimate the number of edges of the Tanner graph incident with the checks a i , j , M , and hence the matrices themselves so that they coincide on all the corresponding matrix entries. Consequently, on E + we have
Combining (3.39) and (3.41), we obtain
To complete the proof we need to deal with the event E + \ W , which is contained in the union of the events
To bound the contribution of Q 1 , consider m
We claim that, with (k i ) i ≥3 independent of everything else, d h > n. Thus, we obtain (3.43). Further, we observe that (3.43) yields
Combining (3.41), (3.43) and (3.44), we conclude that
Regarding Q 2 , we deduce from the bound E[d
Moreover, since the ∆ i are independent of d n+1 and
Moving on to Q 3 , we find
Moreover, on Q 3 we have i ≥3 i γ i ≤ log 2 n because d n+1 ≤ log n and γ i = 0 for all i ≥ log n. Consequently, since the ∆ i are mutually independent and i ≥3 E[i 
Moreover, the logarithmic term in (4.1) is just the nullity of the block containing x s . Dragging the last two terms from (4.1) into the logarithm, we obtain
and
Consequently, since θ = O(1) it suffices to prove that
In fact, the second case in (4.3) simply follows from the bounds
w.h.p. by Chebyshev's inequality. Hence, introducing the event
we obtain from (4.4) and (4.5) that 
Indeed, on E s the probability that x s is adjacent to a check of degree greater than ε
the probability that the i th clone of x s gets matched to a check of degree
These events are asymptotically independent for the different clones. Thus, we obtain (4.7). Finally, we can easily compute N s given the vector (κ 1 , . . . , κ γ ). There are two possible scenarios. Then for any σ ∈ F q the factor corresponding to any a above evaluates to 1/q. Consequently,
Since any a ∈ ∂ 2 x s belongs to the set F q with probability β independently, (4.8) and (4.9) imply that
Combining (4.6), (4.7) and (4.10) completes the proof.
Proof of Proposition 2.8. The computation of the derivative
is based on a coupling argument and a study of the Boltzmann distribution µ A ε (t ) . Specifically, we need to investigate the joint distribution of the cavities, i.e., the clones from
are not incident to an edge of Γ ε (t ). Denote this set by C (t ). Then µ A ε (t ) induces a probability distribution µ C (t ) via
).
Lemma 4.1. For any
Proof. The choice (2.5) of m ε (t ), m ε (t ) guarantees that |C (t )| ≥ εn/2 w.h.p. Moreover, since
On E let y ∈ {x 1 , . . . , x n } be a random variable node chosen from the distribution
Further, let y be an independent copy of y.
, it suffices to prove that
To verify (4.11), let x, x be two variables chosen uniformly and independently among x 1 , . . . , x n . Then on E ,
Further, because the distribution of G ε (t ) − {p 1 , . . . , p θ } is invariant under permutations of x 1 , . . . , x n , Lemma 2.3 shows that for large enough Θ,
Thus, (4.11) follows from (4.12) and (4.13).
We proceed to derive Proposition 2.8 from Lemma 4.1 and a coupling argument. Let us write N (m, m ) for the conditional random variable N t given m ε (t ) = m, m ε (t ) = m .
Lemma 4.2. We have
Proof. The parameter t comes in via the Poisson variables m ε (t ), m ε (t ) from (2.5). Hence, the product rule gives
14)
The Poisson derivatives work out to be
Combining (4.14)-(4.16) completes the proof.
We will couple N (m ε (t ) + 1, m ε (t )) and N (m ε (t ), m ε (t )) as well as N (m ε (t ), m ε (t ) + 1) and N (m ε (t ), m ε (t )). With respect to the first pair of random variables, obtain G (t ) from G ε (t ) by adding a check a m ε (t )+1 of target degree k m ε (t )+1 . The new check is maximally matched with random cavities from C (t ). Obtain A (t ) by adding a new row to A ε (t ) corresponding to a m ε (t )+1 and adding a matrix entry drawn independently according to χ for each edge of G (t ) incident with a m ε (t )+1 .
Lemma 4.3. We have
Proof. Due to (2.5) and Lemma 1.10, with probability 1 − o(n −1 ) we have |C (t )| ≥ k m ε (t )+1 . Hence, the assertion follows from the principle of deferred decisions.
Lemma 2.2 implies that each marginal µ C (t ),c , c ∈ C (t ) is either δ 0 or the uniform distribution on F q . Thus, let us call c ∈ C (t ) frozen if µ C (t ),c = δ 0 . Let α ∈ [0, 1] be the fraction of frozen cavities in C (t ) (with the convention that α = 0 if C (t ) = ).
Lemma 4.4. We have E E[nul(A (t ))
shows that we may assume that µ C (t ) is δ-symmetric for a small δ = δ(ε) > 0. Let X be the set of cavities adjacent to a m ε (t )+1 . We consider three cases.
Case 1: α < ε 2 : since k m ε (t )+1 ≤ ε −1 the probability that a m ε (t )+1 joins a frozen cavity is o ε (1). Moreover, Lemma 1.8 shows that with probability at least 1 − exp(−1/ε) the joint distribution µ C (t ),X of the cavities that a m ε (t )+1 joins is within exp(−1/ε) of the uniform distribution on F k mε(t )+1 q in total variation, provided that Θ is chosen sufficiently large. If so, then a random vector from the kernel of A ε (t ) satisfies the new check a m ε (t )+1 with probability 1/q + o ε (1). Consequently, with probability 1 − o ε (1) we have
Case 2: α > 1 − ε 2 : since k ≤ ε −1 the probability that a m ε (t )+1 joins an unfrozen cavity is o ε (1). Hence, with
the distribution of the number X of frozen cavities in X is within o(1) of a binomial distribution Bin(k m ε (t )+1 , α) in total variation. Moreover, Lemma 1.8 shows that given any outcome of X the joint distribution µ X is within o ε (1) of a product distribution with probability 1 − o ε (1), provided that Θ is chosen big enough. If X = k m ε (t )+1 , i.e., if all variables adjacent to the new check are frozen, then the new check will certainly be satisfied. Otherwise, the probability of it being satisfied equals 1/q. Thus, with probability 1 − o ε (1) we have
Finally, the assertion follows from (4.17)-(4.19).
To couple N (m ε (t ), m ε (t ) + 1) and N (m ε (t ), m ε (t )) obtain G (t ) from G ε (t ) by adding checks
as well as variables
. Additionally, we pick a random maximal matching that matches each new check b m ε (t )+1,i to (at most) one cavity from C (t ). Finally, for each new variable x m ε (t )+1,i , j we insert a check f m ε (t )+1,i , j that pegs the variable to zero with probability β independently. Let F t be the set of pairs (i , j ) for which such a check was inserted. Obtain the random matrix A (t ) from A ε (t ) by adding rows and columns corresponding to the additional checks and variables, representing each new edge of the Tanner graph by an independent matrix entry distributed as χ.
Lemma 4.5. We have
Proof. Due to (2.5) and Lemma 1.10, with probability 1 − o(n −1 ) we have |C (t )| ≥ k m ε (t )+1 . Hence, the assertion follows from the construction of A(t ) and the principle of deferred decisions.
Proof. Pick ζ = ζ(ε) > 0 small enough and δ = δ(ζ) > 0 smaller still. As
we may condition on the event that k m ε (t ) +1 ≤ ε −1 . Moreover, Lemma 4.1 shows that we may assume that µ C (t ) is δ-symmetric. Let X be the set of cavities adjacent to the new checks b m ε (t )+1,i . Also let
be the set of new unfrozen variables. We consider three cases.
Case 1: α < ε 4 : since k m ε (t )+1 ≤ ε −1 the probability that any b m ε (t ) +1,i joins a frozen cavity is o ε (ε). Hence, Lemma 1.8 shows that with probability 1−o ε (ε) the joint distribution µ C (t ),X is within o ε (ε) of the uniform distribution on F X q . Therefore, with probability 1 − o ε (ε) we have
Case 2: α > 1 − ε 4 : since k m ε (t )+1 ≤ ε −1 the probability that any b m ε (t )+1,i joins an unfrozen cavity is o ε (ε).
Hence, with probability 1 − o ε (ε) we have
: the distribution of the number X of frozen cavities in X is within o(1) of a binomial distribution Bin(k m ε (t )+1 , α) in total variation. Moreover, Lemma 1.8 shows that given any outcome of X the joint distribution µ X is within o ε (exp(−1/ε)) of a product distribution with probability 1−o ε (exp(−1/ε)), provided that Θ is chosen large enough. Thus, with probability 1 − o ε (ε) we obtain
The assertion follows from (4.20)-(4.22).
Lemma 4.7. We have
Proof. This is a straightforward calculation.
Proof of Proposition 2.8. Combining Claims 4.2-4.7, we obtain
, the assertion follows from (4.23).
CONCENTRATION
At this point we have completed the proofs of Propositions 2.4 and 2.8. Thus, we know the expected rank of the random matrix A ε with about εd n cavities. The aim of this section is to argue that the rank of the actual matrix A that does not have any cavities and whose Tanner graph is simple is close to the expected rank of A ε w.h.p. In other words, we need to show that the rank of a random matrix is sufficiently concentrated that forbidding multi-edges is as inconsequential as conditioning on the event
Our main tool will be the local limit theorem for sums of independent random variables, which we use in Section 5.1 to calculate the probability of D. There we will also study the conditional distributions of m, 5.1. The local limit theorem. We recall the local limit theorem for sums of independent random variables. 
As an application of Theorem 5.1 we obtain the following estimate. Because 
Further, Theorem 5.1 applies to S , which is distributed as
Hence, as n is divisible by gcd(k), 
Moreover, (5.3) remains valid regardless the variance of d . Hence, applying Theorem 5.1 to S , we obtain Thus, we are left to prove Lemma 5.3.
Lemma 5.4. On the event
Proof. We will only prove the statement about the k i ; the same (actually slightly simplified) argument applies to the d i . By tail bounds on the Poisson distribution we may condition on {m = m} for some integer m with |m − d n/k| ≤ n ln n. Fix a small δ > 0 and a large enough L = L(δ) > 0. Given m = m the variables Q j = i ∈[m] 1{k i = j } have a bionomial distribution. Therefore, the Chernoff bound yields
Hence, (5.1) and Corollary 5.2 yield
and let H be the set of all integers h ≥ 1 with
Then the Chernoff bound implies that
Since this holds true for any fixed δ > 0, the assertion follows from (5.7) and (5.8).
Lemma 5.5. Let Y be the number of multi-edges of the Tanner graph and let
Proof. To estimate the th factorial moments of Y for ≥ 1, we split the random variable into a sum of indicator variables. Specifically, let U be the set of all families (a i , y i ,
be the number of ordered -tuples of multi-edges comprising precisely w i edges between check a i and variable x i for each i . Then
Moreover, letting w = i w i , we have
Now, for a sequence w = (w 1 , . . . , w ) let
As a consequence,
Finally, invoking (5.9), we obtain
Combining (5.9), (5.10) and (5.11) completes the proof.
Proof. Lemmas 5.4 and 5.5 show together with inclusion/exclusion that w.h.p. on the event M ∩ D,
Since S = {Y = 0}, the assertion follows. 
Lemma 5.7. W.h.p. we have
that reveals the random matching Γ ε one clone at a time. Then
for all t . Therefore, the assertion follows from Azuma's inequality.
Proof of Proposition 2.4.
We will couple A ε and A so that they differ by O(εn) rows with probability at least 1 − ε. The proposition follows immediately, as altering one row can affect the nullity of a matrix by O (1) .
To construct the coupling we first generate the following parameters for A ε . Parameter Θ = Θ(ε) is given. Generate θ θ θ ∈ [Θ] uniformly at random. Generate m ε and then m ε check nodes. Each check node a i is associated with an integer k i which is an independent copy of k. To distinguish rows for A ε from A, we colour these check nodes red. Add additional θ θ θ red check nodes p 1 , . . . , p θ θ θ .
Next, we generate n variable nodes where variable node x i is associated with d i , which is an independent copy of d .
Next we generate parameters m, and n j for A, where n j denotes the number of rows in A that contains exactly j non-zero entries. The following claim follows straightforwardly by the Chernoff bounds and Corollary 5.2.
Claim 5.8. For every
1{k i = j } check nodes, colour them blue, and associate k i = j to each such check node a i . For each j > L, generate n j blue check nodes and similarly each such node a i is associated with integer j . Now the Tanner graph of A ε is generated by taking a random maximal matching from the clones of all uncoloured and red check nodes {a i } × [k i ] (excluding check nodes p 1 , . . . , p θ θ θ ) to the set of variable clones ∪
, and then adding an edge between p i and a i for 1 ≤ i ≤ θ θ θ. The Tanner graph of A is generated by removing all matching edges from the clones of the red check nodes, and removing edges between p i and a i for 1 ≤ i ≤ θ θ θ, and then matching all clones of the blue check nodes to the remaining clones of the variable nodes.
By the construction, marginally, the induced random matrix of the first Tanner graph is distributed as A ε , and that of the second Tanner graph is distributed as A. Moreover, Claim 5.8 and the fact that θ θ θ ≤ Θ = O(1) ensures that with probability at least 1 − ε, | nul A ε − nul A| = O(εn). The proposition follows by taking ε → 0. 
Proof. Since D, K are polynomials, Therefore, the Chernoff bound shows that the probability of a deviation of more than n ln n is O(1/n 2 ). As Corollary 5.2 shows that P [D] = Ω(1/n), the assertion follows from Bayes' rule.
Proof of Theorem 1.2. Let E be the event that for all , in the support of d , k, respectively,
Then Lemma 5.9 and Theorem 1.1 yield P[E ] ∼ 1. Moreover, let E be the event that nP
We are going to couple A 0 given E with A 0 given E such that Letting W = X ∧Y , we couple A and A as follows. Obtain the Tanner graph of A by creating a random matching of size W between the clones of the variables V and the checks F . Then obtain A , A from A by randomly matching the remaining clones as determined by the respective degree sequences. The matrix entries corresponding to the edges of the Tanner graph are drawn independently from χ in such a way that those associated with the Tanner graph of A agree. By the principle of deferred decisions the resulting matrices A , A are distributed as A given E and A given D. Furthermore, because (5.13) shows that A and A disagree in no more than O( n ln n) entries, we obtain (5.12).
6. PROOF OF THEOREM 1.4 Recall that
It is sufficient to prove that if conditions (i) and (ii) are satisfied then (a) max α∈ [0, 1] Φ(α) = max{Φ(0), Φ(ρ)}; and (b) φ (ρ) < 0 unless
Since Φ(α) is continuous on [0, 1], the maximum occurs at either 0 or 1 or at a stable point.
Case A: Var(k) = 0. In this case, k = k always and thus K (α) = α k . Then,
Hence,
. By (6.3) we have Φ (1) ≤ 0 and thus the supremum of Φ(α) can only occur at 0 or a stable point. In all of the following sub-cases, we will prove that φ (α) has at most 1 root in [0, 1] (except for some trivial cases that we discuss separately). It follows immediately that φ can have at most three roots on [0, 1] including the trivial one at α = 0. Now we prove that this implies claims (a) and (b).
If φ has only a trivial root, then so is Φ (α). Thus, α = 0 is the unique maxima of Φ(α) and ρ = 0. This verifies (a). As φ (0) = −1 we immediately have φ (ρ) < 0.
If φ has two roots, then the larger root is ρ. Since φ (0) < 0, in this case, φ is negative in (0, ρ) and positive in (ρ, 1). This is only possible when φ(1) = 0, which requires P(d = 1) = 0. In this case, ρ = 1. Next we consider two further cases:
As φ has only two roots, case (ii) obviously cannot happen. Thus, it means that the only situation that φ has two roots would be P(d = 1) = 0 and 2(k − 1)P(d = 2) > d , as in (6.2) . In this situation we are only required to verify (a). Note that φ is negative in (0, 1) as ρ = 1. It follows then that Φ(α) is a decreasing function in (0, 1). Hence, α = 0 is the unique maxima, as desired.
If φ has three roots, then there is a root ρ * between 0 and ρ. Then φ is negative in (0, ρ * ) and positive in (ρ * , ρ).
As K (α) > 0 for all α ∈ (0, 1], the sign of φ implies that ρ * is a local minima and ρ is a local maxima. This verifies (a). Moreover, as φ is positive in (ρ * , ρ) and φ(ρ) = 0, φ (ρ) < 0 follows immediately.
Obviously, φ (α) has a unique root in 
The left hand side is an increasing function whereas the right hand side is the product of two positive decreasing functions. Thus, φ (α) has at most one root. 
Then the i -th hyperedge is incident to other k i −1 vertices (other than v) whose degrees are i.i.d. copies ofd , where
This builds the first neighbourhood of v in T . Iteratively we can build the r -neighbourhood of v in T for any fixed r . It follows from the following claim that the r -neighbourhood of v in G converges in distribution to the r -neighbourhood of T , as n → ∞, for any fixed r ≥ 1. This is because when uniformly picking a random variable clone (or check clone), the degree of the corresponding variable node (or check node) has the distribution in (7.2) (or (7.1)). Claim 7.2. With high probability, for all fixed r ≥ 1, ∪ j ≤r N j (v) induces no cycles.
If v survives t iterations of the stripping process then at least 2 hyperedges incident with v survives after t iterations of the stripping process. Let ρ t denote the probability that v is incident with at least 1 hyperedge surviving after t iterations of the stripping process. Then, ignoring an o(1) error accounting for the probability of the complement of the evens in Claims 7.1 and 7.2:
noting that
Similarly,
k )K (x) which is non-negative over [0, 1] . We also have φ(x) = g (x) − x, where φ is given in (6.1). Since φ(1) = −D (0)/d ≤ 0, φ (ρ) < 0 by the hypothesis, and g (x) is nondecreasing in [0, 1], it follows that ρ is an attractive fix point of x = g (x). As ρ 0 = 1. It follows that ρ t → ρ as t → ∞. Consequently, for everyε > 0 there is sufficiently large I such that |ρ t − ρ| <ε. Hence, after I iterations of the parallel stripping process, the number of vertices remaining is (λ + o(1))n + O(εn) where
If ρ = 0 then λ = 0. The case ρ = 0 of our theorem follows by letting I → ∞. Suppose ρ > 0. It is sufficient to show that the 2-core is obtained after removing further O(εn) vertices, following the same approach as [56, Lemma 4] . We briefly sketch it. Following the same argument as before, the probability that a random vertex has degree j ≥ 2 after I iterations of the stripping process is
Similarly, the probability of a uniformly random hyperedge in G n having size j ≥ 3 and surviving the first I iterations of the stripping process is
The number of vertices with degree less than 2 after I iterations is bounded by (λ I − λ I +1 )n + o(n). Hence, by choosing I sufficiently large, we can make these quantities arbitrarily close to those with ρ I replaced by ρ. Now standard concentration arguments apply to show that the number of degree j ≥ 2 vertices is γ j n + O(εn), where
the number of vertices of degree less than 2 is O(εn), and the proportion of remaining hyperedges of size j is
as the probability that a hyperedge survives is proportional to the probability that all of the vertices it contains survive. Note thatε can be made arbitrarily small by choosing sufficiently large I . Now we remove one hyperedge incident with a vertex with degree 1 at a time. Call this process SLOWSTRIP. Let G t denote the hypergraph obtained after t steps of SLOWSTRIP and let X t denote the total degree of the vertices of degree 1 in G t . Then,
Note that in the first equation above, −1 accounts for the removal of one variable clone x from the set of vertices of degree less than 2. The term j P(k = j )ρ j /ρK (ρ) approximates the probability that x is contained in a hyperedge of size j , up to an O(ε) error. In that case, j − 1 variable clones that lie in the same hyperedge as x will be removed. For each of these j − 1 deleted variable clones, if it lies in a variable of degree 2, then it results in one new variable node of degree 1. The probability for that to happen is approximated by 2γ 2 / j ≥2 j γ j , up to an O(ε) error. By the assumption that f (ρ) < 0 we have
Hence, E(X t +1 − X t | G t ) < −δ for some δ > 0, by makingε sufficiently small (i.e. by choosing sufficiently large I ). 
Proof of Claim 7.1. Since both Ed 2+r = O(1) and Ek 2+r = O(1), the probability that d > (n log n) 1/(2+r ) or k > (n log n) 1/(2+r ) is O(1/n log n). The bound on the maximum degree and maximum size of the hyperedges in G follows by taking the union bound. For any u ∈ [n], let N i (u) = |N i (u)|. We will prove that with high probability for every u and for every fixed i , N i (u) = O(n 1/(2+r ) log 2 n), which then completes the proof for Claim 7. (n log n) 1/(2+r ) + (log n) (3+r )/(2+r ) < n −2 .
Similarly, N i +1 (u) is bounded by M j =1k j wherek j are i.i.d. copies ofk whose distribution is defined in (7.1). Letk = Ek. Applying the Chernoff bound again we obtain that with probability at least 1 − n −2 , N i +1 (u) < 2kM + n 1/(2+r ) log 2 n < 4dkN i (u) + (1 + 2k)n 1/(2+r ) log 2 n. Apply this recursion inductively and the union bound on the failure probability, we obtain N i (u) = O(n 1/(2+r ) log 2 n), as desired. In addition, let H = h ∈ N : (1 + η) h−1 L ≤ n/ ln 9 n and for h ∈ H let
Then the Chernoff bound and Bayes' rule yield
Finally, given M and |Q j − sP λ = j | ≤ n ln n for all j ≤ L and R h −R h ≤ ηR h + ln 2 n for all h ∈ H , we obtain The first inequality is self-evident. To obtain the second, we deduce from Lemma 2.2 (ii) that freezing any variable in class R h (t − 1) freezes the entire class. In other words, if i t ∈ R h (t − 1), then R h (t − 1) ⊆ R 0 (t ). Since i t is chosen uniformly at random, we obtain the second inequality. Combining the two inequalities from (B.3), we find 
