The fundamental frequency (F0) plays a very important role in generating speech signal [1] . It has long been known that, formant frequencies generated by women and men are different from each other. Women have higher formant frequencies than men [2] , which may be explained by the longer vocal tracts of men [3] . The important source of the inter-speaker variations is the vocal tract length (VTL). Therefore, vocal tract length normalization (VTLN) technique was described in many publications [4 -6].
Introduction
The fundamental frequency (F0) plays a very important role in generating speech signal [1] . It has long been known that, formant frequencies generated by women and men are different from each other. Women have higher formant frequencies than men [2] , which may be explained by the longer vocal tracts of men [3] . The important source of the inter-speaker variations is the vocal tract length (VTL). Therefore, vocal tract length normalization (VTLN) technique was described in many publications [4 -6] .
However, information about VTL is rarely used by speech recognition systems. Most often they use MFCC coefficients for each frame calculated in the same way. This means that continuous speech recognition systems do not take into account the changes in the spectrum. These changes appear in the utterance of the same phoneme spoken by various speakers.
One of the most commonly used technique for the normalization is bilinear transform (BLT) [7] [8] [9] . It was presented in [10] using BTL in CMU Shinx (speech recognition system). However, this technique introduces additional overhead when calculating the cepstral coefficients.
In this article, we will show a simple and very effective method of normalization of the speech signal which predisposes it to be used for mobile devices.
Pitch detection
In this article we will carry out normalization based on the sex of the speakers. As mentioned earlier (due to differences in the length of the vocal tract), women have higher pitch and formant frequencies than men. Typical values obtained for F0 are 120 Hz for men and 210 Hz for women [11] . In general, both voice pitch and formant frequencies were lower in men than in women [12] . Thus, a key issue in the normalization process will be the estimation of the pitch of the speaker.
To detect a sound's pitch, the algorithm performs an acoustic periodicity detection on the basis of an accurate autocorrelation method, as described in [13] . This method is very accurate, noise-resistant, and robust.
For a time signal x(t), the autocorrelation r(z) as a function of the lag z is defined as:
. This function has a global maximum for z = 0. If there are also global maxima outside 0, the signal is called periodic and there exists a lag z, called the period. The pitch of the signal x(t) is defined as F0 = 1/Z. This method is used in Praat which is a free scientific computer software package for the analysis of speech in phonetics.
To detect a sound's pitch we use autocorrelation, comparing each window with itself. An autocorrelation plot shows the degree to which the compared curves are related on the Y-axis, and the time lag for each comparison on the X-axis. If the curve is periodic, then there should be a peak on the autocorrelation curve when the lag is equal to the curve's period. The autocorrelation is highest, when a time lag is equal to 0. Thus, we need to look for peaks that are greater than 0 (see Fig. 1 ). The autocorrelation curve shows a false peak (solid vertical line) before the time lag, that is, the sound's actual fundamental frequency (dashed vertical line) [14] . [14] In order to correct for this, we divide the signal by the normalized autocorrelation curve of the windowing function. And by finding the maximum at a time lag > 0 (see Fig. 2 ), we can compute the pitch of the signal converting from samples to Hz [14] . Table 1 . Average formant frequencies in Hz for men, women and children for a selection of vowels [2] . Men  Women  Children  F1  F2  F3  F1  F2  F3  F1  F2  F3  beat  270  2300  3000  300  2800  3300  370  3200  3700  bit  400  2000  2550  430  2500  3100  530  2750  3600  bet  530  1850  2500  600  2350  3000  700  2600  3550  bat  660  1700  2400  860  2050  2850  1000  2300  3300  part  730  1100  2450  850  1200  2800  1030  1350  3200  pot  570  850  2400  590  900  2700  680  1050  3200  boot  440  1000  2250  470  1150  2700  560  1400  3300  book  300  850  2250  370  950  2650  430  1150  3250  but  640  1200  2400  760  1400  2800  850  1600  3350  pert  490  1350  1700  500  1650  1950  560  1650  2150 We can calculate fundamental frequency F0, using the formula:
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where: f s is sampling rate.
Formants shift
A consequence of higher fundamental frequency in female voice (compared to male voice) is the formant frequency offset (see Tab Children's voices are characterized by even greater shifts due to the higher fundamental frequency. However, in our tests, we consider only the voices of adult speakers.
Frequency normalization
In our analysis we use CMU Sphinx III. This is one of the most popular speech recognition systems. It works very well in continuous speech recognition tasks with a lot of words, regardless of the speaker. However, to achieve satisfactory results, the system must be trained on the appropriate set of utterances with the reference transcription.
The whole process of speech recognition by decoder starts with acquisition of utterance. Then, the extraction process is performed of the most desirable features (from the point of view of speech recognition system). Decoder analyzes these features using acoustic model, language model and vocabulary. Block diagram is shown in Fig.3 . CMU Sphinx-III is a system that uses statistical methods. Namely, this system is based on a hidden Markov model (HMM). It is now the dominant solution for the most recently designed speech recognition systems. If we have a good learning set (of appropriate size and of appropriate quality) the system gives very good results (word error rate is approximately 15%).
To obtain very good results training set size should take into account the following recommendations:

We briefly describe the signal processing front end of the SPHINX III speech recognition system. The front end transforms a speech waveform into a set of features to be used for recognition, specifically, mel-frequency cepstral coefficients (MFCC). The front end processing performed by the Sphinx-III:
 pre-emphasis  windowing (Hamming window)  power spectrum  mel spectrum  mel cepstrum. The Sphinx III uses MFCC coefficients for each frame calculated in the same way. We will process normalization procedure after the calculation of the power spectrum.
As a base spectrum we assume male voice spectrum. And when we detect female voice we make a shift in the frequency domain. As mentioned earlier, typical values obtained for F0 are 120 Hz for men and 210 Hz for women.
Therefore, if the frequency F0 is greater than 165 Hz we will consider the voice as a female, and if F0 is less than 165 Hz as a male voice. If we qualify utterance as a male voice, the power spectrum will remain unchanged. But, If we qualify utterance as a female voice, the power spectrum will be shifted in the direction of lower frequencies.
Tests and results
In this article we normalize the speech signal based on the publicly available AN4 database. The database has 948 training and 130 test utterances. All data are sampled at 16 kHz, 16-bit linear sampling. All recordings were made with a close talking microphone.
The directory with training data has 74 sub-directories, one for each speaker. 21 of them are female, 53 are male. The total number of utterances is 948, and the average duration is about 3 seconds, totaling a little less than 50 minutes of speech. The directory with test data has 10 sub-directories, one for each speaker.  file_2.wav
We will carry out two tests. In the first test we will try to find the optimal shift in a group of women's voices, ensuring the lowest rate mistakenly recognized words (WER -word error rate).
We estimate the accuracy of using number of incorrectly recognized words WER (word error rate), which is defined as:
where: S is the number of substitutions, I is the number of insertions, D is the number of deletions, N is the number of words in the reference.
The word error rate (WER) is the most common way to evaluate speech recognizers. The word error rate is defined as the sum of these errors divided by the number of reference words. It is worth noting that according to the formula (3) WER value may be greater than 100%.
When reporting the performance of a speech recognition system, sometimes word accuracy (WAcc) is used instead:
The sampling rate was set to 16,000 Hz. Thus, each frame contains 410 samples. The frame shift is 160 samples. The FFT size parameter will be set to 512.
For a sampling frequency of fs = 16,000 Hz and a signal of length N = 512 points (FFT size), the frequency resolution is fs/N = 16,000/512 = 31.25 Hz. Thus magnitudes will show up in the spectrum at 0 Hz, 31.25 Hz, 62.50 Hz, 93.75. Hz… up to 8000 Hz and at only these frequencies, so that all other frequencies are undefined. Thus only the multiple of 31.25 Hz can be used as the shift values.
The error for the baseline system is equal to 15.27 (WER). In the first analysis we will make the same shift in the frequency domain. We analyze the amount of shift in the range of 31.25 Hz to 650 Hz in Increments of 31.25 Hz. In table 2 we show errors depending on the shift amount. As seen in Table 2 , we achieve the best results when shifting about 187.5 Hz. The best result is 12.55 (WER).
When we compare this result with the result of the baseline system (15.27), we can notice that we achieve an increase speech recognition accuracy by about 17.81 %.
The data in Table 2 are also shown on the graph (see Fig. 4 ). It represents the values WER depending on shifts in the frequency domain.
However, as seen in Table 1 shifts in the frequency domain are not linear.
For example, F1 formant frequency for the phoneme /i:/ in the word "beat" is about 270 Hz for male voices and 300 Hz for female voices. Thus, the difference is 30 Hz. F2 formant frequency for the same phoneme /i:/ in the word "beat" is about 2300 Hz for male voices and 2800 Hz for female voices. Thus, the difference is 500 Hz. F3 formant frequency for the same phoneme /i:/ in the word "beat" is about 3000 Hz for male voices and 3300 Hz for female voices. Thus, the difference is 500 Hz.
Therefore, we see that a more optimal way is to create a number of ranges with different shifts in the frequency domain.
Based on analysis of data from In our second test, we found that the word error rate was 11.51%. When we compare this result with the result of the baseline system (15.27%), we can notice that we achieve an increase in speech recognition accuracy by about 24.62%.
As seen in Table 3 , we compared our results with the baseline system. The data in Table 3 are also shown on the graph (see Fig. 5 ). The horizontal line is the result of the baseline system -15.27% WER. 
Conclusions
In this article we analyzed the difference in the speech signal between men and women. Due to the higher frequency of formants in the female voices, they made shifts in the frequency domain. In the first test, the authors made a fixed shift across the frequency range. It turned out that the best result (12.55% WER) they had achieved for shifting 187.5Hz. It gives the increase in accuracy of 17.81%, with regard to the baseline system. Due, to the fact that the shifts in the frequency domain are not linear, we create a number of ranges with different shifts in the frequency domain. It turned out that in the second test we obtained improvements in speech recognition accuracy equal to 11.51%. It gives the increase in accuracy of 24.62% with regard to the baseline system. Additional advantage of this normalization is the efficiency because it does not introduce any noticeable overhead. Thus, it can be successfully used e.g. in mobile devices.
In our future work we will analyze this normalization procedure regarding the Polish language in which some elements are different from English [16, 17] . Hence they require separate analysis.
