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ABSTRACT
The ocean component of the Community Climate System Model version 4 (CCSM4) is described, and its
solutions from the twentieth-century (20C) simulations are documented in comparison with observations and
those of CCSM3. The improvements to the ocean model physical processes include new parameterizations to
represent previously missing physics and modifications of existing parameterizations to incorporate recent
new developments. In comparison with CCSM3, the new solutions show some significant improvements that
can be attributed to these model changes. These include a better equatorial current structure, a sharper
thermocline, and elimination of the cold bias of the equatorial cold tongue all in the Pacific Ocean; reduced
sea surface temperature (SST) and salinity biases along the North Atlantic Current path; and much smaller
potential temperature and salinity biases in the near-surface Pacific Ocean. Other improvements include
a global-mean SST that is more consistent with the present-day observations due to a different spinup pro-
cedure from that used in CCSM3. Despite these improvements, many of the biases present in CCSM3 still
exist in CCSM4. A major concern continues to be the substantial heat content loss in the ocean during the
preindustrial control simulation from which the 20C cases start. This heat loss largely reflects the top of the
atmospheric model heat loss rate in the coupled system, and it essentially determines the abyssal ocean
potential temperature biases in the 20C simulations. There is also a deep salty bias in all basins. As a result of
this latter bias in the deep North Atlantic, the parameterized overflow waters cannot penetrate much deeper
than in CCSM3.
1. Introduction
The Community Climate System Model version 4
(CCSM4) was released to the community in April 2010.
A general description of the CCSM4 and some of the
major improvements in its solutions in comparison with
its previous version CCSM3 are presented in Gent et al.
(2011). The primary purposes of this paper are i) to
describe the CCSM4 ocean component, highlighting
major developments since CCSM3; ii) to document the
CCSM4 ocean model solutions from the twentieth-
century (20C) simulations in comparison with available
observations and those of CCSM3, presenting improve-
ments as well as existing biases in CCSM4; and iii) to
assess the consequences of two different spinup pro-
cedures used in CCSM3 and CCSM4 on the deep ocean
properties. In addition, the solutions from an ocean–sea
ice hindcast case forced with interannually varying at-
mospheric data are documented in comparison with
observations as well as the 20C simulations, the former
to assess the fidelity of the forced ocean simulations and
the latter for possible attribution of ocean model biases
in the coupled integrations. Here, we focus on the nom-
inal 18 horizontal resolution version of the ocean model.
The CCSM4 coupled solutions are from the version that
also uses nominal 18 horizontal resolution in its atmo-
spheric component. The description of the nominal 38
horizontal resolution ocean model and the results from
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CCSM4 simulations that use this coarser-resolution ocean
coupled to a T31 atmospheric model are discussed in
Shields et al. (2012).
The ocean component of the CCSM4 is a level-
coordinate model based on the Parallel Ocean Program
(POP) of the Los Alamos National Laboratory (Smith
et al. 2010). The present version differs significantly
from the one described in Danabasoglu et al. (2006)
used in the CCSM3 simulations; the base code has been
updated to POP version 2 (POP2) andmany physical and
numerical software developments have been incorpo-
rated. A significant fraction of the new subgrid-scale
parameterizations were realized through our collabora-
tions with the university communities that participated in
theU.S. ClimateVariability and Predictability (CLIVAR)
Climate Process Team (CPT) activities. Specifically, the
CPTs on gravity current entrainment and eddy–mixed
layer interactions resulted in an overflow parameteri-
zation (Danabasoglu et al. 2010), a near-surface eddy
flux parameterization (Danabasoglu et al. 2008), a pre-
scription for lateral tracer diffusivities that vary in the
vertical (Danabasoglu and Marshall 2007), and a sub-
mesoscale mixed layer eddy parameterization (Fox-
Kemper et al. 2011). Other major changes since CCSM3
include increased vertical resolution in the upper ocean,
incorporation of an abyssal tidal mixing parameterization
(Jayne 2009), and new prescriptions for anisotropic hor-
izontal viscosities (Jochum et al. 2008) as well as back-
ground vertical diffusivities and viscosities (Jochum 2009).
As listed above, another aspect considered in this
study is the impact of different spinup procedures used
in CCSM3 and CCSM4 to obtain initial conditions for the
20C simulations (Gent et al. 2011). The CCSM3 strategy
was to obtain a relatively well-balanced top of the atmo-
sphere model (TOA) heat flux in the present-day control
integration. The 1870 preindustrial control used the same
tuning. The 20C ensemble members subsequently started
from various stages of this 1870 control. In contrast, with
the CCSM4 simulations, the objective was to get a well-
balanced TOA heat flux in the 1850 preindustrial control.
The 20C cases were then started from various points in
this control. In CCSM coupled simulations, any TOAheat
flux imbalances are largely reflected as corresponding
heat content changes in the ocean component, particu-
larly at depth. Therefore, differing TOA heat flux imbal-
ances and differing lengths of the preindustrial controls
prior to the start of the 20C simulations in CCSM3 and
CCSM4 dictate the abyssal ocean biases in the subse-
quent 20C cases. This is because these order 150-yr
experiments are too short to produce any significant de-
partures at depth from their initial conditions.
In this work, we present mostly time-mean results.
Other aspects of the ocean model solutions fromCCSM4
simulations are discussed in several Journal of Climate
CCSM4 Special Issue papers. These include papers on
multidecadal variability in the North Atlantic with a fo-
cus on the Atlantic meridional overturning circulation
(AMOC) (Danabasoglu et al. 2011, manuscript submitted
to J. Climate), mean biases, variability, and trends in air–
sea fluxes and upper ocean (Bates et al. 2011, manuscript
submitted to J. Climate), Southern Ocean (Weijer et al.
2012), tropical Atlantic Ocean variability and biases
(Munoz et al. 2011, manuscript submitted to J. Climate;
Grodsky et al. 2012) and oceanic changes in the twenty-
first century (S. Peacock et al. 2011, unpublished manu-
script). Thepaper is organized as follows. Theoceanmodel
setup and details of the parameterizations along with
the experiments used are given in section 2. The results
are presented in section 3. Section 4 presents a summary
and conclusions.
2. Ocean model
POP2 solves the primitive equations in general or-
thogonal coordinates in the horizontalwith the hydrostatic
and Boussinesq approximations. A linearized, implicit
free-surface formulation is used for the barotropic equa-
tion. This formulation allows variations of the surface
layer thickness, Dz1. However, because of the lineari-
zation assumption, Dz1 cannot be very thin and has to be
larger than order a few meters. The global integral of
the ocean volume remains constant because the fresh-
water fluxes are treated as virtual salt fluxes, using a
constant reference salinity. Below, we present a sum-
mary of the ocean model setup and major developments
since CCSM3.
The standard ocean model uses the same horizontal
grid with its displaced grid North Pole and nominal 18
resolution described in Danabasoglu et al. (2006). How-
ever, the number of vertical levels has been increased
from 40 levels in CCSM3 to 60 levels in the present ver-
sion.Most of this increase occurs in the upper oceanwhere
the resolution is uniform at 10 m in the upper 160 m.
The vertical grid spacing increases to 250 m by a depth
of about 3500 m, below which it remains constant. Be-
cause of the change in model vertical resolution, the
discrete bottom topographywas recreated using a smooth
(one pass of a 9-pointGaussian filter) version of the 2-min
gridded global relief data (National Geophysical Data
Center 2006). The minimum and maximum ocean depths
were set to 30 and 5500 m, respectively, and isolated holes
were eliminated. To improve transports through some
straits and passages, the discrete topography and land–
oceanmask were modified, particularly in the Indonesian
Throughflow (ITF) region. Additional changes were then
incorporated in the overflow regions as discussed below.
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Along with the ITF, the inclusions of the Galapagos
and Kuril Islands and opening of the Nares Strait, linking
the Baffin Bay with the Arctic Ocean, are the only main
differences in the land–ocean masks between CCSM4
and that of CCSM3.
A new overflow parameterization of density driven
flows (OFP; Danabasoglu et al. 2010; Briegleb et al. 2010)
is used to represent theDenmark Strait (DS), Faroe Bank
Channel (FBC), Ross Sea (RS), and Weddell Sea (WS)
overflows. The OFP represents exchanges through nar-
row straits and channels, associated entrainment, and
subsequent injection of overflow product waters into
the abyssal basins. These processes with horizontal and
vertical length scales as small as 1 km and 10 m, respec-
tively, require much finer horizontal and vertical resolu-
tions than typically used in ocean models for climate
studies, making their explicit representation prohibitively
expensive. The OFP also addresses the chronic, shallow
penetration depth bias of deep waters in level coordinate
models as POP2. The parameterization is based on the
Marginal Sea Boundary Condition (MSBC) scheme of
Price and Yang (1998). However, there are significant
differences between the MSBC and the OFP. To ac-
commodate the numerical requirements of theOFP, such
as having three or more sidewall grid points at the same
depth levels as the source, entrainment, and product sites
and the need to widen some downstream choke points to
allow deep product water easier access to abyssal basins,
we have modified the bottom topography. For example,
the entire region from the Iceland–Scotland ridge to
the actual geographic FBC was widened and flattened.
Further details of the bottom topography changes and
of the OFP are given in Danabasoglu et al. (2010) and
Briegleb et al. (2010). For simplicity, a cliff topography
is used to the immediate west of the sill at the Gibraltar
Strait for the Mediterranean overflow instead of the
OFP (Wu et al. 2007). The cliff depth exceeds 1450 m,
deeper than the observed depth range of the Mediterra-
nean Overflow Water. Such a configuration avoids exces-
sive entrainment associated with a staircase topography
and lets the level of neutral buoyancy develop through
the usual level coordinate vertical mixing. The same
approach was also used in CCSM3 but with a less cliff-
like topography.
The model tracer equations use the Gent and
McWilliams (1990, hereafter referred to as GM90) iso-
pycnal transport parameterization in its skew-flux form
(Griffies 1998). This parameterization was developed for
the quasi-adiabatic ocean interior and is not valid near
the boundaries. A practice has been to taper the effects
of parameterized eddy fluxes as the boundaries are ap-
proached. This approach is not physical, particularly near
the surface where diabatic mesoscale fluxes may dominate
mixing.We include the effects of these diabatic mesoscale
fluxes within the surface diabatic layer, using a simplified
version of the near-boundary eddy flux parameterization
of Ferrari et al. (2008), as implemented by Danabasoglu
et al. (2008). Within this layer, the eddy-induced (bolus)
velocity does not vanish. It is set parallel to the surface and
has no vertical shear. The need for any ad-hoc, near-
surface taper functions is eliminated. In the ocean interior,
the diffusivity coefficients are tapered for isopycnal slopes
greater than 0.3. Both the thickness and isopycnal dif-
fusivity coefficients used in GM90 vary identically in the
vertical, following Ferreira et al. (2005) andDanabasoglu
andMarshall (2007). In the upper ocean, we use enhanced
diffusivity values that can be as large as 3000 m2 s21.
They diminish to 300 m2 s21 by a depth of about 2000 m.
In the surface diabatic layer, the horizontal diffusivity
coefficient is set also to 3000 m2 s21. The restratification
effects of the finite-amplitude, submesoscale mixed layer
eddies are included, using the mixed layer eddy param-
eterization of Fox-Kemper et al. (2008) as implemented
by Fox-Kemper et al. (2011). The parameterization is
cast in terms of an overturning streamfunction. We use
5000 m as the minimum local width of the mixed layer
fronts; 1 day as the momentum mixing time scale across
the mixed layer; and 0.07 as the efficiency coefficient.
As in CCSM3, we use the Large et al. (2001) anisotropic
horizontal viscosity formulation in its generalized form
(Smith and McWilliams 2003) in the momentum equa-
tions with the viscosity coefficients differing arbitrarily in
the east–west and north–south directions. However, un-
like in CCSM3, these coefficients no longer depend on
either the local deformation rate or the grid Reynolds
number. Instead of the latter, elevated viscosities at the
western boundaries are used in both directions. This fol-
lows the Munk (1950) criterion, resolving the viscous
western boundary currents as well as diminishing numer-
ical noise. Theminimumeast–west viscosity is 600 m2 s21.
In the north–south direction, the minimum viscosity in-
creases from an equatorial value of 600 to 1200 m2 s21 by
458 of latitude. The resulting viscosities are time inde-
pendent. With a 1-h time step, the values for both co-
efficients remain below what is allowed by the diffusive
stability criterion at all latitudes. In addition, the viscos-
ities are generally much smaller than the ones used in
CCSM3, particularly at low latitudes and in the vicinity of
western boundary currents. For example, at the equator,
CCSM4 uses 600 m2 s21 for both viscosity components,
smaller than 1000 m2 s21 for the north–south viscosity
and considerably smaller than .60 000 m2 s21 for the
east–west viscosity employed in CCSM3. Further details
of this new prescription are given in Jochum et al. (2008).
The background internal wave mixing diffusivity used
in theK-Profile Parameterization (KPP) vertical mixing
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parameterization (Large et al. (1994) as modified by
Danabasoglu et al. (2006)) has a latitudinal structure based
on observational and theoretical evidence as discussed in
Jochum (2009). The minimum and maximum background
diffusivities are 0.01 3 1024 and 0.30 3 1024 m2 s21,
occurring at the equator and at about 308 of latitude,
respectively (Fig. 1). Elsewhere, a value of 0.17 3
1024 m2 s21 is used and the distribution is symmetric
about the equator. In addition, following Jochum and
Potemra (2008), the background diffusivity is enhanced
to 1 3 1024 m2 s21 only in the Banda Sea region (near
the ITF). Unlike in CCSM3, these diffusivities do not
vary in the vertical. Instead, the abyssal tidal mixing pa-
rameterization of St.Laurent et al. (2002) as implemented
by Jayne (2009)—with a fixed energy flux—is used
to represent the deep vertical mixing arising from
the breaking of tidally generated internal waves over
rough topography. The maximum diffusivity due to
tidal mixing is set to 100 3 1024 m2 s21. Also, we use
0.33 as the fraction of the total internal wave energy flux
available for local dissipation; 0.2 as the turbulence mix-
ing efficiency; and 500 m as the e-folding length scale. In
addition, to partially alleviate tracer extremes mostly
associated with advective dispersion errors at depth, we
do not allow decreasing tidal diffusivities with depth over
the deepest two levels of model bottom topography. As
in CCSM3, the turbulent Prandtl number is 10. In regions
of interior static instability, the diffusivity and viscosity
coefficients are increased to 1 m2 s21.
The diurnal cycle of the daily, net shortwave heat
flux depends on the solar zenith angle, which is deter-
mined from longitude, latitude, time of year, and the solar
declination angle. As in CCSM3, a river transport model
(Oleson et al. 2010) routes runoff from the land sur-
face to the ocean model via the flux coupler. These
runoff fluxes are treated as surface freshwater fluxes,
and they are distributed over coastal ocean points near
the river mouths, with higher concentrations at the
mouths. However, because the land model does not
account for the heat flux associated with snow and ice
melt to liquid runoff, this accounting is done within the
ocean model to conserve heat in the coupled system.
Therefore, when the land model is prognostic, the ocean
model receives an ice runoff field in addition to the
liquid runoff. The ocean model then loses heat to ac-
count for the phase change from ice to liquid runoff.
The total freshwater flux due to runoff is the sum of
liquid and ice runoffs. The other aspects of the CCSM4
ocean model setup—such as once-a-day coupling fre-
quency, a third-order upwind advection scheme for
tracers, a second-order central advection scheme for
momentum, and treatment of marginal sea freshwater
fluxes in coupled simulations—remain the same as in
CCSM3 (see Danabasoglu et al. 2006).
Experiments
For the CCSM4 analysis presented herein, we use the
1850 preindustrial control integration (1850 CONTROL)
and five members of the 20C ensemble simulations de-
scribed in Gent et al. (2011). Prior to 1850 CONTROL,
a preliminary preindustrial simulation was integrated
for 130 yr, starting with the January-mean climatolog-
ical Polar Science Center Hydrographic Climatology
(PHC2) potential temperature (u) and salinity (S) data
[PHC2 dataset represents a blending of the Levitus
et al. (1998) and Steele et al. (2001) data for the Arctic
Ocean] and state of rest in the ocean model. After
updating to new datasets (e.g., ozone) and retuning,
the primary 1850 CONTROL was started from the end
of the preliminary simulation. The 1850 CONTROL
was integrated for 1300 yr. The 20C cases were inte-
grated for 156 yr each from January 1850 to December
2005, starting from 1 January of yr 863, 893, 937, 983,
and 1031 of 1850 CONTROL. These start dates were
chosen to sample different phases of the AMOC var-
iability (see G. Danabasoglu et al. 2011, unpublished
manuscript).
The CCSM3 1870 preindustrial control case was inte-
grated for 950 yr with several changes during the course
of the integration (Bryan et al. 2006; Gent et al. 2006). It
started from present-day u and S distributions and zero
velocity. The eight 20C ensemble integrations were ini-
tialized from this preindustrial control between yr 360
and 540, starting from 1 January. Each member was run
for 130 yr from January 1870 to December 1999.
FIG. 1. Background internal wave mixing vertical diffusivity. The
latitudinal variation is symmetric about the equator.
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Both CCSM3 and CCSM4 preindustrial simulations
are utilized to document the oceanmodel drift and sources
of abyssal biases in the respective 20C simulations. We
use the 20C simulations to compare ocean model solu-
tions to available present-day observations. For CCSM4,
the observational comparisons are based on the five-
member ensemble mean for the 1986–2005 mean. For
CCSM3, we use ensemble mean fields for the 1980–99
mean. To the extent possible, we make use of all eight
CCSM3 ensemble members, but not all the fields are
available from all members, for example, only three mem-
bers carry chlorofluorocarbons. We refer to these CCSM4
andCCSM3ensemble- and time-mean solutions asCCSM4
and CCSM3, respectively.
The ocean–sea ice coupled hindcast integration (OCN)
is forced with the Coordinated Ocean-Ice Reference
Experiments (CORE; Griffies et al. 2009) interannually
varying atmospheric datasets for the 60-yr cycle for
1948–2007 (Large and Yeager 2009). In OCN, a weak
salinity restoring to the monthly-mean PHC2 dataset is
applied. This restoring uses a 4-yr time scale over 50 m,
and its global mean is subtracted every model time step.
Thus, the restoring flux does not contribute to the global
salt budget. For OCN, we use the 20-yr mean corre-
sponding to yr 1986–2005 (as in CCSM4) from the fourth
forcing cycle in our analysis.
3. Model solutions
a. Model drift and deep u and S
By the end of the 1300-yr CCSM4 1850 CONTROL
simulation, the global volume-mean potential temper-
ature hui is down to 3.138C in the ocean model, repre-
senting a cooling of 0.428C from the initial conditions.
This cooling largely reflects the TOA heat loss in the
coupled system. The oceanic heat loss rate remains
rather steady at 20.14 W m22 (520.10 W m22 when
scaled by the entire surface area of the earth, corre-
sponding to 2/3 of the TOAheat loss rate of20.15 W m22)
over the last 700 yr. This is only slightly lower than the
heat loss rate of 20.17 W m22 seen during the first
600 yr. Thus, the initial global hui in the 20C simulations
range from 3.268C for the first ensemble member start-
ing at yr 863 to 3.218C for the last member starting at
yr 1031 of the 1850 CONTROL.
In contrast, the oceanic heat loss rate is much larger
in the CCSM3 preindustrial control simulation, remain-
ing steady at about 20.65 W m22 after about yr 200.
Fortunately, compared to the CCSM4 strategy, the 20C
simulations in CCSM3 were started much earlier from
the preindustrial control. Therefore, the initial global hui
is 3.258C in the first 20C case starting at yr 360 and 3.018C
in the last member starting at yr 560 of the preindustrial
control. However, seven of the 20C ensemble members
were initialized before yr 460 at which time the global
hui was 3.128C. Thus, in both CCSM3 and CCSM4, the
20C simulations start with rather comparable global
hui despite their quite different spin-up procedures.
We show the time series of the vertical profiles of the
horizontal-mean u from 1850 CONTROL in compari-
son with the PHC2 dataset in Fig. 2. This represents a
comparison of our 1850 CONTROL simulation to present-
day observations. In addition to the global ocean evo-
lution, Pacific, Indian, and Atlantic Ocean time series
are included in the figure. Here, the southern boundaries
of the basins extend to 348S; the Atlantic basin excludes
all the peripheral marginal seas and the Arctic Ocean,
and the ITF region south of 38S and the region between
Australia and New Guinea are included in the Indian
basin.
The global time series show that the ocean continu-
ously loses heat at all depths, and it is colder than ob-
servations throughout the water column by the end of
the simulation (Fig. 2a). In particular, the largest cold
biases in excess of20.58 and20.68C occur between 250-
and 375-m depth and between 1600- and 2500-m depth,
respectively. All the other major ocean basins, taken
individually, also lose heat throughout the integration at
all depths. The largest cold bias is in excess of 21.58C,
occurring at about 1000-m depth in the Indian Ocean.
Some depth ranges, however, still remain warmer than
observations after 1300 yr, for example, between the
25- and 425-m-depth range in the Indian Ocean and
below about 500-m depth in the Atlantic Ocean.
The global volume-mean S diminishes from its ini-
tial value of 34.7219 to 34.7184 psu by the end of 1850
CONTROL. Most of this reduction occurs during
the first 850 yr—at an overall rate of 23.7 3 1024
psu century21—prior to the aquifer water correction in
the land model (Gent et al. 2011). After this correction,
the trend is reduced by an order of magnitude to24.63
1025 psu century21. This trend is about 25% smaller
than in the CCSM3 present-day control simulation
(Collins et al. 2006), but it is comparable to the trend
in the CCSM3 preindustrial control for yr 325–650
during which the 20C simulations started. Despite
the relatively small global-mean trend, S gets redis-
tributed within the ocean, showing different trends
with depth (Fig. 3). While the upper ocean freshens
by as much as 0.4 psu, the deep ocean below 1500-m
depth is saltier than PHC2 data by .0.1 psu. The cor-
responding time series for the Atlantic, Pacific, and
Indian Oceans (not shown) are broadly similar to
Fig. 3, with upper-ocean freshening and deep salinifi-
cation. However, bias magnitudes and demarcation
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depths differ among basins. For example, while the
Atlantic Ocean gets saltier below 500-m depth by
.0.25 psu, the Pacific and Indian basins get saltier
below 2000-m depth by .0.05 psu and .0.15 psu,
respectively, by yr 1300. The fresh bias exceeds 1 psu in
the upper-ocean Indian basin.
We show the zonal-mean u and S CCSM4 minus
PHC2 climatology difference distributions in Fig. 4. The
FIG. 2. Horizontal-mean potential temperature difference time series for 1850 CONTROL minus
PHC2 observations: (a) global, (b) Pacific, (c) Indian, and (d) Atlantic Oceans. The contour intervals are
0.18, 0.28, 0.258, and 0.258C in (a),(b),(c),(d), respectively. The shaded regions indicate negative differ-
ences. The time series are based on annual-mean fields smoothed using a 10-yr running mean.
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20C deep ocean biases reflect the biases that exist in
1850 CONTROL between yr 863 and 1031 as each en-
semble member was initialized from 1850 CONTROL
during this period. Because the 20C simulations are run
only for 156 yr, the deep ocean does not deviate no-
ticeably from its initial states. The figure shows that the
deep Pacific Ocean is broadly colder than the PHC2
climatology by .18C. The deep cold bias in the Indian
Ocean peaks at about 238C at 1000-m depth at the
northern edge of the basin. There is a corresponding fresh
bias of .0.6 psu (Fig. 4f). These biases are likely due to
the unresolved and unparameterized Persian Gulf and,
particularly, Red Sea overflows. The deepAtlanticOcean
remains generally warmer than observed by about 0.58C
in the mean. The local u and Smaxima between 208 and
308N at a depth of about 1000 m (Figs. 4g,h) are asso-
ciated with the warmer and saltier than observed Med-
iterranean outflow through the Strait of Gibraltar. The u
biases in the upper 500 m reach several 8C inmagnitude,
but they are not uniform across basins. For example, the
Indian Ocean is warmer than observed with a maximum
bias of.38C at its northern boundary, whereas there are
cold biases of .28C in the South Pacific as well as south
of 208N in the Atlantic basin below about 100 m depth.
Consistent with Fig. 3, the zonal-mean CCSM4 minus
PHC2 S differences reveal generally fresher waters in
the upper 2000 m and saltier waters below that, partic-
ularly in the Pacific and Indian Oceans. The fresh bias
reaches 1.2 psu near the surface in the Indian Ocean
owing to precipitation and runoff errors (for the former,
see Fig. 5 of Gent et al. 2011). The largest salty biases
occur in the deep Atlantic Ocean. The upper-ocean At-
lantic north of 158N remainsmostly saltier than the PHC2
climatology.
We provide a comparison of the deep u and S from
CCSM4 to those of CCSM3 and PHC2, considering the
u–S diagrams given in Fig. 5. In the figure, u and S are
presented for depths.1500 m for the Southern, Pacific,
Indian, Atlantic, and Labrador basins and the combined
Arctic Ocean and Greenland–Iceland–Norwegian (GIN)
Seas. Here, s2 density contours are also included. Here,
the northern boundary of the SouthernOcean is 348S; the
southern and eastern boundaries of the Labrador Sea are
508N and 468W, respectively; and the Arctic and GIN
domain includes all the ocean north of the Scotland–
Iceland–Greenland line.
A prominent feature of Fig. 5 is the presence of larger
than observed densities in the abyssal Southern, Pacific,
Indian, and Atlantic Oceans in both CCSM3 and CCSM4.
The bias is largest in the Pacific basin with 0.2 kg m23,
while it is .0.1 kg m23 in the other three basins. These
densest waters are associated with the Antarctic Bottom
Water (AABW), which forms in the Weddell and Ross
Seas as well as off the continental shelves near Antarc-
tica and then spreads northward into the abyssal plains
of the Pacific, Indian, and Atlantic Oceans. In CCSM4,
the denser-than-observed AABW is largely due to higher-
than-observedS, whereas inCCSM3 there are contributions
fromboth higher-than-observedS and lower-than-observed
u, producing even higher densities than in CCSM4. In
both CCSM3 and CCSM4, these high salinities are likely
due to excessive sea ice formation with stronger winds in
the coupled simulations.
In the Southern Ocean for u . 0.58C, the model sa-
linities span a much larger range than in PHC2. In ad-
dition, CCSM3 shows a slight shift toward colder and
fresher waters compared to those of CCSM4. In the Pa-
cific and Indian Oceans, both CCSM3 and CCSM4 have
similarly fresher and colder waters than PHC2 for S ,
34.7 psu with minor shifts to denser-than-observed water
masses. In both basins, the AABW largely preserves its
u and S properties, suggesting little mixing with the am-
bient waters. Particularly in the Pacific basin, while the
observational us remain.0.58C, the CCSM3 and CCSM4
FIG. 3. Horizontal-mean salinity difference time series for 1850 CONTROLminus PHC2 observations
for the global oceans. The contour interval is 0.05 psu. The shaded regions indicate negative differences.
The time series are based on annual-mean fields smoothed using a 10-yr running mean.
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us reach21.08 and20.258C, respectively. In contrast with
the Pacific and Indian basins, the Atlantic Ocean has
warmer and saltier waters than in PHC2 in both model
solutions with apparent shifts to higher density classes.
Particularly in CCSM4, the North Atlantic Deep Water
(NADW) is denser than in both PHC2 and CCSM3 due
to its larger S, for example, in CCSM4 S is higher than
in PHC2 by 0.2 psu. In the Labrador Sea, CCSM3 and
FIG. 4. Zonal-mean (left) potential temperature (8C) and (right) salinity (psu) CCSM4 minus PHC2
observations difference distributions. (top to bottom) The global, Pacific, Indian, and Atlantic Ocean
differences are shown.
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CCSM4 are closer to each other than to PHC2, with both
showing warmer and saltier waters but with similar den-
sities as in PHC2. However, the vertical stratification
in CCSM4 is in better agreement with PHC2 than in
CCSM3 likely because of the stratifying effect of the
overflow parameterization as discussed in Yeager and
Danabasoglu (2012). Finally, the Arctic 1 GIN water
masses are rather different in the models than in PHC2.
FIG. 5. Potential temperature–salinity diagrams for depths $ 1500 m for several ocean basins from
CCSM4, CCSM3, and PHC2 observations (OBS). The s2 density with a contour interval of 0.1 kg m
23 is
also shown.
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Specifically, CCSM3 is denser than in PHC2 because of
its larger-than-observed S and CCSM4 is lighter than in
PHC2 because of its warmer u despite its larger S. In
summary, these u–S diagrams indicate that CCSM4 sim-
ulations have significant biases in their deep u and S
properties as in CCSM3.
b. Upper-ocean u and S
The biases of SST and sea surface salinity (SSS) from
the present-day Hurrell et al. (2008) dataset and PHC2
climatology, respectively, are shown in Fig. 6 for CCSM4,
CCSM3, and OCN. An immediately apparent difference
in the SST bias distributions is the generally warmer
SSTs in CCSM4 than in CCSM3. Indeed, we calculate
the global-mean SST biases as10.338C and20.598C in
CCSM4 and CCSM3, respectively (see Table 1). The
corresponding root-mean-square (rms) differences are
1.158C for CCSM4 and 1.348C for CCSM3. These in-
tegral measures show clear improvements in CCSM4 in
comparisonwith CCSM3. These improvements are largely
due to the different spinup procedure used inCCSM4 than
in CCSM3—as detailed in Gent et al. (2011), the entire
ocean, including SSTs, got colder in CCSM3 because of
the significant heat loss in the preindustrial control sim-
ulation. Nevertheless, the large warm SST biases that
originate in upwelling regions along the west coasts of
North and SouthAmerica and SouthAfrica appear little
changed in CCSM4 from CCSM3. Indeed, likely owing
to the generally warmer SSTs in CCSM4, these warm
bias regions are much more extensive spatially, in-
truding farther into the open ocean basins. Resulting
from slight changes in the Gulf Stream and North At-
lantic Current paths, there is a modest reduction in the
magnitude of the negative North Atlantic SST bias and
an increase in the warm bias off the North American
coast in CCSM4. Similarly, the positive Nordic Sea bias
is reduced with CCSM4, but this comes at the expense of
a more extensive cold bias in the Nordic Sea. Comparing
the SST bias in CCSM4 with that in OCN (mean bias 5
0.068C and rms5 0.588C) reveals that, globally, roughly
half of the rms bias and almost all of the remainingmean
bias can be eliminated if the ocean model is forced with
the best estimates of the natural atmospheric state. How-
ever, chronic problem regions are still apparent in the
OCN SST field—upwelling regions and the Gulf Stream
and its extension into the subpolar North Atlantic. As
discussed in Large and Danabasoglu (2006), in addition
to creating new biases, errors in coupled surface heat
fluxes amplify the SST biases in these problem regions
already evident in ocean-only simulations.
As in CCSM3, SSS in CCSM4 exhibits an overall fresh
bias. The global mean SSS biases are very similar for
CCSM4 (20.36 psu) and CCSM3 (20.38 psu) as shown
in Table 1. The rms difference from observations in-
dicates a modest improvement in CCSM4 compared to
that of CCSM3 (0.88 psu versus 1.07 psu, respectively).
In CCSM4, there is a major reduction of regions with
large SSS biases of more than 61.5 psu, identified in
Large and Danabasoglu (2006) for CCSM3. Specifically,
the fresh biases in the central South Pacific, northwest-
ern Indian Ocean, and eastern South Atlantic and the
saline bias in the eastern Pacific just south of Panama
have been significantly reduced in CCSM4. These im-
provements are largely due to the reduced precipitation
in the former three regions and increased precipitation
in the latter in CCSM4 compared to CCSM3 (see Gent
et al. 2011). We note that there are contributions also
from changes in evaporation resulting from SST changes.
For example, the larger warm bias in the western Indian
Ocean in CCSM4 increases evaporation there. In the
North Pacific, excessive precipitation becomes even larger
inCCSM4, thus contributing to the change of the SSS bias
from saline to fresh there. As in SST, changes in the Gulf
Stream and North Atlantic Current paths reduce the
fresh bias in the central North Atlantic while increasing
the saline bias off the North American coast. The re-
sulting North Atlantic is in general saltier (and denser)
in CCSM4 than in CCSM3, which may partly contribute
to the strongerAMOC inCCSM4 (see below). The fresh
and saline biases near Congo and Amazon outflows, re-
spectively, reflect some persistent river discharge biases
in coupled CCSM simulations associated with excessive
Congo and weak Amazon runoffs. Precipitation and
Amazon runoff errors as well as the oceanic freshwater
loss to the land model to balance the water budget over
wetlands and lakes in the Eastern Caribbean are likely
contributors to the saline bias in this region in CCSM4.
In contrast with CCSM3, the Mediterranean in CCSM4
has now a saline bias of .3 psu. This bias is present
throughout the water column and it is established during
the 1850 CONTROL simulation, likely due to the lower-
than-observed precipitation over the Mediterranean ba-
sin. Such low precipitation bias also existed in CCSM3,
however, more realistic SSTs and the Nile discharge into
the basin in CCSM4 no longer compensate for this pre-
cipitation error.We note that the Nile discharge has been
reduced from 0.03 Sv (1 Sv [ 106 m3 s21) in CCSM3 to
0.01 Sv in CCSM4 but still remains larger than observed
(0.0013 Sv; Dai and Trenberth 2002).
In OCN, the global mean SSS bias and its rms differ-
ence are 0.07 and 0.41 psu, respectively. These smaller
biases along with the spatial locations of the SSS biases
in coupled simulations highlight the extent to which the
coupled biases are largely associated with errors in pre-
cipitation and runoff fluxes in both CCSM4 and CCSM3.
The OCN simulation has similar SSS biases as in CCSM4
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in the Gulf Stream, the North Atlantic Current regions,
and off the Arctic coast. In this uncoupled simulation, the
only coupling between SST and SSS arises through the
evaporative flux because precipitation is prescribed.Along
with a weak restoring of SSS to PHC2 climatology, this
partial decoupling of SST and SSS tends to reduce upper-
ocean salinity biases, but it also reduces the internal
consistency of the air–sea exchange in this configuration.
FIG. 6. (left) Sea surface temperature (8C) and (right) salinity (psu) model minus observations dif-
ference distributions. For temperature and salinity, the Hurrell et al. (2008) and PHC2 datasets are used,
respectively. The differences for (top) CCSM4, (middle) CCSM3, and (bottom) OCN are shown.
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We present the model minus PHC2 difference distri-
butions for u and S at about 300-m depth in Fig. 7, clearly
showing significant improvements in the Pacific basin
with CCSM4. Specifically, the large (both in magnitude
and spatial extent), density-compensating u and S biases
of CCSM3 located in the central North and South Pacific
Oceans have been mostly eliminated in CCSM4. We
believe that increased vertical resolution and changes in
model physics are responsible for these improvements.
Elsewhere, the u biases remain rather similar between
CCSM4 and CCSM3. The rms difference of 1.348C in
CCSM4 represents a significant improvement over the
CCSM3 value of 2.028C. In S, while the Atlantic biases
are similar between the two cases, the CCSM4 solutions
show more extensive fresh bias regions that also include
the North Indian andNorth Pacific basins. Consequently,
the S rms differences remain similar in CCSM4 (0.54 psu)
and in CCSM3 (0.48 psu). Although the cold SST bias in
the North Atlantic has been reduced in CCSM4, the as-
sociated cold biases at 300-m depth are very similar in
CCSM4 and CCSM3 and remain large (.78C). We note
that similar u biases exist in OCN as in coupled cases in
the high-latitude North Atlantic. The OCN rms differ-
ence of 1.258C is only slightly better than in CCSM4, but
the S rms difference of 0.20 psu in OCN is much smaller
than in either coupled case.
Finally, a summary of the upper-ocean u and S
biases—both mean and rms—is given in Table 1. They
represent volume averages for approximately the upper
1000-m depth. In the mean, both coupled simulations
have slight cold and fresh biases, with a smaller cold bias
in CCSM4 and a smaller fresh bias in CCSM3. In u, the
rms difference of 1.278C in CCSM4 represents a modest
improvement over the CCSM3 value of 1.668C. The cor-
responding value in OCN is 1.118C. Despite seemingly
small mean biases in S, the rms errors remain similarly
large in both coupled cases (0.52 and 0.45 psu in CCSM4
and CCSM3, respectively) compared to that of OCN
(0.20 psu).
c. Parameterized overflow properties
We show the CCSM4 time series of the annual-mean
parameterized volume transportM and the depth of the
product water, along with those of u and S, in Fig. 8 for
the DS and FBC overflows and in Fig. 9 for the WS and
RS overflows. In the overflow parameterization, all the
exchanges depend on the prognostic u and S fields that
themselves depend on atmospheric forcing and ocean
model physics. For example, the source and entrained
water densities and, therefore, the product water density
and its injection depth all depend on the evolving am-
bient water state. In the following discussion, we use
1986–2005 time average values to describe model over-
flow properties, and subscripts s and p are employed to
denote source and product water properties, respectively.
We note that because these u and S values are also
averages over large volumes, we do not expect them to
closely match mostly local and sparse—particularly in
the Southern Ocean—observational estimates.
At DS, both the source and entrained volume trans-
ports, hence the product water volume transport, in-
crease slightly toward the end of the 20C. Here, Ms 5
2.83 Sv is within the observational range of 2.6–4 Sv
(Legg et al. 2009; Dickson and Brown 1994; Dye et al.
2007; Macrander et al. 2005, 2007; Girton and Sanford
2003). However, owing to low entrainment,Mp5 3.52 Sv
is below the observational estimates of 3.9 Sv (Girton and
Sanford 2003) and 5.2 Sv (Legg et al. 2009; Dickson and
Brown 1994). In general, the DS source, entrainment,
and product water u and S get warmer and saltier, re-
spectively, toward the end of the 20C, with compensat-
ing effects on density. The model us5 1.728C, Ss5 35.09
psu, up 5 2.598C, and Sp 5 35.14 psu are warmer and
saltier than the observational estimates of us 5 20.4–
0.78C, Ss 5 34.81 psu, up 5 2.18C, and Sp 5 34.84 psu
(Legg et al. 2009; Macrander et al. 2005, 2007). The
product water is injected at a depth of 1969 m consistent
with an observational estimate of 1600 m (Legg et al.
2009). We note that the product water injection depths
remain constant at all parameterized overflow sites
throughout the 20C with very little ensemble spread.
In comparison with DS, the trends in the FBC prop-
erties remain rather modest. The FBC Ms 5 1.82 Sv is
within the observational range of 1.5–3.5 Sv (Legg et al.
2009; Dye et al. 2007; Mauritzen et al. 2005). As in DS,
the entrainment transport is low, resulting inMp5 2.09 Sv,
which is below the observational range of 2.5–4.2 Sv
(Legg et al. 2009; Mauritzen et al. 2005). While us 5
2.398C and Ss 5 35.15 psu are much warmer and saltier
TABLE 1. Model minus observations mean and rms differences
(biases) for SST, SSS, and global volume-mean u and S in the upper
ocean. The latter two are denoted as hui1000 and hSi1000, re-
spectively, and represent the 0–1041-m-depth range in CCSM4 and
OCN and the 0–1022-m-depth range in CCSM3. The observations
for SSS, u, and S are the PHC2 dataset, while SST biases are based
on the Hurrell et al. (2008) data. Temperature and salinity are in 8C
and psu, respectively.
CCSM4 CCSM3 OCN
SST mean bias 0.33 20.59 0.06
SST rms bias 1.15 1.34 0.58
SSS mean bias 20.36 20.38 0.07
SSS rms bias 0.88 1.07 0.41
hui1000 mean bias 20.09 20.23 0.34
hui1000 rms bias 1.27 1.66 1.11
hSi1000 mean bias 20.21 20.05 0.01
hSi1000 rms bias 0.52 0.45 0.20
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than the observational estimates (us5 08C, Ss5 34.92 psu;
Legg et al. 2009), the product water up 5 3.098C and Sp 5
35.20 psu are in better agreement with the broad obser-
vational ranges of 08–68C and 34.9–35.15 psu (Mauritzen
et al. 2005). The FBCproduct water is injected at a depth
of 2187 m, shallower than the observational estimate of
3000 m (Legg et al. 2009). The combined DS and FBC
product water volume transport reaches 5.61 Sv.
In contrast with the DS and FBC overflows in which
dense waters form behind a topographic barrier, theWS
FIG. 7. (left) Potential temperature (8C) and (right) salinity (psu) model minus PHC2 climatology
(OBS) difference distributions at a depth of 305 m for CCSM4 and OCN and 318 m for CCSM3. The
differences for (a),(b) CCSM4, (c),(d) CCSM3, and (e),(f) OCN are shown.
1 MARCH 2012 DANABASOGLU ET AL . 1373
andRS overflows represent the overflow of dense waters
formed over continental shelves. Because of the lack of a
well-defined channel or strait, some choices in the pa-
rameterization, for example, placement of the source
region and sills, remain necessarily arbitrary for these
overflows (see Briegleb et al. 2010). Furthermore, as-
sessing the fidelity of the overflow parameterization is
challenging because of the rather poor temporal and
spatial coverage of any observational data in these re-
gions. Figure 9 shows that the parameterized overflow
transports are rather anemic in comparison with theNorth
Atlantic overflows, particularly in theWS. Throughout the
simulations, there is little to no entrainment, and by the
end of the 20C, there is virtually no product water trans-
port, that is, Mp 5 0.008 Sv. Although rather poor, the
observational estimates are Ms 5 1 Sv and Mp 5 5 Sv
FIG. 8. Time series of the annual-mean (left) DS and (right) FBC overflow properties from CCSM4
simulations: (a),(b) volume transports, (c),(d) potential temperatures, (e),(f) salinities, and (g),(h)
product water depth. The source (SRC), entrainment (ENT), and product (PRD) properties are shown.
The lines represent the CCSM4 ensemble means and shading indicates the ensemble spread.
1374 JOURNAL OF CL IMATE VOLUME 25
(Legg et al. 2009; Foldvick et al. 2004). In theWS source
region, we calculate us 5 21.698C and Ss 5 34.53 psu,
and speculate that these warmer and fresher than ob-
served values (us 5 21.98C and Ss 5 34.67 psu; Legg
et al. 2009) along with the density of the ambient waters
in the ocean interior and in the entrainment region con-
tribute to the weaker WS transports.
At the RS overflow, Ms 5 0.79 Sv and Mp 5 1.15 Sv
compare much more favorably with the observational
estimates of Ms 5 0.6 Sv and Mp 5 2 Sv (Legg et al.
2009; Gordon et al. 2004). Again, there is a low bias in
Mp with observations due to low entrainment in the
model despite larger model Ms. We calculate us 5
21.738C, Ss 5 34.80 psu and up 5 21.158C, Sp 5 34.79
psu, all comparing well with their observational coun-
terparts of us 5 21.98C, Ss 5 34.8 psu and up 5 21.08C,
Sp 5 34.72 psu. Among all the parameterized overflows,
the RS product water injection depth is the only one
with some noticeable variability both in time and among
the ensemble members with a mean depth of 1400 m.
This is shallower than the observational estimate of
.3000 m (Legg et al. 2009).
FIG. 9. As in Fig. 8, but for the Weddell and Ross Sea overflows.
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d. Meridional overturning circulation and
heat transports
We present the time-mean global and Atlantic me-
ridional overturning circulation distributions in Fig. 10.
For CCSM4 and OCN, these are for the total flow, that
is, the Eulerian-mean and parameterized mesoscale and
submesoscale eddy contributions are all included. The
CCSM3 distributions are for the Eulerian-mean ve-
locity only because the mesoscale eddy contribution was
not explicitly calculated, and the submesoscale param-
eterization was not used in CCSM3. The seemingly
largest discrepancy betweenCCSM4 andCCSM3 occurs
in the strength of the cell at the latitudes of theAntarctic
Circumpolar Current (ACC). This is simply due to the
fact that this cell represents the residual circulation, that
is, the sum of theDeaconCell and the parameterized eddy
contributions, in CCSM4 in contrast to just the Deacon
Cell in CCSM3. Indeed, a comparison of the Deacon
Cells from CCSM4 and CCSM3 with maximum trans-
ports of .40 and .48 Sv, respectively, reveals much
smaller differences between the two cases (not shown).
The second largest difference between CCSM4 and
CCSM3 is the weaker AABW (counterclockwise circu-
lation below about 3000-m depth, as displayed in Fig. 10)
transport in CCSM4 (about 8 Sv global) than in CCSM3
(.16 Sv global). This weaker CCSM4 transport appears
to be at the low end of the production rate–based ob-
servational estimates of 8.1 62.6 Sv (Orsi et al. 2002)
and 8–12 Sv and 5–15 Sv (Orsi et al. 1999 and references
therein). Similarly, the AABW maximum transport in
the Atlantic Ocean is smaller in CCSM4 (2.9 Sv) than in
CCSM3 (6.1 Sv). The cell associated with the NADW
(clockwise circulation in theAtlantic Basin, as displayed
in Fig. 10) is similar in both, but its maximum transport is
larger in CCSM4 than in CCSM3 (24 versus 21 Sv, re-
spectively). Because of the OFP, the NADWpenetration
depth—as measured by the depth of the zero streamline
separating the NADW and AABW cells—is deeper in
CCSM4 than in CCSM3 north of 308N. South of this
latitude, the NADW is deeper by only a few hundred
meters in CCSM4 than in CCSM3 (see below). In gen-
eral, the circulation patterns and maximum transport
magnitudes are very similar between CCSM4 and OCN,
including the NADW and AABW. The NADW pene-
tration depth is 300–400 mdeeper inOCN than inCCSM4
south of 308N.
A quantitative comparison of the model AMOC
profiles with the profile based on the Rapid Climate
Change (RAPID) mooring array data (Cunningham
et al. 2007) at 26.58N is provided in Fig. 11. Again, the
CCSM3 profile is for the Eulerian-mean component
only, but the eddy contributions are very small at this
latitude. These profiles represent the total integrated
transport between the surface and a given depth, with
negative and positive slopes showing northward and
southward flows, respectively. As indicated above, the
penetration depth of the NADW remains rather shallow
with a mean depth of about 3250 m in CCSM4 despite
the overflow parameterization. A major reason for this
is that the DS and FBC overflow product waters cannot
penetrate much deeper south of 308N because of the
denser waters in the North Atlantic, resulting primarily
from a salty bias in excess of 0.2 psu at depth as shown in
Fig. 4h. Consequently, in comparison with CCSM3, the
CCSM4 simulations do not show any improvements in
the NADW penetration depth at this latitude. This lack
of improvement in the CCSM4 20C simulations is in
contrast with two sets of CCSM4 present-day simulations
discussed in Danabasoglu et al. (2010) and Yeager and
Danabasoglu (2012), which show deeper NADW pene-
tration depths with theOFP. In both CCSM3 andCCSM4,
the AABW is shallower than in the RAPID data with
weaker transports inCCSM4 than inCCSM3. InOCN, the
flow is rather weak between 3500 m and the ocean bottom
with a zero-crossing depth of 4500 m consistent with the
RAPID profile. However, in contrast with observations,
the AABW is largely missing in OCN at 26.58N as in the
simulations of Danabasoglu et al. (2010). The maximum
northward transports across 26.58N are 18.0, 18.4, and
18.7 Sv in CCSM4, OCN, and CCSM3, respectively, oc-
curring at about 1000-m depth. All these model transports
compare very favorably with the corresponding RAPID
mean transport estimate of 18.7 Sv, and they are certainly
within the interannual range of the RAPID estimates.
Figure 12 presents the global and Atlantic Ocean
northward heat transports (NHT) fromCCSM4,CCSM3,
and OCN in comparison with the implied transport esti-
mates fromLarge andYeager (2009) calculated using the
CORE interannual fluxes for the 1984–2006 period and
with an Atlantic Ocean estimate based on the RAPID
data from Johns et al. (2011). The figure shows that the
ensemble spread in NHT in CCSM4 simulations is rather
small. While the maximum global NHT of 1.82 PW in
CCSM4 is within the implied estimate range, it is smaller
than the CCSM3 maximum NHT of 2.01 PW; the max-
imum transport in OCN (1.62 PW) remains below the
estimate range. In comparison with Large and Yeager
(2009), all cases transport less heat northward between
08 and 108N and more heat southward between 208S and
08. In all cases, the peak southward transports are dis-
placed by about 108 northward to 158S, indicating that
the net surface heat loss in model simulations occurs in
lower latitudes than the estimates suggest. South of 208S,
the model southward transports remain larger than the
implied estimates with slightly better agreement with
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FIG. 10. Zonally-integratedmeridional overturning circulations for the (left) global and (right)Atlantic Oceans
from (top to bottom) CCSM4, CCSM3, and OCN. The CCSM4 and OCN transports include the Eulerian-mean
and parameterized mesoscale and submesoscale contributions. The CCSM3 transports are for the Eulerian-mean
component only. The positive and negative (shaded regions) contours denote clockwise and counterclockwise
circulations, respectively. The contour interval is 4 Sv.
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them in CCSM3. Most of the global NHT occurs in the
Atlantic basin. In general, the model NHTs are within
the Large and Yeager (2009) range with maximum trans-
ports of 1.06, 1.14, and 1.15 PW in OCN, CCSM3, and
CCSM4, respectively. We note that in all cases the NHT
remains outside of the RAPID estimate range at 26.58N.
e. Barotropic transports
We show the barotropic (vertically integrated) stream-
function distributions from CCSM4 in comparison with
CCSM3 andOCN in Fig. 13. Here, we primarily highlight
some of the main differences between CCSM3 and
CCSM4 and for further details refer to Large and
Danabasoglu (2006) in which CCSM3 present-day con-
trol transports are discussed and compared to available
observational estimates. We note that the CCSM3 baro-
tropic transport magnitudes and their distributions given
in Fig. 13b are very similar to those of the present-day
CCSM3 shown in that study. In general, Fig. 13 shows
that, while the coupled model transports are larger than
in OCN, the CCSM4 transports are somewhat weaker
than in CCSM3. In comparison with CCSM3, the most
prominent improvement in CCSM4 occurs in the ACC
transport through Drake Passage (DPT). Specifically,
DPT has been reduced from 204 Sv in CCSM3 to 172 Sv
in CCSM4 (Table 2). The inferred source of the re-
maining bias with the observational estimate of 13768 Sv
(Cunningham et al. 2003) is still the coupled surface forc-
ing, rather than the ocean model physics because DPT 5
142 Sv in OCN is within the observed range. The zonal-
mean zonal wind stress tx from CCSM3 and CCSM4 is
presented in Fig. 14 in comparison to tx from the CORE
atmospheric datasets used in OCN. In comparison with
CCSM3, the peak txmagnitude is about 10% smaller and
its location is shifted southward in CCSM4. However, the
CCSM4 tx maximum is still much larger than in obser-
vations (by.30%). Therefore, we believe that the.30-Sv
FIG. 11. Atlantic meridional overturning circulation profiles at
26.58N from CCSM4, CCSM3, and OCN in comparison with the
4-yr mean RAPID data (April 2004–April 2008). Profiles repre-
sent yr 1986–2005 and yr 2004–07 means for CCSM4 and OCN,
respectively, and they are for the total flow. The CCSM3 profile is
for the Eulerian-mean component only and represents time-mean
for yr 1980–99 for the ensemble mean of eight CCSM3 simulations.
The shading indicates the interannual variability range in the annual-
meanRAPID data over the four years. The thin solid lines around
the CCSM4 line show the minimum and maximum ranges of the
ensemble spread.
FIG. 12. (a) Global and (b) Atlantic Ocean northward heat
transports. The global transports are the total transports, including
the parameterized mesoscale, submesoscale (only in CCSM4 sim-
ulations), and diffusive contributions. The Atlantic Ocean trans-
ports for CCSM4 and OCN exclude the diffusive component while
the corresponding CCSM3 transport is for the Eulerian-mean
component only. The dotted line denoted by LY represents im-
plied time-mean transport calculated by Large and Yeager (2009)
with shading showing the implied transport range in individual
years. The thin solid lines around the CCSM4 line show the mini-
mum and maximum ranges of the ensemble spread. The triangle
with the error bar is an estimate based on the RAPID data from
Johns et al. (2011).
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reduction inDPT inCCSM4 compared to that ofCCSM3 is
mainly due to the reducedhorizontal viscosities as discussed
in Jochum et al. (2008), however, detailed mechanisms for
this counterintuitive behavior are not fully understood.
In the North Atlantic, the subpolar gyre maximum
transports are very similar in both CCSM3 and CCSM4.
However, as evidenced by the warmer SSTs (Fig. 6) and
reduced sea ice extent in the Labrador Sea region—
particularly the latter represents better agreement
with observations (Holland et al. 2012)—changes due
to the reduced horizontal viscosities produce a warmer
and stronger boundary current entering the Labrador Sea
FIG. 13. Barotropic streamfunction from (a) CCSM4, (b) CCSM3, and (c) OCN. The contour
intervals are 10 and 20 Sv for transports smaller and greater than 60 Sv, respectively. The thick
and thin (shaded regions) lines denote clockwise and counterclockwise circulations, re-
spectively.
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as detailed in Jochum et al. (2008). The Gulf Stream
maximum transport is further reduced by .10 Sv in
CCSM4 than in CCSM3, and there is a slight northward
displacement of the Gulf Stream separation location and
its immediate subsequent path because of the overflow
parameterization as discussed in Danabasoglu et al.
(2010)—see also Yeager and Jochum (2009) for other
factors affecting the Gulf Stream path. Consequently, the
warm SST bias just off the North American coast is
warmer in CCSM4 than in CCSM3, and the cold bias in
the midlatitude North Atlantic has been reduced (Fig. 6).
As shown in Table 2, both the ITF and Mozambique
Channel (MCT) transports are lower in CCSM4 (12 and
15 Sv, respectively) than in CCSM3 (16 and 22 Sv, re-
spectively). The observational ranges are 11.6–15.7 Sv for
ITF (Gordon et al. 2010) and 5–26 Sv forMCT (DiMarco
et al. 2002). Thus, both CCSM4 and CCSM3 ITF and
MCT are in agreement with the broad observational
ranges. In OCN, while MCT 5 15 Sv is within the ob-
servational estimate, ITF5 11 Sv is a little lower than in
observed. We calculate the transports between Florida
and Cuba (FCT) as 28, 27, and 27 Sv in CCSM4, CCSM3,
and OCN, respectively, which are only slightly higher
than the observational estimate of 25 61 Sv from
Hamilton et al. (2005). Finally, the Bering Strait trans-
ports (BSTs) of 0.96, 0.96, and 0.67 Sv from CCSM4,
CCSM3, and OCN, respectively, are all within the ob-
served range of 0.83 60.5 from Roach et al. (1995). We
note that the more-than-double South Atlantic sub-
tropical gyre transport bias compared to observations
identified in Large and Danabasoglu (2006) for CCSM3
remains in CCSM4. In general, the lower horizontal
viscosities in CCSM4 produce somewhat tighter western
boundary currents, but they remain necessarily sluggish
because of the coarse model resolution.
f. Equatorial Pacific
Zonal currents in the Pacific Ocean along the equator
and at 1108W from model solutions are compared to the
observational distributions from Johnson et al. (2002) in
Fig. 15. At 1108W, there are significant improvements in
the equatorial current structure with CCSM4, providing
a much better comparison with observations than in
CCSM3. Specifically, theEquatorialUndercurrent (EUC)
is narrower in its north–south extent and penetrates
deeper; the below-surface structure of the South Equa-
torial Current (SEC) is better defined with narrow bands
of westward flow on both sides of the EUC; and there is
FIG. 14. Zonal-mean zonal wind stress from CCSM4, CCSM3, and OCN. OCN represents the observed
wind stress forcing used in the CORE atmospheric datasets.
TABLE 2. Comparison of model barotropic transports with the
observational estimates given in section 3e. The transports are for
FCT, theAntarcticCircumpolarCurrent transport through theDrake
Passage (DPT), the ITF, BST, and the MCT. They are in Sv.
CCSM4 CCSM3 OCN Observed
FCT 28 27 27 25 61
DPT 172 204 142 137 68
ITF 12 16 11 11.6–15.7
BST 0.96 0.96 0.67 0.83 60.5
MCT 15 22 15 5–26
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a stronger and better defined North Equatorial Counter
Current (NECC) at about 58N. All these improvements
are present also in OCN. The first two of the improve-
ments are due to up to two orders of magnitude reductions
in the horizontal viscosities in CCSM4 compared to those
of CCSM3 (see Jochum et al. 2008). The strengthening of
theNECC is due to the improved trade winds (Neale et al.
2008), resulting in an improved wind stress curl that forces
this current (Sverdrup 1947). Both observations and OCN
show an asymmetric SEC, with stronger westward flow
north of the equator. This asymmetry is only weakly
present in both CCSM4 and CCSM3, likely due to the
more symmetric-than-observed wind and precipitation
forcing problems in these coupled simulations.
Along the equator, the core depth (defined as the
depth of the maximum eastward zonal velocity) and
strength of the EUC are well represented in all model
solutions. West of 2008E, the modeled core depths are
shallower than in observations, but CCSM4 and OCN
are in better agreement with observations. For example,
at 1808, we find 165, 165, 150, and 175 m as the core depths
in CCSM4, OCN, CCSM3, and observations, respectively.
In contrast, east of 2008E, the modeled core depths are
generally deeper than in observations with similar depths
in CCSM4 and CCSM3. For example, at 1108W, the core
depths are 85, 85, and 83 m inCCSM4,OCN, andCCSM3,
respectively, compared to 75 m in observations. So, the
tilt of the EUC core is slightly flatter in model solutions
FIG. 15. Zonal velocity in the Pacific Ocean along (left) the equator and at (right) 1108W. (a),(b) The observations
are from Johnson et al. (2002). The regular contour interval is 10 cm s21, but65 cm s21 contour lines are also drawn.
The westward flow regions (thin lines) are shaded. (c),(e),(g) The depth of the maximum eastward velocity from
observations is shown by the dotted trace.
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than observed. The maximum EUC speeds are 122, 107,
and 110 cm s21 in CCSM4, CCSM3, and OCN, re-
spectively. The corresponding observational value is
110 cm s21. Thus, the maximum speed is about 10%
larger in CCSM4 than in both observations and other
model cases. Jochum et al. (2008) show a.10% increase
in the maximum EUC speed with reduced horizontal
viscosities. With the same horizontal viscosity prescription
as in CCSM4, but forced with observed wind stress
(Fig. 16),OCN shows amaximumEUC speed identical to
that of observations. Therefore, we believe that this bias
in CCSM4 is directly related to the local wind stress
biases as the local zonal wind stress is the other major
factor that determines the EUC speed (McCreary 1981).
While the maximum westward wind stress in CCSM4 is
almost identical to the observed stress, that is, that of
OCN, the location of the maximum is shifted east from
2008E in OCN to 2208E. A similar shift also occurs in
CCSM3. However, in contrast with CCSM3, the west-
ward wind stress is generally stronger in CCSM4 than in
both CCSM3 and OCN east of about 2108E. To the west
of the date line, the westward wind stress is weaker in
CCSM4 than in CCSM3, producing accordingly weaker
surface westward flow. Finally, we note that in both
CCSM4 and OCN, the EUC weakens abruptly at about
2708E due to the presence of theGalapagos Islands in the
new model configuration (Fig. 15).
Figure 17 presents the model u profiles at the equator
at 1808 and 1108W in comparison with the observational
data from the Tropical AtmosphereOcean (TAO) array
(e.g., McPhaden et al. 1998). At both locations near the
surface, CCSM4 and OCN show good agreement with
the TAO data and the elimination of the cold bias that
was present in CCSM3. This improvement is likely due
to the lower horizontal viscosities that allow for more
vigorous tropical instability waves (Jochum et al. 2008)
whose meridional heat transports remove the cold bias
of the equatorial cold tongue (Hansen and Paul 1984;
Jochum et al. 2005). As particularly evident at 1108W,
the CCSM4 thermocline remains nearly as sharp as in
observations, in contrast with a more diffuse thermo-
cline in CCSM3. Threemain changes to the oceanmodel
primarily accounted for this improvement and all three
contributed about equally to the sharpening of the ther-
mocline and the lifting of the EUC core in the west:
stratification dependent isopycnal and thickness diffu-
sivities, increase of vertical resolution, and reduction of
background diapycnal diffusivity. A persistent coupled
model bias is the subthermocline waters that are .18C
colder than in observations in both CCSM4 andCCSM3.
We believe that this bias can be partly attributed to the
atmospheric forcing errors. The subthermocline waters
are mostly supplied from the Subantarctic South Pacific
(e.g., Toggweiler et al. 1991) whose surface properties
have a cold and fresh bias (Fig. 6) because of the overly
strong Southern Hemisphere storm track. These surface
properties are subducted and advected adiabatically to
the equator where they likely lead to the biases seen in
Fig. 17. Finally, we note that the Levitus et al. (1998) da-
taset is misleading along the equator. The semigeostrophic
nature of the EUC means that the isotherms are pulled
FIG. 16. Zonal wind stress along the equatorial Pacific from
CCSM4, CCSM3, OCN. The OCN represents the observed wind
stress forcing used in the CORE atmospheric datasets.
FIG. 17. Potential temperature on the equator at (a) 1808 and (b)
1108W from CCSM4, CCSM3, and OCN. The diamonds indicate
the observations based on the mean TAO mooring data. The
dotted line labeled as LEV shows the potential temperature based
on Levitus et al. (1998).
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up above the EUC core and pushed down below it.
Meridional smoothing of hydrographic sections across
the equator will then lead to warming above the core,
and cooling below it, thereby producing an overly sharp
thermocline particularly evident at 1108W(Fig. 17, dotted
line).
g. Mixed layer depth
We first highlight changes in the Labrador Sea deep
water formation sites with CCSM4, considering the
winter-mean mixed layer depth (MLD) distributions
given in Fig. 18. Using monthly-mean potential density
(referenced to surface), MLD is calculated as the depth
at which potential density changes by 0.125 kg m23
from its surface value. The local MLD maximum is lo-
cated slightly southeast of Cape Fairwell in CCSM3. In
contrast, the local MLD maximum occurs in the central
Labrador Sea in CCSM4, providing a much improved
comparison with observational estimates of deep con-
vection locations (Lavender et al. 2002). This improve-
ment appears to be mostly due to the OFP in coupled
simulations (see also Yeager and Danabasoglu 2012).
The ocean-only cases forced with observed atmospheric
datasets produce MLD distributions very similar to that
of CCSM4 regardless of whether the Nordic Sea over-
flows are parameterized or not. Thus, the OFP likely
compensates for other coupled model errors, i.e., those
of surface forcing. We note that the deepest MLDs with
.3200 m in CCSM4 and .2800 m in CCSM3 occur in
the GIN Seas along the ice edge. The changes in their lo-
cations reflect the changes in ice extents between CCSM3
and CCSM4.
A global view ofmodel winter-meanMLDdistributions
is provided in Fig. 19 in comparison with the estimates
based on the PHC2 data. The model minus observations
difference distributions are similar in their gross features
for all cases, with their largest departures from the PHC2-
based estimate occurring in regions of relatively poor
observational data, i.e., the SouthernOcean and northern
North Atlantic. In details, CCSM4 and OCNMLDs look
more alike than in CCSM3. We calculate the rms dif-
ferences from observations as 173, 183, and 252 m for
CCSM4, OCN, and CCSM3, respectively. These indi-
cate that while there are still significant differences from
observations, MLDs in CCSM4 and OCN represent im-
provements over the CCSM3 MLDs. In particular, these
improvements include shallower MLDs off Antarctica
and reduced magnitudes of the dipole bias structure in
the midlatitude Western Pacific in CCSM4 and OCN.
Unfortunately, the shallow biases along the ACC path
in CCSM3 get even shallower in the new CCSM4 and
OCN simulations. In all cases, there are equally large
and sometimes opposite biases of either sign in the high-
latitude North Atlantic and GIN Seas.
h. Chlorofluorocarbon distributions
Chlorofluorocarbons (CFCs) have been entering the
atmosphere since the 1930s, with concentrations level-
ing in the mid-1990s, following the Montreal Protocol.
CFCs enter the ocean via air–sea gas exchange at the
surface. They have a strong temperature-dependent sol-
ubility such that cold high-latitude waters take up far
more CFC than warmer low-latitude waters. CFCs have
been widely measured in the global ocean, mainly dur-
ing the World Ocean Circulation Experiment (WOCE)
program of the 1990s and more recently the CLIVAR
cruises of the early twenty-first century. Here, we use an
objectively mapped global CFC-11 climatology for 1994
from Global Ocean Data Analysis Project (GLODAP;
Key et al. 2004) to assess model skill at reproducing global
and column integrals of CFC-11 along with a select
WOCE section to investigate regions of large model
bias. For bias attribution purposes, we also considerCFC-
11 partial pressure (pCFC-11) distributions, as pCFC-11
largely removes the effects of temperature biases in the
FIG. 18. Winter-mean (January, February, and March) mixed
layer depth in the northern North Atlantic from (a) CCSM4 and
(b) CCSM3. The contour interval is 400 m.
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models, thus exposing impacts of circulation and venti-
lation changes.
Figure 20 presents the CFC-11 column inventories
fromCCSM4, CCSM3, andOCN in comparisonwith the
GLODAP data, showing that the model simulations
successfully reproduce the large scale features of the ob-
served inventory. All simulations have their largest biases
in the northern North Atlantic with CFC-11 inventories
as high as 15 mol km22, thus representing positive bia-
ses of .3 mol km22. As revealed by the model minus
observations difference distributions, CCSM4 shows
significant reductions of the excessive CFC-11 uptake in
the CCSM3 solutions in the Southern Ocean and South
Pacific. The corresponding pCFC-11 distributions (not
shown) indicate that this CCSM4 improvement in the
Southern Ocean is due to both reduced ventilation—as
also suggested by the shallower mixed layer depths (Fig.
19)—and generally smaller negative SST biases inCCSM4.
While the former likely results from reductions in the wind
stress strength and represents a model degradation, the
latter represents a model improvement, producing di-
minished CFC-11 solubility. The negative bias region off
Antarctica in theAtlantic Sector still persists in CCSM4.
Elsewhere, in comparison with CCSM3, while there are
someminor improvements in CCSM4 in the midlatitude
North Pacific, the south Indian Ocean CFC-11 in-
ventories are slightly worse in CCSM4. The Atlantic
Ocean inventories are remarkably similar in both CCSM3
andCCSM4. Excluding theArctic Ocean, GIN seas, and
marginal seas, we calculate the global CFC-11 inven-
tories as 4.6 3 108, 4.9 3 108, and 5.5 3 108 moles for
1994 for OCN, CCSM4, and CCSM3, respectively. The
corresponding observational estimate is 5.4 60.8 3 108
moles. Although there is a 10% reduction in the global
CFC-11 inventory in CCSM4 compared to CCSM3, the
CCSM4 inventory remains within the range of obser-
vational estimates. The OCN inventory is barely within
the GLODAP range, and both the column and global
FIG. 19. Winter-meanmixed layer depth (m) from (a) observational estimate based on PHC2 data and
model minus observations (OBS) differences for (b) CCSM4 – OBS, (c) OCN – OBS, and (d) CCSM3 –
OBS. Thewintermeans represent January, February,March and July,August, September averages in the
Northern and Southern Hemispheres, respectively. The difference plots share the same color bar.
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inventories are very similar to those of the ocean-only
simulations with CCSM3 discussed inDanabasoglu et al.
(2009).
To investigate the large positive CFC-11 biases in the
model simulations in the high-latitude North Atlantic,
we compare model solutions to observational data along
the WOCEA24N section for 1997 in Fig. 21. The A24N
is a diagonal section roughly between Scotland and
Greenland just south of Iceland, and thus directly down-
stream of the DS and FBC overflow regions. The ob-
servations showCFC-11 concentrations of,3 pmol kg21
below about 1000-m depth between 3308 and 3508E. The
lowest CFC-11 concentrations are found in the deepest
regions of the Rockall Channel (near 3508E, southwest
of theWyville–ThomsonRidge) and of the IcelandBasin.
Elevated levels of CFC-11 concentrations between 1000-
and 2000-m depth near the western boundary of the
section are due to the Labrador Seawater (LSW) flow
into the Irminger Sea (see also Rhein et al. 2002). The
CFC-11 maximum at the bottom between 3258 and 3308E
is the signature of the DS overflow water. We note that
the observations suggest the FBC overflow water carries
low levels of CFC-11 concentrations. The modeled con-
centrations are generally.3 pmol kg21 west of 3458E for
depths .1000 m. The intrusion of the low concentration
tongue into the western half of the section seen in the
FIG. 20. CFC-11 column inventory (moles km22) from (a) GLODAP, (b) CCSM4, (c) CCSM3, and
(d) OCN. The inventory differences for (e) CCSM4 – GLODAP and (f) CCSM3 – GLODAP are shown.
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WOCE data is captured well in OCN and to a lesser
degree in CCSM3. The low CFC-11 concentrations in
the Rockall Channel are present in all, but the agree-
ment with the observations is better in CCSM3. In all
model solutions, there is a maximum adjacent to to-
pography at about 3408E in the Iceland Basin. This is
due to the flow into this basin bringing high CFC-11
concentrations primarily from the northwestern North
Atlantic. Slightly elevated CFC-11 levels at depth in the
basin in CCSM4 represents the higher-than-observed
levels of CFC-11 present in the FBC overflow water. In
CCSM4 and OCN, high CFC-11 concentrations (.4.5
pmol kg21) clearly evident at depth in the Irminger
Basin are due to the DS overflow waters, which are
entirely absent in CCSM3. Above the DS overflow wa-
ters near the western boundary, both CCSM4 and OCN
show LSW flow into the Irminger Basin, but it occurs at
deeper levels in OCN than in CCSM4 and its CFC-11
signature is mixed with that of the DS overflow. The
CFC-11 maximum between 1000- and 2000-m depth in
CCSM3 results primarily from high CFC-11 concentra-
tions carried by the rather wide East Greenland Current.
Secondary contributions come from the flow bringing
CFC-11 from the convection region slightly southeast of
Cape Farewell (see Fig. 18b). The cold SST bias present
in the DS source region in both CCSM4 and OCN is
colder than in CCSM3 (see Fig. 6), resulting in increased
CFC-11 solubility in the former cases. Indeed, a com-
parison of the surface CFC-11 concentrations between
CCSM4 and CCSM3 reveals that the concentrations are
larger by as much as 1.5–2 pmol kg21 in CCSM4, par-
ticularly in the DS source region (not shown). Conse-
quently, in CCSM4 and OCN the excessive CFC-11
uptake in the northern North Atlantic is likely due to
cold SST biases in the DS region. In contrast, the ex-
cessive CFC-11 uptake in CCSM3 may be due to colder
SSTs present in the Labrador Sea and high- to mid-
latitude North Atlantic (Fig. 6). The pCFC-11 column
inventories (not shown) confirm that the model temper-
ature biases are primarily responsible for the excessive
CFC-11 uptake in the northern North Atlantic as model
minus GLODAP pCFC-11 inventory differences show
negative model biases in this region, suggesting low
ventilation rates in both CCSM4 and CCSM3. However,
the negative biases in CCSM4 are much reduced com-
pared to CCSM3, likely due to the deep mixed layer
biases in the high-latitude North Atlantic (see Fig. 19) in
CCSM4.
4. Summary and conclusions
We have described the CCSM4 ocean component and
documented its time-mean solutions from the 20C cou-
pled simulations in comparison with available observa-
tions and those of CCSM3. The new ocean model differs
significantly from its predecessor used in CCSM3; the
base code has been updated to POP version 2 and many
physical and numerical software developments have
been implemented. The improvements to the physical
processes include i) new parameterizations to represent
previously missing physics such as gravity current over-
flows and abyssal tidal mixing and ii) modifications of
existing parameterizations along with different prescrip-
tions for their parameter choices to incorporate new
information from recent observations aswell as fromeddy-
permitting–resolving simulations. In addition, the number
of vertical levels has been increased from 40 in CCSM3
to 60 in the present version, with most of this increase
occurring in the upper ocean. The overarching motiva-
tion for these developments is to address coupled model
biases through advances in model physics. Of course,
there are no guarantees that better physics will lead to
reduced biases as improvements can impact existing com-
pensating biases and expose other new ones in coupled
simulations. The individual impacts of these new devel-
opments and resulting improvements in ocean model
solutions had been previously documented, using inter-
mediate versions of both the oceanmodel and the coupled
FIG. 21. CFC-11 concentration (pmol kg21) along the WOCE
A24N section for 1997: (a)WOCE observational data, (b) CCSM4,
(c) CCSM3, and (d) OCN.
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system. The present work examines their cumulative im-
pacts in the released CCSM4 version.
There are significant improvements in the oceanmodel
solutions compared to those of CCSM3 that result from
physics changes in the ocean model. These include an
equatorial current structure, a sharper thermocline, and
elimination of the cold bias of the equatorial cold tongue
all in the Pacific Ocean; reduced SST and SSS biases
along the North Atlantic Current path; deep convection
site in the central Labrador Sea; much reduced potential
temperature and salinity biases in the upper PacificOcean;
and reduced ACC transport at Drake Passage (but still
larger than observed). The reduced horizontal viscosi-
ties also lead to sea ice distributions that compare more
favorably with observations in the northern North At-
lantic, particularly in the Labrador Sea. Other improve-
ments in the ocean model solutions include reduced SSS
biases at low latitudes resulting from improved precipita-
tion in these regions, significant reductions in the excessive
CFC-11 uptake of CCSM3 in the Southern Ocean, and
a global-mean SST that is more consistent with the pres-
ent-day observations. The latter is due to the different
spinup procedure used in CCSM4 than in CCSM3.
The oceanmodel solutions also show that CCSM4 still
has many of the biases that were present in CCSM3.
Someparticular examples arewarmer-than-observed SSTs
originating in upwelling regions along the west coasts of
North and SouthAmerica and SouthAfrica, colder-than-
observed subthermocline waters in the equatorial Pa-
cific, and excessive CFC-11 uptake in the northern North
Atlantic. Despite the significant reductions in their sur-
face magnitudes, upper-ocean potential temperature and
salinity biases along the Gulf Stream and North Atlantic
Current paths still exist with somewhat smaller magni-
tudes in CCSM4 than in CCSM3. Both atmospheric
forcing and ocean model deficiencies contribute to these
persistent biases. Some of these remaining biases, for
example, the ones in the North Atlantic, expose circu-
lation problems associated with dynamical shortcomings
of noneddy-resolving ocean models such as the present
one. As discussed in Bryan et al. (2007), eddy-resolving–
permitting simulations show improved representations
of the North Atlantic with realistic Gulf Stream sepa-
ration and North Atlantic Current path and with water
masses in good agreement with observations. While the
use of globally eddy-resolving–permitting resolutions is
not feasible for long climate simulations at present, re-
gional mesh refinement needs to be explored.
A major concern continues to be the substantial heat
content loss in the ocean component. Throughout the
1300-yr preindustrial control simulation, the ocean heat
loss rate remains rather steady at about 20.15 W m22,
corresponding to 2/3 of the TOA heat loss of the coupled
system. It is quite troubling that this trend does not get
any smaller during the last 700 yr of integration and the
global-meanpotential temperature gets continuously colder.
Thus, this seemingly small TOA heat flux imbalance leads
to significant cooling trends in the oceanmodel at all depths
with colder-than-observed deep Southern, Pacific, and In-
dian Ocean basins. It determines the abyssal ocean poten-
tial temperature biases in the subsequent 20C simulations
as these are run only for 156 yr, too short to produce any
significant changes from their initial conditions.
Despite a small global-mean trend, the ocean salt
content gets redistributed, producing fresh and salty biases
in the upper and deep oceans, respectively. A likely
northern source for the deep salty bias is the Labrador
Sea convection. The southern source appears to be the
saltier-than-observed AABW. This is likely due to ex-
cessive sea ice formation in the coupled model with
strongerwinds. In the Southern, Pacific, and Indian abyssal
basins, the cold and salty biases both act to produce wa-
ters that are denser than observed. In theAtlanticOcean,
althoughwarm and salty biases are density compensating,
salinity bias dominates producing higher-than-observed
densities. In the deep North Atlantic, this has important
adverse consequences—the parameterized overflow wa-
ters cannot penetrate much deeper and only minor im-
provements in theNADWpenetration depth are realized
in CCSM4 compared to that of CCSM3.
The ocean model will continue to evolve to further
improve the model and its solutions and to address the
remaining (or new) coupled model biases in collabora-
tion with the broader oceanography community through
U.S. CLIVARCPTs and CCSMOceanModel Working
Group. Some work is already underway on internal wave
driven mixing and the North Atlantic biases, the latter
also considering the role of increased resolution. In ad-
dition, we believe that other important steps for the next
version of the coupled model are to explore alternatives
to further reduce the TOA heat flux imbalances and to
investigatewhy the approach to equilibrium remains slow
in the coupled system.
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