Abstract-We derive the convergence rate of a distributed gradient algorithm for smooth optimization in networked systems. We assume that each agent in the network has a convex cost function fi(x), known only to agent i, and the goal is to minimize the sum
I. INTRODUCTION
We consider distributed optimization in networked systems where N agents are situated in a generic, connected network; each agent i (out of N agents) has a convex cost function f i : R d → R, known only to agent i, and the goal is to minimize the sum N i=1 f i (x) of the individual agents' costs. The latter problem encompasses many applications in networked systems, like distributed estimation and source localization in sensor networks [1] , or distributed learning, e.g., of a linear classifier [2] .
The literature proposes distributed (sub)gradient methods to solve the described or related problems, see [3] , and more recent works [4] , [2] . These methods are attractive as they are fully distributed and have simple, computationally cheap iterations k. The literature mostly analyzes the convergence rates of these methods for a wide class of nondifferentiable convex f i 's that: 1) have bounded subgradients, for unconstrained problems; or 2) are Lipschitz over the constraint set, for constrained problems. Specifically, reference [2] shows that the distributed algorithm therein achieves the convergence rate (in terms of the optimality gap at the cost function) O log k √ k for the second class of the f i 's. In this paper, we analyze distributed gradient algorithms under a more restrictive class F of differentiable f i 's with Lipschitz continuous and bounded gradients. Such a class is still very interesting as it subsumes many important costs, like the logistic loss in classification, e.g., [5] , or the Huber loss in robust estimation, e.g., [1] . It is natural to expect that distributed gradient algorithms achieve a faster guaranteed convergence rate under this "smaller" class of functions, as this situation is typical in conventional, centralized optimization. For example, the centralized (sub)gradient method has the rate O [4] essentially cannot be improved. Namely, reference [6] demonstrated that a worst case optimality gap under the class F is no better than Ω We contrast this paper with related work on distributed gradient methods [6] , [2] , [4] , [5] . Reference [4] studies the same algorithm as we do here, but for nondifferentiable functions; reference [2] considers a different, dual averaging algorithm. Finally, references [6] , [5] also analyze a different, accelerated distributed gradient method.
Paper organization. The next paragraph introduces notation. Section II describes the network and optimization models and outlines the algorithm. Section III states our main result on the convergence rate, while Section IV proves the result. Finally, Section V concludes the paper.
Notation. We denote by:
A ij the entry in the i-th row and j-th column of a matrix A; a i the i-th entry of a vector a; (·) the transpose; · = · 2 the Euclidean (respectively, spectral) norm of its vector (respectively, matrix) argument ( · also denotes the modulus of a scalar); ∇J (x) the gradient evaluated at x of a function J :
Finally, for two positive sequences η n and χ n , η n = O(χ n ) means that lim sup n→∞ ηn χn < ∞; η n = Ω(χ n ) means that lim inf n→∞ ηn χn > 0; and η n = Θ(χ n ) means that η n = O(χ n ) and η n = Ω(χ n ).
II. MODEL AND DISTRIBUTED GRADIENT ALGORITHM

A. Optimization and network models
Optimization model assumes that N agents solve:
The function f i : R d → R is known only by agent i. We impose the following structure on the f i 's.
From Assumption 1 (b), it follows that, e.g., [7] :
is also convex, and has Lipschitz continuous gradient with constant NL. Denote by x a solution to (3), and by f = inf x∈R d f (x) = f (x ) the optimal value. For notational simplicity, from now on we set d = 1 so that the optimization variable is scalar, but all our results hold for a generic d. Communication model. We associate with problem (1) a network V of N agents, described by the graph G = (V, E), where E ⊂ V × V is the set of links.
Assumption 2 (Network model)
The graph G is connected, undirected, and simple (no self/multiple links.)
We also associate to graph G a symmetric, stochastic (rows sum to one and all the entries are non-negative), N × N weight matrix W , with, for i = j, W ij > 0 if and only if, {i, j} ∈ E, and
We require that μ := W < 1, which is, for a connected G, true for any W with strictly positive diagonal entries W ii 's, ∀i; a popular choice are the Metropolis weights, e.g., [8] .
B. Distributed Gradient Algorithm in [4]
We now review the distributed (sub)gradient algorithm in [4] . Each agent i updates over iterations k its estimate x i (k) of a solution. With the initialization x i (0) ∈ R, the update rule at agent i is, for k = 0, 1, ...:
where α k is the step-size, specified further ahead, and O i is the neighborhood set of agent i (including i). The algorithm operation is as follows. Each agent i, at each iteration k, broadcasts its variable x i (k) to all its neighbors j ∈ O i − {i}, receives x j (k) from all its neighbors j ∈ O i − {i}, and 3) updates x i (k) via (3). To avoid notational clutter in the subsequent analysis, we let x i (0) = 0, for all i, i.e., all agents initialize their estimates to zero. Matrix form. We now write algorithm (3) in matrix form. Introduce the map F : R N → R N as:
Then, (3) in matrix form is:
Step size. We consider a family of step-sizes:
.., where c > 0 is a constant. The nonnegative parameter τ ∈ [0, 1] is a degree of freedom that we later optimize for the best convergence rate. Local weighted running averages. We derive the convergence rate with respect to the local weighted running averages, defined by:
.., and x i,ra (0) = 0. Note that the quantity x i,ra (k) is locally available to agent i and is, with x i,ra (0) = 0, efficiently calculated recursively for k = 1, ... by:
III. CONVERGENCE RATE: STATEMENT OF THE RESULT
We now state our main result on the convergence rate of the distributed algorithm (3) under Assumptions 1 and 2. under Assumptions 1-2, [6] .
Note that we choose the step-size parameters c = 1/(2L) and τ = 1/3. As can be seen from the proofs, Theorem 1 still holds if we take any c ∈ (0, 1/(2L)). We will also see that τ = 1/3 is optimal, in the sense that it minimizes an upper bound on the optimality gap (See the proof of Theorem 1 and equation (9) .) Finally, we note that the obtained bound O faster than O 1 k 2/3 under Assumptions 1-2. We can show this by creating a certain worst-case lower bound on the optimality gap at x i (k), which turns out to be Ω 1 k 2/3 . This is considered in [6] .
IV. CONVERGENCE RATE: PROOF
Our convergence rate analysis is based on the evolution of the (hypothetical) global average
x i (k) of the agents' estimates. Subsection IV-A studies the optimality gap at x(k) through an inexact oracle framework that we introduce. Subsection IV-B upper bounds the agents' disagreement -how far are the x i (k)'s from x(k). Finally, Subsection IV-C proves Theorem 1 by combining the results from Subsections IV-A and IV-B.
A. Inexact oracle framework
We base our analysis on the framework of inexact first order oracle, and on the analysis of gradient methods under first order oracle. We first need the following definition from [6] and that is a variation of Definition 1 in [9] .
Definition 2 (Pointwise inexact first order oracle)
Consider a function φ : R → R that is convex and has Lipschitz continuous gradient with constant L φ . We say that a pair
Note that the pair (φ(x), ∇φ(x)) satisfies Definition 2 with
We will use the following Lemma on the convergence of the (centralized) gradient method under inexact oracle. The Lemma easily follows from Theorem 2 and the result in equation (33) in [9] .
Lemma 3 Consider the gradient algorithm for a solvable problem of unconstrained minimization of a convex function φ : R → R:
where y ra (k) = 
(t).
Casting algorithm (3) in the inexact oracle framework. Consider algorithm (3) and denote by x(k) : (k) . Note that the latter quantities are not available to any agent, but only serve for convergence analysis. Then, multiplying (4) from the left by (1/N )1 , we get that x(k) evolves as:
. We refer to x(k) as the disagreement vector, as it says how much the estimates at different agents mutually differ. We now show that (6) is a gradient method under inexact oracle.
, and consider
For a proof, see the proof of Lemma 3 in [6] . Revisiting algorithm (6), we see that it is the gradient method to minimize f under inexact oracle with the amount of "inexactness" specified by Lemma 4. Hence, we can apply Lemma 3 to (6) to derive the optimality gap at x ra (k). In order to "close" the analysis, we need to find δ k , i.e., we need to upper bound the disagreement quantity x(k) .
B. Disagreement estimate
We have the following Lemma that upper bounds the disagreement estimate.
Lemma 5 Consider algorithm (3) under Assumptions 1 and 2 and the step-size
From Lemma 5, we can see that, as long as τ > 0, the agents reach agreement asymptotically, i.e., x(k) → 0 as k → ∞. We now prove Lemma 5.
Proof: [Proof of Lemma 5] We first derive the recursive equation for x(k). Recall W = W − J, and note that x(k) = (I − J)x(k). Now, multiplying (4) from the left by (I − J), and using (I − J)W = W (I − J), obtain:
for k = 0, 1, ..., and
Note that, by Assumption 1 (c), and by the sub-multiplicative property of norms, u(k) ≤
. Next, by unwinding the recursion (7), we have, for k ≥ 1:
Now, using the sub-multiplicative and sub-additive properties of norms, and recalling μ := W :
We next upper bound the sum
by splitting it into two partsone with t running from t = 0 to t = k/2 , and the other with t running from t = k/2 + 1 to t = k. (Here a is the integer part of a.) For the first sum:
For the second sum:
k/2 is finite. Combining the bounds for the first and the second sums, we obtain
k τ , which, combined with (8), gives the desired result.
C. Proof of Theorem 1
We now have all the tools needed to prove Theorem 1.
Proof: [Proof of Theorem 1] We first derive the optimality gap at the global running average x ra (k) by applying Lemma 3. Then, we derive the optimality gap at each agent's local running average x i,ra (k).
Optimality gap at x ra (k). Using Lemma 5, for k ≥ 1:
Plugging the values of δ k and L k into Lemma 3, after some algebra,
and is hence not optimal):
which, using:
From now on, we make the choice τ = . We justify this choice. First, for τ = 1/3, both summands on the right hand side in (9) are Θ 1 k 2/3 , which means that
Further, if we choose τ = 1/3 − δ, δ ∈ (0, 1/3], then, the second summand on the right hand side of (9) is Θ 1 k 2/3−2δ ; on the other hand, if we choose τ = 1/3 + δ, δ ∈ (0, 2/3), then the first summand on the right hand side of (9) is Θ 1 k 2/3−δ . In summary, the rate as good as O 1 k 2/3 is guaranteed for τ = 1/3. Optimality gap at x i,ra (k). For arbitrary agent i:
We proceed with upper bounding f (x i,ra (k)) − f (x ra (k)). By property (2):
We upper bound ∇f (x ra (k)) . By the property of convex functions with Lipschitz continuous derivative of constant L φ and a minimizer y , [7] : ∇φ(y) 2 ≤ 2L φ (φ(y) − φ(y )), for all y ∈ R, and using the result that we already showed f (x ra (k)) − f ≤ C0 k 2/3 , for some constant C 0 ∈ (0, ∞):
It remains to upper bound x i,ra (k) − x ra (k) . By the convexity of · , Lemma 5, and α t = 1/(2L(t + 1) 1/3 ):
x i,ra (k) − x ra (k) = 
Finally, combining (12)- (14), we obtain that f (x i,ra (k)) − f (x ra (k)) = O 1 k 2/3 . The latter, combined with (10) and (11), completes the proof of the Theorem.
V. CONCLUSION
We considered distributed optimization in networks where N agents minimize the sum N i=1 f i (x) of their local costs. We analyzed the convergence rate of the distributed (sub)gradient algorithm proposed in [4] , under the class F of convex f i 's with Lipschitz continuous and bounded gradients. We established that the algorithm achieves the convergence rate O(1/k 2/3 ) under the class F, and that the obtained convergence rate bound O(1/k 2/3 ) is tight.
