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Abstract 
This paper presents a simple yet efficient heuristic for rectilinear Steiner routing. The basic 
heuristic introduces a new edge into the existing tree for another, costlier edge such that the 
resulting graph remains a tree. The simplicity of the heuristic led to an 0(n2) implementation 
using basic data structures. Asymptotic time requirement of the heuristic can be further improved 
to O(n log n) using sophisticated data structures. Due to the generality of the heuristic different 
cost criteria can be applied to produce routes with different properties. The heuristic has been 
successfully applied to the problem of minimum-length Steiner routing and minimizing critical- 
sink Elmore delay. 0 1999 Elsevier Science B. V. All rights reserved. 
1. Introduction 
Routing is one of the most time consuming phases in layout of VLSI circuits and 
printed circuit boards. Routing involves connecting disjoint set of points together using 
metal wires, usually along rectangular gridlines. A rectilinear Steiner tree is used for 
routing because it minimizes the total length of wire. Finding the minimum recitlinear 
Steiner tree is an NP-hard problem [5], however, several heuristics for finding a good 
approximation exist [4, 7, 9, 11, 121. With shrinking feature sizes the dominance of 
interconnect delay on the performance of a circuit is increasing. Researchers are looking 
for routing topologies that produces minimum delay to the critical sink in a net. In a 
typical synthesis environment the routing estimates are computed repeatedly to evaluate 
different placement solutions. While it is necessary to obtain good routing estimates 
for accurate evaluation and final routing, it is also important to have a fast algorithm 
in such iterative environment. 
Motivated by the need for a fast algorithm for Steiner routing, a simple edge-based 
heuristic (the ER heuristic) has been developed. The main advantage of the heuris- 
tic lies in its ability to handle different cost functions naturally and fast, practical 
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Fig. 1. Example of the ER operation. 
implementations with simple data structures. The heuristic has been successfully ap- 
plied to the problem of minimum-length Steiner routing and minimizing critical-sink 
Elmore delay. 
The basic heuristic and algorithm are described in Section 2. Section 3 applies the 
heuristic with the length of the tree as cost criterion. An improvement of the asymptotic 
complexity of the algorithm using sophisticated data structures is presented in Section 4. 
The problem of critical sink routing with minimized Elmore delay between the source 
and the sink is considered in Section 5. Conclusions are presented in Section 6. 
2. The ER heuristic 
The basic operation in the ER heuristic is an edge-replacement operation. Consider 
the tree fragment in Fig. la. If the node pl is connected to the nearest point p on the 
layout of the edge el, then it forms a loop in the tree. Suppose e2 is removed to break 
the loop. The resulting tree is shown in Fig. lb. The total cost of the tree reduces by 
cost(e2) - cost(e). 
Fig. 1 is an example of an ER-operation. The cost criterion may be different for 
different applications. The ER-operation has introduced a new point p (called a Steiner 
point), and a new edge e to the tree as a replacement for an existing edge, e2. The 
degree of a vertex in a Steiner tree is bounded above by a small constant [9]. Thus, 
the ER-operation can be performed in 0( 1) time. 
The basic ER algorithm starts with a minimum rectilinear spanning tree of the set of 
points and iteratively applies the ER operation with the best gain in the cost function 
until no more cost improvement can be obtained. A batched version where the ER 
operations are pre-computed and several independent ER operations are applied to the 
tree in a single iteration is given in Fig. 2. Note that every edge can participate in 
only one ER operation (i.e., the edge is removed by the ER operation). Therefore the 
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Algorithm batched ER(pointSet) 
Input: pointset 
Output: SteinerTree 
Major Data-structures: Adjacency lists 
begin 
currentTree = minimumSpanningTree(pointSet); 
while (1) do 
computeAllEROperations(currentTree); 
sortEROperationsDescendingGain( ); 
while (nextEROperation.gain > 0) do 
if (bothEdgesExist(nextEROperation)) 
currentTree = EROperation(currentTree,nextEROperation); 
endIf; 
endwhile; 
endwhile; 
end. 
Fig. 2. The batched ER algorithm 
best ER operation involving each edge is computed. Thus, only O(n) ER operations 
are maintained during an iteration of the batched algorithm. 
Using conventional data structures, such as adjacency lists, this algorithm can be 
implemented with an O(n*) running time. 
1. The minimum spanning tree of the set of points can be computed in O(n*) time 
(Fig. 3). 
2. The best ER operation for each edge can be computed in O(n) time (Fig. 4). 
Hence, compute AIIEROperations() requires 0(n2) time. 
3. Sorting the O(n) ER operations requires O(nlogn) time. 
4. Finally, applying the O(n) ER operations to the tree requires O(n) time. 
Using more than one pass of the algorithm, each time on the updated tree from the 
previous pass, produces further cost improvements. It is found from experimental results 
that two or three iterations are sufficient in most cases and more than four iterations 
is rare [3]. 
3. Minimizing length: the ER-Steiner algorithm 
When the cost criterion is to minimize the tree length, the cost function of the ER 
operation becomes the improvement in the length of the routing tree. Let us take the 
example of Fig. 1. Considering rectilinear metric, the edge el is simply split into two 
edges at point p and hence there is no change in its length. The gain (cost) function 
is given by 
gain = length(e2) - length(e). (1) 
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Algorithm minimumSpanningTree(pointSet) 
Input: pointset 
Output: Minimum spanning tree 
Major Data-structures: Adjacency lists 
begin 
for (i = 2,n) 
isIncluded[i] = FALSE; 
cost[pointSet[i]] = rectilinearDistance(pointSet[ 11, pointSet[i]); 
parent[pointSet[i]] = pointSet[ 11; 
currentMST = NULL; 
repeat (n - 1 times) 
min:cost[pointSet[min]] is minimum & isIncluded[min] = FALSE; 
newEdge = createEdge(pointSet[min],parent[pointSet[min]]); 
currentMST = currentMST+[newEdge]; 
isIncluded[min] = TRUE; 
for (i:isIncluded[i]==FALSE) 
newCost = rectilinearDistance(pointSet[min],pointSet[i]); 
If (newcost < cost[pointSet[i]) 
cost[pointSet[i]] = newcost; 
parent[pointSet[i]] = pointSet[min]; 
endIf; 
endFor; 
endRepeat; 
end. 
Fig. 3. Prim’s algorithm for computing the MST of a set of points 
Using the minimum tree length criterion, the ER-Steiner algorithm uses Eq. (1) as 
the cost function. The edge to be removed (e.g., e2 in Fig. 1) is the longest edge in 
the loop formed by adding the new edge to the tree. 
3.1. Experimental results 
The ER-Steiner algorithm has been implemented as a C program and tested on a 
large number of random samples ranging in size from 4 to 1000 points. Since there is 
no absolute measure of the quality of the route produced by a Steiner routing heuristic 
or algorithm (computing the optimal tree is NP-hard), the average percent improvement 
over the cost of the minimum rectilinear spanning tree is commonly used to compare 
the performance of different Steiner routing algorithms [13]. Using this metric, the 
l-Steiner heuristic has been shown to produce the best average percent improvement 
among the previously reported heuristics with proven time bounds [ 11, 61. The batched 
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Algorithm computeAllEROperations(currentTree) 
Input: currentTree and costFunction 
Output: List of ER operations 
Mujor Datu-structures: Adjacency lists 
begin 
for (each startEdge E currentTree)do 
isVisited[startEdge] = TRUE; 
gain[startEdge] = 0; toReplace[startEdge] = NIL; 
for (each edge E adjacent (startEdge)) 
computeMaxGain( startEdge, edge, edge); 
endFor 
end 
Algorithm computeMaxGain(rootEdge, currentEdge, maxGainEdge) 
begin 
othernode = node on currentEdge away from rootEdge; 
newGain = computeGain(rootEdge,maxGainEdge,otherNode); 
If (newGain > gain[rootEdge]) 
gain[rootEdge] = gain; 
connectNode[rootEdge] = otherNode; 
toReplace[rootEdge] = maxGainEdge; 
endIf; 
for (each edge E adjacent(currentEdge) && isVisited[edge] == FALSE) 
isVisited[edge] = TRUE; 
newMaxGainEdge = maxGainEdge; 
if (cost[edge] > cost[maxGainEdge]) 
newMaxGainEdge = edge; 
computeMaxGain(rootEdge, edge, newMaxGainEdge); 
endFor; 
end. 
Fig. 4. The DFS algorithm for computing all ER operations 
1 -Steiner algorithm [ 1 I], which has performance similar to the 1 -Steiner algorithm with 
an O(n3) implementation [ 111, has been directly compared with the batched ER-Steiner 
algorithm. Both algorithms produce routes with similar average saving in wirelength, 
i.e., 10.6%. 
Fig. 5 shows a scatter plot of the percent improvement obtained by the two algo- 
rithms on 6000 random samples of various sizes. The Y-axis represents the percent 
improvement obtained by the batched ER-Steiner algorithm and the X-axis represents 
the same produced by batched l-Steiner algorithm. The two algorithms have similar 
performance in most of the examples. 
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Fig. 5. Batched l-Steiner algorithm vs. ER-Steiner algorithm on 6000 random samples 
Table I 
Average CPU time comparison 
Size of net Batched I -Steiner Batched ER-Steiner Batched I -Steiner 
Batched ER-Steiner 
5 7.1 ms 1.4ms 5 
8 32.1 ms 4.5 ms I 
10 59.6ms 6.4 ms 9.3 
50 6.53 s 0.26 s 25 
100 52s 1.17s 44 
500 >1.5h 40s 
1000 173s 
Table 1 shows the average CPU time comparison between the batched l-Steiner and 
batched ER-Steiner algorithm on a Sun4 machine for random samples varying in size 
from 5 to 200 points, using about 5000 random samples for each size. The average 
CPU time taken by the batched ER-Steiner algorithm for very large nets (size 500 
and lOOO), based on about 500 samples each, are reported in the last two rows. The 
batched ER-Steiner algorithm is 5 times faster than the batched l-Steiner algorithm for 
problems size as small as five nodes. The batched ER-Steiner algorithm can compute 
the route for a large problem with 1000 nodes in less than 3 min. 
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4. Improving the time complexity of the ER-heuristic 
The asymptotic time complexity of the batched ER-Steiner algorithm can be im- 
proved to O(n log n). The geometric structure of the tree is exploited to reduce the 
amount of computation required to find the best ER operation. This is based on the 
following simple observation. 
4.1. Visible nodes and blocking 
Only the ‘useful’ ER operations involving an edge, i.e., the ones that may have 
a positive gain should be considered during an iteration. Thus, some ER operations 
‘block’ some other operations from being considered. For example, consider the tree 
in Fig. 6(a). Node pl may be considered with edge e2 for an ER-operation, but pl 
may not be considered with edge e3, because e2 would have a better gain than e3. In 
other words e2 is blocking pI from being considered with e3. The node pl is visible 
to edge e2 while it is blocked from e3 by edge e2. From the above example it is clear 
that a node may take part in an ER operation with a neighboring edge only if the node 
is visible from the edge. 
4.2. There are O(n) neighboring pairs 
Considering all the edges of comparable length, each edge can have a constant (e.g., 
four) neighbors on its four sides. Thus, in a tree with O(n) edges there are only 
O(n) ‘useful’ ER operations to be considered. However, this is not always the case. 
Consider a general example in Fig. 6(b). The edge el has the nodes ~2, ~3,. . . , pn_ 
visible to the left. Thus, the nodes ~2, ~3,. . . , pk may be paired with et to give an 
useful ER operation. On the other hand, considering nodes visible to the right, only e2 
and ek may have pi and pk+l, respectively, for a useful ER operation. Hence, for this 
configuration, the total number of ER operations for these k+ 1 node subtree is k + 1. 
The numbers for different such neighborhoods in a general graph contribute additively 
to the total number of ER operations. Hence the total number of such neighboring 
pairs to be considered is linear. 
4.3. Sweep-scan algorithm to report ER operations 
Using the fact that only neighboring edges and nodes participate in the ‘useful’ 
ER operations in a tree, all the neighboring pairs taking part in an ER operation 
can be reported using a variation of the sweep-scan algorithm [ 151. Each edge can 
be represented by the four segments of its rectangular layout. The four segments are 
marked as left, right, top and bottom and edges lying along the gridlines are considered 
as special cases. The sweep-scan algorithm is applied in two phases, one is a horizontal 
sweep to compute the left or right neighbors and the other is a vertical sweep to collect 
the neighbors above or below. A sorted list of the vertical edge-segments (left and right) 
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Fig. 6. (a) Visible nodes and blocking (b) a general case. 
Algorithm scanHorizontal ( ) 
Input: The Sorted list of vertical segments 
Output: The neighboring <visible-node, edge > pairs to left or right 
Major data-structures: A balanced tree for maintaining ‘active’ intervals 
begin 
for (each vertical edge segment) 
if (‘left’ vertical segment) 
report all the nodes of the ‘active’ segments overlapped 
by this segment as visible from the incoming edge; 
mark the reported nodes as ‘blocked’; 
if (any active segment is partially overlapped) 
report appropriate node of the incoming 
segment as visible from the overlapped edge; 
endIf; 
if (both nodes of a segment are blocked) 
delete segment from the set of active segments; 
endIf; 
endIf; 
if (‘right’ vertical segment) 
remove corresponding left segment from ‘active’ set; 
insert the segment into the set of active segments; 
endIf; 
endFor; 
end. 
Fig. 7. The horizontal sweep of the sweep-scan algorithm. 
are used in the horizontal sweep to report left or right neighbors. The sorted list of 
horizontal edge-segments (top and bottom) are used in the vertical sweep. 
A top level description of the horizontal sweep of the sweep-scan algorithm is given 
in Fig. 7. The vertical sweep algorithm is similar. An interval tree is used to maintain 
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Algorithm ERSteiner( ) 
Input: The set of points 
Output: The Steiner tree 
Major data-structures: Balanced trees, splay trees 
begin 
CurrentTree = minimumSpanningTree(pointSet); 
sortInAscendingXcoordinates(vertica1 segments); 
sortInAscendingYcoordinates(horizonta1 segments); 
neighborpairs = scanHorizontal(currentTree); 
neighborparis += scanVertical(currentTree); 
maxGainEdgesForAllPairs(neighborParis,current Tree); 
computeGainsForAllParis(neighborPairs); 
sortInDescendingGain(neighborPairs); 
while(nextEROperation.gain > 0) do 
if(bothEdges Exist(nextEROperation)) 
currentTree = EROperation(currentTree,nextEROperation); 
endIf; 
endwhile; 
end. 
Fig. 8. The main algorithm for the O(nlogn) version 
“active” edge segments at any time of the sweep. The interval tree is searched to 
report the visible nodes and blocking edges. Since the interval tree data structure is 
balanced, operations like insertion and deletion take O(log n) time while queries take 
O(logn + k) time where k is the number of intervals reported. Each edge segment in 
the sweep-scan algorithm is encountered only once and only a linear number of nodes 
are reported. Hence, the sweepline algorithm requires O(n log n) time. 
4.4. The O(n log n) algorithm 
In [lo] Hwang gave an O(n log n) algorithm to find the rectilinear minimum spanning 
tree of a set of nodes by first constructing a Voronoi diagram of the points in O(n log n) 
time and thus transforming the problem into a planar graph problem which can be 
solved in O(n logn) time. 
After all the neighboring pairs are found using the sweep-scan algorithm, the max- 
imum gain edge (the edge to remove) for each of the pairs need to be computed 
before the gain can be calculated. Since all the pairs are already listed and the tree is 
static during computation of the gain, an off-line algorithm can be used. Tarjan et al. 
in [14] gives an O((n + m)cr(m + n,n)) algorithm for computing m such queries on a 
n node tree. Here a() is the inverse of the Ackerman’s function which is very slow 
growing. Tarjan’s algorithm uses path compression along with the nearest common 
ancestor (NCA or LCA) algorithm to compute the edge with the maximum weight 
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on the path between the two nodes. Note that an efficient algorithm for the nearest 
common ancestor problem with O(m) time for m queries with O(n) preprocessing time 
also exists [8]. 
Since m is O(n) in this case, the queries can be computed in O(n log n) time. Com- 
puting the gain information for the O(n) pairs takes O(n) time. Sorting the O(n) queries 
takes O(nlogn) time. Finally, the updates to the tree requires only O(n) time. Hence, 
the algorithm has O(n logn) time complexity. The overall improved algorithm is given 
as pseudocode in Fig. 8. 
5. Minimizing the source to sink Elmore delay: the PER-Steiner algorithm 
Elmore delays are considered to be very reliable estimates of the interconnect delay. 
The Elmore delay from the source to a given sink is given by 
t m>n1 =?-d x c,, + c 
[j X (Cj/2 + Cj>, (2) 
e,E.uafh(nu,nl) 
where ~10 is the source node of the routing tree, e; the edge from node IZ~ to its parent, 
T; resistance of edge ei, c, the capacitance of edge ei, 7; the subtree rooted at node n;, 
Ci the total capacitance of tree T;, and, rd driver resistance at source. 
A closer look at the right-hand side of Eq. (2) reveals the following: 
1. For on-chip interconnects, rd is much larger than Yi.’ Hence, the first term has a 
major contribution to the delay and it is minimized when the total tree capacitance 
CO is minimized. 
2. rj and ci of the edge ej are proportional to its length. Therefore, the second term 
is proportional to the square of the length of the wire segment between no and 
Iii. Hence, the length of the path between the source and the critical sink should 
be minimized. 
3. Cj, the capacitance of the subtree at nj, is multiplied by the path resistance be- 
tween no and nj. Therefore, subtrees with larger capacitance should be closer to 
the source. 
The heuristic for Steiner routing with minimum critical sink Elmore delay has three 
phases. In the first phase a minimum length Steiner tree is computed using ER-Steiner. 
The path between the source and the critical sink is then straightened out using as 
many existing edges from the tree as possible. Finally, subtrees are moved closer to 
the source such that the Elmore delay is minimized. The ER-heuristic is used in each 
of the three phases with different cost functions. 
5.1. Minimize length of source to sink path 
In this phase the goal is to minimize the source to sink path length. Procedure walk 
(Fig. 9) is used to report a path between the sink and the source that has a length 
’ Typical values for a I .O p CMOS technology are rd = 100 R and r,,, = 0.03 R/pm [2] 
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Algorithm walk(source, sink) 
Input: Steiner tree with sorted list of X and Y-coordinates 
Output: The edges to connect between source and critical sink 
Major data-structures: Adjacency lists 
Begin 
next = sink; 
While (next < > source) do 
Find an edge incident on next and 
in the direction from next to source; 
If such an edge is found then 
Mark the edge as ‘critical’; 
next = other-node( edge); 
else 
Find the nearest node in the 
direction from next to source; 
Use the sorted-x and sorted-y 
lists for the search; 
(break ties arbitrarily) 
Report the pair <next, nearest-node > 
to be connected; 
next = nearest-node; 
endIf; 
endwhile; 
End. 
Fig. 9. The walk algorithm 
equal to the direct rectilinear distance between them. The edges that already exist in 
the minimum distance path in the tree as well as the new edges to be added are marked 
critical so that they are not removed by later optimizations. 
Eq. (3) is used to choose the ‘best’ edges to remove as replacement for the new 
edges reported by n&k algorithm. Consider the tree in Fig. 10(a). Let enew be the 
edge to be added to complete the source-to-sink path. Let ek be the edge chosen to 
be removed from the path between n, and nf. Replacing ek with enew results in the 
tree of Fig. 10(b). The tradeoff involved with removing different edges on the path is 
captured by 
6=(Td+R,)x(C,ew--k)+Y,ewXCk.t. (3) 
The first term in Eq. (3) is the increase in delay due to the extra capacitance in- 
troduced by replacing enew for ek which favors the longest edge in the path between 
n, and n, to be removed. The second term is the delay due to the subtree capacitance 
that is connected at nt and it favors an edge closer to nt. 
An algorithm for computing the best edge to remove is given in Fig. 11. 
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Fig. 10. Choosing the best edge to be replaced 
Algorithm best-edge(Q) 
Input: Steiner tree and nodes s and t 
Output: The edge to remove from the path between s and t such that the 
Elmore delay between the source and the sink is minimized 
Major data-structures: Adjacency lists 
Begin 
path = path from t to s in that order: 
c, = 0 
MIN=cq 
for (each ni E path) do 
cj = capacitance of ej from ni-1 to n; 
ct = capacitance of subtree under ni; 
ci=ci_, +c,+c,; 
end-for; 
for (each ei t path) do 
~=(Td+R,)x(c,,,-c,)+rnewXC,-l; 
If (6 < MN) then 
MN = 6; 
best-edge = e,; 
end-if; 
end-for; 
End 
Fig. 11. The procedure to select the best edge. 
5.2. Move subtrees closer to source 
Consider the tree fragment in Fig. 12(a). Let ni and nj be the two roots (on the 
critical path) of the two subtrees which are connected using a new edge enewr ni being 
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Fig. 12. Improving the Elmore delay on a critical path. 
closer to the source. Let ek be the edge to be removed from the subtree T,. The 
subtree Tk under ek is moved from root IZj to root n, by this operation (Fig. 12(b)). 
The improvement in Elmore delay is given by 
~=Ri,jXCk-tRiXCk-rdX(C,ew~Ck)-RiXCnew, (4) 
where Ri and Rj are the resistances of the path from the source no to ni and nj, 
respectively. Ri,j is the resistance of the path between ni and nj and Ck is the tree 
capacitance of Tk. The values of Ci and Rt at each node in the tree with respect to the 
critical path can be computed in linear time and Ri,j = Rj - Ri. The edges enew and ek 
are chosen such that Eq. (4) is maximized. 
5.3. The PER Steiner algorithm 
The main block of the PER Steiner algorithm is given in Fig. 13. Using different 
technologies, i.e., varying the parameters such as unit wire resistance, unit wire cu- 
pacitance, no loud capacitance at each sink and the driver resistance, different routing 
tree topologies for the same net can be obtained, each optimizing the Elmore delay 
for the given technology. Moreover, the algorithm is capable of generating routes for 
a more realistic case where individual sink capacitances may vary due to transistor 
sizing, etc. 
The asymptotic time complexity of the PER-Steiner algorithm is O(n*). This is 
explained as follows. The ER-Steiner algorithm (phase-I) has 0(n2) time complexity 
using conventional techniques. Sorting the points along X- and y-direction requires 
O(n logn) time. The W& algorithm takes O(n) time. Connecting a pair of points 
along the source to sink path requires linear time - O(n) for best-edge ( ) and 0( 1) 
time to do the update. Since the total number of pairs of nodes to be connected is 
linear this step takes O(n2) time. For phase-3, the pre-computation of CL’S and the Ri’s 
take O(n) time. Finally, the ER algorithm using Eq. (4) as the cost function requires 
0(n2) time. 
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Algorithm PER-Steiner( ) 
Input: Set of points with source and critical-sink 
Output: Steiner tree with minimum Elmore delay between source and critical sink 
Major data-structures: Adjacency lists 
Begin 
Phase- 1: 
compute ER-Steiner tree; 
sort the points on their x- and y-values 
Phase-2: 
walk( source, critical-sink) 
for (each (nl, “j) to be connected) do 
best-edge (n,, nj); 
connect the two nodes; 
remove the best-edge; 
end-for; 
Phase-3: 
compute C;,R, along source to critical-sink path; 
ER algorithm using eqn 4 as the cost; 
End. 
Fig. 13. The PER-Steiner algorithm. 
5.4. Experimental results using PER-Steiner 
The PER-Steiner algorithm has been tested with critical sink in the net using random 
examples. The time required by PER-Steiner is a constant factor more than the ER- 
Steiner algorithm. The average increase in the total length of the tree due to the critical 
path optimizations are found to be small. 
It is interesting to compare the PER-Steiner algorithm with a simple Primstyle heuris- 
tic such as SERT-C [2] in terms of the critical sink delay. The SERT-C algorithm starts 
with the source to critical sink path and grows the tree for the rest of the nodes such 
that while adding a new node the current Elmore delay to the critical sink is mini- 
mized. However, the algorithm is oblivious to the fact that the nodes added in a later 
stage may add large subtrees near the critical sink, resulting in high delays. Consider 
the example in Fig. 14 for a net with 20 nodes. The tree on the left (Fig. 14(a)) 
is the route generated by SERT-C and the one in the right is the PER-Steiner route. 
PER-Steiner algorithm, due to its global nature of the updates, moves some subtrees 
towards the root, resulting in a significantly smaller critical sink delay.2 
’ The parameters used for the Elmore delay model are: rd = 100.0 R, r = 0.03 R and c = 3.52e-16F and 
no-load-cap = 1.53e-14F. 
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Fig. 14. Comparison: SERT-C vs. PER-Steiner 
Table 2 
Comparing average delay and CPU time of PER-Steiner and SERT-C 
Size of 
net 
IO 
20 
50 
100 
Avg. delay ratio PER-Steiner SERT-C 
Sert-C/PER-St time (s) time (s) 
1.15 0.01 0.002 
1.29 0.06 0.01 
1.37 0.5 0.07 
I .68 2.4 0.3 
Table 2 presents the results of a direct comparison of the PER-Steiner algorithm with 
the SERT-C algorithm for examples drawn at random from a 10 000 x 10 000 uniform 
grid. Size of the examples varied from 10 nodes up to 100 nodes. 
The second column shows the ratio of the average Elmore delay to the critical sink 
for the routes generated by SERT-C to that of the routes generated by PER-Steiner. 
The PER-Steiner algorithm always generates superior routes compared to SERT-C, with 
similar CPU time requirement. The difference in the critical-sink delay for the routes 
generated by the two algorithms increases with the increase in the size of the net. 
The routes generated by the PER-Steiner algorithm are also compared with the op- 
timal Elmore delay routes generated by the BBSORT-C algorithm [l], a branch-and- 
bound algorithm for finding the route with optimal Elmore delay to the critical sink. 
Since the BBSORT-C algorithm has exponential time complexity, it was not possible 
to generate routes for nets with more than 10 nodes within a reasonable amount of 
time. Elmore delays for routes generated by PER-Steiner, SERT-C and BBSORT-C are 
compared on 100 random samples for each net-size between 4 and 9. The results of 
the experiment are shown in Table 3. The second and third columns show the average 
percent deviation in the critical sink Elmore delay for the routes generated by PER- 
Steiner and SERT-C, respectively, from that of the optimal route. The PER-Steiner 
algorithm always generates routes with near optimal critical sink Elmore delay while 
the delay of the routes generated by SERT-C are far from optimal. 
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Table 3 
Comparison of critical sink Elmore delay with optimal delay 
Size of 
net 
Percent deviation from 
optimal Elmore delay 
PER-Steiner 
SERT-C 
Average CPU time (100 samples) 
PER-Steiner SERT-C BBSORT-C 
(ms) (ms) 
4 0.52 4.11 3.1 0.5 0.4 ms 
5 I .09 5.10 4.2 0.6 0.6 ms 
6 1.43 8.7 6.0 0.9 16.3 ms 
I 1.55 12.37 1.5 1.3 148.6ms 
8 1.85 14.13 8.2 1.5 2.67 s 
9 2.05 16.06 8.8 1.9 120.9 s 
The fourth, fifth and sixth columns compare the average CPU time required for 
the three algorithms to generate these routes on a SPARCstation 5. The PER-Steiner 
algorithm is a constant factor slower than the SERT-C algorithm. 
6. Conclusions 
Recognizing the need for fast algorithms for Steiner routing, a simple and efficient 
heuristic for Steiner routing is presented. While the quality of the route produced by 
the heuristic matches the best existing heuristic for Steiner routing, the simplicity of the 
heuristic enabled implementations one order of magnitude faster than the best heuristic. 
The heuristic is also applied to the problem of critical sink routing for minimized 
Elmore delay. The exact incremental change in the Elmore delay is used to choose 
the best ER-operations on the tree. The results produced by the algorithm are close to 
optimal and far better than any other heuristics existing in literature. 
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