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Abstract
We consider a U(2) Yang-Mills theory on M × S2F where M is an arbitrary
noncommutative manifold and S2F is a fuzzy sphere spontaneously generated from
a noncommutative U(N ) Yang-Mills theory on M coupled to a triplet of scalars
in the adjoint of U(N ). Employing the SU(2)-equivariant gauge field constructed
in [1] we perform the dimensional reduction of the theory over the fuzzy sphere.
The emergent model is a noncommutative U(1) gauge theory coupled adjointly
to a set of scalar fields. We study this model on the Groenewald-Moyal plane
M = R2θ and find that, in certain limits, it admits noncommutative, non-BPS
vortex as well as flux-tube (fluxon) solutions and discuss some of their properties.
Keywords: Noncommutative Geometry, Field Theories in Higher Dimensions,
Fuzzy Physics, Noncommutative Vortices, Flux-Tubes.
1 Introduction
Dimensional reduction of Yang-Mills theories over coset spaces of the form G/H has long
been an interesting theme in modern particle physics. It was first formulated in a systematic
manner by Forgacs and Manton [2]. The essential idea in this context can be clearly illus-
trated by considering a Yang-Mills theory over M×G/H, where M is a given manifold. G
has a natural action on its coset, and requiring the Yang-Mills gauge fields to be invariant
under the G action up to a gauge transformation leads to the dimensional reduction of the
theory after integrating over the coset space G/H. This technique is usually called “coset
space dimensional reduction” (CSDR), and it has been widely used as a method in attempts
to obtain the standard model on the Minkowski space M4 starting from a Yang-Mills-Dirac
theory on the higher dimensional space M4 × G/H; for a review on this topic see [3]. The
widely known, prototype example of CSDR is the SU(2)-equivariant reduction of the Yang-
Mills theory over R4 to an abelian Higgs model on a two-dimensional hyperbolic space H2,
which was formulated by Witten [4] prior to the development of the formal approach of [2],
and it lead to the construction of instanton solutions with charge greater than 1. In this
example, the coset space is a two-sphere S2 ≡ SU(2)/U(1) and H2 naturally appears due to
the conformal equivalence of R4\R2 to H2×S2 together with the conformal invariance of the
Yang-Mills theory in four dimensions.
CSDR techniques have also been applied to Yang-Mills theories over R2dθ × S2 [5], where
R
2d
θ is the 2d dimensional Groenewald-Moyal space; a prime example of a noncommutative
space. In this framework, Donaldson-Uhlenbeck-Yau (DUY) equations of a U(2k) Yang-
Mills theory have been reduced to a set of equations on R2dθ whose solutions are given by
BPS vortices on R2dθ and the properties of the latter have been elaborated.
Another approach, parallel to the CSDR scheme, using the language of vector bundles
and quivers is also known in the literature [6]. In recent times, this approach has been
employed in a wide variety of problems, including the formulation of quiver gauge theory of
non-Abelian vortices over R2dθ corresponding to instantons on R
2d
θ ×S2, R2dθ ×S2×S2 [7, 8],
to the construction of vortex solutions over Riemann surfaces which become integrable for
appropriate choice of the parameters [9] and to the construction of non-Abelian monopoles
over R1,1 × S2 in [10]. In [11], reduction of the Yang-Mills-Dirac theory on M × S2 is
considered with a particular emphasis on the effects of the non-trivial monopole background
on the physical particle spectrum of the reduced theory. Dimensional reduction over quantum
sphere is recently studied and lead to the formulation of q-deformed quiver gauge theories
and non-Abelian q-vortices [12].
On another front, there have been significant advances in understanding the structure
of gauge theories possessing fuzzy extra dimensions (for a review on fuzzy spaces see [13]).
Gauge theories with fuzzy extra dimensions using CSDR scheme were first studied in [14].
Later on this was followed by [15], where it was shown that an SU(N ) Yang-Mills theory
on the four dimensional Minkowski space M4 coupled to an appropriate set of scalar fields
develops fuzzy extra dimensions in the form of fuzzy spheres S2F via spontaneous symmetry
breaking. The vacuum expectation values (VEV) for the scalar fields form the fuzzy sphere,
while the fluctuations around this vacuum are interpreted as gauge fields over S2F . The
resulting theory can therefore be viewed as a gauge theory overM4×S2F with a smaller gauge
1
group; which is further corroborated by the expansion of a tower of Kaluza-Klein modes of
the gauge fields over M4 × S2F . Inclusion of the fermions into this theory was considered in
[16], where an appropriate set of fermions in 6D allowed for an effective description of Dirac
fermions on M4×S2F , which is further affirmed by a Kaluza-Klein modes expansion over S2F .
It was also found that a chirality constraint on the fermions leads to a description in terms of
”mirror fermions” in which each chiral fermion comes with a partner with opposite chirality
and quantum numbers. Gauge theory onM4×S2F ×S2F has recently been investigated in [17].
For this purpose, an SU(N ) gauge theory on M4, with the same field content as the N = 4
SUSY Yang-Mills theory together with a potential breaking the N = 4 supersymmetry is
considered. The latter leads to the identification of the VEV’s of the scalars with S2F × S2F
and the fluctuations around this vacuum as gauge fields on S2F × S2F . More recently, it
was shown that twisted fuzzy spheres can be dynamically generated as extra dimensions
starting from a certain orbifold projection of a N = 4 SYM theory whose consequences have
been discussed in [18]. For a review on these results [19] can be consulted. We also would
like to mention that, in [20] starting from a suitable matrix gauge theory, noncommutative
gauge theories on R4θ possessing extra dimensions have been proposed. Extra dimensions are
interpreted as scalars on R4θ coupled to the gauge fields, and it was shown that scalars could
take vacuum expectation values leading to their identification as fuzzy spheres. Consequently,
spontaneous symmetry breaking in a particular gauge theory has been investigated, and its
content is compared with that of the standard model.
In a recent article together with D. Harland [1], we have addressed the question of di-
mensional reduction of gauge theories over fuzzy coset spaces. For this purpose, we have
considered a U(2) Yang-Mills theory over M× S2F , where M is a Riemannian manifold and
S2F is the fuzzy sphere. We performed the equivariant reduction of this model over S
2
F by
applying the well-known CSDR techniques and obtaining the most general SU(2)-equivariant
gauge field over M× S2F . This allowed us to trace over the fuzzy sphere and thereby reduce
the theory over S2F in full. We have shown that for M = R2 the emergent theory has vortex
solutions depending on the parameters in the model, which correspond to instantons in the
original theory. We have found that these vortices are non-BPS solutions and discussed some
of their properties.
In the present article, we continue our investigations along the lines of [1] and explore a
situation where the spaceM is also noncommutative. In this framework, we consider a U(2)
Yang-Mills theoryM×S2F whereM is an arbitrary noncommutative manifold, which later on
will be specified as the Groenewald-Moyal space R2θ. Employing the SU(2)-equivariant gauge
field construction of [1], we perform the dimensional reduction of the theory over the fuzzy
sphere. The emergent model is a noncommutative U(1) gauge theory coupled adjointly to a
set of scalar fields, contrary to the initial expectations that the model possesses U(1)×U(1)
noncommutative gauge symmetry together with a bi-fundemental matter field due to the
results obtained earlier in the equivariant reduction of the Yang-Mills theories on R2dθ ×S2 in
[5]. In contrast, we find that the presence of extra degrees of freedom in the SU(2)-equivariant
gauge field on S2F leads here to a further symmetry breaking in the reduced action which
turns out to be gauge invariant only if the left and the right gauge fields are identified. We
study the reduced model on the Groenewald-Moyal plane M≡ R2θ and find that, in certain
limiting cases, it admits noncommutative vortex [21, 22, 23] as well as flux-tube (fluxon)
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[24, 25] solutions which are non-BPS and devoid of a smooth commutative limit as θ → 0.
In particular, we find the leading order correction in the fuzzy sphere level ℓ to the value
of the noncommutative vortex action on R2θ evaluated on the solutions (or to the energy of
the static vortex when considered on R2θ × R1, with R1 standing for time) when the fuzzy
gauge constraint controlling the behavior of the radial component of the gauge field on S2F
is imposed in full and solved to leading order for the extra scalar degrees of freedom, which
may be viewed as the decedents of the radial gauge field component in the reduced action. It
turns out that leading corrections are of the order ℓ−2 and contribute to increase the vortex
energy.
Our work in the rest of the paper is organized as follows. In section 2, we give the basics
of the gauge theory over M× S2F and indicate how the gauge theory over M dynamically
develops fuzzy sphere as extra dimensions. This is followed by a short account of the con-
struction of the SU(2)-equivariant gauge field on M = R2. In section 4, we present the
results of the equivariant reduction over M× S2F and give the reduced action in full, which
is ensued by the discussion of the structure of the reduced action and its gauge symmetry.
In section 5, we present non-trivial solutions of the reduced action on R2θ for two different
limiting cases and discuss their properties. Extensions of our results to R2dθ are also briefly
given. We close with some conclusions and comments.
2 Yang-Mills Theory on M× S2F
In this section, we collect the essential features of gauge theory on M× S2F . We start with
considering the following U(N ) Yang-Mills theory over a suitable noncommutative space M
which we leave unspecified for the time being:
S =
∫
M
TrN
( 1
4g2
F †µνFµν + (Dµφa)
†(Dµφa)
)
+
1
g˜2
V1(φ) + a
2V2(φ) . (2.1)
Here, Aµ are u(N ) valued anti-Hermitian gauge fields, φa (a = 1, 2, 3) are 3 anti-Hermitian
scalars transforming in the adjoint of SU(N ) and the covariant derivative is Dµφa = ∂µφa +
[Aµ , φa]. We take the potentials of the form
V1(φ) = TrN
(
F †abFab
)
, V2(φ) = TrN
(
(φaφa + b˜)
2
)
. (2.2)
where in V1(φ) we have defined
Fab := [φa , φb]− εabcφc , (2.3)
whose purpose will become evident shortly.
In the expressions above a, b˜, g and g˜ are constants and TrN = N−1Tr denotes a normal-
ized trace. We further note that φa transform in the vector representation of an additional
global SO(3) symmetry and that V1 and V2 are invariant under this symmetry.
As its commutative counterpart [15], this theory spontaneously develops extra dimensions
in the form of fuzzy spheres. Following [15], let us very briefly see how this actually comes
about. We observe that the potential g˜−2V1 + a2V2 is positive definite, and that solutions of
Fab = [φa , φb]− εabcφc = 0 , −φaφa = b˜ (2.4)
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are evidently a global minima. Most general solution to this equation is not known. However
depending on the values taken by the parameter b˜, a large class of solutions has been found
in [15]. Here we restrict ourselves to the simplest situation and refer the reader to [15] for a
general discussion and its physical consequences.
Taking the value of b˜ as the quadratic Casimir of an irreducible representation of SU(2)
labeled by ℓ, b˜ = ℓ(ℓ + 1) with 2ℓ ∈ Z and assuming further that the dimension N of the
matrices φa is (2ℓ+ 1)n, (2.4) is solved by the configurations of the form
φa = X
(2ℓ+1)
a ⊗ 1n , (2.5)
where X
(2ℓ+1)
a are the (anti-Hermitian) generators of SU(2) in the irreducible representation
ℓ, which has dimension 2ℓ + 1. We observe that this vacuum configuration spontaneously
breaks the U(N ) down to U(n) which is the commutant of φa in (2.5).
Fluctuations about the vacuum (2.5) may be written as
φa = Xa +Aa , (2.6)
where Aa ∈ u(2ℓ+ 1)⊗ u(n) and we have used the short-hand notation X(2ℓ+1)a ⊗ 1n =: Xa.
Then Aa (a = 1, 2, 3) may be interpreted as three components of a U(n) gauge field on the
fuzzy sphere S2F . A short definition of the fuzzy sphere and some of its properties are given in
Appendix A. Thus, φa are the “covariant coordinates” on S
2
F and (2.3) defines the associated
curvature Fab. The latter may be expressed in terms of the gauge fields Aa as:
Fab = [Xa , Ab]− [Xb , Aa] + [Aa , Ab]− εabcAc . (2.7)
Obviously, the term V1 corresponds to the Yang-Mills action on S
2
F . However, with this
term alone, gauge theory on the sphere is not recovered in the commutative limit, since
the fuzzy gauge field has three components rather than two. Rather, one obtains gauge
theory with an additional scalar; the scalar is more precisely the component of the gauge
field pointing in the radial direction when S2 is embedded in R3. The purpose of the term
V2 in the action is to suppress this scalar. To see how this works, observe that
i(ℓ(ℓ+ 1))−1/2
(
(Xa +Aa)(Xa +Aa) + ℓ(ℓ+ 1)
)
= {xˆa, Aa}+ i(ℓ(ℓ+ 1))−1/2A2a
−−−→
ℓ→∞
2xaAa . (2.8)
The term xaAa is precisely the component of the gauge field on the sphere associated with
the radial direction, so the term a2V2 gives a mass a
√
ℓ(ℓ+ 1) to this component.
To summarize, with (2.6) the action in (2.1) takes the form of a U(n) gauge theory on
M×S2F (2ℓ+1) with the gauge field components AM (yˆ) = (Aµ(yˆ) , Aa(yˆ)) ∈ u(n)⊗u(2ℓ+1)
and field strength tensor (yˆ are a set of coordinates for the noncommutative manifold M)
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]
Fµa = Dµφa = ∂µφa + [Aµ, φa] (2.9)
Fab = [φa, φb]− ǫabcφc .
For future use, we note that
TrN =
1
n(2ℓ+ 1)
TrMat(2ℓ+1) ⊗ Tr Mat(n) (2.10)
where Mat(k) denotes the algebra of k × k matrices.
4
3 The SU(2)-Equivariant Gauge Field
Let us focus on the case of a U(2) gauge theory on M× S2F . The construction of the most
general SU(2)-equivariant gauge field on S2F was given in a recent article by the author with
D. Harland [1]. This construction uses essentially the representation theory of SU(2). Here
we give a brief account for completeness and refer the reader to [1] for further details.
We begin by selecting
ωa = X
(2ℓ+1)
a ⊗ 12 − 12ℓ+1 ⊗
iσa
2
, ωa ∈ u(2) ⊗ u(2ℓ+ 1) , for a = 1, 2, 3 (3.1)
These ωa are the generators of the representation 1/2 ⊗ ℓ of SU(2), where by m we denote
the spin m representation of SU(2) of dimension 2m+ 1. The two terms which make up ωa
generate rotations and gauge transformations, therefore imposing ω-equivariance amounts to
requiring that rotations can be compensated by gauge transformations. There are certainly
more possible choices for ωa; for example, ωa = X
(2ℓ+1)
a ⊗ 12 was studied in [14].
SU(2)-equivariance of the theory requires the fulfillment of the symmetry constraints,
[ωa , Aµ] = 0 , (3.2)
[ωa, φb] = ǫabcφc, (3.3)
on the gauge field. These constraints are consistent only if ωa satisfies
[ωa, ωb] = εabcωc , (3.4)
which is readily satisfied by our choice of ωa.
The l.h.s. of both (3.2) and (3.3) require that Aµ and φa transform under the adjoint
action of ωa, that is, in the representation (1/2 ⊗ ℓ)⊗ (1/2 ⊗ ℓ) of su(2). The r.h.s. of (3.2)
and (3.3) indicate that Aµ belongs to the trivial sub-representation and φa belongs to the
vector sub-representation of the representation (1/2 ⊗ ℓ)⊗ (1/2 ⊗ ℓ).
Using the Clebsch-Gordan formula to find the sub-representations for ℓ > 1/2, we get
(1/2 ⊗ ℓ) ⊗ (1/2 ⊗ ℓ)
= (ℓ+ 1/2 ⊕ ℓ− 1/2)⊗ (ℓ+ 1/2⊕ ℓ− 1/2) (3.5)
= (ℓ+ 1/2 ⊗ ℓ+ 1/2)⊕ 2(ℓ+ 1/2 ⊗ ℓ− 1/2)⊕ (ℓ− 1/2⊗ ℓ− 1/2)
= 2 0⊕ 4 1⊕ . . .
Thus, the set of solutions to (3.2) is two-dimensional and that of (3.3) is four-dimensional.
Convenient parametrizations may be given by
Aµ =
1
2
Qaµ(yˆ) +
1
2
ibµ(yˆ) (3.6)
φa = Xa +Aa ,
Aa =
1
2
ϕ1(yˆ)[Xa, Q] +
1
2
(ϕ2(yˆ)− 1)Q[Xa, Q] + i1
2
ϕ3(yˆ)
1
2
{Xˆa, Q}+ 1
2
ϕ4(yˆ)ωˆa, , (3.7)
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where aµ, bµ are Hermitian U(1) gauge fields, ϕi are Hermitian scalar fields over M, the
curly brackets denote anti-commutators throughout, and we have used
Xˆa :=
1
ℓ+ 1/2
Xa , ωˆa :=
1
ℓ+ 1/2
ωa. (3.8)
We have further introduced the anti-Hermitian matrix
Q :=
Xa ⊗ σa − i/2
ℓ+ 1/2
, Q† = −Q , Q2 = −12(2ℓ+1) . (3.9)
Indeed, Q is the fuzzy version of q := iσ · x and converges to it in the ℓ→∞ limit1.
It is worthwhile to remark that, in the commutative limit M → M , S2F → S2 (3.7) be
comes
Aa −−−→
ℓ→∞
i
1
2
ϕ1(y)Laq + i1
2
(ϕ2(y)− 1)qLaq + 1
2
ϕ3(y)xaq +
1
2
ϕ4(y)xa . (3.10)
In this limit, the component of Aa normal to S
2 can be eliminated by imposing the constraint
xaAa = 0 on the gauge field. This constraint is satisfied if and only if we take ϕ3 = 0 , ϕ4 = 0,
as is easily observed from the above expression. Thus, we recover then the well-known
expression for the spherically symmetric gauge field over M× S2 [4, 2].
4 Reduction of the Yang-Mills Action over S2F
Using the SU(2)-equivariant gauge field in the noncommutative U(2) Yang-Mills theory on
M⊗ S2F , we can explicitly trace it over the fuzzy sphere to reduce it to a theory on M. It
is quite useful to note the following identities
{Q , [Xa , Q]} = 0 , {Xa , [Xa , Q]} = 0 , (sum over repeated a is implied) , (4.1)
[Q , {Xa , Q}] = 0 , [Xa , {Xa , Q}] = 0 , (sum over repeated a is implied) . (4.2)
which significantly simplify the calculations, since they greatly reduce the number of traces
to be computed.
The reduced action has the form
S =
∫
M
LF + LG + 1
g˜2
V1 + a
2V2 (4.3)
Each term in this expression is defined and evaluated below, while some details are relegated
to the Appendix B.
1
±iQ appears also in the context of monopoles and fermions over S2F where in the former it is the
idempotent associated with the projector describing the rank 1 monopole bundle over S2F , while in the latter
it serves as the chirality operator associated with the Dirac operator on S2F . For further details on these, see
for instance [13] and the references therein.
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4.1. The Field Strength Term
Let us define the combinations
c±µ :=
1
2
(bµ ± aµ) , c±†µ = c±µ , aµ = c+µ − c−µ , bµ = c+µ + c−µ . (4.4)
The associated field strengths are
F±µν = ∂µc
±
ν − ∂νc±µ + i[c±µ , c±ν ] , F±†µν = F±µν . (4.5)
The corresponding contribution to the Lagrangian can then be expressed as
LF := 1
4g2
TrN
(
F †µνFµν
)
=
1
4g2
1
2ℓ+ 1
(
ℓ
∣∣F+µν ∣∣2 + (ℓ+ 1) ∣∣F−µν ∣∣2 ) . (4.6)
4.2. The Gradient Term
The covariant derivative may be written as
Dµφa =
1
4
(
(Dµϕ+Dµϕ
†)− iQ(Dµϕ−Dµϕ†)
)
[Xa, Q] + iβµ{Xˆa, Q}+ γµωˆa . (4.7)
where
ϕ = ϕ1 + iϕ2 , ϕ
† = ϕ1 − iϕ2 ,
Dµϕ = ∂µϕ+ ic
+
µϕ− iϕc−µ , Dµϕ† = ∂µϕ† + ic+µϕ† − iϕ†c−µ , (4.8)
βµ =
1
4
∂µϕ3 +
i
8
[c+µ + c
−
µ , ϕ3] +
i
16
[
c+µ − c−µ ,
1
ℓ+ 12
ϕ3 −
(ℓ+ 12)
2 − 52
(ℓ+ 12)
2 − 1ϕ4
]
,
γµ =
1
2
∂µϕ4 +
i
4
[c+µ + c
−
µ , ϕ4]−
i
4(ℓ+ 12 )
[
c+µ − c−µ ,
ℓ(ℓ+ 1)
ℓ+ 12
ϕ3 +
(ℓ+ 12)
2 − 58
(ℓ+ 12)
2 − 1ϕ4
]
.
The gradient term takes the form
LG := TrN
(
(Dµφa)
†(Dµφa)
)
=
1
4
ℓ2 + ℓ
(ℓ+ 1/2)2
(
DµϕDµϕ
† +Dµϕ†Dµϕ
)
+ 2
ℓ2 + ℓ
(ℓ+ 1/2)2
(
(ℓ+ 32)(ℓ− 12 )
(ℓ+ 12 )
2
+ 1
)
βµβµ
+
ℓ2 + ℓ+ 34
(ℓ+ 12)
2
γµγµ + 2
ℓ2 + ℓ
(ℓ+ 12)
3
{βµ , γµ} . (4.9)
4.3. The Potential Term
Working with the dual of the curvature Fab we have
1
2
εabcFab =
1
2
ǫabc[φa, φb]− φc = 1
2
(
{P1 , ϕ1 +Qϕ2}+ i[S ,Q(ϕ1 +Qϕ2)]
)
[Xc, Q]
+
i
4
(
ϕ21 + ϕ
2
2 +
i
2(ℓ+ 12)
[ϕ1 , ϕ2]− P2
)
{Xc, Q}
(ℓ+ 1/2)
+
1
4
(
P3 − 2iℓ(ℓ+ 1)
(ℓ+ 12)
[ϕ1 , ϕ2]
)
ωc
(ℓ+ 1/2)2
,
(4.10)
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where P1,2,3 and S are given in the appendix B. The potential term in the action may then
be expressed as
V1 = 4
ℓ2 + ℓ
(ℓ+ 1/2)2
(T 21 + T
2
2 ) + 4
ℓ2 + ℓ
(ℓ+ 1/2)2
(
(ℓ+ 32)(ℓ− 12)
(ℓ+ 12)
2
+ 1
)
T 23
+ 2
ℓ2 + ℓ+ 34
(ℓ+ 12 )
4
T 24 + 4
ℓ2 + ℓ
(ℓ+ 1/2)4
{T3 , T4} , (4.11)
and the explicit expressions for T1,2,3,4, in terms of P1,2,3 and S, are given in the appendix B.
In the large ℓ limit, we find
V1 =
ℓ→∞
1
4
(
(ϕϕ†)2 + (ϕ†ϕ)2 + {ϕϕ3 , ϕ†ϕ3}+ {ϕ ,ϕ†}
(
ϕ23 + 2(ϕ3 − 1)
)
+ 2(ϕ3 − 1)2
{
[ϕ ,ϕ†] , ϕ4
}
+ 2ϕ24
)
. (4.12)
Let us also note that in the commutative limit this collapses to
1
2
(|ϕ|2 + ϕ3 − 1)2 + ϕ23|ϕ|2 +
1
2
ϕ24 , (4.13)
which is the expression found in [1].
4.4. The Constraint Term
Following the discussion in section 2, we take b˜ = ℓ(ℓ+ 1). We can then write
φaφa + ℓ(ℓ+ 1) = R1 +R2iQ, (4.14)
where R1 and R2 are given in the appendix B.
The constraint term in the action therefore takes the form
V2 =
(
R21 +R
2
2 +
1
2(ℓ+ 12)
{R1 , R2}
)
. (4.15)
4.5. Structure of the Reduced Action
Let us now inspect the reduced action more closely and make some important remarks
and observations that will clarify the structure of the reduced theory. For definiteness,
from now on we will consider that M is the Groenewald-Moyal (GM) plane R2θ (see section
5.1. for definitions and our conventions on GM plane). First, we should understand the
gauge symmetry of the reduced action. In view of the results obtained in the course of the
equivariant reduction of the Yang-Mills theories on R2dθ × S2 in [5], our initial expectation
before performing the dimensional reduction has been to encounter a reduced theory with
a U(1) ⊗ U(1) gauge symmetry where ϕ ,ϕ† are in the bi-fundamental representation and
ϕ3 , ϕ4 are neutral scalars and therefore in the adjoint of both the left and the right U(1)
factor; in fact the latter is the only option for ϕ3 , ϕ4, since they can not be carrying any
charges (except the same charges (1,−1) as ϕ under the left and the right gauge groups,
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respectively, which they certainly do not carry, as is clear from the form of βµ and γµ) under
the U(1) ⊗ U(1) gauge group as the noncommutativity will prevent that from happening
[27], and from the form of βµ and γµ it is also clear that they can not be transforming
under the trivial representation of U(1) ⊗ U(1). Therefore, in contrast to the results of [5],
where of course ϕ3 , ϕ4 were absent, we find that the presence of extra degrees of freedom,
namely ϕ3 , ϕ4, in the SU(2)-equivariant gauge field on S
2
F leads here to a further symmetry
breaking in the reduced action. Inspecting the expressions (4.8) making up the ingredients
of the gradient term in (4.9), we see that the gauge symmetry is broken down to a diagonal
noncommutative U(1) gauge group. We observe that βµ and γµ transform covariantly and
the reduced action is invariant only under the diagonal noncommutative U(1) gauge group,
that is only if the left and the right gauge fields are identified: c+µ = c
−
µ =: cµ (with this
definition cµ =
1
2bµ). We find that the reduced action then takes the form
S =
∫
M
1
4g2
|Fµν |2 + 1
2
ℓ2 + ℓ
(ℓ+ 1/2)2
DµϕDµϕ
† +
1
8
ℓ2 + ℓ
(ℓ+ 1/2)2
(
(ℓ+ 32)(ℓ− 12)
(ℓ+ 12)
2
+ 1
)
(Dµϕ3)
2
+
ℓ2 + ℓ+ 34
4(ℓ+ 12 )
2
(Dµϕ4)
2 +
ℓ2 + ℓ
4(ℓ+ 12)
3
{Dµϕ3 ,Dµϕ4}+ 1
g˜2
V1 + a
2V2 . (4.16)
where now we have
Dµ· = ∂µ ·+[cµ , ·] , Fµν = ∂µcν − ∂νcµ + i[cµ , cν ] . (4.17)
We note that the theory governed by the action (4.16) does not have a commutative
limit, since then all the commutators vanish and the remaining terms no longer form a gauge
theory. This is a well-known behavior of gauge theories with adjoint scalar fields [22, 28],
and it is also encountered in the present model. However, it is also useful to remark that,
taking the commutative limit in the action (4.3) first using the expressions (4.6, 4.9, 4.11)
and (4.15) leads to the results found in [1].
5 Solutions of the Reduced Theory on R2θ
We now wish to study the classical solutions of the system governed by the action given in
(4.16) on the Groenewald-Moyal plane R2θ. As emphasized in [1] there is no canonical choice
for the coefficient a2 of the fuzzy constraint term; we will consider the two extreme cases of
a2 =∞ and a2 = 0 corresponding, respectively, to imposing the constraint φaφa+ℓ(ℓ+1) = 0
in full (i.e. “by hand”) and imposing no constraint at all. In both cases, we consider the
large ℓ limit; in the a = ∞ theory, we include only terms appearing at O(ℓ−2), whereas for
the case a = 0, we assume ℓ =∞.
5.1. Definitions and Conventions for the Groenewald-Moyal Plane R2θ
Using the operator formalism, R2θ is defined by two operators yˆ1 , yˆ2 acting on the standard
Harmonic oscillator Fock space H. They fulfill the Heisenberg algebra commutation relation
[yˆ1 , yˆ2] = iθ , (5.1)
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where θ is the noncommutativity parameter.
It is often useful to switch to the complex basis which we take as
z =
1√
2
(y1 + iy2) , z¯ =
1√
2
(y1 − iy2) , (5.2)
fulfilling
[z , z¯] = θ . (5.3)
The derivatives on R2θ maybe expressed as
∂µ· = − i
θ
εµν [yˆν , ·] , ∂z· = −1
θ
[z¯ , ·] , ∂z¯· = 1
θ
[z , ·] . (5.4)
The integration over R2 becomes a trace over the Fock space H on R2θ:∫
R2
d2y −→ 2πθTrH . (5.5)
For further details on noncommutative spaces, see for instance [28].
5.2. Case 1: The constraint fully imposed
The fuzzy constraint φaφa+ ℓ(ℓ+1) = 0 is equivalent to the two algebraic equations R1 = 0,
R2 = 0, where the expression for R1 and R2 are given in the Appendix B. These equations
can be solved order by order in powers of the parameter 1ℓ to obtain ϕ3 and ϕ4 in terms
of ϕ1 and ϕ2. Substituting back into the action yields an action involving only the scalar
ϕ = ϕ1 + iϕ2.
When ℓ = ∞, the solution to the constraint is simply ϕ3 = 0, ϕ4 = 0, and substituting
these into the action (4.3) yields the model found in [5], where ϕ is a bi-fundemental scalar
field, and there are distinct left and right gauge fields, which are not required to be identified.
When finite ℓ effects are taken into account, however, we should consider the action (4.16);
then gauge invariance of the actions both before and after solving the constraint, and gauge
covariance of the solutions of the constraint are maintained only if the left and the right
gauge fields are identified.
For large but finite ℓ, one can solve the constraint approximately by expanding it to
leading order in powers of ℓ−1 around the ℓ =∞. Performing this to order O (ℓ−3), we find
ϕ3 = −i4
ℓ
[ϕ1 , ϕ2] +
1
2ℓ2
(ϕ21 + ϕ
2
2 − 1) +O
(
ℓ−3
)
, (5.6)
ϕ4 = − 1
2ℓ
(ϕ21 + ϕ
2
2 − 1) + i
3
ℓ2
[ϕ1 , ϕ2] +O
(
ℓ−3
)
. (5.7)
Note that these indeed preserve the gauge symmetry since both sides transform covariantly
under the action of the gauge group.
Using these in (4.16), we find
S = 2πθTrH
[
1
4g2
|Fµν |2+ 1
2
(
1− 1
4ℓ2
)
DµϕDµϕ
†+
1
ℓ2
(
Dµ[ϕ ,ϕ
†]
)2
+
1
32ℓ2
(
Dµ{ϕ ,ϕ†}
)2
+
1
g˜2
((
1
2
+
1
4ℓ2
)(
1
2
{ϕ ,ϕ†} − 1
)2
+
1
8
(
1− 1
ℓ
− 3
4ℓ2
)
[ϕ ,ϕ†]2
)
+O
(
ℓ−3
) ]
. (5.8)
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To obtain this result we have also used the cyclicity property of the trace TrH, under which
the terms proportional to [ϕ ,ϕ†] and
{{ϕ ,ϕ†} , [ϕ ,ϕ† ]} vanish. The expression (5.8) is
clearly invariant under the noncommutative U(1) gauge symmetry, as it should be.
It is possible to employ the solution generating techniques introduced in [21] to find
noncommutative vortex type solutions of (5.8). To this end we proceed as follows. Let us
first define the covariant coordinates
X = −1
θ
z¯ + icz , X
† = −1
θ
z − icz¯ , (5.9)
where we have used the complex combinations cz =
1√
2
(c1 − ic2), cz¯ = 1√2(c1 + ic2). The
covariant derivatives and the field strength may be expressed as
Dzϕ = [X ,ϕ] , Dz¯ϕ = −[X† , ϕ] . (5.10)
Fzz¯ = ∂zcz¯ − ∂z¯cz + i[cz , cz¯] ,
= i[X ,X†] +
i
θ
, (5.11)
All the basic constituents of the action (5.8) transform covarianty under the gauge symmetry
X −→ UXU † , ϕ −→ UϕU † , Dzϕ −→ UDzϕU † , Fzz¯ −→ UFzz¯U † . (5.12)
It follows that the equations of motion will transform covariantly, that is,
δS
δX
−→ U δS
δX
U † ,
δS
δϕ
−→ U δS
δϕ
U † , (5.13)
under a partial isometry U satisfying
U †U = 1 , UU † = P , (5.14)
where P is a projection operator [21]. Thus, the partial isometries (5.14) generate solutions
from a known solution.
A trivial solution to the equations of motion of (5.8) may easily found to beX = −1θ z¯ , ϕ =
1. Taking U = Sm, where S is the usual shift operator S =
∑∞
k=0 |k + 1〉〈k|, we can write a
set of non-trivial solutions for the theory governed by (5.8) as
ϕ = SmS†m = 1− Pm ,
X = −1
θ
Smz¯S†m . (5.15)
where
Pn =
n−1∑
k=0
|k〉〈k| , (5.16)
is the projection operator of rankm. The corresponding field strength is F12 = −iFzz¯ = 1θPm.
We can view these solutions as noncommutative vortices carrying m units of flux:
2πθTrF12 = 2πm . (5.17)
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It is useful to evaluate the value of the action (5.8) on these solutions; we find
S = πθm
(
1
g2θ2
+
1
g˜2
(
1 +
1
2ℓ2
))
+O
(
ℓ−3
)
. (5.18)
This corresponds to the energy of the static vortices in 2 + 1 dimensions, R2θ × R1 with R1
standing for time. We observe that to leading order in ℓ−1 there is a ℓ−2 contribution adding
to the energy, which is a residue of the fact that the present model has descended from a
model with a fuzzy sphere of order ℓ, S2F (ℓ) as extra dimensions.
Two limiting cases may also be easily recorded from (5.18). For g˜ → ∞, our solutions
collapse to the flux- tube (fluxon) solutions discussed in [24, 25]; whereas, for θ → ∞, the
action gets a contribution only from the potential term, and our vortex solution collapses to
a noncommutative soliton solution of the type first discussed in [26].
5.3. Case 2: No constraint
With a = 0 and ℓ =∞, the action reduces to
S = 2πθTrH
(
1
4g2
|Fµν |2 + 1
2
DµϕDµϕ
† +
1
4
(Dµϕ3)
2 +
1
4
(Dµϕ4)
2 +
1
g˜2
V1
)
. (5.19)
where V1 is as given in (4.12). We see that there are linear terms in the potential (4.12) in ϕ3,
which will prevent us from applying the solution generating technique used in the previous
subsection since these lead to terms in the equations of motion proportional to identity, and,
therefore, they do not transform adjointly under the solution generating transformations
[21]. However, in the present model this situation can be remedied by defining a new field
ϕ′3 = ϕ3 − 1. In this manner, all the terms in the potential are quadratic or higher order or
a constant. We have
V ′1 =
ℓ→∞
1
4
(
(ϕϕ†)2 + (ϕ†ϕ)2 + {ϕ(ϕ′3 + 1) , ϕ†(ϕ′3 + 1)}+ {ϕ ,ϕ†}
(
(ϕ′3 + 1)
2 + 2ϕ′3
)
+ 2ϕ′23
{
[ϕ ,ϕ†] , ϕ4
}
+ 2ϕ24
)
. (5.20)
while the gradient term involving ϕ3 is unaffected by this substitution. The equations of
motion are
(DzDz¯ +Dz¯Dz)φ− ∂V
′
1
∂φ
= 0 , forφ : ϕ ,ϕ′3, ϕ4 ,
1
g2
DzFzz¯ + i(ϕDz¯ϕ
† −Dz¯ϕϕ†) + i[ϕ′3 ,Dz¯ϕ′3] + i[ϕ4 ,Dz¯ϕ4] = 0 . (5.21)
We observe that a trivial solution to these equations is given by ϕ = 1 , ϕ′3 = −1 , ϕ4 =
0 ,X = −1θ z¯. Applying the solution generating technique with U = Sm, we find
ϕ = SmS†m = 1− Pm , ϕ′3 = −SmS†m = Pm − 1 , ϕ4 = 0 , X = −
1
θ
Smz¯S†m , (5.22)
where S and X are defined as in the previous subsection.
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Evaluating the value of the action (5.19) on these solutions we find
S =
πm
g2θ
, (5.23)
and the flux carried by these solutions is again
2πθTrF12 = 2πm . (5.24)
As it turns out, there is in fact no contribution to (5.23) from the potential term. Thus, we
can interpret (5.22) as flux-tube solutions carrying m units of flux [24]. It is easy to see that
(5.22) satisfies the equations of motion (5.21), by noting that
Dzφ = [X ,φ] = 0 , Dz¯φ = −[X† , φ] = 0 , (5.25)
where φ are the solutions for ϕ,ϕ′3, ϕ4 given in (5.22).
We also wish to remark that the field redefinition for ϕ3 used above works only in the
infinite ℓ limit. In fact, there does not appear to be a field redefinition at finite ℓ or at
leading order around ℓ =∞ which will allow the use of solution generating transformations
to construct non-trivial solutions.
5.4. Generalization to R2dθ
Results of the previous sections can be generalized to R2dθ in a rather straightforward manner.
Defining relations for R2dθ are
[yˆµ , yˆν ] = iθ
µν , (5.26)
where it is assumed that θµν is brought to a block-diagonal form with
θ2a−1 2a = −θ2a2a−1 =: θa , (a = 1, · · · , d) . (5.27)
In complex coordinates
za =
1√
2
(y2a−1 + iy2a) , za¯ =
1√
2
(y2a−1 − iy2a) , (5.28)
these relations become
[za , zb¯] = δab¯θa = θab¯ = −θb¯a , (5.29)
with θbc¯θ
c¯a = δab , θab¯ = −θb¯a = − 1θa δab¯. We further have
∫
R2d
d2dy −→
(
d∏
a=1
2πθa
)
TrH . (5.30)
In order to write down the generalizations of our previous results, we can consider a
U(2k) Yang-Mills gauge theory on R2dθ × S2F , instead of the U(2) theory that we have used
in section 3. In this case, the gauge fields Aa are elements of u(2k) ⊗ u(2ℓ + 1) and SU(2)
equivariance therefore leads to the gauge fields aµ, bµ taking values in u(k) and to the scalar
fields ϕ1, ϕ2, ϕ3, ϕ4 which are k×k Hermitian matrices. Dimensional reduction over the fuzzy
sphere proceeds in the same manner as before.
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To obtain the non-trivial solutions of the reduced theory, we again make use of the
covariant coordinates
Xa = ica + θab¯z
b¯ . (5.31)
For the case considered in 5.2., where the constraint term is fully imposed, we find that the
non-trivial solutions generalize to
Xa = θab¯Tmz
b¯T †m , ϕ = ϕ
† = TmT †m = 1− Pm , (5.32)
where Tm, T
†
m are k×k matrices acting on Ck⊗H and satisfying TmT †m = 1−Pm, T †mTm = 1.
Pm is a rank m projector on C
k ⊗ H. Explicit constructions of the operators Tm are given
in terms of noncommutative ABS construction, which is well-known in the literature [21, 5].
Assuming for simplicity that θ1 = · · · θd = θ we find that the generalized static noncom-
mutative vortices have the energy
(2πθ)dm
(
d
2g2θ2
+
1
g˜2
(
1 +
1
2ℓ2
))
+O
(
ℓ−3
)
. (5.33)
As for the case of section 5.3. where the constraint term is neglected by setting a = 0,
we have the non-trivial solutions
ϕ = 1− Pm , ϕ′3 = Pm − 1 , ϕ4 = 0 , Xa = θab¯Tmzb¯T †m . (5.34)
Evaluating the action on these solutions we get
S = (2πθ)d
md
2g2θ2
. (5.35)
Thus these solutions are the generalized fluxons living on R2dθ .
6 Conclusions
In this article, we have studied the equivariant dimensional reduction of a U(2) Yang-Mills
theory onM×S2F whereM is considered as a noncommutative manifold. We have employed
SU(2)-equivariant gauge field constructed in [1] to perform the dimensional reduction of the
theory over the fuzzy sphere in full. Our results showed that the reduced model is a noncom-
mutative U(1) gauge theory coupled adjointly to a set of scalar fields. We have examined
the reduced model on R2θ and found that, in certain limits, it admits noncommutative vortex
as well as flux-tube solutions which are non-BPS and devoid of a smooth commutative limit.
In particular, we have computed the leading order correction in the fuzzy sphere level ℓ to
the noncommutative static vortex energy when the fuzzy gauge constraint is fully imposed.
Generalizations of our results to U(2k) gauge theories over R2dθ are also briefly given.
Acknowledgements
This work is supported by the Middle East Technical University under Project No. BAP-
08-11-2010-R-108.
14
References
[1] D. Harland and S. Kurkcuoglu, “Equivariant reduction of Yang-Mills theory over the
fuzzy sphere and the emergent vortices,” Nucl. Phys. B 821, 380 (2009) [arXiv:0905.2338
[hep-th]].
[2] P. Forgacs and N. S. Manton, “Space-Time Symmetries In Gauge Theories,” Commun.
Math. Phys. 72, 15 (1980).
[3] D. Kapetanakis and G. Zoupanos, “Coset Space Dimensional Reduction Of Gauge The-
ories,” Phys. Rept. 219, 4 (1992).
[4] E. Witten, “Some exact multipseudoparticle solutions of classical Yang-Mills theory,”
Phys. Rev. Lett. 38, 121 (1977).
[5] O. Lechtenfeld, A. D. Popov and R. J. Szabo, “Noncommutative instantons in
higher dimensions, vortices and topological K-cycles,” JHEP 0312, 022 (2003)
[arXiv:hep-th/0310267];
[6] O. Garcia-Prada, “Invariant connections and vortices,” Commun. Math. Phys. 156
(1993) 527;
O. Garcia-Prada, ”Dimensional Reduction of stable bundles, vortices and stable pairs”,
Int.J.Math. 5 (1994) 1.
[7] A. D. Popov and R. J. Szabo, “Quiver gauge theory of nonabelian vortices and non-
commutative instantons in higher dimensions,” J. Math. Phys. 47, 012306 (2006)
[arXiv:hep-th/0504025].
[8] O. Lechtenfeld, A. D. Popov and R. J. Szabo, “Rank two quiver gauge the-
ory, graded connections and noncommutative vortices,” JHEP 0609, 054 (2006)
[arXiv:hep-th/0603232];
O. Lechtenfeld, A. D. Popov and R. J. Szabo, “Quiver Gauge Theory and Noncommu-
tative Vortices,” Prog. Theor. Phys. Suppl. 171, 258 (2007) [arXiv:0706.0979 [hep-th]];
O. Lechtenfeld, A. D. Popov and R. J. Szabo, “SU(3)-Equivariant Quiver Gauge Theories
and Nonabelian Vortices,” JHEP 0808, 093 (2008) [arXiv:0806.2791 [hep-th]].
[9] A. D. Popov, “Integrability of Vortex Equations on Riemann Surfaces,” Nucl. Phys. B
821, 452 (2009) [arXiv:0712.1756 [hep-th]].
A. D. Popov, “Non-Abelian Vortices on Riemann Surfaces: an Integrable Case,” Lett.
Math. Phys. 84, 139 (2008) [arXiv:0801.0808 [hep-th]];
[10] A. D. Popov, “Explicit Non-Abelian Monopoles in SU(N) Pure Yang-Mills Theory,”
Phys. Rev. D 77, 125026 (2008) [arXiv:0803.3320 [hep-th]];
15
[11] B. P. Dolan and R. J. Szabo, “Dimensional Reduction, Monopoles and Dynamical Sym-
metry Breaking,” JHEP 0903, 059 (2009) [arXiv:0901.2491 [hep-th]].
[12] G. Landi and R. J. Szabo, “Dimensional reduction over the quantum sphere and non-
abelian q-vortices,” arXiv:1003.2100 [hep-th].
[13] A. P. Balachandran, S. Kurkcuoglu and S. Vaidya, Lectures on fuzzy and fuzzy SUSY
physics, World Scientific, Singapore, 2007, and arXiv:hep-th/0511114.
[14] P. Aschieri, J. Madore, P.Manousselis and G. Zoupanos, “Dimensional reduction over
fuzzy coset spaces,” JHEP 0404 (2004) 034 [arXiv:hep-th/0310072];
P. Aschieri, J. Madore, P. Manousselis and G. Zoupanos, “Renormalizable theories from
fuzzy higher dimensions,” arXiv:hep-th/0503039.
[15] P. Aschieri, T. Grammatikopoulos, H. Steinacker and G. Zoupanos, “Dynamical gener-
ation of fuzzy extra dimensions, dimensional reduction and symmetry breaking,” JHEP
0609, 026 (2006) [arXiv:hep-th/0606021],
[16] H. Steinacker and G. Zoupanos, “Fermions on spontaneously generated spherical extra
dimensions,” JHEP 0709, 017 (2007) [arXiv:0706.0398 [hep-th]].
[17] A. Chatzistavrakidis, H. Steinacker and G. Zoupanos, “On the fermion spectrum of
spontaneously generated fuzzy extra dimensions with fluxes,” Fortsch. Phys. 58, 537
(2010) [arXiv:0909.5559 [hep-th]].
[18] A. Chatzistavrakidis, H. Steinacker and G. Zoupanos, “Orbifolds, fuzzy spheres and
chiral fermions,” JHEP 1005, 100 (2010) [arXiv:1002.2606 [hep-th]].
[19] A. Chatzistavrakidis and G. Zoupanos, “Higher-Dimensional Unified Theories with
Fuzzy Extra Dimensions,” SIGMA 6, 063 (2010) [arXiv:1008.2049 [hep-th]].
[20] H. Grosse, F. Lizzi and H. Steinacker, Noncommutative gauge theory and symmetry
breaking in matrix models, Phys. Rev. D 81, 085034 (2010) [arXiv:1001.2703 [hep-th]].
[21] J. A. Harvey, P. Kraus and F. Larsen, “Exact noncommutative solitons,” JHEP 0012,
024 (2000) [arXiv:hep-th/0010060];
J. A. Harvey, “Komaba lectures on noncommutative solitons and D-branes,”
arXiv:hep-th/0102076.
[22] D. P. Jatkar, G. Mandal and S. R. Wadia, “Nielsen-Olesen vortices in noncommutative
Abelian Higgs model,” JHEP 0009, 018 (2000) [arXiv:hep-th/0007078].
[23] D. Bak, K. M. Lee and J. H. Park, “Noncommutative vortex solitons,” Phys. Rev. D
63, 125010 (2001) [arXiv:hep-th/0011099];
D. Bak, “Exact multi-vortex solutions in noncommutative Abelian-Higgs theory,” Phys.
Lett. B 495, 251 (2000) [arXiv:hep-th/0008204].
16
[24] A. P. Polychronakos, “Flux tube solutions in noncommutative gauge theories,” Phys.
Lett. B 495, 407 (2000) [arXiv:hep-th/0007043].
[25] M. Aganagic, R. Gopakumar, S. Minwalla and A. Strominger, “Unstable solitons in
noncommutative gauge theory,” JHEP 0104, 001 (2001) [arXiv:hep-th/0009142].
[26] R. Gopakumar, S. Minwalla and A. Strominger, ”Noncommutative solitons,” JHEP
0005, 020 (2000) [arXiv:hep-th/0003160].
[27] M. Chaichian, P. Presnajder, M. M. Sheikh-Jabbari and A. Tureanu, “Noncom-
mutative gauge field theories: A no-go theorem,” Phys. Lett. B 526, 132 (2002)
[arXiv:hep-th/0107037].
[28] M. R. Douglas and N. A. Nekrasov, “Noncommutative field theory,” Rev. Mod. Phys.
73, 977 (2001) [arXiv:hep-th/0106048].
Appendix
A. The Fuzzy Sphere
The fuzzy sphere at level ℓ is defined to be the algebra of (2ℓ + 1) × (2ℓ + 1) matrices
Mat(2ℓ+ 1). The three Hermitian “coordinate functions”
xˆa :=
i√
ℓ(ℓ+ 1)
X(2ℓ+1)a (A.1)
satisfy
[xˆa , xˆb] =
i√
ℓ(ℓ+ 1)
εabcxˆc , xˆaxˆa = 1 , (A.2)
and generate the full matrix algebra Mat(2ℓ + 1). There are three natural derivations of
functions, defined by the adjoint action of su(2) on S2F :
f → adX(2ℓ+1)a f := [X(2ℓ+1)a , f ] , f ∈ Mat(2ℓ+ 1) . (A.3)
In the limit ℓ→∞, the functions xˆa are identified with the standard coordinates xa on R3,
restricted to the unit sphere, and the infinite-dimensional algebra C∞(S2) of functions on the
sphere is recovered. Also in this limit, the derivations [X
(2ℓ+1)
a , ·] become the vector fields
−iLa = εabcxa∂b, induced by the usual action of SO(3).
B. Explicit Formulae
In this appendix, we list the explicit expressions for P1 , P2 , P3, S, T1 , T2 , T3, T4 and R1 , R2
which were introduced for brevity of notation in section 5.
We have
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P1 =
1
2
ℓ2 + ℓ− 1/4
(ℓ+ 1/2)2
ϕ3 +
1
2
1
ℓ+ 1/2
ϕ4 , (B.4)
P2 =
1
2
{
1− ϕ3 , 1 + ϕ4
ℓ+ 1/2
− ϕ3
2(ℓ+ 1/2)2
}
, (B.5)
P3 =
ℓ2 + ℓ
(ℓ+ 1/2)2
(
ϕ23 − 2ϕ3
)
+ ϕ24 + 2
ℓ2 + ℓ− 1/4
ℓ+ 1/2
ϕ4 . (B.6)
S =
1
4(ℓ+ 12)
ϕ3 +
1
2
ϕ4 . (B.7)
In terms of P1,2,3 and S we have
T1 =
1
2
({P1 , ϕ1} − i[S ,ϕ2]) , (B.8)
T2 =
1
2
({P1 , ϕ2}+ i[S ,ϕ1]) , (B.9)
T3 =
1
4
(
ϕ21 + ϕ
2
2 +
i
2(ℓ+ 12)
[ϕ1 , ϕ2]− P2
)
, (B.10)
T4 =
1
4
(
P3 − 2iℓ(ℓ+ 1)
(ℓ+ 12 )
[ϕ1 , ϕ2]
)
. (B.11)
For R1 and R2, we have
R1 = −1
2
(ϕ21 + ϕ
2
2 − 1) +
3i
ℓ+ 12
[ϕ1 , ϕ2]− 1
4(ℓ+ 12)
2
ϕ3 −
(
(ℓ+
1
2
)− 1
2(ℓ+ 12)
)
ϕ4
−
(
1
4
− 3
16(ℓ+ 12)
2
)
ϕ23 −
1
8(ℓ+ 12)
{ϕ3 , ϕ4} − 1
4
ϕ24 , (B.12)
R2 =
1
4(ℓ+ 12)
(ϕ21 + ϕ
2
2 − 1)− i
4(ℓ+ 12)
2 − 12
(ℓ+ 12)
2
[ϕ1 , ϕ2]−
(
(ℓ+
1
2
)− 3
4(ℓ+ 12 )
)
ϕ3
− 1
2
ϕ4 − 1
16(ℓ+ 12 )
3
ϕ23 −
(
1
4
− 1
8(ℓ+ 12)
2
)
{ϕ3 , ϕ4} − 1
4(ℓ+ 12)
ϕ24 . (B.13)
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