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Kepuasan pelanggan merupakan kualifikasi yang harus dipertimbangkan masyarakat dalam rangka menentukan 
pillihan untuk belajar di perguruan tinggi. Di lain pihak proses bisnis  yang dilakasanakan oleh penyelenggara 
pendidikan juga harus dibangun dengan sangat teliti untuk mencapai efisiensi. Pemilihan waktu yang tepat 
untuk mengimplementasikan strategi pemasaran dapat menarik outcome dalam hal jumlah pendaftar atau 
peminat di satu perguruan tinggi. Dalam makalah ini ditunjukkan prediksi apakah program-program yang 
diselenggarakan kampus akan efektif atau tidak, serta memberi solusi berdasarkan prediksi dimaksud bagian 
mana saja yang memerlukan perhatian khusus demi meningkatkan predikat kelulusan. Untuk dapat 
melaksanakannya, digunakan satu teknik data mining pohon keputusan dengan memanfaatkan data-data yang 
sudah dimiliki untuk ditemukan pola tertentu.. Kemudian sebagai alat bantu digunakan program Rapidminer. 
Penelitian ini menyimpulkan bahwa nilai awal semester berpengaruh terhadap pencapaian akhir tentang 
predikat kelulusan (memuaskan, sangat memuaskan, dengan pujian), dan disarankan juga bahwa pengelolaan 
perpusatakaan sebagai penunjang harus diperhatikan. Dengan meningkatnya indeks kelulusan perguruan tinggi 
maka daya jual semakin tinggi. 
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1. PENDAHULUAN 
Beragam upaya dilakukan manajemen kampus 
dalam rangka menjaring calon mahasiswa sebanyak-
banyaknya. Keberhasilan kegiatan tersebut didasari 
pada seberapa tinggi tingkat kepuasan pelanggan 
terhadap pelayanan yang diberikan, di samping 
usaha promosi yang baik. Kegiatan internal seperti 
seminar, kemahasiswaan, fasilitas pendukung 
perkuliahan, jajaran dosen dan staff juga turut 
mempengaruhi keberhasilan kampus secara umum. 
Penurunan angka peminat dapat disebabkan oleh 
rendahnya kualitas kelulusan mahasiswa. Persentase 
kelulusan mahasiswa dengan predikat “Dengan 
Pujian” mempengaruhi minat calon mahasiswa, 
sehingga kampus akan bekerja keras dalam 
meningkatkan predikat kelulusan mahasiswanya. 
Di lain sisi masalah efisiensi menjadi isu penting 
agar proses bisnis dapat tetap berjalan dengan baik. 
Artinya dalam setiap kesempatan pelaksanaan 
program-program penunjang kuliah harus 
dipertimbangkan pula outcome yang ditimbulkan. 
Pertimbangan tentang apakah sudah perlu 
melaksanakan program dapat dijawab dengan 
memperhatikan prediksi kelulusan di masa yang 
akan datang. Jika diprediksi akan terjadi penurunan 
pencapaian target, maka beberapa program penting 
akan menjadi kebutuhan mendesak.  
Dengan mengambil data kelulusan pada 3 tahun 
sebelumnya sebagai data latih, penelitian ini akan 
memberikan prediksi tentang banyaknya mahasiswa 
yang akan lulus tahun depan dengan predikat 
“Dengan Pujian”. Hasil penelitian ini akan berguna 
bagi manajemen untuk menentukan sikap berkaitan 
dengan peningkatan mutu kelulusan mahasiswa 
dengan tetap mempertimbangkan efisiensi sumber 
daya. 
 
2.    Data Mining 
Data mining hanya dapat bekerja berdasarkan 
hasil penambangan pola pada data history. Pola yang 
diperoleh selanjutnya diterapkan pada data uji untuk 
mendapatkan informasi terselubung yang berguna 
bagi manajemen secara umum. Keluaran dari data 
mining umumnya dipakai sebagai masukan bagi 
sistem yang lain, meskipun secara alamiah dapat 
langsung digunakan oleh karena formatnya yang 
berupa informasi. 
Salah satu teknik data mining yang juga 
digunakan dalam penelitian ini adalah pohon 
keputusan. Teknik tersebut menghasilkan keluaran 
berupa data biner, yaitu kesimpulan “Ya” atau 
“Tidak”. Atribut yang dikenai kesimpulan tersebut 
selanjutnya dikenal sebagai atribut tujuan. Gambar 1 
berikut menjelaskan secara sederhana konsep 
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Gambar  1 Metode penelitian data mining 
 
Maimon dalam penjelasannya mengenai KDD 
(Knowledge Discovering in Database) menyebutkan 
bahwa data mining merupakan salah satu tahapan 
penting sebagai sub sistem. Kedudukan data mining 
dalam KDD diilustrasikan seperti dalam gambar 2. 
 
Gambar  2 Proses KDD [7] 
 
Dilihat dari fungsinya, data mining dapat 
dikelompokkan sebagai fungsi klasifikasi, assosiasi, 
dan prediksi (Susanto, S., & Suryadi, D., 2010). 
Pohon keputusan termasuk dalam kategori fungsi 
prediksi, sehingga sesuai untuk menyelesaikan 
masalah dalam penelitian ini. 
Pohon keputusan merupakan salah satu metode 
data mining yang menganut teknik learning 
(Suyanto, 2014). Pohon keputusan mengambil salah 
satu atribut sebagai atribut tujuan (variabel 
keputusan) yang akan menjadi output. Secara umum 
pohon keputusan akan membentuk rule “if...then...” 
pada akhir prosesnya. Rule tersebut akan 
memberikan nilai pada atribut tujuan sehingga 
diketahui kategori masing-masing item dataset. 
Secara garis besar proses data mining meliputi 
proses persiapan, pengolahan data, dan interpretasi. 
Persiapan data mining dimulai dari penentuan objek 
data record yang akan diteliti yang diikuti oleh 
atribut-atribut yang berpengaruh. Atribut data record 
tidak seluruhnya berguna bagi proses pengolahan 
data, sehingga dilakukan screening terhadap atribut/ 
variabel-variabel yang melekat.  
 
 









Data mart adalah sumber data dari luar system 
yang mampu memberikan informasi berkenaan 
dengan item set yang sedang diteliti. Data mart 
merupakan database eksternal yang saling 
melengkapi demi membentuk data yang 
representatif. 
Oleh karena kemampuan data mining 
dalam menangani data kompleks, maka besar 
kemungkinan persiapan data melibatkan data mart 
demi mendapatkan variabel yang lebih lengkap, 
sehingga menimbulkan penambahan variabel. 
Penambahan variabel terhadap data record tidak 
hanya terjadi oleh tindakan konsolidasi data mart, 
tetapi juga dapat berupa variabel turunan dari 
integrasi variabel lain. Sebagai contoh data asli 
menyajikan variabel tanggal lahir, namun data 
mining menuntut adanya data usia. Maka dalam hal 
ini variabel usia ditambahkan sebagai turunan dari 
variabel tanggal lahir. Data mart yang dibutuhkan 
adalah sebagai berikut : 
 
Tabel 3 Data Mart List 
 
 
Dalam penelitian ini kontribusi masing-masing 
data mart dalam pemenuhan kebutuhan variabel 
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Tabel 4 Sumber Data Masing-Masing Atribut  
 
 
Masih dalam persiapan, dijumpai tahapan 
preprocessing terhadap data. Data mining hanya 
bekerja pada data lengkap. Dapat dijumpai sebuah 
record tidak memenuhi kriteria data yang valid oleh 
karena hilangnya nilai pada variabel tertentu. Dalam 
kasus ini, preprocessing dapat dilakukan dengan 
alternatif mengisi variabel dengan nilai default, nilai 
modus, nilai mean, atau bahkan didrop / dibuang. 
 
Tabel 5 Inventarisasi Atribut dari Datamart 
 
 
Dalam tabel didapat informasi mengenai jumlah 
atribut yang berhasil dihimpun dari data mart 
sebanyak 10. Beberapa atribut dianggap tidak terlalu 
kuat untuk mempengaruhi variabel Y sebagai tujuan 
penelitian, maka diperoleh atribut sebagai berikut : 
 
Tabel 6 Daftar Atribut Terpilih 
 
 
Variabel keputusan dalam tabel data histori 
adalah predikat kelulusan mahasiswa yang bernilai : 
memuaskan, sangat memuaskan, dan dengan pujian. 
Penelitian fokus terhadap predikat “Dengan Pujian” 
maka, variabel Y (predikat kelulusan) perlu diubah 
bentuk dari polynominal menjadi binominal. Atribut 
data kemudian mengalami transformasi dari 
“Predikat” (memuaskan, sangat memuaskan, dengan 
pujian) menjadi “Dengan Pujian” (yes, no). 
Tabel 7 Variabel Y Sebelum Transformasi 
 
 
Tabel 8 Variabel Y Setelah Transformasi 
 
 
Transformasi juga dialami value dari atribut IMK 
dan nilai semester 1 di mana terjadi perubahan dari 
bentuk nominal menjadi kategori. Hal ini akan 
meningkatkan kinerja system dan sangat membantu 
untuk perhitungan manual untuk menghindari 
kesalahan pembacaan. 
 
Gain / Entropy 
Keputusan yang terbentuk dari metode pohon 
keputusan diperoleh dari serangkaian pengujian 
terhadap atribut tertentu, yang kemudian dikenal 
sebagai node akar. Penentuan atribut sebagai node 
akar dilakukan dengan penghitungan gain dan 
entropy. Entropy merupakan jumlah perkalian log2 
dan ratio keputusan terhadap total data yang 
dimiliki. Pada penelitian ini keputusan yang 
dimaksud adalah “ya” dan “tidak”. Selisih antara 
entropy total dan jumlah total entropy pada setiap 
value atribut menghasilkan gain. Atribut dengan 
nilai gain tertinggi kemudian dipilih sebagai node 
akar. 
 
Algoritma Pohon Keputusan  
Selanjutnya proses data mining berlangsung 
dengan algoritma tertentu. Dalam penelitian yang 
menggunakan teknik pohon keputusan, terdapat 
algoritma sebagai berikut : 
1. Pilih atribut/ variabel sebagai akar. Akar didapat 
dari nilai Gain yang tertinggi, dari atribut yang 
ada. Untuk menghitung Gain digunakan formula 
(1) di bawah ini. 
                           (1)   
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S : himpunan kasus 
A : atribut 
n : jumlah partisi atribut A 
| Si | : jumlah kasus pada partisi ke-i 
| S | : jumlah kasus dalam S 
 
Sedangkan formula untuk menghitung 
Entropy (2) adalah seperti berikut : 
 
        ( )  ∑           
 
           
(2) 
Keterangan : 
S : himpunan kasus  
A : fitur 
n : jumlah partisi S 
Pi : proporsi dari S, terhadap S 
 
2. Buat cabang untuk masing-masing nilai 
3. Bagi kasus dalam cabang 
4. Ulangi proses untuk setiap masing-masing 
cabang sampai semua kasus pada cabang 
memiliki kelas yang sama.  
 
Variasi penyelesaian dengan pruning bertujuan 
untuk meningkatkan akurasi dengan membuang 
cabang yang mengindikasikan adanya noise (Hand, 
D., Mannila, H., & Smyth, P., 2001).  
Pengembangan lebih lanjut pada teknik pohon 
keputusan dapat memberikan informasi pada 
variabel keputusan berupa multivalue, tidak sekedar 
data biner. Namun demikian pada dasarnya 
penelitian ini dapat menghasilkan kesimpulan 
berupa kategori, yakni “Memuaskan”, “Sangat 
Memuaskan”, dan “Dengan Pujian”. 
 
 
Gambar 3 Hasil Pengolahan Data Histori 
dengan Rapidminer 
 
Menurut perhitungan Rapidminer diperoleh hasil 
rule sebanyak 13. Hasil ini mengacu pada aturan 
pruning, yaitu batas minimal jumlah item pada 
setiap node. Penelitian mengaplikasikan 3 pruning, 
artinya proses pada masing-masing node akan 
dihentikan ketika diperoleh jumlah item 3 
(keputusan “ya” maupun “tidak”), sehingga akan 
menghasilkan nilai confidence. 
Nilai confidence adalah probabilitas 
terbentuknya keputusan. Di bawah ini adalah tabel 




Gambar 4 Interpretasi Rapidminer Mode Text 
iew 
 
Proses interpretasi pada data mining akan 
menghasilkan sajian data yang mudah dicerna bagi 
pengguna. Dalam proses ini dilakukan pula 
pengolahan data statistika sehingga 
mendapatkan butir kesimpulan yang informatif dan  
mempengaruhi sikap pengambil keputusan. Dari 
hasil pengolahan Rapidminer dapat diinterpretasikan 
rule sebagai berikut : 
1. If Nilai Sem. 1 = Sangat Memuaskan then 
Predikat Dengan Pujian = No (confidence = 
101/101 = 100%) 
2. If Nilai Sem. 1 = Memuaskan then Predikat 
Dengan Pujian = No (confidence = 209/213 
= 98.12%) 
3. Dst  
Sejalan dengan tujuan penelitian, maka 
dalam interpreatasi akan menyajikan kesimpulan 
mengenai : peningkatan mutu kelulusan dari tahun 
yang telah lalu, pencapaian predikat kelulusan secara 
umum, dan rekomendasi kepada manajemen.  
 
3.      HASIL DAN PEMBAHASAN 
Data uji adalah data saat ini yang akan dikenai 
proses prediksi berdasarkan pola yang telah 
diperoleh dari data histori. Untuk menguji data yang 
dimiliki dalam penelitian ini akan menggunakan rule 
yang telah dibentuk oleh Rapidminer. Diperoleh 
hasil prediksi terhadap sejumlah mahasiswa aktif 
adalah sebagai berikut : 
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Tabel 9 Hasil Prediksi Data test 
 
 




4.   KESIMPULAN 
Berisi berbagai kesimpulan yang diambil 
berdasarkan penelitian yang telah dilakukan.Berisi 
pernyataan singkat tentang hasil yang disarikan dari 
pembahasan. Saran dapat dituliskan pada bagian 
paling akhir. 
1. Berdasarkan hasil prediksi maka dapat 
disimpulkan bahwa Nilai Semester awal sangat 
berpengaruh bagi predikat kelulusan. 
2. Dapat direkomendasikan untuk memaksimalkan 
kegiatan perkuliahan awal dan pemanfaatan 
perpustakaan sebagai penunjang kuliah.. 
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