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Introdução 
Hca\i:r;a.mos no prcscHtc trabalho uma apresentação da Teoria de Homotopia 
Regular de Grafos, a qual se faz de maneira similar à Teoria de Homotopia Clássica. 
Tal teoria nos permite associar a cada grafo orientado seus grupos de o-homotopia 
e o* ~homotopia, os quais refletem propriedades estruturais dos g;rafoR orientados. 
O trabalho está composto em três partes. 
Na primeira introduzimos os conceitos e definições necessárias para o desenvol-
vimento da teoria de homotopia regular de grafos, a qual não necessita ser desen-
volvida sobre a categortia dos espaços topológicos e funções contínuas mas somente 
sobre a categoria dos pré-espaços e funções pré-contínuas que são versões mais fra-
cas da primeira, c portanto mais gerais. 
Uma vez que podemos identificar os digrafos com os pré-espaços finitos, po-
demos então associar a cada grafo orientado G dois pré-espaços finitos c com este 
artifício definimos naturalmente o n-ésimo grupo de o-homotopia c o n-ésirno grupo 
dl' o•-hmiiOÍ.opia dl·nota.dos por Q,.(G) (~ CJ;,(G), re:-~pcdiva.IJJcllte. 
Na segunda parte apresentamos vários resultados centrais pMa a demonstração 
de dois teoremas fundamentais para o cálculo de Qn(G) e Q~(G). 
Finalmente na última parte apresentamos uma interessante aplicação dos resul-
tados precedentes dando uma caradcrização estrutural dos torneios tendo o primeiro 
grupo de homotopia não nulo. 
Filtros. Pré-Espaços. Digrafos. 
Grupos de Homotopia. 
Para o deseuvo(vinwnlo da teoria de homotopia regular precÍ!>arnos definir urna 
estrutura pré-topológica sobre um conjunto, a qual se faz através da noção de filtro 
sobre um conjunto. Assim sendo, começamos com algumas definições rápidas a res~ 
pdto de filtros. 
Definição 1. Seja A um conjunto. Uma coleção não vazia F de subconjuntos de 
A é chamada um fill1·o sobre A, se as seguintes condições forem verificadas: 
(i) X E F, Y E F ==?X n Y E F, 
(ii) X E F, X Ç Y ==? Y E F. 
Se além disso, F i- cxpA (on,de cxpA denota o conjunto das partes de A), 
ou st•ja., St' 4> ~ /<', entfio P é chamado um jillm Jn·ápt'io sobre A. 
Seja f3 uma coleção de conjuntos. Se A é um conjunto, (J Ç exp A e F é um 
filtro sobre A que consiste dos Y Ç A tais que existe X E (3 com X Ç Y, então 
diremos que {3 é uma base do filtro F (sobre A). Diremos também que (3 é um 
jiltro base. (um filtro base pTÓprio) sobre A, se existe um filtro (um filtro próprio) 
F sobre A do qual (3 é base (se existe um tal filtro F, então ele é, naturalmente, 
unicamente detcrminado 1 por isso denotaremos tal filtro por 7}). 
Uma coleção de conjuntos f3 é um filtro base se, e somente se, para qualquer 
X E {3, Y E {3, existe um Z E f3 com Z s; X n Y; f3 é um filtro próprio se, e 
somente se, em adição, o/ f/. {3. 
Dados dois filtros F e F' em X, dizemos que F' é mais fino que F, F' :S F 1 
se F Ç F'. Se além disso F f. F', dizemos que F' é estritamente mais fino que F. 
Um filtro F' sobre A é chamado filtro principal se existe um subconjunto 
B ç A tal que F ~'{B)', ou seja, F~ {X ç AlE ç X}. 
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Definição 2. Sejam dados, um conjunto não vazio I e para cada elemento x E I 
um filtro F~ sobre I tal que { x} S Fx. Chamamos de filtro de vizinhanças do 
ponto :r ao filtro 1'',;. Denominamos pré~topologia sobre I à família dos filtros 
P = {/'~.} (.r E 1), c chanH\.IllO::> Jc espaço pré--topológico ou pré--espaço de Importe 
I e pré-topologia P ao par P ={I, P). 
Se os filtros da família P são principais dizemos que P é um pré-espaço a 
filtros principais ou tllllJlf -pré-espaço. 
Finalmente, dois p/-pré-espaços P = {/, 'P} e P' = {1, P'}, possuindo o 
mesmo suporte I e pré-topologias P = {'A,;) ( x E I) e P' = {'A~'} ( x E I) são 
ditos simétricos se para cada x E I e cada y E I tem-se: x E A~ {::=} y E A:ll. 
Observação 1. Os pré-espaços coincidem com os espaços fecho de Cech. De fato, 
se pode definir um operador fecho u para P, pondo para cada subconjunto X Ç I: 
u(X) = {x E I lU E F.=> UnX i' <P). 
É imediata. a verificação das seguintes propriedades: 
(1) u(,P) = ,P; 
pois pa.ra todo :t: E f c todo U E l"x tem-se U n ~ = ~-
(2) X c;; u(X) V X c;; I. 
Pois se x E X então como x E U para cada U E F"' temos que x E U n X ===} 
u n x i' q,. 
(3) u(X U Y) = u(X) U u(Y) V X C:: I, VY C:: I. 
Porque se x E (u(X) U u(Y)), então cada conjunto de F. encontra X ou Y e 
consequentemente, X U Y, logo x E u(X U Y) => u(X) U u(Y) C:: u(X U Y). Para 
provar a inclusão contrária, seja x f/. (u(X) Uu(Y)), pela definição de u existem U 
e F em 1'~ com U n X= if1 = V n Y, disto segue que (U n V) n (X U Y) = ~ e 
como U n V E 1~ temos, pela definição de u que x ri. u(X U Y). O que prova que 
u(X U Y) c;; (u(X) U u(l~)). Donde: u(X) U u(Y) = u(X U Y). 
Reciprocamente, pode-se demonstrar que um espaço fecho de Úcch é um pré-
espaço. (cf. [8], cap JII sec. 14). 
Usaremos de agora em diante a notação X = u(X) para o operador fecho de 
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(~cch definido a.cill\<1.. 
Observação 2. Os es,.Paços topológicos são em particular pré-espaços. De fato, 
acrescentando a seguinte condição: 
"V x E P e V U E Fx existe V E Fx tal que: 
para cada y E V :3 YV E Fy tal que W Ç U"; 
à definição 2 temos que o pré-espaço P = {/, P} torna-se um espaço topológico. 
De fato, neste caso vale u(u(X)) = u(X) para cada subconjunto X de I (cf. [8], 
pg. 251). 
Introduziremos a seguir as funções pré-contíuuas entre pré-espaços de modo 
perfeitamente análogo ao caso das funções contínuas entre espaços topológicos. 
Definição 3. Sejam P = {J, P} e P' = {J', P'} dois pré-espaços. Uma função 
f : I --J. I' é dita pré-contínua se para cada x E I resulta: 
.f(Fx) S F/1•1 := (1/U E F/1•1 3 V E Fx tal que .f( V) Ç U) 
Observação 3. Considerando dois Pré-espaços P e P' como espaço fecho de (;ech, 
a função f : 1 ~ I' é pré-contínua se, c somente se para cada A' Ç I' c para 
cada B' Ç I' vale a implicação: 
pois supondo que f : 1 ---t 1' é tal que f(I<'x) ::; F/(x) temos que dados A', B' E I' 
tais que .f-'(A') n .f 1(B') f</> 
=<t>f!W'(A')n.f '(li')) c Jr'(A')n!J '(B')<;A'nf!- 1(13')<; 
1•1 
c A'nff '(li') ç A'nli' 
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(*) é uma conscquência do seguinte resultado~ 
f f 1(B') Ç f f 1(B'). 
Dt• f<li.o, dado !J E f f 1(/J') ==} :I :1: E J- 1(JJ') Lal que f(x) = y. As~·lirn, :w 
U E F, = Ff(x) ==* 3 V E F'x tal que f(V) Ç U pois f é pré-contínua. Logo: 
lT n f r'(JJ') 2 f( V) n f r'(B') 2 f(V n r'(B')) c/</>, 
pois V n f- 1(B) cf </> já que V E F. e x E j-'(B') donde U n ff- 1(B') cf </> 
e portanto y E f f 1 (B'). Reciprocamente, se f: I~ I' é tal que, para todos 
A', IJ' Ç 1' tais que A' n /J' = cjJ :::::::::::::} f- 1(A') n j- 1(1J') = r/>, mostremos que 
f(F:~,) :5 Ff(x) (onde Fx denota neste caso o sistema de vizinhanças de x segundo 
o operador fecho dcfmido na observação 1, denotado aqui por uma barra -). 
Dado U E Ff(x) ===> f(x) E int U = I'- (I' U). Quero mostrar que existe 
V E I tal que x E I- (I- V) e f(V) ç;; U. Afirmo que V= f- 1(U) satisfaz as 
propriedades desejadas. Como: 
f(x) E intU =I'- (I'- U) ==* j-1{!(x)) ç;; r'(I'- (I'- U)) = 
( "'"') 
= I- r\(1'- U) Ç 
{ "'*) 
C I-f 1(l'-U)=I-(I f 1(U))=intr'(U)=intV 
Resta mostrar (**) o que é equivalente a mostrar que: 
f '(I'- U) Ç f-'(I'- U). 
Mas se x E f 1 (I' - U) ==* f- 1 {f(x)} n f 1(!' - U) "f </> isso implica por hipótese 
que 
{f(cc)} n (/'- U) "f</>==* f(x) E (I'- U) ==* x E r'(l' U). 
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Podemos desenvolver uma teoria de homotopia para os pré-espaços de rna.ncira 
similar à clássica. Comidcramos como um n-camiuho de um pré-espaço P urna 
função pré-contínua f : r -----+ P, tendo como domínio o n-cubo unitário r e 
como contradomínio o pré-cspnço P. Fixamos para isso, um pré-espaço P c um 
pont.o :1' E I' obl.etllos deste III<Hlo os grupos de ilomot.opia 7rn(P,x) de P corn 
ponto base x. 
A fim de obter uma interpretação combinatória dos grupos de homotopia dos 
pré-espaços finitos devemos associa.r a cada grafo orientado dois particulares pré-
espaços finitos. 
Definição 4. Sejam I um conjunto finito não vazio e A um conjunto de pares 
ordenados formados com elementos distintos de I. Denominamos grafo orientado 
ou digrafo ao par G ={I, A). 
Os vértices de G são os elementos de I; a or·dem de G é a cardinalidade de 
I; os arcos de G são os pares de A. Para indicar um arco orientado (x,y) usamos 
a notação mais expressiva X ----t y. Usaremos a notação X r y para denotar que 
(;r:,y) não é um arco de G, ou seja, (XdJ) ri A. 
Finalmente se x ----t y dizemos que x é um predecessor de y e que y é um 
sucessor de ;L. 
Definição 5. Dado um grafo oricu"tado G = {1, A} definimos os pré~cspaço.o:; as-
sociados a G como sendo os dois pf- pré~espaços simétricos P(G) = {1, P} e 
P*(G) = {1, P*}, de suporte I e de respectivas pré-topológicas, P e P*, construi-
das da seguinte maneira: 
Para cada vértice x E I consideramos dois subconjuntos 
A(x)={x)U{yEGix---+y) e A'(x)={x)U{yEGiy---+x) 
e pondo 
P={A(cr)) (xEl) e P'={A'(x)) (xEI). 
Em outr<Hl palavras os fill.ros de vi\r.inha.uças do pouto x E I em P(G) (em P~(G)) 
têm como base os conjuntos formados por x c seus sucessores (por x e seus prede-
cessores). 
Exemplos: (1) G ={I, A) I= {x,y) A= {(x,y)) 
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Temos 
A{x) = {{x,y)) 
A{y) = { {y)} 
~ 
A(x) = {{x,y)) 
A'{x) = {{x)} 
A'(y)= {{x,y)) 
A'(x) = {{x), {x,y)) 
A(y) = {{y), {x,y)) A'(y) = {{x,y)) 
P(G) ={I, { A(x), A(y)}} P'(G) ={I, { A'(x), A•(y) }). 
Figura 1 
(2a). G={I,A) l={x,y,z) A={(x,y),(x,z),(y,z),(z,x)). 
A(x) = {{x,y,z)) A'(x) = {{x,z)) 
A(y) = {{y,z)) A'(y) = {{y,x)) 
A(z) = {{z,x)) A'(z) = {{x,y,z)} 
A(,r) = {{x,y,z)) A•(x) = {{x,z), {x,y,z)) 
A(y) = {{y,z), rr,y,z)) A•(y) = {{y,x}, {x,y,z}) 
A(z) = {{z,x), {x,y,z)) A'(z) = {{x,y,z)) 
X y 
Figura 2 
(2b). G= {1. A) I= {'"•!J,z) A= {("•,y),(z,x)) 
A(x) = {{x,y)} A•(x) = {{x,z}} 
A(y) = {{y)) A'(y) = {{y,x}} 
A(z) = {{z,x)} A'(z) = {{z}} 
A(x) = {{x,y}, {x,y,z}} A•(x) = {{x,z), {x,y,z}} 
A•(y) = {{y,x), {x,y,z}} 
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A(y) = {{y}, {x,y),{y,z), {x,y,z)) 




(2c). G = {1. A) 
A(x) = {{x,y)) 
I= {x,y,z) A= {(.,,y), (y,z), (z,x)). 
A(y) = { {y, z 1} 
A(z) = {{x,z)) 
A(x) = {{x,y) {x,y,z)) 
A(y) = {{y,z), {x,y,z)) 
A(z) = {{x,z), {x,y,z)) 
A•(x) = {{x,z)) 
N(y) = {{y,x)} 
A•(z) = {{z,y)) 
A•(x) = {{x,z), {x,y,z)) 
A•(y) = {{y,x), {x,y,z)} 
A•(z) = {{z,y), {x,y,z)) 
Figura 4 
(3). G={I,A) !={1,2,3,4} A={(1,2),(1,3),(1,4)}. 
A(1) = {{1,2,3,4)} A•(1) = {{1}} 
11(2) = { {2}} 
A(3) = { {3}} 
A(4)={{4}} 
A•(2) = { {1, 2}} 
A•(3) = {{1,3}) 
A•(4) = {{1,4}) 
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A(!)= {{1,2,3,4}} 
.1(~)= {{~). {1,2}, {:1,2}, {1,2}, {1,2,:!], {1,2,1}, {2,:1,1), {1,2,:!,1)) 
A(3) = {{3}, {1,:1}, {2,3}, {4,3}, {1,2,3}, {1,3,4}, {2,3,1}, {1,2,3,1}} 
A(4) = {{4}, {1,4}, {2,4}, {3,4}, {1,2,4}, {1,3,4}, {2,3,4}, {1,2,3,4}} 
A•(!) = {{1), {1,2}, {1,3}, {1,4}, {1,2,3}, {1,2,1}, {1,3,4}, {1,2,3,1}} 
A'(2) = {{1,2}, {1,2,3}, {1,2,4}, {1,2,3,4}} 
A'(3) = {{1,3}, {1,3,4}, {1,2,3}, {1,2,3,4}} 
A'(·l) = {{!,•!}, {1,2,1}, {1,3,4}, {1,2,3,4}] 
Figura 5 
Observação 4. Reciprocamente cada pré-espaço finito P = {J, P} determina de 
um modo natural dois digra.fos G(P) = {J, A} e c•(P) = {I, A"'} dualmcnte 
orientados. Como o conjunto I é finito, segue que os filtros da família P são prin-
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cipais. Iudica.ndo cnUí.o para cada x E J, com Ax a base do filtro F~ obtemos os 
dois grafos G e G* pondo (x,y) E A ou (x,y) E A* conforme y E Ax ou x E Ay, 
respecti vameule. 
Observação 5. Em particular lemos JJ(G) = }J"(G) {::::::::} G = u· onde se 
G =(I, A), então a• =(I, A•) com A• = {(x, y) I (y, x) E A). 
Neste caso, G pode ser identificado com um grafo não orientado. 
Analogamente tiramos G(P) = G*(P) {=::::} o pré-espaço P é simétrico, ou 
seja, para cada x E I e para cada y E I tem-se x E Ay ~ y E Ax· 
Observação 6. Notamos que em geral não é possível identificar o par (G, G') de 
grafos e subgrafos orientados com o par (P, P') de pré-espaço e sub-pré-espaço. 
De fato, dado o par (G, G') não é dito que o pré-espaço P(G') seja um sub-pré-
espaço de P(G), porque a pré-topologia de P(G') pode ser estritamente mais fina 
do que a pré-topologia induzida de P(G), enquanto um subgrafo G' de G não 
deve necessariamente conter todos os arcos orientados de G. 
com 
Para. Vl't' isso, tome: 
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A(2) = {{2, 4)} 
A(3) = {{3,1,2)) 
A(4) = {(4}) 
Donde P(G) ={I, P) = {{1,2,3,4}; {A(!), A(2), A(3), A(4))) onde: 
A(!)= {{1,4}, {1,4,2}, {1,4,3}, {1,2,3,4)} 
'A(2)'= {{2,4}, {2,4,1}, {2,4,3}, {1,2,3,4)} 
A(3) = {{1,2,;l), {1,2,3,1}) 
A(4) = ((4), (1,4}, {2,4}, {3,4), {1,2,4), {1,3,4}, {2,3,4}, {1,2,3,4}} 
A'( I)= A(!)= { {1,4}) 
A'(2) = A(2) = { {2, 4}} 
i\'(3) = {{1,3}} 
.-1'(4) = .. 1(4) = {{1}) 
Donde P(G') = {1', P') = {{1,2,3,4}; {A'(!), A'(2), A'(3), A'(4))} onde: 
A'(1) = i\(1) 
A'(2) = A(2) 
A'(3J= {{1,3), {1,2,3), {1,3,1), (1,2,3,1)} 
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Assim, vê-se que a pré-topologia de P(G') é estritamente mais fma que a pré-
topologia induzida por P(G) (a qual neste caso coincide com a pré-topologia de 
P(G)). 
Definição 6. Dados um pré-espaço P e um grafo orientado G, uma função 
f : P ----+ G é dita o-regular {o'"-regular) se f é uma função pré-contínua en-
tre os pré-espa.ços P e P(G) (entre os pré-espaços P e p•(G)). 
Propriedade 1. Uma função f: P --+ G entre um pré-espaço P e um grafo ori-
entado G é o-regular ( o• -regular) se, e somente se para cada par de vértices distintos 
'"c v de r: l.aie que" f-. y l.eon-se J-'(.,)nj 1(y) =f (f 1(x)nf-'(y) = ,P). 
Demonstração. No caso em que f é o-regular: 
c x f-. y <==? y <t A(x) <==? A(x) n {v) = ,P <==? 
- X 'i {y} - {X} n {y} =f. 
Assim, se f é o-regular, pela Observação 3 segue que para todo x f:. y com x h y 
tom-se !-'(,r) n f 1(y) = </>. • 
Reciprocamente, se esta condição se verifica, então dados A', B' ç; P(G), 
tais que A' n B' = <P temos: uma vez que A' e B' são finitos, podemos por 
A'= {xt, ... ,xk} e B' = {y1 , ... ,yn}· Assim: 
;l' n n' = cp -{::::::} 
k 11 k n nk 
- Ul,•;} n Uüt;} = Ulx;] nU {y;} = U Ulx;} n {y;} =f-
j=l i= I j=l i= I i=t 
- {"';}n{y;)=f i=l, ... ,n; j=l, ... ,k<==? 
- r'{x;)nJ 1{y;}=.P i=l, ... ,n; j=l, ... k-
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n k k -;.,------
{=} U Ur'{x;}nJ 1{y,)=<f==> Ur'{x;)nUJ-'{y;)= 
i= I j=l i=l i=l 
r'(!l') n f 1(/J') = 4> 
dond(' f: P ----!- r: f. o-·n·gula.r em vidudP- da Observação 3. 
Observamos neste ponto que uma função o-regular não é necessariamente 
o"' -regular, pois tomando P ::::; [O, 1 J corn a topologia usual de TR1 e G 
{{u,I•}, {(u,v)}] c f: 1'---> G dada por, f([O, 1/2]) = u c /((1/2, 1]) =v, 
temos que f é o-regular, mas f não é o"'-regular. 
Analogamcnl.e vê-se que g: 1'---> G tal que, g([O, 1/2)) = u e g([1/2, 1]) = 
v é o* -regular e não é regular. 
Definição 7. Seja S um espaço topológico e I = [0, 1] o intervalo unitário 
em JR1 • Duas funções o-regulares (o" -regulares) J, g : S --+ G são chama-
das o-homotópicas (o"'-homotópicas) se existe uma função o-regular (o"'-regular) 
F : S x I---> G, tal que 
chamamos o-homotopia (o"'-homotopia) a função F. 
Observação 7. A rdaçà.o o-homotopia (o"'--homotopia) é urna relação de equi-
valência sobre o conjunto das funções o-regulares (o"'"-regulares) de S em G. 
O conjunto das classes de o-homotopia (o*-homotopia) é denotado por Q(S1 G) 
(Q•(s, G)l (d. [2[, pg. 258). 
Seja S = 1'1 o n-cubo unitário em 1/ln e consideremos as funções f : 
[", jn ---> G, {v) o--regulares (o•-regulares), ou seja, f: I" ---> G e !li" : 
jn ___, {v} são o-regulares (o*-regulares), onde, jn = {(t 1, ••• ,tn) E Jn j3í, 
1 :S i :S n, ti = o ou ti = 1} chamado bordo de r' e v é um vértice de 
G. Neste caso, sobre as condições da definição 7, duas funções o-regulares (o*-
regulares} j, g: r, jn ___, G, {v} são chamadas o-homotópicas (o*-homotópicas) 
se existe uma função o--regular (o*-regular) F: I" x I, jn X I___, G, {v} tal que 
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F(x,O) = f(x), F(x,1) = g(x) Vx E!". Aqui também a relação de o-homotopia 
(o*-homotopia) é uma relação de equivalência, denotamos o conjunto das classes 
dessa relação por Q(I", j"; G, v) ( Q•(J•, j•; G, v)). 
Da.das f, g : l'\ jn ----+ G, {v} o-regulares (o"'-regulares) podemos definir, 
(f+ g): I", j,.--> G, {v) da seguinte forma: 





- < t, < 1. z- -
Prova-S<' que f+ g é o-regular (o"'-rcgular) c pode-se por urna estrutura 
algébrica de grupo em Q(/\ jn; G, v) (Q"'(In, jn; G, v)) defmindo-se 
[f]+ [g] = [f+ g] 
onde [!] denota a classe de o-homotopia (o'"-homotopia) com representante f. 
A demonstração dessas afirmações é virtualmente a mesma acerca dos grupos 
de homotopia clássica, a qual pode ser encontrada em [9J pgs. 5-8. 
Observação 8. Se o grafo G é fracamente conexo, ou seja, se cada vértice x E G 
pode ser obtido de qua\qncr outro v(~rLicc y E G movcndo-·sc ao longo de arco.'! e 
prescindindo de sua orienLação1 os grupos de homotopia de G não dependem do 
vértice base x e podem ser indicados simplesmente com Qn(G) e Q~(G). 
Observação 9. Identificando os pré~espaços P'"(G) e P(G*) obtemos uma lei de 
dualidade válida na teoria de homotopia dos grafos orientados. Essa no.<l permite 
colher de uma propriedade demonstrada a propriedade dual trocando seus conceitos 
duais de o-regularidade e o*~regularidade1 o-homotopia e o*-homotopia, etc. 
Cálculo dos Grupos de Homotopia 
De um Grafo Orientado 
Dado um grafo orientado G, (que por simplicidade supomos fracamente co-
nexo). O cálculo dos grupos de homotopia regular Qn(G) e Q~(G) está ligado aos 
correspondetÜt.'S grupos de homotopia clássica 11'n(P) de um oportuno poliedro P 
mediante a aplição dos dois seguintes teoremas 
Teorentas de lsOinorfistno. 
(1) Os grupos de homotopia regular Qn(G) c Q~(G) são isomorfos. 
(2) O grupo de homotopia regular Q11 ( G) é isomorfo ao grupo de homotopia 
~r11 (1A'al), onde I\· a é o complexo siwplicia.l associado ao grafo G. (li< c I é o espaço 
subj<lscent.c de /\"G). 
Uma vez que desejamos precisar a construção do complexo Ka e apresentar 
uma demonstração esquemática do primeiro teorema, precisamos introduzir algu-
Bws ddiniçôes. 
Definição 8. Sejam G um grafo orientado e X Ç G um subconjunto não vazio. 
Um vértice v de G é dito testa {cauda) de X se v é um predecessor {um sucessor) 
de todos os outros vértices de X. Denotamos por H a( X) o conjunto das testas 
de X em G e por Ta(X) o conjunto das caudas de X em G. O subconjunto X 
é dito t.estado (caudado) se X admite ao menos uma. testa (uma cauda), ou seja, 
s<' Ha(X) f:- </> ('IG(X) f:. </>). Enfim X é dilo totalmente testado (totalrncntc 
caudado), se cada subconjunto não vazio de X é testado (caudado). 
Observação 10. Se X Ç C po::;sui um {mico elemento (X= {v} oude v r! ll!Il 
vértice de G), dizemos que Ha(X) = Ta(X) =X. Assim X é totalmente testado 
e também totalmente caudado. 
Se X é um par, X é testado {=:::::? X é totalmente testado {=:::::} X é total-
mente caudado {=::} X é caudado. 
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Observação 11. Um subconjunto X de G é totalmente testado se, e somente se 
é totalmente caudado, (cf. [3], pg. 43 Proposição 4). 
Definição 9. Seja C um grafo orientado. Denominamos complexo sirnplicial asso~ 
ciado a G ao complexo I< a tendo corno vértices os vértices de G e como simplexos 'Z 
os simplexos gerados pelos subconjuntos totalmente testados de G: o poliédro ]I< a] 
do complexo simplicial [(0 é chamado o poliédro de G. 
Observação 12. Da observação 11 acima segue que os grafos G e G* dualmente 
orientados, possuem o mesmo complexo simplicial associado, isto é, f( r. = I< rr. 
Por!.a.nt.o, pod(•talo ·!W ideutilicar JH(G') com JJ(G"), o prilllciro teorema de ÍS<J· 
mofismo é também uma conscquência do segundo, pois pelas identificações acima 
temos: 
Q~(G) = ,-,.(P'(G)) = ,-,.(P(G')) = Q,.(G') ~,-,.([[(a.[)~ ,-.(IKa[) ~ Q.(G). 
Exemplo 1. Seja G = {{a,b,c,d), {(a,b), (a,c),(a,d), (b,c), (c,d), (b,d))). 




Figura 8 Figura 9 
Pois os simplexos de J(0 são: 
O - simplexos: 
1 - simplexos: 
2 - simplexos: 
3 - simplexos: 
a, b, c, d. 
[a, b], [a, c[, [a, d], [b, c], [b, d], [c, d]. 
[a, b, c[, [a, c, d], [a, b, d], [b, c, d] 
[a, b, c, d] 
d 
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Figura 10 Figura 11 
Entào l\.G C dado na Jigura 11. 
Definição 10. Sejam dados um pré-espaço P, um ponto x E P, um grafo on~ 
entado G e uma função f : P --J. G entre P e G. Indicando com F,,, o filtro 
das vizinhanças de x em P, denominamos embrulho da imagem de x por f ao 
subconjunto {!(:c)) Ç G, base do filtro imagem J(Fx)· 
((f( :c))= n{f(Ux) I Ux E Fx) = nf(Fx)). 
Observação 13. O subconjunto {!(:v)) admite também a seguiu te definição 
{f(x)) ={v E G I x E f 1(v)). 
Um primeiro passo para desenvolver os dois teoremas de isomorfismo consiste em 
obter alguma propriedade (teoremas de Normalização) que pode ser considerada si-
milar aos teoremas de aproximação simplicial de funções contínuas entre poliédros e 
que aqui servem para escolher um representante particular de cada uma das classes 
de homotopia regular. 
Comecemos por um primeiro teorema de Normalização que nos permite subs-
tituir uma. função regular por uma outra num certo sentido "sem singularidades". 
Da propriedade 1 e observação 13 segue imediatamente: 
Propriedade 2. Uma função f : P ---t G entre um pré--espaço P e um grafo 
orientado G é o-regular (o*-regular) se, e somente se para cada ponto x E P resulta 
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que: 
(1) (I(.r)) é testado (caudadu); 
(2) f(x) é uma testa {uma cauda) de (f(x)) (cf. [4] Proposição 2). 
Definição 11. Uma função f : P -----..-). G entre um pré-espaço P e um grafo 
orientado G ó dita complctamcnt.c o~rcgular (completamente o•-rcgular) se: 
{!) {f(x)) é totalmente testado (totalmente caudado); 
(2) f(x) é uma testa (uma cauda) de {f(x)). 
Observação 14. Um subcoujunto X Ç G é dito singularidade de uma função 
o-regular (o*-regular) f: P--+ G, se X é não-testado (não-caudado) e se em P 
a intercecçã.o dos fechos das imagens inversas por f dos vértices de X é não vazia. 
Portanto uma flll~ção o-regular (o"'-rcgular) não possui singularidades se, e somente 
se ela é completamente o-regular (completamente o* -regular) ( cf. [1] Proposição 3 ). 
Observação 15. Note que toda função completamente o-regular (completamente 
o*-rcgular) é o-regular (o"'-regular), mas a recíproca não vale em geral, pois to-
mando P =[O, i] com a topologia usua.l de Dl1 e G = {{u,v,w), {(u,v),(u,w)) 
vemos que f: P ~ G dada por, f([O, 1/2)) =v, f(1/2) = u, !((1/2, 1]) = w é 
o---regular mas não é completamente o---regular, pois embora {!(1/2)} seja testado, 
{f(l/2)) não é totalmente testado, e a propósito uma singularidade de f (neste 
caso a única) é dada por {v, w }. 
Nota. De agora em diante, por brevidade omitiremos nos enunciados as proprieda-
des e definições duais. 
Propriedade 3. (Primeiro Teorema de Normalização). Sejam S urn espaço to-
pológico normal, G um grafo orientado e f : S ---+ G uma função o---regular entre 
S c G. Ent.ilo, existe uma função complctamculc o-regular o---homotópica à f. Se 
o espaço produto S x I (onde I= [O, lJ) é normal, duas funções completamente o---
regulares J, g : S ----t G o-homotópicas são também completamente o---homotópicas 
(cf. [3], Teoremas 12 e 16). 
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Demonstração. Com um procedimento ddicado se desenvolve inicialmente o ;;c-
guinte resultado ( cf. [2], Lema 6 e Coral. 7). 
Sejam Y um subconjunto fechado de S e v um vértice de G tais que 
f- 1(v) n Y = ~ (' f t(v) n Y i=-</>, então existe uma função o-regular h: S-+ G 
o---homotópica a f de modo que h 1(v) n Y = t/J. Além disso para cada n-upla 
(v1, v2 , ••• , vn) de vértices de G com 
implica 
h l(ui)nh l(v,)n ... nh I(IJ,.)=.f. 
Com isso pode-se provar que: (cf. [3], Proposição 11). 
Se S é um espaço topológico normal, G um grafo orientado, f : S ----+ G 
uma função o---rcgula.t• e X= {v1 , ••• 1 vn} uma singularidade de f. Eutão existe 
uma função o-regular h: S----+ G, que é o-homotópica a f e tal que: 
(i) X não é uma singularidade de h; 
(i i) Todas as singularidades de h são também sigularidadcs de f. 
Por repetidas aplicações desse resultado eliminamos sucessivamente as diversas 
singularidades de f e obtemos a função g. 
A segunda parte da propriedade é enfim uma consequência da primeira . 
. 
Para podermos obter o segundo e terceiro teoremas de normalização precisa-
mos por as seguintes definições: 
Definição 12. Dado um conjunto S, definimos a decomposição de S relativa à 
partição P = {X, : j E J} ao par (S, P) onde: 
S= UX; e x.nx-" l ]-'+' se i~ j. 
iEJ 
Seja (5, d) um espaço métrico, definimos para cada x E S 
W'(x) = {y E S/ d(x,y) < 1:}, c 
W(X) = U W(x) onde X ç; S. 
xEX 
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Lema 1. Seja S um espaço métrico compacto e X., ... , Xn subconjuntos de S 
tais que )( 1 n · · · n X n = r/J. Então, existe E > O tal que: 
Demonstração. Suponhamos por absurdo que para todo m E IN tem-se: 
Tomando para cada m E IN, Ym E /~r~ ternos em virtude de S ser compacto que 
(Ym) po:o;sui u11w. subscquêuda. convergente a Ulll ponto y E S. 
Uma vez que: 
1 - 1 
com d(x;,y) < -} = {y E Sld(y,X;) < -} 
m m 
é fechado, temos que cada Fm é fechado, e com: 
Segue que y E Fm para cada m ~IN, ou seja: 
- 1 O::::; d(y, X i)<~ Vm E IN, 1 ~i~ n 
"' 
= d(y,X;) =O, 
donde, X 1 n · · · n X,1 f:. c/> o que contradiz a hipótese do lema. 
Definição 13. Seja f : S --Jo G uma função de um espaço topológico S a um 
grafo orientado G. Uma função g: S -1- G é chamada um o--molde (o"'-molde) de 
f, se para todo "E S, g(") é unm tc>la clc (f(x)) (g(x) é urna cauda de (f(x))J. 
Definição 14. Uma função f : S -1- G de um espaço topológico S a um grafo 
orientado G é chamada quase--o-regular (quase-o"'-regular), ou simplesmente q.o--
regular (q.o•-regular) se o embrulho (J(x)) é testado (caudado) para todo x E S. 
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Além disso, a funçã.o f é chamada completamente quase regular, ou simples-
mente c.q. regular, se (f(x)) é totalmente testado. 
Observn.çõcs: 
16. Uma função f : S ---J. G é q.o-regular se, e somente se, existe um o-molde 
de f. (cf. [4] Proposiçno 5). 
17. Uma função c.q.-regular é q.o--regular e q.o'"-regular. Portanto, existem am-
bos o-moldes e o'"-moldes para uma função c.o.-rcgular. 
18. Se f: S---+ G é q.o-rcgular então (cf. [4] Proposição 6): 
(i) Todos os seus o-moldes são funções o-regulares; 
(ii) Quaisquer dois o-moldes de f são o-homotópicos. 
Dizemos que duas funções J, g: S-----+ G c.o-regulares (completamente o-
regulares) são completamente o-homotópicas, c.o--homotópicas se existe uma 
o-homotopia c.o-regular entre f e g. A relação c.o--homotopia é uma 
rela.çã.o de equivalência (cf. [4J, Proposição 8). O conjunto das classes de 
c.o--homotopia será denotado. por Qc(S, G). 
19. Seja f: S---+ G c.q~rcgula.r. Então (cf. [tJ.] Proposição 7): 
(i) Todos os seus o~-moldes são funções c.o--regulares; 
(ii) Quaisquer dois o-moldes de f são c.o--homotópicos. 
Definição 15. Sejam S um conjunto (nw vazio), P ={X,} (j E J) uma partição 
de S e G um grafo. Uma função f: S---+ G é dita quase constante com respeito 
a P, se as restrições de f a cada subconjunto Xi são funções constantes. Se S é 
um espaç.o topológico, a função f é dita fracamente quase constante com respeito a 
P, se as restrições de f aos interiores int(Xj) de cada Xí são funções constantes. 
Propriedade 4. (Segundo Teorema de Normalização). Sejam S um espaço métrico 
compacto, G um grafo orientado e f : S ---+ G uma função c.o--regular. Podemos 
então determinar um número real r, tal que para cada partição P = {Xj} (j E J) 
de S em subconjuntos tendo diâmetro menor que r, existe uma função g : S ---+ G 
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fracamente quase coustantc com respeito a P, cornplctarncntc o-regular e comple-
tamente o-·ltolllotópica a f. 
Demonstração. Se X= {a 1, ••• ,a,.} Ç G é não-testado, como f é c.o-r~gular, 
segue que j=1 {r~;) n · · · n j-l(a,.) = ~. Assim, pelo Lema 1 existe e:x >O tal que: 
Tomando r= ~ min{t:x I X Ç G} temos que cada Y ~ S cujo diâmetro é menor 
do que r é tal que f(Y) ~ G é testado, pois caso contrário, existe Y Ç S com 
diâmetro menor que r c tal que J(Y) = {ah ... , an} é não-testado. Assim tem-se: 
onde {y,, ... ,yn) Ç Jé 
Por urn lado, temos que Fo:y = 4>, por outro temos, d(yi,Yi) <r 1 :s; i:::; n, 
l:Sj:Sn. 
Donde segue que: 
y1 E lV'(y,) n · · · n W'(Yn) Ç F,Y =f absurdo. 
Portanto se P = {X i} é Ullla partição de S tal que cada X i da partição 
tem diâmetro menor que 1', podemos definir h : S ----+ G escolhendo corno valor 
constante de h em cada X i uma testa de J(Xi ). 
(i) h é uma função c.q. regular. 
Suponha que existe x E S e X= {at, ... ,an} Ç (h(x)) não-testado. Então 
segue que X E h 1(at)n···nh 1(an)eassim, wr(x)nh-1(ai) -=f 4> í = l, ... ,n. Por· 
tanto, em lVr(x)existem n pontos x1 , ••• ,xn tais que XiEh-1(ai) í=l, ... ,n . 
. Mas da definiçã.o de h, existem n elementos Xi E P e n pontos Yi tais que 
h(xi) = Uj = f(yi) i= l, ... ,n onde Xj, Yi E xj. Desde que d(xi,Yi) <r e 
d(.r,:ri) <r segue que 
d("'• y,) < 111iu{<x /X Ç G} = ó 
donde: 
x E W 8(y;) n .. · n W'(yn) Ç W'(f 1(a;)) n .. · n W'(f 1 (an)) =f 
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onde l é o nÚnl('ro real positivo fornecido pelo Lema 1, o que nos dá urn absurdo. 
(ii) A função F: S X I--> G, dada por: 
{ 
f(x) 'lx E S, 'lt E [0, 1/2) 
F("'• t) = 
h(x) 'lx E S, 'lt E [1/2, I] 
é completamente quase-regular. Isto é verdade V x E 8, 
h são funções c.q. regulares. Temos que provar que 
I 
'lt :I 2, desde que f e 
1 (F(x, :J)) = (f(x)) U (h(x)) é totalmente testado 'lx E S. 
Suponha. :r E S cscjn. X c:::: {at, ... ,an} Ç {f(x))U{h(x)) um subconjunto não 
I 
testado de (F(:r, 2)). Podemos ordenar os ai de tal modo que «i, ... ,ap E {f(x)) 
e a,., ... ,an E (h(:~:))- (f(x)). Portanto X E j-1(a,) n ... n f 1 (ap) e aseim 
lV'(x) n J-1 (a;) :I .f, i= I, ... ,p. 
Logoexislccm lYr(x) p pontos x 1 , ••• ,xP tais que Xi E f-1(ai) i= l, ... ,p 
então: 
x E W'(xl) n · · · n W'(x,) Ç W'(f 1(al)) n · · · n W'(J- 1 (ap)) 
Além disso X E h 1(ap+I) n ... n h.-1(an) e pelo que acabamos de demonstrar em 
(i) x E lV'(J 1 (a,+I)) n · · · n lV'(J 1 (an)). Logo: 
x E lV'(J 1(a,)) n · · · n W'(f 1(an)), 
o que contradiz o fato de X ser não-testado. Agora, considerando qualquer o-molde 
g de h temos: 
(i') g: S--> G é c.o.-regular (Observação 19.i) 
(ii') g é fracamente P-constante pela defmição de o-molde de uma função 
quo.se-consta.n t.c. 
(iii') g é c.o-homoLópica a f. 
Desde que a homotopia F é c.q-regular, existe um o-molde E de F' (que 
é c.o-rcgula.r pela Observação l9.i). Além disso podcwos escolher E tal que 
E(x,O) = f(x), E(x,!) = g(x) 'lx E S, desde que f e g são c.o-regulares, 
i.e., f(x) E Ha((f(x))) = Ha((F(x,O))) e g(x) E Ha((g(x))) = Ha((F(x, 1))) 
V x E S. Então g é c.o--homotópica a f por E. 
24 
Observação 20. Podemos definir h, escolhendo como imagem constante de 
X; E 'P qualquer vértice de Ha({f(X;))). (cf. Observação 1 pag. 67 de [5]). 
Usaremos agora certos termos e resultados da Teoria dos Complexos Sirnplici-
ais, os quais podem ser encontrados em [12] pgs. 78 a 108 ou em [13] pgs. 106 a 
153. 
Definição 16. Seja C um complexo simplicial e D um subconjunto de simplexos 
de C. Denotcunos por jCj uma realização de C, ou seja, ICJ é o espaço topológico 
const.i\.uido por pontos dos simpkxos de C num ido de uma topologia coerente. De-
notamos por IDI o subespaço de ICI coustituido pelos pontos dos sirnplexos de D. 
(cf. [13] pgs. 110 e 111). 
Definição 17. Seja D um subconjunto não vazio de sirnplexos de um complexo 
simplicial C Chamamos estrela de um ponto x E IDI, e escrevemos stv(x), o con-
junto dos simplcxos de D cujo fecho em jCI, e portanto em jDj contém x. Além 
disso, chamamos estrela de um subconjunto X Ç jDI, e escrevemos stv(X), o con-
junto dos simplexos de D, cujo fecho tem intersecção não vazia com X. Se D =C 
escrevemos simplesmente st(x), st(X). 
Definição 18. Seja D um subconjunto de simplcxos de um complexo simplicial 
C. Um simplexo r E D é chamado simplcxo maximal em D se r= Btv(r). 
Definição 19. Seja D um subconjunto de simplexos de um complexo C, x um 
ponto de jLJj c X um subconjunto de jJJj. Denotamos por slí)(x) (BlV(X)) o 
conjunto dos simplexos maximais de D, cujo fecho contém x (cujo fecho tem inter-
secção não~va.zia com X). Se D =C escrevemos simplesmente .:Jtm(x) c stm(X). 
Definição 20. Um espaço topológico S é dito triangularizável se existem um com-
plexo simplicial 1\' c um homeomorfismo h: IKI -----..S. Definimos a triangulação 
C de S relativa a (K, h) como sendo a decomposição C= (S, P) de S relativa à 
partição 'P ={h( a) I a E K}. Identificaremos C com o conjunto {h( a) I a E I<} 
e jCj = S chamado espaço subjascente a C. 
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Definição 21. Sejam S um espaço compacto iriangularizável, T uma triangulação 
de S e G um grafo orientado. Uma função f : S ~ G é dita pré-simplicial em 
relação a T se: 
(1) .f é compld.a.m<'ntc o-rcgnl<~.r; 
(2) f é quase constante com respeito à '1'; 
(3) Para cada simplexo não-maximal s E T existe um simplexo s' distinto de 
s tal que [s[ Ç [s'[ c f(ls'l) = j(lsl). 
Uma função f : [T[ ---> G satisfazendo a condição (3) é chamada propria-
mente T-constante. 
Lema 2. Seja C um complexo sitUplicial, G um grafo orientado e f : ICI ~ G 
uma função quase-constante com respeito à partição determinada pela decomposição 
simplicial de [C[. Então tem-se: 
(J(x)) = f(st(x)), lfx E [C[. 
Além disso, a função f é propriamente C-constante se, e somente se: 
f(st(u)) = f(st"'(u)), 'lu E [C[ 
lfxEICI 
( cf. [5[ Proposição '!). 
Propriedade 5. (Terceiro Teorema de Normalização). Sejam S um espaço triangula-
rizável e compacto, G um grafo orientado e f: S----+ G uma função completamente 
o--regular. Então exi::;te uma função g : S ---+ G que é pré-simplicial com respeito a 
uma triangulação adequada de S e completamente o--homotópica a f. Além disso, 
dadas duas funções pré-simpliciais e completamente o--homotópicas f, g : S ----+ G, 
existe entre elas uma homotopia, que é também pré-sirnplicial com respeito a uma 
triangulação adequada de S X I. 
Denwnstração. Seja C urna triangulação de 5, tal que: 
máx{diamu / u E C}< r 
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onde 1' f.. da.do pelo Segundo Teorema de Normalização. 
Entil.o construi mos a função g escolhendo, para todo Ui E C, um vértice em 
H o( {!(O';)}) (ver Observação 19). 
Port.a.nl.o, Vx E ICJ temos ffr;(g(.'ltm(x))) Ç IIa({g(x))), pois: dado um 
vt·rtice a E llu(g(.~/."'(;r))) e r E :;l"'(x) tal que g(r) = a, provarei!HJ!:I que a 
é um predecessor de todos os vértice; de (g(x)). De fato, se b E (g(x)) e a não é 
um predecessor de b então pelo Lema 2 {g(x)) = g(st(x)) c assim, existe a E st(x) 
tal que b = g(l<rl) c x E 10'1, o que implica pela definição de g que b E li c( {!(10'1)} ). 
Desde que r é maximal, temos: 
I" I ç lrl ==* 1"1 ç lrl ==* J(l"ll Ç J(lrl) 
logo b E H c( {!(10'1)}) Ç f(ID'I) Ç /(lrl), o que implica que a <J H o( {!(Ir i))), o que 
é uma contradição, esta contradição surgiu da suposição de que a h b, portanto 
a~b. 
Observando que, para todo x E Juj, g(stm(x)) = g(stm(o')), podemos definir 
um o-molde h da seguinte maneira: 
h(l<rl) =um vértice de lfa(g(•tm(<r))), V <r E C. 
Resta. mostrar que h é propriamente C-constante. 
Se T é t\111 simplexo maxinwJ, entào g(stm(T)) {g(!Tj)L o que implica 
h (I ri)= g(lrl). Portanto, por ddiuiçi'io, temos: 
h(l<rl) E g(st"'(<r)) = h(stm(<r)), V <r E C 
o que nos mostra que 
e como tem-se trivialmente a inclus,ão contrária, segue do Lema 2 que h é propri~ 
amente C -constante. 
Para uma demonstração da segunda afirmação da Propriedade 5 ver [5] Teo-
rema 8. 
Propriedade 6. Seja S x I um espaço topológico normal e G um grafo orientado. 
Entâo existe uma bijeção natural do conjunto das classes de c.o-hornotopia Qc(S, G) 
sobre as classes de o--homotopia Q( S, G). 
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Demonstração. Sejam F(S, G) c l"c(S, G) os conjuntos de funções o~rcgulare."' e 
c.o-rcgularcs de S em G rcspcdivamcntc, c j : F~(S, G) --1- F(S, G) a aplicação 
inclusão. Obviamente, j induz uma aplicação ) : Qc(S,G) ---J. Q(S,G) a qual é 
bijetora em virtude do Primeiro Teorema de Normalizaçfto. 
Propriedade 7. Seja S um espaço topológico e G um grafo orientado. Então 
existe uma bijeção natural do conjunto das classes de c.o-homotopia Qc(S, G) ao 
conjunto das classes de c.o*-homotopia Q;(S,G). 
Demonstração. Denotamos por Fo(S,G) {F;(S,G)) ao conjunto de todas as 
funções de S em G c.o--rcgularcs (c.o"'-rcgularcs). Definimos: 
a qual envia cada. f E Fc(S, G) em qualquer de seus o"'-moldc cp(J) c similarrnr:nte: 
,p: Ji~(S, G) ~ l~(S, G) 
a qual envia cada h E F~"'(S, G) em qualquer um de seus o-molde 1/J(h) 
(i) <p induz uma função <!> de Q,(S, G) a Q;(S, G). 
Pelas observações 17 c 19-(i) 1.p é definida sobre todo o conjunto Fc(S, G) c pela 
observação 19-(ii) todo o*-molde de f é c.o*-homotópico a 1.{)(!). Então definimos 
Ç3: F,(S, G) ~ Q;(s, G) pondo: 
V f E F,(S,G), ç;(f) ~ [<p(f)] 
a classe de <p(f) em Q;(S, G). 
Agora seja g uma função c.o--homotópica a f pela homotopia H, e seja tp(g) 
um o~-molde de g. Construímos a c.o-homotopia: 
J(x) 
F(x,t) ~ II(x, 3t -1) 
g(x) 
o< t < ~ 
- -3 
I 2 
- < t <-3- - 3 
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Seja F um o'"-molde de F, segue da observação dual à Observação 19 que F 
é uma c.o'"-homotopia entre as restrições f= Ê'lsx{o} e fi= Ê'lsx{l}· Desde que 
f = Flsx{o} e H não interferem na construção de f, J é um o'"-molde de f. 
Similarmente, .1 é um o'"-molde de g. r.p(f) e f são c.o'"-homotópicas, <:o mesmo 
acontece com cp(g) c g em virtude da mesma observação dual à Observação 19, 
logo r.p(f) e tp(g) são c.o• -homotópicas. Isso mostra que r.p induz uma função 11> 
de Q,(S, G) em Q;(S, G) dada por: V ex E Q,(S, G), <!>(ex)~ [<p(J)], onde f é um 
representante de a. 
(ii) 1j; induz uma função iJi de Q;(S, G) em Q,(S, G). 
Por a.rgumcn\.os duais podemos provar que \jJ é dada por: V fJ E Q;(S', G). 
W(,B) = [1,b(h)], onde h é um representante de /3. 
(iii) ~ e IJ! são funções bijctoras. 
Temos somente que provar que W <I> é a identidade em Qc(S, G) e <I> W 
identidade em Q;(S, G). 
. 
e a 
Seja a uma classe de Qc(S, G) e f um representante de a. Temos que 
<P(a) ~ [<p(.f)], e por conoegninl.;,, ljl <I>( a)~ [,P<p(J)[. E como 
\f v E G, 1/;<p(J) 1(v) Ç <p(J) 1(v) Ç f 1(v) segue que 
(1/;<p(J)(x)) Ç (f(x)) \fx E S. 
Logo, pondo: 
' { 1j; <p(f)(x) para t ~O 
l\(x,t) ~ 
f(x) \ft E (0, 1]. 
Temos que K é uma c. o-homotopia entre t/J r..p(J) e f, pois: 
{ 
(</><p(J)(x)) U (J(x)) ~ (J(x)) 
(K(x, t)) ~ 
para t~O 
(J(x)) VtE(O,l] 
I UNICAMP I -· BIBLIOTECA Çó'/HRAL -
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e desde que (f(x)) é totalmente testada segue que (I<(x,t)) é totalmente testado 
c [\'(:r, t) é obviamente uma testa de {K(x, t)) donde f{ é c.o----rcgular. 
Consequentemente lJ! <I>( a)= [,P<p(f)] =[f]="· Similarmente 
V fi E CJ;(S, G), <I> '~(fi) =fi. 
Os tres teoremas de Normalização bem como os dois precedentes resultados 
podem S<'f d{':H'nvolvidos com lllli<L certa dificuldade (HtfiL pares de espaços c gra-
fos orientados. Portanto isso pode ser aplicado aos grupos de homotopia regular 
Qn(G,v) e Q~(G,v). Temos que as funções similares ),4> e 1/J para o par Jn, In 
são também homomorfismos (cf. (4] Teorema 34). Com isso obtemos a: 
Propriedade 8 (Primeiro Teorema de Isomorfismo). Os grupos de homotopia regular 
Qn(G) e Q~(G) de um grafo orientado G são isomorfos de um modo natural. 
Propriedade 9 (Segundo Teorema de IsomorHsmo). Sejam G um grafo orientado 
e f(a o complexo simplicial associado a G (ver Definição 8). Então o grupo de 
homotopia regular Qn(G) é isomorfo ao grupo de homotopia 7rn{!I<al). 
Uma demonstração detalhada desse teorema se encontra em [6] o qual faz uso 
do Terceiro Teorema de Nonua.liza.çii.o. 
Exemplos (1) Seja G o grafo da figura 12. EnLão IKa[ é homeomorfo a E'= 
{(x,y) E IR2 / x2 + y2 :S 1}, e temos Qn(G) ~ ~n(E2 ) =O. 
J_ 
Figura 12 
(2) Se G é o grafo da figura 13, ou o 3~ciclo (figura 14), então [Ka[ é homeomorfo a 
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S' (o círculo), c obtemos Q1(G) ~ rr1(S') = 7Z e para n >I Q.(G) ~ 10.(8') =O. 
l 
3 ~----,,__ ___ _.4 
2 
Figura 13 Figura 14 
(3) Se G é o grafo da figura 15 ou o grafo da figura 16, então lf<al é homeormorfo 
a 5 2 (a esfera) e Q,.(G) ~ rr,.(S2). 
Figura 15 Figura 16 
Torneios e sua Estrutura Algébrica 
Apresentamos agora uma interessante aplicação dos resultados precedentes, 
caracterizando estruturalmente a classe dos torneios tendo o primeiro grupo de ho-
motopia não nulo. Para tal fim precisamos apresentar algumas definições. 
Definição 22. Um grafo orientado é chamado um torneio, se cada par de vértices 
distintos do mesmo, forma um e somente um arco. 
Um t.on~t•io 'I' é dito t.ra.nsit.ivo se, para. cada x E 'I', para C<tda y E T c para 
cada z E T, ;r ----t y c y ----t z implica. x---+ z. Enfim, um torneio é dito Uarnil~ 
t.ouiano se existe um ciclo passuntc ( uum só volta) atravessando todos os vértices de 
T. 
Definição 23. Um torneio T é dito regular se, para cada x E T, o número dos 
predecessores de x é igual ao número de seus sucessores (e como consequêncía a 
ordem de T é ímpar). Um torneio T é dito altamente regular se existe uma or-
denação cíclica v 1 , v2 , ..• , Vzm+I, v 1 dos vértices de T tais que Vi -Jo Vj se, e só 
se Vj é um dos primeiros m sucessore~ de vi na ordenação cíclica dos vértices de 
T. 






(2) Não Hamiltoniano. Pois os únicos ciclos são: 
X ---+ Z X--> W v-w 
X ---+ W ---+ Z y ----t w ---t z 
x---+y--+z y--> z 
X ---+ y ----t W ---t Z 
como vemos, ueuhuma dessas rotas é um ciclo (rota fechada). 
(3) Não Regular: pois G tem ordem par. 
Exemplo II. Sejam G como na figura 18 e G' como na figura 19. Então G e G' 
são torneios. 
j 
Figura 18 Figura 19 
(1) G uão é transitivo, pois x ---t z, z ---t y e x f-+ y. G' é transitivo. 
(2) G é 1-lamiltoniano, pois existe o ciclo passantc x ---+ z -----; y ------t x 
contendo todos os vértices de G. 
G' não é I-Iarniltoniauo, pois não contém 3-ciclo. 
(3) G é altamente regular e G' não é regular, porque G admite a seguinte 
ordenação v1 = x, v2 = z, v3 = y e em G' x possui dois sucessores e nenhum 
predecessor. 
Exemplo III. Considere o gra.fo G. (Figura 20) 
>é 
Figura 20 
G é um torneio altamente regular onde a ordenação é dada por: 
e vemos que 
V.1 ---+ Vr,, 
Logo, G é também Hamiltoniano. 
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A cara.clcrislica mais marcante que diferencia os torucios dos outros grafos ori-
entados consiste no fato de que os torneios podem ser dotados de modo natural de 
uma estrutura algébrica. De fato vale a 
Propriedade 10. Um torneio T torna-se o grupoide comutativo A(T), quando se 
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introduz em T a operação binária o assim definida: 
{ 
x, 
Vx, y E T xoy = yox = 
y, 
se ou x=y 
se y-------+ X 
Observação 21. De maneira análoga podemos associar a T o grupoide comutativo 
dual A•(T), pondo 
x, se y ----> X 011 x=y 
. . { xo y=yo x= 
y, se x-ty 
Obervação 22. Obviamente cada homomorfismo entre dois torneios T c T' é 
também um homomorfismo algébrico entre os grupoidcs comutativos A(T) c A(T') 
(A*(T) e A'"(T')), e vice-versa. (Aqui por homomorfismo entre grafos G e G' sig-
nificamos uma função f: G -t G' tal que para lodo x, y E G, tal que x -. y 
tem-se, ou /("')----> J(y) ou f(x) = J(y)). 
Definição 24. Sejam T um tort;eio, A e B subtorneios de T. Se cada vértice de 
A é ttlll prcdecc.:.ssor de cada vértice de JJ, escrevemos A-. JJ. Os vértices de um 
subtorneio A são chamados equivalentes se, para qualquer q E T-A, ou q ---t A 
ou A--+ q. 
Agora, seja Tn um torneio de ordem n. Podemos particioná-lo em subtorneios 
disjuntos S(ll, S{2l, ... , S(mJ de vértices equivalentes, e se Rm denota o torneio 
constituído por m vertices w1, w2 , ••• , Wm tal que w; ---+ w; se, e somente se 
S(i) ---+ S(j), então T,. é chamado a composição Tn = Rm(S(I), S( 2), ••• , S(m)) doi! 
m torneios S(i), para i = 11 2, ... , m, com o torneio Rm. 
Sobre as mesmas suposições temos 
Definição 25. St~ ~L~~ = llm(S( 1l, S(2l, ... , S("')), llm é cluunado um tomeio quo· 
ciente de 1'n e sFJ é chamado componente de T11 • Dizemos enfim que um torneio 
T,. é simples, se a única composição possível de 1"n se obtém para m = 1 ou para 
m = n, ou seja, quando o torneio quociente é o torneio trivial T1 ou é isomorfo a 
T .. (neste último caso cada componente é trivial). 
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Para os torneios quociente as seguintes propriedades são válidas. 
Propriedade 11. Sejam T um torneio e T' um torneio quociente de T. Então 
existe um subtorneio T 11 de T isomorfo a T' {[7], prop. 1.1). 
Demonstração. Para obtermos T 11 é suficiente eleger um vértice em cada uma 
das componentes de T e considerar o subtorneio de T formado por estes vértices. 
Propriedade 12. Sejam X e Y sub torneios do torneio T constituídos por vértices 
equivalentes. Se X n Y =f:. tP c X U Y =f:. T, então X U Y é um sub torneio composto 
de n~rl.iet'$ cquiva.h-nt.<·s. 
Demonstração. De fato, seja u um vértice em X n Y e v um vértice em T-
(X U Y). Para todo vértice w E X U Y temos que 
w ---+ v '{::::::::} u ---+ v e 
v ---+ w {:::::=:} v ---+ u. 
Propriedade 13. Todo torneio não t~·ivial admite um, e somente um quociente 
simples não-trivial. 
Demonstração. Por absurdo, seJam Ph(S(1 ), ••• 1 ••• 1 S{h)) e Qk(T(l),, .. , TfkJ) 
duas composições distintas do torneio D, tais que os torneios quocientes Ph e Qk 
sào nào-triYiais c simples. Então devemos ter: 
Suponhamos h 2: 3. Desde que as duas partições são distintas, existe necessaria-
mente duas componentes S e T diferentes entre si tendo intersecção não vazia. Se 
assumimos que S nào está contida em T c considerando as outras cowponcrücs 1' 
tendo intersecção não vazia com S, temos que ao menos uma destas não pode estar 
contida em S, pois caso contrário na partição Q podemos substituir estas compo-
nentes particulares T pela única componente S, mas isso contradiz a simplicidade 
de Q,. 
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Portanto existe ao menos uma componente S e uma componente T tal que 
S n T "/; r/>, S g T e T ;l S. Escolhemos essas componentes como sendo sP> e 
r<1l. Numeramos as componentes S de tal modo que s<tJ, s<2l, ... ,s<rJ intersec-
t.am T(l) ('IHJll/l.!lto o resto S(rtl) 1 s<r+2) 1 ... 1 S(h) não intcrscctam T(1l. Devemos 
disti11guir dois casos: 
(a)l<,·<h 
Desde que as componentes S<1l, S<2l, ... , s<rJ intersectam T<1l, a umao u = 
S(ll U S{2lu, ... , us<rJ é um subtorneio de vértices equivalente:l em virtude da Pro-
pricdnde 12, port.an\,o à pmt.içft<> P' = (U, S(r+tl,S(r+2>, ... S(h)) podernoH aH.'Iociar 
uma nova composição D, que induzirá uma composiçãp de Ph. Mas isso contradiz 
a simplicidade de P11 • 
(b) r=h. 
Dado u E S(l) - T(l) tem-se pela Propriedade 12 que: 
v__, u ou u __,v 
onde li = S<2l U S<3l u · · · U s< 11l, p'ois toda.<~ as componentes sUl i = 2, 3, ... , h intcr-
scct.am a componente 1'(1)_ lsto nos di:>: que a partição (S(l), V) é urna composição 
de D. Absurdo, pois supomos que o quociente Ph é siwplcs de ordem h> 2. 
Finalmente se h = 2, k deve ser também igual a 2, pois caso contrário po-
demos trocar h com k c repetir o processo acima, c neste caso obviamente P2 é 
isomorfo a Q2• 
Observação. Para h ~ 3 não somente o quociente simples de T é único, mas são 
também univocamente determinadas as componentes de T. Isso não é verdade para 
h= 2, por exemplo, para o torneio transitivo T3 ={a, b, c; a-----+ b, a-----+ c, b--+ 
c} temos T3 = T,({a, b), {c})= T2({a), {b, c)), onde T2 é o torneio transitivo de 
ordem 2. 
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Torneios Simplesmente Desconexos 
Damos inicialmente a definição homotópica da classe dos torneios Hamiltonia-
nos que vamos car<l-d<'rizar em Rcguida .. 
Definição 26. Um torneio T é dito simplesmente desconexo (simplesmente conexo) 
se seu primeiro grupo de homotopia regular Q1(T) é não nulo (é nulo). 
Para o cálculo de Q 1(T) observamos que Q1(T) é isomorfo a 1r1(IKTI) c que 
os subconjuntos totalmente testados em T, gerando os simplexos de I<T, coincidem 
com os subtorneios transitivos de T. Recordamos, além disso que o grupo 1r1(1I<rl) 
pode também ser determinado usando unicamente laços formados pelas rotas to 
poliedro jl\rl, procedendo da seguinte maneira: 
(1) Um laço rota com base x é uma sucessão-finita de vértices de T do tipo 
x x1 x 2 , ••• , X h x onde um par qualquer de vértices distintos gera um 1-simplexo de 
f{T· 
(2) Dois laços rota com base x são homotópicos se podem ser obtidos um a 
partir do outro aplicando-se um número finito das seguintes operações. 
(a) Um vértice repetido yy pode ser substituido por um só vértice y e vice-
Yersa; 
(b) se uma terna de vértices conscçutivos JJZl gera um simplexo de I<T, (isto 
é, se os trL·s Yérticcs uii.o sào todos dist.iutos ou se o suLtomcio de vértices y, z, t l~ 
transitivo), a terna. y:; l pode ser substHuida pelo par y t e vice-versa. 
(c) O conjunto das classes de equivalência de laços rota com base x, dotado da 
seguinte operaç.ão de multiplicação: 
{xx1x2 , ... ,xhx} · {xy1y2, ... ,yhx} = {xx1x2, ... ,XhXXYtY2, ... ,yhx} 
é um grupo isomorfo a "'(IKr[). (cf. [12], Teorema 5). 
Propriedade 14. Um torneio Tn é simplesmente conexo (simplesmente desconexo) 
se, e somente se, cada um de seus torneios quociente não triviais é simplesmente co-
1\('Xo (simpksnwttLc desconexo). 
Demonstração. Seja Tn =R,.. (5<1>, ... ,S(m)), com m > 1. Obteremos a propri-
edade mostrando que os grupos fundamentais Q1(Tn) e Qt(Rm) são isomorfos, 
(i) Primeiro, notamos que se 1 = v··· baa'b' ···v é um laço-rota de I<rn 
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tal que a, a' E SUl c b,fl E SUl, z, J = 1,2, ... ,m, então 1 é hornot.úpico a 
1' = v·· · bb' · · ·v desde que: 
- Se i -:/:- j, 1, v· · · bab' · · ·v, 1' são laços-rotas homotópicos; 
- Se i = j, J, v··· bcaa'b' ···v, v··· bca'b' ···v, v··· bcb' ···v, 1' sao 
laços-rotas bomotópicos, onde c~ S(iJ, 
(ii) Escolhamos um vértice vi E S(i), para cada i= 1,2, ... ,m. Pela Pro-
priedade 11 Rm é isomorfo ao subtorneio r:n = {vi,v;, ... ,v:n}. Se provarmos 
que Q1(T:n) é isomorfo a Q1(Tn), obteremos também o isomorfismo entre Q1(Tn) 
e Q,(Rm). 
A projeção p Tn --------. ~ dada por p(vi) v~, para todo 
v; E S(il,i = 1,2, ... ,m, induz um homomorfismo p": Q1(Tn) --t QJ(7~,) da sc-
guite maneira: 
onde podemos escolher o ponto La.sc v' em 1~n (já que torneios são digrafos fraca-
mente conexos). 
Desde que T:,1 é um subtorucio de '1'.,11 a inclusão j : r:n --~- Tn induz um 
homomorlirmo j• : Q1(T;,) --> Q1 (1~). 
Diretamente das dcfmiçõcs, p* o j* é a aplicação identidade em Q1(T:n). 
Resta provarmos que j* o p* também é a aplicação identidade em Q 1 (7~). Seja 
1 =v' v' v'··· v' v', um laço-rota·dc I<1~· Considere 1' = W o p•) (i"'f]) = p'(i"'f]) = 
[v'p( v1 )p( v2} · · • p( vk)v'] e construamos: 
( ')-' ,,, '''(') (')' 11 =vv v ... v vvpv '"PV v 
Usando (i), temos que 1(/')-1 é homotópico ao laço-rota trivial v'. Portanto 
")' e 1' são homotópicos, ou seja, j* o p" é a idcutidadc em QI(Tn)· 
Para provarmos o seguinte teorema necessitamos dos seguintes lemas to-
pológicos, que são facilmente provados (cf. [10]). 
Lema 3. Seja S um espaço topológico c sejam X c Y subespaços fechados de S 
tais que X U Y =S. Se Z é um retrato por deformação de Y tal que X n Y Ç Z, 
então X U Z é um retrato por deformação de S. 
Lema 4. Se X é um retrato por deformação de um espaço topológico S e Z é 
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um retrato por dcformaçào de X, então Z é um retrato por deformação de S. 
Teorema 1. Todo torneio altamente regular não-trivial é simplesmente desconexo. 
Demonstração. Seja 1'2 ,.+1 (n > 1) um torneio altamente regular com vértices 
Vt, v2, ... ,v2,.+1- Consideremos os subtorneios T2n = T2n+I- Vn+I e T2n-1 = 
Tln- V2n+I· 
Primeiramente, mostremos que: 
(i) O poliédro IJ<r,"l é rclralo por deformação de IKr,"t'l; 
(i i) O poliL·dro )Kr2,._1 ) é retrato por dcformaçiio de )I<7:t,J 
Demonstração de (i). Desde que 1~n+I é altamente regular, o poliédro do 
complcxo-simplicial associado a T211+1 pode ser escrito do seguinte modo: 
então: 1Kr2 ,.+1 1 = Y U X, onde: 
Agora, seja Z a união dos fechos dos simplexos, obtidos dos simplexos de Y, 
pela supressão de Vnfl, ou seja: 
Segue que Y é o cone lv,.+1 ZI com vértice ,v,.+1 • 
Podemos provar que Z e homeomorfo ao cubo unitário In-I, Procedendo por 
indução sobre o número m de termos da união, temos: 
Se m :::::: 1 então a asserção é verdadeira. Assumamos que 
é homeomorfo a 1n-l. Se adicionarmos o (m + 1)-ésimo termo 
I( Vm+l • • • VnVn+2 • • · Vn+m+1)1 ainda obteremos um espaço homeomorfo a Jn-l, desde 
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que v,.+m+l não é um vértice dos simplexos anteriores. 
Por um processo análogo se mostra que Y é homeomorfo a r, assim, como 
r-1 é retrato de r, segue que Z é retrato por deformação de Y. E como 
X n Y Ç Z, ::wgue do Lema 3 que Z U X é um retrato por deforrna.ção de 
Yu X = fl\.1'2 ,.+1 j. Mas, por construção, Lemos que Z U X = j/{ T2,. j, e com isso fica 
mostrado (i). 
Demonstnu;ão de (li). ScjéL W a Ulllao do::~ fechos dot~ simplcxos, obtidos dos 
simplexos de X, pela supressão de v2n+l, ou seja: 
Como antes, podemos provar que W é homeomorfo a Jn-l e, portanto W é um 
retrato por deformação de X. Então, pelo Lema 3, Z U ~V é um retrato por de~ 
formação de Z U X= jf(r2J. Mas, por construção, Z U W coincide com II<r2,__1 j, 
e assim fica mostrado (ii). 
Pelo Lema 4, (i) e (ii) segue que 1Kr2n-I I é um retrato por deformação de 
jf{T2n+l j. Então, os grupos fundamentais Q1 (T2,.+1) e Q1 (12n-d são isomorfos. 
Agora o teorema pode ser provado por indução sobre o número n, relacionado 
à ord('tn do t.orucio '12u+I· Pa.m '1/. = J, 7:1 é o :\-ciclo e QJ (TJ) ~ ~. 
Asslll\HUllOS que, para n - l, a asserção é verdadeira c considere 12n+! 
e T2n-t = T2n+I- {Vn+J, V2n+t}· Se 1~n-t é o torneio altamente regular com 
vértices ordenados wlJ w.2 , ••• , Wzn-l• segue diretamente que a função g, definida 
por g(tvi) =Vi, 1 :S. i :S. n, e g(wi) = Vi+t 1 n + 1 :::;_i :S. 2n -1, é, um isomorfismo 
t t . '"' T I' I . "l d . d • '''' 1' en rc os ornctos .1 2n-t e ln-l· or upo ese e tn uçao segue que .1 2 .. _ 1 c 2n-l 
são simplesmente desconexos. Finalmente, desde que Q1 (T2n+t) e Qt(12n-d são 
isomorfos, T2,.+I é também simplesmente desconexo. 
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Dc:;;cnbo da dcmoustn.çã.o para n = 2 
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Corolário. Seja T um torneio nao trivial. Se o torneio-quociente simples nao 
trivial T é altamente regular, então T é simplesmente desconexo. 
A recíproca do corolário também pode ser provada a partir do s1:guintc ra-
ciocínio, indutivo. 
Para n = 3 temos que T3 é simplesmente desconexo implica que T3 é o 3-
ciclo. 
Agora, supondo o resultado válido para n, temos o seguinte: 
Se Tntl é um torneio simplesmente desconexo, então Tn+l contém um 3-
ciclo não homotópico a zero, reordcnando os índices de Tn+I se necessário, po-
demos supor que esse 3-ciclo não homotópico a zero seja (x 1 ,x2,x3 ,xt) onde 
Tn+I = {xt, x2, X3 7 ••• , Xn+t}· Considerando agora o sub torneio Tn = Tn-tl- {xn+t} 
temos que (:r:" :r 2 , X:J, :1: 1 ) E T11 donde segue que Tn é simplesmente desconexo, assim 
por hipótese de indução segue que '1.~ = R2m+t (S(l), 5'(2), ... , S(2m+ll) onde U2m+t 
é um torneio simples não-trivial altamente regular. De posse disso, analisando as 
possívch; direções de x,.+t com os outros vértices de 1~ chegamos à conclusão de 
que o torneio--quociente simples não-trivial de 1~+1 é altamente regular (cf. [7], 
Proposição 3.9). 
Com isso chegamos ao seguinte resultado: 
Teorema 2. Dado um torneio não trivial T tem-se: T é simplesmente desconexo 
se, e somente se, seu quociente simples não trivial é altamente regular. 
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