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ABSTRACT 
Bridge structures are required to possess high reliability and robustness against the 
concurrent effect of extreme loads and environmental attacks. To achieve such interrelated 
goals, it is necessary to assess the system performance and resilience subjected to multi-
hazard impacts and the beneficial effects of any retrofitting or hazard-countermeasure in a 
lifecycle context. The damaged bridge needs to be restored rapidly over its service life due 
to the significant economic losses and disruption to transportation networks. For river-
crossing bridges, one of the essential hazard mitigation strategies is scour countermeasures. 
However, a quantitative understanding of the effects of SCs on bridge system resilience is 
not found.  
This dissertation presents a critical synthesis of the existing literature that provides 
relevant knowledge and a profound understanding of probabilistic multi-hazard assessment 
for bridge structures. Then, a finite element-based probabilistic framework is designed to 
assess the lifecycle resilience of reinforced concrete river-crossing bridges under seismic, 
flood-induced scour, and chloride-induced corrosion impacts, including the consideration 
of a typical scour countermeasure at variable service times. Based on the general 
performance-based approach, two probabilistic models are formulated, termed the mean-
scour fragility analysis (MS-FA) model and the total-scour demand hazard analysis (TS-
DHA) model, which produce straightforward functional curves and can be readily used to 
evaluate the seismic-scour multi-hazard effects. An integrated damage index is defined 
iv 
 
based on both local and system-level ductility demands to develop a demand hazard model 
and to estimate the damage-based residual functionality and recovery duration to quantify 
the lifecycle bridge resilience.   
Notably, the exceeding probability approach is designed to reveal how progressive 
and sudden hazards interact and result in resilience degradation and how scour 
countermeasures contribute to resilience enhancement. The outcomes of the numerical 
experiment reveal the positive and distinct effects of implementing SCs at different 
lifecycle intervals. More importantly, resilience time-series demonstrate arbitrary multi-
modes and nonparametric patterns. Accordingly, a robust statistical distance-based 
approach is presented to determine the sequential evolution of time-varying multi-hazard 
resilience. The proposed framework would assist stakeholders and decision-makers in 
resilience patterns recognition, assessing the effectiveness of hazard mitigation strategies, 
and taking short- and long-term proactive intervention actions by specifying resilience 
thresholds. 
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INTRODUCTION 
1.1 Motivation 
Flooding and flood-induced bridge scour have been recognized as the primary 
cause of bridge failure in the United States and other countries (Hunt, 2009). In the United 
States, about 73% of highway bridges are river-crossing, whereas approximately 53% of 
all bridge failure is attributed to the flood-induced scour (Wardhana & Hadipriono, 2003). 
System instability or collapse has been evidenced by bridges that were designed with 
insufficient resistance to flooding and scour (e.g., the collapse of the I-5 Bridge and The 
Schoharie Creek Bridge in California). A distinct feature of flood-induced scour is that 
once it starts forming around a foundation, it accumulates or remains through the bridge’s 
service life. Hence, it is intuitive that a potentially higher risk arises if other extreme 
hazards coexist with scour, such as earthquakes, which may threaten the river-crossing 
bridges. Besides extreme events including earthquakes and floods, for reinforced concrete 
(RC) bridges, the exposure to environmental attacks, such as chlorides, can cause 
progressive corrosion in steel reinforcement and deterioration in concrete. This reduces the 
capacity of RC members in a bridge then affects system performance as a time-varying 
phenomenon (Biondini et al., 2015; Michael P Enright & Frangopol, 1998).  
A concerning fact in the USA is that the National Bridge Inventory (NBI) has 
marked more than 10,000 river-crossing bridges as scour-critical, and more alarmingly 
about 100, 000 bridges marked with ‘unknown-foundation’ (Federal Highway 
Administration, 2018). Many of these river-crossing bridges are serving in either 
seismically very active regions (e.g., California and Alaska) or moderately active regions 
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(e.g., Missouri) (Rogers et al., 2007). Therefore, it is rational to question that with what 
criteria and to what degree these bridges can be assessed to be marked as seismic-scour 
critical.  Moreover, this signifies that to assess the performance and resilience of existing 
river-crossing bridges in the earthquake-, flood-, and corrosion-prone regions. 
It is well accepted that seismic hazards need to be analyzed probabilistically, 
considering both aleatory and epistemic uncertainties. When bridge scour is concerned, 
both types of uncertainties are significant as well, including aleatory ones primarily arising 
from flooding hazards and epistemic ones primarily from the empirical estimation 
methods. Probabilistic scour estimation has been researched abundantly, and a 
representative one is proposed by Briaud and his co-authors indicating the remarkable 
uncertainties involved in scour estimation (Briaud et al., 2013). This.  
Design and installment of a scour countermeasure has been recognized as an 
effective hazard mitigation strategy to control local scour around river-crossing bridge 
piers (Lagasse, 2007; Wang et al., 2017). However, the significance of SCs to the river-
crossing bridge resilience has not been revealed to this date. To the best knowledge of the 
author of this dissertation, no study develops a probabilistic lifecycle framework to assess 
the performance and resilience of river-crossing RC bridges under multiple hazards 
considering the implementation of SCs. As such, this further warrants the critical need for 
developing rigorous multi-hazard resilience-based assessment for bridges with SC 
subjected to earthquakes, flood-induced scour, and corrosion deterioration hazards. Such a 
decision-making framework would assist practitioners in managing river-crossing bridges 
subjected to concurrent natural hazards 
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1.2 Objectives and Scope 
This dissertation aims to provide a profound understanding of the effect of multi-
hazard on the performance and resilience of reinforced concrete (RC) river-crossing 
bridges. The primary objective is to develop a probabilistic framework to assess the 
resilience of bridges subject to the concurrent or coupled effects of seismic, flood-induced 
scour, and chloride-induced corrosion hazards considering scour countermeasure. To 
achieve the research goals, the associated research questions include the following: 
1. How does the flood-induced scour affect the seismic vulnerability of RC river-
crossing bridges? And, at what conditions are the effects of scour on seismic 
performance of bridge structures beneficial or detrimental? If any, how significant 
are these effects at these conditions? 
2. What is the choice damage index that can be used to characterize such multi-hazard 
effects and can be further integrated into multi-hazard risk and resilience 
assessment? 
3. How do the progressive and sudden hazards interact and result in the lifecycle 
resilience degradation of bridges using different recovery functions?  
4.  When bridge scour countermeasures (SCs) should be implemented? And, how do 
SCs mitigate the negative impact of flood-induced scour and contribute to resilience 
enhancement in a lifecycle context? 
5. How to model the time-variant resilience of river-crossing bridges? Can 
distribution statistics and moment-based metrics such as mean or median be used 
to characterize the behavior of time-evolution resilience distributions? If not, how 
to measure resilience variations at different time intervals? 
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1.3 Methodology 
As previously described, the main goal of the dissertation is to provide a 
probabilistic framework to assess the multi-hazard resilience of river-crossing bridges 
considering scour countermeasure. In so doing, the key features of the proposed 
methodologies can be summarized as follows: 
1. Probabilistic seismic hazard: To consider lifecycle seismic events, the 
earthquake occurrence model is introduced based on the homogeneous Poisson 
process. The probabilistic seismic hazard analysis is conducted incorporating 
both recorded (Chapter 2) and generated artificial ground motions (Chapters 3 
and 4).  
2. Probabilistic scour hazard:  To predict the time-varying scour depth from the 
stochastic hydrograph-based model using Scour Rate In Cohesive Soil-Erosion 
Function Apparatus (SRICOS-EFA) method.  
3. Chloride-induced corrosion hazard: To estimate the time-varying steel and 
concrete strengths considering probabilistic corrosion initiation and 
propagation models.  
4. Vulnerability Assessment: The finite element method is used for nonlinear 
time-history and inelastic structural response analyses.  The relative 
vulnerability of scoured river-crossing bridges is evaluated through a 
comparison of corresponding fragility curves. It provides the probability of 
entering a damage state given an input ground motion intensity measure. 
5. Demand hazard modeling: To represent structural performance and encode 
system functionality, the local deformation-based and the system drift-based 
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ductility parameters are jointly used to define a novel integrated damage index 
for demand hazard modeling; the results are also compared with the Park-Ang 
damage index.    
6. Scour countermeasures: To consider SCs as a discrete event that can be adopted 
at a variable time in a bridge lifecycle. This, therefore, enables evaluating the 
SC effects on lifecycle system resilience.  
7. Lifecycle resilience assessment: Estimate the probabilistic resilience 
parameters, including damage-based residual functionality, recovery duration, 
and idle time interval for each SC alternative to quantify the lifecycle bridge 
resilience following the Poisson-based multi-hazard occurrence. 
8. Time-variant resilience quantification: To specify nonparametric distributions 
of multi-hazard resilience at different lifecycle intervals using various 
distribution-based distance metrics. 
1.4 Organization of Dissertation 
This dissertation is comprised of five chapters with the following contents: 
Chapter 2 presents a synthesis of knowledge about multi-hazard assessment 
methods for river-crossing bridges. It develops two probabilistic models for a 
straightforward evaluation of seismic-scour effects, termed the mean-scour fragility 
analysis and the total-scour demand hazard analysis models. The Chapter proposes an 
integrated damage index, which combines the local deformation-based and system drift-
based ductility demand parameters for investigating the system-level seismic-scour effects. 
Chapter 3 offers a quantitative framework to probabilistically assess the lifecycle 
bridge resilience under interactions of accumulative (flood-induced scour and corrosion 
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deterioration) and sudden (seismic) hazards. It also highlights the necessity of 
implementing scour countermeasures either at the beginning of the construction or 
throughout the early years of river-crossing bridges. 
Chapter 4 introduces the scour countermeasure methods, design parameters, and 
case studies. It presents an exceeding probability approach to evaluate the contribution of 
scour countermeasure to the lifecycle resilience enhancement of river-crossing bridge 
systems.  
Chapter 5 provides a nonparametric distance-based approach to measure the 
dissimilarity of arbitrary multi-modal resilience distributions at different lifecycle 
intervals. The proposed methodology measures the resilience variations over time and 
characterizes the time-variant resilience patterns considering the effect of scour 
countermeasure using various distribution-based distance metrics.  
Chapter 6 summarizes the research and draws the key conclusions. It also discusses 
the anticipated impacts of the work and suggestions for potential future research. 
  
7 
 
  
PROBABILISTIC MULTI-HAZARD PERFORMANCE ASSESSMENT AND 
DAMAGE EFFECTS ON BRIDGES 
2.1 Introduction 
Many world regions are subject to overlapping natural disasters. In such areas, the 
impacts of one hazardous event are often exacerbated by interaction with other hazards. 
Table 2.1 lists the extent of exposure of the selected urban areas to various hazards at a 
global level based on the data reported by the United Nations Office for Disaster Risk 
Reduction (UNISDR). The most common hazards include earthquakes, flooding, extreme 
wind, and landslides (Ayyub, 2014).  
 
Table 2.1 Selected urban areas, their respective population sizes, location attributes, and 
hazards reported by UNISDR (Ayyub 2014) 
Urban Area Population  Hazards 
Valle de Itata, Chile 80,762 Flooding, extreme wind and rain, wildfire, and 
earthquakes 
Baofeng, China 498,000 
Drought, flooding, wind, snowstorms, and 
earthquakes 
Quito, Ecuador 2,197,698 
Volcanic hazards, earthquakes, landslides, and 
flooding 
Santa Tecla, El Salvador 200,000 Earthquakes, landslide, and flooding  
Bhubaneswar, India 1,000,000 Earthquakes, flooding, cyclones, heatwaves 
Jakarta, Indonesia 9,800,000 Earthquakes and flooding 
Mashhad, Iran  2,420,000 Flooding, cyclones, earthquakes, and 
drought 
Beirut, Lebanon  1,500,000 Earthquakes, flooding, wildfires, and landslides 
Chincha, Peru  536,000 Earthquakes and flooding 
Quezon City, Philippines 1,700,000 Flooding, earthquakes, fire, and epidemic 
San Francisco, USA 
 
805,235 
Wildfire, tsunami, landslide, heatwave, flooding, 
earthquake, drought 
Chacao, Venezuela  71,000 Earthquake and flooding 
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The Performance-Based Engineering (PBE) principle has been adopted for 
engineered structures considering different hazard scenarios for structural vulnerability or 
reliability assessment, leading to different multi-hazard PBE (MH-PBE) frameworks. For 
example, for coastal structures, MH-PBE methods were developed to deal with 
earthquakes, tsunamis, extreme winds, and storm surges (McCullough & Kareem, 2011). 
One of the notable challenges in the field of MH-PBE is to quantify the concurrent or 
coupled effects of two or more hazards. Gill and Malamud (2014) provided a classification 
considering compounding effects among concurring hazards (Gill & Malamud, 2014). 
They proposed four categories to identify multiple hazard interactions (1) triggering effects 
(i.e., mainshock–aftershock sequences), (2) increasing probability of collapse or damage 
(i.e., hurricane wind-surge), (3) decreasing probability of collapse or damage (i.e., rainfall 
and wildfire or global cooling and volcanism), and (4) spatiotemporal coincidence effect 
(i.e., flooding due to storm surge and heavy rainfall effects). With this classification, it is 
seemly reasonable that seismic events and flood-induced scour may fall in the second 
category. On the other hand, it is imperative to state that any MH-PBE framework needs 
to consider the specific characteristics of the hazards at hand while developing a rational 
procedure. As such, many researchers have devolved to develop methods for different 
multi-hazard scenarios. For example,  Kameshwar and Padgett adopted parametric fragility 
functions to assess the risk portfolio of highway bridges subjected to earthquake and 
hurricane events (Kameshwar & Padgett, 2014) [8]. Venanzia et al. present a framework 
for lifecycle loss estimation for non-structural damage in tall buildings under wind and 
seismic loads (Venanzi et al., 2018). Carey et al. investigated the seismic and tsunami 
effects on soil–foundation–bridge systems (Carey et al., 2019). Seismic and blast forces 
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were considered for evaluating the collapse performance of concrete structures (Asprone 
et al., 2010). 
Among these variations of multi-hazard frameworks, it is manifest that nearly all 
multiple hazards engaged in these frameworks can be reduced to the form of forces, 
including seismic (inertia) forces, aerodynamic forces, and hydraulic (or hydrodynamic) 
forces. Nevertheless, hydraulic scour, particularly, the local scour around a bridge 
foundation, is a distinct phenomenon. First, compared with earthquakes, which have a 
constant annual rate of occurrence without dependence on time (Bazzurro & Cornell, 
1994), local scour to a foundation subsystem is time-varying and may accumulate through 
the bridge’s service life. In this aspect, it is similar to material corrosion. Second, different 
from force-based hazards and material related deterioration, scour primarily leads to 
modification of the boundary condition of bridge systems. This boundary condition 
modification further results in a reduction in foundation stiffness, and the modification of 
the nonlinear foundation bearing and lateral capacities. When considering these 
distinctions, an appropriate analysis procedure entails the consideration of the time-varying 
scour variations, uncertainties, and the subsequent variable soil-foundation-structure 
interaction (SFSI) effects due to scour variations.   
A number of efforts have appeared to study and assess the response of bridges 
subjected to both earthquakes and scour hazards, some of which are probabilistic for both 
hazards, some are only for earthquakes, and others are fully deterministic. These efforts 
will be thoroughly reviewed and remarked later. Given these efforts, however, the 
following questions have not been fully answered. First, at what conditions are the effects 
of scour on the seismic performance of bridge structures beneficial or detrimental? Second, 
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if any, how significant are these effects at these conditions? Lastly, what is the choice 
damage index that can be used to characterize such multi-hazard effects and can be further 
integrated into multi-hazard risk and resilience assessment?  
The goal of this chapter is two-fold. First, it aims to provide a critical synthesis of 
the relevant literature that provides state-of-the-art advances and the related knowledge 
towards probabilistic seismic-scour assessment for bridge structures. Second, through 
developing two probabilistic seismic models, this chapter aims to systematically reveal the 
possible damage due to the seismic-scour effects. In the following, the authors organize 
this synthesis with three components: (1) the seismic-scour assessment literature and 
general remarks; (2) a review of probabilistic assessment notions, terminologies, and 
frameworks; and (3) a review of response demand parameters (DPs).  Based on this 
synthesis, this Chapter proposes two response-based modeling methods that can be used to 
systematically evaluate seismic-scour effects, termed the mean-scour fragility analysis 
(MS-FA) model and the total-scour demand hazard analysis (TS-DHA) model. With the 
two models, the authors propose to use two types of DPs and formulate an integrated 
damage index to express the resulting MS-FA and TS-DHA models. A comprehensive 
numerical study is presented, and probabilistic schemes are demonstrated that verify the 
proposed framework and models, followed by the concluding remarks. Finally, concluding 
remarks are made, and suggestions for seismic-scour resilience quantification for river-
crossing bridges are given. 
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2.2 Literature Synthesis 
2.2.1 State-of-the-Art Efforts 
The commencement of studying seismic and scour effects on bridges should firstly 
appear in Ghosn and Johnson (2000), which adopted both scour estimation and foundation 
stiffness equations then proposed a simplified seismic-scour foundation model  (Michel 
Ghosn et al., 2003b). The author of this dissertation identified that the timing of their work 
was consistent with two movements in late 1990 and the early years of 2000. First, this era 
was the inception time when multi-hazard extreme loads and their impact on structural 
performance were recognized, and the performance-based design (PBD) philosophy was 
being developed as the next-generation design philosophy (Krawinkler, 1999). Besides, as 
the third version of the Hydraulic Engineering Circular No. 18 (HEC-18) report was 
published (E. Richardson & Davis, 2001a), scour estimation methods have been well 
adopted in the bridge design community. With this setting, Johnson and Dock initially 
characterized the uncertainties around estimating bridge scour and proposed a case-based 
procedure for defining probabilistic distributions for scour estimates (Peggy A Johnson & 
Dock, 1998). With these seminal efforts, particularly marked by the pioneering work of 
Ghosn et al. (2004), a community of researchers has devoted to the multi-hazard 
assessment methods for bridge structures (Ettouney et al., 2005).  
In this synthesis, the authors select research papers that appeared from 2004 to 
2020, in which probabilistic or uncertainty treatment of bridge scour, and the seismic 
hazard is involved. Table 2.2 summarizes the basic characteristics of some of the 
comprehensive ones as reviewed in the following. One major distinction to each effort is 
the approach to treating seismic and scour variables, namely being probabilistic or 
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deterministic. The second and critical difference among these efforts is the use of different 
damage indices to characterize the function of bridges or effects of hazards. Last, it is our 
observation that there is no consensus on the role of scour effects – being solely detrimental 
to the function of bridges or mixed with beneficial effects. The representative ones are 
briefed in the following.  
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Table 2.2 Characteristics of research efforts related to assessing the seismic performance 
of bridges with scour effects. 
 
Citation 
Seismic 
Hazard 
Scour 
Hazard 
Damage Index Scour effect 
P.
 s
ei
sm
ic
-s
co
ur
 
m
ul
ti -
ha
za
rd
 
Ranjkesh et al. 
(2019)  
P P 
Displacement 
ductility 
Detrimental 
Liao et al. (2018)  P P 
Displacement 
ductility 
Detrimental 
and beneficial 
Yilmaz and 
Banerjee (2018)  
P P Curvature ductility 
Detrimental 
and beneficial 
Dong and 
Frangopol (2016)  
P P Displacement 
ductility 
Detrimental 
Banerjee and 
Prasad (2013)  
P P System displacement 
ductility 
N 
Alipour et al. 
(2012)  
P P System drift ductility N 
P.
 o
r 
D
. s
ei
sm
ic
-s
co
ur
 
m
ul
ti -
ha
za
rd
 
Wang et al. 
(2020)  D D Curvature demand Detrimental 
Han et al. (2019)  D D Moment demand Detrimental 
Wang et al. 
(2019)  P D 
Bearing 
deformation, 
column, and pile 
curvature 
Detrimental 
and beneficial 
Shang et al. 
(2018)  
P D 
lateral displacement 
and bending moment 
Detrimental 
Avsar et al. 
(2017)  
D D 
Shear and 
displacement 
demand 
Detrimental 
and beneficial 
Chang et al. 
(2014)  
P D Drift ratio 
Detrimental 
and beneficial 
Wang et al. 
(2014)  
P D 
Local (column/pier) 
curvature ductility 
Detrimental 
and beneficial 
P.
 o
r 
D
. s
co
ur
 h
az
ar
d  Qi et al. (2018)  N D
 N N 
Kameshwar and 
Padgett (2018)  N P 
Stability analysis 
using eigenvalues Detrimental 
Xiong et al. 
(2018)  N D Frequency Detrimental 
Liao et al. (2017)  N P 
Soil bearing and pile 
head displacement N 
Hong et al. (2017)  N D N N 
Note: D – Deterministic; P – Probabilistic; N – not considered or found;  
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Table 2.2 Continued. 
 Citation 
Seismic 
Hazard 
Scour 
Hazard 
Damage Index Scour effect 
P.
 o
r 
D
. s
co
ur
 h
az
ar
d 
Zhu and 
Frangopol (2016)  
N P Flexure moment 
demand  
N 
Kong and Cai 
(2016)  
N D Frequency change N 
Johnson et al. 
(2015)  
N P N N 
Feng et al. (2015)  N D Frequency change N 
Zheng and Yu 
(2014)  
N P 
In proportion to 
scour depth 
N 
Note: D – Deterministic; P – Probabilistic; N – not considered or found; 
 
 
With a time gap from 2004 to 2010, Alipour et al. (2010) reinitiated this important 
area, which evaluated the uncertainties of real bridges associated with scour estimates and 
earthquakes, and firstly used finite-element methods and computationally developed the 
resulting fragility models  (A Alipour et al., 2010). Wang et al. (2012) investigate the 
vulnerability of scoured pile-foundation supported bridges through probabilistic fragility 
surface analysis (Zhiqiang Wang et al., 2012). However, in their work, scour was treated 
deterministically. In Dong et al. (2013), a multi-hazard assessment approach was used to 
study bridge performance considering time-variant structural deterioration; however, scour 
uncertainty was not considered either (Dong et al., 2013). Prasad and Banerjee studied the 
seismic risk of four bridge models considering scour variations (Swagata Banerjee & 
Ganesh Prasad, 2013; S. Banerjee & Prasad, 2011; Prasad & Banerjee, 2013). While 
studying the characteristics of seismic fragility curves, however, only system-level 
displacement-based DPs (i.e., drift demand at the deck level) were used, which led to the 
conclusion that scour always increases seismic vulnerability.  
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Several recent efforts are found on the probabilistic calibration of load-resistance 
factors that are used to combine a scour condition with seismic and other design forces 
(Azadeh Alipour et al., 2012; M. Ghosn et al., 2004; Zhenghua Wang, Padgett, et al., 2014). 
As it goes with the general rationale for a load factor that if the effect of the load is 
detrimental (relative to increasing local force- or displacement demands for design), then 
the factor tends to be greater than one; otherwise, less than zero. However, it is noticed that 
no consensus was achieved on the load factors for scour. For example, the early work by 
Ghosn recommended the use of 0.5 in combining earthquake loads and scour conditions at 
the extreme earthquake-resistant limit state, which was reasoned by acknowledging the 
beneficial effect of scour in reducing force demands in bridge structures (Michel Ghosn et 
al., 2003b). It is noted that such a beneficial effect of scour fundamentally comes from the 
mechanism of SFSI. In many cases, the effects of SFSI for structures with foundations 
constructed in the soil can reduce force demands due to the compliance of soil and the 
combined kinematic and inertia interaction effects. In the meantime, SFSI can lead to 
excessive displacement demands that may further interfere with the nonlinear geometric 
effects (e.g., P-Δ effects). The details and arguments about the detrimental or beneficial 
roles of SFSI in affecting seismic demands for structures are found in (Mylonakis & 
Gazetas, 2000). Selecting an appropriate DP is a key step to study the impact of scour on 
the system and component-level vulnerability. Wang et al. (2019) considered three 
different DPs, including bearing deformation, column-bending curvature, and pile-bending 
curvature, to investigate the effect of SD on fragility curves. They indicated the beneficial 
effect of SD on the bearing and column incorporating the first two DPs by increasing the 
bridge flexibility and fundamental period. However, scour has a detrimental impact on the 
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pile foundation by strengthening soil-pile kinematic interactions (X. Wang et al., 2019).  
Particularly, in Table 2.2, six efforts recognize the beneficial effects of scour (Avşar et al., 
2017; K.-C. Chang et al., 2014; Liao, Muto, et al., 2018; X. Wang et al., 2019; Zhenghua 
Wang, Dueñas-Osorio, et al., 2014; Yilmaz1a & Banerjee, 2018), seven solely concern the 
detrimental effects (Dong & Frangopol, 2016; Han et al., 2019; Kameshwar & Padgett, 
2018; Ranjkesh et al., 2019; Y. Shang et al., 2018; X. Wang et al., 2020; Xiong et al., 2018) 
, whereas other do not have conclusive answers  (Azadeh Alipour et al., 2013; Swagata 
Banerjee & Ganesh Prasad, 2013; Feng et al., 2016; Y.-M. Hong et al., 2018; Peggy Ann 
Johnson et al., 2015; Kong & Cai, 2016; Liao, Chen, et al., 2018; Qi et al., 2018; Zheng & 
Yu, 2015; Zhu & Frangopol, 2016). 
Beyond the multi-hazard seismic-scour assessment that centers on the bridges, in 
recent years, researchers have started looking into the resilience aspect of bridges and 
proposing the use of cross-disciplinary techniques. For example, Banerjee et al. (2019) 
provided a review of studies addressing bridge performance and resilience assessment 
under multi-hazard conditions, including scour, earthquake, corrosion, liquefaction, traffic, 
hurricane, storm surge, and wave (Swagata Banerjee et al., 2019). Jena et al. (2020) 
reviewed the seismic hazard and risk assessment approaches, including traditional, 
geographical information systems (GIS)-based, machine learning (ML), and analytic 
hierarchy process (AHP)-based models. This study summarized the strengths, limitations, 
and applicability of such models and relevant software packages and concluded ML 
techniques enable scholars to improve the state of seismic research (Jena et al., 2020).   
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2.2.2 Probabilistic Assessment Methodology 
The classic PBE methodology for assessing structures is generally cast in a 
probabilistic pipeline, which starts with modeling probabilistically a single hazard, 
simulating structural response considering the hazard and all the uncertainties, 
characterizing the damage, then lastly calculating the cost for a select goal of functionality 
(Ellingwood, 2001). Three key probabilistic elements in a PBE assessment framework are 
(1) hazard analysis, (2) fragility analysis, and (3) the demand analysis.  
Probabilistic fragility analysis can be applied to identify the probability of a defined 
limit-state (e.g., structural damage or collapse) conditional on one or multiple measures of 
seismic intensity, and analytical formulations and application examples can be found in a 
series of efforts found in the early years of 2000 (Erberik & Elnashai, 2004; Hwang et al., 
2001; Karim & Yamazaki, 2003; Shinozuka et al., 2000). Probabilistic demand hazard 
analysis (PSDA) is used to assess structural vulnerability by estimating the annual POE of 
a varying DP without conditioning on the input hazard (Bazzurro & Cornell, 1994; Cornell 
et al., 2002). The output of the PSDA model is a demand hazard curve that is analogous to 
a seismic hazard curve from probabilistic seismic hazard analysis (PSHA). Since the 
demand hazard curve is an essential component of the probabilistic performance-based 
seismic design framework (Cornell & Krawinkler, 2000), PSDA has been frequently used 
to create seismic demand hazard curves for assessing building structures (Luco, 2002; 
Tothong & Luco, 2007) and bridge structures (Mackie & Stojadinovic, 2001; Tondini & 
Stojadinovic, 2012). 
  
18 
 
 
2.2.2.1 Seismic Hazard 
The classical PSHA is to quantify the POE of a seismic ground-motion IM given 
all possible sources of earthquakes at a site (or within a map of sites) (McGuire, 1995). The 
probabilistic model obtained is termed the seismic hazard model, denoted by HIM(x), which 
defines the annual POE for an IM variable x that is exceeded annually. In practice, PSHA 
can be analytically conducted for a given site; for example, the analytical formulation was 
given based on empirical attenuation models, and probabilistic calculation was based on a 
lognormal distribution assumed for a seismic IM (Field, 2005). Also, seismic hazard 
models can be obtained from the web portal of the United States Geological Survey 
(USGS) for a given site in the United States (USGS, 2019). One essential in PSHA is to 
select an appropriate seismic IM type. Traditionally, peak ground acceleration (PGA) and 
spectral acceleration (Sa) at a certain natural period (Tn) are commonly used (Cagdas Kafali 
& Grigoriu, 2007).  
In this Chapter, PGA is considered as IM. The probabilistic seismic hazard model 
for the bridge located near the Los Angeles area (Latitude: 34.05; Longitude: -118.35) is 
shown in Figure 2.1. As such, the annual probability of exceedance (POE) a given IM can 
be measured.  Two reference levels including expected earthquake (EE) and maximum 
considered earthquake (MCE) are indicated. Based on the AASHTO’s LRFD 
Specifications, the EE level is measured by 50% POE in 75 years (or an annual POE of 
9.2×10-3), and the MCE level is estimated by 3% POE in 75 years (or annual POE of 4.1 × 
10-4). As shown in Figure 2.1, the corresponding IMs of EE and MCE levels are 0.31 g and 
1.19 g, respectively. 
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Figure 2.1 Probabilistic seismic hazard curve for the bridge near the Los Angeles area 
obtained from USGS; EE and MCE levels are 50% and 3% POE a given PGA in 75 
years, respectively. 
 
 
 
 
2.2.2.1.1 Ground motion selection 
PSHA is used to identify which types of earthquakes are most important to the 
seismic hazard at the specific site. This, in turn, is used to characterize and select 
appropriate ground motion records for the subsequent time-history response analysis. 
Table 2.3 lists the earthquake events used in this Chapter including 31 events and 205 
ground motion records downloaded from the web-based Pacific Earthquake Engineering 
Research Center (PEER) for Next Generation Attenuation (NGA) ground motion database 
(PEER, 2018). To avoid unrealistic ground motions, they are selected such that their PGAs 
vary between the lowest (100% POE in 75 years or 0.05 g) and MCE levels. The histogram 
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of the peak ground acceleration (PGA), peak ground velocity (PGV), and peak ground 
displacement (PGD) of selected ground motions are shown in Figures 2.2 (a-c), 
respectively. The distribution parameters ground motion records are summarized in Table 
2.4. Note that the mean value of each record is calculated using the square root of the sum 
of the squares (SRSS) of the fault normal (FN) and fault parallel (FP) directions 
components.  
Among the earthquake events in Table 2.3, Coalinga (1983) and Northridge (1994) 
events in California have the minimum and maximum PGAs, 0.53 g and 1.63 g, 
respectively. Figures 2.3(a-c) and 2.4(a-c) show the displacement, velocity, and 
acceleration time history associated with Coalinga and Northridge records, respectively. 
Each Figure includes FN and FP directions components. The corresponding ground 
motions in the frequency domain using the Fourier transform are illustrated in Figures 2.5 
(a and b).  
 
  
21 
 
Table 2.3 List of earthquake events used in the analysis from NGA PEER database 
EQ No. Event Year Magnitude Style of 
faulting 
No. of 
Records 
1 Friuli, Italy  1976 6.50 Reverse 1 
2 Gazli, Uzbekistan 1976 6.80 Reverse 1 
3 Tabas, Iran  1978 7.35 Reverse 2 
4 Coyote Lake, CA  1979 5.74 Strike-slip 3 
5 Imperial Valley, CA  1979 6.53 Strike-slip 3 
6 Livermore, CA  1980 5.80 Strike-slip 4 
7 Mammoth Lakes, CA  1980 6.06 Normal 8 
8 Victoria, Mexico  1980 6.33 Strike-slip 1 
9 Irpinia, Italy  1980 6.90 Normal 2 
10 Westmorland, CA  1981 5.90 Strike-slip 1 
11 Coalinga, CA  1983 6.36 Reverse 14 
12 Morgan Hill, CA  1984 6.19 Strike-slip 4 
13 Nahanni, Canada  1985 6.76 Reverse 1 
14 Hollister, CA  1986 5.45 Strike-slip 3 
15 Palm Springs, CA  1986 6.06 Reverse 3 
16 Chalfant Valley, CA  1986 6.19 Strike-slip 4 
17 Whittier Narrows, CA  1987 5.99 Reverse 20 
18 Superstition Hills, CA  1987 6.54 Strike-slip 3 
19 Loma Prieta, CA  1989 6.93 Reverse 20 
20 Cape Mendocino, CA  1992 7.01 Reverse 1 
21 Landers, CA  1992 7.28 Strike-slip 12 
22 Northridge, CA 1994 6.69 Reverse 27 
23 Kobe- Japan  1995 6.90 Strike-slip 3 
24 Dinar, Turkey  1995 6.40 Normal 1 
25 Kocaeli, Turkey  1999 7.51 Strike-slip 12 
26 Chi-Chi, Taiwan 1999 7.62 Reverse 40 
27 Duzce, Turkey  1999 7.14 Strike-slip 1 
28 Manjil, Iran  1990 7.37 Strike-slip 4 
28 Sierra Madre, CA  1991 5.61 Reverse 1 
30 Hector Mine, CA  1999 7.13 Strike-slip 3 
31 Baja, Mexico  2002 5.31 Strike-slip 2 
 
 
Table 2.4 Distribution parameters of used ground motion records 
Parameter Mean Std. Dev.  
PGA (g) 0.3035 0.2034 
PGV (cm/s) 26.5754 15.4894 
PGD (cm) 9.6724 10.0073 
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Figure 2.2 Histogram of (a) PGA; (b) PGV; and (c) PGD of 205 selected motions used in 
this study as listed in Table 2.3.  
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Figure 2.3 Time-history of the record with minimum PGA among 205 selected motions 
used in this study, Coalinga event (a) acceleration; (b) velocity; and (c) displacement. 
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Figure 2.4 Time-history of the record with maximum PGA among the selected motions, 
Nortridge event (a) acceleration; (b)velocity; and (c) displacement. 
25 
 
 
 
 
Figure 2.5 Frequency domain of the recorded ground motions with (a) maximum; and (b) 
minimum PGAs using the Fourier transform. 
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2.2.2.2 Scour Hazard 
Scour is the erosion of soil due to water flow resulting in the motion of soil particles. 
There are three types of scour, such as long-term degradation, contraction scour, and local 
scour to bridge foundations. Local scour takes place as the result of the vortices around the 
bridge foundations in the riverbed, which is the primary scour component for a bridge 
system. For local scour, two primary estimation methods exist, as described in the latest 
HEC-18 report (Arneson et al., 2012), which is termed the HEC-18 Sand and HEC-18 Clay. 
The HEC-18 Clay method was originally developed at the Texas A&M University, which 
was designed to estimate SD in cohesive fine-grained soils (e.g., clay) and was once termed 
the SRICOS-EFA method (Briaud et al., 1999). More importantly, HEC-18 Clay provides 
a time-variant method for estimating scour in cohesive soils and hence considers 
cumulative scour due to many flooding events. Using the HEC-18 Clay method, the scour 
estimate is the function of time for the hydrograph. First, this method estimates the 
maximum scour	24!"# as: 
 24!"# = 0.18	+$.&'(	 (2.1) 
where R is Reynolds number equal to ν Dp/υ, v is the upstream velocity, Dp is pile diameter, 
and υ is the water viscosity (10-6 s/m2 at 20 oC). Second, the time-dependent estimate is 
defined by linking the maximum estimate in Equation (2.1) using the following formula:  
 24) =	
)
!
"̇$
	+ %"&'()
 (2.2)  
where 24) is the resulting deterministic scour-depth at time t, 2̇, denotes the initial rate of 
scour, and t with a unit of the year is the time over which a given velocity is applied. 
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Based on the deterministic estimation described in Equations (2.1) and (2.2), 
multiplicative correction factors are considered to account for the bias and random errors 
inherent in the deterministic models, which leads to the probabilistic extension (Bolduc et 
al., 2008). According to Bolduc et al. (2008), by adopting a lognormal distribution, the 
probabilistic and time-varying SD is expressed as follows 
 .'9[2)] = .'9<=-> + .'9[24)] +	@-	!(0; 1)	 (2.3) 
where θy is a parameter accounting for the model bias, 24)	is the deterministic and time-
dependent scour estimation from Equation (2.2), N(0;1) represents a normal random 
variable with zero mean and unit variance, and σy is the standard deviation of the lognormal 
variable 2). This implies that when the deterministic parameters, θy, 24)	and σy are available, 
the distribution of SDs can be defined using a lognormal probability density function 
(PDF), denoted by D./(2) in this Chapter. Therefore, the scour hazard can be analytically 
expressed as: 
 E./(2)) = 1 −	∫ D./(2)	*2
-%
$ 	 (2.4) 
Figure 2.6 shows the scour hazard curve at the end of the bridge design life (75 years) 
using Equation (2.4).  
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Figure 2.6 Probabilistic scour hazard curve at the end of bridge design life 
 
 
 
 
2.2.2.3 PBE-based Fragility and Demand-Hazard Modelling 
In the case of earthquake engineering, the seismic fragility or the probability of 
structural damage given a seismic IM can be modeled as a conditional probability, P(E | 
IM), where E denotes a categorical damage event indicating the occurrence of a limit-state. 
Such damage limit-state E can be defined by comparing the demand Z against one or a pair 
of determined demands (e.g., Z > z* or z1* < Z ≤ z2*). When the sample values of IM and Z 
are available, a fitting function in terms of IM = x is usually used to fit the conditional 
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monotonically increasing function bounded by (ACI, 2014), such as the lognormal 
cumulative distribution function (CDF) Ψ(x) to fit the data (Shinozuka et al., 2000): 
 H(I) = -(J	|	LM = I) 	≈ 	O P01 #2	3
4
Q (2.5) 
where Φ(⋅) is the CDF for the normal distribution, μ and β are the median and standard 
deviation parameters of the lognormal CDF, respectively. Based on the sample data, a 
common approach to parameter estimation is the maximum likelihood estimation (MLE) 
method. 
PSDA is a traditional component in a PBE methodology framework. In the original 
efforts (e.g., (Bazzurro & Cornell, 1994)), a probabilistic demand hazard model is 
evaluated based on the summation over seismic sources described by magnitudes and site 
distance. In more recent literature, a probabilistic demand hazard model for evaluating the 
seismic performance of a structure has been defined in a continuous form (Cornell et al., 
2002): 
 E5(S) = 	∫-(T > S	|	LM = I)	|*E67(I)| (2.6) 
where |*E67(I)| defines the derivative of the seismic hazard model (the absolute sign is 
necessary since the derivative of a hazard model is negative) and the other variables as 
previously defined. Equation (2.6) considers a single (seismic) hazard and probabilistically 
defines a demand-parameter (Z) in terms of the POE for a variable event of Z > z. The 
resulting function, Hz(z), is called a probabilistic demand hazard model. 
2.2.3 Response Demand Parameters, Damage Indices, and Damage States 
As elaborated previously, a response data-based DP is an objective and continuous 
measure that reflects the degree of damage, and a basis for defining the aforementioned 
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categorical damage events. An appropriate DP is extracted as the peak value of a local or 
system-level structural response history and be further used as a damage index (DI) 
directly, further for defining a damaged state (DS). Billah and Alam (2015) reported a 
detailed review of different methodologies developed for seismic fragility analysis in terms 
of main features and applications. They provided a summary of seismic fragility 
assessment studies of highway bridges, including the associated DIs and intensity measures 
(IMs) (Muntasir Billah & Shahria Alam, 2015).  The different DIs and the damage states 
thresholds used for fragility assessment of different components of bridges were presented. 
The main DIs included the column curvature ductility, displacement ductility, drift ratio, 
residual drift, shear strain in isolation bearing, bearing displacement, and the abutment 
deformation (Muntasir Billah & Shahria Alam, 2015).  
In this Chapter, three types of DPs are reviewed considering the specific need in 
characterizing the behavior of a bridge system with seismic SFSI effects, which are further 
adopted as the DIs for defining damage states. More importantly, two schemes of damage 
states are proposed for bridge structures, specifically considering the scour effects on the 
soil-foundation-bridge system. 
2.2.3.1 Local deformation-based ductility DP 
Local deformation demand can be extracted from local structural responses at a 
section of a structural member in terms of local strain, curvature, or rotation. The basic one 
is the local deformation-based ductility demand, which reflects the degree of local 
inelasticity at a section in a structural element. For bridge structures, this can be extracted 
from some crucial sections in bridge decks, columns, or piers. For concrete bridges, if 
bridge piers are focused, the local deformation-based ductility demand is defined as: 
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 V8 =	
9'()
9"
			 (2.7)	
where μs is the dimensionless local deformation ductility, ϵmax is the maximum deformation 
demand within the bridge column pier or pier extracted from one or multiple local 
deformation responses, and ϵy is the yielding compressive deformation of the concrete (e.g., 
0.003 according to (ACI, 2014).  
Categorical damage levels using local deformation-based ductility demands are 
reported in the literature (Choi et al., 2004). In general, when given a limit state of μs > 1.0, 
it implies the onset of local inelasticity or slight damage. Large values of thresholds can be 
used to define higher-level damage events, such as 2.0< μs <4.0 for moderate damage, and 
μs > 4.0 for extensive damage. It is further noted that depending on the mechanics of 
modeling local sections, and the local surface strain is related to the local section curvature 
or rotation. The ductility demands based on the local curvature or rotation are commonly 
used as well. If linear elastic sections are used in the modeling, these three local ductility 
demands are analytical identical. Table 2.5 provides three instances of using local curvature 
and rotation demands to define structural damage events (Choi et al., 2004; Kim & Feng, 
2003).  
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Table 2.5 Damage-state definition based on local deformation-based and system drift-
based ductility demands 
Researchers Ductility 
No 
damage 
Minor Moderate Major Collapse 
Kim and Feng (2003)  Local rotation <1.0 1.0 – 3.0 3.0 – 4.0 
4.0–
5.0 
> 5.0 
Choi et al. (2004)  
Local curvature 
<1.0 1.0-2.0 2.0-4.0 4.0-7.0 >7.0 
Nielson (2005)  <1.3 1.3-2.1 2.1-3.5 3.5-5.2 >5.2 
Alam et al (2012)  
System 
displacement 
<1.0 1.0 – 1.2 1.2 – 1.8 
1.8–
4.8 
> 4.8 
Banerjee et al. (2013)  < 2.25 
2.25 – 
2.9 
2.9 – 4.6 
4.6–
5.0 
> 5.0 
Alipour et al. (2013)  <1.0 1.0 – 2.0 2.0 – 4.0 
4.0–
7.0 
> 7.0 
 
 
 
2.2.3.2 System drift-based ductility DP 
A system drift-based ductility demand indicates the degree of global displacement 
subject to dynamic excitation. In general, a soil-structure system consists of structural-
deformation induced displacement and foundation-induced rigid-body displacement (e.g., 
sliding and rocking), if SFSI effects are considered. Equation (2.8) defines a system drift 
ductility-based DP: 
 V: =	
∆'()
∆"
	 (2.8) 
where μs is the system drift ductility, Δmax is the maximal of the transverse system drift 
demands extracted along the bridge deck, and Δy is the bridge’s yielding displacement of 
the bridge.  
It is noted that Δy can be determined from nonlinear pushover analysis given a 
bridge at its intact state. Herein the corresponding displacement to maximum shear force 
is considered as the yielding displacement. However, it may be subject to a proper 
justification for bridge systems that are subject to variable local scour. System 
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displacement-based DPs are commonly used in assessing bridge scour effects as it is 
sensitive to system collapse. Table 2.5 provides the instances in the literature for defining 
structural damage and collapse using the system displacement ductility demands (Alam et 
al., 2012; Azadeh Alipour et al., 2013; Swagata Banerjee & Ganesh Prasad, 2013). Figure 
2.7 shows the demand hazard curves including local deformation-based and system drift-
based ductility demand parameters obtained from Equations (2.7) and (2.8), respectively. 
 
 
 
Figure 2.7 Demand hazard curves: (a) local deformation-based; and (b) system drift-
based ductility demand parameters.  
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2.2.3.3 Park-Ang Damage Index 
System displacement demands potentially lack its sensitivity to local structural 
damage that manifests as inherent hysteresis changes as a result of local inelastic and 
geometric nonlinear effects. Energy-based DPs, also termed damage indices, have been 
actively researched for better characterizing system-level structural damage and collapse 
(Chou & Uang, 2000; Manfredi, 2001). The Park–Ang damage index as an energy-based 
DP has been identified as a good measure of both local damage and global collapse 
potential (Young‐Ji Park & Ang, 1985), which combines the cumulative energy-based 
demand and the displacement demand as an improved index to structural damage and 
system collapse. The Park–Ang index is expressed as:  
 XL<= =	
>'
>*
+ 4
?"	>*
	∫ *J@ 		 (2.9)	
where Y! is the maximum experienced deformation of structure under dynamic loads, and 
YA is the ultimate deformation capacity of the structure under monotonic loading, β is a 
non-negative non-dimensional coefficient for cyclic loading effect, J@ is the incremental 
hysteretic energy, and Z- is the yielding strength. 
The parameter β controls the energy dissipation contribution. For RC structures, it 
depends on the value of shear and axial forces in the section and on the total amount of 
longitudinal and confining reinforcement. However, the experimental determination of a 
fixed β is difficult, and there is no agreed value. It is worth noting that if the constant β 
vanishes in Equation (2.9), the Par-Ang damage index reduces to the system drift- based 
ductility DP defined in Equation (2.8). As β increases, more hysteresis-induced structural 
damage is incorporated in the Park-Ang index. In many efforts, the values of β are usually 
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selected between 0.1 and 0.5 (i.e., (S. Ghosh et al., 2011; Rajabi et al., 2013)). The Park-
Ang damage index, once extracted, can be used to define different categorical damage 
events. Table 2.6 provides different classification schemes found in the literature (Elenas 
& Meskouris, 2001; Ghobarah et al., 1999; Hindi & Sexsmith, 2001; Kunnath et al., 1990; 
Y.-J. Park et al., 1985; Singhal & Kiremidjian, 1996). 
Figure 2.8 shows the effect of constant coefficient β on the Park-Ang Damage Index 
using a linear regression model.  
 
 
 
Table 2.6 Ranges of Park-Ang's damage index for different damage states 
Researcher Damage state Minor Moderate Severe Collapse 
Park et al. (1985)  - > 0.4 0.4 – 1.0 > 1.0 
Singhal and Kiremidjian (1996)  0.1 – 0.2 0.2 – 0.5 0.5 – 1.0 > 1.0 
Ghobarah et al. (1999)  0.0 – 0.15 0.15 – 0.3 0.3 – 0.8 > 0.8 
Elenas and Meskouris (2001)  ≤ 0.3 0.3 – 0.6 0.6 – 0.8 > 0.8 
Kunnath et al. (1990)  - < 0.4 0.4 – 1.0 > 1.0 
Hindi and Sexsmith (2001)  0.1 – 0.2 0.2 – 0.4 0.4 – 1.0 > 1.0 
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Figure 2.8 Effect of constant coefficient β on Park-Ang Damage Index. 
 
 
 
2.3 Probabilistic Seismic-Scour Analysis  
2.3.1 Formulation 
Physics-based numerical simulation based on a nonlinear finite element (FE) model 
is generally necessary for probabilistic seismic response assessment. In this Chapter, a 
function form for the combined FE modeling and the demand-parameter extraction is 
expressed as: 
 T = D[(LM, [M), ,X, \]	 (2.10)	
where Z is a demand parameter, IM is a select seismic intensity measure, GM is one 
randomly chosen ground motion corresponding to the IM to consider record-to-record 
uncertainties, and q is a vector containing a set of material properties treated as random 
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variables. Accordingly, the function f() represents a generative model that takes IM, GM, 
SD, and q as the input and outputs the DP variable Z. 
Given the input hazard variables (IM, SD), and the DP (Z), the vulnerability of 
structures can be statistically modeled using probabilistic seismic fragility analysis 
(PSFA). By extending Equation (2.5), a bivariate fragility model is obtained: 
 H	(I, 2) = -(J|	LM = I, ,X = 2) (2.11) 
where E defines a limit-state event, in terms of either local structural damage, system-level 
damage or collapse, a loss of functionality. In this Chapter, it will be defined based on a 
select DP by treating as a damage index and comparing it with a threshold (for example, in 
terms of an inequality Z > z* or z1*< Z ≤ z2*, where z* is a select threshold). The conditional 
probability model in Equation (2.11) is a bivariate function, which geometrically represents 
a three-dimensional (3D) surface (in the space spanned by three coordinates of x, y, and the 
probability Ψ). A fragility surface model has its merit in expressing the true fragility of a 
structure when multiple hazards are affecting the structure (Lee & Rosowsky, 2006), or 
multiple parameters are used to describe one hazardous effect (Seyedi et al., 2010). 
Therefore, the model defined in Equation (2.11), when learned from seismic response data 
considering variable scour for a bridge, is termed a seismic-scour fragility surface model. 
A significant feature of scour effects amid seismic effects, as mentioned previously, 
is that scour may cause beneficial effects (i.e., reduction of force demands hence possibly 
local damage). This implies that the 3D response surface, when projected onto the 2-D 
subspace of the scour-hazard and the response, is likely to be monotonically decreasing as 
the scour hazard increases. As a result, the true fragility surface from Equation (2.11) can 
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be locally non-monotonic. If one enforces a monotonic function to fit the data for the 
bivariate fragility function in Equation (2.11), the resulting fragility model may lose the 
capability of characterizing the non-monotonic effects of scour. Researchers have explored 
nonparametric kernel methods to fit complex response data of such without assuming a 
predetermined shape (Noh et al., 2015). One may extend such an approach to the seismic-
scour fragility surface modeling. However, it is argued that regardless of any complex 
models used to fit the response data, the resulting surface model is less intuitive to most 
engineers than the traditional fragility curves.  Therefore, one may stick with a mono-
hazard fragility modeling approach, in this case, in terms of the commonly accepted 
seismic fragility modeling and treat the scour as a user-select parameter. In this case, a 
scour-specific seismic fragility modeling approach is obtained in Equation (2.12): 
 H.	(I) = -(J|	LM = I, ,X = 2∗) ≈ 	O. P
01 #2	3
4
Q  (2.12) 
where all variables are similarly defined in Equation (2.11) except that y* is a specific 
scour-depth value selected by the user. By observing the scour-specific seismic fragility 
curves at different select SD values, one may observe the possible ‘beneficial’ effects of 
scour due to the underlying foundation softening and SFSI effects.  
To obtain a reduced-order fragility description, namely, to observe the general 
seismic vulnerability of bridge structures due to bridge scour, a general quantile-scour 
fragility model ΨQS(x) is proposed in this Chapter based on the law of total probability: 
HC.	(I|]) = ^ -(_|	LM = I, ,X = 2)D./(2)	*2
-+
2D
≅ 
           ≅ ∫ O. P
01 #2	3
4
|2Q D./(2)	*2
-+
2D                                     (2.13) 
where D./(2) is the PDF for the SD as a random variable, and yτ defines the percentile of a 
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scour depth corresponding to a τ value (0 to 1). For instance, y0.5 defines the median value 
of the scour depth. Using Equation (2.13), one can construct seismic fragility considering 
scour variability at any quantile level. A special case is when yτ is y∞, Equation (2.13) 
analytically ‘averages’ out the effect of scour and the resulting seismic fragility model is 
termed mean-scour fragility in this Chapter or denoted by ΨMS(x), and the analysis is 
termed mean-scour fragility analysis (MS-FA). It is noted that in the above formulation, 
the scour-specific fragility model in terms of a lognormal distribution is used to 
approximate the quantile-scour fragility, which will be further estimated based on the 
sampling scheme proposed in this Chapter.  
If flood-induced scour as a hazardous condition is considered, the integrated total-
scour demand hazard model, denoted by HTS(z), is proposed, which is based on a simple 
extension of Equation (2.6) by further integrating out the scour-hazard distribution:  
 EE.(S) = 	∬ -(T > S	|	LM = I	, ,X = 2)	*E67(I)	*E./(2) (2.14)  
where HIM(x) and HSD(y) are the probabilistic seismic hazard and scour hazard models, 
respectively, and the product of their derivatives is positive. This analysis, as expressed in 
Equation (2.14) is termed TS-DHA.  
Two points are noted. First, the quantile-scour fragility model in Equation (2.13) 
and the total-scour demand hazard model in Equation (2.14) inherit the time dependence 
from the time-varying scour, for both of which the time subscript for the scour-depth 
variable y has been dropped. Therefore, a designated service year should be selected when 
estimating the two models. Second, in defining the fragility models, the inequality (Z > z* 
or z1*< Z ≤ z2*) defines a limit state (e.g., a local damage event); therefore, z* should be 
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treated as a select constant. In a demand-hazard model, Z > z defines a variable DP-
exceedance event, where z is a DP variable. 
2.3.2 Integrated Damage-state Definition and Damage Index 
It is stated that for bridges subject to scour with variable system capacities, either 
the traditional local deformation-based or system drift-based ductility demands cannot 
sufficiently characterize a full set of stages for structural damage and collapse. The local 
deformation-based DP may be small, yet the system-level drift-based DP may be large 
enough due to SFSI induced drift when the bridge foundation is severely scoured (close to 
a rigid-body instability event or collapse). On the other hand, a collapse event could occur 
as a result of either severe local failure or systems-level excessive drift, which may not be 
mutually dependent but may appear individually subject to scour-depth modified soil-
foundation boundary conditions.  
With this rationale, an integrated damage-state definition is proposed by combining 
the local deformation-based ductility DP μs and the system drift-based ductility DP μd. 
Different from any existing DP or the Park-Ang index-based damage-state definition, this 
integrated definition utilizes two DPs, leading an integrated DI. Empirically set based on 
the literature about the common definitions of damage states using μs and μd DPs, Table 
2.7 lists the proposed definition of damage states by integrating the intervals based on μs 
and μd. One should be cautious that the threshold values used in Table 2.7 are empirically 
set based on the literature. With this piecewise definition of the damage states combining 
μs and μd, however, one loses the continuity of the underlying DP. To retain the continuity 
for defining a variable exceedance event (in the form of Z > z), the minimal value of μs and 
μd is assigned to a new and integrated damage index, denoted as DISD:  
41 
 
 DI./ = d
V8 V8 < 6	and	V: < 7
min	(V8, V:) V8 ≥ 6	or	V: < 7
 (2.15) 
 
 
 
Table 2.7 Damage-state definitions for bridges subject to scour. 
Damage Index No damage Minor  Moderate Major Collapse 
DISD 
μs <1.0  
and μd < 7 
1.0≤μs<2.0  
and μd < 7 
2.0≤μs<4.
0  
and μd < 7 
4.0≤μs <6.0  
and μd < 7 
μs ≥6.0 
or μd ≥ 7 
DIPA < 0.1 0.1 – 0.25 0.25 – 0.5 0.5 – 1.0 > 1.0 
 
 
 
By this definition, it is expected that when both μs and μd are relatively small, mostly 
the bridge structures are at the risk of local damage, whereas the collapse can be triggered 
occurred either globally by exceeding a large drift-based ductility demand or a local 
inelastic structural deformation-based ductility demand.  The newly defined integrated 
damage index DISD can effectively characterize this nonlinear behavior. 
As a comparison, the Park-Ang index DIPA, based on the damage-state definitions, 
is included in Table 2.7 by comprehensively considering definitions found in the literature 
(Table 2.6). In this effort, the damage states defined in Table 2.7 are used in achieving 
fragility models, and the damage indices DISD, as defined in Equation (2.15), and DIPA are 
employed to define demand hazard models. 
2.3.3 Numerical Sampling and Estimation 
The generative model defined earlier, T = D[(LM, [M), ,X, \], is highly nonlinear 
given the nature of the involved nonlinear mechanics and the process of extracting peak 
values as the DP outputs. Stochastic sampling is necessary to produce sample data for 
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approximating the probabilistic models.  In this Chapter, a simple hybrid sampling scheme 
is employed. First, for the seismic and scour hazard variables, given their hazard models 
(HIM and HSD), a frequency-based discretization approach is adopted. Namely, uniformly 
binned intervals of IM or SD are sampled based on their ranges, and at the center of each 
interval, the values are denoted as xi’s and yi’s, respectively. At each binned interval, the 
cumulated frequency based on the center value is evaluated using the underlying hazard 
model, denoted as ΔPIM(xi) and ΔPSD(yi) for the seismic and scour hazards, respectively. 
As such, the sample sets for the two hazards are obtained, namely, {(xi, ΔPIM(xi))| i = 1, 2, 
…,  NI } and {(yi, ΔPSD(yi))| i = 1, 2, …,  NS }. For the seismic hazard, to further consider 
the inter-motion uncertain at an IM level, a total of NG ground-motions are randomly 
selected from a large ground motion database and scaled to the IM level.  
To further consider the material uncertainty associated with the material vector q, 
a Latin hypercube sampling (LHS) method is used to sample the material properties based 
on the probability density distributions of all the involved material variables. To reconcile 
with the hazard samples, the LHS sampling size is NI× NG× NS by combination. With all 
the samples, the number of finite-element bases simulations is NFE = NI× NG× NS too, and 
based on the simulated response-histories, for a DP parameter Z, the DP sample values can 
be extracted {zk| k = 1, 2, …, NFE}. Two intermediate estimation steps are developed in 
this work. The first is the scour-specific seismic fragility models, O. P
01 #2	3
4
|2FQ, at 
different yj levels as defined in {yj| j = 1, 2, …, NS}. Second, given the DP sample 
(Kobayashi et al., 2012), its distribution is approximated by a histogram, -p(SG), by 
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choosing an appropriate number of bins. As such, the proposed mean-scour (MS) seismic 
fragility model and the integrated total-scour demand hazard model can be estimated:  
 H7.q =	∑ O. P
01 #2	3
4
|2FQ s-./t2Fu
FHI,
FHJ  (2.16) 
	 	E..q (SG) = 	∑ ∑ -p(SG) ∙ Δ-67(I,) ∙ Δ-./(2F)
FHI,
FHJ
,HI-
,HJ 	 (2.17) 
2.4 Numerical Experiment and Assessment 
2.4.1 Configuration and Uncertainties 
2.4.1.1 Bridge Model Configuration  
To reveal the seismic effects of hydraulic scour on bridge structures, a 
representative RC bridge model is used with an assumed location in California (close to 
Log Angles). The bridge is a three-span continuous structure supported by four columns 
on four separate pile foundations. The foundation is constructed on a hard-clay riverbed.  
Figure 2.9(a) illustrates the configuration of this bridge, where a variable scour depth is 
noted, and the effective length of the pile Hp(SD) is a function of the scour depth SD. A 3D 
FE model for the bridge is developed to simulate the bridge using the OpenSees framework 
(Mazzoni et al., 2005).  Since the superstructure is not expected to undergo significant 
inelastic response, linear-elastic elements considering second-order P-Delta effects are 
used to model the bridge superstructure. The column to deck connection is an integral 
connection with no bearings. To consider the seismic SFSI effects, zero-length nonlinear 
‘spring’ elements are used along with the longitudinal, transversal, and vertical directions 
at a number of locations along with the piles; and details for parameterizing these (p–y, t–
z, and q–z springs) spring elements are similarly found in (X. Guo & Chen, 2015). To 
simulate the nonlinear response of the columns, which are structurally designed as identical 
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as the connected piles, displacement-based nonlinear beam elements with inelastic fiber 
sections for both the concrete and steel reinforcement are implemented. The pile nodes are 
created with three dimensions and six degrees of freedom (DOF), three translational, and 
three rotational DOFs. The abutments are modeled with a fully fixed node connected to the 
superstructure and three springs in longitudinal, transverse, and vertical directions at each 
bridge deck end. In this chapter, material properties degradation due to corrosion has not 
been considered. Figure 2.9(b) shows the illustration of the constructed FE model. Tables 
2.8 and 2.9 summarize the bridge design parameters, dimensions, and FE model 
configuration.  
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Figure 2.9 Bridge model: (a) configuration; and (b) finite-element modelling. 
 
  
(a) 
(b) 
(b) 
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Table 2.8 Bridge design parameters and FE model configuration. 
Design parameters FE model configuration 
Parameter Description Parameter Description 
Le End span length ND Deck node 
Lm Midspan length  NP Pile node 
HP0 Original pile height   Nc Column node 
Hc Column height ED 
Deck element, 
elasticBeamColumn 
WD Deck width  EP 
Pile element, 
dispBeamColumn 
dD Deck depth  Ec 
Column element, 
dispBeamColumn 
D Column diameter  HP(SD) Effective pile height  
 
 
 
Table 2.9 Geometry and properties of the RC bridges. 
Bridge  D (m) Lm (m) Le (m) Hc (m) HP0 (m) 
1 1.2 36 27 6 22 
2 1.2 36 27 8 20 
3 1.2 36 27 10 18 
4 1.6 30 30 8 20 
5 1.6 30 30 10 18 
6 1.6 30 30 12.5 15.5 
 
 
 
2.4.1.2 Uncertainty Treatment  
Based on the performance-based seismic design criteria for the transportation 
facilities at a California based location (NCHRP, 2001), the maximum credible earthquake 
(MCE) level with the POE of 3%, 50%, and 100% in 75 years, in terms of the peak-ground-
acceleration (PGA) as the IM, are 1.19 g, 0.31 g, and 0.05 g respectively. In this study, the 
effective ground motion records are selected and scaled such that the PGAs range between 
0.05 g and 1.19 g. Twenty evenly selected IM levels from 0.05 g to 1.19 g are selected. To 
consider the record-to-record variability, ten randomly picked grounds from a set of 205 
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ground motions downloaded at the web of the Pacific Earthquake Engineering Research 
Centre are used in the simulation (PEER, 2018). To consider scour uncertainty, 20 evenly 
selected scour-depth values ranging from 0 to 20 m (20 m is the maximum SD) are selected.  
Based on their underlying hazard curves, the interval probability ΔPIM (xi) and ΔPSD (yi) 
can be readily calculated.  
The materials with uncertainties are considered including the concrete compressive 
strength, fc, the steel yielding strength, fy, and the clay’s shear wave velocity, Vs. In this 
Chapter, fc is described by a normal distribution with a mean strength of 31.0 MPa and a 
standard deviation of 6.2 MPa (Hwang et al., 2000). For the reinforcing bars, fy follows a 
lognormal distribution, which has a mean strength of 336.2 MPa with a standard deviation 
of 36.0 MPa. Also, the soil type is classified as D (stiff soil) with its Vs ranges from 200 
m/s and 320 m/s, which follows a uniform distribution. The material properties vector, q, 
is treated as a random vector. With the hazard sample size of NFE = Ns×Ni×Ng = 
20×20×10= 4000, 4000 samples are obtained employing an LHS scheme for all the 
material variables.  
2.4.2 Intrinsic Physical Effects of Scour 
As reviewed previously, most studies to this end focused on the collapse potential 
considering bridge scour (Table 2.2). It is stated that the collapse potential as a result of the 
conjunct seismic and scour effects originates from the migration of several intrinsic 
physical effects due to scour. These include the modal properties and the nonlinear 
capacities of the bridge.  
2.4.2.1 Eigenvalue Analysis 
48 
 
Various scour levels proportional to the original pile height E<.are defined for 
bridge case studies as shown in Table 2.10. Eigenvalue analysis is carried out to study the 
migration of modal periods and modal shapes (Table 2.11). The results for bridge case 1 at 
non-scour and SL6 =11m conditions are shown in Figures 2.10 and 2.11, respectively. In 
Table 2.12, the first modal periods obtained from the eigenvalue analysis are listed 
concerning the scour-depth levels (as well as the corresponding POE levels). Apparently, 
as scour depth increases, the first modal period increases significantly due to the softened 
foundation and SFSI. Figures 2.12 and 2.13 comprehensively report this softening effect 
of scour for the first four periods at different scour-depth levels. One can observe that the 
period-lengthening effect as scour increases is universal for all these major modes.  
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Table 2.10 Scour level (SL) categories based on original pile length. 
Scour level Parameter iB1 B2 B3 B4 B5 B6 
SL1 ii,XJ = E<. 10⁄  2.2 2.0 1.8 2.0 1.8 1.6 
SL2 ,XK = E<. 8⁄  2.8 2.5 2.3 2.5 2.3 1.9 
SL3 ,X' = E<. 6⁄  3.7 3.3 3.0 3.3 3.0 2.6 
SL4 ,XL = E<. 4⁄  5.5 5.0 4.5 5.0 4.5 3.9 
SL5 ,X( = E<. 3⁄  7.3 6.7 6.0 6.7 6.0 5.2 
SL6 ,X& = E<. 2⁄  11.0 10.0 9.0 10.0 9.0 7.8 
iBridge; iiScour depth (m) based on the pile height of case study bridge 
 
 
 
Table 2.11 Eigenvalue analysis results, first mode period of case study bridges, T(sec). 
Scour level B1 B2 B3 B4 B5 B6 
*SL0 0.56 0.77 1.01 0.71 0.93 1.23 
SL1 0.81 1.02 1.27 0.85 1.07 1.36 
SL2 0.87 1.08 1.31 0.90 1.10 1.38 
SL3 0.99 1.21 1.41 0.98 1.16 1.45 
SL4 1.21 1.42 1.63 1.13 1.30 1.57 
SL5 1.49 1.67 1.86 1.31 1.46 1.69 
SL6 2.02 2.18 2.34 1.68 1.80 1.98 
             *Non-scour condition 
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Figure 2.10 First four natural vibration modes for Bridge case 1 at non-scour condition, 
SL0 (a) bridge deck; (b) pile foundation in the longitudinal direction; and (c) pile 
foundation in the transverse direction. 
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Figure 2.11 First four natural vibration modes of Bridge 1 at SL6 =11m (a) bridge deck; 
(b) pile foundation in the longitudinal direction; and (c) pile foundation in the transverse 
direction. 
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Figure 2.12 Softening effect of scour: first five natural periods of the scoured Bridge 1 
from eigenvalue analysis. 
 
 
 
Figure 2.13 Periods of the first modes of six bridges (B1 to B6) relative to scour depths. 
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Table 2.12 Eigenvalue analysis results for Bridge 1. 
SD (m) 0 2.2 2.8 3.7 5.5 7.3 11.0 
POE 1.0 0.91 0.85 0.73 0.41 0.14 2.2×10-3 
T(1) (sec) 0.56 0.81 0.87 0.99 1.21 1.49 2.02 
SD is scour depth, T(1) is the structural period at the first mode that is in the transverse 
direction. 
 
 
2.4.2.2 Nonlinear Pushover Analysis 
Two-dimensional (2D) displacement-controlled nonlinear pushover (NLP) analysis 
is performed to estimate the capacity of the bridge system. NLP analysis has been widely 
used in seismic assessment of system capacities for bridge structures (Paraskeva et al., 
2006; Young J Park et al., 1987). Figures 2.14 and 2.15 illustrate the bridge deck 
displacement (Δ) against the internal shear force (V) in the columns and piles in both 
transverse and longitudinal directions, respectively. The shear force and bridge deck 
displacement values are normalized relative to the total weight (as V / WB) 23,276 KN, and 
the height (as Δ / HB) of the bridge 28 m, respectively. These NLP based relations show 
intrinsically and significantly how scour modifies the bridge system strengths and 
nonlinear capacities. As part of the information revealed, Figure 2.16 illustrates how the 
extracted linear-segment stiffness (Ky) based on the NLP curves for the columns and the 
piles in two different directions. One may observe that in terms of the columns, the system 
stiffness overall declines as the SD increases; whereas, in terms of the piles, the linear-
segment stiffness does increase when the SD is small due to the soil-pile interaction. Table 
2.13 summarizes the NLP response at the pile levels with more details. The following 
observations can be drawn: 
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(1) As it is expected, the yielding stiffness in longitudinal is higher than in transverse 
direction. The structural capacity in terms of the yielding strength and displacement 
values are strongly dependent on scour-depth values. As the scour has a variable 
impact on the bridge pile, including a beneficial effect up to 3 m and a detrimental 
effect over 3-m-scour-depths.  
(2)  The column is influenced more severely compared to the pile in lower SDs, 
particularly from non-scour condition to the column-base-SD. It turns out that the 
reason why lower SDs exert more damaging impacts on the column stiffness than 
pile foundation is that more structural demands might be undertaken by the column 
in initial scour values.  
Longitudinal system stiffness 1- of pile and column for six bridge cases are obtained 
from NLP analysis. These results based on different scour levels are shown in Table 2.14. 
 
 
Table 2.13 Nonlinear pushover analysis results of the pile foundation. 
Parameter Direction 
Scour (m) 
0 3 6 9 12 15 
Yield displacement (m) 
Longitudinal 0.14 0.17 0.28 0.45 0.62 0.87 
Transverse 0.22 0.25 0.36 0.51 0.73 1.01 
Yield force (MN) 
Longitudinal 1.83 2.98 4.28 5.58 6.77 8.63 
Transverse 1.64 2.65 3.81 4.99 6.13 7.96 
System stiffness, Ky (MN/m) Longitudinal 13.18 17.72 15.29 12.44 10.98 9.95 
Transverse 7.3 10.52 10.47 9.91 8.43 7.89 
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Figure 2.14 Nonlinear pushover curves of normalized drift and shear for the column in: 
(a) longitudinal direction; (b) transverse direction. 
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Figure 2.15 Nonlinear pushover curves of normalized drift and shear for the pile in: (a) 
longitudinal direction; (b) transverse direction. 
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Figure 2.16  Linear-segment stiffness based on the nonlinear pushover analysis. 
 
 
Table 2.14 Longitudinal system stiffness of pile and column for six bridge cases, 1- 
(MN/m). 
Scour level Pile/Col. B1 B2 B3 B4 B5 B6 
SL0 
P 18.32 12.61 9.28 11.19 7.27 4.91 
C 11.01 5.61 3.26 7.49 4.31 2.77 
SL1 
P 17.31 13.31 9.93 13.44 9.61 6.22 
C 7.29 4.35 2.69 6.66 3.95 2.57 
SL2 
P 16.09 12.56 9.89 14.56 9.48 6.41 
C 6.36 4.04 2.61 6.65 3.79 2.49 
SL3 
P 14.97 11.44 9.49 14.81 10.48 7.01 
C 4.87 3.41 2.41 5.99 3.64 2.41 
SL4 
P 12.09 10.05 8.09 15.22 10.93 7.75 
C 3.33 2.52 1.97 5.19 3.26 2.26 
SL5 
P 10.21 8.98 7.49 14.04 11.36 8.19 
C 1.99 1.78 1.53 4.23 2.86 2.01 
SL6 
P 7.72 6.78 6.23 11.89 10.07 8.21 
C 1.08 1.01 0.91 2.89 2.28 1.68 
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2.4.3 Probabilistic Analysis and Assessment  
2.4.3.1 Response Data Illustration  
The nonlinear time-history analysis can be conducted as a tool to identify the 
behavioral trends of a structure. Figure 2.17 shows the bridge deck and pile foundation 
response histories for three random scour depths (9.5, 14.7, and 11.6 m) and PGAs (0.88, 
1.07, and 0.25 g).  
Figure 2.18 shows the results of 4000 simulations of structural response using the 
previously described hybrid sampling scheme. The maximum response displacements of 
the bridge deck in longitudinal and transverse directions are used as the value of DP. In 
Figures 2.18(a and b), linear regression is used to describe the correlation between the mean 
of DP values and 20 evenly selected IM and SD sample values. As seismic intensity or SD 
increases, the structural response increase. However, the increment rate is not the same. As 
expected, the deck displacement in longitudinal is higher than in the transverse direction. 
Figure 2.18(c) delineates the complex response of the bridge under the seismic and scour 
multi-hazard. To this end, a 3D surface plot is implemented to indicate the relationship of 
the scour depth, intensity measure, and mean of DP values.  
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Figure 2.17 Non-linear response histories for three random scour depths and intensity 
measures of (a, c, and e) bridge deck; and (b, d, and f) pile foundation.  
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Figure 2.18 Nonlinear time-history response analysis results; bridge deck displacement vs 
scour depth and PGA.  
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2.4.3.2 Mean-Scour Fragility Analysis and Results 
The sampling schemes and the ensuing simulations produce a 3D data cube, which 
forms the basis for the probabilistic fragility and demand modeling, according to Equations 
(2.13) and (2.15). For fragility curves, four designated scour depth levels (SDL) including 
SD= SD ≤ 5m, 5 m < SD ≤ 10 m, 10 m SD ≤ 15 m, and SD > 15 m are defined (denoted as 
SDL1, SDL2, SDL3, and SDL4, respectively) as shown in Figure 2.19.  For evaluating the 
MS fragility, all sample values without considering SDLs are used. The proposed 
integrated damage index DI(μs, μd), denoted by DISD, is used to produce the fragility curves 
for the state of minor damage, moderate damage, major damage, and collapse, in Figures 
2.19(a) to 2.19(d), respectively. Baker’s MLE procedure is used to estimate the fragility 
parameters based on the lognormal fragility model in Equation (2.15). 
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Figure 2.19 Fragility curves at different scour levels (a) minor damage; (b) moderate 
damage; (c) major damage; and (d) complete collapse. 
 
 
 
Figure 2.19(c) indicates that the corresponding POE of the major damages when 
subject to the MCE level (0.31 g), for all SDLs are less than 2%. Except for the minor 
damage state, when the scour reaches the maximum depth (SDL4), the POE dramatically 
reduces compared to SDL3; for example, the corresponding POEs of the moderate damage 
to the MCE level of 0.31 g for SDL4 and SDL3 are 10.2% and 12.7% respectively as shown 
in Figure 2.19(b). This observation is consistent with the aforementioned literature that 
softened foundations in the context of seismic SFSI leads to less structural damage or 
smaller base-shear force demands (Michel Ghosn et al., 2003b).  
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Figure 2.19(d) indicates the probability of collapse that is consistent with major and 
moderate damage states. For instance, the probability of collapse at the MCE level of 1.19 
g for SDL4 is 26.2%. By contrast, the corresponding POE for SDL3 is 29.9%. Thus, scour 
is detrimental by increasing the probability of collapse at all levels of ground motions, but 
much significantly when the seismic IM approaches the MCE level.  
For an in-service RC bridge, one may not be able to designate a scour depth level, 
and the scour depth may be unknown. For this purpose, Figures 2.19(a-d) also report the 
resulting MS level such that the location of the MS fragility curve compared to other scour 
levels curves depends on the probabilistic scour hazard modeling at a specific site. In other 
words, if an accurate SD is not available, the MS fragility modeling becomes instrumental 
to quantitatively assess the seismic-scour effects. 
2.4.3.3 Demand-hazard Modelling and Results 
Figure 2.20 reports the seismic-scour integrated demand hazard curves for the cases 
of considering scour and non-scour conditions. For this purpose, both the damage index 
DISD and the classical Park-Ang index DIPA are adopted.  When calculating DIPA, a value 
of 0.1 for the parameter β is used as being suggested for nominal strength deterioration 
(Young J Park et al., 1987). The resulting demand hazard curves are shown in Figure 2.20, 
where the DISD based curves are shown with the x-axis at the bottom; and the DIPA based 
curves with the x-axis at the top.  
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Figure 2.20 Probabilistic integrated demand and Park-Ang damage Indices considering 
mean-scour and non-scour conditions. 
 
 
 
By inspecting the demand hazard models in terms of DISD, it is straightforward to 
observe that at small DISD values (DISD < 2.5), the POE from the MS condition is slightly 
smaller than that from the non-scour condition. After DISD > 2.5, this trend goes to the 
opposite, in which as DISD increases, the POE from the MS condition is greater than non-
scour. This behavior essentially proves that when scour is considered, if the resulting 
demands (DISD) are small, scour can reduce the POE level, thus beneficial; yet at a higher 
DISD is the yield, scour can increase the POE level, thus detrimental.  
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The demand hazard models based on DPPA are illustrated in Figure 2.20 as well. 
With the use of a smaller β value (implying that the index is mostly dominated by the 
system-level drift-based ductility component), the two demand hazard curves from the non-
scour and the MS cases do not intercept. Overall, the POE of a DPPA from the MS condition 
is greater than that from the non-scour condition. This implies that the use of DPPA cannot 
reveal the beneficial effect of scour. Although other β values can be used, the authors argue 
that it is the system-level nature of the Park-Ang index that renders it insensitive to local 
damage hence revealing the complex beneficial/detrimental effects.  
2.5 Conclusions  
With a critical synthesis of the existing literature, about 80 closely research articles, 
for probabilistic multi-hazard seismic-scour assessment for bridge structures, the state-of-
the-art knowledge is summarized in the Chapter. Specifically, the inconclusive argument 
regarding the effects of scour is revealed. This Chapter contributes to the literature by 
proposing two response-based modeling methods for assessing the complex effects of 
scour on bridge performance. The two models termed the mean-scour fragility analysis 
(MS-FA) model and the total-scour demand hazard analysis (TS-DHA) model, both of 
which produce straightforward functional curves and can be readily used to evaluate the 
seismic-scour effects. Accompanying these two models, a new damage index is proposed 
that integrates both local structural-deformation and global displacement demands for 
properly characterizing the seismic-scour effects. 
Through using a comprehensive numerical experiment, the results reveal the 
complex seismic-scour effects, which include both beneficial and detrimental locally and 
globally for the same bridge system. For example, and in the case of the pile-supported 
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bridge in this effort, when the scour reaches the maximum depth (SDL4), the probability 
of exceedance (POE) dramatically reduces compared to the previous level (SDL3). In other 
words, scour tends to be beneficial due to the softening effect as scour increases from SDL3 
to SDL4. However, the concern should be raised at strong seismic intensities, which may 
trigger a collapse potential due to the presence of scour. Through comparing the proposed 
integrated damage index and the seminal Park-Ang index, the proposed index shows its 
expected adaptability in defining both local structural damage and global system failure 
states and can be flexibly used in the proposed fragility and demand-hazard modeling. On 
the contrary, the Park-Ang damage index can only reveal that scour increases the likelihood 
of any potential structural damage or collapse, possibly due to its systems-level nature. 
Last, with the proposed seismic-scour models with their probabilistic definitions, 
and the proposed damage index, the authors envision that multi-hazard risk or resilience 
analysis can be readily conducted, if either a cost function or a functional recovery function 
can be further expressed in terms of the integrated damage index. Particularly, with the 
adaptability of the proposed damage index, it is then feasible to consider the cost or 
recovery time attributed to either local structural damage or system-level collapse potential 
in one integral and quantitative framework.  
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LIFECYCLE RESILIENCE QUANTIFICATION OF BRIDGES UNDER MULTIPLE 
HAZARDS 
3.1 Introduction 
In the United States, about 73% of highway bridges are river-crossing, whereas 
approximately 53% of all bridge failure is attributed to the flood-induced scour (Wardhana 
& Hadipriono, 2003). Besides extreme events such as earthquakes and floods, for 
reinforced concrete (RC) bridges, the exposure to environmental attacks, such as chlorides, 
can cause progressive corrosion in steel reinforcement and deterioration in concrete. This 
reduces the capacity of RC members in a bridge then affects system performance as a time-
varying phenomenon (Biondini et al., 2015; Michael P Enright & Frangopol, 1998). As 
such, bridge structures are required to possess high reliability and robustness against 
extreme loads and environmental attacks. On the other hand, bridge failures, in terms of 
slight damage or collapse, either of which demands temporal closure of traffic, can trigger 
significant economic losses, including direct costs of restoring bridges (via rehabilitation 
or construction) and indirect costs due to disruption to transportation networks. Simply put, 
for damaged bridges due to hazardous effects they need to be restored rapidly over their 
service life. To achieve such interrelated goals, it is necessary to assess the system 
resilience subjected to multi-hazard impacts in their lifecycles.  
Due to the maturity of probabilistic performance-based engineering (PBE) 
frameworks, numerous studies concern the reliability, vulnerability, or risk of bridges 
subject to multiple hazards and environmental attacks amid various sources of uncertainties 
(Akiyama et al., 2020; Andrić & Lu, 2016; Biondini et al., 2014; Kameshwar & Padgett, 
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2014; Li et al., 2020; Liang & Lee, 2012; Rokneddin et al., 2013; Yanweerasak et al., 
2018). Several researchers have studied the joint occurrence of earthquake and flood events 
and concluded that scour cannot be neglected (Azadeh Alipour et al., 2013; Avşar et al., 
2017; Dong & Frangopol, 2016; Ganesh Prasad & Banerjee, 2013; X. Guo & Chen, 2016; 
Han et al., 2019; Ranjkesh et al., 2019; X. Wang et al., 2020; Yilmaz1a & Banerjee, 2018). 
For a synthesis of these efforts, readers may refer to (Swagata Banerjee et al., 2019). 
However, much less are found that address the system's resilience of bridges under multiple 
hazards (Chandrasekaran & Banerjee, 2016; Dong & Frangopol, 2016; Yang & Frangopol, 
2019). Notably, Yang and Frangopol (2019) proposed a lifecycle management framework 
to characterize the resilience of a bridge under progressive and sudden deterioration. They 
identified four different cases with different proactive intervention plans. In their Chapter, 
bridge scour and its effects were not treated. Chandrasekaran and Banerjee (2016) 
performed a two-objective optimization to enhance the seismic resilience of bridges with 
deterministic scour depth through the use of column jacketing as a retrofit technique while 
achieving minimal retrofitting cost. However, this effort did not adopt a lifecycle treatment 
of hazards and bridge performance.  
Therefore, this study aims to fill this knowledge gap by developing a quantitative 
framework to probabilistically measure the lifecycle bridge resilience under seismicity, 
flood-induced scour, and environmental deterioration, and then in Chapter 4 to investigate 
how SCs contribute to the bridge performance and resilience enhancement. This Chapter 
is organized into two major parts: the proposed methodology framework and numerical 
application and observation. First, the notion of lifecycle resilience is introduced, then 
different components of the methodology are described. Second, by implementing the 
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proposed method based on a representative bridge structure, essential observations 
regarding the distribution of lifecycle resilience are revealed. Limitation of the research is 
discussed as well. This Chapter then concludes with the significant findings, and the author 
of this thesis remarks that the proposed method can assist civil engineers in managing river-
crossing bridges and resilience-based decision-making.  
3.2 Methodology 
3.2.1 System and Lifecycle Resilience  
In the literature of engineering resilience, seismic resilience was initially defined as 
the ability of a community to mitigate seismic attacks and to carry out recovery activities 
in ways that minimize social disruption and mitigate the effects of future hazards (Bruneau 
et al., 2003). Furthermore, system resilience of civil structures is referred to as the ability 
of the system to withstand a hazard by minimizing the initial devastating impacts 
(absorptive capability), by adapting itself to them (adaptive capability), and by recovering 
from them (restorative capability) (Nan & Sansavini, 2017). To this date, the definition of 
resilience has been varied depending on its application domains. Ayyub compiled a number 
of resilience definitions and further provided a general resilience metric framework for 
defining resilience metrics and supporting objective decision-making (Ayyub, 2015).  
Specifically, for quantifying the resilience of a physical system, it has been generally 
adopted that the normalized area underlying the functionality profile over a time interval 
can be treated as a proxy to resilience (Bocchini et al., 2014; Cimellaro et al., 2010a). In 
this sense, the resilience of a system is mathematically expressed as 
 +M,, =
∫ C	())	:)
%/,$123,$
%/
	
E3,$
		 (3.1)	
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where [&R , (S] defines the time interval for measuring the resilience, &T is the event 
occurrence time (given a single extreme event), and (S is the time horizon (also called 
control time); +M,, is the resilience of event ), |(&) is the time-dependent functionality 
under the recovery function in the range [0,1], defined over the duration defined from &R,, 
to &R,, + (S,,. It is noted that as |(&) is bounded by 0 and 1, and Equation (3.1) is normalized 
over the control time, the resilience quantity +M,, ranges within [0, 1] as well.  
The time horizon of interest can be considered either a short period or a longer time-
span depending on the resilience analysis objective. For example, Karamlou et al. (2015) 
assumed a time horizon of 180 days to study the expected functionality of the bridge under 
a single earthquake event (Karamlou & Bocchini, 2015). In contrast, Yang et al. (2019) 
covered the entire structure design life to carry out a lifecycle analysis of deteriorating civil 
infrastructure under lifetime hazards (Yang & Frangopol, 2019). Accordingly, the time 
horizon not only can be assumed constant value but as a random variable. Venkittaraman 
and Banerjee (2014) adopted the time horizon to have a normal distribution (Venkittaraman 
& Banerjee, 2014). In practice, this decision variable is generally determined by engineers, 
owners, or decision-makers.  
As a structure may experience several extreme events during its design life, the 
quantification of resilience in a lifecycle context must be considered as the schematic 
diagram depicts in Figure 3.1. As such, the lifecycle resilience index +U can be expressed 
as a sample mean of all resilience measurements: 
	 +U =
J
I4
∑ +M,,
I4
,HJ 		 (3.2)	
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where +M,, is the resilience of extreme event ) from Equation (3.1), and !M is the number 
of events during the service life. The authors note that it is not necessary to calculate this 
variable over the complete lifecycle of a bridge. The number of events (!M) can be counted 
by assessing given an arbitrary time interval during the lifecycle, or another user-defined 
time intervals. Last, given the metric defined in Equation (3.2) over a time interval, it is a 
random variable with its distribution subject to the investigation in this Chapter.  
 
 
Figure 3.1 Schematic of lifecycle resilience quantification (!M = 15). 
 
 
3.2.2 Framework and Features 
With the lifecycle resilience metric defined in Equation (3.2), a probabilistic multi-
hazard resilience quantification framework is proposed in this Chapter. Figure 3.2 
represents the methodology workflow of the proposed framework. A number of novel 
features of this framework include: 
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1. To consider lifecycle seismic events, the earthquake occurrence model is 
introduced based on the homogeneous Poisson process (HPP). 
2. The time-varying probabilistic scour depth is predicted from the stochastic 
discharge-based model using Scour Rate In Cohesive Soil-Erosion Function 
Apparatus (SRICOS-EFA) method.  
3. The time-varying corrosion initiation and propagation models are 
considered probabilistically.  
4. To represent structural performance and encode system functionality, the 
local deformation-based ductility V8 and the system drift-based ductility V: 
are jointly used for demand hazard modeling.  
5. The probabilistic resilience parameters, including residual functionality, 
recovery duration, and idle time interval are estimated to quantify the 
lifecycle bridge resilience. 
In the following, the key components of this framework are introduced. 
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Figure 3.2 Workflow of the proposed probabilistic framework for resilience 
quantification. 
 
 
 
3.3 Time-Dependent Seismic Hazard 
The probabilistic seismic hazard analysis (PSHA) method was initially developed 
by Cornell (Cornell, 1968) to integrates over all possible earthquake ground motions at a 
site. The main results of a PSHA process include a seismic hazard curve (annual frequency 
of exceedance vs. ground motion amplitude) or a uniform hazard spectrum (spectral 
amplitude vs. structural period, for a fixed annual frequency of exceedance). Given a site 
with }8R seismic sources, the standard formulation in a PSHA process starts with a 
summation of weighted expectations for a select ground motion intensity measure (IM), 
which are based on the joint continuous distribution of earthquake magnitude (m) and the 
source-to-site distance (r) variables (Cornell, 1968; Kramer, 1996): 
	 	~(LM > I) = ∑ , ∫ ∫ -(LM > I|Ä, Å)D7,V(Ä, Å)
W'()
$
!'()
!.
G,5
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where ~(LM > I) denotes the mean annual rate of a ground motion IM exceeding a given 
IM variable I; , = ~(M, > Ä$) is the rate of earthquakes occurrence above the lower 
bound Ä$ from the source ) (also called the activity rate); and D7,V(Ä, Å) is the joint 
distribution of magnitude and distance. This joint distribution is defined as equal to the 
product of marginal distributions if they are considered as statistically independent events, 
namely, D7,V(Ä, Å) = 	D7(Ä). DV(Å). -(LM > I|Ä, Å) is the probability that the ground 
motion level is exceeded for the given earthquake scenario conditional on an earthquake 
event pair (m, r) and can be expressed as  
 -(LM > I|Ä, Å) = 1 − ΦÉUG#2	367(-9)
X67(-9)
Ñ (3.4)	
where Φ(. ) is the standard normal CDF.  
3.3.1 Earthquake Occurrence Model 
From Equation (3.1), the key is to define the earthquake-event generation model 
D7,V(Ä, Å), which corresponds to an analytical process, probabilistic occurrence modeling 
(POM). A POM process aims to predict the long-term occurrences of seismic events. Most 
POMs reflect a generation process wherein earthquake events are memoryless, while others 
consider the effects of energy release sequences that render the magnitude of time-
dependent events. A summary of various POM analysis methods and their characteristics 
can be found in (Anagnos & Kiremidjian, 1988), where the models are classified into five 
categories: Poisson, Markov, semi-Markov, renewal, and trigger.  
In PSHA, the recurrence law for earthquake events can be obtained by modeling 
the frequency-magnitude distribution (FMD) from past earthquakes and appropriately 
treated for predicting future earthquake sizes. In this study, the seminal Gutenberg-Richter 
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recurrence (G-R) law with lower Ä$,	and upper bounds Ä!"#, is proposed to model the 
mean annual rate of exceedance of a magnitude m by adopting a truncated exponential 
function as (Cosentino et al., 1977; Gutenberg & Richter, 1944): 
 ~! = 
M#Y[24(!2!.)]2M#Y[24(!'()2!.)]
J2M#Y[24(!'()2!.)]
,											Ä$ ≤ Ä ≤ Ä!"#  (3.5) 
where  = exp(â − äÄ$), â = ã0}10, and ä = å0}10; a and b are constant parameters. 
The FMD of earthquakes over the past 30 years in the San Francisco Bay Region 
(SFBR) was described with a- and b-values of 4.51±0.16 and 0.90 ± 0.01, respectively 
(Bakun, 1999; WG & Probabilities, 1999).  
Given a linear earthquake source with a site located from the center of the fault, the 
probability density function (PDF) of hypocentral distance ÅS-Y can be expressed as 
(Baker, 2008) 
	 DV3";tÅS-Yu = ç
K	W3";
U<	\W3";=2V>*;=
+WAY ≤ ÅS-Y <
0?
2é
0 otherwise
	 (3.6)	
where +WAY denotes the rupture distance and 0? denotes the total length of the linear fault.  
The next step of PSHA is to estimate the probability of exceeding (POE) a given 
ground motion intensity within a specified window of time. The HPP is a special case of 
the renewal process with a constant rate ~, for which the number of events during (0, &), 
also called the counting variable, is Poisson t!(&) ∼ -')(~&)u provided that (Tijms, 2003) 
-{!(&) = î} ≡ -{!(&) = î} − -{!(&) = î + 1} = "2]) (]))
?
^!
					for		î ≥ 0; 	~ > 0	 (3.7)	
 Figure 3.3 provides the schematic illustration of the HPP. The time elapsed 
between consecutive events or inter-arrival times {(J, (K, … , (G} are defined as (G =
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ôG+J −ôG, where ôG is the time of occurrence of the nth event, the so-called waiting 
time. The waiting time is Erlang- or gamma-distributed tôG ∼ Γ(}, ~)u with the PDF 
(Tijms, 2003):  
 D̀ 7 =	
]7())7@!
(G2J)!
"2])					for		} = 1,2, … ; 	& ≥ 0		 (3.8)	
As occurrence times are exponentially distributed random variables, using 
Equation (3.8) the expected value is evaluated as 
 J[ôG] = ∑ }. D̀ 7
D
GHJ = ∑
G]7())7@!
(G2J)!
"2])DGHJ =
G
]
			 (3.9)	
Equation (3.9) means that the sequence of events forms the memoryless property 
where the occurrence of a subsequent event does not depend on the time, magnitude, or 
location of the last or any of the preceding events. 
The inter-arrival times are independent and identically distributed (iid) exponential 
random variables t( ∼ JIõ(~)u with the CDF ZE(&), and PDF DE(&), expressed as 
	 ZE(&) ≡ -((G ≤ &) = 1 − "2])	 (3.10)	
	 DE(&) ≡
:?2())
:)
= ~"2])	 (3.11)	
 
 
 
Figure 3.3 Schematic representation of the homogeneous Poisson process 
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3.3.2 Ground Motion Modeling 
Following the previous section, once the FMD is simulated, different IMs are 
widely used. The Ground Motion Models (GMMs) are developed to predict the probability 
distribution of a select IM, as a function of many predictor variables, including moment 
magnitude, distance, faulting mechanism, and directivity, etc. In addition to empirical 
GMMs using recorded ground motions, synthetic ground motions are often useful to 
produce large numbers of ground motions. In this study, the stochastic GMM using a 
wavelet-packet transform developed by Yamamoto et al. (2013) is implemented to 
characterize time-varying artificial earthquake ground motions (Yamamoto & Baker, 
2013). In this approach, moment Magnitude M, hypocentral distance +S-Y, rupture 
distance +WAY, and average shear-wave velocity with 30 m on the surface ú8, are considered 
as predictor variables. 
A single vertical strike-slip fault is assumed as a linear seismic source.  Figure 
3.4(a) illustrates the schematic layout of the considered site. Figures 3.4(b and c) present 
the FMD and an example of synthetic ground motion from PSHA, respectively.   
78 
 
 
 
  
 
 
Figure 3.4 (a) Source-to-site distance at the bridge location; (b) frequency-Magnitude 
distribution using standard and bounded Gutenberg-Richter recurrence law; and (c) a 
sample of the generated artificial ground motions. 
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3.4 Time-Dependent Scour Hazard 
One of the significant impacts of flood events on bridges is local scour at piers, 
which is defined as the erosion of soil around the foundation as a result of water flow. 
Several factors influence the scour process, including the geometry of the channel or bridge 
such as channel slope and alignment, the geometry of piers; flow conditions such as the 
history of former and recent floods, local shear stress, turbulent fluctuations of velocities, 
depth of flow, boundary roughness; and soil properties such as bed-material, placement or 
loss of rip-rap, grain size distribution and density (Neill, 2004).     
There are many deterministic and probabilistic approaches to predict the depth of 
scour. The common method of time-dependent local pier scour depth determination in 
cohesive soils was developed at Texas A&M University and described in Hydraulic 
Engineering Circular (HEC-18 clay) (E. Richardson & Davis, 2001b). In the HEC-18 clay 
method also called the SRICOS-EFA method, the scour depth is estimated as the function 
of time throughout the hydrograph. First, this method predicts the maximum scour 24!"#, 
developed by a number of flume tests as expressed in Equation (2.1) (Gudavalli, 1998). 
Second, the time-dependent scour depth is defined by linking the maximum scour depth in 
Equation (2.1), the time at which a given velocity is applied, and the initial rate of scour as 
expressed in Equation (2.2) (Briaud et al., 1999).  
3.4.1 Stochastic Hydrograph-Based Model 
As described in the previous section, one of the inputs of the SRICOS-EFA method 
is flow velocity. Therefore, uncertainties associated with the hydrologic, hydraulic, soil, 
and geometric parameters must be considered in the estimation of scour depth. In so doing, 
stochastic flood-induced scour prediction models using randomly generated hydrographs 
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over the bridge design life must be used. The 75-year future hydrograph needs to be 
generated based on existing hydrograph data to address the uncertainty inherent in the 
discharge rate. The water velocities considered in design are typically the ones 
corresponding to the 100-year and 500-year floods.  
The daily discharge or stream-flow |, as a random and uncorrelated variable, can 
be described by different distribution types, including normal, lognormal (LN), extreme 
value, and log-Pearson type III. The Kolmogorov–Smirnov (K–S) goodness-of-fit tests 
show that the peak annual discharge rate can be fitted well by an LN probability distribution 
(Zhenghua Wang, Padgett, et al., 2014), and different researchers have used LN 
distribution to model the discharge rate (Swagata Banerjee & Ganesh Prasad, 2013; 
Benjamin & Cornell, 2014; Briaud & Oh, 2010; Chow et al., 1988; W. Wang, 2006). The 
hydrographs are then generated as a series of values sampled from such a distribution, 
|	~	ℒü(VC , @CK). In other words, | is expressed as the exponential of a normally 
distributed random variable, †, (| = "a) such that †	~ü	(V- , @-K) and the complementary 
cumulative distribution function (CDF), also called the survival function, or exceedance is 
expressed as 
 Z°C(¢) ≡ -(| > ¢) = 1 − 	
J
X"√Kc
∫ JC 	"
@A67B@	D"E
=
=F"
=d=
d!
*¢ = J
K
− J
K
"ÅD É UGd
√KX"
Ñ    (3.12) 
where V- and @- denote the mean and standard deviation of the normal distribution; and 
erf(S) denotes the error function and is defined by (Mathworld, 2007) 
 "ÅD(S) = 	 K
√c
∫ "2)
=*&e$  (3.13)	
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The mean velocity of the upstream flow, as the most influential hydrologic 
parameter in flood-induced scour, is obtained by the transformation of the stochastic 
discharge hydrograph during the scour analysis period. The hydraulic relationship between 
the mean velocity of the upstream flow ú, flow discharge |, and flow depth ℎ for a 
rectangular cross-section river channel §, using Manning’s equation is given by (Michel 
Ghosn et al., 2003a) 
 | = §ú = 	 fS
G
P fS
f+KS
Q
K
'g ,$.( (3.14) 
where } denotes Manning’s roughness coefficient that reflects the flow resistance, , 
denotes the channel energy slope, ℎ denotes the depth of upstream flow, and å denotes the 
passage width that is assumed to be equal to the total bridge's length as reported in the 
literature (Swagata Banerjee & Ganesh Prasad, 2013).   
Table 3.1 lists the values of coefficients in Manning’s equation based on the 
flooding source and object channel. This study assumes , = 0.002 based on literature 
(Zhenghua Wang, Padgett, et al., 2014). As the estimation of appropriate Manning’s 
Roughness Coefficient is associated with a high level of uncertainty, it can be introduced 
as an LN distribution with the mean and coefficient of variation (COV) values of 0.025 
and 0.275, respectively, as proposed in (Azadeh Alipour et al., 2013).  
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Table 3.1 Coefficients in Manning’s equation 
Manning’s 
Roughness 
Coefficient, } 
Flooding Source Value Reference 
Culvert Creek 0.040-0.060 
(FEMA, 2013) Inundation River 0.040-0.060 
North Fork Inundation River 0.080-0.100 
South Fork Inundation River 0.030 
 Object Channel Value Reference 
Average Slopes 
of Selected 
Channels, , 
Navasota River  0.0010  
(Kwak, 2000) 
Brazos River  0.0011 
Trinity River 0.0011 
San Marcos River  0.0010 
Sims Bayou  0.0001 
Bedias Creek  0.0005 
 
 
If the recorded hydrograph in the proximity of the site of interest is not available, 
pier scour depth can be determined using an estimate of the 100-year and the 500-year 
floods, |J$$ and |($$, respectively. The 100-year flood or 1% annual exceedance 
probability flood has been adopted as the base-flood for management purposes in the 
National Flood Insurance Program since 1960 (Holmes Jr & Dinicola, 2010). Based on the 
Federal Highway Administration (FHWA) design guideline, bridge foundations over water 
have to be designed to withstand the scour induced by 100-year floods (E. Richardson & 
Davis, 2001b). More severe flood events such as a 500-year flood or 0.2% annual 
exceedance probability are recommended for high flood risk areas. The POE, a (-year 
flood with a given return period (W during the n-year design life can be expressed, using 
the binomial distribution, as (Marriott, 2002):  
 -•J = 1 − P1 − J
E>
Q
G
   (3.15) 
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Therefore, the POE a 100-year flood during a 75-year design life a bridge using 
Equation (3.15) equals	-•J = 1 − t1 − 1 100é u
h(
= 52.94%. Likewise, the daily and 
annual exceedance of 100- and 500-year floods can be calculated  
 -(| > |J$$) =
J
J$$
	(õ"Å	2"ãÅ) = 	 J
(J$$×'&()
(õ"Å	*ã2) (3.16) 
 -(| > |($$) =
J
($$
		(õ"Å	2"ãÅ) = J
(($$×'&()
(õ"Å	*ã2) (3.17) 
Given two points t|J$$, -(| > |J$$)u and t|($$, -(| > |($$)u, the lognormal 
distribution parameters V- and @-, can be calculated Equations (3.16) and (3.17) as  
 -(| > |J$$) = 1 − 	
J
X"√Kc
∫ JC 	"
@A67G@	D"E
=
=F"
=C!..
J *| =
J
K
− J
K
"ÅD ÉUGC!..2	3"
√KX"
Ñ    (3.18) 
 -(| > |($$) = 1 − 	
J
X"√Kc
∫ JC 	"
@A67G@	D"E
=
=F"
=CH..
J *| =
J
K
− J
K
"ÅD ÉUGCH..2	3"
√KX"
Ñ     (3.19) 
where the distribution parameters are calculated using standard normal transformation as 
follows:  
 @- = ®.'9 ©1 + É
XG
3G
Ñ
K
™ = J
AH..2	A!..
0} PCH..
C!..
Q (3.20) 
 V- =
J
K
.'9´
3G
=
J+j
FG
DG
k
=¨ = 0}|J$$ − ≠J$$. @-  (3.21) 
where VC and @C are the mean and the standard deviation of the daily stream-flow values, 
respectively; u denotes a standard normal random variable, Æ = a23"
X"
; and ≠J$$ and ≠($$ 
are determined as follows: 
 ≠J$$ =
UGC!..23I
XI
= √2"ÅD)}∞(2-J$$) = 4.034  (3.22) 
84 
 
 ≠($$ =
UGCH..23I
XI
= √2"ÅD)}∞(2-($$) = 4.397 (3.23) 
To summarize, the procedures of the |J$$ − |($$ approach include: 
1. Estimate the stream-flow of the 100- and 500-year floods, |J$$ and |($$, 
from the recorded hydrographs in the investigated site.  
2. Compute the lognormal distribution parameters V- and @-. 
3. Using the CDF and a random number generator, a large number of the 
equally likely future hydrograph, |l are generated as |l =	"m3"+nX"o, 
where Æ denotes the standard normal random variable. 
4. Given a random stream flow, calculate the flow velocity, water depth, and 
time-dependent scour depth using Equation (3.14). Repeat the preceding 
steps thousands of times, and then compute the probabilistic distribution of 
exceeding a specific scour depth. 
In this Chapter, to model flood-induced scour, the peak flow value associated with 
a given flood return period can be determined through a flood-frequency analysis. In so 
doing, the annual peak flow discharge rates recorded for Shasta County, California, over 
the past 75 years (1944-2019) are collected from the USGS website and shown in Table 
3.2. According to Figure 3.5(a), annual peak discharge corresponding to 100-year 500-year 
floods, annual POE of 1% and 0.2%, are estimated to be equal to |J$$ = 3217	Ä' ±⁄  and 
|($$ = 4230	Ä' ±⁄ , respectively. An example of the stochastic hydrograph of the mean 
velocity of upstream flow over the bridge lifecycle is illustrated in Figure 3.5(b). The 
corresponding time-variant sour depth is estimated using Equation (2.2) and the results are 
shown in Figure 3.5(c).  
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Table 3.2 The annual peak flow discharge rate for the USGS station number 
11370500 Sacramento. 
Year Peak stream 
flow (Ä' ±⁄ ) 
Year Peak stream 
flow (Ä' ±⁄ ) 
Year Peak stream 
flow (Ä' ±⁄ ) 
1944 216.62 1970 2234.20 1996 2137.92 
1945 263.06 1971 1064.71 1997 1588.57 
1946 832.51 1972 444.57 1998 2242.69 
1947 216.62 1973 1166.65 1999 1599.90 
1948 620.14 1974 2304.99 2000 874.99 
1949 365.29 1975 1064.71 2001 1557.42 
1950 342.63 1976 402.10 2002 447.41 
1951 1192.14 1977 334.14 2003 436.08 
1952 999.58 1978 1127.01 2004 880.65 
1953 2069.96 1979 424.75 2005 1560.26 
1954 1446.99 1980 1452.65 2006 1152.49 
1955 328.47 1981 436.08 2007 1458.32 
1956 1523.44 1982 1749.98 2008 455.90 
1957 1489.46 1983 1846.26 2009 413.43 
1958 2231.36 1984 1098.69 2010 385.11 
1959 923.13 1985 447.41 2011 464.40 
1960 334.14 1986 2177.56 2012 1523.44 
1961 410.59 1987 444.57 2013 470.06 
1962 325.64 1988 444.57 2014 461.56 
1963 1282.75 1989 444.57 2015 345.46 
1964 373.78 1990 339.80 2016 234.75 
1965 1529.11 1991 291.66 2017 611.64 
1966 489.88 1992 702.26 2018 235.03 
1967 1591.40 1993 1571.58 2019 475.72 
1968 1509.29 1994 438.91   
1969 1585.74 1995 2137.92   
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Figure 3.5 (a) Flood-Frequency curves using the hydrograph-based approach for Shasta 
County in California; (b) stochastic flow velocity hydrograph; and (c) time-variant 
probabilistic scour hazard curves.  
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3.5 Deterioration under Chloride-Induced Corrosion 
It is estimated that one-third to one-half of the bridge rehabilitation costs in North 
America are related to continuous and progressive deterioration of the aging bridge deck 
(Lounis & Mirza, 2001). Bridge systems can experience flexural strength loss in concrete 
bridge beams due to corrosion of steel reinforcement. The rate of strength loss is dependent 
on the degradation mechanism, aggressiveness of the environment, material properties of 
the reinforced concrete, and the geometry of the section (Michael P Enright et al., 1996).   
In this study, strength loss due to corrosion of steel reinforcement is considered. 
The corrosion is mainly initiated by chloride contamination. For bridges, corrosion of 
reinforcement bars, Corrosion-initiated longitudinal cracking, and associated spalling of 
the concrete cover are the primary cause of structural deterioration. The corrosion process 
depends on several parameters that can vary considerably for different bridges depending 
on bridge location and environmental exposure conditions. Hence, the probabilistic 
analysis along the service life of the bridge is required to ascertain the variability. 
Significant studies have been reported on the development of a probabilistic approach for 
service-life prediction of deteriorating concrete bridges (Dey & Mahadevan, 2000; Michael 
Patrick Enright, 2000; Estes & Frangopol, 2001; J. Ghosh & Padgett, 2010; H. Hong, 2000; 
Stewart, 2009; Vishwanath & Banerjee, 2019).  
Figure 3.6 illustrates the schematic of the deterioration process associated with 
chloride-induced corrosion including initiation and propagation phases. The corrosion 
propagation comprises of loss of cross-sectional area of reinforcing or pre-stressing steel, 
reduction of bond, and crack initiation and propagation (spalling, delamination) caused by 
expansive rust products (Stewart & Suo, 2009). 
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Figure 3.6 Schematic of Chloride-induced corrosion including initiation and propagation 
processes 
 
 
 
3.5.1 Governing equation for chloride diffusion 
Fick’s second law of diffusion (Fick, 1855) has been widely used to model the 
chloride ion transport into concrete due to its computational convenience (Bertolini et al., 
2004; Biondini et al., 2015; Cady & Weyers, 1983; Martın-Pérez et al., 2000; Stewart & 
Rosowsky, 1998; Thoft-Christensen et al., 1996). Fick's second law of diffusion is 
expressed as 
 
pq(#,))
p)
= Xr
p=q(#,))
p#=
= Xr≤K≥(I, &) (3.24) 
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where ≥ is the chloride ion concentration (¥ÄK 2"ãÅ⁄ ), I is the depth of concrete from the 
surface (cm), & is time (years), Xr is the diffusion coefficient of chlorides into concrete 
(¥ÄK 2"ãÅ⁄ ), and ∇≥=grad ≥(I, &).  
The corrosion initiation time (,, represents a key controlling parameter of the 
deterioration of reinforced concrete (RC) bridge, and is given by (Thoft-Christensen et al., 
1996): 
 (, =
qJ=
L/J
∂"ÅD2J Pq.2qJ>
q.
Q∑
2K
 (3.25) 
where ≥r is the concrete cover (cm),	≥rW is the critical chloride concentration at which 
corrosion begins, and ≥$ is the equilibrium chloride concentration at the concrete surface. 
The analytical solution of the differential equation (3.24) is given as  
 ≥(I, &) = ≥$ ∏1 − "ÅD É
#
Ks/J)
Ñπ (3.26) 
where "ÅD(. ) is the error function.  
The loss of area of steel due to corrosion of the RC columns and pile foundations 
are modeled as a reduction in the cross-sectional area of the longitudinal reinforcing bar in 
the fiber section model. Assuming time-invariant average corrosion rate of bridge 
components, the LN distribution of random corrosion initiation time is used to estimate the 
area reduction of reinforcement bars due to corrosion degradation as follows   
 §(&) =
⎩
⎪
⎨
⎪
⎧}f"W8
c
L
X$K 	& ≤ (,
}f"W8
c
L
[X$ − ÅrRWW(& − (,)]K (, < & < (, +
X$ ÅrRWWé
0 & ≥ (, +
X$ ÅrRWWé
 (3.27) 
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where §(&) is the variation of the cross-sectional area of the corroded steel reinforcement 
bar over time, }f"W8 is the number of reinforcement bars;	X$ is the diameter of the 
undamaged steel reinforcement bar, & is the elapsed time in years; and  ÅrRWW is the rate of 
corrosion and can be expressed as ÅrRWW = 0.0203)rRWW, where )rRWW is the corrosion rate 
parameter.  
In this study, the average rate of corrosion is assumed to be a time-invariant random 
variable described by an LN distribution as reported in the literature (Akgül & Frangopol, 
2004; Bisadi & Padgett, 2015; Frangopol et al., 1997; J. Ghosh & Padgett, 2010; Mori & 
Ellingwood, 1994; Val et al., 2000). The LN random variables of corrosion deterioration 
modeling with the means and COVs are listed in Table 3.3. 
 
 
Table 3.3 Descriptors of lognormal random variables of degradation modeling (Enright 
and Frangopol 1998). 
Variable Description Unit Mean  1COV 
≥rW Critical chloride concentration 2wt % concrete 0.04 0.10 
≥$ Surface chloride concentration 2wt % concrete 0.10 0.10 
Xr Diffusion coefficient ¥ÄK 2Å⁄  1.29 0.10 
≥r Concrete cover cm 5.08 0.20 
ÅrRWW Corrosion rate  mm/year 0.076 0.30 
D-. Steel yield strength MPa 310.5 0.12 
Dr.
t  Concrete compressive strength MPa 19.0 0.18 
1COV: coefficient of variation; 2wt % concrete: percent by weight of concrete. 
 
 
 
3.5.2 Capacity degradation models due to corrosion 
The chloride-induced corrosion not only causes area loss but also results in the 
degradation of yield strength, both of which cause the structural capacity to decrease. The 
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time-variant resistance of an element can be expressed as the product of the non-corroded 
resistance and a resistance degradation function (Mori & Ellingwood, 1993) 
 +(&) = +$	9(&) (3.28) 
where +(&) is the time-variant resistance, +$ is the component capacity in the original or 
initial state, and 9(&) is the time-dependent resistance degradation function.  
The yield strength of corroded reinforcement bars D-(&), reduces approximately 
linearly with corrosion loss (Du et al., 2005) as follows 
 D-(&) = <1.0 −	ä-	|rRWW(&)>	D-. (3.29) 
where D-. is the yield strength of the non-corroded reinforcement, ä- is an empirical 
coefficient, and |rRWW(&) is the amount of corrosion of reinforcement expressed as 
 |rRWW(&) = 	 ∏1 −	P
=())
=.
Q
K
π × 100 (3.30) 
where §(&) and §$ are the cross-sectional area of the corroded and non-corroded steel 
reinforcement bar given by equation (3.27), respectively. The empirical coefficient ä-, 
depends on the material properties and environmental conditions which is usually 
determined by experimental results. Some studies recommended that the empirical 
coefficient varies between 0.0124 and 0.0198 (Cairns et al., 2005; Gjørv et al., 1998). 
Others suggested that ä- = 0.005 (Du et al., 2005; Stewart, 2009).  
The effects of corrosion are not limited to damage of reinforcement steel bars. The 
formation of corrosion products may lead to the development of longitudinal cracks in the 
concrete surrounding the corroded bars and, consequently, to delamination and spalling of 
the concrete cover. Time-dependent concrete mean compressive strength can be expressed 
as (Coronelli & Gambarova, 2004): 
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 Drt(&) = ø
J
J	+	u	K%(%)KJ5
¿	Dr.
t  (3.31) 
where ¡ is the coefficient related to bar roughness and diameter and is equal to 0.1 for 
medium-diameter ribbed bars (Capé, 1999), ¬rR is the strain at the peak compressive stress, 
which is assumed to be 0.0022 (Biondini et al., 2014), ¬)(&) is the tensile strain in the 
cracked concrete at right angles to the direction of the applied compression (transversal 
strain) at time &, and Dr.
t  is the concrete mean compressive strength on the 28th day (MPa 
or psi). The transversal strain is given by 
 ¬)(&) =
GL(>,	vJ>())
f.
 (3.32) 
where å$ is the width of the undamaged cross-section, }f"W8 is the number of steel bars, is 
the mean crack opening for each bar, and √rW(&) is the crack width after corrosion initiation 
and can be predicted using the following empirical linear expression (Vidal et al., 2004): 
 √rW(&) = 	1rW[ΔA8(&) −	ΔA$] (3.33) 
where 1rW is the empirical coefficient equal to 0.0577(ÄÄ2J), ΔA8(&) is the steel loss of 
cross-section at time t (ÄÄK), and ΔA$ is the steel loss of cross-section needed for crack 
initiation (ÄÄK). It is found in the literature that cracks initiation time can be assumed the 
same as the corrosion initiation time since the crack occurs shortly after the corrosion 
initiation time and negligible within the whole life cycle of the bridge (Azadeh Alipour et 
al., 2011). Resistance loss in steel and concrete due to chloride-induced corrosion are 
calculated from Equations (3.29) and (3.31), respectively. The time-variant mean of the 
normalized steel and concrete strengths J<Z-(&) Z-.⁄ > and J<Dr(&) Dr.⁄ >, for the case study 
bridge are shown in Figures 3.7(a and b), respectively.   
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Figure 3.7 Corrosion deterioration model (a) and (b) normalized time-variant steel yield 
and concrete compressive strengths, respectively. 
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3.6 Resilience Quantification 
The key element to compute Equations (3.1) and (3.2) is to define the recovery 
function, which in turn needs to express a system’s functionality. An engineered system’s 
functionality is different from the system’s performance: the former concerns the service, 
its disruption, and its restoration after the disruption; the latter characterizes the system’s 
structural behavior when subject to hazards or loading. Nonetheless, they are closely 
related through the underlying physical system states. In general, when characterizing the 
system’s performance, numerous demand parameters extracted from dynamic responses of 
the system can be used and characterized. When describing the system’s functionality, a 
demand parameter that is most relevant to the functionality of concern is selected. 
Depending on the system application, the type of functionality measurers vary. For 
example, the space availability, throughput traffic, water production capacity, power 
delivered, and quality of life are considered for buildings, highway bridges, water treatment 
plants, electric power distribution, and community, respectively (Ayyub, 2014). In the 
following, first, the relevant demand modeling is introduced, followed by the bridge-
oriented functionality restoration modeling adopted in this Chapter.  
3.6.1 Demand Modeling 
The recovery function relies on the quantification of system damage states, which 
are in turn expressed as system demands. Probabilistically, this is identical to probabilistic 
demand hazard modeling in the PBE literature. The demand hazard model for the conjunct 
seismic and scour hazard is proposed in Equation (2.14). Also, to reflect both local 
structural damage and global failure, an integrated piecewise continuous damage-state 
definition expressed in Equation (2.15) is used. It is stated that this treatment, compared 
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with the treating of considering either the local deformation or global displacement 
demands alone, can better correlate with the bridge’s functionality. 
3.6.2 Functionality and Restoration Modeling  
Researchers have proposed a number of functional forms that describe the post-
disruption functionality of damaged structures in accordance with restoration activities 
(Karlaftis et al., 2007; Orabi et al., 2010; Shiraki et al., 2007).  It is generally agreed that 
functionality is a stochastic dimensionless function of time, structural vulnerability, and 
recovery process. The analytical definition of functionality defined in (Bocchini & 
Frangopol, 2012b) is adopted herein: 
 |(& > &T) = |(&Tw) + E(& − 	&T − 	Y, 	)DWMr P
)2	)/2	>$	
>>
Q (|(&W) − 	|(&T))       (3.34) 
where |(&) is time-dependent functionality; |(&T) = |W is the drop of functionality due 
to extreme hazard event or residual functionality; |(&W) = |) is the functionality at the end 
of the recovery time interval or target functionality; E(∙) is the Heaviside step function that 
takes the value of 0 for a negative argument and 1.0 for a positive argument, Y, = &T − &W, 
is the idle time interval, during which the bridge functionality remains constant until 
recovery initiation time &W,; YW is the duration of the recovery; and DWMr(∙) is the restoration 
function describing the post-event restoration process.    
There are numerous different uncertainties associates with restoration actions and 
recovery completion processes, including available resources, use of technologies, 
engineering judgments, and management strategies. As such, based on the bridge’s damage 
states, one can estimate random recovery duration using continuous probability 
distributions. The most commonly used restoration functions in engineering systems are 
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presented in Table 3.4. In HAZUS99, the damage-based functionality restoration process 
is modeled using a normal CDF (FEMA, 2009). Shinozuka et al. (2008) proposed a uniform 
CDF to simulate the recovery process (Shinozuka et al., 2008). In this study, both normal 
and uniform CDFs are used for the stochastic simulation as shown in Figures 3.8(a and b). 
It is noted that further research is needed to consider the size and importance of bridges in 
functionality recovery analysis.  
It is noted that the resilience index is not considerably affected by the recovery 
duration, given the negligible idle time (Y, ≅ 0) and the time horizon equaling to the 
recovery time (&S = YW), and residual functionality is the most influential parameter. For 
example, in the case of the linear recovery function with a full-level functionality 
(|) = 1.0), the resilience and robustness quantities are simplified to +M = 0.5(|W + 1) 
and ÅW = 1 − |W YW⁄ , respectively.  
Given the integrated system demands defined in Equation (2.15), then it is 
necessary to translate the demand into a variable functionality, i.e., the |(. ) functions in 
Equation (3.34). Travel time and throughput to bridges are the most common traffic-related 
functionality indicators of transportation infrastructure. Omer et al. (2011) used the travel 
time to estimate the networked infrastructure resilience of entry points of Manhattan (Omer 
et al., 2011).  The throughput is presented as an effective measure to assess the rail-based 
freight transportation system’s resilience to disaster events, including floods, earthquakes, 
and terrorist attacks (X. Zhang & Miller-Hooks, 2015). Similarly, traffic-carrying capacity 
for bridge system functionality analysis has been presented in many research works (Decò 
et al., 2013; Dong & Frangopol, 2016; A. Guo et al., 2017; Karamlou & Bocchini, 2016; 
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Padgett & DesRoches, 2007; W. Zhang et al., 2017). To define bridge damage-
functionality relationship, the traffic flow functionality model associated with the 
considered damage states can be expressed through the following form 
 |:8(]) =
=M
N (x,yzOP)
=M
 (3.35) 
where §:t (], ±*) is the post-event time-dependent average daily traffic (ADT) of the link 
that is usually expressed in discrete-valued tables in literature, ] = )2	)/2	>$	
>>
 is the 
normalized time variable ranges from 0 to 1, and §: is bridge ADT at the full functionality, 
and XL./ is the integrated damage index from Equation (2.15).   
For example, Shinozuka et al. (2008) assumed 100%, 25%, and 10% link traffic 
throughput for minor, moderate, and collapse damage states, respectively (Shinozuka et 
al., 2008).  
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Figure 3.8 Recovery curves for highway bridges for different damage states (DS) (a) 
FEMA using a normal distribution (N); and (b) Shinozuka’s using uniform distribution 
(U). 
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3.7 Numerical Application 
3.7.1 Implementation 
The bridge is designed to have a service life of 75 years. The corrosion-induced 
capacity degradation of the bridge structure is assumed to only occur in the columns and 
pile foundations because the superstructure deterioration does not considerably contribute 
to the seismic responses. By considering the loss of the cross-sectional area and the 
decrease of the yield strength of the reinforced bars, the finite element (FE) model of the 
deteriorating bridge was also built according to the corrosion onset model and structural 
deterioration model as described above. More details about the bridge FE model using 
OpenSees can be found in Badroddin and Chen (2020). 
Latin hypercube sampling (LHS) (McKay et al., 1979) is one of the most widely 
used random sampling methods for uncertainty quantification, as it allows the reduction of 
the number of required samples to reach a certain level of confidence. This capability is an 
essential advantage when one needs to conduct a nonlinear stochastic FE simulation, which 
is computationally prohibitive when the simulation has to be repeatedly conducted. To 
proceed, the author of this thesis defines ≈{|, ∆}~,{|, «Ä,{|, »Ä,{|, …~,|Å{, and  Ç,|{	as matrices 
including maximum moment magnitude, hypocentral distance, average shear-wave 
velocity, scour depth, steel yield strength, and concrete compressive strength, respectively. 
The subscripts ) and À denote )th event throughout the bridge lifecycle and Àth scenario. 
Note that the expected value of time-variant scour depth, concrete and reinforcement 
strengths are estimated at the corresponding occurrence time of maximum earthquake 
moment magnitude.  
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For this Chapter, 15 events over the bridge system’s lifetime and 1000 scenarios 
() = 1,… ,!MÉ = 15, À = 1,… ,!8rMG = 1000) are considered. The total number of FE 
simulations is !?w = !8rMG × !MÉ = 1000 × 15 = 15000. In Chapter 4, the lifecycle 
resilience is quantified with consideration of scour countermeasures. 
Table 3.5 presents the distribution parameters of the random variables associated 
with the recovery model used in this study to quantify lifecycle resilience. Such variables 
include recovery duration, residual functionality, and idle time interval. The residual 
functionality based on post-event throughput traffic is quantified by mapping the damage 
state to a value between 0 and 1.0 using a triangular distribution. The recovery duration is 
estimated using normal and uniform distributions, as discussed previously. The idle time 
interval ranges from 1 to 2 months using a uniform distribution.  
3.7.2 Discussion 
It is worth mentioning that the median and standard deviation of the distribution of 
normalized concrete and steel strengths increase over time as shown in Figures 3.7(a and 
b). It means that the obtained distributions cover a wider range of values as time increases, 
indicating more uncertainty. Time-variant material properties input the FE model, 
depending on corrosion initiation and earthquake occurrence times.  
Figure 3.9 illustrates how interactions of accumulative (scour and corrosion 
deterioration) and sudden (seismic) hazards result in resilience degradation. It also reveals 
the necessity of implementing SC either at the beginning of the construction (i.e., surface 
placement) or throughout the early years of river-crossing RC bridges (i.e., scour hole 
placement). 
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This Chapter facilitates the practical decision-making process for civil engineers to 
perform a resilience-based analysis of bridge systems subjected to concurrent natural 
hazards, including earthquakes, flood induced scour, and corrosion. It is noted that the 
proposed methodology is based on the following practical assumptions: accumulative 
damage is implicitly considered as a capacity degradation including concrete and steel 
reinforcement properties; full structural replacement actions are controlled by functionality 
threshold |WMY = 10%, and returns system to a condition as-built; no matter how large 
earthquake magnitude is, a post-disaster intervention (minor and major repair) is always 
carried out and not regulated by damage threshold, which returns the system to a pre-event 
condition; and lastly, the recovery process and earthquake occurrence are mutually 
exclusive. This means that seismic shocks do not disrupt the functionality recovery 
activities and system state. 
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Figure 3.9 Probability of exceedance the bridge resilience under earthquake, corrosion 
and flood-induced scour hazards.   
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Table 3.4 Analytical expressions of post-disaster recovery functions. 
Recovery function Description Symbol Reference 
! Linear ! = !"	!!"	$"	$#   (Cimellaro et al., 2010b) 
0.5(1 − cos(,!)) Trigonometric - (S. E. Chang & Shinozuka, 2004) 
."%('"() Exponential-positive /	: shape parameter (Biondini et al., 2015) 
1 − ."%( Exponential-negative /	: shape parameter (C Kafali & Grigoriu, 2005) 
1
1 + ."*(("+) Sigmoidal a and b: shape parameters (Vishwanath & Banerjee, 2019) 
Φ3! − 4!,-.5!,-.
6 Damage-based normal CDF 4!,-., 5!,-.: mean and standard deviation for the given ds  (Hazus-MH, 2011) 
89!/01,-., !/*2,-.: Damage-based uniform distribution 
!/01,-., !/*2,-.: lower and 
upper bounds for the given ds (Shinozuka et al., 2008) 
 
 
 
Table 3.5 Descriptive statistics of random variables associated with the recovery model (N(μ, σ) denotes the normal 
distributions with mean μ and standard deviation σ). 
Note: N: Normal distribution; U: Uniform distribution; T: Triangular distribution                                             
Symbol Description Damage State Reference Minor (DS1) Moderate (DS2) Major (DS3) Complete (DS4)  
;3  Recovery duration (day) 
N(0.6, 0.6) N(2.5,2.7) N(75.0,42.0) N(230,110) After ATC-13, 1985 
U(10,150) U(20,200) U(60,250) U(75,300) (Shinozuka et al., 2008) 
<3  Residual functionality  T(0.5,1.0,0.75) T(0,0.5,0.25) T(0,0.2,0.1) 0 
(Decò et al., 
2013) 
T(1,1,1) T(0.25,0.5,0.75) T(0.1,0.25,0.5) T(0.1,0.25,0.5) Shinozuka, 2005 
;0 Idle time interval (month) U(1,2) U(1,2) U(1,2) U(1,2) (Decò et al., 2013) 
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3.8 Conclusions 
This Chapter focuses on bridge performance under the impacts of seismic, flood-
induced scour, and material deterioration. A lifecycle resilience framework is proposed 
that incorporates uncertainties in a lifecycle of a river-crossing bridge, including seismic 
moment magnitude and occurrence, hydraulic discharge rates and scour depth, material 
properties and corrosion rates, and post-disruption residual functionality and recovery 
duration. The seismic events are generated using the Poisson-based model to simulate 
synthetic ground motions. The stochastic hydrograph-based model is utilized to estimate 
flow peak discharge, upstream velocity, and time-variant scour depth. The LHS technique 
is used to conduct the stochastic simulation of the bridge system. The corrosion 
deterioration causes the structural capacity to decrease. To ascertain the variability 
associated with the bridge location and environmental exposure conditions, time-variant 
concrete and steel strengths are required to be considered probabilistically.  
The research findings present that the interactions of accumulative (scour and 
corrosion deterioration) and sudden (seismic) hazards result in resilience degradation. It 
also reveals that scour plays a key role in the reduction of the probability of exceeding the 
resilience index. As such, the lifecycle resilience quantification highlights the necessity of 
implementing scour countermeasures either at the beginning of the construction (i.e., 
surface placement) or throughout the early years of river-crossing RC bridges (i.e., scour 
hole placement). The contribution of scour countermeasures to resilience enhancement is 
presented in the next chapter.  
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EFFECT OF SCOUR COUNTERMEASURE ON RESILIENCE OF RIVER-
CROSSING BRIDGES 
4.1 Introduction 
For river-crossing bridges, SCs have a remarkable role in mitigating stability-
related failure due to foundation scour and have been commonly used in practice for 
ensuring bridge integrity (P. Lagasse et al., 2009). The findings of this research, including 
Figure 3.9, reveal how cumulative scour depth results in lifecycle resilience degradation 
and suggest the necessity of implementing SC. In this regard, riprap, as the most common 
SC method, can be placed for the pier scour protection of river-crossing bridges either at 
the beginning of the construction on the surface of the channel bed (i.e., surface placement) 
or throughout their service life in pre-existing scour hole (i.e., scour hole placement) (Peter 
Frederick Lagasse, 2007). Table 4.1 lists some prevalent techniques used for local scour 
protection in the U.S. 
 
 
Table 4.1 Case study bridges in the U.S. with scour countermeasures (Lagasse 2007). 
Method Bridge number River/Channel Location 
Riprap 
B-839S California Wash Nevada 
B-420 Piute Wash Nevada 
G-04-BA Colorado River Colorado 
Grout-Filled Mattresses Avenue 20E, 45E Gila River Arizona 
Gabion Mattresses B 37-0176 Guadalupe River California 
Concrete Armor Units Bridge 45 Marshall County Kentucky 
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Dong and Frangopol (2016) presented the seismic, scour, and climate change 
effects on the lifecycle resilience of RC bridges. In their study, the authors did not consider 
the effect of SC on resilience enhancement. Bocchini and Frangopol (2012) discussed the 
restoration activities associated with the bridges of a transportation network under seismic 
hazard. They provided a multi-criteria optimization to maximize network resilience, 
minimize overall restoration costs, and minimize recovery duration.  In their optimization 
procedure, the context of lifecycle resilience and SC contribution have not been discussed 
(Bocchini & Frangopol, 2012a). Table 4.2 summarises efforts that have been recently done 
to assess the performance and resilience of RC bridges subjected to natural hazards. Due 
to the crucial effectiveness of SCs on resisting scour and the fact that many bridges in 
service do not have SCs, practitioners desire an objective decision-making analytic tool 
that can quantify their effectiveness in the resilience context. However, the significance of 
SCs to the river-crossing bridge resilience has not been revealed to this date. To the best 
knowledge of the authors, no study assesses the lifecycle resilience of river-crossing RC 
bridges subjected to multiple hazards considering the adoption of SCs. 
This Chapter is organized into two major parts: SCs and nonparametric pattern of 
time-variant resilience. First, the author introduces the scour countermeasure (SC) 
methods, design parameters, and case studies. The contribution of SC to lifecycle resilience 
enhancement of river-crossing bridge systems are evaluated using the proposed exceeding 
probability approach. To this end, a typical SC (i.e., riprap as illustrated in Figures 4.2 and 
4.3) is considered by choosing different service times. Three different measurement 
alternatives, !!" = 10	&'(), !!" = 30	&'(), and non-SC, are implemented to assess 
lifecycle resilience. Second, the resilience distributions show nonparametric shapes, 
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arbitrary multi-modes, and nonstationary nature. Under this circumstance, it is not 
straightforward, or it is even erroneous if one uses a moment-based metric (i.e. mean, 
median) to characterize resilience. As such, a nonparametric distance-based metric is 
proposed to specify multimodal distributions of resilience.  
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Table 4.2 Review of studies in the context of bridge performance and resilience 
assessment 
Reference Hazards Objective SC/Retrofit Analysis period 
(Akiyama et al., 2020) 
Earthquake, 
tsunami, and 
corrosion 
Reliability, risk, 
and resilience 
analyses 
 
N/A lifecycle  
(Ranjkesh et al., 2019) 
Earthquake, 
scour, and 
corrosion 
Fragility analysis Pier retrofit Lifecycle  
(Yang & Frangopol, 
2019) 
Earthquake and 
corrosion Resilience analysis 
Seismic 
retrofit Lifecycle  
(Vishwanath & 
Banerjee, 2019) 
Earthquake and 
corrosion Resilience analysis N/A Lifecycle  
(Sharma et al., 2018) Mainshocks and aftershocks Resilience analysis N/A 100 days 
(Andrić & Lu, 2017) Earthquake Resilience analysis N/A Single event 
(Chandrasekaran & 
Banerjee, 2016) 
Earthquake and 
scour  
Resilience analysis, 
and  optimization Retrofit  Single event 
(Bisadi & Padgett, 
2015) Earthquake Cost analysis N/A Lifecycle  
(Biondini et al., 2015) Earthquake and corrosion Resilience analysis N/A Lifetime 
(Dong & Frangopol, 
2015) 
Mainshock and 
aftershocks 
Risk and resilience 
assessment N/A 600 days 
(Zhenghua Wang, 
Padgett, et al., 2014) 
Earthquake and 
scour 
Risk-based design 
approach N/A N/A 
(Venkittaraman & 
Banerjee, 2014) Earthquake Resilience analysis 
Seismic 
retrofit Single event 
(Kameshwar & 
Padgett, 2014) 
Earthquake and 
hurricane Risk assessment N/A Annual 
(Yafei Ma et al., 2013) Corrosion 
Strength 
degradation 
assessment 
N/A Lifetime 
(Decò et al., 2013) Earthquake Resilience analysis N/A Single event 
(L. Chang et al., 2012) Earthquake Retrofit planning  Seismic retrofit Single event 
(Bocchini & 
Frangopol, 2012b) Earthquake 
Resilience and 
restoration 
optimization 
Seismic 
retrofit 2 years  
    N/A: Not Applicable. 
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Table 4.2 Continued 
Reference Hazards Objective SC/Retrofit Analysis period 
(Akiyama et al., 2011) Earthquake and corrosion Reliability analysis N/A Lifecycle  
(Azadeh Alipour et al., 
2011) 
Earthquake and 
corrosion 
Performance 
evaluation N/A Lifecycle  
(Zhou et al., 2010) Earthquake Cost analysis Seismic retrofit Lifecycle 
(Michael P Enright & 
Frangopol, 1998) Corrosion 
Resistance 
degradation N/A Lifetime 
   N/A: Not Applicable. 
 
 
 
4.2 Methodology 
The difference between this Chapter and Chapter 3 is the consideration of SC. To 
evaluate countermeasure effects, SC is discussed in the lifecycle resilience assessment in 
this Chapter. As such, Scour countermeasures are treated as a discrete event that can be 
adopted at a variable time in a bridge lifecycle. This, therefore, enables parametric studies 
of the SC effects on system resilience. The probabilistic resilience parameters, including 
residual functionality, recovery duration, and idle time interval for each SC alternative, are 
estimated to quantify the lifecycle bridge resilience. A flowchart summarizing the proposed 
methodology is shown in Figure 4.1.  
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Figure 4.1 Flow chart of the proposed framework for multi-hazard resilience assessment 
considering scour countermeasure 
 
 
 
 
4.3 Scour Countermeasure 
Several studies have been conducted to investigate the various techniques to control 
local scour around river bridge piers (Peter Frederick Lagasse, 2007; C. Wang et al., 2017). 
Johnson et al. (2004) present an experimental risk-based classification to rank and select 
the appropriate SC (Peggy A Johnson & Niezgoda, 2004). Pearson et al. (2000) propose a 
model based on the National Bridge Inventory (NBI) reported by FHWA to provide 
decision-making information to help owners of scour-critical bridges select various levels 
of countermeasure (Pearson et al., 2000). The most widely used treatment for protecting 
bridge piers from local scour is riprap due to its convenience and low cost (Froehlich, 2013; 
Peter Frederick Lagasse, 2007). Numerous scholars developed frameworks to assess the 
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reliability and stability of riprap design (Karimaei Tabarestani & Zarrati, 2019; Unger & 
Hager, 2006).  
Design and installment of an SC require knowledge of river bed and foundation 
material; flow conditions including velocity, depth and orientation; pier size and shape; 
riprap characteristics of size, density, and durability; and the type of interface material 
between the riprap and underlying foundation.  One of the most important design 
specifications is the median riprap size ,#$ using the rearranged Isbash equation and can 
be expressed as  (P. Lagasse et al., 2001; E. V. Richardson & Davis, 1995) 
	 ,#$ =	
$.&'(	*!"#
$
(!%,-)(/
	 (4.1)	
where -012 is design velocity for local conditions at the pier (m/s) that is given by 
-012 =	.-.(-34/, where  -34/ is the section average approach velocity upstream of the 
bridge (m/s), .- is the shape factor equal to 1.5 for round-nose piers and 1.7 for square-
edged piers, and .( is the velocity adjustment factor for location in the channel (ranges 
from 0.9 for pier near the bank in a straight reach to 1.7 for pier located in the main current 
of flow around a sharp bend); Sg is the specific gravity that is given by the ratio of the 
density of a single rock particle to the density of water, and g is the acceleration due to 
gravity (m/s2).  
Table 4.3 provides recommended gradations for ten standard classes of riprap based 
on the median riprap size ,#$ from Equation (4.1) and median equivalent particle weights 
W50. 
 
 
  
  
112 
 
Table 4.3 Size and weight gradations for 10 standard classes of riprap (Lagasse 2006). 
Class Nominal particle properties W50 d50 Weight (lb) Size (in) Min Max Min Max 
I 20 6 15 27 5.7 6.9 
II 60 9 51 90 8.5 10.5 
III 150 12 120 210 11.5 14.0 
IV 300 15 240 420 14.5 17.5 
V 500 18 410 720 17.0 20.5 
VI 750 21 650 1150 20.0 24.0 
VII 1000 24 950 1700 23.0 27.5 
VIII 2000 30 1900 3300 28.5 34.5 
IX 4000 36 3300 5800 34.0 41.5 
X 6000 42 5200 9200 40.0 48.5 
 
 
Riprap should be placed in a pre-excavated hole around the pier so that the top of 
the riprap layer is level with the ambient channel bed elevation. Placing the top of the riprap 
flush with the bed is ideal for inspection purposes and does not create any added obstruction 
to the flow. Based on information derived primarily from (Peter F Lagasse et al., 2007), 
the optimum performance of riprap as a pier scour countermeasure was obtained when the 
riprap extended a distance of 2 times the pier width in all directions around the pier: 
 /567 ≅ 1
237 for	circular	pile
2>7 for	rectangular	pile
 (4.2) 
where /567 is the optimum riprap length in each side of pile (m), and 37 is the pile diameter 
(m), and >7 is the pile width which is normal to the water flow. 
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Figure 4.2 Plan view of scour countermeasure design parameters 
 
 
 
The riprap layer should have a minimum thickness (B869) of 3 times the ,#$ size of 
the rock for surface placement and when placement must occur underwater, the thickness 
should be increased by 50%. However, when contraction scour through the bridge opening 
exceeds 3,#$, the thickness of the riprap must be increased to the full depth of the 
contraction scour depth (SD) plus any long-term degradation.  
 B869 =
⎩
⎪
⎨
⎪
⎧
3	,#$	 if	SD ≤ 3d#$	 		and	surface	placement	
4.5,#$ 	if	SD ≤ 3d#$	 	and	underwater	placement
Q3 if	SD > 3d#$	
 (4.3)	
A filter layer is typically required for riprap at bridge piers. The filter should not be 
extended fully beneath the riprap; instead, it should be terminated two-thirds of the distance 
from the pier to the edge of the riprap. The granular and geotextile filters are the most 
common kinds of filters in conjunction with riprap. The filter must retain the coarser 
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particles of the subgrade while remaining permeable enough to allow infiltration and 
exfiltration to occur freely. For more detail, see (P. F. Lagasse, 2007). 
	 /:6;<15 = 2 3S 	/567	 (4.4)	
where /:6;<15 and /567 are the filter length (m) and the riprap length (m) on each side of the 
pile. Table 4.4 lists the riprap design parameters used in this study.  
 
Table 4.4 Riprap design parameters. 
Symbol Description  Value Unit 
Sg Stone specific gravity 2.65 - 
Vavg Average upstream velocity  2.0 m/s 
K1 Shape factor 1.5 - 
K2 Velocity adjustment factor 1.2 - 
Vdes Design velocity 6.75 m/s 
d50 Median particle diameter 0.28 m 
class Standard class of riprap VIII - 
lrip Riprap length at each side of the pile 4 m 
lfilter Filter length at each side of the pile 2.67 m 
tmin 
Minimum riprap layer thickness of surface placement 0.83 m 
Minimum riprap layer thickness of underwater placement 1.26 m 
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Figure 4.3 Schematic configuration of typical riprap scour countermeasure: (a) surface 
placement; and (b) scour hole placement. 
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4.4 Time-dependent Multi-hazard Modeling 
The T=>?, U@AB,=>?, VD,=>?, WD,>?=, XA,>?=, and YE,>?=	are defined as three-dimensional 
matrices including maximum moment magnitude, hypocentral distance, average shear-
wave velocity, scour depth, steel yield strength, and concrete compressive strength, 
respectively. The subscripts Z, [, and \ denote Zth event throughout the bridge lifecycle, [th 
scenario, and \th measurement alternative, respectively. For this Chapter, 15 events over 
the bridge system’s lifetime and 1000 scenarios, (Z = 1,… ,_14 = 15, [ = 1,… ,_2F19 =
1000, \ = 1,… ,_!" = 3) are considered. The total number of FE simulations is _GH =
_2F19 × _14 × _!" = 1000 × 15 × 3 = 45000. A typical SC (i.e., riprap as illustrated in 
Figure 4.3(b)) is considered by choosing different service times. Three different 
measurement alternatives, !!" = 10	&'(), !!" = 30	&'(), and non-SC, are considered 
herein to assess lifecycle resilience. 
Figures 4.4 to 4.7 present realizations of random inputs for finite element analysis. 
The moment magnitudes are generated using the bounded Gutenberg-Richter recurrence 
(G-R) law (Equation 3.5) in the San Francisco Bay Region. The corresponding PGAs are 
estimated using synthetic ground motion developed by Yamamoto et al. (2013) as 
previously described in 3.3.2. The scour depths associated with earthquake occurrence time 
are predicted using stochastic hydrograph-based model, the b-$$ − b#$$ approach. The 
annual peak flow discharge rates recorded for Shasta County, California, collected from 
the USGS website are used. The time-dependent steel dI(B) and concrete strength dFJ(B)	are 
estimated using corrosion initiation and propagation models previously mentioned in 
Section 3.5.  
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Figure 4.8(a-c) show the lognormal probability distributions of scour depth &2, 
corrosion initiation time !6, and PGA from 45000 realizations, respectively. Note that the 
mean values from the Monte Carlo simulation are shown in Figures 4.8(a) and 4.8(b).  
 
 
Figure 4.4 A realization of the maximum magnitude of a random scenario 875 at each 5-
year time interval using the HPP; (BK, M) represent maximum moment magnitude within 
the 5-year interval and is the corresponding occurrence time. 
 
 
 
Figure 4.5 A realization of PGAs of a random scenario 875 from the synthetic ground 
motion at the corresponding earthquake occurrence time 
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Figure 4.6 A realization of time-dependent scour depths of a random scenario 875 at the 
corresponding earthquake occurrence time  
 
 
 
 
 
Figure 4.7 A realization of time-dependent strengths for a random scenario 875 at the 
corresponding earthquake occurrence time (a) concrete compressive strength; and (b) 
steel yield strength 
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Figure 4.8 PDFs of samples of (a) scour depths; (b) corrosion initiation time !6; and (c) 
PGAs.   
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4.5 Scour Countermeasure Effects 
The proposed exceeding probability approach is used to evaluate the SC effect on 
the lifecycle resilience of the river-crossing bridge system as previously described. The 
POE and frequency percentage associated with each lifecycle measurement alternative are 
shown in Figure 4.9(a and b). Accordingly, adopting SCs can lower the potential damage 
at all levels, especially more significantly for the moderate- and major-damage limit states. 
Table 4.5 lists the values of the integrated damage index 3e!L, for different bridge damage 
states. A damage index between 1.0 and 2.0 is associated with DS1, indicating minor 
damage. Conversely, damage index equals or greater than 6.0 denotes that the bridge is 
categorized as DS4, collapse, or completely damaged.  
Time-varying resilience distributions do not fit neatly into parametric patterns and 
show arbitrary behavior. Further discussion on multimodal behavior of resilience 
distributions at different time intervals is found in the next section. Figure 4.10(a) illustrates 
the histogram of resilience for pre-SC and post-SC at 10 years. The lifecycle resilience 
distribution for non-SC and SC at 10 years measurement alternatives are shown in Figure 
4.10(b). As described previously, 15000 FE simulations are considered for each alternative.  
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Figure 4.9 Scour countermeasure effect on (a) frequency percentage of bridge’s different 
damage states; and (b) probability of exceedance of the integrated damage index.  
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Figure 4.10 Histogram of life-cycle resilience (a) resilience before and after adopting SC 
at 10 years; and (b) bridge resilience considering Non-SC and SC at 10 years alternatives. 
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By conducting a numerical experiment on a representative bridge, the results 
indicate that adopting riprap-based SC plays a more significant role in improving system 
resilience, particularly at achieving high resilience index values (i.e., greater than 80%). 
Figures 4.11(a and b) show the empirical complementary CDF of resilience index using 
normal and uniform recovery duration distributions, respectively, described in Table 3.5. 
In both POE illustrations, the results show that countermeasure at year 10 makes more 
contribution to reducing damage potential and improving resilience than that of the year 
30 alternative.  The primary reason is that scour in cohesive soils reaches its high depths in 
the early years.  
As shown in Table 4.5, adopting SC at year 10 reduces the POE the minor, 
moderate, major, and complete collapse damage states 11.9%, 14.6%, 5.5%, and 1.8%, 
respectively. It can be deduced that the placement of rock riprap is an effective mitigation 
strategy to protect the bridge from low-probability and high-consequence hazard events. 
Additionally, SC at year 10 is 2.3% more successful in comparison with year 30 in terms 
of reducing the overall POE the damage of the bridge (Table 4.5).  
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Figure 4.11 Scour countermeasure effects on bridge’s resilience (a) FEMA; and (b) 
Shinozuka’s approaches. 
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Table 4.5 Probability of exceeding (%) the damage states for different measurement 
alternatives. 
Damage state Measurement alternatives Non-SC !!" = 10	year !!" = 30	year 
Minor damage (DS1) 
1 ≤ 3e!L < 2 
75.3 63.4 66.1 
Moderate damage (DS2) 
2 ≤ 3e!L < 4 
40.9 26.3 30.1 
Major damage (DS3) 
4 ≤ 3e!L < 6 
10.6 5.1 6.9 
Collapse (DS4) 
3e!L ≥ 6 
2.7 0.9 1.7 
 
 
 
 
4.6 Conclusions 
In this Chapter, a probabilistic framework is developed to assess the resilience of 
bridge systems under seismic, hydraulic scour, and corrosion impacts and evaluate the 
beneficial effects of a typical scour countermeasure (riprap) at variable service times. To 
river-crossing bridges, one of the essential hazard mitigation strategies is scour 
countermeasures, and the framework is designed to reveal how scour countermeasures 
contribute to resilience enhancement in the lifecycle context. The outcomes of the 
numerical experiment reveal the positive and distinct effects of implementing SCs at 
different lifecycle intervals, which can assist civil engineers in managing river-crossing 
bridges that are subject to hydraulic scour and demand timely countermeasures. However, 
a multi-objective optimization study considering minimizing cost and maximizing 
resilience is required to determine the optimal time instant for adopting an SC. In this 
Chapter, by considering the timing of an SC in the context of lifecycle resilience only, a 
simplified treatment is adopted, namely discretely calculating the system resilience at a 
select SC timing. By jointly considering both the time-varying cost and the lifecycle system 
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resilience, one may need to solve the problem in a continuous domain that may demand 
nonlinear dynamic programming based optimization. It can be deduced that the placement 
of rock riprap is an effective mitigation strategy to protect the bridge from low-probability 
and high-consequence hazard events. 
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TIME-VARYING RESILIENCE QUANTIFICATION USING NONPARAMETRIC 
DISTANCE METRICS 
 
5.1 Introduction 
The National Institute for Standards and Technology (NIST) (McAllister, 2015) 
defines resilience as “the ability of a community to prepare for anticipated hazards, adapt 
to changing conditions, and withstand and recover rapidly from disruptions.” By applying 
this concept to a constructed system, e.g., a civil structure and an infrastructure system, it 
describes the designed functionality while the system is exposed to service or hazardous 
loadings, some of which are extreme hence degrade the functionality that is expected to be 
bounced back. Therefore, by placing the time axis for such variable functionality or more 
collectively, the notion of resilience is time-varying in nature. Further, in light of the 
discrete nature of hazards particularly extreme events in time, the notion of resilience in a 
system’s lifecycle can be described as multi-phase as well (e.g., pre-disaster degrading and 
post-disaster recovery).  
This perspective gives the necessary context for quantifying the resilience of a 
constructed system following natural and human-caused hazards over time, specifically the 
necessity of measuring how resilience changes at a lifecycle time of interest. Other 
researchers have attained a similar view. For example, Moreno et al. stated that resilience 
quantification requires a time-varying model that can investigate the system states before 
(pre-disturbance phase), during (disturbance progress phase), and after (post-disturbance 
degraded, restorative, and post-restoration phases) the extreme events (Moreno et al., 
2020). The time horizons in resilience quantification play a key role in resilient assessment 
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against adverse consequences of natural hazards. Numerous efforts have focused on 
resilience assessment of a specific type of structure or infrastructure following a hazard in 
a short period, typically from 6 to 24 months, including school buildings (Samadian et al., 
2019), healthcare facility (Q. Shang et al., 2020), highway bridges (Dong & Frangopol, 
2015), transportation networks (Bocchini & Frangopol, 2012a; W. Zhang et al., 2017), 
electrical power systems (Lagos et al., 2019), and hospital networks (Cimellaro et al., 
2010a). However, there have been a few efforts that address time-variant resilience 
throughout the system’s design life (Biondini et al., 2015; Capacci & Biondini, 2020; Liu 
et al., 2020; Pang et al., 2020; Vishwanath & Banerjee, 2019; Yang & Frangopol, 2019).  
Among these efforts above, although resilience measurement is pursued by 
different types of systems under different hazards, a common characteristic is to find a 
quantity that can measure the resilience capacity of a system or can be taken as a proxy to 
reflect how resilient the system is. As generally adopted in the literature [e.g., (Bocchini et 
al., 2014; Cimellaro et al., 2010a)], resilience is measured by calculating the normalized 
geometric area under a functionality profile over a time interval. Mathematically, the 
resilience of a system is mathematically expressed as 
	 j(Ε6) =
∫ N	(<)	0<
&',)*+,
&' 	
O,
		 (5.1) 
where lBK,6 , BK,6 + !Pn defines the time interval for measuring the resilience, BK is the event 
occurrence time of a single extreme event Ε6 , and !P is the time horizon (also called control 
time, often a constant set based on the type of the events); j(Ε6) is the resilience that ensues 
from an event Ε6; b(B) is the time-dependent functionality under the recovery function in 
the range [0,1], defined over the duration defined from BK,6 to BK,6 + !P,6. As b(B) is 
bounded by 0 and 1, and Equation (5.1) is normalized over the control time, the resilience 
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quantity j(Ε6) ranges within [0, 1] as well. The resilience measure defined in Equation 
(5.1) provides a principled approach to system resilience quantification. More specifically, 
it implicitly connects with the so-called ‘4-R’ properties of a system (Bruneau et al., 2003). 
At the time to,i, the value bqBK,6r reflects the remaining functionality of the system and 
1 − bqBK,6r reflects the functionality loss; hence bqBK,6r is related to the system 
redundancy and robustness. Within the interval lBK,6 , BK,6 + !Pn, the slope of bqBK,6r (or its 
first-order derivative) measures the rapidity of the functionality recovery, and the overall 
tendency of bqBK,6r and the total recovery time implicitly depends on the resourcefulness 
of the system and the system’s stakeholders. Figure 5.1 illustrates the properties of an 
engineered system subjected to progressive and sudden hazards.  
 
 
 
Figure 5.1 Properties of a system resilience under progressive and sudden hazards 
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It is further noted that by introducing the discretized event notion of Ε6 over a 
lifecycle, one can statistically investigate how the resilience varies against time based on a 
set of resilience measurements {j(Ε6)}. The value of  j(Ε6) itself, when it is calculated as 
a scalar quantity, quantifies how much the resilience it is. However, challenges arise from 
the necessity of treating uncertainties. Traditional challenges exist as they are in conducting 
system reliability analysis that one needs to model uncertainties from materials and hazard 
loadings. More significantly related to lifecycle analysis, the time-varying nature of 
material degrading (e.g., concrete strength), boundary condition (e.g., scour), and the 
stochastic occurrence of extreme events (e.g., earthquakes) need to be modeled. 
Nonetheless, the authors argue that the unique challenge of quantifying lifecycle system 
resilience lies in treating the uncertainties associated with the recovery functions, which 
interweaves uncertainties that arise from the physical system being restored, the 
technologies adopted, the social and organizational resources at hand for the stakeholders, 
and finally, decisions that impact the system performance. More specifically, the recovery 
function remarkably relies on the underlying resourcefulness, which itself is a 
conglomerate concept spanning the physical, technical, and socioeconomic dimensions.  A 
direct consequence is that it is unknown to this end that how the distribution of such a 
resilience measure defined in Equation (5.1) can manifest due to all these uncertainties.  
A limited number of efforts investigated the time-varying statistics of a resilience 
measure, e.g., the mean or variance of resilience, to characterize the time-dependent 
variability of resilience. In (Biondini et al., 2015; Capacci & Biondini, 2020; Liu et al., 
2020; Pang et al., 2020; Vishwanath & Banerjee, 2019; Yang & Frangopol, 2019), the 
authors created a trend line fitted to the mean or median values of the resilience 
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measurements to reflect time-varying resilience variances. However, this simple treatment 
lacks mathematical rigor when one is required to answer quantitatively if the system 
becomes more resilient or less resilient, due to either physical, technical, or socioeconomic 
factors or decisions.  
In this Chapter, the authors aim to develop a novel framework for quantifying 
resilience variations, such that migrating system resilience for a system, not only itself 
quantified, but also is quantitatively comparable when critical factors are changed during 
the lifecycle of an engineered system. Especially, the authors test the framework by 
considering a river-crossing bridge system that is subject to seismic earthquake events, 
time-varying material degradation and scour conditions, and more significantly, the 
possibility of adopting scour countermeasures. The rest of this Chapter is organized as 
follows. The multimodal pattern of resilience distributions of the river-crossing bridge 
system at different lifecycle time intervals is presented. The proper distance metrics are 
analytically and schematically introduced for measuring dissimilarity of time-variant 
resilience distribution functions and histograms. The different recovery functions are used 
to simulate the functionality restoring process following seismic, flood-induced scour, and 
chloride-induced corrosion hazards. Then, commonly used distance metrics are introduced 
to calculate the time-variant resilience distributions. Finally, the proposed new distance-
based approach is numerically applied to a river-crossing bridge system case study under 
multi-hazard to develop a resilience attenuating model and evaluate the efficacy of scour 
countermeasure (SC).  
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5.2 Theoretical Foundation  
5.2.1 Probability Distance Measures 
 In mathematical analysis, a measure on a set is defined as a non-negative function 
that assigns a real number to the total set or its subsets. In probability theory, the most 
essential measure is the probability measure on a set (subset) of events, which is more 
commonly called a probability distribution. Let ℱ be a σ-algebra of subsets of a space Ω. 
Based on classical measure and probability theories, if ΑQ ∈ ℱ and Aj’s are disjoint, the 
measure P ∶ 	ℱ → [0,] are: (i) P(|) ≥ P(∅) = 0 where ~ is the empty set, and (ii) 
Pq⋃ |QQR- r = ∑ q|QrQR- . If ~(Ω) = 1.0, it is referred to as the probability measure. In 
other words, the triple (Ω, ℱ, P) forms a probability space. 
A probability measure is often considered sufficient in characterizing a variable 
(denoted by Å). For example, one can formulate its moments at different orders, including 
its mean and variance (namely, Ç[Å]	and -()[Å]) based on the distribution ~[Å]. 
However, if two random variables, Å- and Å(, are concerned and if one attempts to 
characterize the changes, the answers depend on the disruption types of Å- and Å(. If Å- 
and Å( are of identically distributed, then one can simply use their first-order moments to 
characterize the changes, namely to assess if the mean difference, Ç[Å-] − Ç[Å(], is greater 
or smaller than zero. However, in more challenging cases, such as the distribution of Å- 
and Å( are different and complex (e.g., multi-mode or even non-parametric), a more 
general approach is to compute the distance between the two probability measures: ~(Å-) 
and ~(Å-). The authors state that when comparing resilience at different times, particularly 
when their sample data are available, statistical distance measures are much applicable. 
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5.2.2 Statistical Distance Measures 
Statistical distance measures can be described as a ‘measure of measures’; namely, 
it measures the difference between two probability measures ~(Å-) and  ~(Å(). Such 
distance measures, denoted by ,(Å1, Å2), can be analytically evaluated when the 
distribution types of ~(Å-) and ~(Å() are known; the most commonly used and simple 
measures include É-- or linear distance, É(- or quadratic distance, Ñ( statistics, 
Bhattacharyya distance, and the information-theoretic Kullback–Leibler and Jeffery 
divergence measures. Some of these measures meet the metric identities: (i) non-negativity, 
,(Å1, Å2) > 	0; (ii) identity of indiscernible, ,(Å1, Å2) = 0, iff Å1 = Å2; (iii) symmetry, 
,(Å1, Å2) 	= ,(Å2, Å1)	;  and (iv) triangle inequality, ,(Å1, Å2) < ,(Å1, Å3) 	+
	,(Å2, Å3)	. Therefore, they can be termed distance metrics, such as the É( metric and the 
Bhattacharyya distance metric; and some are not due to their lack of symmetry or triangle 
inequality, such as the Kullback–Leibler and Jeffery divergences.  
When the distribution measures have known distribution types (that are defined by 
a functional form with a limited number of parameters), statistical distance measures can 
be often analytically obtained. However, when ~(Å-) and ~(Å() are not based solely on 
parametrized families of probability distributions, nonparametric techniques. Roughly 
speaking, nonparametric statistics refers to statistical methods in which the data are not 
assumed to belong to any specified parametric family of probability distributions, and 
parameters are flexible and not fixed in advance.  For instance, histograms, artificial neural 
networks, and kernel density estimators are common types of nonparametric techniques.  
Unlike the body of classical techniques, the nonparametric methods are robust for 
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distributions that deviate somewhat from the exact parametric assumptions (Gibbons & 
Chakraborti, 2014).  
Regarding statistical distance measures, when the underlying distributions are 
unknown or show complex distributions, histograms or empirical cumulative distributions 
functions (ECDFs)  are commonly used as the basis to compute statistical distance 
measures.  Typically, given two histograms or two ECDFs sampled for Å- and Å(, distance 
measures can be divided into two general types. First, the bin-by-bin type compares the 
corresponding bins with the same index. The second calculates the measure between both 
the corresponding and non-corresponding bins, called the crossed-bin type. In general, the 
bin-by-bin measures, though computationally straightforward,  they ignore the correlations 
between neighboring bins, thus sensitive to both the histogram translation and bin sizes. In 
contrast, the cross-bin distances overcome these shortcomings leading to a more reasonable 
and comprehensive comparison.  
There are many forms of cross-bin distance measures. The Quadratic-form 
(Niblack et al., 1993), the match distance (Shen & Wong, 1983; Werman et al., 1985), the 
Kolmogorov-Smirnov (KS) distance (Kolmogorov, 1933; Smirnov, 1948),  the Cramér–
von Mises (CvM) distance (Cramér, 1928), and the Anderson-Darling (AD) distance 
(Anderson & Darling, 1952) are widely used nonparametric and cross-bin distance 
measures in the statistics community. Shirkhorshidi et al. (2015) provided a detailed 
comparison between various distance metrics in terms of computational complexity, 
applications, advantages, and drawbacks (Shirkhorshidi et al., 2015). One special cross-bin 
distance measure worthy of special attention is the Wasserstein metric of the pth moment 
and the first Wasserstein metric, the latter also known as Earth Mover’s Distance (EMD) 
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(Serratosa & Sanfeliu, 2006). The EMD has been considered as the most efficient empirical 
distribution-based distance metric (Yu Ma et al., 2010), although it comes with a price of 
higher computational cost due to its intrinsic optimization problem. The EMD-based 
analysis has been extensively applied to many image retrieval applications (Yu Ma et al., 
2010; Mistry et al., 2018; Rubner et al., 2000; Xu et al., 2016).  Table 5.1 summarizes the 
major properties of the commonly used four parametric and four nonparametric distance 
measures. In the effort, four nonparametric distance measures, all of which are metrics, the 
KS distance and its variants including the CvM and AD distance, the Wasserstein metric 
and its special case of the EMD metric, are briefly introduced and adopted.  
 
Table 5.1 Comparison of features of statistical distance measures. 
Distance measure 
(metric) Ñ
( KL, JD ÉS KS, CvM, AD p-Wasserstein 
Triangle 
inequality ✕ ✕ ✓ ✓ ✓ 
Computational 
complexity medium medium medium medium high 
Ground distance ✕ ✕ ✕ ✓ ✓ 
Multivariate ✓ ✓ ✓ ✕ ✓ 
Individual 
binning ✕ ✕ ✕ ✕ ✓ 
Partial matches ✕ ✕ ✕ ✕ ✓ 
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5.2.2.1 Kolmogorov-Smirnov Distance and Its Variants 
The original KS statistic (Kolmogorov, 1933; Smirnov, 1948) is classically used in 
one-sample testing, as a goodness-of-fit criterion, to compare ECDFs of a random sample 
with a hypothesized distribution function. The KS two-sample statistic as a distance 
measure quantifies the maximum vertical distance between two underlying one-
dimensional ECDFs of two samples (Gibbons & Chakraborti, 2014), which is expressed 
as   
	 ,T!(Ö, Ü) = sup
U
	(|à(Z; Ö) − à(Z; Ü)|)	 (5.2)	
where à(. ) is the cumulative histogram and sup is the supremum function.  
The two-sample KS distance metric is more sensitive when the ECDFs differ 
globally near the center of the distribution. However, if there are repeated deviations 
between the ECDFs, that is, they cross each other frequently, it would result in reduced 
maximum distance. Alternatively, the refined CvM distance metric (Cramér, 1928) 
addresses this issue by measuring the sum of squared Euclidean distance between the 
ECDFs. Both KS and CvM metrics nevertheless are insensitive to deviations in the 
distribution tails where functions tend to 0 and 1 in those extremes. The CvM metric is 
expressed as  
	 ,"4V = ∑ qà(Z; Ö) − à(Z; Ü)r
(
6 	 (5.3)	
To detect distances at the extreme ends of nonparametric distributions more 
reliably, the one-sample AD test (Anderson & Darling, 1952) as a modification of the one-
sample KS test can be used. That is, an AD metric compares two ECDFs by looking at the 
weighted sum of the squared distance between them, and the weights are estimated by the 
variance of the joint ECDF at each point. The AD test measures small variations in data 
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distributions and requires much less data than the KS test. More details about the 
comparison of KS and AD distance metrics can be found in (Engmann & Cousineau, 2011). 
The one-sample AD metric is defined as 
	 ,WL = ä∫ qà9(å) − à(å)r
(ç(å)	,à(å)X,X 	 (5.4)	
where à(å) is the hypothesized distribution, à9(å) is the ECDF, ä is the number of data 
points in the sample, and ç(é) is the weighting function and is obtained by  
	 ç(å) = là(å)q1 − 	à(å)rn,-		 (5.5)	
The two-sample AD, introduced by (Darling, 1957; Pettitt, 1976), is calculated 
from the following computational formula: 
	 ,WL(~, b) = 	∑
G-(Y),	G.(Y)
G-,.(Y)Z-,	G-,.(Y)[
Y∈] 		 (5.6)	
where  à̂ (é), àN(é) and à̂ ,N(é) are ECDF of samples ~(é), b(é), and joint samples, 
respectively; and \ is the joint ordered sample.  
In Equation (5.4), for ç(é) = 1, the AD distance yields CvM metric. This reflects 
that the AD metric places more weight on data in the tails of the distribution. Wasserstein 
distance is a more powerful metric for comparing distributions with a long tail and is briefly 
described in the next section.  
5.2.2.2 Wasserstein Metric and EMD  
In general, the pth-Wasserstein metric describes the minimal cost of transporting 
the unit mass of one probability measure into the unit mass of another probability measure. 
Formally, the Wasserstein distance of order è	 ∈ [1,∞) between ~ and b on j_ where ë 
is the dimension, is defined by the formula 
	 >7(~, b) = í inf`∈a(^,N)∫ ‖Å − î‖
7
b/×b/ ,ïñ
0
1
			 (5.7)	
  
138 
 
where Γ(~, b) is the set of all joint probability distributions ï for the variables Å and î on 
j_ × j_ whose marginals are ~ and b; and inf is the infimum function over the all 
permutations ï.  
In one-dimensional space (ë = 1), the p-Wasserstein distance metric can be 
expressed as  
	 >7(~, b) = ò∫ ôà̂,-(é) − àN,-(é)ô
7,é-$ ö
- 7d
	 (5.8)	
where à̂  and àN are the corresponding CDFs of ~ and b, respectively. 
In Equations (5.7) and (5.8), when è = 1, the Wasserstein metric yields the EMD 
metric. The EMD defines the ground distance between two populations (e.g. histograms 
or probability distributions) in the defined space as the solution of the well-known 
transportation problem (Hitchcock, 1941), which is a special case of a linear optimization 
problem. Intuitively, given two non-parametric distributions at different time intervals, one 
can be regarded as a mass of earth properly spread in space, the other as a collection of 
holes in that same space. Then, the EMD metric measures the least amount of work needed 
or the minimum cost that must be paid to fill the holes with the earth.  
The EMD can be formulated as a linear programming problem. A histogram with 
_ bins is defined as a set õ = úqù6 , ç2)r, 1 ≤ Z ≤ _û, where ù6 is the position of the Zth bin, 
ç2) is its weight, and _ is the histogram size. Let ü = úqè6 , ç7)r, 1 ≤ Z ≤ †û and ° =
¢ò£Q , çe2ö , 1 ≤ [ ≤ ä§ with † and ä bins, respectively; the cost set • = ú,6Q , 1 ≤ Z ≤
†, 1 ≤ [ ≤ äû where ,6Q is the ground distance between bins è6 and £Q for all Z and [. The 
EMD is adopted to find a flow X = úd6Q , 1 ≤ Z ≤ †, 1 ≤ [ ≤ äû, where d6Q is the flow 
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between bins è6 and £Q that minimizes the overall cost or work, ∑ ∑ ,6Qd6Q9QR-f6R-  subject to 
the following constraints (Rubner et al., 2000): 
	 d6Q ≥ 0, 1 ≤ Z ≤ †, 1 ≤ [ ≤ ä		 (5.9)	
	 ∑ d6Q ≤ ç7) , 1 ≤ Z ≤ †
9
QR- 	 (5.10)	
	 ∑ d6Q ≤ çe2 , 1 ≤ [ ≤ ä
8
6R- 	 (5.11)	
	 ∑ ∑ d6Q9QR-f6R- = min ¢∑ ç7)
8
6R- , ∑ çe2
9
QR- §	 (5.12)	
The optimal flow X is found by solving the linear optimization problem above and 
the normalized EMD is consequently defined as the resulting work normalized by the total 
flow: 
	 Ç¶3(~, b) = 	
∑ ∑ 0)2:)23240
5
)40
∑ ∑ :)23240
5
)40
	 (5.13)	
Using the definitions of Wasserstein and EMD metrics, the EMD metric with ß =
ï(å, &) and ® =	‖å − &‖ can be rewritten as  
	 Ç¶3(~, b) = Zäd
`∈h(^,N)
〈®,™〉G 	 (5.14)	
where 〈, 〉G is the Frobenius inner product. 
Equation (5.14) can be solved using the generic method of linear programming. In 
so doing, the matrices ® and	ß must be flattened and the constraints vector must be 
concatenated. The purpose of linear programming is to find a vector ¨ that minimizes the 
cost é = ≠O¨ with ¨	, ≠ ∈ j9 and is constrained by the equation Æ¨ = Ø with Æ ∈ j8×9, 
Ø ∈ j8, and ¨ ≥ 0. As such, the linear programming implementation is expressed as 
follows: 
	 	Øi =	 [ü	|	°] = [~(å-) ~(å() … ~(å9) | b(&-) b(&() … b(&9)]	
	 (5.15)	
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	 ≠ = ∞'±(•)			 (5.16)	
	 ¨ = ∞'±(™) =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ ïqå-,&-r
ïqå-,&(r
⋮
ïqå-,&9r
− − − − −
ïqå(,&-r
ïqå(,&(r
⋮
ïqå(,&9r
− − − − −
⋮
− − − − −
ïqå9,&-r
ïqå9,&(r
⋮
ïqå9,&9r ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
	 (5.17)	
 
	 Æi =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 0 … 0 |
0 1 … 0 |
⋮ ⋮ ⋱ ⋮ |
0 0 … 1 |
					
1 0 … 0
0 1 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 1
− − − −−−−−−−−−−−
0 1 … 0 |
0 1 … 0 |
⋮ ⋮ ⋮ ⋮ |
0 1 … 0 |
					
1 0 … 0
0 1 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 1
− − − −−−−−−−−−−−
⋮
− − − − −−−−−−−−−−
0 0 … 1 |
0 0 … 1 |
⋮ ⋮ ⋮ ⋮ |
0 0 … 1 |
					
1 0 … 0
0 1 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 1⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
			 (5.18)	
 
To calculate the EMD metric in Equation (5.13), various ground distances can be 
used. For instance, the linear (É- or Manhattan norm), quadratic (É( or Euclidean norm), 
and Chebyshev (ÉX, infinity norm, or maximum-value) ground distances are special cases 
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of Minkowski-form distance of order ∫ (∫-norm distance) and have been widely employed 
in the measurement of distance metrics such as in (Rubner et al., 2000; Tang et al., 2013; 
Xu et al., 2016) and defined as  
	 ,j6(~, b) = 	 (∑ 	‖è6 −	£6‖
S
6 )
- Sd 		 (5.19)	
where for ∫ = 1, 2, and  the linear, quadratic, and maximum-value ground distances are 
obtained, respectively as explained above.  
Figure 5.2 illustrates the general representation of the EMD metric between two 
histograms. In this particular example, histograms ~ and b have three and two bins, 
respectively. There are six potential flows, d-- to dk(,  that transport weights from bins of 
~ to bins of b. Each flow fulfills transportation with different costs, and EMD is the one 
with the minimal overall cost (Xu et al., 2016). 
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Figure 5.2 Illustration of EMD; histograms P and Q have three and two bins, respectively; 
there are potentially six transport plans and EMD is the one with the minimal overall 
cost. 
 
 
5.3 Resilience Variation Quantification  
The schematic flowchart of the proposed procedure is presented in Figure 5.3, 
which has two major components including multi-hazard assessment and time-varying 
resilience quantification. In the following, these components are described in detail. 
Following Equation (5.1),  in the case of transportation infrastructures, damage-based 
traffic flow can be used as a functionality indicator as (Dong & Frangopol, 2016; W. Zhang 
et al., 2017):   
	 b(B) = 	7K2<,1419<		34153/1	036;I	<53::6F
	34153/1	036;I	<53::6F	3<	<P1	:l;;	:l9F<6K93;6<I
	 (5.20)	
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Figure 5.3 Flowchart of the proposed procedure for the evaluation of time-varying resilience using distance-based metrics.  
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5.3.1 Demand Multi-hazard Modeling  
The relationship between structural demand !! and intensity measure (IM) is 
expressed by a power model (Padgett et al., 2008): 
	 !! = $. &'"	 (5.21)	
where $ and ( are regression coefficients.  
In this Chapter, the structural demand !! is assumed to be the same as the integrated 
deformation- and drift-based ductility demand damage index )&#!, as defined in the 
previous author’s work. To perform a linear regression of the logarithms of variables, 
Equation (5.21) can be rewritten as  
	 *+()&#!) = (. *+(&') + *+($)		 (5.22)	
Different from seismic demand or general reliability analysis, the sources of 
uncertainties associated with resilience quantification are not limited to material properties, 
seismic hazards, and service conditions, but necessarily include post-event residual 
functionality, stakeholder’s decision-making (e.g., retrofitting), and recovery functions that 
often lie in socioeconomic and organizational dimensions (as well as the physical/structural 
dimension) during the lifecycle of structures.  
5.3.2 Recovery Models  
In reality, system recovery is not linear as it is affected by several factors. There are 
many uncertainties associated with the recovery process including available technical and 
human resources, societal preparedness, public policies, and damage levels. As such, the 
recovery duration can be estimated using either simplified or complicated organizational 
and socio-political recovery models. In this Chapter, three nonlinear recovery functions for 
  
145 
 
different levels of community preparedness are implemented as follows (Biondini et al., 
2015; Cimellaro et al., 2010a): 
	 /$%&,()(0) = 1 −	3*+,		 (5.23)	
	 /$%&,#(0) = 1 25 61 − 789(:0);	 (5.24)	
	 /$%&,-)(0) = 	 3*+(/*,)	 (5.25)	
where the subscripts <=, !, and <= denote the negative exponential, sinusoidal, positive-
exponential recovery functions, respectively; and > is the shape factor that controls the 
speed of the recovery process and can be continuously updated using a Bayesian approach. 
In this study, > is assumed 0.002 based on literature (Pang et al., 2020).  
The negative-exponential recovery function, /$%&,()(0)  in Equation (5.23) can be 
used for a well-prepared community where most of the functionality is initially restored 
quickly, but then the recovery rapidity reduces as the process nears its end. The sinusoidal 
function, /$%&,#(0) in Equation (5.24) is the most realistic recovery model that describes an 
average-prepared community where functionality is restored gradually over time. Finally, 
the positive-exponential function /$%&,-)(0) in Equation (5.25) represents an unprepared 
community where functionality is restored mainly at the end of the recovery time interval 
due to lack or limited resources.  
The linear function is the simplest recovery form where there is no information 
about the availability of resources and societal preparedness. Figure 5.4 illustrates the 
simplified linear and nonlinear functionality recovery models.  
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Figure 5.4 Different functionality recovery functions based on community preparedness. 
 
 
 
5.4 Implementation 
As described previously, the distance metrics measure the magnitude of 
dissimilarity between two histograms or probability distributions. This non-negativity 
property requires the design of hypothetical benchmarks to measure the relative (or signed) 
distances of time-variant resilience distributions. In so doing, the reference system ?!- 
represents the perfectly resilient system (i.e. pristine bridge). In contrast, the reference 
system ?!1 describes the least resilient or totally obsolete case (i.e. old bridges). The 
respective distances allow us to properly identify and evaluate the attenuation (@2#!,#",$ >
@2#%,#",$) or amplification (@2#!,#",$ < @2#%,#",$) of arbitrary systems resilience as a function 
of time C!3,4|* = 1, 2, . . . , +%5; 0 ≤ I ≤ J6K, where * denotes the sequence of lifecycle 
interval, +%5 is the number of events throughout the bridge design life J6. To estimate the 
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distributions of resilience associated with the ?!-, ?!1, and typical aging RC bridge 
structures !3,4, the negative, positive-exponential, and sinusoidal recovery models are used 
from Equations 5.23 to 5.25, respectively. 
Figures 5.5(a and b) illustrate the schematic representation of the implementation 
of the distance of resilience distributions corresponding to defined reference and time-
varying arbitrary systems ?!1 and ?!1 and !3,4, respectively. Figure 5.6(a) shows the 
distance-based coordinate system including less and more resilient zones and the neutral 
line. The neutral line describes the zone that means the equal distance from reference 
systems (@2#%,#",$ = @2#!,#",$). That is, the data points in this line represent systems with a 
neutral tendency toward perfectly and least resilient reference systems. However, the areas 
above and beneath the neutral line are defined as less and more resilient zones, respectively. 
Namely, !3,/7 = (@2#%,#",&' 	, @2#%,#",&') describes the distances of resilience distribution at 
the 13th lifecycle time interval !3,/7 (from 60 to 65 years of bridge design life) from 
reference systems. As shown, !3,/7 data point falls within the more resilient zone as is 
above the neutral line. Figure 5.6(b) illustrates the resilience attenuation model. An 
exponential function is fitted to resilience distance ratio (RDR) data as defined in Equation 
(5.29). The dashed area shows the SC effect on the proposed distance-based time-varying 
resilience.  
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 Figure 5.5 Schematic representation of the proposed distance-based approach (a) lifecycle resilience distributions; and 
(b) distances between arbitrary resilience distributions and reference systems. 
0 5 10 65 75
dRSP,St,1
Time (years)
RSP St,1 St,2 St,14 St,15 RSL
dRSP,St,2
dRSL,St,1
dRSL,St,14
dRSL,St,15
dRSP,St,15
𝑅𝑆𝑃 𝑅𝑆𝐿
𝑑𝑅𝑆𝐿,𝑅𝑆𝑃
𝑆𝑡,2
𝑆𝑡,15
𝑆𝑡,14
d R
S P
,S
t,1
𝑆𝑡,1
(a) 
(b) 
  
149 
 
 
 
 
 
Figure 5.6 Illustrative figures showing (a) Distance-based coordinate system including neutral 
line, less and more resilient zones; and (b) resilience attenuation modeling using time-varying 
resilience distance ratio (RDR) and considering SC effect  
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Figure 5.7 illustrates the sequence-based multi-level procedure for measuring time-varying 
resilience distributions using distance metrics. Inputs include multi-hazard identification 
parameters and the final outputs are time-varying resilience distributions and their distances. 
Mathematically, let ! the input parameters matrices. They include samples of random variables for 
finite element (FE) analysis. The matrix " in Equation (5.27) includes #!" column vectors of time-
evolutionary nonparametric multi-hazard resilience distributions. For example, "#(%) is a column 
vector that includes #$%!& resilience samples at 'th time interval 
(' − 1). +' #!", ≤ %# <
'. +' #!", . 
	 						 (5.26)	
	 		 	(5.27) 
 
As previously discussed, to describe time-varying resilience, distances (e.g. KS, CvM, AD, 
EMD, etc) of nonparametric resilience distributions relative to reference systems 01( and 01) are 
calculated to construct the distance matrix as follows   
	 	 (5.28)
Event* Event+!" 
Input ≡ !&#$%&×&%' =
Scenario*
⋮
Scenario+()!*
C
D*,* … D*,&%'
⋮ ⋮ ⋮
D&#$%&,* … D&#$%&,&%'
F 
… 
Output ≡ ["] = C
0*,* … 0*,&%'
⋮ ⋮ ⋮
0&#$%&,* … 0&#$%&,&%'
F = ["*(%) … "&%'(%) ] 
%* %&%' 
J.×/+, = K
L01-,1.,0
L011,1.,0
M = K
N2$2,$3,4 … N2$2,$3,&%'
N2$5,$3,4 … N2$5,$3,&%'
M 
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where L01-,1.,0 and L011,1.,0 are row vectors including the distances of evolutionary resilience 
distributions relative to perfectly and least reference systems, respectively.  
Note that L01-,1.,0 and L011,1.,0 are increasing and decreasing functions of time whose 
maximum are attained at N2$2,$3,&%'  and N2$5,$3,4, respectively. Furthermore, the elements of 
distance matrix J with the same column indices are scattered data points within the defined 
coordinate system shown in Figure 5.5(c). We define a simple resilience distance ratio term 0O0, 
as the ratio of  N2$5,$3,4  to N2$2,$3,&%' , and exponential regression to introduce a resilience 
attenuation model as  
	 0O0 =
'6#5,#3,7
'6#2,#3,7
= PQR(S3% + S*)			 (5.29)	
Note that normalization and regression methods are user choice depending on civil 
infrastructure case study and related uncertainties. 
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Figure 5.7 Representation of sequence-based multi-level system for resilience modeling using distance metrics.
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5.5 Illustrative Example 
This section studies the resilience of a simplified river-crossing bridge system 
subjected to seismic, flood-induced scour, and chloride-induced corrosion hazards, which 
is quantified by the proposed distance-based methodology. The details of multi-hazard 
characterization, FE model of the deteriorating bridge using OpenSees (Mazzoni et al., 
2005), vulnerability assessment, demand hazard modeling, and lifecycle resilience 
quantification can be found in previous Chapters 3 and 4. Figure 5.8 shows the logarithmic 
correlation of IM (herein PGA) and integrated deformation- and drift-based ductility 
demands damage index using Equation (5.22). Figure 5.9 shows the effect of recovery 
models on lifecycle resilience using ECDFs. Such considerable impacts cause 
nonparametric behavior of resilience that illustrated in Figure 5.10.  
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Figure 5.8 The parametric relationship of integrated deformation- and drift-based demand 
damage index and intensity measure at different lifecycle time intervals. 
 
 
-4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (0 - 5) years
Ln(DISD)=0.83336 Ln(IM)+ 1.9486
-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 -3.5
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (5 - 10) years
Ln(DISD)=0.7871 Ln(IM)+ 1.8897
-4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (10 - 15) years
Ln(DISD)=0.77811 Ln(IM)+ 1.8915
-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 0.5
Ln(IM)
-3
-2
-1
0
1
2
3
 L
n(
D
I S
D
)
(15 - 20) years
Ln(DISD)=0.84807 Ln(IM)+ 1.9956
-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 -3.5
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (20 - 25) years
Ln(DISD)=0.82916 Ln(IM)+ 1.9653
-3.5 -3 -2.5 -2 -1.5 -1
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (25 - 30) years
Ln(DISD)=0.79469 Ln(IM)+ 1.8948
-3.5 -3 -2.5 -2 -1.5 -1
Ln(IM)
-3
-2
-1
0
1
2
3
 L
n(
D
I S
D
)
(30 - 35) years
Ln(DISD)=0.80588 Ln(IM)+ 1.8955
-4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0
Ln(IM)
-3
-2
-1
0
1
2
3
 L
n(
D
I S
D
)
(35 - 40) years
Ln(DISD)=0.79638 Ln(IM)+ 1.8667
-4 -3.5 -3 -2.5 -2 -1.5
Ln(IM)
-3
-2
-1
0
1
2
3
4
 L
n(
D
I S
D
)
(40 - 45) years
Ln(DISD)=0.80884 Ln(IM)+ 1.9153
-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 0.5
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (45 - 50) years
Ln(DISD)=0.7634 Ln(IM)+ 1.781
-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 -3.5
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (50 - 55) years
Ln(DISD)=0.88632 Ln(IM)+ 2.0007
-4 -3.5 -3 -2.5 -2 -1.5
Ln(IM)
-3
-2
-1
0
1
2
3
 L
n(
D
I S
D
)
(55 - 60) years
Ln(DISD)=0.8439 Ln(IM)+ 1.9456
-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 -3.5
Ln(IM)
-3
-2
-1
0
1
2
3
 L
n(
D
I S
D
)
(60 - 65) years
Ln(DISD)=0.84228 Ln(IM)+ 1.9363
-3.5 -3 -2.5 -2 -1.5 -1 -0.5
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (65 - 70) years
Ln(DISD)=0.879 Ln(IM)+ 1.9955
-3.5 -3 -2.5 -2 -1.5 -1
Ln(IM)
-2
-1
0
1
2
3
 L
n(
D
I S
D
) (70 - 75) years
Ln(DISD)=0.84792 Ln(IM)+ 1.9335
  
155 
 
 
Figure 5.9 Empirical CDF of lifecycle resilience index using linear and nonlinear 
recovery models. 
 
 
In addition to histogram patterns shown in Figure 5.10, the quantile-quantile (Q-Q) 
plot,  also known as the goodness of fit test, can be utilized to assess whether or not the 
data set follows parametric distributional models. In the Q-Q plot, the further the data 
points vary from the straight line, the lower correlation associated with the linear fit to the 
data, and the greater the indication of a departure from the given theoretical distribution. 
Figures 5.11(a) and 5.11(b) illustrate the Q-Q plot of the resilience data at a sample time 
interval (5-10 years) to statistically assess the goodness of fit normal and lognormal 
distributions, respectively. The nonlinear pattern of resilience data points reveals the low 
correlation associated with the linear fit to the data and suggests that the data are distributed 
as nonparametric models. As previously discussed, this arbitrary pattern points out the 
necessity to incorporate distance metrics.   
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Figure 5.10 Multimodal histograms of time-variant resilience for the case study bridge. 
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Figure 5.11 The quantile-quantile (Q-Q) plot of resilience data at (5-10) year time 
interval versus (a) normal distribution; and (b) lognormal distribution. 
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Thus, 15 nonparametric resilience distributions for non-SC and when 
countermeasure is constructed at year 30 are taken into account and their distances from 
reference systems within the defined coordinate systems are shown in Figure 5.12. It can 
be concluded that implementing SC contributes to the overall lifecycle bridge resilience by 
moving the system from less resilient to a more resilient zone. For better visualization, the 
average distances from reference systems using KS, CvM, AD, and EMD metrics are 
shown in Figures 5.12(a) to 5.12(d), respectively. 
 
 
 
Figure 5.12 Distances and their means !̅ of resilience distributions from reference 
systems (#$! and #$") considering scour countermeasure effect using (a) (KS); (b) 
(CvM); (c) (AD); and (d) Wasserstein or EMD. 
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The distances of lifecycle resilience distributions from perfectly and least resilient 
reference systems !#$!,$",$ and !#$!,$",$ using dimensionless KS, CvM, AD, and EMD 
metrics are shown in Figures 5.13(a) to 5.13(d), respectively. The arrows show the initial 
changes in linear fit to observed distances due to the SC effect. Fig 12 concludes that SC 
could increase the distance of lifecycle resilience distributions from the least resilient 
reference systems which effectively leads to resilience enhancement.  To generate a 
continuous linear function for SC alternative, one can connect dashed and solid lines at 
year 30 as the distances jumps quickly right after installing SC. Finally, Figures 5.14(a) to 
5.14(d) show the resilience attenuation models from Equation (5.29). In this Figure, the 
ratio of distances relative to reference systems is considered as a criterion to examine the 
time-varying resilience modeling. The contribution of SC to resilience enhancement is 
explicitly shown by exponential fitting to scattered RDR observations. Since the distances 
of resilience distributions before implementing SC are the same for both alternatives, pre-
SC conditions have not been displayed in resilience attenuation models when implementing 
SC is the case. Table 5.2 lists the constants of exponential functions fitted to data.   
Table 5.2 Exponential fit (Eq. 5.29) to RDR observations considering SC 
Distance metric Non -SC Post-SC %& %' %& %' 
KS -0.009 0.460 -0.006 0.641 
CvM -0.014 0.381 -0.012 0.869 
AD -0.009 0.462 -0.005 0.894 
EMD -0.011 -0.259 -0.005 -0.368 
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Figure 5.13 Time-varying distances of nonparametric resilience distributions from 
perfectly and least resilient reference systems !#$!,$",$ and !#$!,$",$ using (a) KS; (b) 
CvM; (c) AD; and (d) Wasserstein or EMD. Arrows show scour countermeasure effects. 
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Figure 5.14 Resilience attenuation modeling considering impacts of scour 
countermeasure using exponential fit with distance metrics: (a) KS; (b) CvM; (c) AD; 
and (d) EMD.  
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The results highlight that due to minor damages, most of the lifecycle resilience 
data are scattered randomly around 1.0 and fall into the distribution tail. As such, distance 
metrics with more sensitivity to difference near the beginning or end of the distributions 
are more appropriate and accurate. The reference systems represent well-prepared and 
unprepared communities and are defined to address the non-negativity property of distance 
metrics.  
 In this study, we assume that no matter how large the earthquake magnitude is, a 
post-disaster intervention (repair/replacement) is always carried and returns the system to 
a condition as-built. The model could be extended to include the structural capacity loss 
before the earthquake events due to the environmental deterioration and previous seismic 
loads. Such a reduced seismic functionality can be evaluated deterministically by 
performing a nonlinear static pushover analysis (Pang et al., 2020), or probabilistically 
using a compound Poisson process (Yang & Frangopol, 2019). Furthermore, herein 
negative-exponential, sinusoidal, and positive-exponential recovery functions are used to 
model the recovery process in well-prepared, average-prepared, and unprepared 
communities, respectively. To achieve a more realistic resilience analysis, further research 
is needed on uncertainties related to socioeconomic effects on the recovery process. Lastly, 
to estimate the optimum time of countermeasure, the distance-based multi-objective 
optimization study could be included in future works considering the maximization of 
bridge resilience and the minimization of the total cost of the recovery processes. 
The proposed distance-based approach for time-varying resilience modeling can be 
employed for image-based structural health monitoring (SHM). Similar to distances of 
histogram bins applied to this Chapter, the dissimilarity between signature clusters can be 
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measured for resilience assessment. That is, resilience-driven SHM can be developed by 
real-time updating of the distance-based pattern recognition of images captured by the 
unmanned aerial vehicle (UAV). Image retrieval applications using distance metrics for 
evaluating time-varying resilience appears to be an important subject of future research.  
5.7 Conclusion 
It is vital for performing lifecycle management of civil infrastructures to observe 
any drastic or minor, abrupt or gradual resilience changes. This Chapter emphasizes the 
statistical significance of pattern recognition related to time-varying resilience. More 
specifically, we demonstrate the nonparametric behavior of lifecycle resilience 
distributions of river-crossing bridge systems subject to compound effects of seismic, 
flood-induced scour, and chloride-induced corrosion hazards. Under this circumstance, it 
is erroneous if one uses distribution measures of location (i.e. mean or median) to specify 
the resilience of an engineered structure. This necessitates the use of appropriate statistical 
measures for pattern recognition of resilience histograms at different life-cycle intervals. 
As such, we propose a distance-based nonparametric approach to measure the differences 
associated with distributions of time-series resilience. In so doing, the Kolmogorov-
Simonov (KS), Cramér–von Mises (CvM), Anderson-Darling (AD), and Wasserstein or 
earth mover’s distance (EMD) metrics are selected to determine the sequential evolution 
of time-varying multi-hazard resilience. To deal with the non-negativity property of 
distance metrics, we define two perfectly and least resilient reference systems. Then, the 
metrics accurately measure the distances between distributions of multimodal time series 
of resilience and defined reference systems.  
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Recovery functions can be considered as community preparedness. As such, we 
explore the impact of various recovery models such as linear, sinusoidal, negative-, and 
positive-exponential functions on the lifecycle resilience of the simplified bridge case 
study.  
A typical SC (e.g. riprap) is implemented in year 30. The distance metrics enable 
us to precisely evaluate the enhancement (i.e. proactive intervention actions) or aggravation 
(i.e. continuous or abrupt deterioration) of bridge resilience. Finally, we propose a 
resilience attenuation modeling to graphically demonstrate time-varying resilience and the 
effectiveness of implementing scour countermeasures. The current research needs to be 
extended to present an optimum time instant for adopting countermeasure by performing 
multi-objective optimization.  
 
  
  
165 
 
  
CONCLUSIONS AND FUTURE WORK 
6.1 Summary and Conclusions 
Notable findings include the following: 
1. A critical synthesis of knowledge about assessment methods for river-
crossing bridges subjected to earthquakes and flood-induced scour is 
provided. Moreover, two probabilistic models are developed for a 
straightforward evaluation of seismic-scour effects, termed the mean-scour 
fragility analysis (MS-FA) model and the total-scour demand hazard 
analysis (TS-DHA) model. 
2. An integrated damage index, which combines the local deformation-based 
and system drift-based ductility demand parameters are proposed to 
investigate the system-level seismic-scour effects. The numerical 
experiment indicates the effectiveness of the two models and the complex 
effects of scour by using the integrated damage index. 
3. A probabilistic framework is offered to quantitatively assess the lifecycle 
bridge resilience under interactions of accumulative (flood-induced scour 
and corrosion deterioration) and sudden (seismic) hazards. The results 
highlight the necessity of implementing scour countermeasures (i.e. rock 
riprap), as an effective mitigation strategy, either at the beginning of the 
construction or throughout the early years of river-crossing bridges. 
4. An exceeding probability approach is proposed to evaluate the contribution 
of scour countermeasure to the lifecycle resilience enhancement of river-
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crossing bridge systems. By conducting a numerical experiment on a 
representative bridge, the results indicate that adopting riprap-based SCs 
enhances overall lifecycle resilience. Furthermore, it has been found that 
implementing SCs at year 10 leads to a better contribution to bridge 
resilience. It is reasoned that scour in cohesive soils reaches its high depths 
in the early years;  
5. The resilience distributions show nonparametric and multi-mode shapes at 
different lifecycle intervals. Under this circumstance, time-variant 
distribution statistics or moments (i.e., mean or median) are not accurate 
measures to specify the time-evolution resilience distribution behavior. As 
such, nonparametric distance metrics are proposed to measure the resilience 
variations over time and characterize the arbitrary multi-modal resilience 
distributions at different life-cycle intervals.  
6.2 Future Research Directions 
While this dissertation addressed some significant research gaps described above, 
additional research is required in the future to overcome the limitations of the proposed 
framework. The main potentials for expansion are highlighted as follows: 
1. A multi-objective optimization study considering minimizing overall lifecycle 
cost and maximizing resilience should be performed to determine optimal time 
instant for scour countermeasure. 
2. In the proposed framework, it is assumed that no matter how large earthquake 
magnitude is, a post-disaster intervention (minor and major repair) is always 
carried out and not regulated by damage threshold, which returns the system to 
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a pre-event condition. Specifying management protocols such as intervention 
actions (maintenance, replacement, and column retrofit) criterion would be a 
valuable extension of the research. 
3. In this dissertation, only a single bridge is subject to investigation. Regional 
transportation networks considering interdependent civil and social 
infrastructure systems can be included. Such a study can be useful for assessing 
post-disaster socioeconomic impacts and community resilience.	 
4. In lifecycle resilience assessment, the scour depth after implementing 
countermeasure is consistently considered to be equal to zero, and SCs failure 
is not addressed. Future studies could evaluate the impact of countermeasure 
failure due to the instability of the river bed and inadequate filter. 
5. This research considers the riprap as a scour hazard mitigation strategy. The 
performance of other countermeasures such as partially-grouted riprap, grout-
filled mattresses, gabion mattresses, and concrete armor units should be 
examined.  Such a methodology would assist decision-makers in resilience-
based SC selection. 
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APPENDIX A. 
GROUND MOTIONS 
Table A1. Ground motions used in Chapter 2 
EQ 
No. 
NGA 
record 
sequence 
No. 
PGA (g) PGV (cm/s) PGD (cm) 
GM FN FP GM FN FP GM FN FP 
1 125 0.350 0.386 0.318 24.776 21.358 28.741 4.730 4.905 4.562 
2 126 0.653 0.600 0.710 67.934 64.948 71.057 24.443 24.190 24.700 
3 139 0.335 0.308 0.364 28.507 24.978 32.534 8.656 8.935 8.385 143 0.809 0.807 0.811 97.041 118.296 79.606 63.818 96.804 42.072 
4 
147 0.224 0.154 0.325 17.514 12.298 24.941 3.932 2.838 5.448 
148 0.253 0.251 0.255 22.772 18.412 28.163 4.345 3.684 5.125 
149 0.256 0.251 0.260 24.378 21.606 27.505 3.399 2.350 4.917 
5 
160 0.673 0.764 0.593 44.005 44.246 43.765 15.923 15.459 16.401 
165 0.275 0.284 0.266 28.653 30.407 27.001 9.187 10.798 7.817 
169 0.279 0.242 0.321 27.007 26.283 27.750 15.572 12.748 19.021 
6 
212 0.177 0.241 0.131 13.011 19.705 8.590 3.509 3.524 3.494 
221 0.218 0.224 0.212 13.143 13.650 12.655 0.914 0.832 1.004 
222 0.230 0.302 0.175 11.735 14.965 9.202 1.219 1.092 1.361 
223 0.208 0.175 0.247 13.018 10.586 16.008 1.844 1.325 2.566 
7 
230 0.443 0.458 0.428 20.911 20.933 20.888 4.964 4.328 5.694 
231 0.329 0.239 0.454 19.276 15.118 24.577 5.119 3.417 7.667 
235 0.392 0.421 0.365 21.828 25.407 18.754 2.538 2.844 2.265 
236 0.214 0.233 0.197 16.395 20.872 12.878 3.264 4.806 2.217 
239 0.295 0.184 0.473 12.780 10.934 14.937 2.337 2.982 1.831 
248 0.298 0.299 0.297 14.878 16.077 13.768 2.373 1.672 3.368 
320 0.163 0.133 0.199 16.694 16.675 16.712 2.426 2.771 2.123 
321 0.121 0.094 0.155 7.068 5.694 8.773 1.258 1.551 1.020 
8 265 0.613 0.628 0.598 24.840 31.302 19.712 11.177 12.806 9.756 
9 285 0.158 0.191 0.131 26.199 29.304 23.422 9.867 10.231 9.516 289 0.161 0.139 0.186 17.422 16.972 17.884 4.694 4.272 5.157 
10 317 0.204 0.205 0.203 13.410 10.074 17.850 3.411 2.594 4.486 
11 
322 0.285 0.237 0.342 25.554 19.848 32.900 5.255 6.043 4.569 
338 0.254 0.245 0.263 36.082 43.132 30.184 7.264 9.136 5.776 
342 0.147 0.127 0.170 20.445 17.066 24.494 3.884 3.956 3.814 
359 0.166 0.158 0.174 23.022 20.064 26.417 4.913 3.699 6.525 
368 0.568 0.590 0.547 46.778 60.059 36.433 5.989 8.842 4.057 
391 0.181 0.199 0.164 8.801 9.440 8.205 2.222 2.173 2.271 
392 0.053 0.059 0.047 5.121 4.268 6.145 1.839 1.466 2.307 
408 0.205 0.224 0.187 14.363 15.185 13.586 3.230 2.835 3.681 
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Table A1. Continued 
EQ 
No. 
NGA 
record 
sequence 
No. 
PGA (g) PGV (cm/s) PGD (cm) 
GM FN FP GM FN FP GM FN FP 
11 
409 0.217 0.228 0.206 16.180 19.226 13.616 3.599 3.129 4.139 
410 0.281 0.271 0.292 16.847 13.584 20.892 3.289 3.218 3.362 
411 0.317 0.257 0.391 19.823 23.135 16.985 5.929 6.221 5.651 
412 0.438 0.430 0.446 24.507 25.822 23.260 5.818 7.061 4.794 
413 0.282 0.376 0.211 17.141 16.283 18.045 4.036 6.235 2.613 
419 0.197 0.245 0.159 10.335 12.088 8.836 1.047 1.007 1.088 
12 
448 0.353 0.450 0.276 29.266 29.007 29.528 5.022 3.911 6.447 
458 0.265 0.374 0.188 18.062 22.261 14.655 3.648 5.054 2.633 
461 0.219 0.314 0.152 21.510 39.558 11.696 3.815 7.672 1.897 
502 0.144 0.156 0.133 12.859 18.991 8.707 2.727 4.419 1.682 
13 495 1.003 0.854 1.178 40.014 43.826 36.534 8.383 16.088 4.368 
14 
498 0.106 0.097 0.115 8.823 8.587 9.065 2.114 1.890 2.364 
499 0.105 0.104 0.106 8.377 7.484 9.376 1.489 1.561 1.420 
501 0.066 0.055 0.078 7.182 5.406 9.543 1.411 1.007 1.976 
15 
517 0.309 0.329 0.291 23.187 26.930 19.964 5.240 5.747 4.778 
527 0.222 0.217 0.228 30.407 23.459 39.412 8.801 5.496 14.093 
540 0.568 0.534 0.603 32.879 35.873 30.135 5.678 5.665 5.691 
16 
547 0.254 0.219 0.296 20.446 19.821 21.090 4.442 4.462 4.423 
549 0.216 0.231 0.202 20.041 20.763 19.345 6.821 6.033 7.711 
558 0.398 0.383 0.414 42.724 38.907 46.915 8.263 7.122 9.588 
562 0.148 0.118 0.186 9.623 7.777 11.907 2.170 2.491 1.890 
17 
589 0.395 0.360 0.433 18.588 20.168 17.131 2.393 2.292 2.499 
595 0.245 0.256 0.234 20.016 19.134 20.939 3.925 3.403 4.527 
611 0.320 0.343 0.299 16.560 28.664 9.567 2.604 5.190 1.306 
614 0.276 0.309 0.247 19.654 36.540 10.571 3.097 5.037 1.904 
619 0.380 0.289 0.498 20.004 20.876 19.168 3.161 3.150 3.171 
626 0.342 0.406 0.288 18.989 20.764 17.365 1.805 1.789 1.821 
634 0.199 0.206 0.192 15.727 14.363 17.221 2.005 1.800 2.233 
639 0.409 0.362 0.462 20.267 21.290 19.294 2.454 2.493 2.417 
652 0.232 0.285 0.189 17.511 27.111 11.310 3.433 4.571 2.578 
668 0.174 0.236 0.129 14.774 19.829 11.007 2.848 3.908 2.076 
690 0.242 0.284 0.207 14.587 22.076 9.639 1.994 3.181 1.250 
692 0.451 0.399 0.511 28.037 23.748 33.101 2.711 1.764 4.167 
706 0.293 0.293 0.293 16.439 14.324 18.866 2.234 2.116 2.359 
707 0.179 0.205 0.156 9.818 10.182 9.468 0.884 0.896 0.873 
708 0.234 0.218 0.252 9.541 11.143 8.170 0.777 0.901 0.669 
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Table A1. Continued 
EQ 
No. 
NGA 
record 
sequence 
No. 
PGA (g) PGV (cm/s) PGD (cm) 
GM FN FP GM FN FP GM FN FP 
17 
710 0.135 0.155 0.117 7.794 9.338 6.505 0.913 0.914 0.911 
711 0.157 0.175 0.140 10.003 10.490 9.539 1.188 1.314 1.073 
712 0.096 0.124 0.075 8.862 10.698 7.341 1.093 0.988 1.210 
714 0.318 0.353 0.287 18.649 14.319 24.288 1.396 0.742 2.627 
716 0.185 0.181 0.189 10.523 9.514 11.638 1.285 1.258 1.312 
18 
725 0.341 0.312 0.372 29.464 28.343 30.629 11.158 9.958 12.503 
727 0.824 0.747 0.908 36.234 32.550 40.335 5.889 4.690 7.394 
728 0.222 0.210 0.235 28.624 27.719 29.558 17.143 15.397 19.086 
19 
732 0.249 0.273 0.227 43.404 52.644 35.786 9.522 12.297 7.373 
739 0.233 0.269 0.202 22.185 22.174 22.195 7.433 7.002 7.891 
741 0.513 0.637 0.413 46.437 55.839 38.618 10.914 13.094 9.097 
744 0.164 0.157 0.171 21.226 20.724 21.740 8.798 6.952 11.134 
752 0.450 0.372 0.545 36.384 34.542 38.325 7.113 7.208 7.019 
753 0.499 0.484 0.514 43.484 45.429 41.623 10.068 14.092 7.193 
754 0.172 0.160 0.185 15.260 10.303 22.602 6.851 3.426 13.698 
755 0.286 0.182 0.450 27.493 18.240 41.439 8.190 4.440 15.107 
758 0.229 0.209 0.252 33.701 26.685 42.560 6.502 6.509 6.496 
759 0.280 0.302 0.260 36.862 29.680 45.781 12.219 10.482 14.242 
768 0.299 0.345 0.259 29.288 35.748 23.995 8.966 11.532 6.972 
776 0.286 0.271 0.301 48.340 56.610 41.278 18.191 31.716 10.434 
778 0.287 0.281 0.292 42.564 47.282 38.317 13.840 20.272 9.448 
786 0.210 0.225 0.196 32.650 37.601 28.352 14.206 14.610 13.813 
787 0.194 0.253 0.149 26.561 43.578 16.190 9.239 11.904 7.170 
799 0.283 0.370 0.217 25.586 31.547 20.751 4.578 4.454 4.705 
801 0.245 0.273 0.220 23.731 25.692 21.921 9.018 12.793 6.358 
806 0.201 0.216 0.186 34.424 50.606 23.417 18.022 24.399 13.312 
810 0.456 0.406 0.512 18.551 17.693 19.451 4.532 4.658 4.410 
811 0.560 0.509 0.615 27.902 27.584 28.225 6.882 5.282 8.967 
20 829 0.474 0.416 0.541 38.736 39.149 38.327 20.974 23.769 18.508 
21 
832 0.128 0.147 0.112 18.995 19.674 18.340 9.250 7.415 11.540 
836 0.107 0.111 0.103 9.849 8.863 10.944 7.024 5.961 8.277 
841 0.103 0.119 0.089 11.514 13.960 9.496 7.065 8.794 5.676 
850 0.161 0.155 0.167 20.420 21.130 19.735 9.721 7.231 13.068 
855 0.137 0.115 0.163 12.561 12.309 12.818 15.866 16.954 14.847 
862 0.108 0.112 0.105 12.252 15.429 9.730 6.941 9.641 4.997 
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Table A1. Continued 
EQ 
No. 
NGA 
record 
sequence 
No. 
PGA (g) PGV (cm/s) PGD (cm) 
GM FN FP GM FN FP GM FN FP 
21 
864 0.278 0.288 0.268 34.153 43.666 26.712 11.720 14.519 9.460 
880 0.124 0.122 0.126 12.635 23.158 6.893 7.780 24.301 2.490 
881 0.164 0.144 0.186 18.147 20.365 16.170 7.570 6.045 9.480 
882 0.133 0.131 0.135 12.763 14.385 11.323 5.335 5.558 5.120 
884 0.081 0.090 0.072 12.369 13.956 10.963 6.099 5.512 6.750 
888 0.083 0.079 0.087 17.159 19.306 15.250 9.040 10.211 8.004 
22 
949 0.280 0.237 0.332 28.585 25.986 31.444 10.327 6.537 16.312 
952 0.526 0.594 0.467 35.484 39.465 31.905 6.340 8.597 4.675 
953 0.437 0.379 0.502 57.642 44.714 74.308 12.279 10.098 14.930 
959 0.367 0.376 0.358 47.833 53.521 42.749 13.610 21.452 8.634 
960 0.396 0.466 0.337 45.074 53.118 38.249 11.959 10.651 13.427 
963 0.511 0.488 0.534 48.304 57.513 40.570 12.761 17.108 9.519 
987 0.342 0.277 0.421 24.779 22.136 27.737 4.322 4.038 4.625 
988 0.211 0.200 0.222 24.675 28.058 21.700 6.851 7.869 5.965 
995 0.334 0.289 0.386 23.270 23.623 22.922 4.211 4.287 4.137 
1003 0.455 0.461 0.448 36.209 36.169 36.249 6.273 7.292 5.395 
1006 0.388 0.336 0.446 22.947 19.917 26.438 5.382 6.927 4.181 
1010 0.358 0.419 0.307 27.624 38.363 19.892 7.697 8.930 6.634 
1042 0.272 0.318 0.232 20.916 21.635 20.222 8.571 7.204 10.197 
1048 0.418 0.413 0.422 50.062 53.171 47.134 16.600 20.763 13.272 
1049 0.332 0.409 0.269 22.647 27.931 18.364 5.994 5.808 6.185 
1052 0.353 0.527 0.236 45.560 55.992 37.071 11.309 12.347 10.358 
1077 0.600 0.490 0.735 31.069 26.969 35.793 10.460 8.289 13.200 
1080 0.809 1.066 0.614 43.869 51.374 37.460 5.055 6.012 4.251 
1082 0.342 0.298 0.394 28.986 25.712 32.678 7.558 6.086 9.387 
1087 1.632 1.333 1.998 78.984 64.735 96.368 27.791 38.703 19.955 
1704 0.206 0.129 0.329 14.984 10.804 20.780 1.706 1.445 2.013 
1722 0.152 0.217 0.106 8.158 14.445 4.608 0.620 1.161 0.332 
1723 0.164 0.244 0.110 8.250 12.750 5.338 0.823 1.352 0.501 
1728 0.495 0.695 0.352 23.844 37.654 15.099 1.888 2.587 1.378 
1736 0.251 0.223 0.282 15.051 15.750 14.383 1.651 1.837 1.484 
1738 0.250 0.260 0.239 12.550 12.489 12.610 1.311 1.743 0.987 
1739 0.311 0.294 0.329 13.040 12.416 13.695 0.869 1.010 0.747 
23 1107 0.250 0.175 0.356 20.438 13.075 31.946 6.547 4.277 10.020 1111 0.412 0.484 0.352 35.329 33.658 37.083 11.432 10.895 11.996 
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Table A1. Continued 
EQ 
No. 
NGA 
record 
sequence 
No. 
PGA (g) PGV (cm/s) PGD (cm) 
GM FN FP GM FN FP GM FN FP 
23 1116 0.225 0.187 0.271 35.402 29.963 41.827 8.033 8.769 7.359 
24 1141 0.304 0.324 0.285 34.468 35.968 33.031 8.074 7.978 8.171 
25 
1147 0.213 0.240 0.189 36.671 40.080 33.552 26.414 26.818 26.017 
1149 0.132 0.105 0.165 18.893 22.175 16.097 16.465 23.570 11.502 
1155 0.105 0.103 0.107 20.990 19.974 22.058 13.917 18.076 10.715 
1157 0.155 0.178 0.134 12.695 18.450 8.735 10.966 18.196 6.609 
1158 0.326 0.283 0.375 52.605 52.058 53.158 31.841 37.925 26.733 
1159 0.098 0.087 0.110 13.050 14.916 11.417 5.879 6.677 5.175 
1160 0.173 0.194 0.155 16.705 18.947 14.729 17.087 17.651 16.542 
1162 0.134 0.132 0.135 9.679 9.519 9.842 3.646 3.567 3.727 
1163 0.084 0.090 0.078 21.134 24.685 18.093 22.178 28.646 17.170 
1165 0.183 0.152 0.220 25.939 22.606 29.764 12.971 9.828 17.119 
1166 0.116 0.098 0.136 21.019 15.360 28.762 11.534 7.695 17.289 
1177 0.108 0.108 0.108 16.827 18.594 15.228 15.071 12.364 18.369 
26 
1184 0.217 0.243 0.194 19.312 17.739 21.024 8.194 6.000 11.190 
1186 0.234 0.211 0.259 22.291 21.036 23.621 6.230 6.740 5.758 
1187 0.171 0.167 0.176 26.172 25.538 26.822 10.967 9.261 12.988 
1197 0.767 0.664 0.887 75.203 89.318 63.318 18.440 17.066 19.925 
1198 0.264 0.284 0.246 29.502 25.503 34.127 20.218 16.056 25.458 
1201 0.312 0.290 0.336 38.369 28.676 51.338 12.870 9.536 17.371 
1203 0.256 0.322 0.204 38.066 36.316 39.901 23.879 17.192 33.165 
1205 0.400 0.248 0.644 28.974 21.943 38.257 9.182 7.576 11.129 
1208 0.150 0.141 0.161 21.402 21.487 21.317 9.846 6.654 14.570 
1209 0.178 0.161 0.197 21.270 18.076 25.030 11.198 8.055 15.568 
1227 0.194 0.178 0.213 26.279 27.312 25.285 16.417 18.302 14.726 
1231 0.854 0.630 1.157 90.309 74.323 109.733 27.908 22.393 34.781 
1236 0.179 0.145 0.220 18.773 17.004 20.726 11.068 9.111 13.446 
1282 0.167 0.167 0.168 17.740 16.929 18.589 8.293 7.997 8.601 
1317 0.130 0.118 0.142 23.585 23.799 23.373 12.709 13.651 11.831 
1350 0.213 0.219 0.206 14.194 15.720 12.816 14.802 16.001 13.693 
1491 0.189 0.177 0.203 43.651 48.891 38.974 64.651 72.937 57.306 
1495 0.221 0.246 0.199 39.025 30.793 49.458 23.784 12.357 45.778 
1504 0.418 0.558 0.312 66.017 91.714 47.520 59.899 98.318 36.493 
1507 0.612 0.565 0.661 56.033 44.884 69.951 26.867 14.795 48.792 
1508 0.438 0.489 0.393 62.511 70.810 55.185 39.923 41.715 38.207 
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Table A1. Continued 
EQ 
No. 
NGA 
record 
sequence 
No. 
PGA (g) PGV (cm/s) PGD (cm) 
GM FN FP GM FN FP GM FN FP 
26 
1509 0.441 0.617 0.315 55.104 76.171 39.864 18.570 23.169 14.885 
1512 0.366 0.449 0.298 34.608 39.504 30.319 16.403 31.266 8.605 
1513 0.537 0.733 0.394 54.502 62.703 47.374 12.589 11.311 14.011 
1517 0.696 1.157 0.419 71.294 114.976 44.208 25.782 31.673 20.987 
1520 0.469 0.511 0.430 19.762 18.531 21.073 18.404 13.706 24.712 
1521 0.287 0.336 0.245 30.961 30.894 31.028 24.472 18.595 32.207 
1545 0.209 0.226 0.193 48.204 63.194 36.770 42.416 54.164 33.216 
1546 0.241 0.221 0.261 38.010 42.226 34.214 39.185 43.463 35.329 
1551 0.211 0.197 0.226 40.659 40.549 40.768 31.073 36.000 26.821 
2618 0.315 0.352 0.282 25.710 25.977 25.445 6.051 6.657 5.501 
2628 0.362 0.471 0.278 22.368 35.401 14.133 3.238 5.104 2.054 
2655 0.185 0.201 0.170 22.869 29.894 17.495 8.905 16.989 4.668 
2658 0.614 0.951 0.396 23.622 39.684 14.061 3.754 7.803 1.806 
2734 0.333 0.307 0.362 35.850 31.792 40.426 9.188 9.240 9.137 
2752 0.157 0.139 0.178 17.520 17.309 17.734 8.854 6.384 12.279 
3275 0.156 0.196 0.124 17.245 17.169 17.322 5.469 6.674 4.481 
3309 0.183 0.130 0.258 16.203 13.556 19.368 3.536 3.169 3.945 
3473 0.307 0.247 0.383 30.971 28.128 34.103 5.331 5.180 5.487 
3474 0.701 0.728 0.675 39.696 50.584 31.151 4.747 7.453 3.023 
27 1617 0.671 0.972 0.463 25.949 35.730 18.845 6.433 5.671 7.296 
28 
1634 0.179 0.154 0.209 37.907 30.432 47.217 18.736 13.735 25.558 
1636 0.157 0.196 0.126 14.060 18.578 10.641 3.794 4.177 3.446 
1637 0.093 0.103 0.084 12.675 10.631 15.111 4.375 3.159 6.061 
1640 0.116 0.098 0.137 13.926 10.662 18.189 5.116 4.882 5.362 
28 1641 0.339 0.361 0.318 19.198 22.342 16.497 2.023 2.609 1.568 
30 
1762 0.199 0.195 0.202 23.896 26.131 21.851 16.929 17.444 16.429 
1787 0.320 0.336 0.305 34.978 37.018 33.049 17.250 13.495 22.050 
1794 0.140 0.137 0.144 17.580 18.868 16.380 6.597 8.777 4.958 
31 585 1.264 1.155 1.384 53.784 51.756 55.892 9.820 11.934 8.080 2003 0.094 0.079 0.113 4.090 3.261 5.130 1.093 1.411 0.847 
 
  
  
174 
 
APPENDIX B. 
EIGENVALUE ANALYSES RESULTS 
 
 
 
 
Figure B.1 First four natural vibration modes for Bridge case 2 at non-scour condition (a) 
bridge deck; (b) pile foundation in the longitudinal direction; and (c) pile foundation in 
the transverse direction. 
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Figure B.2 First four natural vibration modes for Bridge case 3 at non-scour condition (a) 
bridge deck; (b) pile foundation in the longitudinal direction; and (c) pile foundation in 
the transverse direction. 
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Figure B.3 First four natural vibration modes for Bridge case 4 at non-scour condition (a) 
bridge deck; (b) pile foundation in the longitudinal direction; and (c) pile foundation in 
the transverse direction. 
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Figure B.4 First four natural vibration modes for Bridge case 5 at non-scour condition (a) 
bridge deck; (b) pile foundation in the longitudinal direction; and (c) pile foundation in 
the transverse direction. 
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Figure B.5 First four natural vibration modes for Bridge case 6 at non-scour condition (a) 
bridge deck; (b) pile foundation in the longitudinal direction; and (c) pile foundation in 
the transverse direction. 
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Figure B.6 Scour effect on deck natural vibrations for Bridge deck case 1. 
 
 
Figure B.7 Scour effect on deck natural vibrations for Bridge case 2. 
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Figure B.8 Scour effect on deck natural vibrations for Bridge case 3. 
 
 
Figure B.9 Scour effect on deck natural vibrations for Bridge case 4. 
 
-1
0
1 Mode1, T=1.01 s, SD = 0.0 m
Mode1, T=1.31 s, SD = 2.3 m
Mode1, T=1.63 s, SD = 4.5 m
Mode1, T=2.34 s, SD = 9.0 m
-1
0
1 Mode1, T=0.71 s, SD = 0.0 m
Mode1, T=0.9 s, SD = 2.5 m
Mode1, T=1.13 s, SD = 5.0 m
Mode1, T=1.68 s, SD = 10.0 m
  
181 
 
 
Figure B.10 Scour effect on deck natural vibrations for Bridge case 5. 
 
 
Figure B.11 Scour effect on deck natural vibrations for Bridge case 6. 
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APPENDIX C. 
NONLINEAR PUSHOVER ANALYSES RESULTS 
 
 
Figure C.1 Nonlinear pushover curves of drift and shear for Bridge case 2: (a) column 
(longitudinal); and (b) column (transverse). 
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Figure C.2 Nonlinear pushover curves of drift and shear for Bridge case 2: (a) pile 
(longitudinal); and (b) pile (transverse). 
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Figure C.3 Scour effect based on the nonlinear pushover analysis for Bridge case 2: (a) 
deck displacement; (b) internal shear force; and (c) linear-segment stiffness.   
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Figure C.4 Nonlinear pushover curves of drift and shear for Bridge case 3: (a) column 
(longitudinal); and (b) column (transverse). 
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Figure C.5 Nonlinear pushover curves of drift and shear for Bridge case 3: (a) pile 
(longitudinal); and (b) pile (transverse). 
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Figure C.6 Scour effect based on the nonlinear pushover analysis for Bridge case 3: (a) 
deck displacement; (b) internal shear force; and (c) linear-segment stiffness. 
0 1 2 3 4 5 6 7 8 9
SD (m)
0
0.5
1
1.5
2
2.5
3
 
y 
 (m
)
Pile-Longi.
Pile-Trans.
Column-Longi.
Column-Trans.
(a)
0 1 2 3 4 5 6 7 8 9
SD (m)
0
2
4
6
8
10
12
14
V
y 
(M
N
)
Pile-Longi.
Pile-Trans.
Column-Longi.
Column-Trans.
(b)
0 1 2 3 4 5 6 7 8 9
SD (m)
0
2
4
6
8
10
K
y 
 (M
N
/m
)
Pile-longi.
Pile-trans.
Column-longi.
Column-trans.
(c)
  
188 
 
 
 
 
Figure C.7 Nonlinear pushover curves of drift and shear for Bridge case 4: (a) column 
(longitudinal); and (b) column (transverse). 
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Figure C.8 Nonlinear pushover curves of drift and shear for Bridge case 4: (a) pile 
(longitudinal); and (b) pile (transverse). 
 
  
0.02 0.04 0.06 0.08
(  / HB )
0
0.1
0.2
0.3
0.4
( V
 / 
W
B
 )
SD =  0.0 m
SD =  2.0 m
SD =  2.5 m
SD =  3.3 m
SD =  5.0 m
SD =  6.7 m
SD =  10.0 m
(a)
0.02 0.04 0.06 0.08
(  / HB )
0
0.1
0.2
0.3
0.4
( V
 / 
W
B
 )
SD =  0.0 m
SD =  2.0 m
SD =  2.5 m
SD =  3.3 m
SD =  5.0 m
SD =  6.7 m
SD =  10.0 m
(b)
  
190 
 
 
 
 
 
 
Figure C.9 Scour effect based on the nonlinear pushover analysis for Bridge case 4: (a) 
deck displacement; (b) internal shear force; and (c) linear-segment stiffness. 
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Figure C.10 Nonlinear pushover curves of drift and shear for Bridge case 5: (a) column 
(longitudinal); and (b) column (transverse). 
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Figure C.11 Nonlinear pushover curves of drift and shear for Bridge case 5: (a) pile 
(longitudinal); and (b) pile (transverse). 
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Figure C.12 Scour effect based on the nonlinear pushover analysis for Bridge case 5: (a) 
deck displacement; (b) internal shear force; and (c) linear-segment stiffness. 
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Figure C.13 Nonlinear pushover curves of drift and shear for Bridge case 6: (a) column 
(longitudinal); and (b) column (transverse). 
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Figure C.14 Nonlinear pushover curves of drift and shear for Bridge case 6: (a) pile 
(longitudinal); and (b) pile (transverse). 
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Figure C.15 Scour effect based on the nonlinear pushover analysis for Bridge case 6: (a) 
deck displacement; (b) internal shear force; and (c) linear-segment stiffness. 
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Figure C.16 Softening effects of scour on linear-segment stiffness of column from 
nonlinear pushover analysis for six bridge cases (a) longitudinal direction; and (b) 
transverse direction. 
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Figure C.17 Softening effects of scour on linear-segment stiffness of pile from nonlinear 
pushover analysis for six bridge cases (a) longitudinal direction; and (b) transverse 
direction. 
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APPENDIX D. 
MAIN MATLAB PROGRAMS USED IN DISSERTATION 
D.1 Nonlinear Pushover Analysis and Post-processing  
% This program aims to do bidirectional nonlinear pushover 
analysis using 
% OpenSees and post-processing for six bridge case studies 
with different configurations and 
% scour levels 
  
% 1- Nonlinear Pushover (NLP) Analysis: 
for configID = 1:6  % varies from 1 to 6 bridge case 
studies  
    for analysis = 1:2 % 1, and 2 for NLP in X and Y 
directions 
        save ./auxfiles/anatype.txt analysis -ascii; 
% configurations of 6 bridge case studies and 
corresponding scour depths based on pile height 
        Bridge_Configuration;  
        for i = 1 :  length(scourDepth) 
            SD = scourDepth(i); 
            % OpenSees simulation for NLP 
            system('opensees PBSS_OpenSees.tcl');  
        end 
    end 
end 
  
  
% 2- NLP Post-processing: 
  
for configID = 1:6  % varies from 1 to 6 bridge case 
studies  
    Bridge_Configuration;  
    for i = 1:numScour % number of different scour depths 
       sd_ = scourDepth{i};  
% longitudinal displacement of mid-node Bridge 
deck as push load applies in longitudinal 
direction 
Disp_longi_push_long_0 = eval(['importdata(''. 
/PushOut','/Config',num2str(configID),'/sDepth',s
d_,'/Disp_longi1.out'')]); 
Disp_longi_push_long = 
Disp_longi_push_long_0(:,2);  
         
% longitudinal displacement of pile cap as push 
load applies in the longitudinal direction 
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PileBaseDisp_longi_push_long_0 = 
eval(['importdata(''./Output/PushOut', '/Config', 
num2str(configID), '/sDepth',sd_, 
'/PileBaseDisp_longi1.out'')']); 
PileBaseDisp_longi_push_long = 
PileBaseDisp_longi_push_long_0(:,2);  
         
% global force values (Fx,Fy,Fz,Mx,My,Mz) for all 
pile nodes as push load applies in the 
longitudinal direction 
PileForces_push_long_0 = 
eval(['importdata(''./Output/PushOut', '/Config', 
num2str(configID), '/sDepth',sd_, 
'/PileForces1.out'')']); 
PileForces_push_long=PileForces_push_long_0(:,2:e
nd);  
  
ColuForces_push_long_0 = 
eval(['importdata(''./Output/PushOut', '/Config', 
num2str(configID), '/sDepth',sd_, 
'/ColuForces1.out'')']); 
% Fx of the column as push load applies in 
longitudinal direction 
Fx_ColuForces_push_long= -
ColuForces_push_long_0(:,2);   
% Fy of the column as push load applies in 
longitudinal direction 
Fy_ColuForces_push_long= -
ColuForces_push_long_0(:,3);   
% moment around Y axis as push load applies in 
longitudinal direction 
Fm_ColuForces_Push_long = 
ColuForces_push_long_0(:, 6);  
    end        
end 
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D.2 Main Program for Lifecycle Resilience Quantification  
% Main program for lifecycle resilience quantification of 
the river-crossing bridge under seismic, flood-induced 
scour, and corrosion hazards.  
 
% random time-variant material properties: steel & concrete 
strengths & soil shear wave considering corrosion 
deterioration including fcFin FyFin VsFin 
load MaterIn5yrIntervalFinal.mat;  
% includes EQ Magnitude and occurrence time; MaxMagFin & 
t_occMaxMagFin        
load MaxMagOccTimIn5yrIntervalFinal.mat; 
% time-variant probabilistic scour depth    
load ScDepth_TimVar.mat;   
load dist.mat;          % random source-to-site distance 
% Synthetic GMs include ground acceleration or time 
histories (th), time step (dt), and PGA 
load GMsDataBase.mat;                     
nScen   = 1000;         % number of total scenarios 
nEv     = 15;           % number of events per scenario 
Tsc     = [5:1:45 76];  % potential scour Countermeasure 
time 
nTsc    = length(Tsc);  % number of countermeasure 
alternatives 
T_design= 75;           % bridge design life 
T_int   = 0:5:T_design; % divide design life into 5-yr 
intervals 
 
% nested loop including nTsc*nScen*nEv iterations for 
lifecycle resilience quantification of river-crossing 
bridges 
for iTcm = 1 : nTsc 
     for iScen = 1 : nScen  
Curr_Mat = [fcFin(iScen,1:nEv); 
FyFin(iScen,1:nEv); VsFin(iScen,1:nEv)]; 
      Curr_ScD = [ScDepth_TimVar(iScen,1:nEv)]; 
for iEv = 1:nEv 
% Poisson-based occurrence time of max magnitude 
at    each 5-year lifecycle intervals 
          tOcc = t_occMaxMagFin(iScen,iEv);  
           if T_int(iEv) < Tsc(iTcm) 
                  SD = ScDepth_TimVar(iScen,iEv); 
             else 
% no scour after implementing countermeasure 
               SD = [0];             
end 
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          save ./material_parameters.txt mat_var -ascii;  
% synthetic GMs: Inputs include moment magnitude, 
distance, shear wave velocity of soil, and index 
of scenario, event, and countermeasure 
alternative; outputs: ground acc., time step, and 
PGA. 
[Ag, dt,pga]= TCM_main_sgm(MaxMagFin,distanceFin, 
VsFin,iScen,iEv,iTcm); 
          Npt = size(Ag,2); 
          %duration of interest in the analysis 
          tv = (0:dt:(npt-1)*dt)';             
gminfo = [npt dt pga]'; 
% save ascii files for OpenSees simulation (fn 
and fp components are in X & Y directions, 
respectively.  
          save ./motfileX.txt Ag -ascii; 
          save ./motInfo.txt gminfo -ascii; 
          save ./basicParameters.txt iEv iScen iTcm -ascii; 
          % calling OpenSees simulation 
          system(Main_Resilience_THA_OpenSees.tcl'); 
% calling time history analysis function to pass 
structural response from OpenSees   
[maxDisp_x,maxDisp_y,Max_dispPileNodes_X,Max_disp
PileNodes_Y,Max_defx_Pile,Max_defy_Pile,Max_defX_
Col,Max_defY_Col]= 
Res_TH_PstProcs(iScen,iEv,iTcm); 
% calculate drift and deformation ductility 
demands and damage state classification  
[DS,Mu_d,Mu_s]=DucDmndDamgState(maxDisp_x,maxDisp
_y,Max_defx_Pile,Max_defy_Pile,iScen,iEv,iTcm); 
          % estimate damage-based residual functionality  
[Qres_T,Qres_U]=ResidFunctionality(DS,iScen,iEv,i
Tcm);    
          % estimate recovery duration 
          
[Trec_UD,Trec_ND]=RecovDura(DS,iScen,iEv,iTcm); 
% estimate resilience index using normal (FEMA) 
and unit (Shinozuka) distributions 
[ResIndex_ND,ResIndex_UD]=TCM_ResilienceIndex(Qre
s_T,Qres_U,Trec_ND,Trec_UD,tOcc,iScen,iEv,iTcm);        
        end 
    end 
end 
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D.3 Earthquake Occurrence Model Using Poisson Process 
% This program generates the distribution of earthquake 
moment magnitude and the corresponding occurrence time 
using the Homogeneous Poisson Process. 
 
% Gutenberg-Richter recurrence (G-R) law  
M_min = 4.5;       M_max = 8.0;  
a     = 4.56;      b     = 1.0;  
alpha = a*log(10); beta  = b*log(10); 
nu    = exp(alpha-beta*M_min); 
syms m 
% cumulative distribution function of moment magnitude 
F_M      = (1-exp(-beta*(m-M_min))) / (1-(exp(-beta*(M_max-
M_min))));  
lambda_m = 1-F_M; %annual occurrence rate 
  
% Latin Hypercube Sampling (LHS); 
m_int    = 4.6:1:M_max; % magnitude intervals 
T_design = 75; % bridge design life (years) 
nMag      = 1000; % number of samples   
Mag_LHS = LHS_Magnitude(nMag,M_min,M_max); 
arriv   = cell(length(Mag_LHS),1); 
  
% loop for Poisson-based arrival times  
for mm = 1:length(Mag_LHS) 
    m_lhs_       = Mag_LHS(mm); 
    lambda_m_lhs = double(subs(1/lambda_m, m,m_lhs_)); 
    arrivals     = []; 
    while true 
          newarrival = exprnd(lambda_m_lhs,1); 
          if sum(arrivals) + newarrival < T_design 
             arrivals(end+1,:) = newarrival; 
          else 
             break 
          end 
    end 
    arriv{mm} = arrivals; 
end 
  
t_occ = cell(length(Mag_LHS),1); % EQ occurrence time 
   
  
204 
 
D.4 Scour Prediction Using Stochastic Hydrograph-based Model 
 
% recorded discharge data from USGS (Shasta County, 
California; Hydrologic Unit 
% Code: 18020154; Latitude: 40°36'04"; Longitude: 
122°26'36") 
load Rec_disc_yr; 
load Rec_disc_value; 
  
Q_mean        = mean(Rec_disc_value); 
Q_STD         = std(Rec_disc_value); 
Q_sort        = sort(Rec_disc_value); 
cdf_norm      = cdf('Normal',Q_sort,Q_mean,Q_STD); 
POE_norm      = (1-cdf_norm); 
cdf_log       = cdf('Lognormal',Q_sort,Q_mean,Q_STD); 
POE_log       = (1-cdf_log); 
[emp_cdf ,yy] = ecdf(Rec_disc_value); 
POE_emp       = (1-emp_cdf); 
Qrnd          = min(Rec_disc_value) + (max(Rec_disc_value)- 
min(Rec_disc_value)).*rand(1000,1); 
cdf_norm_fit  = cdf('Normal',sort(Qrnd),Q_mean,Q_STD); 
  
% 1- Q100-Q500 approach: 
    sig_Q = Q_STD; 
    mu_Q  = Q_mean;  
    Q100  = 3217; % From linear regression  
    Q500  = 4230; % From linear regression  
    sig_y = sqrt(log(1+((sig_Q/mu_Q)^2))); 
    mu_y  = (0.5*(log((mu_Q^2)/(1+((sig_Q/mu_Q)^2)))));  
     
%1.1-method 1: using erf function for probability 
calculation: 
    P_Q100_1 = 0.5-(0.5*erf((log(Q100)- 
mu_y)/(sqrt(2)*sig_y))); 
    P_Q500_1 = 0.5-(0.5*erf((log(Q500)- 
mu_y)/(sqrt(2)*sig_y))); 
       
%1.2-method 2: using integral expression for probability 
calculation: 
    syms Q 
    FunQ     = @(Q) (1/Q)*exp(-((log(Q)- 
mu_y)^2)/(2*sig_y^2));  
    p_Q100_2 = double(1-((1/(sig_y*sqrt(2*pi))) *  
(int(FunQ,Q,0,Q100)))); 
    p_Q500_2 = double(1 - ((1/(sig_y*sqrt(2*pi))) * 
(int(FunQ,Q,0,Q500)))); 
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      N_LHS_req= 1000; % number of latin hypercube samples 
      Qf =exp(mu_y+sig_y*normrnd(0,1,N_LHS_req,1)); %future 
flow 
      
% 2- Velocity transformation: 
    syms v h 
    s     = 0.002; % from litrature 
    sig_n = 0.025*0.275 ;  
    mu_n  = 0.025; % lognormal parameters of constant n 
    b     = 70; % assumed less than bridge length (90m)  
    n_v   = 1000;  
    vel   = zeros(1,n_v); 
    for i = 1:n_v 
        n_rough= lognrnd(mu_n,sig_n,1,1); 
        Qf     = exp(mu_y+sig_y*normrnd(0,1,1,1)); 
        eqn1   = v-((1/n_rough)*(((b*h)/(b+2*h)) 
^(2/3))*(s^.5))==0; 
        eqn2   = h-(Qf/(b*v))==0; 
        E      = [eqn1,eqn2]; 
        SS     = solve(E,h,v); 
        h_valu = double(SS.h); 
        v_valu = double(SS.v); 
        vel(i) = v_valu(1); 
    end 
     
% 3- Scour prediction: 
    dPier  = 2; % diameter of the pier;  
    gama   = 10^-6; % water viscosity;  
    Rey    = vel * dPier/gama; % Reynolds number; 
    zDot   = 4; % initial rate of scour N/mm; 
    roWat  = 1000; % density of the water; 
    % calculate the maximum hydraulic shear stress 
    taoMax = 0.094 * roWat.*(vel.^2).* 
((1./log10(Rey)) - 0.1);  
    % calculate the final scour depth; 
    zMax   = 0.18*(Rey.^0.635); % units mm; 
    % Time-variant scour depth  
    tYear  = 1:75; 
    for ii = 1:size(tYear,2) 
        tEq = 73.*(tYear(ii).^0.126).*(vel.^1.706)* 
(zDot.^-0.2); 
        z_t(:,ii) = tEquation/(1/zDot + tEq/zMax);%unit mm; 
    end 
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D.5 Corrosion Initiation and Propagation Models 
% This program estimates time-variant concrete compressive 
strength and steel yield strength considering chloride-
induced corrosion hazard 
 
% 1- Corrosion initiation and propagation models: 
% 1.1- Corrosion initiation time: 
% samples of the following seven random variables for 
generating the corrosion initiation and propagation models   
for j = 1:LHS_N 
[fc,fy,Ccr,C0,Dc,Cc,rcorr] = 
LHS_AgingDegradation(LHS_N); 
% corrosion initiation time 
T_i{j} = ((Cc.^2)./(4*Dc)).*((erfinv( (C0-
Ccr)./C0)).^-2 );  
end 
  
Ti_     = cell2mat(T_i)'; 
Ti_tot  = reshape(Ti_,[size(Ti_,1)*size(Ti_,2),1]); 
randp   = rand(LHS_N,1);  
 
for m   = 1:LHS_N 
    % this ensure N probability for each of the N interval; 
    randp(m) = randp(m)*(1/LHS_N) + (m-1)*(1/LHS_N);  
end 
 
Ti_ave  = mean(Ti_tot); 
Ti_sd   = std(Ti_tot); % mean and Std. dev. of Ti 
LHS_Ti  = icdf('Lognormal',randp,Ti_ave,Ti_sd);  
ss      = randperm(LHS_N); 
LHS_Ti_ = zeros(LHS_N,1); 
 
% Latin Hypercube Sampling  
for k   = 1:LHS_N 
    LHS_Ti_(k) = LHS_Ti(ss(k)); 
end 
 
log_Ti  = log(LHS_Ti_); 
  
% 1.2- steel bar area based on random Ti: 
D0     = 43; % original diameter (mm) 
n_bar  = 12; % number of reinforced bars 
t      = 0:1:75; % bridge design life 
A_bar  = zeros(size(t,2),size(log_Ti,2)); 
DelAs0 = zeros(size(t,2),size(log_Ti,2)); 
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% nested loop to estimate the time-dependent area of steel 
reinforced bars based on random corrosion initiation time  
for z1 = 1:size(t,2) 
    for z2 = 1:size(log_Ti,1) 
        if t(z1)<=log_Ti(z2) 
           A_bar(z1,z2) = n_bar*pi()*(D0^2)/4; 
           DelAs0(z1,z2) = 0; 
        elseif t(z1)>log_Ti(z2) &&  
t(z1)<log_Ti(z2)+(D0./rcorr(z2)) 
            A_bar(z1,z2)=(n_bar*pi()/4) * ((D0- 
(rcorr(z2)*(t(z1)-log_Ti(z2))))^2); 
            DelAs0(z1,z2)=(n_bar*pi()/4) * ((D0- 
(rcorr(z2)*(t(z1)-log_Ti(z2))))^2); 
        else 
            A_bar(z1,z2)  = 0; 
            DelAs0(z1,z2) = 0; 
        end 
    end 
end 
 
% the cross-sectional area of the non-corroded steel 
reinforcement bar 
A0         = n_bar*pi()*(D0^2)/4;  
A_norm     = A_bar./A0; % normalizaed area 
A_norm_mean= mean( A_norm(1:size(A_norm,1),:),2 ); 
A_norm_inv = A_norm'; 
A_norm_std = std( A_norm_inv(1:size(A_norm,1),:),1 ); 
muPlusSD   = A_norm_mean+A_norm_std'; 
muMinusSD  = A_norm_mean-A_norm_std'; 
  
% 1.3- Crack initiation and width:  
K_crack    = 0.0577; % empirical coefficient from 
literature 
% crack width after corrosion initiation 
w_crack    = K_crack.*(A0-DelAs0)./n_bar; 
W_Cr_mean  = mean( abs(w_crack(1:size(w_crack,1),:)),2 ); 
b0         = 2000.0 ; %  pier diameter 
% strain at the peak compressive stress 
epc0       = 0.0022 ; 
% coefficient related to bar roughness and diameter 
k_rd       = 0.1 ; 
eps_t      =  n_bar*w_crack/b0; % transversal strain 
eps_t_mean = mean(eps_t(1:size(eps_t,1),:),2); 
  
% 2- Time-Variant concrete compressive strength (fc): 
fc_t           = (1./(1+(k_rd.*eps_t /epc0))).* fc'; 
fc_t_norm      = (1./(1 + (k_rd .* eps_t/epc0))); 
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fc_t_mean      = mean(fc_t(1:size(fc_t,1),:),2); 
% normalized fc 
fc_t_mean_norm = (1./(1 + k_rd.*eps_t_mean/epc0)); 
fc_t_norm_inv  = fc_t_norm'; 
fc_t_std_norm  = std(fc_t_norm_inv 
(1:size(fc_t_norm_inv,1)),1); 
fc_muPlusSD    = fc_t_mean_norm+fc_t_std_norm'; 
fc_muMinusSD   = fc_t_mean_norm-fc_t_std_norm'; 
  
% 3- Time-Variant Steel Yield Strength (fy):         
% the amount of corrosion of reinforcement 
Q_corr         = (1-(A_norm_mean.^2))*100; 
beta_y         = 0.005; % empirical coeff. from literature 
fy_t           = (1-Q_corr.*beta_y).*fy'; 
fy_t_mean      = mean(fy_t(1:size(fy_t,1),:),2); 
fy_t_mean_norm = (1-Q_corr.*beta_y); 
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D.6 OpenSees Simulations Post-processing 
% This function passes structural response (demands) from 
OpenSees time-history simulations 
function [maxDisp_x, maxDisp_y, Max_dispPileNodes_X, 
Max_dispPileNodes_Y, Max_defx_Pile, Max_defy_Pile, 
Max_defX_Col,Max_defY_Col] = 
Res_TH_PstProcs(iScen,iEv,iTcm) 
 
       % 1-Bridge Deck disp in both X & Y directions: 
       BDD = './Output/CM%d/Scenario%d/Run%d/upDisp.out'; 
       BDD_         = sprintf(BDD,iTcm,iScen,iEv); 
       tmp1_        = importdata(BDD_);            
       mpDisp       = tmp1_(:,2:end);        
       th           = tmp1_(:,1); 
  dispSupStr_y = mpDisp(:,2); 
  maxDisp_y    = max(abs(dispSupStr_y)); 
       dispSupStr_x = mpDisp(:,1); 
       maxDisp_x    = max(abs(dispSupStr_x)); 
 
       % 2-Pile displacement in both X and Y directions:   
       BPD = './Output/CM%d/Scenario%d/Run%d/pileDisp.out'; 
       BPD_            = sprintf(BPD,iTcm,iScen,iEv); 
       tmp3_           = importdata(BPD_);          
       nPileNode       = (size(tmp3_, 2)-1) / 3; 
       dispPileNodes_X = zeros(size(tmp3_,1),nPileNode); 
       dispPileNodes_Y = zeros(size(tmp3_,1),nPileNode); 
       for n=1 : nPileNode 
            % disp. of the all pile nodes in X direction 
            dispPileNodes_X(: , n) =  
tmp3_( : , (n-1) * 3 + 2 ); 
            % disp. of the all pile nodes in Y direction 
            dispPileNodes_Y(: , n) =  
tmp3_( : , (n-1) * 3 + 3 );   
       end 
       % max. of disp. from all pile nodes in X  
       Max_dispPileNodes_X = max(abs(dispPileNodes_X(:)));  
       % max. of disp. from all pile nodes in Y  
       Max_dispPileNodes_Y = max(abs(dispPileNodes_Y(:)));               
         
  % 3-Pile deformation in  both X and Y directions   
       BPDeform = './Output/CM%d/Scen%d/Run%d/PilDef.out'; 
       BPDeform_= sprintf(BPDeform,iTcm,iScen,iEv); 
       tmp5_    = importdata(BPDeform_);          
       nElePile = nPileNode - 1;  
       defx_Pile= zeros(size(tmp5_,1),nElePile); 
       defy_Pile = zeros(size(tmp5_,1),nElePile); 
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       for n = 1 : nElePile 
        % longitudinal force values (Fx) of pile nodes 
          defx_Pile(:,n) = tmp5_(: , (n-1)*5 + 2); 
          % transverse force values (Fy) of pile nodes 
          defy_Pile(:,n) = tmp5_(: , (n-1)*5 + 3);  
       end 
       % Max. Longitudinal force values of the pil nodes 
       Max_defx_Pile = max(abs(defx_Pile(:))); 
       % Max. Transverse force values of the pile nodes 
       Max_defy_Pile = max(abs(defy_Pile(:)));   
 
       % 4-Column deformation in both X and Y directions   
       BCDeform  = './Output/CM%d/Scen%d/Run%d/ColDef.out'; 
       BCDeform_    = sprintf(BCDeform,iTcm,iScen,iEv); 
       tmp6_        = importdata(BCDeform_);        
       defX_Col     = tmp6_(:,2);  
  Max_defX_Col = max(abs(defX_Col(:))); 
       defY_Col     = tmp6_(:,3);  
       Max_defY_Col = max(abs(defY_Col(:))); 
end 
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D.7 Damage State Definitions Based on the Proposed Integrated Damage Index 
Function [DS,Mu_d,Mu_s]= DucDmndDamgState(maxDisp_x, 
maxDisp_y, Max_defx_Pile, Max_defy_Pile, iScen, 
iEv, iTcm) 
    % yeild displacement for nonlinear pushover analysis 
    Ux_yld  =  0.112; % Transverse (y) direction 
    Uy_yld  = 0.114;  % Longitudinal (x) direction 
    sigma_y = 0.003;   % concrete yeild strain from ACI 
    %strain ductility demand parameter in x direction 
    Mu_sX=Max_defx_Pile{iScen,iEv,iTcm}/sigma_y; 
    %strain ductility demand parameter in y direction;  
    Mu_sY=Max_defy_Pile{iScen,iEv,iTcm}/sigma_y;  
    Mu_s = max(Mu_sX,Mu_sY); 
    %drift ductility demand parameter in x direction 
    Mu_D_X=maxDisp_x{iScen,iEv,iTcm}/Ux_yld; 
    %drift ductility demand parameter in y direction 
    Mu_D_Y=maxDisp_y{iScen,iEv,iTcm}/Uy_yld;      
    Mu_d=max(Mu_D_X,Mu_D_Y); 
     
    if Mu_s<1.0 && Mu_d<7.0 
       DS=0; % no damage 
    elseif Mu_s>1.0 && Mu_s<2.0 && Mu_d<7.0 
       DS=1; % minor damage state 
    elseif Mu_s>2.0 && Mu_s<4.0 && Mu_d<7.0 
       DS=2; % moderate damage state 
    elseif Mu_s>4.0 && Mu_s<6.0 && Mu_d<7.0 
       DS=3; % major damage state 
    elseif Mu_s>6.0 || Mu_d>7.0 
       DS=4; % collapse or complete damage state 
    end 
end 
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D.8 Linear and Nonlinear Recovery Models 
% This function aims to estimate resilience index based on 
the random damage-based residual functionality and recovery 
duration using different linear and nonlinear recovery 
models. 
% ND and UD denote normal and uniform distributions, 
respectively 
function [ResIndex_ND, ResIndex_UD, ResIndex_PE_ND, 
ResIndex_PE_UD, ResIndex_NE_ND, ResIndex_NE_UD, 
ResIndex_Sin_ND, ResIndex_Sin_UD] = 
ResIndxWithDiffRecFunc(Qres_T, Qres_U, Trec_ND, 
Trec_UD, tOcc, iScen, iEv, iTcm) 
  
% recovery model parameters: 
 
% occurrence time of EQ with Max Mag @ each 5-yr 
interval 
t_OE       = tOcc * 365; 
% normalized time using normal distribution.  
tah_ND     = @ (t) ((t-t_OE)./ 
Trec_ND{iScen,iEv,iTcm}); 
% normalized time using uniform distribution. 
tah_UD     = @ (t) ((t-t_OE)./ 
Trec_UD{iScen,iEv,iTcm});  
w          = 10; % shape factor 
Taht_RE_ND = t_OE + Trec_ND{iScen,iEv,iTcm}; 
Taht_RE_UD = t_OE + Trec_UD{iScen,iEv,iTcm}; 
%time after recovery duration 
Tt_RE_ND   = t_OE + Trec_ND{iScen,iEv,iTcm};  
Tt_RE_UD   = t_OE + Trec_UD{iScen,iEv,iTcm};  
%horizon time is assumed constant 14 months 
t_h_ND     = 12 * 30;  
t_h_UD     = 12 * 30; 
Tt_h_ND    = t_OE+t_h_ND; 
Tt_h_UD    = t_OE+t_h_UD; 
  
% 1-linear recovery function: 
Q_t_ND      = @(t) Qres_T+((t-t_OE)*(1- 
Qres_T)./Trec_ND);  
Q_t_UD      = @(t) Qres_U+((t-t_OE)*(1- 
Qres_U)./Trec_UD);   
Qt_int_ND   = integral(Q_t_ND,t_OE,Tt_RE_ND) + 
(Tt_h_ND-Tt_RE_ND); 
Qt_int_UD   = integral(Q_t_UD,t_OE,Tt_RE_UD) + 
(Tt_h_UD-Tt_RE_UD); 
ResIndex_ND = Qt_int_ND/t_h_ND; 
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ResIndex_UD = Qt_int_UD/t_h_UD; 
  
%% 2-Pos. Exp. recovery model (least resilient): 
Q_PE_ND        = @ (t) (exp(-w.*(1-tah_ND(t)))); 
Q_PE_UD        = @ (t) (exp(-w.*(1-tah_UD(t)))); 
QPE_int_ND     = integral(Q_PE_ND,t_OE,Taht_RE_ND)+ 
(Tt_h_ND-Taht_RE_ND); 
QPE_int_UD     = integral(Q_PE_UD,t_OE,Taht_RE_UD)+ 
(Tt_h_UD-Taht_RE_UD); 
ResIndex_PE_ND = QPE_int_ND/t_h_ND; 
ResIndex_PE_UD = QPE_int_UD/t_h_UD; 
  
% 3-Neg. Exp. recovery model (perfectly resilient): 
Q_NE_ND        = @ (t) (1 - exp(-w.* tah_ND(t))); 
Q_NE_UD        = @ (t) (1 - exp(-w.*tah_UD(t))); 
QNE_int_ND     = integral(Q_NE_ND,t_OE,Taht_RE_ND)+ 
(Tt_h_ND-Taht_RE_ND); 
QNE_int_UD     = integral(Q_NE_UD,t_OE,Taht_RE_ND)+ 
(Tt_h_UD-Taht_RE_UD); 
ResIndex_NE_ND = QNE_int_ND/t_h_ND; 
ResIndex_NE_UD = QNE_int_UD/t_h_UD; 
  
% 4-sinusoidal recovery function: 
Q_Sin_ND        = @ (t) .5*(1 - cos(pi()* tah_ND(t))); 
Q_Sin_UD        = @ (t) .5*(1 - cos(pi()*tah_UD(t))); 
QSin_int_ND     = integral(Q_Sin_ND,t_OE,Taht_RE_ND) + 
(Tt_h_ND-Taht_RE_ND); 
QSin_int_UD     = integral(Q_Sin_UD,t_OE,Taht_RE_ND) + 
(Tt_h_UD-Taht_RE_UD); 
ResIndex_Sin_ND = QSin_int_ND/t_h_ND; 
ResIndex_Sin_UD = QSin_int_UD/t_h_UD; 
end 
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D.9 Distance-based measurement of Lifecycle resilience distributions 
% This script calculates the distances of lifecycle 
resilience distributions using different distance metrics. 
4 recovery functions, 4 SC alternatives, 2 frameworks for 
estimation of recovery duration  and residual functionality 
(Shinuzuka and FEMA)are considered.  
clc; clear all; close all;  
Tcm      = {'0' '10' '30' '76'}; % Scour countermeasure(SC) 
alternatives; Tcm=76 means no SC 
Dist = {'ND','UD'}; % FEMA uses normal distribution (ND) 
and Shinozuka uses uniform distribution (UD) to estimate 
recovery duration. 
RecFun = {'L','PE','NE','Sin'}; % Linear, Positive-
exponential, Negtive-exponential, and sinusoidal recovery 
models 
DM={'AD','CvM','KS','WS'}; % Anderson-Darling, Cramér–von 
Mises, Kolmogorov-Simonov, and Wasserstein or earth mover’s 
distance Distance Metrics 
load ./Output/RI30DiffRecFunc; load 
./Output/RI10DiffRecFunc;load ./Output/RI76DiffRecFunc;load 
./Output/RI0DiffRecFunc; 
tint=5:5:75; % bridge design life 
[PerfResfSys]= PerRefSysResIndex; % perfectly resilient 
reference system 
[LRRS] = LeastResRefSys; % least resilient reference system 
for iCM  = 1 : length (Tcm) 
    for iRec = 1 : length(RecFun) 
        for iDist = 1 : length(Dist) 
eval(sprintf('ResIndex%s_%s_%s=cell2mat(ResIndex%s_
%s_%s)',Tcm{iCM},RecFun{iRec},Dist{iDist},Tcm{iCM},
RecFun{iRec},Dist{iDist}));  
        end 
    end 
end 
% Comparing lifecycle resilience distribution with 
reference systems to measure the distances; worst: the 
least resilient reference systems; Best: the most resilient 
reference system 
for iCM  = 1 : length (Tcm) 
    for iRec = 1 : length(RecFun) 
        for iDist = 1 : length(Dist) 
            for ihis=1:15  
                
eval(sprintf('[KS_worst_%s_%s_%s{%d}]=Kolmogorov_Smirnov_Di
st(PerfResfSys,LRRS)',Tcm{iCM},RecFun{iRec},Dist{iDist},ihi
s));  
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eval(sprintf('[KS_best_%s_%s_%s{%d}]=Kolmogorov_Smirnov_Dis
t(PerfResfSys,res_intv_PerfResfSys{1,iDist,iRec,iCM})',Tcm{
iCM},RecFun{iRec},Dist{iDist},ihis));  
  
                
eval(sprintf('[CvM_worst_%s_%s_%s{%d}]=Cramer_Von_Mises(Per
fResfSys,LRRS)',Tcm{iCM},RecFun{iRec},Dist{iDist},ihis));  
                
eval(sprintf('[CvM_best_%s_%s_%s{%d}]=Cramer_Von_Mises(Perf
ResfSys,res_intv_PerfResfSys{1,iDist,iRec,iCM})',Tcm{iCM},R
ecFun{iRec},Dist{iDist},ihis));  
  
                
eval(sprintf('[WS_worst_%s_%s_%s{%d}]=Wasserstein_Dist(Perf
ResfSys,LRRS)',Tcm{iCM},RecFun{iRec},Dist{iDist},ihis));  
                
eval(sprintf('[WS_best_%s_%s_%s{%d}]=Wasserstein_Dist(PerfR
esfSys,res_intv_PerfResfSys{1,iDist,iRec,iCM})',Tcm{iCM},Re
cFun{iRec},Dist{iDist},ihis));  
  
                
eval(sprintf('[AD_worst_%s_%s_%s{%d}]=Anderson_Darling_Dist
(PerfResfSys,LRRS)',Tcm{iCM},RecFun{iRec},Dist{iDist},ihis)
);  
                
eval(sprintf('[AD_best_%s_%s_%s{%d}]=Anderson_Darling_Dist(
PerfResfSys,res_intv_PerfResfSys{1,iDist,iRec,iCM})',Tcm{iC
M},RecFun{iRec},Dist{iDist},ihis));  
            end 
        end 
    end 
end 
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