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ABSTRACT 
GENHYP i s  a g e n e r a l ,  l i n e a r ,  h y p o t h e s i s - t e s t i n g  program 
which computes sum-of-squares  f o r  l i n e a r  models w i t h  o r  
w i t h o u t  m i s s i n g  c e l l s  and f o r  t h e  ba lanced  o r  unbalanced  
c a s e .  I t  i s  easy  t o  u se  and w i l l  compute sum-of - squa res  
f o r  l i n e a r  models o f  t h e  form 
Y = X u + e  
s u b j e c t  t o  = 0 where t h e  u s u a l  assumptions a r e  
made about  e . 
This  program i s  d e s c r i b e d  and numer ica l  examples o f  
v a r i o u s  l i n e a r  models a r e  i n c l u d e d  i n  an e f f o r t  t o  s i m p l i f y  
usage o f  t h e  program. 
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GENHYP - A FORTRAN V PROGRAM FOR 
GENERAL LINEAR HYPOTHESIS TESTING 
By Fred C .  Delaney and Fred M .  Speed* 
I N T R O D U C T I O N  
The program p r o v i d e s  a method o f  a n a l y s i s  t h a t  makes 
u s e  o f  t h e  s imple  s t r u c t u r e  o f  t h e  o b s e r v a t i o n s .  I t  i s  
assumed t h a t  each  o b s e r v a t i o n  comes from a normal popula-  
t i o n ,  where each p o p u l a t i o n  has  a mean and a common v a r i a n c e .  
C e r t a i n  r e s t r i c t i o n s  known about t h e  means may be  i n p u t  
i n t o  t h e  model. Now, w h i l e  each p o p u l a t i o n  may have been  
sampled a d i f f e r e n t  number o f  t imes ,  on ly  t h o s e  p o p u l a t i o n s  
from which a t  l e a s t  one sample was t a k e n  s h a l l  be inc luded  
i n  t h e  model. These o b s e r v a t i o n s  can be  expres sed  a s  
where t h e  means s a t i s f y  t h e  r e l a t i o n s  
( R  = l , * * * , r )  
and Y i j k  i s  t h e  k t h  o b s e r v a t i o n  from t h e  ( i j ) t h  
p o p u l a t i o n .  
U i s  t h e  v e c t o r  o f  t h e  u i n  some o r d e r .  i j  
i s  t h e  mean o f  t h e  ( i j ) t h  p o p u l a t i o n .  ui j
*Associa te  P r o f e s s o r  o f  Mathematics,  Texas A 6 1  Co l l ege ,  
K i n g s v i l l e  , Texas. 
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a r e '  normal random v a r i a b l e s  such t h a t  e i i k  
i s  t h e  R t h  r e s t r i c t i o n  on t h e  u i j ' s .  
i s  known. 
0; 
6, 
N a t u r a l l y ,  t h e  number o f  t h e  s u b s c r i p t s  i s  e s s e n t i a l l y  
u n l i m i t e d ;  however, t o  s i m p l i f y  t h e  n o t a t i o n ,  t h e  number 
o f  s u b s c r i p t s  w i l l  be kept  t o  t h r e e .  I n  o r d e r  t o  b e t t e r  
unde r s t and  t h e  concepts  i n  t h i s  s e c t i o n ,  c o n s i d e r  t h e  
fo l lowing  example.  
Suppose t h a t  t h e r e  a r e  s i x  p o p u l a t i o n s  indexed by two 
s u b s c r i p t s  ( i j ) ,  t h a t  i s ,  (11,  1 2 ,  2 1 ,  2 2 ,  31,  32 ) .  A l s o ,  
suppose t h a t  t h e  fo l lowing  number o f  o b s e r v a t i o n s  came f rom 
each p o p u l a t i o n ;  two from p o p u l a t i o n  1, two f rom popula-  
t i o n  2 ,  f i v e  from p o p u l a t i o n  3 ,  t h r e e  from p o p u l a t i o n  4 ,  
one f rom p o p u l a t i o n  5 ,  and f i v e  f r o m  p o p u l a t i o n  6 .  Le t  u s  
f u r t h e r  suppose t h a t  
= o  2 1  + u 2 2  U l l  - u - u 1 2  
= o  11 1 2  3 1  + u 3 2  u - u  - u  
where u i j  i s  t h e  mean of t he  ( i j ) t h  p o p u l a t i o n .  The model 
i s  
'i jk ui j 
2 
- u  i j l  + U i l j l  = 0 i ' j  f o r  a l l  s u b j e c t  t o  u i j  - u 
i ,  i ' ,  j ,  j 1  where i = 1 , 2 , 3  , j = 1 , 2  , k = 1 , e . .  
n i j  
In  o r d e r  t o  s i m p l i f y  t h e  p r e s e n t a t i o n ,  t h e  g e n e r a l  
model can be expressed  i n  m a t r i x  n o t a t i o n .  I t  i s  
Y = X u + e  
s u b j e c t  t o  eTu = 5 
where 
y i s  t h e  nxl  v e c t o r  o f  o b s e r v a t i o n s .  
u i s  t h e  px1 v e c t o r  o f  c e l l  means. 
X i s  t h e  nxp d e s i g n  m a t r i x .  
e i s  a normal random v a r i a b l e  such t h a t  E[e] = 0 . 
E[ee ] = 0 I . 
e T  i s  an rxp m a t r i x  o f  rank r t h a t  r e p r e s e n t s  t h e  
T 2 
r e s t r i c t i o n s  known about  t h e  means. 
5 i s  an  r x l  known v e c t o r .  
The example expressed  i n  m a t r i x  n o t a t i o n  i s  
Y = X u + e  
T s u b j e c t  t o  0 u = 0 
3 
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Because o f  t h e  f o r m u l a t i o n  o f  t h e  model,  XTX w i l l  always 
be  d i a g o n a l  w i t h  d i a g o n a l  e lements  equa l  t o  t h e  number o f  
o b s e r v a t i o n s  from each p o p u l a t i o n .  One s t a t i s t i c  t h a t  w i l l  
be  encoun te red  f r e q u e n t l y  i s  u* = ( X T X )  X Y . This  i s  
n o t h i n g  more t h a n  t h e  v e c t o r  of  c e l l  means. I n  t h e  example,  
-1 T 
( X T X )  = D i a g [ 2 , 2 , 5 , 3 , 1 , 5 ]  
and 
Th i s  program avo ids  u s i n g  s p e c i a l  formulas  when t h e r e  
a r e  m i s s i n g  c e l l s .  There i s  no need t o  have one program 
f o r  t h e  ba l anced  c a s e  and a n o t h e r  f o r  t h e  unbalanced case.  
The c l a s s i c a l  l i n e a r  models may be  cons ide red  i n  t h e  manner 
t h a t  
Y 
0 
X 
x i 
SSQi 
w i l l  be d e s c r i b e d  i n  t h i s  p a p e r .  
DEFINITIONS AND SYMBOLS 
v e c t o r  o f  o b s e r v a t i o n s  
c o n s t r a i n t  m a t r i x  
d e s i g n  m a t r i x  
i t h  h y p o t h e s i s  m a t r i x  
sum-of-squares  a s s o c i a t e d  w i t h  t h e  i t h  h y p o t h e s i s  m a t r i x  
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B t ransformed c o n s t r a i n t  m a t r i x  
52 t ransformed hypo thes i s  m a t r i x  
B,F orthonormal  b a s i s  m a t r i c e s  f o r  8 and X i  , 
r e s p e c t i v e l y  
D ,Q diagonal  m a t r i c e s  which c o n t a i n  e igenva lues  a s  e n t r i e s  
E , S  m a t r i c e s  o f  e i g e n v e c t o r s ,  c o n s t r u c t e d  columnwise 
U* v e c t o r  o f  c e l l  means 
Q v e c t o r  o f  t h e  minimum-variance unbiased  e s t i m a t e  
o f  t h e  c e l l  means 
C cova r i ance  m a t r i x  f o r  Q 
R r e s i d u a l  sum of squa res  
G2 minimum-variance unbiased  e s t i m a t e  o f  t h e  p o p u l a t i o n  
v a r  i ance 
NL number o f  o b s e r v a t i o n s  
N number of  p o p u l a t i o n s  ( c e l l s )  
LX number o f  rows i n  eT 
H , A , P  m a t r i c e s  used t o  expres s  computat ions 
U p o p u l a t i o n  mean 
e normal random ' e r r o r  v a r i a b l e s  such t h a t  E[e] = 0 , 
2 V[e] = (r 
METHOD 
The procedure f o r  computing t h e  sum-of-squares  i s  
p r e s e n t e d  i n  two c a s e s ,  
c o n s t r a i n t s  ( i . e , ,  no i n t e r a c t i o n s ) .  Case 2 i s  a l i n e a r  
model w i th  no c o n s t r a i n t s .  
Case 1 i s  a l i n e a r  model t h a t  has  
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Case 1 
The columns o f  t h e  C o n s t r a i n t  ma t r ix  8 a r e  cons ide red  
a s  a b a s i s  f o r  a r e a l  v e c t o r  space .  An  orthonormal b a s i s  
B composed of u n i t  v e c t o r s  which a r e  mutua l ly  .o r thogonal  
i s  computed. The m a t r i x  H i s  c a l c u l a t e d  where 
The d i agona l  m a t r i x  D of  e igenva lues  and t h e  m a t r i x  E 
o f  e i g e n v e c t o r s  a r e  computed from t h e  ma t r ix  H . Next,  
t h e  t ransformed c o n s t r a i n t  m a t r i x  denoted by P i s  c a l c u -  
l a t e d  where 
B = B H ~  . 
The fo l lowing  computat ions a r e  made: 
( 3 )  
( 4 )  
-1 T 
U* = (XTX) x Y 
-1 T A = [I - (XTX)-18D 8 ] 
C = A(XTX)-l ( 5 )  
Rl = [eTu*lT[eTu*]  ( 7 )  
R = YTY - (XTX)T(XTX)-l(XTY) + R, (81 
( 6 )  
A 
u = Au* 
s2 = R/(NL - N - LX) . ( 9 )  
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For  each hypo thes i s  m a t r i x  A i  , an or thonormal  
b a s i s  F composed o f  u n i t  v e c t o r s  which a r e  mutua l ly  
o r thogona l  i s  computed. The m a t r i x  P i s  t h e n  c o n s t r u c t e d  
where 
The d i a g o n a l  m a t r i x  Q of  e igenva lues  and t h e  m a t r i x  S 
of e i g e n v e c t o r s  a r e  computed from P . The t ransformed 
hypo thes i s  m a t r i x ,  denoted by Sl , i s  c a l c u l a t e d  where 
Sl = FST . 
F i n a l l y ,  t h e  sum-of-squares  due t o  t h e  i t h  hypo thes i s  m a t r i x  
i s  computed, 
Case 2 
The minimum-variance unbiased  e s t i m a t e  o f  t h e  c e l l  
means i s  computed, 
A -T T u = U* = (XTX) x Y , (13) 
S ince  R, 
becomes 
i s  equa l  t o  z e r o  i n  t h i s  c a s e ,  equa t ion  (8 )  
- R  = YTY - (XTX)T(XTX)- l (XTY)  
8 
and .$2 is  c a l c u l a t e d ,  
G2 = R / ( N L  - N - LX) . ( 1 5 )  
For each h y p o t h e s i s  m a t r i x  A i  , an or thonormal  
b a s i s  F composed of  u n i t  v e c t o r s  which a r e  mutua l ly  
o r t h o g o n a l  i s  computed. The m a t r i x  P i s  t h e n  c o n s t r u c t e d ,  
u s i n g  
P FT ( X T X )  - I F  
The d i a g o n a l  m a t r i x  Q o f  e igenva lues  and t h e  m a t r i x  S 
o f  e i g e n v e c t o r s  a r e  computed from P . The t r ans fo rmed  
h y p o t h e s i s  m a t r i x ,  denoted by R , i s  c a l c u l a t e d  where 
f2 = FST . (17) 
F i n a l l y ,  t h e  sum-of - squa res  due t o  t h e  i t h  h y p o t h e s i s  
m a t r i x  i s  computed, 
SSQi = [ f i T G ] T Q - l [ f i T c ]  . 
For a more t h e o r e t i c a l  t r e a t m e n t  o f  t h e  method u s e d  
by t h i s  program, s e e  Speed ( r e f .  1 ) .  v 
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PROGRAM USAGE 
I n  o r d e r  t o  u s e  t h i s  s u b r o u t i n e ,  t h e  fo l lowing  
FORTRAN V c a l l i n g  sequence must be used :  
CALL GENHYP(Y,TL,KM,M,XL,G,W,E,X,Z,US,UH,SSQ,R,VH,NL,N,NF, 
INDZ) 
where 
Y i s  a one-dimensional  s i n g l e - p r e c i s i o n  a r r a y ,  
p rovided  by t h e  u s e r ,  t h a t  c o n t a i n s  t h e  observa-  
t i o n s ,  Th i s  a r r a y  should be c o n t r u c t e d  s o  
t h a t  each c e l l  i s  exhausted b e f o r e  going t o  
t h e  nex t  one. Y must be dimensioned by NL 
i n  t h e  c a l l i n g  program. 
TL i s  a th ree -d imens iona l  s i n g l e - p r e c i s i o n  a r r a y ,  
p rovided  by t h e  u s e r ,  t h a t  c o n t a i n s  t h e  hypo thes i s  
m a t r i c e s  and a c o n s t r a i n t  m a t r i x  i f  t h e  u s e r  
r e q u i r e s  c o n s t r a i n t s .  Consider  TL(K,I ,J)  where 
K deno tes  t h e  K t h  hypo thes i s  m a t r i x  and I and 
J deno te  t h e  I t h  row and J t h  column o f  t h e  K t h  
i hypo thes i s  m a t r i x .  I f  a c o n s t r a i n t  ma t r ix  i s  I 
r e q u i r e d ,  i t  should be s t o r e d  ( i n  TL) fo l lowing  
t h e  hypo thes i s  m a t r i c e s .  That i s ,  i f  NH denotes  I 
TL(NH+l,I ,J)  would denote  t h e  I t h  row and J t h  
column o f  t h e  c o n s t r a i n t  m a t r i x .  TL must be 
dimensioned NF by N by N i n  t h e  c a l l i n g  
program. 
I t h e  number o f  hypo thes i s  m a t r i c e s ,  t hen  t h e  I ,  
1 0  
KM i s  a one-dimensional  i n t e g e r  a r r a y  p rov ided  by 
t h e  u s e r ,  t h a t  c o n t a i n s  t h e  number o f  rows f o r  
cor responding  hypo thes i s  m a t r i c e s  i n  t h e  TL 
a r r a y .  KM(K) deno tes  t h e  number of rows a s s o c i -  
a t e d  w i t h  t h e  Kth h y p o t h e s i s  m a t r i x .  Note t h a t  
KM(K) a l s o  denotes  t h e  number of  d e g r e e s - o f -  
freedom a s s o c i a t e d  w i t h  t h e  Kth h y p o t h e s i s .  KM 
must be  dimensioned by NF i n  t h e  c a l l i n g  program. 
M i s  a one-dimensional  i n t e g e r  a r r a y  provided  by 
t h e  u s e r ,  t h a t  c o n t a i n s  t h e  number of obse rva -  
t i o n s  p e r  c e l l  ( o r  p o p u l a t i o n ) .  M ( 1 )  c o n t a i n s  
t h e  number of  o b s e r v a t i o n s  i n  t h e  I t h  c e l l ,  
M must be dimensioned by N i n  t h e  c a l l i n g  
program. 
XL i s  a two-dimensional d o u b l e - p r e c i s i o n  a r r a y  used  
f o r  temporary working s t o r a g e .  XL must b e  
dimensioned N by N i n  t h e  c a l l i n g  program. 
G i s  a two-dimensional d o u b l e - p r e c i s i o n  a r r a y ,  
A 
t h a t  w i l l  c o n t a i n  t h e  cova r i ance  m a t r i x  f o r  u 
upon r e t u r n  t o  t h e  c a l l i n g  program. G r e q u i r e s  
no i n p u t ,  b u t  must be dimensioned N by N i n  
t h e  c a l l i n g  program. 
W i s  a two-dimensional d o u b l e - p r e c i s i o n  a r r a y  used 
f o r  temporary working s t o r a g e .  W must be  
dimensioned N by N i n  t h e  c a l l i n g  program. 
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E 
X 
Z- 
us 
UH 
is a two-dimensional double-precision array 
used for temporary working storage. E must be 
dimensioned N by N in the calling program. 
is a one-dimensional double-precision array used 
for temporary working storage. X must be 
dimensioned by N in the calling program. 
is a one-dimensional double-precision array used 
as temporary working storage. Z must be 
dimensioned by N in the calling program. 
is a one-dimensional single-precision array that 
will contain the cell (or population) means upon 
return to the calling program. U S ( 1 )  contains 
the mean for the I t h  cell. US requires no input 
but must be dimensioned by N in the calling 
program. 
is a one-dimensional single-precision array that 
will contain the minimum-variance unbiased esti- 
mate o f  the call (or population) means upon return 
to the calling program. U H ( 1 )  contains the 
minimum-variance unbiased estimate of the I t h  
cell. UH requires no input but must be dimen- 
sioned by N in the calling program. 
SSQ is a one-dimensional single-precision array that 
will contain the sum-of-squares upon return to 
the calling program. SSQ(K) will contain the 
12 
sum-of - s q u a r e s  a s s o c i a t e d  w i t h  t h e  K t h  h y p o t h e s i s  
matr ix .  SSQ r e q u i r e s  no i n p u t  b u t  must be  dimen- 
s i o n e d  by NF i n  t h e  c a l l i n g  program. 
R i s  a d o u b l e - p r e c i s i o n  number provided  by t h e  u s e r .  
I t  i s  used t o  de te rmine  
1. The occur rence  of a zero  v e c t o r  du r ing  t h e  
Gram- Schmidt o r thogona l  i z a t i o n  p r o c e s s  
2 .  The convergence c r i t e r i o n  f o r  e igenva lue  and 
e i g enve c t o  r computat ions . 
The number was found t o  be s u f f i c i e n t  i n  a l l  
t e s t  c a s e s .  
VH i s  a s i n g l e - p r e c i s i o n  l o c a t i o n  t h a t  w i l l  c o n t a i n  
t h e  minimum-variance unbiased  e s t i m a t e  of t h e  
p o p u l a t i o n  v a r i a n c e  upon r e t u r n  t o  t h e  c a l l i n g  
program. 
NL i s  a n  i n t e g e r  provided  by t h e  u s e r ,  t h a t  deno tes  
t h e  t o t a l  number of  o b s e r v a t i o n s .  
N i s  a n  i n t e g e r  provided  by t h e  u s e r ,  t h a t  deno tes  
t h e  number of  c e l l s  ( p o p u l a t i o n s ) .  
NF i s  a n  i n t e g e r  p rov ided  by t h e  u s e r ,  t h a t  deno tes  
t h e  number o f  hypo thes i s  m a t r i c e s  i f  t h e r e  i s  no 
c o n s t r a i n t  m a t r i x .  I f  t h e r e  i s  a c o n s t r a i n t  
m a t r i x ,  NF i s  equa l  t o  t h e  number o f  h y p o t h e s i s  
matr ices  p l u s  one.  
= 1, i f  t h e r e  
# 1, i f  t h e r e  
I N D 2  { 
Let ni and N den 
i s  no c o n s t r a i n t  m a t r i x .  
i s  a c o n s t r a i n t  m a t r i x .  
t e  t h e  number of  observa i o n s  i n  
t h e  i t h  p o p u l a t i o n  and t h e  number o f  popu la t ions  r e spec -  
t i v e l y .  The a r r a y s  Y and M must be c o n s t r u c t e d  i n  t h e  
fo l lowing  manner: 
0 Y(1) through Y(n,) c o n t a i n  t h e  o b s e r v a t i o n s  f o r  t h e  
f i r s t  c e l l ,  and 
Y (n ,+ l )  through Y (nl+n2) c o n t a i n  t h e  o b s e r v a t i o n s  
f o r  t h e  second c e l l ,  and M(2) = n2 . 
M(1) = nl . 
0 
. . 
Y(nN-l) through Y(nN - l+nN) c o n t a i n  t h e  o b s e r v a t i o n s  
f o r  t h e  N t h  c e l l ,  and M(N) = nN . 
The f i r s t  s u b s c r i p t  K of  t h e  TL a r r a y  denotes  t h e  
Kth h y p o t h e s i s .  I t  should  be noted t h a t  t h e  sum-of-squares  
and t h e  number o f  degrees-of - f reedom a s s o c i a t e d  w i t h  t h e  
Kth hypo thes i s  a r e  SSQ(K) and K M ( K )  r e s p e c t i v e l y .  
SUBPROGRAMS 
The fo l lowing  subprograms a r e  used d i r e c t l y  by t h e  main 
program, GENHYP, o r  a r e  u s e f u l  f o r  a n a l y s i s  o f  l i n e a r  models:  
1. TESTH computes t h e  sum-of-squares .  
2 .  UHAT2 computes u * ,  6, C (covar iance  m a t r i x  f o r  
u^  ) ,  and s2 . 
'* 
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3 .  DOURHG ( r e f .  2 )  computes an or thonormal  b a s i s  f o r  
a b a s i s  o f  a r e a l  v e c t o r  s p a c e  o f  f i n i t e  d imens ion .  
The computed or thonormal  b a s i s  i s  composed o f  u n i t  
v e c t o r s  which a r e  m u t u a l l y  o r t h o g o n a l .  
4 .  DJACOB ( r e f .  3) computes e i g e n v a l u e s  and e i g e n -  
v e c t o r s ,  g i v e n  a symmetric m a t r i x  comprised o f  
r e a l  e l emen t s .  
5 .  E I G O R 2  " t ransforms"  t h e  c o n s t r a i n t  m a t r i x .  
6 .  FISHIN ( r e f .  4 )  i s  n o t  used  by GENHYP,  b u t  i t  i s  
an  asse t  i n  t h e  a n a l y s i s  of l i n e a r  models.  I t  
computes t h e  i n v e r s e  F v a l u e  ( F i s h e r ' s  F 
d i s t r i b u t i o n )  when g i v e n  t h e  conf idence  c o e f f i c i e n t  
and number o f  deg rees -o f - f r eedom.  
7 .  FISH ( r e f .  4 )  i s  n o t  used by GENHYP,  b u t  i t  i s  
h e l p f u l  i n  t h e  a n a l y s i s  o f  l i n e a r  models.  I t  
computes an  approximat ion  of  F i s h e r ' s  F 
d i s t r i b u t i o n .  
8 .  PHINV ( r e f .  4 )  i s  n o t  used  by GENHYP. I t  i s  h e l p f u l  
i n  t h e  a n a l y s i s  of l i n e a r  models ,  Given t h e  
p r o b a b i l i t y ,  i t  computes t h e  i n v e r s e  o f  t h e  normal 
d i s t r i b u t i o n  w i t h  a mean o f  zero  and a v a r i a n c e  
o f  one.  
NUMERICAL EXAMPLES 
The examples i n  t h i s  s e c t i o n  w i l l  be  d i s c u s s e d  i n  t e rms  
of t h e  c a l l i n g  arguments o f  GENHYP.  The arguments ,  which 
a r e  used  a s  temporary working s t o r a g e ,  a r e  i n  t h e  c a l l i n g  
1 5  
sequence 
included 
1 2 3 4 
7.3 5.4 8.1 7.9 
8.3 7.4 6.4 9.5 
7.6 7.1 10.0 
8.4 
8.3 
for dimensioning purposes only and 
in the treatment of the examples. 
5 
7.1 
The One-way Classification 
will not 
This example is taken from Ostle (ref. 
be 
287. 
The model is 
- - ui  + eij . i j  Y 
The hypothesis to be tested is 
: u  - - 
5 '  - u3 - u4  = u Ho 1 2 
Input: 
Y = (7 .3 ,8 .3 ,7 .6 ,8 .4 ,8 .3 ,5 .4 ,7 .4 ,7 .1 ,8 .1 ,6 .4 ,  
7.9,9.5,10.0,7.1)T 
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-1. 
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
KM = ( 4 ) T  
M = ( 5 , 3 , 2 , 3 , 1 ) T  
R = 1 0 - 6  
NL = 1 4  
N = 5  
NF = 1  
IND2 = 1 
o u t p u t :  
UH = US = ( 8 . 0 , 6 . 6 , 7 . 3 , 9 . 1 , 7 . 1 ) T  
SSQ, = 1 0 . 6 6  
VH = . 7 9 6 3  
1.7 
Source of  Degrees-of - Sum-of - 
V a r i a t i o n  Freedom Squares  Mean Square 
Treatments 4 10.662238 2.6655595 
Experimental  9 .79626129 
Error 
< 
The One-way C l a s s i f i c a t i o n  w i t h  Subsampling 
Consider  t h e  example t aken  f rom O s t l e  ( r e f .  5 ) ,  
955 Critical 
F S t a t i s t i c  Value 
3 a 3475939 3.6330883 
page 2 9 2 .  
Determi- 
n a t i o n s  
1 
2 
3 
4 
5 
1 2 
7 . 6  7 . 4  
7 . 6  7 . 0  
7 . 8  7 . 2  
Micro-Organism No. 1 
Sample Number 
3 
7 . 5  
7 . 6  
7 . 5  
7 . 4  
1 2 3 
5 . 0  5 . 4  
5 . 0  5 . 4  
5 . 1  5 . 4  
5 . 5  
5 . 4  
5 . 6  
5 . 7  
4 
5 . 3  
5 . 5  
Micro-Organism No. 2 
Sample Number 
I t  i s  b e l i e v e d  t h a t  t h e  hypo thes i s  which w i l l  t e s t  any 
s i g n i f i c a n t  d i f f e r e n c e  i n  t r ea tmen t s  i s  
5 6 + u 7  u + u  . u  + u 2  + u3 + u4 H, : 1 - 
4 3 
1 8  
I n p u t :  
Y = ( 5 . 6 , 5 . 7 , 5 . 0 , 5 . 0 , 5 . 1 , 5 . 4 , 5 . 4 , 5 . 4 , 5 . 4 , 5 . 5 , 5 . 4 , 5 . 3 , 5 . 5 , 7 . 6 ,  
T 
7 . 6 , 7 . 8 , 7 . 4 , 7 . 0 , 7 . 2 , 7 . 5 , 7 . 6 , 7 . 5 , 7 . 4 )  
T = (3. ,3. ,3. ,3. ,-4. ,-4. , - 4 .  ,) TL 1 
TL, - [ 
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
KM = (l,5)T 
M = (2,3,5,2,3,3 ,4)T 
R = 1 0 - 6  
NL = 2 2  
N = 7  
NF = 2 
I N D 2  = 1 
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
1. 
1. 
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
-1. 'i 
1 9  
I t  should  be noted  t h a t  t h e  second hypo thes i s  m a t r i x  TL, 
i s  used  t o  de te rmine  t h e  sum-of-squares  f o r  exper imenta l  
e r r o r .  
Source of 
Variation 
Treatments 
Experimental 
Error 
Sampling 
Error 
o u t p u t  : 
Degrees-of- Sum-of- 95% Critical 
Fr eedom Squares Mean Square F Statistic Value , 
1 21,879458 21.879458 1972.9414 4.5430791 
5 ,84683336 .16936667 15.272340 2.9012953 
15 ,01108976 
UH = US = ( 5 . 6 5 , 5 . 0 3 , 5 . 4 2 , 5 . 4 , 7 . 6 6 , 7 . 1 , 7 . 5 ) T  
SSQ, = 2 4 . 0 9  
SSQ, = . 8 4 6 8  
VH = . 0 1 1 1  
ANALYSIS OF VARIANCE 
The Two -Way C 1 a s s  i f  i c a t  i o n  Without I n t e r  a c t  i o n  
(Randomized Complete Block Design) 
Consider  t h e  example t aken  f rom O s t l e  ( r e f .  S), 
page 3 7 5 .  
20 
A 
293 
298 
280 
288 
260 
Machine 
B I C 1 D 
308 
353 
323 
358 
343 
323 
343 
350 
365 
340 
333 
363 
368 
345 
330 
The model is 
where i = 1 , - * * , 5  ; j = 1 , . * . , 4  ; k = 1 , and the 
constraints are as follows: 
11 U 
ull 
u1 1 
ull 
ull 
u1 1 
ull 
11 U 
3 1  
ull 
ull 
11 U 
u 2  1 
u 2  1 
u 2  1 
u 3 1  
u3 1 
u3 1 
u4  1 
u 4  1 
u 4 1  
u5 1 
u5 1 
u5 1 
= o  
= o  
= o  
= o  
= o  
= o  
= o  
= o  
= o  
= o  
= o  
= o  
- u 1 2  + u 2 2  
- . '13 + u 2 3  
- u 1 4  + u 2 4  
- u 1 2  + u 3 2  
- u 1 3  u 3 3  
- u 1 4  + u 3 4  
- u 1 2  + u 4 2  
- u 1 3  + u 4 3  
- u 1 4  + u 4 4  
- u 1 2  + u 5 2  
- u 1 3  + u53  
- u 1 4  + u 5 4  
2 1  
The hypotheses are  
- 
H,: = u  2 '  - u3. = u  4 - - us. - 
and 
- 4  = u  = u  
- 
u*l - u.2 , '3 H, : 
Input: 
Y = (293.,298.,280.,288.,260.,308.,308.,353.,323.,358.,343. , 
323. ,343. ,350. ,365. ,340, ,333. ,363. ,368. ,345. ,330.)* 
1 . - 1 .  0. 0. 0. 1 . - 1 .  0. 0. 0. 1 . - 1 .  0. 0. 0. 1 . - 1 .  0. 0 .  0. 
1. 0 . - 1 .  0. 0. 1. 0 . - 1 .  0. 0. 1. 0 . - 1 .  0. 0 .  1. 0 . - 1 .  0. 0. 
1. 0 .  0 . - 1 .  0 .  1. 0. 0 . - 1 .  0. 1. 0. 0 . - 1 .  0. 1. 0. 0 . - 1 .  0. 
% = [  1. 0. 0. 0 . - 1 .  1. 0. 0. 0 . - 1 .  1. 0. 0. 0 . - 1 .  1. 0. 0. 0 . - 1 .   
1. 1. 1. 1. 1 . - 1 . - 1 . - 1 . - 1 . - 1 .  0. 0. 0. 0 .  0 .  0 .  0 .  0 .  0 .  0 .  * I  TL2 - [; 1. 1. 1. 1 . . 0 .  0. 0. 0. 0 . - 1 . - 1 . - 1 . - 1 . - 1 .  0. 0. 0. 0 .  0 .  1. 1. 1. 1. 0. 0. 0. 0 .  0 .  0 .  0. 0. 0. 0 . - 1 . - 1 . - 1 . - 1 . - 1 .  
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- 
1. 
1. 
1. 
1. 
1. 
1. 
1 .  
1. 
1. 
1. 
1. 
1. - 
-1.  
-1. 
-1. 
0. 
0. 
0 .  
0. 
0 .  
0. 
0. 
0. 
0. 
0 .  
0 .  
0. 
-1 * 
-1. 
-1. 
0 .  
0 .  
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
-1. 
-1. 
-1. 
0. 
0. 
0. 
0. -1. 
0. 0. 
0. 0. 
0. -1. 
0. 0. 
0. 0. 
0 .  -1. 
0. 0. 
0. 0. 
.1. -1. 
\ 
-1. 0. 
.1. 0. 
1 .  
0. 
0 .  
0. 
0. 
0. 
0 .  
0. 
0. 
0. 
0. 
0. 
0 .  
0. 
0. 
1. 
0. 
0. 
0. 
0. 
0. 
0. 
0 .  
0. 
0 .  
0. 
0. 
0. 
0. 
0. 
1. 
0. 
0 .  
0 .  
. 0. 
0. 
0 .  
0. 
0. 
0. 
0. 
0. 
0 .  
0. 
0. 
1. 
0. 
0. 
0. 
-1. 
0. 
0. 
-1 *
0 .  
0.. 
-1. 
0. 
0 .  
-1. 
0. 
0 .  
1 . ’  
0. 
0. 
0. 
0. 
0 .  
0. 
0. 
0. 
0. 
0. 
0 .  
0. 
0. 
0. 
1. 
0 .  
0. 
0. 
0. 
0 .  
0 .  
0 .  
0 .  
0. 
0. 
0. 
0. 
0. 
0. 
1 .  
0. 
0 .  
0. 
0. 
0 .  0. 
0. 0. 
0. -1. 
0. 0. 
0. 0. 
0. -1. 
0 .  0. 
0 .  0. 
0 .  -1. 
0 .  0. 
1. 0. 
0. -1. 
0 .  
0. 
1. 
0. 
0. 
0. 
0. 
0. 
0. 
0 .  
0. 
0. 
0 .  
0. 
0. 
0. 
0. 
1. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0 .  
0 .  
0. 
0. 
0 .  
1 .  
0. 
0. 
0 .  
- 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0 .  
0. 
0. 
1. - 
T 
2 3  
KM = ( 4 , 3 , 1 2 I T  
M = (1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1) 
R = 1 0 - 6  
NL = 2 0  
N = 2 0  
Source of 
Variation 
Days 
Machine 
Experimental 
Error 
NF = 3  
Degrees-of - Sum-of- 
Freedom Squares Mean Square F Statistic 
4 2146.2001 536.55003 2.4516794 
3 13444.804 4481.6014 20.477960 
12 218.84999 
I N D 2  = 0 
o u t p u t :  
SSQ, = 2 1 4 6 . 2 0 0 1  
SSQ, = 1 3 4 4 4 . 8 0 4  
VH = 2 1 8 . 8 4 9 9 9  
ANALYSIS OF VARIANCE 
95% Critical 
Value 
3.2591666 
3.4902959 
The Two-way C l a s s i f i c a t i o n  Without I n t e r a c t i o n  
Th i s  example was t a k e n  from Harvey ( r e f .  6 ) .  
I S i r e  R a t i o n  No. i 
2 
The model i s  
where i = 1,...,3 * , j = 1 , 2  ; k = l , * * * n  and t h e  
c o n s t r a i n t s  a r e  as f o l l o w s :  
i j  
= o  
11 - u21 1 2  + u 2 2  
3 1  - u 1 2  
- u  U 
= o .  
3 2  
+ u  - u  11 U 
2 5  
The hypotheses to be tested are 
(u,. = u = u ) 2. 3' 
Input: 
Y = (5.,6.,2.,3.,2.,3.,5.,6.,7.,8.,8.,9.,3.,4.,4.,6., 
6. , 7 . ) T  
T TL, = (1. -1. 1. -1. 1. -1.) 
O '1 TL 3 = (  1. -1. 0 .  0 .  -1. 1. 1. -1. -1. 1. 0 .  
KM = ( 1 , 2 , 2 , ) T  
M = ( 2 , 2 , 5 , 3 , 1 , 5 ) T  
R = 1 0 - 6  
NL = 18 
N = 6  
26 
NF = 3  
S o u r c e  o f  
V a r i a t i o n  
Ration 
S i r e  
E x p e r i m e n t a l  
Error 
I N D 2  = 0 
D e g r e e s - o f -  Sum-of-  9 5 %  Cr i t i ca l  
Freedom S q u a r e s  Mean S q u a r e  F S t a t i s t i c  V a l u e  
1 9 . 7 0 7 8 6 4 8  9 . 7 0 7 8 6 4 8  2 . 4 1 4 3 7 0 9  1 8 . 5 1 2 8 2 2  
2 1 5 . 6 8 2 8 6 4  7 . 8 4 1 4 3 1 9  1 . 9 5 0 1 8 4 3  1 9 . 0 0 0 0 0 0  
2 4 . 0 2 0 8 6 7 2  
o u t p u t :  
us = ( 5 . 5 , 2 .  5 , 4 . 6 , 8 . 3 , 3 . 0 , 5 . 4 ) T  
UH = ( 3 . 1 9 , 4 . 8 1 , 5 . 3 9 , 7 . 0 1 , 3 . 6 5 , 5 . 2 7 ) T  
SSQ, = 9 , 7 0 7 8 6 4 8  
SSQ, = 1 5 . 6 8 2 8 6 4  
VH = 4 . 0 2 0 8 6 7 2  
2 7  
The Two-way C l a s s i f i c a t i o n  W i t h o u t  I n t e r a c t i o n  
and w i t h  Missing C e l l s  
This e x a m p l e  was t a k e n  f r o m  B l i s c h k e  ( r e f .  7 ) .  
F a b r i c  
1 
2 
3 
4 
1 
No 
o b s e r v a t i o n s  
2 . 2  
2 . 4  
2 . 8  
3 . 2  
No 
o b s e r v a t i o n s  
The m o d e l  i s  
T e m p e r a t u r e  
2 
1 . 8  
2 . 0  
2 . 1  
2 . 1  
4 . 2  
4 . 0  
No 
o b s e r v a t i o n s  
3 .2  
3 . 3  
3 . 6  
3 
4 . 6  
8 . 7  
8 . 4  
5 . 7  
5 . 8  
4 
7 . 5  
7 . 9  
9 . 2  
1 0 . 9  
11.1 
28 
T s u b j e c t  t o  8 u = 0 where 
u 1 2  u 1 3  u 1 4  u 2 1  u 2 2  u 2 3  u 2 4  u 3 1  u 3 3  u 3 4  u 4 2  u 4 3  u 4 4  -------------
eT 
1 
1 
1 
1 
0 
= [  0 
-1 
0 
-1 
0 
0 
0 
0 
-1 
0 
-1 
0 
0 
-1 
-I 
0 
0 
0 
0 
1 
0 
0 
0 
-1 
0 
0 
1 
0 
0 
0 
-1 
0 
0 
0 
0 
-1 
-1 
I 
0 0 0 0 0  
0 0 0 0 0  
0 0 - 1  1 0  
0 0 - 1  0 1 
1 0 0 0 0  
0 1 0 0 0  
I 
Consider  t h e  hypotheses  
and 
H,: u = U I  
i j  i j  
These hypotheses  t e s t  f o r  s i g n i f i c a n t  " d i f f e r e n c e s "  i n  
tempera ture  and f a b r i c .  
I n p u t :  
Y =, ( 1 . 8 , 2 . 0 , 2 . 1 , 2 . 1 , 4 . 6 , 7 . 5 , 7 . 9 , 2 . 2 , 2 . 4 , 4 . 2 , 4 . 0 , 5 . 4 , 5 . 6 ,  
9 . 2 , 2 . 8 , 3 . 2 , 8 . 7 , 8 . 4 , 1 3 . 2 , 3 . 2 , 3 . 3 , 3 . 6 , 5 . 7 ~ 5 . 8 , 1 0 . 9 , 1 1 . 1 ) T  
2 9  
- TL, - 
I 
1. 
1. 
0 .  
0. 
0 .  
0 .  
0 .  
0. 
0 .  
I 
-1. 
0. 
0 .  
0 .  
0 .  
0 .  
0. 
0. 
0 .  
0. 
1. 
0 .  
0. 
0 .  
0. 
0 .  
0 .  
0 .  
0 .  
0 .  
1. 
1. 
1. 
0. 
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0. 
0. 
0. 
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0. 
0 .  
0. 
0 .  
0 .  
1. 
1. 
0 .  
0. 
0 .  
0 .  
0. 
0 .  
0. 
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
1. 
1. 
0 .  
0 .  
0 .  
0. 
0 .  
0. 
0 .  
-1. 
0 .  
I 
0. 
0 .  
0 .  
0 .  
0 .  
0 .  
0. 
0 .  
-1. - 
T 
30 
TL, = 
- 
0 .  
1. 
1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
I 
0 .  
0 .  
0 .  
1. 
1. 
1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
1. 
1. 
1. 
1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
. O .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
0 .  
0 .  
0 .  
I 
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
0 .  
-1. 
T 
3 1  
TL3 = 
1. -1. 0. 
1. 0. - 1 .  
1. -1. 0. 
1. 0.  -1. 
0.  0 .  0 .  
0 .  0. 0. 
I 
0 .  
0 .  
0 .  
0. 
1 .  
1. 
-1. 
-1. 
0.  
0 .  
0. 
0.  
1. 
0. 
0.  
0 .  
-1. 
0 .  
0 .  0 .  
1 .  0. 
0.  0 .  
0.  0.  
0.  -1. 
- 1 .  -1. 
KM = ( 9 , 9 , 6 ) T  
M = (4,1,2,2,2,2,1,2,2,1,3,2,2) 
R = 1 0 - 6  
NL = 2 6  
N = 13 
NF = 3  
I N D 2  = 0 
0 .  
0. 
0 .  
0 .  
1. 
0.  
0 .  0 .  
0 .  0 .  
0 .  -1. 
0 .  -1. 
0. 0 .  
1. 0 .  
0 '. 
0 .  
1. 
0. 
0 .  
0. 
I 
0. 
0 .  
0.  
1.  
0. 
0.  
I 
T 
3 2  
o u t p u t :  
S o u r c e  o f  
V a r i a t i o n  
Temperature  
F a b r i c  
E x p e r i m e n t a l  
E r r o r  
us = (2.0,4.6,7.7,2.3,4.1,5.5,9.2,3.0,8.55,13.2,3.37, 
5.75,ll.O) 
Degrees-of- Sum-of - 9 5 8  Cr i t i ca l  
Freedom S q u a r e s  Mean S q u a r e  F S t a t i s t i c  V a l u e  
9 2 1 5 . 2 3 2 0 9  2 3 . 9 1 4 6 7 7  5 5 . 5 2 8 6 1 9  4 . 0 9 9 0 1 7 3  
9 3 7 . 8 6 4 5 4 9  4 . 2 0 7 1 7 2 1  9 , 7 6 8 8 3 1 8  4 . 0 9 9 0 1 7 3  
6 . 4 3 0 6 7 3 0 0  
UH = (1.84,4.01,8.3,1.55,3.82,5.99,10.3,3.74,8.17,12.47, 
3.76,s. 73,lO. 22)T 
SSQ, = 215.23209 
SSQ, = 37.864549 
VH = .43067300 
ANALYSIS OF VARIANCE 
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APPEND I X 
PROGRAM LISTINGS 
A- 1 

SAMPLE CALLING PROGRAM FOR BLISCHKE (ref. 7) EXAMPLE 
3 FOK 
2 
3 
4 
A- 3 
I: 
c 
c 
c 
L 
L 
L 
c 
L 
L 
L 
c 
L 
L 
L 
c 
L 
L 
c 
L 
c 
L 
c 
L 
c 
c 
c 
c 
c 
c 
L 
c 
c 
c 
L 
L 
L 
L 
c 
c 
C 
L 
L 
c 
c: 
c 
L 
c 
C 
i 
c 
L 
L 
A- 4 
.... ~ ~ . .... ~~ ..... 
.............. 
.. . .  
................. 
...... .............. . . . . . . . . . . . . . . . .  - 
A- 5 
- 
c 
c X L  
c F 
c w 
c 
L 
c kJ 
c G 
L Y 
L 2 
c uki 
L N 
L l N U 2  
c 
2 L V  
L R 
c SSL 
L 
A- 6 
c 1  
c 
3 
4 
5 
b 
A- 7 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
- 
. ... 
6 U  
1l- 
411 
61 
hZ 
Tk 
.. 
h3 
. .. .- . 
A- 8 
. . "  
A- 9 
c 
c 
c 
c 
c 
L A  
L 
c 
c 
c 
c 
c z  
L 
L 
c " I  
c 
C N  
L 
c Clvl 
L 
C NN 
c 
L I-IJ 
c 
c 
L 
L 
20 
25 
3u 
L)U 
c 
A-10 
. ,. . . 
A - 1 1  
A - 1 2  
A - 1 3  
A-14 
A-15 
A-16  
FISH 
A - 1 7  
A - 1 8  
DATA FOR BLISCHKE (ref. 7) EXAMPLE 
18 20 21 21 4b ?5 79 22 24 43 40 54 5b 92 28 32  87 84132 37 33 36 57 58109111 
4 1 2 2 2 2 1 2 2 1 3 2 2  
1-1 
1 0-1 
0 o 0 1-1 
u 0 0 1 0-1 
0 0 0 1 0 0-1 
o n o o o o o 1-1 
o o 0 0 0 [I 0 1 0-1  
n o o o o o o o o o 1-1 
o o o o o n n n o n l e - 1  
1 o o o o n o o 0 0-1 
o 1 o o o o n-1 
o 1 o o o 1) n o o n 0-1 
0 0 1 I, o 11-1 
o o 1 o o o n n o-P 
0 0 1 0 0 0 r) 0 0 0 0 0-1 
1-1 '0 0-1 1 
1 0-1 0-1 0 1 
1-1 o o 0 o o n o n-1 1 
1 0-1 o o n n o o 0-1 n 1 
0 0 0 1 0-1 0-1 1 
0 0 0 1 0 u-1-1 0 1 
0 0 0 1 0 IJ OL1 
1 0 0 0-1 
0 1 0 0 0-1 
A-19 
