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Highly accurate quadrature-based Scharfetter–Gummel schemes
for charge transport in degenerate semiconductors
Matteo Patriarca, Patricio Farrell, Jürgen Fuhrmann, Thomas Koprucki
Abstract
We introduce a family of two point flux expressions for charge carrier transport described by
drift-diffusion problems in degenerate semiconductors with non-Boltzmann statistics which can
be used in Voronoï finite volume discretizations. In the case of Boltzmann statistics, Scharfetter
and Gummel derived such fluxes by solving a linear two point boundary value problem yielding a
closed form expression for the flux. Instead, a generalization of this approach to the nonlinear case
yields a flux value given implicitly as the solution of a nonlinear integral equation. We examine the
solution of this integral equation numerically via quadrature rules to approximate the integral as
well as Newton’s method to solve the resulting approximate integral equation. This approach
results into a family of quadrature-based Scharfetter-Gummel flux approximations. We focus on
four quadrature rules and compare the resulting schemes with respect to execution time and
accuracy. A convergence study reveals that the solution of the approximate integral equation
converges exponentially in terms of the number of quadrature points. With very few integration
nodes they are already more accurate than a state-of-the-art reference flux, especially in the
challenging physical scenario of high nonlinear diffusion. Finally, we show that thermodynamic
consistency is practically guaranteed.
1 Introduction
In 1950, van Roosbroeck formulated a nonlinear system of partial differential equations to model the
flow of electrons and holes in semiconductor devices [1]. The numerical solution of these semicon-
ductor device equations gained importance in the nineteen-sixties after Scharfetter and Gummel [2]
proposed a 1D finite difference scheme to approximate the carrier flow in semiconductor devices as-
suming Boltzmann statistics, which results in a linear drift-diffusion equation for the carrier flux. The
flux between two discretization nodes is obtained by solving a two point boundary value problem for
the flux which is assumed to be constant between these nodes. In combination with a Voronoï finite
volume method, this ansatz has been generalized to higher space dimensions [3]. The Scharfetter-
Gummel flux is thermodynamically consistent, meaning that constant quasi Fermi potentials lead to
vanishing currents. Unfortunately, this classical scheme approximates only charge-carrier fluxes in
non-degenerate semiconductors well. When degeneracy effects are physically important, e.g. at cryo-
genic temperatures [4], for large doping concentrations or in organic semiconductor materials [5, 6],
non-Boltzmann (i.e Fermi-Dirac or Gauss-Fermi) statistics are required. In this case, the diffusion en-
hancement – a function depending on the unknown carrier concentration – has to be multiplied with
the diffusion coefficient, rendering the drift-diffusion problem nonlinear.
One promising technique to deal with this type of nonlinear diffusion is to introduce a logarithmic
average of the diffusion enhancement function along a discretization edge [7, 8], leading to a modified
Scharfetter-Gummel scheme. Just as the classical Scharfetter-Gummel flux it is thermodynamically
consistent. The authors in [9, 10] give a comprehensive study of the finite volume approximation using
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thermodynamically consistent numerical fluxes based on this and other ideas for modified Scharfetter-
Gummel schemes.
In [11] the idea of Scharfetter and Gummel was generalized to a large class of scalar nonlinear drift-
diffusion equations. In the context of degenerate semiconductors, this approach is referred to as gen-
eralized Scharfetter-Gummel scheme. The high accuracy of the resulting flux expression is especially
important in higher space dimensions when one cannot use very many discretization nodes in each
spatial direction. Moreover, it is useful to have such highly accurate schemes in oder to benchmark
approximate flux schemes. This generalized Scharfetter-Gummel flux is given implicitly via a nonlinear
integral equation. For the Blakemore approximation of the Fermi-Dirac statistic function, this integral
equation conveniently reduces to an implicit scalar nonlinear equation [12]. Starting from this, Gärtner
[13] proposed a piecewise approximation of general statistic functions by Blakemore type of functions.
This approach preserves the thermodynamic properties of the original, continuous model. However,
it can become cumbersome when many subdivisions are needed. Furthermore, robust subdivision
strategies for different distribution functions or different potential value differences still have to be iden-
tified.
For this reason, we present in the following an algorithm to approximate the generalized Scharfetter-
Gummel flux directly. It uses one of four quadrature rules to approximate the integral in the integral
equation and Newton’s method to solve the resulting approximate integral equation, yielding four dif-
ferent schemes. We will refer to them as quadrature-based Scharfetter-Gummel schemes. As we will
show in this paper, for a moderate amount of quadrature points, they are practically exact.
This paper extends recent work [14] where the beneficial behavior of numerically approximating the in-
tegral equation via Gauss-Legendre quadrature was noted but not explained in detail. Now we not only
study additionally Clenshaw-Curtis, Gauss-Lobatto and (adaptive) Gauss-Kronrod quadrature but also
provide more comprehensive numerical convergence studies in terms of `2 and `∞ errors. Moreover,
we compare how efficiently the different schemes perform for the physically relevant Blakemore, Fermi-
Dirac and Gauss-Fermi statistics, using the diffusion enhanced scheme [7] as a reference. Finally, we
see that our quadrature-based Scharfetter-Gummel schemes are thermodynamically consistent nearly
up to machine precision.
The remainder of this paper is organized as follows: In Section 2, we introduce the van Roosbroeck
system which we discretize via a finite volume method in Section 3. We put particular emphasis on
the approximation of the the charge-carrier fluxes which we focus on in the following. In Section 4, we
present the new quadrature-based Scharfetter-Gummel scheme and analyze them in Section 5 before
we conclude in the final section.
2 Van Roosbroeck system
In statistical physics electron and hole densities, n and p, can be defined in terms of the electrostatic
ψ and electrochemical potentials, ϕn and ϕp, via a general distribution function F by setting
n = NcF(ηn), p = NvF(ηp), (1)
where Nc and Nv are the effective densities of state for electrons and holes, respectively. Assuming
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Figure 1: Different distribution functions F(η) and corresponding diffusion enhancements g(η).
where ~ is the Dirac constant, m∗n and m∗p, are effective masses of holes and electrons dependent on
the band structure of the semiconductor [15].
For both charge carrier densities and the electrostatic potential the stationary van Roosbroeck system
is then given by
−∇ · (ε0εr∇ψ) = q (p− n+ C) , (3a)
∇ · jn = qR, (3b)
∇ · jp = −qR. (3c)
The constants q, ε0 and εr describe the elementary charge, the vacuum dielectric permittivity and the
relative permittivity of the material, respectively. Furthermore,C is the doping profile andR = R(n, p)
denotes the net recombination rate. The current densities can be expressed in terms of the constitutive
equations
jn = −qµnn∇ψ + qDn∇n, jp = −qµpp∇ψ − qDp∇p, (4)
where the electron and hole mobilities, µn and µp, and the diffusion coefficients, Dn and Dp, are













which depend on the diffusion enhancement function g(η) = F(η)/F ′(η). T is the absolute temper-
ature and kB the Boltzmann constant. For the Boltzmann approximation F(η) = exp η the diffusion
enhancement reduces to g ≡ 1. The variables, ηn and ηp, are given by
ηn =
q(ψ − ϕn)− Ec
kBT
, ηp =
q(ϕp − ψ) + Ev
kBT
. (6)
For the sake of simplicity, in the following we restrict our considerations to electrons, partially omitting
the index n.
2.1 Distribution functions
Distribution functions describe the relation between potentials and carriers densities. Considering the
parabolic band approximation, for inorganic, 3D bulk semiconductors the link is established via the
Fermi-Dirac integral of order 1/2,






exp(ξ − η) + 1
dξ, (7)
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which can be approximated in the low density limit by a Blakemore function (F(η) = (exp(−η) +
γ)−1 with γ = 0.27) that is reduced to the Boltzmann (F(η) = exp(η)) distribution for γ = 0.






semiconductors the underlying statistical physics is described by the Gauss-Fermi distribution function
[16]







exp(ξ − η) + 1
dξ, (8)
The variance σ measures the disorder of the energy levels. The Gauss-Fermi integral reduces to a
Blakemore distribution function (with γ = 1) for vanishing disorder σ, corresponding to a δ-shaped
density of states, describing a single transport level. Figure 1 shows several distribution functions and
their diffusion enhancement functions.
Next we present the implementational details of the half-order Fermi-Dirac and Gauss-Fermi distribu-
tion functions.
2.1.1 Numerical calculation of the Fermi-Dirac integral
For the Fermi-Dirac integral of order 1/2 we use the implementation [17] by Natarajan and Mohanku-
mar, who derived a quadrature scheme to estimate the Fermi-Dirac integral. A comprehensive de-
scription is presented in [18]. The algorithm evaluates the integral efficiently and reliably via a modified
trapezoidal rule in which a correction for the poles of the integrand is applied to the trapezoidal inte-
gration sum after a change of variables in order to improve the convergence and accuracy.
2.1.2 Numerical calculation of the Gauss-Fermi integral
Even though some implementations of the Fermi-Dirac distribution F1/2 are readily available, this does
not hold true for the Gauss-Fermi distribution function. For this reason, we approximate the Gauss-
Fermi integral (8) and replace the infinite integration domain with the finite domain [−B,B], yielding
the approximation G̃(η;σ). A straightforward estimate gives







































































Demanding that the final difference satisfies some tolerance (say εξ), we would need to choose B =√
2σ erf−1(1− εξ). Having replaced the infinite domain with a suitable finite domain, we would then
proceed to approximate the integral G̃(η;σ) via quadrature.
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Figure 2: Definition of adjacent control volumes (Voronoï polygons) ωK and ωL with corresponding
primary Delaunay grid.
3 Finite volume discretization
The finite volume method is a useful method for solving partial differential equations numerically as
many physical properties which hold true at the continuous level can be incorporated in to it. We
discretize the computational domain using Voronoï grids, for a detailed introduction of its use in the
field of numerical device simulation we refer to [10].
We divide the domain Ω into control volumes ωK and associate a node xK ∈ ωK with each control
volume such that Ω =
⋃N
K=1 ωK . Integrating over each control volume and applying Gauss’s theorem
to the integral of the flux divergence, we obtain the discretization of the continuity equation (3b), which
describes how the carrier density changes within a control volume. Denoting with N (ωK) the set of





















jn,KL + |K|R(nk, pK) (9)
where n is the outward normal at the interface of two neighboring cells and jn,KL denotes the ap-
proximated numerical flux between two control volumes. Similarly, the discretization for the hole conti-
nuity equation and for the Poisson equation can be deduced. Apart from choosing finer discretization
meshes, accurate numerical fluxes significantly contribute to the accuracy and physical correctness of
the overall discretization scheme. Therefore, the remainder of this paper focuses on these numerical
fluxes.
3.1 Thermodynamic consistency
A scheme is referred to as thermodynamically consistent if
j = j(ηL, ηK , ψL, ψK) = 0
implies that δψKL = δηKL where
ψL − ψK
UT
=: δψKL, δηKL := ηL − ηK . (10)
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The constant UT = kBT/q denotes the thermal voltage. Thermodynamic consistency is important
when coupling the van Roosbroeck system to more complex models. In particular, it guarantees that
for appropriate equilibrium boundary conditions, the solution of the discretized van Roosbroeck system
is identical to the solution of the discretized nonlinear Poisson equation describing the thermodynamic
equilibrium, see e.g. [10] for a more elaborate discussion.
3.2 Generalized Scharfetter-Gummel scheme
In this section, we discuss concrete choices for jn,KL. If one assumes that the (unknown) flux j
between two cells is constant and the electrostatic potential varies linearly, in the most general case it













where the integration limits are given by ηK = ηn (ψK , ϕK) and ηL = ηn (ψL, ϕL). In [13] it was
shown that for strictly monotonously increasing F(η) this equation has always a unique solution. We
will refer to it as the generalized Scharfetter-Gummel flux.
For the Boltzmann approximation we recover from (11) the classical Scharfetter-Gummel scheme [2],
jsg = B (δψKL) e
ηL −B (−δψKL) eηK , (12)
with the non-dimensionalized edge current jsg = jn/j0 and the Bernoulli function B(x) := x/(ex −
1). In [12] it was shown that for the Blakemore approximation F (η) = 1
e−η+γ
the integral equation
(11) yields a fixed point equation
jb = B (γjb + δψKL) e
ηL −B (− [γjb + δψKL]) eηK , (13)
for the non-dimensionalized edge current jb = jn/j0. The right-hand side is a Scharfetter-Gummel
expression where the argument of the Bernoulli function is shifted by γjb. Hence, for γ = 0 the
generalized flux jb reduces to the classical Scharfetter-Gummel scheme (12) since the Blakemore
function reduces to the Boltzmann function.
3.3 Modified Scharfetter-Gummel schemes
For general distribution functions like (7) and (8), we cannot find simple fixed point equations for the
unknown current similar to (11). For this reason one usually employs physically motivated approximate
flux solutions. So called modified Scharfetter-Gummel schemes, namely the schemes based on aver-
aging inverse activity coefficients [19] or the diffusion enhanced scheme [7], preserve the Scharfetter-
Gummel structure and remain thermodynamically consistent. Especially the latter scheme we use as



















Its usefulness was analyzed recently in [9] where it is shown that it results into a more accurate flux
than the schemes based on averaging the inverse activity coefficients [19].
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4 A family of new quadrature-based Scharfetter-Gummel schemes
In [14] it was shown that it is possible to numerically approximate the integral (11) via quadrature. This
is particularly useful if highly accurate flux approximations are required. We introduce now a whole
family of such approximation schemes by choosing different quadrature rules and explain in detail
the algorithms used to obtain them. Solving (11) numerically yields effectively new modified schemes,
which become practically exact schemes when the number of quadrature points is large enough. We
refer to them as quadrature-based Scharfetter-Gummel schemes. The implementation is challenging
due to two reasons: first one needs to approximate the integral accurately and then solve a nonlinear
equation. We will discuss both steps separately.
4.1 Discretization of the integral equation




wiG(ηi; δψKL, jgsg)− 1 = 0, (16)
where wi are some integration weights, ηi the quadrature nodes and N the number of quadrature
nodes. We make explicit choices for the numerical integration in Section 4.2.
When implementing this method one needs to treat two limiting cases separately. For pure diffusive
currents, i. e. δψKL = 0 and arbitrary δηKL, the integral equation (11) implies that one obtains the
current simply by integrating F(η) from ηK to ηL. On the other hand, for small δηKL and arbitrary


















) , η̄KL := ηL + ηK
2
,
for some ξ ∈ (−1, 1). Hence, in the pure drift limit when δηKL = 0, we obtain jgsg = −F(η̄KL)δψKL
for any δψKL ∈ R. We point out that this case is incorporated in the low-order series expansion of
(11) for small δηKL and δψKL, derived in [10], namely





















Due to these considerations, we propose the following implementation for some suitable tolerances εη
and εψ:
Algorithm 1: Numerical solution of integral equation (11).
1 if |δηKL| < εη then
2 use series expansion (17);





5 else if |δηKL| ≥ εη and |δψKL| ≥ εψ then
6 use Newton’s method for (16) with the diffusion-enhanced scheme (14) as starting guess;
7 end
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4.2 Numerical integration
Numerical integration, also known as quadrature, approximates definite integrals of a given function
f . Without loss of generality, we confine the following considerations to the interval [−1, 1]. A general






where xi are the quadrature nodes, wi the quadrature weights and N is the number of quadrature
points.
A huge variety of quadrature rules are based on interpolation polynomials which are simple to inte-
grate. To evaluate the integral (11) we use four different quadrature rules based on ‘optimal’ points:
Clenshaw-Curtis, Gauss-Legendre, Gauss-Lobatto and adaptive Gauss-Kronrod quadrature [20, 21].
The nodes and the weights are chosen to minimize the approximation error. We use the code [22] for
Gauss-Legendre quadrature and [23] for the other ones. There are several advantages to the quadra-
ture rules studied here: The quadrature weights for these quadrature rules are positive, minimizing nu-
merical (cancellation) errors. Moreover, these quadrature rules converge exponentially for sufficiently
smooth integrands and there exist well-tested and well-documented implementations [24, 21].
4.2.1 Gauss-Legendre quadrature
Gauss-Legendre quadrature exactly integrates polynomials of degree 2N − 1 by choosing suitable
nodes xi and weights wi for i = 1, . . . , N , where N is the number of quadrature points. The nodes




(1− x2i )[P ′N(xi)]2
, (19)
see [25] for details. The zeros of the N Legendre polynomial are computed by means of the Newton
method. Gauss-Legendre quadrature is highly efficient for smooth integrands and also excludes the
integration limits.
In [13] it is shown that no pole can appear within the integration limits of (11). However, poles can
come close to the integration limits. If this happens, Gauss-Legendre quadrature might prove useful.
4.2.2 Clenshaw-Curtis quadrature
Clenshaw-Curtis quadrature is another numerical integration technique. It expands the integrand f by
means of Chebyshev polynomials. Using the change of variable x = cos(t) and the discrete cosine











where ai and Ti(t) denote the Chebyshev coefficients and polynomials, respectively [26]. The jth
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The Clenshaw-Curtis quadrature also evaluates the integrand at N points but integrates exactly only
polynomials up to degree N rather than to degree 2N − 1 like Gaussian quadrature. However, the
Clenshaw-Curtis rule appears to be more than just half as effective as Gaussian quadrature. In [27]
the authors show that the method is fast and as accurate as Gaussian quadrature.
4.2.3 Gauss-Lobatto quadrature
Gauss-Lobatto quadrature is another numerical integration technique which exactly integrates polyno-
mials up to order 2N−1. In the early seventies, Golub [28] proposed a method to compute the zeros of
orthogonal polynomials by using the eigenvalues of a tridiagonal Jacobi matrix. The idea is to generate
the nodes and weights needed for the quadrature rule by computing eigenvalues and the first compo-
nent of the respective eigenvectors of a modified tridiagonal matrix. The use of the Gauss-Lobatto rule
is efficient for extrapolating the nodes but the calculation of the weights is quite complicated. A more
simple and elegant approach is reported in [29], where the authors derive the nodes via a special
Jacobi matrix based on the derivatives of Jacobi polynomial rather and also present an explicit formula
to obtain the weights.
4.2.4 Adaptive Gauss-Kronrod quadrature
An adaptive quadrature rule is a technique where the integration interval is recursively split into two
halves and the quadrature is applied to each subinterval if the integral is not evaluated with the desired
accuracy. The Gauss-Kronrod quadrature, proposed by Alexander Kronrod in the 1960s, belongs to
the set of adaptive quadrature rules and was formulated as an extension of the Gaussian quadrature
formula. The integral approximation and resulting estimated error are calculated by addingN+1 roots
of Stieltjes polynomials to N nodes obtaining a formula of order 2N + 1. These extra points allow
to calculate a higher-order approximation of the integral and the difference between this value with
the lower-order one is used as an estimate for the integration error to be compared with the required
tolerance [30].
5 Numerical results
We analyze the accuracy and the computation time of different quadrature rules for the Blakemore,
Fermi-Dirac and Gauss-Fermi distribution functions numerically by varying the number of quadrature
points N . In the following discussion, we fix η̄KL and impose δψKL ∈ [−6, 6] with step equal to
0.1, δηKL ∈ [−4, 4] with step 0.1 and the energetic disorder σ = 5 for the Gauss-Fermi distribution





In particular, for the Blakemore distribution function we use the flux obtained from (13) as exact refer-
ence
err(η̄KL, δηKL, δψKL) :=
∣∣jNgsg − jb∣∣ , (23)
whereas for the two other ones we estimate a highly accurate solution of the integral equation (11) via
a large number of quadrature points (N = 128). We use this reference value to calculate the error
resulting from solving the integral equation based on different numbers of quadrature pointsN for each
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δψKL, η̄KL and δηKL. Thus the error for the Fermi-Dirac and Gauss-Fermi distribution functions is
given by
err(η̄KL, δηKL, δψKL) :=
∣∣jNgsg − j128gsg ∣∣ . (24)
It is not possible to use only N = 2 quadrature points in the implementation of the Gauss-Kronrod
quadrature [23] as the implementation requires at least two initial subintervals. In all figures the errors
from the quadrature-based schemes are compared to the corresponding errors between the diffusion
enhanced scheme (14). The error is again computed with respect to j128gsg for Fermi-Dirac and Gauss-
Fermi distribution functions and jb for the Blakemore distribution function.
5.1 Convergence studies
In the following, we consider for some error vector e = (e1, e2, . . . , eN)T ∈ RN the discrete `∞ norm
‖e‖∞ = max{|ek| for 1 ≤ k ≤ N}







In Figure 3 and Figure 4 we study the convergence of the quadrature-based Scharfetter-Gummel
fluxes via Algorithm 1 with respect to both of these error norms. Depending on the distribution func-
tion, the error is calculated either via (23) or (24). We notice that the convergence is exponential which
does not come as surprise as the underlying quadrature rules also converge exponentially. However,
this was not a priori clear as we solve an integral equation. Moreover, we see that for small values of
the diffusion enhancement we need at least four quadrature points regardless of the quadrature rule
to achieve the same accuracy as the diffusion enhanced scheme (14). The accuracy increases when
g(η) increases. We point out that the diffusion enhancement g(η̄KL) used in both figures is relatively
low compared to physically challenging situations (cryogenic temperatures, high doping concentra-
tions and organic semiconductors). However, we report here that we have tried even higher diffusion
enhancement values and the positive trend (even faster convergence) which is already visible in both
figures continues for larger η̄KL. In all figures the quadrature-based Scharfetter-Gummel schemes are
compared with the diffusion enhanced flux (14).
We have used the following settings and parameters in Algorithm 1: As starting guess, we used the
diffusion-enhanced flux (14). Moreover, the tolerances εη = 10−12 and εψ = 10−3 as well as a
tolerance of 10−12 for the absolute Newton update to stop the iterations were employed. On average
approximately six Newton steps were needed.
5.2 Computation time
In Figure 5 we study the efficiency in terms of computation time needed to solve the integral equation
(11) in order to obtain an approximated current jNgsg for the four different quadrature rules and different
numbers of quadrature pointsN . Normally, Gauss-Kronrod quadrature takes more time than the other
ones because it uses an adaptive distribution of nodes. The schemes based on Gauss-Legendre and
Clenshaw-Curtis quadrature tend to be the most efficient.
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(a) Blakemore approximation for different diffusion enhancement g(η̄KL):
g(−2) = 1.035 g(0) = 1.270 g(2) = 2.995
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(b) Fermi-Dirac integral F1/2 for different diffusion enhancement g(η̄KL):
g(−2) = 1.045 g(0) = 1.265 g(2) = 1.928
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(c) Gauss-Fermi integral G(η;σ = 5) for different diffusion enhancement g(η̄KL):
g(−10) = 2.350 g(−5) = 3.597 g(0) = 6.654
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Figure 3: Logarithmic absolute `∞ errors depending on the number of quadrature points N for differ-
ent fixed values of η̄KL and for several quadrature rules. From left to right, errors for η̄KL = −2, 0, 2
are shown for Blakemore and Fermi-Dirac functions, rows (a) and (b), respectively. The row (c) shows
the errors for the Gauss-Fermi function with η̄KL = −10,−5, 0. The ranges used to calculate the
maximum error are: δψ ∈ [−6, 6] with step equal to 0.1 and δη ∈ [−4, 4] with step 0.1. In all figures
the errors from the quadrature-based schemes are compared to the corresponding error between dif-
fusion enhanced scheme (14) and j128gsg (for Fermi-Dirac and Gauss-Fermi distribution functions) and
jb (for the Blakemore distribution function).
5.3 Effect of decreasing the range
In Figure 6 we show a detailed study of the error and the computation times in the reduced range
δη ∈ [−0.7, 0.7] with step equal to 0.1 and δψ ∈ [−1, 1] with step 0.1 and for η̄KL = −2, 0, 2 using
the Fermi-Dirac distribution function. For the reduced range just two quadrature points are needed to
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(a) Blakemore approximation for different diffusion enhancement g(η̄KL):
g(−2) = 1.035 g(0) = 1.270 g(2) = 2.995
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(b) Fermi-Dirac integral F1/2 for different diffusion enhancement g(η̄KL):
g(−2) = 1.045 g(0) = 1.265 g(2) = 1.928
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(c) Gauss-Fermi integral G(η;σ = 5) for different diffusion enhancement g(η̄KL):
g(−10) = 2.350 g(−5) = 3.597 g(0) = 6.654
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Figure 4: Logarithmic absolute `2 errors depending on the number of quadrature pointsN for different
fixed values of η̄KL and for several quadrature rules. From left to right, errors for η̄KL = −2, 0, 2 are
shown for Blakemore and Fermi-Dirac functions, rows (a) and (b), respectively. The row (c) shows
the errors for the Gauss-Fermi function with η̄KL = −10,−5, 0. The ranges used to calculate the
maximum error are: δψ ∈ [−6, 6] with step equal to 0.1 and δη ∈ [−4, 4] with step 0.1. In all figures
the errors from the quadrature-based schemes are compared to the corresponding error between
diffusion enhanced scheme (14) and j128gsg (for Fermi-Dirac and Gauss-Fermi distribution functions)
and jb (for the Blakemore distribution function).
obtain the same accuracy as the diffusion-enhanced scheme (14). For the larger parameter range, we
needed at least N = 4 quadrature nodes. In addition, an error not too far from machine precision is
obtained with only sixteen quadrature points.
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(a) Blakemore approximation for different diffusion enhancement g(η̄KL):
g(−2) = 1.035 g(0) = 1.270 g(2) = 2.995
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(b) Fermi-Dirac integral F1/2 for different diffusion enhancement g(η̄KL):
g(−2) = 1.045 g(0) = 1.265 g(2) = 1.928
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(c) Gauss-Fermi integral G(η;σ = 5) for different diffusion enhancement g(η̄KL):
g(−10) = 2.350 g(−5) = 3.597 g(0) = 6.654
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Figure 5: Computation times by varying the number of quadrature points N for different fixed val-
ues of η̄KL and for several quadrature rules. From left to right are shown the running times for
η̄KL = −2, 0, 2 for Blakemore and Fermi-Dirac, rows (a) and (b) respectively. The (c) row shows
the computation times for Gauss-Fermi with η̄KL = −10,−5, 0. The ranges used are: δψ ∈ [−6, 6]
with step grid equal to 0.1 and δη ∈ [−4, 4] with step 0.1. That is a total of 9801 fluxes were computed.
5.4 Thermodynamic consistency
The generalized Scharfetter-Gummel scheme is consistent with the thermodynamic equilibrium. Con-
sidering the Einstein relation (5) and a current equal to zero, we obtain ∇ψ = ∇η (from assuming
constant quasi Fermi potentials), where the electrostatic potential is scaled by UT . An analogous rela-
tion δηKL = δψKL should lead to vanishing numerical currents, where δηKL and δψKL are defined
in (10).
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(a) accuracy for `∞
g(−2) = 1.045 g(0) = 1.265 g(2) = 1.928
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(b) accuracy for `2
g(−2) = 1.045 g(0) = 1.265 g(2) = 1.928
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Figure 6: Reduced ranges: Logarithmic `∞ (a) and `2 (b) errors, depending on the number of quadra-
ture points N for different fixed values of η̄KL and diffusion enhancement g(η̄KL). We compare sev-
eral quadrature rules solving the integral equation (11) for the Fermi-Dirac integral F1/2. From left to
right are shown error data for η̄KL = −2, 0, 2. The ranges used to calculate the error and the com-
putation times are: δψ ∈ [−1, 1] with step equal to 0.1 and δη ∈ [−0.7, 0.7] with step 0.1. The error
of the diffusion enhanced scheme (14) is shown for comparison.


















Figure 7: Numerical verification of validity of the thermodynamic consistency for η ∈ [ηK , ηL] and the
Fermi-Dirac distribution function via Gauss-Legendre quadrature, varying the number of quadrature
points N . Left: δηKL = ψKL = 4 and η̄KL ∈ [0, 4] with step equal to 0.025. Right: η̄KL = 2 and
δηKL ∈ [0, 4] with step 0.025
Figure 7 reports the degree to which the numerical flux jNgsg(δψKL, η̄KL, δηKL) violates the thermo-
dynamic consistency when δηKL = δψKL. Unlike for the diffusion enhanced flux (14), the quadrature-
based fluxes are not guaranteed to vanish. In the picture on the left, we fixed δηKL = ψKL = 4 and
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imposed η̄KL ∈ [0, 4] with step equal to 0.025; whereas in the other one, we fixed η̄KL = 2 and
varied δηKL ∈ [0, 4] with step 0.025. The integral equation (11) was computed via Gauss-Legendre
quadrature for the Fermi-Dirac distribution function. We obtain numerical flux values comparable to
machine precision in both pictures when the quasi-Fermi potentials are constant, thus for all practical
purposes our schemes are likely to be thermodynamically consistent.
6 Conclusion
In this paper, we introduced a family of quadrature-based Scharfetter-Gummel schemes for non-
Boltzmann statistics based on a numerical solution of the integral equation (11) via Newton’s method
and quadrature rules. In particular, we looked at four different quadrature rules for the evaluation of the
integral in (11). This approach automatically lead to four different numerical schemes. Having noted
the beneficial behavior for one of these schemes in [14], we investigated the convergence and effi-
ciency more rigorously and compared these schemes to each other. In particular, we looked at `2
and `∞ errors with respect to the parameter space of possible arguments (and increasing numbers
of quadrature nodes) for different diffusion enhancement values as well as different physically rele-
vant distribution functions (Blakemore, Fermi-Dirac and Gauss-Fermi distribution functions). It turned
out that the new quadrature-based Scharfetter-Gummel schemes for relatively few quadrature nodes
are already more accurate than a state-of-the-art flux discretization. Furthermore, the convergence in
terms of the number of quadrature nodes is exponential, especially in the physically more challenging
case of high nonlinear diffusion. Even though the quadrature rules themselves converge exponen-
tially, this was not a priori clear as we have to solve an integral equation. For the examples we studied
here, nearly always the four quadrature-based Scharfetter-Gummel schemes have been able achieve
a higher accuracy than the reference flux (14). For a smaller range of parameters δψ and δη, we
obtained more accurate fluxes than the reference scheme (14) with just two quadrature nodes.
Furthermore, we compared the efficiency of the different quadrature-based Scharfetter-Gummel schemes.
The quadrature-based Scharfetter-Gummel schemes based on Gauss-Legendre and Clenshaw-Curtis
quadrature tend to be the most efficient. Finally, we verified that the quadrature-based Scharfetter-
Gummel schemes (at least numerically) guarantee thermodynamic consistency. A test revealed fluxes
close to machine precision when the quasi-Fermi potentials are constant.
In a more general context, our results hint at the possibility to obtain highly accurate numerical fluxes
for a rather general class of nonlinear drift-diffusion problems as described in [11]. While the compu-
tational complexity in a practical context has yet to be tested, this approach is promising as a method
to benchmark potentially computationally more efficient flux approximations like modified Scharfetter-
Gummel schemes.
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