This article introduces the use of in situ high-resolution transmission electron microscopy (HRTEM) techniques for the study and development of nanomaterials and their properties. Specifically, it shows how in situ HRTEM (and TEM) can be used to understand diverse phenomena at the nanoscale, such as the behavior of alloy phase formation in isolated nanometer-sized particles, the mechanical and transport properties of carbon nanotubes and nanowires, and the dynamic behavior of interphase boundaries at the atomic level. Current limitations and future potential advances in in situ HRTEM of nanomaterials are also discussed.
Introduction
It is often necessary to study nanoscale materials under the actual conditions in which they exist in order to understand their functionality, or the fundamental phenomena governing their behavior in realistic environments. As materials systems continue to decrease in size, the capability to study these materials at the highest possible levels of spatial resolution is becoming increasingly important. In situ high-resolution transmission electron microscopy (HRTEM) enables such studies and can be applied to a variety of nanoscale materials phenomena.
HRTEM imaging is a phase-contrast dominated imaging technique where two or more beams are allowed to interfere to
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James M. Howe, Hirotaro Mori, and Zhong Lin Wang situation and its variations are well understood. In any case, the resulting HRTEM image is a two-dimensional projection of the three-dimensional structure, with the columns (or planes) of atoms being either dark or bright, depending on the exact specimen and imaging conditions. The specimen and microscope requirements for in situ HRTEM imaging are not generally different from those of usual HRTEM, except that one must have specialized holders capable of inducing changes in the specimen and some method of recording and analyzing the resulting dynamic responses. Many different types of holders capable of heating or cooling, straining, lasing, evaporating/depositing, applying a current/voltage, etc., are available commercially or can be fabricated without great difficulty. Some of these holders are mentioned in the following examples. At present, most HRTEMs are equipped with a charge-coupled device (CCD) or television (TV)-rate cameras that are fiber-optically coupled to the HRTEM for recording high-resolution images at 30 frames/s. Specimen drift caused by temperature changes that lead to expansion or bending of the sample or sample holder is usually not a significant problem when inducing small changes to a specimen and images are being acquired at TV rates. If substantial drift does occur, it can make subsequent interpretation and/or computer comparison of the resulting digital images difficult. Drift is a critical limiting factor for HRTEM imaging in a scanning transmission electron microscope (STEM), so most in situ experiments have so far been performed in TEMs; this article focuses on examples from TEM and HRTEM techniques. The examples discussed in this article illustrate the wealth and variety of information that can be obtained about nanomaterials and processes by employing in situ studies.
Applications Alloy Phase Formation in Isolated Nanometer-Sized Particles
Nanometer-sized materials are very attractive for a variety of applications because they exhibit properties that are significantly different from those of the corresponding bulk materials. In the design and application of these materials, understanding the basic rule for alloy phase formation under dimensional constrictions is important. Recent remarkable progress in in situ HRTEM makes it possible to directly observe the alloy phase formation process as a function of temperature, size, and composition. 1 It is clear that a large reduction of the eutectic temperature takes place with decreasing size of alloy particles. 2 Figure 1a shows an as-produced Sn particle containing an amount of In. Lattice fringes seen in the particle indicate that the particle is in a crystalline state and therefore in the state of a solid solution. The formation of facets can be clearly recognized on the surface of the particle. The temperature of the graphite substrate was kept at room temperature. With continued deposition of In, all the lattice fringes abruptly disappeared, and at the same time the shape of the particle changed from faceted and polygonal to round and semispherical, as seen in Figure  1b . No salt and pepper contrast characteristic of an amorphous solid was present in the particle. These observations indicate that the droplet is in a liquid state. The In concentration in the liquid particle was approximately 55 at.% In. Therefore, the stable phase of the approximately 7-nmsized Sn-55 at.% In alloy particle at room temperature is liquid; this is in sharp contrast with the equilibrium phase(s) in bulk material (i.e., a two-phase mixture of In 3 Sn and InSn 4 ). 3 The eutectic temperature of the Sn-In system in bulk is reported to be 393 K. 3 Figure 1b shows, therefore, the eutectic temperature was depressed by more than 100 K when the size of the system is reduced from bulk to ~7 nm. This large depression arises because the contribution of the interfacial energy between two different solid phases to the total Gibbs free energy of the particle becomes so high that the eutectic temperature is lowered much faster than the melting point of the pure components with decreasing particle size. 1 The second example concerns the change in microstructure with composition at temperatures above the eutectic temperature. Figure 2 shows a typical sequence of the alloying process of Sn into a nanometersized Bi particle at around 350 K. 4 Figure 2a shows an as-produced pure Bi particle on the graphite substrate. The size of the particle was approximately 8 nm. Figure 2b shows the same particle after Sn deposition. By the deposition of Sn the structure of the particle changed from a single crystal to a mixture of crystalline and liquid phases, as seen from Figure 2b . The interface between the crystalline and the liquid phase (double arrowed) was rather smooth. A faceted surface of the crystalline Bi (shown in Figure  2a ) was replaced by a round curved surface of the liquid phase (arrowed). With continued deposition of Sn, the crystal-liquid interface moved left and downward at the expense of the crystal (Figures 2b-d) , and eventually the whole particle became liquid (Figure 2e ). Figure 2f is an energy-dispersive x-ray spectrum taken from the central portion of the particle depicted in Figure 2e , showing that the composition of the particle was Bi-50 at.% Sn. The change in the microstructure with the composition mentioned above (i.e., a heterogeneous mechanism: crystalline → crystalline + liquid → liquid) is consistent with that predicted from the phase diagram for the bulk material at temperatures between the eutectic temperature and the melting point of Bi. 3 However, this microstructural change with composition is altered when the size of particles is further reduced down to the 5 nm range. Namely, a 5-nm-sized Bi particle underwent an abrupt crystalline-to-liquid phase change in the course of continuous alloying of Sn at around 350 K. 5 In the abrupt phase change, no formation and movement of a crystal-liquid interface was detected. This type of phase change (i.e., a homogeneous mechanism) is in sharp contrast to the manner observed in a relatively large-sized (8-nm-sized) particle shown in Figure 2 (i.e., a heterogeneous mechanism). Thermodynamic model calculations indicate that such alteration in the phase change from a heterogeneous to homogeneous mechanism with decreasing particle size can be consistently explained in terms of the contribution of the solid-liquid interfacial energy. 4 Last, it is worth mentioning that in situ HRTEM also plays a key role in revealing the significant enhancement of the solid solubility in nanometer-sized alloy particles. 6 In Situ TEM and HRTEM of Nanotubes and Nanowires
In Situ Nanomechanics of OneDimensional Nanomaterials. TEM is powerful for characterizing the atomic and electronic structure of inorganic materials.
In recent years, in situ measurement techniques using the high spatial resolution provided by TEM have been extensively developed for directly imaging the local structure while its properties are being measured. The pioneer work of measuring the elastic modulus of a single carbon nano tube is an outstanding example. 7, 8 Inspired by this work, improved specimen holders and manipulation stages have been developed for in situ characterization of the mechanical, electrical, and field emission properties of nanotubes (NTs), nanowires (NWs), and nanobelts (NBs). By applying an alternating voltage across an electrode and an NT, mechanical resonance is induced when the externally applied frequency matches the natural resonance frequency of the NT (see Figure 3) . If the size of the measured object is relatively large (greater than 10-20 nm as a first approximation, depending on the material and conditions) so that classical elasticity theory still holds, quantifying the resonance frequency gives the elastic modulus of the NT. Such an experiment can be easily done in a scanning electron microscope because of the large-size specimen chamber and three-dimensional manipulation. 9 TEM is most powerful for direct imaging of dislocations in solid materials and is ideally suited for studying plastic deformation of NWs. An in situ technique has been developed for conducting bending or axial tensile experiments for NWs and NTs in the TEM. 10, 11 The technique relies on the deformation produced by a partially broken carbon film on which NWs are attached. The stretching of the carbon film as illuminated by the electron beam a b Figure 1 . Large depression of the eutectic temperature of a nanometer-sized Sn-In alloy particle. (a) As-produced Sn-In alloy particle in a state of a solid solution, (b) the same particle, which underwent a melting transition by additional alloying of In. During the experiment, the temperature of the substrate was kept at room temperature (from Reference 2). Subscripted numbers in plane spacing values indicate uncertainty in that decimal space.
results in the tensile stretching of an NW. Using this technique, unusually largestrain plasticity of ceramic SiC NWs at room temperature has been directly observed ( Figure 4 ). The continuous plasticity of the SiC NWs is accompanied by a process of increased dislocation density at early stages, followed by an obvious lattice distortion, and finally reaches an entire structure amorphization at the most strained region of the NW. These unusual phenomena for the SiC NWs are fundamentally important for understanding the nanoscale fracture and straininduced band structure variation for hightemperature semiconductors. 10 A diameter reduction as large as 426% (the ratio of incipient diameter over the breakpoint diameter [%]) and 125% elongation were obtained at ambient temperature for Si NWs. 11 Development of dislocations and their dynamics at the early stage of plastic deformation was directly imaged.
In Situ Transport Property of OneDimensional Nanomaterials. The conductance measurement of individual carbon NTs has also been carried out using an in situ TEM technique, employing a specimen holder that is able to manipulate the position of the NT so that it can be in a good contact with a counter electrode that is mechanically soft enough to make an Ohmic contact. The idea is to apply a voltage across the NT and measure its current-voltage (I-V) characteristics when its structure is continuously imaged by TEM. This allows a direct correlation between the observed structural changes with the measured I-V characteristics. Figure 5a shows an NT that is in contact with a carbon electrode and a Hg electrode. After applying a large current, the end that was in contact with Hg was locally burnt off, possibly because of the large local contact resistance (Figure 5b ). Using this in situ TEM technique, the detailed conditions under which the ballistic quantum conductance of a multi-walled NT was observed has been studied. 12 In situ TEM is also powerful for studying the electromechanical coupling response of one-dimensional (1D) nanomaterials, such as boron nitride (BN) tubes. 13, 14 Using a specimen stage that can apply a strain to an NT and continuously monitor its electrical transport property, the electromechanical coupled property can be characterized, provided the contacts between the NT and the electrodes are Ohmic with negligible contact resistance. 15, 16 This technique enables direct correlation between the transport properties with the local strain and deformation built in the NT, thus providing a great technique for investigating the electromechanical coupled properties of a NT.
In Situ Field Emission of OneDimensional Nanomaterials. In situ TEM is capable of directly mapping the electric field distribution around an NT tip when it is emitting electrons. The mapping is based on electron holography, which is sensitive to the phase shift of the incident electron as introduced by the local electrostatic potential around the NT tip. 17 Due to the large aspect ratio of 1D nanomaterials, the electric field at their tips can be rather large, thus the local temperature could be very high during field emission. It is possible to induce structural damage at the tips. TEM is ideal for directly observing the structural damage of a carbon NT during field emission under a higher voltage. 18 The damage occurs in a way that the walls of the NTs are split piece-by-piece and segment-by-segment. The mechanisms of the field-induced damage are believed to be caused by two processes. One, the electrostatic force acting on the tip of the NT can split the NT piece-by-piece and segmentby-segment. The second process is likely A sequence from a video recording of the alloying process of Sn into a nanometer-sized Bi particle: (a) as-produced Bi particle on the graphite substrate; (b-e) the same particle under a Sn deposition condition. With Sn deposition, a crystalline-liquid interface formed in the particle (double arrowed in b), and it then moved left and downward at the expense of the crystal (see c and d) until the whole particle became liquid (e). The three numbers inserted in each micrograph indicate the time in units of minutes, seconds, and one-sixtieth seconds (from Reference 4).
due to the local temperature created by the flow of emission current, which may "burn" the NT layer-by-layer. Recent calculations by Wei et al. 19 suggest that the highest temperature along an NT during field emission is not at the tip but at a short distance away from the tip because of the enhanced emission rate at the tip that takes away some local heat; this may explain the segment-by-segment damage of the NT. An important physical quantity in electron field emission is the surface work function, which is well documented for elemental materials. For emitters such as carbon NTs, most of the electrons are emitted from the tips of the carbon NTs, and it is the local work function that matters to the properties of NT field emission. A technique has been developed to measure the work function at the tip of a single carbon NT. 20 The measurement is based on the electricfield-induced mechanical resonance of the NT. The field emission of an NT has been directly correlated to the structure at the tip, thus providing a quantitative understanding about the characteristics of NT field emission and its dependence on local tip structure. 21, 22 
In Situ HRTEM of Interphase Boundary Dynamics
Understanding how atoms arrange at interphase boundaries and cross from one phase to form the other is essential to understanding the nature of phase trans formations in materials. 23, 24 Phase transformations are important, because they are one of the main techniques that materials scientists employ to develop materials structures with sizes ranging from a few atoms to micrometers. 25 Since interphase boundaries are internal interfaces, in situ hot-stage HRTEM is one of the few techniques capable of providing both atomic-level structural and dynamic information about such interfaces. This section illustrates how in situ hot-stage HRTEM can be used to determine the dynamic behavior of interphase boundaries at the atomic level, focusing on a diffuse coherent interphase boundary in a Au-Cu alloy. Figure 6a shows an HRTEM image of a diffuse interphase boundary between the long-range ordered (O) AuCu-I phase and disordered (D) α phase in a Au-41Cu (at.%) alloy sample taken as a frame from a videotape at approximately 305˚C during in situ heating in the HRTEM. 26 The position where a 25-pixel-wide intensity profile was taken across the interphase boundary is indicated by the white rectangle in the figure. The corresponding intensity (brightness) profile is shown in Figure  6b . In this profile, the ends of the diffuse interphase boundary on the ordered and disordered sides are indicated by the lines labeled O and D, respectively, and the same locations are also indicated in Figure 6a . Detailed HRTEM image simulations (e.g., inset in bottom left in Figure  6a) show that the Au-rich (001) planes in the ordered AuCu-I phase appear as bright lines in the image in Figure 6a and corresponding high intensity peaks on the left side of the intensity profile in Figure 6b . The Cu-rich planes between the peaks are barely visible because they appear dark in the HRTEM image in Figure 6a under these experimental conditions. The lower intensity peaks spaced only half this distance apart to the right of position D correspond to the {002} planes in the disordered α phase. In the region between O and D, the intensities change from left to right, leading to the interphase boundary thickness labeled L in Figure 6b .
The positions O and D in Figure 6 were determined for each frame (time interval of 0.03 s) during a period of 60 s, and these are plotted in Figure 7a , which shows several important features. First, it is evident that the disordered side of the diffuse interphase boundary (top graph) generally moves more frequently and often over larger distances than the ordered side of the interphase boundary (bottom graph) with time. The smallest distance present in the top graph (arrow) is the spacing of one {002} plane in the disordered α phase. Following the disordered side of the interphase boundary with time, it is evident that the interphase boundary fluctuates over a distance of one to six {002} α planes. In contrast, using the {002} plane spacing as a reference, it is apparent that the ordered side of the interphase boundary in the lower graph typically moves twice this distance, which is the spacing between the Au-rich (001) planes in the AuCu-I phase. In addition, it fluctuates with a frequency that is several times less than that of the disordered side. Thus, the position of the disordered side of the interphase boundary rapidly fluctuates between a number of adjacent {002} α planes with time, whereas the ordered side fluctuates more slowly and only between Au-rich planes in the ordered AuCu-I phase. The different interphase boundary behaviors observed in Figure 7a are likely due to a combination of several factors occurring at the interphase boundary, namely: (1) the tetragonality of the AuCu-I structure, which leads to an energetically stable (001) plane that tends to keep the ordered side of the interphase boundary parallel to this plane, (2) a lower average diffusivity in the AuCu-I phase as compared to the disordered α phase at 305°C, (3) a related longer atomic jump-distance (0.357 nm) for diffusion perpendicular to the ordered (001) planes in the AuCu-I ordered phase, and (4) the fact that the interphase boundary must move this same distance between Au-rich planes on the ordered side. 27, 28 A combination of these effects leads to a significantly higher activation energy for movement of the ordered side of the interphase boundary, causing the experimentally observed interphase boundary behavior in Figure  7a . In fact, if one performs an approximate calculation for the average diffusivities and corresponding jump frequencies of the atoms in the ordered and disordered phases, respectively, using the equation Γ = 6D/λ 2 , where Γ is the jump frequency (s −1 ), D is the diffusivity at 305˚C of 1.7 × 10 −15 m 2 /s for the α phase and 7.0 × 10 −16 m 2 /s for the AuCu-I phase, 28 and λ is the jump distance (3.7 × 10 −10 m in AuCu-I), one finds that the jump frequency in the disordered phase is approximately 3 × 10 5 s −1 , as compared to 3 × 10 4 s −1 in the ordered phase, consistent with the considerations mentioned above. However, these frequencies are approximately four orders of magnitude greater than the actual frequencies of interphase boundary movement recorded for the ordered and disordered sides of the interphase boundary, indicating that collective atom volumes, rather than individual atom jumps, are involved in the process. In other words, movement of the interface involves the formation of critical-size fluctuations involving many atoms. 29, 30 The interphase boundary thickness and mean position were determined from the data in Figure 7a and these are plotted in Figure 7b . The mean interphase boundary position was determined as the midpoint between positions O and D. The average frequency of interphase boundary movement is 1.2 s −1 , with a maximum frequency of 7.7 s −1 and a minimum frequency of 0.4 s −1 . This temporal variation reflects mainly that of the disordered side, which fluctuates at a higher frequency. Also note that the mean interphase boundary position moves up more often than down in Figure 7b , again reflecting the character of the disordered side of the interphase boundary, which tends to move into the disordered phase, expanding the interphase boundary. Thus, the interphase boundary fluctuations are not symmetric about the mean position, but favor the disordered side. The average velocities of the ordered and disordered sides of the interphase boundary were also determined over 60 s using the data in Figure 7a and were 0.3 nm/s and 1.3 nm/s, respectively.
The interphase boundary thickness is shown in the bottom graph in Figure 7b . The average thickness was approximately 1.7 nm, or the equivalent of 7 {002} planes (or ~ 4 unit-cells) in the disordered α phase, although the thickness averaged slightly more than 2.0 nm during the latter 20 s of the video sequence, where the disordered side of the interphase boundary moved a few planes farther away from the ordered side. The maximum and minimum interphase boundary thicknesses observed were 3.3 and 0.8 nm, respectively, which represent variations in thickness on the order of 100%. The average interphase boundary thickness measured from Figure 7b is comparable to recent studies on straininduced incomplete wetting above the critical temperature T c , where the alloy becomes disordered, at AuCu-I (001) surfaces, 27 and is also similar to previous calculations for a Au-Cu alloy 31 and recent atomistic calculations performed on Al-Li and Al-Ag alloys slightly below T c using embedded atom potentials and Monte Carlo methods. 32, 33 In the Albased alloys, which behave similar to Au-Cu alloy, the calculations indicate that the diffuse interphase boundary should extend over 4-6 unit cells (i.e., L 1.6-2.4 nm), and the strain-induced incomplete wetting phenomenon leads to order in AuCu (001) surfaces that extends 5-7 planes (i.e., L~ 1.0-1.4 nm) into the crystal at temperatures much greater than T c . Thus, such in situ HRTEM analyses are capable of revealing the fundamental mechanisms governing the dynamic behavior of interphase boundaries in materials.
Summary and Future Prospects
This article has demonstrated how in situ TEM and HRTEM can be used to understand the formation mechanisms of nanoscale materials, as well as many of their unique properties and dynamic behavior. It is extremely difficult, if not impossible, to obtain such information by any other technique. Having this information is essential to developing nanoscale materials and devices for various applications ranging from catalysts and field emitters to nanoelectronics and nanosensors. The time resolution of dynamic observations is currently limited by a combination of image signal and the image recording devices to about 0.03 s. Even with this limitation, in situ HRTEM is able to provide a wealth of information about detailed processes that occur at the nanoscale in materials. This situation will continue to improve as rapid progress is made in increasing the spatial, temporal, and chemical resolution of HRTEMs, in the capability of imaging devices, in storage and processing, and in precise computer control of the microscope. Other complementary spectroscopic techniques that were not mentioned in this article (e.g., electron energy-loss spectroscopy-see article by Saka et al. in this issue) can also be incorporated to follow chemical and/or bonding changes in materials in situ, offering many additional insights into nanomaterial phenomena. It is conceivable that it will be possible to image the threedimensional structures of materials at or near the atomic level using energyfiltering TEM and/or high-angle annular dark-field scanning TEM and image reconstruction methods in the near future. Thus, it is anticipated that the role and capability of in situ HRTEM in nanoscience and nanotechnology will only continue to increase in the future. The interphase boundary mean position in Figure 7b fluctuates around a value of approximately 3.5 nm, which is roughly the midpoint between the two intensity profiles in Figure 7a (from Reference 26).
