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Abstract
The aim of this work is to quantify the amount of Earth stray light that reaches the CHEOPS (CHaracteris-ing ExOPlanets Satellite) detector. This mission is the first small-class satellite selected by the European
Space Agency. It will carry out follow-up measurements on transiting planets. This requires exquisite data
that can be acquired only by a space-borne observatory and by well understood and mitigated sources of
noise. Earth stray light is one of them which becomes the most prominent noise for faint stars.
A software suite was developed to evaluate the contamination by the stray light. As the satellite will be
launched in late 2017, the year 2018 is analysed for three different altitudes. Given an visible region at any
time, the stray light contamination is simulated at the entrance of the telescope. The amount that reaches
the detector is, however, much lower, as it is reduced by the point source transmittance function (PST). It is
considered that the exclusion angle subtend by the line of sight to the Sun must be greater than 120°, 35°
to the limb of the Earth and 5° away from the limb of the Moon. The angle to the limb of the Earth – the
stray light exclusion angle – is reduced to 25° in a later phase. Information about the faintest star visible in
any direction in the sky is therefore available and is compared to a potential list of targets. The influence
of both the visibility region and the unavoidable South Atlantic Anomaly (SAA) which is dictated by the
altitude of the satellite are also studied as well as the effect of a changing optical assembly. A methodology
to compute the visible region of the sky and the stray light flux is described. Furthermore, techniques to
prepare the scheduling of the observation as well as a possible way of calibrating the dark current and the
map of hot pixels in the instrument are presented.
The simulations show that maximal stray light flux set in the science requirements of the mission is not
often reached. There are seasonal variations on the amount of flux received. Lower orbits tend to present
flux which exceed the requirement. The stray light increases by nearly 20% when the altitude is reduced
respectively from 800 to 700 and from 700 to 620 km. However, the South Atlantic Anomaly impacts more
direly higher orbits. This high radiation region demand the interruption of the science operations. Even if
the viewing zone at low altitude is smaller than at 800 km, the availability of instrument is greater. There
exist two favoured regions for the observations: in April and mid-September. The field of view is the
widest then as the plane of the orbit and of the terminator merge. Loosening the condition on the stray light
exclusion angle allows a wider visible region for bright stars without affecting much the quality of the data.
In turn, the following recommendations can be made: (1) the stray light must be simulated to ensure that
the visible region is correct; (2) The stay light exclusion angle can be reduced to 25◦ or 28◦; (3) Low orbits
imply that a given object can be observed more efficiently; (4) The two favoured observation periods must
be used for pristine observations; (5) Short period planets should be observed in Northern winter while
long period planets in the Summer.
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Chapter1
Introduction
Over the course of the last 20 years, there has beenan explosion of planets detected that are orbiting
other stars than our Sun – the so-called exoplanets.
Those numerous discoveries unveiled objects that
are beyond what was thought to be possible. With
the passing of time, the instruments became better
and better yielding for the first time this year objects
smaller than the Earth itself (?). The unexpected zoo
of extrasolar bodies count in their ranks planets in
the range from super-Earth (m⊕ . mp . 10m⊕) to
Neptune-like planets (for which mp . 20m⊕). Those
planets make up an interesting sample as somewhere
between the two extrema lies a zone of transition
from terrestrial to gaseous bodies. There is no clear
limit and the transformation can be more easily de-
scribed by a blurry phasing out of the terrestrial type
to a phasing in of gaseous planets. The mass-radius
m–R relationship of those objects is not yet well con-
strained as the dataset is sparse due to the detection
techniques. With a large sample and more precise
measurement this relationship is likely to exhibit a
natural scatter reflecting the largely different forma-
tion conditions that occurred in those systems. This
important relationship will provide constraints on
the formation of planetary companions of stars but
also on the birth or abortion of stars. More massive
planets, similar to Jupiter or even larger, also con-
tribute to this diversity. The first discoveries in the
exoplanet field were extremely surprising as they
unveiled Jupiter-like bodies orbiting very close to
their stars (?). Such systems immediately prompt
questions about the formation mechanisms, the mi-
gration in the system as well as heat transfer between
night and day side of those planets.
The search missions such as the ground-based
High Accuracy Radial velocity Planetary Search
(HARPS) instrument or the space-borne Kepler satel-
lite are finding planets and cataloguing them with
the available data (? and ?). The amount and the
quality of data that can be retrieved are limited by
the performances of the instruments as well as by
the physical constraints of the techniques. HARPS
is based on the radial-velocity measurement which
does not yield information on the dimensions other
than an estimate of the mass of the object orbiting
the star whereas Kepler looks for transiting planets
– planets that passes in front of their star in the line
of sight of the telescope – which gives the radius (?).
Those two techniques are therefore complementary.
Follow-up missions are designed to complete the
gap in knowledge of a particular system. The Char-
acterizing Exoplanets Satellite (CHEOPS) will look
for transiting systems discovered by means of radial
velocities as well as transit surveys. Using precise
photometric measurements of the transit, the instru-
ment on-board the satellite will be able to determine
the radii of the observed systems to a precision of 10%
which can be used to add precise points on the m–R
graph (?). The same transit technique and photomet-
ric surveys can be applied to giant gaseous planets
very close to the their host star – the “hot Jupiters” –
to probe their atmosphere and gain insight into their
evolution.
CHEOPS won the call of the European Space
Agency (ESA) for the first small-class mission. It is
designed by a consortium lead by the University of
Bern regrouping many countries with a large Swiss
contribution by the Observatory of Geneva, the
Swiss Space Center at Ecole Polytechnique Fédérale
de Lausanne (EPFL) and Eidgenössische Technische
Hochschule Zürich (ETHZ). It will be a light small
satellite launched in low Earth orbit (LEO) by the
end of the year 2017.
This work focuses on one particular aspect of the
instrument: the contamination of the detector – a
charged couple device (CCD) – by stray light. Stray
light can be of large impact on the image: it is a
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source of diffuse noise as photons emitted from the
Sun bounce off the atmosphere of the Earth and may
reach the telescope. As the measurement technique
of the satellite is using precise photometry on slight
changes in the flux of a star (down to a few tens of
ppm), this source of noise is very important to study
as it restricts the maximum magnitude of a target
star to be observed by adding a constant noise to
an exposure. The baseline orbit for this mission is a
Sun-synchronous orbit (SSO) around the Earth at an
altitude between 620 and 800 km above the surface.
The stray light contamination depends upon several
different variables : the altitude, the angle subtended
by the target star and the limb of the Earth as well as
optics and the choice of the baffle on the telescope.
The objectives of this Master thesis are:
− To study the behaviour of the stray light flux
received by the detector at different time in the
year 2018;
− To determine the regions where this radiation is
too high;
− To determine the regions where the mission-
wide stray light exclusion angle could be low-
ered;
− To determine the effect of the altitude of the orbit
onto the amount of photons received;
− To study how changes in the optical design of
the telescope affect the stray light;
− To prepare a methodology to schedule the ob-
servations.
This thesis reports the work carried out to gener-
ate observability maps for different assumptions for
the altitude given a optical design and a stray light
exclusion angle. It discusses also targets availability.
It is divided into several chapters and sections: chap-
ter 2 gives a broad approach into the work starting
for exoplanets (§2.1), to detection techniques (§2.2)
and CHEOPS (§2.3) and its instrument as well as a
theoretical introduction to the problem of stray light
(§2.4). Chapter 3 describes the different numerical
methods and software used while chapter 4 presents
and analyses the results. Conclusion and outlooks
are drawn in chapter 5.
page | 2
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Chapter2
Exoplanets, Detection Techniques and
CHEOPS
This chapter is intended to give a background tothis project in terms of exoplanets, how they are
detected and the CHEOPS mission. CHEOPS will
be explained from both a scientific and an engineer-
ing point of view as this work may be used to con-
strain some engineering points and also mission op-
erations. The notation? for the star and the subscript
p for planets are used throughout this chapter.
2.1 Exoplanets
In this section, selected parts of exoplanet astro-
physics will be examined in order to present the sci-
ence goals of CHEOPS as well as planet formation,
evolution and detection.
2.1.1 On Planet Formation
In 1755, the philosopher Kant produced a model that
was in some agreement with the modern ideas about
how the Solar System came to be (?). Since then,
a more precise picture has emerged, but based on
the only known system: ours. Exoplanets add dif-
ficulties to the picture as the range of exoplanet size
extends from sub-Earth size up to gaseous giants
several times the mass of Jupiter in a wide range
of orbits. The existence of such a zoo starts to be
explained by computer simulation of N-bodies sys-
tems, but some of the steps required are still beyond
our understanding. The description of a typical plan-
etary system around a star given here is adapted from
reviews (?, ?, ?), some of which concentrates more on
our Solar System (? for example) than the shear di-
versity out there.
The central star of a system forms from the collapse
of a nebula cloud. The setting is a cloud of interstellar
matter, dark and cold. This cloud does not simply
sit, it is agitated by the difference of gravitational
potential and expands as well as being threaded by
magnetic fields. Where the concentration of material
is high enough, the nebula cloud collapses under
the pressure of the gravitational attraction. With the
conservation of the angular momentum, the initially
slowly rotating cloud starts spinning faster as the
radius of the future system reduces. As some of the
material has too much angular momentum, it does
not fall to the protostar but orbits around it. The
bubble of material left over after the formation of
the protostar becomes a disk as the material collides
and scatters around the equatorial plane. At this
point the planet formation starts. The formation of
planets requires a growth of the particle size of at
least 10 to 12 orders of magnitude. The formation
process occurs simultaneously with the evolution of
the protoplanetary nebula and the latest phases of
star formation.
Dust. It is the smallest scale of solid material
present in the disk, composed of particles from sub-
micron to a few centimetres. Its growth is governed
by physical collisions as one particle of dust sticks
to another. The gravitational attraction is not strong
enough to retain the particles together and Van der
Waals attraction may be a better candidate. Under-
standing this phenomenon of sticking dust grain
together requires the modelling of both mechani-
cal and chemical interactions and processes in play.
When reaching the centimetre-size, the dust becomes
weakly coupled to the gas. This implies a drag which
forces them to migrate inwards on a fast time scale.
There is an unknown mechanism that make those
particles grow faster than the speed at which they fall
to their star. The nebula is considered to be turbulent,
the dust cannot settle on a thin disk and therefore
some other mechanism must be used, which can be
described by self gravity – this is the gravoturbulent
page | 3
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planetesimal formation. Turbulence and instabilities
in the disk can lead to over dense regions which can
be sufficiently dense to collapse.
Planetesimals. They are objects whose size is of the
order metres to tens of kilometres. The mechanism
to create planetesimal from the dust is for now un-
known. The gravitational interaction between plan-
etesimals exceed the electromagnetic forces, the gas
drag as well as collective gravitational effects of the
smaller bodies. To continue their growth, they ac-
crete smaller planetesimals through collisions and
merge with other planetesimals with the rule that
“the rich become richer” as the collisional cross sec-
tion depends upon the gravitational focussing which
dominates and upon the intrinsic size of the object.
At this point, the largest bodies in the disk undergo
a runaway growth. The latest phase of this runaway
growth is a slower growth of the objects called oli-
garchic growth. This is due to the gravitational stir-
ring that the largest bodies produces in the swarm of
the small planetesimals, but still the largest bodies
grow faster than the small ones. Planetesimals or-
bits and velocities are distributed over a large range
of values which are not only described by the simple
and perfect Keplerian velocities. Scattering – in other
words close encounters – and other pairwise inter-
actions interfere with the Keplerian orbits yielding
more chaotic motions with the supplementary effect
of the gas drag which tends to damp eccentricities
and inclinations.
Earth mass bodies. Those are the future core of
giant planets. At this stage, their gravitational influ-
ence is such that they re-couple with the gas disk.
The gas disk is gravitationally attracted by the pro-
toplanet which is a different process than the early
interaction in the disk with rocks or dusk. Gaseous
accretion onto the protoplanet continues until the
disk is either depleted or is dissipated or if gravita-
tional torques in the region have created a gap in the
disk. Late formation in an almost depleted disk or
close to the star where there is less material does not
to lead to a gaseous planet. Therefore, the following
paragraphs describes the two formation hypotheses
for giant planets and the formation of terrestrial plan-
ets.
Gaseous Planets. They are more massive bodies
which have a large fraction of their mass composed
of gas. Two processes could explain their formation.
In the first hypothesis – the direct collapse scenario
– giant planets originate from the collapse of a part
of the gas. This mechanism requires a heavy disk
and a very efficient cooling. Therefore, it tends to be
efficient only early on. For the second one, the begin-
ning of the mechanism depends not on the gas disk,
but rather on the mass of protoplanet. At a certain
critical mass, the icy core surrounded by an envelope
of gas becomes unstable and start to shrink enabling
further gas accretion. The set of equations governing
this growth is similar to the ones that model the for-
mation of stars with the notable exception of replac-
ing the source of energy: nuclear fusion by accreted
planetesimals potential energy.
Terrestrial Planets. They are thought to be formed
after the gas disk was dispersed. It was previously
said that planetesimals had their orbit eccentricity
and inclination damped by the gas disk. Once giant
gaseous planets are created, all remaining planetes-
imals start pumping up those two same parameters
by means of gravitational interaction leading to im-
pacts.
2.1.2 Evolution of Planetary Systems
In the previous section, formation of planets and their
system was discussed. The next step is to discuss
their evolution. The boundary between these two
concepts is somewhat blurry. There are two ways
to look at this: either from a planetary viewpoint
or from a system standpoint. The limit between
formation and evolution for the former can be set
at the moment when the body will have reached
say 90% of its final mass. For rocky planets, this
definition is straightforward as they can only gain
mass, but gaseous planets may evaporate. In the
later view – the system view – the system can be
considered formed once the protoplanetary disk has
disappeared. In this case, the gaseous giants have
a clear threshold into evolution as they accrete their
gas fairly quickly. On the other hand, rocky plan-
ets accrete their mass on a much longer timescale.
Hence, whatever the definition chosen, there will
be uncertainties on the transition between formation
and evolution. As the section on exoplanets follows
the lecture notes by ? (and references therein), the
convention of the planetary point of view is chosen.
Once the planets have formed, several phenom-
ena can occur that will still modify the configuration
of the system. Four models are well supported by
observations, but none are fully understood.
(a) Drag by the gas disk. During formation, the
interactions between planets and the gaseous disk
cause migration. This effect is important as it yields
a theoretical motive for the existence of hot Jupiters.
When the gas disk is still present, it is thought that
eccentricities of the orbits are damped such that they
become more and more circular.
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Torques. As the orbital speed depends on the
semi-major axis a of a given object (vorbital ∝ a−1/2),
the planet moves faster than the gas outwards of the
orbit. Therefore, the angular momentum of the gas
is increased by interactions with the planet which re-
sults in a inwards migration while the gas is expelled
outwards. In case the planet interacts with the inte-
rior gas, then the resulting movement are inverted.
A rather complex sum of the torques implies that the
gas is always expelled outwards.
Type I Migration. For low mass planets, the ex-
change of angular of momentum by the planet has
little effect on the gas disk and therefore, the viscous
drag is more important. Thus, the net torque on
the planet is simply the sum of all torques includ-
ing the co-orbital resonance. The migration due to
those torques is called type I. It can be shown that
this migration is fast (the bigger the planet, the faster
its migration) and its time scale depends upon the
mass of the planet. This holds only if the influence
of the planet on the gas disk is negligible. The un-
derstanding of type I migration is far from being
comprehensive and the exact form of the terms of
the torques is not yet well defined.
Type II Migration. When the assumptions of neg-
ligible effect of the planet on the disk are not longer
valid, i.e. when the planet is massive enough, the an-
gular momentum exchange prevails over the viscous
drag. The gas is repelled away from the orbit of the
planet which creates a gap: a sudden drop in the sur-
face density of the disk near the orbit of the planet.
In most cases the type II migration causes the planet
to move inwards and slowly. The effect of the gap is
that it applies a barrier to the flow of gas. Accumu-
lation of gas at the edge causes the planet to move
in. Type II migration seems to be a good theoretical
explanation for the existence of hot Jupiters.
(b) Remnant planetesimals. Another possibility
for the source of migration is interactions with rem-
nant planetesimals especially after the dissipation
of the gaseous part of the disk. Simulations point
towards hints that this effect affected the early So-
lar System by migrating Neptune and Uranus and
maybe Saturn (?). The cumulative effect of the rem-
nant planetesimals start to be important when their
total mass is of the same order as the mass of the
planet.
(c) Initial instabilities. There is no mechanism pre-
venting planets pairwise scattering or even collisions
from happening. Massive planets tend to remain in
the system while low mass planets are ejected. Ini-
tial instabilities could well explain the eccentric or-
bits of extrasolar bodies as the depleted gas would
not damp the eccentricities. The outcome of planet-
planet interactions can be classified into (1) stable
system over a long term, (2) one planet is ejected
which usually pumps the eccentricity of the remain-
ing planet, (3) the planets collide and (4) one planet
falls onto the star leaving, in general, the other in an
orbit close to the star. Investigations on this subject
demand numerous three bodies simulations. Such
studies reveal that instabilities over a long term are
unusual when the planets are far out. However,
when the planets are located close to their star, scat-
tering and collisions are more frequent. For larger
systems, numerical computations show that there is
a quantitative match to the observations.
(d) Tidal interactions. Tidal interactions between
the host star and a planet are important only at short
distances. They have an effect on the semi-major axis
and eccentricities of Hot Jupiters and other smaller
very close planets. The tides arise from the gradi-
ent of gravitational forces that affect planets which
have finite dimensions. Earth tides dissipate energy
of the Moon which implies a slight increase of the
distance between the Moon and the Earth. There is
thus a torque in this system. In a perfect hydrostatic
system, no torque should arise as the tides would
be symmetric on the body and would be on the line
joining the centres of two bodies. Due to the orbital
rotation, the tides are not aligned with the centres,
i.e. creating a non-zero response time to the tidal
perturbation and therefore exert a torque.
2.2 Detection Techniques
The detection of planets orbiting stars other than our
Sun can relate to the search for stellar companions.
The first peer-reviewed claim (and which was ac-
tually confirmed later on) of planet discovery dates
back to ?. In this work, suspicions about the discov-
ery of an extrasolar planet of a few Jupiter masses
were raised, however the actual confirmation came
in 2003. In the article, the authors hesitate indeed
between a planet or a dwarf star. In this section, the
detection techniques, their capabilities and their bias
will be discussed. First of all, useful quantities will
be defined. Unless stated otherwise, this discussion
follows the book by ?.
Two objects orbiting each other in a two body sys-
tem are doing so around the centre of mass. This
point will be the origin of the coordinate system. The
angles are measured from the line of nodes which is
the line described by the intersection of the plane
of the observer which is perpendicular to the line
of sight and the orbital plane. The right ascension
of the ascending node (RAAN) Ω describes the in-
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Figure 2.1: Depiction of the orbital elements – The line
of sight points directly to the centre of mass of the system.
For clarity, the second body was omitted. The motion
of the star is shown with respect to the centre of mass.
The frame represents the plane perpendicular to the line
of sight. The line of node is the line that is formed by the
intersection of the plane of the orbit (in gray) and the plane
perpendicular to the line of sight. The red line joins the
periastron to the centre of mass. Both the argument of the
periastron and the true anomaly increase in the direction
of the motion of the object along its orbit.
clination of the line of nodes on the sky (see Fig.
2.1) with respect to the plane perpendicular to the
line of sight (LOS). At this point, the star crosses the
plane of the sky. At one of the two points, the star
moves away from the Earth. The RAAN is defined at
this point. The periastron defines the reference point
in the orbit. Its location with respect to the line of
nodes is described by the argument of the periastron
ω which is in the plane of the orbit. The argument
of the periastron for the planet and the star differ by
pi: ωp = ω? + pi. The position of the star is described
by the true anomaly ν?. The position of the star in
this system is therefore completely defined by the co-
ordinates (r?, ν?) where r? describes the distance of
the star to the centre of mass. The inclination of the
plane of the orbit i is referenced to the plane perpen-
dicular to the LOS. The period of rotation is given
by the mass of the system and the semi-major axis
a = a? + ap where ai are defined by the distance from
the centre of mass to the centre of the body:
P2 =
4pi
G(m? + mp)
a3 (2.1)
The distance from the centre of mass to the star is
given by:
r?(1 + e cos ν?) = a(1 − e2) (2.2)
with e being the eccentricity of the orbit. Practically,
the position of the star is described by the use of
another variable, the eccentric anomaly E which is
related to the time T0 at which the body reaches the
periastron through the mean anomaly M:
M =
2pi(t − T0)
P
= E − e sin E (2.3)
This angle E represents the angle between the peri-
astron and the actual position of the body on a virtual
circular orbit (Fig. 2.2). It allows a simple calculation
of the true anomaly ν and either a or e:
tan
ν
2
=
√
1 + e
1 − e tan
E
2
(2.4)
E = arccos
1 − r/a
e
(2.5)
bbb
b
E ν
r
m⋆
Figure 2.2: Depiction of the eccentric anomaly E
At this point, the orbit is not fully described as
the inclination i is missing. It determines the angle
subtend by the crossing of the plane of the sky and
the plane of the orbit. It must be noted that the
inclination and the RAAN are defined with regard
to the observer and not to an arbitrary reference.
2.2.1 Radial Velocities
The motion of a star around the centre of mass can be
measured by precise measurements of the Doppler
shift. Therefore, the technique is called radial veloc-
ities (RV) or Doppler spectroscopy. This technique
can reveal the period, some orbital parameters, the
mass and semi-major axis of the planet. The Doppler
measurement yield a radial velocity whose signal is
given by six parameters: (1) the period of the orbit
P, (2) the eccentricity e, (3) the semi-amplitude of the
signal K (bearing units of velocity), (4) the argument
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Figure 2.3: Different shapes of curves determined by the radial velocity detection technique as imposed by the
eccentricity e and the true anomaly ω?. All curves share the same K,P,T0. Taken from ?.
of periastron (of the star) ω?, (5) the time for perias-
tron crossing (for a given epoch) T0 and (6) the bulk
velocity of the centre of mass. The Doppler measure-
ment yields Vr is given by:
Vr = K [cos(ν + ω?) + e cosω?] + γ (2.6)
with P, e,T0 are hidden inside ν and E (eq. 2.4 &
2.5). While K sets the amplitude of the oscillation
of the RV curves, P and T0 respectively define the
period and the phase of the RV curve. The two other
parameters of the variation w?, e define the shape of
the signal (See Fig. 2.3). The bulk velocity of the
system is given by γ.
The inclination of the system i and the RAAN Ω
cannot be deduced from the RV measurements. Not
knowing the inclination of the plane leads to a de-
generacy of orbital parameters. Therefore, the ob-
servables are linked to the mass via:
PK3(1 − e2)3/2
2piG
=
(mp sin i)3
(mp + m?)2
≈ (mp sin i)
3
m2?
(2.7)
The right hand side of the above equation is called
the mass function of the system. If the mass of
the star is known, the minimum mass of the planet
mp sin i can be estimated. Therefore the true mass
of the planet is larger by a factor of 1/ sin i which
can be estimated to be 1.15 as a median if random
inclinations are assumed.
The signal-to-noise ratio (SNR) can be approxi-
mated to:
SNR ≈ √N A
σ
(2.8)
were N is the number of observations, A the am-
plitude of the signal and σ the uncertainty. For the
radial velocities techniques it can be written as
SNRRV ∼
√
N
K
σRV
(2.9)
The shorter the period of rotation, the stronger the
signal. K can be written as:
K =
( P
2piG
)−1/3 mp sin i
m2/3?
(1 − e2)−1/2 (2.10)
To ensure that the signal-to-noise ratio is enough, the
precision of the measurements must be sufficiently
high σRV  KN1/2. To discover a planet with the
same characteristics as Jupiter (K ≈ 12.5 m/s · sin i),
the needed number of observations with a precision
of the order of the m/s is about a few dozen. An
Earth-like planet around a Sun-like star is much more
difficult to detect as the amplitude induced is smaller
by two orders of magnitudes. To reach this kind of
precision with the instruments, bright stars or large
apertures telescopes must be used. Moreover, the
instruments must be exquisitely calibrated and ultra-
stable. A very good example of instrument is HARPS
developed by the University of Geneva (UniGe). Its
accuracy is currently of about 1 m/s and is actually
a spectrograph mounted on an European Southern
Observatory (ESO) in La Silla, Chile.
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2.2.2 Transits
Some planetary systems can be seen nearly edge-on.
This peculiar geometry gives rise to eclipses of the
star by the planet(s). An observer that points a tele-
scope to this system at the moment of the eclipse sees
a periodic photometric variation of the light coming
from the star. This detection technique is called tran-
sit and is the method that will be used by CHEOPS to
follow and characterise planets. Several space-borne
missions such as Kepler or CoRoT (?) are based
on this method as well as ground-base instruments
for example the Arizona Search for Planets program.
This paragraph follows the paper by ?. The condi-
tion (or an approximated condition) to see a transit
is that the separation between the planet and the star
projected on the plane of the sky must be less than
the sum of the radii, i.e.:
r(tc) cos i ≤ R? + Rp (2.11)
where r(tc) is the projected separation at conjunction
– when the planet is closest with respect to the ob-
server – of two objects, i the inclination of the orbit.
r(tc) can be related to the argument of the periastron
via:
r(tc) = a
1 − e2
1 + e sinω?
(2.12)
With this definition, the impact parameter b can
therefore be introduced (in units of the radius of the
host star) as:
b =
a cos i
R?
1 − e2
1 + e sinω?
≤ 1 + Rp
R?
(2.13)
Assuming an isotropic distribution of orbits, the
transit probability is:
Ptr =
R? + Rp
a
1 + e sinω?
1 − e2 (2.14)
In the following, a restriction is made to non-
limb-darkened star, to circular orbits, and to the
usual assumption on a planetary system (namely
Rp  a, mp  m?). The ratio of the radii is fre-
quently used and thus named k = Rp/R?. Using
those assumptions, the trajectory of the planet is a
straight line in front of the star with impact param-
eter b. A sketch of the situation is represented in
figure 2.4.
For a non-grazing eclipse, the total duration of the
eclipse is given by Ttot = tIV − tI with a full duration
of the eclipse Tfull = tIII−tII. The time associated with
the dimming of the light is called ingress or egress
duration τ. Using the equation of motion, the time
Flux
time
b
b b bb
δ
T
tI tII tIII tIV
τ
Figure 2.4: Geometry of transits. Adapted from ?.
of total and full eclipse can be recovered:
Tfull =
P
pi
sin−1
R?a
√
(1− k)2 − b2
sin i
 (2.15)
Ttot =
P
pi
sin−1
R?a
√
(1 + k)2 − b2
sin i
 (2.16)
Applying the assumption of k  1, Rp  R?  a,
the results can be simplified to:
T ≈ T0
√
1 − b2 (2.17)
τ ≈ T0k√
1 − b2
(2.18)
where T0 is a characteristic time scale
T0 ≡ R?Ppia ≈ 13 hr
(
P
1 yr
)1/3 (ρ?
ρ
)−1/3
(2.19)
with the mean density ρ.
The symbol δ in Fig. 2.4 represents the depth of
the transit. The dimming of the light induced by the
transit is proportional to the ratio of the radii k. The
incoming flux from the system F(t) is the addition of
the flux of the star F?(t) and the flux of the planet
Fp(t), both variable with the time. The flux of the
planet depends upon the phase of the day visible
to the observer. The transit will dim the total flux.
Occultations (when the planet passes behind the star)
dim also the flux if the observer sees the daylight part
of the planet. The total flux is therefore the sum of
flux of the two objects minus a correction factor due
to transits and occultations:
F(t) = F?(t) + Fp(t)−

k2αt(t)F?, transit
0, no eclipse
αo(t)Fp(t), occultation
(2.20)
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Figure 2.5: Example of curves for transits – Two super-Earths of comparable sizes for stars of different spectral type.
– Left. Spectral type of the star is M4.5V – Right. G9V star. Reference: ?.
where the factors α(t) are dimensionless functions of
the order of one depending on the overlap area. If F?
is taken constant, then the relative flux f (t) = F(t)/F?
can be defined and therefore, the above equation take
the form:
f (t) = 1 + k2
Ip(t)
I?
−

k2αt(t), transit
0, no eclipse
k2 Ip(t)I? αo(t), occultation
(2.21)
where I?, Ip(t) are the disk averaged intensities which
implies that Fp/F? = k2Ip/I?. As an approximation,
f (t) is specified by the depth δ, duration T ingress
or egress duration τ and a time of conjunction tc.
During the transit Ip(t) can be considered constant
and therefore the depth of transit is roughly:
δt ≡ fno eclipse − ftransit ≈ k2 (2.22)
The approximation can be made if the visible part of
the planet is in the night during the transit which,
for most of the case, is geometrically favoured. For
the occultation, the depth of transits solely depends
on the planet averaged-disk intensity:
δ ≈ k2 Ip
I?
(2.23)
In the two last approximations, the variations of
the ingress and egress fluxes are assumed to be linear
(trapezoidal approximation). Due to limb darkening
of the star, the value of I? actually depends on the
radius and therefore this trapezoidal assumption is
not correction. The flux in time follows a curved line.
Examples of two light curves obtained from the data
is shown in figure 2.5.
Form those curves, the radii ratio k ≈ √δ can be
recovered. Therefore, the absolute planetary radius
is known only if the radius of the star is known as
well. Moreover, the eclipse duration can be mea-
sured in terms of Tfull,Ttot and they can be used to
measure the impact parameter b and the ratio R?/a
called scaled planetary radius. Inverting equations
2.15 and 2.16, one finds the lengthy expressions of
those two parameters. Assuming that τ  T – i.e.
small planets on non-grazing trajectories – they can
be expressed by:
b2 = 1 − √δT
τ
(2.24)
R?
a
=
pi
δ1/4
√
Tτ
P
1 + e sinω?
1 − e2 (2.25)
Using equation 2.13, the inclination can be deduced
from the impact parameter. The parameter R?/a can
yield – interestingly – the mean density ρ?, ρp thanks
to the Kepler’s famous third law:
ρ? + k3ρp =
3pi
GP2
( a
R?
)3
≈ ρ? (2.26)
The approximation is justified for k 1.
Thus the observables of a transit yield after pro-
cessing: the stellar mean density ρ?, the radius of
the planet Rp. Another property of the planet can be
described: the effective temperature, but with large
error bars. Using the stellar radius and tempera-
ture and the planetary radius, plus assuming that
the Bond albedo1 is 0.3, one can estimate the effective
temperature, i.e. the radiative equilibrium temper-
1For planets of the Solar System the mean albedo is 0.3 – except
for Venus.
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ature. This is highly planet- and even atmospheric-
depend, hence results must be interpreted as order of
magnitude estimates. To summarise, no orbital ele-
ments can be measured with this technique, it yields
stellar mean density ρ? and the radius of the planet
Rp. Other parameters can be very roughly estimated.
The signal-to-noise ratio of the method is de-
scribed by
SNRtr ∼
√
NTfull
P
δ
σph
(2.27)
where σph is the uncertainty on the photometric mea-
surements. The probability of transit for hot Jupiters
(Rp ≈ RJ, P ∼ 3 days) orbiting a Sun-like star is
Ptr ≈ 10% with a transit depth of around one per-
cent. It can be seen on the example curves in Fig. 2.5
that the transit depth for Earth-like planets orbiting
a similar star as ours is of the order of 0.5%. The
probability of detecting Earth like being low, many
thousands stars must be monitored at the same time
to a photometric precision of a few millimagnitudes.
Quiet stars are better than active stars as small flux
decrease are easier to monitor. It should be borne in
mind that the main assumptions for transits detec-
tion are circular orbits and mp  m?.
Ground-based instruments will operate close to
δ/σph ∼ 1 as pristine photometry is difficult from
the ground. Moreover to increase the complexity
further, the data cannot be acquired during the day
and therefore monitoring thousands of stars becomes
challenging. The Kepler and CoRoT missions were
using the transit technique from space which is much
better from a signal-to-noise ratio perspective. How-
ever, many false-positives are found in the fields due
to eclipsing binaries. Follow-up missions are there-
fore required to better characterise and distinguish
interesting targets. To confirm a transit as a planet
or rather as a planet candidate, three transits have to
be observed in order to show the repeatability (same
depth) and the periodicity of the transit. The change
that can be measured on Kepler is about 100 ppm of
the photometric measurement.
A follow-up mission using the transit method,
such as CHEOPS, is designed to look for transiting
planets for known planetary systems. The probabil-
ity that this system possesses an object that eclipse
the star is fairly low if detected by RV (& 10− 20% ?).
Ephemerides of the transit can be derived from the
RV-curves (see §4.3.2) and thus not the whole orbital
transit must be monitored.
2.2.3 Other Techniques
There exist several other techniques that have suc-
ceeded in discovering planets around stars (?). They
some are derived from techniques used to study stel-
lar population or from observational cosmology.
Microlensing. The General Relativity theory of
Einstein predicts that a mass bends the trajectory
of nearby photons. This phenomenon, called gravi-
tational lensing, can cause the background source to
change its shape, luminosity and can appear several
times if the foreground mass is heavy enough. In
the case of the background image and the lens being
stars, the gravitational lensing is minute. Therefore
only one image of the source can be seen and the only
modification on the source is the luminosity as other
images that could be created by the lensing effect are
unresolved. As both the foreground and the back-
ground objects move, the microlensing is ephemeral.
The photometric variability depends therefore upon
the time. If the star that serve as the lens has a
planetary companion, the image of the background
object is perturbed further. This technique has the
advantage that it can detect planet orbiting at large
distances from the star or free floating planets wan-
dering the Milky Way by a short microlensing event
(?).
The effect of a planet is to break the symmetry of
the magnification curve that results from the effect
of the gravitational lensing. The planet appears as a
second peak on the signal. As shown in Fig. 2.6, the
light curves from the first planet discovered by the
gravitational microlensing technique do not follow
an easy analytical expression.
The detection proportion of microlensing events
is difficult to predict as it depends mostly on the
angular distance lens–source. The mass ratio does
play a role and a crude estimation of the probability
of microlensing events is given by
Pµl ∼ 20%
( q
10−3
)∼5/8
(2.28)
which is determined by averaging over an uniform
distribution of impact parameters. The surveys will
often give planets in the range of semi-major axis 1 to
5 AU. A Jupiter like planet has a probability of detec-
tion of roughly 30% in the lensing zone whereas and
Earth-like planet is only 1%. A minimum mass of the
Moon can even be uncovered with this technique!
The difficulty is not to monitor main-sequence stars
but rather to photometric-ly distinguish between
background stars and the source which usually re-
quires space-borne missions. The rate of occurrence
of such events is low and therefore necessitate a huge
number of stars in the field which means a large por-
tion of the sky. The variations occur roughly on a
basis of 25 days for large planets and thus daily ob-
servations are needed from the ground. For smaller
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Figure 2.6: Gravitational microlensing typical curve –
First planet discovered by microlensing – The OGLE-
2003-BLG-235/MOA-2003-BLG-53 light curve with Op-
tical Gravitational Lensing Experiment (OGLE) data
in red and Microlensing Observations in Astrophysics
(MOA) data in blue. – Top. – Complete data with error
bars indicated in the legend. Bottom. – Same data, but
binned by one day. Reproduction of ?.
planets, networks of telescope must be used to ob-
serve the sub-daily variations.
Astrometry. Astrometry uses the slight variation of
the position of a given object to determine its orbital
parameters. The way astrometry is used for binary
stars is to measure their angular separation and their
position. The problem becomes tougher for planet
detection. The star is indeed visible, but it moves
around the centre of mass induced by an invisible
companion. Therefore, the background stars must
be used to detect the variations. Those tiny pertur-
bations must be measured on the much larger motion
due to the parallax of the Earth and proper motion
of the system. Astrometry is the only technique ca-
pable of yielding the true inclination and orienta-
tion of the orbit. To obtain good results with this
technique, astrometric precisions of the order of the
miliarcsecond (mas) for Jovian planets or even the
microarcsecond (µas) for Earth-like planet must be
reached. This method is of course more efficient for
close stars which have proper motions of the order
of a thousand mas per year with a parallax motion
of the order of hundreds of mas. Therefore exquisite
instruments and calibrations must be used to detect
the planetary signals that is several orders of mag-
nitude smaller than the total astrometric signal. For
comparison purposes, the Gaia mission, which aims
at measuring the position of about 1 billions objects
in the Milky Way and the Local Group, will have a
precision of 20 µas (?).
Imaging. Direct imaging of planets is the most in-
tuitive method – simply put, it is to take a picture.
In this frame, some photons originating from the ex-
oplanet will hit the detector and, provided that they
can be resolved from the star and that the signal
of this planet is sufficiently higher than the noise,
voilà ! In practice, the parent star is usually much
brighter than the exoplanet (a million to a billion
time brighter respectively for the visible and the IR –
(?)). From enough measurements at different epochs,
orbital parameters can be deduced. The albedo of
the planet can be computed assuming the spectral
type of the star is known. This means that the ef-
fective temperature can be extrapolated. From the
flux of photons coming from the planet, a radius
can also be estimated. The most interesting feature
that can be measured is the spectrum of the planet
yielding informations about the components of the
atmosphere! Distinguishing between photons from
the star or from the planet is not a trivial task and
depends upon the quality of the instrument. For a
planet similar to Jupiter (i.e. gas giant on a circu-
lar orbit at r⊥ = 5.2 AU from its star) in a system
at d = 20 pc viewed face-on, the angular separation
of the system is given by ∆θ = r⊥/d = 250 mas. If
the planet were at a = 1 AU, then the angular sep-
aration would drop to 50 mas only. The diffraction
limit of a telescope is about θdiff = λ/D with λ being
the wavelength of the observation and D the aper-
ture of the telescope. For a 8m telescope at 2 µm,
it corresponds to 60 mas. Therefore, this technique
works only for relatively close stars and/or planets
that are far away from their host star. Detectability
of an object depends on many variables that are both
of astrophysical (a, i,Rp,. . . ) and engineering origin
θdiff, the optics, the state of Earth atmosphere.
Timing. There are several objects in the Universe
that exhibit periodic behaviours by releasing energy.
If the release of energy is directional and the object
is rotating, then on Earth, pulses are detected. Such
objects are pulsars or pulsating white dwarfs. In
this case, the timing methods is very similar to the
radial velocities technique as it implies measuring
Doppler shifts and gravitational perturbations on a
signal with the notable difference that photons are
not the object of the study.
This photometric variability can also be seen in
a different phenomenon: eclipse. Additional bod-
ies in the system that were not detected perturb the
ephemerides which can be non-negligible especially
if there are resonances in the system. This technique
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is named Transits Timing Variations (TTV) when it
is specifically used in the framework of transit mea-
surements and is particularly useful for the Kepler
mission (?). Given enough time, timing methods can
detect planets of masses smaller than the Earth.
2.2.4 The Zoo of Discovered Exoplanets
The Solar system upon which was based planet for-
mation theories up to the discoveries of the first ex-
oplanets – and which is still used today to confront
models – is different from other known systems (?,
for example). This fact was realised early on and
strengthened by the discoveries of many different
exoplanets. The detection of hot Jupiters – Jupiter-
like planets in a very short (a few days) period orbit
– showed the importance of the migration mecha-
nisms briefly described above. The shortest period
planet detected is Kepler 42 c whose orbital period
is slightly less than 11 hours (?). The difference to
the longest period (Fomalhaut b, ?) is 5 orders of
magnitude. Another interesting characteristic is the
distribution of the eccentricities. Indeed, in our Solar
system most of the eccentricities are close to zero for
planets (e = 0.21 for Mercury) whereas the distribu-
tion is much broader in the discovered planets and
in particular for giant planets. The plot in Fig. 2.7
shows that the Solar System is not the norm and that
eccentricity tends to increase for planets orbiting far
away from their star.
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Figure 2.7: Diagram Period–eccentricity of a sample of
650 exoplanets. The Earth is shown by a blue cross. The
red stars are the other planets of our Solar System. Source
of the data: http://www.exoplanets.org. Note that this is
a sub-sample containing exoplanet having both e and P
defined.
The discoveries – or at least the confirmation – of
those exoplanets is largely due to the radial veloci-
ties techniques (?) which can determine the planet
mass up to a degeneracy of sin i. Fortunately, this
barely impacts the statistics about planet masses with
the assumption of randomly oriented orbits. In fig-
ure 2.8, the distribution of 590 planets is reported.
A noticeable artefact in this distribution is the peak
around 1 ·mJupiter. As already mentioned, most of the
extra-solar planets are discovered thanks to radial
velocities surveys. RV measurements are biased to-
wards massive planets relatively close and towards
massive planets as they will impact their host star.
Giant planets are much easier to detect than Earth-
like planets. However, it has been shown that those
giant planets were common. This peak may shift
in the future as most of the effort to find exoplanets
are devoted to find Neptune masses (roughly 20m⊕)
down to Earth or sub-Earth masses. The lightest
planet to date was discovered by ? which is an object
about the same size as Mercury which exemplifying
the exciting search for small planets is well on its
way.
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Figure 2.8: Distribution of mass for a sample of 590
exoplanets with 30 logarithmic bins. There is a significant
peak around 1 ·mJupiter due to detection bias. Source of the
data: http://www.exoplanets.org.
The Kepler mission which was monitoring over
165’000 stars has increased the number of exoplanet
discovered in the recent past by a factor of five. A
number of studies (? and reference therein) show
that planet occurrence for solar-like stars indicate
that small planet radii and longer period are very
common. ? found that the occurrence of planets with
radius of 0.5 − 4R⊕ with orbital period shorter than
50 days is at least 0.5 planet per star. Giant gaseous
planets (& 50m⊕) are also common among solar-type
stars (?) with an estimate of 14%. The occurrence of
planets is not a monotonous function: there is a gap
in the range of 15 − 30m⊕ both in observational data
(?) and predictions (?). This fact is due to most of the
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planets reaching those masses would do so while
the runaway gas accretion phase takes place. One
hypothesis is that a migration of a gaseous giant too
close to its host atmosphere would simply evaporate
the atmosphere leaving only the core (?). Therefore,
it is difficult to form planets that would remain in
this mass range.
Estimates vary throughout the literature and can
reveal optimistic, but this demonstrates that planets
around stars are common. It shows also that forma-
tion and evolution mechanisms produce a variety of
different system. For example, the Kepler-11 sys-
tem interestingly revealed 6 transiting planets all in
the mass range of 2 to 25 Earth masses (?), mean-
ing 6 planets in the same plane. Although multiple
systems are unlikely to be discovered due to detec-
tion bias, there are hints such systems tend to form
around solar-like stars (?).
2.3 CHEOPS
In this section, the CHEOPS mission and its science
will be described. Much information on this mis-
sion was retrieved during the different meetings –
both from the engineering and from the scientific
standpoint – that took place in the duration of this
Master project. The CHEOPS mission is still in an
early phase which will imply that there will be some
difference to the final design.
CHEOPS is not a normal ESA mission. Indeed, it is
the first of the new small class mission meaning small
budget, small size, light satellite, but still able to carry
out scientific studies of great importance. The total
cost of the mission should be lower than 100 Me. The
proposal of the mission was selected in fall 2012. The
mission adoption will be finalised in February 2014
and the launch will take place in the late 2017. The
consortium lead by the University of Bern regroups
10 nations amongst which Switzerland plays a key
role.
2.3.1 Science with CHEOPS
The primary objective of the CHEOPS mission is
to perform high quality photometric measurements
of known exoplanets. Those high quality measure-
ments can contribute to different characterisation of
the transiting planet.
The science objectives of the CHEOPS mission are,
as described in the ?:
− To constrain the m − R relationship for planet
lighter than Saturn;
− To identify planets with significant atmo-
spheres;
− To place constraints on planet migration;
− To study energy transport in the atmosphere of
hot Jupiters;
− To provide “golden targets” for future mission
such as the James Webb Space Telescope or the
Extremely Large Telescope;
− To provide 20% of open time to the community.
CHEOPS will study small planets – from “Super-
Earth” (with masses m . 2−10m⊕) to Neptune-sized
bodies – around bright stars which are well charac-
terised. Knowing for example the activity and the
spectra of a star enables to observe when the star
is quiet enough to get less noise in the photometric
signal and to estimate the temperature of the planet.
Utilising the planet mass determined thanks to RV
techniques, CHEOPS will add points in the m − R
diagram. Most of the known “Super-Earths” are
thought to be rocky, but some show densities similar
to Saturn’s or remnants of evaporated giant plan-
ets (e.g., Kepler 10b, ?). Neptune-sized planets will
be used to place constraints on planet migration by
studying their composition and thus their formation
process while hot Jupiters will be used to explore
atmospheres of giant planets and energy exchange.
Another important objective of the mission is to
prepare a target list for the next extremely large tele-
scopes both on the ground and in space. The James
Webb space telescope will study amongst others the
birth of stars and planets as well as planetary systems
(?).
The most obvious parameter to be measure with
CHEOPS is the radius of planet from which densi-
ties can be deduced. Having the mass and the radius
of a planet enable to compute the mean density and
therefore to extrapolate its composition. The com-
position is heavily degenerated. Indeed, large error
bars as well as changing ratios of elements prevents
from precisely determining the composition. For ex-
ample, a 5m⊕ Earth-like planet composed of 50% of
rocks and 50% of water vapour has a radius roughly
twice as large a purely rocky composition (?). Even if
this example will be resolved by CHEOPS, there will
still be a degeneracy in the composition of the planet
(?). Probing the inner structures of planets is a dif-
ficult task as the structure is highly degenerate. At-
mospheres compositions are slightly less difficult (?).
Measurements of the flux at different time for a close
in planet allow to calculate its albedo (thanks to its
occultation) and even to generate a brightness map
of the atmosphere (reflectivity of the high altitude
clouds thanks to the phase curve). Measurements in
the optical band constraint heavily the models and
allow to lift degeneracy (?).
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2.3.2 The Instrument
radiators
focal plane
assembly
beam shaper
primary mirror
secondary mirror
outer baffle structure
star tracker
Figure 2.9: Cutaway view of a computer model of the
instrument. The cover which is closes in this view can
only be opened once and does not act as a shutter. Its goal
is to protect the optical assembly during handling on the
ground and during the launch. The annulus in the baffles
are optical barriers for the stray light.
Optical Assembly. The satellite is composed of
a platform that provides everything needed (see
§2.3.3) and one instrument: its telescope. This 30
centimetres telescope is a Ritchey-Chretien with a
field of view of 0.4 degrees enclosed inside a baf-
fle to protect its focal path from contamination (see
§2.4 and Fig. 2.9 & 2.10). This 50–60 kg payload is
equipped with a CCD composed of 1k by 1k pixels.
With a size of 13 µm, the angle seen by one pixel is
1 arcsec. This CCD is sensitive to wavelengths in
the range 400 to 1100 nm centred on 550 nm (?). The
useful photometric area of the image is not the whole
frame, but a circle window of radius of about 100 px.
Indeed, the observation technique for CHEOPS is to
perform photometry on a smaller region – the region
of interest – than the whole field of view. The stabili-
sation of the satellite is such that one of the spacecraft
axes always points towards the Earth – the attitude
is “nadir locked”. Thus the image rotates about the
line of sight.
Point Spread Function (PSF). The ? defines the
PSF of the system as a flat PSF without high fre-
quency feature (SciReq. 5.1). This ∼ 700 − 800 pix-
els wide will provide a defocused image. This PSF
area originates from a tradeoff between the space-
craft pointing high frequency inaccuracies (jitter) and
the stray light contamination. The former requires
a large surface to minimise the error contribution
while the latter is a diffuse source of noise and there-
fore is minimised when the area of the PSF is min-
imised. With a pixel scale of about 1 arcsec per pixel,
the PSF has a radius in the range of 8” to 9”.
2.3.3 Mission Implementation
The satellite, which mass is of the order of 200 kg,
will have a nominal lifetime of 3.5 years. The mission
plans to measure radius of transiting planets to a
10% accuracy. The magnitude limit is to target stars
brighter than 12.5 in the V band. Stars brighter than
magnitude 6 cannot be often observed under penalty
of CCD saturation, even if the goal is to reach V = 0.
The choice of the orbit is driven by the fact that
CHEOPS should be able to observe most of the sky
while achieving thermal and photometric stability.
To meet those requirements, a Sun synchronous or-
bit in low Earth orbit (LEO) was chosen. This nearly
polar orbit is peculiar in the sense that the satellite
crosses the equator each day at the same (solar) lo-
cal time. As the Earth is not perfectly spherical, its
oblateness causes the line of nodes2 of the orbit to
precess around the rotation axis. Placing the satellite
at the right inclination for a given altitude compen-
sates exactly the change of relative position of the Sun
in the sky; in turns, the Sun remains at a constant an-
gle with respect to the plane of the orbit. Another
added advantage is that eclipses of the Sun by the
Earth are uncommon in comparison to a low incli-
nation LEO orbit. The local time of ascending node
(LTAN) of 6 am preferred implies that the viewing
zone will be in the South during the maximal obser-
vation time. As CHEOPS is likely to be a passenger
on a dual launch, a LTAN of 6 pm is also considered.
The altitude of the spacecraft is not completely de-
fined yet, but will be in the range of 620 and 800 km
translating into orbital periods of 97 to 101 minutes.
As it is studied in this project, the influence of the al-
titude is great over several important quantities such
as the stray light, but also the amount of radiation
received.
As stated earlier, the satellite will be three-axis sta-
bilised (as for most of space-borne observatories),
but nadir locked. The performance of the attitude
determination and control subsystem is increased by
adding the instrument in the control loop. Two star
trackers acquire the attitude ten times a second while
reaction wheels alter the orientation of the spacecraft.
The advantage of reaction wheels over thrusters are
two-fold: they do not need consumables and they do
not threat to contaminate the instrument. The space-
craft will provide about 50W of continuous power
to the instrument and be able to downlink at least 1
Gbit (using S-band) of data per day down to ground.
Communications to and from the satellite will use
the S-band which has a low data rate, but is easy to
use.
2the line of nodes is the line joining the plane of the orbit to the
plane of reference (the ecliptic).
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2.3.4 From the Scientific Objectives to
Accuracy and Constraints
The requirements are defined in the ?. The purpose
of this section is to give a motivation for those con-
cerning closely this project. Most of the requirements
for this mission were inherited from the CoRoT mis-
sion. To get sufficiently high signal-to-noise ratio
(SNR) for the transit of an Earth equivalent before
a solar-like star dictates that the noise over 6h (the
duration of the transit plus margin) to be of the order
of 20 ppm assuming a 50 day orbital period for the
planet. Similarly, for Neptunes orbiting in 13 days
around K dwarfs, the noise should be no greater
than 85 ppm. The pointing accuracy yields a rms
jitter of ∼ 8 arcsec RMS over 10 hours. This very low
noise imposes to have a very well calibrated flat field,
an optimised read-out (a tradeoff between read-out
noise and dark current noise). CCD operate better –
meaning less noise – at low temperature. The CDD
is therefore foreseen to be cooled down to about 233
K (−40◦C)3, stabilised to an accuracy of 10 mK.
In this 20 ppm noise budget, there are several in-
compressible items such as the read-out noise, the
jitter or quantum efficiency changes. From the allo-
cations of the other noises, the stray light noise was
set to be maximal 1 photon per second per pixel. In
the discussion (§4), it is shown that this requirement
is easy to reach with the current performance. A
minimal angle from the line of sight of the telescope
to the limb of the Earth (§3.1.1) can also be defined.
One of the goals of this work is to see whether it
can be lowered. This angle also defines the baffle of
the satellite and the rejection factor for the stray light
(see next section).
2.4 Stray Light Contamination
Unfortunately for astronomers, there are sources
of light in our local neighbourhood: The Sun of
course and other objects that reflect its radiation.
For a space-borne observatory in LEO, another great
source of light pollution is this radiation emitted by
the Sun which is reflected by the surface (and by the
atmosphere) of the Earth. The wavelengths of inter-
est here are in the range of 400 to 1100 nm which
implies that the contaminating radiation is reflected
by the Earth at the surface before reaching the tele-
scope. This contamination is called Earth stray light.
Its effects are the focus of this study. The amount of
stay light received at a given point in LEO depends
of course if the satellite is mostly over a region in
3Spatial environment does not imply cold temperatures. More-
over, with direct Sun light or the heat generated by the electronics,
the temperature inside the spacecraft can easily reach room tem-
perature.
the daylight or in the night and also on the altitude
of the satellite. How much of this unavoidable flux
actually reaches the detector is up to a skilled optics
manufacturer to decide. At the end of the day, the
noise is like any source of noise: it degrades the sig-
nal to noise ratio. This section gives an introduction
to stray light analysis and mitigation techniques.
2.4.1 The Problem and its Mitigations
A good practice in telescope design is the early study
of stray light as it is a telescope-wide design and fab-
rication issue (?). Late changes caused by an over-
look of this issue can result in immense difficulties,
in delays and in the explosion of cost if not in the
scraping of the program altogether. Stray light anal-
ysis must be systematic and take into account (1) the
optical design, (2) the mechanical design, (3) the ther-
mal model, (4) the scattering and reflectance char-
acteristics of every surfaces involved. Any photon
originating outside the field of view of the telescope
which does not use the optical path is considered
as stray light. Thus, this noise is generated by the
actual optics. Another type of stray light not con-
sidered in this study is noise generated by thermally
emissive objects close to the optical system. These
photons can reach the detector through diffraction
and scattering due to micro-roughness and dust on
all surfaces inside the telescope.
All the surfaces are not analysed to the same depth.
Indeed, baffle surfaces that can be seen from the fo-
cal plane are consider critical. The existence of direct
paths depends upon the nature of the telescope and
must be minimised by blocking the path, shifting me-
chanical parts or changing if possible the surface. A
careful study of a perfect system may not be sufficient
as in every instrument there exist misalignments.
Mechanical stresses applied to instruments in space
are more dire during the launch than any moment of
the life of a ground-base instrument. Thus misalign-
ments and misplaced surfaces arise during produc-
tion and subsequently during handling or launch.
To reduce the flux of stray light on the detector, sev-
eral techniques are used. They fall into mechanical
solutions or material science. Of course, the optimi-
sation of the system does not mean that the image is
free of unwanted radiation. In most of the programs,
there is not enough time to carry out a thorough de-
sign process as the focus is set to reaching the best
performances – or at least the required performances
– with as less resources (e.g. mass, volume, complex-
ity, cost, . . . ) as possible as soon as possible.
A very visible feature of stray light mitigation is the
presence of the baffle – the tube around the telescope.
The installation of vanes in the baffle is another mea-
sure. Those annulus are placed in the baffle with a
page | 15
Kuntzer, T. Simulation of Stray Light Contamination
certain height to block the path of the light coming
from given off-axis angles. The types and shapes of
vane can be various, even if conservative designs of-
fer usually good results for a relative low cost. The
use of the so-called aperture, field and Lyot stops are
also common and consist in placing disk with a small
central aperture. Their names depend upon their lo-
cation with respect with the optical path. Aperture
stops reduce the size of the bundle of radiation ca-
pable of reaching the focal plane. Field stop is an
aperture at the intermediate images to limit the field
of view of the optics to the one of the detector. Lyot
stops prevent the detector from directly seeing the
baffle.
Preventing stray light means also to treat black
surfaces as important optical elements. In optimised
systems it can make tremendous differences. Black
surfaces are surfaces of low reflectivity and that are
“black” for a given wavelength. They are used to at-
tenuate transmission along existing paths. Relevant
surfaces are carefully studied, coated and calibrated.
The selection of these materials can be painful and te-
dious especially in space where outgassing and shak-
ing at launch play a important role.
The use of a baffle, vanes and stops are the most
efficient techniques to prevent stray light contamina-
tion. Reduction of the noise due to stray light can be
significant.
2.4.2 Analysis & Characterisation
To ensure a low noise in the detector, the best way
is to simulate the contamination. In a nutshell, the
commercial Zeemax code traces a very large number
of rays to detect the paths to the detector. This very
large number is at least of the order of a few dozen
millions rays to ensure a sufficient resolution. For
CHEOPS for example, 50 · 106 rays were computed
for the preliminary study. The observational con-
straints on many systems defined by the angle from
the line of sight to bright objects (the Sun, the Earth,
the Moon, Venus, . . . ) are often dominated by stray
light considerations.
The most prominent output of such simulations –
especially in the scope of this project – is the Point
Source Transmittance (PST). This function describes
the ability of the system to reduce the flux of stray
light depending of the off-axis angle α. Hence the
PST describes the rejection of stray light. The PST is
defined as the irradiance at a reference plane – usu-
ally at the detector – divided by the input irradiance:
PST(α) =
Pdet(α)
Pinc(α)
=
Edet(α)
Einc(α)
(2.29)
where Pinc is the total incident power from exter-
nal stray light sources and Pdet the total stray light
arriving at the detector. The PST does not contain
any information about the distribution of stray light
across the detector (?). The PST can be described by
a two argument function or as in this study by the
approximation of a axisymmetric function about the
line of sight. The behaviour of such a curve should
be a rapid decrease in the energy reaching the detec-
tor with growing off-axis angles. If spikes are seen
in the PST, the angles around which the spikes are
located represent significantly worse area in term of
contamination. Those must be studied in order to
find their source and change the design to mitigate
them.
Another output is the distribution of stray light on
the focal plane for a given off-axis angle. This predic-
tion is not part of this work as it was not available.
This distribution is useful in the image reduction pro-
cess as it affects background subtraction. However,
this necessitate a design which is close to a final de-
sign to start discussing how stray light is distributed
across the field. The emphasis must be on prevent-
ing the formation of bright spots in the focal plane
rather than on a long study with many maps of the
distribution of stray light at the detector (?).
The simulations are of great help in the design of
a complex system. What about tests in laboratory
with real equipment? While tests of prototypes have
many advantages, the weaknesses of this techniques
are large for the stray light characterisation. Indeed,
the construction of a realistic enough prototype re-
quires resources and time. Moreover, the design of
the instrument must be almost finished which means
that if a bad surprise arise during testing, the conse-
quences can be dire.
2.4.3 CHEOPS
The first analysis of stray light as described in the
previous section was performed by RUAG during
the pre-study phase of the mission. The baffle has
undergone since then an extensive redesign in order
to reduce the dimension of the satellite such that
its envelope would fit in different launchers such
as Vega or Soyuz. Indeed, the distance between the
mirrors was reduced by 10 cm to 40 cm and the baffle
is now shorter. The management of the stray light
was therefore adjusted by changing the shape and
location of the vanes placed in the baffle. However,
during this preliminary phase, the design of the stray
light contamination was optimised and the current
goal is to reproduce the results obtained by RUAG
as they allow to reach the scientific objectives of the
mission.
A constraint on the quality of the rejection (i.e. the
PST) was imposed to be lower than 3·10−12 for angles
larger than 35◦. This number is also inherited from
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Figure 2.10: Schematic view of the telescope including
the back-end optics in current design at the time of the
study. The blue line represent a few of the 50 millions
rays traced. (?, private communication)
previous missions. For angles smaller than 35◦, the
PST can increase dramatically therefore observations
for low angles could not take place. This obviously
reduces the amount of visible sky. The goal is to
reduce this angle to gain visibility.
The stray light analysis is now carried out by the
Italian members of the CHEOPS consortium (INAF)
(Fig. 2.10). They have separated the optics into two
parts: (1) the telescope and (2) the back-end optics.
This has the advantage to be able to modify the de-
sign of one of the two without affecting the other
analysis. The back-end optic model is currently ba-
sic and can therefore be simulated on a short time
scale. Future work with a more realistic model will
show – or at least the team claims – that the most
prominent radiation is coming from the secondary
mirror.
The number of rays simulated is of the same or-
der as for the back-end optics. The simulation of
the telescope is much more complex as the geometry
is more complicated. To speed up the whole pro-
cess only “important” scattering paths are taken into
account, meaning that a photon that scatters not to-
wards the back-end optics or other high valued part
of the telescope are discarded. The resulting PST at
the time of writing of this thesis was in agreement
with the PST from RUAG with the advantage that it
extends down to 5◦.
The choice of the PST for this work is the RUAG
one. Indeed, the state of the optical design was far
from being frozen with preliminary results that show
“reasonable” agreement with previous work. More
work was required to eliminate a spike that appears
in the PST as well as to increase the sample of rays
for large angles. A discussion of the effect of those
differences is proposed in section §4.1.4.
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Chapter3
Numerical Methods
This chapter on numerical techniques presents thealgorithms and the softwares used and prepared
during this work. The presentation starts by dis-
cussing the calculation of the visible area that was
coded by Luzius Kronig from EPFL/Swiss Space Cen-
ter, continues by describing the stray light code of
Andrea Fortier at UniBe and myself and ends by the
description of the various algorithms and techniques
developed to derive stray light maps and tables. A
flow chart summarises the numerical codes used in
Fig. 3.1.
3.1 Observable Area
An visible region in the sky is an area that the satel-
lite can observe at a given time. The geometry of
this zone is primarily defined by the position of the
satellite relative to objects that could contaminate
the image either by direct imaging or by diffuse light
such stray or zodical lights. Most of the constraints
are therefore derived from the pointing direction –
the line of sight – of the telescope.
3.1.1 Constraints
The first constraints on this area are that it is for-
bidden to look directly at or close to bright objects
namely the Sun, the Earth and the Moon. Moreover,
to reduce the contamination by diffuse light of the
Sun or Earth and Moon stray lights, there are con-
ditions on the minimum angles between the line of
sight (LOS) of the telescope and the limb of those
objects. The restrictions are as described by the ?:
SciReq. 3.1: Earth Occultation The telescope shall
not point to a target, which projected altitude
from the surface of Earth is less than 100 km;
SciReq. 3.2: Earth stray light exclusion angle In
order to limit stray light contamination, the
minimum angle allowed between the line of
sight and any (visible) illuminated part of
the Earth limb, the so-called Earth stray light
exclusion angle shall be α⊕ = 35◦ (goal: 28◦).
This angle could be adapted (lowered) as a
function of the target magnitude;
SciReq. 3.3: Sun exclusion half-angle The Sun
must be outside the cone around the line of
sight (LOS) of the telescope having a half-angle,
the so-called sun exclusion angle, of α = 120◦;
SciReq. 3.4: Moon exclusion half-angle The bright
Moon must not be inside a cone around the line-
of-sight of the telescope having a half-angle, the
so-called moon exclusion angle, of αm = 5◦.
The constraints shape the observable regions; figure
3.2 depicts those exclusion angles. The values of the
exclusion angles are widely in use for space-borne
observatories with similar orbits such as CoRoT. The
stray light exclusion angle depends upon the altitude
of the satellite. The higher the altitude, the less im-
portant the stray light contamination. In addition to
the altitude, another important parameter – as dis-
cussed in section 2.4 – is the PST which is further
discussed in section 4.1.4. There exists an additional
condition that arises from the thermal regulation of
the satellite. Indeed, there is going to be a radiator
on the satellite to dissipate the extra heat produced
by the on-board electronics. The radiator must point
towards the so-called “deep space” meaning away
from the Earth, the Moon and the Sun. The satellite
has a given orientation in space (the attitude of the
spacecraft). This constraint is however already met
by the attitude control of the satellite – which is in
a “nadir-locked” state – and the exclusion regions
concerning the Earth.
The South Atlantic Anomaly (SAA) plays also an
important role. As the plane of the orbit is much in-
clined, most of the latitudes are spanned by the satel-
lite. The trajectory will cross very often the SAA. This
region above the South Atlantic ocean experiences a
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Figure 3.1: Flow chart of the project. Red blocks represent the different code suites used in this project. Gray cells
depict algorithmic instructions and white either inputs or outputs of the project. STK is the commercial software used
to generate the orbit of the satellite. i is the orbit number, ∆i represent the orbit step size and imax. max ∆ is the
maximal (relative) difference in the equivalent magnitude. The conditions on the orbit step size are aO if ∆i is smaller
than a maximum orbit size; bO else; cO if ∆i2 ≥ 1; dO else.
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Figure 3.2: Top. Exclusion angles from the line of sight
(LOS) of the telescope. Bottom. Close-up for different
cases for observations above the dark side of the Earth.
much higher flux of protons and electrons than above
other locations on the Earth due to a perturbation of
the Earth’s magnetic dipole (see §4.3.1 for further in-
formation). The applicable requirement for the SAA
is the radiation flux received by the telescope which
is:
Radiation flux The radiation flux for the detector to
operate shall be less than 2 protons of 50 MeV
per second per cm2.
The maps of the visible regions in the sky are gen-
erated without taking the SAA into account and the
restriction is applied afterwards during the analysis.
Otherwise, if the SAA would already be included
in the observability maps, it would be impossible to
perform an adaptive orbit step as described in the
next section. Indeed, the crossing of the SAA does
not always occur at the same time in the orbit. More-
over, the time spent over the SAA changes as well
(for 800 km, between 0 and 20 minutes).
To compute the region of the sky that can be ob-
served by the satellite a MATLAB code was written.
This program was created before the selection of the
satellite by ESA to show the feasibility of this mis-
sion. The orbits used, which are described in a pre-
vious section 2.3.3 and in Table 3.1, are generated by
h i P RAAN
800 km 98.6◦ 100.87 min 190.4◦
700 km 98.2◦ 98.77 min 190.4◦
620 km 97.9◦ 97.04 min 190.4◦
Table 3.1: Considered Orbits – h is the altitude of
the orbit (above the Earth mean equatorial radius of
R⊕ = 6378.14 km), i the inclination with respect
to the equator, P the period and RAAN the right
ascension of the ascending node. Reference frame:
Mean Earth Equator of J2000. They are all circular.
the specific commercial software ? (See references).
This tool enables an user to simulate in a realistic way
any – civilian or military – satellite mission. The po-
sition of the Sun and the Moon are predicted by the
STK software as well.
3.1.2 Coordinate System & Discretisation
Coordinate System. The observable region in the
sky must be in reference to the satellite. To describe
the system (Sun, Earth, Moon, satellite) a common
coordinate system must be chosen. The chosen frame
is the International Celestial Reference Frame (ICRF).
This inertial frame is centred on the barycentre of
the Solar system and is defined by 608 extragalatic
sources mostly quasars and active galactic nuclei (?).
The reference axes are defined with the observed ob-
jects. The realisation of this coordinate system has
its principal plane as close as possible as the mean
equator at J2000. The origin of this plane is also as
close as possible to the equinox at J2000. This sys-
tem was adopted by the International Astronomical
Union (IAU) in 1997 and is therefore widely used –
which makes this choice natural.
In order to perform the computations, the centre of
this coordinate system is translated into the satellite.
Therefore, all positions are translated to the satellite
and not the Earth.
Discretisation in Space. The sky is simulated by
a grid of points described by the following relation-
ships:
αg(i) =
∆α
2
+ i∆α, i = {0, . . . ,n − 1}
δg( j) = −pi2 +
∆δ
2
+ j∆δ, j = {0, . . . ,m − 1} (3.1)
where n = 40,m = 20 describe the resolution of the
gird, ∆α = 2pin , ∆δ =
pi
m and therefore the grid spans
αg ∈ (0, 2pi) and δg ∈
(
−pi2 , pi2
)
. This grid yield cells
on the sky of ∆α × ∆δ or 9◦ × 9◦. In order to be
consistent throughout this work, the grid defined by
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αg, δg was used at each step of the generation of the
maps. The fairly large zone of one cell is mainly a
constraint that arises from the computation time of
the different steps which scales at least as O(n ·m).
Discretisation in Time. The orbital period of the
satellite depends of course on the altitude following
the famous third Kepler law:
P = 2pi
√
a3
Gm⊕
The observability maps will be used to plan the ob-
servation and therefore, it is better to have a time in
minute rather than the position in a given orbit. The
time t0 = 0 min is chosen to be on January 1st 2018
at midnight – i.e. 2018-01-01 00:00. The code allows
to speed up the calculation by repeating the results
obtained for a given orbit a certain number of time
as the map changes slowly over time. For the gener-
ation of the maps used in this work, this option was
not considered and a visible region was computed
for every minute in 2018.
3.1.3 Computational Details & Outputs
The algorithm is fairly straightforward. For every
cell and for every minute, the code tests whether the
angular distance between the Sun, the Earth and the
Moon are those required in §3.1.1. It can also com-
pute whether the satellite is in the SAA (see §4.3.1).
Then, the computation for the stray light is a simple
function which computes the angle from the LOS to
the horizon. If the terminator is seen by the satel-
lite, from the LOS to the terminator. This method of
computing the stray light angle is fast as it considers
only one direction for the stray light. Sadly, it is not
sufficient to ensure that no point on the Earth will
be seen with an angle smaller than the requirement
of 35◦. A proof of this is given in appendix §B.1. In
the current version of this software, some targets are
therefore claimed “visible” when they are actually
forbidden. These targets are discarded by the stray
light simulator and therefore this is not an issue that
is present in the result of this study.
The output files of the MATLAB code returns a list of
the right ascension α and the declination δ of the grid
points which are observable. In order to reduce the
number of files generated, the visible points are all
grouped in one single file for one orbit. Hence, the
final output files are given in the following format :
t, ra, dec in, respectively, minutes and radians.
3.2 Stray Light Code
To compute the Earth stray light that enters the
telescope and hit the detector, a dedicated code
in Fortran was designed by Andrea Fortier from
UniBe and corrected during this work (?). This
program named stray_light.f can compute inde-
pendently of the observability map code, the stray
light contamination at any time and in any direction.
Ephemerides predictors for the Sun (?) and later for
the Moon (?) provide the information necessary to
operate in independence of the observability map
software1. During this project, the stray light code
underwent extensive recoding to remove bugs and
optimise the simulations.
The coordinate system used for the stray light anal-
ysis is the same as used for the visible area compu-
tations: i.e. the ICRF. The position of an object in the
sky further away from the Sun therefore it is defined
by two angles: the right ascension (α or RA) and
the declination (δ or DEC) measured with respect to
J2000. The position of the objects in the observability
code are referenced to the satellite. This is not the
case for the stray light code where the centre of the
coordinate system is placed at the centre of the Earth.
This does not impacts the computations of the posi-
tion of the Sun and objects further away, but it greatly
changes the position of the Moon and of course of the
Earth. The error made at this point was evaluated
to check that it would not impact the results of the
study. As shown in Fig. 3.3, the dispersion of the er-
rors made on the position of the Sun are at maximum
∆α = ±2 · 10−4 in right ascension while the error in
declination is ∆δ = (4.2 ± 1) · 10−4. This is suffi-
cient to compute with enough precision the relative
alignment of the Sun, the satellite and the Earth. The
former – the Moon – is not of great interest because
the stray light due to the presence of the Moon is not
included and because the Moon plus an angle of 5°
from its limb is considered as “not visible” in the ob-
servability map code. The later – the position of the
Earth – is of course of the foremost importance. The
difference in the representation of the position with
the two reference points is actually only the sign and
therefore it can be trivially recovered.
The Steps to Stray Light Evaluation. The stray
light computation is divided in several steps:
1. Compute the illuminated part of the Earth;
2. Compute the gradient of the illumination;
3. Compute which parts of the illuminated Earth
are visible by the telescope;
1The orbit must be however the same for both codes.
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4. For every visible region or “targets”, do the fol-
lowing:
(a) Compute the flux of light bouncing off
Earth’s surface that reaches the telescope;
(b) Convolve this signal by the PST to get the
flux of Earth stray light at the detector.
Those steps are explained in further details below. It
is necessary to caution the reader that the description
of the process is very linear here and does not exactly
mirror the implementation in which numerical opti-
misation was planned.
In the software, a few simplifications are made:
Firstly, only the Earth stray light is computed. Con-
tamination from the Moon is not considered as it
is assumed that its exclusion is sufficient to remove
its contribution to the noise. Secondly, the Earth is
considered to be a perfect sphere thus neglecting its
bulge and hence slightly miscalculating the off-axis
angle of an incoming photon. The surface of this
sphere is supposed to be uniform: no distinction is
made between oceans or land, the weather is not sim-
ulated (therefore thunderstorms and aurorae are not
considered) and cities not modelled. To get a upper
estimate of the stray light, the albedo of the Earth is
set to 1. The albedo is a multiplicative factor in the
calculation of the flux (See §3.3.3 for more details).
The value of the averaged albedo (∼ 0.3 – 0.5) on
the Earth could therefore be used. However, it was
chosen to set the albedo to 1 to compute a worst case
scenario, but with little difference to a finely tuned
value because of the logarithmic behaviour of the
final output of the project (as discussed in §4.1.6).
Lights that could be observed in LEO are supposed
not to contributed to the stray light due to the dis-
tance LOS–Earth’s surface which must be larger than
100 km. This minimum distance is the thickness of
the atmosphere.
Illuminated Earth. The first step is to describe with
enough precision the illuminated part of the Earth.
The only interesting part of the Earth at this point is
the one in daylight. Indeed, it is considered that half
of the Earth which is the night does not contributed
to stray light.There are thunderstorms, aura or even
city lights that could contaminate the signal if the
LOS were too close to the limb of the Earth. Those
effects which are extremely complex to simulate are
not integrated in the code, but the constraint to point
above the atmosphere with a minimal altitude of 100
km is supposed to ensure that there is no contami-
nation.
The surface of the Earth is represented by a grid for
which every cell is determined to be either in the day
Figure 3.3: Dispersion of the difference in the position of
the Sun. The coordinates referenced to the centre of the
Earth α⊕, δ⊕ are plotted against the position of the Sun
with reference to the satellite αs, δs.
or in the night depending on the dot product of its
normal and the direction of the Sun. The minimum
grid that can achieve sufficient accuracy, i.e. that the
flux of stray light has converged, is quite large with
1000 by 500 cells.
Illumination Gradient. For the cells that are in the
sunlight, the intensity I of the light is computed by
determining the cosine of the angle at which the light
impacts the cell c. This depends upon the relative
position of the cell and the Sun and can be computed
using the following formula:
Ic ∝ cosϕ (3.2)
where ϕ is the angle between the direction of the
Sun and the normal vector of the cell (See §3.3.3).
The amount of radiation that arrives at a particular
cell is also given by the energy received by the Sun
at the distance of the orbit of the Earth. Here, the
common value of about 1360 W/m2 is not considered
as it takes the whole spectrum into account. The
instrument is sensitive to the range of wavelengths
from 400 to 1100 nm and the solar “constant” for this
interval can be computed to be 880 W/m2.
Changing Viewpoints. The two previous parts can
be carried out without the knowledge of the orbit at
that particular time. Indeed, the satellite plays no
role. This step determines which illuminated cells
can be seen by the satellite at any given time. As-
page | 23
Kuntzer, T. Simulation of Stray Light Contamination
suming a position for the satellite2, the code finds
all cells within a cone defined by all visible tangent
directions on the surface of the Earth and flags them
as relevant to the stray light computation. See figure
3.4 for an example.
Figure 3.4: Mollweide projection of the illuminated
Earth. The circle on top of the maximal illuminated re-
gion is the projection of the Sun, the white star-shaped
marker symbolises the satellite and the green region is the
illuminated Earth seen by the satellite.
Flux of Photons at the Telescope. The flux of pho-
tons at the entrance of the telescope (not at the detec-
tor or somewhere else in the optical path) depends
upon the direction of the line of sight. Let θ be the
angle between the LOS and the photon path. The
target star is denoted by r?, the position of the satel-
lite by rs the cell position by rc all with reference to
the centre of the Earth. The direction to which the
photon bounced off the cell to the satellite can be de-
fined by the vector v = rs − rc. If the angle θ is larger
than pi/2, then no photons will hit the telescope:
r? · r = |r?| · |r| cosθ (3.3)
cosθ
> 0 No hit≤ 0 photon hit (3.4)
To obtain the value of the total flux of photons all that
is left is to integrate on all possible directions. The
surface of the Earth is assumed to be Lambertian3.
This is justified as the albedo is assumed to be con-
stant and because the radiant intensity (power per
unit solid angle) depends upon the cosine of the an-
gle described by the direction of the radiation leaving
2Such files exists for the different orbits used throughout this
project. The orbital parameters used are expressed in §3.1 and
then fed to the advanced commercial software STK that computes
the position of the satellite with time.
3A Lambertian surface is a surface whose radiance (power
per unit solid angle per unit projected source area) is the same
independently of the angle of view. Its apparent brightness is the
same.
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Figure 3.5: The PST as modelled by RUAG, INAF the
latest PST and the worst case as a function of off-axis
angle.
the point. The same cosine factor is applied to the
surface that emits the radiation and therefore they
cancel out.
Accounting for the Photon Rejection. Up until this
point, the considerations were mostly geometrical.
The Earth is assumed to be a perfect sphere which
reflects light with the same radiance in any direction.
The cells that can be seen by the satellite are defined
by its orbit. Hence computing the angles from the
LOS to them is easy. So, at this point in the code,
the amount of photons reaching the pupil of the tele-
scope is computed each with an off-axis angle θ. The
discussion about stray light analysis in section §2.4
says that the transmission of the incoming photons
through the telescope can be approximated by a ax-
isymmetric function that depends upon the off-axis
angle θ of the radiation : the point source trans-
mission (PST). As explained in the cited section, the
determination of this function is a tedious process.
Due to this, one of the PST used in the project is the
PST issued by RUAG in the preliminary phase of the
project as shown in figure 3.5. The energy that ar-
rives at the detector is multiplied by the value of the
PST as function of the off-axis angle of the photon.
An interpolation of the PST is performed to fill the
gaps in the knowledge of this function which is sam-
pled typically every 5 degrees from 20° up to 90°. The
flux is also converted to photons per second per pixel
at this point. As the stray light is scattered by differ-
ent parts of the telescope and not through the optical
path of the mirrors and focal planes, its signal is not
convolved by the PSF and hits a single pixel. Others
PST are also used: a worst case scenario (basically
RUAG PST times 10) and the latest PST produced by
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the consortium (section 2.4.3 & 4.1.4).
Practicalities. The code used in this project was de-
veloped for the purpose of this work and is there-
fore optimised to perform stray light computations
for known observability maps and ephemerides
for the Sun. It takes as input parameters a PST
(theta [deg],PST), the position of the satellite (in
the frame of reference of the Earth) and the Sun in
separate file containing x,y,z,ra,dec,r with dis-
tances in km and angles in radians. Finally two files
describe the target list: one containing the number
of targets to optimise the Fortran memory manage-
ment and file handling and a list of targets with
two columns: the right ascension and the declina-
tion both in radians.
Given a target list and all other input files associ-
ated with it, the time required to compute the stray
light depends on the season as the number of illumi-
nated Earth cells seen by the satellite vary with time
(§4.1.2). The number of targets is between 20 and
160 depending on the position in the orbit: when the
satellite is over the day side, less targets are avail-
able due to the stray light exclusion angle. Targets
are cells of 9◦×9◦ as described in §3.1.3. To complete
the computation of one orbit at 800 km (100 or 101
minutes), it takes between 2 and 4.5 minutes. As the
altitude of the satellite is decrease, this computation
time increases due to the growing number of seen
illuminated cells on a single 3.3 GHz CPU.
3.3 Combination
The two code described earlier must be used together
to generate stray light maps for each minute. For
this purpose, several Python scripts were designed
to handle every step of the generation from the input
map to the different plots. This pipeline has several
interfaces: the data generated by the MATLAB code
and the ones generated by stray_light.f must be
treated. Due to these interfaces constraints, a mod-
ular approach was chosen. It allows improvements
of part of the pipeline or the data as well as iteration
on parts of the data flow easily.
3.3.1 A Pipeline to Compute the Stray
Light Flux
To generate a stray light map of the observable sky
at a given time, a Python script looks for the corre-
sponding observability map, creates the list of visi-
ble points which are then given as inputs to the stray
light calculator along with a few other variables (po-
sition of the Sun and the Earth, . . . ) as described in
section §3.2. To speed up computation, an adaptive
time step is implemented. An orbit is computed ev-
ery minute, however as there are around 15 orbits
per day, consecutive orbits are very similar in most
of the cases. Hence the capability of skipping orbits
that are too similar. This is done by computing orbit
i and then orbit i + 10 (i + 8 for the 620 km altitude
orbit). If the comparison of the two orbits (i, i + ∆i)
reveals a difference of more than 5% in stray light
flux, then the orbit i + ∆i/2 is computed. The algo-
rithm always tries to increase the number of step and
doubles the step size if it is (1) smaller than the opti-
mum (10 or 8) and (2) the error to the previous orbit
is less than 5%. The maximum bearable error to the
next step was chosen such that it would ensure that
the maximal error in the orbit in term of equivalent
magnitude (see §3.3.3) is about 0.05 magnitude. The
maximum step size is set to ensure that the num-
ber of orbit for a given day in the year is at least
one. Especially for low orbits, it may happen that
the difference from one orbit to the next is still larger
than 5%. This is handled by making sure every sin-
gle orbit is computed in those excessively changing
moments.
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Figure 3.6: Example of errors relative to the previous
reference orbit for orbits 1 through 110 at 800 km. The
red line represents the 5% limit while the blue vertical
lines are orbits whose difference to the previous reference
is larger than 5%.
Figure 3.6 shows an example of evolution of the
error when computing stray light for orbits 1 to 110
for 800 km altitude. If the upper limit of the step size
of 10 was not enforced, step size would be equivalent
of computing one orbit every two days approxima-
tively. The temporal resolution would not be large
enough to detect errors in the observability maps or
to follow, for example the Moon in the observable
region. As it can be seen in the figure, the number of
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orbits which can be skipped vary on a short timescale
due to numerical errors and differences in the target
list. This scheme yields orbit step size of 1, 2, (3), 4, 5,
(6), (8) or 10 orbits (The numbers in parenthesis are
rare occurrences – see §4.1.1 for a discussion of the
orbit step efficiency).
This step of generating stray light maps for the
year 2018 is the most lengthy one. The time needed
to compute a whole year with the adaptive orbit step
described in the above depends on the altitude as the
stray light is less prominent at high altitude. It takes
for between 30 and about 100 hours to finish all com-
putations on a single CPU running at 3.3 GHz. The
outputs are one file per minute containing the fol-
lowing characteristics: time, grid point position in
radians (right ascension, declination) and the flux of
stray light in ph px−1 s−1. The relative high number
of output files (∼ 5 − 10 · 105) weight around 1–2 GB
and will be analysed in the next steps. The temporal
resolution is chosen to be the same as the observabil-
ity maps. There is another deeper reason to this 60
seconds resolution: the baseline of frame exposure is
60 seconds. This leads to difficulties when patching
two orbits together. For 800 km altitude, the orbital
period is 100.87 minutes and thus there will be orbits
consisting of 100 minutes and others of 101 minutes.
This is corrected in the code by assuming that this
extra minute is an integer. To compare two orbits
one of 100 minutes and the other of 101 minutes, the
longer orbit can be shifted by minus one minute to
find the best fit to the shorter one.
3.3.2 Analysis of Stray Light Data
To interpret the data, several analysis tools were de-
veloped. The scripts range from the very simple
counting of computed orbits to a much more elabo-
rated probability of observing a transit estimation. A
description of some of those tools is provided here. A
discussion on all of these different steps is proposed
in chapter 4.
Computed Orbits. This is the first logical step –
compulsory in order to proceed to other functions
–: check which orbits have been computed. This
seems redundant as this list can easily be retrieved
from logging at the previous step when computing
the stray light maps. In order to speed up the com-
putations, most of the stray light data was generated
using 3 CPUs: not in parallel, but working on dif-
ferent periods in the year. Moreover, the stray light
simulation handler can ask to compute orbits in the
order for example i, i + 10, i + 5, i + 2, i + 8 depending
on the maximal difference between the orbits and
therefore the list of orbits is not straightforward to
establish. To avoid any mistake when merging back
the results of the different CPUs, this scripts tests if
minutes 0, 20 and 60 were computed. As the SAA
is not considered, each of those minutes had to be
computed. If any fails, then it is considered that this
orbit was not computed.
Analysis of the Error Evolution. The second step
is to check that the error from one orbit to the next
is not larger than the 5% limit or if it is, then that
every orbit is computed. This operation is rather
slow as the code must compare the minutes pairwise
in each orbit and due to non-integer period, several
combinations must be made to find the best fit.
Analysis of the Stray Light Flux. From this point
forward, the data is considered as robust if the two
previous steps did not pointed out to erroneous be-
haviours. The stray light flux depends upon the
amount of Earth illuminated cells seen and their illu-
mination. In order to characterise those changes the
stray light flux is analysed by four different quanti-
ties:
1. The maximal value: the maximal value of the flux
for a given orbit;
2. The maximal mean: taking the maximum value
of the flux for one minute, repeating for every
minute in the orbit and averaging;
3. The twice-averaged mean: taking the average of
the flux at a particular moment in the orbit, re-
peating for every minute in the orbit and taking
the average on those averages per minute;
4. The evolution in one orbit of the stray light in one
direction.
Stray Light Flux Maps. The list of the visible tar-
gets is completed by the stray light flux. Therefore, a
projection of the targets can be made on a map with
a colour assigned to the stray light. A conversion to
limiting magnitude can be made to represent how
faint the observed stars can be given a certain SNR
(see §3.3.3). Those maps have the advantage – beside
being aesthetically pleasant – of showing the varying
visible regions in the sky and the effect of the relative
alignment of the Earth and the Sun.
Cumulative Observation Maps. The cumulative
observation time is a value that is computed on a long
period of time (in this case, the year 2018). There is a
minimum of observation time to consider the obser-
vation worth it. On top of this minimal observation
time, the telescope takes time to align its LOS to the
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star; this acquisition time is set to 6 minutes4. Those
maps give informations about which regions of the
sky are invisible which can be observed the longest
and the effects of the constraints and the SAA. Those
maps are relatively long to establish as the appear-
ance and disappearance times – which occurs many
times over the course of the year – of every grid point
must be computed.
Scheduling the Observations and Probability of
Detection. To prepare the scheduling of the obser-
vation, a catalogue of interesting objects must be es-
tablished. This catalogue is read by the code and
then, a chart of when this object can be observed is
computed for a short period of time (say one week
for clarity of the chart). However, this chart can be
computed for a long period of time and store into
the memory. This is very useful to see when a tar-
get is visible and if its visibility coincides with the
predicted transit time.
On a similar note, the probability of detecting a
transit is a function of how often and how long the
instrument is able to stare at it. To get an estimate
of this probability for the whole sky, the sky grid of
40× 20 cells is used as if the grid points were targets.
This kind of sky map reveals what kind of target can
be observed and when, which is a very important
information.
3.3.3 Computational Details
From Stray Light Flux to Maximum Magnitude Vis-
ible. The question asked here is: given the stray
light flux, what is the faintest target visible? The
function flux2mag (and the reciprocal mag2flux)
yields this limiting magnitude (or inversely the flux)
of the target star. The noise represented by the stray
light to the flux of the star must be at maximum
T = 10 ppm. The flux is related to the magnitude m
by:
F = 10−2/5·m (3.5)
which has units of ergs s−1 cm−2. The flux of stray
light is given in units of ph s−1 px−1. Moreover, only
photons with a certain energy matter and not all the
spectrum of light. Therefore the flux is now given
by:
Fsl(mV) = FV JV
∆λ
λ︸    ︷︷    ︸
≡A
·
( Rtel
RPSF
)2
︸  ︷︷  ︸
≡B
·10−2/5·mV (3.6)
where FV = 3640 Jy cm2/ergs converts from ergs to
Jansky for the band V, JV transforms from energy to
4The value of 6 minutes is given by the capabilities of the rota-
tion wheels of the attitude and determination control subsystem.
the flux of photons for the band V: JV = 1.51 · 107
photons s−1 m−2 / Jy. ∆λλ = 0.8 is the bandwidth.
Those three parameters grouped in A depend upon
the choice of the band. Rtel is the radius of the aper-
ture in metres (hence Rtel = 0.15 m). RPSF = 15 px
is the radius of the PSF in pixels. The PSF is mod-
elled here as an axisymmetric step function (top hat
function) such as
PSF(r) =
1 r ≤ 15 px0 r > 15 px (3.7)
Those two radius are geometrical parameters and
their ratio squared transforms from m2 to pixels and
is noted for convenience B. As discussed in section
§2.3.2, the goal to reach for this mission is close to
a top hat function and hence reasonably well rep-
resented by the very simple function in eq. 3.7. Of
course, the real PSF will affect the number of photons
received from a star. A discussion on the sensitivity
on the limiting magnitude on the PSF is provided in
section §4.1.6.
The SNR for the stray light is given by SNR = 1/T
and therefore, the maximum stray light flux tolerable
for a given magnitude is:
Fsl(mV) = T · AB · 10−2/5·mV = AB · 10
−2/5·mV
SNR
(3.8)
This computation is implemented in mag2flux. The
reciprocal function uses equation 3.8 to express
mV(Fsl). This implies that there is a logarithmic of
base 10 function. In order to avoid numerical errors
while performing this computation, the stray light
flux is clipped to a minimal value of 10−40 ph s−1
px−1. For future references, Tab. 3.2 presents the the
limiting star magnitude for a given stray light flux
without considering any correction on the images.
Comparing Two Orbits. This function is important
as it decides whether the orbit step size in the calcula-
tions of the stray light flux must be reduced. It must,
therefore, read the data from the two orbits and com-
pare them. This function is quite conservative in the
sense, that it returns the maximal difference in the or-
bit and not the mean. The two orbits (the reference
and the current as defined in the code) are compared
pairwise: minute by minute. As evoked before, this
is a none trivial problem as the orbital period is not
an integer of minutes. Therefore, three combinations
are tested using a shift s = {0, 1, 2} in time between
the reference and the current orbits.
Great Circle Distance. The angular separation of
two points is required several times in the differ-
ent steps of this project. This separation must be
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FSL Vlim[ ph
s·px
]
[mag]
10−9 26.5
10−8 24.0
10−7 21.5
10−6 19.0
10−5 16.5
10−4 14.0
10−3 11.5
10−2 9.0
10−1 6.5
1 4.0
Table 3.2: Comparative of the stray light flux and
the equivalent limiting magnitude of an observed
star.
computed reliably and robustly otherwise several
numerical issues arise. Those numerical issues are
due to two things: (1) singularities of the inverse
trigonometric functions at multiples of pi/2 and (2)
the inverse cosine which handles badly two close-
by points (?). Therefore, to compute the angular
distance between two points 1 and 2, the following
formula was used:
ϕ = arctan
 √a2 + b2sin δ1 sin δ2 + cos δ1 cos δ2 cos ∆α

where a = cos δ2 sin ∆α,
b = cos δ1 sin δ2 − sin δ1 cos δ2 cos ∆α
(3.9)
Similarly, the angular separation cannot be simply
computed by the scalar product, but by the equiva-
lent, but always correct cross product:
ϕ = arctan
( |r1 × r2|
r1 · r2
)
(3.10)
where ri are vectors that point to the position of the
two coordinates.
page | 28
Simulation of Stray Light Contamination Kuntzer, T.
Chapter4
Results & Discussion
In this chapter, the results of the simulations arepresented and discussed. The focus is first on the
stray light flux and its behaviour and then shifts to
the interpretation of the stray light constraint on the
visible regions. All references to winter or summer
are to be understood with respect to the Northern
hemisphere. All maps of the sky (or of the Earth) are
plotted using a Mollweide projection.
4.1 Stray Light
4.1.1 Code Efficiency
This section treats the technical performance of the
code(s) and not of the data. The MATLAB code that
generates the observability maps was not altered
other than the way it stores the data. To complete the
calculations during the whole year, about 1.5 day (on
a single 3.3 GHz CPU) is needed for a low resolution
(the whole sky is represented by the 40×20 cell grid).
Being now aware that this code does not ensure that
all regions are actually observable (see §3.1.1 and
§B.1), this part should be rewritten in a compiled
language to allow the computations for a finer grid
in a reasonable amount of time.
Stray Light Flux Pipeline. The computation of the
stray light is performed by the pipeline which de-
cides which orbits to compute and which are too re-
dundant to matter. The 5% maximal error tolerated
from one orbit to the next can be hard to reach for
low altitude orbits. As a consequence, a tremendous
number of orbits – and in particular for the orbit at
620 km – are computed with respect to the minimal
number of orbits that could be simulated (roughly 1.5
per day instead of 15). At high altitude, it can be no-
ticed by studying Fig. 4.1, that the step size reduces
around two particular dates in the year: April and
October. The underlying reason is revealed in §4.1.2.
For the Sun-synchronous orbit at 800 km (SSO800)
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Figure 4.1: Orbit step applied in function of time. 800
km and a stray light exclusion angle of 35°.
orbits, the combined Python and Fortran algorithm
completes the computation in about 1.5 day. As the
orbit is lowered, the error evolution becomes more
erratic and the step size becomes smaller and smaller.
Using a SSO620 orbit implies a computation time
close to 7 days. The peaks occur when the plane of
the orbit merges with the plane of the day-night ter-
minator. Indeed, during this period, a lot of point
are visible with a very low stray light flux. From one
orbit to the next, stray light fluxes can fall to zero thus
may imply great changes. The number of orbits that
need to be computed may not vary much with an-
other more sophisticated implementation. The time
spend to compute the stray light for a given list of
points and a given time was already drastically re-
duced by the updates and corrections to the Fortran
Stray_light.f code. A tradeoff was made in the
optimisation of the coding between speed and the
effort that should be made to understand it as this
project is not the final software that will produce real
maps of the sky.
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Stray Light Flux Analysis. The tools developed to
analyse the flux from different standpoints are all
written in Python. The complete analysis of the out-
put from the pipeline is modular. It cannot be per-
formed completely automatically: the user must still
check the parameters before running the analysis.
All actions that require treating the data of the com-
plete year or at least a significant amount of time –
cumulative maps, scheduling , probability of transit
– require between half an hour and 2 hours of CPU
time.
4.1.2 Time Evolution of the Flux
Fig. 4.2 show the the seasonal behaviour of the stray
light. The key point to explain the smooth-W shape
of the stray light fluxes is to remember the parame-
ters of the orbit. The orbit is inclined by 98.6° (with
respect to the equator) at 800 km which does not cor-
respond to the inclination of the axis of rotation of the
Earth (see modelling the behaviour §4.1.3). Thus the
angle between the terminator of light on the Earth
and the plane of the orbit changes throughout the
year.
This implies the existence of the two minima and
maxima in the amount of Earth illuminated surface
seen by the satellite. The minima take place when
the plane of the orbit coincides with the plane of
the terminator. At those moments, only a small
part of illuminated Earth can be seen by the satel-
lite. These dates do not coincide with the spring and
fall equinoxes as there is a shift between the plane of
the orbit and the rotation axis of the Earth. However,
their positions are symmetric around the summer –
or winter – solstices.
A Sun-synchronous orbit means to pass the equa-
tor at the same solar time at each orbit. In the case
of interest, this time is known as local time of the
ascending node (LTAN), which is chosen to 6 am.
It was chosen to favour coordinates visible from the
Southern hemisphere due as there are more ground
instrument there. Due to the choice of the LTAN, the
overlapping of the planes of the orbit and of the ter-
minator happen soon before and after the summer
solstice. If this was to change and the LTAN were to
be set to 6 pm1, then it the plot would be shifted by
6 months.
The maxima are centred around the solstices of the
Earth/Sun system. The summer solstice has a smaller
effect in term of stray light than the winter solstices
even if it is the local maximum. Again, the reason
is to be found when observing the geometry of the
1because CHEOPS is in a dual launch, a 6 pm LTAN might be
better in the search for a co-passenger, although it would change
the geometry of the visible regions in the sky.
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Figure 4.2: Flux of stray light as function of time for
three different altitude – Top. Maximal value of the flux
for a given orbit – Middle. Maximum value of the flux
for one minute, repeating for every minute in the orbit and
averaging. – Bottom. Average of the flux at a particular
moment in the orbit, repeating for every minute in the orbit
and taking the average on those averages per minute.
eclipse. In the summer, the angle from the plane of
the orbit to the terminator is about 15° while in the
winter it increases up to ∼30°. This means that there
is more illuminated surface that can be seen by the
satellite in the winter and hence more stray light.
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Looking at the maximum or the mean value of the
stray light, one can see a similar increase due to the
altitude. The maxima and minima happen at the
same time regardless of the altitude chosen for the
satellite. Interesting points to notice are (1) the dif-
ference between the mean and maximum stray light
(Top and bottom of Fig. 4.2) which is of a factor about
100 and (2) the curves for the mean value in the sum-
mer are smoother. The first point can be explained
by the fact that the decrease in stray light flux when
increasing the angle from the line of sight and the
target star is fairly rapid. Indeed, the surface of an
illuminated cell decreases as the cosine of the angle
and so does the stray light flux which means a global
decrease in cos2. As the observable region is not lim-
ited to targets close to the Earth’s limb (where the
cosine takes its maximal value), most of them will
have contributions of stray light which are low. The
second point is due to the fact that taking the max-
imum of the stray light flux is much more sensitive
to changes and extreme values than the mean.
The differences between the three plots of Fig. 4.2
are due to the method by which they are computed
(see §3.3.2): the top plot presents the maximal value
of the flux for a given orbit. The middle one yields
the maximum value of the flux for one minute, re-
peating for every minute in the orbit and averaging.
Finally, the bottom one depicts the average of the
flux at a particular moment in the orbit, repeating
for every minute in the orbit and taking the aver-
age on those averages per minute. The noise of the
signal decreases as the quantity is more and more
averaged. Taking the average of the maximum stray
light over the orbit yields the highest flux value. It
gives an indication of whether a post-treatment of
the observable region is necessary to ensure meeting
the requirement and also reflects the overall quality
of the observation: the more stray light, the more
degraded the SNR. The flux in the direction of the
maximal flux is biased by the fact that the maxi-
mal flux direction does not ensures that the point
is visible for all the orbit. The points that were not
available during the whole orbit were restricted to
their period of visibility. It can be seen that the av-
erage in the worst direction is about twice the value
of the mean of the mean and very noisy. However,
the interesting information of this graph is that the
during the alignment of the planes of the orbit and
the terminator, the worst direction yield stray light
fluxes similar to the mean of the mean. The average
of the average yield a rather clean signal that follows
a law that can be derived from trigonometry (§4.1.3).
It shows the global tendency of the stray light better
than the two others as it takes all points into account.
4.1.3 Modelling the Behaviour of the
Flux
The shape and the behaviour of the stray light can
be modelled to obtain an approximation quickly. A
flux of photons in a solid angle Ω and of intensity I
is described by:
F =
∫
dΩ
I cosϑdΩ (4.1)
where ϑ is the angle between the normal of the sur-
face through which passes the flux and the direction
of the flux.
To recover the shape of this curve, the angle be-
tween the plane of the terminator and the plane of
the orbit must be computed. At the equinoxes, and
by definition, the axis of rotation of the Earth is con-
tained within the plane of the terminator. During the
solstices, the terminator and the rotation axis sub-
tend an angle of 23.5° (?). In between those two
extrema, this angle φ is given by a sinusoid func-
tion of the form φ = A sin
(
t · pi2T + ϕ0
)
where T ∼ 92
days is the duration of one season, A = 23.5◦ and
ϕ0 changes the date of reference. Sun-synchronous
orbits are very highly inclined. They are retrograde
orbits ranging between 620 and 800 km show inclina-
tions of respectively 97.5° to 98.6°. Hence the plane
of the orbit and the terminator are separated by (for
800 km) 14.9° during the Northern summer and 32.1°
in the winter. This angular separation β is null dur-
ing the minima of the stray light flux which yields a
behaviour of the form:
β(t) = −A sin
(
t · pi
2T
+ ϕ0
)
−
(
i − pi
2
)
(4.2)
where i is the inclination of the plane of the orbit with
respect to the equator. The angle β(t) is assumed to
be equal to ϑ + pi/2 hence equation 4.1 is now:
F(t) =
∫
Ω
I sin[β(t)]dΩ (4.3)
The solid angle dΩ remains to be computed. To do
so, it is assumed that the averaged angle between the
plane of the terminator and LOS is pi/2 − β (see Fig.
4.3). The two latest assumptions can be justified by
asserting that (1) there is more stray light when β is
large and (2) the observable region is away from the
seen illuminated part of the Earth.
Only the behaviour of the flux will be modelled,
not its value which depends upon many different
variables. Taking a fixed direction for the LOS is
equivalent of doing the integral on all infinitesimal
solid angles:
F(t) ∝
∫
dΩ
sin[β(t)]dΩ ≈ sin[β(t)]Ω (4.4)
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where the symbol C must be understood as the av-
erage of the quantity C. The (averaged) solid angle
represents the amount of illuminated Earth as seen
by the satellite. The surface of the Earth is projected
onto a flat surface. It is ∝ sin β (the time argument
is dropped for clarity; the blue line in Fig. 4.3). This
surface has to be projected to a surface which is per-
pendicular to the LOS (green and then red lines on
the sketch) yielding an averaged solid angle:
Ω ∝ sin2 β cos β (4.5)
which, combined with the expression of the flux,
gives
F ∝ sin3 β cos β (4.6)
This expression still needs to be scaled. In this work,
the maximum value of the flux is used. The date
of this maximum is easily determined to be at the
winter solstice. The scaling depends upon the season
to account for the deviation from the averaged LOS.
Indeed, the Sun exclusion angle is further away when
over the terminator hence a wider observable region.
A simple model in the form of a single multiplicative
factor of 1 in the winter (September to April) and 1/2
in the summer (April to September) is used such that
the following expression fits the data reasonably well
(less than 5% – Fig. 4.4):
F(t) ∝ sin3 β(t) cos β(t) ×
1 winter1
2 summer
(4.7)
It has to be noticed that this function fits the mean
flux and not the maximal flux or the flux to a certain
star throughout the year.
4.1.4 Different Point Source Transmit-
tance Functions
The PST used for the previous section – the RUAG
PST – does not reflect the latest optical design. In-
deed, this PST was computed before CHEOPS was
selected by ESA. In the mean time, another team took
over the optical design (INAF, see §2.4.3). The PST
emerging form the altered optical design is some-
what similar to RUAG’s (Fig. 3.5). The design is not
finalised yet and thus its PST can still evolve. Thus
the RUAG PST was used as a baseline in this work.
To understand the effect of a changing PST, two
different functions were used: the latest INAF PST
and a worst case scenario suggested by a member
of the INAF stray light team. The former, while
being quite similar to the estimation of RUAG, has
a peak around the off-axis angle of 35° which may
well disappear in the final design while the later –
the “worst case” is the RUAG’s PST multiplied by 10
in the range from 35 to 60°. This effect is difficult to
To Sun
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β
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2 β cos β
Figure 4.3: Sketch the solid angle of the illuminated Earth
seen by the satellite. The black wedges represent the angle
β. The angle between the LOS and the line joining the
centre of the Earth is assumed to be 90°. The blue line is
a projection of the illuminated Earth, the green line is a
projection of this blue line on the plane of the terminator
and the red line is the projection of the green line onto the
plane of the CCD. It is assumed that the angle between the
LOS (broken line) and the line determined by the angle β
is always 90°.
predict as the PST is not scaled by the same factor for
every angle. The dependence of the flux on the PST
is of course great as it is a multiplicative factor. Low
Earth-LOS angles are certainly more common than
high angles due to the presence of the Sun exclusion
angle which limits how the satellite can look away
from the limb of the Earth. The two above different
PST – the INAF and the worst case ones – are both
equal to the original PST at high angles.
INAF PST. The simulations yield that, indeed,
INAF PST yield stray light fluxes that are quite
similar to RUAG’s while being slightly worse than
RUAG. At an altitude of 800 km for the orbit, the sim-
ulation look like the 620 km case for the mean stray
light flux. However, maximum values reach up to
1.4 photon per pixel per second around the Northern
winter solstice, again it is most certainly due to the
spike around 35°.
Worst Case Scenario. The worst case simulation
yield fluxes that are close to 10 times as high as in the
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Figure 4.4: Residuals in percentage of equivalent mag-
nitude from the fit of the data for a 35 degree stray light
exclusion angle, orbit of 800 km and RUAG PST. Nega-
tive values mean overestimation of the stray light flux.
initial simulation. Maximal values of the stray light
flux over one orbit are below the threshold value only
during a 6 months period centred around the June
solstice. A telescope with this PST could observe
only very bright star if a noise of 10 ppm is wanted!
Altering the PST has a great impact on the results.
The closer the changes are to the 35° minimum ex-
clusion angle, the greater the effects. Even though
the latest estimation is close to the original PST, it
would restrict further the visible zone in the sky
during winter as it implies fluxes higher than the
requirements for the 800 km case already. The worst
case scenario yield maximal value of the stray light
which are much higher than what could be tolerated.
The observable zone would be very narrow in winter
which may force to observe only very bright targets
or/and short period planets.
4.1.5 Smaller Stray light Exclusion An-
gles
A way to increase the visible region without an al-
titude increase is to reduce the stray light exclusion
angle. It is clear that this would not increase the ob-
servation capabilities for faint stars, but rather for the
bright and very bright stars (V < 9 and V < 7.5). In
order to study the effect of the stray light angle, this
exclusion angle is reduced by slightly more than the
equivalent angular separation of the cell. The new
stray light exclusion angle is set to 25◦.
It is clear that the different means used will in-
crease as the added points are close to the limb of
the Earth and thus higher stray light flux. An analy-
sis must be performed a posteriori to ensure that the
restriction on the stray light flux – namely the 1 pho-
ton per second per pixel or any other constraint on
the equivalent stray light magnitude – is respected
and that CHEOPS is allowed to look at those regions.
This is particularly useful in winter for the maximal
value of the stray light. Such post-treatment of the
data is actually required for every orbit to consoli-
date the observable zone or simply to construct the
schedule of observations. This aspect is described
and discussed in some details in §4.3. It must be
borne in mind, that reducing the stray light exclusion
angle increases the viewing zone, but not necessar-
ily the amount time it is visible. What changes most
is that the visibility region for bright stars increase.
Indeed, a lower exclusion angle allows to observe in
regions that will produce more stray light.
Even if the effects are very clearly seen when com-
puting the different maps, it can be said that increas-
ing the number of visible points does increase the
computation time as well as the treatment time. The
computation time is affected in two different ways:
(1) the number of points being larger, it takes more
time to compute all of them and (2) the software
uses the maximal difference between two orbits (see
§3.3.3). As the stray light exclusion angle is lower,
the value of the stray light flux from one orbit to
the next computed can be larger than the threshold
value. Therefore, as the variability of the stray light
flux is higher, more orbits are computed which also
increases the computing time.
4.1.6 Sensitivity to Other Parameters
A question about the sensitivity to the parameters
(other than the PST and the altitude) used in this
project can be paused to evaluate the robustness of
the results. This section is divided in two parts: first
the variation of the parameters used for the stray
light flux calculations and then for the analysis. To
evaluate the difference in limiting magnitude ∆m
that two different fluxes would produce, the Pog-
son law is used. It indicates that (given two fluxes
f1, f2):
∆m = −5
2
log10
[
f2
f1
]
(4.8)
Stray Light Computations.
Albedo. In the stray light code, the albedo A is
taken to be one to yield a worst case scenario. This
factor is a multiplicative factor in the computation of
the stray light as:
Fsl = SV
∫
Ω(i,s,⊕)
A cosϑ cosϕdΩ (4.9)
where Ω(i,s,⊕) is the illuminated Earth visible from
the satellite, SV the Solar flux in the relevant band,
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ϑ the angle LOS–illuminated surface element, ϕ an-
gle direction of Sun–normal of surface element (See
§3.3.3). Hence using eq. 4.8, it reveals that chang-
ing the albedo to an averaged value of 0.35 (?) would
push the limiting magnitude by about 1.1 magnitude
fainter. Around the poles, the albedo is higher due
to the ice and the snow (around 0.9) while oceans or
continents have a much lower albedo (down to 0.1).
Number of Cells. To chose the minimal num-
ber of cells that would be sufficient to represent the
Earth, a conversion study was performed. 1000×500
proved sufficient and the expected changes in the
flux if the number was to be increased would not be
significant.
Finer Orbital Steps. As stated before, the maxi-
mal difference in flux is ensured to be less than 5%
from one computed orbit to the next. This 5% rep-
resent a change of magnitude of about 0.05 which is
completely negligible with respect to the albedo.
Finer Sky Grid. The number of points at which
to look in the sky will not change the flux received at
the satellite, but it will smooth the curve of the stray
light flux (Fig. 4.2) and also be more precise in the
limits of the zone where faint stars can be observed
(see next section on cumulative observations).
Stray Light Analysis. In the conversion of the stray
light flux to the limiting magnitude (eq. 3.8), several
parameters from the design of the instrument are
taken into account.
PSF & Aperture. The most important one, as the
band is clearly defined, is the aperture and the PSF.
Changing the aperture of the telescope by 1 cm with
a constant PSF increases the flux by ∼ 13% or a 0.13
mag brighter. Of course, the PSF is not finalised yet
and therefore it is hard to predict the direction of the
changes. The current trend is to increase the size
of the PSF and have it as a top-hat function with
edges not exactly perpendicular in order to take into
account the jitter of the instrument. To get a more
precise value therefore of the equivalent magnitude,
a convolution of the signal is to be made. Given a
change in what would be the equivalent PSF radius
for a top-hat function of±20% would lead to a change
of −0.20
+0.25 respectively in the magnitude.
4.1.7 Stray Light Flux & Short Term Vari-
ations
As demonstrated in the previous sections, the stray
light flux presents a seasonal variation. To show this,
different means have been used; all of them taking
the average over one orbit. How does the flux varies
in one orbit? To answer this, it must be noticed
that these infra-orbit variations are also subject to
seasonal variations. However, it is still important
to study them as the baseline time of an exposure
is 60 seconds. Therefore, the background stray light
flux will not be the same for the whole orbit. It can
be reminded at this point that CHEOPS will be in a
“nadir-locked” attitude (§2.3), which will effectively
imply that the satellite always present the same side
to the Earth. Therefore the gradient of the stray light
flux will remain in the same direction.
To predict the behaviour of the stray light flux, the
coordinates of a target must be known. The assump-
tion is made that it is visible for the whole orbit. Also,
the Earth is close to the December solstice (where the
stray light flux is the highest). There are therefore
two clear distinctions that will arise: (1) the satellite
is above the night side and looks to a target whose
projection onto the Earth is also in the night and (2)
the satellite is above an illuminated portion of the
Earth. The stray light flux will therefore peak when
the satellite is the furtherest above the day light. The
increase or decrease of the flux may not be contin-
uous as the relative alignment Earth–LOS–Sun may
imply local maxima of the stray light flux. The range
of flux that can be reached by the stray light can span
by several equivalent star magnitudes. This implies
that (1) the whole orbit must be assessed with a rea-
sonable discretisation in time (60 seconds as for the
baseline frame exposure) and (2) this study on the
stray light must be done in order to assess the ob-
servability – or rather the quality of the SNR – for a
given object.
4.2 Cumulative Observations
The cumulative observations maps represent the
amount of time a “worthy” observation can be made
in a given direction over the year. What does “wor-
thy” mean actually depends upon the targets ob-
served. For example, the observation of a bright
(V < 9) target could require observations of at least
50 minutes per orbit. On top of this, during acquisi-
tion process – the time required to point the satellite
and start the observation –, it is assumed that the ob-
ject must be visible. Any other shorter observations
that are not taken into account.
The constraint on a minimum observation time is
depicted in figures 4.5 through 4.10. Potential ob-
servations of less than the set observation time plus
the acquisition delay (fixed to tac = 6 min through-
out this project) were discarded. Observations that
meet the requirements are summed to obtain a map
of the regions that can be observed most during 2018.
Three different criteria are applied: (1) the altitude,
(2) the presence of the SAA and (3) the constraint on
page | 34
Simulation of Stray Light Contamination Kuntzer, T.
the magnitude of the target.
4.2.1 Shapes & Observation Time of the
Cumulative Maps
In figures 4.5 through 4.10, the observable zone will
move from left to right with time (during the win-
ter solstice, the observable zone is centred around
α = 90◦). The cumulative observation time varies
throughout the year as the position of the satellite
relative to the day–night terminator changes. As ex-
plained in the previous section, there are moments
during which the planes of the terminator and the
orbit coincide. It is during this time that the cumu-
lative observations are the longest. This is due to
the fact that the constraint due to the Earth stray
light exclusion angle is not applicable as the satel-
lite orbits right above the closest illuminated part of
the Earth and observes above the night side. Even
if the coincidence of the two planes does not last
long, as the alignment is getting better, the obser-
vation time increases over a rather long period (at
least three to four weeks). As the Sun exclusion an-
gle is a constraint that bears the shape of a sine, it is
symmetric. Indeed, the summer solstice is flanked
by two regions of favoured visibility: the “butterfly
wings”. They can clearly be seen in Fig. 4.6 and
they are also represented in the stray light minima
in figures 4.2. These yearly cumulative maps are bi-
ased by the observation time: for long observation
times, those butterfly wings migrate towards posi-
tive declinations. The SAA has the same effect on
the position of the wings. Shorter observation times
can be achieved before this optimum and therefore
the wings extend further away in right ascension.
During this optimum, the stray light is less of a con-
straint as the telescope can always look away from
the day side of the Earth. Similarly, the summer and
winter solstices are maxima in the stray light which
are mirrored in the cumulative observations by the
minima (around 90◦ and 270◦).
4.2.2 Effects of the Altitude
As the satellite is placed on a higher orbit, (1) the
viewing zone widens roughly2 as∼ arccos(1/(R⊕+h))
and (2) the orbital period increases as P ∝ (R⊕+ h)3/2.
Placing CHEOPS on a higher altitude has also a
higher cost in terms of energy at launch and during
orbit insertion. This implies crossing a more active
and expanded SAA. The observable region clearly
increase in size as the satellite is placed at higher
altitude. The region that benefits the most of this
increase in altitude is between α ∼ 60◦ to 120◦. This
2This behaviour is derived from trigonometric considerations
of the satellite in orbit, its inclination and the Sun exclusion angle.
region is observed around the winter solstice and
therefore the constraint on the position of the Sun
does not allow for observations at low declination an-
gles while the constraint on the Earth eclipse remains
the same. The overlapping of those two constraints
results in this region being poorly observable.
The South Atlantic Anomaly impedes the obser-
vation capabilities for durations that vary between
0 and 20 minutes (at 800 km). The duration of the
cut-off will be longer at higher altitude as the satel-
lite enters the inner Van Allen Belts further. The
shortest time between two crossings of the SAA is
an orbital period minus the maximum duration of
the SAA crossing. This yields typically 80 minutes.
Therefore for an observation time of minimum 100
minutes, the observable regions are restricted to a
few “islands” of little amplitude (at 800 km: max-
imum 600 hours against 1600 for a 50-minute long
observation). However, the shape of the observable
regions is strongly related to the SAA: some targets
appear shortly before crossing the SAA and cannot
be observed for the required amount of time. Hence
they do are not count as one observation.
4.2.3 Effects of the Stray Light
The last constraint that is added on those observa-
tions is the stray light flux. As discussed before, the
stray light flux was computed using a dedicated code
and uses as an input any region of observation for a
given minute. For the CHEOPS mission, the magni-
tude of the stars to be observed is in the range of 6 to
∼ 12.5 in the V band. The 35◦ stray light angle repre-
sents an exclusion for the obviously too high fluxes
of stray light and does not take into account the mag-
nitude of the target. The purpose of this work is to
compute the value of the stray light at any time for
any allowed direction. The impact of the stray light
for magnitude 9 or brighter is negligible for most of
the cases. However when approaching the observa-
tion limit, the stray light may become prominent (e.g.
Fig. 4.7). It is important to bear in mind that what is
measured here is the photometric flux of the target to
the best accuracy possible to detect minute flickering
of light. An Earth-like planet around a Sun-like star
presents a dimming of a few tens of parts per mil-
lions (ppm). The maximum tolerated contamination
due to stray light is set to 10 ppm (see §3.3.3). This
contamination is maximum at winter and summer
solstices. This effect is strong and reduces for an or-
bit of 800 km, the cumulative observation time by
nearly half with the favoured butterfly region (for 50
minute observations). The region of the summer sol-
stice is also much impacted. If the interruptions due
to the SAA are added, it becomes nearly invisible. If
page | 35
Kuntzer, T. Simulation of Stray Light Contamination
the constraint on the observation period is increased
to 100 minutes, no targets can be observed in this
area.
The effects of the observing time in a yearly cumu-
lative map have been explained to some details, but
there are other effects than the SAA and the amount
of time spent observing. The stray light depends
upon several parameters (altitude, stray light angle,
PST,. . . ) which can also be observed without sur-
prises in the cumulative maps. It can clearly be seen
that the altitude has an impact upon the observation
time and affects the the shape. In Fig. 4.9, the effect
of the altitude on short observations of faint stars is
depicted. The largest change (apart from the maxi-
mal observation time that increases from 810 hours
to slightly more than 900) occurs in the winter: it
is nearly impossible to observe in a region close to
Betelgeuse. At 800 km, this region has become quite
visible. This is due to the angle subtended by the
LOS to the illuminated cell becoming smaller. To
contrast with this, regions between the two butterfly
wings do not increase their visibility. They remain
relatively shortly observable. The reason for this are
that (1) the SAA always interrupts the observations
and (2) V = 12.5 is quite faint and therefore, it is
difficult to observe such faint stars in negative decli-
nations.
The effects of reducing the stray light exclusion
angles have the expected outcome: bright stars can
be observed longer while faint stars are not affected
much. Bright stars observations can therefore be
done during the solstices when faint stars are not well
visible. Changing the PST to the INAF one has little
effect on the global yearly cumulative observation
time (Fig. 4.10). Indeed, in section §4.1.4, it was
pointed out that the changes due to the change of
PST from the older RUAG to the newer INAF would
increase the stray light by between one and a half
and two times which translates into changes of the
order of half a magnitude. Therefore only subtle
changes in the shape of the regions are seen. In case
of the “worst case” PST, the change is dramatic as
the equivalent limiting magnitudes is reduced by 2.5
mag and therefore, the visibility of faint stars at 800
km with this PST is worse than the RUAG/INAF ones
at 620 km !
4.2.4 Other Considerations
One of the output of this work is the optimum alti-
tude from the three Sun-synchronous orbit (SSO) at
620, 700 and 800 km. Purely from a viewing zone
standpoint, the higher the better in every case. As
the visible zone is defined by the constraints set in
§3.1.1, getting higher or/and relaxing the stray light
exclusion angle will only increase the zone. Increas-
ing the zone by reducing the exclusion angle will
not improve the situation for the faint stars as those
kind of observations are mostly constrained by the
amount of illuminated surface of the Earth seen by
the satellite. Adding the radiation issue to the pic-
ture makes the choice of the altitude more difficult.
Indeed, the instrument cannot withstand a very high
radiation level. Getting higher (up to 800 km) will
also increase the time spent in the SAA and there-
fore the ionising dose received which may very well
cause the satellite to fail earlier than its lifespan.
It has to be noted that there will be a processing of
the images taken by CHEOPS. The stray light will be
subtracted hence loosening the consideration about
the limiting magnitude. This will allow the obser-
vations of more faint targets. This analysis mirrors
then a worst case scenario: that the noise from stray
light cannot be removed.
There are other considerations as well: CHEOPS
is foreseen to be launched with another passenger on
the rocket to reduce the cost of the launch. To accom-
modate more possible launch associates, the altitude
could be chosen to be in the whole range from 620
to 800 km. Another important change to the orbital
parameters could be the change of the LTAN from
6 am to 6 pm which would invert the maps: the
butterfly wings would be centred around the winter
solstice, which would mean that the Northern hemi-
sphere would be easier to see with the disadvantage
of losing observation time in the South3.
According to the science requirement 2.1 (?), “50%
of the whole sky should be accessible for 50 days of
observation per year and per target with observation
duration longer than 50% of the spacecraft orbit du-
ration”. To analyse the realisation of the percentage
of the observable zone in the sky, the number of cells
which can be observed for longer than 50 days with
an efficiency of 50% (or 600 hours) is divided by the
total number of cells in the sky (800). Results, given
in Tab. 4.1, are not encouraging as this requirement
is only met if the SAA is not considered. Reducing
the stray light exclusion angle to 25◦ at 800 km is
the only way this requirement could be met. An-
other way to look at this requirement is to look at
planets classifications and their minimal observable
time. Tab. 4.2 shows the visible percentage of the
sky in such cases.
3Most of the current ground capabilities in exoplanet explo-
ration are located in the Southern hemisphere.
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h [km] 800 800 700 620
α⊕ [°] 35 25 35 35
SAA 43% 49% 39% 31%
No SAA 62% 69% 59% 50%
Table 4.1: Percentage of the sky that can be observed
according to the yearly cumulative maps (RUAG
PST). The first line gives the altitude h of the orbit
while the second yield the minimum angle from the
limb of the Earth to the LOS.
page | 37
Kuntzer, T. Simulation of Stray Light Contamination
60◦S
30◦S
0◦
30◦N
60◦N
Sirius
Canopus
Arcturus
αCentauri
Vega
Rigel Procyon
Betelgeuse
0◦ 30◦ 60◦ 90◦ 120◦ 150◦ 180◦ 210◦ 240◦ 270◦ 300◦ 330◦
0 250 500 750 1000 1250 1500 1750 2000 2250
Observation time [Hours]
60◦S
30◦S
0◦
30◦N
60◦N
0◦ 30◦ 60◦ 90◦ 120◦ 150◦ 180◦ 210◦ 240◦ 270◦ 300◦ 330◦
0 160 320 480 640 800 960 1120 1280 1440
Observation time [Hours]
Figure 4.5: Cumulative observation time at 800 km. Acquisition time set to 6 minutes. – Left. 50 minutes of
observation without any other constraint. – Right 50 minutes of observations with SAA interruptions. There is a
global loss of observation time as well as regions that become barely visible. The crosses represent the currently known
exoplanets.
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Figure 4.6: Observation maps including SAA interruptions. – Cumulative observation time at 800 km. Acquisition
time set to 6 minutes. – Left. 50 minutes of observation of faint stars (12.5 mag). – Right INAF PST for faint stars
(12.5 mag).
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Figure 4.7: Long observations of 80 minutes minimum with SAA interruptions – Cumulative observation time at
800 km. Acquisition time set to 6 minutes. – Left. No restriction for the magnitude of the target star. – Right
Observation of faint stars (magnitude 12.5). Most of the observation time is in the Southern hemisphere.
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Figure 4.8: Cumulative observation of 50+6 minutes with the SAA. – Left. 620 km. – Right 700 km.
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Figure 4.9: Cumulative observation of 50+6 minutes with the SAA for faint stars (12.5 mag). – Left. 620 km. –
Right 700 km.
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Figure 4.10: Cumulative observation of 50+6 minutes with the SAA at an altitude of 800 km. Stray light exclusion
angle reduced to 25◦ with a limiting magnitude of V = 6. The crosses represent the currently known exoplanets.
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4.3 Targets Availability &
Scheduling
4.3.1 South Atlantic Anomaly
The South Atlantic Anomaly (SAA) is a region above
the South Atlantic ocean where the magnetic field of
the Earth is weaker for a given altitude than at a
similar altitude around the globe. This perturbation
is due to the fact that the Earth’s dipole is slightly
off-axis by about 500 km from the rotation axis (?).
The magnetic field being weaker, more cosmic rays
are measured in the SAA as the spacecraft enters the
inner Van Allen belt. The flux radiation that suffers
a spacecraft entering this zone is such that obser-
vations are to be stopped. Some of the failures of
spacecrafts in the past are due to on-board electron-
ics damaged by this augmented radiation (?). It is
relatively easy to shield the electronics components
against electrons. Protons, however, are difficult to
stop and therefore much more dangerous for what-
ever – or whoever – that crosses the SAA.
In this project, the SAA plays an important role.
It is indeed impossible to observe stars during its
crossing and thus the need to model the boundaries
of this exclusion zone. The defining criteria is the
sensibility to radiation of the satellite. At this point in
the mission, this is not well defined and may evolve
in the future due to technical constraints. The typical
tolerance value given by the European Space Agency
(ESA) is a proton flux of less than 2 protons of 50
MeV per squared centimetres and per second. Based
on this value, the maximum crossing time4 of the
SAA is 20 minutes at 800 km altitude. This threshold
value for the flux was adopted in this study, but the
effect of different threshold values was investigated
in order to find out the sensibility of the crossing time
which impacts the observation time and therefore the
schedule.
In 2018, the Sun will be in a minimum in its activity
cycle of 11 years of periods which is a positive fact
for the mission as the flux of protons will be smaller.
The exclusion region will be reduced in comparison
with Solar maximum. The model chosen to represent
the SAA is the so-called AP–8 (minimum) (?) which
is widely used throughout the spatial community.
This model is static in time – i.e. it does not produces
“SAA weather” maps, but it can compute the extent
of the zone at solar minimum or solar maximum.
It reveals that, as expected, the effect of the SAA is
larger at 800 km: at 620 km altitude, the zone is cen-
tred around the South Atlantic ocean and possesses
a tail that reaches the Horn of Africa. At 800 km
4The crossing time varies from 0 to 20 minutes due to the
parameters of the orbit which is not ground track repeating.
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Figure 4.11: Extension of the South Atlantic Anomaly
at an altitude of 620 (Top.) and 800 km (Bottom.) as
predicted by the AP–8 Solar minimum model. The colour
bar represents the amount of protons with energies of 50
MeV minimum.
altitude however, all the South American continent
is perturbed and this region extends to Madagas-
car and the Atlantic coast of the African continent
and past the Chilean coast on its Western end. The
important criteria is how large the gradient of flux
is. If the gradient of flux is small, it means that the
sensitivity to the radiation will greatly impact the
observation time whereas if it is very large, than the
predicted observation time is a good approximation.
Moreover, if the gradient is large enough, then the
maximum radiation threshold – 2 protons of 50 MeV
for CHEOPS – will not have a great effect on the in-
terruptions. Figure 4.12 shows that the gradient is
very steep for a satellite crossing the SAA along a
meridian which is a sufficient approximation of the
trajectory of CHEOPS in this case.
4.3.2 Transit Detection Probabilities
Goals. The CHEOPS targets catalogue is not yet
established. To observe those targets the list must
contain at least the coordinates, the V magnitude
and predicted ephemerides for the transits. As de-
fined in the science requirements of the mission (?),
there are several kind of objects that can be observed.
Amongst them the Super-Earths and the Neptune-
like planets. The detection capabilities are defined
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Figure 4.12: Typical radiation flux for a satellite flying
along the longitude of -40° East at an altitude of 800 km.
The crossing time in this case is about 20 minutes.
for a given orbital period P and transit time T (See
§2.2.2 and in particular eq. 2.15).
SciReq. 1.1: Super-Earths CHEOPS shall be able to
detect an Earth-size planet transiting a G5 dwarf
star (0.9 R) of the 9th magnitude in the V band,
with a signal-to-noise ratio of 10. Since the depth
of such a transit is 100 parts-per-million (ppm),
this requires achieving a photometric precision
of 20 ppm in 6 hours of integration time. This
time corresponds to the transit duration of a
planet with a revolution period of 50 days;
SciReq. 1.2: Neptunes CHEOPS shall be able to de-
tect a Neptune-size planet transiting a K-type
dwarf (0.7 R R) star of the 12.5th magnitude in
the V band (goal: V=13) with a signal-to-noise
ratio of 85 ppm. Such a transit has a depth of
2500 ppm and last for nearly 3 hours for plan-
ets with a revolution period of 13 days. Hence,
a photometric precision of 85 ppm is to be ob-
tained in 3 hours of integration time.
This categorisation does not imply that Super-Earths
have larger semi-major axis or brighter host star than
Neptunes. It rather defines the typical classes of
targets for this missions. The objects that will be
observed will come from the currently known exo-
planets as well as from the Next Generation Transit
Survey (?).
The great advantage of a follow-up mission is that
the knowledge of when the transit will occur is avail-
able (to a certain extent). For objects detected using
the transit technique the ephemerides are known.
For radial velocities detection, ephemerides are not
given and the fact that the planet is actually eclipsing
its planet is not certain (See §2.2). However, using
the RV curves, it can be deduced that the planet is
closer or further away than its averaged distance
from the shift in colour of the host star. As a transit
happen when the planet is the closest to us, a first
approximation of the date of the next transit can be
obtained. In order not to miss this probable event,
the star must be monitored for a small fraction of
the period instead of the whole orbital period of the
planet. Using the above data, one can predict what
is the probability of detecting a transiting planet in a
given direction of the sky (?).
Methodology. To compute this probability, the sky
is divided into grid points. Assuming that the planet
transit the star, the probability of detecting the tran-
sit is computed. First, the visibility of the points are
computed including constraints on the SAA and the
stray light flux. Then, this data is translated into
periods of observations of the duration of the mini-
mum transiting time. Some interruption periods are
allowed to account for the SAA and occultation of
the targets due to objects in the LOS or the geometry.
Targets must be visible for at least 50 minutes (plus
the acquisition time of 6 minutes) to be considered
into the maps of probabilities. To estimate the proba-
bility, firstly the number of times that an observation
can be made is computed. This number is then di-
vided by the orbital period of the planet. It can thus
happen that the observation probability is more than
100% as the target star would be observable for more
than one orbital period of its planet of interest. A
point that would have a probability of detecting a
transit of 300% means that if the planet is transiting
its host star, it is possible to see this transit 3 times
during the year 2018.
Discussion. Maps of transit detection probabilities
are presented in Fig. 4.15–4.19. For course, the first
striking feature in those plots are the now famous
“butterfly wings” that appears again. Another im-
portant thing is that it will be easier to detect close
Neptunes than far Super-Earths simply due to their
shorter orbital period. The closer the planet is to its
star, the shorter the orbital period and thus the eas-
ier it can be observed as transits occur more often. It
has to noted that those two classes of planets do not
imply that Super-Earths with an orbital period of the
order of the day will not be observed. Again, this is
study to explore the limits of CHEOPS performance.
Observing Neptunes around faint target can done
very efficiently during the alignments of the termi-
nator with the plane of the orbit, but also close to the
December solstice. It would be completely impossi-
ble to detect them around the June solstice due to the
SAA, but this is not the only reason. Otherwise, it
would be the same for Super-Earths. The other rea-
son is the magnitude of the host star. The “forbidden
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region” for faint star is very clearly centred around
α = 270◦ degrees. The visible region of the satellite
is exactly centred on this region during the summer
solstice. The maximum observation time does not
vary much for either targets as it occurs when the
plane of the terminator and the orbit merge.
Super-Earths that have a relatively long orbital
period translate into low detection probabilities (.
150%). They can be observed at any time in the year,
with a peak of observation time around the align-
ments of the terminator to the plane of the orbit, but
also – and contrary to the faint star targets – close to
the June solstice. The shape of the map is similar to
the one of the Neptunes, with however two major
differences: (1) the visibility in summer as already
discussed and (2) the shape around the December
solstice (α = 90◦). The outer limit is imposed by
the observation time of 6 hours for the Super-Earths.
This cannot be reached for high declinations (& 30◦
– Fig. 4.15–4.16). The reason is the visibility of those
extreme points that can change from one orbit to the
next due to the presence of the SAA that has a vari-
ability over typically 8 orbits. Combining the SAA
with the appearance and disappearance of the point
from the visible region yield that high declination
points are harder to observe and that negative decli-
nations are easier due to the less compelling magni-
tude limitation.
Even with very large uncertainties on the transit
duration (here 36 hours is used) (Fig. 4.18), long
period of stare at targets are possible in or around
the “butterfly wings” depending upon the kind of
RV targets that could be observed. Searches for other
planets using the TTV technique (§2.2.3) could be
also performed in those regions as the amount of
data required for the TTV is large (?).
h [km] 800 800 700 620
α⊕ [°] 35 25 35 35
Super-Earths 46% 50% 52% 50%
Neptunes 46% 46% 46% 51%
Table 4.2: Percentage of the sky that can be observed
for a given type of target as defined above according
to the probability maps for at least 50%. The first
line gives the altitude h of the orbit while the second
yield the minimum angle from the limb of the Earth
to the LOS. The South Atlantic Anomaly is included
in every simulation.
Table 4.2 present the percentage of the sky which
can be observed by CHEOPS during the year 2018
for different categories of planets. It can be seen that
the 50% of the sky visible to CHEOPS as required by
the SciReq 2.1 (see §4.2) is barely reached. It must
be pointed that 700 km stands out with the maximal
percentage for Super-Earth. This is justified by the
trade-off between the time spent in the SAA against
the viewing zone that increases with increasing al-
titude. At 620 km, the results are counter-intuitive
as both type of target yield viewing zone larger than
50%. The SAA plays therefore a very important role
as the two other effects – namely stray light flux and
observable region that scales with the altitude – are
counter-balanced.
Given a probability of observing a transit (say
200% or 2 transits for Neptunes and 50% for Super-
Earths), zones with the same limiting magnitudes
can be plotted. Shown in Fig. 4.19, they reveal that
for both type of targets, they are pretty similar. It
is clear that Neptunes are easier to find (the prob-
ability limit is set to 4 times the one for the Super-
Earths). Those plots also add to the fact that observ-
ing a Neptune-like planet in Northern winter around
a faint star will be borderline impossible.
Interruptions in the observations will degrade the
SNR, but are unavoidable and amount up to 50% as
it is a parameter of the simulation. Pristine obser-
vations can still be made, but those targets must be
located in very specific regions, namely in the “but-
terfly wings”. Despite this drawback, those maps
remain a lower bound on the probability as the mag-
nitudes used reflect the upper limit of their group
and that orbital periods can be shorter than the one
used. From those maps, it can therefore be seen that
(1) CHEOPS will indeed be able to observe the target
it intends to study and that (2) most of those targets
can also be seen by ground-based observatories lo-
cated in the Southern hemisphere (La Silla, host of
the HARPS is at located ∼ 29◦ S).
4.3.3 Number of Stars in the Field
Several stars in the field can be an important source
of noise. To estimate how many stars are in the
field of view of the instrument for any given star,
the Tycho-2 catalogue was used (?) which contains
2’539’913 stars. If there is another star close to the
target, then the tails of the PSFs will overlap which
is bad for the photometric signal. The photometry
of the target star will indeed have another source
that contributes to the signal: the near star. Even if
the light curve of a star is given in relative values,
the fact that there is a systematic contribution from
the other star, decreases the depth of the transit and
hence reduces the probability to detect the object.
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Figure 4.13: Star density in the sky in a window of equiv-
alent size than the field of view if the CHEOPS detector..
There are two different fields of view in CHEOPS:
(1) the whole detector (FOV) and (2) the region of
interest. The former has a surface of 0.4 degree
squared (≡ 1440 arcmin2 ≡ 1 Mpx) and later 57.6
arcmin2 ≡ 200 × 200 px. Between the two fields,
there is a factor of 25. An estimation is made by
computing the density of the stars in a given surface
of the sky. This was performed for two surfaces: the
field of view of the whole telescope and the size of
the region of interest. Here as well, the Tycho 2 cata-
logue was used as the reference for the position and
the magnitude of the stars. The probability of having
at least one mV < 10 star in the FOV when looking
at a given position in the sky is almost 1 around the
ecliptic plane. The most crowded field that can be
observed in the region of interest is basically to look
close to a binary star. As the brightness of the star
increases, their density decreases. There are only
around 77’000 stars brighter than magnitude 8.5 in
Tycho 2 for more than 2’500’000 entries. A plot of the
density of stars in the sky in the field of view of the in-
strument can be seen in Fig. 4.13. The most densely
populated regions in the sky are of course close to
the plane of the Milky Way. However, there exist
also poorly populated regions that could be useful
for calibration purposes (see §4.3.4).
When cross-referencing this to the yearly observ-
ability maps, it can be seen that the plane of the Milky
Way does not coincide with the plane of the orbit.
This mean that the stellar density in the field varies
across the year. For example, the butterfly wing in
the observation map around May 21 (∼ 240◦) will be
a region of sparse field. This is no longer the case at
the next coincidence of the planes of the terminator
and the orbit (centred on July 21, ∼ 300◦). During
the first months of the year 2018, CHEOPS is con-
strained to observe an area close to the plane of the
Milky Way.
The target list is unknown at this time, however the
distribution of exoplanets discovered by RV is fairly
homogeneous5. Due to the nature of the RV mea-
surements, the stars must be relatively bright (rel-
atively to transit detection) to obtain good enough
data. Thus crowded fields are not likely to be often
an issue even if it cannot be excluded.
4.3.4 The Use of Empty Regions in the
Sky for Calibration Purposes
In an effort to reduce the noise on the signal in the
long term, the ageing of the detector must be taken
into account. Modelling this is not trivial and would
yield a statistical answer and not give the state of
one particular pixel. The dark signal in the frame
can evolve with time and then so do the flat-fielding
corrections. Pre-launch calibrations on the instru-
ment will of course be performed on the ground.
For a good estimation of the dark current and host
spots, the detector must expose frame in complete
darkness which means with a shutter closed or in a
pitch dark room. For the flat-fielding, the detector
must be illuminated by a constant flux. The hot spots
or hot pixels are particularly sensitive pixel that sat-
urate very quickly.
Once in orbit, those calibration measurements may
prove difficult to obtain. Indeed, CHEOPS in its cur-
rent version is neither equipped with a lamp that
would be able to illuminate the detector nor with a
shutter to see the dark current and the evolution of
the hot spots. The question now is can the tempo-
ral evolution of the dark current be monitored? The
effect of the vibrations due to the handling on the
ground and most prominently the launch can be ob-
served by taking a few frame before the opening of
the cover which protects the telescope from contam-
inations. This technique can only be used once as
the cover can only be opened once in order to ensure
that it does open once CHEOPS in orbit. There are
several possible solutions to calibrate without any
shutter. For the Hubble Space Telescope, different
techniques have been tried (?) such as obtaining flats
from on-board calibration lamp, crowded regions or
observations of the Earth in the night or of the moon-
lit Earth. All of those techniques did not reveal any
very satisfying results.
The moonlit or the dark Earth could be tried on
CHEOPS or even, if it is observable, an Earth-lit
Moon that may be more uniform – there are obvi-
ously no thunderstorms or cities on the Moon. Here
another question was investigated: given the fairly
small field of view of CHEOPS, doe there exist re-
gions in the sky that would be faint enough? Of
course, it all depends upon what faint enough means.
5Based on data from http://www.exoplanets.org, retrieved
April 30th 2013.
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The detector chosen for CHEOPS is the “CCD47–
20 Back Illuminated High Performance AIMO” from
the European company e2v. Using the data sheet of
the CCD (?), the characterisation of the typical dark
signal yields that the brightest object in the field must
be of the order of magnitude V = 23 6. The zodical
light described by ? yield a equivalent magnitude
of 23.3 to 22.3 per arcsec2. A pixel of CHEOPS de-
tector is equivalent to one arcsec and hence it would
be faint enough to characterise the dark signal well.
The question is: do sufficiently empty regions ex-
ist in the sky? The coordinates of several candidate
regions are shown in appendix D with maps of the
local sky. Dark current variations with time could
therefore be monitored by looking at those regions.
If proven that those are actually empty enough, then
a calibration could be performed in those regions.
To answer this question the Tycho-2 catalogue was
– again – used to find less denser regions in the sky.
It has to be noticed that this catalogue is not com-
plete for objects fainter than a magnitude of about
12 (?). To probe fainter regions, the catalogue galaxy
Sloane Digital Sky Survey (SDSS) where possible (?).
Some other regions remain to be explored carefully
to look for bright objects. Figure 4.14 present the
distribution of those regions in the sky.
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Figure 4.14: Distribution of possibly empty regions
(white crosses) that could be used to calibrate the detector.
The map represent a cumulative observation time for a
minimum of 4 minutes of observations plus 6 of acquisi-
tion time at an altitude of 800 km.
There are three main regions: two within ±30◦
degrees of the ecliptic and one about 70◦ North. As
the observable zone moves from left to right in Fig.
4.14 (increasing right ascension) with time, the region
close to α = 60◦ is visible from end of November to
about mid January. The second near 150◦ is more
difficult to see due to its high declination, but can
be observed in early spring while the last group of
6see §B.2 for more details on this computation.
empty zones in the sky could be observed between
the spring terminator–orbital plane alignment and
the summer solstice.
The small field of view of CHEOPS – 1440 arcmin2
– can therefore look at regions in the sky in which
the faintest objects have V magnitudes of the order
of 22-23 according both to the Tycho-2 and the SDSS
catalogues. Further explorations of those regions
should be performed to ensure that no bright object
were missed. The in-flight calibration of the dark
current and of the hot spots could be done in the
best case about three times a year which could be
enough to characterise the degradation of the dark
signal with time as well as the map of the hot pixels.
Flat fielding on the other hand may prove difficult
with this method: although the illumination is fairy
constant and homogeneous, it might be too faint.
HST observations of the zodical light (see cited paper
before) showed that the flux of photons was too low
to get a sufficient flat out of the data. But the detector
of the two space telescopes are difficult to compare.
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Figure 4.15: Probability maps to detect a transit. Altitude of 800 km. Interruptions maximal set to 50 min of the
orbit, acquisition time set to 6 minutes. – Left. Map for a Super-Earth planet. – Right Map for Neptunes.
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Figure 4.16: Probability maps to detect a transit. Altitude of 700 km. Interruptions maximal set to 50 min of the
orbit, acquisition time set to 6 minutes. – Left. Map for a Super-Earth planet. – Right Map for Neptunes.
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Figure 4.17: Probability maps to detect a transit. Altitude of 620 km. Interruptions maximal set to 50 min of the
orbit, acquisition time set to 6 minutes. – Left. Map for a Super-Earth planet. – Right Map for Neptunes.
page | 45
Kuntzer, T. Simulation of Stray Light Contamination
60◦S
30◦S
0◦
30◦N
60◦N
0◦ 30◦ 60◦ 90◦ 120◦ 150◦ 180◦ 210◦ 240◦ 270◦ 300◦ 330◦
0.0% 36.1% 72.2% 108.4% 144.5%
Probabilty of seeing a transit of 6 hours for V=9.0
60◦S
30◦S
0◦
30◦N
60◦N
0◦ 30◦ 60◦ 90◦ 120◦ 150◦ 180◦ 210◦ 240◦ 270◦ 300◦ 330◦
0.0% 99.8% 199.5% 299.3% 399.0%
Probabilty of seeing a transit of 3 hours for V=12.0
Figure 4.18: Probability maps to detect a transit. Altitude of 800 km. Interruptions maximal set to 50 min of the
orbit, acquisition time set to 6 minutes and a stray light exclusion angle reduced to 25◦. – Left. Map for a Super-Earth
planet. – Right Map for Neptunes.
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Figure 4.19: Probability maps to detect a transit for very large uncertainty on the transit time. Altitude of 800 km.
Interruptions maximal set to 50 min of the orbit, acquisition time set to 6 minutes. – Left. Map for a Super-Earth
planet. – Right Map for Neptunes.
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Figure 4.20: Altitude of 800 km. Interruptions maximal set to 50 min of the orbit, acquisition time set to 6 minutes.
Faintest magnitudes that can be observed. . . – Left. when looking at Super-Earths with at least a probability of 50%
of observing a transit. – Right. when looking at Neptunes with at least two observable transits.
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Chapter5
Conclusions & Outlooks
CHEOPS is the first mission of its kind: the “Small-Class” missions of ESA. With tight budgets in a
lot of different areas – cost, mass, volume, data trans-
mission, . . . – it is still able to reach scientific goals
of great importance in the field of exoplanets (§2.3).
CHEOPS is a follow-up mission; it does not aim at
necessarily discovering new planets, but at better
constraining the parameters of those already discov-
ered. The characterisation of different types of ex-
oplanets – Super-Earths, Neptunes and hot-Jupiters
– will allow a more in-depth understanding of the
evolution and formation model of planetary systems
(§2.1.1 and following). CHEOPS will primarily mea-
sure radius of small planets and probe atmospheres
which require pristine observations. The technique
used by the satellite is the transit method (§2.2) which
measures the dimming of light that occurs when a
planet eclipses its host star. One of the requirements
is to reach a noise of maximum 20 ppm over 6 hours
of integration for Super-Earths around stars brighter
than V = 9. This can only be reached by observ-
ing from space and by analysing and mitigating the
different sources of noise.
The objectives of this work were to study and un-
derstand the behaviour of the stray light flux for dif-
ferent quantities in terms of orbits, exclusion angles
or optics. Using a software developed in a previous
phase of the project to generate the limit of the obser-
vation region seen by CHEOPS, the stray light flux
was computed. It was showed that this first software
had flaws in the way the stray light exclusion angle
was computed which could generate erroneous ob-
servation maps (§3.1.3). i.e. that the flux could be
higher than the requirement of 1 photon per second
per pixel. In order to compute the stray light, an
existing code was extensively rewritten (§3.2) to re-
move errors in the computations and speed up the
process. To handle this code, a pipeline was devel-
oped (§3.3.1) which manages the inputs and outputs
and transfer them to a suite of analysis tools (§3.3.2).
The analysis focuses on the year 2018, the year fol-
lowing the launch. The peculiar orbit of the satellite –
Sun-synchronous orbit (SSO) – imply that the view-
able region moves with time and that the relative
angle between the planes of the night–day termina-
tor and the orbit evolves (§4.1.2). The effect of this is
that the stray light flux has a strong seasonal varia-
tion. The general shape is a smooth W-shaped that
is centred around the June solstice1.
Unsurprisingly, the altitude of the orbit impacts
the amount the stray radiation received. The higher,
the less flux measured. It reduces by about 20%
when going from 700 to 800 km altitude. An in-
creasing altitude allows also for a larger viewing
zone. However, there is a complication as there ex-
ists a zone of very high radiation called the South
Atlantic Anomaly which greatly perturbs the opera-
tions on-board satellites that fly in the region (§4.3.1).
Through the analysis of sky maps of the cumulative
observation time (§4.2) and the probability of detect-
ing a transit (§4.3.2), it can clearly be seen that there
are two favoured regions that combine long possi-
ble observation times and low stray light contami-
nation. Those regions correspond to the periods in
the year when the two planes are close to be aligned
to one another. The effect of changes in the opti-
cal assembly (§4.1.4) materialised by a change in the
point source transmittance (PST – §2.4) must remain
within a factor of 2 or 3 to the preliminary RUAG de-
sign to enable the pristine observations required by
the CHEOPS mission. The diminution of the stray
light exclusion angle does not increase the visibility
of faint stars (9 . V . 12.5), but does increase the ob-
servation capabilities for bright stars (6 . V . 9). A
thus post-processing of the stray light flux is neces-
sary to eliminate regions that does not comply with
the requirements.
This work also pointed out a solution to the cali-
bration of the dark current and of the hot pixels of the
1As discussed in §4.1.2, this depends on the Local Time of the
Ascending Node. The baseline is to set it to 6 am (§2.3).
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instrument. As the field of view of the instrument
is very narrow, there exist regions in the sky that are
“empty” to the sensitivity of the CHEOPS detector
(§4.3.4). Those regions can be looked at regularly
throughout the year and by their observation, the
ageing of the detector can be measured and there-
fore decorrelated from the data.
A few recommendations can be made from the
results obtained during this master thesis:
1. Simulate the stray light in order to assess the limit-
ing magnitude due to the stray light and correct
the visible region for the targets;
2. A stray light exclusion angle of 25◦ or 28◦ can be
used in the generation of the visible zone. An
exclusion angle of 35° does not ensure that the
stray light will be lower than the requirements.
It may very well be much higher and in that
case, potential targets would be lost;
3. A high altitude may not be the solution: even if
increasing the altitude does increase the visible
zone, it does not necessarily improve the quality
of the observations. This fact is due simply to
the SAA whose crossing imposes to stop any sci-
entific activity on-board and damages the CCD.
When assessing the observable zone in terms of
transit detection probability, the orbit SSO620 or
SSO700 yield the best results;
4. There are two favoured observation times that must
be used for pristine observation. In April and mid-
September, the visible zone is the less inter-
rupted by the stray light exclusion angles and
the stray light flux minimal. Those regions in the
sky are limited to short periods of times around
those dates, but are prone to long observation of
faint stars;
5. Short period planets should be observed in Northern
winter. Regardless of the magnitude of the host
star, the period close the December solstice is
difficult to observe as the satellite enters deep in
the illuminated Earth. Short period transiting
planets would be easy to observe as their eclipse
occurs often and can be observed several times.
Future work should continue the efforts started
here to prepare the scheduling of the observations to
increase the science efficiency of the satellite. More-
over, a similar detailed stray light analysis should be
carried out once a more finalised PST is computed.
This “ideal” PST does not take into account the dif-
ferent contaminations or misalignments that arise
during manufacturing and handling of the optical
assembly. A worst-case study should also be able
to characterise the losses in terms of observations
or inversely, from a tolerable amount of losses, the
maximum difference to the ideal PST can be quan-
tified. The effect of the Moon stray light could also
prove interesting. Furthermore and maybe most im-
portantly, the stray light calculator and viewing zone
simulator should be merged to have an efficient code
that could predict the observations of CHEOPS.
The goals of this Master thesis have fully been
reached. The study of the stray light gave rise to
several high level considerations for the mission
as well as allowed a first step towards the opti-
mised scheduling of the observations. This work
has proven that the science foreseen in the CHEOPS
proposal can be achieved in terms of sky visibility
and observation time. It also quantified the stray
radiation throughout the year and lead to consider-
ations about the altitude of the orbit, the definition
of the exclusion angles and the performance of the
optical assembly.
There are several other space-borne missions that
are planned to fly in the near future with the ob-
jective of surveying a large amount of star to detect
transits (e.g. Transiting Exoplanet Surveying Satellite
– TESS, ?) or other characterisation missions (Exo-
planet Characterisation Observatory – EChO, ?). The
former – the small NASA TESS –, which will discover
planets in the whole sky, will be launched about 6
months before CHEOPS and therefore, the syner-
gies between those two missions are evident. While
TESS is foreseen to discover up to several thousand
planets, CHEOPS could possibly continue the char-
acterisation of potentially interesting targets. The
later – ECho – will notably perform spectroscopy of
the atmosphere on interesting targets from the mid
2020s. CHEOPS could establish a list of potentially
interesting targets and with planet with atmosphere.
CHEOPS is an ambitious mission that will provide
information of great importance for the exoplanetary
science. In this context, this work paved the way
towards an efficient use of the observation time and
towards a high quality of data.
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List of Abbreviations
CCD Charged Coupled Device
CHEOPS CHaracterizing Exoplanets Satellite
EPFL Ecole Polytechnique Fédérale de Lausanne
ETHZ Eidgenössische Technische Hochschule Zürich
EChO Exoplanet Characterisation Observatory
ESA European Space Agency
ESO European Southern Observatory
FOV Field Of View
HARPS High Accuracy Radial velocity Planetary Search
HST Hubble Space Telescope
IAU International Astronomical Union
ICRF International Celestial Reference Frame
INAF Istituto Nazionale di Astrofisica / Italian national institute for astrophysics
LEO Low Earth Orbit
LOS Line Of Sight
LTAN Local Time of the Ascending Node
MOA Microlensing Observations in Astrophysics
NASA National Aeronautics and Space Administration
OGLE Optical Gravitational Lensing Experiment
ppm Parts per million
PSF Point Spread Function
PST Point Source Transmittance function
RAAN Right Ascension of the Ascending Node
RMS Root mean square
RV Radial Velocity detection technique
SAA South Atlantic Anomaly
SDSS Sloane Digital Sky Survey
SL Stray Light
SNR Signal-to-Noise Ratio
SciReq Science Requirements (?)
SSO Sun-Synchronous Orbit
TAPS Theoretical Astrophysical and Planetary Science Group at UniBe
TESS Transiting Exoplanet Survey Satellite
UniBe University of Bern
UniGe University of Geneva
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AppendixB
Additional Computations
B.1 Analysis of Stray Light Exclusion Angle from the Terminator
As explained in section §3.1.1, the stray light exclusion constraint is relaxed when observing over the night.
The stray light exclusion angle is measured from the terminator along the line of sight. The condition is that
this angle θ is larger (or equal) than the threshold angle θ∗. This threshold angle is the same as the stray
light exclusion angle θ∗ = α⊕ = 35◦. In the following, it will be shown that this computation is necessary,
but not sufficient and thus dangerous. Indeed, in certain configurations1, photons reflected close to the
terminator can enter the telescope with angle less than the threshold. An example of this bad configuration
is shown in Fig. B.1.
To Sun
Earth rotation axis
Equator
Inclination
Orbital plane
b
LOS θ
Figure B.1: Left. Example of a typical faulty target (green star) on the projected map of the Earth. The illuminated
part is in yellow, the night in black. Red crosses are all cells that are visible in the sky. The pink region is the illuminated
part of the Earth seen by the satellite while the blue one is illuminated, seen and contributing to the stray light. Wrong
angles are shown in red to yellow near the terminator. The x-axis represents the right ascension in degrees and y-axis
is the declination. – Right. Sketch of the position of the satellite (black dot). θ is the stray light exclusion computed
only to the terminator.
The consequence of having angles lower than the threshold is the presence of spikes in the stray light
flux. This considerably slows the computational process down the process as these spikes vary from one
orbit to another.
1Those configurations are basically when the plane of the orbit is close to the plane of the terminator.
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b
ψLOS
c
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b
ψ
b
θ
θ
h
c
Figure B.2: The grey zone is the night side of the Earth and the black dot the satellite (which is over the day side).
ψLOS is the angle measured from the normal of the local terminator line to the line of sight – Left. View from the top.
The distance b is the distance from the intersection between the line a and the terminator and the intersection between
the line c and the terminator. – Right. Side view.
The situation is sketched in figure B.2. The horizontal distance of the satellite to the terminator a is fixed
for a given time and so is h, the altitude of the satellite. It has to be noted that what follows intends to
show in a simplified way that angles can drop below 35°. The angle ψ is measured from the normal of the
terminator to the line of sight or to the line joining the telescope and an illuminated surface. Therefore:
a = cst, b = a tanψ =⇒ c = a
√
1 + tan2 ψ (B.1)
When looking at this in the plane of the vertical, h is constant as it is the altitude of the satellite, c varies in
function of θ:
tanθ =
h
c
(B.2)
Bringing those two equations together by eliminating c yields:
h
a
√
1 + tan2 ψ
= tanθ =⇒ arctan
 ha √1 + tan2 ψ
 = θ ≥ θ∗ (B.3)
This is calculated in the observability map code for the line of sight only. However, if ψ is sufficiently
decreased, then θ may drop below θ∗. Indeed:
if ψ↗ =⇒ a
√
1 + tan2 ψ↗ =⇒ h
c
↘ =⇒ arctan() = θ↘ (B.4)
and therefore, if the target is placed such that ψLOS is large enough, there exist parts of the illuminated Earth
that can be seen with an angle less than θ∗. Note that this is valid only for angles ψ ∼ ψLOS.
B.2 Dark Current Noise
This section is dedicated to the characterisation of the dark current. One idea is to point at an empty region
of the sky and take frames just like it would be done during calibration, but without a shutter. Here, the
emphasis is on what does empty mean. What is the limiting magnitude of the remaining objects in the field
of view ? At the time of writing, the selected detector is the CCD AIMO from the company e2v. In the data
sheet (?, private communication), the dark signal Qd is given by the empirical law valid between 230 and
300 K:
Qd
Qd0
= 1.14 · 106T3 exp
(
−9080
T
)
(B.5)
page | 52
Simulation of Stray Light Contamination Kuntzer, T.
where Qd0 = 250 e−/px/s is the dark signal at 293 K. The 1σ variation is given to be ±60 e−/px/s. Below
230 K, additional contribution to the dark current with weaker temperature dependence can arise. The
temperature the detector on-board CHEOPS will be 233 K which therefore yield:
Q∗d = (4.9 ± 1.0) · 10−2
e−
px s
(B.6)
In order to characterise correctly the dark current across the detector, the lowest estimation of the quantum
efficiency of the CCD is taken into account (QE = 0.75 e−/ph) and therefore the equivalent flux of photon
would be:
N∗d = (5.72 ± 1.37) · 10−2
ph
px s
(B.7)
This flux N∗d would be equivalent of observing a star which would trigger a response from the CCD of the
same value. Therefore, a limiting magnitude can be computed for the field of view. To convert the flux to
magnitude in the right units, the following formula is used (see §3.3.3 for justification):
mV = −52 log10
 N∗dJVFv δλλ ( RtelRPSF )2
 (B.8)
which yields a magnitude of mV(N∗d) = 19.6 ± 1.6. The brightest objects in the sky should not perturb the
measurement, so the limiting magnitude Vl is set to one fainter than the best case for the magnitude which
is:
Vl = 19.6 + 1.6 + 1 ≈ 23 (B.9)
This limiting magnitude is extremely faint and therefore very difficult to observe without other sources of
noise – such as the stray light – can arise.
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AppendixC
Examples of Visibility Charts
The above analysis was performed using only a few generic assumptions such as the transit time, orbital
period and limiting magnitude. CHEOPS catalogue will contain the coordinate of the object as well as the
predicted time of transit. In order to make the first steps towards this very important tool in the CHEOPS
mission, a script was developed that, in the very same idea as above, computes when a particular object of
a catalogue is be visible. An example of such a chart is given in Fig. C which depicts visible stars for an
altitude of 800 km and the first week of January 2018 for a few known exoplanets that could be potential
targets. It can clearly be seen that the SAA does not influence the observation in the same fashion for all
stars. In this chart, only targets of negative declinations are shown. This script automatically computes
the observable periods of the target using a minimum observation time and a given magnitude. Of course,
for development and understanding purposes, the limiting magnitude or SAA criteria can be switched off.
In the future, ingress and egress times will enable to build a list of possible observations from which the
schedule will be deduced. It can be seen that although the SAA perturb a lot the observations, there are
still targets that can be observed almost continuously: they are points that are always visible, except for the
SAA interruptions.
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Figure C.1: Visibility Charts for the first week of 2018 for an orbit at 800 km. There are 20 objects, all located in
negative declinations area. The object’s name and the V magnitude in parenthesis are given. – Top. Without the
constraint of the SAA. – Bottom. With the SAA.
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AppendixD
Empty Regions in the Sky
In the following, regions that would match the criteria of “empty” (as defined in §4.3.4) are presented. The
red square in the plot represent the whole field of view of CHEOPS (1440 arcmin2) while the inner red circle
depicts the region of interest. All regions presented on this page were checked again the SDSS. The next
page presents regions that were not checked against a catalogue of faint objects. The stars in the maps are
plotted according to their data in the Tycho-2 catalogue. The V magnitude is shown for stars brighter than
the 10th magnitude.
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Figure D.1: Sky maps for empty regions checked against the SDSS catalogue.
page | 56
Simulation of Stray Light Contamination Kuntzer, T.
17
h
30
m
25.7
s
17
h
33
m
00.0
s
17
h
35
m
34.3
s
17
h
38
m
08.6
s
−27
◦
19
′
17.1
′′
−26
◦
40
′
42.9
′′
−26
◦
02
′
08.6
′′
−25
◦
23
′
34.3
′′
−27
◦
19
′
17.1
′′
−26
◦
40
′
42.9
′′
−26
◦
02
′
08.6
′′
−25
◦
23
′
34.3
′′
8.5
9.4
8.8
9.5
9.4
8.7
9.9
8.99.6
9.1
7.3
8.2
9.1
9.2
9.3
9.9
8.2
.8
8.8
7.3
9.78.6
9.0
9.6
9.1
9.7
7.3
9.3
9.6
9.7
9.1 9.3
16
h
21
m
00.0
s
16
h
23
m
34.3
s
16
h
26
m
08.6
s
16
h
28
m
42.9
s
−25
◦
23
′
34.3
′′
−24
◦
45
′
00.0
′′
−24
◦
06
′
25.7
′′
−23
◦
27
′
51.4
′′
−25
◦
23
′
34.3
′′
−24
◦
45
′
00.0
′′
−24
◦
06
′
25.7
′′
−23
◦
27
′
51.4
′′
8.5
9.4
8.8
9.5
9.4
8.7
9.9
8.9
9.6
9.1
7.3
16
h
26
m
08.6
s
16
h
28
m
42.9
s
16
h
31
m
17.1
s
16
h
33
m
51.4
s
−24
◦
44
′
60.0
′′
−24
◦
06
′
25.7
′′
−23
◦
27
′
51.4
′′
−22
◦
49
′
17.1
′′
−24
◦
44
′
60.0
′′
−24
◦
06
′
25.7
′′
−23
◦
27
′
51.4
′′
−22
◦
49
′
17.1
′′
8.5
9.4
8.8
9.5
9.4
8.7
9.9
8.9
9.6
9.1
7.3
16
h
28
m
42.9
s
16
h
31
m
17.1
s
16
h
33
m
51.4
s
16
h
36
m
25.7
s
−24
◦
44
′
60.0
′′
−24
◦
06
′
25.7
′′
−23
◦
27
′
51.4
′′
−22
◦
49
′
17.1
′′
−24
◦
44
′
60.0
′′
−24
◦
06
′
25.7
′′
−23
◦
27
′
51.4
′′
−22
◦
49
′
17.1
′′
8.5 9.4
8.8
9.5
9.4
8.79.9
8.9
9.6
9.1
7.3
8.2
16
h
23
m
34.3
s
16
h
26
m
08.6
s
16
h
28
m
42.9
s
16
h
31
m
17.1
s
−21
◦
32
′
08.6
′′
−20
◦
53
′
34.3
′′
−20
◦
15
′
00.0
′′
−19
◦
36
′
25.7
′′
−21
◦
32
′
08.6
′′
−20
◦
53
′
34.3
′′
−20
◦
15
′
00.0
′′
−19
◦
36
′
25.7
′′
8.5
9.4
8.8
9.5
9.4
8.7
9.98.9
9.6 9.1 7.3
8.2
9.1
9.2
9.3
9.9 8.2
9.8
8.8
7.3
9.7
8.6
9
h
29
m
34.3
s
9
h
32
m
08.6
s
9
h
34
m
42.9
s
9
h
37
m
17.1
s
73
◦
36
′
25.7
′′
74
◦
15
′
00.0
′′
74
◦
53
′
34.3
′′
75
◦
32
′
08.6
′′
76
◦
10
′
42.9
′′
73
◦
36
′
25.7
′′
74
◦
15
′
00.0
′′
74
◦
53
′
34.3
′′
75
◦
32
′
08.6
′′
76
◦
10
′
42.9
′′
8.5
9.4
8.8 9.5
9.4
8.7
9.9
8.9
9.6
9.1
7.3
8.2
9.1
Figure D.2: Sky maps for empty regions that still need further confirmation.
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AppendixE
Presented Poster
The following poster was presented during the science meeting №1 of the CHEOPS mission which took
place mid May 2013 in Bern. The purpose of this meeting was to present the CHEOPS mission and its
science to the (scientific) community. The section dedicated to the science with CHEOPS in this work is
based on talks given during this meeting. The poster was prepared in collaboration with Adrien Deline
from UniGe whose Master thesis also focussed on CHEOPS. His objective was to assess which targets could
be observed without taking into account the detailed stray light analysis performed here. He was followed
by David Ehrenreich. Luzius Kronig wrote the code that produces observability maps.
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