We describe a family of polynomials discovered via a particular recursion relation, which have connections to Chebyshev polynomials of the first and the second kind, and the polynomial version of Pell's equation. Many of their properties are listed in Section 3. We show that these families of polynomials in the variable t satisfy certain second-order linear differential equations that may be of interest to mathematicians in conformal field theory and number theory. We also prove that these families of polynomials in the setting of Date-Jimbo-Kashiwara-Miwa algebras when multiplied by a suitable power of t are orthogonal with respect to explicitly described kernels. Particular cases lead to new identities of elliptic integrals (see Section 5).
Introduction
Let R be the ring of meromorphic functions on a Riemann surface and with a fixed finite number of poles. Krichever-Novikov algebras arise as central extensions of Lie algebra of derivations Der(R), of loop algebras g ⊗ R, and Lax algebras (see [1] [2] [3] [4] [5] [6] [7] ). Let p(t) ∈ C[t] be a polynomial with distinct complex roots. In this paper, we concentrate on the ring R 2 (p), where R m (p) = C[t ±1 , u]/ u m − p(t) is the coordinate ring of a Riemann surface (when m = 2) with a finite number of punctures. The universal central extension of the Lie algebra R m (p) = Der(R m (p)) is called the mth superelliptic Lie algebra associated with p (cf. [8] ), and is a particular type of Krichever-Novikov algebra. When m = 2 and p is separable of degree greater than 4, the Lie algebras of derivations Der(R 2 (p)) and of loop algebras g ⊗ R 2 (p) are hyperelliptic.
In previous work of the first author with X. Guo, R. Lu and K. Zhao, interesting automorphism groups of Der(R) appear when R = C[t, (t − a 1 ) −1 , . . . , (t − a n ) −1 ]. In particular, the five families of groups studied by Klein (C n , D n , A 4 , S 4 and A 5 ) are precisely the only groups that appear as automorphism groups of derivations of R (cf. [9] ). Automorphism groups play an important role in the study of conformal field theory. For example, the monster simple group is known to appear as the automorphism group of a particular CONTACT Ben Cox coxbl@cofc.edu vertex operator algebra (cf. [10] [11] [12] ), and other finite sporadic simple groups make their appearance as conjectured automorphism groups in Umbral Moonshine.
In this paper, we study families of polynomials that arise in the description of the groups of units of the automorphism group Aut(R 2 (p)) of the Lie algebra of derivations of R 2 (p). The original motivation for describing these units is to help one determine the automorphism ring and consequently, the classification problem of the rings R 2 (p), and thus Lie algebras R 2 (p). Such invertible elements have deep and important connections to the solutions of the polynomial Pell equation
that appear in number theory (cf. [8, Lemma 11, 13] ). In the case when p = t 2 − 1, the pairs of Chebyshev polynomials T n (t) and U n (t) of the first kind and of the second kind, respectively, provide us with the solutions to the particular Pell equation
(cf. [14] ), and thus give a complete description of the group of units. We would like to give another motivation for the study of such rings and their associated Lie algebras Der(R 2 (p)) and g ⊗ R 2 (p). Date-Jimbo-Kashiwara-Miwa studied integrable systems arising from the Landau-Lifshitz differential equation in [15] . This differential equation describes time evolution of magnetism in solids:
where
The Landau-Lifshitz (LL) differential equation has been integrated in [16] . Note that a Lax pair for the Landau-Lifshitz differential equation was found, and its elliptic automorphic Lie algebras were introduced in [17] . Here,
where x 1 = x, x 2 = −ıt and
and the σ j are the usual Pauli spin matrices. The coordinates (z 1 , z 2 , z 3 ) are the coordinates of an elliptic curve
Besides, this the corresponding Riemann-Hilbert problem for the LL equation was developed by Mikhailov [18] and Rodin [19] . The resulting LL hierarchy and its appearance in the study of the asymmetric chiral field was also treated by Holod [20] .
From an unramified covering sending (z 1 , z 2 , z 3 ) to (u = 4z 1 z 2 , t = 2z 3 ), Date-JimboKashiwara-Miwa introduced in [21] the infinite-dimensional Lie algebra sl(R 2 (p)) which is a one-dimensional central extension of
where b, c ∈ C, b = ±c, and g is a simple finite-dimensional Lie algebra. This central extension acts on the solutions of (1.2) as infinitesimal Bäcklund transformations, which is the motivation for calling these algebras DJKM-algebras. One should note that they are particular examples of Krichever-Novikov algebras. After a suitable change of variables, we reduce the study of this algebra to R 2 (p), where
As the main example in this paper focuses on a description of units in ring R 2 (p) for the polynomial p above (and other separable polynomials p), we will not completely review how certain non-classical orthogonal polynomials appear in the study of the universal central extension of the Lie algebra Der(R 2 (p)) and the loop algebra sl 2 ⊗ R 2 (p) for the polynomial in (1.5). Thus, we will be content with noting that interesting families such as associated Legendre, associated Jacobi, ultraspherical, and Chebyshev polynomials arise in the description of the universal central extension of Der(R 2 (p)) (cf. [22] ) and the loop algebra sl 2 ⊗ R 2 (p) (cf. [23] ). Also it should be noted that particular examples of the associated Jacobi polynomials of Ismail-Wimp make their appearance in satisfying certain fourth-order linear differential equations [24] . Lastly, we point out that the fourthorder differential equation in [23] also seems to be related to Kaneko-Zagier 's work on supersingular j-invariants and Atkins polynomials (see [25] ). One should also consider in this context the Krichever-Novikov equation as developed in the two papers [26, 27] . A Lax pair á la Sklyanin, in terms of the elliptic automorphic Lie algebras, was studied by Guil and Manas [28] . A symmetry analysis of the Krichever-Novikov equation was developed by Svinolupov et al. [29] .
A natural generalization of DJKM-algebra (1.4) and Der(R) is where the coordinate ring of the elliptic curve
where p(t) is a separable polynomial of degree greater than 4. In [8] , it was given necessary and sufficient conditions for the Lie algebra Der(R m (p)) to be simple, which their universal central extensions and their derivation algebras have been explicitly described. The authors also studied the isomorphism and automorphism problem for these Lie algebras by describing the group of units of R 2 (p) for particular p. In the process, it was realized that the group of units consists of sums of the form f n + g n √ p, where f n and g n are polynomials in t, √ p is ±u, and f n and g n satisfy the polynomial version of Pell's equation f 2 n − g 2 n p = ct k for some k ∈ Z and c ∈ C × (cf. Lemma 2.1). The hyperelliptic Lie algebras are particular types of Krichever-Novikov (KN) algebras and some of the representation theory of such KN algebras have been reviewed and described in the monographs [6, 7] .
In this paper, we use the generating series for pairs of polynomials a n and b n satisfying the polynomial version of Pell's equation to derive a recurrence relation for a n and b n where a n + b n √ p := (a 1 + b 0 √ p) n (where we sometimes need the hypothesis a 2 1 − b 2 0 p = t 2k for some integer k). We give a description of the solution for this recurrence in (3.3) and (3.2) and use this solution to obtain multitude of analogues that generalize properties of Chebyshev polynomials of the first and second kinds. In particular, we discover analogues of a result used in 2-dimensional potential theory and multipole expansion, an analogue of Turán's inequality, and closed-form formula for products of a n 's and b n 's in terms of sums of such polynomials. This is in addition to finding summation formulae that relate b n to sums of the a n 's and also a growth formula for the b n 's (cf. Section 3). In Section 4, under the hypothesis that a 2 1 − b 2 0 p = t 2k for some k ∈ Z, we prove a key result that allows one to describe a n and b n in terms hypergeometric functions, Jacobi polynomials and Chebyshev polynomials. In this section, one will also find a version of Rodrigue's formulae for the a n and b n . The last result in Section 4, one will find second-order linear differential equations for which these polynomials a n and b n satisfy. Under the condition that p is the polynomial given in (1.5), one can see that one of these differential equations coincides with the one appearing in [22] (see (2.4) ). Moreover, we observe that our differential equations are of Fuchsian-type when p is (1.5).
Chebyshev polynomials are known to be orthogonal with respect to an appropriate kernel (see (5.1) and (5.2)). In the setting of DJKM-algebras, i.e. see (1.5), there is a three-step recurrence relation (5.3) that resembles those satisfied by orthogonal polynomials. This suggests that the Laurent polynomials t −n a n and t −n b n in the DJKM-algebra setting are orthogonal with respect to some kernel. We prove that this is the case and determine the respective kernels in the last main theorem of our paper, Theorem 5.1. Surprisingly, the orthogonality result obtained also gives identities of elliptic integrals, which is a new development in the theory of elliptic integrals. The last result we give is a property of the b n 's that is analogous to a property of the Shabat polynomials.
In Section 6, we give suggestions for future work.
Background

The automorphism group of the derivations of a Riemann surface
In [8] , where
} is the particular case of where p(t) is a separable polynomial, we studied the automorphism group Aut(R 2 (p)) of the derivations of a Riemann surface, which are directly related to the units. This is due to Lemma 3 in [8] , where one sees that R m (p) and R m (p) are intricately related by a derivation [30, 31] uses this derivation to relate the automorphism groups Aut(R 2 (p)) and Aut(R 2 (p)). Algebras that are central extensions of Lie algebras of the form DerR 2 (p) and g ⊗ R 2 (p), we called hyperelliptic Lie algebras due to the fact that u 2 = p(t) is the equation for a hyperelliptic curve. The case where p(t) is the separable polynomial of degree four in (1.4) giving rise to an elliptic curve, we call these algebras DJKM-algebras. All these algebras are Krichever-Novikov-type algebras.
The automorphism group of a Riemann surface with a finite number of punctures
There is a very large body of literature that has been devoted to the study of the automorphism group a Riemann surface, but we will not review what is known up to this time. In particular, it is an interesting question as to which finite groups can appear when fixing the genus of the Riemann surface. However, a reference for such work is [32] . On the other hand, a result in [8] describes the automorphism groups of particular classes of the algebras R 2 (p). The authors use the fact that an automorphisms sends an invertible element to an invertible element. Since the generators t and t −1 of the algebra appear as units, the image of these invertible elements helps to distinguish the distinct automorphisms, but one first needs to describe the group of units, and to that end, we have 
, an explicit description of all pairs of polynomials f and g that satisfy Pell's equation f 2 − g 2 p = 1 does not exist. As mentioned earlier, Chebyshev polynomials give all of the solutions when p(t) = t 2 − 1, and we recall from [8] the explicit description of f and g for the degree 4 polynomial in (1.5) with distinct roots (also see Lemma 4.1 with r = 0).
DJKM-algebras
Date-Jimbo-Kashiwara-Miwa [15, 21] studied certain integrable systems arising from the Landau-Lifshitz differential equation. In the DJKM setting, we will always assume p has the form (1.5); it is then clear that
It is easy to check that
Since λ i 's are related by the following relations: 
Observe that ıλ 1 (β, t) = λ 2 (−β, ıt) and p β (t) = p −β (ıt), so we will focus on powers of λ 2 . Next, we define the families a n and b n using the equation
where n ≥ 0. Note that we obtain b −1 = 0 when n = 0. In Section 2.4, we will derive the recurrence relation for
where the first few terms are
The families a n and b n are closely related to Chebyshev polynomials of the first and the second kind, as we will see below.
General separable p
For most of the paper, we will assume that p is separable, with the occasional exceptions in the examples noted below. So suppose we assume that a 1 and b 0 are polynomials with complex coefficients and the subsequent polynomials a n and b n are defined by the equation
(2.
3)
The generating series are then given:
for the pair a n and b n of polynomials. The second equation gives us
which is equivalent to
So we have the recurrence relation
where we assume b −1 = 0. The a n 's have a similar recurrence relation:
but with the initial condition a 0 = 1.
Some second-order linear differential equations
Chebyshev polynomials
Recall Chebyshev polynomials of the first kind T n (t) and of the second kind U n (t), which are defined recursively and satisfy the differential equations
respectively. They also satisfy the polynomial Pell equation:
DKJM setting: differential equation for the family b n of the second kind
We now return to the setting of
A rather tedious ad hoc derivation obtained in [8] of the second-order linear differential equation satisfied by b n 's (in the DJKM setting ) gives us
This ad hoc derivation did not yield a low degree linear differential equation satisfied by the a n 's in the setting of DJKM-algebras. However, in Section 4, we find a more general second-order linear differential equation for which the a n 's satisfy.
Consequences of the recurrence relation
Separable p
One can easily show by induction that the solution to our recursion relation
is solved by
for n ≥ −1.
we also obtain the following formula for the family of polynomials of the first kind:
The generating function in (2.3) gives us the summations in Proposition 3.1.
Proposition 3.1:
The following holds for the polynomials a n and b n :
(2) We have
(3) Generating functions related to two-dimensional potential theory and multipole expansion are
and
(4) We have exponential generating functions: 
(6) For m ≥ n, we give a closed form for products of a n 's and b n 's:
Proof: Equation (1) follows directly from (2.3).
For (3), we have
Exponential generating functions in (4) follow from
The following proves (5):
n − a n−1 a n+1
Finally, we leave the proof of (6) to the reader.
We give additional properties about a n and b n :
Proposition 3.2: (1)
The following summation formulae hold:
(2) The growth of {b n } n is determined as
Proof: The proof of the first equality in (1) is as follows:
and the proof of the second equality is
For (2), we have
and to prove the second equality, clear the denominator for b n in (3.2) to get
4. Second-order linear differential equations and polynomials a n and b n
The key lemma and its corollaries
For this section, we still consider p to be a separable polynomial. Recall that the hypergeometric function 2 F 1 (a, b; c; z) is defined as
where (a) n := a(a + 1)(a + 2) · · · (a + n − 1) is the rising Pochhammer symbol. The following is the key lemma used to prove Theorem 4.4:
, then we have a hypergeometric function description of a n and b n : a n = t rn 2 F 1 (−n, n;
where T n (t) and U n (t) are the nth Chebyshev polynomials of the first and second kind, respectively.
Proof:
We have
The next two corollaries provide us with alternative ways to compute the a n and b n that do not require their defining recursion relation. 2 1 − b 2 0 p = t 2r , the polynomials a n and b n are given by the following determinant formulae: 
Corollary 4.2: Provided a
where the above are n × n matrices, with n ≥ 1.
Proof: This follows from Lemma 4.1 and a result of Nash [33] : 
Proof:
The following are Rodrigues' formulae for the Chebyshev polynomials of the first and second kinds:
Using Lemma 4.1, we get the desired result.
Next result is also essentially a corollary to Lemma 4.1, but since it is more significant to us, we view it as a theorem. 
Second-order linear differential equations
for all n ≥ 0, where for the last equality, we assume b 0 is a constant.
Proof:
so using z = a 1 (t)/t r and Lemma 4.1, we obtain the second-order differential equation for the a n given above. Similarly, using b n = t rn b 0 U n (a 1 /t r ), we obtain the last second-order differential equation for the b n .
Remark 4.1:
In the DJKM setting, we obtain a second-order linear differential equation that the a n 's satisfy:
We were not able to come up with this differential equation in [8] .
Remark 4.2:
In the setting of the DJKM-algebra (cf. Equation (1.5)), the differential equation in Theorem 4.4 for b n 's reduces to Equation (2.4). Moreover, this differential equation for b n is of Fuchsian-type since the analytic coefficient of
for y has (distinct) poles at 0, ±i, ± β ± β 2 − 1 and the degree of the coefficient polynomial of y in (2.4) is 6, while the degree of the polynomial coefficient of y in (2.4) is 5, which is less than or equal to 12, as required. Similarly, one can see that the differential Equation (4.5) is of Fuchsian-type.
Orthogonality in the DJKM setting
The recursion relation for Chebyshev polynomials T n = T n (t) of the first kind is as follows:
with initial condition T 0 = 1 and T 1 = x, and it is known that these Chebyshev polynomials are orthogonal with respect to the kernel
Similarly, the recursion relation for Chebyshev polynomials U n = U n (t) of the second kind is
with initial condition U 0 = 1 and U 1 = 2x, and it is known that these Chebyshev polynomials are orthogonal with respect to the kernel
One may recall Favard's theorem (see [34, 35] ), which states given a family of polynomials p n , n ≥ 0 with p 0 = 1, p n having degree n, and satisfying a three-term recurrence relation of the form
where c n and d n are complex numbers, then the p n form a sequence of polynomials that are orthogonal with respect to some linear functional L with L(1) = 1 and L(p m p n ) = δ m,n . In the setting of DJKM-algebras, we can rewrite the recursion relation of the b n 's, (3.1), as 2(a 1 /t)t −n b n = t −n−1 b n+1 + t −n+1 b n−1 ,
which suggests that the Laurent polynomials t −n b n are orthogonal with respect to some measure if we view them as functions of a 1 /t.
Indeed, we prove that this is true in Theorem 5.1 and Corollary 5.2. Consider the polynomial in (1.5) studied by Date-Jimbo-Kashiwara-Miwa [15] and Date et al. [21] , and note that p(t) = q(t) 2 − 1, where q(t) = (t 2 − β)/ β 2 − 1 and p −β (it) = p β (t).
This gives us the explicit form:
From the recursion relation (3.1), we see that b n is a polynomial in t of degree 2n. 
Future work
Since the families a n and b n of polynomials are intimately related to Chebyshev polynomials, it is natural to study the fullest extent of their analogues. In Section 5, we specialized to the DJKM-algebra setting to obtain an orthogonality result for a n and b n . Our future work includes generalizing the orthogonality to other polynomials p, not necessarily of degree 4, whereby one will most likely obtain new identities in terms of hyperelliptic integrals.
