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Abstract
Magnetoencephalography (MEG) is a noninvasive brain signal acquisition technique that pro-
vides excellent temporal resolution and a whole-head coverage allowing the spatial mapping of
sources. These characteristics make MEG an appropriate technique to localize the epileptogenic
zone (EZ) in the preoperative evaluation of refractory epilepsy.
Presurgical evaluation with MEG can guide the placement of intracranial EEG (iEEG), the
current gold standard in the clinical practice, and even supply sufficient information for a surgi-
cal intervention without invasive recordings, reducing invasiveness, discomfort, and cost of the
presurgical epilepsy diagnosis. However, MEG signals have low signal-to-noise ratio compared
with iEEG and can sometimes be affected by noise that masks or distorts the brain activity.
This may prevent the detection of interictal epileptiform discharges (IEDs) and high-frequency
oscillations (HFOs), two important biomarkers used in the preoperative evaluation of epilepsy.
In this thesis, the reduction of two kinds of interference is aimed to improve the signal-to-noise
ratio of MEG signals: metallic artifacts mask the activity of IEDs; and the high-frequency
noise, that masks HFO activity. Considering the large number of MEG channels and the long
duration of the recordings, reducing noise and marking events manually is a time-consuming task.
The algorithms presented in this thesis provide automatic solutions aimed at the reduction of
interferences and the detection of HFOs.
Firstly, a novel automatic BSS-based algorithm to reduce metallic interference is presented and
validated using simulated and real MEG signals. Three methods are tested: AMUSE, a second-
order BSS technique; and INFOMAX and FastICA, based on high-order statistics. The auto-
matic detection algorithm exploits the known characteristics of metallic-related interferences.
Results indicate that AMUSE performes better when recovering brain activity and allows an
effective removal of artifactual components.
Secondly, the influence of metallic artifact filtering using the developed algorithm is evaluated in
the source localization of IEDs in patients with refractory focal epilepsy. A comparison between
the resulting positions of equivalent current dipoles (ECDs) produced by IEDs is performed:
without removing metallic interference, rejecting only channels with large metallic artifacts, and
after BSS-based reduction. The results show that a significant reduction on dispersion is achieved
using the BSS-based reduction procedure, yielding feasible locations of ECDs in contrast to the
other approaches.
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Finally, an algorithm for the automatic detection of epileptic ripples in MEG using beamformer-
based virtual sensors is developed. The automatic detection of ripples is performed using a
two-stage approach. In the first step, beamforming is applied to the whole head to determine
a region of interest. In the second step, the automatic detection of ripples is performed using
the time-frequency characteristics of these oscillations. The performance of the algorithm is
evaluated using simultaneous intracranial EEG recordings as gold standard.
The novel approaches developed in this thesis allow an improved noninvasive detection and
localization of interictal epileptic biomarkers, which can help in the delimitation of the epilepto-
genic zone and guide the placement of intracranial electrodes, or even to determine these areas
without additional invasive recordings. As a consequence of this improved detection, and given
that interictal biomarkers are much more frequent and easy to record than ictal episodes, the




La magnetoencefalograf´ıa (MEG) es una te´cnica no invasiva de adquisicio´n de sen˜ales cerebrales
que proporciona una excelente resolucio´n temporal y una cobertura total de la cabeza, permi-
tiendo el mapeo espacial de las fuentes cerebrales. Estas caracter´ısticas hacen del MEG una
te´cnica apropiada para localizar la zona epileptoge´nica (EZ) en la evaluacio´n preoperatoria de
la epilepsia refractaria.
La evaluacio´n prequiru´rgica con MEG puede orientar la colocacio´n del EEG intracraneal (iEEG),
el actual modelo de referencia en la pra´ctica cl´ınica, e incluso suministrar informacio´n suficiente
para una intervencio´n quiru´rgica sin registros invasivos; reduciendo la invasividad, la incomo-
didad y el costo del diagno´stico de la epilepsia prequiru´rgica. Sin embargo, las sen˜ales MEG
tienen baja relacio´n sen˜al ruido en comparacio´n con el iEEG pudiendo imposibilitar la deteccio´n
de descargas epileptiformes interictales (IEDs) y oscilaciones de alta frecuencia (HFOs), dos
importantes biomarcadores utilizados en la evaluacio´n preoperatoria de la epilepsia.
En esta tesis, la reduccio´n de dos tipos de interferencia esta´ dirigida a mejorar la relacio´n sen˜al-
ruido de la sen˜al MEG: los artefactos meta´licos que enmascaran la actividad de las IEDs; y el
ruido de alta frecuencia, que enmascara la actividad de las HFOs. Debido al gran nu´mero de
canales MEG y la larga duracio´n de los registros, tanto reducir el ruido como seleccionar los
biomarcadores manualmente es una tarea que consume mucho tiempo. Los algoritmos presen-
tados en esta tesis aportan soluciones automa´ticas dirigidas a la reduccio´n de interferencias y la
deteccio´n de HFOs.
En primer lugar, se presenta y valida un nuevo algoritmo automa´tico basado en BSS para reducir
interferencias meta´licas mediante sen˜ales simuladas y reales. Se prueban tres me´todos: AMUSE,
una te´cnica BSS de segundo orden; y INFOMAX y FastICA, basados en estad´ısticos de orden
superior. El algoritmo de deteccio´n automa´tico utiliza las caracter´ısticas conocidas de la sen˜al
producida por la interferencia meta´lica. Los resultados indican que AMUSE recupera mejor la
actividad cerebral y permite una eliminacio´n efectiva de componentes artefactuales.
Posteriormente, se evalu´a la influencia del filtrado de artefactos meta´licos en la localizacio´n de
IEDs en pacientes con epilepsia focal refractaria. Se realiza una comparacio´n entre las posiciones
resultantes de dipolos de corriente equivalentes (ECDs) producidos por IEDs: sin eliminar in-
terferencias meta´licas, rechazando solamente canales con elevados artefactos meta´licos y, por
u´ltimo, despue´s de una reduccio´n utilizando el algoritmo BSS desarrollado. Los resultados
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muestran que se logra una reduccio´n significativa en la dispersio´n utilizando el procedimiento de
reduccio´n basado en BSS, lo que produce ubicaciones factibles de los dipolos en contraste con
los otros enfoques.
En segundo lugar, se desarrolla un algoritmo para la deteccio´n automa´tica ripples epile´pticos
en MEG utilizando sensores virtuales basados en la te´cnica de beamformer. La deteccio´n de
ripples se realiza mediante un enfoque en dos etapas. Primero, se determina el a´rea de intere´s
usando beamformer. Posteriormente, se realiza la deteccio´n automa´tica de ripples utilizando las
caracter´ısticas en tiempo-frecuencia. El rendimiento del algoritmo se evalu´a utilizando registros
iEEG simulta´neos.
Los nuevos enfoques desarrollados en esta tesis permiten una deteccio´n no invasiva mejor de
los biomarcadores interictales, que pueden ayudar a delimitar la zona epileptoge´nica y guiar la
colocacio´n de electrodos intracraneales, o incluso determinar estas a´reas sin este tipo de registros.
Como consecuencia de esta mejora en la deteccio´n, y dado que los biomarcadores interictales son
mucho ma´s frecuentes y fa´ciles de registrar que los episodios ictales, la evaluacio´n prequiru´rgica
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1.1 Fundamentals and neurophysiology of the brain
The central nervous system (CNS) is responsible for processing information received from all
parts of the body. The two main organs of the CNS are the brain and the spinal cord and
are entirely composed of two kinds of specialized cells: neurons and glia. The brain is the
most complex part of the human body and exerts a centralized control over the other organs.
Neurons, the basic working units of the brain, are designed to transmit information within the
brain to other nerve cells and to communicate with muscles and gland cells. The complex
architecture of the brain is built on the extensive number of interconnected neurons sharing
information through specialized connections called synapses. This connection allows neurons to
communicate through an electrical or chemical signals, producing ionic currents that generate
electric and magnetic fields.
The CNS is organized in multiple levels, from simple connections between cells to coordinated
cell populations, building a complex architecture of interconnected brain regions. The neural
processes at this last level are produced by the dynamic coordination of smaller elements. In
the cerebral cortex, all this brain activity is summated and its electric and magnetic fields can
be measured on the scalp surface.
1
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1.1.1 Brain anatomy and functions
From an anatomical point of view, the brain can be divided into three parts: the cerebrum,
cerebellum and brainstem (Figure 1.1 a). The cerebrum is the most developed part of the
human brain and is divided into the left and right hemispheres. The cerebral cortex consists of
the outer layers of the cerebrum and is commonly divided into three parts: the archicortex and
the paleocortex, which are the cortical parts of the limbic system; and the outermost layer called
neocortex, which is part of the mammalian brain and is involved in higher-order functions. Most
of the actual information processing in the brain takes place in the cerebral cortex. In humans,
as in mammalian and primates, this structure is folded and results into a much greater surface
area in the confined volume of the skull. Folds or ridges in the cortex are referred as gyri, and
grooves or fissures are called sulci. The main sulci define four lobes in each hemisphere: the
frontal, temporal, parietal and occipital lobes.
Figure 1.1: a) Diagrammatic representation of the major parts of the brain. b) Main structures
of the limbic system. Image adapted from Bear et al. (2016)
The largest brain lobes, the frontal lobes, are located at the front of each cerebral hemisphere.
They are involved in several functions of the body: motor functions, planning, reasoning, im-
pulse control, memory, and language. Behind these, the parietal lobe are located. Their main
functions are the processing of sensory information, understanding spatial orientation and body
awareness. The temporal lobes play an important role in organizing sensory input, auditory
perception, language and speech production, facial recognition, and memory association and
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formation. The occipital lobes are located at the posterior region of the cerebral cortex. Their
main function include visual perception, color recognition, reading comprehension, depth per-
ception and recognition of object movement.
Below the cortex and on top of the brainstem, a set of structures known as the limbic system
(Figure 1.1 b) are found. These are one of the most primitive parts of the human brain and
are involved in the emotions and motivations related to survival. The hippocampus consists
of two ”horns” that are associated to various processes of cognition related to spatial memory
and learning. At its lower end, the amygdalas are located. These are two almond-shaped
structures that work as an integrative center for emotions, emotional behavior, and motivation.
The thalamus has the important role of relaying sensory input to the cerebral cortex, and
also regulates consciousness, and alertness. The hypothalamus, located below the thalamus,
is involved in homeostasis processes, controls body temperature, hunger, fatigue, sleep, and
circadian rhythms (Purves and Williams, 2001).
The concept of limbic system has survived to modern times. However, the idea of a unified
limbic system is outdated, and the structures and processes related to memory and emotions are
more complex, involving also non-limbic areas of the brain (Rolls, 2015). In addition, functions
associated with cognition and reasoning require the action of the hippocampus, highly linked to
memory processes.
1.1.2 The neuronal activity
Neurons are the basic units of information processing of the nervous system. The brain contains
between 50 and 100 billion (1011) of neurons (Andreassi, 2000), specialized cells whose main
function is to receive stimuli and send responses through impulses. Although there are various
type of neurons, all of them contain four distinct regions: the cell body or soma, the dendrites,
the axon and the axon terminals (Figure 1.2).
The nucleus is found inside of the soma and is responsible for the synthesis of most of the
neuronal proteins and membranes. Axons are specialized in the conduction of action potentials,
a particular type of electric impulses, outward from the soma towards the axon terminals. These
are small branches of the axon that form the synapses, which are the connections with other
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Figure 1.2: Morphology of the neuron. Image from Carpenter and Reddi (2012)
neurons, glial cells or muscle fibers. Dendrites are responsible of receiving chemical signals from
the axon terminals of other neurons, converting these into electric impulses and transmitting
them to the soma. The neurons of the brain have extremely long dendrites with complex
branches allowing them to form synapses from a large number of neurons, up to a thousand
(Darnell et al., 1999).
To achieve a long-distance and rapid communication, neurons have special abilities for sending
electrical signals along axons. Generally, the information is transmitted in one direction: a
presynaptic cell (or sending cell) sends a signal that is picked by the postsynaptic cell (or
receiving cell), which can be a dendrite of another neuron, a muscle or a gland cell. The axon
terminal of the presynaptic cell contain vesicles filled with neurotransmitters. When a synapsis
occurs, these are released to a space called synaptic cleft and they bind with specific receptors
located at the plasma membrane of the postynaptic cell (Figure 1.3)
In its resting state, neurons have a negative concentration gradient. This state is called resting
membrane potential and is produced by a difference between the number of positive ions outside
and inside the neuron. During the resting membrane potential, there are more sodium ions
(Na+) outside than inside the neuron and more potassium ions (K+) inside than outside. The
number of positive charges outside the neuron is higher than inside, resulting in a negative charge
with respect to the exterior of the cell with a typical value of around -70mV. The ions try to
balance their concentrations through the flow of ions in and out the cell, but the cell maintains
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Figure 1.3: Communication at a chemical synapse. Image from Reece et al. (2013)
this potential stable through the sodium-potassium pump, forcing potassium back into the cell
and pushing sodium out of the cell at the same time.
The neurons feature different kinds of sodium and potassium channels: the voltage-gated chan-
nels that open and close when the membrane potential changes, the ligand-gated channels that
open when a neurotransmitter latches onto its receptor, and mechanically-gated channels that
open in response to the physical stretching of the membrane. When stimulus occur or neu-
rotransmitters arrive at the neuron dendrites, the mechanically-gated or ligand-gated sodium
channels open and sodium starts diffusing inside the cell, producing a positive increment on the
membrane potential. If this potential exceeds the threshold potential, around -55 mV, the large
number of voltage-gated sodium channels open rapidly increasing the number of sodium ions
inside and depolarizing the cell, triggering the start of the action potential. When the membrane
potential reaches around +40 mV, the sodium channels close and the potassium voltage-gated
channels open, allowing the diffusion of this substance outside the cell and repolarizing the
neuron. In this stage, the diffusion of potassium produces a higher negative membrane poten-
tial than in the resting state. This effect is known as hyperpolarization or undershoot, where
the membrane potential reaches -75 mV. At this point, potassium gates close and the sodium-
potassium pump restores the membrane into the resting potential. Before a new action potential
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can produced, a refractory period caused by the inactivation of the sodium channels preventing
the cell to fire during a period of time. Figure 1.4 describe the different phases of the generation
of an action potential in a neuron.
Figure 1.4: Generation of an action potential. Image from Reece et al. (2013)
An action potential only occurs in a limited area of the cell membrane, but the changes in
membrane potentials are enough to initiate another action potential in a neighboring space,
giving rise to another action potential further down the axon. The refractory period ensures
that the information travels only in one direction. When the electric impulse arrive to the axon
terminal, neurotransmitters are released, starting the process again in a new neuron.
Synaptic activity is often the most important source of extracellular current flow (Buzsa´ki et al.,
2012) but currents in the brain can also emerge from other non-synaptic sources that do play
significant roles in the nervous system (Jefferys, 1995). Neuronal activity in the brain gives
rise to transmembrane currents that can be measured in the extracellular medium. All neuron
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types contribute to these currents, but their contribution depends on the shape of the cell
(Jefferys, 1995). Pyramidal neurons are the most populous kind of excitatory neurons (2/3 of
the mammalian brain). Most of them are radially oriented in the cortex and orthogonal to the
brain surface. Its long dendrites can generate strong dipoles along its axis (see figure 1.5).
Figure 1.5: Generation of electrical and magnetic fields by synaptic currents in pyramidal cells.
Image adapted from Bear et al. (2016)
The orientation of this type of cells give rise to an open field, as the dendrites face one direction
and the soma another and there is considerable spatial separation between them (Buzsa´ki et al.,
2012). When a group of cells is excited simultaneously, the tiny synchronized signals sum up
to generate one larger signal that can be measured on the surface of the head (Bear et al.,
2016). The different modalities for measuring the neural activity will be discussed in section
1.2. By contrast, spherically symmetric neurons that whose equal-sized dendrites emerge in
all directions, may generate a closed electrical field when several dendrites are simultaneously
activated and their potential cancel between each other. In practice, this is rarely the case
and the depolarization of a single dendrite generates a small dipole. For this reason, some
deep structures can generate dipoles that contribute to the global signal measurable at the
extracellular medium (Attal et al., 2007).
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1.2 Acquisition systems
The summation of the spontaneous brain activity can be measured using different techniques
that can be classified into invasive or noninvasive procedures. Noninvasive techniques measure
the activity from the scalp. Electroencephalography (EEG) measures the electrical activity
using electrodes in contact with the skin and magnetoencephalography (MEG) measures the
magnetic activity using gradiometers and magnetometers. Invasive techniques, on the other
hand, can measure the activity directly from the cerebral cortex (electrocorticography) or even
in deep structures (intracranial electroencephalography). Several biomedical signal processing
methods have been used to evaluate and diagnose brain disorders in the time and frequency
domains (Sornmo and Laguna, 2005) using the information provided by invasive and noninvasive
techniques. Due to their small signal-to-noise ratio, specially in noninvasive recordings, the
preprocessing of the signals in order to remove artifacts and interferences is essential. This
section describes, firstly, the fundamentals of MEG and EEG; and secondly, the differences
between the different acquisition modalities.
1.2.1 Bioelectric and biomagnetic signals
As explained before, a group of synchronized neurons can generate an electrical and magnetic
field that, depending on the number of involved neurons and the distance between them and the
sensors, can provide information about the mechanisms of the brain function.
Brain spontaneous signals are commonly subdivided into different frequency bands, with differ-
ent properties and functional significance (Huang, 2016). These bands are delta (1 to 4 Hz),
theta (4 to 8 Hz), alpha (8 to 12 Hz), beta (12 to 30 Hz) and gamma (greater than 30 Hz).
Apart from the normal resting-state brain rhythms, these techniques can also record other type
of time-locked physiological and pathological activity. Event-related potentials (ERPs) are sig-
nificant voltage fluctuations resulting from evoked neural activity initiated by an external or
internal stimulus (Coles and Rugg, 1996). They are commonly used to analyze sensory and
cognitive tasks.
Moreover, some neurological pathologies present electrical characteristics that are observable
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in the signals. Epileptic seizures present themselves as brief episodes of abnormal synchronous
neural activity of the brain (Fisher et al., 2005) that can be recorded using EEG and MEG
techniques. The epileptic brain also shows other type of time-locked activity during the non-
seizure state, called interictal state (Smith, 2005). These types of fluctuations are also useful
to diagnose, classify and characterize epileptic disorders. Other neurological diseases such as
dementias, psychiatric disorders, neurological infections, or encephalopathies also present char-
acteristic features in the measurable brain signals (Smith, 2005).
Traditionally, the spectral study of brain signals has been limited to the standard frequency
bands (typically up to 50 Hz). However, during the last decades, higher frequency bands of
activity have been studied in the normal mammal brain (Buzsaki et al., 1992) and also in the
pathological brain (Arroyo and Uematsu, 1992). This was possible due to the technological
improvement of the acquisition systems and the computers used for analysis. Among the higher
frequency activity, the oscillations commonly known as high frequency oscillations (HFOs) have
become an important field of study in epilepsy. HFOs are subdivided into two bands: the ripple
band (80 to 200 Hz) and the fast ripple band (200 to 500 Hz) (Gotman, 2010), and are considered
a promising biomarker of epilepsy, useful to localize the epileptic focus (Jacobs et al., 2012).
1.2.2 Electroencephalography
EEG signals (usually called simply EEG) were recorded on the human scalp for the first time
in 1924 in by Hans Berger (Sornmo and Laguna, 2005). The EEG evolved during the second
part of the 20th century and became a tool used to study several neurological diseases. However,
with the appearance of computed tomography (CT) and magnetic resonance imaging (MRI),
the technique lost strength in the neurologists’ community, mainly because its poor spatial
resolution (Zifkin and Avanzini, 2009). The technological advances of the last decades allowed
to record and save larger amounts of EEG data, enhancing the spatial resolution of the technique
by adding more electrodes and increasing the signal-to-noise ratio of the signals. Moreover, the
improvement of the processing capabilities of computers accelerated the development of new
signal analysis techniques useful to evaluate and diagnose the normal and pathological brain.
To measure electrical signals outside the head, neural activity must travel from the brain through
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the meninges, the skull, and the scalp layers before reaching the electrodes. All these layers are
electrically insulated with poor conductivity and equivalent to capacitors. In order to improve
the conductivity between the scalp and electrodes, conductive gel is commonly used. Even
after proper enhancement of the skin-electrode contact, the potentials are very small and must
be boosted. For this reason, other important part of the EEG systems, and in general any
biomedical signal acquisition system, is the amplifier. Its main function is to maximize the
signal-to-noise ratio on the measured voltage and to increase the signal above the noise level
that may be introduced in the latter elements (Jackson and Bolger, 2014).
As any electric other signal, the voltage is measured by the electrodes with respect to a reference
point. The most common electrode montages include the bipolar, where the potential difference
between a pair of electrodes is measured, and the unipolar, where the potential of an electrode
is compared to a neutral electrode or to the average of all electrodes.
The EEG is commonly recorded using the international 10/20 system (Klem et al., 1999). This
montage employs 21 electrodes attached to the surface of the scalp. The positions are determined
using two reference points: nasion, which is the delve at the top of the nose; and inion, which is
the bony lump in the mid-line at the back of the head (see Figure 1.6). From these points, the
skull perimeters are measured in the transverse and medial planes. The electrode locations are
determined dividing this perimeters into 10% and 20% intervals. The 10/20 electrode system is
still used with clinical and research purposes, but if EEG is to be used for brain imaging, several
studies claim that at least 64 electrodes should be used (Gotman, 1982). In denser electrode
montages, the most common procedure is to extend the standard 10/20 system placing the
electrodes every 10% along the medial-lateral contour and introducing new contours between
the existing ones.
EEG is a popular tool mainly because its low-cost and portability. For this reasons it is used
in many clinical applications: to diagnose epilepsy, to assess sleep, to study other neurological
disorders, to develop brain computer interface (BCI) applications, or to test the brain response
under different conditions and stimuli. The main advantages and disadvantages of EEG will be
discussed in the next sections.
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Figure 1.6: The international 10-20 system seen from (A) left and (B) above the head. A = Ear
lobe, C = central, Pg = nasopharyngeal, P = parietal, F = frontal, Fp = frontal polar, O =
occipital. Image adapted from Ame (1991)
1.2.3 Magnetoencephalography
Electric currents measured by EEG are necessarily accompanied by electromagnetic fields. The
possibility to record the cerebral magnetic field aroused great interest: as conductivity varies
essentially only along the head radius from skull to scalp, the magnetic field outside of the head
should be unaffected by these tissues above the cortex (Hari and Salmelin, 2012). This char-
acteristic of MEG is essential: MEG is a much more expensive technique than EEG. However,
the high number of sensors and the non-distortion of the acquired signals greatly improve the
spatial resolution, maintaining the millisecond time resolution of EEG. For these reasons, MEG
allows real-time tracking of brain activation sequences in the source space.
The first magnetoencephalographic recording was performed by David Cohen in 1968 (Cohen,
1968) using copper coils to register the activity. Magnetic fields are considerably lower than
electric fields, typical amplitudes of MEG signals are less than 1 pT (Lee and Kim, 2014). For
this reason, these first recordings contained low SNR signals. In 1972, Cohen used SQUID
sensors (Superconducting Quantum Interference Device) obtaining recordings with increased
SNR, comparable to EEG. To preserve its super-conductive properties, these type of sensors have
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to be maintained at very low temperatures (-269o), immersed in liquid helium (Hari and Salmelin,
2012). Currently, MEG systems are composed of 140 to 300 sensors distributed throughout the
head. The recordings are performed using a thermally insulated container, known as dewar,
where the sensor coils are kept in a helmet that does not touch the patient’s head during
recordings.
Figure 1.7 shows a diagram of the typical parts of a MEG system. To reduce the strong magnetic
environmental noise, MEG recordings have to be carried out inside a magnetically shielded
room. The participant can be sitting or lying down, as close as possible to the MEG sensors.
Typically, the patient’s head shape is digitalized to allow an improved coregistration with an
individual or standard anatomical MRI (Gross et al., 2013). As the helmet does not touch
the patient’s head, the position of the head must be known during the recording. To do so,
a Head Position Indicator is used which provides information about the position of the MEG
system with respect to the head with an accuracy of about 2mm (Hari, 2005). During MEG
recordings, it is possible to record supplementary signals: the electrooculogram (EOG) and
the electrocardiogram (ECG) are highly recommendable to posterior preprocessing of artifacts
(Gross et al., 2013). Furthermore, EEG and electromyogram (EMG) can also be recorded
simultaneously.
A SQUID is a converter from magnetic flux to voltage. Furthermore, to increase the detection
efficiency, pickup coils are needed. Among various types of pickup coils, the most common are
magnetometers and gradiometers. While magnetometers have better sensitivity to deep and
cortical sources, they are more vulnerable to external noises than gradiometers, which in turn
are capable of measuring the tangential components of neuroelectric activity. Gradiometers can
be axial or planar (see Figure 1.8). Axial gradiometers have higher baseline (distance between
the centers of pick-up coils) than planar gradiometers, this provide better sensitivity to deeper
sources. For cortical sources, planar gradiometers have better sensitivity to perpendicularly-
oriented dipoles. Depending on the thickness of the MSR, the combination of the different type
of sensors is selected (Lee and Kim, 2014).
Due to the complexity of the measure system, MEG is an expensive technique only available
in few laboratories and clinical centers. However, in recent years, this neuroimaging tool has
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Figure 1.7: Block diagram of a typical MEG system. Adapted from Sternickel and Braginski
(2006)
become more and more important to evaluate brain localized activity at the millisecond scale,
providing good spatial resolution. It is important to remark that the spatial resolution in the
source space depends on several factors including number of channels, noise, source depth, source
strength, the source model and the inverse modeling method that is used to localize the activity
(Hari et al., 1988). Under optimal conditions, in superficial sources the resolution that can be
obtained is of few milliliters but this number increases when the sources are deeper.
1.2.4 Comparison between MEG and other noninvasive neuroimaging meth-
ods
MEG noninvasively evaluates the temporal dynamics of neurological processes with a millisec-
ond resolution and with higher spatial resolution than standard EEG. Other techniques, like
functional MRI (fMRI) are capable of analyzing the brain function with a spatial resolution
of millimeters (Liu et al., 2006). Recently, there is increasing interest in using techniques that
combine excellent temporal resolution with those that provide a superior spatial resolution (Liu
et al., 2015a). For this reason it is important to understand which are the advantages and
disadvantages of these techniques and the role of MEG recordings in noninvasive neuroimaging
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Figure 1.8: (Left) MEG setup measuring the tangential components of neuroelectrical activ-
ity, using an axial gradiometer. (Right) MEG setup measuring the tangential components of
neuroelectric activity, using a planar gradiometer. Image from (Wendel et al., 2009)
systems.
MEG vs EEG
EEG and MEG waveforms are similar, as both techniques record the electromagnetic activity
generated by the same primary currents in the brain (Schomer and Lopes da Silva, 2010). The
magnetic field generated by a current dipole in a spherical volume is also dipolar, but the electric
and magnetic dipole appear rotated 90 degrees (Hari, 2005). Consequently, the sensitivities of
both techniques depend on the orientation of the dipoles. MEG gradiometers are more sensitive
to tangential sources, while EEG electrodes are more sensitive to deep and radial sources (Hari,
2005). Thus, both techniques are considered to provide provide complementary information
(Sharon et al., 2007). Several studies have reported the added value of combining MEG and
EEG data when performing brain source localization (Aydin et al., 2015; Sharon et al., 2007).
The biggest disadvantage of scalp EEG is its low spatial resolution. The involvement of large
areas of brain tissue is required to record EEG (Falco-Walter et al., 2017). Spatial resolution
of EEG can be enhanced by increasing the number of sensors. High density EEG (hdEEG)
is a recent technique that can record almost 300 channels (Klamer et al., 2014), remarkably
enhancing the spatial resolution of the technique. However, the high resistivity of the skull
and the more conductive scalp distort and attenuate the electric signals (Cuffin and Cohen,
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Figure 1.9: Spatial response patterns from fMRI and MEG/EEG in focally-stimulated visual
cortex. Image from Sharon et al. (2007)
1979), whereas they do not affect the magnetic fields, conferring a localization advantage of
MEG over EEG. Furthermore, the distortion produces the need of more sophisticated forward
models (Klamer et al., 2014), and for this reason, MEG recordings are more frequently used
in the source space analysis. Other disadvantages of EEG over MEG rely on the sensitivity to
movement artifacts, the time of preparation of the subjects, and the need of a reference sensor
(Sharon et al., 2007) given that MEG provide absolute measures of the magnetic fields.
The advantages of EEG with respect to MEG are associated with the complexity of MEG sys-
tems. The SQUIDs and the magnetically shielded room require a costly set up that has prevented
the widespread use of this technique in hospitals and research centers. (Sternickel and Braginski,
2006). However, during the last years, the number of MEG systems has increased notably and
new types of MEG sensors, not based in supeconductive materials, are being developed (Boto
et al., 2017).
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MRI and fMRI with MEG
Magnetic resonance imaging is the structural imaging modality of choice to screen neurological
patients (Asaad and Cosgrove, 2015). This noninvasive technique uses non-ionizing radiation
to create useful diagnostic images. The most common MRI procedures include 1.5 or 3 Tesla
(T) axial whole brain images with thin slices. The high resolution (sub-milimetrical ) of this
technique allows the identification of differences and abnormalities in brain studies. MRI can
also be used to create volumetric data of the brain, providing data for accurate surface models
of an individual patient’s brain (Xu et al., 1999). Volumetric data is commonly used in MEG
studies to obtain the regions and extent of the observed scalp data at the source level in cortical
and subcortical locations.
The electrodynamic of the brain is accompanied by a series of neurochemical processes that ulti-
mately result in a measurable change in the MR signal. These processes cause combined effects
in cerebral blood flow, blood volume, oxygen extraction and metabolism that are local to the
site of cerebral activity (Belliveau et al., 1991). This is the basis of fMRI. The transient increase
in the MR signal is usually termed the BOLD haemodynamic response function (HRF). When a
stimulus is produced, it takes several seconds for the HFR to peak and return to baseline (Hall
et al., 2014). The latency and longevity of the HFR limit temporal resolution to approximately
5 seconds, much inferior to the millisecond resolution of MEG. Multimodal imaging using MEG
and fMRI in parallel offers the possibility of measurement of neurophysiological processes with
excellent spatial and temporal resolution. Several recent studies have successfully evaluated dif-
ferent pathological and physiological processes combining both techniques (McWhinney et al.,
2016; Tewarie et al., 2016; Garce´s et al., 2016; Cetin et al., 2016).
1.2.5 Invasive EEG and MEG
Brain activity can also be recorded directly on the brain cortex using grid electrodes, or in deep
regions using strip electrodes. The first give rise to the so-called Electrocorticography (ECoG),
while the second is known as intracranial EEG (iEEG), and both techniques require a surgical
procedure to be placed in the head. Due to the high invasiveness of these techniques, electrodes
are only implanted in subjects with a pathology that requires precise evaluation at millimetric
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spatial resolution of target brain regions (Grova et al., 2016), such as refractory epilepsy.
Invasive EEG provides excellent time and spatial resolution within the implanted region. The
spatial resolution is improved not only by the proximity of the electrode to the source but also
due to the higher signal-to-noise ratio and because signal are not affected by the tissue distortion.
Consequently, these techniques are considered the “gold standard” for the evaluation of localized
brain activity (Santiuste et al., 2008).
However, invasive recordings have some significant drawbacks: risks of morbidity because of
invasiveness, high cost, limited availability, limited spatial sampling and the possibility of in-
accurate localization (Santiuste et al., 2008). High invasiveness is the main disadvantage of
these techniques, preventing the studies in large populations of subjects and consequently lim-
iting the research to specific kinds of patients. Another important disadvantage of iEEG and
ECoG is that the spatial sampling is limited to the area of implantation, making impossible the
visualization of the whole-head activity.
Surgical intervention is one of the most common treatments for pharmacorresistant focal epilepsy
(Ramey et al., 2013). MEG, EEG and MRI are the first noninvasive tests in any pre-surgical
work-up (Grova et al., 2016), and their role is to help delimitate the area of resection. How-
ever, this is not always possible and the implantation of electrodes is needed. In this scenario,
noninvasive techniques also play a major role: they are used to delimitate the area where the
electrodes should be implanted. Furthermore, there is increasing interest in the simultaneous
evaluation of noninvasive MEG and EEG with invasive EEG recordings. While the first can
provide a global evaluation of the brain, the second can describe in detail what is happening in
deep localized regions (Grova et al., 2016)
1.3 Source localization of epileptic focus in pharmacoresistant
epilepsies
The most important diagnostic tool in epileptic disorders is performed using invasive and nonin-
vasive electrophysiology. There is a strong historical link between epilepsy and neurophysiology
research that has fostered the advance in both fields (Schomer and Lopes da Silva, 2010). In
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this section, the basic clinical characteristics of epileptic disorders are described, especially for
refractory epilepsies, which are resistant to pharmacological treatment. After that, the existing
signal analysis methods to localize the area generating the seizures are explained.
1.3.1 Epilepsy
Epilepsy is a chronic pathology that affects about 1% of the world population (Ramey et al.,
2013). It is defined by atypical electrical activity in the brain, which often leads to neurobi-
ological, cognitive and psychological consequences. Epilepsy consists of recurrent paroxysmal
events called seizures, defined as hyper-synchronized or excessive abnormal activity of the brain
(Fro¨hlich, 2016).
When a patient suffers more than one seizure, EEG is commonly used to diagnose epilepsy. The
purpose of EEG is to look for epileptiform abnormalities, but EEG recordings are rarely per-
formed during an epileptic seizure. Instead, neurologists look into the resting state recordings,
also called as interictal recordings. About 50% of patient show anomalous and distinctive pat-
terns called interictal epileptiform discharges (IEDs) in its first EEG recording (Smith, 2005).
IEDs are not only used to diagnose epilepsy, but also as biomarkers of epileptic foci.
Epileptic seizures can be classified using several different schemes. The can be either idiopathic
(cause unknown) or symptomatic (consequence of another disorder of the brain); partial (one
focal onset zone) or generalized (no clear foci); simple (no loss of consciousness) and complex
(loss of consciousness) (Fro¨hlich, 2016). Moreover, their classification can be based on the
observation of specific neuroelectrical activity and clinical features that enable the definition
of epilepsy syndromes (Childhood absence epilepsy, Lennox-Gastaut syndrome, benign rolandic
epilepsy, etc.) . Finally, the seizures originated at the same areas of the brain usually share some
clinical features (semiology) and EEG patterns (Maheshwari and Haneef, 2017). In this sense,
seizures can be grouped into frontal, mesial temporal, lateral temporal, parietal and occipital.
The primary therapy for epilepsy is anti-epileptic drugs (AEDs). Currently, there are more
than 20 different AEDs that reduce or eliminate seizures for most patients (Franco et al., 2014).
However, around 20 to 40% of patients with idiopathic generalized epilepsies and up to 60% of
patients with focal epilepsy may manifest resistance to medication (Alexopoulos, 2013), experi-
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encing disabling seizures after being treated with three or more different drugs. If the epilepsy is
partial, the most promising treatment for these patients is the surgical removal of the epilepto-
genic zone (EZ), defined as the the minimum amount of cortex that must be resected (inactivated
or completely disconnected) to produce seizure freedom (Lu¨ders et al., 2006; Jacobs et al., 2012).
To obtain a successful surgical outcome, neurosurgeons have to previously delimit the EZ with
accurately and precisely. Invasive and noninvasive electromagnetic recordings play a decisive
role in the presurgical evaluation of epileptic refractory epilepsy.
1.3.2 The presurgical evaluation of epilepsy
Surgery is the only treatment that can possibly cure epilepsy in pharmaco-resistant patients.
The aim of epilepsy surgery is to remove the EZ with the preservation of the eloquent areas
(Rosenow and Lu¨ders, 2001). During the last years, noninvasive functional neuroimaging tech-
niques have proved to be suitable in the presurgical assessment of epilepsy in the majority of
cases. Nevertheless, in some patients (25 to 50%) the noninvasive localization is not possible and
the use of intracranial EEG is required (Pittau et al., 2014). In preoperative evaluation, the site
and extent of the epileptic focus is determined in a multimodal assessment. The pre-evaluation
often consists of dedicated structural MRI, functional MRI, and interictal and ictal EEG and
MEG recordings.
As previously explained, the EZ is a theoretical zone that cannot be spatially defined. However,
there are several cortical zones highly linked with the epileptic brain that can be delimited
(see Figure 1.10). Using structural MRI, the epileptogenic lesion can be determined, if exists.
The functional deficit zone is the region of the cortex with an abnormal function. It can be
determined with neuropsychological testing or fMRI. The seizure-onset zone (SOZ) is the area
where the clinical seizures originate. To determine the SOZ, EEG, MEG, or iEEG recordings
during the ictal period are required. The irritative zone is the area that generates interictal
epileptiform discharges (IEDs) in MEG and EEG. During the last few years, the role and the
extent of the HFO zone, an area that is considered a further piece of information to better
circumscribe the EZ (Tamilia et al., 2017).
The SOZ is generally considered the best estimate of the EZ and is the region removed in most
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Figure 1.10: Schematic representation of the overlapping cortical zones in epilepsy. Different
cortical zones are estimated during the pre-surgical evaluation of a patient with epilepsy. These
zones can often overlap, providing the epileptologist with concordant findings for the delineation
of the epileptogenic zone (EZ). The high-frequency oscillation (HFO) zone is another potentially
epileptogenic area that has been recently added to this picture as a further piece of information
to circumscribe the EZ. Image from (Tamilia et al., 2017)
epilepsy surgeries (Lu¨ders et al., 2006). Talairach and Bancaud (1973) were the first to assume
that the EZ could be defined by placing invasive electrodes in the SOZ and in the regions
where the seizure spread (Talairach and Bancaud, 1966). This procedure is commonly known
as stereoelectroencephalography (SEEG). In addition to the invasiveness of the technique, ictal
recordings are needed to determine the SOZ by these means. Clinical seizures are unpredictable
and difficult to be captured by EEG. This procedure is costly and requires very long recording
times and discomfort for the patient. Sometimes, neurosurgeons anesthetic drugs that can
activate the seizure foci within 30 seconds, such as etomidate(Ebrahim et al., 1986).
Even when the monitoring of the SOZ is possible, the entire removal of this region does not always
lead to a successful outcome (Rummel et al., 2015). Studies have shown positive outcomes that
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can vary between 40% to 80% of patients, depending on the type of epilepsy (Schulze-Bonhage
and Zentner, 2014). Furthermore, due to the spatial limitation of iEEG, the exact boundaries
of the SOZ and the extent of overlap with the EZ remain unknown.
The inability to localize the SOZ limits the decision making for epilepsy surgery (Berg et al.,
2003; Uijl et al., 2005). For these reasons, the evaluation of interictal recordings using noninvasive
techniques can help in the delimitation of the EZ. Interictal epileptiform events appear more
often than seizures and reduce patient discomfort (Staba et al., 2014).
1.3.3 Interictal biomarkers for localization of the epileptic focus
Epileptic seizures are a specific biomarker of epilepsy and the localization of the epileptic focus.
However, their unpredictable nature and irregular rate of occurrence, ictal recordings are not
ideal in terms of time, cost, or risk for this purpose (Staba et al., 2014). Other useful transient
pathological disturbances can be recorded between the ictal seizures being the most important
the interictal epileptiform discharges (IEDs) and the pathological high-frequency oscillations
(HFOs) between 80Hz and 600 Hz.
Interictal epileptiform discharges
The neurobiological mechanisms generating IEDs are diverse because focal IEDs show a high
variability patterns: spikes, sharp waves, bursts of fast spikes, sequences of fast oscillations,
etc., even in the same patient (see Figure 1.11). In spite of these high differences, IEDs of
pharmacoresistant epilepsy have been well defined (de Curtis et al., 2012). Interictal spikes
related to this type of epilepsies are initiated by large post-synaptic depolarizations. It has been
demonstrated that spikes that appear near the SOZ are different from the ones produced in
remote regions by synchronized activity, suggesting that these events represent an interplay of
multiple neuronal types within complex neuronal networks (Keller et al., 2010).
Interictal spikes are characterized by a large-amplitude rapid component lasting from 50 ms to
100 ms and usually followed by a slow wave of 200 ms to 500 ms in duration (Nowak et al.,
2009). IEDs can be detected in MEG and EEG recordings. Its sensitivity highly depends on
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Figure 1.11: Interictal epileptic discharge (IED) patterns recorded in human partial epilepsies
with intracranial electrodes. a Interictal spike; b group of interictal spikes, c sharp wave; d
fast activity (brushes); e paroxysmal slow activity superimposed to slow spikes. Image from
(de Curtis et al., 2012)
the orientation and deepness of the sources. While several studies have found higher sensitivity
in MEG than EEG (Ramantani et al., 2006; Zijlmans et al., 2002; Iwasaki et al., 2003), other
studies claim that the two techniques perform almost the same, achieving higher sensitivity
when both are used simultaneously (Baumgartner, 2004).
The main disadvantage of using IEDs as a biomarker for the delimitation of the EZ lies in the fact
that these are generated is the irritative zone (IZ), an area that only partially overlaps the EZ
(see Figure 1.10), and can appear distant to the lesional site (Gastaut, 1954). The relationship
between the SOZ (generally more linked with the EZ) and the IZ is still an unresolved issue
and an important research topic. For some patients, areas generating high spike rates are highly
correlated (∼75%) with the areas where the seizure initiated. However, in other subjects these
areas appear dissociated (Bartolomei et al., 2016). Due to the lack of concordance between these
two areas, there is increasing interest in finding other interictal biomarkers to delimitate the
EZ. During the last decade, HFOs have emerged as a promising biomarker for epileptogenicity
(Jacobs et al., 2012).
1.3. Source localization of epileptic focus in pharmacoresistant epilepsies 23
High-frequency oscillations
HFOs are defined as spontaneous patterns above the baseline, clearly distinguished from noise
and with at least four oscillations (Worrell et al., 2012). They appear in the frequency range of
80 Hz to 500 Hz and are commonly classified into ripples (80 Hz to 200 Hz) and fast ripples (200
Hz to 500 Hz). Several recent studies have evaluated high-frequency oscillations as a specific
biomarker for epileptogenicity (Jacobs et al., 2012; Fujiwara et al., 2012; Wang et al., 2015).
High-frequency oscillations appear also in the normal mammalian brain, and are then called
physiological high-frequency oscillations. However, several studies have pointed out that there
could be important differences between the neuronal processes of the pathological and physio-
logical HFOs (Staba et al., 2014). Although the generation of pathological HFOs is still an open
question, several observations have shown that these oscillations are generated by the neurons
near the epileptogenic focus (Jefferys et al., 2012). There are studies that even suggest that
HFOs could have a causal role in the ictogenesis, which would have an impact in improving the
epilepsy treatment (Jiruska et al., 2010).
The relation between epileptic spikes and HFOs is still an open discussion. Early studies reported
that most of the observed fast ripples appeared at the same time as spikes (Engel Jr et al., 2009).
Urrestarazu et al. (2007) defined three different cases in which an HFO can occur: (i) completely
independent of IEDs, (ii) together with spike and visible in the unfiltered data and (iii), together
with the spike but invisible in the unfiltered spike (Figure 1.12). Subsequent studies provided
evidence that HFOs and spikes have different neurophisiological mechanisims. On the one hand,
HFOs seem to be more specific to the SOZ (Jacobs et al., 2008; Cre´pon et al., 2010). On the
other hand, when the epileptic medication is reduced, HFOs tend to increase in number while
IEDs do not exhibit this trend (Zijlmans et al., 2009). This indicate that both biomarkers behave
differently under changing conditions. Furthermore, spikes co-occurring with HFOs have shown
to be more closely related to the SOZ (Jacobs et al., 2008) than those occurring alone. This
differentiation can be helpful to distinguish between good and bad spikes, originating or not
inside the EZ (Tamilia et al., 2017).
Due to the low signal-to-noise ratio of noninvasive electromagnetic signals at high frequencies
(Muthukumaraswamy, 2013), HFOs are commonly detected in intracranial recordings. Visual
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Figure 1.12: HFO classification. (A) HFO visible in spike; (B) HFO not visible in spike; (C)
HFO visible, independently of a spike. Top: non-filtered spike; middle: signal filtered with
high-pass filter of 80Hz; bottom: signal filtered with high-pass filter of 250Hz. Image adapted
from (Urrestarazu et al., 2007)
marking of HFOs is highly time-consuming, but several automatic algorithms have been proposed
both in the time and in the time-frequency domains (Liu et al., 2016; Burnos et al., 2014; von
Ellenrieder et al., 2012; Zelmann et al., 2012). Time-frequency detectors are useful to reduce
false positives because they exploit the assumption that an HFO should be a short-lived event
with an isolated spectral peak at a distinct frequency (Cho et al., 2012; Cre´pon et al., 2010).
The detection of HFOs in noninvasive signals is a field of increasing interest. Some recent studies
have shown that HFOs can be detected in EEG (Papadelis et al., 2016; Andrade-Valenca et al.,
2011; Kobayashi et al., 2010; Zelmann et al., 2014) and in MEG (van Klink et al., 2016; von
Ellenrieder et al., 2016; Nissen et al., 2016b). However, due to the high number of channels, the
low signal-to-noise ratio of noninvasive techniques, and the lack of a well-established definition of
HFOs, the automatic detection of these oscillations and the determination of the area generating
them is still a challenging task. The noninvasive detection and localization of HFOs with MEG
would significantly expand the clinical utility of these biomarkers that, to date, are only detected
with patients with implanted intracranial electrodes.
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1.3.4 Methods for noninvasive localization of the epileptic focus in MEG
In the so-called inverse problem, source reconstruction methods are used to estimate where the
activity recorded from the scalp was originated. Before such an estimate can be computed, a set
of a priori assumptions have to be computed to solve the forward problem, in which the scalp
potentials and external fields for a specific set of neural current sources are computed (Baillet
et al., 2001).
The estimation of the induced magnetic fields is given by a Head Model. The most common
models used in most clinical and research applications are two: the spherical head models, were
the geometry of the head is fitted into spheres and the realistic head models, that use the anatom-
ical information obtained by MRI images. Two popular spherical head models are the single
sphere model (Cuffin and Cohen, 1977) that consist of a set of nested concentric homogeneous
spherical shells representing brain, skull, and scalp (Mosher et al., 1999; Zhang, 1995); and the
overlapping spheres model (Huang et al., 1999), where a sphere is fit separately for each sensor
according to a local region of the surface closest to that sensor. To compute the volume con-
ductor using a realistic head model, two approaches can be used: the boundary element method
(BEM) assumes isotropic and homogeneous tissues (brain, skull, scalp) obtaining simplified field
equations that only depend on the surface (or boundary) of the or the compartments (Nolte,
2003); and the finite element method (FEM) (Ermer et al., 2001), where the solution of the for-
ward problem is solved for arbitrary, neither homogeneous nor isotropic, distributions resulting
in equations that depend on the whole volume of the tissues. In order to solve the problem, the
volume is divided into smaller pieces where an approximation of the solution is obtained. MEG
measurements are less sensitive to the effects of volume currents than EEG, consequently, the
simpler spherical head models work well for MEG but in the case of EEG, realistic head models
have to be considered (Baillet et al., 2001).
Regarding MEG source estimation, several methods are available for that purpose: Equivalent
current dipole (ECD), linear constrained minimum variance beamformer (LCMV-Beamfomer),
synthetic aperture magnetometry (SAM), dynamic imaging of coherent sources (DICS), par-
tial cannonical correlation/coherence (PCC), minimum norm estimation (MNE), multiple sig-
nal classification (MUSIC), and low-resolution electromagnetic tomography (LORETA), among
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Figure 1.13: Example of computation of a head model with a) a single sphere, b) with overlapping
spheres (one sphere is computed for each channel) and c) BEM method. Head shapes and images
generated with Brainstorm (Tadel et al., 2011)
others. The following paragraphs focus on the first two: ECD and the LCMV-Beamformer tech-
niques. ECD is commonly used to estimate the sources generating IEDs (Stefan, 2003; Fischer,
2004; Oishi et al., 2006); LCMV-Beamformer is a novel approach that, due to its performance as
a spatial noise filter, has proven to be useful in reducing the high-frequency noise and to detect
HFOs that were not visible at the scalp level (van Klink et al., 2016; Nissen et al., 2016b).
Equivalent current dipole
Once the forward problem is solved, that is, the estimation of how the sources distribute through
the volume is available, the ECD method uses this information and the data from scalp sensors
to evaluate a set of parameter values that minimizes the difference between observations and
predictions from the model. The minimization procedure is an iterative optimization problem
that requires the specification of an initial guess of what the solution may be, that means, to
specify the initial position and the number of dipoles. The risk of overfitting the data increases
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when the number of parameters with respect to the number of channels also increase (Heller and
Volegov, 2014). For this reason, no more than a few number of dipoles are set. To avoid local
minima, the localization procedure is typically repeated several number of times using different
starting points and selecting the solution that gives the best fit in each case.
Figure 1.14: Visualization of a dipolar distribution in a) Most relevant scalp signals, b) Topo-
graphic disc c) Whole-sensor 2D image d), e) and f) 3D helmet activation map. Images generated
with Brainstorm (Tadel et al., 2011)
Whenever it is reasonable to assume that an electromagnetic potential arises from a single
or a few sources, dipole source localization is the simplest method to determine the center of
the sources (Lu¨tkenho¨ner, 1998). The dipolar nature of the electromagnetic signals was first
observed in the fields obtained by evoked somatosensory responses (Barnard et al., 1967). The
common practice to obtain the ECD from MEG data is to observe the scalp signals using
different visualization approaches (see Figure 1.14) and look for dipolar patterns in the signals,
such as the ones produced by IEDs. To evaluate the performance of the fitting algorithm, the
goodness of fit can be computed as the difference between the original scalp signals and the ones
computed by the ECD model. The confidence volume measures the intervals where the solution
is plausible (Heller and Volegov, 2014). The most common approach is to employ a Monte-Carlo
technique generating a dipolar model with added noise and compute the ECD several times to
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see how the obtained dipole spread throughout the volume. In order to validate a dipole, high
goodness of fit values with low confidence volume are expected.
Beamforming
Beamforming techniques were first developed for radar applications to amplify the sensitivity
of specific sources of interest and to attenuate signals coming from other locations (Van Veen
and Buckley, 1988). This concept can be exploited using MEG and EEG signals under the
main assumption that two distinct cortical areas are not linearly correlated in their activation
(Van Veen et al., 1997). If signals are correlated, the beamforming analysis will return low power
sources.
Beamforming is a scanning technique that address the activation of a desired number of dipoles
inside the head. The position and the number of the sources can be decided a priori. The
purpose of this technique is to enhance the signals coming from a particular position, while
reducing the signals coming from other directions (Zhang and Liu, 2009). For this reason, is
considered as a spatial filtering technique that passes the activity at the target location with
unit gain while suppressing the contribution of other sources (Van Veen et al., 1997).
The relationship between the scalp MEG signal B and the neuronal sources is given by the
following equation (Ha¨ma¨la¨inen et al., 1993):
B = LQ (1.1)
where the (N × 1) matrix Q is the strength of the neuronal activity and L is the leadfield
matrix (M × N), with M sensors and N number of elements in the pre-defined source space.
The leadfield is completely defined by the sensor configuration, the head model and the source
model. The simplest source is the ECD explained in the previous section.
With the observations from the scalp signals in time, B(t), the strength for each neuronal source
can be expressed as:
Q = CjL
TC−1b B (1.2)
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Figure 1.15: Schematic representation of beamforming analysis. The neuronal signal at a loca-
tion of interest is estimated as the weighted sum of the MEG channels (m1...mn) resulting into
a Virtual Sensor (VS).
where Cj and Cb are the source current and data covariance matrices. The differences among
Beamforming and other source reconstruction techniques rely on the assumption that is made
about the source current covariance matrix (Hillebrand and Barnes, 2005). Beamforming as-
sumes that all sources are uncorrelated, i.e., Cj is a diagonal matrix where each diagonal element,
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The value of the diagonal element Cj (Equation 1.3) determines the eventual power of any source
at a certain location θ. If all the data covariance Cb correspond to a single source, a maximum
will be obtained in equation 1.3 but if this source shares variance with another, the estimated
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power Qθ will decline. The effect of correlated activity depends on the distance between sources:
for high correlated activity between two closely spaced sources the reconstruction might be
erroneous and if the sources are well-separated those can be completely canceled (Van Veen
et al., 1997). Still, beamforming have proven to be robust when dealing to partially correlated
sources.
The Beamforming can be computed by dividing the source space into a tridimensional grid (or
voxel space). In order to avoid false detection caused by noise, the resulting 3D image must
be normalized with respect to an estimation of the noise power (Hillebrand and Barnes, 2005;
Van Veen et al., 1997).
Once the normalization is applied, the peaks of the beamforming 3D image can be obtained.
An estimate of the time course of the neuronal activation of interest (or any point of the grid)
can be achieved (see Figure 1.15). The positions where the time course of the neuronal sources
are computed are commonly known as Virtual Sensors (VS). Each virtual sensor time course
signal is obtained as the weighted sum of each of the MEG sensor data, suppressing the signal
from noise. In section 1.4.3 the ability of LCMV-Beamformer to act as a spatial filter will be
explained.
1.4 Artifacts and rejection techniques in MEG
Brain signal recordings can be easily contaminated both by external noises and by interferences
coming from inside the body, such as muscular or cardiac activities. The reduction of artifacts is
a crucial step in signal analysis because meaningful physiological data can stay masked behind
the artifactual activity, or even leading to inaccurate or wrong interpretation of the source of
the signals. Thus, signal pre-processing is an imperative step to successfully localize epileptic
focal activity. Many acquisition systems are able to reduce some artifacts related with external
magnetic noise, stimulation, etc. However, there are other sources of artifacts present in the
electromagnetic signals that cannot be reduced a priori. In the following section, the most
frequent artifacts in MEG data are described, as well as the most important techniques for its
reduction.
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1.4.1 Physiological artifacts
Physiological artifacts are generated by the patient itself and include cardiac, muscular, ocular,
respiratory activity among many others. In this section, a brief description of the most common
physiological artifacts is given, with special attention to muscular artifacts, which overlap the
HFOs frequency band.
Ocular artifact
The eye can be represented as a small electrical dipole oriented from the negatively charged retina
to the positively charged cornea (Croft and Barry, 2000). When the eye moves, the orientation
of the dipole changes, altering the associated electromagnetic fields in the frontal region, near
the eyes. For example, blinks also generate artifacts due to the change in the intensity of the
dipole created by the movement of the eyelid over the eyeball (Ha¨ma¨la¨inen and Hari, 2004).
Cardiac artifact
The magnetic field of the heart is significantly larger than the normal or pathological brain
activity. Its amplitude reaches a few hundred pT over the chest (around 100 times the amplitude
of an epileptic spike). The magnitude of the cardiac artifact in MEG depends on the position
of the head with respect to the heart (Ha¨ma¨la¨inen and Hari, 2004), and varies from subject to
subject. Furthermore, in children recordings this interference may be stronger due to the shorter
heart-to-brain distance.
Muscular artifact
The power spectrum of a contracting muscle typically shows a bandwidth activity between 20
Hz to 300 Hz (Criswell, 2011). While most muscles near the jaw have peak frequencies around 20
Hz to 80 Hz, posterior head muscles (sternocleidomastoid, splenius capitis and trapezius) have
higher peak frequencies (around 100 Hz) (Muthukumaraswamy, 2013). Studies in EEG blocking
the neuromuscular activity with cistaracurium (Whitham et al., 2007, 2008) showed that even
in the electrodes in the center of the head the muscular activity produced a frequency spectrum
around 10 times higher in the 80 Hz band. In MEG, there are currently no studies evaluating this
effect, but is expected less muscular artifact since the magnetic fields fall off rapidly as distance
increases to the primary dipole generators and secondary volume currents contribute little to the
external MEG field (Ha¨ma¨la¨inen et al., 1993). This effect has been described in simultaneous
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MEG/EEG recordings (Claus et al., 2012). The main difference between muscular noise and
high frequency oscillations is that the latter exhibit a more sinusoidal behaviour (grouped in a
narrow frequency range) than former, which have a more spiky nature (contribution of a wider
frequency range)
1.4.2 Non-physiological artifacts
The recordings can be contaminated by numerous non-physiological artifacts generated from the
immediate subject surroundings. Common non-physiological artifacts include those generated
by monitoring and electrical devices, and the power line (50 Hz or 60 Hz). In MEG recordings,
most of these interferences are properly attenuated thanks to the Magnetically shielded room.
Furthermore, MEG systems are highly sensitive to metallic interference. If the patient possesses
non-removable metallic devices, they considerably affect the recorded signal as the source of
interference is inside the shielded room.
Metallic interference
MEG systems are sensitive to metallic ferromagnetic materials. Metallic interference may come
from inside the head, such as implanted intracranial electrodes, dental ferromagnetic prosthesis
or brackets, or from outside, such as pacemakers and vagal stimulators (Vrba, 2002). To try
to minimize the effect of these interferences, an extremely magnetic hygiene inside the shielded
room is required (Hillebrand et al., 2013). Recordings have to be performed with subjects
trying to avoid any kind of movement, and even a demagnetization of the subject can be carried
out. For this reason, MEG signal recording requires very careful preparation that can only be
performed by highly trained specialists. Despite all precautions, sometimes it is not possible to
eliminate all sources of metallic artifacts and highly distorted recordings are obtained.
Typically, these artifacts appear modulated by breathing and cardiac rhythms (Hillebrand et al.,
2013) due to the great sensitivity to movement. The amplitude of metallic artifacts is typically
much higher than the amplitude of cerebral signals and can even reach values larger than 100
fT (Cheyne et al., 2007). Metallic artifacts affect the whole record, overlapping brain activity,
and may alter all head channels with varying amplitudes. Usually, there are a certain number
of channels whose high level of contamination masks cerebral activity almost completely
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1.4.3 Rejection techniques
There are several useful methods to reduce interferences in electromagnetic multichannel signals.
These can be simple methods such as band-pass or notch filtering to more advanced methods.
In this section some of the most common and efficient methods to reduce MEG artifacts will be
explained.
Blind source separation methods
Blind source separation (BSS) can be used to decompose complex EEG or MEG data into
simpler components based on statistical assumptions without using a physical forward model.
The term source here refers to an original signal while blind indicates that no information is
known about the mixing process of the sources (Hyva¨rinen et al., 2001). The first assumption
that is made in BSS methods is that the recorded signals in the scalp are a mixture of the
original signals (source). This problem can be mathematically described as:
x = As (1.5)
where x is the recorded signal with n channels and s is the original signal with m components.
A is the n × m mixing matrix. The second assumption is that the mixture is linear and the
third is that some type of independence should exist between the original components.
The BSS algorithms that exist differ on the statistical independence that is assumed. In general,
the classification is divided into two main groups: the algorithms that use second order statistics
(SOS) and those that exploit the high-order statistics of the signals (HOS).
The SOS methods only consider the correlation information to evaluate the independence be-
tween sources. The assumption implies that the components have no spatiotemporal or spatial
time-frequency correlations between them (James and Hesse, 2005). The mixing matrix is ob-
tained taking into account a set of lagged covariances (Hyva¨rinen et al., 2001). One example
of this kind of algorithms is the Algorithm for Multiple Unknown Signal Extraction (AMUSE),
in which only two lags are considered (Tong et al., 1991). First of all, AMUSE decorrelates the
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signals at τ0 = 0, or in other words, applies a PCA to the input data. Secondly, the signals are
decorrelated again but adding a time delay τ1 (usually equal to 1 sample). The main advantage
of AMUSE lies on its low computational complexity (Cichocki et al., 2005). Although simple,
SOS algorithms can deal with gaussian sources and are robust in presence of white noise (James
and Hesse, 2005).
The algorithms that employ the HOS to solve the BSS problem are commonly known as In-
dependent Component Analysis (ICA) techniques. The probability distribution of the sources
must be non-gaussian in order to be considered independent (Hyva¨rinen et al., 2001). Two of
the most popular approaches are FastICA and Infomax algorithms. FastICA (Hyva¨rinen and
Oja, 2000) is a fast, fixed-point iterative algorithm which searches projections that maximize
the non-gaussianity of the components by computing their kurtosis. Infomax relies on the in-
formation maximization principle (Bell and Sejnowski, 1995). This algorithm maximizes the
output entropy of a neural network with nonlinear outputs. The original Infomax is able to deal
only with super-gaussian sources, however, the extended Infomax (Lee et al., 1999) is able to
estimate sub-gaussian sources.
The performance of SOS and HOS algorithms in reducing artifacts from MEG and EEG signals
has been tested in several studies (Fatima et al., 2013; Breuer et al., 2014; Mantini et al., 2008;
Escudero et al., 2011; Romero et al., 2008, 2009). The algorithms listed above have shown
different performances depending on the application or on the type of artifacts. For this reason,
all of them are still used in the current applications, practice and research.
Signal space separation methods
Signal space separation (SSS) is a method which takes into account the Maxwell equations
for electromagnetism and is able to separate magnetic sources inside and outside the brain
(Taulu et al., 2004). One of its main limitations is that artifacts from sources near the sensor
array, such as metallic or dental implants, project into both subspaces and are not properly
removed. For this reason, the method has been extended and termed as temporal Signal Space
Separation (tSSS) (Taulu and Simola, 2006). These techniques have proven to be effective
metallic interference (Hillebrand et al., 2013). However, they are only applicable to Elekta-
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Neuromag systems and their algorithms are not published and not freely available.
Beamformer spatial filtering
The beamformer algorithm acts as a filter for activity in a target location of interest. This is
known as spatial filtering (Figure 1.16). The beamformer weights explained in the 1.3.4 section
determine the spatial filtering characteristics of beamformer increasing the sensitivity in a region
of interest and therefore attenuating the noise as well as the activity from other (remote) active
brain regions (Mosher et al., 2003). While temporal filtering involves operating on times samples
of a signal; spatial filtering involves processing spatial samples of a signal. The pass-band of the
signal at the location of interest θ must have a unit response:
W Tθ B(θ) = 1 (1.6)
while at any other point s must be satisfied:
W Tθ B(s) = 0 (1.7)
In practice, to fully suppress the contribution of other sources is not possible. The idea behind
LCMV-Beamformer(Van Veen et al., 1997) used to address this problem is to find a W Tθ minimize
the signal power (or variance) maintaining the linear response constraint from equation 1.6.
The signal at each location in the brain is composed of three component dipole (each one oriented
in a direction). Hence, three spatial filters for each location are computed. Each virtual sensor
will have weighed contribution of the MEG sensors (see Figure 1.15) for each one of the locations.
However, The interpretation of the source signals is facilitated if the posterior measurements are
performed in if plain channels rather than a triplet of channels. The most common option is to
project the time-series along the dipole direction that explains most variance. This projection
is equivalent to determining the largest (temporal) eigenvector and can be computationally
performed using the singular value decomposition (svd).
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Figure 1.16: General scheme of the idea behind spatial filtering. The ideal spatial filtering is
only sensitive to the source of interest and non-sensitive to other interference sources. In reality,
it exists some spatial leakage. A general filter, such as dipole fitting procedure, do not actively
suppress the interfering source. The LCMV-Beamforming is an optimized spatial filter that is




Epilepsy is one of the most common neurological diseases, which affects 1% of the world pop-
ulation (Ramey et al., 2013). The primary therapy for epileptic patients is anti-epileptic drugs
that successfully eliminate seizures in about 60% of patients (Franco et al., 2014). The most
promising treatment for the remaining 40% is surgical intervention for removing or resecting the
area of the brain producing seizures (Jacobs et al., 2012), the epileptogenic zone (EZ).
During the presurgical evaluation of patients, noninvasive techniques play a major role in the
delimitation of the EZ. However, in some patients (25% to 30%) the noninvasive localization of
the affected area is not possible and the use of invasive electrodes is required (Pittau et al., 2014).
These electrodes are implanted in the areas where the epileptic focus is expected, providing an
excellent spatial resolution in that area and a higher signal-to-noise ratio. Apart from its high
invasiveness, one of the main limitations of intracranial EEG (iEEG) is that only provides a
good spatial resolution in the area of implantation. Thus, iEEG does not allow the delimitation
of the exact boundaries of the EZ, only providing a locally limited neurophysiological picture
(Muthukumaraswamy, 2013).
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2.2 Noninvasive detection of focal epileptic activity in MEG
The delineation of the EZ is commonly approximated by the area where the clinical seizures orig-
inate, the seizure-onset zone (SOZ) (Lu¨ders et al., 2006). The SOZ is determined with recordings
during the ictal period, but due to the unpredictability of clinical seizures, the delimitation of
the SOZ is not always possible (Uijl et al., 2005). The localization of Interictal Epileptiform
Discharges (IEDs) sources is a common practice in the presurgical evaluation of epilepsy (Nissen
et al., 2016a), but IEDs are generated by the irritative zone (IZ). This area partially overlaps
the EZ and in some cases can appear distant to the epileptogenic lesion (Tamilia et al., 2017).
The relationship between the IZ and the SOZ is still an important research issue (Song et al.,
2015; Melani et al., 2013; Strobbe et al., 2016). During the last decade, high-frequency oscilla-
tions have emerged as a promising biomarker for epileptogenicity (Jacobs et al., 2012). These
interictal oscillations seem to be more specific to the SOZ than IEDs (Jacobs et al., 2008; Cre´pon
et al., 2010).
MEG is a noninvasive technique that, like scalp EEG, records the electromagnetic activity with
excellent temporal resolution. Both techniques can be used to reconstruct the focal sources
generating the epileptogenic activity. The main advantage of MEG over scalp EEG is that
their signals are less distorted by the high resistivity of the skull and the more conductive scalp
(Cuffin and Cohen, 1979), providing a better source localization with simpler forward models
(Klamer et al., 2014). Furthermore, MEG systems are generally equipped with a larger number
of sensors than common EEG systems. For these reasons MEG is more frequently used in the
source space analysis.
Noninvasive MEG is an important tool for preoperative evaluation because it can guide the
placement of invasive electrodes, the current gold standard. In some cases, MEG and other non-
invasive techniques can supply sufficient information for a surgical intervention without invasive
recordings, thus reducing invasiveness, discomfort, and cost of the presurgical epilepsy diagno-
sis (Aydin et al., 2015). However, to enable the evaluation of the areas involved in epileptic
processes, MEG recordings have to be clean of artifacts that distort the signal, produce inaccu-
racies in the localization and even might make it not possible at all. In this thesis, two types of
interferences that affect MEG recordings are studied: metallic artifacts that distort the MEG
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signals in the frequency ranges that overlap with IEDs, and the high-frequency noise that masks
the activity of HFOs.
2.3 Objectives
Main objective
The main objective of this thesis is the development and validation of methods for the effective
noninvasive localization of interictal epileptogenic biomarkers with magnetoencephalography.
Specific objectives
To achieve the main objective, this thesis strives for the following specific objectives:
I To develop algorithms, using freely-available signal analysis toolboxes, to improve the signal-
to-noise ratio of MEG recordings in low and high frequencies.
II To compare the performance of different BSS algorithms in the reduction of metallic inter-
ference.
III To reduce metallic artifacts in MEG recordings automatically using blind source separation
(BSS) techniques, and to evaluate the improvement of the signal-to-noise ratio quantita-
tively.
IV To evaluate the influence of metallic interference and its reduction in the detection and
localization of interictal epileptiform discharges.
V To reduce high-frequency noise to detect high-frequency oscillations in MEG signals.
VI To develop an automatic method to detect high-frequency oscillations in MEG signals, and
to compare its detection with intracranial recordings, the current gold standard.
VII To localize the areas generating pathologic high-frequency oscillations automatically.
VIII To publish the obtained results and conclusions in high-impact journals, as well as in inter-
national and national conferences.
40 Chapter 2. Problem statement
2.4 Thesis framework
This thesis and the published articles that provide its content as a compendium were developed
in the Department of Automatic Control (ESAII) of the Universitat Polite`cnica de Catalunya
(UPC) under the framework of the brain research line of the BIOsignal Analysis for Rehabil-
itation and Therapy Research Group (BIOART), which belongs to the Biomedical Signals and
Systems division of the Biomedical Engineering Research Centre (CREB) of UPC that belongs to
the Biomedical Research Networking Center in Bioengineering, Biomaterials and Nanomedicine
(CIBER-BBN). The research was done with the collaboration of the Magnetoencephalography
and the Epilepsy Units of the Centro Me´dico Teknon. During the course of the thesis, the
candidate did a research stay in the Dynamic Neuroimaging Laboratory that belongs to the
McConnell Brain Imaging Centre of the Montreal Neurological Institute, a McGill University
research and training institute.
Furthermore, this work has been supported by multiple funding projects:
1. Ayudas para la contratacio´n de personal investigador novel (FI-DGR 2012). Agencia de
Gestio´n de Ayudas Universitarias y de Investigacio´n (AGAUR) - Generalitat de Catalunya.
2. Ayudas para la formacio´n del profesorado universitario (FPU12/05631). Ministerio de
educacio´n, cultura y deportes (MECD)
3. Sistemas multicanal de ana´lisis y sensorizacio´n para rehabilitacio´n y monitorizacio´n cl´ınica.
(DPI2011-22680) Ministerio de Economia, Industria y Competitividad (MINECO)
4. Design of methods for assessing processes of neurological and neuromuscular decline asso-
ciated with aging. (DPI201459049R) Ministerio de Economia, Industria y Competitividad
(MINECO)
5. Biomedical Research Networking Center in Bioengineering, Biomaterials and Nanomedicine,
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Abstract: Objective. One of the principal drawbacks of magnetoencephalography (MEG) is
its high sensitivity to metallic artifacts, which come from implanted intracranial electrodes and
dental ferromagnetic prosthesis and produce a high distortion that masks cerebral activity. The
aim of this study was to develop an automatic algorithm based on blind source separation
(BSS) techniques to remove metallic artifacts from MEG signals. Approach. Three methods
were evaluated: AMUSE, a second-order technique; and INFOMAX and FastICA, both based
on high-order statistics. Simulated signals consisting of real artifact-free data mixed with real
metallic artifacts were generated to objectively evaluate the effectiveness of BSS and the subse-
quent interference reduction. A completely automatic detection of metallic-related components
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was proposed, exploiting the known characteristics of the metallic interference: regularity and
low frequency content. Main results. The automatic procedure was applied to the simulated
datasets and the three methods exhibited different performances. Results indicated that AMUSE
preserved and consequently recovered more brain activity than INFOMAX and FastICA. Nor-
malized mean squared error for AMUSE decomposition remained below 2%, allowing an effective
removal of artifactual components. Significance. To date, the performance of automatic artifact
reduction has not been evaluated in MEG recordings. The proposed methodology is based on
an automatic algorithm that provides an effective interference removal. This approach can be
applied to any MEG dataset affected by metallic artifacts as a processing step, allowing further
analysis of unusable or poor quality data.
Keywords: Magnetoencephalography, metallic artifact, automatic artifact reduction, blind
source separation, AMUSE
3.1 Introduction
Magnetoencephalography (MEG) is a noninvasive and functional neuroimaging technique used in
clinical practice that measures magnetic fields generated by synchronous brain oscillations. MEG
has become an important tool in neurological signal processing and functional neuroimaging
(Hall et al., 2014; Baillet et al., 2001). During the last decade, an increasing number of studies
of language and cognitive functions and brain connectivity have been carried out (Hari and
Salmelin, 2012; Sakkalis, 2011). Modern multichannel whole head systems such as MEG are
increasingly being used for clinical applications such as the presurgical evaluation of children and
adults requiring invasive surgery as a result of refractory epilepsy or brain tumors (Stuﬄebeam
et al., 2009). This evaluation involves mainly the detection of the spatial focus that should be
removed through source localization techniques (Stefan et al., 2011). Several studies claim that
MEG adds valuable information to the source localization that is not visible with other imaging
techniques such as electroencephalography (EEG) or functional Magnetic Resonance Imaging
(fMRI) (Stefan et al., 2011; Barkley, 2004; Sharon et al., 2007).
The magnetic activity of the brain is substantially smaller (starting from a few tenths of fem-
toteslas) than ambient noise and this is the main reason why MEG recordings are performed in
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a magnetically shielded room to isolate them from external magnetic fields. However, as with
EEG recordings, some artifacts are unavoidable because subjects may be affected by ocular,
cardiac, muscular and other interferences (Stuﬄebeam et al., 2009) that have to be removed
or reduced using signal processing techniques before proper analysis of MEG signals can be
performed. In this context, Blind Source Separation (BSS) is one of the most commonly used
techniques to achieve an effective removal of several kinds of artifacts.
A drawback of MEG is its increased sensitivity to metallic interference that may come from
inside the head, such as implanted intracranial electrodes and dental ferromagnetic prosthesis
and brackets, or from outside, such as pacemakers and vagal stimulators (Vrba, 2002). To try
to minimize the effect of these interferences, an extremely magnetic hygiene inside the shielded
room is required (Hillebrand et al., 2013). Recordings have to be performed with subjects trying
to avoid any kind of movement, and even a demagnetization of the subject can be carried out. For
this reason, MEG signal recording requires very careful preparation that can only be performed
by highly trained specialists. Despite all precautions, sometimes it is not possible to eliminate
all sources of metallic artifacts and highly distorted recordings are obtained. Typically, these
artifacts appear modulated by breathing and cardiac rhythms (Hillebrand et al., 2013) due to
the great sensitivity to movement. The amplitude of metallic artifacts is typically much higher
than the amplitude of cerebral signals and can even reach values larger than 105 fT (Cheyne
et al., 2007). Metallic artifacts affect the whole record, overlapping brain activity, and may
alter all head channels with varying amplitudes. Usually, there are a certain number of channels
whose high level of contamination masks cerebral activity almost completely.
The most widely used method for extracting useful information from contaminated recordings
is to remove artifactual channels and to apply band-pass filtering, but there are still a large
number of cases with unusable signals due to huge artifact contamination. This results in a
loss of information that is particularly necessary when artifacts overlap the cerebral region of
interest, for example during preparation of surgery. The literature reports few techniques able
to eliminate this sort of metallic interference. For sources located outside the head, temporal
Signal Space Separation (tSSS) has been used for metallic artifact reduction using generated
metallic signals in a phantom experiment (Taulu and Simola, 2006). To do so, it was necessary
to previously identify source patterns at the cost of potentially removing true brain signals as
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well (Medvedovsky et al., 2009).
BSS techniques have proven effective for automatically removing cardiac, ocular and movement
artifacts (Escudero et al., 2007; Mantini et al., 2008) but, to date, there have not been any studies
that use BSS to remove metallic artifacts in an automatic fashion. The goal of BSS algorithms
is to estimate the different original source signals or components from the observation signals
assuming a linear mixture model. This can be done because, although original source signals and
the mixing system are unknown, a certain statistical independence between sources is assumed.
The main aim of this study was to develop an automatic algorithm based on BSS techniques to
effectively remove metallic artifacts from MEG signals. It was necessary to evaluate objectively
and quantitatively the performance of different BSS methods. Consequently, three well-known
algorithms were evaluated: AMUSE, a second order method; and INFOMAX and FastICA, both
high order statistics. Semi-automatic AMUSE-based filtering was previously evaluated on a very
preliminary study with four real MEG signals (Migliorelli et al., 2013) and its main conclusion
stated that AMUSE was able to extract components projecting on the areas where metallic
artifacts had more energy. However, the objective evaluation of the effectiveness of each artifact
reduction process is difficult to assess with real signals because the components belonging either
to artifacts or to brain signals are not fully known. To date, BSS has been tested in EEG
simulated signals to reduce artifacts from external sources such as ocular interference (Romero
et al., 2008, 2009), but it has not been evaluated using simulated MEG data. Therefore, simu-
lated MEG recordings corresponding to clean signals contaminated with real metallic artifacts
were generated in this study to evaluate the effectiveness of separation into components and
the subsequent artifact reduction. Previous knowledge of the behavior of metallic artifacts was
useful to develop a fully automatic method for the selection of source components related to arti-
facts, which should be subsequently removed to obtain a successful reconstruction of MEG data.
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3.2 Materials and Methods
Subjects and instrumentation
Ten subjects with ferromagnetic implants (age 23.6 ± 10.4 years), six of them with an implanted
subdural grid and four with dental brackets, and ten subjects without implants or other metallic
artifactual sources (age 36.7 ± 10.7 years) were selected for this study. MEG signals were
acquired during 10 min with closed eyes using a whole-head 148-channel magnetometer system
(4D-Neuroimaging/BTi) and sampled at 678.19 Hz (bandwidth DC to 250 Hz). Signals were
imported into MATLAB using the Fieldtrip toolbox (Oostenveld et al., 2011), and two-minute
epochs were selected randomly.
Implant-related artifacts contaminated a large number of channels, some of them with a very
high amplitude that masked the cerebral activity completely, which could not be extracted using
classical filtering techniques. Artifacts were observed to follow regular or periodic patterns that
were present with varying intensity to many channels.
3.2.1 Simulated data
In order to simulate real cases of MEG signals affected by metallic interference, a linear mixture
between clean signals and metallic artifacts extracted from contaminated signals was proposed,
following a scheme analogous to that proposed in (Romero et al., 2008) for the generation of
simulated signals affected by ocular artifacts. Ten two-minute epochs were simulated according
to the following mixing model:
S = C +WP (3.1)
where S indicates the simulated signals, C denotes clean MEG recordings, W corresponds to the
mixture weights, and P represents the different artifactual morphologies selected. These different
patterns caused by metallic interference had to be extracted from contaminated recordings and
then added to clean signals according to the propagation coefficients obtained by means of an
approach based on linear regression.
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Extraction of different metallic artifactual waveforms from contaminated recordings
Most noticeable metallic artifacts are easily identifiable on visual inspection of the signals mainly
due to their higher amplitude with respect to the remaining MEG channels, but also to their
slower and more regular waveforms, which are usually modulated by the heart or respiratory
rates (Hillebrand et al., 2013). In this study, three experts examined the signals and identified
channels that clearly and strictly met these criteria of high amplitude, low frequency, regularity,
and possible modulation by respiratory or cardiac rhythms. Only those channels selected by all
three experts were chosen as artifactual channels and therefore used to obtain the artifactual
waveforms. The interobserver agreement was of 0.829 ± 0.097 with a kappa index of 0.851 ±
0.095, indicating an ’almost perfect’ agreement according to the definitions given in (Viera and
Garrett, 2005).
In order to extract only the information provided by metallic interference, a low-pass filter with
the cutoff frequencies obtained with the cumulative spectra was applied to remove the cerebral
activity present in these selected channels (7.4 ± 2.1 Hz as mean and standard deviation for
all channels). The spectra of clean and artifactual signals were similar at high frequencies but
they differed at low frequencies due to metallic interference. Considering that this conspicuous
difference was due to the presence of the metallic artifact, reverse-cumulative (from high to low
frequency) spectra were obtained for each artifactual channel and for the same channel in all
artifact-free recordings. Spectra were calculated by means of Welch’s periodogram using a five-
second Hanning window with 50% overlapping. The difference between the artifactual spectrum
and the average of all clean spectra was used to obtain the cutoff frequency for each artifactual
channel, searching for the frequency where the normalized difference reached 5% (see figures
3.1(a) and (b)). Subsequently, each selected artifactual channel was filtered with an 8th-order
Butterworth filter (figure 3.1(b)).
Metallic interference is known to affect different MEG channels with varying shape and intensity.
For this purpose, a selection of the different waveforms spreading over the scalp had to be
performed. Consequently, the cross-correlation between artifactual channels was obtained, and
only low-correlated waveforms (coefficient < 0.5) were preserved. Among those showing high
correlation (≥ 0.5), only the signal with the highest energy was maintained (see figure 3.1(c)).
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Figure 3.1: Scheme for generation of a simulated artifactual MEG recording: (a) five-second
epoch of raw MEG with metallic artifacts (only 16 selected channels are drawn). Orange
traces correspond to the highly artifactual channels selected by the experts; (b) low-pass fil-
tered artifactual channels (cutoff frequency automatically calculated from reverse-cumulative
spectra); (c) selected morphologies (orange traces) after correlation among channels in (b), and
their corresponding linear regression coefficients (whole head maps); (d) propagation of artifacts
corresponding to coefficients obtained in (c); (e) five-second epochs of raw artifact-free MEG
channels; and (f) simulated signals obtained by summation of (d) and (e).
In this way, only those morphologies that were different enough were selected as artifactual
patterns (figure 3.1(d)).
Calculation of propagation coefficients by linear regression and generation of simu-
lated data
Propagation coefficients represented the amount of metallic interference that was present in a
particular MEG channel with respect to a specific artifactual pattern. Linear regression between
all channels of the actual artifactual recordings and each selected pattern was performed, taking
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into account the entire two-minute recordings. The obtained regression coefficients (represented
as topographic maps in figure 3.1 (c)) were used as weights of the mixing matrixW (equation
3.1) and then patterns were propagated to all channels (figure 3.1(d)). Finally, the simulated
artifacts were added to clean recordings (figure 3.1(e)) to obtain a set of simulated artifactual
signals (figure 3.1(f)). These steps were performed 10 times to obtain 10 sets of simulated MEG
signals with known metallic interference.
3.2.2 Blind source separation approaches to artifact reduction
BSS techniques estimate source signals from a set of mixed signals, separating MEG signals into
spatial components to later reconstruct the brain signal discarding the components associated
with artifacts. The model of the identification process is expressed by:
x(t) = As(t) (3.2)
where x(t) is the observation signal vector and s(t) the unknown source signal vector with n and
m rows respectively. A is the n ×m mixing matrix which should be estimated and represents
the weights of the projection of the corresponding source signals at different channels.
Usually, BSS methods can be classified according to the order of the statistic used to perform
the separation. Methods based on second order statistics (SOS) assume sources that are only
uncorrelated. One of the techniques used in this study is the Algorithm for Multiple Unknown
Signals Extraction (AMUSE) (Tong et al., 1991), which exploits SOS through a first step of signal
whitening and a second step of an eigenvalue decomposition. AMUSE is sometimes classified as
an independent component analysis (ICA) technique because decorrelation can be considered as
a weak form of statistical independence (Hyva¨rinen et al., 2001). However, SOS are effectively
enough to separate and remove those Independent Components (IC) corresponding to various
types of artifacts (Escudero et al., 2010).
While SOS-based algorithms provide independence in terms of correlation, in the case of higher
order statistics (HOS) a more general concept in considered: two random variables are indepen-
dent when the statistical behavior of one of them is not affected by the values taken by the other.
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Statistical independence can be estimated using several different methods based on mutual in-
formation, non-gaussianity or maximum likelihood, for example. Additionally to AMUSE, two
HOS-based techniques, INFOMAX and FastICA, were used in this work. Both algorithms are
iterative and require proper initialization and parameter setting.
On the one hand, INFOMAX maximizes the joint entropy of a neural processor output, based
on the fact that the maximum entropy of joint variables only occurs when they are statistically
independent (Bell and Sejnowski, 1995). In this study, separation by means of an extended
version of INFOMAX was performed using the default parameters proposed in the EEGLAB
toolbox for MATLAB (Delorme and Makeig, 2004; Lee et al., 1999)
On the other hand, FastICA is based on a fixed-point iterative scheme that maximizes non-
gaussianity as a measure of statistical independence between sources. A weight matrix is ob-
tained after a certain number of iterations, but non-gaussianity of the independent components
is necessary for a successful convergence of the algorithm (Hyvarinen, 1999). However, the step
size can be adjusted through a stabilization parameter so that convergence can be achieved in
unfavorable conditions.
Automatic selection of metallic-related components For all three algorithms evaluated, a decom-
position scheme that provided as many ICs as available MEG channels was used (148). Once the
components were estimated, it was necessary to design an automatic selection procedure to de-
tect those components related to metallic artifacts, taking into account their known features: low
frequency and regular behavior, especially modulated by the heart and breathing rhythms. Two
criteria were considered to identify the extracted independent components related to metallic
artifacts (figure 3.2(a)):
(i) The frequency below which the spectrum holds most of the energy of the signal. If the spec-
tral content is located principally at low frequencies, it is more likely that the component
corresponds to metallic interference.
(ii) The regularity of the signal, as measured by the sample entropy (Richman and Moor-
man, 2000). This criterion was directly associated with the typical modulation of metallic
artifacts, which makes them more regular than cerebral activity.
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Figure 3.2: Automatic artifact-related component selection: (a) frequency and entropy estima-
tion (for all extracted ICs) and thresholds (blue dashed lines). (b) Artifactual area selected by
the union of the regions of interest of the selected ICs. (c) As an example, evaluation of the
projection of ICs 3 and 4 is shown. Regions of interest are indicated with dark blue shading. IC
3 is outside the artifactual area and therefore would not be selected by the automatic algorithm,
whereas IC 4 would, as its region of interest is inside the artifactual area and the weak criteria
concerning frequency and entropy are met.
The procedure carried out in order to select the artifactual components was based on two steps:
the selection of the artifactual region and a comparison of this region with the projection of each
IC.
The purpose of the first step was to locate the artifactual area that, due to the particular origin
of metallic artifacts, could be located anywhere on the scalp. In this first step, those components
which simultaneously met the two above-mentioned criteria were selected as artifactual compo-
nents (figure 3.2(b)) and used to identify the area of the scalp where the artifact was located.
A strong version of the criteria was applied, and only ICs with 90% of the energy in the slowest
frequency bands delta and theta (up to 7.5 Hz) and high regularity (sample entropy lower than
0.3, obtained with an embedding dimension of 3 and a search radius of 0.1 times the standard
deviation of the signal) were selected.
A region of interest was defined for each selected component, taking into account the BSS
weights normalized with respect to the maximum for each channel and discarding the lowest
quartile. The final artifactual region was defined as the union of the regions of each component.
The purpose of this selection was to define a region where the artifact projected and to prevent
artifactual regions being focused on only a few high-energy channels.
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The second step involved the comparison between the artifactual region and the region of interest
of every IC (figure 3.2(c)). When this region of interest was included in the artifactual region and
an IC fulfilled a weak version of the aforementioned criteria (90% of energy below 15 Hz, sample
entropy lower than 0.5), then the IC under evaluation was marked as an artifactual component.
This second step was performed in order to ensure the selection of artifactual components that
displayed characteristics highly related to metallic interference and were focused on the defined
artifactual region. To achieve an effective removal of metallic interference, all marked ICs had to
be removed, and the resulting artifact-free signal was obtained as the product of the remaining
components by the weight matrix obtained by the algorithm.
3.2.3 Performance assessment
In order to assess the performance of the metallic artifact removal methodology, several error
measurements based on time and frequency domain were calculated for each channel and each
simulated recording.
(i) The normalized mean squared error (nMSE),






(ii) The variation of absolute power in the delta band (0.5 to 4 Hz) was obtained to study the
error in the band most affected by metallic artifacts.
4δ = 100 · δx − δy
δy
(3.4)
where δx and δy represent the power of the δ band of the filtered MEG channel under
evaluation and of the original clean signal respectively.
(iii) The variation of absolute power in the alpha band (7.5 to 13 Hz) was also calculated
in order to observe the error made in a band where metallic artifacts should have little
influence, and therefore errors should be lower.
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4α = 100 · αx − αy
αy
(3.5)
where αx and αy represent the power in the α band of the signal under evaluation and of the
original clean signal respectively.
3.3 Results
3.3.1 Simulated data
Ten simulated datasets were generated following the steps explained in figure 3.1. The number
of channels containing visible metallic interference selected by the experts was 6.6 ± 4.4, and,
in general, artifacts contaminated channels with varying amplitudes. While in some subjects
the high amplitude of the artifacts affected many channels, there were other cases where high
amplitudes focused on a reduced number of channels. In spite of the dispersion shown by
the location of the artifact, their associated signals showed low frequency and regular pattern
characteristics, modulated by cardiac and respiratory rates.
Once the different waveforms (patterns) were obtained, and after proper filtering and correlation
procedures explained in the previous sections, propagation to the whole head was performed
by means of linear regression. Figure 3.3 shows the propagation coefficients normalized with
respect to the maximum obtained after regression. It is noticeable that metallic artifacts affected
different areas of the scalp depending on the subject, and while in some cases artifacts were
focused at specific regions, in others they appeared more dispersed and covered a larger area of
the head.
3.3.2 Blind source separation and automatic detection
Separation of ICs was performed with AMUSE, INFOMAX and FastICA for the ten simulated
subjects. AMUSE and INFOMAX algorithms successfully extracted ICs from the mixed signals
in which artifact-related source components where visually identifiable. Subgaussianity of the
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Figure 3.3: Sum of the linear regression coefficients normalized with respect to its maximum for
all of the selected artifactual patterns for the 10 simulated MEG sets. Coefficients were obtained
for the whole head after morphology selection and linear regression of each channel with the
selected morphologies. Note that metallic artifacts behave differently depending on their nature
and therefore they can appear in different areas of the head for each simulated MEG set.
data, especially related to metallic artifacts, caused a non-effective decomposition in the case
of the FastICA algorithm, which could not separate ICs related to brain signals from metallic
artifacts even after using the stabilization parameters to ensure convergence.
The automatic detection procedure was applied to the obtained ICs to detect which components
were associated with the metallic interference and therefore were to be discarded to obtain a
successful removal of metallic artifacts.
Figure 3.4(a) shows, as an example, an artifact-free subject signal; and figure 3.4(b) shows the
simulated signals obtained after the addition of artifactual waveforms to the same subject. Fig-
ure 3.5 shows the results, in time domain, of the artifact reduction process on simulated signals
shown in figure 3.4. Figures 3.5(a), (b) and (c) show the extracted ICs for AMUSE, INFOMAX
and FastICA respectively, with the selected ICs displayed in a different color. The resulting
signals obtained after reconstruction without considering the ICs associated with metallic inter-
ference are shown in figures 3.5(d), (e) and (f). It is noticeable that the automatic algorithm
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procedure was not able to identify any metallic-related ICs in the FastICA decomposition, and
this led to a full reconstruction of the signal with the original metallic interference. Visual inspec-
tion of the extracted components and the reconstructed signals indicated that INFOMAX was
not completely successful in separating brain-related activity from artifactual waveforms, but
AMUSE was indeed able to separate metallic interference from MEG activity. INFOMAX pro-
vided components related to artifactual activity mixed with cerebral waveforms and the effects
of such a decomposition were remarkable after signal reconstruction (figure 3.5(e)), especially
when compared to AMUSE (figure 3.5(d)), which showed much more similar signals compared
to the clean set (figure 3.4(a)).
Figure 3.4: MEG channels (16 distributed evenly on the scalp) for: (a) control subject, that is,
clean recording, free of metallic artifacts; (b) simulated subject. Orange traces indicate channels
originally selected as artifacts by the experts.
3.3.3 Performance assessment
Figure 3.6 shows the percentage error in several subjects as an example, represented as whole-
head topographic maps. These errors were calculated for three conditions: simulated signals
without correction, to observe the amount of artifact introduced; and after applying AMUSE-
and INFOMAX-based artifact filtering. Metallic contamination was mainly present in the area
of high-energy artifacts, while the distortion of the remaining channels was considerably lower.
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Figure 3.5: Artifact-reduction for a simulated subject: (a), (b) and (c) show the first 20
extracted ICs corresponding to AMUSE, INFOMAX and FastICA algorithms, respectively. Note
that the first 2 ICs (orange traces) obtained by AMUSE and INFOMAX were automatically
selected and removed to perform signal reconstruction, whose results are shown in (d) and
(e), respectively. FastICA was not able to extract useful artifact-related components and the
reconstruction shown in (f) does not remove any amount of artifact (and, consequently, the
reconstructed signals equal those of figure 3.4(b)).
For this reason the amount of error observed for the uncorrected case always showed a maximum
error value in the artifactual region. As expected, errors in the delta frequency band after filtering
were higher than in the alpha band because of the characteristics of metallic contamination, and
INFOMAX showed higher errors than AMUSE.
As explained in the previous sections, metallic contamination masked the cerebral activity of
some channels in real cases. This situation was reproduced in the simulated MEG subjects and,
in fact, the energy introduced by metallic artifacts in MEG activity was huge in many cases
(see values and average in table 3.1). After applying INFOMAX-based correction, this error was
reduced but still high, whereas after AMUSE-based filtering this error was lower than 1%.
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Figure 3.6: Error percentage for normalized MSE, delta power and alpha power, shown for three
different simulated subjects as examples. Errors are shown for non-corrected, AMUSE-corrected
and INFOMAX-corrected signals. Due to the frequency content of metallic artifacts, errors are
expected to be lower in the alpha band and higher in the delta band, focusing especially on the
areas where the artifact is located. Note that AMUSE-based reconstruction shows the lowest
errors for the three measures.
Table 3.1: Error percentage for nMSE, delta power and alpha power (average of all channels)
for non-corrected signals, AMUSE-corrected signals and INFOMAX-corrected signals.











1 521.70 0.12 414.10 2464.23 0.52 2226.07 2.12 0.31 3.99
2 7811.33 0.33 173.02 44500.04 0.42 214.46 1.30 0.88 121.7
3 43.94 0.02 48.02 84.01 0.15 83.93 0.02 0.07 2.15
4 20926.17 1.51 3622.56 64421.30 2.50 12293.77 0.97 2.52 475.44
5 219.99 0.02 19.68 1568.38 0.13 131.80 0.01 0.06 2.06
6 3754.65 0.21 50.55 14169.41 0.48 66.97 32.76 0.62 42.49
7 9061.74 0.57 3417.17 59869.96 0.80 9964.57 0.01 0.44 1665.48
8 8379.42 0.19 135.58 43106.98 0.22 174.84 0.01 0.12 114.64
9 3795.21 0.13 45.05 14018.33 0.64 39.15 121.08 0.52 38.35
10 3764.70 0.59 205.70 14720.35 1.33 308.99 148.16 2.01 102.39
Mean 5827.89 0.37 813.14 25892.30 0.72 2550.45 30.64 0.75 256.87
The variability in amplitude and energy of metallic artifacts caused the amount of error in-
troduced to be very inhomogeneous. As can be observed in figure 3.6, INFOMAX was not an
appropriate method to remove the interference because of the large amount of error obtained:
the error provided in the alpha band, sometimes higher than without correction, suggested
that INFOMAX ICs associated with artifacts were a mixture of metallic and cerebral signals,
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and possibly some brain-related activity was being deleted. On the contrary, AMUSE always
provided low alpha power errors, below 3%.
3.3.4 Real data
Once the effectiveness of the automatic BSS-based procedure has been measured using simulated
signals, assessment of its performance with real MEG data is pertinent. Real spontaneous MEG
signals with eyes closed corresponding to the 10 subjects with ferromagnetic implants described
in the ’Materials and Methods’ section were used for this purpose. One way to demonstrate
the filtering performance is to show that alpha-band oscillations with eyes closed can be better
detected after artifact removal.
Figure 3.7(a) shows as an example a five-second epoch corresponding to a subject with a metallic
subdural grid affecting the posterior region of the scalp where a high interference is clearly
noticeable. The AMUSE algorithm, which has been shown to be the most effective and efficient
technique in the simulated database, was used for the BSS decomposition. After applying
the filtering procedure (see figure 3.7(b)), alpha waves could be easily recognized by visual
inspection. Moreover, topographic maps of the average alpha power of the 10 subjects with
metallic implants before and after applying the automatic procedure are shown in figure 3.8.
Although metallic artifacts mainly affected the delta and theta bands, the alpha-band is also
significantly affected, as shown in figure 3.8(a) where alpha power is scattered over the scalp
due to metallic interference. Once the BSS-based artifact reduction procedure was applied, the
map shows a physiologically more plausible distribution of alpha power mainly focused on the
posterior region, as expected.
3.4 Discussion
Metallic artifacts in MEG recordings are an important issue in the diagnosis of neurobiological
events because they can hugely distort MEG signals and render many single-channel signals
unusable. This leads to an unavoidable loss of information regarding the activity of the brain,
or even worse, to a rejection of the MEG technique as a mean to obtain reliable cerebral signals
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Figure 3.7: (a) Five-second epoch of raw MEG signals containing prominent metallic interfer-
ence. Posterior channels are shown as an example. (b) Corrected MEG signals obtained after
applying automatic AMUSE-based metallic removal procedure.
of those patients who have metallic elements that could generate such interferences.
Signal space separation (SSS) (Taulu et al., 2004) and temporal SSS (tSSS) (Taulu and Simola,
2006) are also methods for MEG filtering. Applying SSS or tSSS is highly advised for Elekta-
Neuromag systems (Gonzalez-Moreno et al., 2014) and their algorithms are provided by a soft-
ware registered and available only on this equipment. On the other hand, the filtering approach
presented in this paper is based on BSS standard libraries which are freely available and could
be used with signals from different MEG systems such as CTF/VSM, 4D Neuroimaging, Elekta
and Yokogawa.
The tSSS algorithm was applied efficiently to remove MEG artifacts in several studies (Gonzalez-
Moreno et al., 2014; Nenonen et al., 2012; Taulu and Hari, 2009) and in particular, in the case
of metallic interferences: (Hillebrand et al., 2013; Cheyne et al., 2007; Taulu and Simola, 2006).
These studies showed the improvement of dipole fitting procedures when tSSS is applied instead
of SSS but they did not evaluate the noise reduction of metallic interference or measure it
quantitatively. Furthermore, there are no comparative studies of this technique with other
artifact reduction algorithms such as BSS or epoch rejection.
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Figure 3.8: (a) Topographic distribution of the average alpha power of the 10 artifactual subjects.
(b) Average of alpha power obtained after applying automatic AMUSE-based metallic removal
procedure.
In (Gonzalez-Moreno et al., 2014) an interesting SNR analysis was carried out when SSS and tSSS
were first applied followed by the BSS or epoch-rejection procedure. This study concluded that
SNR increased by 100% after applying SSS or tSSS techniques. Moreover, the SNR improved
an additional 33–36% when BSS methods were subsequently applied. The latter suggests that
not all noise was successfully removed by the tSSS method and BSS algorithms could remove
interferences that remained after applying tSSS techniques. In addition, these studies also
concluded that one of the main drawbacks of BSS-based noise-reduction techniques is the need
for manual selection of noisy or artifactual components, which is done visually. However, our
study describes an automatic approach to detect artifactual components.
As the location and intensity of metallic artifacts usually varies among different subjects, it is not
possible to make feasible a priori assumptions on these characteristics to adjust an automatic
detection algorithm. In this work, a new BSS-based automatic procedure using freely available
standard libraries was presented to identify components related to metallic activity, whose per-
formance was tested using simulated MEG signals, which are essential to objectively quantify
the effectiveness of the method while reproducing standard clinical situations as faithfully as
possible.
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One of the main questions arising when working with BSS is the estimation of the number
of independent components (ICs) to be extracted. At most, it is possible to extract as many
ICs as there are channels that the record is composed of, but when this number is high it is
usually advisable to reduce it and usually a lower number of ICs is obtained. The search for
the optimal number allows one to avoid over- and under-fitting phenomena (Li et al., 2007),
and is often achieved by selecting the ICs that can explain a high percentage of the variance
of the signals. Due to the high amount of energy accounted for by metallic artifacts, the
reduction of the number of ICs was not appropriate when dealing with this kind of interference.
The energy of the artifacts was much greater than that of cerebral signals (around four orders
of magnitude in some cases) and consequently the number of ICs corresponding to very high
percentages of the total variance resulted in being very low. Thus, it was not possible to achieve
a successful separation between cerebral activity and metallic interferences. For this reason, all
BSS algorithms were forced to extract as many components as available channels.
One Second-Order Statistics (SOS) and two Higher-Order Statistics (HOS) techniques were
tested. The SOS-based algorithm, AMUSE, showed considerably lower errors and therefore a
valid decomposition. In the case of HOS, two algorithms were tested, INFOMAX and FastICA.
While the first one was successful in separating ICs related to brain activity from those of
metallic interference, the second did not manage to generate a valid decomposition. FastICA is
an algorithm that uses the kurtosis to evaluate the gaussianity in order to separate independent
components. This algorithm is very effective in dealing with supergaussian sources such as
cardiac and ocular interferences (kurtosis higher than 3), but its principal drawback is poor
convergence when working with gaussian and subgaussian signals, which is the case for metallic
interferences that, in general, present a kurtosis value close to 3. Even after ensuring convergence
by means of the stabilizer provided by (Hyvarinen, 1999), the decomposition was not effective
and no metallic-related components could be identified.
On the other hand, the extended version of INFOMAX was able to work with subgaussian
signals, and effective convergence and IC separation were achieved. However, the algorithm was
not able to separate metallic components as accurately as AMUSE, and part of the cerebral
signals remained, mixed with metallic components. That is the main reason why some of the
error measures increased significantly when INFOMAX was applied.
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After source decomposition, a simple two-step procedure for metallic-related component iden-
tification was applied. This simple scheme, based on two criteria which exploited the basic
characteristics of metallic artifacts (low frequency and regularity), allowed the delimitation of
an artifactual region. Once this region was obtained, all possible ICs that exhibited artifactual
behavior were identified and removed from the reconstruction matrix.
This artifact-filtering methodology was tested on 10 sets of simulated MEG signals consisting of
clean recordings to which metallic artifacts were added. The extraction of these artifacts from
real signals was performed taking into account the different morphologies and varying propa-
gation of this contamination by means of filtering, correlation and estimation of propagation
coefficients by linear regression.
Results showed that the two-step automatic detection methodology was able to detect ICs related
to metallic interference especially when they were extracted through the AMUSE algorithm.
Normalized MSE error showed and average value of 0.37% (see table 3.1). Errors in delta power
were lower than 1% in average, showing a great performance in the most affected spectral band.
It is notable that these error measures presented very low values when compared to non-corrected
sets of signals. However, there were some cases in which alpha power showed a slightly higher
error (worst case subject 4, 1.55% in excess) but this amount can be considered negligible with
respect to the general improvement achieved.
Moreover, the performance of the automatic BSS reduction method was assessed in real MEG
signals. Results showed that even high-amplitude metallic interference was properly removed
from the MEG data. A study based on the alpha activity confirmed that the BSS-based proce-
dure was able to reduce the metallic artifacts and show a more plausible topographic distribution
of alpha-band signal after filtering.
Therefore, after applying the fully automated BSS procedure in simulated and real artifactual
MEG data, it can be concluded that AMUSE is the most suitable technique to be used along
with the two-step algorithm presented in this study for effectively removing metallic interference
from MEG signals.
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Abstract: Objective. Medical intractable epilepsy is a common condition that affects 40% of
epileptic patients that generally have to undergo resective surgery. Magnetoencephalography
(MEG) has been increasingly used to identify the epileptogenic foci through equivalent current
dipole (ECD) modeling, one of the most accepted methods to obtain an accurate localization of
interictal epileptiform discharges (IEDs). Modeling requires that MEG signals are adequately
preprocessed to reduce interferences, a task that has been greatly improved by the use of blind
source separation (BSS) methods. MEG recordings are highly sensitive to metallic interferences
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originated inside the head by implanted intracranial electrodes, dental prosthesis, etc and also
coming from external sources such as pacemakers or vagal stimulators. To reduce these arti-
facts, a BSS-based fully automatic procedure was recently developed and validated, showing an
effective reduction of metallic artifacts in simulated and real signals (Migliorelli et al., 2015).
The main objective of this study was to evaluate its effects in the detection of IEDs and ECD
modeling of patients with focal epilepsy and metallic interference. Approach. A comparison be-
tween the resulting positions of ECDs was performed: without removing metallic interference;
rejecting only channels with large metallic artifacts; and after BSS-based reduction. Measures
of dispersion and distance of ECDs were defined to analyze the results. Main results. The
relationship between the artifact-to-signal ratio and ECD fitting showed that higher values of
metallic interference produced highly scattered dipoles. Results revealed a significant reduc-
tion on dispersion using the BSS-based reduction procedure, yielding feasible locations of ECDs
in contrast to the other two approaches. Significance. The automatic BSS-based method can
be applied to MEG datasets affected by metallic artifacts as a processing step to improve the
localization of epileptic foci.
Keywords: magnetoencephalography, metallic artifact, automatic artifact reduction, blind
source separation, epilepsy, IEDs
4.1 Introduction
Epilepsy is one of the most common neurological disorders affecting about one percent of the
world population (Ramey et al., 2013). Its main therapeutic option relies on pharmacological
treatment with antiepileptic drugs, which produce a seizure-free outcome for approximately 60%
of patients (Schuele and Lu¨ders, 2008). For the remaining 40% of patients with focal refractory
epilepsy, the most frequent therapeutic alternative is resective surgery of the epileptogenic area,
which has demonstrated high rates of success (Ramey et al., 2013).
An accurate localization of epileptic foci is necessary to minimize risk for surgical candidates.
Frequently, invasive techniques such as subdural electrodes and depth electrodes are required to
identify the epileptic focus. Over the last years, modern noninvasive whole-head systems based
on magnetoencephalography (MEG) or electroencephalography (EEG) have been increasingly
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used to identify epileptogenic foci in children and adults requiring surgery (Stuﬄebeam et al.,
2009). As a result of their high spatiotemporal resolution, MEG and EEG are able to track
transient neural events that can be used to perform the source analysis which estimates the gen-
erators of electromagnetic activity inside the brain (Gross et al., 2013). Intracranial recordings
are still the gold standard Panzica et al. (2013) for the epileptogenic zone identification, but even
in this case, the evaluation with non-invasive techniques is crucial to determine the region where
the electrodes will be implanted. For epilepsy studies, the identification of interictal epilepti-
form discharges (IEDs) is most commonly used for this purpose (Bagic´ et al., 2011; Bouet et al.,
2012). The main advantage of MEG over EEG is that magnetic fields measured by MEG are
much less influenced by the electrical conductivity of the tissues surrounding the cerebral cortex
than electrical fields (Shibasaki et al., 2007). Both techniques can be considered complementary,
and the detection of IEDs improves substantially when used simultaneously (Lin et al., 2003;
Pataraia et al., 2005; Knake et al., 2006), although MEG has showed superior performance than
EEG when localizing IEDs sources (Amo et al., 2003; Stefan, 2004; Ramantani et al., 2006)
In clinical applications, one of the most accepted methods for obtaining an accurate localization
of IEDs onset zone is the equivalent current dipole (ECD) model (Anderson et al., 2014) that
assumes that cortical activity captured by MEG signals is generated by a single dipolar source.
This technique provides excellent clinical models whenever is reasonable to assume that the
MEG field pattern arises from a single dipolar source (Lu¨tkenho¨ner, 1998), as happens with
focal epilepsy. Its accuracy for epileptic foci localization has been validated in several studies
(Stefan, 2003; Fischer, 2004; Oishi et al., 2006).
Prior to ECD modeling of MEG or EEG data, signals must be adequately preprocessed to reduce
biological and environmental interferences so that enough IEDs can be detected in spontaneous
data (Bagic´ et al., 2011). After that, it is possible to adjust an equivalent dipole to cerebral ac-
tivity reliably and with high goodness of fit and low confidence volume. Interferences may come
from different sources such as cardiac, ocular, or muscular activity (Stuﬄebeam et al., 2009).
Among the different possible methods of filtering, blind source separation (BSS) techniques have
proven very effective for the reduction of many kinds of artifacts. Several studies have demon-
strated the improvement of source localizations using BSS-based filtering approaches to remove
cardiac, ocular or muscular artifacts (Mantini et al., 2008; Fatima et al., 2013). MEG recordings
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are also highly sensitive to metallic interferences originated inside the head, such as implanted
intracranial electrodes, dental ferromagnetic prosthesis, and brackets; and also coming from
external sources such as pacemakers, vagal stimulators (Vrba, 2002) or deep brain stimulation
(Airaksinen et al., 2011). Although an extremely magnetic hygiene inside the shielded record-
ing room is required (Hillebrand et al., 2013), often it is not possible to eliminate all sources
of metallic contamination and highly distorted data are then obtained. These artifacts appear
modulated by breathing and cardiac rhythms and affect the whole record, overlapping the brain
activity. In addition, there are usually a number of channels, grouped in one or more areas of
the scalp, with a very high level of contamination and whose cerebral activity is masked almost
completely (Migliorelli et al., 2015).
Modeling ECDs from IEDs with such metallic artifacts is not always possible due to the high
distortion of the data. Worse still, patients whose recordings are highly affected by this interfer-
ence have to be excluded from analysis. If not excluded, a reliable dipole localization can only
be achieved by selecting subsets of channels associated with the dipolar field and rejecting those
with high metallic interference (Bagic´ et al., 2011). However, this reduction of the number of
channels close to the epileptic region has several disadvantages: firstly, an inappropriate chan-
nel selection can lead to an incorrect source estimation due to the loss of valuable information
(Bagic´ et al., 2011); secondly, removing the most artifacted channels does not necessarily mean
that metallic interference has been cleaned, since it can also be present in the rest of the record;
and thirdly, if high levels of metallic artifacts are present, IEDs may stay masked behind them,
rendering visual identification very difficult or impossible at all. To overcome these limitations,
a fully automatic procedure for reducing metallic interference from spontaneous MEG signals
based on BSS recently showed an effective reduction of metallic artifacts in simulated and real
signals (Migliorelli et al., 2015).
Signal space separation and temporal signal space separation (tSSS) algorithms (Taulu and
Simola, 2006) have proven its efficiency removing MEG artifacts in several studies (Song et al.,
2009; Kakisaka et al., 2012; Jin et al., 2013; Wang et al., 2013). However, these algorithms are
only available, specifically designed and mandatory for Elekta-Neuromag systems (Gonzalez-
Moreno et al., 2014). On the other hand, the filtering approach presented in (Migliorelli et al.,
2015) is based on standard libraries which are freely available and can be used with signals from
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different MEG systems such as CTF/VSM, 4D Neuroimaging, Elekta and Yokogawa.
The main objective of the present study was to evaluate the effects of this automatic filtering
procedure in the detection of IEDs and EDC modeling of patients with focal epilepsy and metallic
interference, assessing the hypothesized improvement due to metallic artifact reduction. A
comparative study of the resulting positions of ECDs was performed for three cases: considering
the acquired data without removing metallic interference; rejecting only channels with large
metallic artifacts; and after BSS-based reduction of metallic artifacts. To analyze the results
obtained for each situation, measures of dispersion and distance of EDCs were defined.
4.2 Materials and methods
4.2.1 Patients, acquisition settings and previous preprocessing
14 patients diagnosed with intractable epilepsy (age 15.34 ± 10.66 years, mean and standard
deviation) were selected for this study. All of them had some kind of nonremovable device
that produced metallic interferences: eight patients had dental orthodontics, four an implanted
subdural grid, one a vagus nerve stimulator, and one ventricular bypass valve. All patients
selected for this study presented interictal activity coming from one focal generator. Table 4.1
show the summary of the data of all 14 subjects.
MEG signals were acquired in a magnetically shielded room during 10 min with eyes closed
using a whole-head 148-channel magnetometer system (4D-Neuroimaging/BTi, San Diego, Cal-
ifornia, USA) and sampled at 678.19 Hz (bandwidth DC to 250 Hz). A 19-channel EEG was
simultaneously recorded using a Neurofax amplifier (Nihon-Kohden Co., Tokyo, Japan), with
sampling rate set to 512 Hz (bandwidth 3–70 Hz). The relative position of the patient’s head
with respect to the MEG sensors was recorded continuously using head-localization coils.
Signals were imported into MATLAB using the Fieldtrip toolbox (Oostenveld et al., 2011) and
processed with an 8th order bandpass Butterworth filter with cutoff frequencies set to 3 and 70
Hz as recommended by the clinical practice guidelines (Bagic´ et al., 2011).
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Table 4.1: Summary of all patients. Age, type of epilepsy, type of metallic artifacts.
Subject Age Type of epilepsy Type of metallic artifacts
1 10 PLE Dental
2 34 TLE Dental
3 31 TLE Dental
4 25 TLE Vagus nerve stimulator
5 19 PLE Subdural implant
6 15 TLE Subdural implant
7 4 TLE Ventricular bypass valve
8 16 FLE Subdural implant
9 25 PLE Dental
10 8 TLE Dental
11 9 FLE Dental
12 5 TLE Subdural implant
13 6 TLE Dental
14 3 TLE Dental
Mean 15.38
Std 10.66
TLE: temporal lobe epilepsy, PLE: parietal lobe epilepsy,
FLE: frontal lobe epilepsy.
4.2.2 Volume conduction model
The patient’s index points and head shape were digitized with a 3Space Fasttrack (Polhemus,
Vermont, USA) prior to each measurement. The nasion, an anatomical landmark, and the
left and right ear canal points served as index points and were used to define a right-handed
coordinate system, called headframe coordinate system: the x -axis points to the front, the y-axis
to the left, and the z -axis to the top of the head.
The scalp and brain meshes for each subject were obtained by aligning and warping the default
anatomy provided by the Montreal Neurological institute with Brainstorm software (Tadel et al.,
2011). The volume conduction model was obtained with the localspheres algorithm provided by
Fieldtrip in which a local sphere is fitted to the brain surface for each separated channel (Huang
et al., 1999).
4.2.3 IED identification
MEG data were visually inspected by three different experts for detection of IEDs. Well-defined
IEDs, were selected following the definition of basic morphologic IED characteristics (Nowak
et al., 2009; Jaseja and Jaseja, 2012). Inspection of the whole-head MEG data took into account
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the simultaneous EEG recordings to verify IED presence and discard other waveforms, especially
in highly artifacted MEG signals. For each IED identified by the three experts, the corresponding
magnetic and electric isofield maps were obtained and inspected to assess its spatial distribution,
looking for dipolar patterns on a sample-by-sample basis. Only those IEDs that produced stable
voltage fields in the simultaneous EEG showing little change in shape and position over time
where used since these are the most appropriate IEDs to be modeled by a dipolar distribution
(Townsend and Ebersole, 2008). The onset of a spike was defined as the time point when
spiking activity was distinguishable from the background noise and when a single distinctive
dipolar pattern was observed in the simultaneous EEG (figure 4.1). The peak of a spike was
defined as the maximum peak value after the spike onset. The channel closest to the origin
of the dipolar activity was defined as the central channel. Since only a small number of MEG
sensors show a prominent signal for a single source (Ha¨ma¨la¨inen et al., 1993), a subset of 36
neighboring channels (25% of the total number of channels) at the time interval under study
were selected for further ECD calculations. This selection was done in order to prevent under-
and over-fitting phenomena as it has been demonstrated that not much is gained when using
more than 40 channels when modeling spike potentials (Ebersole, 2003).
4.2.4 Artifact removal
In this study, two different strategies were used to remove interference coming from metallic
sources. The first consisted in the rejection of highly artifacted channels, and the second involved
the application of a BSS-based automatic procedure for metallic artifact reduction.
Regarding channel rejection, the most affected channels were easily identified by visual inspec-
tion, because these prominent metallic artifacts exhibit characteristic features: high amplitude
in comparison with the remaining MEG leads; and slow and regular waveforms, usually modu-
lated by cardiac and respiratory activity (Hillebrand et al., 2013). The three experts examined
the 37 channels selected for each IED and visually identified the artifacted channels following
these criteria. Those channels identified by the three experts were excluded from the subsequent
ECD estimation. Moreover, in order to prevent the over-fitting of the dipole model due to the
channel reduction, additional and nearby artifact-free channels were selected to replace the ar-
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Figure 4.1: (a) Example of IED identification for subject 1 by in EEG simultaneous data. Green
line denotes the spike onset and orange line the spike peaks. (b) Topographical map at spike
onset where a dipolar distribution between T4 and P4 is observed.
tifactual channels in the ECD estimation. Thus, this ECD estimation was always performed
using 37 channels. With respect to automatic artifact reduction, the 10 min MEG recordings
of each patient were filtered of metallic contamination by using the fully automatic procedure
described in (Migliorelli et al., 2015). This method is based on the AMUSE algorithm and
decomposes the signals into independent components exploiting second order statistics (Tong
et al., 1991), which proved effective enough in the separation of components corresponding to
various types of artifacts (Escudero et al., 2010). The employed automatic methodology de-
composed MEG signals into as many independent components as available channels, and these
components were checked for known metallic interference features: regular behavior, measured
by the sample entropy; and low frequency content, measured by the percentage of energy below
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a specific frequency. Given these characteristics of each independent component, a two-step
process was carried out, firstly to define the area or areas of the scalp corresponding to arti-
facted regions, and secondly to detect all independent components related to metallic activity.
After these steps, the corrected artifact-free MEG data was obtained by reconstruction without
considering the independent components associated with metallic artifacts. This method for
automatic artifact reduction applied was previously validated with real and simulated signals in
the study published in (Migliorelli et al., 2015). The amount of error for the artifact reduction
procedure was significantly reduced (worst case around 2.5%). A detailed description of the
actual algorithm is given in (Migliorelli et al., 2015).
To quantify the amount of interference removed, an artifact-to-signal ratio (ASR) was defined
for each IED:








where n denotes the MEG channel, sf represents the filtered signal, s is the original raw signal,
and 〈〉 indicates average over all samples comprised between the beginning and the end of the
IED (Nowak et al., 2009).
4.2.5 Estimation of the ECD
Single dipole fitting was performed by means of the FieldTrip toolbox (Oostenveld et al., 2011),
which uses grid search and nonlinear fitting trying to explain the MEG topography under study.
The ECD model was fitted to the patient’s head volume conduction model obtained as explained
in section 4.2.2. No averaging of IEDs was performed, and a set of dipoles were estimated for
each IED during its whole rising phase: from its onset to the spike peak using 4.5 ms time
steps (i.e. three samples for each dipole). Each ECD was computed using the data of the
subset of channels selected previously. The model was calculated using the maximum likelihood
estimation approach that improves the accuracy of the dipole source localization (Lu¨tkenho¨ner,
1998). The baseline noise (50 ms of recording not containing brain activity of interest) was
considered as a multivariate Gaussian distribution and characterized by a covariance matrix.
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The performance of the fitting procedure was assessed by means of the following goodness-of-fit
measure:
gof = 100 · (1− (υ − υˆ)
T ((υ − υˆ)
υTυ
), (4.2)
where υ and υˆ represent the vectors of the measured and modeled magnetic fields, respectively
and by the 95% confidence volume defined as the volume of the ellipsoid comprising the confi-











where CIx, CIy and CIz represent the 95% confidence interval in each of the dipole directions.
Dipole fitting was applied to all IEDs and their corresponding 37 selected channels for three
different conditions: (1) using all channels without removing metallic interference; (2) rejecting
channels with large metallic artifacts visually determined by the experts; and (3) after applying
the BSS-based metallic reduction procedure. Ten IEDs were selected for further study, corre-
sponding to those which obtained the lowest confidence volume in the first condition, with a
minimum gof threshold value of 85%.
4.2.6 Evaluation of estimated sources
To evaluate the differences among the three conditions, the distribution of the obtained dipoles
at the onset time for each patient was analyzed by means of its central position and disper-
sion. Additionally, the running distance of the path followed by dipoles associated to each IED
was computed. For these purposes, IEDs showing estimated sources outside of the head were
excluded to maintain anatomical plausibility. To calculate this running distance, the whole
computed ECDs from the spike onset to the spike peak were used to check the consistency of
each IED during the rising phase of the spike.
The distance of each IED path was computed as the sum of the distances between consecutive
dipoles. Since IEDs that produce a stable magnetic field and show little change in shape and
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position over time where used in this study, it is expected to find a slight unidirectional change
in the dipole position during the whole rising phase of the dipole (Townsend and Ebersole,
2008)(Townsend and Ebersole 2008). Moving dipole models that make sudden changes in di-
rection may be the result of multiple sources overlapping, as occurs when dealing with metallic
artifact. For this reason, distance values are expected to be lower when the source is produced
by a single dipolar source.
The central source position was obtained as the averaged position of all estimated ECDs of the
ten selected IEDs of each patient. The total dispersion was calculated as the average distance
between each ECD and the central position.
4.3 Results
4.3.1 Artifact removal
For the channel rejection approach, the 37 selected channels of each selected IED and patient
were visually inspected by the three experts. Channels with presence of metallic artifacts showing
regular behavior and considerably higher amplitudes than the rest of the channels were removed
from the analysis, but only if they had been identified by the three experts. The agreement
among experts was quantified by calculating the kappa index (Viera and Garrett, 2005) and a
high inter-rater reliability was obtained (kappa = 0.87 ± 0.10). Table 4.2 contains the number
of rejected channels and shows that four subjects did not show artifacted channels in the area
of the dipole. No rejection was performed in these cases.
Figure 4.2(a) shows, as an example, a 5 s epoch of the 37 selected raw channels used to fit ECDs
in the case of metallic artifacts of dental origin affecting the right temporal zone of the scalp
(patient 1). Highly artifacted channels selected to be removed are emphasized in red.
The BSS-based automatic artifact reduction procedure was applied to the 10 min records and
independent components corresponding to metallic artifacts were removed before signal recon-
struction. Figure 4.2(b) shows an example of the corrected MEG signals, where it can be
observed how the energy of highly artifacted channels decreased markedly. The number of in-
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Table 4.2: Results for all patients




NC CR NC CR AF NC CR AF NC CR AF
1 7 10 549.75 1 1 65.65 48.24 24.97 1.86 1.18 0.62 4.15 3.62 2.19
2 2 6 93 1 0 39.47 31.55 10.85 3.31 2.22 2.16 7.93 18.49 4.21
3 1 15 54.57 1 1 49.14 19.24 4.61 2.97 2.92 3.05 16.18 10.74 5.50
4 0 21 1147.72 2 2 18.91 18.91 3.35 3.88 3.88 0.95 11.88 11.88 2.83
5 0 17 92.23 0 0 15.51 15.51 14.14 1.12 1.12 1.01 3.79 3.79 2.12
6 12 36 1991.77 2 1 67.84 35.28 18.87 7.30 3.54 1.92 5.65 6.98 2.78
7 3 7 283.58 5 1 27.55 27.77 24.88 3.12 1.94 1.98 8.01 5.55 3.13
8 0 14 195.6 1 1 47.94 47.94 37.51 2.44 2.44 2.21 23.84 23.84 2.27
9 0 4 66.7 1 1 32.04 32.04 11.85 1.65 1.65 1.54 14.60 14.60 3.05
10 4 8 1241.27 2 2 26.24 19.58 15.13 8.03 3.15 1.08 10.83 6.21 3.41
11 4 11 145.42 0 0 27.24 21.29 21.19 1.14 0.77 0.76 1.52 1.74 1.86
12 4 18 170.57 1 1 79.56 12.50 8.84 1.37 1.03 1.12 5.12 5.39 3.32
13 7 6 939.85 5 1 14.11 8.76 7.78 7.10 3.65 3.12 13.06 3.07 2.49
14 5 3 733.14 1 0 9.50 9.45 8.84 2.42 1.64 0.51 6.91 4.44 1.82
Mean 3.23 12.57 550.37 37.19 24.72 15.20 3.41 2.22 1.57 9.53 8.6 2.93
Std 3.48 8.72 588.41 21.17 12.80 9.43 2.36 1.06 0.85 5.99 6.52 1.00
R.Chan: Removed Channels, R.IC: Removed independent components R.IEDs: Removed IEDs, NC:
Non corrected, CR: Channel removal, AF: Artifact filtering
dependent components removed was 12.57 ± 8.72 (out of 148, mean and standard deviation for
all patients).
The topographic distribution of normalized energy corresponding to the removed metallic ac-
tivity is shown in the maps of figure 4.3. Each map presents a different distribution of energy
that mainly depended on the type of metallic artifact. Table 4.2 also shows the average ASR
obtained for each patient, evidencing a high variability among subjects probably due to the
different nature of metallic contamination.
4.3.2 ECD estimation
Temporal signals and electric isofields from each IED were analyzed to identify spike onsets
time considering morphological IED characteristics and field dipolar distribution (figure 4.1).
Figure 4.4(a) shows the magnetic isofield of a spike, corresponding to the spike in figures 4.1
and 4.2 (onset indicated by a green vertical line), before applying the artifact reduction proce-
dure. Figures 4.4(b) and (c) show the equivalent maps to figure 4.4(a) when channel rejection
and the automatic artifact reduction were performed, respectively. Magnetic isofields changed,
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Figure 4.2: 5 s epoch corresponding to 37 MEG channels for subject 1 selected for dipole fitting.
Vertical lines show the onset of at the same well-defined IED shown in figure 4.1. (a) RAW
signal before applying automatic reduction procedure. Red channels were selected by experts as
highly artifacted channels and removed in the channel rejection procedure. (b) Corrected MEG
signals obtained after applying automatic AMUSE-based metallic removal procedure.
suggesting different dipole locations depending on the approach. Figure 4.4(c) presented a more
plausible dipolar distribution more similar to EEG distribution (figure 4.1(b)).
Dipoles were calculated at each IED onset in three cases: (1) using all 37 selected channels
without any kind of correction; (2) rejecting channels with clearly visible metallic artifacts; and
(3) applying an automatic BSS-based artifact reduction. The ten IEDs whose dipoles achieved
the lowest V in the first case were selected for further study, taking into account a minimum gof
value of 85%. Paired sample T-tests with significance set to 0.05 were used to compare the three
approaches. The confidence volume measure showed significant differences between the three
approaches (p-value < 0.04 in any case). No statistically significant differences were obtained
for the gof values.
Figure 4.5 shows the positions of the dipoles obtained for the ten IEDs of patient 1 (planes XY,
XZ, and YZ ). Dipoles are drawn inside the anatomical representation of the head and brain of
the patient. Dipoles that appeared outside of the brain cortex (see dipole 4 of the no-correction
approach, in blue), were discarded for subsequent measurements of dispersion and distance,
which were calculated for all 14 subjects and the three approaches.
Table 4.2 shows the obtained dispersion values for each patient and the number of spikes dis-
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Figure 4.3: Topographic distribution of normalized energy corresponding to the removed metallic
activity for the 14 subjects. Artifact distribution of energy mainly depended on the type of
metallic interference, to its position and size.
carded due to their location outside the brain. Interestingly, all dipoles obtained after BSS-based
artifact reduction were found inside the head, and therefore it was possible to use all of them
to estimate the dispersion measure. The average dispersion for all patients was of 3.41 ± 2.36
cm if no artifact filtering was applied, and this value decreased to 2.22 ± 1.06 cm when channel
rejection was performed (p-value = 0.06 with respect to no artifact correction), and decreased
even more if automatic BSS-based reduction was chosen, reaching a value of 1.57 ± 0.85 cm (p-
values of 0.007 and 0.036 with respect to no artifact correction and channel rejection approaches,
respectively). Differences between automatic approach and the two previous were statistically
significant (paired T-tests, significance set to 0.05), with probability values of 0.007 and 0.036
for non-corrected signals and channel rejection approaches, respectively.
With respect to the running distance of ECDs, figure 4.6 shows an example of the positions
obtained for the consecutive dipoles fitted during the rising phase of an IED. Table 4.2 demon-
strates that the distance traveled by ECDs was clearly lower after applying the automatic pro-
cedure: distances for the naive and the channel rejection approaches showed similar values of
9.53 ± 5.99 cm and 8.60 ± 6.52 cm, respectively (no significant differences were found, p-value
= 0.277), whereas the automatic filtering obtained a measure of 2.93 ± 1.00 cm. Analogously
to the dispersion measure, differences between the automatic approach were significant, with
probability values of 0.001 and 0.003 for non-corrected signals and channel rejection approaches,
respectively.
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Figure 4.4: Magnetic isofields computed for the 37 selected channels corresponding to the same
IED onset shown in figure 4.1. For the three approaches: (a) before applying any filtering pro-
cedure (no correction), (b) after channel rejection, (red channels were removed, green channels
were included); and (c) after applying the metallic reduction procedure. The central channel is
shown in blue.
4.3.3 Influence of the ASR on dipole localization.
Metallic artifacts affected MEG signals with different intensity depending on the region of the
scalp (see figure 4.3), which was primarily determined by the nature of the artifact. ASR values,
which were defined for the 37-channel region where dipole fitting was performed, are shown in
table 4.2. As ASR increased, ECD fitting of non-corrected MEG data produced more scattered
dipoles and therefore a higher dispersion value, as evidenced by the linear regression shown in
figure 4.7.
Two additional regressions were studied to assess the influence of artifact levels on ECD fitting
before and after applying the BSS-based automatic reduction of metallic artifacts, as shown
in figure 4.8. Figure 4.8(a) is a scatterplot of ASR versus the distance between central source
position before and after the automatic artifact reduction procedure for all subjects. For small
ASR values, distances were lower than 1 cm, but they increased as ASR did. An equivalent
analysis was performed for differences in dispersion measures, shown in figure 4.8(b), and similar
results were obtained indicating higher dispersion as ASR increased. Regression lines showed
values of r = 0.75 (p-value = 0.002) and 0.89 (p-value < 0.001), respectively.
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Figure 4.5: Dipoles obtained for the ten IEDs of Patient 1 (a) XY plane, (b) XZ plane and (c) YZ
plane. Blue, green and red dipoles belong to no-correction, channel rejection and automatic filter
procedures. Dipole 4, located outside the brain in the no-correction procedure, was discarded
for the subsequent measurements of dispersion and distance.
4.4 Discussion
Patients suffering from refractory epilepsy usually have to undergo resective surgery, and this
process requires an extensive presurgical evaluation to determine the epileptogenic area and
to plan the suitable strategies for neurosurgery, taking into account the functions of nearby
areas before the resection. Several studies have determined that MEG interictal epileptiform
activity is useful to locate epileptic foci (Shibasaki et al., 2007; Enatsu et al., 2008; Englot
et al., 2015), and although it cannot replace intracranial EEG at the present time (Shibasaki
et al., 2007), MEG can often provide additional and useful information mainly because of its
whole-head coverage. Even in those cases where intracranial recordings are strictly necessary
(generally when the sources are deep), MEG recordings are useful to determine the area where
the electrodes will be implanted. This technique has shown superior performance than EEG
(Amo et al., 2003; Stefan, 2004; Ramantani et al., 2006).
The standard clinical MEG procedure consists in the inspection of the recordings and the de-
tection of well-defined IEDs so that ECD fitting can be performed to locate an epileptic source.
Dealing with metallic artifacts is one of the main drawbacks of the MEG technique because
they can affect many subjects (Vrba, 2002). For Elekta-Neuromag systems, the tSSS approach
has proven to be effective removing metallic interference coming from different sources (Song
et al., 2009; Kakisaka et al., 2012; Jin et al., 2013; Wang et al., 2013). As explained before,
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Figure 4.6: Positions obtained for the consecutive fitted dipoles during the rising phase of an
IED. (a) XY plane, (b) XZ plane and (c) YZ plane. Blue, green and red dipoles belong to
no-correction, channel rejection and automatic filter procedures. The dipole measured at the
onset of the IED is displayed as ’o’.
Figure 4.7: Dispersion values versus ASR for the 14 subjects. Linear regression showed a value
of r = 0.80 (p-value = 0.0005).
this technique is not applicable to signals from different MEG systems and the algorithm is
not freely available. There are no comparative studies among this technique with other artifact
reduction algorithms such as BSS. The analysis of the differences and advantages of these two
algorithms in Elekta MEG systems would be an interesting field of study. In an interesting
study held by (Gonzalez-Moreno et al., 2014) an SNR analysis was carried out applying tSSS
followed by a BSS procedure. The study concluded that SNR increased by 100% after applying
tSSS techniques and an additional 33%–36% after applying BSS methods suggesting that not
all noise was successfully removed by the tSSS method.
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Figure 4.8: (a) Difference between central source position before and after applying automatic
filtering procedure versus ASR. Regression line showed a value of r = 0.75 (p-value = 0.002). (b)
Difference between dispersions versus ASR. Regression line showed a value of r = 0.89 (p-value
< 0.001).
In this study, the effectiveness of an automatic BSS-based artifact reduction procedure algo-
rithm, described in detail and validated in (Migliorelli et al., 2015), was evaluated in patients
with refractory focal epilepsy. A comparative analysis of ECD estimation through different
usual clinical approaches was performed: using MEG signals without any metallic artifact cor-
rection; rejecting highly affected channels; and applying the automatic BSS-based procedure.
The resulting dipole locations corresponding to ten well-defined IEDs were analyzed.
Metallic artifacts can be produced by different sources such as dental implants or brackets, cere-
bral implants such as intracranial electrodes or subdural grids, vagal stimulators, and ventricular
bypass valves, among others. Depending on the kind of source, its size and its position, metallic
artifacts can affect different areas of the scalp with varying intensity. This variability generates
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multiple situations in which artifacts can impact on big areas, or appear localized in a specific
region with different intensity, usually exceeding the energy of cerebral activity by several orders
of magnitude. The BSS-based automatic artifact correction procedure was able to successfully
detect independent components associated to metallic activity and allowing an effective reduc-
tion of their effects. This methodology also provided an objective measure of the high variability
observed in metallic artifacts as quantified by independent component detection: subjects with
very focused artifacts (patients 2, 9, 13, and 14) presented fewer components related to metallic
artifacts than subjects with artifacts more spread over the head (patients 3, 6, and 12).
Recordings affected by metallic interference produced highly artifacted temporal signals where
brain activity appeared completely masked in some electrodes or regions. Detection of interictal
epileptiform activity in this scenario may be a challenging task in clinical routine, especially in
cases where the artifacted region overlaps the area where IEDs show maximum magnetic activity.
As shown in the example in figure 4.3, metallic interference mainly affected channels in red and
was successfully removed from the MEG signal after applying the BSS-based artifact reduction
procedure. Although some well-defined IEDs were detected in the artifacted recordings, spike
identification became easier after artifact reduction.
Even if well-defined IEDs can be detected in the presence of metallic artifacts, ECD estimation
may produce dipoles whose position is outside the brain. It is important to notice that high
values of gof and low values of V do not imply a feasible physiological location, since this two
measures only quantify the fitting of real data to the dipolar model. In other words, if measured
data correspond to dipolar sources outside the brain, the ECD estimation will be able to fit a
dipole with an excellent gof and low V. That is the main reason why the naive approach of using
signals without any kind of artifact correction and even the artifacted channel rejection strategy
produced several dipoles located outside the brain. These dipoles were discarded for further
analysis, and consequently these two approaches provided fewer dipoles than the automatic
artifact reduction. This approach always produced dipoles inside the brain and its dispersion
and distance measures were computed using all the ten identified IEDs.
For each subject, all the identified IEDs produced similar magnetoencephalographic activity
and exhibited their maximum value at the same area of the scalp, showing a similar dipolar
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distribution. Under these circumstances, the identified IEDs were expected to be generated by
the same internal sources. The dispersion of the location of the fitted dipoles with respect to their
average (central source position) was calculated for each subject for the three approaches: naive,
channel rejection, and automatic artifact reduction. As expected, the best results were obtained
for the artifact reduction approach. Although more dipoles were obtained inside the brain when
performing channel rejection, the corresponding dispersion values did not significantly improve
with respect to the naive approach.
The beginning of epileptiform activity is represented by IED onset, and thus this is the desired
point to apply ECD estimation (Bagic´ et al., 2011). However, the point with the lowest signal-
to-noise ratio corresponds to the peak value of a spike. The rising phase of the IED progresses
between these two instants and the dipole moves due to the propagation of the epileptiform
activity. Observing and characterizing the course of these propagations could be considered a
reliable way of assessing the likelihood of the estimated dipoles after the application of different
artifact reduction methodologies. Stable dipole trajectories, without abrupt changes of position
or direction, are most likely associated with a single cerebral source and can be explained by a
single-dipole model (Townsend and Ebersole, 2008) (Townsend and Ebersole 2008). Following
this reasoning, several dipoles, estimated during the rising phase of an IED, are shown in figure
4.6. Interestingly, the distribution of dipoles exhibited a more stable time course and distribution
after automatic artifact correction, whereas dipoles should be discarded for further analysis due
to instability in the other two approaches. Stability was measured by the running distance of
IED paths for all patients, and results of table 4.2 evidenced significantly reduced distances for
the automatic artifact reduction approach. Removing artifacted channels did not produce any
improvement in distances and therefore in the stability of the dipole during the rising phase of
the IED.
Metallic artifacts can affect recordings with varying energy, projecting on different areas of
the scalp. In order to analyze the effect of metallic artifacts on detected IEDs, the relationship
between their dispersion and the ASR for artifacted data is shown in figure 4.7. Results indicated
more variability in the location of estimated ECDs of a subject when metallic artifacts were
higher, resulting in higher values of dispersion. In this sense, the differences in central source
position and dispersion observed before and after applying the BSS-based automatic artifact
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reduction procedure evidenced that dipole locations changed significantly for high values of ASR,
but were not altered when lower levels of artifacts were present (see figure 4.8). Noticeably, the
high dispersion values shown in figure 4.7 corresponded to the highest differences depicted in
figure 4.8, demonstrating that the artifact reduction approach produced a more reliable ECD
estimation thanks to reduced levels of metallic artifacts.
Although the results show a significant improvement of the dipole fitting procedure, an additional
validation with the actual localization of the epileptic focus would have been useful. However, in
this study, no detailed information about surgery or intracranial electrodes data was available.
Nevertheless, lower levels of dispersion and distance measures shown by data after applying the
artifact reduction procedure suggested an improvement in the stability of the dipolar sources
and therefore a more reasonable association with the discharges produced by the epileptic tissue.
Hence, the results encourage the use of such a BSS-based automatic artifact reduction procedure
to improve IED detection and realiable ECD fitting in these patients whose MEG recordings are
affected by metallic interference, which otherwise would not be suitable for presurgical analysis
and would require alternative and possibly more invasive strategies to prepare for resective
surgery.
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Abstract: Objective. In epilepsy, high-frequency oscillations (HFOs) are considered events
highly linked to the seizure onset zone (SOZ). The detection of HFOs in noninvasive signals
such as scalp EEG and MEG is still a challenging task. The aim of this study was to automatize
the detection of ripples in MEG signals reducing the high-frequency noise using beamformer-
based virtual sensors (VS) and applying an automatic procedure exploring the time-frequency
content of the detected events. Approach. 200 seconds of MEG signals and simultaneous iEEG
were selected in nine patients with refractory epilepsy. A two-stage algorithm was implemented.
Firstly, beamforming was applied to the whole head to delimitate the region of interest (ROI)
within a coarse grid of MEG-VS. Secondly, a beamformer using a finer grid in the ROI was
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computed. The automatic detection of ripples was performed using the time-frequency response
provided by the Stockwell Transform. The performance was evaluated by comparing with si-
multaneous iEEG signals. Main results. For the nine subjects, ROIs were located within the
seizure-generating lobes. Precision and sensitivity values were 79.18% and 68.88%, respectively,
considering iEEG detected events as benchmark. A higher number of ripples were detected
inside the ROI compared to the same region in the contralateral lobe. Significance. The evalua-
tion of interictal ripples using noninvasive techniques can help in the delimitation of the EZ and
guide the placement of intracranial electrodes. This is the first study that automatically detects
ripples in MEG in the time domain located within the clinically expected epileptic area taking
into account the time-frequency characteristics of the events through the whole signal spectrum.
The algorithm was tested against intracranial recordings, the current gold standard. Further
studies should explore this approach to enable the localization of noninvasively recorded HFOs
to help during pre-surgical planning and to reduce the need for invasive diagnostics.
Keywords: high frequency oscillations, epilepsy, MEG, ripples, beamformer.
5.1 Introduction
Epilepsy is a neurological disorder that affects about 1% of the world population (Ramey et al.,
2013). The most common therapeutic treatment relies on antiepileptic drugs (AEDs) which
aims to reduce or eliminate seizures. Approximately 20% to 40% of patients diagnosed with
epilepsy become refractory to treatment (Liu et al., 2015b). For these patients, the most frequent
therapeutic alternative is the neurosurgical resection of the epileptogenic zone (EZ), defined as
the cortex area that is necessary and sufficient for initiating the epileptic discharges and whose
removal is necessary for complete abolition of seizures (Schuele and Lu¨ders, 2008).
In current practice, the epileptogenic zone is approximated by the seizure onset zone (SOZ),
defined as the area where the clinical seizures originate. The delimitation of this area is often
done by the presurgical analysis with intracranial electroencephalography (iEEG) (Rosenow and
Lu¨ders, 2001) during the pre-ictal and ictal periods. In several recent studies, high-frequency
oscillations (HFOs) have been evaluated as a specific biomarker for epileptogenicity in iEEG
(Jacobs et al., 2012; Fujiwara et al., 2012; Wang et al., 2015). These fast oscillations appear in
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the frequency range of 80-500Hz, classified into ripples (80-200Hz) and fast ripples (200-500Hz)
and are defined as spontaneous patterns above the baseline, clearly distinguished from noise
and with at least four oscillations (Worrell et al., 2012). They can be recorded during the
interictal period, without having to record ictal activity and thereby, reduce discomfort and risk
for the patient as well as the recording time. HFOs may appear in concordance with interictal
epileptiform discharges (IEDs) but also isolated. The relationship between them is still an open
discussion although HFOs seem to be more specific to delimitate the EZ than IEDs (Jacobs
et al., 2012).
Visual marking of HFOs is highly time-consuming. For iEEG, several automatic algorithms have
been proposed in the time domain and in the time-frequency domain (Liu et al., 2016; Burnos
et al., 2014; von Ellenrieder et al., 2012; Zelmann et al., 2012). Time-frequency domain detectors
can considerably reduce the false positives but also are computationally more demanding. The
detection of HFOs in non-invasive signals such as scalp EEG and magnetoencephalography
(MEG) is still a challenging task, mainly because of the low signal-to-noise ratio (SNR) in
high-frequency bands (Muthukumaraswamy, 2013). MEG and EEG signals must be adequately
preprocessed to reduce biological and environmental interferences coming from different sources
(Stuﬄebeam et al., 2009). Recent studies have shown that fast oscillations related to epilepsy
can be identified in scalp EEG (Andrade-Valenca et al., 2011; Melani et al., 2013; Fahoum
et al., 2014; Zelmann et al., 2014), however, depending on the number of channels and due to
the distortion of the signals caused by the skull, this technique may attenuate high frequency
activity and present a poor spatial resolution (Zelmann et al., 2014).
As it is much less influenced by the electrical conductivity of the surrounding tissues on the cere-
bral cortex (Shibasaki et al., 2007), MEG can provide a more accurate non-invasive biomarker
for epileptogenicity (Muthukumaraswamy, 2013). Some studies in MEG investigate the power in
high frequency bands (Papadelis et al., 2016; Miao et al., 2014; Tenney et al., 2014). There are
few recent studies that have successfully detected high frequency activity at the time domain.
In the study developed by von Ellenrieder et. al. (von Ellenrieder et al., 2016), an automatic de-
tection of fast oscillations (FO) (40-160Hz) previously developed for scalp EEG (von Ellenrieder
et al., 2012), followed by a visual discarding of false positives performed in scalp MEG, and then
compared with the epileptogenic region defined by two specialists. However, presumably due
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to the low SNR of the FOs, the detection produced unsuccessful source localizations in some
patients. Van Klink et. al. introduced an interesting approach to detect HFOs improving the
SNR using beamformer localization (van Klink et al., 2016), one of the most used approaches
for detecting MEG sources (Baillet et al., 2001). Beamformer reconstructs neuronal activity in
a particular position as a weighted contribution from different sensors acting as a spatial filter
capable to reduce and attenuate noise from distant sources (Hillebrand and Barnes, 2005; Vrba,
2002; Muthukumaraswamy, 2013). Time domain signals can be reconstructed at specific loca-
tions, usually known as virtual sensors (VS) that can reveal information that is not discernable
in the physical sensors (van Klink et al., 2016). The detection of HFOs was done visually, and
the determination of the region of interest was based on the localization of IEDs. This region
is commonly known as the irritative zone (Rosenow and Lu¨ders, 2001), a region that is usually
more extensive than the theoretical EZ and that may even not overlap it.
In this study, an automatic method to detect ripples (80-120Hz) in MEG is proposed. To remove
high frequency noise, a beamformer analysis similar to (van Klink et al., 2016) was performed
in a two-step approach. VS were used for the identification of epileptic HFOs that could not
be assessed at the MEG sensor level. A simpler version of this approach was developed for a
preliminary study (Migliorelli et al., 2016b) where HFOs were visually observed in the region
of interest and compared with simultaneous iEEG recordings. In this study, a comparison
between the automated detection of ripples in MEG and iEEG was performed. To the author’s
knowledge, this is the first automatic algorithm that detect HFOs in MEG time course signals.
5.2 Materials and Methods
5.2.1 Patients, signal acquisition settings and previous preprocessing.
Nine patients diagnosed with intractable epilepsy were selected for this study. All of them
had simultaneous MEG and iEEG recordings. The selected subjects for this study presented
interictal activity coming from one focal generator. Table 5.1 shows the summary of the available
clinical information, seizure type, the area where the ictal electrode was identified by clinicians
and iEEG contact number.
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Table 5.1: Clinical information of the Patients





1 M/9 OLE complex partial (L) Occipital (L) 8
2 F/9 MTLE complex partial (R) Middle Temporal (R) 6
3 M/6 MTLE complex partial (R) Middle Temporal (R) 6
4 M/13 MTLE complex partial (R) Middle Temporal (R) 6
5 M/10 OLE complex partial (L) Occipital (L) 8
6 F/22 MTLE complex partial (L) Middle Temporal (L) 6
7 M/6 MTLE complex partial (R) Middle Temporal (R) 6
8 M/9 MTLE complex partial (R) Middle Temporal (R) 8
9 M/7 MTLE complex partial (R) Middle Temporal (R) 6
MEG signals were acquired in a magnetically shielded room during 10 minutes with eyes closed
in supine position in order to remove head movements. A whole-head 148-channel magnetometer
system (4D-Neuroimaging/BTi San Diego, California USA) sampled at 678,19Hz (bandwidth
DC to 250Hz) was used to acquire MEG signals and simultaneously, iEEG was recorded using
the same sampling rate and bandwidth conditions. For each patient, one depth electrode was
implanted on the target region. Each electrode was 1.1 mm in diameter and included 6, or 8
leads 2,4 mm in length, 5 mm apart (AD-TECH, Racine, WI). The relative position of the pa-
tient’s head with respect to the MEG sensors was recorded continuously using head-localization
coils. Signals were imported into MATLAB using the Fieldtrip toolbox (Oostenveld et al., 2011).
MEG was filtered to remove ocular, cardiac, and metallic artifacts using automatic blind source
separation algorithms (Migliorelli et al., 2015; Romero et al., 2009), and visually inspected to se-
lect 200s of interictal periods for posterior analysis. These algorithms have proven to be effective
in the localization of epileptic sources (Migliorelli et al., 2016a). The general recommendation,
to be able to visualize HFOs, is to use a sampling frequency of at least 5 times the frequency
of the oscillation of interest (Worrell et al., 2012) and, for this reason, the maximum frequency
of analysis was set to 120Hz. MEG and iEEG signals were band-pass filtered from 1 to 120Hz
to obtain the whole spectrum (MEGWS) within these two frequencies and from 80 to 120Hz to
obtain the high frequency spectrum (MEGHF ) in both cases using a FIR filter (80
th order).
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Figure 5.1: Scheme of the two stages HFO detection algorithm.
5.2.2 Volume conduction model
The patient’s index points and head shape were digitized with a 3Space Fasttrack (Polhemus,
Vermont, USA) prior to each measurement. The nasion, an anatomical landmark, and the
left and right ear canal points served as index points and were used to define a right-handed
coordinate system, called headframe coordinate system: the x-axis points to the front, the y-axis
to the left, and the z-axis to the top of the head.
The scalp and brain meshes for each subject were obtained by aligning and warping the default
anatomy provided by the Montreal Neurological Institute with the Brainstorm software (Tadel
et al., 2011). The volume conduction model was obtained with the single shell algorithm provided
by Fieldtrip in which a realistic single shell model based on lead field expansion is computed
(Nolte, 2003).
5.2.3 MEG automatic detection of ripples
The proposed algorithm was divided into two main steps:
• In the first step, beamforming was applied to the whole head within a coarse grid of MEG-
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VS to delimitate the region of interest. As beamformer computation time increases with
higher resolution, this step allowed to delimitate the area of analysis in an efficient way.
• In the second step, a second beamformer in the region of interest was computed and a
finer MEG-VS grid was obtained. The automatic detection of ripples was performed with
a modified version of the algorithm developed by (Burnos et al., 2014). This algorithm
uses the Stockwell Transform (Stockwell et al., 1996) which provides an excellent time-
frequency decomposition and reduces the computational run time.
In order to assess the performance of the proposed procedure, ripples detected in simultaneous
iEEG signals were used as the gold standard. To facilitate the understanding of the whole
procedure, a scheme is shown in Figure 5.1 and detailed explanation is provided in the next
subsections.
First Stage: whole-head Beamformer and detection of the region of interest (ROI)
(a) Whole-head Beamformer: The first stage was performed to define the area where the epilep-
tic high-frequency activity was taking place. To obtain this area, a Linearly Constrained
Minimum Variance Beamformer (LCMV-Beamformer) (Van Veen et al., 1997) was com-
puted to obtain the weights of the spatial filtering using an evenly spaced (1.5 cm) grid of
VS including the whole brain volume of each subject. Beamformer weights (BFw) were com-
puted from MEGHF using sliding windows of 100ms with a 50% overlapping. For each time
segment, Virtual sensors (V SHF ) were obtained as the product of the MEGHF signals with
the filter weights projecting the time-series along a unique dipole direction corresponding to









where n is the number of V SHF , m is the number of MEG channels and s is the length of
the signal. The noise covariance was computed with the first 10 seconds of the unfiltered
data (van Klink et al., 2016). Finally, MEG-VS signals were reconstructed averaging the
overlapped and successive time segments.
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(b) Detection of events of interest: For each computed VSHF, events of interest (EOIs) were
detected using an adapted version of the first phase of the algorithm developed in (Burnos
et al., 2014) for iEEG signals. For each VSHF:
(1) The envelope of the band-pass signal was computed with the Hilbert transform
(2) The mean and the standard deviation (SD) of the envelope was computed to set a
threshold equal to mean+ 3 · SD .
(3) An event was detected when the envelope exceeded the threshold. The duration of the
event was defined as the interval between the upward and downward crossings through
half the detection threshold, that was 0.5 · (mean+ 3 · SD).
(4) If the duration of the event exceeded 6 ms, the event was qualified as an EOI.
(5) EOIs with an inter-event interval of less than 10 ms were merged.
(6) Events not having a minimum of 4 peaks greater than 2 · SD from the mean baseline
were rejected.
(c) ROI selection: Using the information provided by the EOIs, where a preliminary selection of
high-frequency activity was performed discarding a fair amount of noisy events, a region with
greater epileptogenic high-frequency activity could be delimitated. To do so, the number
of EOIs appearing in each VSHF was computed, and all possible 3 × 3 × 3 subgrids were
considered and the one showing the highest number of EOIs was selected as the ROI.
Second stage: Detection of ripples inside the ROI.
(a) Beamforming inside the ROI: A new and finer grid (0.75 cm between V SHF ) was computed
inside the selected cubic ROI, creating a volume of 5× 5× 5 points where new beamformer
weights were calculated and time-series signals were obtained for each VSHF using the same
procedure applied in the whole-head approach.
(b) Detection of EOIs: EOI detection was performed for VSHF using the same algorithm ex-
plained in section 5.2.3. However, visual analysis of the selected segments revealed that the
detection threshold of the algorithm was very restrictive and some of the events detected in
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Figure 5.2: Schematic example of the overlapping conditions. If two events had common samples
and if the length of the common samples, LOV, was higher to the half of the length of the first
event L1 and the second event L2, then the both events were considered as overlapping events.
iEEG that were observable in V SHF were not being selected as EOIs due to a lower SNR,
and therefore, failed to detect a considerable number of visible events in MEG-VS. Conse-
quently, to perform the selection of EOIs and the subsequent detection of ripples, several
thresholds mean± factorSD · SD were evaluated by varying the factorSD from 1.5 to 3 in
steps of 0.25.
(c) Recognition of ripples among EOIs: The recognition of ripples among the selected EOIs was
performed using a similar algorithm to the second step explained in (Burnos et al., 2014),
which discards EOIs elicited by other activity than oscillatory (Jacobs et al., 2012; Otsubo
et al., 2008; Muthukumaraswamy, 2013). The assumption taken for this step was to define
a HFO as a short-lived event with an isolated spectral peak at a distinct frequency (Cre´pon
et al., 2010; Cho et al., 2012). Beamformer was computed from MEGWS for each detected
EOI±0.25s and V SWS was obtained as the product of the MEGWS with the filter weights
projecting the time-series along a unique dipole direction corresponding to the maximum
variance as explained in subsection 5.2.3. The time-frequency response of the V SWS was
performed using the Stockwell Transform. An event was considered a ripple if its frequency
response presented a clear distinguishable peak above 80Hz. To measure this, the following
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Figure 5.3: Example of a ripple with a clear and distinguishable peak in high frequency and the
selection of HiFP, Trough, LoFP in the PSD estimation at the maximum point of the envelope.
steps were computed:
(1) The instantaneous power spectrum density (PSD) was obtained for the maximum point
of the envelope (obtained by means of the Hilbert transform). An example of the
computed time-frequency response and the corresponding PSD is observed in Figure
5.3.
(2) From the PSD, three parameters were computed (see Figure 5.3):
(i) The high-frequency peak (HiFP ) was selected as the spectral peak of a possible
HFO. The minimum frequency of this peak is 80Hz and the maximum is 120Hz.
(ii) The trough was defined as the minimum point in the range between 40Hz and
HiFP .
(iii) The low frequency peak (LoFP ) was defined as the closest local maximum below
the trough.
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(d) Whole grid analysis: An additional feature was taken into account to discard ripples that
appeared in just a few VS and isolated from their adjacent channels. All the detected ripples
occurring at the same time segment (with a minimum of 50% of overlapping) were assigned
to the same specific ripple event. The overlapping conditions are shown in Figure 5.2. The
relative power of the ripple in one virtual sensor RP (V Si) was computed as follows:
RP (V Si) =
Pevent(V Si)− P200s(V Si)
P200s(V Si)
(5.4)
where Pevent is the power in the 80-120Hz band of the ripple event in the i
th VS and P200s
is the power of the whole 200s signal in the same frequency band in the ith VS.
The energy of an event (Er) was then computed as the sum of the maximum relative power
of each VS belonging to the ripple with respect to the sum of the relative power of all the
VS in that same event:
Er = 100 ·
∑nV S
n=1 RP (V Sn)∑1
k=1 25RP (V Sk)
(5.5)
where nVS is the number of VS with a detected ripple. Once the Er was calculated, the
detected ripple was discarded if its value was not high enough. The energy threshold thresEr
was defined with the purpose of discarding isolated events or with low energy and, thereby,
obtaining a better performance of the algorithm. Several values for thresEr were considered
from 0% to 100% in steps of 1%.
5.2.4 Threshold selection: Precision/recall curves.
The evaluation of the performance of the current algorithm was done using iEEG signals as
gold standard. Ripples iEEG were automatically detected with the time-frequency analysis
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algorithm described in (Burnos et al., 2014). For each pair of values considered in both thresholds
(factorSD and thresEr) and for each automatically detected ripple in iEEG and MEG-VS, a
co-occurring event was defined if these aforementioned ripples overlapped in time (see Figure
5.2). Each ripple event in iEEG was considered independently for each channel. In MEG-VS, all
the virtual sensors containing an overlapped event (Figure 5.2) were considered as one individual
event. This co-occurring ripple was considered a true positive (TP). A false positive (FP) was
defined as a detected ripple in MEG-VS that was not detected in iEEG. Finally, a false negative
(FN) was defined as a detected ripple in iEEG but not visible in MEG-VS. The recall (R),
precision (P) and F1 score (F1) were computed as:
R = 100 · TP
TP + FN
(5.6)
P = 100 · TP
TP + FP
(5.7)
F1 = 2 · P ·R
P +R
(5.8)
The F1 score measures the test accuracy, and can be interpreted as a weighted average of
the precision and the recall. The influence of both thresholds on the discrimination of ripples
from noise was evaluated by observing increases of recall or precision. To select the optimum
threshold values, a leave-one-out procedure was used. The values of energy and SD threshold
were computed as a function nine times, each one leaving one of the subjects out. For each of
the curves, the Er and SD values that produced the higher F1 score were selected. The values
selected for the classifier, factorSD and thresEr were selected using the median values for each
one of the leave-one-out functions.
5.2.5 Detection and localization of ripples inside and outside the ROI
As mentioned before, the ROI was selected as the area with higher number of EOIs, and where
the VS belonging to the ROI were expected to be more active. In order to show this hypothesis,
once the automatic selection was performed and the remaining noisy events were discarded, the
comparison between the number of detected ripples inside and outside the ROI was performed.
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For each patient, the contralateral hemisphere was selected as the area outside the ROI and the
same automatic procedure to detect ripples was applied. Results were compared between the
two regions.
5.3 Results
5.3.1 Detection of the region of interest
To evaluate the selected ROIs resulting from the first stage in the volume reconstruction model,
the coordinates of the central virtual sensor were normalized into MNI space using brainstorm
software (Figure 5.4) and the gyrus and lobes were obtained for this position in the normalized
atlas (Table 5.2). The central VS of the 9 subjects matched the lobe where seizures had been
generated (Table 5.1).
5.3.2 Threshold selection inside the ROI
To select the values of factorSD and thresEr as the trade-off between precision and recall, the
detection in iEEG and MEG-VS was compared when varying these two parameters, selecting the
values that produced higher F1 score, which is, maximizing both precision and recall. To obtain
these values, a leave-one-out cross validation approach was used, in which each subject was left
out and the selected values were calculated with the rest. The results of the selected values for
factorSD and thresEr are shown in Table 5.3. The obtained median values were used as the final
selected values: 2.25 for factorSD and 17.75% for thresEr. The averaged precision/recall and F1
score curves for all the subjects are shown in Figure 5.5. A decrease of factorSD allowed to detect
higher number of ripples increasing recall but with the risk of introducing false positive events
(decreasing precision) with less energy that would appear simultaneously in a lower number of
virtual sensors. This is why a similar effect was found with thresEr: higher precision but lower
recall with higher values.
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Figure 5.4: Example of localization of the middle virtual sensor (in red) in the warped anatomy
and the posterior MNI transformation.
5.3.3 Automatic detection
The automatic detection was applied to the 9 subjects using the selected threshold values. The
values of recall and precision were 68.9 ± 0.8 and 79.2 ± 1.5, respectively (mean ± SD of all
subjects). The resulting F1 score was 73.7± 0.6 (TP: 25.2± 10.0; FN: 11.4± 4.7; FP: 6.6± 2.5).
The average number of detected events was 31.8 ± 12.5, which produced a rate of ripples per
minute of 9.5± 3.7, similar to the value of 6.7± 4.8 obtained by visual inspection in (van Klink
et al., 2016) with MEG. The number of detected ripples in iEEG was 36.7± 14.7, producing a
rate of 11.0± 4.4 ripples per minute. The detector was evaluated to ensure better-than-chance
performance (Andrzejak et al., 2009) using the Poisson random probability distribution proposed
in (Snyder et al., 2008). Precision, Recall and F1 score were significantly lower (p-value< 0.0001)
for the random distribution.
Figure 5.6 shows, as an example, MEG-VS time-domain signals for Patient 1 after applying
the beamforming algorithm. The same time segments of the iEEG channel with higher ripple
rate and the 9 closest scalp-MEG channels are also shown. Ripples that are unrecognizable in
scalp-MEG are observed in MEG-VS, and occur simultaneously in iEEG signals. Furthermore,
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the different possible situations (TP, FP, FN) of automatic detection of ripples in MEG and
iEEG are shown. Table 5.2 summarizes the performance of the automatic algorithm for each
patient along with the global performance using the aforementioned thresholds.
Table 5.2: Brodmann Areas and lobes of the ROI and detection of ripples in MEG-VS compared






TP FN FP Recall Precision F1score
1 Fusiform/Occipital (L) 44 51 35 16 9 68.6 79.5 73.7
2 Middle Temporal/Temporal (R) 48 55 38 17 10 69.1 79.2 73.8
3 Fusiform/Temporal (R) 54 63 43 20 11 68.2 79.6 73.5
4 Middle Temporal/Temporal (R) 26 31 21 10 5 67.7 80.8 73.7
5 Middle Occipital/Occipital (L) 23 26 18 8 5 69.2 78.3 73.5
6 Superior Temporal/Temporal (L) 17 19 13 6 4 68.4 76.5 72.2
7 Sub-gyral/Temporal (R) 22 24 17 7 5 70.8 77.3 73.9
8 Middle Temporal/Temporal (R) 25 29 20 9 5 69.0 80.0 74.1
9 Sub-gyral/Temporal (R) 27 32 22 10 5 68.8 81.5 74.6
Mean 31.8 36.7 25.2 11.4 6.56 68.9 79.2 73.7
SD 12.5 14.7 10.0 4.7 2.50 0.8 1.5 0.6
Note that the automated detection used for iEEG signals was based in the automatic algorithm
developed in (Burnos et al., 2014), where the thresholds were trained heuristically to optimize
sensitivity/specificity only in a single patient. In the current work, visual inspection of iEEG
revealed that some of the events that fulfilled the Stockwell conditions were discarded in the
first stage because they did not reach the threshold of mean + 3 · SD. In addition, the same
authors concluded that these three times of SD could be too restrictive and high. Table 5.5
shows changes in precision, recall, and F1 score values produced when the iEEG threshold was
Table 5.3: Optimum SD and Energy for each LOO iteration
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Table 5.4: Number of ripples, mean number of MEG-VS in each ripple for all the subjects and
percentage of detected ripples inside the most active region. The evaluation outside the ROI was
performed placing a grid of the same size and number of channels in the contralateral hemisphere
where the ROI was placed.
No. of HFOs No. of VS/HFO (mean ± sd)) % Detected ripples
Patient inside ROI outside ROI insideROI outsideROI insideROI outsideROI
1 44 21 14.6± 10.1 17.7± 6.4 42.5 14.6
2 48 15 18.2± 8.7 9.2± 4.1 37.0 16.4
3 54 21 21.7± 16.8 12.1± 7.7 37.9 13.4
4 26 14 22.6± 8.6 15.5± 8.7 34.0 9.1
5 23 7 13.1± 6.3 11.4± 6.5 32.0 24.4
6 17 11 24.7± 11.5 19.0± 9.6 28.8 19.3
7 22 8 14.9± 6.7 14.7± 7.8 44.7 22.9
8 25 13 16.3± 7.2 18.5± 5.3 35.9 17.2
9 27 11 20.3± 7.9 15.6± 11.2 30.6 16.6
Mean 31.8 13.4 18.4 12.6 35.9 17.1
SD 13.2 5.0 4.0 3.8 5.3 4.7
lowered to 2.5 and 2 times of SD. For this step, MEG-VS threshold values stayed invariant.
An improvement in precision and F1 score values were produced when the iEEG threshold was
lowered to 2.5 · SD, and only slightly lower recall values were observed. When the threshold
was further decreased to 2 · SD, precision increased a bit but recall decreased more, producing
a lower F1 score. These results suggested that iEEG threshold was fixed to be too restrictive
for the data presented in this study and a slight lower value would have been more appropriate.
5.3.4 Detection and Localization of ripples inside and outside the ROI
The average number of detected ripples inside the ROI was 31.8± 13.2 and this value decreased
to 13.4 ± 5.0 when computed outside the ROI (mean ± SD). The number of VSWS involving
each ripple event was also computed. An average number of 18.4± 4.0 VS were involved in each
ripple event inside the ROI, whereas this value was slightly lower outside the ROI which showed
an average of 12.6± 3.8 VS. The differences (inside and outside the ROI) between the number
of detected ripples and the average number of virtual sensors were statically significant (paired
T-tests, significance set to 0.05) with probability values of 0.002 and 0.02, respectively. Table
5.4 shows the number of detected ripples outside the ROI and the mean number of VS involving
each ripple for each patient.
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The localization maps inside and outside the ROI for Patient 1 are shown in Figure 5.7. These
maps measure the number of times that a specific virtual sensor was associated to a ripple.
Figure 5.8 shows the grid inside and outside in slices (of the z-plane) for the nine subjects.
These figures suggested that specific VS appeared clustered, close to each other and involved in
a high number of ripples inside the ROI, showing a more focalized localization map than outside
the ROI. In order to quantify this effect, the percentage of detected ripples for the most active
region inside and outside the ROI is shown in Table 5.4. To compute this score, the VS showing
the highest number of ripples and its six closest neighbors were selected for each subject. The
ratio of the average number of ripples detected in seven clustered VS to the number of detected
ripples was then computed. As expected, the percentage of ripples involved in the most active
region inside the ROI was significantly higher (p-value< 0.001) than outside the ROI.
Figure 5.5: Averaged performance curves. a) Precision-Recall curves for all the tested factorSD
thresholds. Each value correspond to a pair of factorSD and thresEr. b) F1score – Energy for
all the tested thresholds. c) and d) show the recall and precision curves with respect to the energy
threshold. The optimum factorSD and thresEr values were 2.25 and 17.75% respectively.
5.4 Discussion
5.4.1 Main contribution of the study
There are only a few studies that identify interictal epileptic HFOs using MEG in the time
domain. In (von Ellenrieder et al., 2016) a semi-automatic approach was proposed to detect fast
oscillations (40 Hz to 160 Hz) using MEG where the proposed algorithm was adjusted to have
high sensitivity, discarding false positives by human intervention (two experts). Visual detection
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Figure 5.6: Simultaneous detection of TP, FP and FN in MEG, iEEG and MEG-VS signals.
MEG VS channels shown are placed on a tridimensional star-shaped configuration. MEG chan-
nels shown belong to the nearest closest scalp area where the ROI was found. Green events
correspond to a detected HFO in iEEG and MEG-VS (TP). Red events correspond to a de-
tected HFO in MEG-VS but not visible in iEEG (FP). Pink events correspond to a detected
HFO in iEEG but not visible in MEG-VS (FN). Non-labeled visible events did not meet the
first conditions (EOI detection).
of HFOs in the temporal domain is a time-consuming and highly subjective procedure. The
current work represents the first study proposing an automatic approach that takes into account
the time-frequency characteristics of the high-frequency events to detect ripples, while discarding
other high-frequency noise events. Moreover, von Ellenrieder et al. performed the detection of
ripples at the sensor level and consequently they obtained low detection rates of ripples due to
the low SNR of the signals at the scalp level. Thanks to a beamformer-based spatial filtering,
a high amount of high-frequency noise reduction was achieved, allowing to discern ripples that
could not be identified in scalp MEG (Figure 5.6). The remaining noisy events were discarded
using a two-step algorithm based on thresholds whose values were selected to maximize the
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Figure 5.7: Localization maps for the number of detected ripples a) inside the ROI and b)
outside the ROI, on the contralateral hemisphere for Patient 1.
correspondence with ripple events in iEEG, the current gold standard. However, beamforming
algorithms can be computationally consuming, and a hybrid approach combining algorithms
that detect some events at the sensor level (such as the one proposed by von Ellenrieder et al.
(von Ellenrieder et al., 2016)) and algorithms that are focused in the source level could provide
a good compromise between computation time and detection accuracy in MEG signals.
Furthermore, the whole-head beamformer step allowed to choose the ROI without relying on
epileptic spikes. The exact relationship between IEDs and HFOs remains unclear, and it is
unknown whether HFOs are produced by the same generators as IEDs or not (Jacobs et al.,
2008). Interictal HFOs have proven to be reliable markers of the seizure onset zone, and better
than epileptic spikes (Jacobs et al., 2010, 2008). In (van Klink et al., 2016), the authors defined
a ROI based on the location of the spikes in the physical MEG sensors, but this ROI was
inaccurate in two out of twelve patients. In the current study, a finer VS grid was used and
fixed to the area where most high-frequency events took place, minimizing the possibilities of
missing ripples occurring inside the volume of the grid.
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Figure 5.8: Localization maps in slices of the number of detected ripples for all subjects for a)
inside the ROI and b) outside the ROI. The colormap measures the number of times that a VS
appeared in a ripple.
5.4.2 Threshold selection and performance analysis
To the best of the author’s knowledge, this is the first study that compares the simultaneous
detection in time of ripples in noninvasive signals (MEG) against iEEG, the current gold standard
for the detection of HFOs. Zelmann et al. (Zelmann et al., 2014) had previously analyzed the
spatial distribution between HFOs in iEEG and scalp EEG. In their study, the poor spatial
correlation found between the two modalities was justified by the low number of channels (19
channel EEG-system), the distortion produced by the electrical conductivity of the surrounding
tissues and the low SNR of the signals. The use of systems with a higher number of channels,
and less influenced by the conductive properties of the skull such as MEG systems, and methods
for improving the SNR of the signals, such as beamforming, provides better results in terms of
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localization. The automatic analysis was performed in iEEG and the values for two thresholds
were selected for MEG-VS to achieve a maximum F1 score, in other words, the weighted average
of precision and recall measures. Unfortunately, the exact location of iEEG in the head or the
MRI of the subjects was unavailable for this study. Furthermore, the direct comparison of the
recorded oscillations between these two signal acquisition methods is still uncertain. On the
one hand, iEEG is an invasive technique that records electrical activity inside the head yielding
a high SNR and consequently can detect events that could remain hidden in MEG signals,
even after beamforming. Although there is no previous study evaluating HFOs in MEG and
iEEG simultaneously in time, there are studies comparing IEDs simultaneous detection and
their values of recall (or sensitivity) in MEG-VS detection with respect to iEEG which were
comparable to the results of the current study, around 60-80% (Bouet et al., 2012; Huiskamp
et al., 2010; Nowak et al., 2009). While a more exhaustive comparison between the detection
of IEDs and HFOs with both techniques under the same conditions should be carried out,
the results on the detection should be comparable because IEDs and ripples have similar SNR
values at their respective frequency bands (von Ellenrieder et al., 2012), and because signals
are equally attenuated at all frequencies of interest (Zelmann et al., 2014). On the other hand,
MEG can often provide additional and useful information mainly because of its whole-head
coverage while iEEG recordings usually only provide a locally limited neurophysiological picture
(Muthukumaraswamy, 2013). The number of depth electrodes for this study covered a small
region of the brain. For this reason, there is still some uncertainty regarding the FP ripples
because they could be either noise being incorrectly detected as HFOs or actual ripples not
recorded by iEEG.
Table 5.5: Average values of performance (Precision, Recall and F1 score) and number of Co-
detected Events, Detected Events only in iEEG, and detected events only in MEG when iEEG
SD threshold was lowered. The duration of the EOI was set to 0.5 · (mean + 3 · SD) for the
three evaluated thresholds
iEEG SD 3.0 2.5 2.0
Co-detected Events 25.2 26.2 26.4
Detected Events in iEEG 11.4 12.0 13.5
Detected events in MEG 6.7 5.6 5.4
Recall 68.9 71.2 70.1
Precision 79.2 82.4 83.0
F1 score 73.7 76.4 76.0
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The automatic detection of HFOs in invasive records is still an open field of study (Liu et al.,
2016; Burnos et al., 2014). For all these reasons, using the iEEG as gold standard implies
the acceptance of the detection provided by this technique. Table 5.5 shows that changing
the SD threshold in the iEEG automatic detection produced variations in the number of co-
detected events, suggesting that the threshold proposed in (Burnos et al., 2014) might be fairly
restrictive depending on the characteristics of the signals. The abovementioned selection of
values for both thresholds considered the highest values of F1 scores, but they could be selected
different depending on the purpose of the detection: The values of factorSD and thresEr could
be decreased to maximize recall (higher than 80%) and to detect the highest possible number of
ripples or, conversely, they could be increased to maximize precision (around 95%) and ensure
almost totally that the detected events were equally visible in iEEG and MEG-VS. Nonetheless,
more efforts should be directed to provide a reliable detection of ripples in MEG-VS by observing
other characteristics of the actual signals (such as HFOs onsets or connectivity between VS) or
taking into account post-surgical outcomes (which were not available in this database).
5.4.3 Evaluation of ripples inside and outside the ROI
An automatic selection of the area that showed the highest number of EOIs was performed to
circumscribe the detection of ripples to a volume of approximately 9cm3. This area agreed with
the affected zone targeted by clinicians (Tables 5.1 and 5.2). The HFO detection algorithm was
applied to the same volume in the contralateral hemisphere with the purpose of comparing the
number of ripples and the pattern drawn by VSWS involved (Figures 5.6 and 5.7). In general,
a group of VS that were detected simultaneously in different ripples produced a focalized map
inside the ROI. Although this information was still insufficient to provide a reliable localization
of the area generating pathological HFOs because of the lack of precise clinical information,
it could be inferred that the oscillations were mostly generated by a common focus and this
provides a general idea of the area where the ripples appeared. It is important to remark that
although the automatic detection algorithm use a ROI to detect ripples, these can be mapped
a posteriori throughout the head, using the temporal information about the detected ripple
segments.
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The proposed algorithm also detected some ripples outside the ROI but the number of events
was significantly lower and involved fewer VS. There is still uncertainty between the differential
characteristics and mechanisms of pathological and physiological ripples (Jefferys et al., 2012).
Whether all the detected events were actually physiological, pathological, or noise cannot be
definitely be demonstrated, but the detected ripples outside the ROI presented lower values of
energy, which is a characteristic of physiological HFOs (Matsumoto et al., 2013). Moreover, the
pattern of these oscillations appeared more scattered throughout the volume, indicating that
these oscillations were not generated by a common area or focus. This finding is in correspon-
dence to the observations with animal studies indicating that the areas generating physiological
HFOs appeared more extended (Chrobak and Buzsa´ki, 1996) than the areas generating patho-
logical HFOs, that are smaller brain regions on the order of cubic millimeters (Bragin et al.,
2002). The results from Zelmann et al. (2014) suggested that it is possible to measure the
activity from small cortical regions at the scalp level. This could be explained by the solid
angled concept introduced by Gloor (1985). These measures should be comparable with those
obtained with subdural grid contacts, always taking into account that the spatial resolution of
the technique should be high.
5.4.4 Limitations of the study and further work
Beamformer virtual sensors allowed the detection of high-frequency activity otherwise not ob-
servable by the physical sensors. The main purpose of this study was to automatically detect
ripple events in MEG and discern them from noise by analyzing time-frequency characteristics
using iEEG recordings to adjust and validate the algorithm. However, due to the lack of spa-
tial location of intracranial electrodes, only a full-scale spatial validation of the detected ripples
could be performed.
The spatial resolution of the reconstructed virtual sensors is limited and depends on the depth,
position and orientation of the sources, the SNR of the raw data, and the geometry of the head
(Hillebrand and Barnes, 2002). For all of these reasons, beamformer-based methods are not
suitable for clinical application yet for the localization of the epileptic focus through ripples
and the replacement of invasive techniques. However, the automatic detection in non-invasive
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techniques could be useful to guide the implantation of intracranial electrodes of subdural grids
as it has been demonstrated that HFOs delimitate the affected area better than IEDs (Jacobs
et al., 2008).
More efforts should be put to increase the SNR of the signals, and in this sense independent
component analysis has proven to be effective improving the spatial localization of beamformer
spatial filters (Fatima et al., 2013). Ultra-low-noise EEG/MEG techniques (Fedele et al., 2015)
are promising in the noninvasive detection of HFOs. Moreover, using the actual MRI of each sub-
ject to compute the head model would produce better results in the localization of the epileptic
sources. A complete analysis comparing MEG with intracranial recordings should also include
the position of implantation of the subdural electrodes. Furthermore, using MEG systems with
more channels and higher frequency rates would provide a better spatial and temporal resolution.
Several studies have found that fast ripples have shown to be more correlated with the seizure
onset zone and presumably highly epileptogenic (van Klink et al., 2014; Zijlmans et al., 2012;
Haegelen et al., 2013; Jacobs et al., 2008) than ripples. Due to the sampling rate limitation,
this study only analyzed ripples up to 120Hz. However, the automatic detection algorithm does
not depend on the sampling rate and can be used to detect HFOs of higher frequency content
acquired at higher rates. This would allow evaluating the differences in localization of ripples
and fast ripples and their relationship with the seizure onset zone. Furthermore, fast ripples
would likely be downsampled to appear at lower harmonics, being able to detect them, but not
to classify them between ripples or fast-ripples. Moreover, the study of ripples by non-invasive
methods can also help to lateralize the epileptic focus in secondary bilateral synchrony (Pizzo
et al., 2016), delimitate the seizure onset zone in patients where fast ripples are not visible
(van Klink et al., 2014), and in general, provide a better delimitation of the affected area than
IEDs (Jacobs et al., 2008). Moreover, the detection of this area with non-invasive techniques
can provide relevant information to guide the implantation of intracranial electrodes and for
surgical treatment (von Ellenrieder et al., 2016). It is important to highlight that computation
time increases with frequency and spatial resolution. These algorithms should be implemented
efficiently minimizing the computation time to be suitable for clinical analysis.
Finally, improving the spatial and temporal resolution would also allow detecting HFOs and
determine the SOZ in the whole head using automated methods and clustering analysis, com-
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puting different features such as density, connectivity, peak frequency, power, amplitude (Modur
and Miocinovic, 2015), or spectral entropy (Liu et al., 2016). The automatic detection algorithm
presented in this study would also be useful to extend these studies, which are currently limited
for iEEG, would exploit the advantage of the whole head coverage of MEG allowing the assess-
ment of the neural mechanisms of epilepsy as well as reducing invasiveness in clinical patients.
The comparison between the areas of the brain generating HFOs and IEDs in epilepsy and
its relationship would also be an interesting field of study. Moreover, a careful analysis of the
whole brain volume could allow to understand the areas involved in the HFO generation, the
propagation of this activity and how they are related with the epileptogenic networks.
5.5 Conclusion
High-frequency oscillations are promising biomarkers for epilepsy. Several studies detect them
automatically in intracranial recordings, but there are few studies evaluating these oscillations in
noninvasive signals. To the authors’ knowledge, this is the first study dealing with full automatic
detection of ripples in MEG in the time domain taking into account the time-frequency charac-
teristics of the events through the whole signal spectrum. Moreover, these ripples corresponded
to the clinically expected epileptogenic area. The detection was compared with intracranial EEG
recordings, demonstrating that the identification of ripples in MEG is feasible. The noninvasive
study of HFOs is an interesting field of study that would allow to evaluate HFO mechanisms in
larger groups of epileptic patients and also in healthy subjects to discern the differences between
pathologic and physiologic fast oscillations.
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Magnetoencephalography is a noninvasive technique that provides excellent temporal resolution
and a whole-head coverage that allows the spatial mapping of cerebral sources. These char-
acteristics make MEG an appropriate technique to localize the epileptogenic zone (EZ) in the
preoperative evaluation of pharmacoresistant epilepsy. There is great interest in using interictal
biomarkers to determine the EZ because these can occur more frequently than seizures (Staba
et al., 2014) and reduce the discomfort of the patient during the recordings.
Presurgical evaluation with MEG can guide the placement of invasive electrodes, the current gold
standard in the clinical practice, and even supply sufficient information for a surgical interven-
tion without invasive recordings, reducing invasiveness, discomfort, and cost of the presurgical
epilepsy diagnosis (Aydin et al., 2015). However, MEG signals have low signal-to-noise ratio
compared with intracranial EEG and can sometimes be contaminated by noise that masks or
distorts the brain activity. This may prevent the detection and the localization with interictal
epileptiform discharges (IEDs) and high frequency oscillations (HFOs), two important biomark-
ers used in the preoperative evaluation of epilepsy.
To achieve the main goal of this thesis, namely the development and validation of methods
for noninvasive localization of interictal biomarkers with MEG, its signal-to-noise ratio must
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be improved. The reduction of two kinds of interference was aimed: metallic artifacts that
affect exclusively MEG recordings and mask the activity of IEDs; and the high-frequency noise,
produced mainly by muscular interferences that mask HFO activity. Considering the large
number of MEG channels and the long time of the recordings, reducing noise and marking
events manually is a time-consuming task. The algorithms presented in this thesis provide
automatic solutions aimed at the reduction of interferences and, the detection of HFOs.
In chapter 3, an automatic BSS-based algorithm to reduce metallic interference was developed
and validated using simulated and real signals (Migliorelli et al., 2015). Three methods were
evaluated: AMUSE, a second-order BSS technique; and INFOMAX and FastICA, based on
high-order statistics. To objectively evaluate the effectiveness of BSS and the subsequent inter-
ference reduction, simulated signals consisting in real artifact-free data mixed with real metallic
artifacts were generated. Subsequently, an automatic detection of the artifactual components
was proposed, exploiting the known characteristics of metallic-related interferences. Results in-
dicated that AMUSE performed better when recovering brain activity and allowed an effective
removal of artifactual components.
In chapter 4 the influence of metallic artifact filtering using the previously developed algo-
rithm was evaluated in the source localization of IEDs in patients with refractory focal epilepsy
(Migliorelli et al., 2016a). In this study, a comparison between the resulting positions of equiv-
alent current dipoles (ECDs) produced by IEDs was performed: without removing metallic
interference, rejecting only channels with large metallic artifacts and after BSS-based reduction.
The results showed that a significant reduction on dispersion was achieved using the BSS-based
reduction procedure, yielding feasible locations of ECDs in contrast to the other two approaches.
In chapter 5 an algorithm for the automatic detection of epileptic ripples in MEG using beamformer-
based virtual sensors was developed (Migliorelli et al., 2017). The automatic detection of ripples
was performed using a two-stage approach. In the first step, beamforming was applied to the
whole head to determine a region of interest where more high frequency activity was taking
place. In the second step, the automatic detection of ripples was performed using the time-
frequency characteristics of these oscillations. The performance of the algorithm was evaluated
using intracranial EEG recordings as gold standard. Furthermore, the number of events that
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were detected inside the region of interest were significantly higher than the number of events
found outside.
The main conclusions of the different studies and its relationship with the objective of the thesis
are summarized in the following section.
6.2 Main conclusions
The main objective of this thesis was to develop and validate methods for the effective non-
invasive localization of interictal epileptogenic biomarkers with magnetoencephalography. Two
automatic algorithms were developed: a BSS-based procedure to reduce metallic interference
present in MEG signals coming from diverse sources; and a method to reduce high frequency
interferences and to detect ripples in non-invasive data. Both algorithms were developed using
freely available signal analysis tools and methods. Specifically, the toolboxes that were used
to achieve this aim were the Fieldtrip toolbox (Oostenveld et al., 2011), Brainstorm software
(Tadel et al., 2011), ICALAB (Cichocki and Amari, 2003) and the openly-available S-transform
algorithm (Stockwell et al., 1996).
Metallic artifacts can hugely distort MEG signals and mask the brain activity partially or even
completely. The proposed algorithm in chapter 3 extracted independent components (ICs) and
automatically selected those ones that were artifact-related (Migliorelli et al., 2015). To do so,
two characteristics were taken into account both related to metallic artifact nature: the first one
measured the frequency spectrum of the IC and the second the regularity of the signal using the
sample entropy. Furthermore, an additional condition related to the region where this component
projected was taken into account. To validate the automatic algorithm for metallic reduction
presented in, simulated signals were generated, consisting of clean recordings to which metallic
artifacts were added. The use of simulated signals allowed to objectively quantify the amount of
noise reduction achieved by the algorithm using three different approaches: AMUSE, INFOMAX
and FastICA. The algorithm presented good performance with the AMUSE technique and was
able to remove the metallic interference coming from different sources, projecting in diverse
locations and with various levels of intensity.
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AMUSE is a second-order statistics BSS method while FastICA and INFOMAX are high-order
statistics techniques. AMUSE showed considerably lower errors than the HOS techniques. IN-
FOMAX was able to decompose artifactual ICs from those related to brain activity but part of
the cerebral signals remained mixed with the metallic components. FastICA did not manage to
generate a valid decomposition of the ICs, even after ensuring convergence with the stabilizer
provided by (Hyvarinen, 1999). The reason behind this behaviour is that FastICA decomposes
signals by measuring their differences with a normal distribution. For this reason it is very
effective dealing with supergaussian sources, such as cardiac and ocular interferences, but when
working with subgaussian and specially with gaussian signals which is the case of metallic inter-
ferences, the algorithm is not able to separate them from cerebral signals, that present similar
distributions.
Other methods that deal with metallic interference are the so-called signal space separation
(SSS) (Taulu et al., 2004) and temporal signal space separation (tSSS) (Taulu and Simola,
2006). However, these algorithms are provided by a registered software only available for Elekta-
Neuromag systems (Gonzalez-Moreno et al., 2014). The developed BSS-based approach is based
on standard libraries that can be used in any MEG system available. Moreover, while tSSS
algorithm was evaluated in the removal of metallic interference in previous studies, (Hillebrand
et al., 2013; Song et al., 2009; Alexopoulos, 2013) these studies did not evaluate the noise
reduction of metallic interference quantitatively. Furthermore, in (Gonzalez-Moreno et al., 2014)
a higher signal-to-noise ratio improvement was observed when applying BSS techniques combined
with SSS and tSSS methods in comparison of applying these techniques alone, suggesting that
after applying SSS and tSSS techniques not all the noise was successfully removed and BSS
algorithms were effective in removing the remaining interferences.
The influence of metallic interference and the subsequent reduction with the developed algo-
rithm was tested in patients with pharmacoresistant epilepsy in (Migliorelli et al., 2016a). All
of the patients had some kind of non-removable device that produced metallic interferences:
dental orthodontics, implanted subdural grids, vagus nerve stimulators, or ventricular bypass
valves. For these patients, IEDs were detected in the raw recordings by three different experts
and the estimation of the ECDs was performed in three different scenarios: without removing
the interference, discarding the most affected channels, and applying the automatic removal
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procedure. For the three scenarios several measures were used to evaluate the ECD estimation:
the confidence volume, the distribution of the dipoles at the onset site, and the running distance
of the path followed by dipoles associated to each IED.
In all the subjects, using the BSS-based approach produced smaller confidence volume values
for the IED detection, suggesting that each of the computed dipoles and the obtained models
were more plausible. Furthermore, the dispersion of the locations of the selected IEDs was
measured. Using the automatic BSS technique, the dipoles showed significantly lower dispersion
values than with the other proposed approaches, providing a better delineation of the irritative
zone, which is the area generating IEDs. Finally, a distance measure allowed to observe the
improvement on the stability of the dipolar sources and therefore a more reasonable association
with the discharges produced by the epileptic tissue.
In addition to the detection of IEDs, and in line with the main objective, the thesis tackled the
detection of high-frequency oscillations in MEG signals. These oscillations often appear masked
by the high-frequency activity. In chapter 5, an algorithm was proposed based on spatial filtering
beamforming to reduce very noticeably the high-frequency noise, allowing the visual observation
of ripples that could not be identified in scalp MEG. Furthermore, the algorithm allowed to
automatically detect ripples and discard other noisy events just by using a two-step procedure
based on thresholds. The validation of the algorithm was performed using the time-domain
information provided by intracranial electroencephalographic recordings (iEEG), the current
gold standard. It is important to remark that the automatic detection of HFOs in iEEG is still
an open field of study, and that MEG and iEEG are not supposed to record exactly the same
type of cerebral activity. While iEEG provides an excellent spatial resolution in which electrodes
are implanted, MEG can provide a whole-head image of the network areas that are activated
during high-frequency epileptogenic activity.
The results showed that the proposed automatic selection of the area generating most events
of interest agreed with the affected zone targeted by clinicians. Moreover, the virtual sensors
showing higher ripple activity inside this area appeared focalized in comparison with its con-
tralateral lobe. This finding is in correspondence with the observations of other studies that
suggest that the areas producing pathological ripples are less extended than the areas generating
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physiological HFOs (Chrobak and Buzsa´ki, 1996; Bragin et al., 2002). Furthermore, although
the automatic detection algorithm uses a delimited region to detect ripples, this is not a limita-
tion of the method because once these are detected, they can be mapped a posterori throughout
the head in order to observe the brain networks activated during high frequency epileptogenic
activity.
Finally, these findings were published in high-impact journals and they are part of this com-
pendium of publications. In addition, the preliminary studies on the removal of metallic inter-
ference and on the detection of high-frequency oscillations were published in the 35th Annual
International Conference of the IEEE Engineering in Medicine and Biology Society (Migliorelli
et al., 2013) and in the International Conference of Neurorehabilitation (Migliorelli et al., 2016b)
respectively. Therefore, it can be concluded that the specific objectives raised in this thesis: (I)
to develop algorithms, using freely-available signal analysis toolboxes, (II) to compare the per-
formance of different BSS algorithms in the reduction of metallic interference, (III) to reduce
metallic artifacts in MEG recordings automatically using blind source separation techniques,
(IV) to evaluate the influence of metallic interference in the localization of interictal epileptiform
discharges, (V) to reduce high-frequency noise to detect high-frequency oscillations in MEG sig-
nals, (VI) to develop an automatic method to detect high-frequency oscillations in MEG signals,
and to compare its detection with intracranial recordings, (VII) to localize the areas generating
pathologic high frequency oscillations automatically, and (VIII) to publish the obtained results
and conclusions in high-impact journals and conferences; were accomplished allowing the ful-
fillment of the main objective of this thesis: to develop and validate methods for the effective
noninvasive localization of interictal epileptogenic biomarkers with magnetoencephalography.
6.3 Main contributions
The original contributions provided by the compendium of publications of this thesis are:
• The definition of a novel algorithm, and its validation with simulated signals to remove
metallic interference from MEG recordings in a fully automated fashion. This algorithm
was developed using freely available toolboxes and methods and can be used on any MEG
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system.
• The evaluation of the effects of the automatic filtering procedure in the detection of IEDs
and the estimation of ECDs of patients with focal refractory epilepsy. The reduction of
metallic interference in this kind of patients is essential, because the purpose of MEG is
to provide a reliable detection of the areas producing epileptic activity, but there is a high
number of patients with irremovable metallic devices (metallic intracerebral electrodes,
vagal stimulators or, in younger patients, dental orthodontics) that distort the signals and
produce noneffective localization of the IEDs generators.
• The definition of a novel algorithm, and its validation with intracranial recordings, to
reduce high-frequency noise and to automatically detect HFOs, a promising interictal
biomarker of epilepsy strongly linked to the epileptogenic zone. To date, this is the only
fully-automatic algorithm that detects these oscillations at the source level in noninvasive
recordings.
• The previous contributions allow an improved noninvasive detection and localization of
interictal epileptic biomarkers, which can help in the delimitation of the epileptogenic
zone and guide the placement of intracranial electrodes, or even to determine these areas
without additional invasive recordings. As a consequence of this improved detection, and
given that interictal biomarkers are much more frequent and easy to record than ictal
episodes, the presurgical evaluation process can be more comfortable for the patient.
6.4 Future Work
The work developed in this thesis opens new possibilities in the brain research line of the
BIOsignal Analysis for Rehabilitation and Therapy Research Group (BIOART) to which the
candidate belongs. Some of the most interesting further possibilities are the following:
• The growing use of brain stimulation in research and clinical applications reflects its capa-
bilities to modulate brain function in ways not feasible with other techniques (Peterchev
et al., 2012). However, large artifacts can appear in MEG and EEG recordings when used
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simultaneously with this technique (Oswal et al., 2016; Haumann et al., 2016). The BSS-
based automatic algorithm for the reduction of metallic interference can be useful to deal
with this source of artifacts and provide new solutions to observe the brain activity that
can stay masked behind large sources of interference.
• The improvement of the beamformer-based algorithm for the detection of HFOs in MEG
by using time-frequency characteristics and advanced clustering methods (Liu et al., 2016)
in the whole-head virtual sensors would allow identifying the epileptogenic zone in an
automatic, accurate, and efficient manner. This, in turn, would allow allow characterizing
the spatial, frequency, and temporal distribution of the high-frequency activity.
• Increased efforts should be put to improve the SNR of the noninvasive cerebral signals, and
in this sense independent component analysis has proven to be effective in improving the
spatial localization of beamformer spatial filters (Fatima et al., 2013). These techniques
could be combined in order to improve the localization of HFOs and IEDs.
• Due to the sampling rate limitation of the available MEG database, the beamformer-
based automatic detection algorithm only evaluated ripples up to 120Hz. However, the
algorithm does not depend on the sampling rate and can be used to detect higher frequency
HFOs content if signals are acquired at higher rates. Several studies have found that fast
ripples have shown to be more correlated with the seizure onset zone, and presumably
more epileptogenic (Jacobs et al., 2008; van Klink et al., 2014; Zijlmans et al., 2012) than
ripples. The application of the automatic algorithm to databases with higher frequency
rates would allow the comparison between ripples and fast ripples in terms of density or
spatial location.
• Although the results show a significant improvement of the localization of IEDs and HFOs
with noninvasive techniques, additional validation taking into account the spatial local-
ization of the epileptic focus provided by ictal intracranial recordings would be helpful.
However, this information was not available for the recordings used for this thesis. Also, an
interesting study combining multimodal analysis techniques such as EEG or fMRI would
provide more information about the localization of the cerebral sources.
• Using the developed algorithms, the spatial comparison of the brain areas generating
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IEDs and HFOs could be objectively performed. This will allow identifying differences
between the IEDs originating in the same areas than HFOs, and those generating in
widespread areas. Understanding the differences between IEDs and its relationship with
HFOs would help to interpret the processes of epileptogenesis and to determine whether
there are different types of IEDs, some that might act to suppress seizures, while others
could promote them (Worrell and Gotman, 2011).
• Finally, to faster and increase the use of the methods developed in this thesis, the al-
gorithms could be published, along with other developed by the BIOART group, in an
open and freely-available toolbox. This will facilitate the use of these techniques by other
research groups or even by clinicians.
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