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Thin film lithium niobate is of great recent interest and an understanding of periodically poled thin-films is
crucial for both fundamental physics and device developments. Second-harmonic (SH) microscopy allows for
the non-invasive visualization and analysis of ferroelectric domain structures and walls. While the technique
is well understood in bulk lithium niobate, SH microscopy in thin films is largely influenced by interfacial
reflections and resonant enhancements, which depend on film thicknesses and the substrate materials. We
present a comprehensive analysis of SH microscopy in x-cut lithium niobate thin films, based on a full three
dimensional focus calculations, and accounting for interface reflections. We show that the dominant signal in
back-reflection originates from a co-propagating phase-matched process observed through reflections, rather
than direct detection of the counter-propagating signal as in bulk samples. We can explain the observation of
domain structures in the thin film geometry, and in particular, we show that the SH signal from thin poled
films allows to unambiguously distinguish areas, which are completely or only partly inverted in depth.
Keywords: Second harmonic microscopy, thin film lithium niobate, periodic poling, ferroelectric domains
I. INTRODUCTION
Second-harmonic (SH) microscopy allows the non-
invasive and non-destructive visualization and analysis
of ferroelectric domain structures and crystal properties,
and requires no sample preparation1–10. It makes use
of the fact that SH generation is very sensitive to local
changes in symmetry or crystal structure6,11. The inter-
est in tailored ferroelectric domain structures ranges from
fundamental physics, e.g. for the study of topologically
protected properties12–15 and to potentially novel type
of electronics in conductive domain walls (DWs)16–19, to
commercialized applications, such as in nonlinear optical
frequency converters20–22. In the latter one, the engineer-
ing and design of ferroelectric domain structures plays
a crucial role, as domain grids can be used to obtain
phase matching between the interacting beams in non-
linear optical frequency conversion processes by employ-
ing the quasi-phase matching (QPM) technique. Phase-
matching is required for any efficient nonlinear optical
interaction. These processes are a cornerstone in many
applications, such as for frequency conversion between
different optical bands, pulse compression, LIDAR, spec-
tral filtering, or in single photon sources in quantum
optics23–28. However, the key to QPM is the fabrication
of high quality ferroelectric domain grids over a millime-
ter to centimeter scale, which requires a thorough under-
standing of the underlying domain fabrication process,
which is aided by visualization and analysis tools such as
SH microscopy.
One of the most common ferroelectric materials for
nonlinear, integrated optics has been lithium niobate
a)Electronic mail: mruesing@eng.ucsd.edu
(LN), due to its chemical and physical stability, wide
availability, large transparency window and large non-
linear and electro-optic coefficients29. Optical waveg-
uide structures in bulk LN are fabricated by diffu-
sion methods, which achieve low transmission losses (<
0.1 dB/cm)30,31, but offer only weak confinement, lead-
ing to large mode sizes, large bending radii and ulti-
mately limited efficiency in frequency conversion devices.
The recent commercial availability of LN on insulator
(LNOI), however, addresses this issue by enabling sub-
wavelength confinement due to large refractive index con-
trasts while preserving the special properties of LN32,33.
A typical cross-section of a LNOI wafer is displayed in
Fig. 1. LNOI consists of a thin film of LN, which is
bonded to an SiO2 layer (buried oxide, BOX) deposited
on a handle, e.g. LN or silicon. The LN thin film typ-
ically has a thickness between 300 nm and 1000 nm,
while the BOX has thicknesses of 3 µm or less32,33. The
high vertical refractive index contrast allows the fabrica-
tion of low loss (< 0.1 dB/cm)34, single mode and sub-
wavelength confinement waveguides with various meth-
ods, e.g. etching34,35, ridge loading36, diffusion37,38 or in
a hybrid approach, where the thin film is die-bonded to
prefabricated silicon photonics wafers21,39,40.
Recently, many high-efficiency frequency conversion
devices have been demonstrated in periodically poled x-
cut thin films20,21. This geometry allows access to LN’s
largest nonlinear tensor element d33 with single mode
waveguides, which guide the transverse-electric polariza-
tion, in which the electric field vector of the guided mode
is oriented parallel to the waveguide substrate interface,
i.e. the z-axis shown in Fig. (1), which is identical to the
optical axis of the LN crystal. In principal other crystal
orientation of LN can be used, such as z-cut. However,
the fabrication of QPM structures in z-geometry requires
buried electrodes, which can complicate low loss waveg-
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2FIG. 1. Typical geometry for the SH microscopy investiga-
tion of poled x-cut LNOI.
uide fabrication due to the electrode material buried be-
low the film. Furthermore, it is still under investigation
if ferroelectric domains in z-cut thin film LN with less
than 1 µm thickness are long-term stable41 or not42. In
contrast, x-cut films have been successfully poled with
lithographically-structured, deposited electrodes on the
top of the film, such as shown in Fig. 13,8,20,21. Poling
electrodes like this can either be removed after poling or
fabricated with sufficient distance to any guided optical
modes for low propagation loss8,21.
Efficient frequency converters require highly uniform
domain structures with respect to the respective design
parameters. Often, a domain grid with one specific pol-
ing period and a 50% duty cycle is desired with verti-
cal DWs with respect to the waveguide mode propaga-
tion direction. The poling process, however, is charac-
terized by a strong anisotropy: inverted domains nucle-
ate under the application of a poling pulse on the posi-
tive electrode growing rapidly towards the negative elec-
trode and spread (at a slower speed) in the lateral direc-
tions. In thin films poled with top electrodes, this can
result in domain structures which are broad or overpoled
close to the positive electrode, while not being inverted
in depth along the complete length between the poling
electrodes. A schematic diagram of such a structure is
shown in Fig. 1. An important question for any thin-film
domain imaging tool is whether vertical domains walls,
completely or incompletely inverted domain structures
can be distinguished.
The SH contrast mechanism for bulk domain struc-
tures is reasonably well understood and many observa-
tions can be explained by interference and phase-(mis)-
matching arguments7,9. However, the SH signal in thin
films is influenced by various parameters, such as co- and
counter-propagating phase matching, resonant enhance-
FIG. 2. Vector diagrams for the SH generation process for
(a) co- and (b) counter-propagating beams. (c) Generated
second harmonic power as a function of interaction length for
a phase matched versus a phase-mis-matched process.
ments, (resonant) reflections or absorption.
Recently, we suggested that the signal detected in
back-scattering direction for thin films of LN on a sili-
con handle is mainly due to reflected SH light, which is
phase-matched in co-propagation8. In principle, this sug-
gests that the second harmonic signal can unambiguously
allow us to distinguish between completely and incom-
pletely inverted domains and, therefore, can potentially
be used to measure the depth of an inverted domain,
with a depth resolution that is beyond the diffraction
limit. Therefore, in this work we have investigated the
SH imaging process in thin films of LN with simulations
to quantify and understand the effects of the various in-
fluence parameters.
This paper is structured as follows: Section II explains
the experimental and theoretical considerations of SH
microscopy in thin films including phase-matching and
explains the simulation setup. The main simulation re-
sults are presented in Sec. III, which is separated into
two parts. In Part A, we explore the geometrical and
experimental influence factors on the SH signal, while
in Part B, we focus on experimental relevant theoretical
analysis of domain imaging, such as the determination
of domain depth or simulated line scans. In Sec. IV,
the simulation results are compared with experimental
results. Concluding remarks are given in Sec. V.
II. METHODOLOGY AND PHYSICAL PRINCIPLES
A typical geometry for second harmonic microscopy is
depicted in Fig. 1. Light from a high peak-power laser,
typically a mode-locked laser providing femtosecond-
pulses, is focused to a diffraction-limited spot, by to high
numerical aperture (NA) objective enabling high spa-
tial resolution. The SH light is generated at one-half
the pump wavelength and is either collected in backward
(BW) direction, i.e. by the same objective, or in forward
(FW) direction by another objective, providing the sam-
ple is transparent at the respective wavelength1,7. The
3TABLE I. Refractive indices of the materials used for the cal-
culations for the pump wavelength of 800 nm and its SH43–46.
Wavelength LN(e) SiO2 Si
800 nm (Fund) 2.1755 1.4533 3.6941+0.0065435i
400 nm (SH) 2.3321 1.4701 5.5674+0.38612i
pump light is then blocked in the detection path by filter-
ing and/or wavelength selective attenuation. The (usu-
ally weak) SH light is detected by means of single photon
counting. Usually, the polarization of the pump and SH
light is set by polarizers, because the SH generation is
highly polarization selective. As this technique requires
point excitation and detection, scanning of the sample
is necessary to generate an image. In many setups, this
is either performed by scanning the beam, e.g. by galvo
mirror systems, or by means of a fixed focus and scanning
of the sample, which is mounted on a piezo stage.
The experimental setup employed in our experiment
uses a femtosecond mode-locked Ti:Sapphire laser as the
pump source (KMLabs Griffin) with a center wavelength
around 800 nm and pulse length shorter than 100 fs. As
different samples generated SH light with different effi-
ciencies, pump powers between 5 to 150 mW are used
to generate sufficient signals for integration times be-
tween 5 ms and 50 ms. For focusing, we employ two
different microscope objective lenses (50x Mitotuyo Plan
Apo, infinity corrected, NA = 0.55; 100x Zeiss Epiplan-
NEOFLUAR NA = 0.9). In the samples we studied the
SH light can only be detected in BW direction, collected
by the same objective lens. Raster scanning is provided
by scanning the sample with respect to a fixed focal
point, using via a piezo-driven nano-positioning unit (PI
Nanocube) to which the sample is mounted. The gen-
erated SH light around 400 nm is filtered by a dichroic
mirror and appropriate color-glass filters (Schott BG39)
and detected via a silicon single photon avalanche diode
(MPD, PDM series). More details about the setup can
be found elsewhere8.
SH generation is only efficient if the interacting beams,
i.e. the fundamental/pump (Fund) and SH beam, are
matched in phase. Otherwise, the generated power mea-
sured along the axis of optical propagation will oscillate
with a period determined by the coherent buildup length
lc, also called to the (nonlinear) coherence length. The
coherent built-up length lc is the maximum length to
which a power built up is observed, before phase mis-
match between the pump and the generated wave re-
sults in amplitude decrease rather than growth. Figure
2 shows the k-vector diagram for a collinear second har-
monic process for (a) co-propagation, i.e. the generated
SH kSH and the two photons of the pump light 2kFund
are propagating in the same direction, and (b) counter-
propagation, where the SH light is generated in the op-
posing direction of the pump light travel. The phase
mismatch ∆k can be calculated by
2kFund −∆k = ±kSH. (1)
Here, +kSH and −kSH denote co- and counter-
propagation, respectively. In general the phase mis-
match between the pump and fundamental beam is deter-
mined by the dispersion of the refractive index n through
k = 2pin/λ, where λ is the respective wavelength. With
∆k = pi/lc,
47 we obtain
lc =
λFund
4
1
nSH ± nFund (2)
for the coherence length lc. In Eq. (2) the positive
sign denotes counter-propagation, while the negative sign
denotes co-propagation. Assuming a SH process with
an 800 nm pump wavelength, we calculate a coherence
length for counter-propagation of lC,counter ≈ 44 nm and
for co-propagation of lC,co ≈ 1.28 µm based on the ex-
traordinary indices of LN given in Tab. 1. Typical
LNOI film thicknesses are less than 1000 nm. The sec-
ond harmonic power scales quadratically with interac-
tion length47. This means that SH light generated in
co-propagation will be up to two or three orders of mag-
nitude stronger than in the counter-propagating case due
to the 10 to 20 times longer interaction length.
In microscopy of bulk LN samples, the co-propagating
signal may only be detected, if a second microscopy ob-
jective in FW direction is used1,7. However, the thin film
structures includes several reflecting interfaces within the
optical depth resolution. For plane wave incidence the re-
flectivity of any interface can be calculated from Fresnel’s
equations as
R =
∣∣∣∣n1 − n2n1 + n2
∣∣∣∣2 . (3)
Taking the refractive indices of the involved materi-
als into account, a reflectivity of up to RSi/BOX = 0.34
can be calculated for 400 nm light at the silicon/BOX
interface. Even when a LN handle is used, a reflectiv-
ity of RLN/BOX = 0.05 will be observed. For typical
film thicknesses of a few hundred nanometers, the SH
light generated in co-propagation is two orders of magni-
tude more intense than the counter-propagating signal.
Therefore, even after reflection and transmission losses,
the SH signal in BW detection will primarily consist of re-
flected co-propagating SH light, rather than the directly-
collected counter-propagating light. To avoid confusion
we will refer to the detection geometry by either FW
or BW detection, while the phase matching process will
always be referred to as either co-propagation or counter-
propagation.
The signal strength will further be influenced by reso-
nance effects from the layer structure, either in the film
or the BOX. The resonance thickness dres for a film for a
4FIG. 3. Calculated focus intensity distributions for an ob-
jective lens of (a) NA = 0.55 or (c) NA = 0.95 on a LNOI
structure with hLN = 0.5 µm and (a) hBOX = 3 µm or (c)
hBOX = 2 µm. The slices are taken through the center of
the focus Y = 0. For both cases a strong influence of reso-
nances and reflections on the focus field distribution can be
seen. Panels (b) and (d) show the respectively induced SH
dipole amplitudes, which only are visible in the LN film.
given vacuum wavelength λ0 and refractive index n can
be calculated by
dres cos(Θ) = m
λ0
2n
. (4)
In a highly focused beam, the center parts of a beam
will propagate orthogonally to the surface, while the
outer parts will refract into the surface. Therefore, an en-
semble of propagation directions is present in any focused
beam. For higher NAs this may lead to broadened and
smeared out resonances, as different parts of the beam
are resonant at other conditions.
The explanations so far have provided mainly a qual-
itative insight on the main physical principles, which in-
fluence and change the SH signal response in LNOI struc-
tures. To provide a more detailed and quantitative anal-
ysis on these influence factors, we have performed nu-
merical calculations. For this, we employ a model and
code based on work by Sandkuijl et al.48,49. The code is
provided for Matlab and available under GNU General
Public License50. The SH response is calculated using
the following steps: First, the focal spot distribution is
calculated in a full three-dimensional calculation for a
given NA of the focusing lens at the pump wavelength.
This, for example, enables us to accurately describe ax-
ial polarization components in the focus region, which
may be large for tight-focusing conditions51. The sim-
ulation setup allows us to arbitrarily choose an input
field at the back of the lens aperture, e.g. higher or-
der modes or azimuthal or radial polarization modes are
possible. However, any calculations in this work were
performed with a linear polarized, fundamental Hermite-
Gauss mode, HG00. The focal field distribution will be
influenced by (multiple) reflections or absorptions in thin
film structures as shown in Fig. 1. We account for these
effects using a transfer matrix formalism in the focal spot
calculations. We account for absorptions using a complex
refractive index. In the current form, the code can only
include reflections from layers perpendicular to the opti-
cal axis of the beam, and extending infinitely in the hor-
izontal plane. This is a good assumption for microscopy
on films, where the film extension is significantly larger
than the lateral extension of the focus. Two examples for
focal spot calculations in the LNOI geometry are shown
in Fig. 3(a) and (c). In both examples a strong influence
of reflection and the formations of standing wave-like pat-
terns can be seen. Only some light penetrates into the sil-
icon layer due to high reflectivity and significant absorp-
tion. In the second step, the locally induced SH dipole
strength is calculated based on the intensity distribution
at the three polarizations and the nonlinear tensor χ(2)
distribution. An example for this is shown in Fig. 3(b)
and (d), where a SH dipole amplitude is only induced in
the area representing the LN film. The distribution can
be chosen arbitrarily to represent any three-dimensional
distribution independent of the interfaces. For example,
this is used to analyze the signal from a thin film on a
handle with or without a χ(2) nonlinearity, or to analyze
wedge-shaped domain structures, as indicated in Fig. 1.
In the third step, the local SH dipoles radiate into the
far field in FW or BW directions. At this step again, we
account for reflections and transmissions using a transfer
matrix formalism. In this step, phase matching is also
accounted for, as the dipole radiation will be summed
phase-correctly in the far field. Finally, the intensity dis-
tribution at the back of the collecting objective in FW
or BW direction is calculated inversely to the first step.
This last step allows us to compare differences or simi-
larities in BW and FW signals. To obtain an intensity
similar to an experimental signal, we calculate the in-
5tegral of the normalized and squared field distribution
at the back of the BW and FW apertures for the two
main polarizations in our simulation. Details about the
implementation can be found in the original works by
Sandkuijl et. al.48,49.
For all of our calculations, the input mode is a
linearly polarized, fundamental Hermite-Gauss mode
HG00, which is overfilling the back aperture of the objec-
tive. For any practical purposes, this is equivalent to an
objective lens illuminated with plane waves and ensures
the smallest, diffraction-limited focal spot in the calcu-
lation. The linear polarization was chosen to be parallel
to the z-axis of LN as shown in Fig. 1. This allows us to
address the largest nonlinear tensor element d33. Simi-
larly, only the z-polarized component was considered on
the detection side, which models the experimental geom-
etry, where the incident polarization and the detection
polarizer is chosen parallel to the z-axis of LN in order to
ensure only contributions by the d33-element. If not oth-
erwise stated, e.g. in wavelength sweeps, the pump wave-
length is set at 800 nm. The calculation is performed on a
grid of usually 20 nm in lateral direction and 10 nm spac-
ing in axial direction, which is better than λSH/10 in the
LN film and better than λSH/20 in SiO2. A better grid
spacing was chosen, if sweeps required the variation of a
parameter with higher resolution, e.g. the film thickness.
This keeps the usage of computational resources and cal-
culation time at a manageable level to perform sweeps
of various parameters. The film center is placed at the
origin of the coordinate system, which equals the center
of focus in the calculations. The code currently does not
account for birefringence, which can lead to substantial
focus distortion and/or change in phase matching52,53.
However, in our calculation we are only detecting in one
polarization, i.e. addressing the same refractive index.
Further, we are primarily analyzing the signal from a thin
film, where focus distortions due to birefringence practi-
cally play no significant role, which only start to become
dominant when focusing tens or hundreds of microns into
birefringent media52. The absorption in silicon can be ac-
counted for with a complex-valued refractive index. How-
ever, to compare some results of the FW and BW scat-
tered, light we have set the imaginary part κSi = 0 in the
simulations. Because the imaginary part has only a small
influence on the absolute value of Eq. (3), this induces
only a very small error, on the order of 2% in the calcu-
lated signal. In our simulation, only the d33 element of
lithium niobate parallel to the z-axis is chosen to be non-
zero and the pump light is linear polarized parallel to this
orientation. This is a reasonable assumption, because the
value of d33 is more than 5 times larger than the next
largest tensor element (d33 = 34 pm/V; d31 = 6 pm/V;
d22 = 3 pm/V)
54. Further, in the experiment and the
calculation, we only detect light polarized parallel to the
z-axis. In this configuration, other elements and light
polarization can only be addressed by field polarization
components present due to the strong focusing. For a
NA = 0.9 the axial field element can account for up to
20% of the total intensity51. But as the SH power scales
quadratically with the tensor element and pump power
the signal generated through interactions with other ten-
sor elements is low even for NA = 0.95 (less than 1%).
In contrast, in the investigation of z-cut LN significant
SH signal may be generated by the axial field component.
This can make interpretation of SH results and signatures
challenging in z-cut geometry, and can require the use of
lower NA, i.e. sacrificing spatial resolution, in exchange
for a clear nonlinear signature. However, since in x-cut
LN the largest element d33 can be addressed directly, the
signal is almost exclusively generated through the inter-
action with the d33 element. This allows us to perform
the experiments using the highest numerical aperture ob-
jective, and achieve the highest in spatial resolution. It
should be noted, the assumption only to chose one nonlin-
ear tensor element to be non-zero is not be valid anymore,
if different types of input beams or polarizations are cho-
sen, e.g. a radial polarized beam is used intentionally in
order to achieve a very large axial polarization compo-
nent, or if microscopy is performed on other orientations
of LN film (e.g. z-cut).
III. SIMULATION RESULTS
A. Understanding the SH signal from LNOI
The SH signal generated in thin films is influenced by
various parameters, such resonances, reflections, phase
matching in co- or counter-propagation, in poled or sin-
gle domain structures. The influence of these parame-
ters, in turn, will depend on the wavelength, NA and the
thicknesses of the layers. The most basic simulation of
SH radiation from a thin film comprises just a nonlin-
ear film with given refractive indices, but no reflections.
This provides a baseline for the subsequent calculations
which include reflections. For this, we have simulated
the SH response from a nonlinear film with the refrac-
tive index of LN, which is suspended in a background
of the same refractive index, but no nonlinearity in the
background. The geometry is shown in the top panel
of Fig. 3(a). The focus is placed at the center of the
nonlinear film. In the simulation, the thickness of the
nonlinear film was gradually increased and the SH inten-
sity was calculated for FW and BW scattering for each
thickness. The result is present in the middle and bottom
panel of Fig. 3(a). The middle panel shows the result for
the layer thickness for hLN = 0 to 500 nm in 5 nm steps
for BW and FW scattering and an NA of 0.55, while the
bottom panel presents a zoomed out range of only FW
scattered light for the same NA calculated in 10 nm steps
to a thickness of up to 3 µm. As expected, the BW sig-
nal oscillates in a sine-squared function with an approx-
imate period of 90 nm, which fits well with the calcu-
lated coherence length 2lC,Counter = 88 nm for counter-
propagation. On length scales shorter than 500 nm, the
behavior of FW and BW radiation resembles the case
6FIG. 4. Simulated influence of different parameters on the
SH microscopy investigation of LNOI. (a) Thickness depen-
dent SH signal from a LN layer with no reflections or inter-
faces and a background index equivalent to that of LN. (b)
Thickness dependent response from an LN film suspended
in vacuum (n = 1). (c) Thickness dependent response from
an LN film on an LNOI structure. (d) Influence of the BOX
thickness on the nonlinear signal from an LNOI structure. (e)
Wavelength dependent SH response from an LNOI structure
of the given parameters.
of phase-matched versus not-phase-matched interactions,
as shown in Fig. 2(c). In contrast to the BW signal, the
FW light shows a coherence length of more than 1 µm.
Because the SH intensity scales quadratically with in-
teraction length, a more than two orders-of-magnitude
higher intensity is observed for a 500 nm interaction
length. On longer scales, the FW signal also shows a sine-
squared oscillation. From the simulation we inferred an
approximate coherence length of 2lC,Counter = 2250 nm,
which is slightly shorter than previously predicted value
of 2lC,co ≈ 2550 nm. It should be noted that the ob-
served coherence length is shorter due to the use of fo-
cused light. Due to focusing, components in the pump
beam propagate with orientations not-quite orthogonal
with respect to the surface. This effectively increases the
interaction length especially for the outermost parts of
the focused beam. This leads to a decreased observed
coherence length for larger NAs and also a decrease in
maximum contrast of the sine-squared behavior. For the
counter-propagating process, this effect is small, as the
film thickness is usually larger than the coherence length.
The absence of reflections means that the realistic ex-
periments will diverge considerably from the above de-
scribed. As when we now introduce reflections into the
system, the observed response changes drastically. Fig-
ure 4(b) shows the SH response from an LN film sus-
pended in vacuum (n = 1 for fundamental and SH wave-
lengths outside of the film). Similar to Fig. 4(a), the
thickness of the film is varied and the intensity in FW
and BW direction is calculated. Now, the signals in
FW and BW directions show a different behavior com-
pared to Fig. 4(a). The envelope of the FW signal fol-
lows the general enveloping same shape as in Fig. 4(a)
and shows a minimum at a thickness of 2280 nm indi-
cating the same coherence length lC,co for co-propation.
However, the BW signal demonstrates a much higher
intensity, being around 0.1 to 0.2 of the intensity the
FW signal and following a very similar trend and shape.
The intensity and similar shape of the BW signal can
be explained by observing that the light scattered in co-
propagation is reflected at the inner interface. According
to Eq. (3), the LN/vaccuum interface has a reflectivity
of around RSH ≈ 0.16 at 400 nm, which fits well with
the observed intensity ratio. Introducing reflections also
leads to resonant enhancements of the SH and funda-
mental light, which are both visible, as oscillations oc-
cur at dres,LN,SH = 86 nm and dres,LN,Fund = 184 nm
length scales, respectively. The resonant enhancements
are moderate, as the reflectivity is only RSH ≈ 0.16.
Therefore, the intensity is generally of the same order-
of-magnitude to the non-reflection case in Fig. 4(a). The
low reflectivity is also one reason for the relatively broad
resonance peaks among the use of a focused beam, which
leads to an ensemble of propagation directions being
present in the beam, which may be resonant or not res-
onant at different angles.
In a typical LNOI structure, the LN film sits directly
above a BOX layer, with a handle layer present below the
BOX, as shown in Figs. 4(c) and (d). In Fig. 4(c), the
thickness of the LN film hLN for a fixed BOX thickness
(hBOX = 2 µm) is varied. For this simulation, the Si layer
is simulated without absorption to compare the FW and
BW signals. A result similar to Fig. 4(b) is observed.
Due to the high reflectivity of the Si/BOX interface, and
7a resonantly enhanced reflection from the BOX layer as
shown in Fig. 4(d) the intensity of both signals is even
higher compared to Fig. 4(b), due to increased reflection
and stronger resonant enhancements. In the signal an
oscillation with a period of 86 nm can be seen, which
fits well with resonance thickness for the SH light in LN.
Here, in particular, the resonance of the SH light has a
strong influence due to its higher reflectivity at the Si
surface, because of the larger refractive index of Si at
the SH wavelength. If the BOX thickness is varied for a
given LN film thickness, as shown in Fig. 4(d), oscilla-
tions are also visible. Here, the SH signal is oscillating
due to resonantly enhanced reflection from the BOX layer
of pump and/or SH light. For this simulation a NA of
0.55 was chosen. A numerical aperture of 0.55 provides
a depth resolution of ≈ 4.5 µm. If a larger NA is cho-
sen, a signal decrease due to increased depth resolution
can be expected when a BOX thickness larger than the
depth resolution is chosen, e.g. compare the focus sizes
in Fig. 3 with Fig. 4.
As we have shown, the signal detected from a reflecting
film heavily depends on resonances in the BOX or LN
layer. Therefore, a wavelength dependence is expected
in the measured SH signal. To analyze this influence,
we have swept the pump wavelength from 800 nm to
900 nm for a film of hLN = 500 nm and hBOX = 2 µm
for two numerical apertures. The wavelength dependent
refractive indices are calculated based on Refs.43–46. For
a numerical aperture of NA = 0.55, the choice of the
wavelength can make a factor of 5 to 10 difference in the
SH signal, while the resonant effects for the larger NA
are less pronounced. This is because in a highly focused
beam, an ensemble of different propagation directions is
present at the same time. Parts of the focused light is
resonant, while some parts are not due to Equ. (4). It
should be noted that stronger focusing leads to an overall
enhanced signal, due to increased power density in the
focus.
The main motivation of SH microscopy on LNOI is to
image and analyze ferroelectric domain structures. Do-
main structures can be simulated by choosing a specific
χ(2) distribution. If a region of LN is poled, the sign of
the χ(2) will be inverted, i.e. in a poled domain χ(2) will
be χ(2) = −χ(2)LN . Due to the changed sign of the χ(2)-
tensor, SH light generated in an inverted domain will be
generated with a phase shift of pi compared to SH light
generated in the non-poled part of the film. In this sim-
ple model, a DW is therefore a boundary between regions
of χ(2) with opposing signs. We do not assume an addi-
tional substructure of the DW region. For example, DWs
have been observed to show additional symmetries6 or
effects of strain55,56, which may contribute to additional
or changed tensor elements. However, if such effects are
desired to be modeled, such structures can be readily
added into the model later. In Fig. 5, we have calcu-
lated the signal from films of different thickness, while
a DW is gradually moved through the film. Similar to
the example in Fig. 4(a), we have performed this calcula-
FIG. 5. Effects of inverted domains on the observed SH re-
sponse from a film with no reflections. (a) Simulation geom-
etry setup. The inverted domain is accounted for by a region
of negative sign χ(2). (b) and (c) Induced NL polarization
amplitude in this structure. The amplitude is not affected by
the DW transition, but in the phase an additional phase jump
is visible. (d)-(f) FW and BW signal response for different
film thicknesses, when the DW position is swept through the
film.
tion without reflections to first understand the effects of
phase-matching on the FW and BW signals. Figure 5(b)
shows the calculated NL polarization amplitude for a film
of hLN = 1 µm thickness and a DW depth hLN = 0.3 µm.
It should be noted that, in contrast to Fig. 3, no reso-
nances are visible, as there are no reflecting interfaces
present. Because the tensor element magnitude does not
change at the domain transition, there is no difference
visible on the local NL polarization amplitude. However,
in the NL phase distribution in Fig. 5(c), the transition
is visible as an additional pi phase shift at hLN = 0.3 µm.
If this domain wall is gradually moved through the layer,
the signals in FW and BW change. This has been cal-
culated for a 600 nm [Fig. 5(d)], 1000 nm [Fig. 5(e)] and
a 2000 nm [Fig. 5(f)] film. The top axis in each of these
figures is scaled for the real DW depth, hDW, as shown
in Fig. 5(a), while the bottom axis describes the relative
domain position, defined as
xDW =
hDW
hLN
. (5)
8FIG. 6. Signatures of DW depth for LN films in an LNOI
structure on (a) a Silicon handle, (b) a LN handle without
nonlinearity and (c) and LN handle with nonlinearity and the
same orientation as the unpoled film.
For the 600 nm film the FW signal gradually decreases,
until the DW depth is at one-half the film width, because
the film thickness is less than the coherence length and
the signal destructively interferes. For the 1000 nm film
a similar behavior is observed; however, the contrast is
decreased as the film thickness approaches the coherence
length. In the 2000 nm case, the FW signal is heavily in-
creased around xDW = 0.5, because the coherence length
is shorter than the film width. If the film is exactly half-
poled, the SH signal generated in each half is construc-
tively interfering (This is the QPM working principle).
In contrast to the FW signal, the BW signal oscillates
with a period of 90 nm in all cases. Here, a maximum
is observed each time, when the poled part of the film is
positively phase-matched with the unpoled film. For any
film with a thickness greater than the coherence length
in counter-propagation, the maximum intensity is inde-
pendent of the film thickness.
If now a poled film is placed on a BOX and Si han-
dle structure as shown in Fig. 6(a), the same behavior
for a gradually poled film is observed for the FW sig-
nal. The handle is simulated without absorption so that
the FW signal can be seen. Due to the reflection the
BW signal shows the same general characteristic where
a minimum for a half poled film is observed. However,
this signal is overlapped with oscillation with a period
of 80-90 nm. It appears that these oscillations are due
to counter-propagation phase matching in BW direction,
and contributions from resonance enhancements of the
SH light, which has a similar oscillation period of 86 nm.
Since the counter-propagating light is also reflected, a
weak oscillation is also present in the FW signal. But
the contrast is lower due to the stronger co-propagating
signal. If the film is placed on a LN handle, which shows
only reflection but not nonlinearity, as shown in Fig. 6(b),
almost the same signal behavior is observed, except that
the intensity of both the FW and BW signals are a fac-
tor of 5 to 10 weaker than observed for a silicon han-
dle due to the lower reflectivity and weaker resonances.
The relative height of the oscillations is increased due
to weaker reflection of the co-propagating signal. If the
nonlinearity of the handle is accounted for, the situation
changes, especially for the FW signal. The BW signal
is minimally influenced and shows a similar overall be-
havior compared with Fig. 6(b), but some changes, with
differences up to a factor of 2, are visible due to inter-
ference with counter-propagation SH light generated in
the handle. In an experimental context, this can be sig-
nificant. In particular, the FW scattered light is greatly
altered when the handle’s nonlinearity is accounted for,
because the co-propagating SH light interferes with SH
light generated in the handle. This situation is similar to
SH microscopy with reference samples7, where a domain
polarity contrast, rather than a DW sensitive contrast,
is observed. Due to the stronger signal and clear be-
havior for inverted films, a microscope in FW direction
may be advantageous for investigation of poled films on
LN handles. However, the experimental study of poled
films on Si handles at these wavelength must use the BW
direction.
B. Signal responses from poled LNOI
The previous discussion shows that the SH signal can
be used to investigate the relative depth of poling in a
film, and potentially allows us to unambiguously distin-
guish a film that is completely inverted in depth from a
film that has only a shallow, near-surface domain struc-
ture. This is particularly important when x-cut films are
poled with surface electrodes, because we seek to ensure
that domains spread throughout the complete film thick-
ness. Other standard methods, such as selective etching,
are either destructive and require material ablation to
procure a depth information, e.g. by focused ion beam,
or are only sensitive to the sample surface layer, such as
PFM, which is superior in lateral resolution compared to
9FIG. 7. SH signatures for a varying poling depth for LN films of different thicknesses on a silicon handle and a BOX thickness
of hBOX = 2 µm.
SH microscopy, but may only be sensitive to at-surface
domain structures56,57.
Therefore, we have investigated if the depth contrast in
SH microscopy is observed for various film thickness. For
this, we have performed calculations similar to Fig. 6(a)
and (c) for film thicknesses between 200 and 1000 nm
(hBOX = 2 µm), as well as for two different NAs. The
results are shown in Fig. 7 for the Si and Fig. 8 for the
LN handle. It should be noted that, for the plots in
this section, the calculated SH intensities have been nor-
malized in each individual plot to the signal of an un-
poled film (xDW = 0). In an experimental context this
is more relevant than the absolute intensities, because
in a typical SH microscopy image of poled films, the
raster-scanned area contains poled, as well as unpoled
areas, which can serve as a reference point for the in-
tensity. In our calculations, we observe, for thicknesses
up to hBOX = 600 nm, a gradual change in signal, with
a minimum around xDW = 0.5. For larger thicknesses,
the contrast for a partly-inverted film decays when the
film thickness becomes equal to the coherence length in
co-propagation. This is very apparent for the highly
focused beams, where the observed coherence length is
shorter due to the strong focusing. For films of thick-
nesses greater than the coherence length a positive con-
trast is expected and observed, e.g. in Fig. 7(f). Os-
cillation with a period of approximately 90 nm, which
were observed previously, e.g. Fig. 6, due to counter-
propagation phase matching and resonance of SH light
in the film, are now visible in all plots. Their magnitude
is particular large for the LN handle (Fig. 8), where they
show a significantly larger relative amplitude compared
to the Si handle (Fig. 9). This is due to the lower reflec-
tion at the BOX/handle interface which leads to less light
generated in a co-propagating process being detectable
in the BW direction, and a relative stronger contribu-
tion from counter-propagation. The oscillations appear
in particular strong for film of 800 nm and 1000 nm thick-
ness, which are analyzed with a 0.95 objective. Here, no
drop in intensity, but mostly oscillations with amplitudes
of 2-3 times more intensity for a gradually poled film are
predicted. These observation fit well with previous re-
ports of SH microscopy on poled x-cut films visualized
with large NAs, where instead of a homogeneous level
highly oscillating signals have been observed3. Further-
more, for the LN handle, it is observed that unpoled
(xDW = 0) and completely inverted films (xDW = 1)
will not provide the same intensity. This is easily un-
derstood, as the SH light will constructively or destruc-
tively interfere with counter-propagating light generated
in the handle. The effect is, in particular, visible for
the films with smaller thicknesses, because the signal in
co-propagation will be weaker compared to the counter-
propagation intensity. For example, the SH signal for a
poled film and unpoled films shows a difference of more
than 50% for the 300 nm film in Fig. 8(b) for the NA
of 0.55 between the unpoled (xDW = 0) and poled state
(xDW = 1). Therefore, for an LN handle, in principle, SH
microscopy can also be sensitive for the domain polarity.
From the previous section, it is known that the SH signal
generated from thin films depends on the exact combi-
nation of wavelength, film and BOX thicknesses; slight
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FIG. 8. SH signatures for a varying poling depth for LN films of different thicknesses on a LN handle and a BOX thickness
of hBOX = 2 µm.
variations on the order of less than 100 nm can change
the SH microscopy signal by a factor of 5 to 10. While
this will change the overall SH signal, it does not influ-
ence the fact that there is an intensity minimum in the
BW signal for a partly-inverted film at approximately
xDW = 0.5. Slight changes in thickness of the BOX or
pump wavelength, however influence the exact position
of the 90 nm period oscillations changing the exact signal
profile.
So far, we have simulated the effect of planar domain
transitions extending infinitely in all directions. How-
ever, in a real sample, domain transitions may be verti-
cal, rather than horizontal, with respect to the surface.
This may be the desired geometry for a QPM structure
with a waveguide oriented along the film. Potentially,
domain structures may be angled with respect to the sur-
face. In particular, angled or shallow domains are likely
to be expected for x-cut LN, which is poled with top sur-
face electrodes. Poled domains in LN show a pronounced
asymmetry in growth speed, i.e., the domain propagation
in the z-crystal axis is two orders of magnitude faster
than the spreading speed in the x-y directions58, while
the domains may form with a hexagonal cross-section in
the xy-plane, as observed in various experiments59,60.
Because microscopy is limited by lateral resolution,
some of the previously calculated effects may be smeared
out for typical samples, as a mixture of different depth
is present in a lateral width of a focus. This may have
a particular large effect on the the short length scale os-
cillations. To analyze this, we have simulated lines scans
for four different domain transition geometries as shown
in Fig. 9(a). The first geometry is a vertical domain
transition, while the domain transition in the second to
fourth calculation is angled and stretched over 1, 2 and
4 µm, respectively. The z-axis and light polarization is
orthogonal to the sketch plane. In the simulation, the re-
spective structure is moved in 50 nm increments through
the fixed focus and the intensities are calculated for each
step. This process is very similar to the raster scanning
performed in an experiment. The simulation is performed
for two numerical apertures (NA = 0.55; NA = 0.95) for
(a) a silicon handle (hBOX = 2 µm; hLN = 600 nm)
and (b) a LN handle (hBOX = 2 µm; hLN = 750 nm).
For the vertical domain transition a drop in intensity
can be seen when the focus is placed at the DW transi-
tion. In this configuration the signals generated in one
domain destructively interfere with the signal generated
in the opposing domain, leading to a decrease in intensity
similar to the contrast on DWs in bulk samples7. The
width of this feature scales with the lateral resolution.
The diffraction limited resolution for second harmonic
microscopy61 given by
∆s ≈ 0.325√
2
λFund
NA
. (6)
For NA = 0.55, we obtain ∆s = 340 nm and for
NA = 0.95 we obtain ∆s = 200 nm. In the simulation,
larger values are observed, as the focus width in the film
structure is influenced by reflections, as seen in Fig. 3.
For the angled domain structures, we see that the area
of the decrease in intensity is enlarged accordingly, while
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FIG. 9. (a) Calculation geometries for simulated line scans. (b) Results for a hLN = 600 nm) film on hBOX = 2 µm BOX and
silicon handle. (c) Results for a hLN = 750 nm) film on hBOX = 2 µm BOX and lithium niobate handle.
the oscillations previously observed in Figs. 7 and 8 will
appear to be particular strong for large NAs and only for
more flat domains. The appearance of the oscillations
provide an explanation why previous SH images of poled
LNOI on a LN handle presented a marbled texture when
imaged with large NA’s3. It should be noted that, for
the simulation in Fig. 9(c), we observe almost the same
intensity (within a 2% difference) for a completely poled
or unpoled film on a LN handle. In this case, it is a co-
incidence that the intensities are the same for the chosen
film and BOX thicknesses, and is not expected in gen-
eral. As seen before (e.g. Fig. 8), the intensity levels for
a inverted and not-inverted region on a LN handle are,
in general, different.
IV. EXPERIMENTAL RESULTS
We have poled a sample of LN with lithographically-
structured electrodes deposited on top of the film. The
sample is a 300 nm x-cut LN film on a silicon handle and
a BOX thickness of 1.8 µm. The poling period chosen
for this sample is 2.8 µm. The poling was performed by
applying a single, asymmetric, high voltage pulse. The
pulse featured a fast (< 1 ms) ramp up above the co-
ercive field, and was held above the coercive field for
a few milliseconds, before being slowly (up to 30 ms)
ramped down, to allow stabilization of domains and to
prevent spontaneous back switching. More details about
the poling setup and pulse can be found in our previ-
ous work8. Subsequently, the sample was investigated
with our SH microscopy setup using two objectives with
numerical apertures of 0.55 and 0.9.
The results on the sample are displayed in Fig. 10(b)
(objective NA = 0.55) and (c) (NA = 0.9). Both images
show approximately the same sample area, but because
some slight repositioning was required after changing the
objective, the shown area is not exactly the same. Be-
low each figure is a line plot of the SH intensity through
one specific domain highlighted in green. For comparison
with theoretical results, the results have been normalized
to the intensity observed for un-inverted film, which is
shown on the right-hand side of each image. It should
be noted that for the measurement with NA = 0.55 an
excitation power focused on the sample of approximately
5 mW was sufficient, while for NA = 0.9 the intensity
reaching the sample was reduced to about 2 mW, because
the detected single-photon count rate increased by a fac-
tor of 4-5 in agreement with the prediction in Sec. IIIA
concerning the use of a higher NA objective. In gen-
eral, the images with both objective lenses show similar
characteristics. The electrodes, which are visible in the
bottom and top of the image, show no SH intensity, be-
cause the electrode metal (gold) features no second-order
nonlinearity in the optical band. The un-inverted film on
the right side of each image provides a homogeneous in-
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FIG. 10. Experimental investigation of a poled LN thin film with hLN = 300 nm film on a BOX thickness of hBOX = 1.8 µm
and on silicon handle. (a) Simulated line scan for a vertical DW in this geometry. (b) and (c) Experimental results for two
NAs on the same area of the sample. (d) Simulated line scans for a domain with a hexagonal cross-section.
tensity, while the inverted domains are characterized by
an area where the intensity has (almost) recovered to
1 normalized units due to the domain inversion. This
region is surrounded by a black border, which can be in-
terpreted as the signatures of (possibly slightly angled)
domain walls. In both images the targeted domain period
of 2.8 µm is reproduced accurately. The lithographic de-
sign of the used poling electrodes feature a slightly lower
than 50% duty cycle, to pre-compensate for the lateral
spread of the domains which was observed during growth.
This allow us to achieve a close to 50% duty cycle of the
inverted domains. The domain growth started from the
bottom electrodes, to which the positive voltage was ap-
plied. This is a behavior typical observed during electric
field poling of LN, where growth starts from the positive
electrodes62. Figure 10(a) shows a simulated line scan
for the given film and numerical aperture parameters for
a vertical DW. These calculated line scans can already
explain the measured signatures, i.e., width and depth
of the measured SH signature. In fact, the FWHM of
the DW in the experiment is slightly larger than pre-
dicted (about 40 nm). This, for example, can explained
by a slightly angled DW as predicted in Fig. 9. However,
what the calculation in Fig. 10(a) cannot explain is that
the intensity in the inverted area does not yet recover to
the value of the unpoled film. This is, in particular, visi-
ble for the higher NA lens due to the increased resolution
of the acquired image. This suggests a more complex do-
main structure, indicating that the domain inversion is
not yet complete throughout the film thickness.
Based on the discussion in Sec. IIIB it should be pos-
sible to estimate the inversion depth based on the inten-
sity profile. One possible geometry that might explain
our observations is a hexagonal cross section of the poled
domain as shown in Fig. 10(d). The domain will spread
with approximately the same speed in all three equiv-
alent y-directions and form a hexagonal cross section,
with DW’s oriented parallel to the y-axis. This is a typ-
ical structure for domain structures in congruent LN60,
and has been observed for x-cut poling2,59. If we cal-
culate a line scan for such a structure, we obtain the
results shown in the bottom panels of Fig. 10(d). For the
calculations given by the black dots, we have assumed
that the film is completely inverted at the center of the
hexagon (hhex = 300 nm). In this case, we predict for
both numerical apertures an almost complete recovery of
the SH intensity to the value in the unpoled film. How-
ever, if we assume that there is 10 nm, for example, of un-
inverted left below the hexagon shape (hhex = 290 nm),
we calculate signatures (red dots) with good agreement
to the experimental data. For comparison, we have plot-
ted the experimental data into the graph (green trian-
gles), which is in good agreement with the calculated
profile for hhex = 290 nm. It should be noted that the
assumed domain structure in Fig. 10(d) is hypothetical.
The real domain structure may well be more complex.
For example, in the image in Fig. 10(c), additional faint
black lines closer to the plus electrodes can be seen. This
can indicate multiple filaments which are not yet fully
merged. Nevertheless, this simulation and experimental
results demonstrates that SH microscopy can unambigu-
ously distinguish fully-inverted from non-inverted film,
and that the inversion depth may be experimentally de-
termined to the scale of tens of nanometers well below the
13
optical resolution limit. We believe this capability will
be an important diagnostic tool in the continued devel-
opment of poled ferroelectric thin films, especially with
smaller poling periods.
V. CONCLUSION
In conclusion, we can explain the observations made
with second-harmonic microscopy of poled thin-film
lithium niobate. Our model based on a combination
of multiple effects, namely reflections, resonant enhance-
ments and phase-(mis)-matching. In particular, the re-
flectivity of the bottom interfaces below the thin film
lead to the detected of SH light being dominated by
the co-propagation phase-matching component, rather
than the counter-propagation component, which might
be na¨ıvely expected. This explains the surprisingly large
intensities of SH light observed from thin-films, as well as
the sensitivity of the signal to the relative depth of the
domain inversion. Furthermore, we show that SH mi-
croscopy is able to unambiguously distinguish between
a fully-inverted film and partly-inverted film in depth.
The depth of poling can be determined within tens of
nanometer resolution.
There are numerous directions in which this work can
be taken further. In our experiment so far, we can explain
all observed behaviors without any assumption of an ad-
ditional crystallographic substructure or symmetry in the
range of a DW. However, recent SH investigations show,
that ferroelectric DW in LN and other ferroelectrics give
rise to new, respectively rotated, tensor elements, due
strain55 or deviations from the ideal Ising-structure of a
ferroelectric domain wall6. For future analysis, these dis-
tributions can readily be included in the model. Also,
our model assumes a layered sample that extends in-
finitely into the xy-plane, which is a good assumption for
structures larger than the diffraction-limited focus width.
However, some periodically-poled devices were fabricated
by etching ridge waveguides of micron and sub-micron
width in periodically poled LNOI20. It can be conjec-
tured that 3D diffraction and scattering will have a sig-
nificant impact on the SH signal and behavior in these
structures. Therefore, caution needs to be taken when in-
terpreting signals from such structures, as small changes,
e.g. in sidewall angle, can potentially have large impacts
on the signal, especially when taking into account the
length scales of counter-propagating phase matching or
the resonance lengths for the SH light. Taken together,
our work suggests that a better understanding of the
imaging processes, will enhance the usefulness of SH mi-
croscopy as a tool to investigate ferroelectric thin films
and improves the technology of poling and the domain
wall fabrication for practical applications.
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