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1.0 Introduction 
 
Scheduling problem can be found in many different 
application areas, e.g. manufacturing, logistic, 
transportation, communication, sports, education, 
administration, etc. Main task of scheduling is the 
creation of schedules, which are temporal 
assignments of a set of activities to a set of 
resources subject to a set of constraints. Examples 
of scheduling constraints include deadlines (e.g., 
job i must be completed by time t), resource 
capacities (e.g., there are only two machine for 
drill), precedence constraints on the order of tasks 
(e.g., a leaf must be painted before it is assembled), 
and priorities on tasks (e.g., finish job j as soon as 
possible while meeting the other deadlines).  
 
Many scheduling problems are difficult to solve 
[1]. It has been shown that many scheduling 
problems are NP-hard problem [2, 3, 4, 5, 6, 7, 8] - 
the time required to compute an optimal schedule 
increases exponentially with the size of the 
problem, meaning that with present-day algorithms 
even moderately sized problems cannot be solved 
to guaranteed optimality. 
 
The rest of this paper is organized as follows. In 
section 2, the current issues that motivate the 
research on this area are discussed. In Section 3, a 
detailed description of the Job Shop Scheduling 
Problem (JSSP) is given. Section 4 summarizes the 
research done concerning JSSP. Section 5 and 6 
discussed the previous genetic algorithms research 
aimed at solving the dynamic JSSP. Section 7 
describes the current issues and challenges in this 
research area. In section 8, summarized the future 
plans. 
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2.0 Motivation 
 
Basically there are two kinds of scheduling 
problems [9]. The first problem is static problem 
which related to the combinatorial nature of the 
problems, where it is difficult to find an optimal 
solution because it is impossible to consider all 
nodes in a large search space. This problem is also 
called generative in [10] and predictive in [11, 12]. 
While the second problem is dynamic problem 
which related to the dynamic nature of the 
problems, where variables and constraints which 
always change due to the development of an 
organization or emergence of certain type of 
events. This problem is also called revisions in [11] 
and reactive in [10, 12]. This problem is viewed as 
the reactive part of the system which monitors the 
execution of the schedule and copes with 
unexpected events (i.e., machine breakdowns, tool 
failures, order cancelation, due date changes, etc) 
[11]. 
 
The major criticism brought against the predictive 
mechanisms in practice is that the actual events on 
the shop floor can be considerably different 
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compared to the one specified in the schedule due 
to the random interruptions (i.e., machine 
breakdowns, bottleneck, due date changes, order 
cancelations, etc.) [13, 14]. Thus an appropriate 
corrective action (or response) should be taken to 
improve the performance of the infeasible schedule 
[7, 10, 11, 12, 15, 16, 17].  Although reactive 
scheduling is of great importance in any scheduling 
system, most scheduling research has mainly 
focused on the construction of a good generative 
schedule from scratch without providing enough 
attention on the reactive control phase. 
 
In industrial practice, the majority of scheduling 
systems address the reactive scheduling problem by 
making it the responsibility of the human scheduler 
to evaluate the implications of the unexpected 
events, and to adjust the generative schedule 
accordingly [10, 12]. However, the combinatorial 
complexity of the scheduling problem tends to 
overburden the human scheduler and may result in 
poor schedule performance. 
 
Because of the dynamic environment Graves [18] 
stated that there is no scheduling problem but 
rather a rescheduling problem. 
 
Responding to the dynamic factors immediately as 
they occur is also called real-time scheduling [13]. 
The initial schedule will be rescheduled to cope 
with the new conditions. This can also be called a 
time critical decision making process since the 
shop waits to receive the new schedule.  
 
3.0 Definition of the JSSP 
 
A N × M job shop scheduling problem, hereafter 
referred to as the JSSP, consists of N jobs and M 
machines [8]. A job j consists of a sequence of 
operations Oj = (oj1, o j2,…,ojkj). Each operation ojl 
is to be processed on a specific machine and has a 
specific processing time τjl. Each job has at most 
one operation on each machine (capacity 
constraint). The processing order of the operations 
in job j must be the order specified in the sequence 
Oj. These sequences are often called the 
technological constraints and also referred to as the 
precedence constraint. During processing each 
machine can process at most one operation at a 
time, and no preemption can take place; once 
processing of an operation has been started it must 
run until it has completed. In the following Cj will 
denote the end of processing time of the last 
operation of job j in a given schedule.  
 
Some problems include a due date dj for each job, a 
time by which the processing of the job is supposed 
to be finished, a release time rj for each job, prior 
to which no processing of the job can be done, or a 
initial setup time sm for each machine, prior to 
which no processing can be done on the machine. 
 
A number of different objective functions exist for 
job shop problems. The most extensively 
researched is the makespan Cmax = maxj∈{1..N}(Cj), 
the time span needed to complete all operations of 
all jobs. However the makespan objective is not 
well-suited for scheduling on a rolling time 
horizon-basis (jobs arriving continuously over 
time), and since it does not include due dates. More 
realistic objectives include total flowtime F = ΣN   
Cj - rj, summed lateness LΣ = ΣN   Cj - dj, summed 
tardiness T Σ = ΣN   max (Cj - dj, 0), maximum 
lateness Lmax =  maxj∈{1..N}(Cj - dj) and maximum 
tardiness Tmax = max (Lmax, 0). All of these 
performance measures reflect schedule 
implementation cost and are to be minimised, i.e., a 
low performance measure equals a good schedule. 
j=1
j=1
j=1
 
Table 1 : A 3 × 3 problem  
job Operations routing (processing time) 
1 1 (3) 2 (3) 3 (3) 
2 1 (2) 3 (3) 2 (4) 
3 2 (3) 1 (2) 3 (1) 
 
An example of a 3 × 3 JSSP is given in Table 1. 
The data includes the routing of each job through 
each machine and the processing time for each 
operation (in parentheses). Figure 1 shows a 
solution for the problem represented by "Gantt-
Chart". 
 
M1               
M2               
M3               
               
 d              
               0        2        4         6         8        10       12 time
 
Figure 1: A schedule for a 3 x 3 JSSP instance 
 
Based on the release times of jobs, JSSP can be 
classified as static or dynamic scheduling. In static 
JSSP, all jobs are ready to start at time zero. In 
dynamic JSSP, job release times are not fixed at a 
single point, that is, jobs arrive at various times. 
Dynamic JSSP can be further classified as 
deterministic or stochastic based on the manner of 
specification of the job release times. Deterministic 
JSSP assume that the job release times are known 
in advance. In stochastic JSSP, job release times 
are random variables and some or all parameters 
are uncertain [3, 5]. 
 
4.0 Related works  
 
As discussed earlier, the majority of the published 
literature in the scheduling area deals with the task 
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of schedule generation or predictive nature of the 
scheduling problems. The normally employed 
approaches for the solution of these problems are 
heuristic strategies [4]. Some of the most common 
techniques used are branch and bound [19], 
dispatching rules [20, 21], tabu search [22, 23, 24, 
25, 26], simulated annealing [27, 28, 29] and 
genetic algorithms [2, 3, 5, 7, 8, 17, 30, 31, 32, 33]. 
In [34] and [35] we can found an extensive study 
about the main techniques that were applied since 
the year 1960s. The application of GA to 
scheduling problems has interested many 
researchers due to the fact that they seem to offer 
the ability to cope with the huge search spaces 
involved in optimizing schedules. 
 
However, reactive scheduling is also important for 
the successful implementation of scheduling 
systems. A review on research papers that are 
related to reactive scheduling was given in [11]. 
This paper gives a short classification and a brief 
description about the existing studies concerning 
reactive scheduling. 
 
Another popular approach to deal with reactive 
scheduling is knowledge-based system or expert 
system [14, 32, 36, 37, 38, 39, 40, 41, 42].  
 
As stated earlier the common practice related to 
reactive scheduling in industrial practice is to 
assign human schedulers to repair the schedules 
using their knowledge and experience in the 
particular domain. This scenario shows that 
knowledge and experience are the most important 
elements to make the scheduling system become 
reactive because knowledge can provide 
information on where jobs are, where they need to 
go and what machine are up or down, etc.  
 
A discussion on the knowledge-based reactive 
scheduling systems can be found in [34] and [43]. 
Cowling and Johansson [14] proposed a framework 
to use real time information to improve scheduling 
decisions, which allows the trade off between the 
quality of the revised schedule against the 
production disturbance which results from 
changing the planned schedule.  
 
Shah et al. [44] developed knowledge based 
dynamic scheduling for production of parts in a 
steel plant. A rule base is used to handle the shared 
transporter, moving components and treated in 
sequence stations.  
 
5.0 Dynamic JSSP 
 
Dynamic problems have been considered on a 
rolling time horizon basis, in which the problem is 
solved by making a schedule for the part of the 
problem that is known. Processing of the jobs 
according to this schedule is then started, and as 
soon as information about new jobs arrive a new 
schedule incorporating the new jobs and the work 
not yet processed in the previous schedule is 
created.  
 
Most research on scheduling has been focused 
mainly on optimizing one particular performance 
measure, like the use of resources, makespan or 
tardiness, normally reflecting some kind of cost. It 
is assumed that all problem data are known before 
scheduling has to take place and no change ever 
happens. However real world applications operate 
in dynamic environments frequently subject to 
several kinds of random occurrences and 
perturbations, such as new job arrivals, machine 
breakdowns, employees sickness, jobs cancellation 
and due date and time processing changes, causing 
that the original schedule becomes unfeasible.  
 
Due to their dynamic nature, real scheduling 
problems have an additional complexity in relation 
to static ones. In many situations these problems, 
even for apparently simple situations, are hard to 
solve, i.e. the time required to compute an optimal 
solution increases exponentially with the size of the 
problem [6]. 
 
For such class of problems, the goal is no longer to 
find a single optimum, but rather to continuously 
adapt the solution to the changing environment. 
When a change in the environment happens 
rescheduling is needed, and the existence of a good 
near-optimal schedule, which is easy to modify will 
be in some situations preferable to an optimal, 
which cannot be modified.  
 
The algorithms for dynamic scheduling should be 
able to manage any disruption of a schedule caused 
by changes in scheduling environment. Such 
changes can be classified in three major groups 
[16] : 
 
• Activity Changes 
Request for new or extended activities can 
result in resource contention and inconsistency 
of a schedule. In long term scheduling 
introducing new activities can aim at 
improving the schedule efficiency and degree 
of resource utilization (e.g. leasing out some 
resource leads). In the short term scheduling 
activities are introduced as they arise (e.g. 
emergency service). Changes in activity 
duration and increased level of resource usage 
can occur. 
 
• Resource Changes 
Primary reduction of resources (e.g. machine 
failure) can disrupt a schedule. Resource 
changes may be also requested to reduce the 
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cost of a schedule (e.g. machine utilization 
problems). Shorter term resource changes are 
usually connected with resource failure. 
 
• Temporal Changes 
The most frequent form of temporal change is 
a contraction of schedule horizon. Long term 
temporal changes (e.g. changing a schedule in 
public transport for regularity) and short time 
changes (e.g. downstream effect of delayed 
aircraft or train) may also cause schedule 
inconsistency. 
 
6.0 Genetic Algorithms (GA) 
 
GA appeared around the end of the 1960s. Since 
Davis proposed the first GA-based technique to 
address scheduling problems in 1985 [44], GA 
have been widely used in the context of job shop 
scheduling problems (JSSP) [3, 4, 5, 17]. However, 
most of the works deal with optimisation of the 
scheduling problem in static environments, in 
which all jobs are ready to start at time zero, with 
the makespan objective. In dynamic JSSP, which 
are more realistic, jobs can arrive at some known 
(deterministic JSSP) or unknown (stochastic JSSP) 
future times. Further, the importance of each job 
can be different and the objective is more complex 
[3]. 
 
7.0 Issues and Challenges 
 
Although scheduling is a well researched area, and 
numerous articles and books have been published, 
classical scheduling theory has been little used in 
real production environments [45]. It is believed 
that scheduling research has much to offer industry 
and commerce, but that more work is needed to 
address the ‘gap’ between scheduling theory and 
practice [14, 46]. One frequent assumption of 
scheduling theory, which rarely holds in practice, is 
that the scheduling environment is static. In recent 
years many authors [7, 10, 11, 12, 13, 14, 15, 16, 
17, 46] have recognized that this is unlikely 
scenario in many manufacturing environment. In 
reality, schedules must be revised frequently in 
response to both instantaneous events, which occur 
without warning, and anticipated events where 
information is given in advance by, for example, 
process control computers or customers.  
 
As a consequence, even though GA have 
previously been demonstrated to have an 
acceptable performance on job shop problems, it is 
still have not been adopted in standard 
manufacturing practice. For this reason, in recent 
years, academic research has attempted to consider 
real-life scheduling problems. Standard benchmark 
problems do not attract the attention of people in 
industry since practical scheduling problems are far 
more complex than the famous benchmark 
problems [4] that are still used in most research. 
 
For the comprehensive comparison and summary 
of results that have been published for the 
Lawrence’s [47] and Fisher and Thompson’s [6] 
benchmark problems see [4]. 
 
However, a considerable number of recently 
published papers address real-life scheduling cases. 
Vieira et al. [48] described the development of a 
global scheduling system for a semiconductor test 
area. Gilkinson et al. [49] tackled the scheduling 
problem of a company that produces laminated 
paper and foil products. Hamada et al. [50] 
approached a complex scheduling problem in a 
steel-making company using a hybrid system based 
on evolutionary algorithms and expert systems. 
Shaw and Fleming [51] and Kumar and Srinivasan 
[52] proposed evolutionary computation methods 
for the solution of scheduling problems in 
companies that produce ready-chill meals and 
defense products, respectively. Sakawa et al. [53] 
considered the scheduling problem of a machining 
center using an evolutionary algorithm. Shah et al. 
[44] developed knowledge based dynamic 
scheduling for Steel Plant. Finally, Suh et al. 1998 
[10] implemented ordering strategies for constraint 
satisfaction in steel industry. A scheduling expert 
system was developed to implement these 
strategies for the reactive adjustment of hot-rolling 
schedules in a hot strip mill.  
 
8.0 Suggestion for further work 
 
We propose to use GA with a knowledge-based 
scheduling to solve dynamic problem in the job 
shop scheduling problem. 
 
GA was chosen since it is well suited to 
optimization problem and were proved successfully 
solve a number of problem that were difficult to 
solve with other methods [32]. We proposed to use 
knowledge because knowledge allows the use of 
global information to improve schedule decisions 
in the dynamic manufacturing environment. 
 
In order to make this JSSP realistic to the real 
world problem, we will use the real data from 
spring manufacturing as a case study. 
 
9.0 Conclusion 
 
This paper described the actual problem happened 
in the job shop scheduling problem. It also 
discussed the previous work related to this area. 
Knowledge-GA is proposed to be developed in 
order to solve the dynamic problem in the real 
manufacturing environment.  
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