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ABSTRACT The Internet of Things (IoT) can support a significant number of services including those in
smart homes and the automation of industries and public utilities. However, the growth of these deployments
has posed a significant challenge especially in terms of how to build such deployments in a highly resilient
manner. The IoT devices are prone to unpredicted failures and cyber-attacks, i.e. various types of damage,
unreliable wireless connections, limited transmission power, computing ability, and storage space. Thus
resilience is essential in IoT networks and in the services they support. In this paper, we introduce a new
approach to resilience in IoT service embedding, based on traffic splitting. Our study assesses the power
consumption associated with the services embedded and the data delivery time. The results are compared
to recent approaches in resilience including redundancy and replication approaches. We constructed an
optimization model whose goal is to determine the optimum physical resources to be used to embed the IoT
virtual topology, where the latter is derived from a business process (BP). The embedding process makes use
of the service-oriented architecture (SOA) paradigm. The physical resources of interest include IoT links
and devices. The model made use of mixed integer linear programming (MILP) with an objective function
that aimed to minimize both the total power consumption and the traffic latency. The optimization results
show that the power consumption is reduced and the data delivery time is reduced in the service embedding
approach where the proposed traffic splitting approach is employed resulting in the selection of energy
efficient nodes and routes in the IoT network. Our methods resulted in up to 35% power saving compared
to current methods and reduced the average traffic latency by up to 37% by selecting energy-efficient nodes
and routes in IoT networks and by optimizing traffic flow to minimize latency.
INDEX TERMS Energy efficiency, Internet of Things, mixed integer linear programming, queuing,
resilience, smart buildings, service-oriented architecture, virtualization.
I. INTRODUCTION
The Internet of Things (IoT) is an emerging technology
that can support different devices connected to the Internet
to service ubiquitous and pervasive applications. The IoT
facilitates the interaction and communication between smart
devices and their services by using the Internet infrastructure.
IoT can also enable a range of services/applications offered
to smart buildings [1]. In a smart building paradigm,
the embedded sensors collect data from certain specific
places and sends them to the controller for processing and
for making decisions seamlessly and efficiently. The IoT
The associate editor coordinating the review of this manuscript and
approving it for publication was Zhenhui Yuan .
devices carry out actions defined by the IoT services. The
combination of a smart building and IoT has been used in
several paradigms and research studies [2] and poses several
challenges when the reliability of services has to be guaran-
teed. Some of the key challenges are due to the vulnerabilities
of the interconnectivity and the interdependencies of the
devices and applications. Physical connectivity and hardware
limitations can lead to unexpected system failures caused by
the failures in the interconnected networks. In addition to
the network connectivity, the large heterogeneity of network
access technologies increases the complexity of the network
and can cause deployment problems in the communication
domain. Political and social acceptance challenges may
appear as another type of challenge in the form of privacy
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and civil rights concerns because of the right to access
and use the information in the smart building. Furthermore,
economic challenges can constrain the financial budget for
the replacement and deployment of new technologies [3].
A. PROBLEM STATEMENT
The majority of IoT devices have wireless connectivity,
and thus, survivability and failure tolerance are significant
considerations. As the IoT plays a significant role in smart
building projects. Traffic resilience of an IoT network is
also considered an important factor in the design of smart
building projects [4], [5]. IoT devices are probably prone
to different types of failures and attacks, i.e. various types
of damage, computing and transmission power limitations,
radio interference, and storage space limitations. The IoT
paradigm consists of a heterogeneous combination of
Internet-connected devices. Furthermore, traffic routing in
IoT networks mainly depends on the routing protocol for low-
power and lossy networks (RPL). RPL has been designed to
find a single route between the source and the destination
nodes [6]. These motivations mean that resilience is a
significant consideration in various engineering, scientific,
and social applications [7].
Theoretically, resilience can be defined as the capability of
a system to accomplish its operation in an appropriate manner
notwithstanding disruptions and to regain its performance
after a temporary system failure. In communication systems,
adverse disruption is a key consideration, and these systems
are expected to operate even under adverse disruptions and to
rapidly recover to their full functional services [8].
In general, there are many definitions of ‘resilience’.
The most common one is that it is the ability to operate
and maintain a process with an acceptable service level
during various faults or attacks [3]. In [1], the researchers
defined network resilience as the ability to have at least
one operational backup path within a certain minimum time
interval when at least one device on the primary path fails.
Practically, network resilience has no metric value but can
be estimated using the time the network takes to resume
its normal operation after being subjected to disruption [9].
Traffic resilience can be measured by the time required by the
network to resume its normal operation after being subjected
to disruption [3], [10]. Consequently, it is complicated to
estimate network resilience in terms of the quantitative
value of network resilience. Another key aspect is the
number of failed nodes or links that the network can endure
while maintaining its performance [6]. The direct correlation
between the network resilience and performance can be
established by observing the time required to recover the
service from failure, where the queuing delay is considered
as a significant factor in network performance. Besides,
a problem related to network resilience is the additional
transmission overhead and energy consumption needed to
provide and ensure resilience. In our proposed model,
we obtain better performance with higher savings in energy
consumption due to the selection of routes which also reduces
the packet delivery times.
B. CURRENT RESILIENCE APPROACHES
In IoT networks, traffic routing mainly relies on RPL,
engineered by IETF in 2009 [11]. The RPL protocol is
considered to be the de facto routing protocol for the IoT,
because of its fit to the IoT requirements and its contributions
to the improvement of the communications with other
standards in order to provide a baseline architecture for IoT.
RPL was designed to find a single route between the source
and the destination nodes. Therefore, network resilience is
important in this context. Its goal should be to improve the
network’s ability to handle faults and restore its operation and
does not necessarily mean failure resistance [10]. Resource
constraints, energy limitations, the unreliability of wireless
links and single-path routing are factors that degrade the IoT
network resilience and performance. In order to overcome
these factors, many research groups have proposedmulti-path
solutions for the routing protocol in IoT networks.
Among these traffic routing protocols, a popular resilient
technique for link failure recovery is multipath routing. This
technique is based on the selection of a set of paths between
the source device and the destination device to ensure traffic
delivery. This technique has the advantage of high resilience
but with varying energy consumption and link capacity.
FIGURE 1. Multipath routing techniques.
Multipath routing methods have two main techniques to
create their multipath network, as shown in Fig. 1. The
first is the disjoint multipath as shown in Fig. 1-A. In this
technique, a number of paths with independent nodes/links
are created as alternatives to the primary path, and thus,
a failure in any or all of the nodes/links on the primary
path does not affect any of the alternative paths. The second
technique is the braided multipath as shown in Fig. 1-B.
In this technique, the alternative paths partially overlay the
primary path [12], [13].
Resilient routing protocols in IoT networks [3], [22] are
categorized into three types on the basis of the path-finding
methodology. The first method is called proactive routing,
where all the paths are selected beforehand in the routing
table, and the second method is reactive routing, where all
the paths are selected on demand and updated in the routing
table. The third method is hybrid routing and depends on both
of the previous methods [13]. This leads to a probabilistic
approach that assumes that the network can tolerate at most n
failed nodes where 0 < n < k , in a k-connected network. The
term k-connected network denotes the fact that the network
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can preserve its node connectivity after removing no more
than k − 1 nodes [14]–[16]. The value of k is an indicator of
the network resilience, where a high value of k denotes high
network resilience.
C. ORIGINAL CONTRIBUTIONS
In this study, we present a novel resilience technique where
traffic is split from the source device to the destination
device in two paths, where each path routes 50% of the
data traffic and a ‘keep-alive’ signal is directed on the same
paths. When a failure is encountered on one path, the source
resends the undelivered data, (which will not exceed 50%
of the original data), of the failed path on the second path.
Consequently, we save both energy and delivery time. The
traffic splitting into two equal values (i.e.50% for each
link) gurantees minimum traffic value and arrival rate for
each sub-link, consequently, that minimizes the queuing
delay. We evaluated the performance and the implications
of this technique in terms of the data delivery time and the
energy consumption. Our model implemented an optimized
service-oriented architecture (SOA). The SOA forms a virtual
topology that consists of virtual nodes and links in the form of
a business process (BP). The BP encapsulates all the virtual
demands represented by processing, sensing and actuating
functions and traffic between virtual nodes. Our model maps
the virtual topology of each BP to the physical layer of
IoT network. An IoT service to be embedded in an IoT
network may contain a set of BPs interconnected in a given
topology. We built a model to find the optimal set of IoT
devices and links to embed BPs as an optimization problem,
where the node and route selection is statically determined
beforehand by our model with the objective of minimizing
both the total power consumption and the traffic latency.
This problem was formulated using mixed integer linear
programming (MILP). We benefit from our track record
in energy efficiency and network virtualization, and track
record in IoT service embedding [17]–[19]. In our previous
work, [17]–[19], we evaluated the energy efficiency of IoT
service embedding with QoS parameters including traffic
queuing latency, while in this work, we introduce resilience
for the first time to IoT service embedding and evaluate the
energy efficiency with the level of resilience considering a
range of scenarios. The main contributions of this paper are
as follows:
- Modelling the problem of service embedding in IoT
networks and evaluating the total power consumption
and the queuing delay of service embedding considering
a smart building setting.
- Optimizing the selection of IoT nodes and traffic routing
to minimize the power consumption and end-to-end
delay for different nodes and examining traffic resilient
service embedding scenarios.
- Proposing a novel resilience technique based on traffic
splitting and evaluating recent resilience techniques
such as redundancy and replication in terms of power
consumption and end-to-end delay.
The rest of this paper is organized as follows: In Section II,
we review the related research. In Section III, we review
the resilience techniques in IoT networks. In Section IV,
we propose our resilience model, compare it with the recent
techniques, and introduce our new technique for the evalu-
ation of the resilience of service embedding. In Section V,
we discuss the results obtained. Finally, Section VI concludes
this paper.
II. LITERATURE REVIEW
The authors in [1] presented a survey on the modelling,
research opportunities and challenges in realizing resilience
in IoT in smart cities applications. The survey studied the
challenges beyond the complex multi-realm of a multilevel
network of the global Internet. The survey also investigated
the significant incorporation of the IoT in the context of smart
cities and complexity. These challenges are not only in the
modelling and structure but are also due to the impact of the
heterogeneity of protocols and mechanisms.
The authors in [20] proposed a novel fog security
service (FSS). The proposed security mechanism pro-
vides identity-based authentication, data integrity, and the
non-repudiation of connecting nodes by using a private
key generator (PKG). The proposed security mechanism
improves the communication security of the end-to-end
traffic between the IoT layer and the fog layer. The
authors implemented and evaluated their proposed security
mechanism in the form of simulation using OPNET. The
results displayed performance in terms of the response time
for various operations of the proposed security mechanism
with different traffic loads. The results showed that the overall
response time of FSS was better than that of the legacy
method. The proposed work considered the response time as
a performance measurement.
The authors in [5] presented a comparative study on the
resilience of IoT networks and proposed the most suitable
secure mesh routing protocol for IoT-based ambient assisted
living (AAL) applications. The proposed architecture, named
PASER, was evaluated against denial of service (DoS)
attacks. The proposed work introduced position aware
secure and efficient route discovery protocol for wireless
mesh network (PASER) as routing protocol for sensitive
applications. The authors evaluated the performance in terms
of the packet delivery ratio, delay and throughput.
The authors in [21] introduced an architecture for data
collection and control using blockchain. The proposed
architecture considered drone-based applications for sensor
data collection. The proposed architecture aimed to reduce
potential attacks and data loss by enhancing reliability
and accountability, and real-time data collection. They
implemented a prototype of the drone system architecture.
The proposed work evaluated the performance in terms of
average response time of drone chain with a varying number
of drones and with a varying size of data.
The authors in [22] proposed a model for fog computing.
The proposed model aimed to improve the QoS for IoT
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applications and to support cooperation among fog nodes
in each location by serving the largest number of service
requests. The proposed model attempted to improve the
latency based on an offloading scheme. The proposed model
optimized the selection of the fog nodes that share the data
processing overload. The proposed model highlighted the
benefits of virtualized platforms that provide application
services and achieve a sustainable network model.
The authors in [23] proposed an architecture that creates
short-term service level agreements (SLAs) dynamically. The
proposed architecture maximized user satisfaction and fog
profit gains to the cloud subscribers. The proposed archi-
tecture built definite workflows for new service requests on
the basis of a learning mechanism. The learning mechanism
relied on online and offline simulation results. The proposed
architecture displayed significant improvements in terms of
the service delivery success rate, service quality, reduced
power consumption for data centres, and maximized fog
service provider profits.
The authors in [24] analysed the communication architec-
ture for IoT platforms and evaluated the effects of the com-
munication on the end-to-end transmission performance. The
authors proposed hybrid network infrastructures based on
software defined networking (SDN) and redundant non-SDN
segments to enhance the communication performance and
resilience level of IoT networks. The authors defined an
automatic technique that realizes dynamic switching between
redundant non-SDN communications. The authors evaluated
their proposed architecture in a real network topology through
laboratory-scale experiments. The proposed work introduced
practical experiments that involve the SDN based architecture
to improve the communication performance and evaluated
the performance in terms of throughput and Round Trip
Time (RRT) of end-to-end communication between the
components of the platform.
The authors of [25], [26] developed schemes to enhance the
energy efficiency of IoT networks, while the authors of [27]
and [28] considered the virtualization of such networks.
The authors in [29] considered analytics based big data
processing of sensor data. The author in [30] considered
big data analytics to enhance actuation efficiency in the
network. The authors of [31], [32] discussed greening these
big data networks. The authors of [33], [34] evaluated the
methodologies that can be used to provide energy efficient
clouds to process the IoT data, while the authors in [34], [35]
discussed energy efficient content sharing. The energy
efficiency of the networks supporting different services was
optimized in [36]–[44]. Resilience is a significant parameter
for a range of services; hence, in [45], [46], the researchers
introduced different methodologies to enhance the resilience
level and energy efficiency of their systems. In [47],
the researchers considered the use of big data analytics
on the basis of the data collected from IoT networks to
improve the QoS offered to the users, while in [48], [49], the
scholars considered ways to embed functions in the network
while maximizing the energy efficiency. The purpose of the
above review is to establish a clear idea of the correlation
between recent research and our work in this paper and
hence identify directions for future studies. In this paper,
we presented a a novel resilience technique that enhance the
network performance by minimizing data delivery time and
reducing cost by minimizing energy consumption compared
with recent techniques. We present an optimization model
and a range of results for our technique.
III. RESILIENT SERVICE EMBEDDING IN IoT NETWORKS
We developed a model that enhanced the resilience of service
embedding in IoT networks (e.g. in a smart building setting).
In this paper we, introduce resilience to service embedding
for the first time. We studied service embedding in IoT in
our work in [17]–[19]. The architecture and the optimization
model introduced in this paper structure a network such that
it has an acceptable level of fault tolerance and introduce
the ability to restore from a node or link failure in the
network. The model proposes multilevel resilience, where
each probable type of failure (i.e. sensor, controller, or link
failure) requires an appropriate level of failure recovery.
We evaluated the proposed resilience levels by considering
their impact on the end-to-end service delay and energy
consumption. The proposed resilience levels are as follows:
A. RESILIENT SERVICE EMBEDDING WITH NODE
COEXISTENCE CONSTRAINT
We considered service embedding with a coexistence con-
straint as the basic level of resilience. This scheme is
considered to be the basic solution for a network with a
probable temporary failure, i.e. data collision or packet drop.
This resilience scheme is based on a single path between
the source and the destination nodes, where the source node
ensures the recovery of lost packets by retransmitting them
until an acknowledgment is received from the destination
node. This scheme has the disadvantages of additional
transmission overheads and high network congestion.
B. RESILIENT SERVICE EMBEDDING WITH
SENSOR–ACTUATOR NODE REDUNDANCY
To enhance the resilience of IoT networks, we introduced
redundant nodes and links for the sensor and actuator
nodes. This redundancy scheme enhanced the infrastruc-
ture’s resilience against service failure or disruptive attacks.
We considered the redundant sensing and actuating nodes
for accuracy and data fidelity in addition to the resilience
concern.
C. RESILIENT SERVICE EMBEDDING WITH ALL-NODE
REDUNDANCY
In many services, such as fire protection and security services
in public buildings resilience has significant importance.
In applications where resilience has high priority over cost
of service components, a scheme based on the allocation of
redundant components to all nodes enables end-to-end traffic
routing with multipath capability.
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D. RESILIENT SERVICE EMBEDDING
WITH TRAFFIC REDUNDANCY
This scheme is related to traffic resilience and is based
on setting up multiple paths between the source and the
destination nodes. One of these paths is considered the main
or primary path to route the traffic between the nodes, while
one or more other paths are considered the alternative or
backup paths. These paths are used to recover from a traffic
failure of the primary path and are sustained by sending
a ‘keep-alive’ signal continuously over the paths. When a
primary path has a failure, the intermediate node sends back
the data packet to the source node and sends a failure report
to the destination node. As a result, the source and the
destination nodes remove the failed path information from the
routing table and switch the traffic to an alternative path.
E. RESILIENT SERVICE EMBEDDING
WITH TRAFFIC REPLICATION
This scheme fulfils the requirement of resilient traffic by
sending multiple replicas of the data over selected multiple
paths from the source node to the destination node. This
technique has the advantages of a high packet delivery ratio
with a low data delivery time, and there is no need for
signalling for state maintenance between the source node and
the destination node, because even in the case of a partial
data packet loss, the destination node can recover the packet
from the other copies of the packet. Replication achieves high
resilience but at the cost of high energy consumption that
arises because of the added traffic and traffic overheads at
each node along with the network.
F. RESILIENT SERVICE EMBEDDING
WITH TRAFFIC SPLITTING
Here, we propose a technique wherein the traffic is split
from the source node to the destination node in two paths,
where each path routes 50% of the data traffic and the ‘keep-
alive’ signal is redirected on the same path. When a failure is
encountered on one path, the source resends the undelivered
data, which does not exceed 50% of the original data, of the
failed path on the second path. Consequently, this scheme
saves both energy and delivery time. We propose the use
of the braided multipath technique in our model. In this
technique, the alternative nodes partially overlay the nodes
of the primary path to avoid service blockage.
IV. MILP MODEL OF RESILIENT-ENERGY EFFICIENT
SERVICE EMBEDDING IN IoT NETWORKS
In this section, we introduce our model developed to embed
services in IoT networks in a smart building setting. This
model is based on MILP optimization with the objective
of minimizing the total power consumption and the traffic
mean latency of the service embedding in IoT networks and
enhancing the node/traffic resilience level.
A. MODEL DEFINITIONS
The model in this section is based on our previous work
in [19]. We reproduce that model here for completeness and
to help the flow, but add the new features needed to achieve
resilience. These include for example the new primary and
secondary variables R1TRcdef and R2
TR
cdef ; I
R1
cdef and I
R2
cdef ; R
TRFL1
ef
and RTRFL2ef . The new features also include the new equations
(2), (4), (18) – (30), (35) and (36). Before introducing
the model, we define the following sets, parameters, and
variables:
1) SETS
B Set of business processes (BPs) in the virtual layer
V Set of virtual nodes in each BP
VN ia Set of neighbors of each virtual node in each BP
(i ∈ B, a ∈ V )
P Set of IoT nodes in the physical layer
PN c Set of neighbors of IoT nodes (c ∈ P)
F Set of functions supported by IoT nodes
Z Set of zones in the IoT physical layer
λ Set of arrival rates
Wj Set of mean latency per arrival rate (j ∈ λ) in
ms per packet
2) PARAMETERS
V FUNCian V
FUNC
ian = 1 If virtual node a in BP i requires
the function n, V FUNCian = 0 otherwise
V ZONEiaz V
ZONE
iaz = 1 If virtual node a in BP i requires
zone z, V ZONEiaz = 0 otherwise
VMCUia Processing requirement of the virtual node a in
BP i in MHz
V RAMia Memory requirement of the virtual node a in
BP i in kB
V TRFICiab Traffic demand between the virtual node pair
(a, b) in BPi in kb/s
PFUNCcn P
FUNC
cn = 1 If IoT node c can provide the
function n, PFUNCcn = 0 otherwise.
PZONEcz P
ZONE
cz = 1 If the IoT node c is located in zone
z, PZONEcz = 0 otherwise.
PMCUc Processing capability of the IoT node c
in MHz.
PRAMc Memory capability of the IoT node c in kB.
PDISTef Distance between the neighboring IoT nodes
pair (e, f ) in meters.
PIDLECPc Idle processor power in each IoT node c inmW.
PMAXCPc Maximum processor power consumption in
each IoT node c in mW.
PIDLETPc Idle network power consumption in each IoT
node c in mW.
EPBTef Energy per bit for each IoT link (e, f ) in
mW/kbps.
M Large number (=108).
PCAPTe Link capacity for each IoT node (e) in kbps.
FTRef Transmit amplifier factor for each IoT link
(e, f ) in mW/kbps/m2.
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3) VARIABLES
INEiac I
NE
iac is node embedding indicator, I
NE
iac = 1 If
virtual node a in BP i has been embedded in IoT
node c, INEiac = 0 otherwise.
IFiacn I
F
iacn is function embedding indicator, I
F
iacn = 1
if IoT node c has the function n required by
virtual node a in BP i, IFiacn = 0 otherwise.
IZiacz I
Z
iacz is zone embedding indicator, I
Z
iacz = 1
if IoT node c is located in zone z required by
virtual node a in BP i, IZiacz = 0 otherwise.
ILEiabcd I
LE
iabcd is link embedding indicator, I
LE
iabcd = 1 if
the neighboring virtual nodes (a, b) in BP i have
been embedded in IoT nodes (c, d), ILEiabcd = 0
otherwise.
XXORiabcd Dummy binary variable
RTRFPcd Embedded traffic demand between IoT nodes
(c, d) in kbps.
R1TRcdef Primary path between IoT nodes (c, d) travers-
ing the neighboring IoT nodes (e, f ) in kbps.
R2TRcdef Secondary path between IoT nodes (c, d)
traversing the neighboring IoT nodes (e, f )
in kbps.
IR1cdef Primary path indicator, I
R1
cdef = 1 If the traffic
demand between IoT nodes (c, d) traverses
neighboring IoT nodes (e, f ), IR1cdef = 0
otherwise.
IR2cdef Secondary path indicator, I
R2
cdef = 1 If the traffic
demand between IoT nodes (c, d) traverses
neighboring IoT nodes (e, f ), IR2cdef = 0
otherwise.
RTRFL1ef Traffic in first alternative path between neigh-
boring IoT nodes (e, f ) in kbps.
RTRFL2ef Traffic in second alternative path between
neighboring IoT nodes (e, f ) in kbps.
RTRFNf Arrival rate of IoT nodes (f ) in kbps.
LILmbdafj Lambda indicator for each IoT node (f ) with
corresponding arrival rate (j) then LILmbdafj = 1,
otherwise 0.
WNODEf Traffic mean latency for each node (f ) in ms.
IPMc I
PM
c = 1 if the processing module indicator of
IoT node c is powered on, PPMc = 0 otherwise.
ITMc I
TM
c = 1 if the network module indicator of IoT
node c is powered on, ITMc = 0 otherwise.
TPP Total processing power consumption in the IoT
network in mW.
TNP Total network power consumption in the IoT
network in mW.
TL Total traffic mean latency in the primary path
in ms.
B. MODEL OBJECTIVE FUNCTION
The proposed model minimizes the power consumption and
the queuing latency in an IoT network by using the following
objective function:
Objective : minimize α.TL+ β.TPP+γ .TNP (1)
where the first term represents the IoT network total latency,
the second term represents the total processing power
consumption and the last term represents the total network
power consumption; and α, β, and γ are the weight values
thus used for magnitude and units. The model selects the
traffic value for each link in the network that preserves low
power consumption and low mean traffic latency at the given
values of the arrival rate. To enhance the optimality of the
power saving and latency minimization, we used the weight
values given in our former work (α = 30/ms, β = 1/mW, and
γ = 1/mW) [19].
Here, the total traffic latency for the IoT nodes can be
calculated as follows:
TL =
∑
f ∈P
WNODEf (2)
where WNODEf represents the average waiting time of the
packets waiting to be processed for each IoT node in
milliseconds according to the queuing waiting time.
TPP is the total processing power and can be calculated as
follows:
TPP =
∑
c∈P
IPMc · PIDLECPc +
∑
c∈P
∑
i∈B
∑
a∈V
INEiac
·PMAXCPc ·
VMCUia
PMCUc
(3)
where IPMc is a binary variable used as processing indicator
in IoT node c, PIDLECPc is a parameter that presents the idle
processing power value of IoT node c in milliwatts, INEiac is
a binary variable embedding indicator of virtual node a in
BP i embedded in IoT node c, PMAXCPc is a parameter that
represents the maximum CPU power consumption value for
each IoT node c in milliwatts, VMCUia is a parameter that
specifies the processing demand of virtual node a in BP
in megahertz, and PMCUc is a parameter that specifies the
processing capability of the IoT node c in megahertz.
Here, the network power consumption in the IoT network
can be expressed as follows:
TNP =
∑
e∈P
ITMe · PIDLETPe
+ 2 ·
∑
e∈PN
∑
f ∈PBe
RTRFL1ef · EPBTef
+ 2 ·
∑
e∈PN
∑
f ∈PBe
RTRFL2ef · EPBTef
+
∑
e∈PN
∑
f ∈PBe
RTRFL1ef · (PDISTef )2 · FTRef
+
∑
e∈PN
∑
f ∈PBe
RTRFL2ef · (PDISTef )2·FTRef (4)
where ITMe is a binary variable that indicates an active
network module in IoT node e, PIDLETPe is the idle network
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power consumption parameter of IoT node e, RTRFL1ef and
RTRFL2ef indicate the primary and alternative paths,’ traffic
between neighboring IoT nodes (e, f ) in kilobits per second,
EPBTef represents the energy per bit of each IoT link (e, f ) in
milliwatts per kilobit per second, PDISTef denotes the distance
between the neighboring IoT nodes pair (e, f ) in meters, and
FTRef represents the transmit amplifier factor [50] for each
IoT link (e, f ) in milliwatts per kilobit per second per metre
square.
C. MODEL CONSTRAINTS
The proposed model performs the embedding operation in
two parts as follows:
1) EMBEDDING OF VIRTUAL NODES∑
c∈P
INEiac = 1 ∀i ∈ B, ∀a ∈ V (5)∑
a∈V
INEiac ≤ 1 ∀i ∈ B, ∀c ∈ P (6)
Constraint (5) ensures that each virtual node in a BP is
embedded in a single IoT node only. Constraint (6) states that
each IoT node is not allowed to host more than one virtual
node in each BP. This is considered the coexistence constraint
and is not used in all the scenarios, such as controller node
virtualization.∑
i∈B
∑
a∈V
INEiac ≥ IPMc ∀c ∈ P (7)∑
i∈B
∑
a∈V
INEiac ≤ IPMc ·M ∀c ∈ P (8)
Constraints (7) and (8) add a processing module in IoT node c
if this node is chosen for embedding at least one virtual node
a in BP i or more, where M is a sufficiently large unitless
number to ensure that PPMIc = 1 when
∑
i∈B
∑
a∈V PNEiac is
greater than zero.∑
i∈B
∑
a∈V
VMCUia · INEiac ≤ PMCUc ∀c ∈ P (9)∑
i∈B
∑
a∈L
V RAMia · INEiac ≤ PRAMc ∀c ∈ P (10)
Constraints (9) and (10) represent the MCU and the
memory capacity constraints, respectively. They ensure that
the embedded MCU and memory workloads in an IoT
node do not exceed the processor and memory capacities,
respectively.
INEiac · V FUNCian = IFiacn (11)
PFUNCcn ≥ IFiacn ∀i ∈ B, ∀a ∈ L, ∀c ∈ P, ∀n ∈ F
(12)
Constraints (11) and (12) ensure that the required function
of each virtual node in a BP is provided by its hosting IoT
node by creating a binary indicator IFiacn, where I
F
iacn = 1 if
the virtual node a in BP i is requesting function n and that
function n is available in IoT node c.
INEiac · V ZONEiaz = IZiacz (13)
PZONEcz ≥ IZiacz ∀i∈B, ∀a∈V , ∀c∈P, ∀z∈Z (14)
Constraints (13) and (14) ensure that the required zone of
each virtual node in BP is matched by the zone of the hosting
IoT node by creating a binary indicator IZiacz, where I
Z
iacz = 1
if the virtual node a in BP i is requesting to be embedded in
zone z which is the same zone where IoT node c is located.
2) EMBEDDING OF VIRTUAL LINKS
INEiac + INEibd = XLEiabcd + 2 · ILEiabcd ∀i ∈ B, ∀a ∈ V ,
∀b ∈ VN ia : a 6= b, ∀c, d ∈ P : c 6= d (15)
Constraint (15) ensures that neighboring virtual nodes a and
b of i in B are also connected in embedding IoT nodes c
and d . We achieved this by introducing a binary variable
ILEiabcd , which is only equal to 1 if I
NE
iac and I
NE
ibd are exclusively
equal to 1; otherwise, it is zero, when XLEiabcd is a neglected
variable.∑
i∈B
∑
a∈L
∑
b∈LNBia
ILEiabcd · V TRFICiab = RTRFPcd c, d ∈ P : c 6= d
(16)
Constraint (16) generates the path’s traffic matrix resulting
from embedding virtual nodes a and b into IoT nodes c and d .
Here, ILEiabcd is the binary indicator of the traffic between the
embedding nodes and V TRFICiab is the parameter of the traffic
demand between the virtual nodes.
a: RETRANSMISSION- AND REPLICATION-BASED SCHEMES
In these schemes, the proposed model finds two energy-
efficient routes for the traffic between the embedded nodes,
namely the primary and the alternative routes.
∑
f ∈PN e
RTR1cdef −
∑
f ∈PN e
RTR1cdfe

RTRFPcd if e = c
−RTRFPcd if e = d
0 otherwise
∀c, d, e ∈ P : c 6= d and e 6= f (17)
Constraint (17) represents the flow conservation constraint
for the traffic flows in the IoT network. The constraint states
the IoT node is either a source, a relay, or a destination node
according to the traffic flowing into or out of the node.∑
c∈P
∑
d∈P
RTR1cdef = RTRFL1ef ∀e ∈ P, ∀f ∈ PNe (18)
Constraint (18) generates a link’s traffic matrix between the
neighboring IoT nodes e and f by summing the total traffic
between all of the source and the destination nodes.
RTR1cdef ≥ IR1cdef (19)
RTR1cdef ≤ IR1cdef ·M ∀c, d, e ∈ PN ,
∀f ∈ PBe : c 6= d, e 6= f (20)
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Constraints (19) and (20) build the primary path indicator
between embedding IoT nodes c and d through neighboring
IoT nodes e and f , where IR1cdef = 1 if there is a traffic path
between IoT nodes c and d that passes through neighboring
IoT nodes e and f , where M is a sufficiently large unitless
number to ensure that RR1cdef = 1 when RROUTE1cdef is greater
than zero.∑
f ∈PBe
IR1cdef ≤ 1 ∀c, d, e ∈ PN : c 6= d and e 6= f (21)
Constraint (21) ensures that traffic splitting is prevented for
each path between embedding IoT nodes c and d , such that
the maximum number of physical links between neighboring
IoT nodes e and f is one.
∑
f ∈PN e
RTR2cdef −
∑
f ∈PN e
RTR2cdfe

RTRFPcd if e = c
−RTRFPcd if e = d
0 otherwise
∀c, d, e ∈ PN : c 6= d and e 6= f (22)
Constraint (22) represents the flow conservation constraint
for the alternative path’s traffic flows in the IoT network.∑
c∈P
∑
d∈P
RTR2cdef = RTRFL2ef ∀e ∈ PN , ∀f ∈ PBe (23)
Constraint (23) generates the alternative link’s traffic matrix
between neighboring IoT nodes e and f .
RTR2cdef ≥ IR2cdef (24)
RTR2cdef ≤ IR2cdef ·M ∀c, d, e ∈ PN ,
∀f ∈ PBe : c 6= d, e 6= f (25)
Constraints (24) and (25) build the alternative path between
embedding IoT nodes c and d through neighboring IoT nodes
e and f , where RR2cdef = 1 if there is a traffic path between
IoT nodes c and d that passes through neighboring IoT nodes
e and f , where M is a sufficiently large unitless number to
ensure that IR2cdef = 1 when RTR2cdef is greater than zero.∑
f ∈PBe
RR2cdef ≤ 1 ∀c, d, e ∈ PN : c 6= d and e 6= f (26)
Constraint (26) ensures that traffic splitting is prevented for
each path between embedding IoT nodes c and d , such that
the maximum number of physical links between neighboring
IoT nodes e and f is one.
IR1cdef + IR2cdef ≤ 1 ∀c, d, e ∈ PN , ∀f ∈ PBe : c 6= d, e 6= f
(27)
Constraint (27) ensures the creation of two distinct paths
between embedding IoT nodes c and d such that each path
uses different physical links between neighboring IoT nodes
e and f . ∑
c∈PN
∑
d∈PN
∑
f ∈PBe
IR1cdef + IR2cdef ≥ ITMe (28)∑
c∈PN
∑
d∈PN
∑
f ∈PBe
RR1cdef + RR2cdef ≤ ITMe ·M
e ∈ PN : c 6= d and e 6= f (29)
Constraints (28) and (29) build a network module indicator
of IoT node e if this IoT node is chosen for the send/receive
traffic for at least one link or more, whereM is a sufficiently
large unitless number to ensure that ITMe = 1 when∑
c∈PN
∑
d∈PN
∑
f ∈PBe I
R1
cdef + IR2cdef is greater than zero.∑
e∈PN f
RTRFL1ef + RTRFL2ef = RTRFNf ∀f ∈ P : e 6= f (30)
Constraint (30) estimates the arrival traffic for each IoT node.∑
f ∈P
RTRFNf ≤ CAPACITY (31)
Constraint (31) states that the total traffic flow of the IoT node
f should not exceed the node capacity.∑
j∈J
LILMBDAfj · j = RTRFNf ∀f ∈ P (32)
Constraint (32) determines the arrival rate for each IoT node.∑
j∈J
LILMBDAfj ≤ 1 ∀f ∈ P (33)
Constraint (33) ensures that each IoT node has only one
arrival rate indicator.∑
j∈J
W LIMDAj · LILMBDAfj = WNODEf ∀f ∈ P (34)
Constraint (34) estimates the traffic delay for each IoT node
f on the basis of the product of the lambda indicator and the
corresponding latency for this lambda j.
In this section, we propose a traffic splitting-based
resilience scheme through the multipath routing concept to
reduce the arrival rates through the intermediate nodes; doing
so will consequently minimize the delivery time in addition
to enhancing the resilience of the IoT network.
FIGURE 2. Traffic splitting scheme.
The proposed model splits the traffic between the source
node and the destination node and routes it on two paths
(A and B), as shown in Fig. 2. The source node sends one half
of the traffic through path A and the other half through path B
to the destination node, and the source node receives a ‘keep-
alive’ signal continuously from both paths (A and B). Once
a failure occurs on one path, the source no longer receives
an acknowledgement from this path and therefore switches
the traffic to another path. The traffic splitting into two equal
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values (i.e. 50% for each link) guarantees minimum traffic
value and arrival rate for each sub-link, consequently, that
minimizes the queuing delay.
Let us suppose that the source node has 100 packets to send
to the destination node. The source node selects two paths and
sends 50 packets on each path to the destination node. In a
probabilistic scenario in which one link has failed, the source
node will resend only 50 packets or less rather than resending
all of the 100 packets as in the case of retransmission.
In this scheme, the proposed model finds the two best
routes in terms of energy efficiency for the traffic between
the embedded nodes, namely the primary and the secondary
routes. The main difference between this splitting scheme
and the former schemes is the flow conservation constraints
in (17) and (22).∑
f ∈PN e
PROUTE1cdef
−
∑
f ∈PN e
PROUTE1cdfe

0.5 · PTRFPcd if e = c
−0.5 · PTRFPcd if e = d
0 otherwise
∀c, d, e ∈ PN : c 6= d and e 6= f (35)∑
f ∈PN e
PROUTE2cdef
−
∑
f ∈PN e
PROUTE2cdfe

0.5 · PTRFPcd if e = c
−0.5 · PTRFPcd if e = d
0 otherwise
∀c, d, e ∈ PN : c 6= d and e 6= f (36)
Constraints (35) and (36) represent the flow conservation
constraints for the primary and secondary paths for the traffic
splitting scheme.
V. RESULTS AND DISCUSSION
Our proposed model has introduced resilience to service
embedding by adding alternate/redundant nodes, links and
paths. This provides higher network resilience, however, can
have implications on the power consumption and latency.
In traditional resilience approaches, little attention has been
given to the potential increase in power consumption and
latency and ways in which they can be minimized. This is
the focus of our current work; network resilience and the
power consumption and latency are directly correlated. In this
work, our focus is on embedding and routing techniques
that can reduce the impact of the added resilience on power
consumption and latency.
To evaluate the performance of our proposed resilience
and service embedding approaches, we considered a smart
building paradigm (i.e. enterprise or university campus)
where the physical layer is composed of 30 IoT nodes
connected by 89 bidirectional wireless links. We considered
this number of IoT nodes and links to cover all the facilities
of the university’s buildings across the campus in an area of
500 m × 500 m, considering a maximum link distance of less
than 100 m between the neighboring nodes. These IoT nodes
FIGURE 3. Service embedding layers in IoT networks.
were distributed randomly in buildings across the campus,
as shown in Fig. 3.
A similar setting was considered in our former work
in [17]–[19]. We investigate the service embedding with
sequential arriving, one at a time up to 5 BPs. Each BP is
composed of three sequential virtual nodes. Each virtual node
requests a specific function (sensor, controller and actuator),
to be embedded in a given zone. The traffic demands of
each virtual link have been specified from 50 to 200 packets
per second with consideration of 1 kb packet payload, that
presents 20-80% of the physical links capacity.
We evaluated the power consumption and the mean
traffic latency resulting from resilient service embedding
across distinct zones with the coexistence constraint.
The model considered the objective function discussed
in Section IV–B for energy efficient–low latency service
embedding. Tables 1 and 2 list the model input parame-
ters [51]. A comprehensive description of the setup and the
processors used in each IoT node can be found in our previous
work in [19].
TABLE 1. MILP model input parameters.
The classic probabilistic failure and resilience model is
based on k-connected nodes with the assumption that the
network has the ability to recover from failures in the case
of a link or node failure. This assumption has considered
that all the nodes and links have the same level of reliability,
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TABLE 2. Processing modules power specifications and power
consumption in active mode.
availability and QoS. We used our model to evaluate two
resilience schemes:
A. ENERGY EFFICIENT–LOW LATENCY NODE-RESILIENT
SERVICE EMBEDDING
For the node-resilient scheme, we run three resilience levels
with the objective of minimizing the total power consumption
and the mean traffic latency:
- Coexistence constraint node resilience (CCNR)
- Partial redundancy node resilience (PRNR)
- Full redundancy node resilience (FRNR)
The results in Fig. 4 show the total power consumption
of CCNR, PRNR, and FRNR. These results were com-
pared to those obtained in the energy-latency-resilience
unaware (ELRU) scenario. The results demonstrated that
the CCNR scenario had an average power saving of 35%
compared with the ELRU scenario. While the higher level
of power consumption in the PRNR scenario had an average
power saving of 10% compared with ELRU.
FIGURE 4. Power consumption of energy efficient–low latency
node-resilient service embedding.
The FRNR had higher power consumption than the other
scenarios, and the average power consumption was 40%
higher than that in the ELRU scenario.
The increase in the power consumption in each scenario
is attributed to the embedding of the redundant nodes and
the traffic among these nodes, but the node resilience level
was improved and the IoT network had the ability to maintain
service provisioning even with a failure in one node.
B. ENERGY EFFICIENT–LOW LATENCY TRAFFIC-RESILIENT
SERVICE EMBEDDING
For the traffic-resilient scheme, we run three resilience levels
with the objective of minimizing the total power consumption
and the traffic mean latency:
- Redundancy-based traffic resilience (RDTR)
- Replication-based traffic resilience (RPTR)
- Splitting-based traffic resilience (STR)
The results presented in Fig. 5 display the power consumption
of the traffic-resilient service embedding for the RDTR,
RPTR, and STR scenarios in the packet delivery case without
a failure. These results show that RDTR has the lowest power
consumption with an average power saving of 47% and 4%
compared with the RPTR and STR scenarios, respectively.
Furthermore, note that in some cases (i.e. 3 BP’s embedding),
the STR has lower power consumption than RDTR. This is
attributed to its ability to find energy-efficient routes for part
of the traffic, i.e. 50%. of the total traffic. In general, the
model, with splitting, has an additional ability to find a route
for part of the traffic through an energy efficient path, while
without spitting, it may not be possible to find an energy
efficient path that can absorb the entire traffic demand.
FIGURE 5. Power consumption of traffic-resilient service embedding
scenarios without failure.
The results presented in Fig. 6 show the power con-
sumption of the traffic-resilient service embedding for the
RDTR, RPTR, and STR scenarios in the packet delivery case
with one link failure. These results reveal that RDTR has
the same power consumption as RPTR because of the data
retransmission through the secondary path. The results also
reveal that the STR has an average power saving of 25%
compared with the RDTR scenario.
These results show that the proposed technique in the STR
scenario has higher power consumption by 4%, but 25%
power savings in the case of one link failure.
The results presented in Fig. 7 show the mean network
traffic latency of the service embedding without failure
scenarios. These results demonstrate that the STR reduces the
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FIGURE 6. Power consumption of traffic-resilient service embedding
scenarios with failure.
FIGURE 7. Traffic mean latency of traffic-resilient service embedding
scenarios without failure.
average mean traffic latency by 37% for the set of parameters
used, compared with the RDTR and RPTR scenarios. The
mean traffic latency minimization in STR is attributed to the
traffic splitting and hence, the reduction in the arrival rate of
the individual nodes. The traffic splitting technique offered
better performance in terms of the end-to-end delay.
FIGURE 8. Traffic mean latency of traffic-resilient service embedding
scenarios with failure.
The results presented in Fig. 8 show the mean network traf-
fic latency of the service embedding with failure scenarios.
These results demonstrate that the STR reduces the average
mean traffic latency by 39% for the set of parameters used,
compared with the RDTR scenario. The mean traffic latency
minimization in STR is attributed to the traffic splitting and
hence, the reduction in the arrival rate of the individual nodes.
The RPTR has a lower average mean traffic latency by 21%
and 51% compared with the STR and RDTR scenarios. The
mean traffic latencyminimization in RPTR is attributed to the
parallel transmission of packets in two paths, consequently,
the destination node can recover the packets from the other
copies of the packet. While the RDTR scenario resulted in
higher average mean traffic latency due to re-transmitting the
packets through the alternative path.
The packet delivery ratio (PDR) reflects the network
performance level, where better network performance results
in a high packet delivery ratio. The packet delivery ratio
is inversely proportional to the network size in IoT net-
works, because the routing performance is better in a low-
node-density networks.
FIGURE 9. Power consumption of traffic-resilient service embedding
scenarios for different PDR scenarios.
The results shown in Fig. 9 present a comparison of the
total power consumption in the RDTR and STR scenarios for
different PDR values [52]. These results demonstrate that the
RDTR is an energy-efficient technique for high-performance
networks (i.e. PDR > 95%). However, the STR scenario
produces higher power savings with lower PDR. The STR
scenario exhibited power savings of 10% compared with
RDTR when PDR = 70%. These results help in comparing
the RDTR and the STR without the RPTR, where the RPTR
has the highest power consumption in all the cases.
VI. CONCLUSIONS
The rapid growth of the IoT has escalated the vulnerabilities
of IoT for its physical infrastructure. The majority of the
IoT physical devices are easily prone to failure and can be
easily tampered with through attacks. Therefore, resilience
is a critical consideration. We proposed a new resilience
technique for IoT networks, while reducing the power
consumption, average packet delivery time, and network
overheads. We evaluated the proposed technique in the
context of recent resilience techniques. We developed an
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MILP model to optimize the selection of IoT nodes and
routes in the IoT network that meet the demands of the
BP’s virtual nodes and links, with the goal of enhancing the
resilience level and minimizing the IoT network’s total power
consumption and mean traffic latency through different
scenarios with the same objectives.
The first set of results demonstrated the node resilience
schemes. The results displayed the total power consumption
of CCNR, PRNR, and FRNR and compared the results with
those observed in the classic ELRU scenario. These results
revealed that the CCNR and PRNR scenarios had an average
power saving of 35% and 10%, respectively, compared with
the ELRU scenario, while the FRNR had higher power
consumption with 40% higher average power consumption
than that in the ELRU scenario.
The second set of results demonstrated the traffic resilience
schemes. The results displayed the total power consumption
and the mean traffic latency of the proposed technique in
which the STR scenario produced higher power savings with
lower PDR. The STR scenario exhibited a power saving
of 10% compared with the RDTR scheme when PDR was
equal to 70%. The results also revealed that the STR reduced
the average mean traffic latency by 37% compared with
the RDTR and RPTR scenarios. The mean traffic latency
minimization in STR was attributed to traffic splitting, which
reduced the traffic arrival rate at the nodes. The traffic
splitting technique also exhibited better performance in terms
of the end-to-end delay.
The proposed scheme showed that it was possible to save
energy, reduce the end-to-end data delivery time latency, and
enhance the resilience level concurrently by optimizing the
node and link selection in the IoT network. In future work,
we will assess our approach with further QoS consideration,
i.e. the availability and reliability of nodes and links.
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