Abstract This paper studies a multi-attribute profit collecting vehicle routing problem, which arises in the collection operations of a charity organisation in the UK. The problem involves a heterogeneous fleet consisting of vehicles of different capacities, mandatory visits to a subset of vertices, time windows, rest requirements associated with maximum driving and working times, and partial collection. A mixed integer programming formulation of the problem is provided, along with three matheuristics based on Tabu Search and Large Neighbourhood Search. Computational results on instances derived from a case study are presented, as well as the results of the real-world implementation.
Introduction
In this paper, we focus on a variant of the Vehicle Routing Problem (VRP) with profit collection that arises daily in a charity organisation in the UK. We are given a heterogeneous fleet operating out of a single depot and the quantity of donations at the banks and shops owned by the charity organisation. Mostly staffed by volunteers, each shop has an associated time window, the start and end times of which vary based on the parking restrictions. Each type of vehicle has an associated travel cost per mile and load capacity, all vehicles are subject to limits on the driving time and the working time, and the drivers are required to rest if they exceed a given driving time limit or a given working time limit. The problem is to determine routes for the vehicles that visit each location no more than once, with the objective of maximising the net profit, computed as the difference of the value of collected donations and the travel cost incurred. We refer to this problem as the Multi-attribute Profit Collecting Vehicle Routing Problem (MPCVRP).
The closest problem to MPCVRP is a variant of the Vehicle Routing Problem with Private Fleet and Common Carrier (VRPPC) studied by Ceschia et al. (2011) . This problem differs from MPCVRP in terms of the objective function, the existence of a multi-day planning horizon, and soft time windows. The authors have presented a Tabu Search (TS) algorithm for the problem, and have provided results for 18 instances with 56 customers and a CPU time limit of 500 seconds. Baldacci et al. (2010) have presented a unified exact method for solving many variants of the VRP, which can handle most of the attributes of MPCVRP, including time windows, heterogeneous fleet, and vehicle capacity. However, their approach does not cover profit collection and rests. To the best of our knowledge, MPCVRP has not been studied before.
Regarding other related studies, there is a large body of literature on Traveling Salesman Problems with Profits (TSPP), for which we refer the reader to the excellent survey by Feillet et al. (2005) . There exist three main categories of TSPP: 1) The Profitable Tour Problem, in which the objective is to find a tour that minimises the travel cost minus the profits collected.
2) The Orienteering Problem (OP), in which the travel cost (or distance, or time) is constrained by an upper bound and the objective is to maximise the profits collected.
3) The Prize-Collecting Traveling Salesman Problem, in which the profit collected is constrained by a lower bound and the objective is to minimise the travel cost. Due to the type of objective function and the time window of the depot enforcing a maximum working time, we categorise MPCVRP to be in the intersection of categories 1 and 2. The most popular category is observed to be the OP, for which we refer the interested reader to the recent survey by Vansteenwegen et al. (2011) . The generalization of OP to multiple vehicles is named as the Team Orienteering Problem (TOP), and has received ample attention from the research community. To the best of our knowledge, the most successful heuristics for the TOP are due to Ke et al. (2008) and Souffriau et al. (2010) , whereas the most successful exact algorithm is that of Archetti et al. (2009) 
Matheuristics are combinations of metaheuristics and exact optimization methods, which combine the diversification ability of the former and the intensification ability of the latter. Recently, Subramanian et al. (2013) have applied a combination of Iterated Local Search, Random Variable Neighbourhood Descent, and a Set Partitioning Problem formulation to seven variants of the VRP, and reported a number of new best solutions. Similarly, Villegas et al. (2013) have applied a combination of Greedy Randomised Adaptive Search, Iterated Local Search, and a Set Partitioning Problem formulation to the Truck and Trailer Routing Problem, and reported results that outperform state-of-the-art results. Matheuristics have also been successfully applied to production-distribution planning, inventory routing, and healthcare (Raa et al. 2013 , Coelho et al. 2012 , Allaoua et al. 2013 .
In this paper, we describe the MPCVRP, propose a mathematical programming formulation and describe three matheuristics that are based on the the TS and Large Neighbourhood Search (LNS) algorithms. We present our computational results based on instances derived by imitating real data. The rest of this paper is organised as follows. In Section 2, we provide the details of the problem and provide a mixed integer programming formulation. In Section 3, we present our metaheuristic and matheuristic algorithms. In Section 4, we give the results of our algorithms. Finally, we provide our conclusions in Section 5.
Problem Definition
The current collection process is based on a fixed schedule of stops at the shops and selective stops at the banks for every day of the week. Albeit simple, this strategy has a number of disadvantages. Firstly, it brings the possibility of inefficient use of vehicle capacity, due to set visits to shops that may not contain enough donations. Secondly, the banks that are already full but cannot be visited run the risk of overfilling and losing donations. Finally, the donations have a significant monetary value and theft of uncollected donations occurs frequently. Hence, a better strategy is to utilise dynamic fill information and to determine the vehicle routes on a daily basis. We now describe the components of the daily collection problem in detail and define the associated parameters.
Parameters
As mentioned in the introduction, the collection points are composed of banks and shops. Less than half of the collection locations consist of banks: sites containing one or more large bins fitted with infrared remote monitoring sensors that transmit their fill levels twice a day. The remaining collection locations are the shops, which have a larger storage capacity and can relay the fill level as frequently as required. The banks do not need staff to operate and do not normally have associated time windows of work. On the contrary, the shops may have preferences not only about the time of day but also the day of the week of the visit. Shops dictate the day of the visit, which introduces mandatory visits into the routes. It is allowed for the vehicles to arrive at shops early and wait until the beginning of the time window. A visit to a location is expected to collect all the donations that have accumulated, with the exception of the last stop before returning to the depot, in which a partial collection due to the capacity constraint is allowed.
Let us denote the set of locations as V = {0, 1, ..., n}, where 0 corresponds to the depot. For the sake of brevity, we refer to the collection locations as V C = V \ {0}. We also denote the set of mandatory locations as T ⊆ V , with {0} ⊆ T . We define [a i , b i ] to be the time window of location i ∈ V , and l i to be the loading time of the vehicle at the location. The donation profile of a location depends on the demographics of the surrounding district and the profit and quantity collected vary accordingly, which we denote by p i and q i , respectively.
The vehicles use the road network connecting the locations, and it is tacitly assumed that they use the shortest path between any two points, which may not be the case in the existence of heavy traffic or an accident. Let us define the set of arcs as A = {(i, j) : i, j ∈ v, i = j}. The charity organisation currently owns two types of vehicles, vans and trucks, where the former type has a smaller capacity and can be driven by people with a regular driving license. We denote the set of vehicles as K and weight capacity of vehicle k ∈ K as Q k . Due to the difference in size and weight the vehicles have different travel costs and times, which we denote by c ijk and t ijk for arc (i, j) ∈ A and vehicle k ∈ K, respectively.
EU regulations require the drivers to rest for 45 minutes for every 4.5 hours of accumulated driving. Similarly, the policy of the charity organisation is such that the drivers should rest for 45 minutes for every 6 hours of continuous work. We parametrise these values as T v max for the accumulated driving time limit, T w max for the accumulated working time limit, and r for the length of the rest period. Although it is possible for for the drivers to rest at suitable locations on the road, we assume that the rests only occur at collection locations.
Mixed integer programming formulation
We now present our mixed integer programming formulation for MPCVRP using the following decision variables. Let x ijk be equal to 1 if vehicle k travels from location i to j, and 0 otherwise. Let y ik be equal to 1 if vehicle k visits location i ∈ V C , and 0 otherwise. Letŷ ik be equal to 1 if the driver of vehicle k rests at location i ∈ V C , and 0 otherwise. Let u ik be the arrival time of vehicle k at location i. Let v ik be the driving time accumulated by the driver of vehicle k upon arrival at location i. Let w ik be the working time accumulated by the driver of vehicle k upon arrival at location i. Finally, let z ik be the amount picked up by vehicle k at location i ∈ V C . The corresponding formulation is given below.
i∈S,j∈V \S
The objective function (1) maximises the profit collected minus the travel cost. Constraints (2) and (3) state that a vehicle must enter and exit a location it is visiting, respectively. Constraints (4) enforce a maximum of one route per vehicle. Constraints (5) are the flow conservation constraints at the depot for the vehicles. Constraints (6) and (7) state that a mandatory location must be visited by a vehicle and other locations may not be visited by more than one vehicle, respectively. Constraints (8) ensure that there is a path from a visited location to a mandatory location. Constraints (9) ensure that a driver can only take a rest at a visited location. Constraints (10) set the upper limit of collection by a vehicle to the capacity of the vehicle. Constraints (11) require a visit at a location for a vehicle to collect at that location. Constraints (12) enforce the collection of all the demand, except when the vehicle is immediately going back to the depot, allowing partial collection only for the last visited location. Constraints (13) and (14) set the upper and lower bounds for the total time accumulated by a vehicle, respectively. Constraints (15) and (16) set the upper and lower bounds for the driving time accumulated by the driver of a vehicle, respectively. Constraints (17) and (18) set the upper and lower bounds for the working time accumulated by the driver of a vehicle, respectively. Constraints (19) state the time windows for each location. Constraints (20) and (21) state the limits on driving time and working time, respectively. Finally, constraints (22), (23), (24) are binary constraints and constraints (25) are nonnegativity constraints.
As a closing remark for this section, we would like to state that MPCVRP contains many well-known routing problems as special cases, e.g. the TOP is a special case of the MPCVRP with a fleet of a single vehicle type, time windows for the customers that are set larger than that of the depot, and the time window of the depot representing the travel budget of the vehicles. This relationship also proves that MPCVRP is NP-Hard.
Matheuristic Algorithms
Formulation F1 presented in the previous section, albeit capturing all the characteristics of the problem, is unable to provide a solution within a reasonable time due to the high number of variables and constraints. We now describe three matheuristics that are capable of finding high quality results in a short time. The matheuristics we describe here have two main components: (i) intensification through mathematical programming, and (ii) diversification using metaheuristics. We now present the two components in greater detail.
Mathematical programming component
To present the mathematical programming component of the matheuristics, we need to define a number of parameters. Let us define the set of types of vehicles asK, and denote the number of available vehicles of typek ∈K as mk. Let us define R to be a set of vehicle routes the members of which are feasible for at least one type of vehicle, with route i ∈ R having a net profit ofp i . Let R i ⊆ R to be the subset of routes that visit vertex i ∈ V C , with ∪ i∈V C R i = R. Furthermore, let Rk ⊆ R be the set of routes that are feasible for vehicle typek ∈K, with ∪k ∈K Rk = R.
We now provide a formulation that selects routes i ∈ R such that they cover all mandatory locations and do not use more than the available number of vehicles, so as to maximise the net profit. Letx i be equal to 1 if route i is selected to be a part of the solution, and 0 otherwise. The resulting formulation is given below.
The objective function (26) maximises the net profit. Constraints (27) ensure that one and only one vehicle visits a mandatory collection location. Constraints (28) state that at most one vehicle can visit a collection location that is not mandatory. Constraints (29) state that the number of routes of a given vehicle type is limited by the number of vehicles available of the type. Finally, constraints (30) are integrality constraints.
Note that formulation F2 can find the optimal solution for the MPCVRP if R contains all feasible routes, which requires either explicit enumeration of the routes or an exact column generation technique, the former being infeasible due to the exponential size of the set and the latter due to a strict CPU time constraint. In order to keep F2 to a manageable size, we set the limit of the cardinality of the route set R to be R max .
Metaheuristic component
In the remainder of this section, we present the three mathheuristic algorithms we have developed, based on TS and LNS. We refer to the matheuristic algorithms by appending a * sign next to the name of the metaheuristic is it based on. Within the algorithms, we refer to well known route operators of vertex addition, vertex removal, vertex relocation, and vertex swap. Vertex addition returns a vertex, the addition of which will result in a maximal profit increase with respect to the current solution. The other three operators behave similarly, with respect to the operations they refer to.
Tabu Search
TS has been successfully applied, both in academia and practice, in many diverse fields such as Group Theory (Gallego et al. 2013) , automated code generation (Hyde et al. 2013) , and rostering (Edleston and Bartlett 2012) as well as routing (Moccia et al. 2012) . Diversification is achieved through the use of a tabu list, which temporarily prohibits the reversal of the moves within the local search neighbourhood. We provide below the TS based matheuristic we have implemented for MPCVRP.
(TS*)
Step 1 (Initialization): Initialize the incumbent solution, the best known solution, tabu list, R = ∅, and the iteration counter k = 1.
Step 2 (Stopping condition): If the time limit is exceeded, stop and report the best known solution.
Step 3 (Local search): Select and apply the best among the operators of vertex addition, vertex removal, and vertex swap, honoring the tabu list.
Step 4 (Route set update): If the incumbent solution is feasible, add the routes in the solution to R.
Step 5 (Intensification): If |R| > R max , solve F2. Replace the incumbent solution with the solution of F2. Delete all routes in R and add the routes in the solution of F2 to R.
Step 6 (Best solution update): If the incumbent solution is feasible and its objective value is higher than the best known solution, update the best known solution.
Step 7 (Tabu list update): Add the vertex (or vertices) in the selected operator to the tabu list and increase their tenure by 1. Remove vertices with a tabu tenure that is greater than a pre-specified tenure limit from the tabu list. Increment k and go to Step 2.
Large Neighbourhood Search
LNS has been presented by Shaw (1998) and successfully used by Pisinger and Ropke (2007) for solving five variants of the VRP. LNS achieves diversification by removing a part of a given solution (parametrised as α%) and repairing the solution by a constructive heuristic. The LNS based matheuristic we have implemented for MPCVRP is given below.
(LNS*)
Step 1 (Initialization): Initialize the incumbent solution, the best known solution, R = ∅, and the iteration counter k = 1.
Step 3 (Break): Randomly select and remove α% of the vertices from the incumbent solution.
Step 4 (Repair): Choose the vertex with maximum incremental profit to be added to the solution, until no more vertices can be added.
Step 5 (Polishing): Select and apply the best among the operators of vertex relocation and vertex swap , until no further improvement is possible.
Step 6 (Route set update): If the incumbent solution is feasible, add the routes in the solution to R.
Step 7 (Intensification): If |R| > R max , solve F2. Replace the incumbent solution with the solution of F2. Delete all routes in R and add the routes in the solution of F2 to R.
Step 8 (Best solution update): If the incumbent solution is feasible and better than the best known solution, update the best known solution. Increment k and go to Step 2.
Large Neighbourhood Search -Tabu Search
Our third matheuristic is a hybrid of TS and LNS that aims to combine the diversification features of both algorithms. To the best of our knowledge, this is the first attempt to combine the two algorithms. Simply put, we replace the Repair step of LNS with the TS algorithm. We define k max to be the maximum number of TS iterations before termination. We now present the LNS-TS based matheuristic we have implemented for MPCVRP.
(LNS-TS*)
Step 1 (Initialization): Initialize the incumbent solution, the best known solution, R = ∅, and the tabu list.
Step 2 (Stopping condition LNS): If the time limit is exceeded, stop and report the best known solution.
Step 4 (Repair -TS): Initialize the TS iteration counter k = 1.
Step 4.1 (Local search): Select and apply the best among the operators of vertex addition, vertex removal, and vertex swap, honoring the tabu list.
Step 4.2 (Best solution update): If the incumbent solution is feasible and its objective value is higher than the best known solution, update the best known solution.
Step 4.3 (Tabu list update): Add the vertex (vertices) in the selected operator to the tabu list and increase their tenure by 1. Remove vertices with a tabu tenure that is greater than a pre-specified tenure limit from the tabu list.
Step 4.4 (Stopping condition TS): Increment k. If k > k max , go to Step 5. Else, go to Step 4.1.
Step 8 (Best solution update): If the incumbent solution is feasible and better than the best known solution, update the best known solution, and go to Step 2.
Computational Experiments
In this section, we provide the details of data generation, the parameter settings, and the results of our computational experiments.
Data generation and parameter settings
The locations of the depot and the collection locations were provided by the charity organisation, which have been in turn used for obtaining the driving distances and times from a commercial software package. A map showing the locations of the depot and the collection locations consisting of 58 banks and 75 shops are depicted in Figure 1 . A bank consists of up to four bins, each of which has a capacity of 270 kg, hence the capacity of a bank is contained in the set {270, 540, 810, 1080}. The capacities of the shops, the days of the mandatory visits, and the time windows were provided by the charity organisation. The dwell time at a location was determined as the average dwell time for the previous visits. The profit per kilogram of donation was estimated to be £0.80 for the banks and £0.50 for the shops, reflecting the fact that unsold goods tend to have a lower value than goods donated at banks. The fleet of vehicles consisted of a single van and five trucks at the time of writing, the capacities of which were known through their technical specifications. The parameters for the rests were derived from the EU regulations and the company policy, as mentioned in Section 2. The data mentioned so far formed the static setting, and the computational experiments were conducted through varying the daily donations. We have modeled the daily amount of donations at a collection location as a Gaussian random variable. Samples consisting of negative values and values that exceeded the capacity of the collection have been truncated to 0 and the capacity, respectively.
We have generated a total of 50 instances using the static and dynamic data described above. A set of preliminary experiments were conducted to determine the algorithmic parameters. Based on these experiments, the best performance of the TS* algorithm was observed to be for a tabu tenure of 20 and the best results for the LNS* algorithm were observed for α = 10. For LNS-TS*, we have used the same values, and have set k max = 75. For all three algorithms, we have used R max = 1500, Figure 1 : The depot and the collection locations to ensure that R contained a reasonable number of routes to ensure diversity and yet was of manageable size for F2 to be solved quickly.
Computational results
All three algorithms were coded using C++ and CPLEX 12.5. The executables were run on the IRIDIS 4 cluster, consisting of 2.6 GHz cores and 4 GB of memory per core. A CPU time limit of 10 minutes was imposed on all three algorithms, as required by the planning process of the charity organisation. We have run the algorithms with and without the intensification step, to be able to compare the performance enhancement provided by the mathematical programming component. A comparison of the deviations of all six heuristics from the best known solutions are given in Table 1 . The detailed results are presented in the Appendix, in Table  3 for the metaheuristics and Table 4 for the matheuristics, where the best known solutions are indicated in boldface. LNS and LNS* clearly outperform the other algorithms, the former finding the best known solution in 21 instances out of 50, and the latter in 35 instances. The intensification step improves the performance of TS by 1.19% and that of LNS by 0.11% , but has an insignificant effect on LNS-TS. The performances of TS and TS* are remarkably worse than those of the other algorithms. Our intuition is that the algorithmic structure of the TS, in particular the tabu list, is incompatible with mandatory vertices. A mandatory vertex being removed from the solution cannot return to the solution until it reaches the tabu tenure, causing the incumbent solutions for the iterations in-between to be infeasible. In order to test our conjecture about the effect of mandatory vertices, we have also run the algorithms on the same set of instances with the mandatory collection visits removed, i.e. T = {0}. Similar to the analysis above, the comparison of the deviations of all six heuristics from the best known solutions are given in Table 2 . The detailed results the of the metaheuristics and the matheuristics are provided in the Appendix, in Tables 5 and 6 , respectively. In this case, the performances of TS and LNS are quite similar, with LNS still outperforming TS. Remarkably, the distances traveled are significantly shorter for LNS, making it a more desirable algorithm for the practitioners. The performances of LNS-TS and LNS-TS* are significantly better the other algorithms, since both successfully exploit the diversification ability of TS and LNS algorithms. The effect of the intensification step on the average is less pronounced in this case, yet significant improvements for the worst performances have been observed. LNS-TS* successfully finds the best known solutions for 28 instances out of 50, where LNS-TS finds 13, and LNS and LNS* find 5 each.
Implementation results
The LNS algorithm was used in practice by the charity organisation over a period of 36 working days between 9 May and 19 July 2013 with routes being computed one day in advance of being implemented. The choice of the algorithm was due to its robust performance with the mandatory shop visits. Historical data were used to estimate daily fill levels at the other banks or where the remote monitoring sensors were not functioning satisfactorily. The use of these data and the algorithm resulted in an overall 28% reduction in the number of bank visits, from 953 to 685 visits over the period
The routes that were proposed by the LNS algorithm were examined by the charity organisation's transport manager, with some manual alterations being made to fit in with the various day-to-day operating conditions that applied, some of which were not considered in the model. The main reasons for changes made were:
• Access: Routes were often reordered manually (sometimes being undertaken in reverse) to avoid the risk of arriving at a shop too early or too late due to changes in the prespecified time window or heavy traffic.
• Balancing workloads: The metaheuristics and matheuristics were not designed to balance workloads between vehicles and crew, and sometimes produced one or more suggested routes that had a relatively heavy or light workload.
• Clustering: This refers to the human preference of assigning clusters of collections to a single route. In several cases the vehicle routing algorithm would assign different collections in the same city to two vehicles, which was altered by the transport manager.
• Inclusion of urgent requests: On a few occasions the transport manager had to respond to additional service requests from shop and bank managers. The extra tasks had to be included manually and sometimes required restructuring of the routes.
• Forced or delayed collections: In a number of cases the algorithm omitted a bank collection, yet the transport manager preferred to force a visit as delaying it might have caused a problem due to the bank overfilling, as it would not have been convenient to visit the bank later in the week. Conversely, sometimes a collection scheduled by the algorithm was preferred to be delayed until later in the week.
• Unavailability of a vehicle or staff: Unforeseeable events such as a last minute breakdown of a vehicle, or a member of staff calling in sick, required the routes to be modified.
As it was not possible to measure the exact monetary value of the collection, the performance of the LNS algorithm was evaluated by comparing times and distances between the routes undertaken during the trial and those that would normally have been undertaken (i.e. the fixed routes). Distance savings, day by day, are shown in Figure 2 . The total estimated distance saved over all 36 days was 1159 km, equating to a 3.2% reduction and an average savings of 32 km per day across the vehicle fleet. On most days, total distance was reduced due to a reduction in the numbers of bank visits made; the greatest savings on one day was 191 km on Tuesday 4 June, where the number of bank visits was reduced from 21 to 12. Distance increases of up to 110 km were observed on some days mainly due to the inclusion of one or more bank visits that did not fit onto any of the vehicle routes well. The total estimated time saved was 19.2 hours, equating to a 2.8% reduction and an average of 32 minutes per day across the vehicle fleet. The transport manager appreciated this additional flexibility in the round, 'this gave me the opportunity to phone some shops (e.g. Oxford area) to offer additional collections which the shop managers liked.' A total CO2 saving of 464 kg was estimated, based on an assumed average emissions rate of 400 g/km and the predominant use of trucks with a carrying capacity of 6 tonnes (den Boer et al. 2011 ). 
Conclusions
In this paper, we have studied a multi-attribute profit collecting vehicle routing problem, which arises in a charity organisation in the UK. We have described the problem in detail and provided a mixed integer programming formulation. Constrained by a strict time limit, we have resorted to matheuristics that combine the power of metaheuristics and mathematical programming. We have provided three mathheuristics as well as their metaheuristic counterparts. The computational experiments show that in general the matheuristics outperform their metaheuristic counterparts. For the case with mandatory vertices, LNS and LNS* outperform the others, contrary to the case without the mandatory vertices for which LNS-TS and LNS-TS* perform the best. The LNS algorithm was implemented in practice, and resulted in average round distance and time savings of 3.2% and 2.8% respectively per day. 
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