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Without a shared sense of genre  
others would not know what kind of thing  
we were doing. 
 
Charles Bazerman 
(1994) 
 
 
1. FIELD OF THE STUDY 
1.1. Introduction 
Patents are an interesting but not a very widely studied topic in the field of linguistics. I 
received comments like “I didn’t know patents are a genre” when I told people that I am 
studying genre features of patent applications. Yet, for instance Bazerman (see e.g. 
1994: 79-101; 1997: 42-53; 2002) has discussed the development of U.S. patent genre 
from Edison’s time up until now. The term “patentese” was coined over half a century 
ago to describe the language of patents. Two nomenclature-oriented scientists Singer 
and Smith (1967: 112) stated already in 1960s that “[…] any art which a patent attorney 
must discuss with clients has its own jargon; why should not the attorneys have theirs?” 
Considering all this, there should be no need to question the existence of the patent 
genre. 
In this study, I shall describe genre features of European patent applications. 
Essentially, I aspire to find answers to a question: What makes patent applications so 
difficult to understand? 
I shall first briefly introduce the most central concepts of this study. Principally, 
“patents” are defined as intellectual property rights (cf. Bazerman 2002: 15, 85; Patent 
Information Tour 2008; IPO PATENTS: Basic Facts 2011: 6). “Intellectual property” 
covers also other concepts such as registered trademarks, registered designs and 
copyright (IPO PATENTS: Essential Reading 2011: 4) but this study concentrates on 
patents only. When applying for a patent, an idea is converted into a more concrete form 
by text and drawings describing it (Bazerman 2002: 90). In other words, protection for 
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the idea is sought with a “patent application”. After a patent has been granted, the patent 
application has by revision turned into a patent document. In this paper, concepts of 
patent and patent application are used side by side. 
The number of patent filings worldwide has steadily increased since the 1970s 
from around 600 000 to well over 1.5 Million applications per year (World Intellectual 
Property Indicators 2011: 19-20). During recent years published patents have also 
become widely available to the public due to open access patent databases such as 
Espacenet.com of the European Patent Office. All this makes patents more accessible 
than they have been previously – at least in principle. The person retrieving a patent text 
from a database could be a layman, albeit that most often it is probably either a patent 
professional or an inventor1 trying to find out if there is “prior art” 2 for her case.  
Patents involve a very specialised way of using language in many respects, 
resulting in complicated structures and expressions. For instance, Osenga (2011a: 113-
115) has described some complexity features of patent claims that have been registered 
by other researchers, as well. The grammar, move structure and accurateness vs. 
vagueness have been studied by Sancho Guinda and Arinas Pellón (2010, 2011 and 
2012) in various papers both together and separately. Aspects of patent language will be 
presented further both in the prior art, that is the theoretical framework, and in the 
results of my study. 
Previous studies that concern patents are mainly from the perspective of 
interpreting or applying patent laws and statutes. There are a couple of linguistically 
orientated papers with legal background, as well as some on computational linguistics 
for making advanced searches in patent databases and few studies concerning the 
translating of patents. There is not a multitude of specifically linguistically oriented 
research, but that need not pose a problem. The fact that there are various professionals 
studying language may bring about an interdiscursive approach into the contemporary 
                                               
1 In Oullette’s (2011: 534) survey among nanotechnology researchers, over 60 % of the respondents had 
read patents, the majority of them for scientific reasons instead of legal ones. According to Oullette, 
“patents are serving a useful disclosure function for these early-stage researchers”. 
2 According to EPO (What is prior art? 2008, emphasis original), “Prior art is any evidence that your 
invention is already known”. Thus prior art is not restricted to patents but it is background information 
that can be any previously produced or only theoretically represented piece of technology. 
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research. This conforms to for instance Bhatia’s (2004; 2008: 161-174) views that 
professional genres need to be studied in close connection with the disciplinary 
practices in question.  
In this Master’s Thesis, I have chosen to study European patent (EP) applications. 
EP applications are filed at the European Patent Office (EPO), which is a regional 
patent office. In addition to EPO, most countries have national patent systems of their 
own. The U.S. patent system is the only one of the national patent systems which I shall 
review briefly in my study because of the previous studies concerning U.S. patent 
applications. 
The European, U.S. and international systems respectively have regulations 
defining the form and contents of the application. The European Patent Office has The 
European Patent Convention (EPC) which governs the whole patent granting process. 
In the United States, the United States Patent and Trademark Office (USPTO) controls 
that the applicants comply with national legislation. So-called international patent 
applications are governed by Patent Cooperation Treaty (PCT) which has around 140 
contracting states.  
All the patent-related studies that I will introduce in the following are about U.S. 
patent applications, which may differ a little from European Patent (EP) applications. 
Yet, I believe that the minor differences are inconsequential when considering forming 
an overview of patent applications as a genre. Furthermore, I will not specifically try to 
depict differences between the two systems but will naturally report of any obvious 
dissimilarities if discovered by my study. 
An important reason for me to elaborate on this topic is Swales’s (1991) model of 
rhetoric moves in research article introductions which will be introduced further in 
section 2.3.1. In my Bachelor’s Thesis in 2009, I applied Swales’s move structure to 
European patent applications. The move structure has also been applied to U.S. patent 
applications by Arinas Pellón (2010: 321). It was very encouraging for me to notice that 
my earlier ideas, although based on a very small corpus and made by a relatively 
inexperienced researcher, and Arinas Pellón’s findings were indeed quite similar. In this 
study, I shall develop the move structure of European patent applications further. 
I shall employ Biber and Conrad’s (2009) views on register, genre and style. In 
addition to the previous perspective, this is a corpus study using a corpus tool. I have 
compiled two corpora: a corpus of description sections and a corpus of claims sections. 
There has been some manual processing and analysing, as well. I have carried out a 
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linguistic analysis to find typical features of this genre. With respect to some of these 
features, I have adapted conventionally used subtitles of patent applications in naming 
some of the chapters in my paper. 
1.2. Research questions 
My hypothesis is that patent applications involve long and complex sentences, as well 
as some archaic, or at least rarely used expressions. Especially claims sections contain 
linguistically complex and even non-grammatical sentences. I base my hypothesis both 
on my experiences as a patent translator and on my previous study on language of 
patent applications. Some of these features can be found within the theoretical 
framework, as well. 
My research questions are: 
 What are the characteristic genre features of European patent 
applications? 
 How closely are the regulations in European Patent Convention 
followed in the applications? 
Despite having a hypothesis, this study is carried out as a bottom-up analysis. I will first 
see what kind of genre characteristics the corpus provides. After that I will study in 
depth some of the more prevalent features. I will combine quantitative and qualitative 
methods in the study (see e.g. McEnery & Hardie 2012: 176). 
2. PRIOR ART 
I consider various texts by professionals from several areas my field of research or 
“prior art”, as is often said in the framework of patents. In this chapter I shall discuss 
genre and discourse in general. I aim to give the reader an overview of the structure, 
form and other features of European patent applications required by regulations, as well 
as a glance through contemporary patent-related studies. I will also discuss the legal and 
scientific registers in more detail. 
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2.1. Linguistic concepts in this study 
“Genre”, “text type”, “discourse” and “register” are concepts which decidedly both 
differ from each other and at the same time are slightly overlapping. These concepts 
have not always been realised in a similar way, either. The OED entry (Oxford English 
Dictionary 2012, online, not fully updated) defines genre as “[k]ind; sort; style”, 
stressing the literary connection with a further definition of “a type of literary work 
characterized by a particular form, style, or purpose”. For instance Fowler (1982: 41) 
applied Ludwig Wittgenstein’s (see e.g. Fowler 1990: 157; Chandler 2000: 2) concept 
of genre as family resemblance in Kinds of Literature.  
However, the use of genre is also established in connection with academic 
writing. Freedman and Medway (1994: 1) point out that in addition to the traditional 
definitions of genre focusing on “textual regularities”, the current genre studies, mostly 
concentrating in non-literary texts, aim to establish a connection between linguistic and 
socio-cultural aspects. This relates to Swales’s (1990: 58) definition of genre as “a class 
of communicative events, the members of which share some set of communicative 
purposes”. Swales names the communicative purpose as the primary criterion, and 
proposes that it shapes genre and its inner structure. His thoughts are further elaborated 
by Bhatia (1993: 13-16) but then again, also criticised in not sufficiently taking into 
account psychological factors. Bhatia (see also 2004: 23-25) emphasises the 
significance of professionalism in structuring and realising a particular genre. Similarly, 
e.g. Trosborg (see also Bazerman 1994: 97; 1997: 6, 18) highlights the professional 
aspect of the communication in learning disciplinary discourse through apprenticeship. 
Askehave and Swales (2001: 195-212) discuss the communicative purpose 
further. They do not see it as an easy method for analysing genre but suggest two 
approaches, a text-driven procedure for the “traditional text-first or ‘linguistic’ 
approach”, or a somewhat more complex context-driven procedure for the “context-first 
or ‘ethnographic’ [approach]” (ibid: 207-208). In this study, I will use some elements 
from the context-driven procedure, as illustrated in Figure 1.  
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Figure 1. A context-driven procedure for genre analysis (Askehave & Swales 2001: 208)  
Bazerman (1994: 79-80) uses patents as a specific example in discussing genre theory. 
He emphasises the discourse communities identifying and recognising a genre, in his 
case, a legal system of patents (ibid: 81-82). Bazerman approaches the genre of patents 
mainly through speech acts, which will be discussed further in the following in sub-
section 2.2.2. 
A concept used in connection or overlapping with genre is text type. The two 
concepts have some times been dissociated by the origin of their definition: e.g. Biber 
(1988: 170) and Taavitsainen (2001: 139-140) point out that genre is defined by 
external criteria and text type by internal criteria, although Taavitsainen has denoted 
that there is inconsistency and vagueness in the conventional use of the terms (see also 
Moessner 2001: 131-138). In the definition of text types, Werlich (1983) has 
concentrated on their context, forming the following categories: descriptive, narrative, 
expository, argumentative and instructive text types. The relationship between genre 
and text type has also been noted as more than one genre sharing the same text type or 
one genre featuring more than one text type (Paltridge 1996: 239; 2002: 76-77). 
Other important concepts in a corpus linguistics study are discourse and register. 
Barton (2004: 57) refers to discourse as “the way […] that language is organized in 
texts and contexts”. Swales (1990: 24-26) approaches discourse through discourse 
communities, which he defines as groups that have goals or purposes and use 
communication for achieving the goals. Likewise, discourse communities have 
vocabulary of their own and they utilise one or more genres.  
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In this study, I apply an approach presented by Biber and Conrad. They see 
“register, genre and style as different approaches or perspectives for analyzing text 
varieties” (Biber & Conrad 2009: 15). This is contrary to the traditional thinking where 
these concepts have been regarded mostly as categories. Biber (2012) himself has 
changed his way of using the concept of genre since his earlier studies in the 1980s. He 
describes the distinction between genre and register such that genre characteristics are 
not necessarily functional whereas register characteristics are always functional. 
Another angle to the discussion of genre versus register by Biber and Conrad (2009: 7, 
9) is that the former is usually defined by just one language characteristic in a text while 
the latter is defined by characteristics that pervade throughout the text. 
I consider some elements of Biber and Conrad’s approach suitable for my study 
for various reasons. In their approach, the situational context is analysed first and 
linguistic features only thereafter. The functional analysis is then carried out to find 
functional relationships between the first two elements (Biber & Conrad 2009: 6). 
Patents are not common knowledge, but on the contrary, belong to a specialised 
register. Thus it is important to open up the context of patents. To start by analysing the 
situational context of European patent applications before further analysis therefore 
seems especially beneficial. This also conforms to the procedure drafted by Askehave 
and Swales (see above).  
In my study, I concentrate on register and genre and leave out style which is 
usually linked with literary texts. The specific aspects of Biber and Conrad’s approach 
used in this study will be further explained in the following chapter dealing with the 
corpus-based approach.  
2.2. Aspects of patent applications 
Patents are needed to protect inventions and further, to enable their commercial 
exploitation (Bazerman 1994: 81). Thus in the case of patents, the discourse 
communities of the text are the applicants, patent examiners (EPO) and further, courts 
in case of infringement. Arinas Pellón (2013: 479) names these groups as “claimers of 
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intellectual property, contesters of intellectual property [and] referees in these 
conflicts”.  
On the one hand, the text has to be precise and clear (EPC 2010: 140). On the 
other hand, the applicants wish the text to be as vague3 or broad as possible to cover 
“yet undreamed of inventions” (Myers 1996: 7-8). In the following, I shall have a closer 
look at patent applications with regard to regulations and previous studies. 
2.2.1.  Patent applications in view of regulations 
In this study, I concentrate on EP applications and regulations defined by the EPC, 
although occasionally I have to refer to the U.S. system because of previous studies on 
patents.  
In Europe, national patent systems and a common European system function side 
by side. The applicant may apply for protection in one or multiple states when filing the 
application at the EPO. In the pre-grant procedures, patentability is studied by the EPO. 
In the post-grant procedures, EPO (cf. The opposition procedure 2008) handles 
opposition proceedings which aim at the nullification of a granted patent. After granted 
European patents, the patentees usually apply for validation within one or several 
national patent systems. Possible infringement cases are not a territory of the EPO but 
instead, they are heard at national courts.  
What is required of an invention to be granted a patent sounds simple: the 
inventions “[are] new, involve an inventive step and are susceptible of industrial 
application” (EPC 2010: 106). However, the two scientists whose patent applying 
processes Myers (1995: 92-94) followed, found out that it was not at all simple to fill 
such requirements. Through trial and error they realised that some things in patent 
applications have to be expressed very elaborately. Myers’ study will be discussed 
further in the following section. 
The required structural content of patent applications is outlined roughly in the 
EPC. Article 78 (EPC 2010: 138) states that a patent application must have a request for 
                                               
3 Myers (1996: 4) states that in linguistics, ambiguous refers to ”expressions with more than one clear and 
distinct meaning” and vague to expressions carrying ”only indefinite, blurred meanings”. 
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granting a patent, description of the invention, one or more claims, drawings if they 
have been referred to in the description or the claims, and an abstract. The content of the 
description, and form and content of claims are outlined in Rules 42 and 43, which can 
be seen in their entirety in Appendices 1 and 2 on pages 76 - 77. 
Neither EPC nor other corresponding patent regulations have detailed linguistic 
stipulations concerning patent applications but some requirements are given. Articles 83 
and 84 (EPC 2010: 140-142) give some definitions: The invention should be disclosed 
“in a manner sufficiently clear and complete for it to be carried out by a person skilled 
in the art” and the claims should be “clear and concise and […] supported by the 
description”. The concept of “a person skilled in the art” is not defined more closely in 
the EPC but it is explained in the Guidelines for Examination, which regulate the 
operation of the EPO in prosecution of patent applications and in opposition 
proceedings.  
The “person skilled in the art” is considered to have “common general 
knowledge” of the technical field of the application (Guidelines for Examination 2012). 
Arinas Pellón and Sancho Guinda (2010: 3) refer to this “person” as “a fictitious legal 
device”, the purpose of which is to point to experts’ ability to comprehend and actualise 
the invention. Osenga (see e.g. 2011a: 169) further discusses the “person having 
ordinary skill in the art” as audience or receiver of a patent and would like to improve 
its role in what she sees as a patent conversation.  
According to Rule 42 (EPC 2010: 360), the description should specify the 
technical field as well as the background (prior art) of the invention. Another important 
function of the description is to “disclose the invention […] in such terms that the 
technical problem […] and its solution can be understood” (ibid.). Furthermore, at least 
one application of the invention should be described. The above-mentioned regulations 
are formal or technical in nature, and not directly outlining the linguistic substance of 
the description text. 
The title of Rule 43 (EPC 2010: 362) already indicates a slight distinction from 
the previous rule. “Form and content of claims” (my emphasis) alludes to regulations of 
more than purely technical nature. Rule 43 requires the claims to contain a statement 
indicating the subject-matter of the invention, as well as the necessary technical features 
forming the prior art. Further, the claims should contain “a characterising portion 
beginning with the expression ’characterised in that’ or ’characterised by’”. The subject-
matter of the invention can be regarded as the preamble of the claim and the part 
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beginning with “characterised” as a transitional phrase (WIPO Patent Drafting Manual 
2007: 68, 70). The transitional phrase is followed by the body of the claim, reciting “the 
elements and limitations of the claim” (ibid: 71).  
Claims are divided in two types: independent and dependent claims. A patent 
application must have at least one independent claim which does not need other claims 
to support it. An independent claim has the broadest scope of the claims. A dependent 
claim then again depends on the independent claim, and has a more specified, and thus 
narrower scope (see e.g. EPC 2010:362,364). 
There are also certain expressions that Rule 43 explicitly forbids. All these 
expressions deal with referring to the description or drawings: “as described in part [...] 
of the description”, or “as illustrated in figure [...] of the drawings” are forbidden 
elements because the claims must define the invention in a self-contained manner (cf. 
EPC 2010: 364).  
Additionally, guidance for drafting patent applications can be found in the WIPO 
Patent Drafting Manual by the World Intellectual Property Organization. WIPO is not a 
regulatory body but an agency of the United Nations providing IPR related services and 
participating in development worldwide (WIPO Patent Drafting Manual 2007). The 
manual is comprehensive and intended both for inventors and patent professionals. It 
presents a thorough overview of drafting patent applications in general, offering advice 
in aspects that are shared by various patent systems but also giving more detailed advice 
with respect to particular patent systems. 
2.2.2. Previous studies on patents and patent applications 
In recent years, there have been a couple of scholars who have studied patents in 
particular. In this chapter I will review studies that are mainly from the period of 
preceding ten years up to present day. Two of the studies are somewhat older being 
from the 1990s. Then again, one of the papers is as new as published this year.  
An interesting study on patent applications was conducted by Myers (1995: 57-
105) who followed two scientists, one of whom filed his application within the U.K. and 
the other in the U.S. system. Myers’s approach was comprehensive, describing the 
personal writing and iterating processes from the point of view of the inventors. During 
the processes, both the researchers found that they had to change their wordings and the 
whole approach considerably. One notion was that they had to resort to less specific, 
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more generalised terms instead of terms that tell exactly what the substance was in their 
original case (Myers 1995: 83-84). Furthermore, Myers (ibid: 91) points out that 
research articles are strongest when abundantly cited whereas patent applications should 
express novelty that has not been previously documented. This relation of patents to 
research articles is discussed further in the following sub-section. 
Also Bazerman has studied patents already in the 1990s. He points out that in the 
U.S. context, this genre has remained relatively unchanged since Edison’s patents in the 
19th century (Bazerman 1994: 79-101). Bazerman views patents and the whole patenting 
process through speech acts, identifying patents as “performatives constituting value” 
(1997: 42, 51-52; cf. Bazerman 1993: 6). This comparison can be understood through 
Austin’s (1979: 235) original definition of utterances which look like statements but are 
indeed performing an action, and can thus be called performative utterances.  
Sancho Guinda and Arinas Pellón (2011: 184-185, italics original) challenge 
Bazerman’s argument of patents as performatives as too simplistic and generalised. 
According to them, patents as speech acts are more complex, being commissive-
directive, representative and expressive at the same time. Bazerman (1994: 89) himself 
also sees some difficulties in applying speech acts “to long, complex written 
documents”. In this study, I have chosen not to approach patent applications through 
speech acts. 
Bazerman’s pragmatic approach to patents is somewhat continued in Osenga’s 
(2011a: 115-175) studies of claim construction and patent prosecution in the U.S. 
context. Osenga is a professor of law whose interests include law and language. She has 
summarised patent claim construction such that it is “a search for the meanings of 
words used in a particular language” (Osenga 2006: 84). In addition to the lexicon of 
common words used very differently from everyday conversation, patents have a syntax 
of their own, sometimes differing considerably from the normal syntax of speech or 
writing, which adds up the possibilities of misunderstanding. Osenga points out that the 
U.S. patent courts are using dictionaries not so often to check the meaning of a word but 
to verify the meaning of a well-known word, which can sometimes be seen as a 
deterioration of the whole process (ibid: 92-93). She seems to be aiming at improving 
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the whole patent prosecution process which she sees as somewhat erratic4. She also 
discusses the problems in court rulings in patent infringement cases by way of applying 
cognitive linguistics and especially the categorisation of concepts (Osenga 2011b: 332).  
In her various papers, Osenga repeatedly returns to discussing the “person having 
ordinary skill in the art”, PHOSITA, as this concept is called in the U.S. Osenga (see 
e.g. 2011a: 151-152) argues in favour of keeping in mind throughout the whole patent 
process who the PHOSITA is, and what knowledge the PHOSITA has. Osenga’s bias in 
her earlier studies seems to be more in the latter end of the process in infringement but, 
nonetheless, her observations may bring valuable information for those constructing 
claims and not only for those construing them. A remarkable finding in her recent study 
(see e.g. 2012: 643) is that the claim lengths, including separate lengths for independent 
and dependent claims have not changed much in the past fifty years. This is something 
worth studying further and especially worth looking into the claims and seeing how they 
are structured linguistically, which is one of the aims of this study.  
In a paper studying patent descriptions in a corpus of U.S. patents from various 
technical fields (excluding e.g. plants, drugs and medical treatments), Arinas Pellón and 
Sancho Guinda (2010: 4-9) identify several descriptive features. They report of 
quantifiers many, most and several as determiners. Among positively-loaded signalling 
nouns identified by them there are e.g. advantage, solution, efficiency and improvement. 
Arinas Pellón and Sancho Guinda also identify evaluative adjectives and adverbs, 
resultative verbs and sometimes excessive use of quantifying highlights and inferential 
markers. They point out that most as submodifier is often used with adjectives desirable 
and preferred/preferable (ibid: 10). In conclusion of their study, one of the questions 
that emerge is the differences and similarities between technical descriptions in 
scientific texts and legal texts. Arinas Pellón (2010: 321) also forms rhetorical moves of 
patents on the basis of this corpus. His application of the move structure will be 
illustrated in the following in section 2.3.2.  
                                               
4 Note that the U.S. patent prosecution system differs somewhat of the European system which is the field 
of this study. However, most of the difficulties in understanding patent claims are probably shared 
worldwide, irrespective of the system and language of the patents.  
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Subsequently, in a corpus of engineering patents, Sancho Guinda and Arinas 
Pellón (2011: 179-197) discuss figurative language. The corpus ranges from 1998 to 
2009 similarly to the corpus in their earlier study of descriptive strategies. In this paper, 
they identify metaphorical schemata. Inventions or devices are living organisms comes 
up as a notable ideational schema. Sancho Guinda and Arinas Pellón (2011: 194) come 
to the conclusion that a metaphor is “a cohesive tripartite choice” in patent writing. 
They see the patent writers as part of a discourse community, but point out that much of 
that discourse is learned by imitation. 
Sancho Guinda (2012: 187) continues with the ESP themed examination of 
patents in her paper discussing flexibility features in patent writing. Based on qualitative 
data from structured interviews and quantitative data in form of a patent corpus, she 
deconstructs three myths about patent writing. By looking at similarities and differences 
between research articles and patents, Sancho Guinda (2012: 188-191) deals most 
thoroughly with the first myth which she names “Writing patents requires building 
entirely new schemata”. One of the features she points out is the use of citation. The 
other two myths deal with persuasion and vagueness. Table 1 presents Sancho Guinda’s 
approach for instructing engineers about the schemata of patent genre. 
 
Divergent parameter Research article Patent 
Priority objective Knowledge dissemination Commercialisation 
Community of practice Homogenous: experts Heterogenous: experts + lay 
readers 
Communal status Signpost/transition/landmark Territorial demarcation 
Register Technical/scientific Hybrid: Technical + legal 
Rhetorical organization Inductive Deductive 
Persuasive resources Citation as credibility back-up. 
Boosting and hedging for 
credibility and solidarity (modesty 
role) 
Citation detrimental to exclusivity. 
Boosting and hedging for 
explicitness and vagueness 
Sources of variation Disciplinary + individual National + disciplinary + individual 
Table 1. Global contrastive approach to patents and research articles (Sancho-Guinda 2012: 190)  
In addition to studies concentrating on patents only, there has also been at least one 
comparative study. Engberg and Arinas Pellón (2011: 55-73) compare generic and inter-
generic aspects of vagueness in three corpora: U.S. contracts, patents and regulations. In 
their analysis they do not find any such single indicator of vagueness that would be 
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prevalent in all corpora. One of the clusters that they studied is the phrase “in 
accordance with the”. Interestingly, this cluster was completely absent in the corpus of 
patents (ibid: 66). However, in Arinas’ (2012: 60, 63) further study on vagueness 
strategies in U.S. patents with a patent corpus of around the same size as in the previous 
study, “in accordance with” is present as part of the collocational structures. Therefore I 
suspect that the patent corpus of the comparative study was unrepresentative. 5 
In his most recent paper, Arinas Pellón discusses patents from a narrative 
perspective. The narrative approach is established by Sancho Guinda and Gotti (2013: 
13) who regard it as enhancing the description of genres and potentially finding new 
areas of research. Arinas Pellón (2013: 485) identifies sections of patent descriptions as 
short narratives introducing the field of technology and describing the property being 
claimed. The description is addressed to PHOSITA, which is seen as enabling the patent 
drafters to assume that some of the technical details are obvious to the reader of the 
patent (application). This assumption further leads in using features of vagueness. 
There is also a study in progress by Jessica Reyman (a rhetorician) and Dan L. 
Burk (professor of law). Their aim is to define U.S. patents as genre (for more 
information, see Arinas Pellón 2013: 473; Burke and Reyman. n.d.; Reyman and Burke. 
n.d.). 
2.3. Aspects of research articles 
There are similarities in research articles and patent application description sections. 
However, patents or patent applications differ from research articles especially in the 
way they relate to other texts. Myers (1995: 92) sees the distinction in narrowing and 
widening scope: research articles start from a specific case moving to wider domains 
whereas patents (description sections) start “with the broadest form” moving into more 
specific one. His conclusions are the following (ibid: 98): 
                                               
5 In comparison to that, in this study, in a corpus of close to the same size of Engberg and Arinas Pellón’s 
135 patents and 1,009,146 tokens, there were as many as 281 occurrences of the cluster “in accordance 
with the” and 537 occurrences of “in accordance with”. 
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1. Claims in articles signpost a path; patents stake out a territory. 
2. References in articles tie the new claim to a genealogy of earlier texts; 
references in patents seek to disentangle the new claim from a web of texts. 
3. The stories of articles move from specific finding to discussion of general 
implications; patents state a general area of application and offer the specific 
work done as example or a preferred embodiment of it. 
 
Next, I shall look into the move structure as well as some typical genre features of 
patents and patent applications in relation to previous studies both within this particular 
sphere and also in a wider context (i.e. research articles or technical writing). 
2.3.1. Swales’s model of rhetorical moves 
A research article typically has four distinguishable sections: introduction, method, 
results and discussion. This structure is called an IMRD structure. Swales (1990; 2004) 
studied research article introductions and outlined a model of creating a research space 
(CARS model) in the introductions. Swales developed CARS model already in 1981 but 
I use here the 1990 revised model which is more commonly used in contemporary 
studies. Swales’s (1990: 141) move structure can be explored in Figure 2 in the 
following.  
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Figure 2. A CARS model for article introductions (Swales 1990: 141) 
In his more recent studies, Swales (2004: 230) has again revised his CARS model and 
added comments about the need for citations. He argues that in Move 1 (Establishing a 
territory), citations are required. Then again, in Move 2 (Establishing a niche), there 
may be citations but they are not required. If the move structure is applied in the 
description sections of patent applications, one must nevertheless be cautious with 
citations since they are used in a very different way from research articles, as was 
discussed in sub-section 2.2.2. 
2.3.2. An application of the move structure 
Arinas Pellón (2010: 321) applied Swales’s model to form a U.S. patent move structure. 
The order of moves in his move structure is based on the order of patent sections found 
from the USPTO website. Arinas Pellón’s move structure is presented in Table 2. 
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Patent sections Patent moves 
Claims 1. Determining scope of property 
Background of the invention 2. Determining technical scope 
3. Determining gaps in prior art 
Brief summary of the invention 4. Summarizing purpose and 
characteristics 
Brief description of the several views of the 
drawing 
5. Physical & functional description 
Detailed description of the invention 5. Physical & functional description 
6. Warning and referring to claims 
Table 2. Distribution of moves in relation to patent sections (Arinas Pellón 2010:321) 
Arinas Pellón (2010: 318) opted to arrange the moves according to the typical headings 
of US patent applications. Later, the moves identified by Arinas Pellón have been 
entitled as follows: “property scope, field and application, gaps in the prior art, physical 
and functional description, and cautionary statements” (Sancho Guinda & Arinas Pellón 
2011: 181). 
Arinas Pellón has arranged the claims sections first in his list of rhetorical moves, 
which is the way they are arranged in the web versions of the U.S. and EP patent 
applications and issued patents. They can also be arranged such that the description 
section precedes the claims section. Thus the subject-matter is presented first by way of 
examples, and after that the claims defining the scope of the invention are presented.  
The content of claims is part of the legal discourse. Aspects of legal discourse will 
be further discussed in the following section. 
2.4. Aspects of legal language 
Legal language is generally thought difficult to understand because of its complicated 
structure. The legal register has several typical features, some of which also differ from 
other professional registers. Patents as a concept are legal although their content is 
usually mainly technical. Bazerman (2002: 104) describes this as “transforming an idea 
into a legal entity”. In the following, I will explore some aspects of legal language. I 
shall concentrate on written legalese. 
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A prominent feature in legalese seems to be long and complex sentences. In her 
PhD Thesis, Salmi-Tolonen (2008: 100) compared EC and UK National Law texts. The 
mean sentence length in the corpus of National Law was 43.79 as opposed to 25.49 of 
the Brown Corpus and 27.6 of scientific prose. Tiersma (1999: 56) notes that in addition 
to law and statutes having lengthy sentences, patents have them as well. The point of 
having only one sentence describing something is grounded by the thought that 
preserving all the facts in one unit of text would increase clarity. Tiersma also mentions 
the “single sentence” rule of U.S. patent law which I shall discuss further in the 
following in chapter 5. 
Long sentences are often caused by various embedded clauses that are usually 
coordinate or even more often subordinate (Salmi-Tolonen 2008: 119; Tiersma 1999: 
56; see e.g. Hiltunen 1990: 70). Furthermore, embedded structures may result in 
syntactic discontinuities, and generally, to unusual sentence structure (see also Tiersma 
1999: 65). Also complex prepositional phrases, such as in accordance with increase 
length and complexity (see e.g. Belotti 2006: 234). 
Further, binomial and multinomial phrases6 are among the most characteristic 
features (Bhatia 1993: 108; see also Hiltunen 1990: 54-55; Belotti 2006: 233). 
Mellinkoff (1963: 347-351) calls the use of binomials “worthless doubling”, and later 
Tiersma (1999: 59) describes the same phenomenon with words “wordiness” and 
“redundancy”. Mellinkoff notes that the use of binomials is common also in colloquial 
English (e.g. “part and parcel”). In legalese, in expressions such as “cease and desist” or 
“fit and proper”, both words of the binomial pair have a semantic connection, and in this 
case more or less similar meaning. However, Mellinkoff (ibid: 351) states that in the 
former expression, the pair produces a slightly different meaning than either one of the 
words alone, and in comparison, the latter pair is purposeless.  
Tiersma (1999: 77) also points out the substantial use of nominalisation where 
usually a verb is turned into a noun to make the structure more impersonal. Thus a 
similar effect is achieved than with the use of passive forms. In legal texts, the use of 
passive voice may lead to situations when it is unclear who is obliged to take the 
                                               
6 ”Two words from the same grammatical category, coordinated by and or or” make a binomial phrase 
(Biber et al. 1999: 1030), correspondingly more than two make a multinomial.  
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required action (Tiersma 1999). Thus, although this impersonalisation and other 
previously mentioned characteristics of legalese are probably meant to clarify the 
meaning of the text, they may result in vagueness and ambiguity. 
Ambiguity may exist in lexical, syntactic or phonological level (Hiltunen 1990: 
82). In lexical ambiguity, a word may have more than one meaning (Schane 2006: 15). 
Hiltunen (1990: 83-84; see also Belotti 2006: 238; Mellinkoff 1963: 13) refers to 
archaisms such as said, aforesaid, herein and thereof as means in avoiding ambiguity. 
Structural ambiguity or syntactic discontinuities can also be connected with many of the 
previously mentioned features, e.g. binomial phrases and complex prepositional phrases 
(Bhatia 1993: 112-113; Hiltunen 1990: 84-86). 
3. CORPUS-BASED APPROACH 
3.1. An introduction to corpus methods 
Corpus methods are suitable for dealing with large amounts of data quantitatively. 
Corpora are used for both finding and describing characteristics and linguistic features 
which may cover lexical items as well as grammatical associations (Biber, Conrad & 
Reppen 1998: 5-7). Corpus methods may also be useful before qualitative analysis to 
identify salient features that need further investigating. 
The appropriate size of a corpus varies considerably. Factors to be taken into 
account when compiling a corpus are the researcher’s resources as well as the 
characteristics of the texts. According to Meyer (2002: 33), a general rule for the size of 
a corpus is “the lengthier the corpus, the better”. General corpora, such as the British 
National Corpus (BNC), aim to represent the language as a whole and thus have to be 
relatively large. However, also smaller corpora may be representative, depending on 
what is being studied and especially if they are specialised corpora (see e.g. Biber 1993: 
243; Williams 2002: 45). 
Specialised corpora aim to describe a particular genre or discourse structure 
(Biber, Connor & Upton 2007: 18-19). The corpus of this study can also be called a 
sample corpus or snapshot corpus that aims at being representative in a given sampling 
frame (McEnery & Hardie 2012: 9-10; see also Meyer 2002: 36). 
There are no specific rules for compiling a specialised corpus but the researcher 
usually sets the criteria (see e.g. Teubert & Čermáková 2004: 120). External criteria in 
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compiling a corpus are the non-linguistic qualities of texts, such as bibliographical 
classification (Clear 1992: 29). Further, internal criteria are the linguistic characteristics 
that can only be seen when looking inside the texts. Clear (ibid: 29-30) stresses that 
corpora should be compiled only by external criteria, whereas Williams (2002: 46-47) 
argues that even in that case the corpus is going to be slightly biased. According to 
Williams, avoiding the bias may be impossible but yet it should be made visible by 
refining the compilation by internal criteria. This can be understood such that the corpus 
is first compiled by external criteria and then, not to miss textual variation, checked 
against internal criteria. Further, Sinclair (2005: 1-16) suggests choosing as simple 
criteria as possible to keep the process of compiling a corpus less laborious and less 
prone to errors.  
In addition to describing linguistic features, corpora may also be used to make a 
move analysis of a multitude of texts (see e.g. Connor, Upton & Kanoksilapatham 2007: 
36; Upton & Cohen 2009: 592-599). However, this would require tagging the corpus. 
Tagging shall be discussed further in sub-section 3.3. Features that can be studied with 
corpus tools shall be discussed in sub-section 3.4. 
3.2. Situational analysis 
In analysing a genre or register, Biber and Conrad (2009: 6, 25) suggest a three-tier 
analysis: situational analysis, linguistic analysis and functional analysis. Biber and 
Conrad give several suggestive choices for how to approach situational characteristics 
of registers and genres. However, they point out that when analysing academic texts all 
the suggested characteristics are not usually needed (ibid: 47). The ones that are 
eventually used may depend upon differences between the studied registers, or 
sometimes even personal preferences of the researchers. There may also be more 
suitable characteristics for the purpose of the study in question. The situational 
characteristics of European patent applications are presented in Table 3. The 
characteristics to be surveyed, as suggested by Biber and Conrad, are presented first and 
after them, the characteristics in this study in italics. 
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I. Participants 
A. Addressor(s) (i.e. speaker or author) 
- institutional 
- profession: EPA, acting for the applicant/inventor; sometimes inventor herself 
B. Addressees 
- European Patent Office (EPO) 
II. Relations among participants 
- Interactivity in the office construing patent 
- The examiner’s power to accept or reject application, applicant’s possible 
appeal, (opposition proceedings EPO but different examiners as in filing) 
- Usually no personal relationship 
- Shared specialist knowledge 
III. Channel 
A. Mode: writing (application, appeal) / speech (opposition proceedings, oral 
proceedings) (the latter non applicable in this case) 
B. Specific Medium: 
- Permanent: printed / electronic application / fax 
- Transient speech: face-to-face / court hearing 
IV. Production circumstances: planned/ scripted/ revised and edited 
V. Setting 
A. Is the time and place of communication shared by participants? Yes and no 
B. Place of communication 
- Mail, fax, or in specific setting (oral proceedings in EPO in The 
Hague, Munich or Berlin) 
C. Time: contemporary 
VI. Communicative purposes 
A. General purposes: describe, exposit/ inform/ explain, persuade, how-to/ procedural 
B. Specific purposes: summarise information from numerous sources, describe 
methods, present new research findings 
C. Factuality: factual 
D. Expression of stance: epistemic? lack of stance markers? 
VII. Topic 
A. General topical ”domain”: any domain with a novel, non-obvious solution to a 
technical problem 
B. Specific topic: In this study “Electric communication technique” 
C. Social status of person being referred to: EPO official, patent examiner 
Table 3. Situational characteristics of European patent applications 
3.3. Patent application corpus 
The patent application corpus in this study was compiled of patent applications which 
were retrieved through an online patent database called PatBase (patbase.com) on the 
12th of September, 2012. The applications were retrieved by criteria of being filed in the 
European Patent Organisation (EPO) with publication date of the year 2011 and having 
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a priority in the UK7. By the priority criterion I aimed at getting applications mainly 
authored by native English-speakers, which can be assumed when the filings are first 
made in the UK. There is also different reasoning for the priority criterion: according to 
Bhatia (1993: 15), it is likely that “members of a particular professional or academic 
community […] structure a particular genre more or less the same way”. In addition to 
this, the priority criterion may make the data more consistent length-wise.8  
I chose the patent applications for the corpus from the main International Patent 
Classification (IPC) category H (“Electricity”), IPC class “Electric communication 
technique”. In this IPC class, yet another narrow subclass was chosen on the basis that it 
contained a suitable number of applications to be analysed. Thus there was no need to 
choose a desired number of applications in the data by any other criteria (cf. sub-section 
3.1 for choosing the criteria). The field of technology of the applications is not relevant 
to the genre features but is likely to affect the overall terminology, as well as some other 
features. This assumption is partially supported by Osenga’s (2012: 636-637) study 
which showed that in the main IPC categories claim lengths were alike with the sole 
exception of chemistry and metallurgy which had somewhat shorter claims due to 
chemical formulae. I shall consider effects of the technical terminology in the results 
and discussion chapters. 
The total number of applications retrieved by the previously mentioned criteria 
was 96. One of the applications did not have a description section in English at all, so it 
was omitted from the data. The final corpus thus consists of 95 patent applications. The 
file retrieved from PatBase had the applications in the three official languages of the 
EPO so the texts in German and French were omitted. I divided my patent application 
corpus in two sub-corpora: Descriptions and Claims. Each claims section as well as 
each description section was saved in a detached text file. The purpose of the division 
was to make it easier to study the two different kinds of text types in the applications.  
                                               
7 A priority in the UK means that the first application for the invention was filed with the Intellectual 
Property Office of the UK. For more information on priority, see e.g. (IPO PATENTS: Essential Reading 
2011:14; EPC 2010:Art.87&88) . 
8 In her study, Osenga (2012) noted that despite of having been harmonised over the years, some national 
patent systems have requirements that may result in different lengths of patent claims. To avoid this 
national or regional variation, she used a principle of choosing patents with first filing in the U.S.A. 
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The size of the corpus is 871 300 word tokens (running words)9. Although there 
are no special rules or instructions for the size of a specialised corpus, in this sense, my 
corpus may be compared for instance with the corpus of the English of Computing 
Science which has a million word tokens and around 27 000 different word types 
(Sinclair 2005: 1-16). According to Sinclair, the number of word types in a similar sized 
general corpus is more than double. Nevertheless, the size of my patent application 
corpus may well be regarded sufficient for a study at this level. 
The corpus of my study is not a balanced corpus in that it does not represent 
various technical fields. Nevertheless, as this corpus is a snapshot corpus of a relatively 
narrow field of technology, it aims at having “balance and representativeness within a 
given sampling frame” (McEnery & Hardie 2012: 8) (see also section 3.1). This corpus 
can be called a raw corpus which means it is not annotated or part-of-speech tagged like 
for instance the BNC. An unannotated corpus requires some more effort in the analysing 
phase than an annotated one would but with the help of a corpus tool or a concordancer 
it can be studied in depth, as well. 
3.4. Working with a corpus tool 
There are several commercial corpus tools for analysing corpora, as well as freeware 
programs. I first tried a freeware concordance program AntConc 3.2.4w (Laurence 
Anthony 2011) which is suitable for various operating systems. Eventually, I decided to 
acquire a licence for another concordance program, WordSmith Tools (version 6.0) 
(Mike Scott 2013), which has some more advanced features. There are also other corpus 
tools suitable for both smaller and larger scale corpus studies but I shall not discuss 
them further in this study. 
Keywords are words that stand out from the corpus in relation to general language 
(see e.g. Connor et al. 2007: 138; Scott 2013). Both terms “key word” and “keyword” 
are used interchangeably in corpus linguistics. In this study, I chose to use the latter 
form although WordSmith uses the former. 
                                               
9 Word tokens are all the words in the corpus whereas the concept of word type means the different 
words, possibly occurring several times in the corpus (Scott 2013; see e.g. Hunston 2002: 16-17). 
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Keyness is a term closely related to the term keyword, meaning the ratio of a word 
being key. WordSmith gives a value for keyness of the keywords. Positive values mean 
that the word is more common in the studied corpus than it is in the reference corpus 
and negative values that the word is less common. In generating keywords and keyness, 
the corpus tool uses either chi-square or log-likelihood method of counting the 
statistical significance. I chose to use log-likelihood which is the default option given by 
WordSmith.  
The first step when using WordSmith was to create a word list of the loaded files 
of a corpus. I created separate word lists for description sections and claims. WordSmith 
automatically counts the number of word tokens and word types in the selected corpus, 
as well as gives other statistical information. In statistics, in addition to for instance 
standard deviation, it gives type/token ratio, which means the ratio of reoccurring word 
types. A standardised type/token ratio (STTR) is also given. By default, STTR is 
computed for every 1000 words. This may be useful especially with texts that are not of 
equal size. WordSmith also concords, and searches for collocates and word clusters. 
Concordance shows the keyword in context (KWIC) (see e.g. Hunston 2002: 39). 
To see which words emanate from the corpus, I needed to create a keyword list. A 
“reference corpus contain[ing] the standard vocabulary of a language” is needed 
(Teubert & Čermáková 2004: 118) for creating a keyword list. One of the easily and 
affordably available reference corpora is the BNC Baby Corpus, which contains four 
million words as a cross-section of the British National Corpus. I chose it as the 
reference corpus for my study (see also Arinas Pellón and Sancho Guinda 2010: 4). The 
BNC Baby consists of four parts: academic, spoken demographic, newspaper and 
fictional prose. However, I decided to use only the academic texts of the BNC Baby as a 
reference corpus. My aim was to make it easier to see how patent genre differs from 
academic genres in general. This also appeared logical because patent applications are 
written by professionals who are used to academic discourse. 
I analysed the two sub-corpora, descriptions and claims, separately to be able to 
see differences between the clearly distinctive sections of patent applications. Further, I 
applied concord to see the keywords in context. I used concordance analysis for 
example to verify the word class of an ambiguous word. 
With WordSmith results can be saved in an Excel format. When analysing, I 
combined analysing with spreadsheet with WordSmith. 
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4. DETAILED DESCRIPTION OF THE STUDY 
4.1. Statistics 
With both description sections corpus and claims corpus, I started the analysis by 
creating keyword lists. WordSmith suggested a restriction in the number of keywords to 
be 500 words which seemed too few so I increased that to around 1800 words. This 
restriction allowed a considerable number of negative keywords being shown in the 
description corpus. Yet the keyword list in the claims corpus provided only 455 entries 
because it is notably smaller than the description corpus. 
In the following sections, I shall present results of the corpus analyses of the 
descriptions and claims corpora. I have emphasised the featured keywords in the 
examples. The source text files of the examples are shown in parentheses after the 
examples. 
The combined patent application corpus had 871 300 word tokens. The size of the 
descriptions corpus was 751 257 word tokens (running words) and the claims corpus 
120 043 word tokens. The number of word types in the description corpus was 10 489, 
in the claims corpus 2 724, and in the combined corpus 10 576. It is worth noting that 
WordSmith also counts the series of numbers or any word with a number in it as word 
tokens and types and shows them marked # in word lists and keyword lists. The 
standardised type/token ratio for the description corpus was 25.86 and for the claims 
corpus 14.13. 
The mean sentence length in the description corpus was 28.71 words, ranging 
18.88 to 48.28 words with standard deviation of 25.40. The mean sentence length in the 
claims corpus was 45.11, ranging from 20.88 to 129.33 with standard deviation of 
48.49.  
Table 4 shows that ten most frequent words in both corpora were almost the same. 
Most of them were function words, although is and be could be either lexical words or 
function words (primary auxiliary). One of the most frequent words in the claims corpus 
was wherein, which is an archaic word and can be either adverbial or conjunction. More 
results on archaic words will be presented in sub-section 4.3.4.  
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Desc the of a to in and is data for be 
Claims the a of to data in and wherein is claim 
Table 4. Ten most frequent words in the description and claims corpora 
The frequency of running words does not give as valuable information as the frequency 
of keywords does. In the following, I shall present results of the keyword analyses 
where description and claims corpora are compared with the reference corpus, in this 
case the academic texts of BNC Baby. 
As my corpora are unannotated, the keyword lists registered all word forms as 
different entries. This is practical in searching some patterns but may however show too 
small a frequency and keyness in some cases. I tried lemmatising the corpora with a free 
lemma list that can be downloaded with WordSmith. On the one hand, lemmatising with 
the lemma list joined too many word forms together, especially in the case of verbs. On 
the other hand, there were several word forms that the automatic lemmatising did not 
succeed to lemmatise, especially in the case of nouns, which seemed to be more genre-
dependent. Therefore I did some manual lemmatising to see the real frequency for a 
certain lemma: I connected the singular and plural forms as well as the very occasional 
and rare genitives of a particular noun as one lemma, and the present tense third person 
inflection forms to the basic form of a verb. After this I created new keyword lists for 
the lemmatised corpora. 
Table 5 shows a screenshot of the first 33 most key keywords in the description 
corpus and respectively, Table 6 shows a screenshot of the first 33 most key keywords 
in the claims corpus. In both description and claims corpus, data was the most key 
keyword, occurring in all but one of the description texts and in 79 claims texts. Data 
relates to the underlying field of technology, and is not characteristic of patent 
applications as such. The same applies to many other keywords both in this screenshot 
and in a larger framework. The keyness value can be found in the last column. The 
screenshot technique restricts the number of keywords shown here but I will discuss 
keywords in closer detail in the following sub-sections. 
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Table 5. A screenshot of the most key keywords in the description corpus in the order of keyness 
(keyword, its frequency, relative frequency, in how many texts, frequency and relative frequency in the 
reference corpus, keyness) 
From Table 6 we can see that after data, the most key keywords in the claims corpus 
differed somewhat from the keyword in the description corpus. There were fewer nouns 
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and notably more word types that did not seem so technology-specific. Several of them 
will be discussed in closer detail in the following sub-sections. 
 
Table 6. A screenshot of the most key keywords in the claims corpus in the order of keyness (keyword, its 
frequency, relative frequency, in how many texts, frequency and relative frequency in the reference 
corpus, keyness) 
29 
4.2. Main word classes and prevalent features 
4.2.1. Distribution of main word classes 
As my corpora were not annotated, I transferred the keyword lists into a spreadsheet and 
manually sorted the words into word classes. There was some ambiguity in several 
words which could fall into several categories (see e.g. Biber, Conrad & Leech 2002: 
24-25). After checking with source texts I relocated many words. Also, various forms of 
have and be were classified here as lexical verbs although many of them probably 
operate as primary auxiliaries (function words). This increases the amount of verbs in 
the distribution to some extent.  
In the following, Figure 3 shows the distribution of lexical word classes in the 
keywords in the description corpus. Respectively, Figure 4 shows the distribution of 
lexical word classes in the keywords in the claims corpus. The pie charts show that the 
number of nouns compared with other lexical word classes is great in both corpora. The 
distributions of lexical word classes in the studied patent application corpora are 
suggestive. 
Figure 5 shows the distribution of lexical word classes in the reference corpus, 
which in this case were the academic texts of BNC Baby Corpus. The distributions are 
not directly comparable because the distributions in the description and claims corpora 
are counted for keywords and not for all words like in the annotated reference corpus. It 
would have been practically impossible to categorise all word types of the unannotated 
corpora within the scope of this study. However, the word frequencies of the words that 
are not in the keyword lists are small and thus their effect on the final distribution would 
not have been considerable.  
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Figure 3. Distribution of lexical word classes in the keywords of the description corpus 
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Figure 4. Distribution of lexical word classes in the keywords of the claims corpus 
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Figure 5. Distribution of lexical word classes in the reference corpus (academic texts of BNC 
Baby Corpus) 
In the following sections, I shall present examples of the uses of the keywords. I have 
arranged the results partly according to word classes but it must be noted that some 
words belong to more than one word class. I shall however present examples of the 
keyword in question mainly gathered in one sub-section. 
4.2.2. Adjectives 
As was already shown previously in section 4.2, the corpora in this study revealed a 
smaller distribution in adjectives when compared to the reference corpus. There were 
more adjectives than adverbs in the corpora but their classification into main word 
classes was slightly more ambiguous. I also omitted some of the adjectives that clearly 
relate to the underlying technology from closer inspection but yet analysed those 
technical adjectives that seemed to be constructed according to a particular derivational 
pattern. 
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Present was the most key and most frequent adjective in the description corpus. In 
the claims corpus, the two most key and most frequent adjectives were said10 and least. 
The rest of the key adjectives were relatively alike in description and claims corpora but 
there were fewer adjectives used in the claims corpora, along to the distribution of main 
word classes already shown in section 4.2. Least was used almost only in the fixed 
expression at least and only in a few cases as part of a comparative construction.  
The following examples illustrate the typical use of present. It was most often 
used in the expression “the present invention” where it functioned as a determiner. 
(1) The present invention is applicable to all forms of timeslot divided data 
transmission […] (desc9.txt) 
(2) According to a first aspect of the present invention there is provided a method of 
transmitting data […] (desc83.txt) 
(3) The criteria for choosing a suitable value of n are the probability that the unique 
word is present but is not detected and the probability that the unique word is 
detected but is not actually present, for any random sequence of symbols. 
(desc1.txt) 
In this study, there were notably many key adjectives with the suffix -al, which is also 
the most common derivational suffix in the academic register and in the whole LSWE 
corpus (Biber et al. 1999: 531). However, there were considerably more adjectives with 
-al among the negative keywords which means that they were less frequent in the patent 
corpora than in the reference corpus. 
Many of the adjectives with the suffix -al were related to the underlying 
technology of the invention. The following examples illustrate the use of derivational 
al-adjectives. 
(4) […] and has two additional optional data fields specifying different QoS 
parameters […] (desc22.txt) 
(5) […] a plurality of peripheral devices, such as sensor devices 606 and counter 
devices 605 […] (desc57.txt) 
(6) A method of processing digital samples from a signal received from a transmitter 
[…] (claim76.txt) 
                                               
10 I chose to categorise the word said in its attributive use as an adjective similarly to, for instance the 
OED (Oxford English Dictionary 2012). However, the use of said shall be illustrated in section 4.3.4 in 
connection with archaisms. 
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There were also some adjectives with suffixes -ive and -ent. Of these, respective was 
among the most key and most frequent adjectives. 
(7) The aggregate radiation propagates to its respective receiver unit 40 that then 
decodes the aggregate data to provide payload data to its associated receiving 
client. (desc20.txt) 
(8) […] receiving a request message from a user over a first communications channel, 
the message containing information indicative of at least one property of an entity 
in which the user is interested […] (desc7.txt) 
(9) […] the analysing step comprises statistically analysing the respective 
measurement values for the plurality of training analogue data sets […] 
(desc27.txt) 
One of the patterns that clearly emerged among the adjectives in the corpora of this 
study was derivation of adjectives with the suffix -able. This is a pattern that for 
instance LSGWE does not recognise at all. The frequency of adjectives with the suffix 
-able in both corpora together was a little smaller than that of adjectives with the suffix 
-al but nevertheless greater than those of other suffixes. Table 7 shows the frequency 
and keyness of key adjectives with the suffix -able in the description and claims 
corpora. 
Desc. corpus Claim corpus Key adjective 
suffix -able Freq. Keyness Freq. Keyness 
operable 182 312.69 200 901.47 
suitable 230 115.51   
executable 59 101.36 26 117.16 
movable 43 65.43   
capable 138 54.13 27 24.73 
configurable 24 41.23   
applicable 85 37.07   
addressable 20 34.36   
available 417 34.28   
correctable 19 32.64   
programmable 19 32.64 8 36.05 
readable 22 26.23 9 30.57 
scalable 15 25.77   
Table 7. The frequency and keyness of key adjectives with the suffix -able in description and claims 
corpora 
The following examples illustrate the use of adjectives with the suffix -able. 
(10) It is envisaged that such a decoder would be particularly suitable for use with 
DVB-T receivers and receivers intended for operation in similar systems. 
(desc34.txt) 
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(11) […] iii) in the second computer, wrapping or encrypting the data file within an 
executable file adapted to unwrap or decrypt the data file only upon activation by a 
unique key code; iv) assigning a unique identification string to the executable file 
in the second computer, the unique identification string being further associated in 
the second computer […] (claim33.txt) 
(12) The first terminal may be configurable to automatically transmit a request for the 
data set on receiving the address of the data set. (desc4.txt) 
Furthermore, the following example of a claim with the adjective operable shows how 
the adjective is used as one device to arrange a long claim with many subsequent 
features in one sentence only. 
(13) Information processing apparatus for processing data defining interactions between 
a set of elements, said apparatus comprising: 
a data store (10) operable to store data defining interactions between a set of 
elements in the form of network data defining a network comprising a plurality of 
nodes and a plurality of links between said nodes; 
a generator operable to generate data defining a plurality of groups of nodes 
defined by data stored in said data store (10); 
an assessment module (29) operable to associate each group of nodes defined by 
data generated by said generator with one or more values indicative of the extent to 
which removal of said groups of nodes identified by data generated by said 
generator affects the structural integrity of the network defined by said data stored 
in said data store (10); 
a group identifier operable to identify groups of nodes associated with values by 
said assessment module above a threshold value; and 
an output module (18) operable to output data (4) identifying groups of elements 
(102-105) corresponding to groups of nodes identified by said group identifier. 
(claim16.txt) 
The largest distinct group of words functioning as adjectives was however based on 
ed-participles. Distinguishing ed-participles as well as ing-participles from verb forms 
that are either past participle or progressive participles, is relatively time consuming in 
an unannotated corpus and sometimes difficult, as well. The use participles shall be 
presented in sub-section 4.3.1. 
4.2.3. Adverbs 
Adverbs made up the smallest group of lexical words in the keywords of this study. 
However, it must be noted that the word classes of many words are not fixed. For 
instance the second most key keyword in the claims corpus, wherein, is classified both 
as an adverb and a conjunction (see e.g. Merriam-Webster online dictionary). The use 
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of wherein shall be presented in sub-section 4.3.4 in connection with archaisms along 
with examples of the use of other archaic adverbs also present in the following table. 
Table 8 shows the most key adverbs in the description and claims corpora. The 
description sections used a wider selection of adverbs in addition to the ones the claims 
use. 
Description corpus Claims corpus 
Key adverb Freq. Keyness Freq. Keyness Key adverb 
according 1076 893.96 1109 3838.43 according 
preferably 483 796.73    
herein 223 383.13 13 58.58 herein 
typically 301 248.76    
further 830 206.71 414 707.71 further 
alternatively 210 192.91    
schematically 142 165.18    
advantageously 78 134.00    
optionally 68 116.82    
additionally 85 100.30    
respectively 212 89.04    
then 1478 84.41    
thereof 64 83.93    
dynamically 54 83.88    
correctly 75 55.16    
suitably 48 54.85    
accordingly 148 52.10    
hereinafter 29 49.82    
substantially 91 49.01 57 145.90 substantially 
furthermore 149 46.79    
thereby 129 42.65    
therein 31 36.27    
thus 736 32.84    
thereto 22 30.67 10 38.58 thereto 
efficiently 39 28.43    
individually 40 27.66    
off 220 26.78    
simultaneously 69 26.48    
underwater 22 26.23    
thereat 15 25.77    
previously 140 25.35    
   1820 8146.22 wherein 
   26 42.60 whereby 
   7 31.54 conditionally 
   7 31.54 operably 
   9 27.72 differentially 
Table 8. The most key adverbs in the description and claims corpora 
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The usage of most key adverbs in description and claims corpora is illustrated in the 
following examples. According was most key both in the claims and in the description 
corpus if wherein is not taken into account. It was almost always used in the 
prepositional phrase according to. In the description corpus it was usually used to 
introduce an embodiment, aspect or a feature of the invention. In the claims corpus 
according to was used to refer to other claims. 
(14) According to a first aspect of the present invention there is provided an encoding 
method for encoding […] (desc32.txt) 
(15) Apparatus according to any one of claims 9 to 12, wherein said decoder (FD) is 
arranged to decode the signal using […] (claim1.txt) 
Further as an adverb was used in a manner similar to its conventional use in academic 
texts but it was also used as an adjective. Example (16) illustrates its use as an adjective. 
(16) Figure 7 is a flow diagram showing the operation of the present invention in a 
further embodiment; […] (desc93.txt)  
(17) The system of claim 11 further comprising a buffer having an output in 
communication. (claim88.txt) 
(18) Preferably, the method further comprises, in the relay station, categorising the 
detected second portions of the received packets, and in said combining step 
forming a new packet for each category. (desc63.txt)  
As could be seen from the table above, a substantial amount of the key adverbs in the 
description corpus are derived with the suffix -ly. However, the proportion of -ly forms 
was around 20 % of all key adverbs whereas in academic prose in LSWE it is around 
55 % (Biber et al. 1999: 540). In the following, I shall present some examples 
illustrating the use of adverbs with the suffix -ly. 
(19) These interference effects, referred to as cochannel interference and adjacent 
channel interference respectively, can greatly reduce the capacity of a cellular 
system. (desc46.txt) 
(20) Optionally other controllers and estimators as described above may estimate one 
or more further parameters. (desc94.txt) 
(21) Accordingly, an aspect of the present invention is to ameliorate the problems with 
the prior art systems. (desc90.txt) 
(22) Figure 40 schematically illustrates a data structure of an auxiliary data frame; […] 
(desc30.txt) 
(23) A method substantially as herein described with reference to Figures 6a and 6b of 
the accompanying drawings. (claim36.txt) 
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In nearly half of the 483 entries with preferably, it was the first word of the sentence, as 
can be seen from example (18). In the rest of the entries with preferably, its most 
common preceding collocates were the verb be (either in form of is or are), the 
conjunction and and premodifiers most and more. In the latter cases, preferably was 
considered a comparable concept as can be seen from examples below. 
(24) The value of m/n is preferably at least 31, and preferably at least 63 and even 
more preferably at least 127. (desc6.txt)  
(25) The non-operating-system functionality is preferably implemented by software, 
most preferably by software running on the data processing system. (desc54.txt) 
(26) In some embodiments, the signal comprises samples ordered in time and the time 
delay before which an encoded signal can be decoded does not exceed n sample 
periods, where preferably n = 32, more preferably n = 20, still more preferably 
n = 12, and most preferably n = 8. (desc79.txt)  
(27) Advantageously, the communications network is operable such that the second 
power level is at least substantially 2 dB lower than the first power level. 
(desc92.txt)  
The use of advantageously in sentences like in example (27) above resembled the use of 
preferably with the exception of not having premodifiers. The former was clearly less 
key and less frequent than the latter. 
4.2.4. Nouns 
As nouns form the largest group of the keywords in this study, I had to approach them 
from a wider perspective than just looking at individual words. Table 9 presents twenty 
most key nouns in the description corpus in the order of keyness. In the table, N denotes 
the serial number given by WordSmith keyword list. In the first place in the keyword 
list were unidentified items, marked with # by WordSmith, as was already shown in 
section 4.1. Nearly all of the twenty most keywords in the description corpus were 
nouns. 
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Description corpus 
N Keyword Freq. Keyness 
2 data 9 988 12 431.39 
3 bit 4 061 6 583.03 
4 channel 3 608 6 030.18 
5 signal 3 557 5 832.24 
6 figure 4 018 5 267.35 
7 packet 2 845 4 876.89 
8 transmission 2 838 4 597.49 
9 network 2 749 4 082.03 
10 invention 2 263 3 814.97 
11 node 2 075 3 442.75 
12 embodiment 2 025 3 417.38 
13 symbol 2 020 3 295.44 
14 frame 1 891 3 012.20 
15 station 1 663 2 576.77 
16 rate 2 227 2 483.95 
17 communication 1 745 2 478.69 
18 receiver 1 365 2 296.12 
19 block 1 584 2 184.46 
20 code 1 387 2 051.42 
23 user 1 711 2 002.10 
Table 9. Twenty most key nouns in the description corpus in the order of keyness (N = serial number) 
Table 10 shows twenty most key nouns in the claims corpus in the order of keyness. 
From the serial numbers we can see that data was more key and more frequent in the 
claims corpus than any ostensibly random series of numbers. In this corpus, those series 
marked with # were in the fifth place in keyness. When looking at the serial numbers, 
the following table may create a false impression that claims were less packed with 
nouns than the description sections but actually the distribution of nouns among the 
keywords was larger in the claims corpus. 
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Claims corpus 
N Keyword Freq. Keyness 
1 data 2 623 8 338.46 
2 claim 2 113 8 307.91 
6 method 1 442 4 786.73 
8 signal 769 3 239.59 
10 apparatus 726 3 109.63 
11 packet 676 3 034.56 
13 channel 696 2 997.57 
15 transmission 671 2 797.94 
17 station 571 2 332.17 
18 bit 576 2 310.60 
19 communication 605 2 290.21 
22 node 455 1 949.99 
23 network 503 1 816.03 
26 means 633 1 395.25 
28 value 516 1 321.80 
29 user 427 1 258.94 
34 set 488 1 010.19 
35 symbol 246 986.66 
36 step 338 976.73 
38 device 290 933.07 
39 stream 223 931.04 
Table 10. Twenty most key nouns in the claims corpus in the order of keyness (N = serial number) 
One of the features that rose from both corpora was nominalisation. Two main 
derivational patterns emerged among the key nouns. The largest group consisted of 
nouns derived with suffix -tion or -sion11. The proportion of them of the derivational 
nouns was around half. In academic prose, the proportion of nominalisations with the 
suffix -tion/-sion is 68 % (Biber, Conrad & Reppen 1998: 63). Other common 
derivational suffixes of nouns in this study were -er and -or which made up the second 
largest group of nouns. There were also substantially smaller groups of nouns with 
suffixes -ity and -ment.  
                                               
11 I took inflection into consideration, which in this study occurred for instance in the noun transmission, 
derived from the verb transmit. 
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Key nouns with a suffix -tion or -sion are presented in Appendix 3 (p. 78) because 
of the great number of them. Almost all key nouns with suffixes -tion and -sion related 
to the technology of the applications in a varying degree. In this study the most key of 
them in both corpora was transmission. 
Invention was the second most key noun in this category in the description corpus 
but it was not at all key in the claims corpus and in fact occurred there only once. There 
are several references to “the present invention” in the description sections both in the 
body text and in the headlines.  
(28) Summary of the Invention 
[0003] In a first aspect, the present invention provides a method of grouping 
communication sessions […] (desc93.txt) 
Nouns with suffixes -er and -or are presented in Appendix 4 (p. 80). Similarly to the 
nouns above, most of these nouns related to the field of technology. There were some 
more conventional ones but also some less widely known or such derivations that are 
not known even in most dictionaries. Interleaver, puncturer, demultiplexer, quantiser 
and packetiser are examples of the unconventional ones. 
The examples below illustrate the use of examples (31) and (32) also show how 
prefix de- is used to form even more new nouns. 
(29)  […] and may also include an identifier identifying in which component of the 
system the software is to be installed, and when the software is to be installed. 
(desc29.txt)  
(30) […] a symbol interleaver is provided in order to interleave input data symbols as 
these symbols are mapped onto the sub-carrier signals of an OFDM symbol. Such 
a symbol interleaver comprises an interleaver memory and an address 
generator. The interleaver is arranged to read-into the interleaver memory the 
data symbols for mapping onto the OFDM sub-carrier signals, and to read-out of 
the memory the data symbols for the OFDM sub-carriers, the read-out being in a 
different order than the read-in, the order being determined from a set of addresses, 
which are generated by the address generator. (desc86.txt) 
(31) Note that neither the scrambler nor the descrambler imposes a delay upon the 
signal. (desc30.txt)  
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(32) The system 10 further comprises inline amplifiers 16, a multiplexer 18 and a 
demultiplexer 20. (desc19.txt)12  
Nominalisation was also present in form of multiple nouns premodifying a head noun. 
The following example illustrates this phenomenon as well as the use of nouns in 
general.  
(33) User equipment for communicating data in a communications system 
comprising a set of user equipment; comprising:  
a transceiver arranged to receive a first data packet over a communications data 
channel and an associated second data packet over a b, wherein the second data 
packet comprises a first identifier arranged to identify a subset of the set of user 
equipment and either of the first data packet or the second data packet comprise 
a second identifier arranged to identify at least one of the subset of user 
equipment and a processor arranged to determine from the second data packet 
first identifier if the said user equipment is one of the said subset of user 
equipment and from the second identifier if the said user equipment is said the at 
least one of the subset of user equipment, wherein the processor is further 
arranged to decode the first data packet if the processor determines the said user 
equipment is one of the said subset of user equipment and is the said at least one 
of the subset of user equipment. (claim55.txt) 
In the example (33) above there are nouns as premodifiers in word combinations such 
as sub-carrier signals, interleaver memory and address generator. There were also 
wordier nominal premodifiers in both corpora containing as many as three other nouns 
modifying the head noun, as well as other premodifiers, as can be seen from the 
examples below. However, while the clusters in example (35) seem very long and 
wordy, it must also be noted that they are established concepts in the field of 
telecommunications and often used by their acronyms. 
(34) According to a first aspect of the present invention there is provided a data 
processing system comprising a central processing unit and a split network 
interface functionality, the split network interface functionality comprising: a 
first sub-unit collocated with the central processing unit and configured to at least 
partially form a series of network data packets for transmission to a network 
endpoint by generating data link layer information for each of those packets; and 
a second sub-unit external to the central processing unit and coupled to the central 
processing unit via an interconnect, the second sub-unit being configured to 
physically signal the series of network data packets over a network. (desc84.txt)  
                                               
12 The numbers in this example refer to corresponding features in the figures attached to the description. 
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(35) User equipment as claimed in claims 30 to 31, wherein the channel is a high speed 
downlink shared communications channel within a high speed downlink 
packet access system. (claim55.txt)  
Plurality was the most key of the nouns formed with the suffix -ity in both corpora. 
Another interesting ity-noun was functionality which was clearly key despite its sparse 
occurrences. The use of these two nouns is illustrated in the following examples. 
(36) A method according to claim 43, wherein the number generation process comprises 
identifying a plurality of features within the analogue data set, the plurality of 
features being identified by one or more of the set of measurements satisfying 
respective conditions. (claim27.txt) 
(37) Additionally, it is desirable to provide additional functionality, for example error 
monitoring functionality that is 15 integrated within the transceiver module […] 
Fig. 8 is an example of an IC for providing dual eye opening functionality to a 
transceiver data path with a serial connection to a host […] (desc35.txt) 
Embodiment was the most key noun formed with the suffix -ment in the description 
corpus. It was used to refer to embodiments of the invention, and thus similarly to the 
noun invention, it was not key and not even present in the claims corpus. 
4.2.5. Verbs  
In studying verbs, I started by handling lexical verbs and auxiliaries separately. Over 
half of all main verbs in the description corpus were in either ing-participle or 
ed-participle forms. It must be noted that the possible auxiliaries sometimes functioned 
as main verbs, as well. For instance is13 functioned as a main verb in around one third of 
its over 14 000 instances in the description corpus. Other positive key auxiliaries in the 
description corpus were having, being and may, of which may had as many as 4 267 
occurrences (keyness 1 073.58). In the claims corpus, all auxiliaries were negative 
keywords. 
Table 11 presents the most key lexical verbs in their basic form in the description 
corpus in the order of keyness. Many of them are technology-specific.  
                                               
13 When lemmatising, I did not join any of the various forms of the verb be but I did join first and third 
person present tense forms of all other verbs. 
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 Desc.corpus Claims corpus 
Keyword Freq. Keyness Freq. Keyness 
comprise 833 1 334.00 465 2 002.05 
transmit 748 1 239.97 132 559.70 
receive 728 884.75 148 425.94 
provide 1 159 721.23   
include 804 546.64 136 183.85 
generate 440 491.63 78 193.00 
illustrate 451 452.73   
send 303 401.74   
allow 503 352.50   
decode 190 326.43 30 135.18 
determine 395 232.52 80 109.53 
show 561 207.78   
perform 265 205.99 37 49.63 
relate 239 199.47   
correspond 190 199.41 31 68.25 
indicate 359 180.20 49 35.94 
communicate 149 179.79 24 63.06 
contain 321 176.68   
Table 11. The most key basic form lexical verbs in the description and claims corpora in the order of 
keyness 
The following examples illustrate the use of those lexical verbs that are considered 
typical of patent applications. 
(38) Examples of specific applications for the invention include a hand-off internet 
radio system, short range video streaming, position finding and tracking, 
WiFi/Bluetooth range extension and general alarm communications. (desc77.txt) 
(39) For example, there is the possibility that the bits selected for puncturing bits 
provide information concerning the same or adjacent bits in the digital input. 
(desc31.txt) 
(40) The channel estimation unit may determine the quality of the signal received at the 
destination terminal by information provided by the destination terminal 112. 
(desc69.txt) 
(41) It is possible to perform the mapping such that systematic-parity bit pairs (a pair 
consisting of one systematic bit and one parity bit) are assigned consecutively to 
odd indexed physical channels and even indexed physical channels. (desc13.txt) 
(42) It is also possible that the returned channel identifier could relate to one or more 
channels on which finer grained event announcements than the property requested 
by the client are made. (desc7.txt) 
(43) The bit error rate may relate to the bit error rate following forward error correcting 
decoding […] (desc53.txt) 
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(44) It should, however, be remembered that an order of magnitude in raw error rate can 
correspond to a fraction of a dB in signal to noise ratio; this means that it is 
necessary to ensure that the magnitude of the leeway is as large as possible. 
(desc19.txt) 
(45) Thus, Figures 31A through 35 indicate that good performance can be obtained 
using an 8.5Gb/s CDR bypass in a lOG XFP transceiver. (desc35.txt) 
Comprise, contain and consist (of) are verbs that commonly occur in patent 
applications. Comprise in its basic form was most key in both corpora and comprising 
in the claims corpus. Containing was key (74.98) in the claims corpus but not among 
the twenty most key ing-form lexical verbs.  
(46) The method may further comprise the step of transmitting from the user equipment 
a feedback message. (desc55.txt)  
(47) A method for signalling in an RFID network comprising active transponders and 
networked reader units deployed to receive communications from said 
transponders, the method comprising: employing amplitude shift keying to encode 
data based on transitions between a high and a low signal according to a scheme in 
which respective ones of a plurality of bit combinations of binary numbers are 
transmitted as different predetermined delays between signal transitions. 
(claim57.txt) 
(48) The dedicated channel may also contain information about modulation and coding 
schemes, power levels and similar parameters used for the shared channels. 
(desc3.txt) 
As discussed earlier, the basic form and ing-participle of the lexical words were treated 
separately in this study due to minimal lemmatising. Lexical verbs occurred in ing- and 
ed-form around half of all their occurrences. Table 12 presents twenty most key 
ing-form lexical verbs in the description and claims corpora. Ed-form verbs shall be 
discussed in sub-section 4.3.1. 
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Desc. corpus Claims corpus Keyword 
Freq. Keyness Freq. Keyness 
Keyword 
coding 845 1317.50    
transmitting 701 1159.69 318 1391.45 transmitting 
receiving 847 1153.56 371 1401.80 receiving 
processing 925 920.92 228 573.29 processing 
encoding 533 891.72 200 879.47 encoding 
decoding 509 874.62 154 694.08 decoding 
scheduling 493 813.79 53 216.10 scheduling 
comprising 530 777.95 733 3148.20 comprising 
corresponding 681 667.85 200 532.02 corresponding 
signalling 436 664.44    
using 1162 555.12    
mapping 325 479.49 57 202.61 mapping 
interleaving 268 460.46 47 211.79 interleaving 
routing 188 323.00 58 261.37 routing 
slicing 175 300.66 45 202.78 slicing 
puncturing 181 299.67    
operating 308 273.11    
correcting 158 252.15    
referring 253 251.02    
illustrating 176 250.67    
   145 408.06 determining 
   104 356.87 timing 
   75 260.21 selecting 
   89 254.52 applying 
   64 235.88 detecting 
   111 234.36 providing 
   86 232.88 identifying 
   153 216.65 including 
Table 12. Twenty most key ing-form verbs in the description and claims corpora 
Especially in the claims corpus verbs were mainly in ing-form. 
(49) A receiver for receiving and demodulating a signal comprising a series of 
symbols having more than two modulation states, in which the impulse responses 
of the individual symbols extend over adjacent symbols, containing a symbol 
detector in which the identification of each symbol is made by measuring its shape 
from samples taken along its length, comprising wherein an estimation and 
correction loop having means for making an initial estimation of the values of a 
plurality of consecutive symbols, error estimation means for determining error 
values for a sequence of the estimated initial values of the symbols and for 
sequences in which one or more of the values are replaced by alternative values, 
means for identifying the sequence of such values that minimises the total 
estimated error, and means for outputting the sequence so identified. (claim47.txt) 
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Consist was not key in the description corpus when compared to the academic reference 
corpus but yet there were 68 occurrences of it (two thirds of which were consists). 
However, the ing-participle form consisting was key (27.13) in the claims corpus but 
not key in the description corpus. In the following example, the verbs both in basic form 
and ing-form are emphasised. 
(50) A method of interleaving or de-interleaving a stream of data consisting of 
successive data blocks of Nr x Nc data elements, where Nr is an integer and Nc is a 
variable using a memory having M serially-numbered logical memory locations 0 
to M -1, comprising: receiving an input data stream of input data elements; 
writing to the memory using a write-address generator coupled to the memory to 
address the memory locations of the memory to write data elements received in 
the data stream at the input to memory locations in the memory; reading from the 
memory using a read-address generator coupled to the memory to address the 
memory locations of the memory to read data elements from the memory locations 
in the memory; and providing an output of the output data elements from memory 
locations read from the memory to form an output data stream; in which for a 
given block of data the read-address generator and write-address generator 
generate the addresses of memory locations as functions of at least an increment 
value which itself is a function of an increment value used for a previous block 
multiplied by a dimension used for interleaving or de-interleaving the previous 
block. (claim80.txt) 
The verb be was particularly problematic in terms of categorising linguistic structures. 
Be appeared most often as an auxiliary in connection with ed-participles in structures 
which looked like a passive construction. However, closer inspection showed that in 
many cases they would not have been considered passive but more like adjectival 
participles or participial adjectives. I shall discuss participial structures separated from 
the word class classification in the following, in sub-section 4.3.1. 
4.3. Other prevalent features 
4.3.1. Participles 
The corpora in this study provided a greater number of participial forms than I had 
anticipated. Classifying them required a close inspection of the context of each word 
and yet it was sometimes difficult. The difficulties lead me to search for more 
information to understand participles. 
There are various angles to approaching participles. The difference between past 
participle and adjectival participle perspectives can be understood for instance through 
the definition in A Comprehensive Grammar of the English Language (Quirk et al. 
1989: 415): “[…] the participle interpretation focuses on the process, while the adjective 
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interpretation focuses on the state resulting from the process“. This distinction has been 
discussed recently by a couple of researchers whose views I investigated (see Embick 
2004: 355-357; Kratzer 2000; 2004; McIntyre 2013; Sleeman 2011: 1569-1587). In 
several of the studies, the interpretations presented by Quirk et al. seem to be called 
eventive and resultative participles. I shall use the terms “passive participle” and 
“adjectival participle”. 
Adjectival participles can also be approached through their functioning as clause 
elements. They can be found both in attributive and predicative positions, although 
according to Biber et al. (1999: 530) they are far more often used as attributives. 
In this sub-section, I shall first present the most obvious adjectival participles that 
functioned as attributives. After that I shall discuss the role of participles functioning as 
predicatives. I shall also present some examples of passive participles. 
In both corpora, ing-participles were clearly less commonly used as attributives 
than ed-participles. Table 13 shows the most key ing-participles as attributives in the 
description and claims corpora.  
Desc. corpus Claims corpus  
ing-participle Freq. Keyness Freq. Keyness 
preceding   282 1 019.22 
accompanying 90 85.02 16 32.48 
remaining 165 77.03   
pending 27 24.16   
Table 13. The most key ing-participles as attributives in the description and claims corpora 
The following examples illustrate the use of ing-participles as attributives. 
(51) Rather, the scope of the present invention is limited only by the accompanying 
claims. (desc53.txt) 
(52) Preferably, the receiving apparatus of the base station is as described in 
co-pending United Kingdom patent application number […] (desc39.txt) 
(53) The second part would then be the remaining portion of the timeslot after the first 
part. (desc9.txt) 
(54) A method according to any preceding claim, wherein the sample is vector-valued 
[…] (claim79.txt) 
Table 14 shows the most key ed-participles. These were classified as adjectives because 
they practically only functioned as such. They were mostly found in attributive 
positions but some could also occur in predicative positions. 
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Desc. corpus Claims corpus Key adjectival 
ed-participle Freq. Keyness Freq. Keyness 
predetermined 460 711.33 253 1 064.09 
fixed 283 205.43   
dedicated 164 191.40   
skilled 126 72.15   
predefined 43 65.43   
wired 27 38.86   
said 412 34.08 1545 5 183.74 
received   351 1 040.42 
adapted   115 322.66 
coded   64 235.88 
specified   25 24.97 
modified   26 24.10 
Table 14. The most key ed-participles as attributives in the description and claims corpora 
The most frequent and most key attributive adjectival participle in both corpora was 
predetermined. Alternatively, skilled and wired did not occur once in the claims corpus, 
the former of which I shall discuss further in connection with fixed expressions. The 
other participles functioning as attributives were keywords only in either of the corpora. 
The following examples illustrate the use of some adjectival participles as 
attributives. All of the emphasised participles in examples (55) and (56) are not key in 
either of the corpora but are highlighted to exemplify the use of ed-participles in 
general. Some of these participles are such that they also functioned as past participles 
in the corpora of this study. 
(55) Thus where each transmitted timeslot includes a predetermined marker signal 
portion, e.g. training sequence, at a predetermined relative position within the 
timeslot, whereby the start and finish of the timeslot may be identified, the receiver 
can identify the timing position by searching for the predetermined marker signal 
portion in the received signal by comparing, e.g. checking the correlation of, the 
captured portion of the received signal with a stored reference copy of the 
predetermined marker signal portion at each of the set of predetermined timing 
offsets with respect to the selected start relative timing position in the captured 
portion of the received signal, to find the timing offset giving the best match. 
(desc9.txt)  
(56) Thus if elements of the fixed network equipment are upgraded to support 
additional text encoding formats before all remote units have been upgraded, the 
non-upgraded remote units cannot decode (all) text characters received and will as 
a result display garbled text. (desc41.txt)  
(57) […] the first station further comprising means (150) for applying a signal reliability 
criterion to the received acknowledgements when determining whether to 
retransmit the first data packet or to transmit the second data packet, wherein 
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applying the signal reliability criterion comprises summing indications of 
reliability of received acknowledgements of the same type […] (claim37.txt) 
In the following examples, the supposedly adjectival participles that appear to be 
functioning in a predicative position are emphasised. The copular verb in the predicative 
structure was nearly always be. There were a couple of occurrences where the copula 
was become. 
(58) The bitmap may indicate a resource block group that is allocated to the scheduled 
User Equipment, in a case that the resource allocation type is the group scheduling 
type. (desc75.txt) 
(59) The benefits, advantages, solutions to problems, and any element(s) that may cause 
any benefit, advantage, or solution to occur or become more pronounced are not 
to be construed as a critical, required, or essential features or elements of any or 
all the claims. The invention is defined solely by the appended claims including 
any amendments made during the pendency of this application and all equivalents 
of those claims as issued. (desc85.txt) 
(60) A typical IP header which is appended to the voice packet is about 20 bytes long. 
(desc22.txt) 
(61) A target identifier 12 is provided which is arranged to process the network data 
stored within the input store 10 to identify critical proteins and protein interactions 
having high importance for the integrity of the proteome. (desc16.txt)  
(62) For example, the selecting means may be arranged to compare, for each 
transmission beam, a measure of the quality of that beam (derived from the 
feedback signal) with a threshold value, and to select those transmission beams 
with a quality measure above the threshold. (desc39.txt) 
(63) Each of the data streams is assigned to at least one of the zones. (desc90.txt) 
(64) There is overlap of adjacent coverage areas 21, and the area network is configured 
such that one client device 25 can roam and move to an adjacent coverage area 21 
without being disconnected from the area network. (desc5.txt) 
(65) It is preferred that no bit from any coarse codeword is placed in a touchup bit 
position that has been established in relation to a touchup word that corresponds to 
the coarse codeword. (desc79.txt) 
(66) In the invention, the router and link are "isolated" in a configuration, when, as 
described above, no traffic routed according to this configuration is routed 
through the router or link. (desc56.txt) 
In example (67) coincided is one of the very sparse simple past tense forms that was 
found in the corpora of this study. In this sentence, retransmitted is an adjectival 
participle functioning as an attributive and reduced and eliminated are adjectival 
participles functioning as predicatives. 
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(67) By reordering the data in the retransmitted data blocks prior to retransmission, the 
likelihood that a portion of data that coincided with a transmission gap in the initial 
transmission of a data block also coincides with a transmission gap during 
retransmission of that block is reduced or eliminated. (desc50.txt) 
Alternatively, the construction is provided can usually be regarded a passive participle 
and thus a verbal construction. The following example and example (61) above 
illustrate this. 
(68) According to a fourteenth aspect of the present invention, there is provided a 
method of quantising a signal sample in dependence on whether a sign bit is 
forced, the method comprising […] (desc79.txt) 
Participles shall be discussed further in the following chapter. Because of their 
equivocal nature, they have to be considered with reference to the EPC and Guidelines 
for Examination. 
4.3.2. Determiners 
In this study, the distribution of determiners varied considerably between the 
description corpus and the claims corpus. In the description sections, the use of definite 
and indefinite articles resembled their uses in academic prose (Biber et al. 1999: 267). 
However, in the claims corpus the proportion of definite and indefinite articles proved 
to be reverse to that of the description corpus.  
Demonstrative and possessive determiners were negative key or absent. For 
instance this was very negative key. Actually, in both corpora nearly all pronouns were 
negative keywords, with the exceptions of any and each. However, the adjective present 
(discussed in sub-section 4.2.2) was used similarly to this in expressions “the present 
invention”. Table 15 presents determiners in the description and claims corpora in the 
order of their keyness in the claims corpus.  
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Desc. corpus Claims corpus Keyword 
Freq. Keyness Freq. Keyness 
second 2 014 1 481.45 1 086 3 012.56 
first 2 632 1 155.13 1 321 2 814.97 
a 23 657 1 347.18 5 788 2 363.73 
any   767 946.63 
each 2439 1 262.08 573 799.43 
third 413 111.58 142 186.28 
an 4 902 374.87 798 107.81 
the 65 211 2 043.76 9 377 149.03 
fourth 141 79.31 26 31.23 
certain 196 -30.28 17 -26.73 
Table 15. Determiners in the description and claims corpora in the order of keyness in the claims corpus 
Ordinal numerals first and second were remarkably key and frequent in both corpora. 
Also third and fourth were key but not to the same extent. The indefinite article a was 
used in around one fourth to one third of the cases with ordinal numerals. The following 
examples illustrate the use of ordinal numerals and some other determiners.  
(69) A method of communicating data packets from a first station (100) to a node 
apparatus (400), the node apparatus (400) being coupled to a plurality of second 
stations (200), the method comprising:  
- transmitting a first data packet from the first station (100); 
- receiving the transmitted first data packet at a plurality of second stations 
(200); 
- evaluating whether the first data packet has been received successfully at 
each of the second stations (200) according to a first criterion; 
- transmitting at least one of:  
a positive acknowledgement from each of the second stations (200) at 
which the first data packet is received successfully; and a negative 
acknowledgement from each of the second stations (200) at which the 
first data packet is not received successfully; 
- receiving the acknowledgements at the first station (100); 
- comparing at least one of:  
the number of received positive acknowledgements with a first threshold 
value; and the number of received negative acknowledgements with a 
second threshold value; wherein at least one of the first and second 
threshold values is greater than unity; and 
- employing the result of the comparison to determine whether to retransmit 
the first data packet or to transmit a second data packet;  
characterised by applying a signal reliability criterion to the received 
acknowledgements when determining whether to retransmit the first data packet 
or to transmit the second data packet, wherein applying the signal reliability 
criterion comprises summing indications of reliability of received 
acknowledgements of the same type, wherein the acknowledgement types 
comprise at least one of positive and negative acknowledgements, and comparing 
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the summation with a reliability threshold value for that type, and further 
comprising forwarding the first data packet to the node apparatus (400) from at 
least one second station (200) at which the data packet is received successfully. 
(claim37.txt) 
 
 One was sometimes used as a determiner alone or in constructions such as “the one” or 
“said one” or as in the example above “one second”. Said was also used as a determiner 
and its use shall be discussed in connection with archaisms. 
The following examples illustrate the use of various determiners. Particular is 
present in these examples although it was not key in either corpora. This means that its 
relative frequency was considerably smaller than in the reference corpus. Such was 
negative key (-98.77) in the claims corpus. 
(70) Such functionality could be implemented, for example, in such a manner that 
where a particular packet or the like did not fully fit inside a column, the column 
would be filled with contents of the packet or the like up to the column's last 
addressable element (e.g., the element of the column having the highest row-wise 
address), and the remainder of the packet or the like could be placed in the 
following column, starting with that columns first addressable element (e.g., the 
element of the column having the lowest row-wise address). (desc42.txt)  
(71) An apparatus for generating process information (15;115;215) for a number 
generation process operable to generate a number representative of an analogue 
source from an analogue data set corresponding to the analogue source, the 
apparatus comprising:  
a receiver operable to receive for an analogue source at least one training analogue 
data set representative of said analogue source; and 
means (7,11) for performing a set of measurements on each of the at least one 
analogue data set to obtain for each training analogue data set a corresponding set 
of measurement values suitable for processing by said number generation process, 
characterised in that the apparatus further comprises: 
an analyser (13;111,113;213) operable to analyse, for at least one of the set of 
measurements, the sensitivity of the number generated by the number generation 
process to change in the corresponding measurement value, and to determine at 
least one process instruction operable to modify the processing of the 
corresponding measurement value during the number generation process to reduce 
the sensitivity of numbers generated by the number generation process to change 
in said corresponding measurement value; and 
an information generator (13;111,113;213) operable to generate processing 
information indicative of the determined process instructions. (claim27.txt) 
 
Each was notably key in both corpora. However, it was not always used as a 
determiner. Its use as a determiner can be seen from example (71) above. Also, there 
were only few s-genitives but one case of it can be seen in example (70) above in “the 
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column’s last addressable element”, which is a lengthy structure with multiple 
premodifying words. 
4.3.3. Features indicating vagueness 
Various features indicating vagueness or fuzziness emerged from the description corpus 
(see also Sancho-Guinda 2012: 189, 191-193). The most prevalent of these features 
were nouns indicating vagueness. Many of the nouns presented in Table 16 are 
so-called category nouns covering a wide area of subjects and not exactly telling 
specifically which subject is in question (see also Arinas 2012: 64-65). 
apparatus generator scheme 
arrangement layer sequence 
array means set 
block method station 
component mode step 
content module stream 
device parameter subset 
entity plurality system 
equipment portion unit 
functionality process  
generation processor  
Table 16. Nouns indicating vagueness (emphasised ones found in both corpora, unmarked only in 
the description corpus) 
Some of the nouns in the table above were not always used in the fuzzy sense. For 
instance unit is a part of a common fixed expression in IT, namely as part of the term 
“Central Processing Unit”. The following examples illustrate the fuzzy use of these 
nouns. Numbers in the square brackets in some examples are paragraph numbers from 
the source texts. 
(72) A method of transmitting a data signal from a transmitting apparatus to a 
receiving apparatus via at least two different transmission paths […] (claim39.txt) 
(73) [0029] Preferably the operating system is capable of direct communication with 
the network interface device. (desc54.txt) 
(74) [0030] The said direct communication between the non-operating-system 
functionality preferably bypasses the operating system. (desc54.txt) 
(75) In an OFDM system, to support downlink scheduling in the frequency domain 
coupled with a link adaptation scheme with a plurality of users, each user needs to 
report […] (desc72.txt) 
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Other emerged features indicating vagueness were for instance the verbs may and 
perform, and the adjective variable. May was the most frequent and most key auxiliary 
in the description corpus but not at all key in the claims corpus. However, the auxiliary 
can in example (76) was not at all key even in the description corpus. 
(76) Furthermore, an acknowledgement may acknowledge more than one data packet. 
This option can reduce interference by reducing the number of acknowledgements 
transmitted. (desc37.txt)  
(77) Computer 5000 may additionally include or be attached to card readers, DVD 
drives, floppy disk drives, and/or the like whereby media containing program code 
may be inserted for the purpose of loading the code onto the computer. (desc42.txt) 
(78) The invention may allow a flexible signalling and may allow the scheduling 
assistance data to be provided with short delays. The invention may in particular 
provide for signalling of scheduling assistance data which is particularly suitable 
for a scheduler based in a base station. (desc52.txt) 
(79) The conversion may allow upgraded elements to generate text strings in the first 
encoding format while allowing this text to be at least partially encoded by remote 
units only supporting the second encoding format. […] Hence, the base station 
may preferably automatically cease to perform the conversion at a suitable time 
without requiring user or operator intervention. (desc41.txt) 
All the highlighted words in the examples above may be interpreted to indicate of 
vagueness. There may also be numerous other vagueness indicators but within the scope 
of this thesis, it was not possible to study them in depth. 
4.3.4. Archaisms 
Table 17 shows some keywords that are archaic and emerged from the corpora of this 
study. In addition to them, therefore is also considered archaic (see e.g. Mellinkoff 
1963: 13) and is present in both corpora (description corpus 410 instances and claims 
corpus two instances) but it did not show up with a reference corpus of academic texts 
since it is commonly used in academic prose. When the description corpus was 
compared with a general reference corpus (BNC Baby), the keyness of therefore was as 
high as 343.77. 
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Keyword Keyness in 
desc 
Keyness in 
claims 
wherein  493.23   8 146.22  
herein  383.13    58.58  
hereinafter  49.82   
said  34.08    5 183.74  
thereby  42.65   
therein  36.27   
thereof  83.93   
thereto  30.67    38.58  
whereby     42.60  
Table 17. Archaisms found in description and claims corpora 
The most frequent archaism in both corpora was wherein. It functioned as a conjunction 
and was often used to arrange information (see also Meraw 1993: 111, for "transitional 
word").  
(80) According to a third aspect of the invention, there is provided an apparatus, 
comprising: at least one processor; and at least one memory including computer 
program code; wherein the computer program code, when executed by the at least 
one processors, causes the at least one processor at least to perform: placing 
multiple data segments into a two-dimensional data structure, wherein the two-
dimensional data structure has first directional arrangements and second directional 
arrangements, wherein the first directional arrangements are perpendicular to the 
second directional arrangements, and wherein the placing is with respect to the 
first directional arrangements […] (desc42.txt) 
(81) 2. A method according to claim 1:  
wherein said data structure is divided, with respect to said first directional 
arrangements, into two or more data substructures; 
wherein placing the multiple data segments comprises placing the multiple data 
segments into a first of the data substructures; 
wherein adding the computed one or more channel encoding values comprises 
placing the computed one or more channel encoding values into a second of the 
data substructures, wherein said placing is with respect to said second directional 
arrangements; 
wherein the method further comprises selecting, with respect to said first 
directional arrangements, a number of data elements from the second data 
substructure, wherein the data elements are channel encoding values or parts 
thereof; and 
wherein transmitting the contents of one or more of said first directional 
arrangements that holds portions of said channel encoding values comprises 
transmitting the selected data elements. (claim42.txt) 
Example (81) also acts as one example of long sentences. It is 145 words long, which is 
above the mean sentence length in the claims corpus. It is the second claim in the patent 
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application in question and it is also a dependent claim (cf. sentence lengths and 
Osenga’s studies in sub-section 4.1). 
Said was also very frequent in the claims corpus. It was almost exclusively used 
as a determiner in both corpora, which can be considered archaic use. It was used either 
alone or together with determiners either in pre- or postmodifying position. 
(82) […] extending between said source apparatus and said destination apparatus, said 
source apparatus being operable to transmit information indirectly to the 
destination apparatus along a series of links forming a first such communication 
path via one or more of said intermediate apparatuses and […] (desc62.txt) 
(83) Apparatus according to claim 24, wherein said measurement of packet loss falls 
below said second specified threshold […] (claim68.txt) 
(84) […] determining from the second data packet first identifier if the said user 
equipment is one of the said subset of user equipment and from the second 
identifier if the said user equipment is the said at least one of the subset of user 
equipment […] (claim55.txt)  
It seems from the data that said was usually considered a powerful enough determiner 
without the article the. The determiner pair “the said” was present in ten claims files 
with most of its instances in the file claim55.txt where the previous example (84) is 
from. This indicates that it was used because of the applicant’s or patent attorney’s 
personal preferences. 
4.3.5. Other prevalent features that emerged 
Binomials and multinomials are relatively common in legalese. They could be found in 
the description corpus but not to a great extent. Most of them existed inside what I call 
protection expansion statements (see move structure in section 4.4). Table 18 presents 
some binomials and multinomials in the description corpus. 
other aspects, features and advantages 
further features and advantages 
other objects, features and advantages 
various further aspects and features 
particular embodiments, changes and modifications 
shown and described 
as described and claimed herein 
physically and functionally 
the spirit and scope 
Table 18. Some binomials and multinomials in the description corpus 
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The following examples illustrate the use of binomials and multinomials. They also 
serve as examples of protection expansion statements. 
(85) The elements and components of an embodiment of the invention may be 
physically, functionally and logically implemented in any suitable way. Indeed 
the functionality may be implemented in a single unit, in a plurality of units or as 
part of other functional units. As such, the invention may be implemented in a 
single unit or may be physically and functionally distributed between different 
units and processors. (desc53.txt) 
(86) Various modifications to the disclosed embodiments will be readily apparent to 
those skilled in the art, and the general principles defined herein may be applied to 
other embodiments and applications without departing from the spirit and scope 
of the present invention. Thus, the present invention is not intended to be limited to 
the embodiments shown, but is to be accorded the widest scope consistent with the 
principles and features disclosed herein. (desc54.txt) 
(87) It is believed that the operation and construction of the present invention will be 
apparent from the foregoing description and, while the invention shown and 
described herein has been characterized as particular embodiments, changes and 
modifications may be made therein without departing from the invention as 
defined in the following claims. (desc23.txt) 
 
Several prepositional phrases emerged in the description and claims corpora. There was 
a notably greater number of various phrases in the description corpus but many of them 
did not occur at all in the claims corpus. Table 19 in the following presents some 
prepositional phrases and fixed expressions. However there may be various other 
phrases which have not appeared within the scope of this study.  
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Desc. 
corpus 
Claims 
corpus 
Prepositional phrases and 
fixed expressions 
Freq. Freq. 
in accordance with 537 182 
plurality of 441 394 
in order to 418 9 
with reference to 302 17 
by way of 145 19 
by means of 142 28 
skilled in the art 88 0 
by way of example 75 0 
in terms of 70 0 
for use in/by 69/18 30/6 
by reference (to)  41(7) 2 
a total of 39 0 
characterised in that 35 69 
a variety of 33 0 
regardless of 32 0 
in such a case/ in a case where/that  26/23 0 
in connection with 24 2 
in respect of 22 6 
within the scope of 22 0 
by use of  13 2 
in the presence of 11 0 
characterised by 9 37 
Table 19. Prepositional phrases and fixed expressions with the number of their occurrences in the 
description and claims corpora 
The only fixed expressions which were more frequent in the claims than in the 
description corpus were “characterised in that” and “characterised by”. “Plurality of” 
was nearly as frequent in the claims corpus as in the description corpus. Plurality was 
already discussed briefly in connection with nouns. The following examples illustrate it 
and other phrases further. 
(88) In accordance with a first aspect of the present invention there is provided a 
method of storing data comprising the steps of a) separating the data into a 
plurality of data subsets; b) generating parity data from the plurality of data 
subsets such that any one or more of the plurality of data subsets may be recreated 
from the remaining data subsets and the parity data; c) repeating steps a and b on 
any one or more of the plurality of data subsets and parity data providing further 
data subsets and further parity data; and d) storing each of the further data subsets 
and further parity data in separate storage locations. (desc78.txt) 
(89) A primary station (100) for use in a communication system, said communication 
system having a downlink indicator channel (DL1) for the transmission of an 
indicator signal (302) indicating that a data packet (202) is scheduled to be 
transmitted on a downlink data channel (DL2) from the primary station to a 
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secondary station (110), characterized in that the primary station further comprises 
means (104) for receiving on an uplink channel (UL) divided in a plurality of 
subsequent sub-frames […] (claim15.txt) 
(90) A method of conditioning signal values being conveyed to a decoder (22) in a 
wireless-communications network participant (10), the method comprising scaling 
the signal values and being characterised by further comprising monitoring the 
probability distribution of the amplitudes of the scaled values and using the 
information gained through the monitoring step to determine if the degree of 
scaling should be adjusted. (claim17.txt) 
(91) According to a third aspect of the present invention, there is provided a computer 
program for a server apparatus that is capable of operating in a communication 
network, the computer program the server apparatus to process SIP messages to 
establish communication sessions between terminals operable to communicate via 
the network, and characterised in that the computer program is capable of 
causing, when executing in the server apparatus, causing the server apparatus to, in 
the event that a request from a first terminal to establish a communication session 
with a second terminal cannot be satisfied, transmit to the first terminal the address 
of a data set corresponding to the second terminal. (desc4.txt) 
(92) It will be apparent to a person skilled in the art that variations in the above method 
corresponding to operation of the various embodiments of the apparatus as 
described and claimed herein are considered within the scope of the present 
invention, including but not limited to […] (desc94.txt) 
“Skilled in the art” occurred in over half of the description texts but not at all the claims 
corpus since it is usually part of the protection expansion statement (see the following 
sub-section) appearing in the description sections. 
4.4. Move structure for patent applications 
I looked at the headings and contents of the description sections in the corpus of this 
study to distinguish the rhetorical moves. I also reviewed my earlier14 move structure 
with reference to the present corpora. The move structure for patent applications does 
not necessarily correspond to the order of drafting a patent application. Instead the 
patent drafter may opt to write some sections relating to the following moves and steps 
in a different order (WIPO Patent Drafting Manual 2007: 34-35).  
                                               
14 I formed a move structure of patent descriptions from a corpus of ten EP applications in the technical 
field defined by a search expression “user interface” in my unpublished Bachelor’s Thesis in 2009. 
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Move 1: Establishing the technical framework of the invention 
 Step 1: Introducing the invention 
 Step 2: Claiming centrality 
 Step 3: Establishing niche 
Move 2: Summarising the new invention 
Move 3: Detailing the new invention 
 Step 1: Description of accompanying drawings 
 Step 2: Detailed description of the invention 
 Step 3: Protection expansion statement (optional) 
Move 4: Claims 
 Determining the scope of property 
Table 20. Move structure in European patent applications 
In Move 1 the technical framework of the invention is established. In Step 1 of the first 
move, the present invention is shortly introduced. The introduction is often in the first 
paragraph of the description and only one sentence long. If subheadings were used, 
there was likely a subheading “Field of the (present) invention” or “Technical Field” 
before Move 1 and “Background of the Invention” after it. The following examples 
show the beginnings of a couple of possible introductory paragraphs. 
(93) The present invention relates to data processing arrangements for use in data 
communication apparatus in connection with the […] (desc74.txt) 
(94) The present invention is related to a method and apparatus for processing data in 
signal transmissions. The invention is particularly but not exclusively directed 
towards […] (desc66.txt) 
(95) This invention relates to the transmission and re-transmission of packet data, and in 
particular to a […] (desc59.txt) 
Furthermore, in Step 2 of the first move the state of the art is summarised. The drafter 
claims centrality of the framework of the invention by illustrating an existing branch of 
technology. She attempts to highlight challenges or problems within it, and thus 
establishes a niche for the present invention (see also WIPO Patent Drafting Manual 
2007: 38). In this step there are often references to other patents. In this study, Move 1 
involved subheadings like or “State of the Art”, “Prior Art” or “Background Art”. 
However, subheadings were not used in all the applications that I analysed. 
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In Move 2 the new invention is briefly summarised. In this study, subheadings 
like “Summary of the Invention” or “Disclosure of the Invention” were used to 
introduce this move.  
In Move 3 the main issue is detailing the present invention. The description of 
possible accompanying drawings is here either embedded or in a separate chapter. Move 
3 may also involve subheadings. In this study, there were subheadings such as “Brief 
Description of the Drawings” followed by “Description of Preferred Embodiments of 
the Invention” or “Detailed Description of Exemplary Embodiments”. 
On the basis of the theoretical framework of this study, I call the optional Step 3 
in Move 3 a “protection expansion statement” where the applicant is trying to ensure the 
all-inclusiveness of the invention. Protection expansion statements are the part of patent 
applications where “a person skilled in the art” is commonly referred to, although there 
are also other possible wordings. This move was present in most applications in this 
study. The examples in the following illustrate exemplary cautionary statements. 
(96) It is also noted herein that while the above describes exemplifying embodiments of 
the invention, there are several variations and modifications which may be made to 
the disclosed solution without departing from the scope of the present invention as 
defined in the appended claims. (desc3.txt) 
(97) The present invention may include any feature or combination of features disclosed 
herein either implicitly or explicitly or any generalisation thereof irrespective of 
whether it relates to the presently claimed invention. In view of the foregoing 
description it will be evident to a person skilled in the art that various modifications 
may be made within the scope of the invention. For example, the call request 
message might be an enquiry as to what quality of service might be supported 
rather than a request for a specific quality, for example as used in the RSVP 
protocol developed for the Internet, and call acceptance or rejection message might 
be a transmission of acceptable quality of service parameters. (desc2.txt) 
Moves 1 to 3 are building up the framework for the claims which form Move 4. Claims 
determine the scope of property. Claims are often drafted first and revised after the 
drafting of the description. In the patent application they are often arranged after the 
description (see WIPO Patent Drafting Manual 2007: 68). 
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5. DISCUSSION 
Patents have attracted increasing attention among scholars in recent years. They are now 
recognised as an important field of research within the wide diversity of academic 
genres. The purpose of this thesis was to continue the research and acquire a perspective 
of the patent genre in the European framework. In the following, I shall discuss some of 
the characteristic genre features of European patent applications that emerged in the 
study in relation to the EPC and the Guidelines for Examination as well as to some 
other aspects. 
The sentence lengths in the claims corpus of this study were highly diverse. The 
mean sentence length of all claims was 45 words but the highest mean in one file was 
129, with standard deviation 142. Such diversity is founded on the different types of 
claims: independent and dependent claims (see also sub-section 2.2.1). Typically, each 
patent application text of this study contained notably more dependent claims than 
independent claims and thus the perceived sentence lengths are corresponding. In her 
study of patent claim lengths, Osenga (2012: 622) found an average around 170 words 
per independent claim (and thus, per sentence) and an average around 40 words per 
dependent claim in the same IPC main category H to which the patent application texts 
in this study also belong.  
The sentence length in the patent claims originates from the “single sentence rule” 
of the U.S. patent law. In the EPO web page describing the patent examiner’s work 
there is also stated that “[claims] always consist of one single sentence” (Search 
procedure 2011), yet no rule or article instructing about single sentences is found in the 
EPC. Nevertheless, European patent claims are drafted in a single sentence, as well. 
This leads to very long sentences and complex structures. However, this study revealed 
features compensating the complexity caused by length. They include arranging 
information with help of other linguistic and structural devices, such as the adverb 
wherein and indentations15 (as was shown in examples (81) and (69)). 
                                               
15 Indentations could not be verified from the text files of but I checked some cases from EPO’s patent 
search facility espacenet.com where the publications can be accessed in their original filing format. 
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Nominalisation is a linguistic feature that stands out from the results. The 
proportion of nouns in general is high and the derivational patterns deviate from 
academic prose. In LGSWE (Biber et al. 1999: 323), the frequency of nouns derived 
with the suffix -er compared to the frequency of -tion is around one third. However, in 
this study the frequency of nouns derived with suffixes -er and -or compared to the 
frequency of -tion and -sion was over two thirds. Also, many of the er- and or-suffixed 
nouns that emerged in this study are not otherwise conventionally used.  
The EPC does not require the applicants to use nominal structures like the ones 
perceived in this study. However, in the U.S. system, expressions like “means for 
interleaving” are generally avoided and thus, replaced with a noun derived from the 
verb in question like “interleaver” (uspto.gov 2012). Hence, one reason for the 
nominalisation appears to be that the applicants tend to use a structure desirable in the 
U.S. patent applications.  
The extensive nominalisation in the patent applications and patents may also be 
seen as setting standards for new words that gradually become more common in the 
field of technology. A patent application is by definition the first disclosure of a novel 
invention. It is thus logical that the novel concept does not have a name at the time of 
the invention. A new term is coined, the invention is published and the word is 
gradually taken into active use. 
In addition to the prevalent features, it was interesting to notice what was absent 
or not significantly present in the corpus. Although the EPC explicitly states that 
“[w]herever appropriate, claims shall contain: […] a characterising portion, beginning 
with the expression ‘characterised16 in that’ or ‘characterised by’ and specifying the 
technical features […]” there were no more than around one hundred instances of these 
phrases in the claims corpus. These structures are used in the two-part form or Jepson 
claims within the EPO17 (WIPO Patent Drafting Manual 2007: 72). Two-part claims are 
usually avoided in the U.S. system (IPWatchdog 2012). The patent applications in the 
corpus of this study have priority in the UK. A search by using otherwise same corpus 
criteria but with priority in Germany produced an equivalent number of patent 
                                               
16 The words characterised and characterized were combined in the search. 
17 In the U.S. system two-part claims are formed as “wherein the improvement comprises”. 
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applications but over 2,700 instances of gekennzeichnet, which is the German 
equivalent of characterised. It thus appears that the patent drafters drafting with priority 
in the UK prefer to avoid the two-part form. 
The nouns embodiment, aspect and feature were usually used instead of referring 
directly to the invention. According to WIPO Patent Drafting Manual (2007: 37) “[t]his 
will ensure that patent claims receive the broadest interpretation possible”. In this study, 
many vague category nouns appeared in the preambles of claims where they are used to 
identify “the category of the invention” (ibid: 68). Linguistically, these features may be 
regarded as conveying vagueness. However, the EPC explicitly forbids vagueness in 
Article 84 (EPC 2010: 142). 
Similarly to nouns, adjectives found in this study also had an atypical derivational 
pattern that for instance the LGSWE does not discuss at all. The derivational suffix -able 
was the second most frequent suffix for adjectives after the suffix -al, and there were a 
remarkable number of adjectives ending with it. Something being capable of doing 
something else sounds like a desirable objective for a patent application. This linguistic 
device may also be used to indicate the conditional nature of the qualities the “present 
invention” seeks to deliver. 
Although the linguistic features mentioned above are both interesting and 
significant, the numerous ed-participles that emerged in keyword analyses appear to be 
even more significant. Adjectival participles as attributes were a relatively expected 
find. However, the high number of adjectival participles as predicatives was unforeseen. 
Adjectival participles were verified as predicatives by qualitative assessment which was 
done by checking and double-checking with the source texts.  
In patents it is important to distinguish whether something is being done (activity 
or process) or something has been done already earlier and as a result of that earlier 
activity, an object is such as it is. When something is being done, “the participle 
interpretation focuses on the process” (Quirk et al. 1989: 415). When something has 
already been done “the adjective interpretation focuses on the state resulting from the 
process“. Kratzer (2004), Embick (2004: 355-392) and further Sleeman (2011: 1569-
1587) also discuss these “resultative” participles.  
A further definition by Quirk et al. (1989: 415) states that “[…]in the adjective 
interpretation, the sentence points to a characteristic of [something]”. This corresponds 
to the drafting of patent application where the various characteristic qualities of the 
present invention are described. 
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The relation of the EPC to this feature derives from the interpretation of Rule 43: 
there are only two kinds of claims, “claims to a physical entity (product, apparatus) and 
claims to an activity (process, use)” (Guidelines for Examination 2012: 3.1.). The two 
kinds of claims are separated from each other. In making a claim for an entity, no 
language pointing towards activity should be used. It is further clarified in the 
Guidelines for Examination that, “[i]n view of the differences in the scope of protection 
which may be attached to the various categories of claims, the examiner should ensure 
that the wording of a claim leaves no doubt as to its category” (Guidelines for 
Examination 2012: 3.1.). 
I shall try to illustrate the use of passive participles further in the following three 
examples. It should be noted that the verbs presented in the following examples appear 
to be used either in passive or adjectival constructions but not in both. In the sentences 
in example (98) there are linguistic devices clearly indicating a sequence: first 
something is actually done and after that something else is done. Example (98) is from a 
patent application for a method for operating a telecom system, thus the claims 
following the description are claims to an activity. 
(98) First the data is encoded by a turbo-encoder. Then, the bit stream is modulated 
using OFDM according to the IEEE 802.11a standard. (desc58.txt) 
Examples (99) and (100) illustrate the use of adjectival participles as predicatives. The 
examples are from claims for an apparatus and a system. 
(99) The apparatus of claim 10 wherein the selection means is arranged to select 
between the first physical resource and the second physical resource […] 
(claim52.txt) 
(100) […] wherein the network interface controller is configured to encapsulate 
intermediate data units of the network protocol […] (claim84.txt) 
 
The syntactical complexities of participles as predicatives have puzzled various, mainly 
EFL-speaking patent drafters as well as patent translators. With further research into the 
role of ed-participles, which are frequently used in patent applications, it might be 
possible to help the various professionals drafting, examining, prosecuting, or 
translating patents. 
As has been described above, a multitude of prevalent features emerged in a 
corpus of 95 European patent applications although probably many remained yet 
unnoticed. The patent applications in the corpus were from a one-year period and had 
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been filed by approximately 45 companies. Most of the companies had filed one 
application and several companies a few but nevertheless the distribution of different 
applicants was highly diverse. Since a company may have its own policy, as well as an 
attorney her own preferences on the style of the application text, it is beneficial to have 
several different sources presented in the data. Also, it is not permitted for a patent 
attorney to represent more than one company in the same IPC category (see Regulation 
on Discipline Art. 3).  
The results of this study describe European patent applications in the field of 
electronics. Although the results cannot be generalised to concern patent applications in 
all technical fields, there are no reasons to expect significant differences with the main 
findings. Further, this study did not investigate whether the linguistic strategies and 
solutions of the patent drafters proved successful or not. That could be a topic for an in-
depth study to decipher which strategies survive the examination at the EPO. 
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6. CONCLUSION 
An important notion by Swales and further Bhatia (2004: 23) is that established 
professionals have a better command of the specialised genre or discourse than 
beginners or people who are completely outside of that discourse community. This may 
sound self-evident but within the framework of patents, it is quintessential.  
The sender or transmitter in the communicative event usually is a patent attorney, 
an established professional, and in the case of this study, a European Patent Attorney 
(EPA) who has gone through rigorous testing in form of the European qualifying 
examination (EQE)18. In most cases, the receiver of the communication is also a patent 
professional. However, as I indicated in the introduction, the receiver may as well be 
someone with no prior knowledge in patents.  
A patent attorney presumably needs to know several of the found genre features 
before drafting a patent application. Where does this knowledge come from if the source 
is not the rules and articles in the EPC? In the Guidelines for Examination there are 
interpretations and explanations for the most important rules of the EPC but no detailed 
instructions for drafting a patent application. The WIPO Patent Drafting Manual 
probably provides valuable help for novice patent drafters in its detailed instructions 
which take into account several different patent systems.  
In the U.S. context, Osenga (2012: 651) suggests measures for improving the 
drafting of patent claims. One of her suggestions is that “the patentees should have a 
list, made in conjunction with and kept current by the Patent Office, of terms that 
represent commonly used phrases in patent claims”. Her suggestion, if implemented, 
might help especially novice patentees in drafting better applications and is something 
that could be considered within the European framework, as well. 
                                               
18 EQE is held to test the candidates’ ability to “practise as a professional representative before the 
European Patent Office”. The candidates should have a university-level scientific qualification or 
equivalent. The examination can be taken in any of the three official languages of the EPO. The required 
skills are a “thorough knowledge” of the European patent law, the Paris Convention, PCT and EPO case 
law, and “general knowledge” of the national laws of the contracting states of the EPC, as well as to some 
extent the U.S.A. and Japan (EPO 2011). 
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The results of my study confirm the hypothesis of complexity. Yet complexity is 
not only about nominalised verbs, participial predicatives or archaic words. Patent 
professionals apparently learn to recognise the regularities of patentese and to apply 
them through experience – by drafting and re-drafting. It has been suggested that a new 
genre is learnt by acquisition and not so much by someone teaching it (Freedman 1993: 
227-237). This mostly describes the situation at the moment where the candidates for 
the EQE are required a kind of apprenticeship: a three years’ full-time training and 
working under supervision of an EPA. However, a thorough written guide would most 
probably be useful for the apprentices, as well. 
 
 
 
To the specialist community these are indispensable linguistic devices  
which bring in precision, clarity and unambiguity and all-inclusiveness; 
however, to the non-specialist this is a mere ploy to promote solidarity  
between members of the specialist community,  
and to keep non-specialists at a respectable distance.  
It is, therefore, regarded by them as linguistic nonsense that is  
pompous, verbose, flabby, and circumlocutory. 
The truth, however, lies somewhere in between. 
 
Vijay K. Bhatia  
(1993) 
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APPENDIX 1 
 
Rule 42 (EPC 2010: 360-362) 
Content of the description 
 
(1) The description shall: 
(a) specify the technical field to which the invention relates; 
(b) indicate the background art which, as far as is known to the applicant, can be 
regarded as useful to understand the invention, draw up the European search report and 
examine the European patent application, and, preferably, cite the documents reflecting 
such art; 
(c) disclose the invention, as claimed, in such terms that the technical problem, even if 
not expressly stated as such, and its solution can be understood, and state any 
advantageous effects of the invention with reference to the background art; 
(d) briefly describe the figures in the drawings, if any; 
(e) describe in detail at least one way of carrying out the invention claimed, using 
examples where appropriate and referring to the drawings, if any; 
(f) indicate explicitly, when it is not obvious from the description or nature of the 
invention, the way in which the invention is industrially applicable. 
(2) The description shall be presented in the manner and order specified in paragraph 1, 
unless, owing to the nature of the invention, a different presentation would afford a 
better understanding or be more concise. 
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APPENDIX 2 
 
Rule 43 (EPC 2010: 362-366) 
Form and content of claims 
(1) The claims shall define the matter for which protection is sought in terms of the 
technical features of the invention. Wherever appropriate, claims shall contain: 
(a) a statement indicating the designation of the subject-matter of the invention and 
those technical features which are necessary for the definition of the claimed subject-
matter but which, in combination, form part of the prior art;  
(b) a characterising portion, beginning with the expression "characterised in that" or 
"characterised by" and specifying the technical features for which, in combination with 
the features stated under sub-paragraph (a), protection is sought. 
(2) Without prejudice to Article 82, a European patent application may contain more 
than one independent claim in the same category (product, process, apparatus or use) 
only if the subject-matter of the application involves one of the following: 
(a) a plurality of interrelated products, 
(b) different uses of a product or apparatus, 
(c) alternative solutions to a particular problem, where it is inappropriate to cover these 
alternatives by a single claim. 
(3) Any claim stating the essential features of an invention may be followed by one or 
more claims concerning particular embodiments of that invention. 
(4) Any claim which includes all the features of any other claim (dependent claim) shall 
contain, if possible at the beginning, a reference to the other claim and then state the 
additional features. A dependent claim directly referring to another dependent claim 
shall also be admissible. All dependent claims referring back to a single previous claim, 
and all dependent claims referring back to several previous claims, shall be grouped 
together to the extent and in the most appropriate way possible. 
(5) The number of claims shall be reasonable with regard to the nature of the invention 
claimed. The claims shall be numbered consecutively in Arabic numerals. 
(6) Except where absolutely necessary, claims shall not rely on references to the 
description or drawings in specifying the technical features of the invention. In 
particular, they shall not contain such expressions as "as described in part ... of the 
description", or "as illustrated in figure ... of the drawings". 
7) Where the European patent application contains drawings including reference signs, 
the technical features specified in the claims shall preferably be followed by such 
reference signs relating to these features, placed in parentheses, if the intelligibility of 
the claim can thereby be increased. These reference signs shall not be construed as 
limiting the claim. 
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 APPENDIX 3 
 
Key noun Desc. corpus Claims corpus 
suffix -tion or –sion Freq. Keyness Freq. Keyness 
Key noun 
transmission 2 838 4 597.49 671 2 797.94 transmission 
invention 2 263 3 814.97    
station 1 663 2 576.77 571 2 332.17 station 
communication 1 745 2 478.69 605 2 290.21 communication 
information 2 237 1 798.70 468 882.36 information 
configuration 540 788.69 97 341.35 configuration 
application 814 779.64 46 33.17 application 
operation 676 663.62 40 33.17 operation 
retransmission 338 580.74 41 184.75 retransmission 
modulation 306 513.41 50 215.69 modulation 
portion 339 496.81 135 532.83 portion 
correction 316 442.48 66 226.33 correction 
connection 465 437.99 30 24.88 connection 
identification 373 408.27 98 275.62 identification 
session 323 406.88 67 202.25 session 
reception 277 389.29 39 122.75 reception 
synchronisation 217 372.82 89 401.08 synchronisation 
destination 211 327.12 93 386.66 destination 
location 326 311.76 116 324.32 location 
condition 444 284.55 60 60.14 condition 
indication 276 260.76 102 286.44 indication 
allocation 297 260.60 61 124.09 allocation 
permutation 151 248.48 20 82.30 permutation 
estimation 187 243.84 42 134.72 estimation 
implementation 189 191.70    
position 568 191.38 176 235.43 position 
telecommunication 112 174.48 31 125.04 telecommunication 
correlation 201 160.81 28 38.96 correlation 
propagation 142 151.24    
detection 163 148.98    
notification 91 139.23    
recognition 204 137.38 74 165.30 recognition 
specification 123 132.96    
quantisation 75 128.85    
constellation 88 122.68    
combination 271 122.08    
description 280 102.85    
modification 113 100.91    
interruption 75 96.95 19 62.16 interruption 
consumption 93 95.20    
repetition 110 91.83    
encapsulation 54 83.88 18 73.49 encapsulation 
instruction 115 80.75 92 282.60 instruction 
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Key noun Desc. corpus Claims corpus 
suffix -tion or –sion Freq. Keyness Freq. Keyness 
Key noun 
acquisition 102 76.80 26 52.03 acquisition 
duration 131 74.53 24 28.98 duration 
demodulation 43 73.87 6 27.04 demodulation 
authentication 47 72.12 20 82.30 authentication 
adaptation 101 71.38    
optimisation 42 63.76    
illustration 102 63.17    
section 590 56.92 17 -39.51 section 
encryption 32 54.97    
reconstruction 71 52.19 32 82.85 reconstruction 
option 94 50.77    
compression 53 49.60 22 63.78 compression 
division 187 48.33    
deletions 68 44.53    
resolution 101 41.50    
equalisation 24 41.23    
computation 38 39.88    
installation 33 39.35    
television 62 39.20    
degradation 43 33.55    
convolution 22 30.67    
utilisation 29 29.85    
deletion 40 29.70    
transaction 36 28.94    
linearisation 16 27.49    
addition 209 26.53    
   24 86.07 verification 
   25 72.99 confirmation 
   95 51.16 function 
   44 50.96 generation 
   28 41.27 iteration 
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Key noun Desc. corpus Claims corpus 
suffix -er or –or Freq. Keyness Freq. Keyness 
Key noun 
receiver 1 365 2 296.12 215 930.04 receiver 
user 1 711 2 002.10 427 1 258.94 user 
controller 776 1 319.36 107 471.08 controller 
transmitter 741 1 273.40 173 779.74 transmitter 
encoder 711 1 150.78 29 96.76 encoder 
server 663 1 139.32 81 365.02 server 
multiplier 658 1 003.47    
processor 550 870.09 70 265.64 processor 
interleaver 498 855.71 32 144.20 interleaver 
decoder 503 840.39 90 386.76 decoder 
buffer 456 691.44    
generator 426 682.97 68 271.08 generator 
carrier 428 651.06 118 463.83 carrier 
transceiver 367 630.58 75 337.98 transceiver 
header 341 573.33 31 131.01 header 
scheduler 268 460.46 18 81.11 scheduler 
opener 251 431.25 16 72.10 opener 
indicator 254 351.80 121 467.37 indicator 
filter 254 323.69    
vector 450 310.73 96 158.74 vector 
operator 413 300.93    
identifier 165 283.48 61 274.89 identifier 
subscriber 160 274.89 26 117.16 subscriber 
bearer 146 224.77 24 89.97 bearer 
converter 125 204.19 8 29.99 converter 
multiplexer 108 185.54    
conveyor 105 170.17 8 29.99 conveyor 
puncturer 98 168.36    
router 89 152.90 26 117.16 router 
sensor 87 149.46    
timer 81 139.16 24 108.15 timer 
cluster 106 137.32    
encapsulator 77 132.28    
equaliser 75 128.85    
amplifier 68 116.82    
character 234 115.43 57 79.02 character 
handover 64 109.95    
coder 61 104.80    
quantiser 58 99.64    
estimator 55 94.49    
descriptor 88 94.23    
adapter 51 87.62    
modulator 50 85.90    
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Key noun Desc. corpus Claims corpus 
suffix -er or –or Freq. Keyness Freq. Keyness 
Key noun 
order 731 66.93    
mapper 43 65.43    
demultiplexer 38 65.28    
manager 97 64.52    
detector 42 63.76    
subcarrier 35 60.13    
pointer 43 59.71    
despreader 34 58.41    
descrambler 32 54.97    
tuner 31 53.26    
verification 44 52.46    
extractor 30 51.54    
scrambler 30 51.54    
stabiliser 30 51.54    
player 36 44.00    
combiner 25 42.95    
demodulator 25 42.95    
transponder 23 39.51    
comparator 22 37.79    
deinterleaver 22 37.79    
adder 21 36.08    
provider 43 35.87    
builder 20 34.36    
inserter 20 34.36    
microcontroller 20 34.36    
spreader 20 34.36    
correlator 19 32.64 7 31.54 correlator 
diver 18 30.92    
mixer 18 30.92    
interpreter 16 27.49    
integrator 20 27.42    
adjuster 15 25.77    
sender 27 24.16    
packetiser 14 24.05    
   6 27.04 multicarrier 
   18 73.49 detector 
   15 25.15 barrier 
   12 54.07 analyser 
 
 
