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Absztrakt. A cikk ce´lja az ira´nyinforma´cio´ kiterjeszte´se´vel, va´rosi
ko¨rnyezetben e´pu¨letek ko¨rvonala´nak megkerese´se, alaki sablonok
haszna´lata ne´lku¨l. Az alaki sablonokkal ellente´tben, az eredme´nyezett
kontu´rok nagyobb va´ltozatossa´ggal ke´pesek le´ırni az e´pu¨leteket,
kiemelve a ko¨rvonalak finom re´szleteit is. A kapott kontu´r ı´gy sokkal
pontosabb, ami sok alkalmaza´s sza´ma´ra elo˝nyo¨sebb, ı´gy pl. a te´rke´p
friss´ıte´sekne´l e´s a va´rosterveze´sben. Felteve´su¨nk, hogy a ko¨zel helyezkedo˝
e´pu¨letek ira´nyultsa´ga o¨sszefu¨gg egyma´ssal, melyet valamilyen magasabb
struktu´ra, jellemzo˝en az u´tha´lo´zat ira´ny´ıt. I´gy az ira´nyt, mint informa´cio´t
alkalmazva jobb detekcio´s eredme´nyeket e´rhetu¨nk el.
A bemutatott mo´dszer elso˝ke´nt jellemzo˝pontokat nyer ki, melyek a lakott
teru¨letet hate´konyan reprezenta´lja´k. A pontok ko¨zvetlen ko¨rnyezete´nek
ira´nyinforma´cio´ja´t megvizsga´lva, ke´pesek vagyunk a lakott teru¨letet
jellemzo˝ fo˝ ira´nyokat meghata´rozni. A fo˝ ira´nyok alapja´n a teru¨let
ku¨lo¨nbo¨zo˝ ira´nyu´ klaszterekre bonthato´. A klasszifika´lt teru¨leteken csak
a fo˝ ira´nyokba futo´ e´leket kiemelve egy shearlet alapu´ e´lkereso˝vel,
egy hate´konyabb e´lte´rke´pet kapunk, mint a klasszikus, pl. Canny fe´le
elja´ra´ssal. Az utolso´ le´pe´sben a jellemzo˝pontok e´s az e´lte´rke´p informa´cio´it
o¨tvo¨zve, az e´pu¨let kontu´rokat nemparametrikus akt´ıv kontu´r elja´ra´ssal
emelju¨k ki.
A kie´rte´kele´s sora´n a javasolt mo´dszert ke´t, szakirodalombeli
algoritmussal vetettu¨k o¨ssze. Az eredme´nyek azt mutatja´k, hogy az
ira´nyalapu´ elja´ra´s ke´pes hate´konyan megtala´lni az e´pu¨letkontu´rokat.
1. Introduction
Automatic building detection is currently a relevant topic in aerial image
analysis, as it can be an efficient tool for accelerating many applications, like
urban development analysis, map updating and also means a great support in
crisis situations for disaster management and helps municipalities in long-term
residential area planning. These continuously changing, large areas have to
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be monitored periodically to have up-to-date information, which means a big
effort when administrated manually. Therefore, automatic processes are really
welcomed to facilitate the analysis.
There is a wide range of publications in remote sensing topic for building
detection, however we concentrated on the newer ones, which we also used for
comparison in the experimental part. State-of-the-art methods can be divided
into two main groups. The first group only localizes buildings without giving
any shape information, like [1] and [2].
In [1] a SIFT [3] salient point based approach is introduced for urban area and
building detection (denoted by SIFT in the experimental part). This method uses
two templates (a light and dark one) for detecting buildings. After extracting
feature points representing buildings, graph based techniques are used to detect
urban area. The given templates help to divide the point set into separate
building subsets, then the location is defined. However, in many cases, the
buildings cannot be represented by such templates, moreover sometimes it is
hard to distinguish them from the background based on the given features.
To compensate the drawbacks and represent the diverse characteristics of
buildings, the same authors proposed a method in [2] to detect building positions
in aerial and satellite images based on Gabor filters (marked as Gabor), where
different local feature vectors are used to localize buildings with data and
decision fusion techniques. Four different local feature vector extraction methods
are proposed to be used as observations for estimating the probability density
function of building locations by handling them as joint random variables. Data
and decision fusion methods define the final building locations based on the
probabilistic framework.
The second group also provides shape information beside location, but
usually applies shape templates (e.g. rectangles), like [4]. However, this latter
case still just gives an approximation of the real building shape.
A very novel building detection approach is introduced in [4], using a
global optimization process, considering observed data, prior knowledge and
interactions between the neighboring building parts (marked later as bMBD).
The method uses low-level (like gradient orientation, roof color, shadow, roof
homogeneity) features which are then integrated to have object-level features.
After having object (building part) candidates, a configuration energy is defined
based on a data term (integrating the object-level features) and a prior term,
handling the interactions of neighboring objects and penalizing the overlap
between them. The optimization process is then performed by a bi-layer multiple
birth and death optimization.
In our previous work [5] we have introduced an orientation based method
for building detection in unidirectional aerial images regardless of shape, and
pointed out that orientation of the buildings is an important feature when
detecting outlines and this information can help to increase detection accuracy.
Neighboring building segments or groups cannot be located arbitrarily, they are
situated according to some bigger structure (e. g. the road network), therefore the
main orientation of such area can be defined. We have also introduced Modified
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Harris for Edges and Corners (MHEC) point set in [6] which is able to represent
urban areas efficiently.
This paper presents contribution in the issue of processing multiple
directional urban areas. Building groups of different orientations can be
classified into clusters and orientation-sensitive shearlet edge detection [7] can
be performed separately for such clusters. Finally, building contours are detected
based on the fusion of feature points and connectivity information, by applying
Chan-Vese active contour method [8].
2. Orientation based classification
MHEC feature point set for urban area detection [6] is based on the Harris
corner detector [9], but adopts a modified Rmod = max(λ1, λ2) characteristic
function, where λs denote the eigenvalues of the Harris matrix. The advantage
of the improved detector is that it is automatic and it is able to recognize not
just corners, but edges as well. Thus, it gives an efficient tool for characterizing
contour-rich regions, such as urban areas. MHEC feature points are calculated
as local maxima of the Rmod function (see Fig.1(b)).
As the point set is showed to be efficient for representing urban areas,
orientation information in the close proximity of the feature points is extracted.
To confirm the assumption about connected orientation feature of closely located
buildings, specific images were used in our previous work [5], presenting only
small urban areas and having only one main direction. In the present work,
we extended the introduced, unidirectional method, to be able to handle bigger
urban areas with multiple directions.
[4] used a low level feature, called local gradient orientation density, where
the surroundings of a pixel was investigated whether it has perpendicular edges
or not. This method was adapted to extract the main orientation information
characterizing the feature point, based on it’s surroundings. Let us denote the
gradient vector by ∇gi with ‖∇gi‖ magnitude and ϕ∇i orientation for the ith
point. By defining the n × n neighborhood of the point with Wn(i) (where n
depends on the resolution), the weighted density of ϕ∇i is as follows:
λi(ϕ) =
1
Ni
∑
r∈Wn(i)
1
h
· ‖∇gr‖ · κ
(
ϕ− ϕ∇r
h
)
, (1)
with Ni =
∑
r∈Wn(i) ‖∇gr‖ and κ(.) kernel function with h bandwidth
parameter.
Now, the main orientation for (ith) feature point is defined as:
ϕi = argmax
ϕ∈[−90,+90]
{λi} . (2)
After calculating the direction for all the K feature points, the density function
ϑ of their orientation is defined:
ϑ(ϕ) =
1
K
K∑
i=1
Hi(ϕ), (3)
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(a) Original CDZ1 image (b) MHEC point set (
∑
790 points)
(c) 1 correlating bimodal MG:
α1 = 0.042; CP1 = 558
(d) 2 correlating bimodal MGs:
α2 = 0.060; CP2 = 768
(e) 3 correlating bimodal MGs: α3 = 0.073; CP3 = 786
1. a´bra: Correlating increasing number of bimodal Mixture of Gaussians (MGs)
with the ϑ orientation density function (marked in blue). The measured αq and
CPq parameters are represented for each step. The third component is found to be
insignificant, as it covers only 18 MHEC points. Therefore the estimated number of
main orientations is q = 2.
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where Hi(ϕ) is a logical function:
Hi(ϕ) =
{
1, if ϕi = ϕ
0, otherwise
(4)
In the unidirectional case, the density function ϑ is expected to have two
main peaks (because of the perpendicular edges of buildings), which is measured
by correlating ϑ to a bimodal density function:
α(m) =
∫
ϑ(ϕ)η2(ϕ,m, dϑ) dϕ, (5)
where η2(.) is a two-component Mixture of Gaussian (MG), with m and m+ 90
mean values and dϑ is the standard deviation for both components. The value θ
of the maximal correlation can be obtained as:
θ = argmax
m∈[−90,+90]
{α(m)} . (6)
And the corresponding orthogonal direction (the other peak):
θortho =
{
θ − 90, if θ ≥ 0
θ + 90, otherwise
(7)
If the urban area is larger, there might be building groups with multiple
orientations. However, the buildings are still oriented according to some bigger
structure (like the road network) and cannot be located arbitrarily, orientation
of the closely located buildings is coherent. In this case the ϑ density function of
the ϕi values is expected to have more peak pairs: 2q peaks ([θ1, θortho,1] , . . . ,
[θq, θortho,q]) for q main directions. As the value of q is unknown, it has to be
estimated by correlating multiple bimodal Gaussian functions to the ϑ density
function. The correlation is measured by α(m) (see Eq. 5), therefore the behavior
of α values has been investigated for increasing number of η2(.) two-component
MG functions. When the number of the correlating bimodal MGs is increasing,
the α value should also be increasing or remaining nearly constant (a slight
decreasing is acceptable), until a correct estimation number is reached, or the
correlating data involves enough points (the number of correlated points has
reached a given ratio), the ratio in this case has been set to 95%. Based on these
criteria, the value of the αq parameter and the total number of the Correlated
Points (CPq) are investigated when correlating the data to q bimodal MGs.
Figure 1 shows the steps of defining the number of main directions (q). The
calculated MHEC points for the image is in Figure 1(b), including altogether
790 points. The correlating bimodal MGs and the belonging parameters are
in Fig. 1(c)-1(e). As one can see, the αq parameter is increasing continuously
and the CPq parameter has reached the defined ratio (95%) in the second step
(representing 768/790 ≈ 97% of the point set). The third MG (Fig. 1(e)) is
just added for illustrating the behavior of the correlation step: although αq
is still increasing, the newly correlated point set is too small, containing only
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(a) (b)
(c) (d)
2. a´bra: Orientation based classification for q = 2 main orientations with k-NN
algorithm for image 1(a): (a) shows the classified MHEC point set, (b)–(d) is the
classified image with k = 3, k = 7 and k = 11 parameter values. Different colors show
the clusters belonging to the bimodal GMs in figure 1(d).
CP3−CP2 = 18 points and supposed to be irrelevant. Therefore, the estimated
number of main orientation is q = 2, with peaks θ1 = 22 (θ1,ortho = −68) and
θ2 = 0 (θ2,ortho = 90).
The point set is then classified by K-means algorithm, where K is the number
of main orientation peaks (2q) and the distance measure is the difference between
the orientation values. After the classification, the ’orthogonal’ clusters (2 peaks
belonging to the same bimodal MG component) are merged, resulting in q
clusters. The clustered point set is in Figure 2(a).
The orientation based classification is then extended to the whole image,
k-NN clustering is performed to classify the image pixel-wisely. Classification has
been tested with different k values (3, 7 and 11), Figure 2(b)–(d) show the results
respectively, different colors marks the clusters with different orientations. The
same color is picked for the correlating bimodal MG-s in Figure 1(d) and for the
area belonging to the corresponding cluster in Figure 2. The tests have proved
that the classification results are not sensitive to the k parameter, therefore in
the further evaluation, a medium value, k = 7 was chosen.
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(a) (b) (c)
3. a´bra: Steps of multidirectional building detection: (a) is the connectivity map; (b)
shows the detected building contours in red; (c): marks the estimated location (center
of the outlined area) of the detected buildings, the falsely detected object is marked
with a white circle, missed object is marked with a white rectangle.
The classification map defines the main orientation for each pixel of the
image, therefore in the edge detection part, connectivity information in the given
direction has to be extracted.
3. Shearlet based connectivity map extraction
Now, that the main direction is given for every pixel in the image, edges in the
defined direction have to be strengthened. There are different approaches which
uses directional information like Canny edge detection [10] using the gradient
orientation; or [11] which is based on anisotropic diffusion, but cannot handle the
situation of multiple orientations (like corners). Other single orientation methods
exist, like [12] and [13], but the main problem with these methods is that they
calculate orientation in pixel-level and lose the scaling nature of orientation,
therefore they cannot be used for edge detection. In the present case, edges
constructed by joint pixels has to be enhanced, thus the applied edge detection
method has to be able to handle orientation. Moreover, as searching for building
contours, the algorithm must handle corner points as well. Shearlet transform
[7] has been lately introduced for efficient edge detection, as unlike wavelets,
shearlets are theoretically optimal in representing images with edges and, in
particular, have the ability to fully capture directional and other geometrical
features. Therefore, this method is able to emphasize edges only in the given
directions (Fig. 3(a)).
For an image u, the shearlet transform is a mapping:
u→ SHψu(a, s, x), (8)
providing a directional scale-space decomposition of u with a > 0 is the scale, s
is the orientation and x is the location:
SHψu(a, s, x) =
∫
u(y)ψas(x− y)dy = u ∗ ψas(x), (9)
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where ψas are well localized waveforms at various scales and orientations. When
working with a discrete transform, a discrete set of possible orientations is used,
for example s = 1, . . . , 16. In the present case, the main orientation(s) of the
image θ are calculated, therefore the aim is to strengthen the components in the
given directions on different scales as only edges in the main orientations have
to be detected. The first step is to define the s subband for image pixel (xi, yi)
which includes θi and θi,ortho:
s˜1,...,q =
{
si : (i− 1)2pi
s
< θ1,...,q ≤ i2pi
s
}
,
s˜1,...,q,ortho =
{
sj : (j − 1)2pi
s
< θ1,...,q,ortho ≤ j 2pi
s
}
. (10)
After this, the SHψu(a, s˜1,...,q, x) and SHψu(a, s˜1,...,q,ortho, x) subbands have to
be strengthened at (xi, yi). For this reason, the weak edges (values) have been
eliminated with a hard threshold and only the strong coefficients are amplified.
Finally, the shearlet transform is applied backward (see Eq.9) to get the
reconstructed image, which will have strengthened edges in the main directions.
The strengthened edges can be easily detected by Otsu thresholding [14]. The
advantage of applying shearlet method is while the pure Canny method detects
the edges sometimes with discontinuities, the shearlet based edge strengthening
helps to eliminate this problem and the given result represents connectivity
relations efficiently.
We used the u∗ component of the CIE L∗u∗v advised in [15], which is also
adapted in other state-of-the-art method [4] for efficient building detection. As
the u∗ channel emphasizes the red roofs as well, the Otsu adaptive thresholding
may also detects these pixels with high intensity values in the edge strengthened
map (see Figure 3(a)), therefore the extracted map is better to be called as a
connectivity map. In case of buildings with altering colour (as gray or brown),
only the outlining edges are detected.
4. Multidirectional building detection
Initial building locations can be defined by fusing the feature points as vertices
(V ) and the shearlet based connectivity map as the basis of the edge network
(E) of a G = (V,E) graph. To exploit building characteristics for the outline
extraction, we have to determine point subsets belonging to the same building.
Coherent point subsets are defined based on their connectivity, vi = (xi, yi) and
vj = (xj , yj), the i
th and jth vertices of the V feature point set are connected in
E, if they satisfy the following conditions:
1. S(xi,yi) = 1 ,
2. S(xj ,yj) = 1 ,
3. ∃ a finite path between vi and vj in S .
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(a) Surroundings of building candidates
(b) Building candidate 1. (c) Building candidate 2.
(d) α1 = 0.018 (e) α2 = 0.034
4. a´bra: Elimination of false detection based on directional distribution of edges in
the extracted area: 1. area is a false detection, 2. area is a building. (b)-(c): Extracted
areas by the graph-based connection process. (d)-(e): The calculated λi(ϕ) directional
distribution and the resulting α values of the area.
The result after the connecting procedure is a G graph composed of
many separate subgraphs, where each subgraph indicates a building candidate.
However, there might be some singular points and some smaller subgraphs
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(points and edges connecting them) indicating noise. To discard them, only
subgraphs having points over a given threshold are selected.
Main directional edge emphasis may also enhance road and vegetation
contours, moreover some feature points can also be located on these edges. To
filter out false detections, the directional distribution of edges (λi(ϕ) in Eq. 1) is
evaluated in the extracted area. False objects, like road parts or vegetation, have
unidirectional or randomly oriented edges in the extracted area (see Fig. 4(b)
and 4(d)), unlike buildings, which have orthogonal edges (Fig. 4(c) and 4(e)).
Thus, the non-orthogonal hits are eliminated with a decision step.
Finally, contours of the subgraph-represented buildings are calculated by
region-based Chan-Vese active contour method [8], where the initialization of
the snake is given as the convex hull of the coherent point subset.
A typical detection result is shown in Figure 3(b) with the building outlines
in red. In the experimental part, the method was evaluated quantitatively and
compared to other state-of-the-art processes. In this case the location of the
detected buildings was used, which is estimated as the centroid of the given
contours (see Figure 3(c)).
5. Experiments
The proposed method was evaluated on different databases, previously used
in [4]. Smaller, multidirectional image parts (like Figure 1(a)) were collected
from the databases Budapest, Coˆte d’Azur (CDZ) and Normandy to test the
orientation estimation process. The quantitative evaluation is in Table 1, where
the number of detected buildings were compared based on the estimated location
(Fig. 3(c)). The overall performance of different techniques was measured by the
F-measure:
P =
TD
TD + FD
, R =
TD
TD + MD
, F = 2 · P ·R
P +R
, (11)
where TD, FD and MD denote the number of true detections (true positive), false
detections (false positive) and missed detections (false negative) respectively.
Results showed that the proposed multidirectional method obtains the
highest detection accuracy when evaluating the object level performance. Further
tests are needed to compare the pixel level performance. By analyzing the
results, we have pointed out, that the proposed method has difficulties when
detecting buildings with altering colors (like gray or brown roofs). However,
orientation sensitive edge strengthening is able to partly compensate this
drawback. Sometimes, the closely located buildings are contracted and treated
as the same object (see Figure 3). The method may also suffer from the lack of
contrast difference between the building and the background and it is not able
to detect the proper contours.
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Database
Performance
SIFT Gabor bMBD Proposed
Image name Nr. of buildings Nr. of directions FD MD FD MD FD MD FD MD
Budapest1 14 3 3 9 1 4 2 0 0 0
CDZ1 14 2 2 5 4 1 1 0 1 1
CDZ2 7 2 1 3 2 2 1 0 0 0
CDZ3 6 3 0 1 1 0 0 1 0 0
CDZ4 10 4 0 5 1 0 2 1 0 0
CDZ5 3 3 1 2 1 0 1 1 0 0
Normandy1 19 4 2 9 3 2 1 4 1 3
Normandy2 15 3 4 9 4 5 3 2 0 1
Total F-score 0.616 0.827 0.888 0.960
1. ta´bla´zat: Quantitative results on different databases. The performance of SIFT [1],
Gabor [2], bMBD [4] and the proposed multidirectional methods are compared. Nr. of
buildings indicates the number of completely visible, whole buildings in the image. FD
and MD denote the number of False and Missed Detections (false positives and false
negatives). Best results in every row are marked in bold.
6. Conclusion
We have proposed a novel, orientation based approach for building detection
in aerial images without using any shape templates. The method first calculates
feature points with the Modified Harris for Edges and Corners (MHEC) detector,
introduced in our earlier work. Main orientation in the close proximity of the
feature points is extracted by analyzing the local gradient orientation density.
Orientation density function is defined by processing the orientation information
of all feature points, and the main peaks defining the prominent directions
are determined by bimodal Gaussian fitting. Based on the main orientations,
the urban area is classified into different directional clusters. Edges with the
orientation of the classified urban area are emphasized with shearlet based
edge detection method, resulting in an efficient connectivity map. The feature
point set and the connectivity map is fused in the last step, to get the initial
allocation of the buildings and perform an iterative contour detection with a
non-parametric active contour method.
The proposed model is able to enhance the detection accuracy on object level
performance, however still suffering of typical challenges (altering building colors
and low contrasted outlines). In our further work, we will focus on the analysis
of different color spaces, to represent altering building colors more efficiently
and enhance detection results by reducing the number of missed detections.
Application of prior constraints (like edge parts running in the defined main
orientations) may help in the detection of low contrasted building contours.
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