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Abstract
More and more areas use graphs for the representation of their data be-
cause it gives a connection-oriented perspective. Unfortunately, datasets
are constantly growing in size, while devices have increasingly smaller
screens (tablets, smartphones, etc). In order to reduce the quantity of
elements displayed on screen, several techniques of information reduction
can be used. Among them is graph clustering, which aggregates the el-
ements of the original graph into clustered nodes and edges — thereby
leading to a smaller graph.
In this report, we present a tool for the interactive exploration and
analysis of large clustered graphs. The tool empowers users to control the
granularity of graphs either by direct interaction (collapsing/expanding
clusters) or via a slider that automatically computes a clustered graph of
the desired size. In a next step, we explore the use of learning algorithms
to capture graph exploration preferences based on a history of user inter-
actions. The learned parameters are then used to modify the action of the
slider in view of mimicking the natural interaction/exploration behavior
of the user.
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1 Introduction
Social networks, technology, biology, business data are part of the various fields
that are studied with graphs. The intuitive interpretation of the data repre-
sented implied a need to develop techniques of graph analysis for these do-
mains. This interest to graphs is pretty recent compared to the first time we
heard about them. Indeed, the origins of graph theory dates back to the 18th
century. Since then a lot has been learned about graphs and their mathematical
properties but it is only in the end of the 20th century that they have become
extremely useful as representation of systems in different areas.
The interest of users to represent information as graphs had created a need
to research for manners to display those graphs. But these users had different
constraints and then different needs. This is why the field of graph visualization
is as large and the differences concern everything, even the most elemental part
of the graph since the representation of a node and an edge vary. Indeed, even
if a graph is most of the time represented as a set of points and lines, some re-
searchers focused on displays based on the adjacency matrix [4] or even hybrid
representations [10] (fig. 1).
Figure 1: Visual representations of a graph. From left to right, a node-link, an
adjacency matrix and a hybrid diagram [10].
Since graphs of all sizes and structures can be generated from datacubes or
relational databases, we can obtain data which is not easy to interpret even if in
general graph modeling is more intuitive than most of the other representations
of data (fig. 2). For instance, if our graph has hundreds of edges, how can we
visualize it efficiently? Indeed, with a limited space such as a screen we won’t
be able to display the whole graph if we want to gain insight or results from
it, even with the best visualization technique. In this situation, choices have to
be done to understand the information contained in the graph. These choices
are left to the user which will be able to explore the graph interactively. These
exploration tasks can be of different nature and grouped in two sets. They can
be topology-based where the user-interest is related to the structure, such as,
e. g., finding adjacent nodes, or determining connections between nodes. Al-
ternatively, they can be attribute-based, in which case searching for nodes with
specific values, and finding edges of certain types are frequent interests. For each
task, one or more interaction techniques can be employed. Standard interaction
techniques such as zooming, distortion or highlighting are commonly used in
graph visualization. In addition, specialized techniques have been developed for
interactive visual graph navigation and exploration [20].
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Figure 2: A graph with a high number of elements displayed.
Now consider graphs of millions of nodes. The techniques presented above
cannot solve the problem alone anymore given the time it will take to the user
to interact with such a huge graph. For this reason, we are forced to use also
automatic techniques to change the structure of the graph. Given the quantity
of data, we decide no longer to keep every single information displayed and we
have multiple ways of doing so, two being the most famous ones. First one
is clustering, where we aggregate the elements of the original graph that seem
similar into entities which are their representatives in a new graph containing
only those representatives elements. The second possibility is filtering, where
we simply delete a part of the graph in which we have no interest.
The clustering techniques do not display original information anymore but
keep every piece of information reachable by exploration. Thus a user can still
interact with the graph, for instance by expanding the cluster that hides the
data that it represents, to look deeper into one part of the structure, or by
collapsing uninteresting data in its cluster (fig. 3). Nonetheless, we didn’t find
yet neither a good universal threshold for the quantity of elements to display to
the user, nor which elements should be displayed. For these purposes, we try
to improve user experience in graph visualization, using tools that mix different
interaction methods on graphs and reproducing user behavior with the autom-
atized techniques of information reduction.
Figure 3: Expand and collapse interactions on a clustered graph.
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The report is structured as follow. Section 2 presents the main techniques
used for reduction of information. This section is the basis of all the possibilities
we have for our research concerns. Section 3 introduces our use-case and the
tools that have been implemented for the users in order to interact. In section
4 we detail one of the tools, combining the methods for information reduction
presented before as well as user interactions. Section 5 explains the technique
used to learn from the interactions of the user and presents tests for the ex-
ploitation of our model. Finally, section 6 concludes this work and proposes
challenges for the future.
2 Information Reduction in Graphs
In this section we first present the most common clustering and filtering tech-
niques for graph reduction. Afterwards, we focus on interactive data modeling.
2.1 Graph Clustering
For the last decades, clustering has been an intensively researched field propos-
ing now a very large choice of methods for various kind of graphs. Since there is
not a unique definition of what is a cluster, we are facing a large amount of work
emphasizing various aspects of the graph in the simplification. Nonetheless, one
can separate the clustering techniques into two main categories : structure-
based and attribute-based algorithms. The former looks at the connectivity of
nodes, structural properties like the existence of complete subgraphs, etc. to
decide how to group the nodes. The latter is only concerned by the values of
the attributes and the meaning of the data. However both have something in
common, namely they want to aggregate nodes and edges in order to reduce
the number of displayed elements. For a complete presentation of the different
methods, the reader should refer to [6]. However, the most common ones as well
as the ones that we are using are presented below.
Graph partitioning aims at minimizing the number of inter-cluster edges,
which are edges connecting two nodes belonging to different clusters, given the
intended number of clusters and their desired size. These methods, as well
as many others in structural clustering, require the graph to be sparse (nodes
must have low connectivity) to achieve good results. Otherwise, we would have a
graph where any clustering would produce a lot of inter-cluster edges. Kernighan
and Lin invented in 1970 a method which is still used nowadays but often in
complement of another faster technique [13] (fig. 4). The algorithm solves bi-
section problem only, as it is usually the case for this family of algorithms, and
users that want more than two clusters have to apply the algorithm iteratively
on the resulting clusters.
But this family of methods for clustering has another consequent drawback be-
sides computational complexity: the fact that the user should give as input
the number of clusters and even their size which is often impossible to predict,
mostly if the graph has many nodes. Moreover, partitioning in more that 2
clusters is a bit approximative since iterative applications of the algorithm force
the user to decide in advance the hierarchy of the clustering. For example, for
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3 clusters the user needs to predict which one of the 2 first clusters should be
partitioned again.
Figure 4: Graph partitioning on a sample graph. Only 4 inter-cluster edges
remain.
As said previously, we don’t have enough information to apply the graph
partitioning techniques described above in general. For this reason and to fol-
low common intuition about clustering, Hierarchical clustering methods were
created. Their goal is simply to create a hierarchy with the clusters. Girvan &
Newman invented one of the most famous techniques of this kind [7] (fig. 5) in
which they proposed to start with the original graph and remove nodes one at a
time to produce the clustering. To do this, they first select a similarity measure
named edge betweenness, associating to each edge the number of shortest paths
between any two nodes passing through it,
BC(e) =
∑
u,v∈V
|σu,v(e)|.
Then, they remove the edge with highest score and recompute for all the re-
maining edges the measure and continue to delete edges. Intuitively, the highest
score on this measure implies that the edge is a bottleneck in the graph, sepa-
rating the vertices in several sets. Many other measures have been used such as
counting the number of triangles an edge share [18] or simply based on the dis-
tance (stored as weight of edges) between the nodes for example. At the end of
the process, we obtain a dendrogram representing the order in which the nodes
were separated. To determine at which step we better have to stop the process,
another measure was invented by Newman and Girvan a couple of years later:
the modularity Q [17], defining the strength of a particular clustering with re-
spect to a null model where the degree distribution is conserved but the edges
are rewired at random. Probabilistic methods allow us to compute this measure
once only, even if it will compare the graph with any random graph with the
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same degree distribution, as follows:
Q =
1
2m
∑
i,j
[
Ai,j − kikj
2m
]
δ(ci, cj). (1)
where m is the total number of edges |E|, A is the adjacency matrix of the
graph, ki the degree of node i, ci its cluster and δ(ci, cj) ensure i and j have the
same cluster. Thus, the higher this measure is, the better the clustering should
be.
Figure 5: Application of the Girvan & Newman’s method on a small graph.
Methods that remove edges starting with the original graph, like this one,
are called divisive but the converse also exist: aggregative algorithms. One ag-
gregative technique is, by the way, mainly based on the modularity score [16].
Indeed, one starts with the n disconnected vertices and for every pair of ver-
tices, the change of the modularity score assuming we will connect them, ∆Q,
is computed. At each step, the connection implying the highest change is per-
formed and ∆Q values are computed again until all nodes are connected. At
the end, the components can be considered connected in the dendrogram in
two different manners. Either if they share an edge (single-linkage) or if they
produce a clique, a subgraph where all the nodes are connected with each other
(complete-linkage). Once again, the resulting dendrogram can be cut at the
level which maximizes the modularity.
The algorithm by Newman is only one example but several other methods
use this measure to determine the clustering from scratch. We call these tech-
niques Modularity-based clustering. Without being exhaustive, we should at
least present the fact that the modularity-based clustering is separated in three
classes: greedy algorithms, such as Louvain’s method [2], which are fast but not
perfectly accurate, probabilistic methods like Simulated Annealing used in [8]
really slow but accurate, and those employing extremal optimization heuristic
like [3] which are generally good trade-off between time and result. We should
also stress the fact that particular configurations of the graph may reveal false
positive and false negative clusters using only this measure because it is only
based on a particular null model and its statistics about the distribution. This
issue is presented in more details in [6]. Depending on the graph and our inter-
est, Louvain’s technique might be very useful since it produces a hierarchy of
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the clusters during the procedure that was not proved to be efficient but seems
at least to be representative of the structure of the original graph. Further-
more, this algorithm is very fast, because even if a worst-case running time is
not defined yet, an evaluation with 150 millions of nodes and a billion of edges
took only 152 minutes to be clustered, reason why we will use it in our work.
We should add that this modularity measure, as well as the methods using it,
has many variations. Fortunato [6] presents the other possibilities as well as the
limitations of modularity-based clustering in details. He mentions for example
similar measure taking into account directed edges, weighted graphs, different
null models, etc.
All the methods presented so far are here discussed for undirected, un-
weighted graphs. Nevertheless, extensions for directed or/and weighted graphs
are straightforward. The often used idea for directed graph is to use in-degree
and out-degree instead of the total degree and to replace the adjacency matrix
by the weights matrix for weighted edges when needed.
There also exist methods based on the attribute values of the nodes in the
graph. This is the case of Dimension reduction [21] where multivariate data is
clustered regarding the categories of exactly two attributes (fig. 6). This tech-
nique allows to discover new connections because we concentrate on particular
attributes but if nodes have many attributes, the user should test a big number
of couples to understand completely the graph. Note that in this case, dense
graphs can be considered and that sparse graph can be unreadable because the
resulting clustered graph depends of the number of categories for the selected
attributes. A really dense graph with few categories will be easier to analyze
than a sparse one with too many possibilities for the attributes. Moreover, at-
tributes which cannot be categorized such as results from a text analysis have
no way to be taken into account.
Figure 6: An example of application of the Dimension Reduction algorithm [21].
Interactive clustering is still a possibility, letting the user determine himself
the clustering he wants. This approach allows to create hierarchies of clusters
but has nothing automatized. The user selection can determine categorical
differences or can match a regular expression [1], he can also separate the nodes
given a structural criterion such as having high degree even if this usage is
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really not common. Interactive clustering also contains expand and collapse
operations we have already presented in the introduction (fig. 3).
2.2 Graph Filtering
Unlike clustering, filtering is often reduced to interactive user selection, either
for structural or content interests. Moreover, it is often combined with clus-
tering, in the sense that filtering is processed first and that clustering is then
applied on the remaining data. Note that the converse occurs as well: clustering
is performed and afterwards, only a subset of the clusters is conserved.
Nonetheless, few filtering methods exist to reduce the number of nodes of a
graph based on structural properties. In this case structural measures are used
to determine if a node is useful for the representation of the graph or the use that
will be made of it, just like clustering. Huang [11] presented Node Importance
Score in this perspective and Jia [12] proposed to use node Betweenness Cen-
trality to determine the filtering (fig. 7). Both measures reduce the size of the
graph by deleting the nodes that are not important enough, which means here
that they are not connected enough or connected to nodes that are themselves
not important. To avoid changing the meaning of the graph, the algorithms
check however that the suppression of a node or its edges does not disconnect
the whole graph. Note that connected components are treated separately from
each other.
Another filtering concept is to produce a sampling of the graph that keeps
the principal characteristic of the original graph such as the degree distribution.
An evaluation [14] presents different way to produce this and shows that the
most efficient ones are based on random walks and forest fires. But even if the
results are good, this does not imply that this is what we are looking for. In
general, the most interesting part of the data is the one containing the nodes
that are the most connected to the rest of the network because those nodes might
explain the relation. If we only keep half of the graph, then half of the most
connected nodes will be deleted and so half of the nodes containing information
too. But once again, it depends on the interest we have in the graph.
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(a) (b)
(c) (d)
Figure 7: An example of filtering on a graph containing author collaboration.
(b) and (d) are respective filtering of (a) and (c), the whole set and its largest
component [12].
2.3 Interactive Data Modeling
The methods presented above for the reduction of information are standard
popular techniques of clustering and filtering which are always based only on
structural properties and attributes of the original graph. In the following we
want to take advantage of the other properties one can derive from graphs to
reduce the number of displayed elements.
Rather than displaying everything, we thought about a solution where the
user decides what dimensions he is interested in. This solution presents several
advantages, like the reduction of the number of elements displayed, improving
the readability, but also take into account that different interest on the graph
are sometimes better understood with different representations of the data.
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For example consider the set of publications in scientific journals in 2010. If we
draw a graph linking authors and papers on this period, we will easily count the
number of publications of each author with the degree of its node. But count-
ing the number of publications authors A and B did together is more complex
because we need to search in all the publications of A whether B is a neighbor.
However, the graph is bipartite since the relation between the nodes means
“Author A is one of the authors of publication P” so neither two authors, nor
two publications can be linked. So we can compute the paths of size two start-
ing at an author in the previous graph and we will obtain a new graph where
nodes represent only authors and the links represent the publications they have
in common. This operation is called projection and can be done with any bi-
partite graph. Finally, with this new graph we can easily answer the second
question we had before by simply looking at the weight of the edges (fig. 8).
Figure 8: Projection [15].
Different tools are available for interactive data modeling (see [9, 15] and
fig. 9) and given our interest in user experience for graphs, we reuse part of the
idea. First, when facing a bipartite graph, user will be able to project one set
on the other and second, when facing hierarchies, user will have the choice to
select one layer in the hierarchy to be displayed rather than everything.
Figure 9: User interface of Ploceus with 3 different views: a management view
on the top left, a network schema view on the bottom left, and a network
visualization view on the right [15].
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Let assume we can split the dataset into two groups, both being a hier-
archy separated by a relation. An example is described in the figure 10 and
represents the stores where employees worked last year. HA and HB are the
two hierarchies; LA and LB are the sets containing the leaves of (resp.) HA
and HB ; finally R is the relation linking the two hierarchies. R is defined by 4
smaller relations : RAA ⊆ LA × LA, RAB ⊆ LA × LB , RBA ⊆ LB × LA, and
RBB ⊆ LB × LB to specify directed links between LA and LB and other links
between the leaves of the same set.
Practically, those operations are made with adjacency matrices. We start by
querying once the relational database containing the data and store everything
in 3 different adjacency matrices : MA, MB , and R. They respectively contain
the hierarchy structure in HA, the one in HB and the 4 relations together for R.
All the matrices are square, the last one having |LA|+ |LB | rows and columns.
Recall that adjacency matrix of a graph is a matrix whose values are 1 on line i
and column j if node number i is connected to node number j and 0 otherwise.
Note that if edges are directed, then elements (i, j) and (j, i) might be different.
For example, LA-projection, which result in the set of nodes of LA connected
if the two nodes are both connected to the same node of LB , is computed as
δ(R)
2
restricted to the first |LA| rows and columns. The δ(M) operator takes
the binary representation of the matrix M , replacing any positive value by 1,
multiplying k times the same matrix gives the paths of length k and restricting
the result to the first rows and columns reduces the part of interest to the links
from LA to LA only.
Let’s use again the example about the publications. Imagine you have a
hierarchy containing the Authors and the Entities they are working for and an
other one with the Publications and the Topics they are related to (only one
topic each). The relation corresponds to “Author wrote Publication”. With
this, the user can ask: “What entity is concerned about what Topic ?”. And
thus we just have to compute the result of MA×RAB×MTB , MA being restricted
to the rows containing Entities and columns containing Authors and MB to the
rows containing Topics and columns containing Publications for size matching
(fig. 11).
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Figure 10: Representation of the structure of the hierarchies and the links be-
tween entities.
Figure 11: Matrix computations for the example presented above. The original
graph is the same than part of the previous figure (without the Gender layer)
that have been relabeled from left to right Entities, Authors, Publications and
Topics.
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3 Implementation
To illustrate all the forthcoming work about user experience, we present an ex-
ample that we will follow all along. This represents data taken from an online
forum.
We have a relational database containing Users, Messages, Threads and Fo-
rums. Each entry of the database represents a Message posted by an User in a
particular Thread which is in a Forum. We have a hierarchy between the Mes-
sages, Threads and Forums (HA) since every message is in exactly one Thread
which is in exactly one Forum. The relation links a User to the Messages he
has posted. We also have a reply structure that stores which Message is a reply
to which other Message and then produces the relation RAA. The database
contains 32942 Users and 427221 Messages contained in 96337 Threads and 33
Forums but some tests are made over a subset of the database containing only
2247 Users and 351 Messages in 105 Threads and 7 Forums.
User Interface is presented in fig. 12. We have different tools to help the
user explore the graph and interact with it:
(1) Menu Selection
(2) Filtering Tool
(3) Dataset Modeler
(4) Clustering Methods
(5) Information Slider
Figure 12: User Interface of our visualization tool.
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3.1 Menu Selection
The starting web page of the application contains 4 different menus. The two
first ones are linked to a query and its parameters that is sent to the database
and whose result is parsed in order to obtain a graph. This is the simplest
execution mode where everything is prepared and no interaction but filtering is
possible after selection.
Then, the two last ones are different attempts to do interactive modeling of
datasets. The third one lets the user choose between a list of already defined
possibilities that can be queried. This is the solution half way between the
completely static system described above and the completely interactive system
we could imagine. Finally, the last one works differently. The two hierarchies
of the use-case are queried once and stored on the server and then the user can
choose to display the layer he wants with drop-down lists. Any combination of
two sets is allowed as long as it is not a trivial query. For example, we refuse
to display connection between two layers of the same hierarchy since it will just
show the links of the hierarchy. On the other hand, we allow connection between
a set S and itself, which we interpret as a S-projection over the leaves of the
other hierarchy. For example, if user wants to see “Forums and Forums”, then
we display the Forums-projection over Users: the Forums are linked if there
exist at least one User that posted something in both Forums.
3.2 Filtering Tool
Although this work focuses on clustering for its automatized aspects, we can
filter data using the Filtering tool. With this tool, we can omit particular
nodes, select subsets of the data given particular specifications for parameters
or reduce the number of measures that we display as edge weights.
Figure 13: User filtered the two links that were not part of the largest compo-
nent.
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3.3 Dataset Modeler
As explained earlier, when the user chooses the dataset modeling option in the
menu, the data is stored in adjacency matrices representing the hierarchies and
the relation between the leaves of the two hierarchies.
Given the tree structure of the hierarchies and the few connections between the
leaves of the two sets, adjacency matrices are sparse matrices, stored as a list of
values with respective indexes. Then, when the user selects two sets to display,
operations on the adjacency matrices give the path of correct length between
the desired sets and display information in a bipartite graph. These operations
are simply matrix multiplications between the different adjacency matrices that
were described at the end of section 2.3.
3.4 Clustering Methods
With this, the user can choose between several different information reduction
techniques. The possibilities are projection, random filtering, Louvain’s method
and the information slider for now. All but random filtering require a layered
representation of the data and to do this we needed a new structure for the
nodes and the edges, called respectively GraphNode and GraphEdge (fig. 14).
Figure 14: Details of the structure of the GraphNodes and GraphEdges. The
variable names are applied to the element with the same color. For example,
GraphNode A is the source of GraphEdge 1.
Both GraphNodes and GraphEdges work on the same model. They are com-
posed of identification variables (usually a name and an ID), a size, a group,
optional parameters (e. g., the depth in the graph) and lists of other GraphN-
odes and GraphEdges to represent the hierarchy. Nodes and edges clusters
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are represented with doubly linked lists: every node and every edge contains a
parent variable and a children variable. More precisely, there are two parents
variables: a nodeParent and an edgeParent (potentially a node can belong to
several edge clusters — recall fig. 8) and two children variables: one for the
nodes (groupNodes) and one for the edges (groupEdges) clustered in this ele-
ment. Moreover, an edge contains its source and target and a node contains a
list for its neighbors, which are simply the edges connected to it, and a list for
induced neighbors produced by the clustering. The latter one is necessary to
display links between nodes of different layers of clustering since neighbors are
only links between nodes of the original graph (on the last layer) or between the
two parents of the nodes connected by a link (on any layer but always the same
for the two nodes). The reason we want to display nodes of different layers is
because the user can expand particular nodes and then display data that is not
on the same layer and we need a way to connect this data (fig. 15).
Figure 15: Representation of a user exploration of a graph and its dendrogram
shows the importance of groupNeighbors [1].
With these structures, we can now describe Louvain’s method and its imple-
mentation. Louvain’s method, presented and tested by Blondel [2], is a fast effi-
cient and often used modularity-based aggregative hierarchical clustering tech-
nique. This means that this technique is used to cluster the nodes of the graph
in order to reduce the size of the final displayed graph. It is aggregative because
at the beginning, all the nodes are considered separately as clusters of one node
(themselves) and then, they are aggregated together. Finally, the measure used
to determine how to cluster the nodes together and when to stop the process is
the Modularity measure Q presented in more details in section 2.1 (eq. 1).
The Louvain method can be summarized as follows:
ALGORITHM:
1 - Repeat sequentially until no local improvement is possible
a. Assign a different community to each node of the network;
b. For each node i, consider the neighbors j and evaluate the gain in mod-
ularity that would be produced by placing node i in the community of
node j;
c. Place the node i in the community for which the gain is maximum (if no
positive gain, then don’t move node i).
2 - Build a new graph
a. Let the nodes of this new graph be the non-empty communities resulting
from phase 1;
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b. Set the weights of the edges as the sum of the weights of the links between
nodes in the corresponding two communities (creating self-loops if there
were links between nodes that now belong to the same community).
3 - If the modularity score changed in the last pass, then return
to phase 1
Figure 16: Two passes of the Louvain’s method on a graph with 16 vertices and
28 edges [2].
NOTES:
• Phase 1 often implies that a particular node is selected several times during
the same pass. Once the last node is considered, then the first one is
considered again and the phase stops only if any improvement has been
made for the last N nodes.
• Rather that computing the modularity value for the whole graph every
time, we can simply compute the gain ∆Q for a node moving from com-
munity c to d. Blondel presented it in his publication [2] for an isolated
node i that moves to community C:
∆Q =
[
Σin + ki,in
2m
−
(
Σtot + ki
2m
)2]
−
[
Σin
2m
−
(
Σtot
2m
)2
−
(
ki
2m
)2]
,
where Σin is the sum of the weights of the links inside C, Σtot is the sum
of the weights of the links incident to nodes in C, ki is the sum of the
weights of the links incident to node i, ki,in is the sum of the weights of
the links from i to nodes in C and m is the sum of the weights of all links
in the network.
• The order in which the nodes are considered in phase 1 can influence
the computation time but seems not to be significantly influencing the
modularity score obtained.
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IMPLEMENTATION:
• In phase 1, the nodes are considered community by community and if a
change occurred, then the remaining communities are not considered and
the phase 1 starts again.
• Rather than computing the change of modularity sequentially for all the
neighbor communities and keeping the largest value at the end, we prefer
to compute the changes for all the communities, at the same time, neigh-
bor by neighbor but not necessarily belonging to the same community.
This reduces the number of computations and avoids search operations to
retrieve the community of the neighbors.
• Starting from Q as defined in the literature, we will derive our gain ∆Q:
Q =
1
2m
∑
i,j
[
Ai,j − kikj
2m
]
δ(ci, cj),
where Ai,j represents the weights of the edge between i and j, ki =
∑
j Ai,j
is the sum of the weights of the edges attached to vertex i, ci is the
community to which vertex i is assigned, the δ-function δ(u, v) is 1 if
u = v and 0 otherwise and m = 12
∑
i,j Ai,j .
So if a node i moves from community c to d, then Q increases for the
nodes j in d and decreases for the nodes j in c:
∆Q =
1
2m
∑
j∈d
Aij − kikj
2m
−
∑
j∈c\i
Aij − kikj
2m

=
1
2m
∑
j∈d
Aij −
∑
j∈c\i
Aij
− ki
4m2
∑
j∈d
kj −
∑
j∈c\i
kj

• For the different passes, the data structure is made of a list of communities
and a list of nodes from the original graph. The communities are here to
aggregate the nodes together given the modularity and at the end of the
phase, a new layer of communities and nodes is created. The structure is
maintained as follows:
1 - Create the set of nodes N0, a copy of the original graph with no
children and no parents;
2 - Create the set of isolated communities C0: GraphNodes with N0 as
children (and them as N0’s parents) and set i = 0;
3 - Run phase 1 of Louvain’s method and increment i;
4 - Create Ci, for non-empty Ci−1 with Ci−1 as children of Ci;
5 - Create Ni with parents Ci and children Ni−1 (and Ni−1’s parents to
Ni) and set Ci’s children to Ni;
6 - If ∆Q increased in the last pass, then go back to step 3.
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Figure 17: The steps of creation of the structure for a small graph and its
clustered representation. Edges are omitted for simplicity.
3.5 Information Slider
The slider is another way to transform a user query into a graph. This time,
the user will select the datasets he wants to see and ask for a proportion of
information displayed as presented by Elmqvist [5].
To do this, he will use a slider going from 0% (minimal graph) to 100% (maximal
graph) that will show the requested percentage of information.
By controlling this limit, we can either use it to ensure a minimum frame rate
by capping the amount of visual entities to draw, or to control the amount of
elements for the purpose of efficiently perceiving the visualized data.
In the following section, we present the system that recommends the elements
of the graph that should be displayed based on the quantity of information that
the user will request with this slider.
4 Recommendation system
Depending on the knowledge we have about the graph, we can manage to cluster
and filter data in many ways. Structural solutions are preferred when we don’t
have much information and obviously we will try to take advantage of any par-
ticular information such as metadata. For example, if we have bipartite graphs
we will try to do projections and if we know the attributes, we will cluster nodes
with respect to those attributes or we will do dimension reduction. Nonetheless
in all these situations, we still need to know user interests for better displaying...
Indeed, even if automated methods do a great job, the user might have in-
terests that differ from their representation. For example, structural clustering
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methods will often produce graphs that are not what he wanted to see because
they are based on structural statistics and the users almost always care about
the attributes. Then he will need to interact with the graph to explore it and
obtain the best display with respect to his interests.
Here, we first want to give the user all the tools he could need to explore the
graph and then try to recommend the best display. For this second part, we
will have to understand the interactions of the user and find the best heuristic.
Let’s consider a graph G containing a total of |E| edges and |V | vertices. We
denote by |Ei| and |Vi| the number of displayed edges and nodes respectively
at time step i. Our goal here is to provide to the user a slider that will allow
him to determine what quantity of information he wants to see, using a precise
measure (recall (5) of fig. 12). The measure is used to interpret the meaning
of the amount of information displayed. It is a linear interpolation of the two
extrema always given as a percentage: the maximum (100%) is defined by the
total number of nodes and edges in the original graph and the minimum (0%)
is defined by the smallest number of elements that we need to display after re-
duction to keep every information reachable by exploration. Different measures
could be considered depending on the weights we give to the different nodes and
the different edges, for example we could consider only nodes, only edges or any
combination of the two. We assume that for now the information measure is
Ii =
|Ei|+ |Vi|
|E|+ |V | , (2)
giving as much importance to nodes and edges.
Given this definition, the measure is always between the most compact graph
that can be obtained from the original graph with information reduction tech-
niques and the original graph itself. Thus, we will need to reduce the more
we can the size of the graph, using the different methods presented in section
2, while permitting the exploration of every single datapoint. Note that this
prevents the use of filtering techniques which don’t force every datapoints to
stay reachable.
For our forum use-case (presented in section 3), we are sure to face either a
bipartite graph or a projected graph so the first thing we will do is to project one
set on the other if it wasn’t asked directly by the user (by choosing the same set
to display twice). This will reduce the number of nodes but might increase the
number of edges, thus we should be careful while applying projection. Indeed,
if a node of set B is connected to several nodes of set A, then A-projection will
replace this subgraph by a clique of the nodes connected to the previous node
of set B (fig. 18). Then, we continue the reduction with Louvain’s method for
clustering on the projected graph. This clustering algorithm has the advantages
to be fast and applicable with almost no knowledge of the graph, since we just
need to compute the Modularity score.
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Figure 18: 6 nodes and 5 edges are projected into 5 nodes and 10 edges.
Using the information measure that we had define earlier in equation 2, the
projection of a node with many neighbors won’t reduce the amount of informa-
tion displayed. Indeed, it will even increase it because as it was explained just
before, the subgraph that was containing N+1 nodes and N edges representing
a node and its N neighbors, will be replaced by a N -clique, containing N nodes
and N(N−1)2 edges. Obviously, letting Ii be the measure before projecting and
Ii+1 the measure after the projection, we have :
Ii =
2N + 1
|E|+ |V | , Ii+1 =
2N +N(N − 1)
2(|E|+ |V |)
and then: Ii > Ii+1 ⇒ 2N + 1 > 2N +N(N − 1)
2
⇔ N + 1 > N(N − 1)
2
whose solution is: N <
3 +
√
17
2
≈ 3.56
So in the cases where the largest projection contains more than 3 nodes and
we want to reduce the information displayed by projecting (this is always our
case), then we will need to introduce parameters α and β to change Ii into:
Ii =
α|Ei|+β|Vi|
α|E|+β|V | , where α and β need to satisfy:
αN + β(N + 1)
α|E|+ β|V | >
αN(N−1)2 + βN
α|E|+ β|V |
⇔ αN + β(N + 1) > αN(N − 1)
2
+ βN
⇔ αN + β > αN(N − 1)
2
⇔ β > αN(N − 1)− 2N
2
⇔ β
α
>
N(N − 3)
2
and α > 0
For simplicity, we set α = 1 and β = Nmax(Nmax−1)2 in our use-case. It represents
the number of links in the largest clique of the graph and it is easy to compute.
Once the bounds are set and the measure is defined, we will have to focus
on the intermediate steps. Recall that the slider will simply help the user to
choose the proportion of information to display given the measure associated
with it. Then we need to define how to interpret this measure which only gives
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us a number of elements to display without saying neither exactly which ones
should be displayed, nor what proportion should be nodes and what proportion
should be edges.
We can combine the interactive cluster exploration presented in the begin-
ning of this report (recall fig. 3) with the modifications produced by the slider.
Indeed, changing the proportion of information is the same as applying several
(or sometimes just one) expand operations on the minimal graph, the starting
point. It is the case because every operation made on the original graph in order
to transform it into the minimal graph reduces the information measure, even
the projections which increase the number of elements by definition of α and
β. It can as well be a succession of expand or collapse operations on any graph
resulting from exploration since those transformations can be concatenated and
that for every interaction there exists an inverse that cancels it (collapsing a
cluster cancels its expansion and vice-versa). Thus, we define sequences as the
different lists we can create with those expand and collapse operations to trans-
form an initial graph into another. If no reference graph is given, we assume
that the starting graph is the most compact one, which will often be the case.
We call also configuration the state of the graph after applying all the operations
of the sequence, or until we decide to stop.
Furthermore, the principle defined above with the sequence of expand opera-
tions forces us to display all the nodes and edges contained in a cluster at once. If
we are supposed to open a big cluster to improve the displayed information and
that cluster aggregates a consequent part of the information ∆I, we have two
possibilities for now: either we keep the cluster or we display all the aggregated
elements. However, if the user moves the slider from Ii to Ii+1 = Ii+δ ·∆I, with
0 << δ << 1, then there is a gap between the query of the user and the two
solutions. We want to find a way to fill this gap and we have several ways to do
so. The first possibility is simply to decide to show only part of the contained
information with respect to the value δ. A practical solution could be to set
the cluster transparent but still visible and display part of the nodes and edges
on top of it. Another possibility could be to redefine the clustering inside the
cluster to expand in order to get the wanted quantity of elements by creating a
new layer in the hierarchical clustering.
Note that sometimes, even with all those precautions, we can’t avoid the gaps,
either because there are a few number of elements to display in total or simply
because the slider gives a continuous value to the information measure and that
we have to translate this in a discrete measure, the number of elements to show.
One more comment is required about the measure of information we tried
to define above. In practice, it will often happen that the measure only define a
number of elements to display without defining a bijection between the amount
of information and the precise elements to show, meaning that there could exist
many configurations that represent the same amount of information.
Moreover, if there are several ways to reach a given quantity of information,
there are also potentially different intermediate steps leading to the same con-
figuration. For instance doing expand on node A and then on node B is a
different sequence than B first and then A but the result is the same if A and B
are disjoint sets of nodes and edges (see fig. 19). With all this, we could be able
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to construct a huge number of different sequences that will lead to the same
quantity of information so we will have to choose one as the default sequence.
This sequence will be the one followed by the information measure and as long
as the proportion won’t be reached, more operations of this sequence will be
executed. So, we now have to answer in what sequence we should expand the
elements. Moreover, we need to find which elements should be displayed instead
of the others for a given amount of information taking into account all the re-
marks above. Lots of parameters can be considered to determine the order in
which the different elements are displayed using the slider. For example, based
on the size of the nodes, the strength of the links, the number of neighbors, and
so on.
Figure 19: Two different sequences leading to the same configuration.
Finally, we want the user to be able to interact directly with the expand and
collapse techniques too: when a cluster is displayed, the user can simply click
on it to expand it (suppressing the cluster and showing all the nodes and edges
contained inside). He also has a way to collapse what he has expanded before
(fig. 3). Of course, the reason is that we want to allow the user to correct a
clustering that wouldn’t correspond to his interests in the graph, so we need
him to be able to explore. But by doing so, he might change the quantity of
elements displayed and thus the proportion of information represented by the
slider. So, it is important to remark that the quantity can be affected by inter-
active operations on the graph.
The fact that the user can both use the slider and do interactive exploration
forces us to solve a new issue. If the user starts using interactive exploration at
some point and expands or collapses elements in a different order than expected
by the default sequence (following a sequence different than the default one),
then we won’t be able to use the default sequence anymore for the incoming
modifications that the user will request by the use of the slider. Indeed, there
could be a gap between the configuration before the interactive clustering and
the configuration after the exploration.
For example, assume that he uses the slider to display 44% of the information
and then expands the 3 smallest node clusters displayed, C1, C2, and C3. The
new amount of information displayed is 46% (fig. 20a). Assume the default se-
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quence’s next operation after reaching 44% was to expand another node cluster
than the one interactively expanded called C0, modifing the measure to 46%
as well (fig. 20b). If the user now moves the slider to 48%, the heuristic that
defines the order of the operations can not consider that the cluster C0 is ex-
panded and can not expand C1, C2 or C3 anymore. We thus need to define a way
to smoothly go from the configuration before and the configuration after user
interactions. In this example, we need at least to redefine the default sequence
between 44% and 48% (fig. 20c). But even if it seems still valid to consider the
old part of the sequence between 0% and 44% and beyond 48%, nothing forbid
us to change it as well (fig. 20d). In any case, it won’t be possible to keep the
default sequence as is for the values that are concerned by the user interactions,
even below the starting value if user collapsed clusters.
(a) Alternative sequence defined by user after the expansion of
C1, C2 and C3.
(b) Default sequence before interaction, next action after 44% is
opening C0.
(c) Smallest modifications to be consistent with user interactions.
The part in gray can be or not identical to the one of the old
default sequence.
(d) Modifications of everything beyond 46% to improve the next
explorations for the user.
Figure 20: Modifications of the default sequence following user interactions.
Several solutions, all implying learning on the interactions made by the user,
are feasible. We can for example use the sequence defined by the user to go from
one state to the other. By doing so, we change the order of the operations by
inserting the interactive ones where they happen. This solution offers only few
changes and is not satisfactory because it modifies only the behavior of the de-
fault sequence for the very elements affected by the user interactions. If the
user has a particular pattern in mind and sticks to it, then every time that it
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is different than the default sequence, changes will be necessary. On the other
hand, we can try to understand the pattern that the user is following and cor-
rect the clustering globally.
Note that in all the solutions, we have to check that the sequence is consistent
with the structure of the graph and that no cluster is planned to be expanded
if it is not visible (because its parent hasn’t been expanded yet for example).
It seems that all the remaining questions could be solved at once. Indeed,
all the solutions imply the use of learning procedures. For this reason, we will
now present what to learn, how to learn it and how to use it for our problems.
5 Interactive Learning
User interactions are the best way to capture the preferences of the user and
to improve the tools he has. For example, the rules of expansion for the slider
can be modified if we are able to find a trend in the actions of the user. These
modifications of the default sequence will also smooth the gaps between the cur-
rent configuration resulting of the user operations and the old default sequence
for the same proportion of information because the trend discovered in the in-
teractions will promote these interactions in the default sequence, reducing the
differences between the two sequences.
If the user interacts with the slider again, then the operations can simply be
the most similar ones in the set of the remaining ones with respect to the trend
detected before. To do this, we can expand first the ones that were expanded
before in the default sequence but not yet in our configuration and collapse the
ones that were not in the default sequence at this point.
But these assumptions have a huge requirement. We need a learning pro-
cedure that will capture user interests in this graph and we will see that this
interactive learning will bring several new challenges. To achieve this, we focus
on the preferences of the user in terms of interactive operations. We will try to
learn which criteria make him expand an element rather than another. The final
goal is to reuse those rules to determine the order in which operations should
be made with the slider.
5.1 Simple model
Given the characteristics of a node and an edge we have several parameters to
help us define the rules ordering the operations. We can consider the number of
neighbors, the number of nodes or edges in the cluster, the fact that the cluster
is a node or an edge, the number of parents, the kind of the parents, the size of
a node, the intensity of an edge, the depth in the hierarchy, the attributes of the
nodes or edges, etc. In the use-case, we are mainly using 3 parameters: the type
of the cluster opened, the quantity of measure contained in the cluster (using
the α and β parameters as well as the number of nodes and edges contained)
and the depth of the cluster in the clustering hierarchy (1 for the root, 2 for its
children, and so on).
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With those parameters, we will try to catch the trend in the operations per-
formed by the user to change the exploration path and reflect these changes in
the default sequence. For this we need something to sort the possibilities in the
sequence with respect to the last changes and we will associate a weight factor
to each parameter that we analyze. We will thus have three weights in our
use-case: one for the type of cluster, one for the quantity of measure contained
in the element expanded and a last one for the depth of this element.
These weights might be modified at each step with the new constraints
coming from user modifications on the graph. We will consider the different
alternatives that the user had at the moment of the interaction and we will cre-
ate constraints based on the preference of one interaction on the others. In the
following, we will call the favorite action a0, the other alternatives a1, . . . , an
and the set of actions A = {a0, a1 . . . , an}. Then, for every interaction, we will
add a0  a1, a0  a2, . . . , a0  an to the constraints that can be read as “a0 is
preferred to ai”. Once we have this set of constraints, we will need to interpret
the constraints as equations to relate the weights factors and the interactions.
For this purpose, we will use an utility function u : A → R whose property is
that: ∀x, y ∈ A, x  y ⇔ u(x) ≥ u(y) and that will transform the abstract
order between the actions into the concrete order over the reals associating a
value to each action.
We decide to start with a very simple utility function, u(x) =
∑p
j=1 wjxj
where xj is the j
th parameter of interest for the interaction x ∈ A. In our case,
it will give u(a0) = a
1
0w1 + a
2
0w2 + a
3
0w3, where a
1
0 is 1 if the cluster expanded
in the action a0 is a node ans 0 otherwise, a
2
0 is the amount of information
contained in this cluster and a30 is the depth of the cluster. With this func-
tion, we transform the set of constraints into a set of equations of the form∑p
j=1 wja
0
j ≥
∑p
j=1 wja
i
j equivalent to
∑p
j=1 wj(a
0
j − aij) ≥ 0 for i = 1, . . . , n
that represents the preference of action a0 over action ai. These equations will
be the constraints of the optimization problem to come.
While solving toy examples with the graphical representation of the con-
straint set, we remarked that the vector
→
w=
→
0 is always solution but doesn’t
give any information for the modification of the default sequence — this is a
trivial solution. Moreover, it implies that all the constraints pass through the
origin and thus there are always either an infinite number or zero non-trivial so-
lution (fig. 21a and 21b). So we decide to select the optimum solution between
all the possibilities by two similar techniques given that the number of existing
solutions that solve all the equations is 0 or ∞.
Intuitively, we would like to pick the solution that is the furthest from the
borders of the domain for the case where the set of solution goes to infinity and
conversely when no solution exists, we would take the point that satisfies the
most the constraints, the closest from the borders defined by the constraints.
Mathematically, by adding an error variable in every equation, we can represent
the distance to the boundary. We now consider:
∑p
j=1 wj(a
0
j − aij) ≥ εi where
εi is the distance to the border of constraint a0  ai. With respect to the intu-
ition we gave earlier, the optimum solution will be the one that maximizes the
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sum of all the epsilons, with εi ≥ 0 if there are an infinite number of solutions
and with εi ≤ 0 if there is no solution.
Nonetheless, the same problem remains because even if intuitively this so-
lution seems the best, it won’t solve it alone. Indeed, the optimum solution
for an infinite domain of solution will always be at infinity because it is where
the distance to the border is maximized and for the case with no solution, the
smallest possible error, leading to the neighborhood of the origin, will always
be sufficient to solve the system but any ratio between the weights will be an
optimum solution with this definition. Actually, it is only these ratios that are
interesting for us because to sort the default sequence regarding a particular set
of parameters, we simply need to know which one is promoted by the user and
applying weights 1 and 3 will be the same as 1000 and 3000 respectively. For
this reason we can normalize the weights by any mean and the given information
will be enough. However, we have technology limitations here and this is why
we prefer to solve linear optimization for which constraints have to be linear in
the dimension of the variables (here the weights). This leads to the following
normalization constraints:
∑p
j=1 wj = 1 and wj ≥ 0.
Fig. 21c and 21d show the resolution of the same constraints with the nor-
malization constraints and the error variables εi added. We remark that there
exist multiple solutions for both problems even with these modifications. In this
case, we propose to find all the extremities of the solutions set and to compute
a geometrical average to select the final solution. The extremities can be com-
puted by maximizing and then minimizing one variable at a time in addition to
the previous system of equations.
Let’s now summarize all the modifications that we did to our resolution
method:
1 - Extract interesting parameters from the different possible actions;
2 - Solve the system of equations defined by the preference of one interaction
over the others:
∑p
j=1 wj(a
0
j − aij) ≥ 0;
3 - If there is no non-trivial solution, solve the following linear optimization
problem with εi ≤ 0;
4 - Otherwise (if the solution set is of infinite size), solve the same following
linear optimization problem with εi ≥ 0;
5 - Maximize
∑n
i=1 εi subject to
∑p
j=1 wj(a
0
j − aij) ≥ εi,
∑p
j=1 wj = 1, wj ≥ 0;
6 - If there are more than one optimum solution, then compute the optimiza-
tion that maximizes and minimizes every weight one by one and select the
average point as solution.
5 INTERACTIVE LEARNING 30
(a) A unique trivial solution.
(b) Infinite solution set with optimum at
infinity.
(c) With normalization constraints, the so-
lution is an infinite set.
(d) With normalization constraints, the so-
lution is the same infinite set.
Figure 21: Solutions of a simple constrained example where the red lines are the
constraints, the blue lines the normalization constraints, in green the solutions
and the blue cross is the optimal solution. In (c) and (d), all solutions are
optimal.
5.2 UTA method
With the system presented above, we will face configurations where a0j − aij
might be negative for all the parameters j = 1, . . . , p and then won’t solve
the normalization constraint without error. In this case, the best solution will
be to put all the weight on the parameter that is the closest to zero (see fig.
22). Indeed, this parameter will be the one requiring the smallest error to have
a valid system. But this won’t give a solution representative of the meaning
of the constraints. Remember that the problem comes from the fact that for
all parameters, a0j − aij < 0. This means that the user preferred small values
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for all the parameters and this will now be interpreted as the user willing to
maximize the criterion he tried the least to minimize. To solve this gap in the
comprehension of the interaction, we will need to interpret the negative values
as minimization of the parameter and positive values as maximization.
Figure 22: Graphical resolution of a constraint with negative values.
In general, this problem never occurs because we always know if our goal
is to maximize or to minimize when we associate a parameter with an utility
function but here the problem comes from the fact that the user determines the
values to interpret and that linear optimization requires linear normalization
constraint. Thus, the best solution would be to compute the optimization for
all possibilities and to decide for minimization or maximization independently
for all the parameters based on the solution minimizing the objective function.
Unfortunately, JavaScript libraries for linear optimization are not as efficient
as we could find in other programming languages (such as Matlab for exam-
ple) and thus we will need to find a low complexity solution for this decision,
implying to solve the least optimization problems. We decided to introduce a
variable for each parameter, defining if it should be maximized or minimized.
These variables are called sj and take values −1 if the parameter needs to be
minimized and +1 if it needs to be maximized. This will force us to predefine
the objectives for the parameters given the learning and to do the optimization
in two phases but we don’t have a better solution given the performances of our
linear solver and technology constraints.
Another problem can be illustrated by the following example. Consider
the constraint 2w1 + 10w2 ≥ εi combined with the normalization constraint
w1 + w2 = 1. The optimal solution is w1 = 0, w2 = 1 but the scales of the
values might be really different for the parameters. For example, we could have
x1 ∈ [0, 2] and x2 ∈ [0, 1000]. In this case, the difference of parameters 1 for the
two possibilities would have reach its maximum unlike parameters 2 that will
be a bit different compared of what it could have been. Moreover, parameters
that are categorical like the type of element that was expanded (edge cluster
or node cluster) have to take two different values with a scale that won’t be
comparable to these for the number of elements in the cluster (that might be
spread) and for the depth of the element in the hierarchy (that will be really
tight) at the same time. For those reasons, we have to normalize the inputs to
reach a unique scale where the minimum is represented by 0 and the maximum
by 1 (fig. 23). Separately for each parameter, we store the minimum and the
maximum value for all the elements and we simply represent the utility for the
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parameter j with a linear formula replacing the value of the parameter xj in
the old formula. This formula will depend if we want to minimize or to maxi-
mize the given parameter, solving at the same time the previous problem. For
maximization, we have g(xj) =
xj−minj
maxj −minj (fig. 23a) and for minimization, we
have g(xj) =
maxj −xj
maxj −minj = 1 −
xj−minj
maxj −minj (fig. 23b). So we can use the sign
variables to end with an unique equation: g(xj) =
1−sj
2 + sj
xj−minj
maxj −minj .
(a) Maximization (b) Minimization (c) Constant case
Figure 23: Normalized marginal value function for the parameters of the con-
straints depending on the goal of the user for this parameter.
About the slack variables εi, we proposed also to change their purpose to
reduce the two different problems, if there were no or infinitely many solu-
tions, into one. To do this, we now associate the error variables with the
actions and not with the constraints. Thus, we have now a constraint ci =∑p
j=1 wj(g(x
0
j )− g(xij)) that needs to be greater or equal to σi− σ0 and all the
slack variables are non-negative, σi ≥ 0. The optimization problem becomes
now to minimize the sum of those non-negative error variables in both situa-
tions (with no or infinitely many solutions without slack variables). However,
since we are simply summing the error variables in the objective function, we
often face the case where more than one solution was achieving the smallest
value for the objective function. In this case, it is thus needed to apply the final
step like it was the case with the simple model to determine the geometrical
average of the solutions as the result. Note that since we changed the point
of view of the errors from constraint errors to action errors, then the error σ0
should be counted as many times as there are constraints since it was in every
constraint error.
With these problems solved, we can construct a new system that will have
to obey to the following constraints:
Minimize nσ0 +
∑
i σi
Subject to:∑
j wjgj(x
0
j ) + σ0 ≥
∑
j wjgj(x
i
j) + σi∑
j wj = 1
σi ≥ 0, wj ≥ 0
Recall that we first need to determine the signs sj before solving it and note
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that this system contains exactly the constraints of the UTA method where the
principle is to add together the utility of every parameter separately. The whole
theory can be found in [19] and correspond mainly to the problems faced here.
In the end, the weights used to sort the different actions of the default se-
quence only depended on a normalized factor and a sign. The factor is used
to determine which parameter is the most important and the sign to know
if the user preferred to minimize or to maximize this parameter. Thus, it
would have been useful to consider the normalization criterion as the unit circle:∑p
j=1 w
2
j = 1 that would have give all the information at once and avoid the
preselection of the best signs. Unfortunately, this would have transformed the
problem into a non-linear optimization problem which is much more compli-
cated to solve and prevent the operations to be real-time.
We remarked also that a constraint that appears several times can be kept
only once as long as we count it correctly when deciding for the signs and in
the objective function, when we sum up all the slack variables associated to the
other actions. This allows us to reduce the size of the systems to optimize and
thus to increase the speed of the computations.
5.3 Sign decision
If the procedure to determine the sign variables hasn’t been presented above,
it’s because it remains an open problem for us. Nonetheless, we will present
different intuitive ideas to determine the signs for the parameters before the
optimization. Our main goal is once again to use low complexity algorithms
to avoid increasing computation time. Indeed, to find the optimal solution,
we would need to do 3p optimizations with all the combinations of values in
{−1, 0, 1}p and to keep the combination that minimizes the objective function.
This is something we cannot afford with our technology limitations if we want
to achieve real-time computations.
5.3.1 Constant parameters
Until now, we always chose to minimize or to maximize a parameter, depend-
ing if the parameters of the constraints were negative or positive, respectively
implying that the selected element had a smaller (resp. greater) value than the
other alternatives for this parameter. But we noticed that these parameters
were also equal to zero sometimes and that this value could be the majority,
mostly when the constraints came from an interaction on the minimal graph.
In this case, it is hard to know if we better have to minimize or maximize this
parameter.
We choose then to add a third possibility, that is to consider the marginal value
function gj(xi) as constant whatever is the value of the constraint to express
the fact that we are not interested by this parameter because it was not sig-
nificant enough in most of the constraints to be interpreted (fig. 23c). This is
represented as a sign with a null value.
With this new possibility, we created solutions where the weights where not
giving any information in the computation of the new default sequence. Indeed,
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those solutions were giving all the weight to the parameters that had a constant
normalization since it was minimizing the objective function but of course, it
was not representative of the constraints.
For this reason, we had only two choices available when a parameter of the con-
straints is not significant enough to be interpreted. Either to choose randomly
between maximizing and minimizing this parameter or to force the weight asso-
ciated with it to be equal to zero when the marginal value function is constant.
The first one will give no interpretation of this parameter for the constraints
where the value was 0 but will give information for the potential minority being
non-zero whereas the second solution will never have an impact on the learning
procedure; it will simply omit this parameter in the optimization.
5.3.2 Majority detection
We proposed next to count the number of times that the constraints were pos-
itive, negative or null and to select minimization if there was a majority of
negative values for this parameter among the constraints, maximization if there
was a majority of positive values and not to care about this parameter or to
decide randomly if there was almost the same number of positive and negative
values for the parameter or if there are only zeros.
This solution seems to be representative of the expectations of the user. In-
deed, if his constraints are almost all positive for one parameter, then it means
that he tried to maximize this parameter. Nonetheless, the combination of
simple constraints can lead to unsuspected solutions. For example, if we con-
sider the constraints −0.9w1 + 0.1w2 ≥ σ1 − σ0 and 0.2w1 − 0.8w2 ≥ σ2 − σ0,
then there are solutions with no error if we minimize both parameters. But
if we choose to maximize one or both of the parameters, then we have strictly
positive slack variables. Here, this is not a problem of quantity of constraints be-
cause 100 times the first one and once the second one still give better results for
minimization of the two parameters. So the majority decision would give wrong
results: minimization of the first parameter and maximization of the second one.
5.3.3 Neighborhood solution
We have finally decided to use a brute force technique to have an idea of the
signs for the parameters. To do so, we define a set of points in the neighborhood
of the origin and we compute the distance to the constraints for those points.
Then we take the signs of the point in the set that minimizes the total error
(sum of the errors).
If we continue with the same example than before, we have to compute the
values of the different utility functions to determine the minimum value for
the error variables. To compute this, we set the weights as follows: w1 ∈
{+0.001,−0.001}, w2 ∈ {+0.001,−0.001} and we derive the slack variables for
all the possibilities. After computation, we remark that setting both weights
to -0.001 allows both errors to be null and thus minimizes the objective function.
Since we had to choose between accuracy and speed to solve the problem of
the detection of the signs, we preferred to introduce this solution which is more
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efficient than the previous one. Even though, we hope that in the future we
will be able to have a system that is both accurate and fast in order to achieve
real-time learning.
5.4 Trend detection
We now have a complete model from the interactions to the modifications of the
default sequence. However, we didn’t discuss yet the procedure to choose when
to learn and just assumed we store the parameters for all the possibilities that
the user had when he collapsed or expanded an element for all the interactions.
We will now develop those questions to capture as much as possible the experi-
ence of the user. We will also remark that those two questions are closely related.
Let’s first come back to the question of what is stored. We started this sec-
tion by assuming that everything was stored, for simplicity of presentation of
the UTA method but also because we need our learning process to recall that
the user promoted one action over all the other possibilities he had. This means
that he is more interested by this element than by any other. Nonetheless, stor-
ing every unselected action at every step of the interaction will eventually lead
to high error values in the optimization process and thus might not be repre-
sentative of the goals that the user had. We will see that this problem could
be solved at several levels. We could either split the interactions of the user
in sessions, change the granularity in function of our point of view or we could
simply learn on subsets of the constraints set defined by specific criteria. Using
both is also a solution and is actually the one used for the first tests.
Concerning the session principle, we can choose several level of separation
of the information. We could consider that every interaction has a different
purpose and so learn after each interaction and then forget the constraints.
Conversely we could consider that everything is always related to the same goal
of the user even if he starts the tool again because he has one main business
and behaves always in the same way when interacting with his data. As an
intermediate solution, we could argue a split between the connections, where
the data is stored as long as the user doesn’t quit the tool. We select the last
option that doesn’t require local storage and will be the easiest while discussing
the suppression of subsets of constraints in the following. Moreover, it is the
most meaningful one because experiments showed that changing after each in-
teraction often leads to configuration 20c and never forgetting anything leads
to the huge sums of errors we are trying to avoid.
Like with the session problem, several solutions can be used to determine
how to select a subset of constraints to consider in the optimization. Among
all the possibilities, we focused on a few solutions that seemed to be coherent
with our model. First, we tried to remove from the entire set the constraint
that produces the biggest error σi because if this constraint is not in the set
anymore, then the objective function will decrease by at least this value. We
discovered that this solution is not optimal because a constraint associated with
a slack variable relatively close to 0 might force other constraints to increase
their slack variables in order to solve the system and thus increase a lot the value
of the objective function (fig. 24). However, it gives one of the best results in
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average and it is a low complexity method that doesn’t require to compute
the optimization for every subset of size n − 1. Moreover, note that this idea
could be extended to any size and would increase even more (and exponentially
fast) the number of optimizations to run. We also need a criterion to decide
when to apply this technique that reduces the size of the constraint set and
how many times. We propose to apply it as long as the objective function is
over a particular threshold, defined with respect to our needs of precision which
require more experiments to be defined clearly.
Figure 24: Test on constraint suppression that shows that the removal of the
constraint with largest slack variable (in green) is one of the best solution to
minimize the objective function (optimum is in red).
We also explored the fact that if constraints start to be conflicting at some
point, it might be due to a change in user interests. Thus, we tried to remove
the oldest constraints from the set. But this test was not improving significantly
the value of the objective function in the optimization problem when we were
removing the oldest or the two oldest constraints. There are several explana-
tions for that. The first one is that even if our idea is right if we discover it
at the moment where the conflicts happen then it will often be the case that
there are more constraints associated with the first exploration of the user than
with the second so removing the last few constraints won’t solve the problem
and more than half of the constraints should be deleted to obtain improvements
(fig. 25). Another reason is that one interaction triggered by the user will result
in several different constraints (as many constraints as there were alternatives
for the user when he had selected the cluster) so the removal of a few constraints
won’t be significant at all.
5 INTERACTIVE LEARNING 37
Figure 25: Evolution of the objective function when removing the constraints
one by one from the oldest to the latest.
From this approach, we kept the idea that a constraint might be interesting
only during a limited number of steps and that if user continues to explore with
the same goals, then the same constraints should appear regularly. Following
this intuition, we introduced a lifetime that we associated with the constraints.
This is an hybrid solution between the session problem and the subset problem
which gives interesting results (fig. 26).
Figure 26: Evolution of the objective function when constraints are taken into
account only in the 5 steps that follow their apparition.
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Fig. 27 summarizes all the steps of the learning that are necessary to trans-
form the interactions of the user into something that can be useful for his next
interactions in particular with the slider. The decision for the signs in the utility
function and the detection of conflicts are not optimal yet and need more tests to
be efficient. However, we think that solving these challenges could significantly
help the user in the exploration of his data and that a low complexity solution is
the only way to keep the interactions real-time with big sets of data. Moreover,
given the detection principles above, it is clear that the learning should happen
each time that the slider is used to edit the default sequence just before it is
needed, using as much information as possible.
Figure 27: Diagram of the steps of learning for the modification of the default
sequence.
6 Conclusion
This report presents a new tool developed to understand and improve user ex-
perience in the exploration of data represented by graphs. We focused on the
concept of visual entities [5] and proposed a slider to allow the users to display
the quantity of information they want. We introduced notions such as the de-
fault sequence to determine the data displayed with respect to the value of the
slider that users choose. We linked in this process the simplicity of a slider with
the complexity of the graph representation that led to many different solutions
and for which we added a learning mechanism. This step took user interactions
on the graph as information that helped to display data following his goals when
he uses the slider.
We know that challenges remain in this area and that the approaches used
here to solve the problems might be not optimal. For instance, we need to un-
derstand completely the issues linked to the selection of the signs for the utility
functions. We know that it is important to decide if we need to minimize or
maximize a parameter in the default sequence but we are lacking evidence that
the majority of the sign of the constraint is a sufficient test. We think for ex-
ample that some combinations of constraints could lead to resolutions that are
not trivial and that could depend on several criteria at once.
We also suggest to improve the detection of the constraints to remove in a
twofold way. First by defining a strong criterion for the removal of the con-
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straints, if possible even without applying any optimization first to improve the
runtime. Second by determining how many constraints and which ones should
be deleted to get acceptable solutions in one step. Recall that in this report we
presented only solutions deleting constraints one by one and applying optimiza-
tion to check if we needed to continue the removal.
Another concept that might be closer to the goals of the users could be to
consider several interactions in a row together. For example, during the ex-
ploration of the graph a user might be interested by data that is deep in the
hierarchy and then he will need to expand several clusters without any interest
for them in order to reach the data he wants. So his interactions are not relevant
by themselves but as a unit. This implies to know or estimate how many interac-
tions in a row are part of the same exploration before applying the learning part.
More generally, it would also be a good improvement to be able to mix
attribute-based and structure-based clustering for learning. The problem comes
from the fact that user often looks for data for its attributes and then he might
need to expand and collapse a certain quantity of clusters before reaching the
data he is interested in if the clustering is only structural. The major problem
is that we miss techniques for attribute-based clustering that would be suitable
for learning. Indeed, we will also need attribute-based parameters to learn how
user explore his graph once we will have a good clustering.
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Appendix
A Repartition of computations
The tool developed here is separated in two parts. One running on the server,
written in Java responsible of the main computations and one running on the
client machine, written in JavaScript responsible of the display. In this section
we will try to understand the challenges that are linked to the repartition of the
code between the front-end and the back-end given the interactions of the user.
When we try to code everything in the back-end, we face the fact that every
action of the user needs to be transfered to the back-end, even if no computa-
tions are needed to keep track of the state of the graph and update potentially
some variables. For instance, if the user expands a node and the back-end is
not aware of this, it won’t update the weights for the learning, the list of the
potential clusters that can be open in the next step, neither the value of the
slider that will change and so it will propose operations on the graph different
than the ones user could expect.
If we try to code everything in the front-end this time, then the client will
query all the data from the database once. This will result in a huge query that
will take time to process, to download and to parse. Moreover, once the query is
parsed, the client has to store everything locally. Given the size of the database,
it might not be possible to store everything. Nonetheless, the interactions can
be displayed more quickly if the code is in the front-end because there is no
exchange of data between the front-end and the back-end.
For this reason, we are interested in the best threshold between the two
parts. The problems that we presented so far are based on the memory lim-
itation of the front-end and the resources required for any exchange of data
between the two sides. The goal here is then to minimize the quantity of data
exchanged while storing the least data in the front-end to avoid that the appli-
cation crashes. For this reason, it seems to be practical to compute the most
we can in the back-end and with this strategy we only transmit what to display
to the front-end. But this strategy implies that we compute learning and slider
parts in the back-end thus to be able to combine interactive operations with the
automatized ones, since we need to send to the back-end the information about
each interaction.
To avoid this, we propose to do the computations for the display (including
slider and learning parts) in the front-end. With this separation, we limit as
most as possible the data to be stored in the front-end as well as the number of
times that a request of the user is sent to the back-end.
The solution to this problem was dedicated to the operations performed by
the tool. For another kind of interactions, it might be easier to separate the
functionalities a bit differently. Nonetheless, the goals to achieve will be quite
similar and can even be extended to a client-server separation of the code. We
could imagine that the data is stored online and that the client that want to
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access it has a dedicated application on his device.
In this case, we would have to reconsider the transactions between the client
and the server in order to be the only one able to read the data exchanged since
it could be confidential data that is displayed with the tool. In this case again,
exchanging the minimum amount of data is also a way to ensure the privacy
and the security of the content.
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