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Abstract
In this paper we study particular amalgams that arise in the course of “pushing up point stabilizers.”
Under certain hypotheses, we determine those amalgams which involve Sp2n(q) or G2(q) as factors.
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1. Introduction
In this paper and a forthcoming sequel we study particular amalgams that arise in the course
of “pushing up point stabilizers.” This investigation is part of the classification project of the
finite groups of local characteristic p, as outlined in [MSS]. More precisely, we contribute to
Section 2.1 of [MSS].
To give a more detailed description of the problem, we need some definitions. Let p be a
prime and H a finite group whose order is divisible by p. Then H is of characteristic p if
CH(Op(H))Op(H); and H is of local characteristic p if every p-local subgroup of H is of
characteristic p. All groups of Lie type in characteristic p and some sporadic groups (for suitable
chosen p) are groups of local characteristic p.
Now let L be a p-local subgroup of a finite group G of local characteristic p. For T ∈ Sylp(L)
the subgroup
PL(T ) := Op′
(
CL
(
Ω1
(
Z(T )
)))
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trivial characteristic subgroup of Op(PL(T )) that is normal in L.
As this may not always be possible, the “Pushing up problem for point stabilizers” is the
determination of those groups L, in which no non-trivial characteristic subgroup of Op(PL(T ))
is normal. Usually this is done using additional hypotheses, for example that L/Op(L) is a
known quasisimple group.
Such a pushing up problem can be approached in the following way. Put R := Op(PL(T ))
and let τ :R → L be the inclusion mapping. For every σ ∈ Aut(R) let Lσ be a version of L
that arises from the embedding στ :R → L, and let Σ := {Lσ | σ ∈ Aut(R)}. Let OR(Σ) be the
largest characteristic subgroup of R normal in L. The amalgamated product F of the groups in Σ
is the appropriate group to work with. Then OR(Σ) becomes the largest normal subgroup of F
contained in R.
In the course of the classification of the finite groups of local characteristic p, as described in
[MSS], a more general version of this pushing up problem is needed. Let R be a finite p-group
and Σ a set of finite groups of characteristic p. Suppose that R is normal in a point stabilizer
of L for every L ∈ Σ . In this situation we define OR(Σ) to be the largest subgroup of R normal
in every L ∈ Σ . The problem is now to characterize all or some of the groups in Σ if OR(Σ) = 1
under the additional hypothesis that L/CL(YL) ∼= SLn(q), Sp2n(q), or G2(q), where YL is the
largest elementary abelian normal p-subgroup of L with Op(L/CL(YL)) = 1, and q is a power
of p, with p = 2 in the last case.
One step in the investigation of this problem is the reduction to the case |Σ | = 2, another then
is the treatment of this case. This paper contributes to this second step as Hypothesis 1 below
indicates.
1. Hypothesis. Let p be a prime and G be a group generated by two finite subgroups L1 and L2.
For every i ∈ {1,2} put
R := L1 ∩L2, Zi := Ω1
(
Z
(
Op(Li)
))
, Z˜i := Zi/CZi (Li), Li := Li/Op(Li)
and suppose that the following hold:
(1) R is a p-group with CLi (Zi)R.
(2) Li ∼= SLni (qi), Sp2ni (qi), or G2(qi), where qi is a power of p and p = 2 in the last case; and
Z˜i is the corresponding natural module for Li .
(3) There exists Si ∈ Sylp(Li) such that R  PLi (Si) and either R := Op(PLi (Si)) or Li ∼=
G2(qi) and R is elementary abelian of order q3i .
(4) Z1Z2 Op(Li), and Z1Z2 is not normal in Li .
(5) No subgroup U = 1 of R is normal in G.
In this paper we will prove:
1. Theorem. Assume Hypothesis 1. Then 〈ZLji 〉 is not abelian for {i, j} = {1,2}.
2. Theorem. Assume Hypothesis 1. Then Li ∼= G2(qi) for i = 1,2.
3. Theorem. Assume Hypothesis 1. Suppose that there exists i ∈ {1,2} such that Li ∼= Sp2ni (qi).
Then the following hold for every j ∈ {1,2} and T ∈ Syl2(Lj ):
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(b) Op(Lj )/Zj and Z˜j are natural SL2(q)-modules for Lj .
(c) |Ω1(Z(Lj ))| = q and Op(Lj )′ = Φ(Op(Lj )) = Ω1(Z(Lj )).
(d) |COp(Lj )/Φ(Op(Lj ))(T )| = q2.
(e) No element in T \Op(Lj ) acts quadratically on Op(Lj )/Φ(Op(Lj )).
2. Two elementary properties of offenders
In this section G is a finite group and V is a finite GF(p)G-module, where p is a prime divisor
of |G|. An offender (of G) on V is a subgroup A of G such that |V/CV (A)| |A/CA(V )|. In
the case of strict inequality A is called an over-offender.
An (over-) offender that is minimal with respect to inclusion is called a minimal (over-) of-
fender.
An offender A (of G) on V is called a non-trivial offender if [V,A] = 0.
2.1. Let AG and W be an A-submodule of V . Suppose that A is a minimal over-offender on V
and [W,A] = 0. Then A is also an over-offender on W .
Proof. We set B := CA(W) and we assume by contradiction that |A/B|  |W/CW(A)|. Then
we get from W +CV (A) CV (B)
|A/B|∣∣CV (A)∣∣ ∣∣W/CW(A)∣∣∣∣CV (A)∣∣ = ∣∣W +CV (A)∣∣ ∣∣CV (B)∣∣,
thus
∣∣V/CV (B)∣∣ ∣∣V/CV (A)∣∣|A/B|−1. (∗)
Since A is an over-offender on V and CA(V ) = CB(V ), (∗) implies∣∣V/CV (B)∣∣< ∣∣A/CA(V )∣∣|A/B|−1 = ∣∣B/CB(V )∣∣.
Hence also B is an over-offender on V . Now the minimality of A yields B = A, a contradiction
to [W,A] = 0. 
2.2. Let AG such that [V,a] = [V,A] CV (A) for every a ∈ A \ CA(V ). Then A is not an
over-offender on V .
Proof. We prove the statement by contradiction. We may assume that V is of minimal order
admitting AG as an over-offender satisfying
[V,a] = [V,A] CV (A) for every a ∈ A \CA(V ). (∗)
Since (∗) is inherited by subgroups of A, we also may assume that A is a minimal over-offender
on V . Let 0 = z ∈ [V,A] and put V := V/〈z〉. The minimality of V gives
∣∣A/CA(V )∣∣ ∣∣V /C (A)∣∣ ∣∣V/CV (A)∣∣< ∣∣A/CA(V )∣∣.V
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Thus (∗) is inherited by A-submodules of V . Since CV (a) is an A-submodule of V for every
a ∈ A \CA(V ), the minimality of V together with 2.1 shows that
CV (a) = CV (A) for every a ∈ A \CA(V ). (∗∗)
From (∗) and (∗∗) we get |A/CA(V )| = p, which contradicts |V/CV (A)| < |A/CA(V )|. 
3. Some properties of SLn(q), Sp2n(q), and G2(q)
Let p be a prime and
Ω := {SLn(pk),Sp2n(pk),G2(2k)}.
In this section G ∈ Ω and V is the corresponding natural GF(p)-module for G. We further put
q := 2k and p = 2 if G = G2(2k), and q := pk in the other cases.
Let S ∈ Sylp(G) be fixed. We use the following notation:
Z := CV (S), P := Op′
(
CG(Z)
)
, Q := Op(P ), K := EndG(V ).
Observe that K ∼= GF(q).
The subgroup P is called a point stabilizer of G (on V ).
An orthogonal vector space over a finite field of characteristic 2 will be called non-degenerate
if the quadratic form is non-zero on each non-trivial vector of the radical of the associated sym-
plectic form.
For the convenience of the reader we collect in this section the elementary properties of G
which we will use.
3.1. Properties of SLn(q). Suppose that G = SLn(q). Then the following hold:
(a) [V,a] = Z for every 1 = a ∈ Q, CV (Q) = Z and |Z| = q .
(b) P/Q ∼= SLn−1(q), V/Z and Q are natural modules for P/Q dual to each other.
(c) P = Op′(NG(Q)).
Proof. Let U be a 1-dimensional K-subspace of V . Set
V := V/U, C := CG(U) and D := CG(U)∩CG(V ).
Observe that C/Op(C) ∼= GLn−1(q) and that V is a natural C/Op(C)-module. Hence Op(C) =
D = Op(Op′(C)) and CV (D) = U . Clearly [V,a] = U for every 1 = a ∈ D. Note that D is an
elementary abelian p-group, since [V,D,D] = 0, and that D and Hom(V ,U) are isomorphic
GF(p)C-modules via the mapping
φ :D → Hom(V ,U),
x → φx :V → U with y +U → [x, y].
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S ∈ Sylp(G) with S  C, we get U = CV (S) = Z. This proves (a) and (b).
Finally, by (a), [V,Q] = Z and Q = CG(Z) ∩ CG(V/Z), so NG(Q) = NG(Z), and (c) fol-
lows. 
3.2. Basic property of isometries. Let U be a vector space and f be a non-degenerate orthog-
onal, symplectic or unitary form on U , and let X be a group of isometries on U . Then
[U,X]⊥ = CU(X).
In particular, if [U,X,X] = 0 then [U,X] is isotropic.
Proof. For x ∈ X and w,v ∈ U
f
(
v, [w,x]) = f (v,−w +wx) = −f (v,w)+ f (v,wx)
= −f (v,w)+ f (vx−1,w) = f ([v, x−1],w).
Since U is non-degenerate, this shows that
w ∈ CU(X) ⇐⇒ w ∈ [U,X]⊥. 
We will use the next lemma in the proof of 3.4.
3.3. Let H be a group and A, B , C three subgroups of H . Suppose H = 〈AH 〉 and AH ⊆ B ∪C.
Then not both B and C can be proper subgroups of H .
Proof. We can assume B = H .
Let X be the set of the conjugates of A not contained in B , and let Y be the set of the conju-
gates of A contained in B . Note that X = ∅, B acts by conjugation on X and AH = Y ∪X.
Put H0 := 〈X〉. Then H0 is normalized by
〈B,H0〉 = 〈B,X〉 〈Y ∪X〉 =
〈
AH
〉 = H,
so H0 = H . Since every conjugate of A not contained in B is contained in C, we conclude that
C = H . 
Notation. Suppose that G = Sp2n(q) and U is a 1-dimensional K-subspace of V . Put
R(U) := {g ∈ G ∣∣ [V,g] = U}.
Then R(U) is called a root of G; more precisely, the root with respect to U .
3.4. Properties of Sp2n(q). Suppose that G = Sp2n(q) and let g ∈ G. Then there exists a unique
root R Q, and the following hold:
(a) |R| = |[V,R]| = |V/CV (R)| = q and Z = [V,R].
(b) [R,P ] = 1, [V,P ] = [V,Q] = CV (R) and CV (Q) = Z.
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(d) Z⊥/Z and Q/R are natural modules for P/Q ∼= Sp2n−2(q).
(e) R contains every subgroup A of Q which satisfies |[V,A]| = |V/CV (A)| = q .
(f) Q acts regularly on the 1-dimensional K-subspaces of V not in CV (R).
(g) Rg  P if and only if [V,Rg]  CV (R).
(h) If Rg  P then L := 〈R,Rg〉 ∼= SL2(q) and V = CV (L) ⊥ [V,L] with dim([V,L]) = 2.
(i) Either Q is elementary abelian, or Q′ = R, p = 2 and n > 1.
(l) If Q = R then [CV (R),Q] = Z.
(m) If Rg  P , then G = 〈Q, tg〉 for every t ∈ R. Conversely, if R AQ and G = 〈Q,Ag〉,
then G = 〈Q,Rg〉.
Proof. Let f be a non-degenerate symplectic form left invariant by G and U a 1-dimensional
K-subspace of CV (S), and let R := R(U).
Choose a basis u1, v1, u2, v2, . . . , un, vn of V over K such that U = 〈u1〉 and
f (ui, uj ) = 0 = f (vi, vj ) and f (ui, uj ) = δij for every i, j,
and set
u := u1, C := CG(U) and H := CG
(
U⊥/U
) = {g ∈ G ∣∣ [U⊥, g]U}.
For every a ∈ GF(q) consider the symplectic transvection τu,a defined by
τu,a :V → V,
v → v + af (v,u)u
and set
R˜ := {τu,a ∣∣ a ∈ GF(q)}.
Clearly R˜  R and thus |R| q . On the other hand, R normalizes W := 〈u〉 + 〈v1〉 and central-
izes W⊥. Since Sp(W) ∼= SL2(q), we conclude that |R| q and thus |R| = q . Now 3.2 gives:
(1) CV (R) = U⊥, |R| = q and CG(CV (R)) = R.
Pick 1 = x ∈ X  C ∩ H . If [CV (R), x] = 1, then [V,x] = U , and in the other case
[CV (R), x] = U . Hence in any case U = [V,R]  [V,X] and thus [V,X]⊥  [V,R]⊥. Now
again 3.2 yields:
(2) CV (X) CV (R) for every 1 = X  C ∩H .
Set V := V/U and note that U⊥ has dimension 2n − 2 over K. Suppose n  2. Then the
symplectic form on U⊥ induced by f is non-degenerate, and every isometry on U⊥ can be
extended to an isometry of V by Witt’s theorem. This shows:
(3) If n 2, then C/C ∩H ∼= Sp2n−2(q) and U⊥ is a natural module for C/C ∩H .
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an elementary abelian p-group. In particular, again by (1), C ∩H is a p-group. Hence
(4) C ∩H = Op(C), and Op(C)/R is elementary abelian.
As an immediate consequence we get from (1), (2) and (4):
(5) CV (Op(C)) = CV (S) = U = Z, P = C, and Q = C ∩H .
Suppose that Rˆ is a root in Q. Then either Rˆ  CQ(CV (R)) or Z = [V, Rˆ]. In the second case
R = Rˆ by the definition of a root, in the first case R = Rˆ by (1). This proves the uniqueness of
the root in Q.
We now start to prove (a)–(m). We will use the identities P = C and Q = C ∩H given in (5)
without reference.
(a): This follows from (1) and (5).
(b): By (5), P = CG(U), and so U  CV (P ), in particular, U⊥  CV (P )⊥. But by 3.2,
[V,P ] = CV (P )⊥ while by (1), U⊥ = CV (R). So, [V,P ]  CV (R). Hence [R,P ] = 1 by the
Three Subgroups Lemma. Moreover
[V,P ] [V,Q] = CV (Q)⊥ = Z⊥ = [V,R]⊥ = CV (R)
by (a), (5) and 3.2. This gives (b).
(c): This follows from (2).
(d): From (3) we get that P/Q ∼= Sp2n−2(q) and that U⊥ = Z⊥/Z is a natural module for
P/Q. Since CQ(U⊥) = R by (1), and Q/R is elementary abelian by (4), Q/CQ(U⊥) is a P/Q-
module.
The mapping
φ :Q/CQ
(
U⊥
) → HomK(U⊥,U),
xCQ
(
U⊥
) → φx :U⊥ → U with y +U → [x, y],
is a GF(p)-isomorphism of P/Q-modules. Since |U | = q , HomK(U⊥,U) can be identified with
the dual module of U⊥. But U⊥ is self-dual, and (d) follows.
(e): This follows from the uniqueness of the root in Q.
(f): There are q2n−1 1-dimensional subspaces of V not in CV (R). Hence (c) implies (f) since
|Q| = q2n−1.
(g): Note that by 3.2
Rg  P ⇐⇒ [Z,Rg] = 0 ⇐⇒ Z  CV (Rg)
⇐⇒ CV
(
Rg
)⊥ = [V,Rg]  Z⊥ = CV (R).
(h): From (g) and 3.2 we get [V,Rg]  [V,R]⊥, thus [V,L] is a 2-dimensional non-
degenerate K-subspace of V , and
V = [V,L] ⊕ [V,L]⊥ = [V,L] ⊕CV (L),
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structure of SL2(q) yields L ∼= SL2(q).
(i): Assume that Q is not elementary abelian. Then by (d), 1 = Φ(Q)  R, and by 3.1 (b),
n > 1.
By (h), we can embed R in a subgroup L ∼= SL2(q) of G. Since |R| = q , R is a Sylow p-
subgroup of L. Thus NL(R) acts irreducibly on R. By (a) NL(R)  NG(Z), so NG(Z) acts
irreducibly on R and normalizes Q. Together with (d) this shows that either Φ(Q) = 1 or
Φ(Q) = R.
Assume by contradiction that p = 2 and Φ(Q) = R. Since Q/R is a natural module for
P/Q ∼= Sp2n−2(q) by (d), all non-trivial elements of Q/R are conjugate. In particular, since
Φ(Q) = 1, there are no involutions in Q \ R, so Q is a quaternion group. Thus |Q/R| = 4,
2n = 4 and G ∼= S6. But S6 does not contain a subgroup isomorphic to a quaternion group, a
contradiction.
(l): [CV (R),Q] = [U⊥,Q]U , by (1). If Q = R, [U⊥,Q] = 1 by (2).
(m): Assume Rg  P and let t ∈ R. Since L = 〈R,Rg〉 ∼= SL2(q) by (h), L = 〈R, tg〉. Put
L0 = 〈Q, tg〉 and note that Rg  L  L0. By (f), Q acts transitively on those roots that are
defined with respect to 1-dimensional subspaces not in CV (R). On the other hand, by (g) Zx 
CV (R). Hence L0 contains all these roots. It follows that each root of G is contained in P or L0.
Since G = 〈RG〉, 3.3 implies that L0 = G.
Conversely, let R AQ and assume G = 〈Q,Ag〉. By the first statement, for proving that
G = 〈Q,Rg〉, it suffices to prove that Rg  P . Hence, by (g), we need to prove that [V,Rg] 
CV (R).
Assume that [V,Rg] CV (R). Since CV (R) = [V,R]⊥ also [V,R] CV (Rg), so
Y := [V,R] ⊕ [V,Rg] CV (R)∩CV (Rg).
If Q = R, then Y  CV (〈Q,Ag〉), so 〈Q,Ag〉 = G, a contradiction. Thus Q = R, and
G ∼= Sp2(q). In particular Y is a proper subspace of V , since it has dimension 2 over K. On the
other hand, [V,R] = [CV (R),Q] by (a) and (l), thus from [Y,Q]  [CV (R),Q] = [V,R]  Y
and [Y,Ag] [CV (Rg),Qg] = [V,Rg] Y it follows that 〈Q,Ag〉 normalizes Y . Since V is a
simple module, also 〈Q,Ag〉 = G, again a contradiction. 
3.5. Properties of G2(q). Suppose that G = G2(q). Then there exists D  Q such that the
following hold:
(a) dimK V = 6, and G leaves invariant a non-degenerate symplectic form on the K-space V .
(b) |D| = |V/CV (D)| = q3, CV (D) = [V,D], and D is the unique elementary abelian normal
subgroup of order q3 in P .
(c) D is the unique non-trivial abelian offender on V in S.
(d) There exists g ∈ G such that G = 〈D,Dg〉.
(e) Z  [V,d] for every 1 = d ∈ D.
(f) CQ(CV (D)) = CG(D) = D, CV (Q) = Z and [CV (D),Q] = Z has order q .
(g) P = Op′(NG(Q)) and NG(Q) is the unique maximal subgroup of G containing P .
Proof. See [CD] and [DS]. 
3.6. Suppose that Qx ∩ P = 1 for every x ∈ G \ P . Then G ∼= SL2(q).
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|Q| = ∣∣Q: CQ(Zx)∣∣ = ∣∣[Q,Zx]∣∣ for every x ∈ G \ P. (∗)
Assume G = SLn(q). Then from (∗) and 3.1 (a) it follows |Q| = |[Q,V ]| = |Z| = q , and so
n = 2.
Assume G = G2(q) or G = Sp2n(q) with n 2. With the notation of 3.5 and 3.4, let A = D in
the first case and A = R in the second case. Since Z <CV (A) by 3.5 (b) and 3.4 (a), there exists
x ∈ G \ P such that Zx  CV (A). Note that Z = [Q,CV (A)] by 3.5 (f) and 3.4 (l). Thus (∗)
implies |Q| = |[Q,Zx]| |Z| = q , a contradiction to 3.5 (b) and n 2. 
3.7. P = Op′(NG(Q)) and NG(Q) is the unique maximal subgroup of G containing P .
Proof. Assume G = SLn(q). Then P = Op′(NG(Q)) by 3.1 (a). Let M be a subgroup of G
containing P with M  NG(Z), and let x ∈ M \ NG(Z). Since V/Z is a natural module for
P/Q ∼= SLn−1(q), P is transitive on the set of the 1-dimensional K-subspaces of V/Z. Thus
ZM = (Zx)M = ZG, and so G = NG(Z)M = NG(Q)M . In particular QG = QM , hence G =
〈QG〉 = M .
Assume G = Sp2n(q). From 3.4 (a), (b) and 3.2 it follows NG(Q)  NG(CV (R)) =
NG(Z
⊥) = NG(Z)NG(Q). Thus NG(Q) = NG(Z) and P = Op′(NG(Q)). Let M be a sub-
group of G containing P .
Assume first that there exists x ∈ G such that Rx  M but Rx  NG(Q). From Rx  M
and QM we get that all the elements of (Rx)Q are in M . On the other hand, Rx  P , since
Rx  NG(Q), and so from 3.4 (f) and (g) it follows that all the conjugates of R not in P are in
(Rx)Q. Thus M containes all the conjugates of R, and so G = 〈RG〉 = M .
Assume now that Rx NG(Q) for every x ∈ G such that Rx M . Let M0 := 〈Rx |Rx M〉.
Then [V,M0] [V,P ] = Z⊥ by 3.4 (a), (b) and 3.2. Since [V,M0] is M-invariant and Z⊥/Z is
P -irreducible by 3.4 (d), we get [V,M0] = Z⊥. Thus M normalizes Z⊥, and so M NG(Z) =
NG(Q).
The case G = G2(q) is 3.5 (g). 
3.8. Suppose that G = SLn(q) and let 1 = AQ. Then there exists t ∈ G such that
G = 〈A,P t 〉 = 〈At,P 〉.
Proof. If G = SL2(2) or SL2(3), then P = Q = A and G = 〈A,At 〉 = 〈P,At 〉 = 〈A,P t 〉
for every t ∈ G \ NG(Q). In the other cases G/Z(G) is simple of even order, so there ex-
ists an involution in (G/Z(G)) \ (NG(Q)/Z(G)). Hence we can choose x ∈ G \ NG(Q) with
x2 ∈ Z(G).
If Q  Px , then 3.1 (a) gives Zx = CV (P x)  CV (Q) = Z and so Zx = Z and Qx = Q,
against the choice of x. Thus Q  Px , and since Q = 〈AP 〉 by 3.1 (b), there exists y ∈ P such
that Ay  Px = Pyx . So A  P t where t := yxy−1. Since t2 ∈ Z(G) also At  P . Now 3.7
gives G = 〈A,P t 〉 = 〈At,P 〉. 
3.9. Central extensions. Suppose that W is a GF(p)G-module such that
W/CW(G) ∼=G V, W = [W,G], and CW(G) = CW(S).
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(a) CW(G) = 0.
(b) G = G2(q), p = 2, 2n+1 = 7, and W is (as a GF(2)-module) isomorphic to a factor module
of V ∗, where V ∗ is the non-degenerate orthogonal GF(q)-vector space of dimension 2n+1.
(c) G = Sp2n(q), p = 2, and W is (as a GF(2)-module) isomorphic to a factor module of V ∗,
where V ∗ is the non-degenerate orthogonal GF(q)-vector space of dimension 2n+ 1.
Proof. This follows from [J,P], Tables B and C. Observe that the hypothesis CW(G) = CW(S)
is not satisfied in the case |CW(G)| = 2 and G = SL3(2). 
4. Properties of point stabilizers
In this section G ∈ Ω , Ω as in Section 3. We use the notation given in Section 3; in particu-
lar V is a natural GF(p)G-module.
In addition, let W be a faithful finite GF(p)G-module such that
CW(G) = CW(S) and W/CW(G) ∼=G V.
4.1. Let W := W/CW(G). Then the following hold:
(a) CW(X) = CW(X) for every X G.
(b) If G = Sp2n(q), n > 1, and R is the root of Q, then |[CW(R),Q]| = q and CW(G) ∩
[CW(R),Q] = 0.
(c) If W = [W,G], then either CW(G) [W,R] or q = 2 and
CW(G) [W,R]
〈[x,u]〉 for every x ∈ Q \R and u ∈ CW(R) \CW(x).
Proof. Since W = [W,G] +CW(G), W satisfies the assertion if and only if [W,G] does. Thus,
we may assume that W = [W,G]. Moreover, if CW(G) = 0 then (a) and (c) are obvious and (b)
follows from 3.4 (l). Thus, we also may assume that CW(G) = 0. Then 3.9 shows that p = 2 and
G = Sp2n(q) or G2(q), with 2n+ 1 = 7 in the second case.
Let V ∗ be the non-degenerate orthogonal GF(q)-vector space of dimension 2n + 1. Then
by 3.9, W is a factor module of V ∗ and W/CW(G) ∼=G V ∗/CV ∗(G), so we may assume without
loss of generality that W = V ∗.
Let q be the quadratic form on W with associated symplectic form f left invariant by G such
that CW(G) is the radical of f . Then
q(w) = 0 for every 0 = w ∈ CW(G).
In particular for every w ∈ W and g ∈ G we have
(1) q(w + wg) = q(w) + q(wg) + f (w,wg) = 2q(w) + f (w,wg) = f (w,wg) =
f (w,w +wg).
Note that (1) implies
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In particular, since CW(G) is the radical of f , from (2) it follows
(3) [W,g] ∩CW(g) = 0 for every g ∈ G.
This shows (a).
Now let G = Sp2n(q) and n > 1. Then Q = R. Since W = V is the natural module for G,
from 3.4 (a), (l), 3.2 and (a) it follows that[
CW(R),Q
] = [W,R] = CW(R)⊥ = CW(R)⊥.
Hence (2) implies
(4) [CW(R),Q] is singular.
Observe that CW(G)+ [W,R] is isotropic by 3.2. Hence CW(G)+ [W,R] contains a unique
maximal singular subspace Y , and Y has trivial intersection with CW(G). Since CW(G)+[W,R]
has dimension 2, (4) yields Y = [CW(R),Q] and |[CW(R),Q]| = q . We have shown:
(5) [CW(R),Q] is the unique maximal singular subspace of [W,R]+CW(G), and [CW(R),Q]
has dimension 1 over GF(q).
In particular, (5) gives (b).
Let y ∈ R and w ∈ W \ CW(y). Then w ∈ CW(y) = CW(R) by (a) and 3.4 (c). Since
CW(R) = [W,R]⊥ by 3.2, and [W,R] = 〈[w,y]〉GF(q) by 3.4 (a), f (w, [w,y]) = 0. Thus (1)
and (5) imply:
(6) [W,y] is totally non-singular of dimension 1 for every y ∈ R.
Assume q > 2. By 3.4 (h), we can embed R in a subgroup L ∼= SL2(q) of G. Let K be a
complement of R in NL(R).
Suppose that [W,R] has dimension 1 over GF(q). Then [W,R] and CW(G) are the unique
K-invariant subgroups of [W,R]+CW(G), a contradiction to (5). Thus [W,R] has dimension 2
over GF(q), and so CW(G) [W,R].
Assume q = 2. Let x ∈ Q \ R and u ∈ CW(R) \ CW(x). Since |W/CW(R)| = q = 2 by (a)
and 3.4 (a), |[W,R]| = 2. Thus |[W,R]〈[x,u]〉| = 4 by (4) and (6), and 3.4 (l) yields CW(G)
[W,R]〈[x,u]〉. 
4.2. Corollary. The following hold:
(a) CW(S) = CW(Q),
(b) [CW(S),P ] = 0,
(c) P = Op′(CG(CW(S))).
Proof. Since CV (Q) = Z by 3.1 (a), 3.4 (b) and 3.5 (f), from the definition of P we get
C (Q) = C (S) = C (P ). Hence an application of 4.1 (a) yields CW(Q) = CW(S) = CW(P ).W W W
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and (c) follows. 
4.3. Fundamental property of point stabilizers. Let AQ. Then
|A| ∣∣W/CW(A)∣∣.
Proof. We prove the statement by contradiction. Let AQ be a minimal over-offender on W .
Since |V/CV (A)| = |W/CW(A)| by 4.1 (a), A is also a minimal over-offender on V . Suppose
we have proved:
There exists an A-submodule U of V such that [U,A] = Z. (∗)
Then [U,a] = [U,A] = Z for every a ∈ A \ CA(U), since |Z| = q . Hence 2.2 implies that A
is not an over-offender on U , a contradiction to 2.1. Thus to get a contradiction it suffices to
prove (∗).
If G = SLn(q), we can choose U = V by 3.1 (a).
Assume G = Sp2n(q) and n > 1. Note that A  Q yields CV (A)  CV (R), by 3.4 (c),
and [A,CV (R)]  [Q,CV (R)] = Z, by 3.4 (l). Hence from |Z| = q it follows that either
[A,CV (R)] = Z or CV (A) = CV (R). In the first case we can choose U = CV (R). In the second
case we get from 3.2 and 3.4 (a) that [V,A] = [V,R] = Z, so we can choose U = V .
Assume G = G2(q). By 3.5 (c) and (b), there exists a unique abelian offender D in Q
on V and D is not an over-offender on V . Hence A  D. By 3.5 (f), D = CQ(CV (D))
and [Q,CV (D)] = Z has order q . Now [A,CV (D)] = [Q,CV (D)] = Z, and we can choose
U = CV (D). 
4.4. Corollary. Let A  B  Q such that A is an offender on W . Then either A = B or
[CW(A),B] = 1.
Proof. Since A is an offender on W , 4.3 gives that |W/CW(A)| = |A|  |B|  |W/CW(B)|.
Hence A<B implies CW(B) < CW(A). 
4.5. Corollary. Suppose that G = Sp2n(q). Let AQ such that A is a non-trivial offender on W .
Then A contains the root of Q.
Proof. By 3.4 (c), we have that CV (A)  CV (R), hence also CW(A)  CW(R) by 4.1 (a). So
[CW(A),AR] = 1 and applying 4.4 with B = AR we get R A. 
5. Applying the amalgam method
In this section we assume that Hypothesis 1 holds. We will apply the amalgam method to the
group G := 〈L1,L2〉 and the pair of subgroups L1 and L2.
Let Γ be the coset graph of G respect the subgroups L1 and L2: the vertices are the right
cosets of L1 and L2 in G, and two vertices are adjacent if and only if they are different and have
non-empty intersection. Note that G acts on Γ by right multiplication. The vertex stabilizers in
G are conjugate to L1 and L2, and the edge stabilizers are conjugate to L1 ∩ L2. The distance
metric is denoted by d(,).
3866 G. Parmeggiani / Journal of Algebra 319 (2008) 3854–3884We will use the standard notation (see for example [KS]), the exception being the definition
of Zδ below.
For every δ ∈ Γ define
Δ(δ) := {λ ∣∣ d(δ,λ) = 1}, Gδ := {g ∈ G ∣∣ δg = δ},
Qδ := Op(Gδ), Gδ := Gδ/Qδ,
Zδ := Ω1
(
Z(Qδ)
)
, Z˜δ := Zδ/CZδ (Gδ),
Vδ :=
〈
Zλ
∣∣ d(λ, δ) = 1〉
and
b := min{d(δ,λ) ∣∣ δ,λ ∈ Γ and Zδ  Qλ}.
A pair (α,α′) of vertices is called critical if Zα  Qα′ and d(α,α′) = b. If (α,α′) is a critical
pair, we fix a path of length b from α to α′ and we denote the vertices by
(α,α + 1, . . . , α + b) or (α′ − b, . . . , α′ − 1, α′).
Observe that by the minimality of b, Zα Gα′ and Zα′ Gα .
We say that δ is symplectic if Gδ ∼= Sp2nδ (qδ) with nδ > 1, δ is linear if Gδ ∼= SLnδ (qδ), and δ
is hexagonal if Gδ ∼= G2(qδ).
Throughout this section α and β always denote two adjacent vertices in Γ . We define
Qαβ := Gα ∩Gβ, Zαβ := Ω1
(
Z(Qαβ)
)
, Pαβ := NGα(Qαβ),
P ∗αβ :=
{
Op
′
(Pαβ) if α is linear,
Qαβ otherwise.
If Gα ∼= Sp2nα (qα), we set
Uαβ := the root of Qαβ/Qα,
X∗αβ := CZα(Uαβ),
Xβ :=
〈(
X∗αβ
)Gβ 〉.
Moreover for (α,α′) a critical pair with α symplectic, we set
Rαα′ := CZα′
(
X∗αα+1
)
.
Note that by 3.4 (a) and 4.1 (a), Uαα+1 and Rαα′ are non-trivial offenders on Zα . Thus 4.5 gives
Uαα+1  Rαα′ , and since [CZα(Uαα+1),Rαα′ ] = [X∗αα+1,Rαα′ ] = 1, it follows, from 4.4, that
Uαα+1 = Rαα′ . Finally for AGα we put
Δ(α,A) := {δ ∈ Δ(α) ∣∣ 〈P ∗αδ,A〉 = Gα} and Vαβ := 〈ZP ∗αββ 〉Zα.
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The following lemma is an immediate consequence of Hypothesis 1.
5.1. The following hold:
(a) Gα is of characteristic p and CGα(Zα) = Qα .
(b) Gα ∼= SLnα (qα), Sp2nα (qα) or G2(qα), qα a power of p and p = 2 in the last case.
(c) Z˜α is the corresponding natural module for Gα .
(d) QαQβ Qαβ and Gα = 〈QGααβ 〉.
(e) ZαZβ Gα and ZαZβ Gβ .
(f) Pαβ contains a point stabilizer of Gα (on Z˜α).
(g) No non-trivial subgroup of Qαβ is normal in both Gα and Gβ .
(h) Qαβ = Op(Pαβ) if α is not hexagonal; and Qαβ/Qα is an elementary abelian normal sub-
group of Pαβ/Qα of order q3α if α is hexagonal.
(i) b > 1.
The next lemma is an elementary consequence of the results of Sections 3 and 4.
5.2. The following hold:
(a) Gα = Qα〈AGα 〉, where AQαβ is a non-trivial offender on Zα .
(b) J (Qβ)  Qα .
(c) Gα = QαQβOp(Gα) = QαβOp(Gα).
(d) Qαβ/Qα is not elementary abelian iff p is odd, Q′αβ  Qα and α is symplectic.
(e) [Zα,Qαβ,Qαβ ] = 1 iff α is symplectic.
(f) [Zα,B] ∩Z(Op′(Pαβ))  Z(Gα) for every Qα <B Qαβ .
Proof. (a): Clearly, (a) follows if Gα is quasisimple. In the other case either Gα ∼= SL2(2),
SL2(3), G2(2) or Sp4(2), and (a) is easy to check using 4.5 and 3.5.
(b): Assume that J (Qβ)  Qα . Then by 5.1 (g), J (Qα)  Qβ . Hence, there exists an el-
ementary abelian subgroup A of maximal order in Qα such that A  Qβ . Let g ∈ Gβ . Then
[Zβ,Ag] = 1 by 5.1 (a). Note that CZβ (Ag) = Zβ ∩Ag , since Ag is elementary abelian of max-
imal order in Qgα . Now 4.3 implies∣∣Ag/Ag ∩Qβ ∣∣ ∣∣Zβ/CZβ (Ag)∣∣ = ∣∣Zβ/Zβ ∩Ag∣∣ and∣∣Ag∣∣ ∣∣Zβ/Zβ ∩Ag∣∣∣∣Ag ∩Qβ ∣∣ = ∣∣(Ag ∩Qβ)Zβ ∣∣. (∗)
Since (Ag ∩Qβ)Zβ is abelian, the maximality of Ag in Qgα shows that equality holds in (∗). In
particular, Ag is an offender on Zβ and (Ag ∩Qβ)Zβ has maximal order in Qgα . Since J (Qβ)
Q
g
α and (Ag ∩Qβ)Zβ Qβ , we get(
Ag ∩Qβ
)
Zβ  J (Qβ) J (Qα)Qα and Zα 
(
Ag ∩Qβ
)
Zβ.
It follows that [Zα,Ag] Zβ . We have shown that
ZαZβ Qβ
〈
AGβ
〉
,
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(c): By (b), there exists an elementary abelian subgroup A of maximal order in Qβ such that
A  Qα . Then an elementary calculation as in the proof of (b) shows that A is a non-trivial
offender on Zα . Hence (c) follows from (a).
(d): By 3.1 (b) and 5.1 (h), Qαβ/Qα is elementary abelian if α is linear or hexagonal. If α is
symplectic, either Qαβ/Qα is elementary abelian or (Qαβ/Qα)′ = Uαβ/Qα and p = 2 by 3.4 (i).
(e): Note that by 4.1 (a),
[Zα,Qαβ,Qαβ ] = 1 ⇐⇒ [Z˜α,Qαβ,Qαβ ] = 1.
Hence it suffices to verify (e) in Z˜α . By 3.1 (a), [Z˜α,Qαβ,Qαβ ] = 1 if α is linear, and by
3.5 (b) and 5.1 (h), [Z˜α,Qαβ,Qαβ ] = 1 if α is hexagonal. Assume now α symplectic. Then
[Z˜α,Qαβ,Qαβ ] = [CZ˜α (Uαβ),Qαβ ] = 1 by 3.4 (b) and (l).
(f): Note that by 4.1 (a) it suffices to verify (f) in Z˜α . By 3.1 (a), 1 = [Z˜α,B] Z( ˜Op′(Pαβ))
if α is linear. Assume α hexagonal. Then by 5.1 (h) and 3.5 (b) and (e), Z( ˜Op′(Pαβ)) [Z˜α, b]
for every b ∈ B \ Qα . Assume now α symplectic. By 3.4 (c), CZ˜α (B)  CZ˜α (Uαβ), and so
CZ˜α (Uαβ)
⊥  CZ˜α (B)
⊥
. But by 3.2, CZ˜α (Uαβ)
⊥ = [Z˜α,Uαβ ] and CZ˜α (B)⊥ = [Z˜α,B]. So,
[Z˜α,B] ∩Z( ˜Op′(Pαβ)) [Z˜α,Uαβ ] ∩Z( ˜Op′(Pαβ)) = 1 by 3.4 (a). 
For the convenience of the reader, in the next three lemmata we rewrite the results of Sec-
tions 3 and 4 using the notation of this section.
5.3. The following hold:
(a) Let α be linear and 1 = A  Qαβ . Then either [Zα,A]  Z(P ∗αβ) and |[Zα,A]| = qα or
nα = 2 = p.
(b) Let α be symplectic and 1 = AQαβ . Then
(1) Uαβ A if A is an offender on Zα .
(2) CZα(A)X∗αβ , and |[X∗αβ,A]| = qα if A  Uαβ .
(3) [X∗αβ,Qαβ ]Z(P ∗αβ).
(4) [Zα,Qαβ,Qαβ ] = [X∗αβ,Qαβ ] = [Zα,Uαβ ] if [Zα,Gα] ∩Z(Gα) = 1.
(c) Let α be hexagonal. Then
(1) Qαβ = CGα(Qαβ).
(2) Qαβ is the only offender on Zα in Qαβ .
Proof. (a): By 3.9, either [Zα,Gα] is a natural SLnα (qα)-module for Gα or nα = 2 = p. Hence
(a) follows from 3.1 (a).
(b): Property (1) follows from 4.5, property (2) follows from 4.1 (b) and 3.4 (c). By 4.1 (a),
CZ˜α (Uαβ) = X˜∗αβ and CZ˜α (Qαβ) = ˜CZα(Qαβ). Hence, an application of 3.4 (a), (b) and (l) yields
[Z˜α,Qαβ,Qαβ ] =
[
X˜∗αβ,Qαβ
] = ˜CZα(Qαβ) = [Z˜α,Uαβ ].
This gives (3) and (4).
(c): Both properties are direct consequences of 3.5 and 5.1 (h). 
G. Parmeggiani / Journal of Algebra 319 (2008) 3854–3884 38695.4. Let AQαβ be a non-trivial offender on Zα . Then Δ(α,A) = ∅.
Proof. This follows from 3.8 if α is linear, 5.3 (b)(1) and 3.4 (m) if α is symplectic, 3.5 (c)
and (d) if α is hexagonal. 
5.5. Let (α,α′) be a critical pair such that Zα′ Qαβ . Then the following hold:
(a) |Zα/CZα(Zα′)| = |Zα′/CZα′ (Zα)|.(b) Δ(α,Zα′) = ∅.
(c) Qαβ = QαZα′ if α is hexagonal.
Proof. (a) follows from 4.3, (b) follows from 5.4, and (c) is a consequence of (a) and 5.3 (c). 
5.6. Let (α,α′) be a critical pair with Zα′ AQα Qαβ . Then either Zα′Qα = AQα or [Zα ∩
Qα′ ,A] = 1.
Proof. According to 5.5 (a) Zα′ is an offender on Zα and CZα(Zα′) = Zα ∩ Qα′ . Hence the
assertion follows from 4.4. 
5.7. Let R  CZα(Qαβ). Then R  CZβ (P ∗βα).
Proof. Since Zβ = Ω1(Z(Qβ)) and CZα(Qαβ) Ω1(Z(Qβ)) by 5.1 (a) and (d), we get R 
CZβ (Qαβ).
If β is not linear, then Qαβ = P ∗βα and the claim is obvious. Thus, we may assume that β is
linear. Then Qαβ = Op(P ∗βα) by 5.1 (h), and from 4.2 (a) and (b) it follows
CZβ (Qαβ) = CZβ
(
P ∗βα
)
. 
5.8. Let B Qαβ be such that [Zα,B] = 1. Then [Zα,B] ∩Z(P ∗βα)  Z(Gα).
Proof. By 5.2 (f), [Zα,BQα] ∩ Z(P ∗αβ) = [Zα,B] ∩ Z(P ∗αβ)  Z(Gα). Hence 5.7 yields the
assertion. 
5.9. Let AGα and β ∈ Δ(α,A). Then [Vαβ,A]  Zα .
Proof. Assume [Vαβ,A]  Zα . Then Vαβ is normalized by 〈P ∗αβ,A〉 = Gα , in particular
[Vαβ, 〈AGα 〉]  Zα . From Gα = 〈P ∗αβ,A〉 and the structure of Gα we get Op(Gα)  〈AGα 〉.
Hence, by 5.2 (c), Gα = Op(Gα)Qαβ = 〈AGα 〉Qαβ , and so Gα = 〈AGα 〉Qαβ . Thus ZβZα is
normalized by Gα , which contradicts 5.1 (e). 
5.10. Let (α,α′) be critical and α − 1 ∈ Δ(α,Zα′). Then
Vαα−1  Qα′−1.
Proof. Put W := Vαα−1 and A := Zα′ ∩Qα . By 5.9, we have
[W,Zα′ ]  Zα, so W  ZαQα′ . (∗)
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Suppose that α′ is linear. By 5.5 (a), Zα is an offender on Zα′ . Hence if nα′ = 2, then
ZαQα′ = Qα′α′−1 and W  ZαQα′ , which contradicts (∗). If nα′ > 2, then by 5.3 (a),
[Zα′ ,Qα′α′−1] = [Zα′ , x] for every x ∈ Qα′α′−1 \ Qα′ , since |[Zα′ ,Qα′α′−1]| = qα′ . It follows
that [Zα′ ,Qα′α′−1] = [Zα′ ,Zα] = [Zα′ ,W ], which again contradicts (∗).
Suppose that α′ is hexagonal. Then W Qα′−1 Qα′α′−1 = Qα′Zα , by 5.5 (c), a contradic-
tion to (∗).
Moreover, (∗) and 5.6 give [W,A] = 1. We have proved:
(1) α′ is symplectic and [W,A] = 1.
By (1), ACZα′ (Rα′α), so Rα′α = Uα′α′−1 yields AX∗α′α′−1. It follows that 1 = [A,W ][A,Qα′−1] [X∗α′α′−1,Qα′α′−1]. But by 5.3 (b)(2), |[X∗α′α′−1,Qα′α′−1]| = qα′ , so 1 = [A,W ] =[A,w] = [A,Qα′−1] = [X∗α′α′−1,Qα′α′−1] for every w ∈ W \ CA(W). Moreover by 5.3 (b)(3),[X∗
α′α′−1,Qα′α′−1] centralizes Qα′α′−1, so [X∗α′α′−1,Qα′α′−1]Zα′ ∩Zα′−1  CA(W). We have
proved:
(2) 1 = [A,W ] = [A,Qα′−1] = [A,w]  CA(W) for every w ∈ W \ CW(A), and |[A,W ]| =
qα′ .
Since [W,A] = 1, there exists x ∈ P ∗αα−1 such that [Zxα−1,A] = 1. Note that Vαα−1 =
Vα(α−1)x and (α − 1)x ∈ Δ(α,Zα′). Hence we can assume that (α − 1)x = α − 1, so A acts
non-trivially on Zα−1. By (2) and 2.2, Zα−1 is not an over-offender on A, so
(3) A is a non-trivial offender on Zα−1.
Note that (2) and (3) imply
(4) [A,Qα′−1] = [A,Zα−1].
By (3) and 5.4, there exists α − 2 ∈ Δ(α − 1,A). Assume Vα−1α−2 Qα′−1. Then (4) yields
[Vα−1α−2,A] [Zα−1,A] Zα−1,
a contradiction to 5.9. Thus Vα−1α−2  Qα′−1, and, since Zα−1 Qα′−1, we can assume that
Zα−2  Qα′−1.
Assume that Zα−2  Qα′−2 and set R0 := [Zα−2,Zα′−1]. Note that R0 = 1 since Zα−2 
Qα′−1 and that R0  Zα−2 ∩Zα′−1 since Zα−1 Qα′−1. From 5.8 we get
R1 := R0 ∩Z
(
P ∗α−1α−2
) = 1.
Hence the choice of α − 1 yields 1 = R1  Z(Gα−1). On the other hand, from 5.7 we get that
R1 CZα(P ∗αα−1) and from R0  Zα′−1 that [R0,Zα′ ] = 1. The choice of α gives R1  Z(Gα).
This contradicts Z(Gα−1)∩Z(Gα) = 1. We have shown:
(5) Zα−2  Qα′−2.
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and by (5), (α, (α′ − 2)t ) is a critical pair. Since Zt
α′−2 Qα−1 Qαα−1 and [Zα,Ztα′−2] = 1,
we obtain from 5.8
R2 :=
[
Zα,Z
t
α′−2
]∩Z(P ∗α−1α) = 1.
As R2  Ztα′−2 and b > 2, it follows that [R2,At ] = 1, so R2  Z(Gα−1). In particular[R2,P ∗αα−1] = 1 by 5.7. On the other hand,
R2 = Rt−12  Zα′−2
and again b > 2 gives [R2,Zα′ ] = 1. Hence by our choice of α − 1
R2  Z(Gα−1)∩Z(Gα),
a contradiction to R2 = 1.
Assume now that b = 2 and choose t ∈ Gα such that (α − 1)t = α + 1. Since (α − 2, α) is a
critical pair, also (α, (α − 2)t ) is critical. Moreover, by 3.4 (m), Δ(α,Zα′) = Δ(α,Ztα−2).
Thus we can assume that α′ = (α − 2)t , so〈
Qαα+1,P ∗α+1α′
〉 = Gα+1.
Since AQα−1α , we get from (3), (4) and 5.8 that
R3 := [A,Zα−1] ∩Z
(
P ∗αα−1
) = 1.
Note that by (2), (3) and (4)
[A,Zα−1] = [A,Qα+1]Z
(
Qα′α+1
)
.
Thus the choice of α − 1 gives R3  Z(Gα), and so from 5.7 and Gα+1 = 〈Qαα+1,P ∗α+1α′ 〉 we
also get R3 Z(Gα+1). This contradicts R3 = 1. 
5.11. b = 2.
Proof. By 5.10 and 5.5 (b), there exist α− 1 ∈ Δ(α,Zα′) and α− 2 ∈ Δ(α− 1,Zα′−1) such that(
α − 1, α′ − 1) and (α − 2, α′ − 2) are critical pairs.
From 5.8 it follows that R := [Zα−2,Zα′−2] ∩Z(P ∗α−1α−2) = 1.
Assume b > 2. Then, since R  Zα′−2, we get [R,Zα′−1] = 1 = [R,Zα′ ]. Thus the choice of
α−2 gives R Z(Gα−1). Hence 5.7 and the choice of α−1 yield R  Z(Gα). This contradicts
R = 1. 
5.12. There exist vertices α− 3, α− 2, α− 1, α+ 2, α+ 3 such that for α+ 1 := β the following
hold:
(1) (α − i, α + 2 − i) is critical for i = −1,0,1,2,3.
(2) α − i ∈ Δ(α + 1 − i,Zα+3−i ) for i = 0,1,2,3.
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(4) If α is not linear, then α + 1 ∈ Δ(α,Zα−2).
Proof. According to 5.11 and 5.10 there exists a critical pair (α,α′) for every α ∈ Γ , and
d(α,α′) = 2. Hence, after conjugation in Gα , we may assume that α′ ∈ Δ(β). Put α + 2 := α′.
Another application of 5.10 gives α − 1 ∈ Δ(α,Zα+2) such that (α − 1, α + 1) is critical.
Iterating this process yields a path (α − n, . . . , α) such that for k = 1, . . . , n
α − k ∈ Δ(α − k + 1,Zα−k+3) and (α − k,α − k + 2) critical.
If α − k + 1 is symplectic, then 3.4 (m) implies that
Δ(α − k + 1,Zα−k+3) = Δ(α − k + 1,Rα−k+1α−k+3),
so (3) is always satisfied. Since G is edge-transitive (see [KS]), we are allowed to replace (α−2,
α − 1) by (α,β) and get a path with properties (1), (2) and (3).
Assume now that α is not linear, so P ∗αα+1 = Qαα+1. Let g ∈ Gα with (α + 1)g = α − 1. If α
is hexagonal, then Zα+2Qα = Qαα+1 and Zα−2Qα = Qαα−1 by 5.5 (c), and (4) is evident.
Assume that α is symplectic. Then 3.4 (m) shows that also 〈Qαα+1,Rgαα′ 〉 = Gα . Since
R
g
αα′ = Rαα−2  Zα−2Qα by 5.3 (b), (4) also holds in this case. 
5.13. Suppose that α is not symplectic. Then
[Zα,Qαβ ]Ω1
(
Z(Gβ)
)
and CZα(Qαβ) = CZα(Qβ).
Proof. We use the path (α − 3, . . . , α + 3) with the properties given in 5.12. Since α − 2 is a
conjugate of α, also α−2 is not symplectic. Put R := [Zα−2,Qα−1α−2]. Then R  Z(Qα−2α−1)
by 5.2 (e). On the other hand, by 5.3 (a) and (c),
R = [Zα−2,Zα] Z(Qα−2α−1)∩Zα.
Hence 5.7 gives R  Z(Gα−1) since Gα−1 = 〈P ∗α−1α−2,Zα+1〉 and b > 1. This yields the first
part of the claim.
Now let X := CZα−2(Qα−1).
Then X = Zα−2 ∩Zα−1 and for proving the second part of the claim it suffices to show that
[X,Qα−2α−1] = 1. (∗)
Since α − 2 is not symplectic, the first part of the claim gives [X,Qα−2α−1] Z(Gα−1). If also
α − 1 is not symplectic, by symmetry we get [X,Qα−2α−1] Z(Gα−2). Now (∗) follows from
Z(Gα−1)∩Z(Gα−2) = 1. If α − 1 is symplectic, then (∗) follows from 4.1 (b). 
6. The non-existence of hexagonal vertices
6.1. No vertex in Γ is hexagonal.
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By 5.3 (c) and 5.5,
Qβ = Zα+2(Qα ∩Qβ) = Zα(Qβ ∩Qα+2),
and thus
Qβ = ZαZα+2D and [D,ZαZα+2] = 1. (1)
In particular Φ(Qβ) = [Zα,Zα+2]Φ(D), and by 5.13,
Φ(Qβ) = Φ(D)
(
Φ(Qβ)∩Z(Gβ)
)
. (2)
Since p = 2 we get from 5.2 (d) that Φ(D)Qα+3 ∩ Qα−1, so Zα+3 centralizes Φ(D). Thus
by (2),
[
Φ(Qβ),O
2(Gβ)
] = [Φ(D),O2(Gβ)] = 1.
Then Φ(Qβ) ∩ Z(Gα) Z(Gα) ∩ Z(Gβ) = 1 since Gβ = QαQβO2(Gβ). Thus, the choice of
α − 1 and Φ(Qβ) = [Zα,Zα+2]Φ(D) gives
Φ(Qβ)∩Z
(
P ∗αα−1
) = 1. (3)
On the other hand, by (1),
A := [Zα−1 ∩Qβ,D]Φ(D)
and by 5.3, 5.5 (c) and 5.7, A Z(P ∗αα−1), so by (3), A = 1. Now 5.6 implies that D = Zβ(D ∩
Qα−1), in particular Φ(D) = Φ(D ∩Qα−1). But then Φ(D)Qα−2, so
Φ(D)∩Zα  Z(QαZα−2) = Z(Qαα−1) = Z
(
P ∗αα−1
)
,
and by (3), Φ(D)∩Zα = 1. Since by (1), Qα ∩Qβ = ZαD, we get that
Φ(D) = Φ(Qα ∩Qβ)Qα.
Hence Φ(D)∩Zα = 1 implies that Φ(D) = 1.
From (1) we get that D = Zβ and Qα ∩Qβ = ZαZβ . Put Qβ := Qβ/Zβ . Then
Qβ = Zα ×Zα+2.
Let x ∈ Gβ such that Zα = Zxα . Then Zxα  ZαZβ = Qα ∩ Qβ and so (α,αx) is a critical pair.
Hence by 5.5 (c),
Qβ = Zα ×Zxα for every x ∈ Gβ \NGβ (Zα). (4)
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centralizes Zα and by 5.2 (a) and 5.1 (e), Qαβ does not centralize Qβ . Hence again (4) gives
Pβα = NGβ (Zα).
Let x ∈ Gβ \ Pβα and put U := Qxαβ ∩ Pβα . Then by (4),
[Qβ,U ] = [Zα,U ] Zα.
Moreover, from Qαβ = QαQβ we get
[Qβ,Qαβ ]Qα ∩Qβ = ZαZβ,
so [Qβ,U ] Zxα . Now (4) implies [Qβ,U ] = 1, and the structure of Gβ yields U Qβ .
We have shown that
Pβα ∩Qxαβ = Qβ for every x ∈ Gβ \ Pβα.
Now 3.6 implies that Gβ/Qβ ∼= SL2(qβ).
With a symmetric argument for Gα , we get first that
Qα := Qα/Zα = Zβ ×Zxβ for every x ∈ Gα \NGα(Zβ),
and then Pαβ ∩ Qxαβ = Qα for every x ∈ Gα \ NGα(Zβ). Now 3.6 contradicts Gα/Qα ∼=
G2(qα). 
Proof of Theorem 1 and Theorem 2. Let {i, j} = {1,2}. Let δ be the coset of Li and δ + 1 be
the coset of Lj . Then δ and δ + 1 are adjacent with vertex stabilizers Gδ = Li and Gδ+1 = Lj
respectively.
Let (α,α′) be a critical pair. Then from 5.10 it follows that there exists α − 1 ∈ Δ(α) such
that (α − 1, α′ − 1) is a critical pair. Since G acts edge-transitively on Γ (see [KS]), we may
assume that δ = α and δ + 1 = α − 1. Now Theorem 2 follows from 6.1 and Theorem 1 follows
from 5.11. 
7. Symplectic vertices
7.1. Let α be symplectic. Then Xβ is abelian.
Proof. Let X := X∗αβ and μ ∈ Δ(β). If [X,Zμ] = 1, then clearly also [X,X∗μβ ] = 1.
Assume that R := [X,Zμ] = 1. Then by 5.3 (b), |R| = qα and X = Rμα . In particular
[X,X∗μβ ] = 1. This shows that [X,Xβ ] = 1, and Xβ is abelian. 
7.2. Let α be symplectic. Then
[Zα,Gα] ∩Z(Gα) = 1.
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Z∗δ := [Zδ,Gδ] ∩Z(Gδ).
Throughout the proof we assume that Z∗δ = 1 and derive a contradiction in a sequence of steps.
Recall that, by 3.9,
(1) p = 2 and Gα/Qα ∼= Sp2nα (qα) for nα  2.
Note that from 4.1 (c) it follows that either Z∗α  [Zα,Zα+2] or Zα+2 = Rαα+2. Thus, again
by 4.1 (c),
(2) |Zα+2Qα/Qα| = 2 = qα or Z∗α  [Zα,Zα+2].
(3) Z∗α  [Zα,Zα+2]〈[x, y]〉 for every x ∈ Qαα+1 and y ∈ CZα(Rαα+2) with [x, y] = 1.
Since α is symplectic, Qα−1α = P ∗αα−1, and since p = 2, Qα−1α/Qα−1 is abelian by 5.2 (d).
Hence P ∗αα−1 normalizes CZα−1(Zα+1) = Zα−1 ∩Qα+1.
(4)(a) Zα−1 ∩Qα+1  ZαQα+2,
(b) (Zα−1 ∩Qα+1)Zα Gα ,
(c) [Zα−1 ∩Qα+1,Vα] = 1.
Assume that Zα−1 ∩Qα+1  ZαQα+2. Then 5.6 yields
R0 := [Zα+2 ∩Qα,Zα−1 ∩Qα+1] = 1.
From 5.3 (a), (b) it follows that R0  Z(Qα−1α). Hence from 5.7 and the choice of α− 1, we get
R0  Z(Gα). On the other hand, R0  Zα+2 and so [R0,Zα+3] = 1. Hence another application
of 5.7 and the choice of α + 1 gives R0  Z(Gα+1), which contradicts Z(Gα) ∩ Z(Gα+1) = 1.
This shows (4)(a). In particular
[Zα−1 ∩Qα+1,Zα+2] Zα.
As Zα−1 ∩Qα+1 is normalized by P ∗αα−1, the choice of α − 1 now also shows (4)(b).
Since (Zα−1 ∩Qα+1)Zα is centralized by Zα−1 and normal in Gα , also (4)(c) follows.
(5) Vα  Zα+1Qα−1.
This follows from (4)(c) and 5.6.
(6) |Zα+2Qα/Qα| = 2 and [Zα,Zα+2] Z(Gα+1).
Assume that |Zα+2Qα/Qα| > 2. Then by (2), Z∗α  [Zα,Zα+2]. But then by 5.7, Z∗α cen-
tralizes Zα+3 and P ∗α+1α . Hence the choice of α + 3 yields Z∗α  Z(Gα+1). This contradicts
Z(Gα)∩Z(Gα+1) = 1, and the first part of (6) is shown; in particular [Zα,Zα+2] Z(P ∗α+1α).
Now again the choice of α + 3 also yields the second part of (6).
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Assume that Xα+1  Z(Vα+1), so [Xα+1,Zα] = 1 and [X∗αα+1,Vα+1] = 1. By 7.1, Xα+1 is
abelian, so Xα+1 induces a root in Zα . Now (6) implies that
[Zα,Xα+1] = [Zα,Zα+2] Z(Gα+1);
thus [Xα+1,Vα+1] Z(Gα+1).
On the other hand, there also exists μ ∈ Δ(α + 1) such that [X∗αα+1,Zμ] = 1, so Zμ 
Xα+1Qα . Hence (3) implies that
Z∗α  [Zα,Xα+1]
[
Zμ,X
∗
αα+1
]
 [Xα+1,Vα+1] Z(Gα+1).
Now again Z∗α = 1, a contradiction.
(8) Qα+1 ∩Qα Zα+1Qα−1.
Clearly Qα+1 ∩ Qα centralizes Zα+1Zα , and by (4)(b), Zα−1 ∩ Qα+1  Zα+1Zα . Hence
Qα+1 ∩Qα centralizes Zα−1 ∩Qα+1. Now 5.6 yields (8).
(9) Xα+1 = Zα+1 and Qα+1  Zα+2Qα .
From (8) we conclude that [Zα−1,Qα+1 ∩ Qα]  Zα+1. Since by (7) Xα+1 Qα+1 ∩ Qα ,
we get from 5.2 (c) that [Xα+1,O2(Gα+1)]  Zα+1. In particular X∗αα+1Zα+1 is normalized
by O2(Gα+1)Qαα+1 = Gα+1, so [X∗αα+1,Qα+1]  Gα+1. By 5.3, [X∗αα+1,Qα+1] centralizes
Qαα+1, and [X∗αα+1,Qα+1] Z(Gα+1). Now (6) gives
[Zα,Zα+2]
[
X∗αα+1,Qα+1
]
 Z(Gα+1).
Hence (3) and (6) imply that [X∗αα+1,Qα+1] = 1 since Z∗α  Z(Gα+1). This shows that X∗αα+1 
Ω1(Z(Qα+1)) = Zα+1, and the first part of (9) follows. The second part is again an application
of 5.6.
(10) Φ(Qα+1 ∩Qα) = 1.
Let U := Qα+1 ∩Qα . From (8) and (9) we get that
Qα+1 = Zα+2U and U = Zα+1(U ∩Qα−1).
Hence Φ(U) = Φ(U ∩Qα−1)Qα−2. It follows that Φ(U) is centralized by Zα−2 and normal-
ized by Qαα+1 = P ∗αα+1. Now 5.12 (4) gives Φ(U)Gα , and [Φ(U),O2(Gα)] = 1 by 5.2 (c).
On the other hand, from (6) and Qα+1 = Zα+2U we get
Φ(Qα+1) = [Zα,Zα+2]Φ(U) Z(Gα+1)Φ(U)Qα−1,
and thus [Φ(U),O2(Gα+1)] = 1 by 5.2 (c). This implies that
Φ(U)∩Z(Gα) Z(Gα+1),
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[Φ(U),O2(Gα)] = 1. This shows (10).
We now derive a final contradiction. By (6) and (9), |Qα+1/Qα+1 ∩ Qα| = 2. Hence (10)
implies that |Qα+1/Zα+1| = 4 and Gα+1/Qα+1 ∼= SL2(2). But then Qαα+1 = QαQα+1,
and |Qαα+1/Qα| = |Qα+1/Qα+1 ∩ Qα| = 2. In particular Gα/Qα ∼= Sp2(2), which contra-
dicts (1). 
7.3. Let [Zα,Qαβ,Qαβ ] = 1. Then α is symplectic and[
X∗αβ,Qαβ
] = [Zα,Qαβ,Qαβ ] = [Zα,Uαβ ] Z(Gβ).
Moreover, [Zα,A] ∩Z(Gβ) = 1 for every AQαβ with [Zα,A] = 1.
Proof. By 5.2 (e), α is symplectic. We choose a path (α−3, . . . , α+3) with the properties given
in 5.12. Observe that by 7.2, [Zα,Gα] is the symplectic module for Gα . Hence 5.3 (b) and 5.7
imply
[Zα,Qαα+1,Qαα+1] =
[
X∗αα+1,Qαα+1
] = [Zα,Uαα+1]
= [Zα,Zα+2] ∩Z(Qαα+1)
 [Zα,Zα+2] ∩Z
(
P ∗α+1α
)
Z
(
P ∗α+1α
)∩Qα+3,
so α ∈ Δ(α + 1,Zα+3) yields
[Zα,Qαα+1,Qαα+1] = [Zα,Uαα+1] Z(Gα+1).
The additional property follows from the fact that either AUαα+1 or [Zα,Qαα+1,A] = 1. 
7.4. Let (α,β,μ,ρ) be a path of length 3 such that Zα  Qμρ and Zρ  Qαβ . Then
[Zα,Zρ] = 1.
Proof. Put R := [Zα,Zρ]. Assume first that ρ is linear. Then R  Z(Gμ) by 5.13. If also α
is linear, then again by 5.13, R  Z(Gβ) ∩ Z(Gμ) = 1. If α is symplectic, then by 7.3, R = 1
implies that also R ∩Z(Gβ) = 1, so Z(Gβ)∩Z(Gμ) = 1, a contradiction.
By symmetry we may assume now that both, α and ρ are symplectic. Then we can choose the
notation such that
|Zρ/Zρ ∩Qα| |Zα/Zα ∩Qρ |, (∗)
so Zα is an offender on Zρ . Now 4.3 gives equality in (∗). Hence, if Zρ acts as a root on Zα ,
then also Zα acts as a root on Zρ , and 7.3 shows that R  Z(Gβ)∩Z(Gμ) = 1.
Assume now that R = 1 and Zρ does not act as a root on Zα . Then by 5.3 (b), [X∗αβ,Zρ] = 1.
Thus 7.3 yields
1 = [X∗αβ,Zρ]∩Z(Gμ) [X∗αβ,Qαβ] Z(Gβ),
which contradicts Z(Gβ)∩Z(Gμ) = 1. 
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Proof. Assume that there exists ρ ∈ βPαβ such that Zρ  Qβ . Pick μ ∈ Δ(β,Zρ). By 5.9,
[Vβμ,Zρ]  Zβ , so we may assume that [Zμ,Zρ]  Zβ ; in particular Zμ  ZβQρ . On the
other hand,
Zμ Qβ Qαβ = Qαρ,
so by 5.6, [Zρ ∩Qβ,Zμ] = 1. Now 5.13 and 7.3 applied to ρ and μ, respectively, give [Zρ ∩Qβ,
Zμ] Z(Gα) and [Zρ ∩Qβ,Zμ] ∩Z(Gβ) = 1. This contradicts Z(Gα)∩Z(Gβ) = 1. 
Notation. For the next lemmata we use a path
(α − 2, α − 1, α,α + 1, α + 2, α + 3) and α + 1 := β
with the properties given in 5.12.
7.6. Let Q := 〈(Qα ∩Qβ)Gα 〉 and Q := Q/Z(Q). Suppose that
Q Zα−1Qβ. (∗)
Then Qα ∩Qβ is elementary abelian, and
(a) Q = CQα(Zα−1 ∩Qβ),
(b) Q = Zα−1 ×Zβ .
Proof. Observe that Vα Q and Qα ∩Qα−1 Q since b > 1 and QGα . Put
D := Qα−1 ∩Qα ∩Qβ and R := [Zα−1,Zβ ].
(1) Q = Zα−1ZβD = CQ(D)D and Φ(Q) = RΦ(D).
Clearly Q = Zα−1(Q∩Qβ) by (∗), so 5.5 (a) and (∗) imply
|Q/Q∩Qβ | = |Zα−1/Zα−1 ∩Qβ | =
∣∣Zα−1/CZα−1(Zβ)∣∣
= ∣∣Zβ/CZβ (Zα−1)∣∣ = |Zβ/Zβ ∩Qα−1|
 |Q/Q∩Qα−1|.
Since Qα ∩Qβ and Qα ∩Qα−1 are conjugate in Gα and QGα , we get
|Zβ/Zβ ∩Qα−1| = |Q/Q∩Qα−1|;
in particular QZβQα−1. Now the first part of (1) follows, and the second part is an elementary
consequence of the first one.
G. Parmeggiani / Journal of Algebra 319 (2008) 3854–3884 3879We first assume that Qα ∩ Qβ is elementary abelian and show (a) and (b). Using 5.6 we get
that
Zα−1  CQα(Zα−1 ∩Qβ) Zα−1Qβ.
This gives CQα(Zα−1 ∩ Qβ)  Q. On the other hand, since Qα ∩ Qβ is elementary abelian,
(1) yields Zα−1 ∩Qβ  Z(Q), and so also Q CQα(Zα−1 ∩Qβ). Thus (a) is proved, and (b) is
an immediate consequence of (1).
Hence, it suffices to show that Qα ∩Qβ is elementary abelian.
(2) [Φ(Q),Op(Gα)] = 1.
Assume that [Φ(Q),Op(Gα)] = 1. Then Op′(CGα (Φ(Q)))Qα , in particular by (1),
1 = [Φ(Q),Zα+2] = [RΦ(D),Zα+2] = [Φ(D),Zα+2].
Thus Qβα+2/Qα+2 is not abelian. Hence 5.2 (d) shows that α + 2 is symplectic and for every
δ ∈ Δ(β)
either Φ(D)Qδ or Φ(D) acts as a subgroup of a root on Zδ. (+)
In particular, (+) implies that [X∗δα,Φ(D)] = 1 for every δ ∈ Δ(β), and so [Xβ,Φ(D)] = 1.
Since Xβ Qβ , also [Xβ,Φ(Q)] = 1 by (1), and thus Xβ Op′(CGα (Φ(Q)))Qα .
Put R0 := [X∗α+2β,D]. Since Φ(D)  Qα+2 we get that R0 = 1. Assume that
[Xβ,Zα−1]  Zβ . Then 5.2 (a) implies that [Xβ,Op(Gβ)]  Zβ and X∗α+2βZβ  Gβ . This
gives X∗α+2βZβ ZαZβ  CGα(D), a contradiction to R0 = 1.
Thus [Xβ,Zα−1]  Zβ and from 5.6 we get [Xβ,Zα−1 ∩ Qβ ] = 1. Note that by 7.2 and 7.3,
R0  Z(Gβ) and that by 5.3 (b), |R0| = qα+2. Thus
R0 =
[
X∗α+2β,Qβ
] = [Xβ,Qβ ] = [Xβ,Zα−1 ∩Qβ ].
From 5.13, if α − 1 is linear, and from 7.2 and 7.3, if α − 1 is symplectic, we get that R0 =
[Xβ,Zα−1 ∩Qβ ] [Qα,Zα−1 ∩Qβ ] Z(Gα), a contradiction to 1 = R0 Z(Gβ).
(3) Φ(Q)∩Z(Gβ) = 1.
Put C := Φ(Q) ∩ Z(Gβ). By (2), C is centralized by Op(Gα)Qαβ = Gα , so C  Z(Gα) ∩
Z(Gβ) = 1.
(4) D  ZαQα+2.
Put R0 := [Zα+2 ∩ Qα,D]. From 5.13, 7.2 and 7.3 it follows that R0  Z(Gβ). Moreover,
since Zα+2 ∩ Qα Q = CQ(D)D, we also get R0 Φ(D). Hence (3) implies R0 = 1, and an
application of 5.6 gives (4).
(5) Φ(D)Qα+3.
3880 G. Parmeggiani / Journal of Algebra 319 (2008) 3854–3884By (4), D = Zα(D ∩Qα+2) and thus Φ(D) = Φ(D ∩Qα+2). In particular Φ(D)Φ(Qβ ∩
Qα+2).
Let g ∈ Gβ such that αg = α + 2. Then
Qβ ∩Qα+2 Qg and Φ(D)Φ
(
Qg
)
 CQg(Zβ).
Since Φ(Qg) is normal in Gα+2, we conclude that Φ(D)Qα+3.
By (5), [Φ(D),Zα+3] = 1. Hence 5.7 and the choice of α + 3 give
Φ(D)∩Z(Gα) Z(Gβ).
Now (3) implies Φ(D)∩Z(Gα) = 1, and Gα = CGα(Φ(D))Qαβ by (2) and 5.2 (c), so Φ(D)∩
Z(Qαβ) = 1. On the other hand, by (1), Qα ∩Qβ = Q∩Qβ = DZβ and so
Φ(D) = Φ(Qα ∩Qβ)Qαβ.
This shows that Φ(D) = Φ(Qα ∩Qβ) = 1. 
7.7. Suppose that Gα/Qα ∼= Sp2nα (qα). Then Q := 〈(Qα ∩ Qβ)Gα 〉 satisfies the hypothesis
of 7.6.
Proof. By 5.13, if α − 1, respectively α + 2, is linear, and by 7.3, if α − 1, respectively α + 2, is
symplectic, we get that
[Zα−1 ∩Qβ,Qαα−1] Z(Gα) and [Zα+2 ∩Qα,Qβα+2] Z(Gβ).
This shows that [Zα−1 ∩Qβ,Zα+2 ∩Qα] Z(Gα)∩Z(Gβ) = 1. Hence 5.6 implies that Zα−1 ∩
Qβ  ZαQα+2. In particular (Zα−1 ∩Qβ)Zα is normalized by Zα+2 and by Qαα−1. The choice
of α − 1 in 5.12 gives
(Zα−1 ∩Qβ)Zα Gα.
In particular Q CQα((Zα−1 ∩Qβ)Zα). Another application of 5.6 shows that Q ZβQα−1.
Clearly Zα−1 ∩ ((Zα−1 ∩ Qβ)Zα) = Zα−1 ∩ Qβ and, by 4.3, |Zα−1 ∩ Qβ | = |Zβ ∩ Qα−1|,
so conjugation in Gα gives Zβ ∩ ((Zα−1 ∩ Qβ)Zα) = Zβ ∩ Qα−1; in particular [Zβ ∩ Qα−1,
Q] = 1. Hence another application of 5.6 yields Q Zα−1Qβ . Thus Q satisfies the hypothesis
of 7.6. 
7.8. Suppose that Gα/Qα ∼= Sp2nα (qα). Then Qαβ/Qα and Qαβ/Qβ are abelian, and Xβ 
Z(Vβ).
Proof. Let Q be as in 7.7 and Q := Q/Z(Q). Put W := Q if β is linear, and W := Xα if β is
symplectic. We first show:
[W,Qαβ,Qαβ ] = 1. (+)
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[W,Qαβ ]Q∩Qβ  Zβ.
Since by 5.13, [Zβ,Qαβ ] Z(Gα) Z(Q), we get (+).
Assume that β is symplectic. If W = 1, then obviously (+) holds. Thus we also may assume
that W = 1. In particular by 7.6, [W,Zβ ] = 1.
By 7.1, applied to β , Xα is abelian, so Xα acts as a subgroup of a root on Zβ , and [W,Zβ ] = 1
yields CZβ (W) = X∗βα . In particular [Xα,Qαβ ]Qβ . Hence, again with 7.7 and 7.6,
[Xα,Qαβ ]Xα ∩ZβZ(Q).
As Xα is abelian and Xα Q,
Xα ∩ZβZ(Q)CZβ (Xα)Z(Q) = X∗βαZ(Q).
By 7.3, [X∗βα,Qαβ ] Z(Gα) Z(Q), and (+) also holds in this case.
Assume that Qαβ/Qα is not abelian, so Q′αβ  Qα . If Qαβ acts quadratically on Q, then
Q′αβ centralizes Q. It follows that [Q,Op(Gα)] = 1. But then Qα ∩Qβ Gα and Zα−1 Qβ ,
a contradiction.
We have shown that Qαβ does not act quadratically on Q. In particular (+) implies that
β is symplectic and W = Xα . Now (+) shows that [Xα,Op(Gα)] = 1, so Xα = X∗βα and
Xα  Z(Q). Hence Zα−1 centralizes X∗βα . But then [Zα−1,Qαβ ]  Q ∩ Qβ  ZβZ(Q) and
[Zβ,Qαβ ]Xα , so Qαβ acts quadratically on Q, a contradiction. This contradiction shows that
Qαβ/Qα is abelian. If Gβ/Qβ ∼= Sp2nβ (qβ), then with a symmetric argument also Qαβ/Qβ is
abelian. Otherwise this follows from 3.1 (b).
Assume finally that Xβ  Z(Vβ). Then there exists α′ ∈ Δ(β) such that (α,α′) is a critical
pair and [X∗αβ,Zα′ ] = 1. In particular, by 3.4 (d),
Qαβ =
〈
Z
Pαβ
α′
〉
Qα. (++)
Pick x ∈ Pαβ . Then Zxα′ Qαβ and by 7.5, Zβ  Qxβ  Qxβα′ . Hence 7.4, applied to the path
(β,α,βx,α′x), gives Zx
α′ Qβ . Now (++) implies Qαβ = QβQα . But then
X∗αβ = [Zα,Qβ ]Ω1
(
Z(Gα)
)
Q′βΩ1
(
Z(Gα)
)
,
so 1 = [Vβ,Xβ ]  [Vβ,Q′β ] and Q′β  Qα . Hence QαQβ = Qαβ implies that Qαβ/Qα is not
abelian, a contradiction. 
7.9. Suppose that Gα/Qα ∼= Sp2nα (qα). Let Q be as in 7.7 and Q := Q/Z(Q). Then the follow-
ing hold:
(a) [Q,Qα] = 1.
(b) Qαβ acts quadratically on Q, and [Zβ,Qαβ ] = 1.
(c) Zβ = CQ(Uαβ) = CQ(a) = [Q,a] for every a ∈ Uαβ .
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Q = Zα−1 ×Zβ and Q∩Qβ = Zβ. (1)
Moreover 7.8 shows that
[Q,Qαδ]Qδ for δ ∈ Δ(α); in particular [Q,Qαβ ] Zβ. (2)
Let L := 〈Uαα−1,Uαβ〉, so L is a subgroup of Gα/Qα ; and let Uˆαβ be the inverse image of
Uαβ in Gα . The choice of α − 1 in 5.12 gives
〈Qαα−1, Uˆαβ〉 = Gα. (3)
Hence 3.4 (h) implies
L ∼= SL2(qα) and Uαβ,Uαα−1 ∈ Sylp(L). (4)
In particular
L = 〈Uαα−1, a〉 for every a ∈ Uαβ. (5)
(a): By 7.6, (1) and (2)
[Q,Qα]Qα−1 ∩Qα ∩Qβ  Z(Q),
so (a) holds.
(b): According to (2) it suffices to show that [Zβ,Qαβ ] = 1. If Gα/Qα ∼= Sp2(qα), then Qαβ =
Zα+2Qα and, by (a),
Zβ CQ(Zα+2) = CQ(Qαβ).
Thus, we may assume that α is symplectic. If β is linear, then 5.13 implies
[Zβ,Qαβ ] Z(Gα) Z(Q).
If also β is symplectic, then 7.8, applied to β , shows that Xα  Z(Vα) and thus Xα  Z(Q).
Then again [Zβ,Qαβ ]Xα  Z(Q). Hence in both cases Zβ  CQ(Qαβ), and (b) is proved.
(c): Observe that by (a), Gα/Qα and thus also L acts on Q. Let a ∈ Uˆαβ \ Qα . Then (3) and
(5) give Gα = 〈Qαα−1, a〉. Thus, (1) and (b) yield CQ(a)∩Zα−1 = 1, so by (b),
CQ(Uαβ) = Zβ = CQ(a).
The quadratic action also gives
|Q/Zβ | =
∣∣Q/CQ(a)∣∣ = ∣∣[Q,a]∣∣,
so [Q,a] = Zβ . Hence (c) holds. 
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(a) qα = qβ =: q and Gδ/Qδ ∼= SL2(q).
(b) Qδ/Zδ and Zδ/Ω1(Z(Gδ)) are natural SL2(q) modules for Gδ .
(c) |Ω1(Z(Gδ))| = q and Q′δ = Ω1(Z(Gδ)).
(d) |CQδ/Q′δ (Qαβ)| = q2.(e) No element of Qαβ \Qδ acts quadratically on Qδ/Ω1(Z(Gδ)).
(f) p = 3.
Proof. Let Q and Q be as in 7.6, U := 〈(Qα ∩ Qβ)Gβ 〉 and U˜ := U/Z(U). By 7.7 and 7.6,
Qα ∩ Qβ is elementary abelian, and by 7.8, Xβ  Z(Vβ). Hence Vβ centralizes X∗αβ and acts
as a root on Zα . In addition, Zα−1 ∩ Qβ and Xβ are contained in Qα ∩ Qβ , so by 7.6 and 7.7,
[Zα−1 ∩Qβ,Xβ ] = 1. Now 5.6 gives
Xβ  ZβQα−1 and [Xβ,Zα−1] Zβ.
This shows that Xβ X∗αβZβ . Then U centralizes Xβ . Since by 5.5 (a) and 5.3 (b) Zα ∩Qα+2 
X∗αβ Xβ , we get from 5.6 that U  Zα+2Qα . Hence β and U satisfy the hypothesis of 7.6 in
place of α and Q. In particular 7.6, applied to Q and U , shows that
Q = Zα−1 ×Zβ and U˜ = Z˜α × Z˜α+2. (1)
Moreover, since |Zα/Zα ∩Qα+2| = qα we have
|U˜ | = q2α. (2)
Let x ∈ Gβ . Then either Zxα acts as a root on Zα , or Zxα centralizes Zα . In the first case (2)
gives U˜ = Z˜α × Z˜xα . In the second case Zxα  U ∩ Qα = ZαZ(U), so Z˜xα = Z˜α . Since by 7.5
Pβα NGβ (Z˜α) and by 3.7 Pβα is maximal in Gβ , we also get Pβα = NGβ (Z˜α). We have shown:
U˜ = Z˜α × Z˜xα for every x ∈ Gβ \ Pβα. (3)
Now let x ∈ Gβ \ Pβα and A := Qxαβ ∩ Pβα . As Zα acts as a root on Zxα , we get from (3)
[Zα,A] ZαZ(U)∩Qxα = Z(U).
Moreover, from [Zα,Qαβ ] Z(U) we get [Zxα,A] Z(U). Hence (3) implies that Qβ  A
CGβ (U˜), and the structure of Gβ/Qβ gives A = Qβ . Now 3.6 shows that
Gβ/Qβ ∼= SL2(qβ) and |Zα−1Qβ/Qβ | = qβ. (4)
Thus, the hypothesis is symmetric in α and β , so (2)–(4) also hold with the roles of α and β
(and Q and U ) reversed. In particular Gα/Qα ∼= SL2(qα) and |Q| = q2β . Applying 7.9 (c) to α
and Q we get for every 1 = x ∈ Zα−1
|Uαβ | =
∣∣[x,Uαβ ]∣∣ and [x,Uαβ ] Zβ.
3884 G. Parmeggiani / Journal of Algebra 319 (2008) 3854–3884Hence |Uαβ |  |Zβ | = |Zα−1|. In addition, |Zα−1| = |Zα−1Qβ/Qβ | = |Uβα| since Zα−1 ∩
Qβ = Zα−1 ∩Z(Q) and Zα−1 acts as a root on Zβ . Thus
qα = |Uαβ | |Zα−1| = |Uβα|.
With a symmetric argument, applying 7.9 (c) to β and U , we obtain qβ  |Uαβ |  |Uβα|. It
follows that qα = qβ =: q . Hence (a) is proved. A result of Glauberman [GL, Theorem 2] also
gives (b).
Note that by (a), Zα−1Qβ = Qαβ ∈ Sylp(Gδ) for δ = α,β , so Q = Qα and Z(Q) = Zα . Thus
we have that
Qα = ZαZα−1Zβ and Qβ = ZβZαZα+2.
It follows that Q′α = [Zβ,Zα−1], and by 5.13, Q′α  Ω1(Z(Gα)). Since Z(Gα) ∩ Z(Gβ) = 1
and Q′α has order at least q , we get (c) for δ = α. Similarly Q′β = Ω1(Z(Gβ)), so (c) also holds
for δ = β .
Put V := Qα/Q′α and let x ∈ Zα+2 \Qα . By (b) and (c), |CV (Zα+2)| q2 and |Zβ/Q′α| = q2.
Since [Zβ,Zα+2] = 1 we get∣∣CV (Zα+2)∣∣ = q2 and Zβ/Q′α = CV (x) (5)
and with a symmetric argument
CQβ/Q′β (y) = Zα/Q′β for y ∈ Zα−1 \Qβ. (6)
This gives (d).
Assume now that x acts quadratically on V . Then (5) implies that [Zα−1, x] Zβ , so (b) ap-
plied to Qβ/Zβ shows that x ∈ ZαZβ Qα , a contradiction. This contradiction and a symmetric
argument for β in place of α yields (e).
Statement (f) follows from [Ni, 3.4] using (a), (b) and (d). 
Proof of Theorem 3. This is a direct consequence of 7.10. 
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