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Successful creations of multiple hydraulic fractures in horizontal wells are critical 
for economic development of unconventional reservoirs. The recent advances in 
diagnostic techniques suggest that multi-fracturing stimulation in unconventional 
reservoirs has often caused complex fracture geometry. The most important factors that 
might be responsible for the fracture complexity are fracture interaction and the 
intersection of the hydraulic and natural fracture. The complexity of fracture geometry 
results in significant uncertainty in fracturing treatment designs and production 
optimization. Modeling complex fracture propagation can provide a vital link between 
fracture geometry and stimulation treatments and play a significant role in economically 
developing unconventional reservoirs.  
In this research, a novel fracture propagation model was developed to simulate 
complex hydraulic fracture propagation in unconventional reservoirs. The model coupled 
rock deformation with fluid flow in the fractures and the horizontal wellbore. A 
Simplified Three Dimensional Displacement Discontinuity Method (S3D DDM) was 
proposed to describe rock deformation, calculating fracture opening and shearing as well 
as fracture interaction. This simplified 3D method is much more accurate than faster 
 viii 
pseudo-3D methods for describing multiple fracture propagation but requires 
significantly less computational effort than fully three-dimensional methods. The 
mechanical interaction can enhance opening or induce closing of certain crack elements 
or non-planar propagation. Fluid flow in the fracture and the associated pressure drop 
were based on the lubrication theory. Fluid flow in the horizontal wellbore was treated as 
an electrical circuit network to compute the partition of flow rate between multiple 
fractures and maintain pressure compatibility between the horizontal wellbore and 
multiple fractures. Iteratively and fully coupled procedures were employed to couple rock 
deformation and fluid flow by the Newton-Raphson method and the Picard iteration 
method.  
The numerical model was applied to understand physical mechanisms of complex 
fracture geometry and offer insights for operators to design fracturing treatments and 
optimize the production. Modeling results suggested that non-planar fracture geometry 
could be generated by an initial fracture with an angle deviating from the direction of the 
maximum horizontal stress, or by multiple fracture propagation in closed spacing. Stress 
shadow effects are induced by opening fractures and affect multiple fracture propagation.  
For closely spaced multiple fractures growing simultaneously, width of the interior 
fractures are usually significantly restricted, and length of the exterior fractures are much 
longer than that of the interior fractures. The exterior fractures receive most of fluid and 
dominate propagation, resulting in immature development of the interior fractures.  
Natural fractures could further complicate fracture geometry. When a hydraulic 
fracture encounters a natural fracture and propagates along the pre-existing path of the 
natural fracture, fracture width on the natural fracture segment will be restricted and 
injection pressure will increase, as a result of stress shadow effects from hydraulic 
fracture segments and additional closing stresses from in-situ stress field. When multiple 
 ix 
fractures propagate in naturally fracture reservoirs, complex fracture networks could be 
induced, which are affected by perforation cluster spacing, differential stress and natural 
fracture patterns. Combination of our numerical model and diagnostic methods (e.g. 
Microseismicity, DTS and DAS) is an effective approach to accurately characterize the 
complex fracture geometry. Furthermore, the physics-based complex fracture geometry 
provided by our model can be imported into reservoir simulation models for production 
analysis. 
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 1 
CHAPTER 1: GENERAL INTRODUCTION 
In this doctoral dissertation, a complex hydraulic fracture development model is 
introduced to simulate single non-planar fracture and multiple fracture propagation in 
naturally fractured reservoirs from horizontal wellbores. First, a Simplified Three 
Dimensional Displacement Discontinuity Method (S3D DDM) is presented to model 
fracture deformation. The Finite Difference Method (FDM) is used to model fluid flow in 
the fractures. The model incorporates physical mechanisms that are important for 
predicting the geometry of induced complex fracture networks such as stress shadow 
effects, fluid rate distribution among multiple fractures, crossing of simultaneous multiple 
fractures and interaction between hydraulic and natural fractures. Second, the model is 
applied to simulate different cases of complex hydraulic fracture propagation to examine 
fracture geometry, stress distribution as well as injection pressure.   
This chapter introduces the background and literature review related to the 
research and then the main objectives are presented. The current state of hydraulic 
fracture modeling is discussed to put the current modeling in context. Finally, the 
organization of this dissertation is provided.  
 
 
 
 
 
 
 2 
1.1 BACKGROUND 
In recent years, production of tight oil and shale gas has increased exponentially 
in the United States. Based on estimations from U.S. Energy Information Administration 
(EIA), U.S. tight oil production in the fourth quarter of 2013 contributed to 4.3% of 
overall crude oil production and pushed it to more than 10% of total world production, up 
from 9% in the fourth quarter of 2012 (Figure 1.1). Shale gas production is also 
becoming increasingly vital to gas production in the United States and contributed more 
than 30% of total gas production in 2011 (U.S. Energy Information Administration 
(EIA)). The U.S. EIA forecasts that shale gas production will continue to increase for the 
next thirty years and may account for half of U.S. dry gas production in 2040 (Figure 
1.2). Consequently, tight oil and shale gas will continue to play an important role in 
meeting the U.S.’s energy demands.  
Furthermore, a recent study indicates that tight oil and shale gas basins continue 
to be found throughout the world (Figures 1.3 and 1.4). The United States is one of the 
largest tight oil and shale gas reserves in the world. Tight oil resources are primarily 
concentrated in Russia and the United States. The technically recoverable tight oil 
resource in Russia is about 75 billion barrels, and the United State is about 60 billion 
barrels. The estimated shale gas reserve in United States is 861.7 Tcft (trillion cubic feet), 
China is estimated to have 1274.3 Tcft, and Argentina 773.1 Tcft.  
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Figure 1.1: Estimated crude oil production in the fourth quarter of 2013 in the United 
States and rest of the world (U.S. Energy Information Administration, 2014 
Short-Term Energy Outlook). 
(http://www.eia.gov/todayinenergy/detail.cfm?id=15571). 
 
 
 Figure1.2: US dry natural gas production, Trillion cubic feet (U.S. Energy Information 
Administration, Annual Energy Outlook 2013 Early Release). 
(http://www.eia.gov/forecasts/aeo/er/pdf/0383er%282013%29.pdf).   
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Figure 1.3: Top 10 Contries by technically recoverable shale oil resources (U.S. Energy 
Information Administration, 2013).   
(http://www.eia.gov/conference/2014/pdf/presentations/webster.pdf). 
 
 
Figure1.4: Map of global shale gas resource distribution in the world (U.S. Energy 
Information Administration based on Advanced Resources International Inc 
data, BP). 
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Both tight oil and shale gas are found within reservoirs with ultra-low 
permeability, primarily shale formations. Compared with conventional gas formations, 
shale formations have some distinct properties, such as nano-Darcy permeability 
(Cipolla, 2009) and natural fracture distribution (Barton and Zoback, 2002; Gale et al., 
2007; Gale and Holder, 2008; King, 2010). Two key technologies that enable economic 
viability of shale gas development are horizontal drilling (Fisher et al., 2004; Wiley et al., 
2004) and hydraulic fracturing (Britt et al., 2006; Watson et al., 2008; Waters et al., 
2009). Hydraulic fracturing of ultra-low permeability shale reservoirs is required to 
establish commercial productivity, which is one of the most important technologies used 
widely by the petroleum industry as an effective stimulation strategy to enhance oil and 
gas recovery. In order to increase fracture contact area with the formation for improving 
recovery in shale reservoirs, ten to twenty or more fracture stages are employed in a 
horizontal wellbore (Figure 1.5) and each stage includes three to six fractures (Durst et 
al., 2008; Grieser, 2009). Sequential and simultaneous fracturing methods are 
implemented in shale reservoirs with the goal of improving well performance and 
enhancing operation efficiency (Mutalik and Gibson, 2008; Roussel and Sharma, 2011).  
 
 
Figure 1.5: Illustration of multiple hydraulic fracturing in shale gas reservoirs. 
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1.2 STATEMENT OF THE PROBLEM  
In shale reservoirs, multiple hydraulic fractures are closely spaced along 
horizontal wellbores, which has been demonstrated as a very highly effective method for 
stimulation (Burger et al. 2012). However, fracture interaction between growing fractures 
can occur within a stage, between adjacent stages and between different horizontal wells, 
resulting in a complex fracture network instead of a simple bi-wing planar fracture 
(Olson, 2008; Cheng, 2009; Roussel and Sharma, 2011; Wu and Olson, 2013, 2014). In 
addition, pre-existing natural fractures in shale reservoirs further complicate fracture 
geometry, providing opportunities for complexity to arise (Olson et al., 2009; Dahi-
Taleghani et al., 2009; Kresse et al., 2013; Wu and Olson, 2014). Knowledge of fracture 
geometry, such as fracture trajectory, fracture width, and fracture height, is crucial for 
determining fracture coverage of reservoirs as well as for optimizing stage and well 
spacing for tight oil or shale gas production. However, the geometry of complex fracture 
networks is challenging to measure directly and completely by fracture diagnostic 
techniques (Cipolla, 2000). Therefore, modeling complex hydraulic fracture propagation 
can lead to significant contributions for economic development of shale reservoirs.  
Conventional hydraulic fracture propagation models simulate single bi-wing 
planar fracture with opening-mode extending away from the wellbore. These traditional 
models are still used in hydraulic fracturing design for conventional settings. However, in 
shale reservoirs with complex fracture geometry, the conventional fracture models might 
fail to capture some key physical mechanisms of complex fracture propagation. For 
multiple fracture propagation in shale reservoirs, the stress shadow produced induces 
fracture tortuosity and width restriction. The propagation direction and internal driving 
pressure of the hydraulic fracture are affected by mechanical interaction with other 
hydraulic fractures as well as with pre-existing natural fractures. Fluid flow in the 
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wellbore and in the complex fracture networks must satisfy pressure equilibrium and 
material balance. The complete model requires coupling rock mechanics and fluid 
mechanics. Conventional hydraulic fracture models used in the industry do not take into 
account all this processes together, which prompts engineers to develop new methods to 
overcome limitations of the conventional models.  
 
1.3 RESEARCH OBJECTIVES  
The primary objective of this dissertation is to construct a computationally 
efficient fracture propagation model that is realistic enough to incorporate most of the 
important physical mechanisms that control complex fracture propagation in shale 
reservoirs. The unifying theme is to study fundamental physical laws of hydraulic 
fracturing to predict and optimize fracture geometry at the field scale.    
This dissertation focuses on (1) developing a complex hydraulic fracture 
development model, and (2) quantifying the physical mechanisms through studying 
different cases. The specific objectives of this dissertation are to:   
i. Develop a coupled complex hydraulic fracture development model, 
incorporating stress shadow effects, fluid rate distribution among multiple 
fractures, crossing of simultaneous multiple fractures and interaction of 
hydraulic and natural fractures. 
ii. Derive a novel three-dimensional displacement discontinuity method for 
complex fracture geometry that is significantly more accurate than faster 
pseudo-3d methods but requires significantly less computational effort 
than currently available fully three-dimensional methodologies. 
 8 
iii. Study the physical mechanisms of multiple fracture propagation and 
investigate the effects of fracture interaction on fracture geometry through 
using the complex fracture development model. 
iv. Analyze hydraulic fracture interaction with natural fractures as exhibited 
through fracture geometry and injection pressure.  
 
1.4 LITERATURE REVIEW   
Hydraulic fracturing is a common and effective stimulation method to enhance 
production in the oil and gas industry. It is a technique that uses a large amount of special 
fluid that is injected into the reservoir and builds up pressure in the wellbore to create a 
fracture. The fracture is then supported by proppants to form conductive conduits which 
may greatly enhance production rates and extend the life of production wells. From the 
aspect of economics, various hydraulic fracturing models have been developed to 
simulate hydraulic fracturing and serve as guidance for optimizing job design to 
maximize production of oil and gas over the past 60 years (Zhang et al., 2005). The 
fracture models primarily focus on describing single fracture propagation extending from 
two-dimension to pseudo three-dimension and then to fully three dimensions.  
An acceptable working model should at least be capable to capture major physical 
processes taking place during hydraulic fracturing. The basic processes of hydraulic 
fracturing include: (1) fracture deformation induced by internal pressure in the fracture; 
(2) fluid flow in the fracture; (3) fluid leak-off into the formation and (4) fracture 
propagation (Veatch et al., 1986; Adachi et al., 2007). Fracture deformation is generally 
computed using linear elasticity, and the elasticity equations can be solved using the 
displacement discontinuity method or discretizing 3D partial differential equations via the 
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finite element or finite difference methods. Fracturing fluid flow is idealized as laminar 
flow through a narrow and parallel-sided slot (Geertsma et al., 1969). Fluid leak-off is 
typically modeled as one-dimensional Darcy flow. According to the conventional LEFM 
criterion, fractures start propagating when the stress intensity factor approaches the rock 
toughness (Valko et al., 1995). Fracture propagation direction is usually determined by 
one of three different criteria: maximum circumferential stress (Erdogan and Sih, 1963), 
maximum strain energy density (Sih, 1974) or maximum energy release rate (Nuismer, 
1975). 
1.4.1 Review of single fracture propagation models   
Hydraulic fracturing models have greatly evolved from simple two-dimensional 
models to three-dimensional models. Typical two-dimensional models are 
Khristianovich-Geertsma-DeKlerk (KGD) (Khristianovich and Zheltov, 1955; Geertsma 
and de Klerk, 1969) and Perkins-Kern-Nordgren (PKN) (Perkins et al., 1961; Nordgren et 
al., 1972). Both KGD and PKN models assume plane strain deformation with constant 
fracture height constrained to the pay zone thickness and calculate fracture width based 
on analytical solution for a crack (Sneddon, 1951), 
2
2 2 0.54(1 )( ) ( )
v p
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
   ,                                    (1.1) 
where w is the width along the crack, v is Possion ratio of rock, E is Young’s Modulus of 
the rock, p is the constant net pressure within the crack, b is the crack half-length.   
The KGD model presumes plane strain for a fracture in the horizontal plane and 
assumes no variation of fracture width in the vertical direction (Figure 1.6). The fracture 
has an elliptical shape in the horizontal plane, and the maximum fracture width at the 
wellbore can be calculated from 
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where pn,avg is the average net pressure in the fracture and L is fracture half-length. 
Fracture width is a function of fracture length. The model has a vertical rectangular cross-
section perpendicular to fracture propagation direction, and pressure varying from 
wellbore to the fracture tip can be given by  
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where pn,w is net pressure at the wellbore, pn,tip is net pressure at the fracture tip, μ is 
viscosity of injection fluid, i is the half of injection rate, w(x) is fracture width. 
The PKN model assumes plane strain for a fracture in a vertical plane, normal to 
the fracture propagation direction, and the vertical cross section of the fracture is 
elliptical in shape (Figure 1.7). The fracture width can be calculated from 
22(1 ) nv hpw
E

 ,                                                 (1.4) 
where pn is net pressure in the fracture, h is fracture height. Fracture width is a function of 
fracture height, instead of fracture length. Each vertical cross section is independent from 
each other and pressure drop along the fracture in an elliptical cross section is provided 
by 
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where pn,w is net pressure at the wellbore, pn,tip is net pressure at the fracture tip, u is 
viscosity of injection fluid, i is the half of injection rate, L is fracture half-length, h is 
fracture height.   
These two models are approximations and have been shown to be useful, but they 
have limits to their accuracy and over-simplify the problem in most cases. The KGD 
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model might be more suitable for fracture propagation at the early injection time when 
fracture height is much greater than fracture length, while the PKN model might be more 
reasonable at late injection time when fracture length exceeds fracture height. Now these 
two classic two-dimensional models are rarely used for fracture designs in the field 
because they have been replaced by pseudo-3d models, but still serve as verification with 
numerical models and providing insights for understanding the fracturing process. 
 
 
Figure 1.6: Schematic view of a KGD fracture model (from Geertsma and de Klerk, 
1969). L(t), h and ww(0, t) are fracture length, height and width at the 
wellbore, respectively. 
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Figure 1.7: Schematic view of a PKN fracture model (from Nordgren et al., 1972). L(t), h 
and w(x, t) are fracture length, height and width, respectively. 
Following the development of two-dimensional models, pseudo-3D (Simonson et 
al., 1978; Advani et al., 1982; Settari et al., 1982; Fung et al., 1987) and true 3D models 
(Clifton et al., 1981; Settari et al., 1984; Abou-Sayed et al., 1984) were developed to 
account for fracture height growth and to describe the hydraulic fracturing process with 
better accuracy. All models allow fractures to grow into layers adjoining the pay zone, 
and the depth of penetration is determined by differences in stiffness and horizontal in-
situ stresses between the pay zone and adjoining layers (Van Eekelen, 1982). Simonson 
et al. (1978) developed a pseudo-3D model to simulate height growth in a symmetric 
three-layer formation and investigated the effects of different material properties and in-
situ stresses as well as pressure gradients for the pay zone and the barrier formations on 
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fracture containment. Fung et al. (1982) extended Simonson et al.’s work to multi-layer, 
asymmetrical formations using a semi-analytic technique. Settari et al. (1982) also 
developed a pseudo-three-dimensional model by describing lateral fluid flow and crack 
opening for the fracture and coupling with an efficient scheme to deal with vertical 
fracture growth. Pseudo-3D models are approximate but efficient to capture the behavior 
of fracture height growth by employing special schemes. Most pseudo-3D models do not 
take into account fluid flow in the vertical direction (Valko et al., 1995). For true 3D 
models, movement of fluid is modeled not only in the lateral direction but also in the 
vertical direction, whereas the computational cost of the models is too excessive to be 
widely applied. The general approach for true 3D models is based on analysis of three-
dimensional rock deformation and two-dimensional fluid flow through the fractures 
(Clifton et al., 1981; Abou-Sayed et al., 1984).   
The conventional hydraulic fracturing models discussed above only simulate 
propagation of single bi-wing planar fracture. However, in highly deviated or horizontal 
wellbores, a tortuous fracture shape is often created when fractures initiate in a non-
preferred orientation (Figure 1.8). As such, some experiments and models have been 
developed to understand the non-planar fracture shape. Weijers and de Pater (1992, 1994) 
performed some experiments and two-dimensional numerical simulations to investigate 
the near-wellbore fracture geometry for deviated and horizontal wells. The results 
indicated that several starter fractures were created along the perforations and then 
gradually reoriented with the same curvature towards to the preferred fracture plane.  
Olson (1995) proposed a two-dimensional model to analyze the effect of non-planar 
fractures with different wellbore angles, differential stress and injection parameters. 
Numerical simulations showed that non-planar fracture geometry at the wellbore causes 
fracture width restriction and the increment of treating pressure. Rungamornrat et al. 
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(2005) also developed a model to simulate non-planar fracture growth utilizing a 
symmetric Galerkin boundary element method to treat the elasticity problem and a 
Galerkin finite element method to describe fluid flow within fractures.  
 
 
Figure 1.8: Schematic view of non-planar fracture geometry (from Olson, 1995). σmax
H
 is 
maximum horizontal stress, θ is the angle between fracture and σmax
H
. 
1.4.2 Review of multiple fracture propagation models 
Multiple fractures in horizontal wells are often used to develop shale gas 
economically
 
(Warpiniski et al., 1991; Sato et al., 1999). There are two main causes for 
multi-frac propagation (Weijers et al., 2000). One is multiple fracture initiation points 
provided by a long perforated interval with numerous perforations; the other is 
bifurcation of hydraulic fractures due to intersection with natural fractures in the naturally 
fractured formation. Recent efforts to model multi-frac propagation have taken various 
forms. There are generally three types of multi-frac models:  
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i. Mechanical interaction between multiple fractures is ignored, but fluid flow in the 
fracture and wellbore are considered (Siriwardane et al., 1991; Elbel et al., 1992; 
Mack et al., 1992).  
ii. Mechanical interaction is modeled explicitly, but fluid flow is simply described by 
assuming constant internal pressure in the fracture pattern (Dong et al., 2001; Olson, 
2008; Cheng, 2009; Roussel, 2011).  
iii. Both mechanical interaction and fluid flow are taken into account (Yamamoto et al., 
2004; Wong and Xu, 2013; Castonguay et al., 2013; Shin and Sharma, 2014).     
The multi-frac models without mechanical interaction usually consist of two 
components, an analytical fracture propagation model which simulates the growth of a 
single fracture and a fluid flow model for the fracture and wellbore (Mack et al., 1992). 
Analytical models have been published based on the PKN model (Elbel et al., 1992), the 
KGD model (Siriwardane et al., 1991) and a pseudo three-dimensional model (Mack et 
al., 1992). Fractures extend independently and are not affected by the stress shadow 
induced by other fractures. The fracture geometry is planar and symmetric with respect to 
the wellbore. An electrical analogue is used to relate fluid flow in the wellbore to 
individual fractures (Elbel et al., 1992; Mack et al., 1992). Based on an electrical current 
analogue for the fluid flow, Kirchoff’s first law states that pumping rate is equal to 
summation of injection rates of each fracture. It is presumed that fluid exchange between 
fractures occurs only via the wellbore and wellbore storage effects are ignored.      
The models of the first type were generally applied for vertical wells and for 
zones that were separated by zones not expected to fracture. It was the advent of closely 
spaced hydraulic fractures in horizontal wells that was the driver for a better model. 
Elastic interaction between fractures is an important factor affecting fracture aperture and 
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trajectory. Based on this effect, the second type model of multiple fracture propagation is 
developed with various forms. The fracture interaction is often modeled by analytical and 
numerical methods. Sneddon and Elliot (1946) derived an analytical model to calculate 
stress field around an infinitely long two-dimensional crack. Numerical methods 
primarily include displacement discontinuity methods (Dong et al., 2001; Yamamoto et 
al., 2004; Olson et al., 2009; Cheng, 2009), finite difference method (Roussel, 2011) and 
finite element method (Shin and Sharma, 2014).  
The second type of model that incorporated fracture mechanical interaction 
usually assumed constant internal pressure. Dong et al. (2001) modeled a two 
dimensional elastic fracture with constant internal pressure using a quadratic 
displacement discontinuity method. Olson (2008) employed a pseudo-3D approach using 
the constant displacement discontinuity method for vertical but laterally non-planar 
fractures, assuming zero viscosity fluid injection to reduce computation time for multi-
fracture problems. Cheng (2009) used a two-dimensional displacement discontinuity 
method to describe stress distribution around multiple static fractures for analysis of 
fracture interaction. Fluid pressure within static fractures varies along the fracture length. 
Roussel (2011) used a three-dimensional finite difference, explicit numerical method to 
model stress perturbation for a static fracture by fixing the opening along pre-existing 
fractures as if they were propped open and predict that the static fracture would follow 
stress trajectories dictated by the pre-existing fractures.  
 The third type of model couples fluid flow and rock deformation. Yamamoto et 
al. (2004) iteratively coupled fluid flow and rock deformation in multiple fractures 
including consideration of fracture interaction through respectively using the finite 
element method and the three-dimensional displacement discontinuity method. Wong and 
Xu (2013) modeled multiple fracture propagation in horizontal wells through the 
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boundary integral formulation, considering both mechanical interaction and fluid flow 
but in two dimensions. Castonguay et al. (2013) implemented a weakly-singular, 
symmetric Galerkin boundary element method to calculate fracture geometry, where flow 
in the fracture is modeled as power-law fluid flow in the arbitrary curved channels. Shin 
and Sharma (2014) investigated the effect of factors such as perforation cluster spacing, 
fracture height, fracturing fluid viscosity, and pumping rate on simultaneous propagation 
of multiple fractures in a horizontal well by using ABAQUS, which is a three-
dimensional geomechanical model utilizing the finite element method.   
1.4.3 Review of hydraulic fracturing in naturally fractured reservoirs   
It is believed that natural fractures are present in most shale reservoirs and act as 
weak planes for fracture growth (Gale et al., 2007). Complex fracture networks might be 
induced when hydraulic fractures are propagated in the naturally fractured reservoirs 
(Dahi-taleghani et al., 2009; Warpiniski, 1987). There are three possibilities that might 
occur when hydraulic fractures intersect with natural fractures (Figure 1.9). First, the 
hydraulic fracture crosses the natural fracture and continues to propagate along the 
original direction without any influence. Second, the hydraulic fracture is diverted along 
the pre-existing path of the natural fracture, and then creates a new fracture path again 
starting at the end of the natural fracture. Third, the hydraulic fracture is also diverted 
along the pre-existing path of the natural fracture, and then kinks out at some weak point 
along the natural fracture (Dahi-Taleghani and Olson, 2013). 
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(a) (b) (c) 
Figure 1.9: Three possible scenarios at intersection of hydraulic and natural fractures: (a) 
the hydraulic fracture crosses the natural fracture; (b) the hydraulic fracture is 
diverted along the pre-existing path of the natural fracture, and then creates a 
new fracture path again starting at the end of the natural fracture; (c) the 
hydraulic fracture is also diverted along the pre-existing path of the natural 
fracture, and then kinks out at some weak point along the natural fracture. 
Recent efforts to study the interaction between natural and hydraulic fractures 
have taken various forms. Extensive theoretical and experimental works have been 
conducted (Blanton, 1986; Warpiniski and Teufel, 1987; Renshaw and Pollard, 1995; 
Beugelsdijk et al., 2000; Dahi-Taleghani and Olson, 2009; Gu and Weng, 2010; Gu et al., 
2011; Bahorich et al., 2012; Olson et al., 2012; Chuprakov et al., 2013; Wang et al., 
2013). Various criteria have been developed to predict the interaction and were validated 
by laboratory experiments which are very important approaches to investigate the physics 
of hydraulic fracture complexity with the advantage of complete observation of fracture 
geometry. Blanton (1986) reported scaled laboratory experiments using hydrostone to 
study interactions between induced and pre-existing fractures under different angles of 
approach and differential stresses. Based on the laboratory results, a criterion for 
interactions was developed to provide a basis for extrapolating the laboratory results to 
field cases. The criterion determines whether the hydraulic fracture deviates into or 
crosses the natural fracture. If the pressure required for reinitiating is greater than the 
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opening pressure, the natural fracture will open and take fluid, otherwise crossing will 
occur.     
Warpinski and Teufel (1987) performed mineback experiments and laboratory 
tests on Coconino sandstone under tri-axial conditions to study the effect of geologic 
discontinuities on hydraulic fracture propagation under different joint orientations and 
stress states. A simple analysis was developed to estimate whether the induced fracture 
will propagate across, activate (shear), or dilate the joint based on local stress field. 
Additional stresses induced by the hydraulic fracture and fluid leak-off are taken into 
account.   
Renshaw and Pollard (1995) proposed a criterion to predict a fracture propagating 
across a frictional interface orthogonal to the approaching fracture. Based on Linear 
Elastic Fracture Mechanics (LEFM), the stresses near the fracture tip were studied to 
determine whether fracture slip occurs along the interface, diverting fracture propagation, 
or the fracture crosses the interface. The criterion was validated by experiments works 
using three molded layers of brittle materials. Since the intersection angle between 
hydraulic and natural fractures is not always 90
o
 and has a great impact on crossing, Gu 
and Weng (2010) extended the criterion to intersection at non-orthogonal angles.   
The criteria summarized above concentrate on the mechanical interaction when a 
hydraulic fracture encounters a natural fracture. Chuprakov et al. (2013) developed a new 
analytical crossing model, which analyzes the crossing/arresting behavior of hydraulic 
and natural fractures including the effect of flow rate and fluid viscosity. The method 
uses an elasticity solution to analyze the fracture contact problem and a stress-energy 
criterion to study the crack initiation. The new model was validated with some laboratory 
experiments, two crossing criteria and numerical simulations.   
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Most of criteria and experimental works focus on frictional interfaces. However, 
core observations indicate that natural fractures in Barnet and other shale plays are 
largely sealed with minerals, such as calcite or quartz (Gale, 2007). Dahi-Taleghani and 
Olson (2009) proposed a new crossing criterion to determine whether a hydraulic fracture 
will cross or deflect into a fully cemented natural fracture based on energy release rates 
of the reservoir rock and the cements in the natural fracture. Laboratory work was also 
conducted to determine the impact of cemented natural fractures on hydraulic fracture 
propagation. Bahorich et al. (2012) performed multiple hydraulic fracturing experiments 
using gypsum cement blocks with different cemented natural fracture proxies, including 
glass, Berea sandstone and gypsum plaster. The results included bypass, separation of 
weakly bounded interfaces, diversion, and mixed mode propagation depending strongly 
on the angle of intersection, the ratio of hydraulic fracture height to natural fracture 
height, and the differential stress. Wang et al. (2013) employed semi-circular bending 
tests to assess the effects of pre-existing cemented fractures with different approach 
angles, cement strengths and natural fracture thicknesses on hydraulic fracture 
propagation. From the experiment results, the authors concluded that natural fracture 
cement thickness might not affect the crossing/diverting behavior of hydraulic fractures, 
but it changes the jog distance along the natural fracture. The hydraulic fracture tends to 
cross natural fractures with high approach angle and deflect into natural fractures with 
low approach angle.  
To analyze complex fracture networks in naturally fractured reservoirs, various 
models have been developed incorporating interaction between hydraulic and natural 
fractures. Two practical engineering design approaches are embodied in the so-called 
wire-mesh model (Xu et al., 2009) and the discrete fracture network model (DFN) 
(Meyer et al., 2011), where hydraulic fractures are presumed to form an orthogonal grid 
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pattern. These two models calculate opening displacement discontinuity based on the 
relationship of crack aperture and net pressure (Meyer et al., 2011), and use analytical 
methods (Olson et al., 2004; Meyer et al., 2011) to describe fracture mechanical 
interaction, without explicit treatment of individual fracture influence on propagation 
path and interaction between induced fractures and pre-existing fractures.  
Olson et al. (2009) presented a model to describe multiple, non-planar, pseudo-3D 
fracture propagation in naturally fractured reservoirs. The model describes mechanical 
interaction between pressurized fractures and the effect of pre-existing fractures on 
fracture pattern complexity, showing the influence of in-situ horizontal differential stress 
and fracture propagation velocity exponent on network geometry. However, this model 
assumes constant internal pressure along fracture length. 
 Dahi-Taleghani et al. (2009) incorporated fluid flow into this an eXtended Finite 
Element Method (XFEM) model to analyze hydraulic fracture interaction with natural 
fractures, but this model is limited in that it is a two dimensional. Budyn et al. (2004) and 
Keshavarzi et al. (2012) also modeled hydraulic fracture propagation applying two-
dimensional XFEM to analyze the interaction between hydraulic and natural fractures 
under plane strain and quasi-static conditions.  
Weng et al. (2011) and Wu et al. (2012) described a model for simulating multiple 
hydraulic fractures in naturally fractured reservoirs combining standard pseudo-3D 
equations for fracture width calculations, explicitly applying the displacement 
discontinuity approach of Olson (2004) to account for the stress interaction effects 
between fractures.  
Two parallel but very different approaches were proposed based on discrete 
element method (DEM). One approach is 3DEC model (Nagel et al., 2011), which uses a 
discrete fracture network (DFN) to subdivide deformable blocks into a mesh in three 
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dimensions. Injected fluid can open pre-existing fractures in the DFN as dictated by the 
pressure and stresses acting on the model or these discontinuities can shear, but no new 
fracture propagation is allowed beyond the original included set of natural fractures. The 
other approach is a DEM model made of bonded particles that have inter-granular pore 
space (Zhao et al., 2009). An injected fluid raises the pressure to break the bonds between 
particles, enabling fracture growth. Pre-existing fractures are modeled as zones of 
initially broken or weak bonds, but new fractures can form following the stress state by 
breaking additional bonds. This approach can also simulate induced microseismic energy, 
but large problems are difficult to solve because of computational intensity of the 
method.  
McClure (2012) developed a discrete fracture network model to simulate 
hydraulic fracture propagating in naturally fractured reservoirs, coupling fluid flow with 
the stresses induced by fracture deformation. The induced stresses are computed by the 
displacement discontinuity method with a three-dimensional correction factor (Olson, 
2004). The model is able to simulate hydraulic fracture intersecting with natural fractures 
and investigate the induced seismicity during injection, but it requires that the location of 
new fractures must be specified in advance.  
 
1.5 ORGANIZATION OF THE DISSERTATION  
The dissertation is divided into eight chapters. Chapters 2 and 4 introduce the 
methodology of modeling and analyze physical sub-processes incorporated into the 
model. Chapters 3, 5, 6 and 7 are validation, testing, and application of the model, 
investigating the physical mechanisms of complex hydraulic fracture development.  
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Following this chapter, Chapter 2 describes the details of the stimulation model 
and presents results from validation tests. The mathematical and numerical 
methodologies are described. The Two-Dimensional Displacement Discontinuity Method 
(2D DDM) with a three dimensional elastic correction factor G is used to represent the 
rock deformation. Non-linear fluid mechanics is solved by the Finite Different Method. 
Iterative and fully coupled procedures are implemented to couple rock mechanics and 
fluid mechanics together. Finally, comparison with the analytical solutions and 
Unconventional Fracture Model are presented to validate our model.   
In Chapter 3, the model developed in Chapter 2 is applied to simulate single non-
planar fracture and multiple fracture propagation. The single non-planar fracture 
propagation is simulated by both iteratively and fully coupling procedures given in 
Chapter 2. We also investigate a sensitivity study for the non-planar propagation. Two 
different stimulation methods (simultaneous and sequential) are then simulated for the 
same case of multiple fractures, showing the difference on fracture geometry and 
injection pressure.  
Chapter 4 presents Three-Dimensional Displacement Discontinuity Method (3D 
DDM) and an analytical solution for plane strain problems. Based on 3D DDM and the 
analytical solution, a novel Simplified Three-Dimensional Displacement Discontinuity 
Method (S3D DDM) is proposed and derived, which is able to calculate displacements 
and induced stresses not only for single fracture but also for multiple fractures, especially 
complex fracture networks in three dimensions. The computational efficiency of S3D 
DDM is improved by more than one thousand times compared with 3D DDM.  
The objectives of Chapter 5 are to test, validate and apply the S3D DDM derived 
in Chapter 4 for rock deformation. First, the S3D DDM is used to calculate rock 
deformation for static single and multiple fractures to validate the accuracy and efficiency 
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of the method. This method is then incorporated into our fracture propagation model 
given in Chapter 2. The new model is used to discover the physical mechanisms 
controlling simultaneous multiple fracture propagation through analysis of static and 
dynamic fracture.   
Chapter 6 primarily studies the interaction between natural and hydraulic fractures 
that is the most important factor that might be responsible for the fracture complexity. 
Two crossing criteria are presented to determine the intersection of hydraulic and natural 
fractures. Based on our complex hydraulic fracture development model incorporating 
S3D DDM and the crossing criteria, we describe a sensitivity study for fracture geometry 
and injection pressure, examining the influence of geometric configuration of hydraulic 
and natural fractures and in-situ differential stress.  
Chapter 7 shows the results of hydraulic fracture propagating in naturally 
fractured reservoirs. Natural fracture distribution is characterized by a stochastic 
realization method. The impacts of reservoir and operation parameters on fracture 
complexity were investigated through our model.  
Finally, Chapter 8 draws the conclusions of the research stemming from this 
dissertation and gives some pertinent recommendations for future research.  
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CHAPTER 2: MODELING AND VERIFICATION
1
  
 
In this chapter, a complex hydraulic fracture development model is developed to 
simulate single and multiple non-planar fracture propagation from horizontal wellbore in 
shale reservoirs. The numerical model can be used to explore the physical mechanisms of 
complex fracture geometry generation. The model also can be used to simulate multiple 
fracture propagation sequentially and simultaneously. 
The model couples rock mechanics and fluid mechanics. A displacement 
discontinuity method is used to describe shear and normal displacement discontinuities 
and stress shadow effects between closely spaced fractures. Fluid flow in the fracture and 
the associated pressure drop are based on the lubrication theory, assuming the fracture is 
analogous to a slot between parallel plates and the fluid is non-Newtonian. The pressure 
equilibrium is maintained based on Kirchooff’s first and second laws. Flow rate 
distribution into multiple perforation clusters is a dynamic process and a function of 
pressure loss along the wellbore and pressure within the hydraulic fractures. The rock 
mechanics and fluid mechanics can be coupled together numerically through an 
iteratively coupled solution procedure or a fully coupled solution procedure. In addition, 
a variety of validation methods to ensure accurate model behavior are implemented.  
 
 
 
 
 
 
 
1
Parts of this chapter have been published in SPE Journal: Wu, K. and Olson, J. E. 2014. Simultaneous 
multi-frac treatments: fully coupled fluid flow and fracture mechanics for horizontal wells. SPE 167626-
PA. SPE Journal. http://dx.doi.org/10.2118/167626-PA. This paper was supervised by Jon Olson.  
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2.1 INTRODUCTION 
Computational modeling of fracture propagation in shale reservoirs has proven to 
be a very important tool for exploring fundamental mechanisms and optimizing 
stimulation. However, fracture propagation is a very complex physical process, involving 
several co-existing and codependent sub-processes. The modeling is further complicated 
by fracture interference and the presence of heterogeneities (e.g. pre-existing natural 
fractures) in the shale formations. In this chapter, dominated sub-processes (e.g. fluid 
mechanics, rock deformation, fracture mechanics, and leak-off) are taken into account to 
comprehensively analyze complex fracture propagation.     
Before deriving the governing equations of rock mechanics and fluid flow in 
Sections 2.2, 2.3 and 2.4, the following assumption are introduced:  
      For rock mechanics: 
i. Linear elastic material properties;  
ii. A homogeneous and isothermal medium;  
iii. Vertical fractures with constant height; 
iv. Only Mode I (Opening) and Mode II (Shearing) propagation. 
      For fluid mechanics:  
i. Incompressible fluid;  
ii. No proppant transport; 
iii. Fluid flow within the fractures obeys Poiseuille flow;  
iv. Fracture is fully filled with fluid, and there are no dry tips.  
This chapter describes the development and validation of a fracture propagation 
model that has been used specifically to handle with complex hydraulic fracture 
propagation. In Section 2.2, governing equations and numerical methods for rock 
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deformation are described in detail. Section 2.3 describes fracture propagation based on 
fracture mechanics. In Section 2.4, the mathematical model of the fluid flow in the 
fracture system is reviewed. After obtaining numerical expressions of the rock 
deformation and the fluid flow, two numerical strategies are discussed for solving this 
coupled problem in Section 2.5. Finally, in Section 2.6, the results of model validation 
are presented and discussed. The results verify the accuracy of the model to solve three-
dimensional problems and calculate mechanical interaction.  
 
 2.2 THE ELASTIC DISPLACEMENT DISCONTINUITY METHOD 
The elastic rock deformation theory is used to solve for fracture opening and 
shearing given prescribed traction boundary conditions. These tractions are provided by a 
fluid mechanics model that computes the distribution of pressure along the fracture path.  
The fracture opening generates fracture aperture which allows fluid to flow. The shearing 
controls the fracture propagation direction, inducing non-planar propagation.  
The two-dimensional displacement discontinuity method, a special boundary 
element method, was developed by Crouch (1976) and designed for handling problems 
with crack-like geometries. The boundary S
±
 is divided into N planar elements. Based on 
the analytical solution of a constant displacement discontinuity element in an infinite 
elastic solid, stresses at arbitrary points can be calculated according to the principle of 
superposition, by linear combination of the displacement discontinuities at all elements. 
Stresses at a point ξ within an elastic region are integrals of displacement 
discontinuities Δui over the boundary S
±
 of the region (Figure 2.1),  
( ) ( , ) ( ) ( )jk ijk i i i i
S
E u dS u u u            ,                      (2.1) 
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where the quantity Eijk(ξ,η) is tensor field that represents the influences of a concentrated 
force at the point ξ on displacements at the point η. 
 
 
Figure 2.1: Illustration of a two-dimensional boundary with crack-like geometry. 
Since analytical solutions for Eq. 2.1 are very hard to obtain, a numerical solution 
was applied to deal with this problem. There are two main types of numerical methods to 
solve the elasticity equations: (1) the domain type, (2) the boundary type. The details 
about these methods will be discussed in Chapter 4. We choose to discretize on the 
boundary of the domain to handle the problem via displacement discontinuity method. In 
this chapter, we only introduce the two-Dimensional Displacement Discontinuity Method 
(2D DDM).  
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The analytical solution f(x,y) to the problem of a constant displacement 
discontinuity is obtained based on the solution of Kelvin’s problem, expressed as 
(Crouch, 1983),  
2 2
2 2
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where v is possion’s ratio and a is half length of an element (Figure 2.1).  
The general solution of stresses on a displacement discontinuity element is a 
function of f(x,y), given as,  
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,                   (2.4) 
where G is shear modulus, Dx and Dy are displacement discontinuities in x and y 
direction, respectively. 
The positions and directions of elements are generally different with each other, 
causing the solutions of stresses and displacement discontinuities of each element are 
written with respect to their own local coordinate system. Eq. 2.3 gives stress components 
for each element in local coordinates. In order to add the contributions of all N elements 
together, we must recast stresses from each local coordinate to global coordinate or local 
coordinate of element i, and then summarize contributions of all individual elements to 
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get stresses at a point. The details about this derivation will be discussed in Chapter 4.2.1. 
The coordinate transform is given in Appendix A.1.   
For fracture problems, displacement or stress boundary conditions are generally 
defined on the crack surfaces with remote boundary conditions. Additionally, the 
simultaneous solution of the system of equations accounts for stresses caused by the 
mechanical interaction with other nearby elements (Crouch and Starfield, 1983). The 
remote and local stress boundary conditions are summarized by the following equations 
(Olson, 2007):  
remote
n net frac n
local remote
s s s
P P 
  
   
  
,                                         (2.5) 
where Pfrac is the internal fluid pressure, σn
remote
 is the normal stress acting on the element 
due to the remote boundary conditions, σs
local
 is locally applied shear traction acting on 
the element (typically a frictional resistance when the crack surfaces are in contact or 
zero if the crack is open), and σs
remote
 is the remote boundary shear stress. ∆σn is 
equivalent to the net pressure if the fracture is perpendicular to the least principal stress. 
Based on given normal and shear stresses (σn
i
 and σs
i
) imposed on an i
th
 boundary 
element, the shear and normal displacement discontinuities, 
j
sD and 
j
nD , at any element j, 
can be computed by solving the following system of equations for i = 1 to N, 
1 1
1 1
N N
i ij ij j ij ij j
n ns s nn n
j j
N N
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j j
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 
,                                   (2.6)      
where 
ij
nsC is the plane-strain, elastic influence coefficient matrix representing the normal 
stress at element i induced by a shear displacement discontinuity at element j, and 
ij
nnC  
gives the normal stress at element i due to an opening displacement discontinuity at 
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element j. Analogous meanings can be attributed to 
ij
ssC  and 
ij
snC . The detailed derivation 
of C is given by Crouch and Starfield (1983).  
This two-dimensional displacement discontinuity method assumes plane strain 
where the out of plane direction is vertical, implying a crack with infinite height. 
However, fracture height is typically finite relative to fracture length in the reservoirs. 
Therefore, to account for the 3D aspects of displacement discontinuities of finite height 
fractures, we employ a 3D correction factor G
ij
 derived by Olson (2004),  
2 2 2
1
[ ( ) ]
ijij
ij
d
G
d h


 

,                                          (2.7)      
where dij is the distance between the center of elements i and j, h is the fracture height, 
and α and β are empirically determined constants, where α = 1 and β = 2.3. 
 
2.3 FRACTURE PROPAGATION  
The fracture propagation process can be treated as the length incremental process 
(Yew, 1997). At every time step, pumping fluid is injected into the fracture and increases 
pressure inside of fracture, fracture width and stress intensity factor before propagation. 
When deformation at the fracture tips reaches a critical point in terms of the material 
strength, the fracture front will move forward a certain distance. During this propagation 
process, the critical condition of fracture propagation, the propagation direction, and 
propagation velocity need to be determined.  
2.3.1 Fracture propagation criterion  
The propagation criterion for a hydraulic fracture is dependent on the propagation 
regime (Detournay, 2004; Adachi et al., 2007). The viscosity-dominated regime 
represents that energy dissipated in creating new fracture surfaces is much smaller than 
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that dissipated in fluid flow. The toughness-dominated regime is when the energy 
dissipated in the fracture tips is larger than the energy consumed by viscous flow. 
Generally, the criterion for propagation in the toughness-dominated regime is described 
by conventional linear elastic fracture mechanics (LEFM). A fracture starts growing if KI 
= KIC, where KI is stress intensity factor at fracture tips and KIC is the toughness of rock 
(an assigned value). For the viscosity-dominated regime, toughness plays a negligible 
role in fracture propagation and the rock can be assumed as zero-toughness.  
In small-scale hydraulic fracturing (e.g. laboratory tests with block volume of 1 
cubic foot), toughness might dominate the fracture growth. The fracture propagates when 
the stress intensity factor reaches rock toughness. However, in field-scale treatments, 
most of energy is dissipated in fluid flow along the fracture, and viscosity controls 
fracture propagation.  
2.3.2 Maximum circumferential stress criterion  
When propagation of the fracture occurs, the propagation direction needs to be 
determined. In cases where non-planar propagation is expected, propagation is usually 
controlled by both Mode I (shearing) and Mode II (opening) loadings. Erdogan and Sih 
(1963) formulated the first mixed-mode fracture propagation theory, the maximum 
circumferential stress criterion. The criterion is based on the stress state near fracture tips, 
expressed in polar coordinates (Figure 2.2) as,  
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where KI is the stress intensity factor of mode I (opening), KII is the stress intensity factor 
of mode II (shearing), r, θ are the polar coordinate system with origin at the crack tip, θ is 
the counterclockwise positive angle from the direction of in-plane propagation.  
 
 
Figure 2.2: Illustration of fracture propagation direction. 
The criterion states that a fracture starts propagating in the plane perpendicular to 
the direction of greatest tension (or least compression) when the stress reaches a critical 
material constant. This also necessitates that the fracture propagates in the plane where 
r  is 0. According to the Eq. 2.8, the direction   can be solved by setting the shear 
stress to zero as 
1
cos [ sin (3cos 1)] 0
22
I IIK K
r

 

   .                           (2.9)      
The Eq. 2.9 has two solutions, 
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.                                     (2.10)      
The first solution is trivial. Consequently, the fracture propagation direction is based on 
the second solution, where  
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   .                                    (2.11)      
 34 
When KI > 0 and KII = 0, planar crack propagation should proceed along  = 0
o
. 
When KI = 0 and KII  0, a pure shear in mode, the result is the strongest possible kink in 
fracture direction along  = 70.5 for positive or negative KII, respectively. 
To obtain propagation direction from Eq. 2.11, the stress intensity factors (KI and 
KII) must be calculated, which are functions of shear and normal displacement 
discontinuities at the crack tips computed by the displacement discontinuity method 
discussed in Section 2.2.1. Olson (1990, 2007) gave expressions of the stress intensity 
factors as  
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where E is the young’s modulus, Dn is the normal displacement discontinuity, Ds is the 
shear displacement discontinuity, a is the half element length, v is the possion’s ratio.  
2.3.3 Fracture propagation velocity  
Fracture propagation velocity is affected by many factors, such as the generation 
of a plastic zone at fracture tips, micro cracks and cavities, and fluid velocity and 
pressure at fracture tips (Yamamoto et al., 2004). Desroches et al. (1994, 1998) stated 
that fluid velocity might be the most important factor controlling advance of the fracture 
front. Therefore, in our model the propagation velocity is calculated based on injection 
rate within each fracture.  
 
2.4 FLUID MECHANICS 
Fracture propagation is driven by an incompressible and non-Newtonian fluid. 
For single fracture propagation, only fluid flow within the fracture needs to be 
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considered. For multiple fractures, fluid flow consists of three parts: fluid flow in the 
fracture, fluid flow in the horizontal wellbore, and the total material balance of all 
fractures.  
2.4.1 Fluid flow within the fracture  
Fluid flow through a rock fracture is modeled by the Navier-Stokes equations of 
fluid mechanics (Schlichting, 1968). When assuming a uniform pressure gradient in the 
channel between two parallel and smooth fracture surfaces, the Navier-Stokes equations 
can be simplified as (Valko and Economides, 1995)  
' ' '(2 1)n n n
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p
C h w q
s
   
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,                                          (2.13)     
where 
' '
'
1 '
'
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2 ( )n nf
n
C k
n
  , p is the fluid pressure, q is the fluid flow rate in the 
fracture, h is the fracture height, w is the fracture width, s is the distance along the 
fracture, and 
'n  and 
'k are the fluid power-law index and consistency index, respectively.   
From Eq. 2.13, we can obtain the relationship between pressure drop and fluid 
properties, fracture geometry and flow rate. Pressure drop increases with increasing flow 
rate, q, and decreases with increasing fracture width, w. When 
'n  = 1, the fluid is 
Newtonian with a viscosity of 
'k . When a hydraulic fracture intersects with a natural 
fracture and creates two branches (Figure 2.3), material balance of flow rate is satisfied at 
the intersection point (
1 2
in out outQ Q Q  ), and pressure is continuous. Spence and Sharp 
(1985) and Zimmerman et al. (1991) discussed the validation of the lubrication theory for 
modeling fluid flow inside the fractures. According to their analysis, fracture aperture 
cannot change too abruptly and should be small in comparison to the other dimensions of 
the fractures, and fluid flow should be laminar.   
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Figure 2.3: Illustration of fluid flow at an intersection point. 
The material balance within the fracture can be written as:  
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.                                     (2.14)      
The leak-off volume is described by Carter leak-off model (Carter, 1957), which is 
expressed as  
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,                                             (2.15)      
where q(s, t) is flow rate through the fracture cross section, A(s, t) is the cross-sectional 
area of the fracture, ql(s, t) is volume rate of fluid loss to the formation per unit length of 
fracture, CL is the fluid loss coefficient, and τ(s) is the time at which fracture reaches 
position s. The Carter leak-off model assumes that leak-off is one dimension in the 
direction perpendicular to the fracture plane.  
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2.4.2 Fluid flow in horizontal wellbore  
A numerical model for multilayer fracturing treatments in vertical wells was 
presented by Siriwardane et al. (1991), Mack et al. (1992) and Elbel et al. (1992). The 
model described the conservation of volume and continuity of pressure by using a set of 
constraints, such as hydrostatic pressure change, perforation friction pressure drop, and 
friction pressure loss in each casing interval. Fluid flow in the horizontal wellbore is 
similar to fluid flow in the vertical wellbore with multiple layers. The only difference is 
that we assume no hydrostatic pressure change in the horizontal wellbore.  
Fluid flow in the wellbore is analogous to the flow of electric current through an 
electrical circuit network, applying Kirchoff’s first and second laws to obtain the flow 
rate distribution of multiple fractures (Siriwardane et al., 1991; Mack et al., 1992; Elbel et 
al., 1992). Our model assumes multiple transverse fractures are initiated perpendicular to 
the horizontal wellbore at perforation cluster locations. The total injection rate, QT, is 
divided into injection rates of each fracture, Qfi. The flow rate distribution is a dynamic 
process, and diversion of the fluid into various perforation clusters is a function of 
wellbore friction, perforation friction and the fluid pressure within the fractures (Figure 
2.4).  
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Figure 2.4: Illustration of flow rate partition and pressure drop. 
Ignoring wellbore storage effects, total injection rate should be the sum of the 
injection rates of all fractures,  
1
   
fN
T fi
fi
Q Q

 ,                                                 (2.16)      
where QT  is total injection rate, Qfi is injection rates of fi
th
 fracture. 
Kirchoff’s second law describes the continuity of pressure, where the pressure in 
the wellbore heel is equal to the sum of wellbore friction pressure drop, perforation 
friction pressure drop and pressure in the first element of fracture as (Elbel et al.,1992)   
, , ,   o w fi pf fi cf fip p p p   ,                                       (2.17)      
where po is the total pressure at the wellbore heel, pw,fi is pressure in the first element of 
fi
th
 fracture, which is calculated by Eq. 2.13, ppf,fi is the perforation friction pressure loss 
which is proportional to the square of flow rate, estimated by (Crump and Conway, 1988; 
Economides and Nolte, 2000; Bunger et al., 2014; Lecampion and Desroches, 2014)   
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where ρs is density of slurry, np,fi is the number of perforations of fi
th 
fracture, dp,fi is 
diameter of perforation of fi
th 
fracture, Kd is the discharge coefficient, ranging from 0.56 
to 0.89, 0.2369 is a coefficient for field unit.  
Pcf,fi is pressure loss in the horizontal wellbore given by (Valko and Economides, 
1995)  
'
' ' ' '
, 1
1
2( 1)
1
'
3 2 ' (3 1)
'
( )
1
1 3
2 ( )
i
n
cf fi cf j j w j
j
j
w j T k
k
w j T
n n n n
cf
p C x x Q
Q Q Q
Q Q at j
n
C k D
n





   
 
 
 



 ,                                 (2.19)    
where D is the diameter of wellbore. 
The pressure drop between the wellbore intervals is a function of distance 
between two neighboring fractures and flow rate Qwj in the wellbore intervals. The longer 
the distance between two neighboring fractures, the larger the pressure drop.  
Material balance must be satisfied in the whole fluid flow system. The total 
volume of fluid pumped during the injection time is equal to the fluid volume preserved 
in the multiple fractures and the volume leaking into the surrounding porous medium. 
The global volume balance is   
( ) ( )
1 10 0 0 0
( ) ( , )
i if f
L t L tN Nt t
T lQ t dt hwds q s t dtds      ,                         (2.20)    
where Nf  is the number of fractures, Li(t) is the total fracture length of i
th
 fracture at time 
t. 
 40 
2.4.3 Boundary conditions 
Boundary condition at the wellbore for single fracture and multiple fracture 
propagation is different. For single fracture propagation, the boundary condition at the 
wellbore is  
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,                                (2.21)   
where Q is the injection rate at the wellbore.  
However, for multiple fracture propagation, the boundary condition at the 
wellbore is  
TQ Q .                                                      (2.22)   
At the fracture tip, the boundary condition is that fracture propagation criterion is 
satisfied.  
 
 2.5 NUMERICAL STRATEGIES FOR THE COUPLED MODEL  
In the Sections 2.3 and 2.4, the mathematical models of rock deformation and 
fluid mechanics are presented. Rock deformation is a set of linear algebraic equations 
(Eq. 2.6). The Finite Difference Method (FDM) is used to discretize the fluid flow 
governing equations (Eqs. 2.13 and 2.14) which are a set of nonlinear algebraic 
equations. Generally, two kinds of solution procedure can be used to solve the coupled 
model: an iteratively coupled solution procedure and a fully coupled solution procedure 
(Pan, 2009). The iteratively coupled solution procedure is based on the Picard iterative 
method. Linear rock deformation equations are first solved, and then non-linear fluid 
flow equations are solved using the Newton-Raphson method (Figure 2.6 (a)). The fully 
coupled solution procedure solves rock deformation and fluid flow simultaneously 
through the Newton-Raphson method (Figure 2.6 (b)). In our model, the fully coupled 
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solution procedure is employed to simulate non-planar single fracture propagation, and 
the iteratively coupled solution procedure is applied to solve multiple fracture 
propagation.  
 
 
 
(a) Iteratively coupled rock 
deformation and fluid flow 
(b) Fully coupled rock deformation and 
fluid flow 
Figure 2.5: Comparison of the implementation of the iteratively coupled solution    
procedure and the fully coupled solution procedure. 
2.5.1 A fully coupled solution procedure: non-planar single fracture propagation  
For single non-planar fracture, we only need to consider fluid flow inside of 
fracture (Eqs. 2.13 and 2.14). The coupled rock deformation and fluid flow, Eqs. 2.6, 
2.13, and 2.14 were solved using the fully coupled solution procedure which utilizes the 
Newton-Raphson iterative method. This method is widely used in numerical calculation, 
which can effectively solve nonlinear problems and has very high quadratic convergence 
speed. But this method also has some disadvantages. It is very sensitive to an initial 
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guess. When the initial guess is very far from the solution, the method does not converge 
very well. The formulation of this method is  
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,                                              (2.23)   
where xk is the solution at k time step, and xk+1 is the solution at k+1 time step, M  is the 
Jacobian matrix,  f(x) is the residual term. The algorithm of the Newton-Raphson iterative 
method is shown in Figure 2.6.  
 
 
Figure 2.6: Algorithm of the Newton-Raphson iterative method. 
Fluid flow and rock deformation are both discretized on the same grids of 
boundary elements. If the hydraulic fracture is divided into N elements, the total 
unknown variable is 4N. The unknown variables can be described in the following vector 
form: 
],,,,[ iisn
T pdtqDDx  .                                        (2.24)  
Also, we have 4N equations to solve the variables. Based on Eqs. 2.6, 2.13 and 2.14, a 
residual function vector can be written as 
1 1
N N
i ij ij j ij ij j
I n ns s nn n
j j
f G C D G C D
 
    ,                               (2.25)   
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This nonlinear equation system can be solved by the Newton-Raphson iterative 
method. After deriving the partial derivatives of Eqs. 2.25 through 2.28 with respective to 
4N unknown variables, a linear fully coupled system is obtained. The Jacobian matrix M, 
dxk and residual term f(x) can be expressed as  
I I I I I
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The linear equation system includes two parts, rock deformation (RD) and fluid flow 
(FF). Eqs. 2.29 and 2.30 can be simplified as  
11 12
21 22
RDRD RD FF RD
k
FF RD FF FF FF
k
dxM M f
M M dx f


    
    
        
,                                (2.31)   
where M11, M12, dx1, and f1 are matrices and vectors from the rock deformation, while 
M21, M22, dx2, and f2 are matrices and vectors from the fluid flow. M12 and M21 are the 
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coupling matrices contributed from the coupling of the fluid flow and the rock 
deformation. 
 
 
Figure 2.7: Flow chart of time-step loop of the fully coupled solution procedure. 
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A flowchart that explains the fully coupled procedure for non-planar single 
fracture propagation is shown in Figure 2.7. At each time step, a new fracture element is 
added based on fracture mechanics. Based on an initial guess of pressure, displacement 
discontinuities, flow rate and time interval are calculated. With a good initial guess, the 
Newton-Raphson iterative method can converge in only several steps.  
2.5.2 An iteratively coupled solution procedure: multiple fracture propagation  
For multiple fracture propagation, we need to consider fluid flow inside of 
fracture and horizontal wellbore (Eqs. 2.13, 2.14, 2.16 and 2.17). The fluid flow is still 
solved by the Newton-Raphson iterative method discussed in Section 2.4.1, and the 
coupled rock deformation and fluid flow, Eqs. 2.6, 2.13, 2.14, 2.16 and 2.17, are solved 
using the iteratively coupled solution procedure through the Picard iterative method.  
The Picard coupling (Li, 1991; Adachi et al., 2007) also can be used to solve a 
system of nonlinear algebraic equations (in vector notation):  
( )X F X .                                                   (2.32)   
The iterative process can be expressed by the following formula: 
1 ( ) (1 )k r k r kX F X X     ,                                     (2.33)   
where αr is a retardation coefficient ranging from 0 to 1 that dampens variations to avoid 
X jumps and extreme changes in F(X). If the convergence criterion cannot be satisfied, 
decreasing αr is an approach to improve convergence. Smaller αr can cause convergence 
to be too slow, while a large αr can result in diverging oscillations. If αr = 1, Eq. 2.33 
becomes: 
1 ( )k kX F X  .                                                 (2.34)   
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The advantage of this method is very easy to achieve and does not require 
complicated calculations. The shortcoming is that convergence is very slow. The 
algorithm of the Picard iterative method is shown in Figure 2.8.  
 
 
Figure 2.8: Algorithm of the Picard iterative method. 
For the fluid flow in multiple fractures, we simplified the fluid flow within the 
fracture. The flow rate gradient along the fracture is ignored in order to enhance 
convergence stability with little cost in accuracy. Therefore, governing equations of fluid 
flow (Eq. 2.13) becomes 
' ' '(2 1)n n n
f fi
p
C h w Q
s
   

.                                         (2.35)  
If the number of hydraulic fracture is Nf, and each hydraulic fracture is divided 
into N elements, the total unknown variable is Nf *N+Nf+1. The unknown variables can 
be described in the following vector form:  
[ , , ]T i fi ox p Q p .                                             (2.36)   
We have Nf *N+Nf+1 equations to solve the variables. Based on Eqs. 2.35, 2.16 and 2.17, 
a residual function vector can be written as  
' ' '(2 1)n n n
I f fi
p
f C h w Q
s
   
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,                                     (2.37)   
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Also, we derived the partial derivatives of Eqs.  2.37 through 2.39 with respective 
to unknown variables, and the Jacobian matrix and residual term are obtained. Hence the 
whole fluid flow system of multiple fractures can be solved.  
A flowchart that explains the iteratively coupled procedure for multiple fracture 
propagation is shown in Figure 2.9. At each time step, a new fracture element is added 
based on fracture mechanics. An initial guess of pressure inside of fracture is set. 
Displacement discontinuities are calculated using the guessing pressure by Eq. 2.6. After 
obtaining fracture width from rock deformation, pressure distribution is calculated using 
the Newton-Raphson method. After that, the calculated pressure and guessing pressure is 
compared to check the convergence. If the convergence criterion is not satisfied, the 
pressure is modified as,  
1 1(1 )k r k r kp p p     .                                       (2.40) 
After obtaining a new pressure, the whole process is repeated until the convergence 
criterion is satisfied. For this problem, we have found that αr = 0.2 provides a reasonably 
stable convergence. If the convergence criterion is reached, based on total material 
balance the time increment dt is calculated using the equation:  
1 1 1 1 0
2
( )( ) 0
f fN NN N t
L i
T i i
k
i i k
i
hC s
Q t t dt hw s
t   
   

  ,            (2.41) 
where si is the length of each element.  
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Figure 2.9: Flow chart of time-step loop of the iteratively coupled solution procedure. 
 
2.6 VERIFICATION    
Verification is another important task for fracture modeling, because there is very 
little direct data on fracture geometry we can access to compare with modeling results. 
Most fracture diagnostic technologies cannot provide enough information to completely 
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describe fracture geometry. Hence, we will validate our model through comparing with 
analytical solutions and another numerical model (Unconventional Fracture Model).  
2.6.1 Comparison with analytical solutions  
Our complex hydraulic fracture development model is a three-dimensional model, 
which can simulate fracture propagation with constant height. We compare our model to 
the classical analytical solutions of Khristianovich-Geertsma-Deklerk (KGD) and 
Perkins-Kern-Nordgren (PKN) (Table 2.1). The detailed descriptions of these two models 
are given in Section 1.4.1. For dynamic propagation fracture with constant height, at very 
early time KGD model can accurately simulate the process because fracture height is 
much greater than fracture length. As fracture grows longer, the assumption of KGD 
model is violated. When fracture length is much greater than height, the PKN model can 
give accurate results. Hence, to validate our three-dimensional model, fracture geometry 
at the early time is compared with results calculated by the KGD model, and the PKN 
model is used to compare with the results of late time.  
 We simulate a case with a fracture height 200 ft. The fracture geometry 
calculated by KGD is much wider and shorter with very low net pressure that climbs with 
time, compared with PKN model. The other input parameters are listed in the Table 2.2.  
A comparison of results is plotted for fracture length (Figure 2.10), fracture width 
at the wellbore (Figure 2.11), and net injection pressure (Figure 2.12). As shown, our 
model gives very good agreement with the KGD model in the earlier time and tends to 
match the PKN analytical solution as the fracture grows longer, consistent with our 
expectations.    
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 Fracture half-length Wellbore width Injection pressure 
KGD 
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1 6 2 3
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PKN 
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1 5 1 5
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'4 2
1 5 1 5
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1.52( )h
E i
S t
h

  
Table 2.1: Analytical solutions of KGD and PKN (Valko and Economides, 1995). 
 
μ 100 cp  
Injection rate 20 bpm  
Young’s modulus 6,530,000 psi  
Poisson’s ratio 0.2 
Height  200 ft  
Minimum horizontal stress 4,450 psi  
Table 2.2: Input parameters for validation with analytical solutions. 
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Figure 2.10: Comparison of fracture half-length versus injection time between the KGD, 
PKN models and our model. 
 
 
Figure 2.11: Comparison of fracture width at the wellbore between the KGD, PKN 
models and our model. 
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Figure 2.12: Comparison of fracture pressure at the wellbore between the KGD, PKN 
models and our model. 
2.6.2 Comparison with the Unconventional Fracture Model (UFM) 
For multiple fracture propagation, fracture interaction plays an important role in 
fracture geometry. To validate fracture interaction, we compare with the Unconventional 
Fracture Model (Weng et al., 2011; Wu et al., 2012) for the configurations of a single 
horizontal wellbore with two initial fractures (Figure 2.13 (a)) and two horizontal 
wellbores with one fracture each (Figure 2.13 (b)). We simulated these two 
configurations under isotropic and anisotropic in-situ stress conditions (see Table 2.3 for 
input parameters). The differential stress for the anisotropic stress reservoir is 130 psi 
with the maximum horizontal stress oriented in y-direction.  
Two fractures, initiated parallel with each other in a horizontal wellbore for 
isotropic and anisotropic far-field stresses, are illustrated in Figure 2.14. The two 
fractures propagate away from each other due to the mechanical fracture interaction (i.e., 
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stress shadow effects). An opening fracture exerts additional stresses on surrounding rock 
and adjacent fractures, which can result in a local change in the direction of maximum 
horizontal stress and deviation of the fracture path from a planar geometry. In addition, 
the fractures have larger curvature under the isotropic stress condition than that under the 
anisotropic condition. This is because the anisotropic far-field stresses tend to suppress 
fracture curving (Olson and Pollard, 1989). The stress shadow and the anisotropic far-
field stresses compete with each other. To quantify the competition, Olson and Dahi-
Taleghani (2009) defined a parameter called the relative net pressure, Rn,  
)(
)(
minmax
min
hh
hfrac
n
SS
SP
R


 ,                                            (2.42)  
where the numerator is the net pressure and the denominator is horizontal differential 
stress. Stress shadow effects strongly depend on the net pressure within the fractures 
(Pollard and Segall, 1987; Warpinski and Branagan, 1989). A larger net pressure will 
lead to stronger stress shadow effects. When Rn is much greater than 1, the net pressure is 
much greater than the differential stress, which suggests that stress shadow effects will 
dominate the fracture geometry. However, if the Rn is much less than 1, the fractures will 
propagate along a straight line under the domination of differential stress. However, this 
parameter only indicates whether a non-planar fracture propagation path is possible, 
which means that strong stress shadow effects still affect fracture width even if the 
fractures are perfectly straight in a strongly anisotropic stress field. As seen from Figure 
2.14, we found that these two models give a very similar fracture propagation path with 
side by side configuration.  
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Injection rate 40 bbl/min 
Stress anisotropy 130 psi  
Poisson’s ratio 0.35 
Young’s modulus 4.35e+6 psi  
Fluid viscosity 1 cp  
Fracture height 394 ft  
Min horizontal stress   6,773 psi  
Max horizontal stress 6,903 psi  
Distance between initiation points 33 ft  
Table 2.3: Input parameters for validation with the Unconventional Fracture Model (after 
Wu et al., 2012). 
 
  
(a) (b) 
Figure 2.13: Two initiation fractures in a horizontal wellbore (a) and two 
horizontal wellbores (b), blue lines represent horizontal 
wellbores; red lines represent initial fractures. 
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Figure 2.14: Comparison of propagation paths for two initially parallel fractures in 
isotropic and anisotropic stress fields; left figure refers to isotropic 
stress field, right one refers to anisotropic stress field. 
Figure 2.15 shows two fractures in an en echelon arrangement from two adjacent 
horizontal wellbores under isotropic and anisotropic far-field stress conditions. The two 
fractures grow toward each other, because of induced shear stress at the fracture tips 
caused by mechanical interaction. In the anisotropic far-field case, there is reduced 
fracture path curvature as compared to the isotropic case. In summary, our model 
compares favorably with the non-planar results generated by Wu et al. (2012). 
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Figure 2.15: Comparison of propagation paths for two initially offset fractures in 
isotropic and anisotropic stress fields; left figure refers to isotropic 
stress field, right one refers to anisotropic stress field. 
2.7 CONCLUSIONS  
The methodology of modeling complex hydraulic fracture development was 
derived in this chapter. The rock deformation was described by the displacement 
discontinuity method generating a linear system of equations. The fluid flow in the 
fracture was described by the finite difference method (FDM) forming a non-linear 
equation system. The dominant sub-processes of hydraulic fracturing (rock deformation, 
fluid mechanics, fracture mechanics and leak-off) were coupled together through full or 
iterative coupled solutions. The model was validated with classic analytical solutions 
(PKN and KGD), demonstrating the accuracy of the model to solve fracture propagation 
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with constant height. Besides, another numerical model (Unconventional Fracture Model) 
was used to verify that the model also can accurately consider fracture interaction 
between multiple fractures. Simultaneous propagating fractures extend, attracting or 
repelling each other due to stress shadow effects. The non-planar fracture path curvature 
is dependent on the relative magnitude of stress shadow effects and differential stress. 
The model can be used to explore the behavior of non-planar fracture geometry, 
propagation of closely spaced fractures as well as the interaction between hydraulic and 
natural fractures.  
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CHAPTER 3: NON-PLANAR SINGLE AND MULTIPLE FRACTURE 
PROPAGATION
2
 
 
In Chapter 2, a novel complex hydraulic fracture development model was 
developed to simulate non-planar fracture propagation in the horizontal wellbore. The 
model couples rock deformation and fluid mechanics together using two different 
coupling procedures.  
In this chapter, the model is applied to simulate single non-planar and multiple 
fractures for simulation of simultaneous and sequential propagation. The purposes of 
these simulations are to test the accuracy and versatility of the model and to investigate 
the impact of key parameters on non-planar fracture geometry. In addition, some 
interesting physical insights are drawn from the results, demonstrating that stress shadow 
effects play an important role in multiple fracture propagation and result in complex 
fracture geometry. For the sequential and simultaneous cases, there is great deviation in 
fracture path due to different fracture interactions. Width restriction is induced on non-
planar fracture geometry because of stress shadow effects and additional closing stresses 
from in-situ stress field.  
 
 
 
 
 
 
2
Parts of this chapter have been presented in the following conference: Olson, Jon E., Wu, K. 2012. 
Sequential versus Simultaneous Multi-zone Fracturing in Horizontal Wells: Insights from a Non-planar, 
Multi-frac Numerical Model, SPE 152602, presented at the SPE Hydraulic Fracturing Technology 
Conference in The Woodlands, Texas, USA 6-8 February. This paper was supervised by Jon Olson.  
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3.1 INTRODUCTION  
An important aspect of hydraulic fracturing from horizontal wells in naturally 
fracture reservoirs is the prospect of non-planar propagation paths. The experimental 
work of El Rabaa (1989) and Abass et al. (1996) indicated that well deviation from a 
principal stress direction and perforated interval length dominate fracture geometry near 
the wellbore. Similar results were also obtained in numerical studies where non-planar 
propagation is influenced by wellbore orientation and stress shadow effects of nearby 
hydraulic fractures (Warpinski and Branagan, 1989; Weijers and de Pater, 1994; 
Rungamornrat et al., 2005; Olson, 2008; Bunger et al., 2011) or by interacting with 
natural fractures (Olson, 2008; Xue and Ghassemi, 2009; Min et al, 2010). Non-planar 
fracture propagation can have negative influences on fracture operation, for example, 
extremely high treating pressure (Owens et al., 1992; Weijers et al., 1992), reduction in 
the fracture width near the wellbore (Owens et al., 1992; Olson, 1995), and screen-out of 
the proppant. 
Using multiple hydraulic fractures in combination with horizontal drilling 
significantly improves well productivity in shale reservoirs. One fracturing technique, 
limited entry, is widely employed to create multiple perforation clusters for fracturing 
(Daneshy, 2011). In a single fracturing stage, three to six perforation clusters are 
designed based on the limited-entry technique. Generally, there are about 20-40 stages in 
a horizontal well. In comparison with modeling single fracture propagation, a key 
difference in modeling multi-frac propagation is to consider fracture interaction which is 
subject to a process of subsurface geomechanical stress changes induced by fracturing 
treatments. The significant consequences of multi-frac treatments are potentially fracture 
width restriction and complex fracture trajectory as a result of stress shadow effects. 
Weijers et al. (2000) listed the impact of simultaneous multiple hydraulic fractures as 
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resulting in shorter and narrower fractures which increases the risk of proppant screen-
out. Observations from multi-fracturing experiments show that generally only one or two 
dominant fractures are created and accept most of injected fluid (EI Rabaa, 1989; Abass 
et al., 2009). Based on field data from multiple fracture treatments in shale reservoirs, 
Fisher et al. (2004), Ketter et al. (2006) and Daneshy (2011) reported that the growth of 
middle fractures can be restricted by stress shadow effects when perforation cluster 
spacing is tight.   
 
3.2 SINGLE NON-PLANAR FRACTURE PROPAGATION  
3.2.1 Comparison of different coupling procedures 
In Section 2.4, two different coupled solution procedures were introduced to 
simulate fracture propagation. The fully coupled solution procedure (procedure 1) is used 
to solve single non-planar fracture propagation, while the iteratively coupled solution 
procedure (procedure 2) is used to simulate multiple fracture propagation. For the second 
procedure, except changing the coupling method, we also relaxed the assumption and 
presumed that injection rate within the fracture is constant to enhance the calculation 
stability.  In this section, we employ these two methods to simulate single non-planar 
fracture propagation and verify the accuracy of the second procedure. The input data of 
case study is listed in Table 3.1.  
Fractures from horizontal wellbores may not start parallel to SHmax, either because 
of initial wellbore guiding of the fracture or initiation along an unfavorably oriented 
natural fracture that the wellbore intersects. For this case study, we assume the angle of 
initial hydraulic fracture is 45
o
 with respective to the maximum horizontal stress (SHmax). 
Non-planar fracture geometry is created, as shown in Figure 3.1, which illustrates that 
 61 
although orientation of an initial fracture is misaligned, the fracture gradually reorients to 
the favorable propagation direction (the direction of SHmax). Figure 3.2 displays the 
fracture width change along the fracture and indicates that width at the non-planar 
segment is reduced. Figures 3.1 through 3.4 give comparisons of non-planar fracture 
geometry and injection pressure calculated by two different coupling procedures. The 
iteratively coupled procedure predicts slightly greater width and injection pressure but a 
shorter fracture length, compared with fully coupled procedure. The reason for this 
observation is probably due to the assumption of constant flow rate within the fracture. 
Overall, the iteratively coupled procedure shows good agreement with the fully coupled 
procedure. 
   
Fluid leak-off coefficient 0.0001 ft/min
0.5
 
n' 0.7 
K' 0.02 lbf-sec
n
/ft
2
 
Injection rate 20 bmp 
Young’s modulus 6530000 psi 
Poisson’s ratio 0.2 
Height 100 ft 
Misaligned angle 45
o
 
Minimum horizontal stress  4450 psi 
Maximum horizontal stress 4550 psi 
Table 3.1: Input parameters for single non-planar fracture propagation with a 45
o
 
misaligned angle. 
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Figure 3.1: Non-planar fracture trajectories for the coupling procedures 1 and 2. 
 
-150
-100
-50
0
50
100
150
-40 -20 0 20 40
Y
, 
m
 
X, m 
Procedure 1
Procedure 2
Horizontal 
wellbore 
 63 
 
Figure 3.2: Width distribution along fracture for coupling procedures 1 and 2. 
 
 
Figure 3.3: Fracture width at the wellbore vs. injection time for coupling procedures 1 
and 2. 
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Figure 3.4: Pumping pressure at the wellbore vs. injection time for coupling procedures 1 
and 2. 
3.2.2 Sensitivity analysis of non-planar propagation  
Non-planar fracture geometry can result in width restriction which greatly affects 
proppant transport and increases the risk of screen-out. Olson (1995) described a 
sensitivity study for non-planar propagation, examining the influence of initial fracture 
orientation relative to SHmax and in-situ differential stress on fracture width. We followed 
Olson’s input parameters (Table 3.2), with the exception that we included a 100 ft 
fracture height (Olson (1995) was 2d plane strain). The initial fracture half-length in the 
simulation is 20 ft. 
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Fluid leak-off coefficient 0.001 ft/min
0.5
 
n' 0.7 
K' 0.02 lbf-sec
n
/ft
2
 
Injection rate 20 bmp 
Young’s modulus 4000000 psi 
Poisson’s ratio 0.25 
Height 100 ft 
Minimum stress  4450 psi 
Maximum stress 4950 psi 
Table 3.2: Input parameters for sensitivity analysis of non-planar propagation (after 
Olson, 1995). 
 3.2.2.1 Fracture misalignment angle 
The width reduction on non-planar trajectory (Figure 3.5) also can be predicted 
analytically by the following relationship from Olson (1995),  
)cos1(100
)(
100 


f
wf
w
ww
R ,                                 (3.1) 
where R is percentage of width reduction, ww is the width of restricted wellbore fracture 
segment at fracture angle striking  from the SHmax direction, and fw is the maximum 
width of planar fracture. The figure includes the analytical calculation as well as 
numerical simulation results. At  = 0o, there is no fracture reorientation, and the width is 
that of a planar fracture. At   = 45o, the width reduction at the wellbore reaches about 
40%. At 70 degrees, the numerical and analytic results still match rather well at over 60% 
wellbore fracture segment width reduction. The numerical results show the most severe 
width reduction, matching the analytical result to almost  = 80o, after which it reaches a 
maximum reduction, as the fluid must still be pumping through the fracture.  
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Figure 3.5: Non-planar fracture width reduction at the wellbore normalized to planar 
fracture results.  
Figure 3.6 shows the wellbore fracture segment width through time for various 
initial misalignment angles ( = 10o to 89o) at a differential stress of 500 psi. It is evident 
from this result that the wellbore width reduction can persist, particularly when the 
fracture reorientation is severe ( > 45o). Going away from the wellbore, it is apparent the 
re-oriented fracture wing opens up more freely than the wellbore segment (Figure 3.7).  
For this differential stress case (500 psi), the severity of near wellbore restriction depends 
on misalignment angle, but once the fractures gets away from the wellbore, where it has 
turned to be more parallel to SHmax, the opening approaches that of a planar fracture (close 
to the  = 10 case).   
The width variation has a strong influence on the pressure in the fracture along its 
length (Figure 3.7). Near the wellbore, with the strong width reduction, the pressure is 
extremely high, but it drops rapidly as the fracture turns the corner and the width opens 
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up. Figure 3.8 displays the final treating pressure as a function of misalignment angle.  
Based on this example, the non-planar path can add another 600 psi to the net pressure.  
 
 
Figure 3.6: Borehole width vs. pumping time (injection rate = 20 bpm, initial xf = 20 ft, 
differential stress = 500 psi). 
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Figure 3.7: Final width profile (injection rate = 20 bpm, initial Lw = 20 ft, differential 
stress = 500 psi). 
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Figure 3.8: Impact of aligned angle on treating pressure (injection rate = 20 bpm, initial 
Lw = 20 ft, differential stress = 500 psi). 
 3.2.2.2 Differential stress  
The severity of the near wellbore width restriction also depends on differential 
stress. Figure 3.9 shows the non-planar propagation paths for the case of 89
o
 initial 
misalignment under various differential stresses (SHmax – Shmin). It is clear from the figure 
that the more isotropic the stress, the wider the curve the fracture follows, but all cases 
are approaching ultimate alignment of the fracture plane with the SHmax direction. If we 
take the extreme case of  = 89o (Figure 3.10), we can see the influence of differential 
stress on width reduction. A differential stress of 100 psi for this case doesn’t vary much 
from the base planar case. 200 psi of differential cuts the wellbore width by over 1/3. 
Higher differential stresses (500 and 1000 psi) cut the width by 2/3. 
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Figure 3.9: Non-planar fracture paths for varying differential stress (injection rate = 20 
bpm, initial xf = 20 ft, misaligned angle = 89°). 
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Figure 3.10: Fracture width of wellbore segment for varying differential stress (injection 
rate = 20 bpm, initial Lw = 20 ft, misaligned angle = 89°). 
 
3.3 MULTIPLE FRACTURE PROPAGATION  
3.3.1 Simultaneous multiple fracture propagation  
To develop shale reservoirs, simultaneous multiple fracture propagation in a stage 
is treated as a very efficient and economic method of stimulation. For example, in the 
Barnett Shale, some horizontal wells were drilled with six perforation clusters spaced 50 
feet apart in each stage (Vermylen, 2011). It is very important for engineers to understand 
the fracture geometry of multiple fractures to optimize fracturing treatment design. 
Therefore, to represent the real fracturing in a single fracturing stage, a case of six initial 
fractures is studied using our model to investigate fracture geometry, pressure distribution 
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and stress shadow effects (Figure 3.11). The input parameters for the Barnett Shale based 
on the available data in the literature are shown in Table 3.3.   
 
Fracture spacing 50 ft 
Layer height 100 ft 
Minimum horizontal stress 4450 psi 
Maximum horizontal stress 4550 psi 
Fluid Leak-off Coefficient  0.00001 ft/min
0.5
 
Injection Rate  60 bpm 
n'
 
0.7 
K'
 
0.02 lbf-sec
n
/ft
2
 
Young’s Modulus 6.53×106 psi 
Poisson’s Ratio 0.2 
No. of Perforations 60 
Density of Slurry 1.2 g/cm
3
 
Diameter of Perforations 15 mm 
Diameter of Wellbore  0.1 m 
Table 3.3: Input parameters for case study. 
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Figure 3.11: Six fractures propagating orthogonally from a horizontal wellbore. 
Figure 3.12 displays the fracture trajectory and fracture width at the end of 12 
minutes of injection time. This fracture geometry is dominated by two factors: distance 
from the injection point and mechanical interaction between fractures. To clearly 
illustrate the fracture aperture distribution for each fracture, we enlarge the aperture 500 
times in Figure 3.12 (b). The injection point is at the heel of horizontal wellbore (-200, 0). 
Fractures close to the heel obtain more fluid due to viscous dissipative flow through the 
wellbore from earlier fractures. Fractures obtaining more fluid have greater length and 
aperture. Fractures 1 and 6 are under the same stress shadow position being on the 
outside of the array, but fracture 1 is closer to the injection point. Therefore, fracture 1 
has higher net pressure and grows longer with larger width compared with fracture 6. All 
of the interior fractures 2, 3, 4 and 5 have similar trends. Fractures spaced with 50 ft apart 
in this case are within the region of stress shadow influence, which results in strong 
mechanical interaction between them. Fractures 2 and 5 are close to the exterior fractures 
1 and 6 and are strongly affected by the induced stresses of the fractures, which make 
fractures 2 and 5 gradually slow down the growth and deviate from their original 
 74 
propagation path (Figure 3.12). Fractures 3 and 4 are less affected by the two exterior 
fractures. Fracture apertures are illustrated in Figures 3.12 (b) and 3.13, which show that 
the interior fractures are much narrower and shorter compared with the exterior fractures. 
Hence, interior fractures have less ability to accept proppant during fracturing and present 
a greater risk of proppant screen-out. In summary, the key features for the multiple 
fracture geometry are that the interior fractures are shorter, narrower and more non-
planar, while the exterior fractures are longer, wider and grow roughly along a straight 
line.  
 
 
 
 
(a) Fracture trajectory (b) Fracture width distribution 
Figure 3.12: Fracture trajectory and aperture distribution after simultaneous fracturing 
(map view), twice X exaggeration. 
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Figure 3.13: Fracture width vs. fracture length. 
Before fracturing, the minimum horizontal stress of σxx is oriented parallel to the x 
direction, and the maximum horizontal stress is the σyy. Fractures grow along the y 
direction initially against the least resistance. As the fractures grow, the stresses around 
them are dynamically changed. In Figures 3.14 and 3.15, red colors indicate an increase 
of compression, and blue colors represent a decrease of compression. Nearby and ahead 
of the fracture tips, compressions in the σxx and σyy direction both decrease due to the near 
tip field. In contrast, rock behind the tips is compressed due to fracture opening.  
Comparing the change in σxx and σyy at the end of injection (Figures 3.14 and 
3.15), the area of stress change for σxx is much larger than that for σyy, because y-parallel 
fractures open against the rock and directly squeeze it in the x direction, whereas y 
direction effects are reduced by Poisson ratio effects. Hence, at some specific points the 
change in σxx is greater than the change in σyy. At these points, σxx might become larger 
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than σyy, and the orientation of the maximum horizontal stress rotates away from the y 
direction, which explains why interior fractures change their propagation directions to 
seek the path with the least resistance. 
 
 
Figure 3.14: Stress change of normal stress σxx (map view); twice X exaggeration. 
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Figure 3.15: Stress change of normal stress σyy (map view); twice X exaggeration. 
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Figure 3.16: The change of maximum shear stress (map view); twice X exaggeration. 
Microseismic events are induced by changes in stresses and pore pressure caused 
by hydraulic fracturing (Warpinski et al., 2001; Vulgamore et al., 2007), and the events 
are often used to estimate fracture geometry. The stress change generated by opening 
fractures might lead to shear failure of pre-existing fractures. Figure 3.16 shows the 
change of the maximum shear stress at the end of fracturing. Red colors mean an increase 
in the maximum shear stress; while blue colors indicate a decrease. The initial maximum 
shear stress is 50 psi before fracturing since the maximum shear stress is half of the 
differential stress (SHmax - Shmin). A larger maximum shear stress suggests a greater 
likelihood to induce shear failure. Figure 3.16 illustrates that the large increase of the 
shear stress primarily occurs around fracture tips and the region between two fractures. 
Accordingly, these areas have a greater possibility of induced shear failure and 
microseismic activity. Additionally, Figure 3.16 shows that the maximum shear stress 
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decreases just outside the two exterior fractures, which implies that if the fracturing 
reduces the shear stress, areas where is a reduction are less likely to have microseismic. 
Warpinski et al. (2001) reported that the induced shear stress near fracture tips provides a 
mechanism for microseisms to accurately determine the length and height of fractures, 
and pore pressure change due to fluid leak-off is an important factor in microseismic 
development behind the tip. Although leak-off is included in the material balance 
equation for the propagating hydraulic fractures, we do not model how that fluid moves 
into the formation and might increase pore pressure around pre-existing fractures. 
Consequently, all the microseisms implied by the shear stresses in Figure 3.16 are what 
would be called “dry”, meaning they come from shear stress changes induced by 
mechanical rock interaction, not pore pressure increase caused by leak-off.   
3.3.2 Sequential multiple fracture propagation  
Sequential propagation has been proposed by Roussel et al. (2012) as a way to 
better control fracture propagation path. In this section, we used the same input 
parameters as the simultaneous case (Table 3.3). The only difference of sequential case is 
to separate the 6 fractures into two stages, as shown Figure 3.17. Three fractures in stage 
1 were propagated simultaneously and are held open assuming that two thirds of their 
created width is propped, which results in exerting additional stresses on adjacent 
fractures. After finishing fracturing treatments in the stage 1, stage 2 followed with its 
fractures extending simultaneously as well. In the simultaneous case, all the fractures 
start out small and grow at the same time, competing with each other. The fractures are 
subject to the dynamic process of subsurface geomechanical stress changes. For the 
sequential case, the first three fractures are competing in simultaneous propagation, but 
for the next three fractures, there are already some fully grown fractures perturbing the 
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stress field even before they start propagating. These fractures are subject to not only the 
dynamic stress change, but also the static additional stresses induced by opening fractures 
in stage 1. This section examined the sequential propagation to show the difference of 
fracture geometry with the simultaneous propagation.   
Figures 3.18, 3.19, and 3.20 show fracture geometry at the end of injection for the 
sequential injection with identical input parameters with simultaneous injection. Fractures 
in stage 1 display a symmetric pattern (Figure 3.18) because pressure drop due to 
wellbore friction in stage 1 is very small and can be ignored. The fractures in stage 2 do 
not propagate symmetrically because each fracture is unsymmetrically affected by 
opening fractures in stage 1. If there were no additional pre-existing stresses from stage 1, 
the fractures in stage 2 would have the same geometry with as the fractures in stage 1. It 
is evident from this result that fractures 4 and 5 are most strongly affected by the 
interaction stresses, resulting in immature growth and width restriction (Figures 3.18 and 
3.20). Figure 3.18 also shows that fractures 4 and 5 curve toward to the pre-existing 
fractures because the exterior fracture 6 has very strong stress shadow effects, repelling 
the fractures 4 and 5. This does not always happen for the fractures 4 and 5, which 
depend on the competition of stress shadow effects from the fracture 6 and the pre-
existing fractures. If the fracture 6 has stronger stress shadow effects, the fractures 4 and 
5 will extend toward the pre-existing fractures, as shown in Figure 3.18; otherwise, they 
will turn to the fracture 6.  
 Figure 3.21 displays the net injection pressure of stage 1 and 2, illustrating that 
the later stage (stage 2) requires a higher injection pressure than the previous stage (stage 
1). This is because the mechanical interaction limits the opening of the later stage, so that 
increases the friction pressure drop in the fractures.  
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Figure 3.17: Two stages with three fractures each in a horizontal wellbore. 
 
 
 
 
(a) Fracture trajectory (b) Fracture width distribution 
Figure 3.18: Fracture trajectory and width distribution after sequential fracturing (map 
view), twice X exaggeration. 
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Figure 3.19: Fracture width vs. fracture length for stage 1. 
 
 
Figure 3.20: Fracture width vs. fracture length for stage 2. 
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Figure 3.21: Net injection pressure for stage 1 and stage 2. 
Before fracturing, the in-situ stress state of the sequential case is the same as that 
of the simultaneous case. The minimum horizontal stress is σxx, and the maximum 
horizontal stress is σyy. After fracturing in stage 1, the stress distribution in the reservoir is 
changed, as shown in Figures 3.22 and 3.23. Red colors indicate an increase in 
compression, and blue colors represent a decrease. The stress perturbation of the first 
stage (the light green) covers much of the space that the second stage must propagate 
into. This should make the local Shmin (Sxx) higher, causing elevation of treatment pressure 
and width reduction. Fractures in stage 2 were propagated along the y direction initially 
against compressional stress of σxx, which is increased in the whole reservoir except the 
areas near fracture tips (Figure 3.23). The final stress distribution is displayed in Figures 
3.24 and 3.25 after fracturing both stages 1 and 2. It is evident from Figures 3.14, 3.15, 
3.24 and 3.25 that the sequential and simultaneous injections induce different stress 
distributions by different sequence of fracturing, resulting in distinct fracture geometries. 
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Figure 3.22: Stress change of normal stress σyy after stage 1 (map view); twice X 
exaggeration. 
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Figure 3.23: Stress change of normal stress σxx after stage 1 (map view); twice X 
exaggeration. 
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Figure 3.24: Stress change of normal stress σyy after stage 2 (map view); twice X 
exaggeration. 
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Figure 3.25: Stress change of normal stress σxx after stage 2 (map view); twice X 
exaggeration.  
Through comparing the fracture geometry of sequential and simultaneous cases 
(Figures 3.12 and 3.18), it is apparent that there is great deviation in fracture geometry 
due to different mechanisms of mechanical interaction. For the simultaneous case, four 
interior fractures were immaturely propagated, while only three fractures have immature 
growth for the sequential case. From this point, the sequential case might be able to 
create better fracture geometry. In addition, the results of the sequential case also reveal 
that fracture geometries in two stages are also very distinct, which consequently implies 
that stage spacing also needs to be considered for crack interaction and stress shadow 
effects, not just the perforation spacing within a given stage.  
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3.4 CONCLUSIONS  
The complex hydraulic fracture development model was applied to simulate 
single non-planar and multiple fracture propagation. Both iteratively and fully coupling 
procedures were used to calculate fracture geometry of single non-planar fracture, 
indicating that iteratively coupling method is sufficient for coupling rock mechanics and 
fluid mechanics. The effects of fracture misalignment and in-situ differential stress on 
non-planar propagation are studied, revealing that fracture width restriction is more 
pronounced with the larger misalignment angle. The fracture follows the wider curve 
with the more isotropic stress condition, but finally the fracture is approaching the 
orientation of maximum horizontal stress. Furthermore, simultaneous and sequential 
multiple fracture propagation are investigated, showing the two stimulation methods 
create distinct fracture geometries because of different mechanisms of mechanical 
interaction. Stresses are induced by opening fractures, resulting in orientation and 
magnitude change of minimum and maximum horizontal principal stresses. Non-planar 
geometry of interior fractures causes restriction of fracture aperture and length reduction. 
The significant fracture width restriction might increase the likelihood of proppant 
screen-out.  
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CHAPTER 4: SIMPLIFIED THREE-DIMENSIONAL 
DISPLACEMENT DISCONTINUITY METHOD (S3D DDM) 
 
The Displacement Discontinuity Method (DDM) is widely used to describe rock 
deformation for hydraulic fracture propagation in oil and gas industry. However, the two-
dimensional DDM with plane strain assumption cannot accurately simulate fracture 
propagation in the finite height formations. Olson (2004) proposed a three-dimensional 
correction factor to combine with the two-dimensional DDM to account for fractures with 
limited height, which was presented and applied in Chapter 2 and Chapter 3.  
In this chapter, to further improve the accuracy of displacement discontinuity and 
stress calculation for three-dimensional fractures, we propose a new displacement 
discontinuity method, which is simplified a fully 3D solution by Shou (1993). This new 
method is able to calculate displacement discontinuities and induced stresses not only for 
single fracture but also for multiple fractures in three dimensions. Computational 
efficiency is significantly improved compared to the fully 3D approach.  
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4.1 INTRODUCTION 
In the oil and gas industry, hydraulic fractures are often created to obtain 
economic production rate. In general, there are two types of numerical methods for 
solving the fracture problems, (1) the domain type, discretization through the domain, (2) 
the boundary type, only discretization on the boundary of domain (Shou, 1993). An 
example of the first type is the Finite Element Method (FEM); The Boundary Element 
Method (BEM) is one of the second type. For FEM, fracture tips require special elements 
to handle asymptotic stress fields, and it is very computationally expensive and difficult 
to mesh cracks with complex geometries (Pathak et al., 2013). BEM applies an analytical 
solution of displacement discontinuities integrated over a boundary element, which easily 
accommodates complex boundary geometries and is suitable for modeling regions with 
rapidly stress change (Becker, 1992).  
Comparing these two methods, the advantages of the boundary element method 
are as follows: 
i. BEM reduces the dimension of the problem by one, since only boundary of 
the domain is required to discretize. Less data preparation time is needed for 
BEM. 
ii. BEM is inherently more accurate than FEM, because the numerical solution is 
based on the integration of exact analytical solution throughout the domain. 
This makes BEM very suitable for modeling fracture problems with rapid 
stress change.     
iii. Compared with FEM, less computer time and memory is needed for BEM to 
obtain the same level of accuracy.  
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Some of the limitations of BEM are:  
i. For heterogeneous problems, BEM loses the main advantage of reduction in 
dimensionality for modeling interior domain. 
ii. The solution matrix formed by BEM is nonsymmetric and fully populated; while, the 
solution matrix for FEM is usually larger in size but sparsely populated.   
The Displacement Discontinuity Method (DDM) is a special direct boundary 
element method, which solves unknown boundary stresses or displacements in terms of 
the given boundary conditions, based on the Somigliana’s formula (Shou, 1993; Love, 
1994),  
( ) ( , ) ( ) ( ) ( , ) ( ) ( )j ij i ij i
S S
u U t dS T u dS           ,                   (4.1) 
( ) ( , ) ( ) ( ) ( , ) ( ) ( )jk ijk i ijk i
S S
D t dS E u dS            ,                (4.2) 
where, uj(ξ) are displacement components at a point ξ , σjk(ξ) is stress state at a point ξ,  
tj(η) are tractions over the boundary S of the region, as shown in Figure 4.1(a), and ui(η) 
are displacements over the boundary S of the region. The quantities Uij(η,ξ), Tij(η,ξ), 
Dijk(η,ξ) and Eijk(η,ξ) are tensor fields that represent the influences of a concentrated force 
at point η on the tractions and displacements on point ξ.  
For crack-like geometries, the thickness of the opening compared with its lateral 
extent is so small that it can be ignored. Therefore, the boundary S of the region can be 
idealized as two surfaces, S
±
, in an infinite body, as shown in Figure 4.1(b). For this 
crack-like geometry, the tensors have properties, Uij
+ 
= Uij
-
, Tij
+ 
= -Tij
-
, Dijk
+ 
= Dijk
-
, Eijk
+ 
= 
-Eijk
-
, and the traction equilibrium condition is tj
+ 
= -tj
-
. Therefore, Eqs. 4.1 and 4.2 can be 
simplified as  
( ) ( , ) ( ) ( )j ij i i i i
S
u T u dS u u u           ,                      (4.3) 
( ) ( , ) ( ) ( )jk ijk i i i i
S
E u dS u u u            ,                     (4.4) 
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Since analytical solutions are very hard to obtain for Eqs. 4.3 and 4.4, numerical 
solutions are generally sought. The boundary S
±
 can be divided into N planar elements 
with assumption of constant or certain variation of the tractions and displacements over 
each element, as shown in Figure 4.2. Constant tractions and displacements distribution 
for each element are assumed for clarity and brevity. Eqs. 4.3 and 4.4 can be reduced to  
*
1
*
( ) ( , ) ( )
( , ) ( , ) ( )
m
N
j n ij n m i m
m
ij n m ij n
S
u T u
T T dS
   
    



 



,                                  (4.5) 
*
1
*
( ) ( , ) ( )
( , ) ( , ) ( )
m
N
jk n ijk n m i m
m
ijk n m ijk n
S
E u
E E dS
    
    



 



.                           (4.6) 
Based on Eqs. 4.5 and 4.6, unknown displacement discontinuities can be 
calculated for specific boundary conditions of the domain. After that, the displacements 
and stresses at arbitrary point ξ in the field can be obtained.   
 
 
Figure 4.1: Arbitrary three-dimensional cracks with (a) general domain and (b) crack-like 
domain. 
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Figure 4.2: Discrete boundary of the crack. 
 In chapters 2 and 3, a method for fracture propagation modeling in pseudo-3D for 
single and multiple non-planar fracture problems is described based on two-dimensional 
displacement discontinuity method with correction factor G proposed by Olson (2004). 
Wu and Olson (2013) discovered that although the correction factor of Olson (2004) is 
very accurate for single fracture problems, this method underestimates the crack 
interaction between nearby cracks and thus the computed apertures are too large for 
multiple fractures that are closely spaced. Consequently, this demonstrates a need for a 
better way to represent 3D problems. In order to find a better way, we have gone to the 
fully 3D solutions of Shou (1993).   
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4.2 THREE-DIMENSIONAL DISPLACEMENT DISCONTINUITY METHOD (3D DDM)  
An analytical solution of 3D DDM for elements with constant displacement 
discontinuities was documented by Shou (1993). In this section, the analytical solution is 
outlined in brief and then numerical implementation for vertical fractures is derived.  
4.2.1 Formula derivation  
A three-dimensional crack in an infinite elastic medium can be described as a 
collection of rectangular elements (Figure 4.3). The global coordinate is X, Y, Z. Each 
rectangular element has its own local coordinate system x1, x2, x3. Each element has a 
positive (x3 = 0
+
) side and a negative (x3 = 0
-
) side. There are three displacement 
discontinuities for each element, Di = (D1, D2, D3), given by  
1 1 2 1 1 2 1 1 2
2 1 2 2 1 2 2 1 2
3 1 2 3 1 2 3 1 2
( , ,0) ( , ,0 ) ( , ,0 )
( , ,0) ( , ,0 ) ( , ,0 )
( , ,0) ( , ,0 ) ( , ,0 )
D x x u x x u x x
D x x u x x u x x
D x x u x x u x x
 
 
 
 
 
 
,                           (4.7) 
where u1, u2, u3 are displacements in the x1, x2, x3 direction, respectively.  
 
 
Figure 4.3: A three-dimensional crack in an infinite elastic solid. 
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The analytical solution for the stresses, σij, caused by a displacement discontinuity 
element can be given in terms of the local coordinate system x1, x2, x3, as (Rongved, 
1957; Salamon, 1964):  
11 1 ,13 3 ,111 2 ,23 3 ,211 3 ,33 ,22 3 ,311
22 1 ,13 3 ,122 2 ,23 3 ,222 3 ,33 ,11 3 ,322
33 1 3 ,133 2 3 ,233 3 ,33 3 ,333
[2 ] [2 ] [ (1 2 ) ]
[2 ] [2 ] [ (1 2 ) ]
[ ] [ ] [ ]
r r r
r r r
r r r
C D I x I C D vI x I C D I v I x I
C D vI x I C D I x I C D I v I x I
C D x I C D x I C D I x I



       
       
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in which 
4 (1 )
r
G
C
v


,                                                 (4.9) 
where G is shear modulus, and ν is the Poisson’s ratio. The notation ‘,i’ (where i = 1, 2, 
3) represents the partial derivative with respect to xi. Shou (1993) presented the kernel 
analytical solution I to the problem of a constant displacement Di over an arbitrarily 
oriented, rectangular element in an infinite elastic medium solved by employing the 
Green’s function approach, 
1 2 3 1 2
2 2 2
1 1 2 2 3
1
( , , )
( ) ( )
b a
b a
I x x x d d
x x x
 
  

   
  .                 (4.10) 
After integration, I(x1, x2, x3) can be written as 
1 2
1 2
1 2 2 11 2 3 3( , , ) [ ln( ) ln( ) ]
a b
a bI x x x x r x x r x x
 
 
 
      ,            (4.11) 
where, 1 1 1x x   , 2 2 2x x   , 
1
1 2 3tan [ / ( )]x x rx
 ,    
 
2 2 2
1 1 2 2 3( ) ( )r x x x      .  
It is convenient to rename the derivatives of I to J, where the various  J factors are 
defined as:  
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1 ,1 2 2
2 ,2 1 1
1 1 1 2 2
3 ,3
3
1 1
4 ,11
2 2
2 2
5 ,22
1 1
2 2
1 1 2 2 3
6 ,33 2 2 2 2
3 1 1 3 2 2
7 ,12
3
8 ,13
ln( )
ln( )
( )( )
tan ( )
( )
( )
( )
( )( )( )
( ( ) )( ( ) )
1
(
J I r x
J I r x
x x
J I
x r
x
J I
r r x
x
J I
r r x
x x x r
J I
r x x x x
J I
r
x
J I
r r x


 




 
 

   
   
 
  

 
 

 
 
  
 
   
 
 
 2 2
3
9 ,23
1 1
)
( )
x
J I
r r x



 
 
 
2 2 2
2 2 1 1 1 1
10 ,111 3 2
2 2
1 1 1
11 ,211 3 3
1 1 3 2 2
12 ,311 3 2
2 2
2 2
13 ,122 3
2 2 2
1 1 2 2 2 2
14 ,222 3 2
1 1
1
( )(( ) ) ( )
( )
( )
( ) (2 )
( )
( )
( )(( ) ) ( )
( )
r x x r x r
J I
r r x
xx
J I
r r
x x r x
J I
r r x
x
J I
r
r x x r x r
J I
r r x
J
  


 


  

     
  
 
 
  
  
  
 

  
     
  
 
2 2 3 1 1
5 ,322 3 2
1 1
( ) (2 )
( )
x x r x
I
r r x
 

  
  
 
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2 2 2
2 2 3 3
16 ,133 3 2
2 2
2 2 2
1 1 3 3
17 ,233 3 2
1 1
18 ,333
2 2 2 2 2 2 2 2 2 2 2 2
3 1 1 3 2 2 3 2 2 3 1 1
1 23 3 2 2 2 2
3 2 2 3 1
( )( )
( )
( )( )
( )
( ( ) ) ( ( ) 2 ) ( ( ) ) ( ( ) 2 )
( ( ) ) ( (
r x x r x r
J I
r r x
r x x r x r
J I
r r x
J I
x x x x r x x x x r
x x x
r x x x x




   

   
  
 
   
  
 
 
          

    2 21
3
19 ,123 3
) )
x
J I
r

  
……………………………………………………………………………… (4.12) 
The symbol ||  denotes Chinnery’s notation to represent the substitution 
1 2( , ) ( , ) ( , ) ( , ) ( , )J J a b J a b J a b J a b          .   
Substituting the various J’s into Eqs. 4.8 results in 
11 1 8 3 10 2 9 3 11 3 6 5 3 12
22 1 8 3 13 2 9 3 14 3 6 4 3 15
33 1 3 16 2 3 17 3 6 3 18
12 1 9 3 11 2 8
[2 ] [2 ] [ (1 2 ) ]
[2 ] [2 ] [ (1 2 ) ]
[ ] [ ] [ ]
[(1 ) ] [(1 )
r r r
r r r
r r r
r r
C D J x J C D vJ x J C D J v J x J
C D vJ x J C D J x J C D J v J x J
C D x J C D x J C D J x J
C D v J x J C D v J




       
       
     
     3 13 3 7 3 19
13 1 6 5 3 12 2 7 3 19 3 3 16
23 1 7 3 19 2 6 4 3 15 3 3 17
] [ (1 2 ) ]
[ ] [ ] [ ]
[ ] [ ] [ ]
r
r r r
r r r
x J C D v J x J
C D J vJ x J C D vJ x J C D x J
C D vJ x J C D J vJ x J C D x J


    
       
       
      ……………………………………………………………………………... (4.13) 
4.2.2 Numerical implementation 
Eqs. 4.13 are developed from the analytical solution to the problem of a constant 
displacement discontinuity over an arbitrarily oriented, finite rectangular element in an 
infinite medium (Shou, 1993). The equations are relative to the local coordinate system 
of a given element. Based on these equations, we will solve displacement discontinuities 
and stress distribution for fractures through coordinate transformation. 
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When calculating stresses at a point (X, Y, Z) with respect to global coordinate 
system induced by displacement discontinuities of element j, the point (X, Y, Z) needs to 
be transformed to the local coordinate system of element j:  
1
2
3
( )cos cos ( )sin cos ( )sin
( )cos sin ( )sin sin ( )cos
( )sin ( )cos
j j j
j j j
j j
x X X Y Y Z Z
x X X Y Y Z Z
x X X Y Y
    
    
 
     
     
    
,             (4.14) 
where  is the angle of element j between x1 and X, is the angle of element j between x2 
and Z. In cases where vertical stress much greater than horizontal stresses is expected, we 
can assume a special case of the 3-D crack that has a vertical dip. To solve this vertical 
fracture problem, we assumed that fracture element plane is the x1-x2 plane and the x3 
direction is perpendicular to the element (Figure 4.4). Hence, by setting  = 0, Eqs. 4.14 
can be simplified as  
1
2
3
( )cos ( )sin
( )sin ( )cos
j j
j
j j
x X X Y Y
x Z Z
x X X Y Y
 
 
   
 
    
.                                (4.15) 
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Figure 4.4: Crack elements on a vertical cross-section view and map view. 
Displacement Discontinuity calculation   
In order to develop a general method for simultaneously solving for the 
displacement discontinuities of a population of elements given the stress boundary 
conditions, the equations must be rewritten in terms of element j’s influence on the 
normal and shear stresses on element i. If calculating induced stresses at the midpoint of 
element i, the coordinate of element i ( , ,
i i i
X Y Z ) should substitute into Eqs. 4.15:  
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1
2
3
( )cos ( )sin
( )sin ( )cos
j ji i
ji
j ji i
x X X Y Y
x Z Z
x X X Y Y
 
 
   
 
    
.                                (4.16) 
Stresses
11 22 33 12 13 23, , , , ,
j j j j j j
      induced by displacement discontinuities of 
element j with respect to local coordinate system of element j can be calculated by 
substituting Eqs. 4.16 into Eqs. 4.13. To solve the displacement discontinuities on the 
elements, the coordinate of the stresses need to transform from the local reference frame 
of element j to that of element i based on coordination transformation (Appendix A.2.1), 
2 2
33 11 13 33sin 2 sin cos cos
j j ji
          ,                        (4.17) 
13 11 13 33sin cos cos2 sin cos
j j ji
            ,                     (4.18) 
23 12 23sin cos
j ji
       ,                                      (4.19) 
where
ji
    . 
For a specific problem, N displacement discontinuity elements along the boundary 
S are placed (Figure 4.5). It is convenient to term the displacement discontinuities in 
terms of opening and shearing modes of deformation, using the terms , ,
j j j
n sL sHD D D  to 
refer to 3D , 1D , 2D . 
j
nD is the normal displacement discontinuity of an element (opening); 
j
sLD is the shear displacement discontinuity in the element length direction (strike-slip); 
j
sHD  is the shear displacement discontinuity in the element height direction (dip-slip). 
The normal and shear stresses of element i can then use
i
n ,
i
sL ,
i
sH  to substitute for 33
i
 ,
13
i
 , 23
i
 . Applying this new terminology and substituting Eqs. 4.13 into Eqs. 4.17, 4.18 
and 4.19 results in 
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8 3 10 6 5 3 12 3 16
,
9 3 11 7 3 19 3 17
6 5 3 12
( sin cos [2 ] cos 2 [ ] sin cos [ ])
( sin cos [2 ] cos 2 [ ] sin cos [ ])
( sin cos [ (1 2 ) ] cos
ij ij ij ij ij ij ji
sL r sL
ij i j ij ij ij j
r sH
ij ij ij
r
C J x J J v J x J x J D
C v J x J v J x J x J D
C J v J x J
     
    
 
       
       
      3 16 6 3 182 [ ] sin cos [ ])
ij ij ij j
nx J J x J D    
, 
………………………………………………………………………………… (4.20) 
9 3 11 7 3 19
8 3 13 6 4 3 15
7 3 19 3 17
( sin [(1 ) ] cos [ ])
( sin [(1 ) ] cos [ ])
( sin [ (1 2 ) ] cos [ ])
ij ij ij ij ji
sH r sL
ij ij ij ij ij j
r sH
ij ij ij j
r n
C v J x J v J x J D
C v J x J J v J x J D
C v J x J x J D
  
 
 
      
      
      
,            (4.21) 
2 2
8 3 10 6 5 3 12 3 16
2 2
9 3 11 7 3 19 3 17
2
6 5 3 12 3
(sin [2 ] 2 sin cos [ ] cos [ ])
(sin [2 ] 2 sin cos [ ] cos [ ])
(sin [ (1 2 ) ] 2 sin cos [
ij ij ij ij ij ij ji
nn r sL
ij ij ij ij ij j
r sH
j ij ij ij
r
C J x J J v J x J x J D
C v J x J v J x J x J D
C J v J x J x
    
   
  
      
      
      216 6 3 18] cos [ ])
ij ij ij j
nJ J x J D 
.                
………………………………………………………………………………. (4.22)                                                                                         
 
 
Figure 4.5: Boundary elements on a fracture of interest. 
The normal and shear stresses at the midpoint of the element i induced by all N 
elements can then be written as  
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, , ,
1 1 1
, , ,
1 1 1
, , ,
1 1 1
N N Nij j ij j ij ji
sL sL sL sL sL sH sH sL nn n
j j j
N N Nij j ij j ij ji
sH sH sL sL sH sH sH sH nn n
j j j
N N Nij j ij j ij ji
nn nn sL sL nn sH sH nn nn n
j j j
A D A D A D
A D A D A D
A D A D A D



  
  
  
  
  
  
  
  
  
,                (4.23) 
where ,
ij
sL sLA  are the boundary influence coefficients. For example, ,
ij
sL sLA  represents 
induced shear stress in the fracture length direction of element i (i.e., 
i
sL ) resulting from 
shear displacement discontinuity in the fracture length direction of element j (i.e., 
j
sLD ).  
For hydraulic fracturing problems, the stress boundary conditions on the elements 
are the combination of the local conditions (fracturing fluid pressure and zero shear 
stress) and the resolution of the remote stress state onto the elements. Hence, based on the 
given boundary conditions, the normal and shear displacement discontinuities can be 
solved using the system of 3N linear algebraic equations,  
11 1 11 1 11 1
, , , , , ,
1 1 1
, , , , , ,
11 1 11 1 11 1
, , , , , ,
1 1 1
, , , , ,
N N N
sL sL sL sL sL sH sL sH sL nn sL nn
N NN N NN N NN
sL sL sL sL sL sH sL sH sL nn sL nn
N N N
sH sL sH sL sH sH sH sH sH nn sH nn
N NN N NN N
sH sL sH sL sH sH sH sH sH nn s
A A A A A A
A A A A A A
A A A A A A
A A A A A A
1
1
,
111 1 11 1 11 1
, , , , , ,
1 1 1
, , , , , ,
sL
N
sL
sH
NN N
H nn sH
N N N
nnn sL nn sL nn sH nn sH nn nn nn nn
NN NN N NN N NN
nnn sL nn sL nn sH nn sH nn nn nn nn
D
D
D
D
DA A A A A A
DA A A A A A
   
   
   
   
   
   
   
   
   
  
  
  
  
  
  
  
  
   
1
1
1
sL
N
sL
sH
N
sH
n
N
n






 
 
 
 
 
 
 
 
 
  
  
  
  
  
  
  
  
 
.    (4.24) 
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Stress field Calculation 
After obtaining the displacement discontinuity values of all boundary elements, 
additional calculations can be made. For instance, stresses at any point (e.g., Point P) in 
the body can be calculated by summing the induced stresses of all elements together. To 
do this, Eqs. 4.13 need to be transformed to the global coordinate system. The coordinate 
transformation from the local coordinate system to the global coordinate system is given 
in Appendix A.2.2. The stresses at point P induced by displacement discontinuities of 
element j can be written as  
2 2
11 31 33cos sin 2 sin
j j jP
XX       ,                           (4.25) 
2 2
11 31 33sin sin 2 cos
j j jP
YY        ,                           (4.26) 
22
jP
ZZ   ,                                                    (4.27) 
11 13 33sin cos cos2 sin cos
j j jP
XY         ,                    (4.28) 
12 23cos sin
j jP
XZ      ,                                      (4.29) 
12 23sin cos
j jP
YZ     .                                       (4.30) 
Substituting Eqs. 4.13 into Eqs. 4.25 to 4.30 results in 
2 2
8 3 10 6 5 3 12 3 16
2 2
9 3 11 7 3 19 3 17
2
6 5 3 12 3 16
(cos [2 ] sin 2 [ ] sin [ ])
(cos [2 ] sin 2 [ ] sin [ ])
(cos [ (1 2 ) ] sin 2 [
j Pj Pj j Pj Pj Pj j Pj jP
XX r sL
j Pj Pj j Pj Pj j Pj j
r sH
j Pj Pj Pj j Pj
r
C J x J J v J x J x J D
C v J x J v J x J x J D
C J v J x J x J
   
  
 
      
      
      2 6 3 18] sin [ ])
j Pj Pj j
nJ x J D 
    ,   
……………………………………………………………………………… (4.31) 
2 2
8 3 10 6 5 3 12 3 16
2 2
9 3 11 7 3 19 3 17
2
6 5 3 12 3 16
(sin [2 ] sin 2 [ ] cos [ ])
(sin [2 ] sin 2 [ ] cos [ ])
(sin [ (1 2 ) ] sin 2 [
j Pj Pj j Pj Pj Pj j Pj jP
YY r sL
j Pj Pj j Pj Pj j Pj j
r sH
j Pj Pj Pj j Pj
r
C J x J J v J x J x J D
C v J x J v J x J x J D
C J v J x J x J
   
  
 
      
      
      2 6 3 18] cos [ ])
j Pj Pj j
nJ x J D 
   ,                          
………………………………………………………………………………. (4.32) 
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8 3 13 9 3 14 6 4 3 15[2 ] [2 ] [ (1 2 ) ]
Pj Pj j Pj Pj j Pj Pj Pj jP
ZZ r sL r sH r nC v J x J D C J x J D C J v J x J D          ,     
………………………………………………………………………………. (4.33)  
8 3 10 6 5 3 12 3 16
9 3 11 7 3 19 3 17
6 5 3 1
(sin cos [2 ] cos 2 [ ] sin cos [ ])
(sin cos [2 ] cos 2 [ ] sin cos [ ])
(sin cos [ (1 2 )
j j Pj Pj j Pj Pj Pj j j Pj jP
XY r sL
j j Pj Pj j Pj Pj j j Pj j
r sH
j j Pj Pj
r
C J x J J v J x J x J D
C v J x J v J x J x J D
C J v J x J
     
    
 
      
      
    2 3 16 6 3 18] cos 2 [ ] sin cos [ ])
Pj j Pj j j Pj Pj j
nx J J x J D     
      ………………………………………………………………………………. (4.34)  
9 3 11 7 3 19
8 3 13 6 4 3 15
7 3 19 3 17
(cos [(1 ) ] sin [ ])
(cos [(1 ) ] sin [ ])
(cos [ (1 2 ) ] sin [ ])
j Pj Pj j Pj Pj jP
XZ r sL
j Pj Pj j Pj Pj Pj j
r sH
j Pj Pj j Pj j
r n
C v J x J v J x J D
C v J x J J v J x J D
C v J x J x J D
  
 
 
     
     
     
  ,            (4.35) 
9 3 11 7 3 19
8 3 13 6 4 3 15
7 3 19 3 17
(sin [(1 ) ] cos [ ])
(sin [(1 ) ] cos [ ]
(sin [ (1 2 ) ]) cos [ ])
j Pj Pj j Pj Pj jP
YZ r sL
j Pj Pj j Pj Pj Pj j
r SH
j Pj Pj j Pj j
r n
C v J x J v J x J D
C v J x J J v J x J D
C v J x J x J D
  
 
 
     
     
     
  .            (4.36) 
Hence, the total induced stresses at the point P can be calculated by  
, , ,
1 1 1
, , ,
1 1 1
, , ,
1 1 1
, ,
1
N N NPj j Pj j Pj jP
XX XX sL sL XX sH sH XX nn n
j j j
N N NPj j Pj j Pj jP
YY YY sL sL YY sH sH YY nn n
j j j
N N NPj j Pj j Pj jP
ZZ ZZ sL sL ZZ sH sH ZZ nn n
j j j
N Pj jP
XY XY sL sL XY sH
j
F D F D F D
F D F D F D
F D F D F D
F D F




  
  
  

  
  
  
 
  
  
  
 ,
1 1
, , ,
1 1 1
, , ,
1 1 1
N NPj j Pj j
sH XY nn n
j j
N N NPj j Pj j Pj jP
XZ XZ sL sL XZ sH sH XZ nn n
j j j
N N NPj j Pj j Pj jP
YZ YZ sL sL YZ sH sH YZ nn n
j j j
D F D
F D F D F D
F D F D F D


 
  
  

  
  
 
  
  
 ,               (4.37) 
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where ,
Pj
XX sLF  are also the influence coefficients. For example, ,
Pj
XX sLF represents induced 
stress in X direction at the point P (
P
XX ) resulting from shear displacement discontinuity 
in the fracture length direction of element j (
j
sLD ).  
4.2.3 Comparison of different displacement discontinuity methods  
2D DDM can efficiently and accurately solve fracture problems of two-
dimensional plane strain that one dimension of cracks (e.g. crack length) has a much 
greater length than the other two dimensions. However, this two-dimensional method is 
inadequate when both the impact of height and length are required to incorporate into the 
solution. Figure 4.6 shows the aperture development with increasing length for a fixed 
height and constant pressure fracture. Fracture apertures are normalized by the aperture 
of a plane strain fracture of the same height (wni). For hydraulic fracture propagation 
problems, we focus on lateral propagation. Hence, both two-dimensional and three-
dimensional methods are discretized in the fracture length direction. Figure 4.6 indicates 
that 2D DDM can give accurate results with a small L/H but start deviating from the 
reference 3D solution when the ratio of L/H is greater than 1.0.  
 To improve the accuracy and keep the computational efficiency of the two-
dimensional method, Olson (2004) derived an approximate correction factor G to be 
included in 2D DDM that accounts for the three dimensional effects of limited-height 
fractures. This 3D approximation method is also used to calculate the fracture aperture 
development with increasing length for a fixed height and constant pressure fracture and 
compared with the fully 3D solution. Figure 4.7 illustrate that the two solutions are an 
almost perfect match. The computational cost of this method is exactly the same as 2D 
DDM because this method does not increase the size of coefficient matrix. However, this 
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method only can give accurate results for single 3-D crack problems and is limited to 
model multiple fractures and describe fracture interaction.    
 
 
Figure 4.6: Normalized aperture vs. normalized length for non-interacting, isolated cracks 
of limited height and uniform internal pressure; Aperture is normalized by the 
results of the plane strain fracture with the fracture length much greater than 
the fracture height. 
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Figure 4.7: Normalized aperture vs. normalized length for non-interacting, isolated cracks 
of limited height and uniform internal pressure; Aperture is normalized by the 
results of the plane strain fracture with the fracture length much greater than 
the fracture height. 
Figure 4.8 shows the impact of fracture interaction on fracture aperture for a 3 
crack array with various spacing to height ratios, S/H. This calculation is for a three-
dimensional fracture with L/H = 4. Fracture apertures are normalized by the aperture of a 
non-interaction, plane strain fracture of the same height (wni). Both exterior fractures 
have the same aperture due to symmetry, so only one curve is plotted for them. It is 
evident from the figure that the results from the 3D approximation method cannot match 
the fully 3D results (dashed and solid lines) at close spacing relative to fracture height 
because of the mechanical interaction. The aperture values can match the 3D solution 
when fracture spacing is three times greater than fracture height and the mechanical 
interaction is vanished.       
Figure 4.9 demonstrates the dependence of mechanical interaction on fracture 
length for a 3 crack array with a normalized spacing of S/H = 0.5 and normalized lengths 
varying from 0.2 < L/H < 5.0. The results are also normalized by the non-interacting 
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plane strain fracture of the same height and net pressure, so the general increase in 
aperture with increasing length reflects the increased compliance of a fixed height 
fracture as it grows in length. After a normalized length of L/H = 2 is reached, the 
mechanical interaction has nearly reached its maximum, and things don’t change much 
for greater lengths. The figure further demonstrates that the aperture values given by the 
3D approximation method cannot match the 3D solution, and this method underestimates 
the crack interaction between nearby cracks.  
 
 
Figure 4.8: Normalized aperture vs. normalized spacing for a 3 crack array of parallel, 
equal length fractures (L/H = 4) with uniform internal pressure. Aperture is 
normalized by a non-interacting, isolated fracture of fixed height and uniform 
internal pressure.   
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Figure 4.9: Normalized aperture vs. normalized length for a 3 crack array of parallel, 
equal length, uniformly pressurized fractures, with a normalized spacing of 
S/H = 0.5. Aperture is normalized by a non-interacting, isolated fracture of 
fixed height and uniform internal pressure.      
2D DDM only has discretization in one direction, which we typically choose to be 
along the length for hydraulic fracturing. That means there is only one value for fracture 
width over the height. 3D DDM can improve on that be having discretization over both 
the length and height. Unfortunately, though, that means typically the 3D method will 
have more elements than the 2D method, and computation time is dependent on number 
of elements. Figure 4.10 shows this dependence of computation time with elements, 
indicating that for both the 2D and 3D methods, computation time increases with the 
square of element number. Thus, if using more elements, as would be expected in the 3D 
method, the computational cost will rise quickly. Another factor that is evident from 
Figure 4.10 is that the 3D equations are more complex, such that even for the same 
number of elements, the 3D method is still more than twenty times slower that the 2D 
0.00
0.20
0.40
0.60
0.80
1.00
0 1 2 3 4 5 6
N
o
rm
a
li
ze
d
 A
p
er
tu
re
, 
w
/w
n
i 
Normalized crack length, L/H 
Exterior_2D DDM with G
Interior_2D DDM with G
Exterior_3D DDM
Interior_3D DDM
 110 
method. Although the 3D method can accurately solve fracture problems, excessive 
computational burden makes it hard to be widely used, particularly for multiple cracks. 
For other three-dimensional boundary element methods (Okada, 1985, 1992; Thomas, 
1993), they also have very low computational efficiency, because these methods also 
require using more elements to discretize both the fracture height and length as expected 
in 3D DDM.   
 
 
Figure 4.10: Computation time of 2D DDM and 3D DDM for different element number 
in the length direction. 
If computational efficiency is important so that we can do large problems, two 
aspects require to be achieved. The first aspect is to reduce the number of extra elements 
that are inherent in the 3D method which is more similar to the discretization in 2D 
method. The second one is to simplify the 3D equations (neglect terms with small 
significance) so that they are more comparable in computational cost to the 2D solution. 
The challenge is to do this without sacrificing accuracy. Based on the fully 3D method, 
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we propose a new method and guarantee the accuracy with a smaller penalty in 
computation time.  
 
4.3 SIMPLIFIED THREE-DIMENSIONAL DISPLACEMENT DISCONTINUITY METHOD (S3D 
DDM) 
The standard approach in three-dimensional modeling utilizes a substantial 
number of elements in the height direction for the sake of accuracy. However, Olson 
(2004) demonstrated that a reasonable level of accuracy can be achieved using a pseudo-
3D method having no discretization over the height (the 2D solution with a correction 
factor accounting for fracture height). The width value at any location along the length of 
the fracture represents the average width value for that location over the height. One 
drawback is that there is no information for computing stress intensity factor at the top or 
bottom of the fracture for height growth purposes, but knowing the average width of each 
element allows for accurate volumetric and mechanical interaction computations, which 
is sufficient if we are predominantly interested in the lateral propagation of a confined 
fracture. In this section, we follow Olson’s method using only a single element in the 
height direction but derive our correction factor using the 3D model equations as our 
starting point. We also simplify the form of the base 3D equations by recognizing that for 
a problem with vertical fractures only, any stress component involving dip-silp shear can 
be ignored.   
4.3.1 Formula derivation  
In cases where the vertical stress is much greater than the horizontal stresses, 
fractures are likely to be restricted to vertical planes because the large vertical stress will 
prevent the crack from shearing in the dip-slip mode and suppress the curving out of 
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vertical plane. Thus, only two displacement discontinuities (D1 and D3, referred as to DsL 
and Dn) are required to characterize the crack deformation, D2 (DsH) can be ignored. This 
simplification reduces the number of unknown variables from 3N to 2N. If we could also 
eliminate the discretization along the height direction (i.e., the element dimension in the 
dip direction is 1), we should be able to make the computation time more comparable to 
the faster 2D model. Based on the assumptions, normal and shear stresses from Eqs.4.13 
can be simplified as  
11 11 1 ,11 3 ,111 11 3 ,33 ,22 3 ,311
33 11 1 3 ,133 11 3 ,33 3 ,333
22 11 1 ,13 3 ,122 11 3 ,33 ,11 3 ,322
13 13 1 ,33 ,22 3 ,113 13
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     
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[ ] [ ]
r r
r r
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C D v I x I C D v I x I
C D vI x I C D x I



      
    
.          (4.38)    
Note that two terms, C11 and C13, have been added to the equations as correction factors 
to account for the lack of discretization in the height direction. Following the method of 
Olson (2004), C11 and C13 were based on the analytical expression for the normal and 
shear stress induced by a uniformly loaded plane strain crack as described by Pollard and 
Segall (1987)  
3 2 2 3 2 2 2 2 3 2
11 3 3 3 3( 2 [( ( ) 1) ( ) ])Iv x a x x a a x 
        ,             (4.39) 
3 2 2 3 2
33 3 3[ ( ) 1]I x a x 
    ,                                  (4.40) 
where σ11, σ33 are induced stresses along the line x1 = 0 and |x3| ≥ 0 in the x1-x3 plane, ν is 
poission’s ratio, a is half-height in x2 direction (H/2) (Figure 4.11). The key elements of 
these equations are spatial geometry terms involving x3, the perpendicular distance away 
from the crack center, and a, the crack half-length. Following the method of Olson 
(2004), we recast x3 as radial distance between centers of elements, D, and introduce 
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adjustable exponents for the powers in the analytical solution. Combining all these 
concepts, C11 and C13 can be written as  
1 2
1 2
1 2
1 2
11 1 2( ) 22 2
13 1 2( ) 22 2
( )
1 ( 1.5 4 1)
( ( ) )
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1 ( 1.8 4 1)
( ( ) )
D H
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D H
D H
C
D H
 
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

  



    

    

,               (4.41)      
where β1, β2 and α are adjustable parameters. Values of coefficients are empirically 
determined through comparing to the fully 3D solution.  
 
 
Figure 4.11: Idealized sketch of a crack where length in the x1 direction is much larger 
than length in the x2, x3 directions.  
4.3.2 Numerical implementation 
Based on the analytical solution (Eqs. 4.38), similar to the numerical 
implementation described in the section 4.2.2, displacement discontinuities and stress 
field for a crack can be calculated.  
Displacement Discontinuity calculation   
To solve displacement discontinuities for a crack with N elements (Figure 4.11), 
we can simplify Eqs. 20 and 22 as 
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These equations can then be arranged in the summation presented in Eq. 4.23. 
Hence, the total induced stresses at the midpoint of the element i are as follows:    
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,                                   (4.44)      
Where
i
sL , 
i
nn are the shear and normal boundary stresses on the element i, ,
ij
sL sLA , are 
also the boundary influence coefficients. Similar to Eq. 4.24, the unknown displacement 
discontinuity components can be solved by the system of 2N linear algebraic equations,  
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Figure 4.12: Boundary elements on a fracture of interest. 
Stress field Calculation 
Similarly, stresses at any point (e.g. Point P) in the body can be calculated by 
summing the induced stresses of all elements together. The stress calculation equations 
4.31 to 4.34 can be rewritten as  
2 2
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Total induced stresses at the point P can be calculated by  
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where ,
Pj
XX sLF  are also the influence coefficients. 
                                                                            
4.4 CONCLUSIONS 
In this chapter, derivation of the fully 3D method was presented for calculating 
displacement discontinuities and stress field of vertical fractures. The excessive 
computational burden prevents the 3D method from widely applied. The two dimensional 
method only can efficiently and accurately solve fracture problems of two-dimensional 
plane strain. A 3D approximation correction factor proposed by Olson (2004) was 
incorporated into the 2D method to account for three-dimensional effect of a limited-
height fracture. However, this correction factor is inadequate for describing fracture 
interaction. A simplified three-dimensional method was derived following Olson’s 
method but based on the 3D model. The simplified 3D method consequently only 
considers mode I and II loading and improves the accuracy of the crack-induced stresses 
given there is only 1 row of elements with respect to crack height (along the x2 direction). 
The method sacrifices displacement discontinuities in the height dimension of cracks to 
greatly reduce computation burden. This method can accurately and efficiently solve 3D 
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multiple fracture problems and model fracture interaction. The validation and application 
of this method will be discussed in next chapter. 
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CHAPTER 5: APPLICATION OF SIMPLIFIED  
THREE-DIMENSIONAL DISPLACEMENT  
DISCONTINUITY METHOD (S3D DDM) 
 
In the Chapter 4, a Simplified Three-Dimensional Displacement Discontinuity 
Method (S3D DDM) is proposed to solve rock deformation for hydraulic fracture 
propagation with high computational efficiency and reasonable accuracy. This chapter is 
dedicated to the application of this method and primarily has two objectives. The first 
objective is to use the method to describe rock deformation for stationary cracks with 
constant internal pressure and test the mathematical accuracy of S3D DDM. The second 
objective is to use our complex hydraulic fracture development model (Chapter 2) to 
analyze the physical mechanisms of simultaneous multiple fracture propagation through 
incorporating S3D DDM into the model for calculating rock deformation induced by 
fluid pressure within the fracture, replacing the pseudo-three-dimensional model given in 
Section 2.2.1. 
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5.1 INTRODUCTION  
Simultaneous multiple fracture treatments in horizontal wellbores are becoming a 
prevalent approach to economically develop shale reservoirs. A better understanding of 
the mechanisms of simultaneous multiple fracture growth is essential for accurately 
predicting fracture geometry. To properly predict multiple fracture geometry, most work 
in the literature has focused on the discussion of fracture mechanical interaction, also 
referred to as stress shadow effects, between multiple fractures (Warpinski and Teufel, 
1987; Britt and Smitt, 2009; Olson, 2008; Cheng, 2009; Meyer and Bazan, 2011; Roussel 
and Sharma, 2011; Wu et al., 2012). When a facture is opened by injected fluid, it exerts 
additional stresses on the surrounding rock. The additional stresses are proportional to the 
net pressure within the fracture (fluid pressure minus closure stress normal to the fracture 
surface) and gradually decay with the distance from the fracture. At a distance greater 
than one fracture height, the additional stresses are only a small fraction of the net 
pressure (Warpinski and Branagan, 1989). If multiple fractures are closely spaced within 
the region of stress shadow influence, non-planar fracture geometry and width restriction 
might be induced, as discussed in Chapter 3.  
For simultaneous multiple fracture propagation, the fluid rate distribution into the 
fractures is a dynamic process and is dependent on the resistance to flow within the 
fractures. In addition, the fractures are part of the same pressure system connected 
through the horizontal wellbore. Pressure equilibrium in the horizontal wellbore must be 
maintained as discussed in Chapter 2. Fluid pressure slightly decreases along the 
horizontal wellbore from one injection point to another injection point and the pressure 
declines within the fracture from injection point to the fracture tip. Fluid pressure drop 
within the fracture is a function of fracture width, and the width is affected by the net 
pressure and stress shadow effects. Hence, the flow distribution through horizontal 
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wellbore and into the fractures must be accounted for and fluid mechanics is an important 
parameter affecting simultaneous multiple fracture propagation. As shown in chapter 2, 
the two processes (fluid and solid mechanics) must be coupled to get a complete solution.  
 
5.2 APPLICATION TO STATIONARY CRACKS  
5.2.1 A single crack  
Two different geometries of isolated cracks are chosen in order to examine how 
deformation changes from two-dimensional plane strain to a true three dimensional case. 
In both cases the fracture length is 400 ft but the height is varied between 100 ft and 4000 
ft (Figure 5.1). The crack with 4000 ft height can be assumed as a plane strain problem 
because the crack height is much larger than the crack length. The net pressure of these 
two different geometry cases are specified at 290 psi and the minimum horizontal stress 
is 5809 psi, listed in Table 5.1. The cracks are perpendicular to the minimum horizontal 
stress. The analytical solution for the normal and shear displacement discontinuities (Dn 
and Ds, respectively) for a planar, uniformly loaded, plane strain crack is (Pollard and 
Segall, 1987)  
33 33 2 2 1 2
2
13 13
2(1 )
( )
( )
c r
n
c r
s
D v
a x
D G
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 
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    
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,                           (5.1) 
where σ33
r
 is the minimum horizontal stress acting perpendicular to the crack, σ13
r
 is shear 
stress in the remote stress field (no remote shear stress in this case), σ33
c
 and σ13
c
 are the 
normal and shear loads on the crack faces, G is the shear modulus, ν is Poisson’s ratio, 
and a is the half-crack length.  
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Crack height 100 ft 
Crack length 400 ft 
Minimum horizontal stress 5806 psi 
Maximum horizontal stress 7257 psi 
Internal uniform normal stress 6096 psi 
Internal shear stress 73 psi 
Young’s Modulus 4.0×106 psi 
Poisson’s ratio 0.25 
Table 5.1: Input parameters for case study of stationary cracks. 
 
 
 
(a) (b) 
Figure 5.1: A single crack with 100 ft height (a) and 4000 ft height (b) in infinite rock 
formation.  
Figure 5.2 shows relative errors of different element numbers discretized in the 
fracture height direction for the fully 3D method. It is evident from the figure that 
discretizing 11 elements in the height direction is sufficient to obtain accurate results, 
while no discretization in the height direction would bring about 50% error of results. 
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Normal and shear displacement discontinuities for the plane strain crack and the crack 
with 100 ft limited height are plotted in Figures 5.3 and 5.4 along with analytical values 
and results from the fully 3D method with 11 height elements and 1 height element, 
respectively. From Figure 5.3, it is observed that numerical results from S3D DDM are 
very close to the analytical solution for the plane strain crack (Figure 5.1(a)). Also, it is 
evident from Figure 5.4 that the simplified 3D method gives very similar displacement 
discontinuities for the 3-D crack shown in Figure 5.1(b) with the fully 3D method with 11 
height elements. The fully 3D method with only 1 element in the height direction gives 
too large displacement discontinuities, which again demonstrates that correction factors 
are required to account for no discretization in the height direction. Figure 5.5 illustrates 
aperture development with increasing length of cracks with 100 ft limited height. In this 
chapter, the term ‘aperture’ refers to the crack normal displacement discontinuity at the 
center. Crack aperture increases roughly linearly with length at L/H ≤ 0.5, but grows 
more slowly after that. At L/H = 4, the curves is almost flat, and the aperture almost 
reaches 100% of plane strain amount at L/H = 5. Figures 5.3 through 5.5 show that the 
displacement discontinuities given by S3D DDM agree well with the results from the 
fully 3D method as well as with the analytical solution for the plane strain problems.  
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Figure 5.2: Relative error of normal and shear displacement discontinuities with different 
element number in the height direction for cracks with various lengths.   
 
 
Figure 5.3: Normal and shear displacement discontinuities vs. length for the plane strain 
crack (Figure 5.2(a)). 
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Figure 5.4: Normal and shear displacement discontinuities vs. normalized length for a 
non-interacting, isolated fracture of limited height and uniform internal 
pressure (Figure 5.2(b)). 
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Figure 5.5: Normalized aperture vs. normalized length for non-interacting, isolated cracks 
of limited height and uniform internal pressure; aperture is normalized by the 
results of plane strain cracks. 
The non-interacting, isolated crack with limited height is supported by internal 
load on crack faces. The medium around the opening crack is squeezed, and additional 
compression is imposed on the surrounding medium and vanishes gradually away from 
the crack. The crack is normal to the minimum horizontal principal stress, and the 
maximum value of crack-induced stresses is the difference between the internal load and 
the minimum horizontal stress. We focus our attention on the (x1-x3) plane (Figure 5.1) 
and investigate crack-induced stresses on this plane. Figure 5.6 illustrates crack-induced 
normal and shear stresses along the line x1 = 0 and x3 ≥ 0, displaying that induced stresses 
calculated by the simplified 3D method have small deviation from the results provided by 
the fully 3D method when very close to the crack. Overall, S3D DDM gives a reasonably 
accurate approximation of the crack-induced stresses as compared to the fully 3D 
method.   
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Figure 5.6: Crack-induced stress components vs. normalized distance, x3/H. 
Figures 5.3 through 5.6 show that S3D DDM can guarantee accuracy of modeling 
3-D cracks. The computational time of S3D DDM and the fully 3D method are illustrated 
in Figure 5.7, which shows that the simplified 3D method is about seven times faster than 
the fully 3D method for the same number of elements (e.g. 2000). The computational 
time of the simplified 3D method increases with the number of elements to the power of 
1.9, while the power coefficient of the fully 3D method is 2, which implies that the 
computational time for the fully 3D method will increase faster with the increasing 
number of elements. Furthermore, the simplified 3D method reduces the number of 
elements in 3D problems to the same number as required for the 2D method through 
having only one element in the height direction, which makes an additional, significant 
difference in computation time. Hence, combining these two enhancements of 
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computational time, for solving the same 3D problems, the simplified 3D method will be 
much faster than the fully 3D method to obtain the same level of accuracy.  
Computational time of S3D DDM and 3D DDM with 11 height elements with various 
element numbers in the fracture length direction are illustrated in Figure 5.8, which 
shows that S3D DDM is almost 10
3
 times faster than 3D DDM with 11 height elements. 
 
 
Figure 5.7: Calculation time vs. increasing element number in crack length direction for a 
non-interacting, isolated crack.  
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Figure 5.8: Calculation time vs. increasing element number in the fracture length 
direction for a non-interacting, isolated fracture.  
5.2.2 Multiple cracks 
Multiple parallel cracks interact with each other within certain crack spacing as a 
result from crack induced stresses. We ran three different cases to demonstrate that S3D 
DDM is able to describe fracture interaction and is also applicable for multiple 3-D 
cracks. The input parameters for the three cases are from Table 5.1. For multiple cracks, 
we assume no shear internal stress.   
Figure 5.9 illustrates en echelon cracks spaced 50 ft apart (half of crack height) in 
an infinite elastic medium with uniform internal pressure. As the two cracks are 
symmetrical, Figure 5.10 shows shear and normal displacement discontinuities for only 
one crack and compares them with the results calculated by the fully 3D method. The 
wing with non-planar geometry has smaller normal displacement discontinuity and larger 
shear displacement discontinuity compared with the planar wing due to mechanical 
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interaction between two fractures. Figure 5.10 demonstrates that S3D DDM can 
accurately calculate displacement discontinuities for multiple non-planar fractures.  
 
 
Figure 5.9: Geometry of en echelon cracks. 
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Figure 5.10: Crack displacement discontinuities of frac.1 along Y axis for en echelon 
cracks with uniform internal pressure. 
Next, a case of three parallel cracks is simulated (Figure 5.11). Since the problem 
is symmetrical, only displacement discontinuities of one exterior crack are plotted. The 
normal displacement discontinuity of the cracks calculated by the fully 3D method and 
the simplified 3D method are illustrated in Figure 5.12, which shows that the fully 3D 
method and the simplified 3D method give very similar results.  
 
 
Figure 5.11: Three parallel cracks in an infinite elastic medium (S/H = 0.5, L/H = 4). 
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Figure 5.12: Crack normal displacement discontinuities vs. normalized length for three 
parallel cracks of limited height and S/H = 0.5.  
Following the approach of analyzing fracture interaction in Wu and Olson (2013), 
the impact of fracture interaction on fracture aperture for the three fractures (Figure 5.11) 
given by the fully 3D method and the simplified 3D method is shown Figure 5.13. 
Spacing to height ratios, S/H, vary from 0.5 to 2. Fracture apertures are normalized by the 
aperture of a non-interacting crack of the same height and length (wni). The results given 
by the simplified 3D method (filled symbols) match exactly except for the very closest 
spaced interior fracture widths (S/H < 0.2). It is evident from the figure that both the 
interior and exterior fractures in an evenly spaced array of parallel fractures will lose 
width due to mechanical interaction at close spacing relative to fracture height. At a 
normalized spacing of S/H = 2 or greater, the effect is minimal, but at S/H = 0.5, for 
instance, the exterior fracture width is only 65% of the non-interacting case, and the 
interior fracture width is only 30% of the reference.  
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Figure 5.13: Normalized aperture vs. normalized spacing for a 3 fracture array of parallel, 
equal length fractures (L/H = 4) with uniform internal pressure. Aperture is 
normalized by a non-interacting, isolated fracture of fixed height and 
uniform internal pressure.   
Figure 5.14 demonstrates this dependence of mechanical interaction on fracture 
length for the three fractures (Figure 5.9). Normalized length, L/H, is varied from 0.2 to 
5.0. The aperture results are normalized by the aperture of a non-interacting plane strain 
fracture of the same height and net pressure. Mechanical interaction and stress shadow 
size depend on the shortest dimension of a crack (Olson, 1993, 2003). Consequently, at 
L/H = 0.2, the fracture spacing is large relative to the fracture length (which is the short 
dimension) and the widths of the interior and exterior fractures are the same, indicating 
mechanical interaction is minimal at this early stage. As fracture length increases (which 
would correspond to later pumping time), the curves for the interior and exterior fractures 
diverge, showing the increasing influence of mechanical interaction which favors 
0.0
0.2
0.4
0.6
0.8
1.0
1.2
0 1 2 3 4 5 6
N
o
rm
a
li
ze
d
 A
p
er
tu
re
, 
w
/w
n
i 
Normalized spacing, S/H 
Exterior_S3D DDM
Interior_S3D DDM
Exterior_3D DDM
Interior_3D DDM
 133 
opening in the exterior fractures versus the interior fracture. After a normalized length of 
L/H = 2 is reached, the mechanical interaction has nearly reached its maximum and 
doesn’t change much for greater lengths. The maximum apertures reached are 30% and 
65% of the non-interacting reference value for the interior and exterior fractures, 
respectively.  
 
 
Figure 5.14: Normalized aperture vs. normalized length for a 3 crack array of parallel, 
equal length, uniformly pressurized fractures, with a normalized spacing of 
S/H = 0.5. Aperture is normalized by a non-interacting, isolated fracture of 
fixed height and uniform internal pressure.      
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Figure 5.15: Five parallel cracks in an infinite elastic medium (S/H = 0.5). 
 
 
Figure 5.16: Crack normal displacement discontinuities vs. normalized length for five 
parallel cracks of fixed height and S/H = 0.5.  
Five parallel cracks in an infinite elastic medium are shown in Figure 5.15, 
indicating that four edge cracks are symmetric with respective to middle crack 3. The 
normal displacement discontinuities of three cracks 1, 2, and 3, calculated by the 
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simplified 3D method and the fully 3D method, have a good match (Figure 5.16). Width 
of the interior fractures is greatly restricted because of mechanical interaction. Overall, 
Figures 5.3 through 5.16 demonstrate that S3D DDM is a highly efficient method for 
solving 3-D crack problems and is suitable for modeling multiple cracks.  
 
5.3 PHYSICAL MECHANISMS OF SIMULTANEOUS MULTIPLE FRACTURE PROPAGATION  
This section investigates the physical mechanisms of simultaneous multiple 
fracture propagation using our complex hydraulic fracture development model with S3D 
DDM, which can help us understand the process of multiple fracture propagation and the 
geometry of multiple fractures observed in the laboratory and in the field. Two 
mechanisms are identified: mechanical interaction and fluid flow interaction.  
5.3.1 Stationary analysis  
When opening fractures are closely spaced, the fractures will interact with each 
other by exerting additional stresses on adjacent fractures. Three stationary fractures with 
uniform internal pressure are simulated to analyze the effects of stress shadow, as shown 
in Figure 5.17. Fracture 3 is between two exterior fractures (Fractures 1 and 2) and 
orients toward the exterior fractures with a 45
o
 inclined angle. We ran four different cases 
by increasing the length of fracture 3 from approaching the exterior fractures to crossing 
them. The tips of fracture 3 just touch the exterior fractures for the case of Figure 5.17(b). 
The input parameters are listed in the Table 5.2. To eliminate the influence of differential 
stress, the four cases are simulated in an isotropic stress reservoir, which implies that 
there are no extra closing stresses from in-situ stress field acting on fracture 3. The three 
fractures are identical except for the relative positions. The distinct fracture geometry for 
the three fractures is primarily controlled by mechanical interaction. The shear and 
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normal displacement discontinuities of the fractures are induced by internal pressure. 
Here, we only discuss the normal displacement discontinuity which is fracture width.  
 
    
(a) (b) (c) (d) 
Figure 5.17: Illustration of relative positions of three stationary fractures. 
 
Fracture spacing between Frac.1 and Frac.2  400 ft 
Angle of Frac.3 45
o 
Half-length of Frac.1 and Frac.2 300 ft 
Half-length of Frac.3 
269 ft, 283 ft, 
297 ft, 354 ft 
Layer height 100 ft 
Minimum horizontal stress 4450 psi 
Maximum horizontal stress 4450 psi 
Young’s Modulus 6.53×106 psi 
Poisson’s Ratio 0.2 
Internal pressure 300 psi 
Table 5.2: Input parameters for static case study. 
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The fracture width distributions for four cases (Figure 5.17) are displayed in 
Figures 5.18, 5.19, 5.20 and 5.21, which illustrate that fracture geometries are very 
different with each case. For case (a), tips of fracture 3 do not touch the two exterior 
fractures but are close to the fractures. As discussed in Chapter 3, tensile stress is induced 
around fracture tips, which results in increased width on the exterior fractures at the 
points close to the tips of fracture 3. The exterior fractures conversely exert additional 
compressional stresses on fracture 3, causing width restriction its tips (Figure 5.18). As 
the tips of fracture 3 get closer to the exterior fractures, the width increase on the exterior 
fractures becomes more obvious, and the width restriction at the tips of fracture 3 
becomes more serious. When the tips of fracture 3 touch the exterior fractures (Case (b)), 
fracture width at the intersection points on exterior fractures increases rapidly and reaches 
a maximum value. The width at the tips of fracture 3 becomes negative at this point 
(Figure 5.19). However, fracture width realistically cannot be negative. This indirectly 
reveals that the additional compressional stresses induced by the exterior fractures on 
fracture 3 are greater than the internal pressure, resulting in fracture closure. Avoiding 
fracture 3 closing would require a corresponding increase in internal pressure. Once 
fracture 3 crosses two exterior fractures (Case (c) and Case (d)), the width increase of the 
exterior fractures and the width restriction at tips of fracture 3 gradually vanish (Figures 
5.20 and 5.21). For Case (c), the width increase at the intersection points of the exterior 
fractures still exists, as the tips of fracture 3 still induce tensile stresses on the intersection 
points. When fracture 3 crosses the two exterior fractures and the tips of fracture 3 are far 
away from the exterior fractures (Case (d)), fracture 3 starts exerting compressional 
stresses on exterior fractures. Meanwhile, the exterior fractures still induce compressional 
stresses on fracture 3. It is evident from Figure 5.21 that fracture width around the 
intersection points is reduced for all three fractures.  
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Figure 5.18: Fracture width distribution for case (a). 
 
 
Figure 5.19: Fracture width distribution for case (b). 
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Figure 5.20: Fracture width distribution for case (c). 
 
Figure 5.21: Fracture width distribution for case (d). 
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The results from this static analysis indicate that fractures mainly exert additional 
compressional stresses on surrounding rock and make it more difficult for other fractures 
to open, except ahead of their tips, where tensile stresses are induced. Hence, when a 
propagating fracture approaches another fracture, propagation will become more difficult 
and fracture width will be restricted because of the stress shadow effects from the 
approached fracture. A way to keep the fracture propagating is to increase the pumping 
pressure, which will be discussed in next section.      
5.3.2 Dynamic analysis  
In this section, simultaneous multiple fracture propagation is simulated to 
investigate the multiple fracture propagation process and discuss fracture mechanical 
interaction and pressure interaction together. Four parallel fractures with a spacing of 100 
ft are propagated simultaneously (Figure 5.22). To eliminate the influence of differential 
stress, the case is simulated in an isotropic stress reservoir. The other input parameters are 
listed in Table 5.3. For this case, the friction pressure in the horizontal wellbore is 
ignored because distance between the perforation clusters is small (Figure 5.23). When 
multiple fractures propagate simultaneously, there are three stages for interior fractures 
(Frac.2 and Frac.3): before turning, after turning, and approaching the exterior fractures 
(Frac.1 and Frac.4).   
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Layer height 100 ft 
Minimum and maximum horizontal stress 4450 psi 
Injection rate for each fracture  20 bpm 
n
’
 0.7 
k
’ 
0.02 lbf-sec
n
/ft
2
 
Young’s Modulus 6.53×106 psi 
Poisson’s ratio 0.2 
Table 5.3: Input parameters for dynamic case study. 
At the beginning of the propagation before fracture reorientation, the exterior 
fractures alter the stress distribution in the surrounding rock and exert additional stresses 
on interior fractures. As a result, a higher pressure is required to propagate interior 
fractures. However, fluid pressure within the interior fractures cannot be higher than the 
exterior fractures, as all the fractures are connected to the same pressure source, which is 
the horizontal wellbore. Hence, it is evident from Figure 5.24 that the fluid volume 
received by interior fractures decreases rapidly, and the propagation of the interior 
fractures is greatly retarded.     
A fracture always seeks the orientation with the least resistance during 
propagation. Once the fracture is not against the least resistance, the fracture tends to re-
orient and curve to the favorable direction. It is apparent from Figure 5.23 that the 
fractures tend to repel each other and curve outward, automatically adjusting their 
orientation to alleviate stress shadow effects. Figure 5.24 indicates that after turning, the 
interior fractures start receiving more fluid and the difference in fluid rate between 
exterior and interior fractures decreases, implying weaker mechanical interaction 
compared with the state before turning.  
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Additional stresses induced by an opening fracture are added to the in-situ stress 
field. The magnitude of additional stresses increases as close to the opening fracture. 
Hence, it is harder for the interior fractures to continue growing as they approach the 
exterior fractures. For the numerical model, one element is added to the fracture tips at 
every time step. Once the interior fractures intersect the exterior fractures, a negative 
flow rate is obtained, which implies that element length needs to shorten to gradually 
approach the exterior fractures. Figure 5.25 shows the element length of interior fracture 
tips, indicating that element length is greatly shortened at an injection time of 9 minutes 
to capture the intersection process of two hydraulic fractures. Figure 5.24 illustrates that 
the flow rate of the interior fractures drops rapidly as they approach intersection with the 
exterior fractures. The fluid pressure within the interior fractures is not high enough and 
cannot build up to overcome the additional stresses exerted on the interior fractures. 
Consequently, the interior fractures will stop before intersecting the exterior fractures.  
 
 
Figure 5.22: Illustration of four fractures propagating simultaneously. 
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Figure 5.23: Fracture trajectory of four fractures growing simultaneously. 
 
 
Figure 5.24: Flow rate distribution of Frac.3 and Frac.1.  
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Figure 5.25: Length of fracture tip element of interior fractures vs. injection time.  
5.3.3 Discussion 
Simultaneous multiple fracture propagation is dominated by both mechanical and 
pressure interaction between multiple fractures. A challenging problem of multiple 
fracture propagation is to deal with the intersection of two hydraulic fractures connected 
to the same injection source. In our model, based on the analysis in Section 5.3.2, when a 
tip of a hydraulic fracture is very close to another hydraulic fracture for simultaneous 
multiple fracture propagation, it is assumed that the wing of the approaching fracture will 
stop extending. The reasonability of this assumption is required to be further verified. It is 
difficult to give an accurate description of tip behavior at the intersection point in our 
model due to the rough assumption of linear elastic fracture mechanics. In addition, our 
model does not consider the effects of proppant transport on fracture propagation. 
Fracture width is greatly restricted at the intersection point based on stationary analysis. It 
is possible that proppant screen-out would be induced at the intersection points, stopping 
fracture growth.  
 
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
0 5 10 15
L
en
g
th
 o
f 
fr
a
ct
u
re
 t
ip
 e
le
m
en
t,
 f
t 
Injection time, min 
 145 
5.4 CONCLUSIONS 
In this chapter, the Simplified Three-dimensional Displacement Discontinuity 
Method (S3D DDM) was tested and applied for multiple fracture problems under static 
and dynamic conditions. The results for stationary cracks demonstrate the accuracy and 
efficiency of S3D DDM for describing rock deformation. Opening fractures exert 
additional stresses on adjacent fractures and greatly reduce the width of the fracture 
approaching to the non-parallel opening fractures. For simultaneous multiple fracture 
propagation, both mechanical interaction and fluid flow interaction dominate fracture 
propagation. Mechanical interaction plays an important role in fracture geometry, 
resulting in non-planar fracture and width restriction. Fluid flow interaction is to maintain 
pressure equilibrium between fractures through horizontal wellbore and affects flow rate 
distribution into fractures. Propagation of interior fractures is restricted by stress shadow 
effects from exterior fractures, while pressure within interior fractures cannot build up to 
counteract the restriction if all fractures are coming from a common injection source. 
This causes the exterior fractures to dominate multiple fracture propagation, resulting in 
immature development of interior fractures.    
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CHAPTER 6: INTERACTION BETWEEN HYDRAULIC 
FRACTURE AND NATURAL FRACTURES
3
 
In the previous chapters, a complex hydraulic fracture development model was 
derived, validated and tested to simulate multiple fracture propagation by coupling fluid 
mechanics and rock mechanics. A Simplified Three-Dimensional Displacement 
Discontinuity Method (S3D DDM) was proposed and incorporated into the model to 
describe rock deformation. Some interesting physical insights and mechanisms were 
drawn from the simulation results. However, natural fracture interaction was not taken 
into account, which can further complicate fracture geometry and plays a significant role 
in the effectiveness of hydraulic fracture treatment designs.    
This chapter focuses on analyzing a single hydraulic fracture interacting with 
natural fractures. Fracture width is restricted on the segment of activated natural 
fractures. Additional pressure is required to start fluid deflecting into a natural fracture. 
The effects of the relative angle between the hydraulic and natural fracture, the length of 
activated natural fractures, differential stress and natural fracture configuration on HF/NF 
interaction are investigated. Detailed pressure and aperture distributions provide critical 
insights into fracture propagation mechanisms under the complex conditions.   
 
 
 
 
 
 
3
Parts of this chapter have been presented in the following conference: Wu, K. and Olson, J. E. 2014. 
Mechanics analysis of  interaction between hydraulic and natural fractures in shale reservoirs. URTeC 
1922946, presented at the Unconventional Resources Technology Conference held in Denver, Colorado, 
USA, 25-27 August. This paper was supervised by Jon Olson.  
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6.1 INTRODUCTION  
Many experimental and field studies reveal that the effects of natural fractures on 
hydraulic fracture propagation include arrest of the fracture propagation, formation of 
multiple fractures, fracture offsets, and high net pressures. (Medlin and Fitch, 1983, 
Jeffrey et al., 2009). When the hydraulic fracture is arrested by a pre-existing natural 
fracture, pressure within the fracture will continue to increase at the point of intersection 
until either deflection into the natural fracture or crossing the natural fracture occurs 
(Blanton, 1986). An interaction criterion is used to determine the fracture propagation 
direction after intersecting with a natural fracture. After the hydraulic fracture is diverted 
along the pre-existing path of the natural fracture, fracture geometry and pressure 
responses will be significantly distinct from conventional bi-wing fractures.  
In this chapter, two crossing criteria (Section 6.2) are described to determine the 
crossing/arresting behavior of a hydraulic fracture under the influence of frictional 
interfaces and cemented discontinuities. The two criteria are incorporated in our complex 
hydraulic fracture development model and used to determine fracture propagation 
direction when the hydraulic fracture encounters a natural fracture. After that, the model 
is use to investigate how fracture propagation geometry and injection pressure are 
affected by geometric configuration of the hydraulic and natural fractures as well as the 
in-situ differential stress in Section 6.3. Finally, the stress distribution on the natural 
fractures is analyzed to study the mechanisms of HF/NF interaction.  
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6.2 CROSSING CRITERIA  
6.2.1 A crossing criterion for a frictional interface  
Renshaw and Pollard (1995) developed a criterion predicting whether a growing 
fracture will arrest or cross a frictional interface at the right angle based on the linear 
elastic fracture mechanics, and Gu and Weng (2010) then extended the criterion to a 
fracture crossing frictional interfaces at non-orthogonal angles. This criterion analyzes 
stresses near a fracture tip only considering fracture propagation of mode I (opening 
mode). Since both modes I (opening mode) and II (sliding mode) could be induced when 
multiple fractures grow simultaneously, we incorporate both opening and sliding modes 
to analyze stress field and modify the criterion.   
The condition for causing slip of a frictional surface is to satisfy a linear friction 
law; on the other hand, the condition for reinitiating the fracture on the opposite side of 
the interface is the tensile stress induced by the approaching fracture equal to the rock 
tensile strength To. The criterion is to analyze whether slip occurs along the interface 
when the tensile stress on the opposite side of the interface reaches the tensile strength To. 
The stresses near the tip within the fracture can be approximately calculated by:  
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where compression is positive, (r, ) are polar coordinates with the origin at the fracture 
tip, SHmax is the maximum horizontal stress, Shmin is the minimum horizontal stress, KI and 
KII are stress intensity factor of modes I and II, respectively.  
Since compression is positive, the maximum tensile stress induced by the fracture 
on the opposite side of the interface is the minimum principle stress (Gu and Weng, 
2010),  
2 2
3 ( )
2 2
xx yy xx yy
xy
   
 
 
   .                                (6.2) 
To reinitiate the fracture,  should be equal to –To as   
2 2( )
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Eq. 6.3 can be re-written as  
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Substituting Eq. 6.1 into Eq. 6.4 and setting or yield  
2( 2 ) 2 2 0c cA r B r C    .                                   (6.5) 
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Eq. 6.3 can be satisfied by solving for rc in Eq. 6.5, where rc is the critical radius where 
the maximum tensile stress on the other side of the interface reaches the tensile strength 
of rock. The next step is to analyze whether slip occurs along the interface at r = rc. If the 
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stresses at r = rc can induce a slip, the fracture will be arrested and cannot reinitiate on the 
other side of the interface, because the fracture tip stresses cannot be transmitted across 
the interface. On the other hand, if the slip cannot occur at r = rc, the fracture will 
propagate across the interface.  
For a frictional surface (Figure 6.1), slip along the interface will not occur 
whenever: 
o nS     ,                                               (6.6) 
where μ is the coefficient of friction for the interface, So is the cohesion of the interface, 
τβ and σnβ are the shear and normal stresses acting on the interface. The stress state near a 
fracture tip is described in Eq. 6.1. τβ and σnβ can be calculated by projecting the stresses 
onto the interface:   
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Substituting Eq. 6.1 into Eqs. 6.7 and 6.8 and simplifying, we have new formulas for 
normal and shear stresses,  
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The crossing condition in Eq. 6.6 can be determined by using the normal and 
shear stresses of Eqs. 6.9 and 6.10 with rc solved from the Eq. 6.5 at or.  
 
 
Figure 6.1: Schematic of a hydraulic fracture approaching a frictional interface. 
For most angles of β, the above algorithm cannot be solved analytically and 
requires adopting a computer routine for evaluation. For 90
o
, following Renshaw and 
Pollard (1995), an explicit equation can be obtained for crossing condition in Eq. 6.6:   
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.                             (6.11) 
When there is no sliding mode stress intensity factor (Mode II), Eq. 6.11 
simplifies to the extended criterion developed by Gu and Weng (2010). When neither the 
mode II stress intensity factor nor cohesion are considered, Eq. 6.11 reduces to the 
original criterion given by Renshaw and Pollard (1995). To discuss the impacts of KI and 
KII on the crossing condition, we set 
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 152 
A large value for Kr implies less likelihood for crossing, while a small value of Kr 
means more likelihood for crossing.  
 
6.2.2 A crossing criterion for fully cemented natural fractures  
Dahi-Taleghani and Olson (2009) developed a crossing criterion for hydraulic 
fracture intersection with fully cemented natural fractures based on the energy release 
rate method for mixed mode fracture (Palaniswamy, 1972). The hypothesis of this 
method is that (1) a crack propagates at the crack tip in a radial direction along which the 
energy release is a maximum; and (2) the crack begins to propagate when the energy 
release rate reaches some critical value Gc. The predicted direction of crack propagation 
by this method is the same as the direction calculated by the maximum circumferential 
stress criterion (Erdogan and Sih, 1963).  
When a crack propagates in its own plane, the energy release rate is given by (Sih 
and Liebowitz, 1968) 
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where KI and KII are the stress intensity factors for mode I and II, E
*
 is Young’s modulus 
E for plane stress, and is E/(1-v
2
) for plane strain (v is the Possion’s ratio). In some 
situations, the crack does not propagate in its own plane. The energy release rate in a 
specific orientation(Figure 6.2)uismer, 1975 , is
2 2
*
1
cos( )[ (1 cos ) 3 sin ]
2 2
1
cos( )[ sin (3cos 1)]
2 2
I II
I I II
II I II
K K
G
E
K K K
K K K
 




 

 


  
  
.                         (6.14) 
 
 153 
 
Figure 6.2: Geometry and coordinate systems for the crack. 
For pure mode I, KII is zero. The Eq. 6.14 is simplified as  
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The normalized energy release rate (divided a constant KI
2
/E
*
) as a function of 
angle (Figure 6.3) illustrates that the energy release rate reaches its the maximum value 
when  is 0o. The energy release rate decreases when fracture directions deviate away 
from in-plane propagation.   
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Figure 6.3: G/ (KI
2
/E
*
) in different directions for pure mode I. 
 
 
Figure 6.4: G/ (KII
2
/E
*
) in different directions for pure mode II. 
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For pure mode II, KI is zero. Eq. 6.14 can be simplified as  
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The normalized energy release rate (Figure 6.4) reaches a maximum value when  
= ±70.5
o
. The angles are identical to the angles predicted by the maximum 
circumferential stress criterion.  
When a hydraulic fracture encounters a weak plane, such as a cemented natural 
fracture, the hydraulic fracture will have more than one path to follow as shown in Figure 
6.5. The final path utilized by the fracture is determined by magnitudes of the relative 
energy release rate Gm/Gc
rock
 and G/ Gc
frac
 (Dahi-taleghani, 2009). If G/Gc
frac
 is less than 
Gm/Gc
rock
, named G/Gm is less than Gc
frac
/ Gc
rock
, the fracture will cross, otherwise, the 
fracture will deflect into the natural fracture. Gm is the maximum energy release rate at 
the fracture tip, and G is the energy release rate in an orientation . Gc
rock
 is critical 
energy release rate of rock, and Gc
frac 
is the energy required to open the unit area of the 
cement in the fracture or cement-matrix interface.  
The ratio of Gand Gm is compared with the ratio of Gc
frac
 and Gc
rock
 for pure 
mode I and II (Figures 6.6 and 6.7). The ratio of Gc
frac
 and Gc
rock
 is the property of rock 
and cement. As shown in Figures 6.6 and 6.7, the fracture will deflect into the natural 
fracture if the relative angle of the hydraulic and the natural fractures is between the two 
green lines.   
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Figure 6.5: Intersection of a hydraulic fracture with a cemented fracture, two potential 
growth directions have been shown in red dash lines. 
 
 
Figure 6.6: The angle range of deflection for pure mode I.  
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Figure 6.7: The angle range of deflection for pure mode II. 
 
6.3 EFFECTS OF NATURAL FRACTURES ON HYDRAULIC FRACTURE PROPAGATION 
To investigate the effects of natural fractures on hydraulic fracture propagation, 
we performed numerical experiments based on the configuration shown in Figure 6.8, 
using our complex fracture development model with extended Gu and Weng’s criterion 
(Section 6.2.1). The parameters (Table 6.1) are prescribed based on the published data for 
the Barnett shale. The relative angle between the hydraulic and natural fracture, the 
length of activated natural fractures, differential stress and natural fracture configuration 
are varied. Most importantly, the orientations of the natural fractures and SHmax have been 
arranged such that the hydraulic fracture will intersect the natural fractures. The base case 
of fracture growth is examined under an isotropic remote stress field with two symmetric 
natural fractures at the distance of 100 ft away from the hydraulic fracture.  
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Figure 6.8: Schematic of a hydraulic fracture approaching pre-existing natural fractures. 
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Layer height 100 ft 
Minimum horizontal stress 4,450 psi 
Fluid Leak-off Coefficient  0.00001 ft/min
0.5
 
Injection Rate  20 bpm 
Viscosity, cp
 
1.0 
Young’s Modulus 6.53×106 psi 
Poisson’s Ratio 0.2 
No. of Perforations 60 
Density of Slurry 1.2 g/cm
3
 
Density of Water 1.0 g/cm
3
 
Diameter of Perforations 16 mm 
Diameter of Wellbore  0.1 m 
Tensile strength of rock 1305 psi 
Cohesion of NF  0 
Friction coefficient of NF  0.6 
Table 6.1: Input parameters for case study. 
6.3.1 The effects of relative angle between HF and NF  
Natural fractures can occur at a variety of orientations within the reservoir, not 
necessarily parallel to the present day maximum horizontal stress (Laubach et al., 2004). 
In the Barnett shale, the dominant natural fractures are nearly normal to the maximum 
horizontal stress (Gale et al., 2007). We have performed some simulations to study the 
effects of relative angle between HF and NF on a hydraulic fracture intersecting with 
natural fractures (Figure 6.9). When the hydraulic fracture approaches natural fractures at 
a right angle, the natural fractures could be activated in both sides and fluid will divert 
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equally into the two branches (Figure 6.10 (a)). If the intersection is non-orthogonal, the 
natural fractures could only be activated in one side and fluid will flow into the branch, as 
shown in Figures 6.10 (b) and (c). Fracture width is shown in Figure 6.11, indicating that 
width restriction is more pronounced with the increasing relative angle. The fracture with 
two branches has a much smaller aperture than the other fractures, because total fluid 
volume is the same for all the cases. The net pumping pressure with time is plotted in 
Figure 6.12, which illustrates that an elevation of pumping pressure is required for fluid 
penetrating into natural fractures, and larger relative angles require higher elevation in 
pumping pressure. Indeed, the pressure elevation was observed in the HF/NF interaction 
experiments (Alabbad, 2014). Some field observations have also suggested that elevation 
of pumping pressure is probably due to fracture branching (Medlin and Fitch, 1983).   
 
 
Figure 6.9: Schematic of a hydraulic fracture approaching natural fractures with different 
intersecting angles. 
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a b c
Figure 6.10: Width profile at the end of injection for different relative angles between HF 
and NF.   
 
 
Figure 6.11: Fracture width profile for different relative angles between HF and NF. 
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Figure 6.12: Variations of the net injection pressure at the injection point with time for 
different relative angles between HF and NF. 
6.3.2 The effects of the length of activated natural fractures (dnf) 
Fracture geometry is also influenced by the length of activated natural fractures. 
A hydraulic fracture propagates along the natural fracture until it comes to its tip. From 
there, the fracture propagation will kink back toward the original orientation of the 
hydraulic fracture or SHmax. In some cases this reorientation is gradual, and in some cases 
it is more abrupt. This angle is defined as kink angle, as shown in Figure 6.13. Fracture 
propagation was simulated in an isotropic stress reservoir. Figure 6.14 shows fracture 
geometry for different length of activated natural fractures and indicates that the longer 
diversion lengths along the natural fractures, and the smaller the kink angle. From Figure 
6.15, it is evident that the kink angle decreases with increasing the length of activated 
nature fractures. This is because stress shadow effects from the hydraulic fracture 
segment gradually vanish as being far away from the segment. For an extreme case, if a 
natural fracture is very long and the effects of stress shadow disappear at the points far 
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away from the hydraulic fracture segment, the fracture would propagate along the 
original direction of natural fractures after kinking back toward isotropic stress reservoirs. 
If in-situ stresses in the reservoirs are anisotropic, the kink angle will also be influenced 
by the differential stress (SHmax - Shmin). Both induced stresses and differential stress affect 
the kink angle after the fracture comes out from a natural fracture.  
 
 
Figure 6.13: Schematic of a hydraulic fracture breaking out from the tips of natural 
fractures.  
In Figure 6.13, the non-planar fracture has been divided into hydraulic fracture 
segments with a length of 200 ft, two natural fracture segments and two anti-symmetric 
fracture wings. Olson (1995) proposed that opening displacement discontinuity on the 
hydraulic fracture segments and fracture wings can lead to a shear offset of the natural 
fracture segments because of geometric continuity. Based on the purely geometric 
constraints, the width for natural fracture segments, wnf, is related to relative angle 
between HF and NF, , and the width of the other two segments, whf, as  
cosnf hfw w  .                                                (6.17) 
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The percentage of width reduction, R, can then be expressed as  
100 100(1 cos )
f w
f
w w
R
w


   .                                  (6.18) 
The purely geometric constraints are applicable only when hydraulic fracture 
segments and two fracture wings dominate the fracture geometry and the differential 
stress (SHmax - Shmin) is zero. This relationship is plotted in Figure 6.16 (solid line) along 
with data from fracture propagation simulations in an isotropic reservoir for different 
activated natural fracture lengths. It is evident from this figure that width reduction is 
dependent on the length of natural fractures segment, which is in contrast to conclusions 
obtained by Olson (1995) and is consistent with previously published relationships (El 
Rabaa and Rogiers, 1990). As the length of activated natural fractures decreases, width 
reduction increases approaching to the purely geometric constraints (1 - cos). For a 
planar fracture,  there is no width restriction. As increases, the width reduction 
increases.   
 
   
(a) dnf  = 20 ft (b) dnf  = 100 ft (c) dnf  = 200 ft 
Figure 6.14: Width profile at the end of injection for different natural fracture length. 
Wellbore Wellbore Wellbore 
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Figure 6.15: Disparity in orientations of the hydraulic fracture. 
 
 
Figure 6.16: Width reduction of the natural fracture segment. 
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6.3.3 The effects of differential stress (SHmax - Shmin)  
In this study, in an attempt to study the effects of stress shadow and differential 
stress (DS) separately, we simulate all the cases discussed above in an isotropic reservoir. 
In this subsection, the effects of differential stress on fracture geometry are investigated 
through studying the cases (Figure 6.8) with relative angle of 60
o
 and different 
differential stresses. Width profiles at the end of injection of the three cases are shown in 
Figure 6.17, which illustrates that width restriction in natural fracture segments is more 
severe for higher differential stress. After coming out from natural fractures, the fracture 
tends to propagate along the direction of the maximum horizontal stress and the kink 
angle is about 60
o
 when the differential stress is 100 psi or 200 psi. This is because for 
these two cases differential stress is greater than stresses induced by hydraulic fracture 
segment, and dominates fracture propagation direction. In addition, differential stress also 
has a great influence on injection pressure. Figure 6.18 presents the variations of net 
injection pressure with time and shows that higher elevation in injection pressure is 
required to start fluid penetration into the natural fractures for higher differential stress.  
 
   
(a) DS = 0 psi (b) DS = 100 psi (c) DS = 200 psi 
Figure 6.17: Width profile at the end of injection for different differential stresses. 
Wellbore Wellbore Wellbore 
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Figure 6.18: Variations of the net injection pressure at the injection point with time for 
different differential stresses. 
6.3.4 The effects of natural fracture configurations  
We simulate three cases with different schematics shown in the Figure 6.19. The 
symmetric case is the base case. The only difference between cases a and b is the position 
of two natural fractures relative to the hydraulic fracture, as shown in Figure 6.19 (a) and 
(b). Case c (Figure 6.19 (c)) only has one natural fracture. All the other parameters are 
kept the same for these three cases and listed in the Table 6.1. The injection point is 
located at (0, 0). The hydraulic fracture propagates and intersects two natural fractures 
simultaneously or sequentially, or only intersects one natural fracture at one side, 
resulting in different fracture geometry (Figure 6.20) and injection pressure (Figure 6.21).    
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(a) Symmetric case (b) Non-symmetric case (c) One NF case 
Figure 6.19: Three different schematics of a hydraulic fracture approaching natural 
fractures. 
For the symmetric case (Case (a)), fracture geometry are symmetric, as shown in 
Figure 6.20(a). Fracture width at the segment of natural fractures is restricted. For the 
non-symmetric case (Case (b)), the hydraulic fracture intersects with natural fractures 
sequentially. When one wing of hydraulic fracture encounters a natural fracture, the 
propagation for this wing is greatly slowed down while the non-intersected tip propagates 
faster. When the other wing also meets a natural fracture, fluid rate is re-distributed and 
fluid flows into both wings. An unsymmetrical fracture geometry is formed (Figure 
6.20(b)). For the case with only one natural fracture (Figure 6.20(c)), the propagation 
velocity of the hydraulic fracture decelerates on the natural fracture side and most of fluid 
flow and propagation occurs at the side fracture (Figure 6.20(c)).  
The net injection pressure at the injection point is shown in Figure 6.21. 
Additional pressure is required to start fluid deflecting into a natural fracture. Magnitude 
of pressure elevation is dependent on many factors, including natural fracture 
configuration, approaching angles, differential stress. Based on cases shown in Figure 
6.19, we can find that higher additional pressure is required for deflecting into natural 
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fractures simultaneously than sequentially. Injection pressure cannot greatly build up 
when one wing of the hydraulic fracture intersects with a natural fracture. This is because 
injection fluid can still flow into the other wing of the hydraulic fracture to avoid the 
impediment of the natural fracture. When the fracture tip at the other side also hit a 
natural fracture, pressure within the fracture will build up and propagation in this side 
will be slowed down.    
 
 
 
 
(a) Symmetric case (b) Non-symmetric case (c) One NF case 
Figure 6.20: Width profile at the end of injection for the three cases in an isotropic stress 
reservoir.  
Wellbore Wellbore Wellbore 
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Figure 6.21: Variations of the net injection pressure at the injection point with time for 
the three cases in an isotropic stress reservoir. 
 
6.4 ANALYSIS OF PHYSICAL MECHANISMS  
From analyzing the effects of different parameters, it can be concluded that 
deflection into natural fractures requires additional injection pressure and cause fracture 
width restriction in natural fracture segments. Also, if differential stress is not zero, it 
causes higher elevation in injection pressure, more severe width restriction and larger 
kink angle. All these might be as results of higher closure stress acting across misaligned 
natural fractures and stress shadow effects from the hydraulic fracture segments. Higher 
closure stresses can be derived from in-situ stresses and the angle of natural fractures and 
are constant values along natural fractures. In this study, only induced stresses are 
analyzed through simulating a case with natural fractures of 400 ft in an isotropic stress 
reservoir (Figure 6.22). 
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Figure 6.22: Schematic of stress field of a hydraulic fracture with two natural fractures. 
 
 
Figure 6.23: Induced normal stresses in x and y direction at the point (1, 100) in Figure 
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-200
-150
-100
-50
0
50
100
150
200
250
0 1 2 3 4
In
d
u
ce
d
 s
tr
e
ss
es
, 
p
si
 
Injection time, min 
sigma_xx sigma_yy
 172 
The induced stresses on the natural fractures are changing as the hydraulic 
fracture propagates approaching to the natural fractures. Figure 6.23 shows induced 
normal stresses at the point (1, 100) beside the intersection point with injection time. It 
can be seen that there is a discontinuity once the hydraulic fracture encounters the natural 
fractures. Before intersection, tensile stresses at that point are induced and gradually 
increase as the tips approach the natural fractures. However, once the hydraulic fracture 
touches natural fractures, stresses acting on natural fractures switch from tension to 
compression. As the fracture propagates along the natural fractures, the induced 
compressional stresses achieve a constant value (Figure 6.23). Induced compressional 
stress in the y direction is higher than that in the x direction. These are additional stresses 
acting across the natural fracture segments, resulting in elevation in injection pressure 
and width reduction.  
Figure 6.24 shows induced normal stress σyy distribution along the natural fracture 
segment at different time steps, illustrating that a large tensile stress is induced around the 
fracture tip and moves forward with fracture growth. Almost constant compressional 
stress is induced behind the fracture tip. In addition, there is no shear stress along the 
natural fractures for this case before fracturing. Figure 6.25 illustrates that after fracturing 
shear stress is induced around the fracture tip and gradually decreases as the tip moves 
forward. This is because the effects of stress shadow from hydraulic fracture segment 
gradually vanish as the fracture propagates away from the segment. The decrease in shear 
stress gives an explanation of the kink angle decreasing with the increment of the length 
of activated natural fractures shown in Figure 6.15.      
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Figure 6.24: Induced normal stress in y direction from point (0, 100) along the natural 
fracture at different time steps. 
 
 
Figure 6.25: Induced shear stress from point (0, 100) along the natural fracture at 
different time steps. 
-600
-500
-400
-300
-200
-100
0
100
200
0 50 100 150 200 250
In
d
u
ce
d
 n
o
rm
a
l 
st
re
ss
  
σ
y
y
, 
p
si
 
S, ft 
t=0.5 min t=1.08 mins
t=1.5 mins t=2.25 mins
t=3 mins
-50
0
50
100
150
200
250
300
0 50 100 150 200 250
In
d
u
ce
d
 s
h
ea
r 
st
re
ss
, 
p
si
 
S, ft 
t=0.5 min
t=1.08 mins
t=1.5 mins
t=2.25 mins
t=3 mins
 174 
 6.5 DISCUSSION  
When a hydraulic fracture propagates in a naturally fractured reservoir, the 
fracture might sequentially intersect with many natural fractures. A hydraulic fracture 
intersecting with multiple natural fractures is simulated in an anisotropic stress reservoir 
with differential stress of 100 psi. The purpose of running this case is to provide some 
insights into features of fracture geometry and injection pressure of a hydraulic fracture 
growing in a naturally fractured reservoir (Figure 6.26(a)). Fracture width is greatly 
restricted on the offsets (Figure 6.26(b)). There are big discontinuities of fracture width 
between its offsets and fracture segments. The width restriction and this sudden change in 
fracture path might increase fluid friction and impede proppant transport, resulting in 
high risk of screen-out. Net pumping pressure at the injection point is plotted in Figure 
6.27, showing an up-and-down trend. The hydraulic fracture intersects with natural 
fractures sequentially, causing an increase of net pressure at the wellbore each time and 
dropping down when propagating along the natural fractures. This might be one of 
reasons that abnormal treating pressures are observed during fracturing treatments in the 
field (Medlin and Fitch, 1983). In practical applications, observation of the abnormal 
elevation in injection pressure could be taken as evidence of intersection with natural 
fractures, which might imply complex fracture networks. Jeffrey et al. (2009) adopted a 
two dimensional model to simulate a hydraulic fracture growing along natural fractures 
with offsets and obtained similar results about treating pressure and fracture width 
distribution.    
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(a) Fracture trajectory (b) Width profile 
Figure 6.26: Fracture trajectory and width profile at the end of injection. 
 
 
Figure 6.27: Variations of the net injection pressure at the injection point with time. 
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Our current model is able to simulate fracture propagation with constant fracture 
height, but cannot analyze the effects of height growth on fracture geometry and injection 
pressure response. Analytical models of PKN (Perkins et al., 1961; Nordgren et al., 1972) 
and KGD (Geertsma et al., 1969; Danaeshy et al., 1973) imparts the effects of fracture 
height on injection pressure. For the PKN model with an assumption of fracture height 
much less than fracture length, injection pressure increases as the fracture propagating; 
on the other hand, for the KGD model with an assumption of fracture height much greater 
than fracture length, injection pressure decreases as the fracture growing. For hydraulic 
fracturing in naturally fractured reservoirs, fracture length and height growing 
simultaneously as well as deflection into natural fractures result in different responses of 
injection pressure. Fracture height growth causes a decrease of injection pressure; on the 
contrary, deflection into natural fractures requires an elevation in injection pressure. If 
these two processes coincidently occur at the same time, response of injection pressure 
will depend on both of them. It is a big challenge to determine magnitude of the elevation 
in pressure which is affected by many factors. In some cases the elevation is easily 
observed from injection pressure history, while in some cases there is no obvious change 
of injection pressure. We reserve studying injection pressure of three-dimensional 
hydraulic fracturing in naturally fractured reservoirs in our future work. 
 
6.6 CONCLUSIONS  
Natural fractures play a significant role in hydraulic fracture growth and pressure 
response. Intersection with natural fractures can change fracture propagation trajectory, 
flow rate distribution and fluid flow pathways, resulting in abnormal pressure response 
and width restriction. In this Chapter, our complex hydraulic fracture development model 
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incorporating two crossing criteria is employed to study the physical mechanisms of a 
hydraulic fracture intersecting with natural fractures. A summary of the major 
conclusions is given below: 
i. When both wings of a hydraulic fracture encounter natural fractures 
simultaneously and cannot cross them, pressure inside the hydraulic fracture 
builds up until natural fractures fail. When one wing of a hydraulic fracture 
encounters a natural fracture, the growth of this wing is retarded and fluid is 
re-directed to the other wing, and pressure within the fracture slightly 
increases. When the other wing also intersects a natural fracture afterwards, 
the pressure increases again and fluid flows into both sides of the fracture.  
ii. The relative angle between HF and NF has a great influence on fracture 
geometry and pressure response. The larger the relative angle, the more severe 
width restriction and the higher elevation in injection pressure.  
iii. Fracture geometry of intersection is also affected by the length of activated 
natural fractures. If activated natural fractures are very short, fracture width on 
the natural fracture segments will be greatly restricted, in particular for the 
relative angle of 90
o
. In addition, after the hydraulic fracture come out from 
the tip of a natural fracture, the kink angle decreases as increasing the length 
of activated natural fractures.    
iv. Differential stress worsens fracture width restriction and lead to high elevation 
in injection pressure. This is because of additional compressional stresses 
exerting on misaligning natural fracture segments. 
v. Except additional closing stresses from in-situ stress field, stress shadow 
effects from the hydraulic fracture segment is another reason for width 
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reduction and pressure elevation. Compressional normal stresses and shear 
stress are induced on the natural fracture segments.  
vi. The offset fracture geometry might be created when a hydraulic fracture 
propagates in a naturally fractured reservoir. Fracture width at the offsets is 
greatly restricted. Besides, wellbore injection pressure might aid in diagnosing 
whether complex fracture networks are created.  
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CHAPTER 7: COMPLEX FRACTURE NETWORK ANALYSIS 
 
Chapter 6 investigated the effects of natural fractures on hydraulic fracture 
propagation and analyzed the physical mechanisms of the interaction between hydraulic 
and natural fractures. After understanding the interaction process, complex fracture 
networks generated in naturally fractured reservoirs are studied in this chapter.   
To simulate hydraulic fracture growing in the naturally fractured reservoirs, we 
need to characterize natural fracture distribution. This chapter begins with an introduction 
to generating natural fracture patterns using a stochastic realization method. After that, 
we discuss how to provide reliable complex fracture geometry through combining our 
numerical model and diagnostic techniques. Microseismicity and fiber-optic sensing 
(distributed temperature sensing and distributed acoustic sensing) can be used to calibrate 
and validate the partitioning of flow rate and hypothetical microseismic event patterns 
calculated by our numerical model, respectively. In the last section, a series of sensitivity 
analyses is studied to examine the influence of perforation cluster spacing, differential 
stress and natural fracture patterns on fracture geometry complexity.  
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7.1 INTRODUCTION  
Numerical fracture propagation models provide a critical link between fracture 
geometry and optimization of stimulation treatments. Hydraulic fracture propagation in 
naturally fractured reservoirs often develops complex fracture geometry. The complexity 
of fracture geometry results in significant uncertainty in fracturing treatment designs and 
field development optimization and is greatly affected by natural fracture patterns (Cipola 
et al., 2008; Olson et al., 2009; Dahi-Taleghani et al., 2009; Kresse et al., 2013). 
However, characterization of natural fracture distribution is a very challenging task based 
on limited available information. The reliability of the complex fracture geometry 
provided by numerical models has been challenged due to uncertain input parameters, 
such as natural fracture distribution. Therefore, more information given by diagnostic 
tools needs to be integrated and used to calibrate and constrain the fracture geometry 
from numerical models. The combination of diagnostic approaches and a hydraulic 
fracture model can greatly enhance the overall confidence in modeling and describing the 
complex fracture geometry in naturally fractured reservoirs.    
Diagnostic techniques play an important role in providing detailed information 
about the fracturing process, fracture geometry and proppant placement in the fracture 
(Barree, 2002). However, none of diagnostic techniques can give the exact details of 
fracture geometry and full understanding of stimulation behaviors. Microseismicity and 
fiber-optic sensing can be used to provide more information about the fracturing process 
for calibrating numerical results and aid the fracture propagation model to predict 
accurate fracture geometry (Holley et al., 2010).      
7.1.1 Microseismicity  
Microseismic monitoring is one of the primary methods to indirectly assess the 
size and shape of generated hydraulic fracture in the far field, which provides the 
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information about fracture geometry for an entire stimulated region. Microseisms are 
very small-scale earth movements triggered by shear failure on bedding planes or natural 
fractures during hydraulic fracturing treatments. The shear failure is induced by stress 
changes during the fracturing process. There are two main mechanisms inducing the 
stress changes which could trigger the microseismicity (Warpinski, 1994; Warpinski et 
al., 2001; Warpinski et al., 2014; Garcia-Teijeiro and Rodriguez-Herrera, 2014). One is 
the leak-off of fracturing fluid. Pore pressure around the fracture is increased due to the 
leak-off of the high-pressure fracturing fluid, resulting in the reduction of effective 
stresses. The decrease of the effective stresses could activate the weakness planes and 
generate the source of microseismic events. The other mechanism is the mechanical 
effects of opening fractures. The dilation of an opening fracture induces additional 
compressive stress to the side of the fracture behind the tips and additional tensile stress 
near and ahead of the fracture tips, as discussed in Chapter 3. In the compressive zone, 
principal stresses are increased and the stability of weak planes in this zone is enhanced. 
In the region near the fracture tips, the stresses are tensile and the shear failure of weak 
planes is likely generated.  
From the microseismic mapping, fracture geometry, such as orientation, length 
and height, can be estimated. But microseismicity cannot predict the fracture width 
distribution and provide the information about where the proppant is located in the far 
field after fracturing (Warpinski et al., 2014).  
7.1.2 Fiber-optic sensing 
Fiber-optic sensing in recent years has become a vital diagnostic tool for real-time 
monitoring of hydraulic fracturing treatments. It can be used to reliably observe the 
change of temperature, strain, and pressure as well as acoustics along the wellbore during 
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completion operations. Two fiber optic diagnostic tools primarily applied are distributed 
temperature sensing (DTS) and distributed acoustics sensing (DAS) (Sierra et al., 2008; 
Ugueto et al., 2014). DTS measures the temperature profile along the wellbore for 
estimating the distribution of the fluid and proppant into the fractures through wellbore 
temperature models (Seth et al., 2010; McCullagh et al., 2014; Yoshida et al., 2014). 
However, it is difficult for DTS to provide the actual injection rates of fracturing fluid 
(Molenaar et al., 2012). DAS is a relatively new technique which is able to quantify 
actual injection rates and proppant volume by analyzing the acoustic signal distribution 
along the wellbore (Molenaar et al., 2011). The resolution of both DTS and DAS is about 
3 ft (1 m). The information from DAS and DTS can assess the fracture initiation points, 
fluid and proppant distribution among fractures, and the effectiveness of isolation tools in 
the near the wellbore region.  
 
7.2 NATURAL FRACTURE CHARACTERIZATION  
Two aspects of natural fractures should be understood to predict their effects on 
hydraulic fracture treatments, the mechanical properties of the natural fractures and their 
spatial distribution. The first aspect controls the hydraulic fracture propagation direction 
when the hydraulic fracture intersects a natural fracture. The second aspect contributes to 
the complexity of fracture geometry. In this chapter, natural fractures are assumed as 
frictional interfaces in the model. A crossing criterion, based on the extended Renshaw 
and Pollard criterion (Renshaw and Pollard, 1995; Gu and Weng, 2010), is used to 
determine the hydraulic fracture propagation direction after intersecting with a natural 
fracture (Figure 7.1). The detail of this criterion was analyzed in the Chapter 6.    
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Hydraulic fracture propagation upon intersecting a natural fracture is affected by 
the strength of natural fractures, relative angle between the natural and hydraulic fracture 
and the remote in-situ stress ratio. Figure 7.2 was given by Gu and Weng (2011), 
indicating the crossing condition for different in-situ stress ratios and a number of the 
relative angles with the condition of zero tensile strength and cohesion for the rock. The 
region to the right of each curve indicates the crossing condition. It is clear that the size 
of this region decreases with decreasing the relative angle. When the relative angle is 90
o
, 
the hydraulic fracture can cross natural fractures with the friction coefficient greater than 
0.4 for any in-situ stress ratio. Virtually no crossing is possible when the relative angle is 
15
o 
or less. 
 
 
Figure 7.1: Schematic of a hydraulic fracture approaching a frictional interface. 
 
 184 
 
Figure 7.2: A crossing criterion for in-situ stress ratio between 1 to 10 and several 
intersection angles (Tensile strength To = 0 and cohesion So = 0). The region 
to the right of each curve is the crossing condition (Gu and Weng, 2011). 
Based on the mechanical and geometric characterization of natural fractures, two 
types of methods are often used to describe natural fracture patterns, mechanical 
propagation models (Olson, 1993, 2007) and stochastic realization methods (Dershowitz 
and Einstein, 1988; Kulatilake et al., 1993; Bour et al., 1997; Bour et al., 2002; Darcel et 
al., 2003; Gale, 2004; Kim, 2007; Schultz et al., 2013; Hooker et al., 2013). Mechanical 
propagation models simulate the growing process of natural fractures, incorporating 
mechanical and fluid flow boundary conditions as well as rock properties and fractured 
bed thickness. According to the genesis of natural fractures (Pollard, 1988; Dahi 
Taleghani et al., 2013), there are four types: (1) tensile fractures due to compressive 
stresses; (2) shear fractures due to compressive stresses; (3) tensile fractures due to 
unloading of compressive stresses; (4) natural hydraulic fractures. Olson (1993, 2007) 
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developed a mechanical model to identify the important processes controlling 
propagation of joints in reservoirs. The model was based on a displacement-discontinuity, 
boundary-element numerical method incorporating an approximate correction factor for 
bed thickness effects. The results from the model indicated that boundary conditions and 
rock properties systematically affect final joint patterns observed from outcrops. Fracture 
length distributions might be described as power-law functions. The area distribution and 
lengths of joints are controlled by the subcritical growth law of propagation velocities 
between fractures.  
The growth of a wide range of geologic structures is controlled by basic 
mechanical conditions, which make statistical analysis possible to investigate and 
understand the geometric attributes of the structures. Bonnet et al. (2001) reviewed the 
scaling of fracture systems in geological media and stated that power laws and fractal 
geometry provide applicable tools for characterizing fracture systems. They also 
introduced some methods to estimate exponents and fractal dimensions for fracture 
systems and provided a compilation of magnitudes of these properties. Bour and Davy 
(1997) applied power law fault length and random spatial distributions to study the 
connectivity of fault networks. Bour et al. (2002) developed another statistical scaling 
model for fracture network geometry and validated with a multi-scale mapping of a joint 
network. This model employed a power law in both fracture positions and lengths with 
three main parameters. Darcel et al. (2003) also applied stochastic fractal correlations to 
generate fracture networks for studying the connectivity properties of two-dimensional 
fracture networks. Kim (2007) developed stochastic fractal models in two and three 
dimensions to characterize fracture networks and estimated fracture porosity of naturally 
fractured reservoirs. Fractal theories were adopted to generate fracture center positions, 
fracture length and width. Schultz et al. (2013) adopted maximum likelihood estimation 
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methods for the distribution of length and displacement of opening-mode fractures, and 
then statistically evaluated the relationship between length and displacement. Hooker et 
al. (2013) described fracture-aperture-size distributions, spacing and tendency to be bed 
bounded in Cambrian Meson group, NW Argentina and summarized that fracture 
opening-displacement size distributions tend to follow a power law when fracture growth 
is unequally partitioned among variably cemented fractures; when growth is not 
influenced by cementation, the opening displacement follows a characteristic size 
distribution.  
Two fracture characteristics contribute especially to the network complexity: 
fracture center location and fracture length distribution. In this section, we adopt random 
distribution in space or along one dimension to describe fracture-center positions. 
Fracture lengths are drawn from a power law probability distribution (Segall and Pollard, 
1983; Davy, 1993; Gale et al., 2007; Olson, 2007):   
( ) an l dl l  ,                                                 (7.1) 
where n(l)dl is the number of natural fractures having a length in the range [l, l+dl], is 
a coefficient of proportionality, and a is an exponent varying between 1 and 3. As shown 
in Figure 7.3, the probability to introduce large fractures is much smaller than that of 
having small fractures. The relative abundance of small versus large fractures is inversely 
proportional to the magnitude of the exponent a (Figure 7.3).   
Natural fractures are divided into sets based on common orientation. In Barnett 
shale, the dominant trend of natural fractures is west-northwest, and another set trends 
north-south (Gale et al., 2007). To investigate the sensitivity of the created geometry of 
fracture networks, we generated a single set of vertical natural fractures with a strike 
orientation of 45
o
 in a 1000 ft × 1000 ft square reservoir (Figure 7.4). Fracture spacing 
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was varied from random (Figure 7.4(a)) to regular (Figure 7.4(b)). Both patterns were 
created using exponent of power law a = 2 (Figure 7.5). 
In our current model, all natural fractures are potential deformation locations. 
They are not discretized (no boundary elements are assigned) until the hydraulic fracture 
tip intersects the natural fracture and the interaction criterion indicates the fluid will be 
diverted along it. Only then is the natural fracture actually included into the deformation 
model. It is also assumed that once a hydraulic fracture diverts along the pre-existing path 
of a natural fracture, it must propagate to the end of the natural fracture before kinking 
back into the matrix.  
 
 
Figure 7.3: Illustration of the density n(l) for power law population with exponent a = 1, 
2 and 3. 
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(a) (b) 
Figure 7.4: Natural fracture patterns with power law fracture lengths distribution (n(l)dl = 
l-a): (a) random distribution in space of fracture centers; (b) regular spacing 
of fracture centers.  
 
 
Figure 7.5: Fracture length distribution in Figure 7.4. 
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7.3 INTEGRATION OF DIAGNOSTIC TECHNIQUES FOR CALIBRATING FRACTURE 
MODELING 
In this section, we run several cases to show how to relate our numerical model to 
diagnostic techniques. Microseismicity can provide an overall image of assessing where 
the fracture is likely to be created in the far-field, while DTS and DAS can provide 
almost immediate updates of the near-wellbore fluid rate into the fractures. 
Microseismicity operates at coarse resolution over a large area, and DTS and DAS offer 
fine resolution in the meter range near the wellbore. The information available through 
microseismicity and fiber-optic sensing is complementary and provides a complete 
picture of fracture stimulation for validating and constraining numerical results. We run 
cases of four fractures in a single stage growing simultaneously (Figure 7.6) and calculate 
the split of the fluid between different perforation clusters and a hypothetical 
microseismic event pattern which can be used to compare and validate with information 
offered by DTS and DAS and microseismicity, respectively. All the input parameters are 
listed in Table 7.1.   
 
 
Figure 7.6: Illustration of four fractures propagating simultaneously. 
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Injection rate 60 bpm 
Length of a stage 300 ft 
Layer height 100 ft 
Minimum horizontal stress 4450 psi 
Fluid leak-off coefficient  0.00001 ft/min
0.5
 
Viscosity 1 cp 
Young’s Modulus 6.53×106 psi 
Poisson’s Ratio 0.2 
No. of perforations 60 
Density of Slurry 1.2 g/cm
3
 
Diameter of perforations 16 mm 
Diameter of wellbore  0.1 m 
Proppant  40/70 Mesh 
Proppant diameter  0.0124 inch 
So 0 psi 
To 900 psi 
μ 0.6 
Table 7.1: Input parameters for multiple fractures propagating simultaneously. 
7.3.1 Modeling without natural fractures  
The partition of flow rate entering a fracture approximately corresponds to the 
partition of the amount of proppant located in the fracture. Hence, the variation of flow 
rates can indirectly reflect fracture conductivity from the proppant distribution. One 
output of our model is the split of flow rate between various fractures in a stage. To 
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clearly show the partition of flow rates between different perforation clusters, we study 
four fractures growing simultaneously without the influence of natural fractures in this 
section. Two cases with different perforation cluster spacing and differential stresses are 
studied. Cluster spacing for case (a) is 100 ft and differential stress is 100 psi, while 
cluster spacing for case (b) is 70 ft and differential stress is 1000 psi. The influence of 
wellbore friction can be ignored because the distance between perforation clusters is 
small. Perforation friction pressure for each fracture is almost identical and small relative 
to the pressure within the fractures. Hence, fractures 1 and 4 have the same fracture 
geometry, and fractures 2 and 3 also have the same dimensions as shown in Figure 7.7. 
The stress shadow effects in case (b) are greater than the effects in case (a) because of 
closer cluster spacing. Also, it is harder for fractures in case (b) to turn away from each 
other to alleviate strong fracture interaction because of higher differential stress. It is 
clear from Figure 7.7 that fractures of case (b) are more planar that fractures of case (a).  
Figure 7.8 shows the percentage of flow rate entering into fractures 1 and 2 for 
case (a) and (b), indicating that the exterior fractures receive more fluid and tend to 
dominate the propagation. The total volume taken by an exterior fracture is 39% for case 
(a) and 46% for case (b), as shown in Figure 7.9. For the case (b) with strong stress 
shadow and greater differential stress, the interior fractures almost cannot grow and the 
exterior fractures take the majority of the fluid volume, which has also been observed in 
the field by DTS and DAS (Wheaton et al., 2014).      
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(a)  (b)  
Figure 7.7: Fracture trajectory at the end of injection for case (a) with 100 psi differential 
stress and 100 ft cluster spacing and case (b) with 1000 psi differential stress 
and 70 ft cluster spacing. 
 
 
Figure 7.8: Percentage of flow rate splitting into each fracture vs. injection time for case 
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Figure 7.9: Percentage of total fluid volume splitting into each fracture at the end of 
injection for case (a) and (b). 
7.3.2 Modeling with natural fractures  
In this section, we run case (a) discussed in section 7.3.1, with the addition of 
natural fractures. Figure 7.10 shows fracture width distribution for four fractures, which 
illustrates that the fractures intersect natural fractures, propagate along the pre-existing 
paths of natural fractures and then come out from the tips. Fracture width is restricted on 
the natural fracture segments. The geometry of the two fracture wings is not symmetric 
because of a heterogeneous natural fracture distribution. The percentage of flow rate for 
each fracture wings is plotted in Figure 7.11, showing an obvious decrease of flow rate 
when a wing encounters a natural fracture and an increase of flow rate when the wing 
comes out from the tip of the natural fracture. Natural fractures can retard the growth of 
hydraulic fractures and vary the partitioning of flow rate between multiple fractures. In 
other words, sudden variations in flow rate observed by DTS and DAS might indicate the 
intersection with natural fractures. Besides, it is possible to infer the location of natural 
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fractures through combining fracture path provided by our model with real time data 
from DTS and DAS. The partitioning of total fluid volume at the end of injection is 
shown in Figure 7.12, illustrating that intersecting with natural fractures can change the 
distribution of fluid and make interior fractures receive more fluid. When the exterior 
fractures intersect natural fractures, the propagation of the interior fractures is enhanced 
to a certain degree. Comparison of Figures 7.9 and 7.12 indicate that natural fractures can 
change the fluid volume distribution between multiple fractures and alleviate the uneven 
development of multiple fractures.    
Figure 7.13 shows a hypothetical microseismic event pattern based on shear 
failure of natural fractures induced by hydraulic fractures. Shear failure is determined by 
the linear friction law (Eq. 6.6) based on induced stresses from hydraulic fractures. Our 
model only captures the shear failure generated by mechanical effects from opening 
fractures. Poroelasticity induced by leakoff is not considered in the model. Figure 7.13 
shows the hypothetical microseismic maps can approximately reflect fracture geometry.   
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Figure 7.10: Fracture width distribution for four fractures propagating in a naturally 
fractured reservoir. 
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Figure 7.11: Percentage of flow rate splitting into each fracture vs. injection time. 
 
 
Figure 7.12: Percentage of total fluid volume splitting into each fracture wings at the end 
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      Figure 7.13: Hypothetical microseismic event pattern (‘*’: microseismic activity). 
 
7.4 SENSITIVITY ANALYSIS OF COMPLEX FRACTURE NETWORKS  
A series of simulations was performed using our fracture propagation model to 
illustrate the impact of perforation cluster spacing and differential stress (DS = SHmax - 
Shmin) on fracture geometry and injection pressure in the naturally fractured reservoirs. 
The parameters (Table 7.1) are prescribed based on the published data for shale 
reservoirs. Fracture height is constant and equal to the thickness of the reservoir 
formation. Hence, fracture surface area is dependent on the effective length of hydraulic 
fractures. The effective fracture length is determined by proppant transport in the 
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complex fracture networks which is relative to proppant diameter. Cipolla et al. (2011) 
stated that the effective length is fracture length with aperture of 2.5 times greater than 
the average proppant diameter, which can allow proppant to enter a fracture. 
7.4.1 The effects of perforation cluster spacing  
Perforation cluster spacing is a very important factor that can be optimized to 
maximum oil/gas production. The cluster spacing affects oil/gas production, in two ways 
- pressure interference from production and fracture interaction between multiple 
fractures (Yu and Sepehrnoori, 2014; Yu et al., 2014). We solely focus on studying the 
fracture interaction. The stress shadow effects of simultaneous multiple fractures can 
result in uneven fracture growth (Olson, 2008; Roussel and Sharma, 2011; Wu and 
Olson, 2013). Furthermore, natural fractures also affect fracture growth and might 
generate complex fracture networks (Olson and Dahi-Taleghani, 2009; Dahi-Taleghani 
and Olson, 2009; Kresse et al., 2013; Wu and Olson, 2014(a)). The goal of stimulation 
designs is to expose as much fracture surface area as possible at the least amount of cost, 
because it is believed that drainage area is directly related to the surface area. 
The total effective fracture length for four cases with different perforation cluster 
spacing is as shown in Figure 7.14 for a stage with a length of 300 ft. Changing the 
perforation cluster number from 3 to 6 changes cluster spacing from 150 ft to 60 ft. 
Previous work on stress shadows (Wu and Olson, 2013) suggests that when fractures 
have a spacing equal to or less than their height, fracture width will be hindered in the 
interior fractures of a multi-cluster stage. The widest spacing case in Figure 7.14 (S/H = 
1.5) would consequently be considered a mild interaction case, and the 6 fracture case 
would be strong (S/H = 0.6). With decreasing perforation cluster spacing, the variability 
of growth between the fractures of a given stage increases. In the strong interaction case, 
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the exterior fractures have longer effective lengths than the interior ones. The larger the 
number of fractures, the more uneven effective fracture length distribution. The results 
also show that increasing the number of perforation clusters in fixed length stage does not 
necessarily result in increased total fracture length. For the range of input examined, the 
maximum total fracture length was for the case of 4 fractures. The greatest penetration 
away from the wellbore, however, was achieved for the closest spaced case which had the 
strongest mechanical interaction. Only 2 of the 6 fractures grew, allowing those that did 
grow to penetrate furthest away from the wellbore.  
Figure 7.15 shows fracture extent and width profiles at the end of injection for 
each case. The grey lines represent natural fractures and lines with different colors 
represent the hydraulic fracture width distribution. Fracture width profiles of the four 
cases illustrate that near the wellbore, fracture surface area for cases with small cluster 
spacing (e.g. the case with 6 fractures) is much larger than that for cases with large 
cluster spacing (e.g. the case with 3 fractures). Away from the wellbore, however, the 
cases with small cluster spacing have somewhat less surface area and smaller width. This 
might imply a horizontal well with small cluster spacing could have high production rates 
during early time, but decline rapidly during the late time (Khan, 2013).  
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Figure 7.14: Effective fracture length distribution and total effective fracture length for 
four cases with different perforation cluster spacing (slickwater, injection 
rate = 60 bpm, DS = 100 psi, relative angle = 45
o
, a = 2, NF spacing = 55 
ft).  
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(a) Cluster spacing = 150 ft (3 fractures) (b) Cluster spacing = 100 ft (4 fractures) 
  
(c) Cluster spacing = 75 ft (5 fractures) (d) Cluster spacing = 60 ft (6 fractures) 
Figure 7.15: Width profile of fracture networks at the end of injection for four cases with 
different perforation cluster spacing (slickwater, injection rate = 60 bpm, 
DS = 100 psi, relative angle = 45
o
, a = 2, NF spacing = 55 ft, ‘*’: 
microseismic activity).   
7.4.2 The effects of the remote differential stress  
Remote differential stress also has a great impact on injection pressure and 
fracture complexity. Figure 7.2 indicates that the crossing condition is affected by the in-
situ stresses ratio. Generally, the ratio is greater than 1 and less than 2. When the relative 
Horizontal 
wellbore 
Horizontal 
wellbore 
Horizontal 
wellbore 
Horizontal 
wellbore 
 202 
angle of the hydraulic and natural fracture is 45
o
 and the friction coefficient is 0.6, it is 
evident from the figure that hydraulic fractures cannot cross natural fractures for any 
differential stresses. Furthermore, non-zero tensile strength of the rock makes it even 
harder to cross the natural fractures. Therefore, in this case hydraulic fractures will not 
cross natural fractures for three distinct differential stresses (0 psi, 100 psi, 300 psi). 
When a hydraulic fracture grows along a misaligned direction, additional stresses will act 
on the hydraulic fracture. Figure 7.16 shows net injection pressure at the wellbore with 
time and illustrates that the net pressure increases with increasing differential stress. In 
addition, the net pressure of the cases with different differential stresses exhibits distinct 
magnitudes of pressure change as intersecting with natural fractures, emphasizing that net 
pressure trend might be able to aid in characterizing complex fracture geometry.   
Total fracture length and effective length are shown in Figure 7.17, illustrating 
that fracture growth is suppressed by high differential stress when hydraulic fractures 
divert along natural fractures. Fractures propagating in a reservoir with high differential 
stress have shallower reservoir penetration and wide fracture aperture (Figure 7.18) 
because fracture propagation is greatly slowed down when intersecting with natural 
fractures in the formation with high differential stress. The orientation histograms of 
fracture geometry are shown in Figure 7.19 by rose diagrams. Under isotropic stress 
conditions, hydraulic fractures have the tendency to continue growing along the direction 
of natural fractures after breaking out and have very small chance to grow in their 
original direction. Under anisotropic stress conditions, the chance of growing in the 
original direction increases and depends on the magnitude of differential stress. Figure 
7.19(b) shows that fractures propagate along natural fractures, and then turn back to the 
original direction after coming out from the tips of natural fractures. As differential stress 
increases, Figure 7.19(c) indicates that hydraulic fractures mainly propagate along their 
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original direction. The complexity of fracture geometry is mitigated by high differential 
stress. 
 
 
Figure 7.16: Variations of the net injection pressure at the heel of horizontal wellbore for 
three cases with different differential stresses (cluster spacing = 100 ft, 
slickwater, injection rate = 60 bpm, relative angle = 45
o
, a = 2, NF spacing 
= 55 ft).  
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Figure 7.17: Effective and total fracture length of four fractures for three cases with 
different differential stresses (cluster spacing = 100 ft, slickwater, injection 
rate = 60 bpm, relative angle = 45
o
, a = 2, NF spacing = 55 ft).   
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(a) DS = 0 psi 
 
(b) DS = 100 psi 
 
(c) DS = 300 psi 
Figure 7.18: Width profile of fracture networks at the end of injection for three cases with 
different differential stresses (cluster spacing = 100 ft, slickwater, injection 
rate = 60 bpm, relative angle = 45
o
, a = 2, NF spacing = 55 ft).  
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(a) DS = 0 psi (b) DS = 100 psi (c) DS = 300 psi 
Figure 7.19: Rose diagrams showing fracture trends for associated three cases in Figure 
7.18. 
7.4.3 The effects of natural fracture patterns 
Natural fracture patterns with different orientations, spacing, and lengths can 
significantly impact the shape of fracture geometry. In our model, a set of natural 
fractures with the same orientation and power law length distribution was created. Four 
hydraulic fractures propagating simultaneously were simulated to investigate the effects 
of the natural fracture orientation. Hydraulic fractures tend to cross natural fractures 
when the relative angle between HF and NF is 90
o
, as shown in Figure 7.20 (a). Natural 
fractures with large relative angle to hydraulic fractures have less chance to alter 
propagation trajectory of the hydraulic fractures because hydraulic fractures have greater 
possibility to cross the natural fractures (Figure 2). As the relative angle decreases, the 
chance of hydraulic fractures crossing natural fractures decreases, which implies that 
more natural fractures are opened. Figure 7.20 (b) and (c) show more complex fracture 
geometries as a result from hydraulic fractures deflecting into natural fractures.  
The results (Figure 7.21) of natural fracture patterns with different natural fracture 
lengths and spacing show a progression in hydraulic fracture geometry from a pattern 
with a preferential fracture trend in the direction of natural fractures (Figure 7.21 (a)), to 
Horizontal 
wellbore 
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a pattern with through-going fractures roughly growing along their original direction 
(Figure 7.21(d)). The length of natural fractures are controlled by the exponent a of 
power law. The range of a is from 1 to 3 based on the geological observation from 
outcrops (Segall and Pollard, 1983; Davy, 1993). More large fractures can be generated 
with a = 1 than a = 3, as shown in Figure 13. Decreasing the exponent a tends to increase 
the likelihood to create long diversion length along the natural fractures, which enhances 
the possibility to control the trajectory of hydraulic fractures. Comparing Figure 7.21 (a) 
and (c), it is clear that the preferential trends of overall fracture trajectory are different, 
even though the direction of natural fractures is 45
o
 for both cases. The preferential 
fracture trend in case (a) with a = 1 is almost parallel to the natural fractures. Increasing 
the a causes more natural fractures with short length, which increases variation in width 
and orientation along the fractures, as shown in Figure 7.21 (c) and (d). The variations in 
fracture path might enhance the flow resistance and prevent proppant from flowing 
through fracture networks.  
Natural fracture spacing also has great influence on fracture geometry. Natural 
fracture patterns with spacing 28 ft and 50 ft were created (Figure 7.21). The decrease in 
natural fracture spacing is a direct result of more and more natural fractures likely 
encountered and activated by the hydraulic fractures, which could trigger more 
microseismic activities. The preferential fracture trend is more likely to be parallel to the 
natural fractures when the fracture spacing decreases.  
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(a) Relative angle = 90
o
 
 
(b) Relative angle = 60
o
 
 
(c) Relative angle = 30
o
 
Figure 7.20: Width profile of fracture networks for three cases with different relative 
angles between HF and NF (cluster spacing = 100 ft, slickwater, injection 
rate = 60 bpm, DS = 100 psi, a = 2, NF spacing = 55 ft). 
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(a) a = 1 and NF spacing = 28 ft (b) a = 1 and NF spacing = 50 ft 
  
(c) a = 3 and NF spacing = 28 ft (d) a = 3 and NF spacing = 50 ft 
Figure 7.21: Width profile of fracture networks at the end of injection for four cases with 
different natural fracture patterns (cluster spacing = 100 ft, slickwater, 
injection rate = 60 bpm, DS = 100 psi, relative angle = 45
o
,
 
‘*’: microseismic 
activity).   
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7.5 CONCLUSIONS 
This chapter studied complex fracture networks induced by multiple hydraulic 
fractures propagating in naturally fractured reservoirs. Natural fracture patterns were 
generated by a stochastic realization method. Flow rate distribution between multiple 
fractures is changed when fractures intersect with natural fractures. To accurately predict 
complex fracture geometry, the partition of flow rate between multiple fractures can be 
calibrated by DAS and DTS, and hypothetical microseismic event patterns can reflect 
fracture trajectory and be validated with microseismic results from the field. With 
validation and calibration of diagnostic results, the model has the potential to predict 
complex fracture geometry in naturally fracture reservoirs.  
In addition, perforation cluster spacing, differential stress and natural fracture 
patterns have a great influence on fracture geometry. Close perforation cluster spacing 
causes immature development of interior fractures. High differential stress tends to 
increase injection pressure in naturally fracture reservoirs and reduces complexity of 
fracture geometry. Natural fracture patterns also play a significant role in controlling 
overall orientation of fracture path. The preferential trend of hydraulic fractures is more 
likely to be parallel to natural fractures with small relative angle to hydraulic fractures. 
Natural fracture patterns with a large length exponent a and close spacing tend to have a 
preferential fracture trend parallel to the direction of natural fractures.  
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CHAPTER 8: CONCLUSION AND FUTURE WORK 
  
This chapter first summarizes main research work presented in the dissertation. 
The novel fracture propagation model was developed for multiple fractures propagating 
in a naturally fractured reservoir. Key physical mechanisms and insights for complex 
fracture propagation were drawn from the simulation results. After that, some extending 
topics are proposed for future research.    
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8.1 CONCLUSIONS OF THE COMPLETED WORK 
8.1.1 The complex hydraulic fracture development model 
A novel fracture propagation model was developed to simulate hydraulic fracture 
propagation from a horizontal wellbore in a naturally fractured reservoir. The model 
coupled rock mechanics and fluid mechanics together. The following is a list of theories 
of these two parts employed in the model.  
For rock mechanics: 
v. The Displacement Discontinuity Method (DDM) was used to describe rock 
deformation. A three-dimensional elastic correction factor, G (Olson, 2004), 
was used to consider the effects of finite fracture height.  
vi. A Simplified Three-Dimensional Displacement Discontinuity Method (S3D 
DDM) was proposed to more accurately calculate displacements and induced 
stresses for multiple fractures, especially complex fracture networks in three 
dimensions. The computational efficiency of S3D DDM is improved by about 
one thousand times compared with 3D DDM.  
vii. Linear elastic fracture mechanics was employed to determine fracture 
propagation. The propagation direction was determined by the maximum 
circumferential stress criterion.  
viii. Stresses near fracture tips and energy release rate were described to predict 
crossing/arresting behavior of hydraulic fractures under the influence of 
frictional interfaces and cemented discontinuities, respectively.  
      For fluid mechanics:  
v. Incompressible and non-Newtonian fluid flowing in the fractures was 
described by the lubrication theory.  
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vi. Fluid flow in the wellbore was analogous to the flow of electric current 
through an electrical circuit network, applying Kirchoff’s first and second 
laws to determine the partition of flow rate between multiple fractures. The 
pressure equilibrium was maintained between horizontal wellbore and 
multiple fractures.  
vii. The behavior of fluid leak-off from the fracture to formation was described by 
the Cater model.     
Iteratively and fully coupled procedures were used to couple rock deformation 
and fluid flow. For iterative procedure, the Newton-Raphson method was used to solve a 
non-linear equation system of fluid mechanics, and then the Picard iteration method was 
employed to iteratively couple rock deformation and fluid flow. For the fully coupled 
procedure, rock deformation and fluid flow were solved together through the Newton 
Raphson method.   
Compared with other complex fracture development models, our model has two 
distinguished advantages:   
i. The model incorporates key physical mechanisms of complex fracture 
geometry, such as stress shadow effects, fluid rate distribution among multiple 
fractures, interaction of HF and NF.  
ii. The model simulates complex fracture geometry in three-dimensions with 
high computational efficiency by using the Simplified Three-Dimensional 
Displacement Discontinuity Method (S3D DDM).   
The model was developed for simulation of complex hydraulic fracture 
development. The primary capabilities of the model are:  
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i. Model non-planar single fracture propagation from a misaligned direction of 
the in-situ stress state. 
ii. Model multiple fracture propagation from a stage or multiple stages 
simultaneously and sequentially.  
iii. Model fracture propagation in naturally fractured reservoirs and analyze 
complex fracture geometry. 
The model can be used to analyze the fracturing process and optimize stimulation 
designs. The main outputs from the model are:   
i. Complex fracture geometry, such as fracture trajectory and fracture width 
distribution. 
ii. Real time injection pressure in the horizontal wellbore and pressure 
distribution within the fractures. 
iii. The real time partition of flow rate and total fluid volume distribution between 
multiple fractures. 
iv. A hypothetical microseismic event pattern based on activated natural 
fractures. 
8.1.2 Key points of complex hydraulic fracture propagation 
One of the applications of a numerical fracture propagation model is to 
understand physical mechanisms of complex fracture propagation and provide insights 
for operators to design fracturing treatments and maximize the production. The following 
lists the key points for complex fracture propagation with and without the effects of 
natural fractures drawn from the results presented in the dissertation. 
Fracture propagation without the effects of natural fractures:   
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i. Non-planar fracture geometry can be induced when the orientation of an 
initial fracture does not align with the direction of the maximum horizontal 
stress.  
ii. Fracture width restriction of non-planar segments is more pronounced with 
larger misalignment angles.  
iii. Reorientation of the fracture path is slower for weaker stress anisotropies. 
Extreme reorientation causes severe width restriction and high injection 
pressure. 
iv. Non-planar geometry is induced for multiple fracture propagation with close 
spacing. Simultaneously propagating fractures will attract or repel each other 
due to stress shadow effects.  
v. For multiple fractures propagating simultaneously in a stage, the exterior 
fractures generally dominate the propagation and take most of fluid, and the 
interior fractures are usually immaturely developed.  
vi. Sequential versus simultaneous stimulation methods will cause distinctly 
fracture geometries.  
vii. For simultaneous multiple fracture propagation, mechanical interaction and 
fluid flow interaction through the horizontal wellbore mutually affect each 
other, controlling simultaneous fracture propagation. Fracture propagation 
velocity rapidly decreases when a tip is close enough to an adjacent fracture.  
Fracture propagation with the effects of natural fractures:   
i. Natural fractures have a great influence on hydraulic fracture propagation and 
could change fracture propagation orientation, resulting in injection pressure 
elevation and fracture width restriction.   
 216 
ii. Width reduction and pressure elevation can be caused by the additional 
closing stresses from in-situ stress field for misaligned fracture segments and 
stress shadow effects from nearby hydraulic fractures.  
iii. Offset fracture geometry might be created when a hydraulic fracture 
propagates in a naturally fractured reservoir. Width restriction at offsets might 
increase the resistance to fluid flow within the fracture and the risk of screen-
out.  
iv. Complex fracture geometry in naturally fractured reservoirs could be 
accurately characterized by our numerical model combined with diagnostic 
methods.  
v. Effective fracture surface area of complex fracture geometry is affected by 
perforation cluster spacing and differential stress. There is an optimal choice 
for the number of fractures per stage to maximize the surface area, beyond 
which increasing the number of fractures actually decreases effective fracture 
area.  
vi. Fracture complexity is dependent on natural fracture patterns. Natural 
fractures with small relative angles to the hydraulic fracture trend are more 
likely to control fracture propagation path if intersected. Also, natural fracture 
patterns with more long fractures tend to increase the likelihood to dominate 
the preferential fracture trend of fracture trajectory.  
vii. Our numerical model can provide physics-based complex fracture networks 
that can be imported into reservoir simulation models for production analysis. 
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8.2 FUTURE WORK   
There are many topics which the work presented in the dissertation could be 
extended. These topics include (1) three-dimensional model development, (2) proppant 
transport, (3) and interaction between the natural and hydraulic fracture.    
A hydraulic fracture extends not only in length but also in height. The current 
model assumes a constant height. The recent experimental work by Bahorich et al. (2012) 
suggests that bypass and mixed mode propagation are likely in hydraulic fracture 
intersections with cemented natural fractures when the height of natural fractures is less 
than the height of formations. This problem might be solved by the Three-Dimensional 
Displacement Discontinuity Method (3D DDM) coupling two-dimensional fluid flow. 
The future goal is to incorporate 3D DDM into our model and extend the fluid flow 
model to two dimensions.  
In addition, the three-dimensional model can also be applied to hydraulic fracture 
propagation in the formations with multiple layers. Considering fracture propagation in 
multiple layers, the fracture geometry is much more complex than envisioned by the 
conventional models (Fisher and Warpinski, 2012). Out of zone growth is of great 
interest with regard to fracture treatment optimization.  
Proppant transport in complex fracture networks is another important topic. The 
effectiveness of a hydraulic fracture treatment depends on proppant distribution at the end 
of pumping. However, the current model does not take into account proppant transport in 
complex fracture networks and its impacts on fracture geometry. Assessing proppant 
transport in fracture networks provided by the model might require adopting 
computational fluid dynamics modeling. One of possible approaches is to establish a 
relationship between proppant volumetric concentration and fracture geometry by using a 
commercial implementation of computational fluid dynamics. A modified viscosity of the 
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slurry could be applied to consider the effects of proppant concentration and their effect 
on fracture propagation, in particular examining fracture length and conductivity.  
Finally, the interaction of natural and hydraulic fractures still requires more work. 
There are four physical mechanisms of mechanical activation of a natural fracture as a 
result of contacting a pressurized hydraulic fracture: (1) hydraulic fracture approach 
angle, (2) fracture coalescence, (3) fluid flow into the natural fracture, and (4) the 
subsequent initiation of secondary fractures from the natural fracture. The current model 
only considers the second and the third mechanisms. Future work will consider all four 
mechanisms theoretically and experimentally and estimate the effects on hydraulic 
fracture propagation. Recent work reported by Wang et al. (2013) indicates that the 
thickness of cemented natural fractures affects the interaction of natural and hydraulic 
fractures. However, this effect is ignored by existed interaction criteria. Future work 
could develop a new interaction criterion to determine fracture coalescence and 
subsequent initiation of a secondary fracture from cemented natural fractures. Energy 
release rate might be a potential parameter to be used as a criterion based on fracture 
mechanics, and some experimental tests also will be conducted to validate the criterion. 
The criterion could also be validated by numerical simulations, and the effects of these 
four mechanisms could be investigated by simulators. The criterion and results can then 
be used to enhance the current model.  
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Appendix A: Coordinate transform 
 
A.1 Two dimensional coordinate transformation 
Let X, Y be global coordinate, and (x, y) local coordinate. Transform to local coordinate 
from global coordinate:   
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Stress component from local coordinate to global coordinate:  
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A.2 Three dimensional coordinate transformation 
A.2.1: Transform from local coordinate of j
th
 fracture element to local coordinate of i
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element  
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x x x  be local coordinate of ith element, 1 2 3, ,
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x x x  local coordinate of jth 
element. For these two local coordinate systems, x2 is the direction of the fracture height 
for both coordinates. Hence, we just need to make transformations of x1 and x3. 
Transform to local coordinate of i
th
 element from local coordinate of j
th
 element: 
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A.2.2: Transformation between global coordinate and local coordinate of fracture 
elements (HF is normal to XY plane in global coordinate) 
Let X, Y, Z be global coordinate, and (x1, x2, x3) local coordinate. Transform to 
local coordinate from global coordinate:  
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