Abstract-In this paper we used clustering algorithms to compare the typical load profiles of different European countries in different day of the weeks. We find out that better results are obtained if the clustering is not performed directly on the data, but on some features extracted from the data. Clustering results can be exploited by energy providers to tailor more attractive time-varying tariffs for their customers. In particular, despite the relevant differences among the several compared countries, we obtained the interesting result of indentifying a single feature that is able to distinguish weekdays from holidays and pre-holidays in all the examined countries.
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1.

I NTRODUCTION
A. Motivation
There are two main motivations to accurately analyze electrical load consumption data: the first reason is to make the power grid operate in a more efficient way, possibly close to real-time. In fact, the recent increase of power generated from renewable sources, mainly PhotoVoltaic (PV) plants and wind farms, has in turn increased the quantity of power that is injected in the grid in a non-dispatchable and fluctuating manner. On the other hand, conventional power plants (e.g., thermo-electric power plants) are continuously maintained switched on at a low-level, as a back-up to match the energy demand, if needed (i.e., if they were switched off, then it would take a too long time before they could effectively be used as a back-up). Such an operation is very expensive, especially as it is usually very rare that they are used in practice. In this framework, the ability to predict the load in an accurate manner would clearly provide a helpful information to the energy suppliers to schedule the operation of power plants in a more efficient, and economically convenient, way.
There is also a second motivation to learn the patterns of electrical load consumption. The electricity market is in fact shifting towards a more dynamic, liberalized and competitive environment; the number of Distributed System Operators (DSOs) and energy retailers is increasing inside single countries, and have also started competing in other national markets. In such a context, energy suppliers have started to offer more diversified energy tariffs, following the trend of diversified bills in other more-established fields (e.g., telecommunications). From this perspective, the ability to know the typical load consumption patterns of 978-1-4799-1959-8/15/$31.00 @2015 IEEE different classes of customers can be used by energy suppliers to offer tailored, and in principle more attractive, energy tariffs. Accordingly, the objective of this paper is to analyze the consumption data of some European countries of different sizes and of different latitudes. While it is clear that the load is different for a number of reasons, namely, other than size and geographical reasons, there are also different levels of the industrial sector, and use of electrical energy for different purposes (e.g., heating), an interesting finding of this paper is that there are also some important common patterns. In particular, as it will be further elaborated in the paper, some features are equivalently informative in all the considered countries. This paper is organized as follows: the remainder of the Section is dedicated to explain why we are interested in applying clustering algorithms to the load data, and to review the current state of the art in this specific application. Section II introduces the used data-base, provides some initial insight on the available data, and shortly illustrates the used clustering algorithms and the adopted performance indices. Section III thoroughly compares the hourly load patterns among the considered countries in different cases. Finally, we summarize our findings and outline our current ongoing research in Section IV.
B. Clustering
Classification and clustering of time series signals is an important area of research in several fields, such as economics, engineering, finance, medicine, biology, physics, geology, and many others. Clustering refers to the ability to aggregate similar objects together, and the basic clustering operation corresponds to take a set of N objects and group them into K clusters. There are three main motivations for doing so (from [1]):
(i): First, a good clustering has predictive power; in this case, we perform clustering because we believe the underlying cluster labels are meaningful, will lead to a more efficient description of our data, and will help us choose better actions. This type of clustering is sometimes called "mixture density modelling", and the objective function that measures how well the predictive model is working is the information content of the data. In the load consumption example, this property suggests that clusters can be used to predict future energy consumption as well;
(ii): Secondly, clusters allow people to compress the information into a single information, corresponding to the center of the cluster, i.e., centroid. For instance, by classifying load consumption into two categories (working days and holidays), it is possible to identify two clusters and their two corresponding centroids. The centroids can be used to identify the "typical" consumption of that day of the week. Thus, it summarizes in only one 24-hour profile the information content of the load profiles during the, say, whole year. This type of clustering is sometimes called "vector quantization"; (iii): A third reason to make clusters is to identify the "outliers", i.e., the cases in which clusters fail to accurately represent particular data. An example of this, in our load consumption case, is represented by working days that for some reasons present load consumptions that are very close to holidays (e.g., working days in the middle of two holidays). Clearly, such anomalous days should be identified and not considered when building the profile of typical working days.
C. State of the Art
The adoption of clustering techniques to analyze load data is not fully novel: for instance, reference [2] analyses the load profiles of a representative sample of Spanish residential users, by means of dynamic clustering (i.e., dynamic in the sense that the load profiles are interpreted as a time-series database). A similar attempt to classify electricity customers has been previously performed, among others, in [4] , in the case of 234 non-residential customers in Italy connected to the Medium Voltage (MV) distribution system. One of the objectives of [4] is to compare some clustering algorithms, but the results (i.e., the habits of the customers) are not interpreted. In [3] , a clustering analysis is performed for the specific case of a building in a university campus in Greece. In some references, clustering analysis is mainly performed as a basis for load forecast. Among other, we remind references [5] - [8] . In [9] , the authors find out that also aggregations of several consumers can be convenient to improve forecasting accuracy. Other interesting very recent related works include [10] , where the authors use clustering algorithms to analyse the electrical load profile and for peak load assessment; [11] where load patterns are identified using an initial set of centroids specified according to a user-defined centroid model; [12] where the residential electrical load is modelled using mixture model clustering and Markov models; and finally we mention [13] where neuro-fuzzy classification methods are used to monitor the load in a non-intrusive fashion.
The contribution of this paper with respect to the others previously mentioned is that here clustering algorithms are used to compare the different load profiles in different European countries with the specific objective of identifying some common patterns. In doing so, we identify a specific feature, namely, "morning slope", that is particularly informative in all the selected countries in distinguishing days belonging to working days, pre-holidays and festive days. This result is rather surprising since the selected countries present load data that are completely different due to the different sizes of the countries, different latitudes, and different uses of energy (e.g., France, where electrical energy is also used for heating purposes). A second result is the identification of the typical load consumption profile in different days of the week in the selected country, which is an interesting curve that can be used, for instance, by energy retails or suppliers to tailor tariffs upon typical consumption habits. This work is a natural extension of [14] , where clustering techniques were used to analyze only the Italian electrical load.
11.
D ATA A NALY SIS AND A LGORITHMS
A. Data Set
We used the electrical load data freely available from the ENTSO-E database 1 • ENTSO-E is the European Network of Transmission Systems Operators for Electricity. The ENTSO-E statistical database includes a range of historical data sets regarding power systems of ENTSO-E member Transmission Systems Operators (TSOs). Following the merging of former TSOs associations in 2009, ENTSO-E has become the single data competence centre of the European electricity transmission systems; in particular, 41 TSOs from 34 countries are members of ENTSO-E. Among other data, the ENTSO-E database provides hourly and monthly consumption aggregated data for each country (i.e., the whole national load value is given). Note that according to the EC Regulation no. 122812003, the national TSOs have to obligatorily communicate the data relating the electrical physical flows in transmission systems operators' networks.
In our analyses, we down loaded daily data of six countries, namely, Italy, France, Germany, Belgium, United Kingdom and Ireland, from year 2010 to 2013 2 . The countries were chosen in order to cover most latitudes in Europe (i.e., from Southern to Northern Europe), different sizes, and different electrical loads, as it will be further illustrated in Section II-B. Figure 1 illustrates the electrical load data in year 2013 in the six considered countries.
B. Electrical Load Data
As can be seen from the figure, there are major differences among the different electrical loads, apart from the obvious difference of the average magnitude of the load which depends, among other things, on the size of the countries. In particular, it is possible to note that:
• The electrical load in France is particularly large in winter days. This is due to the fact that electrical energy is also used for heating, as an alternative to gas which is the conventional fuel in (most) of the other European countries;
• The electrical load is particularly high in Italy in summer days due to air conditioning. The same effect I h lIPS:/ /www.entsoe.eu/data/data-portallconsumption/Pages/defau It. aspx 2 At the time when the manuscript was prepared, complete data from year 20 1 4 was not available yet for all countries is not as clear in other considered countries, due to the fact that the weather is not as hot as in Italy; also, note that the load is dramatically low for a couple of weeks around August 15, this is due to the fact that almost all companies and offices close for holidays;
• The electrical load is practically constant throughout the year in Germany. This is due to the fact that a large component of the load is the industrial load which is not affected too much by seasonal patterns;
C. Fuzzy c-Means
We used a clustering algorithm to partition N data points in a 24-dimensional space (i.e., a daily load) into K classes, where N and K depend to the application of interest. There are many ways to do so, and we decided to adopt one of the most popular clustering algorithms: Fuzzy c-Means. The fuzzy c-Means (FCM) algorithms is a soft version of the so called K-means algorithm. In the K-means algorithm, K initial points are randomly chosen as the center of the K classes, denoted as centroids. Then an assignment step, where each point is assigned to the nearest centroid, and an update step, where the centroids are adjusted to match the means of their data points, are performed iteratively. The K-means algorithm always converges to a fixed point [1] . A drawback of the K means algorithm, is that points are assigned to exactly one cluster, and all points within a cluster equally belong to that cluster. One way to circumvent such a criticism, is to make the algorithm softer, and associate each points with a degree to quantify the membership to each cluster. The FCM is an example of such an algorithm, and it was initially proposed by Dunn [15] and then refined by Bezdek [16] . It can be shown that basic fuzzy C-means algorithms correspond to maximum likelihood algorithms for fitting a mixture of Gaussians to data [l].
D. Performance Index
It is well known, and also rather obvious, that the electrical consumption load has a daily pattern that is repeated every 24 hours. However, it is also known that this is not the only pattern, and the electrical load does also have a weekly pattern, which strongly depends on the specific day of the week, namely, working days vs. holidays. As an illustrative example, Figure 2 compares the electrical load in two weeks of year 2013, from April 15 to April 28. The two weeks were arbitrarily chosen within the year, just for the sake of comparison, in such a way that no holidays occur within the week in any of the selected countries for the period under exam. In Figure 2 , weekdays are shown in black, while Saturdays are shown in blue and Sundays are in red. As can be seen from the Figure, the load is typically lower on Sundays (i.e., when many commercial activities and some industries are closed), and is higher during the weekdays. Some intermediate behaviour is sometimes obtained on Saturdays.
Thus, the objective of this paper is to test the ability of a clustering algorithm, namely, the fuzzy c-Means explained in the previous section, to automatically classify daily profiles as belonging to a weekday or to a holiday. In some cases, we shall also be interested in further split them into three classes, i.e., weekdays, holidays and pre-holidays (i.e., non-festive days before holidays). In particular, we are interested in comparing the results that are obtained in each of the six selected countries. Then, the performance index corresponds to the number of days belonging to a given cluster that have been automatically classified in the correct cluster. The "correct" classification is thus taken from the calendar. At this regard, note that different countries have a different set of festive days, for instance, Figure 3 shows the Italian calendar of year 2013, where the days have been classified as festive, holidays and pre-holidays. For the reasons listed above, being interested in finding two or three hard partitions (namely, weekdays, holidays and pre-holidays) we use a basic defuzzyfication step after running the FCM algorithm, not exploiting the membership degree; this information will be further explored in a future work. Table I shows what happens if one runs the FCM algorithm directly on the raw data, or on the normalized data 3 . The objective is to obtain two clusters of data, one corresponding to holidays and pre-holidays, and another one corresponding to working weekdays. As can be seen from Table I, pre-TABLE I . processing of the data does not seem to influence the results of the clustering. Also, it can be seen that the direct clustering is already quite effective on both Italy and Germany, while the clustering approach classifies data in a different manner in the other countries. In particular, from visual inspection of the results, it can be seen that the data are not automatically clustered upon the day of the week, but rather upon the average value of the load, which is heavily affected by some seasonality effects.
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B. Feature-based Clustering
The results of Table I can be improved if the clustering procedure is performed on some features extracted from the data, rather than from the data itself. In this work, we consider the features listed in Table H . Some of them are conventional choices in data analysis, others are known to be interesting for the specific application of interest. Taking one feature at a time into consideration, the cluster analysis 
Early Afternoon
Difference between the load value at 11.00 am and at 03.00 pm
Late Afternoon
Difference between the load value at 09.00 pm and at 06.00 pm
FFT Peak Maximum of the absolute values of the Fast Fourier
Transform of the daily load values is iterated to obtain a significance scoring of each feature. Accordingly, Table III shows the performance of clustering upon the features previously listed. As can be seen from Table Ill , feature "Morning Slope" is the most informative feature in each of the six selected country, and in each case it manages to infer the correct day of the week around 95-96% of the times.
Comment : Note that it might be pointless to try to improve the previous results up to, say, 100 %. The reason is that some days of the year, though belonging to a certain class just from the point of view of the calendar, still, in every day life, they correspond to another class. As an example, in Italy practically every single office and most industries are closed for two weeks around August 15; thus, all the weekdays appear as "working days" from the calendar, but It IS well known that in truth they are holidays. Obviously, the load follows the real life trend, rather than the calendar. A similar pattern can be noticed during Christmas holidays in most countries. Therefore, the only way to increase the matching probability closer to 100 %, is to "redefine" the calendar according to people's habits. Since any choice in this direction can be interpreted as arbitrary, and as in any case such operations require some knowledge of the habits of people in different countries, in this paper we simply used the calendar as a term of comparison. However, one should be aware that reaching higher matching probabilities would be hard, and under some points of view, even wrong.
C. Three-cluster Clustering
In this section, we are interested in investigating the ability of the clustering algorithms to directly classify data into weekdays, pre-holidays and holidays. This task is considerably more complicated. As previously mentioned, some working days should be in truth treated as festive days; thus, the dif ference between pre-holidays/holidays and weekdays becomes even more subtle. In this section we compare four possible strategies: (i) a direct clustering procedure that separates the raw data in three classes; (ii) a direct clustering procedure that separates the data in three classes based on some feature; (iii) a hierarchical clustering procedure that first separates the raw data into two classes as before, working days and non working days, and then further separates the non-working days into holidays and pre-holidays; and (iv) the same hierarchical procedure of before performed on the features rather than on the raw data. Table IV illustrates the obtained results, but due to space limits we only report results for a single (most informative) feature. As can be noted in Table IV clustering, with percentages up to 90% and slightly better in the case of hierarchical clustering with percentages up to 95% for each country; this aspect will be further investigated in future works. For the sake of completeness, in Figure 4 , we show how informative every single feature is, in the case of a particu lar country, here Germany. Figure 4 shows the mean value and the standard deviation of the features of interest in the German case, in the period 2010-2013. In each subgraph, a line is centered on the mean value of that given feature in the corresponding set of days (top, black, working days; middle, blue, pre-holidays; bottom, red, holidays). Clearly, if the lines are horizontally spatially separated, this implies that the corresponding feature is expected to be useful in identifying the different days of the week. As anticipated in Table IV , Figure 4 confirms that the "Max Peak" and the "Morning Slope" are two of the most valuable feature in the case of Germany.
IV. CONCLUSION
As we had initially anticipated, one of main advantages of clustering lies in summarizing information in a single data-vector (i.e., the centroid of the cluster) which corresponds to some average consumption profile which is typical of a specific country. Such an information can be useful, for instance, for electrical energy providers to tailor their tariffs accordingly. Figure 5 shows the centroids of the two clusters (i.e., weekdays vs. holidays) for the six selected countries. We believe that the information shown in Figure 5 can be very useful for electrical energy suppliers and retails as an indication of some average profiles. This information can be useful, for instance, to plan optimal scheduling of dispatchable power plants to support power plants that exploit renewable energy to provide the required energy. The results presented in this paper are focused on the aggregated national electrical energy consumption, and do not distinguish between, for instance, residential load and industrial load. An interesting line of research is to repeat the same approach taking only residential load into account, to design optimal tariffs. In this case, the most challenging task appears to be the ability to collect a significative amount of household consumption data, since they are usually not revealed for privacy reasons and, most important, for business and competitiveness reasons. Another interesting line of research focuses on developing automatic methods to identifying the most informative sets of features that would allow to better c1usterise the data into three clusters, and this improve the results outlined in Table IV. V. ACKNOWLEDGEMENT This paper is related to the University of Pisa project PRA 2015 "Metodi e tecniche innovative per l'Integrazione di Sistemi per I'energia Elettrica e Termica (MISET)"
