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SUMMARY
This paper addresses the numerical aspects of adaptive filtering (AF) techniques for simultaneous state
and parameters estimation arising in the design of dynamic positioning systems in many areas of research.
The AF schemes consist of a recursive optimization procedure to identify the uncertain system parameters
by minimizing an appropriate defined performance index and the application of the Kalman filter (KF)
for dynamic positioning purpose. The use of gradient-based optimization methods in the AF computational
schemes yields to a set of the filter sensitivity equations and a set of matrix Riccati-type sensitivity equations.
The filter sensitivities evaluation is usually done by the conventional KF, which is known to be numerically
unstable, and its derivatives with respect to unknown system parameters. Recently, a novel square-root
approach for the gradient-based AF by the method of the maximum likelihood has been proposed. In
this paper, we show that various square-root AF schemes can be derived from only two main theoretical
results. This elegant and simple computational technique replaces the standard methodology based on direct
differentiation of the conventional KF equations (with their inherent numerical instability) by advanced
square-root filters (and its derivatives as well). As a result, it improves the robustness of the computations
against roundoff errors and leads to accurate variants of the gradient-based AFs. Additionally, such methods
are ideal for simultaneous state estimation and parameter identification since all values are computed in
parallel. The numerical experiments are given.
Received . . .
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1. INTRODUCTION
The problem of developing the adaptive filtering (AF) techniques for simultaneous state and
parameters estimation arising in the design of dynamic positioning systems has received increasing
attention in recent years. Any AF method consists of a recursive optimization procedure to identify
the uncertain system parameters by minimizing an appropriate defined performance index (e.g.
the negative likelihood function) and the application of the Kalman filter (KF) for a dynamic
positioning purpose. The gradient-based AF techniques additionally require the performance index
(PI) gradient evaluation. It yields to a set of the filter sensitivity equations and a set of matrix Riccati-
type sensitivity equations [1, 2]. The sensitivities evaluation is usually done by the conventional
KF and the direct differentiation of its equations (with respect to unknown system parameters);
see [3, 4, 5, 6, 7] and many others. A serious limitation of this methodology is the numerical
instability of the conventional KF (with respect to round off errors) that may destroy the filter and,
hence, the PI evaluation with the entire AF computational scheme.
∗Correspondence to: CEMAT, Instituto Superior Te´cnico, Universidade de Lisboa, Av. Rovisco Pais 1, 1049-001, Lisbon,
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Since 1960s there has been a great practical interest in the design of numerically stable and
computationally efficient KF implementation methods. This has resulted in a large number of
square-root (SR) filters, UD-based KF implementations and the fast Chandrasekhar-Kailath-Morf-
Sidhu KF algorithms [8, 9, 10, 11, 12, 13]. Any of these advanced KF methods can replace the
conventional KF in the AF schemes for a more stable PI evaluation. We may remark that current
implementations of the KF are most often expressed in (what is called) an array square-root (ASR)
form. They imply utilization of numerically stable orthogonal transformations for each recursion
step. This feature enables more efficient parallel implementation and leads to algorithms with better
numerical stability and conditioning properties; see [14, Chapter 12] for an extended explanation.
Despite the existing diversity of the efficient KF algorithms, the PI gradient evaluation (with
respect to unknown system parameters) in terms of advanced KF methods is seldom addressed.
In this paper we design simple and elegant computational scheme that allows for a natural
extension of any ASR KF on the case of the filter sensitivities evaluation. Such methods are
ideal for simultaneous state estimation and parameter identification since all values are computed
in parallel. Additionally, our approach avoids implementation of the conventional KF (and its
derivatives) because of its inherent numerical instability and, hence, improves the robustness of the
computations. The first paper on a stable filter sensitivity computation has suggested an extension
of the information-type KF [15]. Then, the stable methods in terms of the covariance-type ASR KFs
have been investigated in [16, 17, 18]. In this paper, we show that all types of the gradient-based AF
schemes within stable ASR-based filters can be derived from two main theoretical results proven
here. In contrast to the earlier published works, we do not derive a particular PI gradient evaluation
method, but present a general approach that is able to extend any ASR KF (existing or new) on the
robust filter derivatives computation. Additionally, the lower triangular scheme for the PI gradient
evaluation is designed. This case has never been studied before. The numerical experiments are also
given.
2. STATE AND PARAMETER ESTIMATION OF STATE-SPACE MODELS
Consider discrete-time linear stochastic system of the form
xk =F (θ)xk−1 +B(θ)uk−1 +G(θ)wk−1 , wk−1 ∼ N (0, Q(θ)), (1)
zk =H(θ)xk + vk, vk ∼ N (0, R(θ)) (2)
where k is a discrete time (k = 1, . . . , N ), i.e. xk means x(tk); vectors xk ∈ Rn and zk ∈ Rm
are, respectively, the unknown dynamic state and the available measurements; uk ∈ Rd is the
deterministic input signal. The process noise, {wk}, and the measurement noise, {vk}, are
uncorrelated Gaussian white-noise processes, with covariance matrices Q(θ) ≥ 0 and R(θ) > 0,
respectively. All random variables have known mean values, which we can take without loss
of generality to be zero. The initial state x0 is Gaussian random vector with the mean x¯0(θ)
and the covariance matrix Π0(θ), i.e. x0 ∼ N (x¯0(θ),Π0(θ)). It is independent from {wk} and
{vk}. Additionally, system (1), (2) is parameterized by a vector of unknown system parameters
θ ∈ Rp, which needs to be estimated. This means that the state-space model is known up to
certain parameters, i.e. the matrices F (θ) ∈ Rn×n, B(θ) ∈ Rn×d, G(θ) ∈ Rn×q, Q(θ) ∈ Rq×q,
H(θ) ∈ Rm×n and R(θ) ∈ Rm×m may all depends on θ. We stress that the initials conditions, i.e.
x¯0(θ) and Π0(θ) ∈ Rn×n may also depend on the parameters, however, such situation is seldom
studied in the literature.
If there is no uncertainties in the system (i.e. θ is known and, hence, the state-space model is
time-invariant), then the KF can be used for estimating the unobservable dynamic state xk from the
corrupted measurements z1, . . . , zk as follows [14]:
xˆk+1|k = F xˆk|k−1 +Buk +Kp,kek, xˆ0|−1 = x¯0, (3)
Kp,k = FPk|k−1H
TR−1e,k, ek = zk −Hxˆk|k−1, Re,k = HPk|k−1H
T +R (4)
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where Kp,k = E
{
xˆk+1|ke
T
k
}
and ek ∼ N (0, Re,k) are innovations of the discrete-time KF. The
matrix Pk|k−1 appearing in the above formulas is the error covariance matrix, i.e. Pk|k−1 =
E
{
(xk − xˆk|k−1)(xk − xˆk|k−1)
T
}
, and satisfies the difference Riccati equation
Pk+1|k =FPk|k−1F
T +GQGT −Kp,kRe,kK
T
p,k, P0|−1 =Π0 > 0. (5)
In the next section we consider the problem of parameters estimation by the gradient-based AF
techniques.
2.1. Gradient-based adaptive filtering schemes
The state-space model (1), (2) under examination is known up to certain parameters, θ ∈ Rp. This
means that the associated KF (3) – (5) depends on the unknown θ as well. We stress that both
the dynamic state, xk, and system parameters, θ, must be estimated simultaneously from only
the observed noisy signal zk. The classical way of solving such a problem is to use adaptive KF
techniques, where the model parameters are estimated together with the dynamic state [23].
To start implementing any AF scheme, one should choose first a PI that reflects the difference
between the actual system and the utilized model with associated KF, which needs to be tuned up [6].
Then, a particular AF method is to be applied. At present, there are available many commonly used
ways for the AF design in practice. Among them are the output-error techniques, the least-squares
approach, the maximum-likelihood method, min-max entropy algorithms, etc [24]. An important
problem arising in this setting is convergence conditions of the constructed AF, i.e. convergence
properties of the unknown parameter estimates, for both linear and nonlinear systems; see a
consistency-oriented discussion in [25, 26, 27, 28] and many others. For instance, [26, Lemma 3.1]
proves the main convergence result on this issue. It applies to quite a general situation and can be
used as a common framework for the convergence and consistency analysis of many above-cited
AF design methods. Throughout the paper we assume that all the assumptions of Lemma 3.1 hold;
see details in [26, p. 776].
The method of maximum likelihood is a general method for parameter estimation and often used
in practice; see, for instance, [1, 2, 4, 15] and many others. It requires the maximization of the
likelihood function (LF) given as follows [29]:
Lθ
(
ZN1
)
= −
Nm
2
ln(2π)−
1
2
N∑
k=1
{
ln (detRe,k) + e
T
kR
−1
e,kek
}
(6)
where ZN1 = {z1, . . . , zN} is N -step measurement history and ek ∼ N (0, Re,k) are the innovations
generated by the discrete-time KF (3) – (5).
Hence, the negative log LF represents the PI for solving the parameters estimation problem by
the method of maximum likelihood. Then, a recursive optimization procedure is used to identify the
unknown system parameters θ by minimizing the PI. The optimization is often done by gradient-
based or Newton’s type methods where the computation of the LF gradient (LG) is necessary. The
basic iteration in gradient-type non-linear programming methods has the following form [1]:
θn = θn−1 − γ ∇µ(θ)|θ=θn−1 , n = 1, 2, . . . (7)
where θn is the parameter vector at the n-th iteration and ∇µ(θ)|θ=θn−1 is the gradient of the PI
with respect to θ evaluated at θ = θn−1. The γ is a scalar step size parameter chosen to ensure
that µ(θ)|θn ≤ µ(θ)|θn−1 + ǫ where ǫ is a positive number that can be chosen in a variety of ways;
see [1] for more details.
As can be seen, the gradient-based AF approach requires the run of the KF at each iteration step
of the optimization method (i.e. for each θn−1) to generate the {ek, Re,k}, k = 1, . . . , N for the PI
evaluation, µ(θ)|θ=θn−1 , corresponding to the current approximation θn−1. Additionally, it demands
the gradient computation, ∇µ(θ)|θ=θn−1 at each θn−1. This leads to a set of p vector equations,
known as the filter sensitivity equations, and a set of p matrix equations, known as the Riccati-type
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sensitivity equations. The described forward filter method demands roughly an implementation of
p+ 1 equivalent KF’s all running in the forward time direction where p is a number of the unknown
system parameters.
In this manuscript, we do not discuss the particular optimization method that can be applied
in each particular situation, but explain how the PI (the negative log LF) and its gradient can be
computed accurately together with the system state. Such methods are ideal for simultaneous state
estimation and parameter identification since all values are calculated in parallel.
2.2. The problem of numerically instability of the conventional KF
Both parts of the AF scheme, i.e. the chosen optimization method (for finding the optimal θˆ∗)
and the chosen KF algorithm (for computing the PI and estimating xk), play an important role
in the computational scheme and affect the accuracy of the recursive adaptive estimator. Most of
the previously proposed AF techniques are based on the conventional KF (3) – (5) and the direct
differentiation of its equations for the PI gradient evaluation [3, 4, 5, 6, 7]. The main disadvantage of
this approach is numerical instability of the conventional KF while the requirement to compute the
filter sensitivities in parallel deteriorates the situation. Here, we improve the accuracy of gradient-
based AF methodology by replacing the numerically unstable conventional KF to advanced KF
methods and their derivatives with respect to unknown system parameters. More precisely, we are
focusing in the techniques developed in the KF community to solve ill conditioned problems. To
start the presentation of our main results, we first discuss the ASR filters.
The matrix Pk|k−1 appearing in (3) – (5) has the physical meaning of being the variance of the
state prediction error, xk − xˆk|k−1, and therefore has to be nonnegative-definite. Round off errors
may destroy this property leading to a failure of the filter. In contrast to the conventional KF (3) –
(5), the ASR methods propagate only square-root factors† P 1/2k|k−1 of the covariance matrices Pk|k−1,
k = 1, . . . , N . The point is that the product of the computed factors, say Pˆk|k−1 = PˆT/2k|k−1Pˆ
1/2
k|k−1, is
a symmetric matrix with positive elements on the diagonal and it is almost certainly nonnegative-
definite; see [14, Chapter 12] for more details. Furthermore, any ASR filter uses a numerically stable
orthogonal rotation at each iteration step. This feature enables more efficient parallel implementation
and leads to algorithms with better numerical stability and conditioning properties.
All types of the ASR implementations can be divided into two simple cases. Some of them uses
the orthogonal transformation of the form QA = R with R being an upper triangular matrix and
others imply the transformation QA = L where L is a lower triangular matrix‡. We illustrate this
statement by two ASR KF algorithms designed in [13].
THE EXTENDED SQUARE-ROOT COVARIANCE FILTER (eSRCF). Given the initial values for the
filter: P−T/20|−1 xˆ0|−1 = Π
−T/2
0 x¯0 and P
1/2
0|−1 = Π
1/2
0 , recursively update (k = 1, . . . , N ):
Q

 R1/2 0 −R−T/2zkP 1/2k|k−1HT P 1/2k|k−1FT P−T/2k|k−1xˆk|k−1
0 Q1/2GT 0

 =

 R
1/2
e,k K¯
T
p,k −e¯k
0 P
1/2
k+1|k P
−T/2
k+1|kxˆk+1|k
0 0 γk

 , (8)
xˆk+1|k =
(
P
T/2
k+1|k
)(
P
−T/2
k+1|kxˆk+1|k
)
(9)
where Q is any orthogonal transformation such that the first two (block) columns of the matrix on
the right-hand side of formula (8) is upper triangular. We introduce a notation for the normalized
innovations e¯k = R−T/2e,k ek and the normalized Kalman gain K¯p,k = FPk|k−1HTR
−1/2
e,k . The matrix
R
1/2
e,k is a square-root factor of Re,k.
†Throughout the paper we use the Cholesky decomposition of the form A = AT/2A1/2, where A1/2 is an upper
triangular matrix with positive diagonal entries.
‡ The left-hand side matrix A is called the pre-array of the ASR filter. The right-hand side matrices R and L are called
the post-arrays.
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Remark 1. The parentheses in (9) are used to indicate the quantities that can be directly read
off from the post-array in (8). Hence, no matrices need to be inverting for finding the state vector
estimate xˆk+1|k , k = 1, . . . , N .
THE EXTENDED SQUARE-ROOT INFORMATION FILTER (eSRIF). Given the initial values for the
filter: P−T/20|−1 xˆ0|−1 = Π
−T/2
0 x¯0 and P
−T/2
0|−1 = Π
−T/2
0 , recursively update (k = 1, . . . , N ):
Q

 R−T/2 −R−T/2HF−1 R−T/2HF−1GQT/2 −R−T/2zk0 P−T/2k|k−1F−1 −P−T/2k|k−1F−1GQT/2 P−T/2k|k−1xˆk|k−1
0 0 I 0


=

 R
−T/2
e,k 0 0 −e¯k
−P
−T/2
k+1|kKp,k P
−T/2
k+1|k 0 P
−T/2
k+1|kxˆk+1|k
∗ ∗ ∗ ∗

 (10)
where Q is any orthogonal transformation such that the first three (block) columns of the post-array
is a lower triangular matrix. The predicted state estimate can be found by solving the triangular
system of the following form:(
P
−T/2
k+1|k
) (
xˆk+1|k
)
=
(
P
−T/2
k+1|kxˆk+1|k
)
. (11)
Remark 2. The eSRCF and eSRIF can be verified by “squaring” both sides of the QA = R (or
QA = L), using the fact that QQT = I , and comparing the entries of both sides of the result. The
detailed derivations can be also found in [14].
As mentioned earlier, the maximum likelihood estimation procedure leads to implementation of
the KF (and its derivatives with respect to unknown system parameters), which is known to be
numerically unstable. It is desirable to avoid the use of the conventional KF in the computational
scheme. In other words, we would like to replace the disadvantageous conventional KF by
numerically stable ASR filters, e.g. by the eSRCF/eSRIF presented above. The log LF and its
gradient can be expressed in terms of the quantities appearing in the ASR filters as follows [16]:
Lθ
(
ZN1
)
=−
Nm
2
ln(2π)−
1
2
N∑
k=1
{
2 ln
(
detR
1/2
e,k
)
+ e¯Tk e¯k
}
, (12)
∂Lθ
(
ZN1
)
∂θi
=−
N∑
k=1
{
tr
[
R
−1/2
e,k ·
∂R
1/2
e,k
∂θi
]
+e¯Tk
∂e¯k
∂θi
}
, i = 1, . . . , p (13)
where tr[·] denotes the trace of matrices.
In the next section, we design a simple and convenient technique for computing derivatives of the
ASR filter variables required in equation (13).
3. ASR FILTER DERIVATIVES COMPUTATION
First, we note that each iteration of ASR filters has the following form: QA = B where Q is any
orthogonal transformation such that the post-array B is either a lower triangular or upper triangular
matrix. Treating these two cases separately, we prove the following main results.
Lemma 1 (THE LOWER TRIANGULAR CASE). Let entries of the pre-array A ∈ R(s+k)×(s+l) be
known differentiable functions of a parameter θ. Consider the equation of the form QA = L with
the following partitioning:
s l
Q
[
A11 A12
A21 A22
]
k
s
s l
=
[
0 L12
L21 L22
]
k
s
(14)
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where Q ∈ R(s+k)×(s+k) is an orthogonal matrix that lower-triangularizes the first (block) column
of the matrix on the left-hand side of (14) and L21 ∈ Rs×s is lower triangular. Introduce the notation
s l
Q
[
(A11)
′
θ (A12)
′
θ
(A21)
′
θ (A22)
′
θ
]
k
s
s l
=
[
X N
Y V
]
k
s
. (15)
Then given the derivative of the pre-array A′θ, the following formulas calculate the corresponding
derivatives of the post-array blocks:
(L21)
′
θ = (U¯
T +D + L¯)L21, (16)
(L22)
′
θ =
[
U¯T − U¯
]
L22 + L
−T
21 X
TL12 + V (17)
where L¯, D and U¯ are respectively strictly lower triangular, diagonal and strictly upper triangular
parts of the following matrix product Y L−121 .
Proof
At first, we show that Q′θQT is a skew symmetric matrix. For that, we differentiate both sides of
the formula QQT = I with respect to θ and arrive at Q′θQT +Q
(
QT
)′
θ
= 0, or in the equivalent
form Q′θQT = −
(
Q′θQ
T
)T
. The latter implies that the matrix Q′θQT is skew symmetric and can
be presented as a difference of two matrices, i.e. Q′θQT = U¯T − U¯ where U¯ is an (s+ k)× (s+ k)
strictly upper triangular matrix. Thus, the last (s× s)-block located at the main diagonal of Q′θQT
has the same form, i.e. [
Q′θQ
T
]
s×s
= U¯Ts×s − U¯s×s (18)
where U¯s×s is a s× s strictly upper triangular matrix and
[
Q′θQ
T
]
s×s
stands for the (s× s)-matrix
composed of the entries located at the intersections of the last s rows with the last s columns of the
product Q′θQT .
Next, we prove that the above-mentioned matrix U¯s×s is, in fact, the upper triangular part of the
matrix product Y L−121 . To do this, we differentiate the first equation in formula (14), i.e.
s
Q
[
A11
A21
]
k
s
s
=
[
0
L21
]
k
s
with respect to θ. Then, taking into account notation (15) and equality A = QTL, we obtain[
0
(L21)
′
θ
]
= Q′θ
[
A11
A21
]
+Q
[
(A11)
′
θ
(A21)
′
θ
]
= Q′θQ
T
[
0
L21
]
+
[
X
Y
]
. (19)
Further, it is not difficult to see that the pseudoinverse matrix (Moore-Penrose inversion) of
[ 0 | L21]
T is
[
0 | L−121
]
. Therefore the right multiplication of both sides of (19) by the pseudoinverse
yields [
0 0
0 (L21)
′
θ L
−1
21
]
= Q′θQ
T [0k×k ⊕ Is×s] +
[
X
Y
][
0 L−121
] (20)
where Is×s is the identity matrix of dimension s and 0k×k is the zero block of size k × k. The
[0k×k ⊕ Is×s] means diag{0k×k, Is×s}. Now we remark that[
0 0
0 (L21)
′
θ L
−1
21
]
=
[
0
[
Q′θQ
T
]row: first k
col: last s
0
[
Q′θQ
T
]
s×s
]
+
[
0 XL−121
0 Y L−121
]
(21)
where
[
Q′θQ
T
]row: first k
col: last s
stands for the (k × s)-matrix composed of the entries located at the
intersection of the first k rows with the last s columns of the matrix Q′θQT .
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From the matrix equation (21), we conclude the following. First, the matrix on the left-hand side
of (21) is block lower triangular. Thus, the strictly upper triangular part of the matrix [Q′θQT ]s×s
must exactly annihilate the strictly upper triangular part of the corresponding second term on the
right-hand side of (21). In other words, if the matrix product Y L−121 is represented as
Y L−121 = L¯s×s +Ds×s + U¯s×s
where L¯s×s,Ds×s and U¯s×s are respectively the strictly lower triangular, diagonal and strictly upper
triangular parts, then the matrix U¯s×s, in fact, satisfies (18).
Now formula (16) is easily justified. Indeed, from the matrix equation (21), we obtain
(L21)
′
θ L
−1
21 = U¯
T
s×s − U¯s×s︸ ︷︷ ︸
[Q′θQT ]s×s
+ L¯s×s +Ds×s + U¯s×s︸ ︷︷ ︸
Y L−121
,
(L21)
′
θ = (U¯
T
s×s +Ds×s + L¯s×s)L21.
For the sake of simplicity, in equation (16) we omit the subscripts of the matrices L¯, D and U¯ .
Second, from the matrix equation (21) we observe that the first (block) row of the left-hand side
matrix in (21) is zero. Thus, the first (block) row of the matrix Q′θQT must exactly cancel the
corresponding block of the second term in (21), i.e. we arrive at[
Q′θQ
T
]row: first k
col: last s
= −XL−121 . (22)
Next, we wish to validate (17). By differentiating the last equation in (14) with respect to θ, and
then taking into account notation (15), we derive[
(L12)
′
θ
(L22)
′
θ
]
= Q′θ
[
A11
A21
]
+Q
[
(A12)
′
θ
(A22)
′
θ
]
= Q′θQ
T
[
L12
L22
]
+
[
N
V
]
.
The previous formula implies that
(L22)
′
θ = V +
[
Q′θQ
T
]row: last s
col: first k
L12 +
[
Q′θQ
T
]
s×s
L22
= V +
[
Q′θQ
T
]row: last s
col: first k
L12 +
[
U¯Ts×s − U¯s×s
]
L22 (23)
where U¯s×s is the upper triangular matrix from (18) and
[
Q′θQ
T
]row: last s
col: first k
stands for the (s× k)-
matrix composed of the entries located at the intersections of the last s rows with the first k columns
of the product Q′θQT .
Eventually, formula (22) and the fact that Q′θQT is skew symmetric result in[
Q′θQ
T
]row: last s
col: first k
= −
[[
Q′θQ
T
]row: first k
col: last s
]T
= −
[
−XL−121
]T
= L−T21 X
T . (24)
Thus, the substitution of (24) in (23) validates (17) and completes the proof of Lemma 1.
Lemma 2 (THE UPPER TRIANGULAR CASE). Let entries of the pre-array A ∈ R(s+k)×(s+l) be
known differentiable functions of a parameter θ. Consider the equation of the form QA = R with
the following partitioning:
s l
Q
[
A11 A12
A21 A22
]
s
k
s l
=
[
R11 R12
0 R22
]
s
k
(25)
where Q ∈ R(s+k)×(s+k) is an orthogonal matrix that produces the block zero entry on the right-
hand side of (25) and R11 ∈ Rs×s is upper triangular. Introduce the notation (15). Then given the
derivative of the pre-array A′θ, the following formulas calculate the corresponding derivatives of
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the post-array:
(R11)
′
θ = (L¯
T +D + U¯)R11, (26)
(R12)
′
θ =
[
L¯T − L¯
]
R12 +R
−T
11 Y
TR22 +N (27)
where L¯, D and U¯ are respectively strictly lower triangular, diagonal and strictly upper triangular
parts of the following matrix product XR−111 .
Proof
Lemma 2 can be proved at the same way as Lemma 1. The detail derivation of the formulas above
can be also found in [17].
4. SUMMARY OF THE COMPUTATIONS
Theoretical results presented in Lemmas 1, 2 yield a general computational scheme for the filter
derivative computations. This new approach is able to replace the conventional KF (and its
derivatives with respect to unknown system parameters) by any numerically stable ASR filter in
the gradient-based AF techniques. The ASR methodology utilizes the pre-array A of any chosen
ASR filter and its derivatives in order to compute the post-array and its derivatives, respectively.
Algorithms 1, 2 summarize the entire computational schemes in details.
Algorithm 1. (THE LOWER TRIANGULAR CASE)
Input Data: The pre-array A and its derivatives
∂A/∂θi, i = 1, . . . , p.
Process: Compute the post-array L by (14). Save
matrices {Q,L} for future steps. Then, for each
component θi, i = 1, . . . , p:
• Find Q∂A
∂θi
and introduce the notations as
in (15). Save the blocks {Xi, Yi, Ni, Vi};
• Calculate YiL−121 . Split it into strictly lower
triangular L¯i, diagonal Di and strictly
upper triangular U¯i parts;
• Compute ∂L21
∂θi
=
(
U¯Ti +Di + L¯i
)
L21;
•
∂L22
∂θi
=
[
U¯Ti −U¯i
]
L22+L
−T
21 X
T
i L12+Vi.
Output Data: The post-array L and its deriva-
tives: ∂L21/∂θi, ∂L22/∂θi, i = 1, . . . , p.
Algorithm 2. (THE UPPER TRIANGULAR CASE)
Input Data: The pre-array A and its derivatives
∂A/∂θi, i = 1, . . . , p.
Process: Compute the post-array R by (25). Save
matrices {Q,R} for future steps. Then, for each
component θi, i = 1, . . . , p:
• Find Q∂A
∂θi
and introduce the notations as
in (15). Save the blocks {Xi, Yi, Ni, Vi};
• Calculate XiR−111 . Split it into strictly lower
triangular L¯i, diagonal Di and strictly
upper triangular U¯i parts;
• Compute ∂R11
∂θi
=
(
L¯Ti +Di + U¯i
)
R11;
•
∂R12
∂θi
=
[
L¯Ti −L¯i
]
R12+R
−T
11 Y
T
i R22+Ni.
Output Data: The post-array R and its deriva-
tives: ∂R11/∂θi and ∂R12/∂θi, i = 1, . . . , p.
Having applied Algorithms 1, 2 at each iteration of the ASR KF, we obtain the post array of the
filter and its derivatives with respect to unknown system parameters for each k = 1, . . . , N . These
quantities contain the {ek, Re,k} and {∂ek/∂θi, ∂Re,k/∂θi}, i = 1, . . . p, required for the PI and its
gradient evaluation; see (12), (13). Hence, the entire gradient-based AF computational scheme can
be formulated as follows. Let θn−1 denotes the value of θ after n− 1 iterations of the optimization
algorithm (7). In this section we explain how the next cycle for computing θn can be obtained by
using the chosen gradient-based optimization method, the chosen PI and any ASR filter, e.g. the
eSRCF/eSRIF presented above.
Algorithm 3. (ADAPTIVE FILTERING SCHEME)
Input Data: A current approximation θn−1.
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Process: Evaluate the system matrices (and its derivatives) at the current θn−1: Fˆ (θ) =
F (θ)
∣∣
θn−1 , Gˆ(θ) = G(θ)
∣∣
θn−1 etc. To improve robustness of the computations, replace the unstable
conventional KF (3) – (5) by any ASR filtering algorithm. Use the Cholesky decomposition to find
the square-root of the matrices: Πˆ1/20 and Rˆ1/2, Qˆ1/2. Set the initial values for the filter and, then,
process the measurements {z1, . . . , zN} as follows:
• Form the pre-array and its derivatives of the chosen ASR filter.
• Given the pre-array (and its derivatives), find the post-array and its derivatives (with respect
to each θi, i = 1, . . . , p) as follows. If the post-array has the form of a lower triangular matrix,
then apply Algorithm 1. If the post-array has the form of an upper triangular matrix, then
apply Algorithm 2.
• Extract e¯k and R1/2e,k from the post-array. Compute new term in the PI.
• Extract ∂e¯k/∂θi and ∂R1/2e,k /∂θi, i = 1, . . . , p from the derivatives of the post-array. Compute
new term in the PI gradient.
After processing all measurements {z1, . . . , zN}, the PI and its gradient are evaluated. Next, use the
chosen gradient-based method in order to find the next approximation θn.
Output Data: Next approximation θn.
Repeat Algorithm 3 for the next θn+1 (n = 1, 2, . . .) until the stopping criterion is satisfied. The
proposed technique simultaneously identifies the uncertain system parameters by minimizing the PI
and estimates the unknown state vector of dynamic system.
5. ILLUSTRATIVE EXAMPLES: THE ESRCF- AND ESRIF-BASED AF METHODS
The detailed derivation of the eSRCF-based technique for the log LF and its gradient evaluation
can be found in [16]. Here we show how the method can be easily obtained from Lemma 2 and
Algorithms 2. First, we note that the post-array of the eSRCF filter is an upper triangular matrix.
Next, the matrix that needs to be triangularized is of size n+m. Hence, we apply Lemma 2 to the
eSRCF pre-array with s = m+ n, k = q, l = 1 and the following partitioning:
Q


R1/2 0
P
1/2
k|k−1H
T P
1/2
k|k−1F
T
−R−T/2zk
P
−T/2
k|k−1xˆk|k−1
A11 ∈ R
(m+n)×(m+n) A12 ∈ R
(m+n)×1
0 Q1/2GT 0
A21 ∈ R
q×(m+n) A22 ∈ R
q×1


︸ ︷︷ ︸
Pre−array A
=


R
1/2
e,k K¯
T
p,k
0 P
1/2
k+1|k
−e¯k
P
−T/2
k+1|kxˆk+1|k
R11 ∈ R
(m+n)×(m+n) R12 ∈ R
(m+n)×1
0 0 γk
R21 ∈ R
q×(m+n) R22 ∈ R
q×1


︸ ︷︷ ︸
Post−array R
.
The computational scheme of Algorithm 2 leads to the filter derivative computations and, in
particular, to the ∂R1/2e,k /∂θi and ∂e¯k/∂θi, i = 1, . . . , p evaluation required in the PI and its gradient
evaluation.
At the same way the information-type algorithm can be easily obtained from the eSRIF; see also
the detailed derivation for the log LF and its gradient evaluation in [30]. We note that the post-array
of the eSRIF filter is a lower triangular matrix. Hence, we apply Lemma 1 and Algorithm 1 to the
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eSRIF with s = m+ n+ q, k = 0, l = 1 and the following partitioning:
Q


A11 is empty A12 is empty
R−T/2 −R−T/2HF−1 R−T/2HF−1GQT/2
0 P
−T/2
k|k−1F
−1 −P
−T/2
k|k−1F
−1GQT/2
0 0 I
−R−T/2zk
P
−T/2
k|k−1xˆk|k−1
0
A21 ∈ R
(m+n+q)×(m+n+q) A22 ∈ R
(m+n+q)×1


︸ ︷︷ ︸
Pre−array A
=


L11 is empty L12 is empty
R
−T/2
e,k 0 0
−P
−T/2
k+1|kKp,k P
−T/2
k+1|k 0
∗ ∗ ∗
−e¯k
P
−T/2
k+1|kxˆk+1|k
∗
L21 ∈ R
(m+n+q)×(m+n+q) L22 ∈ R
(m+n+q)×1


︸ ︷︷ ︸
Post−array L
.
In summary, the proposed computational schemes naturally extend any ASR filter and allow the
filter and the filter sensitivity equations to be updated in parallel. Hence, such methods are ideal for
simultaneous state estimation and parameter identification.
Remark 3. Some modern ASR KF implementations are based on the UDUT factorization of the
pre-array. Hence, an alternative approach to a problem of numerically stable PI and its gradient
evaluation can be found in, the so-called, UD-based filters developed first in [11]. The problem of
the UD-based filters’ derivative computation (with respect to unknown system parameters) has been
formulated by Bierman et al. in [15] and has been open since 1990s. It was recently solved in [31].
6. NUMERICAL EXAMPLES
First, we wish to check our theoretical derivations presented in Lemma 1 and 2. To do so, we
consider the following simple test problems.
Example 1. (SIMPLE TEST PROBLEM: THE UPPER TRIANGULAR CASE)
For the given pre-array
A =

 θ5/20 θ4/8 θ3/6 θ3/3θ4/8 θ3/3 θ2/2 θ2/2
θ3/6 θ2/2 θ 1

 ,
compute the post-arrays R and its derivative R′θ, say, at θ = 2 where the first three (block) columns
of the post-array R is an upper triangular matrix.
We note, that the unknown parameter θ is a scalar value, i.e. p = 1. For simplicity, we assume
that N = 1, i.e. we illustrate the detailed explanation of only one iteration step of the algorithm.
Next, we remark that the post-array should be an upper triangular matrix and, hence, Lemma 2
and Algorithm 2 should be applied to solve the stated problem. Then, we pay an attention to the
partitioning in (25) from Lemma 2 and conclude that s = 3, l = 1 and k = 0. Hence, the blocks
A21, A22 of the pre-array A and, respectively, the R21, R22 of the post-array R are empty. Indeed,
according to Example 1 the first three (block) columns of the post-array R is an upper triangular
matrix. This means that s = 3 and, hence, k = 0, i.e. A21, A22 are empty. As a result, l = 1.
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Table I. Numerical results for Example 1
We are given the pre-array A and its derivatives with respect to each θi, (in the example p = 1):
Pre-array A =

 θ5/20 θ4/8 θ3/6 θ3/3θ4/8 θ3/3 θ2/2 θ2/2
θ3/6 θ2/2 θ 1

, i.e. A|θ=2 =
[
1.6000 2.0000 1.3333 2.6667
2.0000 2.6667 2.0000 2.0000
1.3333 2.0000 2.0000 1.0000
]
,
and A′θ =

 θ4/4 θ3/2 θ2/2 θ2θ3/2 θ2 θ θ
θ2/2 θ 1 0


. So, A′θ|θ=2 =
[
4 4 2 4
4 4 2 2
2 2 1 0
]
.
Compute the post-array R using QR algorithm and save matrices {Q,R} for future steps:
Post-array R =
[
−2.8875 −3.8788 −3.0476 −3.3247
0 −0.2576 −0.6954 0.8886
0 0 0.0797 0.5179
]
, Q =
[
−0.5541 −0.6926 −0.4618
0.5795 0.0773 −0.8113
0.5976 −0.7171 0.3586
]
.
Apply the designed derivative computation method (p = 1):
• Compute QA′θ. Denote X1 =
[
−5.9105 −5.9105 −2.9552
1.0045 1.0045 0.5022
0.2390 0.2390 0.1195
]
,
Y1 = [ ]
V1 = [ ]
, N1 =
[
−3.6017
2.4725
0.9562
]
.
• Find X1R−111 =
[
2.0469 −7.8778 −27.5511
−0.3479 1.3388 4.6822
−0.0828 0.3186 1.1143
]
. Split it into L¯1 =
[
0 0 0
−0.3479 0 0
−0.0828 0.3186 0
]
,
D1 =
[
2.0469 0 0
0 1.3388 0
0 0 1.1143
]
, U¯1 =
[
0 −7.8778 −27.5511
0 0 4.6822
0 0 0
]
.
• Calculate R′11|θ=2 =
[
−5.9105 −5.8209 −2.7199
0 −0.3448 −0.5325
0 0 0.0888
]
and R′12|θ=2 =
[
−3.9537
1.4810
0.3978
]
.
Hence, the derivative of the post-array is
R′θ |θ=2 =
[
−5.9105 −5.8209 −2.7199 −3.9537
0 −0.3448 −0.5325 1.4810
0 0 0.0888 0.3978
]
.
Accuracy of the computations:
∣∣∣∣∣∣(ATA)′θ=2 − (RTR)′θ=2∣∣∣∣∣∣
∞
= 1.33 · 10−14
Having applied the computational scheme from Algorithm 2 to the pre-array in Example 1,
we compute the post-array R and its derivative (at the point θ = 2). The obtained results are
summarized in Table I. All codes were written in MATLAB. To check our derivations, we compute
the norm
∣∣∣∣∣∣(ATA)′θ=2 − (RTR)′θ=2∣∣∣∣∣∣
∞
. Indeed, from equation QA = R we have ATA = RTR.
Thus, the derivatives of both sides of the latter formula must also agree. The obtained value is
1.33 · 10−14. This confirms the correctness of the calculation of Algorithm 2 and validates the
theoretical derivations of Lemma 2.
Example 2. (SIMPLE TEST PROBLEM: THE LOWER TRIANGULAR CASE)
For the pre-array A from example 1, compute the post-arrays L and its derivative L′θ (at θ = 2)
where the first three (block) columns of the post-array L is a lower triangular matrix; see
equation (14).
The lower triangular case can be justified at the same way. We note, that l = 1, s = 3, k = 0
and, hence, we have the partitioning (14) of the pre-array A with the empty blocks A11, A12. The
post-array L is block lower triangular and, hence, we apply the computational scheme presented
in Algorithm 1. The obtained results are summarized in Table II. The accuracy of the computation
is
∣∣∣∣∣∣(ATA)′θ=2 − (LTL)′θ=2∣∣∣∣∣∣
∞
= 2.57 · 10−14. This confirms the correctness of the calculation of
Algorithm 1 and validates the theoretical derivations of Lemma 1.
Next, we wish to discuss the convergence of the parameter θ to its real value, i.e. to discuss the
accuracy of the designed recursive AF estimator presented in Algorithm 3. As mentioned earlier,
the new AF scheme is developed from the techniques designed in the Kalman filtering community
to solve ill conditioned problems. This should improve accuracy and robustness of the computations
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Table II. Numerical results for Example 2
We are given the pre-array A and its derivatives with respect to each θi, (in the example p = 1):
Pre-array A =

 θ5/20 θ4/8 θ3/6 θ3/3θ4/8 θ3/3 θ2/2 θ2/2
θ3/6 θ2/2 θ 1

, i.e. A|θ=2 =
[
1.6000 2.0000 1.3333 2.6667
2.0000 2.6667 2.0000 2.0000
1.3333 2.0000 2.0000 1.0000
]
,
and A′θ =

 θ4/4 θ3/2 θ2/2 θ2θ3/2 θ2 θ θ
θ2/2 θ 1 0


. So, A′θ|θ=2 =
[
4 4 2 4
4 4 2 2
2 2 1 0
]
.
Compute the post-array L using QL algorithm and save matrices {Q,L} for future steps:
Post-array L =
[
−0.0306 0 0 −0.6882
−0.6456 −0.6195 0 −1.5163
−2.8142 −3.8376 −3.1269 −3.0559
]
, Q =
[
−0.6882 −0.5869 −0.4264
0.6882 −0.3424 −0.6396
−0.2294 0.7337 −0.6396
]
.
Apply the designed derivative computation method (p = 1):
• Compute QA′θ. Denote
X1 = [ ]
N1 = [ ]
, Y1 =
[
−0.4588 −0.4588 −0.2294
−2.2499 −2.2499 −1.1250
−5.5432 −5.5432 −2.7716
]
, V1 =
[
−1.3765
−3.0325
−2.9848
]
.
• Find X1L−121 =
[
2.2105 0.2861 0.0734
10.8396 1.4031 0.3598
26.7057 3.4569 0.8864
]
. Split it into L¯1 =
[
0 0 0
10.8396 0 0
26.7057 3.4569 0
]
,
D1 =
[
2.2105 0 0
0 1.4031 0
0 0 0.8864
]
, U¯1 =
[
0 0.2861 0.0734
0 0 0.3598
0 0 0
]
.
• Calculate L′21|θ=2 =
[
−0.0676 0 0
−1.2462 −0.8693 0
−5.7777 −5.7661 −2.7716
]
and L′22|θ=2 =
[
−0.7184
−2.1301
−3.5808
]
.
Hence, the derivative of the post-array is
L′θ |θ=2 =
[
−0.0676 0 0 −0.7184
−1.2462 −0.8693 0 −2.1301
−5.7777 −5.7661 −2.7716 −3.5808
]
.
Accuracy of the computations:
∣∣∣∣∣∣(ATA)′θ=2 − (LTL)′θ=2∣∣∣∣∣∣
∞
= 2.57 · 10−14
for a finite-precision computer arithmetics. To check this property, we consider the set of ill-
conditioned test problems from [31].
Example 3. (SET OF ILL-CONDITIONED TEST PROBLEMS)
Consider the state-space model (1)-(2) with {F,G,B,H,Π0, Q,R} given by
F =

1 0 00 1 0
0 0 1

 , B =

00
0

 , G =

00
0

 , Q = [1] , R = [δ2θ2 0
0 δ2θ2
]
, H =
[
1 1 1
1 1 1 + δ
]
with x0 ∼ N



00
0

 ,

θ2 0 00 θ2 0
0 0 θ2




where θ is an unknown system parameter, that needs to be estimated. To simulate roundoff we assume
that δ2 < ǫroundoff, but δ > ǫroundoff where ǫroundoff denotes the unit roundoff error§, i.e. the machine
precision limit.
The set of ill-conditioned problems is constructed as follows. When θ = 1, Example 3 coincides
with well-known test from [32] that demonstrates how a problem that is well conditioned, as
posed, can be made ill-conditioned by the filter. It is often used in the Kalman filtering community
for observing the influence of round off errors on various KF implementations. The difficulty
§Computer roundoff for floating-point arithmetic is often characterized by a single parameter ǫroundoff, defined in different
sources as the largest number such that either 1 + ǫroundoff = 1 or 1 + ǫroundoff/2 = 1 in machine precision.
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(a) Convergence of the gradient−based AF estimators, δ =10−2
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(b) Convergence of the gradient−based AF estimators, δ =10−3
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(c) Convergence of the gradient−based AF estimators, δ =10−5
initial value is θ(0) = 1, real value is θ* = 5
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ed
 θ
Figure 1. The computed maximum likelihood estimates of θ by three gradient-based AF techniques: within
conventional KF (marker ◦); the eSRCF implementation (marker •) and the eSRIF filer (marker ×). The
initial parameter value, i.e. θ(0) = 1, is marked by ∗.
is in matrix inversion Re,k. After processing only the first measurement z1, the matrix Re,1 =
R+HΠ0H
T becomes singular in machine precision, i.e. as δ → ǫroundoff. This yields the failure
of the conventional KF. To construct a proper test problem for the gradient-based AF estimators,
the authors of [31] introduced an unknown system parameter θ, making sure that the same problem
is now applied to the matrix (Re,1)′θ. In other words, for any fixed value of the parameter θ 6= 0,
the matrices Re,1 = R+HΠ0HT and (Re,1)′θ are ill-conditioned in machine precision, i.e. as
δ → ǫroundoff. As a consequence, both parts of the gradient-based AF techniques (the PI and its
gradient evaluation, respectively) fail after processing the first measurement. This destroys the
entire AF estimator grounded in the conventional KF implementation. Hence, such test allows for
observing the influence of the round off errors on various gradient-based AF schemes.
We perform the following set of numerical experiments. Given the “true” value of the parameter θ,
say θ∗ = 5, the system is simulated for 1000 samples for various values of δ while δ → ǫroundoff. The
generated data is then used to solve the inverse problem, i.e. to compute the maximum likelihood
estimates by gradient-based AF schemes. We consider the AF recursive estimator based on the
conventional KF, on the eSRCF and eSRIF. The designed Algorithms 1, 2 are used for the PI and
its gradient evaluation within numerically stable ASR filters (the eSRCF and eSRIF). Algorithm 3
represents the general gradient-based AF scheme where we implemented the standard MATLAB
built-in function fminunc for optimization purpose. This optimization function utilizes the PI
(the negative Log LF) and its gradient that are calculated by the conventional KF approach and
the designed ASR methodology. The same initial value of θ(0) = 1 is applied in all examined AF
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estimators. To observe the convergence of the parameter θ from the initial value θ(0) = 1 to its real
value θ∗ = 5, we perform 100 Monte Carlo simulations and illustrate the obtained results by Fig. 1.
From the first two graphs in Fig. 1 we see that when δ = 10−2 and δ = 10−3, i.e. when the
considered problem is well-posed, all gradient-based AF techniques work equally well. We can
observe their perfect convergence from the initial value θ(0) = 1 to the real value θ∗ = 5 in all
100 Monte Carlo simulations. However, the situation dramatically changes for δ = 10−5 when the
problem becomes moderately ill-conditioned. The gradient-based AF scheme within conventional
KF exhibits perfect performance for δ = 10−2 and δ = 10−3, but it completely fails for δ = 10−5.
Indeed, the conventional approach leads to incorrect parameter estimate in most cases among 100
Monte Carlo simulations when δ = 10−5. Meanwhile, the AF techniques based on the numerically
stable ASR implementations work well for all examined δ as δ → ǫroundoff.
7. CONCLUSION
In this paper, we developed an elegant and simple general computational scheme that extends
functionality of any array square-root Kalman filtering algorithm on the filter derivative
computations. These values are required in the gradient-based adaptive filtering techniques for
simultaneous state and parameter estimation of dynamic positioning systems in many areas of
research. The proposed approach yields the improved robustness of the computations against
roundoff errors.
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