We prove a number of general theorems about CZK, the class of problems possessing computational zero knowledge proofs. Our results are unconditional, in contrast to most previous works on CZK which rely on the assumption that one-way functions exist.
The above equalities refer to the resulting class of problems (and do not necessarily preserve other efficiency measures such as round complexity).
Our approach is to combine the conditional techniques previously used in the study of CZK with the unconditional techniques developed in the study of SZK, the class of problems possessing statistical zero knowledge proofs. To enable this combination, we prove that every problem in CZK can be decomposed into a a problem in SZK together with a set of instances from which a one-way function can be constructed.
Introduction and Overview
Since their introduction by Goldwasser, Micali, and Rackoff [22] , zero-knowledge interactive proofs have become a central tool in cryptographic protocol design. In addition, they have also provided fertile grounds for complexity-theoretic investigations into the interplay between proofs, randomness, interaction, and secrecy. The notion of zero-knowledge proofs brought with it a number of fundamental questions, such as:
• Can we characterize the class of problems possessing zero-knowledge proofs? We will denote this class by CZK, for computational zero knowledge, to contrast with the more constrained notion of statistical zero knowledge that we will discuss later. (Here and throughout, we refer to classes of promise problems Π = (Π Y , Π N ) where Π Y and Π N are disjoint sets of strings containing the YES instances and NO instances of Π, respectively [10] .)
• Can we transform proof systems that are zero knowledge for the "honest verifier" (ie the verifier that follows the specified protocol) into ones that are zero knowledge in general (ie for all polynomial-time verifier strategies)? That is, does HVCZK = CZK, where HVCZK denotes the class of problems possessing computational zero knowledge proofs?
• Is it always possible to modify zero-knowledge proofs to have additional useful properties -such as having a small number of rounds, perfect completeness, or public coins? Or do the latter properties restrict the class of problems possessing zero-knowledge proofs?
• What closure properties does CZK have? Is it closed under complement? union?
Almost all of these questions were seemingly resolved by a series of exciting works within a few years after zeroknowledge proofs were defined. Specifically, under the assumption that one-way functions exist, it was shown that CZK "hits the roof," namely CZK = IP [18, 25, 5, 29, 24] . Thus, CZK is completely characterized and moreover has natural complete problems (namely, any complete problem for IP = PSPACE [27, 34] ). This also implies that HVCZK equals CZK, since CZK ⊆ HVCZK ⊆ IP is immediate from the definitions. In addition, the equality CZK = IP is proven by a generic transformation from interactive proofs into zero-knowledge proofs, and this transformation preserves many properties such as those mentioned above: the round complexity 1 , public coins, and perfect completeness. Since it was known how to transform interactive proofs into ones with public coins [23] and perfect completeness [12] , the same holds follows for zeroknowledge proofs. CZK also inherits all the closure properties of IP = PSPACE, in particular closure under complement and union. However, all of these results are based on the assumption that one-way functions exist, and without this assumption, all the questions listed above were open.
In this paper, we answer most of these questions unconditionally (i.e., without any unproven complexity assumption). In particular, we:
• Give several characterizations of CZK that make no reference to interaction or zero knowledge. (These characterizations are not complete problems, but turn out to have much of the same utility.).
• Prove that HVCZK = CZK.
• Show how to transform any computational zero knowledge proof into one with public coins and perfect completeness.
• Prove that computational zero knowledge is closed under union (and more generally satisfies "monotone formula closure").
The first hint that one might be able to prove unconditional results about computational zero knowledge came in the work of Ostrovsky and Wigderson [31] . They showed that if computational zero knowledge is nontrivial (i.e. CZK = BPP), then some weak form of one-way functions exist. Thus, they suggested that one might prove unconditional results about computational zero knowledge by a case analysis: If CZK = BPP, then many results about CZK hold trivially. On the other hand, if CZK = BPP, then we can try to use their "one-way functions" in the known conditional results about CZK. Unfortunately, as they point out, this approach does not work because the weak form of one-way functions they construct (in case CZK = BPP) are too weak for the conditional constructions mentioned above. 2 1 The round complexity is preserved up to an additive constant for achieving polynomially small soundness error. For negligible error, any superconstant factor suffices (by sequential repetition). 2 A similar approach was used in an attempt to prove HVSZK = SZK [9] , but subsequently a more direct approach that avoids these difficulties was found [20] .
Our approach is also a case analysis, but with two important differences that enable us to avouid the difficulties encountered in [31] . First, instead of considering the relation of CZK to BPP, we consider its relation to SZK, the class of problems possessing statistical zero knowledge proofs. Second, we are able to do the case analysis on an input-by-input basis. That is, we show that for every problem in CZK, we can partition its instances into "SZK instances" and "one-way function instances." This enables us to combine the conditional techniques mentioned above (based on one-way functions) with unconditional techniques developed in the study of SZK.
The SZK/OWF Characterization
Statistical Zero Knowledge. The distinction between computational zero knowledge and statistical zero knowledge involves the formulation of the "zero knowledge property," i.e. the requirement that the verifier "learns nothing" from the interaction other than the fact that the assertion being proven is true. The original (and most general) notion discussed above, called computational zero knowledge, informally says that a polynomial-time verifier learns nothing. Statistical zero knowledge, guarantees that even a computationally unbounded verifier learns nothing from the interaction. 3 Naturally, the stronger security guarantee of statistical zero knowledge is preferable, but unfortunately it seems to severely constrain the class of statements that can be proven in zero knowledge. Specifically, it is known that the class SZK of problems possessing statistical zero-knowledge proofs is contained in AM ∩ co-AM [11, 1] , and thus NP-complete problems are unlikely to have statistical zeroknowledge proofs. Thus statistical zero-knowledge proofs do not seem to have the wide applicability of computational zero-knowledge proofs (which stems from the existence of computational zero-knowledge proofs for all of NP [18] ).
Nevertheless, the class SZK of problems possessing statistical zero-knowledge proofs has turned out to be rich object of study, and in recent years, there have been a number of results substantially improving our understanding it. These results include the identification of natural complete problems for class SZK [33, 21] , showing that SZK is closed under complement [30] , honest-verifier SZK equals general SZK [20] , and private-coin SZK equals public-coin SZK [30] , and more. 4 In contrast to what was known for computational zero knowledge, all of these results are unconditional. That is, they do not rely on any unproven complexity assumptions (such as the existence of one-way functions).
It was suggested in [35] that the study of SZK could provide a useful testbed for understanding zero knowledge, before moving on to more complex models that incorporate computational intractability (such as CZK). In this paper, we make extensive use of that methodology, not just proving results about CZK by analogy to SZK, but actually making direct use of known results about SZK (e.g. in establishing and using the characterization below).
The characterization. In this paper, we provide a new characterization of CZK in terms of SZK and one-way functions: 
Intuitively, this characterization says that for every YES instance x, either one can prove the membership of x in Π in statistical zero knowledge ("x is an SZK instance"), or one can use x to construct a one-way function that uses x as an auxiliary input ("x is a OWF instance"). Note that if one-way functions exist (in the standard sense, without auxiliary input), then all promise problems satisfy the SZK/OWF CHARACTERIZATION (by setting I = Π Y , and f x (y) = g(y) where g is the one-way function assumed to exist).
On the other hand, CZK is contained in IP, so the above condition alone cannot characterize CZK (if we believe that one-way functions exist). We prove that if we simply add the condition Π ∈ IP, then we do indeed obtain an exact characterization. This theorem generalizes the result of [25, 5] the SZK/OWF CHARACTERIZATION, so Theorem 1.2 becomes Π ∈ CZK ⇐⇒ Π ∈ IP.) As noted above, the usefulness of this characterization is that it essentially reduces the unconditional study of CZK to its conditional study plus the study of SZK.
Both directions of this theorem seem nontrivial, and in proving each direction we establish additional characterizations of CZK that may be of independent interest: In proving the forward direction (Π ∈ CZK implies that Π satisfies the SZK/OWF CHARACTERIZATION), we obtain characterizations of CZK that are computational analogues of the complete problems for SZK. In proving the reverse direction, we provide characterizations of both CZK and SZK in terms of certain kinds of commitment schemes. We describe all of these various characterizations below.
Analogues of the SZK-Complete Problems
We establish two characterizations of CZK that are related to the the complete problems for SZK, so we begin by recalling those.
The Complete Problems for SZK. The first problem is STATISTICAL DIFFERENCE, the promise problem SD
Here (and below) X and Y are samplable probability distributions, i.e ones specified by circuits that sample from them, 5 and ∆(X, Y ) denotes the statistical difference (aka variation distance) between them.
The second problem is ENTROPY DIFFERENCE, the promise problem ED = (ED Y , ED N ) defined by
where H(·) denotes Shannon's entropy function (namely
The Completeness Theorems of [33, 21] can be stated as follows.
Theorem 1.3 ([33, 21]) STATISTICAL DIFFERENCE and ENTROPY DIFFERENCE are complete for SZK. That is, they are both in SZK and for every problem Π ∈ SZK, there is a polynomial-time computable function mapping strings x to pairs of samplable distributions
Similarly for ENTROPY DIFFERENCE.
Note that the result that SZK is closed under complement [30] follows from the fact ENTROPY DIFFER-ENCE trivially reduces to its complement (via the reduction
Analogous Characterizations of CZK. We present analogous characterizations of CZK, albeit not in terms of complete problems.
Definition 1.4 A promise problem Π satisfies the INDIS-TINGUISHABILITY CHARACTERIZATION if there is a polynomial-time computable function mapping strings x to pairs of samplable distributions
Like the SZK/OWF CHARACTERIZATION, if one-way functions exist, then every promise problem satisfies the IN-DISTINGUISHABILITY CHARACTERIZATION: on an input x of length n, we can define X = G(U n ) and Y = U 2n , where G is a length-doubling pseudorandom generator, and then X and Y simultaneously are computationally indistinguishable and have large statistical difference. Thus, as before, to obtain a characterization of CZK, we need only add the condition Π ∈ IP.
Theorem 1.5 Π ∈ CZK if and only if Π ∈ IP and Π satisfies the INDISTINGUISHABILITY CHARACTERIZATION.
In [33] , it was already proven that every problem that has a public-coin computational zero-knowledge proof satisfies the INDISTINGUISHABILITY CHARACTERIZATION. Thus, what is new here is showing that the characterization holds even for private-coin proofs, and establishing a converse (for Π ∈ IP).
A characterization somewhat analogous to ENTROPY DIFFERENCE follows.
Definition 1.6 A promise problem Π satisfies the CONDI-TIONAL PSEUDOENTROPY CHARACTERIZATION if there is a polynomial-time computable function mapping strings x to a samplable joint distribution (X, Y ) (i.e. two circuits that use the same coin tosses) and a parameter r such that
is computationally indistinguishable from (X, Y ) and H(X |Y ) ≥ r, and
where
As before, this definition is satisfied by all promise problems if one-way functions exist. A crucial point is that we use the conditional entropy H(X|Y ) instead of the difference in entropies H(X) − H(Y ) (as in the definition of EN-TROPY DIFFERENCE). Indeed, in [35] we pointed out that the analogous condition using difference in entropies is satisfied by all promise problems (regardless of whether or not one-way functions exist) and thus is useless. (At the time, we saw this as an obstacle to finding CZK analogues of the complete problems for SZK.) Theorem 1.7 Π ∈ CZK if and only if Π ∈ IP and Π satisfies the CONDITIONAL PSEUDOENTROPY CHARACTER- IZATION. Note that, in contrast to the SZK-completeness of EN-TROPY DIFFERENCE, this theorem does not seem to imply that CZK is closed under complement. The reason is that the CONDITIONAL PSEUDOENTROPY CHARACTERI-ZATION is not symmetric with respect to YES and NO instances.
Problem-Dependent Commitments
The above two characterizations arise in our proof of the "forward direction" of Theorem 1.2, namely that every problem in CZK satisfies the SZK/OWF CHARAC-TERIZATION. For the reverse direction, we want to construct a computational zero-knowledge proof system for every problem Π in IP that satisfies the SZK/OWF CHAR-ACTERIZATION. A first approach is for the prover to use the SZK proof system when the input is in Π Y \ I, and to use the proof system obtained by the generic, one-wayfunction-based compiler from IP to CZK [25, 5] when the input is in I. The difficulty with this is that the set I may not be efficiently recognizable, so this approach leaks information to the verifier (namely whether or not the input is in I).
Because of this difficulty, we take a more indirect approach, using (a variant of) the notion of problem-dependent commitment schemes [3, 26, 28] . Informally, for a promise problem Π, a Π-dependent commitment scheme has the structure of a commitment protocol, with the augmentation that both the sender and receiver get an additional input x, which is an instance Π. If x is a YES instance of Π, then the protocol is hiding, and if x is a NO instance, then the protocol is binding. Thus, they are a relaxation of commitment schemes, because the hiding and binding properties are not required to hold at the same time. Nevertheless, this relaxation is still useful in constructing zero-knowledge proofs. The reason is that zero-knowledge proofs based on commitments (e.g. [18, 25, 5] ) typically only use the hiding property in proving zero knowledge (which is only required when x is a YES instance) and the binding property in proving soundness (which is only required when x is a NO instance).
Our approach to proving the reverse direction of Theorem 1.2 is to construct two problem-dependent commitment schemes, one which is hiding on the SZK instances (i.e. Π Y \ I) and the other which is hiding on the OWF instances (i.e. on I). (Both are binding when Then we combine these two problem-dependent commitment schemes (via a simple secret sharing) to obtain a single problem-dependent commitment scheme for Π (which is then used in place of the standard commitments in the generic compiler from IP to CZK [25, 5] ). Our commitment scheme on the OWF instances is that of Naor [29] . On the SZK instances, we combine the techniques of [30, 33, 21] These two characterization theorems demonstrate that commitments are really the heart of zero-knowledge proofs.
Applications
From the above characterization theorems and their proofs, we are able to prove several general results about CZK. Recalling that HVCZK denotes the class of problems having computational zero-knowledge proofs against an honest verifier, we prove: ways. First, it would be preferable to have the hiding property hold even for receiver strategies that deviate from the specified protocol.
The commitment scheme as stated will only enable us to construct honest-verifier zero-knowledge proofs. Then, however, we will use the generic compiler of [20] to make the protocol zero knowledge even against cheating verifiers. Second, it would be preferable to have a protocol where the sender strategy can be implemented in BPP rather than BPP NP . This is the only reason that the prover needs an NP oracle in Theorem 1.10 below. In particular, the above theorem proves that in terms of defining the class CZK, public coins are equivalent to private coins, imperfect completeness is equivalent to perfect completeness, and universal black-box simulation is equivalent to general, non-black-box simulation. (Of course, when one is interested in more refined efficiency constraints, such as constant round complexity, these equivalences no longer apply, cf. [17, 15, 2] .) In [20] , analogues of the above theorem were proven (without the prover efficiency claim) for statistical zero knowledge and public-coin computational zero-knowledge, and [4] have shown that statistical zeroknowledge proofs can always be made to have a BPP NP prover.
(P,
We also prove the following.
Theorem 1.11 CZK is closed under union. That is, for every two promise problems
Note that closure under intersection is immediate; one can prove (x ∈ Π Y ) ∧ (x ∈ Γ Y ) by proving each statement separately in zero knowledge. However, for union, this approach will leak information (namely which of the two statements is true); this is what makes the above theorem nontrivial. More generally, we can give computational zeroknowledge proofs for any monotone formula over statements in CZK, and even allow the formula to be an input to the protocol (so that the running time is polynomial in the size of the formula). This is analogous to a theorem about SZK from [33] , which (building on [8] ) gives statistical zero-knowledge proofs for arbitrary (i.e. not necessarily monotone) propositional formulae over statements in SZK. Following [33] , our result also implies that that the class of problems having interactive proofs with "computational knowledge complexity O(log n) in the hint sense" (cf., [19] ) equals CZK.
Using our techniques, we are also able to prove that defining CZK (or HVCZK) with respect to simulators 8 Actually, if we forgo perfect completeness, then (P , V ) can be taken to be any interactive proof system for Π. The reason is that the transformation from private coins to public coins [23] only requires the prover to have an NP oracle and an oracle for P x . The transformation from imperfect completeness to perfect completeness [12] , however, seems to require a stronger prover. [22] ) yields the same class as if defined with respect to strict polynomial time (as in [14] ). However, in this abstract we restrict our attention to strict polynomial time.
Finally, we note that the results of Ostrovsky and Wigderson [31] (that some form of one-way functions are necessary for "non-trivial" zero knowledge) follow as corollaries of our characterizations.
Outline of Proof
In Figure 1 and below, we outline of the steps by which we establish our main results. We first establish the characterizations for HVCZK, the class of problems possessing honest-verifier computational zero-knowledge proofs.
From HVCZK to the SZK/OWF CHARACTERIZATION.
1. First, we prove that every problem in HVCZK satisfies the CONDITIONAL PSEUDOENTROPY CHARAC-TERIZATION. This is an adaption of the [21] reduction from HVSZK to ENTROPY DIFFERENCE (which in turn is based on [1, 32] ); as mentioned above, the key change is working with conditional (pseudo)entropy instead of differences in entropies.
2. We then prove that the CONDITIONAL PSEUDOEN-TROPY CHARACTERIZATION is equivalent to the IN-DISTINGUISHABILITY CHARACTERIZATION, which is via computational analogues of the reductions between ENTROPY DIFFERENCE and STATISTICAL DIFFERENCE in [35] (and the analysis of these computational analogues is based on [24, 13] ). We omit this step in this abstract due to space considerations, since it is not needed for the remaining results.
3. Finally, we show that the CONDITIONAL PSEUDOEN-TROPY CHARACTERIZATION implies the SZK/OWF CHARACTERIZATION. This is based on the result in [24] that "false entropy generators" imply pseudorandom generators (and hence one-way functions).
From the SZK/OWF CHARACTERIZATION to HVCZK. Next, we need to show that any problem satisfying the SZK/OWF CHARACTERIZATION has an honest-verifier computational zero-knowledge proof.
1. Our first step is to show that every problem satisfying the SZK/OWF CHARACTERIZATION has a problemdependent commitment scheme. As mentioned earlier, this is done by combining two problem-dependent commitment schemes, one which is hiding on the OWF instances (using [29, 24] ) and the other which is hiding on the SZK (YES) instances. (Both are binding on NO instances.) The construction of the problemdependent commitment scheme for SZK is based on a combination of techniques from [30, 33, 21] ; this is the technically most involved portion of our proof and is only sketched in this abstract due to space constraints.
2. Next, we show that every problem in IP that has a problem-dependent commitment scheme has an honest-verifier computational zero-knowledge proof. This is based on the compilers of [25, 5] that convert any interactive proof system into a computational zero knowledge one, based on the existence of commitment schemes. Following [26] , we use our problem-dependent commitment scheme instead.
This completes the cycle of inclusions showing that, for problems in IP, all of our various characterizations (conditional pseudoentropy, indistinguishability, SZK/OWF, problem-dependent commitments) are equivalent to membership in HVCZK.
From HVCZK to CZK and the Applications. We observe that the honest-verifier zero-knowledge proof we construct in the previous step is actually a public-coin one (because the [25, 5] compiler and our problem-dependent commitments are such). Thus, we can apply the transformation from public-coin honest-verifier computational zero knowledge to general computational zero knowledge from [20] . Thus HVCZK = CZK. Moreover, transformation of [20] satisfies all of the properties listed in Theorem 1.10. (For the prover efficiency, we need to verify that the compiler above and our problem-dependent commitment scheme yields an honest-verifier zero-knowledge proof with the claimed prover efficiency.)
The proof of closure under union (Theorem 1.11) and its generalizations, as well as the new proofs of [31] , are a direct adaption of the arguments in [33] , using the INDISTIN-GUISHABILITY CHARACTERIZATION instead of the completeness of STATISTICAL DIFFERENCE.
The full proofs of Theorems 1.10 and Theorem 1.11 are omitted in this extended abstract.
Definitions
We follow the standard definitions of zero-knowledge interactive proofs, as in [14] , noting the following points:
Promise problems. We extend all of the definitions to promise problems Π = (Π Y , Π N ) in the natural way, i.e. conditions previously required for inputs in the language (e.g. completeness and zero knowledge) are now required for all YES instances, and conditions previously required for inputs not in the language (e.g. soundness) are now required for all NO instances. Similarly, all of our complexity classes (e.g. CZK, SZK, HVCZK, HVSZK, BPP) are classes of promise problems. These extensions to promise problems are essential for formalizing our arguments, but all the final characterizations and results we derive about CZK automatically extend to the class of languages, simply because languages are a special case of promise problems.
Nonuniform computational indistinguishability.
As is standard in treatments of zero knowledge, computational indistinguishability is defined with respect to nonuniform polynomial-time distinguishers (i.e. polynomial-sized circuits). That is, two ensembles of probability distributions {X x } x∈I and {Y x } x∈I are computationally indistinguishable if for every nonuniform polynomial-time algorithm D, there exists a negligible function such that for all
We will usually describe this more informally by saying "when x ∈ I, X x and Y x are computationally indistinguishable." Notation for transcripts. We write (P, V )(x) to denote the interaction between P and V on common input x. We write P, V (x) to denote verifier V 's view of this interaction, i.e. all of the messages exchanged together with V 's coin tosses.
Random variables. For random variables X, Y , we write X ⊗Y to denote the random variable obtained by outputting a random sample of X and an independent sample of Y .
The SZK/OWF CHARACTERIZATION
In this section, we sketch the proof that every problem in HVCZK satisfies the SZK/OWF CHARACTERIZATION.
A first attempt. To show that every Π ∈ HVCZK satisfies the SZK/OWF CHARACTERIZATION, it is tempting to take the following approach. Consider the (honest-verifier) simulator for Π's computational zero-knowledge proof system. Let I be the set of inputs x ∈ Π Y for which the simulator's output is statistically far from the verifier's view. When we ignore the inputs in I, we have an (honest-verifier) statistical zero-knowledge proof system. On I, the output of the simulator and the verifier's view are statistically far apart but computationally indistinguishable. By Goldreich [13] , from any two samplable distributions that are statistically far apart but computationally indistinguishable, we can construct a one-way function.
This approach has two difficulties:
• What threshold of statistical difference should we use to partition the inputs in Π Y ? The result of Goldreich requires statistical difference at least 1/p(n) for any fixed polynomial p(n), but the definition statistical zero knowledge requires negligible statistical difference 1/n ω (1) .
• The result of Goldreich [13] requires that both distributions be (polynomial-time) samplable, but the verifier's view of the interaction with the prover will typically not be samplable. Moreover, if we require only one of the two distributions in Goldreich's hypothesis to be samplable, then it is unlikely to imply oneway functions. Indeed, it has been proven unconditionally that the uniform distribution (which is trivially samplable) is computationally indistinguishable from some (non-samplable) distributions that are statistically very far from uniform (indeed have very low entropy) [16] .
The first difficulty can be overcome using known results about SZK. Specifically, in [21, 35] it is shown that if a problem Π has an interactive proof system that can be simulated within statistical difference within 1/p(n) for a sufficiently large (but fixed) polynomial p (e.g. the cube of the communication complexity), then Π ∈ SZK.
For the second difficulty, we use the fact that a samplable distribution that is computationally indistinguishable from a non-samplable distribution of noticeably higher entropy does imply one-way functions [24] . We observe that the same holds for conditional entropy, and this leads us to establishing the CONDITIONAL PSEUDOENTROPY CHARACTERIZATION as an intermediate step en route from HVCZK to the SZK/OWF CHARACTERIZATION. Proof Sketch: The proof is an adaptation of the reduction from HVCZK to ENTROPY DIFFERENCE in [21] . Let (P, V ) be an honest-verifier computational zero-knowledge proof for Π, with simulator S. Without loss of generality, we may assume that (a) the proof system has negligible completeness error c(|x|) and negligible soundness error s(|x|), and (b) on every input x, the two parties exchange 2 (|x|) messages, with the verifier sending even-numbered messages and sending all of its r(|x|) random coin tosses in the last message. We call a transcript γ (consisting of 2 messages) an accepting transcript if all of the verifier's messages are consistent with its coin tosses (as specified in the last message), and the verifier would accept in such an interaction. Without loss of generality, we may assume that, on every input, the simulator always outputs accepting transcripts. We write γ i to denote the prefix of γ consisting of the first i messages.
For readability, we often drop the input x from the notation, e.g. using = (|x|), P, V = P, V (x), etc.
The following two claims are shown in [1, 32, 21] :
Since P, V 2i−1 is a prefix of P, V 2i , the term H( P, V 2i ) − H( P, V 2i−1 ) in the sum equals the conditional entropy H( P, V 2i | P, V 2i−1 ). Thus, the sum measures the total entropy contributed by the verifier's messages, and it is natural that this should equal the number of coin tosses of the verifier. (Recall that the verifier reveals its coin tosses at the end.)
What is less obvious is that the sum should be significantly smaller when we consider the simulated transcripts for x ∈ Π N .
Claim 3.3 For every
Intuitively, this says that in case x ∈ Π N the simulated verifier is not behaving as randomly as the real verifier would. Now, given input x, we construct circuits that sample from the following (joint) random variables.
(X, Y ): Select i ← {1, . . . , (|x|)}, choose random coin tosses R for the simulator, and output (S 2i (x; R), S 2i−1 (x; R)).
, where I denotes a uniform random element of {1, . . . , }. By Claim 3.2, we have:
When x ∈ Π N , then by Claim 3.2, we have
This is what we need to prove, except the entropy gap is only 1/ . This can be increased to 1 by taking independent samples from the joint distribution. 
.
Now we show that we can construct a one-way function from instances in I. Note that when x ∈ I, we have H(X |Y ) ≥ r > H(X|Y ) + 1. Let n = |x|, let m be the number of bits output by X, set k = n · m c for a sufficiently large constant c, and let H be a family of pairwise independent hash functions mapping {0, 1} km to {0, 1} kr−k+1 . Let s be the number of random bits to choose a random hash function from H. Consider the following samplable distribution
where H is a random hash function from H, and the
. On the other hand, using the fact that H(X |Y ) ≥ r and the techniques in [24] , it can be shown that Z is computationally indistinguishable from . . . , Y k ); since we have taken many independent copies X will actually have min-entropy close to kr given Y with high probability. Thus, by the Leftover Hash Lemma, we can extract kr − k + 1 almost-uniform bits from X .)
We have constructed a samplable distribution Z that is indistinguishable from a (samplable) distribution Z with 1 more bit of entropy. This is precisely the notion of a false entropy generator in [24] , from which they show how to construct pseudorandom generators and hence one-way functions. (Their constructions all work for the auxiliaryinput analogues of these objects.)
Problem-dependent commitments
In this section, we give some intuition for our construction of problem-dependent commitment schemes for SZK (namely, Theorem 1.8). For context, we first recall how this theorem, which is the technically most involved part of our work, fits into the rest of our results. Once we have a problem-dependent commitment scheme for SZK, we combine it with Naor's commitment scheme [29, 24] to deduce that every problem satisfying the SZK/OWF CHARACTERIZATION has a problem-dependent commitment scheme. Then, using the compiler of [25, 5] , we show that every problem in IP with a problem-dependent commitment scheme has a (public-coin) honest-verifier computational zero-knowledge proof.
We will construct a problem-dependent commitment scheme for the SZK-complete problem STATISTI-CAL DIFFERENCE [33] . This means that we will design a commitment protocol in which both the sender and receiver get as auxiliary input a pair (X 0 , X 1 ) of samplable distributions. The commitment scheme should be (statistically) hiding when X 0 and X 1 are statistically close and (statistically) binding when X 0 and X 1 are statistically far apart. By the Polarization Lemma of [33] , we may assume w.l.o.g. that the statistical difference between X 0 and X 1 is either exponentially small (for YES instances) or exponentially close to 1 (for NO instances).
A natural idea, suggested in [28] , is the following. To commit to a bit b, the sender sends a random sample x ← X b . To decommit, the sender reveals b and the coin tosses r used to generate the sample, and the receiver verifies that x = X b (r).
When X 0 and X 1 are statistically close, this scheme is indeed hiding. However, X 0 and X 1 being statistically far apart does not ensure that the scheme is binding. Indeed, two distributions can have statistical difference exponentially close to 1 and yet have identical supports (which means that every commitment can be opened in two ways). Roughly speaking, any intersection between the supports can consist of two kinds of elements. First, there can be samples that are atypically light for at least one of the distributions (i.e. have probability mass much smaller than 2 −h , if we assume (wlog) that H(X 0 ) = H(X 1 ) = h). There can be very many such elements. Second, there can be samples that are not atypically light for either distribution. However, there can only be a small number of elements ( 2 h ) of this type, if the distributions have statistical difference exponentially close to 1. Still, we need to cope with both kinds of samples.
To deal with the latter problem, we replace the commit phase with an interactive protocol whereby the receiver constrains the sender's choice of the sample/commitment x. Even if the sender deviates from the protocol, with high probability the commit phase will produce a sample that is atypically light for at least one of the two distributions, in which case we will regard it as a commitment to the bit corresponding to the other distribution. Thus, to reveal a commitment to bit b, the sender will give an (interactive) proof that the sample is not atypically light for X b . Of course, the challenge is to design both of these protocols so that the hiding property is maintained in case of YES instances.
Fortunately, there are two protocols due to Okamoto [30] (see also [21, 35] ) that turn out to be very well-suited for these tasks. We use an adaptation of Okamoto's "Sample Generation Protocol" for the commitment phase, and his "Sample Test Protocol" for the reveal phase. The price we pay for using Okamoto's protocols is that the sender can no longer be implemented in probabilistic polynomial time (but rather BPP NP ), and also that the round complexity becomes polynomial rather than constant. The fact that the sender is not polynomial time also complicates the definition of problem-dependent commitment schemes, because many properties of commitments that we normally take for granted (e.g. that the commitment protocol can be simulated, that the validity of commitments can proven in NP, etc.) must now be explicitly included in the definition. Due to space constraints, we defer the formal definition, the full construction, and the proof to the full version of this paper.
Open Problems
There are some results that are known about CZK under the assumption that one-way functions exist, but we do not know how to prove unconditionally:
• CZK is closed under complement. (If one-way functions exist, then CZK = PSPACE = co-PSPACE.)
• If Π ∈ CZK ∩ NP, then Π has a constantround zero-knowledge proof (with soundness error 1/poly(n)) [18, 6] . (Constant-round protocols with negligible soundness error are known under stronger assumptions [15] .)
• If Π ∈ CZK ∩ NP, then Π has a computational zeroknowledge proof where the prover runs in probabilistic polynomial time given a witness for membership. (In our Theorem 1.10, the prover needs an NP oracle.)
The only bottleneck for proving the latter two results unconditionally is our problem-dependent commitment scheme for SZK (Theorem 1.8) so any improvement to that commitment scheme with respect to round complexity or prover efficiency would have an analogous impact on CZK. (And on SZK -indeed, in [28] , problem-dependent commitments were proposed as an approach to proving the SZKanalogue of the last item.)
A natural next project is to undertake a similar unconditional study of zero-knowledge arguments, but there are several obstacles that need to be overcome. For example, the notion of argument systems is less meaningful if the specified prover is not constrained to run in polynomial time, but our techniques currently only give BPP NP provers (due to the problem-dependent commitment for SZK).
