An equilibrium system (also known as a KKT system, a saddlepoint system, or a sparse tableau) is a square linear system with a certain structure. G. Strang has observed that equilibrium systems arise in optimization, nite elements, structural analysis, and electrical networks. Recently, G. W. Stewart established a norm bound for a type of equilibrium system in the case that the \sti ness" portion of the system is very ill-conditioned. In this paper we investigate the algorithmic implications of Stewart's result. We show that all standard textbook algorithms for equilibrium systems are unstable. Then we show that a certain hybrid method has the right stability property.
Equilibrium systems
Recently, Strang 1986] for x and y arises in many physical applications. Here, D is an m m matrix, A is an m n matrix, x and b are m-vectors, and y and c are n-vectors. We call this system an equilibrium system.
The focus of this paper is on the stability of algorithms for this linear system. Here is a table summarizing the applications, and the interpretations of D; A; x;y;b;c in these applications. In the case of nite elements, we have indicated the interpretations in the context of a heat equilibrium problem (Poisson's equation The reader will observe that there are some similarities among the various interpretations. For example, one similarity is that, for the three physical applications, x and c are measured in the same physical units (e.g., amps), as are y and b (e.g., volts) . This is also the case in certain optimization problems, such as ow problems. This observation has some importance for numerical algorithms.
In all of these applications, the following two assumptions are commonplace, and they are made throughout the paper.
A1. Matrix D is symmetric and positive de nite.
A2. Matrix A has rank n, i.e., full column rank.
These assumptions imply that (1) is a nonsingular linear system with a unique solution.
The main focus of this paper is what happens when D is severely illconditioned. In the case that D is well-conditioned, the numerical problems associated with solving (1) are generally not as troublesome, and most standard methods will give good answers. Thus, we make the following assumption:
A3. Matrix D is very ill-conditioned.
The most natural framework for this assumption is an optimization algorithm involving a barrier function. The primary example of a barrier function in optimization is the class of interior point methods for linear programming. In an interior point method, matrix D becomes very ill-conditioned when the iterate approaches the boundary of the feasible region. (See Karmarkar 1984] for the rst interior-point method proposed for linear programming. See Wright 1992] for a description of barrier methods, linear programming, and their relationship.) For linear programming, since the solution is always on the boundary of the region, ill-conditioning in D always occurs during the algorithm.
Ill-conditioning of D can also occur in the other three applications listed above. In electrical networks, ill-conditioning occurs, for example, when one wishes to model the leakage currents to ground through insulators in the electrical network. In this case, some of the resistances will be many orders of magnitude larger than others, leading to a very ill-conditioned D. The same ill-conditioning occurs if the linear equilibrium system is a model of a time-varying system in which certain circuit elements have switched \o ."
In structural analysis, ill-conditioning in D occurs when the elements of the structure have widely di erent rigidity properties. In the nite elements for a heat application, ill-conditioning in D would occur if part of the domain under analysis were a thermal insulator and another part were a thermal conductor.
In the case that D is severely ill-conditioned, it is not at all apparent that an accurate numerical solution to (1) is possible, since ill-conditioning in D will presumably mean extreme sensitivity to roundo errors. A recent theorem due to Stewart 1989] shows that, in principle, an accurate solution can be computed under further assumptions. In Section 2 we review Stewart's result. Further theory is developed in Section 3. None of the standard algorithms are stable, however, when compared with the theoretical bound, as we demonstrate in Section 4. Our main contribution is to argue in Section 5 and Section 6 that a certain algorithm can in fact accurately solve (1).
Most of the analysis of this paper is valid only under certain further assumptions, which we now state.
A4. We are more interested in recovering y in (1) rather than x.
A5. In (1), the vector c is zero.
A6. Matrix D in (1) is a diagonal matrix.
In Section 8 we explain how A4, A5, and A6 could be relaxed. A4 is similar to obtaining error bounds on individual components of the solution of a linear system. See, for example, Chandrasekaran and Ipsen 1991] . In our work, the objective is to obtain a bound for a block of components of the solution.
In the context of optimization, A5 means that the current point is feasible. In the context of electrical networks, this assumption means that no external current sources are applied|only voltage sources (e.g., batteries or generators).
A6 holds in the context of interior point methods for linear programming. It also holds for electrical networks composed of batteries and resistors. In structure analysis and nite elements, this assumption holds in the case that the domain is a one-dimensional object (e.g., heat ow in a thin bar). For two-and three-dimensional objects, one usually obtains a matrix D that is block-diagonal.
A fth application of the equilibrium system, not listed in the above table, is a discretization of Stokes ow. Stokes ow is a linear approximation to the Navier-Stokes equations for incompressible uid ow, under the assumption of a very low Reynolds number. A6 is never satis ed for Stokes ow (even in one dimension), which is why we do not discuss it further. (3) We are now in a position to state Stewart's theorem. For the sake of completeness, we replicate his proof of the theorem, because we refer to some of the proof steps in our algorithm construction.
Theorem 1 (Stewart, 1989) . Let In this theorem, we have assumed the use of some matrix norm k k that is induced by a vector norm (also denoted k k).
A closely related result was obtained independently by Todd 1990] This bound can be extended to obtain Theorem 1 with a compactness argument involving b. Todd's proof is geometric and completely di erent from Stewart's. We follow Stewart's proof, because it contains algebraic information useful for further development.
Before beginning the proof, we discuss the interpretation of the theorem.
The matrix in (a) is (except for sign) the same matrix that is applied to b to obtain y according to (3). Thus, (a) says that y cannot be much larger than b, no matter how D is chosen. In the context of electrical networks, this has a very natural physical interpretation: For a xed electrical network with no current sources, no matter how badly the resistors are out of scale, there can never be a voltage level in the circuit that is much higher than the applied battery voltages. Statement (b) also has an algorithmic interpretation. Speci cally, if we know y and are trying to obtain x, we observe from (1) 
Thus, we will prove (b) only. We rst need a preliminary lemma, which is also due to Stewart. This lemma is cited later in the paper.
Lemma 1 (Stewart) This gives us the upper bound of 1= on A , and concludes the proof of the theorem.
Stewart gives an estimate for A which was later proved by O'Leary 1990] to be an exact formula. The formula seems to requires an exponential number of steps to compute A . Moreover, this formula is not completely constructive in nite precision arithmetic because of the observation due to Stewart that the parameters A and A in Theorem 1 do not depend continuously on A. In particular, Stewart shows that A for A = 0; 1] T is 1, but A for A = ; 1] T tends to in nity as tends to zero.
It would be very interesting if there were an algorithm to compute or approximate A ; A overcoming either of these di culties (i.e., the algorithm gives the right answer in nite-precision arithmetic, or the algorithm requires only a polynomial number of steps, or both). In Section 7, we give a bound for A ; A for a special class of matrices.
One would like to apply Theorem 1 to give algorithm stability results for nite-precision arithmetic. Here is an example of a straightforward result in this direction. For this theorem, k k is restricted to being a p-norm. ( 
The strength of this theorem is that the error bound in (5) is independent of the condition number of D.
Note that we have used the matrix absolute value notation from Golub As above, 1 + 4=3. This proves the theorem.
For the rest of the paper, we regard (5) as the \ideal" bound that could be satis ed by a nite-precision algorithm. The stability result of this theorem is somewhat di erent from well-known perturbation results. Usually, a bound on the relative error in y is obtained in terms of and the other parameters. A relative error bound on y is not possible for the equation at hand. Such a bound would mean that it is not possible for ky?ŷk to be large when kyk is small. However, one can select a nonzero b to make y arbitrarily small|zero in fact|because b in general has more dimensions than y. Thus, the bound in the theorem seems to be the best form we could hope for.
We will say that an algorithm for (1) is stable if, in the presence of niteprecision arithmetic, an error bound of the same form as (5) is satis ed, where is on the order of the machine roundo . In particular, the error bound should have the form
where f(A) is some function of A not depending on D.
If we could show that a nite-precision algorithm satis ed the hypothesis of the theorem (i.e., the computed solution satis ed (4)), then it would automatically be stable. Unfortunately, we do not know of any nite-precision algorithm to solve (1) that achieves the conditions of this theorem. In particular, it seems that the error bound for any obvious algorithm would involve a backwards error term a ecting not only D but also A. Since A is not continuous with respect to changes in A, the theorem cannot be extended to the case when A is also perturbed. In Section 5 we derive other conditions to yield an algorithm that is stable.
Further development of the theory
In this section, we develop the theory further before turning to algorithms in the next section. First, we make a few remarks about the di erence between A and A . Then we look at the relationship between A ; A and the corresponding variables for the dual problem.
The two parameters A ; A have di erent properties with respect to changes in A. If A is multiplied by a constant, then A scales in a reciprocal manner. Parameter A is unchanged when A is scaled. It should be apparent from (5) that the ideal situation is when both constants are small. Thus, we will think of A as \well-conditioned" if A is on the order of unity, and A is on the order of 1=kAk. Note that A is at least 1 in any norm: this is seen by taking D to be the identity matrix in Theorem 1(b), in which case A(A T A) ?1 A T is an orthogonal projection matrix with spectral radius of 1.
In the last paragraph we observed that A is unchanged by scaling. More generally, one sees by inspection that A remains unchanged if A is replaced by AR where R is any nonsingular n n matrix. This is the same as saying that A depends only on the span of the columns of A, and not the particular basis selected for that span. The parameter A , on the other hand, depends also on the degree of linear independence of the columns of A.
In the proof in the preceding section, we bounded A in terms of 1= . We now extend that result to show that this bound is an equation so kxk A kx ? yk: But kxk = 1 by the assumption that x 2 X, so we see that 1= A is a lower bound on kx ? yk.
We now look into the relationship between (1) and its dual problem. Let Z be a nullspace basis for A T , that is, an m (m?n) matrix Z of full column rank such that A T Z = 0. We want to know the relationship between A and Z . Note that A is a nullspace basis for Z T , so any relationship between A ; Z will also hold if A; Z are interchanged. Note also that Z depends only on the span of the columns of Z: in other words, it does not matter which nullspace basis Z is selected.
In order to obtain a bound for Z , we consider two algorithms for solving the following version of (1), where x 0 is some arbitrary m-vector.
First, observe that the second equation of (6) (6) ) :
Now, we compute this supremum by solving (6) in a di erent way. The rst equation of (6) 
Observe that the matrix whose norm we are taking on the right-hand side of (8) is precisely the transpose of the matrix used to de ne A in Theorem 1(b). 
The standard algorithms
In this section we describe three standard algorithms for (1). All three of these algorithms are shown to unstable in the sense of stability given in Section 2. By \standard" we mean that these algorithms are described in optimization textbooks such as Coleman 1984 recovered, some accurate to less than one decimal place. These tests, as well as the others in this paper, were conducted in Matlab. Matlab, a software package for interactive numerical computation, is a trademark of The Mathworks, Inc. All the computations were done in IEEE double-precision arithmetic, with about 15 decimal digits of accuracy.
Standard stability results for algorithms like the Parlett-Reid algorithm do not apply, because of our stated interest to recover y accurately, which is only a part of the solution vector. Moreover, the accuracy of these algorithms depends on the condition number of the equilibrium system (1), which is linked to the condition number of D.
For the problem in this example, A ; A are both small because A is a reduced node-arc incidence matrix (see Section 7). Thus, the failure of this algorithm to satisfy something like (5) indicates that the algorithm is unstable, not that the problem is poorly posed. Bj orck 1992] has analyzed symmetric factorization of (1); his work attempts to identify the proper selection of the scaling factor to be applied to D in order to obtain x or y accurately. Even with Bj orck's choice of scaling factor, however, we do not see any evidence that the resulting algorithm will be stable in the sense proposed in Section 2.
The range-space method
This method obtains y by solving (2) explicitly. Since A T D ?1 A is positive de nite, (2) can be solved with Cholesky factorization. Note that this method, as well as the nullspace method described below, is insensitive to scaling of D by a constant multiple. This method is called the range-space method in optimization. In structural analysis it is known as the displacement method. In electrical engineering it is called the nodal analysis method. In nite elements, the matrix A T D ?1 A is known as the assembled sti ness matrix. This matrix is known as the Schur complement in optimization.
It should be apparent that if D is severely ill-conditioned, then A T D ?1 A can also be severely ill-conditioned. This means that inaccurate answers (i.e., answers not respecting (5)) may be obtained. An example of a circuit solution obtained with the range-space method is indicated in Fig. 2 . Observe that not even one signi cant decimal place is obtained in the answer.
In our testing of the range-space method, we observed that the choice of numbering for edges and nodes a ected the resulting answer, and some numberings for the example in Fig. 2 gave better answers than the numbering depicted. It is known in the optimization community (Y. Li, private communication) that a good ordering in optimization problems is the one in which the elements of D are sorted with the largest rst. This is related to orderings for least-squares problems (see Van Loan 1985] , and Powell and Reid's 1969] analysis of Businger and Golub's 1965] algorithm). Nonetheless, even with a di erent ordering, we do not see any evidence that the resulting algorithm will be stable in the sense of Section 2, because A T D ?1 A is ill-conditioned regardless of the ordering.
The nullspace method
This method obtains x rst, and then y. The essential ingredients of the nullspace method were already described in Section 3. Following Fletcher, we can describe this method as follows. engineering. It should be apparent that this method su ers from the same aw as the range-space method. The matrix Z T DZ could be arbitrarily ill-conditioned, and hence solving a linear system with this matrix could give a highly inaccurate answer. Indeed, for the example in Fig. 3 , the nullspace method returned an answer for y without any digits of accuracy.
A stable hybrid algorithm
We now describe a stable algorithm for (1). We call this algorithm \hybrid" because it works with both the range-space and nullspace of A. The scaling matrix D is applied to the nullspace. Thus, the particular method described in this section is referred to as the \nullspace-scaled hybrid" (NSH) method, to distinguish it from other hybrid methods that we introduce later.
The The NSH method does not appear in standard textbooks, but it has appeared in the literature. For example, Coleman and Li 1989 ] suggest a similar approach (called the \full-space" method) for optimization, but with the scaling done in a di erent manner.
We now investigate the numerical stability of this method. We start with a preliminary lemma. For the rest of this section k k is some p-norm. Lemma 2. Assume the null basis V computed above is normalized so that kV k = kAk. Suppose also that V is well-conditioned, in the sense that there is a constant > 0 such that kV xk (kV k kxk)= for all x. Let M = A; V ].
Then (M) 2 A kAk + 2 (1 + A ):
We denote the right-hand side of this inequality by A .
Proof. We use the notation (M) to denote the condition number of M, that is, kMk kM ?1 k. The basic idea of this proof is that the condition number of M = A; V ] depends on three things: the condition of A, the condition of V (i.e., the value of ), and the angle between the span of A and the span of V . But this angle cannot be too small because of Stewart's lemma in Section 2.
Suppose that Mz = c for an arbitrary c. Split ! :
Since kM ?1 k is the supremum of kzk in the case that kck = 1, the parenthesized factor on the left hand side is an upper bound on kM ?1 k. Now nally, observe that kMk 2kAk. Thus, multiplying through by 2kAk gives the result.
Note that the condition that kAk = kV k does not have to be satis ed exactly; it su ces in the above argument to have A and V on the same order. The scalar A in the preceding lemma has a complicated form. One sees, however, that it is independent of D, and is invariant if A is multiplied by a constant. We now can state the main theorem about the stability of the NSH method. 6 Obtaining V for Theorem 3
As mentioned in the previous section, Theorem 3 seemingly requires V to be computed exactly. In fact, it is implicit in the theorem that it su ces to compute a matrixV such thatV + F 0 is a nullspace basis for A T D ?1 , where F 0 is a small error matrix. This is because usingV instead of V in (9) is equivalent to compounding the error F in (10) with the further small error F 0 , so the same bound holds with a larger constant.
The standard general-purpose algorithms for nullspace bases do not guarantee that the computed nullspace basis is only a small distance from a true nullspace basis (i.e., a forward-error bound). Instead, these algorithms guarantee that the computed nullspace basis is an exact nullspace basis for the perturbed matrix A T D ?1 + E (i.e., a backward-error bound). This is not useful in the present context, because adding E to A T D ?1 spoils the special structure that allows Stewart's theorem to be applied.
We now describe a technique to obtain a V with a forward error bound. First, we obtain a nullspace basis Z for A T . Then we obtain a nullspace basis V for A T D ?1 with the formula V = DZR, where R is another diagonal matrix.
To compute Z, nd a subset of rows of n rows of A that form a basis, that is, the n n submatrix of A determined by those rows is nonsingular. Now, for each of the remaining m?n \nonbasic" rows, solve for the nonbasic row in terms of the basis rows. The coe cients of this dependence form a column vector with m entries, of which at most n + 1 are nonzero. This yields a fundamental nullspace basis Z, that is, a nullspace basis for A T with an embedded (m ? n) (m ? n) identity matrix.
If we assume that A is reasonably small, then it turns out that this nullspace basis has a special property, namely, all of the nonzero entries have roughly the same magnitude. If we think of a vector x as being one column of Z, we can state this as a lemma. In this lemma, we assume that the 1-norm is used throughout. The constant Z arises in this lemma; recall that Z is bounded in terms of A , as demonstrated in Section 3. This lemma has two important consequences. First, the lemma implies that the nullspace basis Z is well conditioned. In particular, with suitable ordering of the rows and columns of Z, we can write it in the form
where W is a matrix whose entries are at most Z in magnitude. Second, the lemma has the following more subtle consequence: if the columns of Z are calculated with a small forward error, this means in fact that these entries have a small componentwise forward error. We can express this formally as follows. Let Z be the nullspace basis of A computed with the above algorithm using exact arithmetic, and letẐ be the nullspace basis computed in the presence of oating point errors. If we assume that the columns of Z are computed with a small forward error, that is, kx ?xk kxk; where x is a column of Z andx is a column ofẐ, then we immediately obtain the result: jx ?xj Z jxj:
The componentwise error bound is important for the following reason: to obtain V , recall that we form the product DZR, where D is the diagonal matrix from (1), and R is a diagonal matrix not yet speci ed. Because D; R are both diagonal and Z has a small componentwise error, then DZR also will have a small componentwise forward error (and therefore, a small norm forward error) no matter how D; R are chosen.
The argument in the last two paragraphs presupposed that the columns of Z would have a small normwise forward error. A small normwise forward error is obtained if the basis rows of A are well-conditioned, because the columns of Z are solutions to a linear systems involving the basis rows. So, now we ask whether the basis rows of A are well-conditioned. In fact, there is a bound on the condition number of the basis rows. For simplicity of notation, assume the basis rows of A are the last n rows (this corresponds to the ordering in (12) kB ?1 k =kBk: Multiplying through by kBk shows that B has a bounded condition number.
Thus, we conclude that we can compute Z using the above algorithm such that Z is simultaneously well conditioned and has a small forward componentwise error. Now, we apply D on the left. As we see from (12) 
There is no reason to believe, however, that V is well conditioned. In fact, W 0 can have arbitrarily large entries if the basic rows of A have large corresponding entries in D.
We now show how to maintain control over the size of W 0 by correctly choosing the basis rows in A. (Until now, we have not made any assumptions about the basis rows except that they are independent.) The algorithm for obtaining B is the following \greedy" approach. Assign weights to the rows, where the weight of the ith row is the (i; i) entry of D. Now, select the row with the lowest weight and insert it in B. Continue appending the lowest-weighted remaining row of A to B. Before appending a row to B, one checks that the row is linearly independent from the rows already in B. If a dependence is found, then the row is discarded. Continue this process until B has n rows.
Since A is sparse for many applications, this process of testing rows for independence from previous rows should involve both combinatorial and numerical tests for dependence, such as the inner loop of Gilbert and Heath's 1987] algorithm for nullspace bases. Indeed, for RNAI matrices (described in the next section), the process of selecting B is purely combinatorial and very e cient.
We now claim that if B is selected with this greedy approach, then W 0 in (13) has a small bound. Consider the (i; j) entry of V . Assume i > m?n, so that the entry in question falls in the W 0 portion in (13). Assume that this entry is nonzero. This means that the jth row of A is expressed in terms of rows m ? n + 1; : : : ; m with a nonzero coe cient for the ith row. We claim that this implies that d ii d jj . Suppose not; suppose that d jj < d ii . Observe that, by the positions of the rows, i is basic and j is nonbasic. This means that j was passed over by the greedy algorithm for forming the basis, since row i was added to B even though it has a higher weight than row j. This in turn means that row j must have been linearly dependent on rows already in B when it was encountered by the greedy algorithm. But this is impossible, because we already know that row j can be expressed in terms of the basis rows with a nonzero coe cient for row i, so row j cannot be dependent on B until after row i is added to B. Thus, this contradiction shows that d ii d jj .
Finally, when we scale Z on the left by D and on the right by R, it is easy to see that the (i; j) entry of V is equal to the (i; j) entry of Z multiplied by d ii =d jj , which we now have shown to be a positive scalar no larger than one. This shows that the entries of W 0 in (13) are no larger than the corresponding entries of W in (12), and we already have argued that W has a small bound.
If V has the form (13) The only property remaining that V must have is the equation kV k = kAk. This is easily obtained by scaling V uniformly.
RNAI matrices
A special class of matrices A arising in many applications are reduced node-arc incidence (RNAI) matrices. Let G be an directed graph, weakly connected, with no parallel edges and no self-loops. (The assumptions about connectivity and parallel edges could be easily removed at the expense of a more complicated exposition.) Assume G has m arcs and n + 1 nodes.
The node-arc incidence matrix for G is a matrix A 0 with one row for each edge of G and one column for each node. Each row contains two nonzero entries, a`1' and a`?1.' The`?1' entry occurs in the column corresponding to the tail of the arc, and the`1' entry occurs in the column corresponding to its head.
The reduced node-arc incidence (RNAI) matrix A for G is obtained by deleting a column of A 0 corresponding to an arbitrary node. The deleted node is called \ground" in an electrical engineering context. In an RNAI matrix, each row has either a`1'/`?1' pair of entries, or a lone`1' or lonè ?1' in rows corresponding to arcs with one end grounded.
Electrical networks are the main application in which A of (1) turns out to be an RNAI matrix. Indeed, the matrix A occurring in Fig. 1 to Fig. 3 is an RNAI matrix. Optimization problems with ow constraints can give rise to RNAI or related matrices. Structural analysis in civil engineering can give rise to matrices A that have a block-RNAI structure.
It is a well-known fact of algebraic graph theory (see, for example, Welsh 1976] ) that an RNAI matrix A has full column rank. The process of nding a basis among the rows of A corresponds to identifying a spanning tree of G 0 , where G 0 is the undirected graph that results when the arcs of G are stripped of their orientation. A spanning tree is a subgraph T of G 0 that is incident upon every vertex of G 0 , is connected, and has no cycles. The resulting nullspace basis Z has the form (12), with the additional property that every entry in W is either 0, 1, or ?1. Thus, there is a very good upper bound on kWk.
The greedy algorithm described in the previous section corresponds to nding a minimum-weight spanning tree. The minimum-weight spanning tree can be computed very e ciently; see, for example, Papadimitriou and Steiglitz 1982] . From this spanning tree we construct Z as described above, and then V by multiplying DZR. The process of obtaining Z and the basis is completely combinatorial for an RNAI matrix.
We have tried this version of the NSH algorithm on all the problems in Section 4 in Matlab. We used an O(m log n) algorithm for constructing minimum-weight spanning trees. We obtained answers with about 15 digits of accuracy in all cases.
These results show that we can easily construct a V with the right properties for Theorem 3 for RNAI matrices. A natural followup question is whether the constants in the theorem, namely A and A , have reasonable bounds for RNAI matrices. Such bounds are also important because we want to argue that the incorrect answers obtained with the standard methods in Section 4 are due to numerical problems with the algorithms, and not ill-conditioning in A.
In fact, both constants A ; A have small bounds for RNAI matrices, as stated in the following theorem.
Theorem 4. Let A be an RNAI matrix of size m n. Then A n 2 and A n if the 1-norm is used. Proof. This proof will directly put a lower bound on the distance between a vector 2 X and z 2 Y , where X; Y are as in Lemma 1. This gives a lower bound for in the proof of Theorem 1, and therefore an upper bound for A .
We de ne a cut of G to be a partition of its nodes into two disjoint nonempty sets, S and T. The cut-arcs are those arcs with one endpoint in S and the other in T. The forward cut-arcs are those with tail in S and head in T; the reverse cut-arcs are the opposite.
Let z be a vector such that A T z = 0, where A is the RNAI matrix of G. Note that z has m components, and each component of z is associated with an edge of G. Let (S; T) be an arbitrary cut of G. We claim that the sum of the z i 's associated with forward cut-arcs is exactly equal to the sum of z i 's associated reverse cut-arcs. To see this, assume the ground node is in T, and focus on S (if the ground node were in S, we would focus instead on T). Let q be the n-vector \indicator" for S that has a 1 in the ith position if the ith node is in S, else a zero. Since A T z = 0, we have q T A T z = 0. Letting v denote Aq, we have v T z = 0.
But there is a combinatorial interpretation for the entries in v. In particular, for an arc with either both endpoints or neither endpoint in S, the corresponding entry of v is zero. For a cut-arc, the entry of v is 1, with the sign depending on which endpoint is in S. Thus, the statement v T z = 0 means precisely that the sum of the z 0 i s on forward cut-arcs is equal to the sum of z i 's on reverse cut-arcs.
An implication of the result in the last paragraph is as follows. For any cut (S; T), and for any z such that A T z = 0, there has to be either a forward cut-arc with a nonnegative value of z i , or a reverse cut-arc with a nonpositive value of z i . This implication follows by contradiction: if all the forward cutarcs have negative z i 's and all the reverse cut-arcs have positive z i , then their sums could not be equal. Now, more generally, let z be a vector such that A T D ?1 z = 0, where D is an arbitrary positive de nite diagonal matrix. Then, since z has the same pattern of signs as Dz, and Dz is a null vector of A T , we conclude that for any cut (S; T), z has the property described in the previous paragraph.
Next, let be a vector such that k k 1 = 1, and = Aw for some w. The statement = Aw has a combinatorial interpretation: each entry of w may be thought of as \potential" associated with the corresponding node of G (with the \potential" of the ground node being zero). Then if = Aw, we can think of the component of associated with each arc to be the \potential drop," that is, the di erence in potential between the head of the arc and the tail.
Since k k 1 = 1, there is at least one potential drop of magnitude 1.
Let us write down the potentials of all the nodes, w 0 1 ; w 0 2 ; : : :; w 0 n+1 , including ground, in decreasing order. In other words, the list w 0 1 ; w 0 2 ; : : : ; w 0 n+1 has the same entries as the vector (w; 0), but in decreasing sorted order.
Then the di erence between the w 0 1 and w 0 n+1 is at least 1. This means that, in the list of sorted potentials, there must be a gap somewhere in the list of size at least 1=n. In other words, there is a j such that w 0 j ? w 0 j+1 1=n. Now, let (S; T) be the cut such that S contains the nodes associated with w 0 1 ; : : :; w 0 j , and T contains the nodes associated with w 0 j+1 ; : : : ; w 0 n+1 . Then every node in S has potential at least 1=n higher than every node in T. This means that the component of associated with any forward cut-arc is negative with magnitude at least 1=n, and the component of associated with any reverse cut-arc is positive with magnitude at least 1=n.
But nally, this means that if z is a vector such that A T D ?1 z = 0, then for the cut (S; T) constructed in the last paragraph, there is at least one forward cut-arc where the components of and z di er by 1=n, or at least one reverse cut-arc where the components di er by 1=n.
This shows that if A is an RNAI matrix, then the minimum distance between the two sets X and Y described in Lemma 1 is at least 1=n in the 1-norm. Thus, A n, Now we bound A . The argument so far has shown that if y is a solution to A T D ?1 Ay = A T D ?1 b with kbk 1 = 1, then kAyk 1 n. The remaining task is to get a bound on kyk 1 . Recall the combinatorial interpretation of y and Ay: if y represents potentials at the nodes, then Ay represents the potential drops. If all potential drops are at most n, the no node could have a potential higher than n 2 , since there is a path of at most n arcs between any node and ground. Thus, we see that kyk 1 n 2 .
Generalizing the problem
In this section we comment on the possibility of lifting some of the assumptions made in Section 1. One assumption made throughout the paper is that we are interested in recovering y in (1) rather than x. Assuming we have y, x can be recovered from the equation Dx ? Ay = b. It is easy to see that we can compute Dx stably (i.e., with only small normwise error). Then x is obtained by scaling the computed Dx with D ?1 . The recovered x would have a relative error that could be on the order of the condition number of D. This is inherent in the problem|equation (1) is ill-conditioned with respect to x when D is badly scaled, and there is no theorem like Theorem 1 that holds for x. Thus, we see that recovering Dx accurately is the best that could be hoped for, in the case that b 6 = 0, c = 0.
This instability is not merely a numerical artifact|there is a corresponding physical instability. For example, in the context of electrical networks with batteries, it is possible to construct a circuit as follows. One arc of the circuit has very low resistance, but also very small current because the battery voltages are balanced so that the potential across the arc is small. Then a small perturbation to the battery voltages (i.e., b) could cause a great multiplication of the current (i.e., x). On the other hand, Dx, the voltage drops across the resistors, would su er only a small perturbation.
Another assumption was that c = 0. Can we drop this assumption? One special case, which is dual to the case considered for most of this paper, is when c 6 = 0, b = 0, and we are interested in recovering x instead of y. In this case, let Z be a nullspace basis for A T , and let x 0 be an arbitrary solution to the underdetermined system A T x = c. Then the formula for x is obtained by solving: Z T DZq = Z T Dx 0 ; and then setting x = Zq + x 0 . The equation Z T DZq = Z T Dx 0 is of the exact format of (2). Thus, we can apply the machinery developed in this paper, except with Z in place of A, x 0 in place of b, and D in place of D ?1 . Notice that the nullspace of Z T is the same as the the range of A. Thus, the version of the hybrid algorithm for this problem would be the range-space scaled hybrid algorithm, RSH. Note also that we have derived relationships between A and Z in Section 3.
In the most general case that b 6 = 0;c 6 = 0, it seems unlikely that we could obtain an algorithm that computes either x or y accurately when D is illconditioned, because both variables become ill-conditioned. A compromise algorithm might be as follows. Let Z be a basis for the nullspace of A T . shows that this solves the general case of (1) for y. This method has the advantage that it \splits" the ill-conditioning between the nullspace and the range-space. We could call this the bi-scaled hybrid algorithm, or BSH.
The last restrictive assumption made in Section 1 is that D is diagonal. As mentioned earlier, in nite element and structural problems in two and three dimensions, we can in general assume only that D is block diagonal. Stewart's theorem does not generalize to nondiagonal matrices, as shown in his paper. In the applications of nite elements and structures, however, A has a certain sparsity pattern that is correlated to the blocks of D. Perhaps a result could be established for special structured matrices A. 1. Is there a good algorithm to obtain A ; A ? Here \good" means either that the algorithm is polynomial time, or that it gives an approximate answer in nite precision arithmetic, or both. 2. What are useful bounds for A ; A in the case that A has the special structure arising in applications more general than RNAI matrices? 3. Can Stewart's theorem be generalized to a block-diagonal D in the case that the structure of A is correlated to the structure of D? 4. As mentioned in Section 4, there are techniques known in the literature that can be applied to the standard algorithms (like Bj orck's choice of the scaling factor); these techniques seem to stabilize the standard algorithms. Could it be proved that one of the standard algorithms is stable if one of these techniques is used? The standard algorithms are much simpler than the NSH method.
5. This paper has not dealt at all with issues of algorithmic e ciency, but there are many. For instance, in the NSH method, do we explicitly have to solve the m m system (9), or can we approach it implicitly? The algorithm for computing Z described in Section 6 was geared solely towards numerical stability. Recently, Stern and Vavasis 1992] have proposed a way to compute Z for an RNAI matrix based on separators of G 0 . The Stern-Vavasis algorithm aims for sparsity of Z rather than stability. Is there some combination of the algorithm here with the ideas from the other paper that attains both numerical stability and a sparse nullspace basis Z?
6. For the general case of recovering both x and y, is the BSH method described in Section 8 any better than the range-space or nullspace methods? We tried the BSH algorithm using a nullspace basis Z generated by QR factorization described in Section 4 (in particular, not any special spanning-tree basis). We obtained very accurate answers for all the problems in which the standard methods failed. Is there an explanation for the success of the BSH method? 7. Are there good iterative methods for (1)? For instance, is there an iterative method whose convergence rate depends only on A, and gives a good solution for y in the sense of a bound like (5)?
