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Sur un théorème d'Harish-Chandra. 
Par J. DlXMIER à Dijon. 
Le théorème qui fait l'objet principal de cet article a été démontré 
récemment par H A R I S H - C H A N D R A ( [ 5 ] , th. 4 ) . La démonstration donnée ici 
suit celle d ' H A R I S H - C H A N D R A dans ses points essentiels. Cependant, plusieurs 
simplifications de détail rendent l'exposé plus rapide que celui de [5], et permet-
tent d'éviter l'usage des sous-algèbres de Cartan; en outre, le résultat obtenu 
est un peu plus général que celui de [5]. On verra aussi que certaines con-
sidérations très simples, nécessaires pour la démonstration précédente, per-
mettent d'obtenir d'autres résultats de [5] (liés au th. 5 de [5]), établis par 
H A R I S H - C H A N D R A au moyen de procédés moins élémentaires. Ces derniers 
résultats ont été publiés en même temps par R . G O D E M E N T [ 3 ] , et notre 
démonstration est d'ailleurs voisine de celle de [3]. En fait, nous démon-
trons un résultat un peu plus général que ceux de [3] et [5]. 
Sauf mention expresse du contraire, toutes les algèbres et tous les 
espaces vectoriels considérés sont sur le corps complexe. L'unité d'une al-
gèbre est toujours désignée par 1. 
1. Quelques résultats connus sur l'algèbre enveloppante 
d'une algèbre de Lie. 
Le mode de présentation de certains des résultats qui suivent m'a été 
suggéré par H . CARTAN et J . P . S E R R E . 
1. Soit a une algèbre de Lie. Soit T l'algèbre tensorielle ([2]) de l'es-
pace vectoriel a. Soit / l'idéal bilatère de T engendré par les éléments de la 
forme a^œ,—a^a, — [a,, a.,], at Ç a, a-, £ a. Soit 5 le sous-espace de T formé 
des tenseurs symétriques. Alors, T est la somme directe de S et I (cf. [4], 
th. 1; cette propriété est aussi une conséquence facile des résultats de [1] et 
[6], établis sans le théorème d'ADO). Considérons l'algèbre associative A = T I 
(nous noterons aa' le produit de deux éléments a, a' de A). L'application 
canonique de T sur A applique biunivoquement S sur A. En particulier, on 
peut identifier désormais a c 5 à un sous-espace de 4 ; A est engendré par 
a et 1. D'autre part, toute représentation v de l'algèbre de Lie a se prolonge 
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de manière Unique en une représentation unitaire v' de l'algèbre associative 
T, qui s'annule sur les —fl 2(G)FLI—[ÛI,Û 2] , donc sur /, de sorte que 
v' définit par passage au quotient une représentation unitaire v, de l'algèbre 
associative A\ r , est la seule représentation unitaire de A prolongeant v; 
réciproquement, toute représentation de l'algèbre associative A fournit, par 
restriction à a, une représentation de l'algèbre de Lie a. La recherche des 
représentations de a équivaut donc à celle des représentations de A. L'al-
gèbre A s'appelle l'algèbre enveloppante de a. 
2. Sur l'espace vectoriel a, introduisons l'unique structure d'algèbre de 
Lie commutative. L'idéal / correspondant dans T est l'idéal bilatère engendré 
par les ûi&G:!—a.j0a, , a, Ç a, a2 £ a; nous le désignerons par /'. L'algèbre 
T est la somme directe de S et / '. Si nous identifions cette fois l'algèbre 
commutative 77/' à S, S se trouve muni d'une structure multiplicative qui 
fait de S l'algèbre symétrique bien connue de n (algèbre de polynômes). 
Revenons à l'algèbre de Lie n initiale. Soit y la restriction à S de 
\ l'application canonique de" 7"sur A. On a vu que y est un isomorphisme de 
l'espace 5 sur l'espace A. Mais y n'est pas un isomorphisme d'algèbre (S 
est commutative, A ne l'est> pas en général). Il existe cependant entre les 
structures multiplicatives de S et A une relation simple que nous allons 
préciser. 
Soit Sr l'ensemble des éléments homogènes de degré r de 5. On a : 
SrSr czSr+r : 5 est une algèbre graduée. Soit i4r = y(S r). Nous dirons que les 
éléments de AR sont les éléments symétriques homogènes de ^degré r de A. 
L'espace A est la somme directe des A'\ Al> est l'ensemble des multiples sca-
laires de 1 ; et .A' = a. Soit A — ^ ' + ^ ' - l h AR\ on voit aisément que 
Ar est l'ensemble des éléments de A qui peuvent s'écrire comme com-
binaisons linéaires de r éléments de a au plus. Donc -ArA c v W - : A est une 
algèbre filtrée par les A,- (mais non graduée par les i4'"). Un élément o =J=0 
de A sera dit de degré r s'il est contenu dans Ar mais non dans A,-u aut-
rement dit si sa composante symétrique homogène non nulle de degré maxi-
mum est de degré r. Ainsi, y conserve le degré. Ceci posé, soient s Ç S, 
s'ÇS, avec d°:s^r, d":s'^r/; alors y (s) y (s) et y(ss') sont congrus modulo 
A+r'-i (cf. [4], p. 906). On peut aussi exprimer ce résultat de la manière 
suivante. Construisons l'algèbre graduée B associée à l'algèbre filtrée A: soit 
Br l'espace. ArjA,-\, pour r = 0 , 1 , 2 , . . . (on pose y L i = 0 ) , et soit B la 
somme directe des Br\ le produit dans A définit, par passage au quotient, 
une application bilinéaire de B, XB,-> dans 5,.+,. ; d'où, par linéarité, une 
application bilinéaire'de BXB dans B\ autrement dit, B se trouve munie 
d'une structure d'algèbre, graduée par les B,. Il y a un isomorphisme cano-
nique évident de l'espace Br sur l'espace A' donc sur l'espace ; d'où un 
isomorphisme canonique de l'espace B sur l'espace S, qui, d'après ce qui 
précède, est un isomorphisme d'algèbres. 
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2. Sous-algèbres de a et sous-algèbres de A. 
1. Soient a une algèbre de Lie, A son algèbre enveloppante, g une 
sous-algèbre de a, G la sous-algèbre de A engendrée par g. Soit G' l'algèbre 
enveloppante de g. Il existe un homomorphisme q> de G' sur G tel que 
9>(1)= 1, 9 ( g ) = g pour g. Soit ( g , , g 2 , . . .,gm) une base de a telle que 
(gt,gz, • • -,gn) soit une base de g. Les g<igi1---gir (calculés dans G'); où 
( / , , 4 , . . . , / , ) est une suite croissante (au sens large) quelconque d'entiers 
compris entre 1 et n, forment une base de l'espace G', et leurs images par 
ijp sont linéairement indépendantes dans A (cf. [1], [4], [6]); donc <p est biuni-
voque. (Ceci est exactement la démonstration de [5], lemme 21). Nous iden-
tifierons désormais G' à G par l'isomorphisme (p. 
Soit 1) une sôus-algèbre de a telle que a = g + i), gnl) = 0. Soit HxzA 
l'algèbre enveloppante de f). L'application bilinéaire (g,h)—*gh de GxH 
dans A définit une application linéaire 0 de G® H dans A telle que 9(g®h)=gh. 
On peut supposer que gll+1, g„+2,..., g,„ forment une base de f). Lesgi,gi , . . . gir(£) 
®g.i,gh- • -gt, (où ( j t , j i , • •.,/,) est une suite croissante quelconque d'en-
tiers compris entre n -f 1 et m) forment une base de G 0 / / ; or, les 
g'\g'i • • •girgjiëh • • • gi, forment une base de A. Donc 0 est un isomorphisme 
de l'espace vectoriel. G§§H sur l'espace vectoriel A. 
Soient /, un idéal à gauche de H, 1 l'idéal à gauche de A engendré 
par ./,. Montrons que 0(G(x)/i) = /- Un élément de G 0 A est de la forme 
avec g' t G, h' £ I,; or Z g ' / • Réciproquement, 
un élément de l est de la forme Z a ' h ' , avec A' Ç /,, a £ A, donc à = Z g ' j h ' j , 
• .7 
gi 6 G, hj £ H d'après ce qui précède; or ^ ( Z Z g j h j h ' ) 
£G<g>/,. 
Ceci nous permet d'identifier, ce que nous ferons désormais, l'espace 
A 1 à l'espace G(g)H G(g)/, = G<g)(////,). 
2. Pour posons v^{a)a' = [a, a'] = aa'—a'a\ vt est une re-
présentation de a qui s'effectue dans l'espace A et se réduit .dans a à la 
représentation adjointe usuelle. Pour a fixé, v,(a) est une dérivation de A. 
On suppose désormais que g est un idéal de a. Alors, g est stable 
pour r , , donc aussi G. Lès restrictions des v , (a )àG, qui sont des dériva-
tions de G, définissent une représentation v., de a. La restriction de v,, à 1) est 
une représentation v de 1) qui s'effectue dans l'espace G. 
. Soient a~*a* et h-*h les applications canoniques de A dans A'=A!I 
et de H dans H = H;Ji. Soient v, et vh les représentations canoniques de A 
et H dans A* ¡et H respectivement. Nous identifions désormais une repré-
sentation d'une algèbre de Lie et la représentation correspondante de son 
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algèbre enveloppante. Alors, on a, pour h1£t\,gÇ.G,h£H: 
*i(h,)(g®h) = v,(hj((ghy) = (h,ghy = ([hu g)h +ghlh)' 
*=[hug\®h+g®h1h = v(h1)g®h+g®vi,(h1)/i 
donc 
(1) MA, ) = »(A.)<g>l + l®«'f I(A1). 
3. Remarques sur les représentations des algèbres de Lie. 
1. Soient 1) une algèbre de Lie, H son algèbre enveloppante. Soit A 
l'ensemble des classes de représentations irréductibles de dimension finie 
de 1). La représentation nulle s'effectuant dans un espace de dimension 1 
définit un élément â0 de A. Une fois pour toutes, nous choisirons, pour tout 
d £ A , 1. une représentation V& de classe â de 1), s'effectuant dans un espace 
Uô ; 2. un sous-espace Ut de Ut de dimension 1 ; l'ensemble des h £ H tels 
que vd(h)U's = 0 est un idéal à gauche maximal Iâ de / / ; H/Ig est de d i -
mension finie; 3. un élément hg^H tel que vô(hô) soit un projecteur sur U's 
(théorème de Burnside). 
Soit v une représentation de f) dans un espace V. Pour â£A, oit 
désigne par Vg l'espace engendré par les sous-espaces stables de V dans, 
lesquels v induit une représentation de classe â. Les éléments de Vt0 sont 
les éléments annulés par v, encore appelés invariants. Vg est stable pour v.. 
Si <5,, é2,..., â„ sont des éléments distincts de A, il existe h£H tel que v(h) 
se réduise à 1 dans Vg,, à 0 dans les Viit / > 1 (théorème de Burnside 
généralisé); il en résulte que la somme ¿V<J e s* directe. 
Si W est un sous-espace stable de V, on a Vsn W. Soient: 
d'autre part v — n ? l'application canonique de V sur V' = VjW, et v' la 
représentation induite par v dans V*. Si V6, on a v* Ç (V')g, donc 
( r ) a r D ( V i ) ' . Si de plus v = 2 v ô , on a = donc, la somme 
2 ( l O < s étant directe, (V*)â = (Vây. 
Si e s* u n e décomposition de V en somme directe de sous-
espaces stables pour v, on a Vg = 2 ( V â n V ' ) = = 2 ( V ' ) s -
i i 
Si vÇ^Vst ' e sous-espace W=v(H)v est de dimension finie. Réci-
proquement, si W est de dimension finie, et si fy est semi-simple, on a 
/ Ç ^ V Î̂ -en effet, W,qui est stable pour v, est alors complètement réductible.. 
2. Soit ô £ A . La représentation — \ v ( ) qui s'effectue dans l'espace dual 
de Us, définit un élément de A que nous désignerons par ô*. Ceci posé,, 
considérons, dans W= VÇ§US*, la représentation + S o i t 
uuut,...,uu une base de Ug*. Alors, si = Wgo, le sous-1=1 
espace V de V engendré par les vt est stable, et v induit dans Y une 
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représentation de classe à, ou bien V . = 0. Réciproquement, si v induit dans 
un sous-espace stable Y de V une représentation de classe à, on peut choisir 
v 
une base vuv.,,...,vu de V telle que Wgu. 
t — 1 
3. Soit V* l'ensemble des e$V tels que v(Iâ)v=0. On a: Vi<^Vô. 
En outre, v(h s ) se réduit, sur V6, à un projecteur sur Vâ. En effet: «) si 
Vô> c a r f suffit de le prouver quand r appartient à un sous-
espace stable W de V# dans lequel v induit une représentation de classe â; 
et v(hlj) se réduit dans W à un projecteur sur un sous-espace W de dimen-
sion 1 de W qui est tel que v([s)W=0, donc tel que W'cVâ; /S) si v^V*, 
i; =j= 0. il existe un isomorphisme entre v(H)r muni de la représentation 
induite par r , et U,5 muni de vs, et cet isomorphisme transforme Ug en la 
variété à une dimension engendrée par /•; donc v(hg)v = v. 
Ceci posé, soient vuvi,...,vn des éléments de ¿^Vg; '!> • • •> 'V 
des éléments de V6. Il existe h^H tel que v(h)v, £ V6, v(h)vj = v}: en effet, 
on peut se ramener au cas où Vi^V^r, soit h'ÇH tel que v(h') se réduise 
à 1 dans V$t à 0 dans les l^. 4= Vy .alors h = hgh' répond à la question. 
4. Si V est une algèbre, et si v(h) est, pour tout h £ ij, une dérivation 
de V, chaque Vj est un Vgo -module (à gauche, par exemple). Car soient 
h £ I), Vs, v0 £ VSo ; on a: v(h)(v0v) = v0(v(h)r); donc, si v induit dans 
v(H)v une représentation de classe à, on a v(H)(r0r) = 0, ou bien la repré-
sentation induite dans v(H)(v0v) est de classe â; donc vuv£ V6. En particu-
lier, V6a est une sous-algèbre de V. Pour vçJ^Vj, désignons par 1" la 
composante de v dans Vga; l'application v —>• iP est uh projecteur de 
sur Vâo; si Vâù et r £ Vs, on a r0v £ Vs, donc (r„vf =0= rui" si d = H 0 , 
et ( v 0 i f = r 0 r = v „ i » si ô = â„; donc, si va £ Vôa et r ^ ^ V g , on a: (r0r)" = 
— De même: («/•„)"= t-°v„. 
4. Etude des Vâ dans certains cas particuliers. 
1. Soit i) une algèbre de Lie semi-simple. Soit v une représentation de 
1) dans un espace V de dimension finie. Soit V l'algèbre symétrique de V. 
Pour h £ {), v(h) se prolonge d'une manière unique en une dérivation v{h) de S, 
et v est encore une représentation de f>: car, si h, £ 1), [v{h), *>(/*,)] et 
v([h, ftt]) sont deux dérivations de 5 qui coïncident sur V, donc sont iden-
tiques. Soit Sr l'ensemble des éléments homogènes de degré r de 5. S1 est 
œ 
stable pour v , donc aussi S'. Comme S = ] ? S ' et què dim + on 
1 
voit que s = £ s i t et Si = 2(Sê(\Sr). So i t5 = S 1 + S 2 + . . . . Soi t (s„s , , . . . ,5„) 
t >• 
une base de l'idéal engendré par l'algèbre Sg^nS dans 5. On peut évidem-
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ment supposer que les s, appartiennent à Sg r\S et sont homogènes. Nous 
allons voir que Sgo est l'algèbre engendrée par 5,, s.,,..., s„. Soit sÇSgnS. 
L'élément s est une somme de produits s,s¡, où on peut supposer les s'Ç S 
homogènes, avec da:s¡<d°:s; donc s = s" est somme de produits (s,s')" = 
s,s'", avec des. si" Ç Sgn homogènes, et d":s'"<d":s. Si les s'" sont des sca-
laires, s est bien dans l'algèbre engendrée par les s¡. Sinon, Sg r\S, et 
on recommence le même raisonnement. Par récurrence sur le degré de s, 
notre assertion est démontrée. Ced est le théorème fondamental de la théorie 
des invariants, et la démonstration ci-dessus, classique dans son principe, m'a 
été indiquée par R . GODEMENT. 
L e m m e 1. Chaque Sg est un S g-module de type fini. 
D é m o n s t r a t i o n . Soit 7 l'algèbre symétrique de Ug*,vô, la repré-
sentation (dans 7 ) prolongée de vs* (dans Ug*). Soit | = v(g) 1 -f 1 (g) vs* 
dans S(x) 7, algèbre symétrique (bigraduée) de la somme directe V+U,5«; 
t (A) n'est autre que la dérivation de S®T prolongeant l'endomorphisme 
?(/z) de V+U,5« qui est défini par v(h) dans V, vA,(h). dans Ug«. Considé-
rons un système fini de générateurs de (5 (8)7)^ . Comme les projecteurs de 
la bigraduation sont permutables aux £(/?) on peut supposer ces généra-
teurs doublement homogènes. Soient j \ , j > , . . . , j i ceux dont le deuxième 
n 
degré est 1; w,, iv>,. . . , w,, étant une base de Ug*, on a: y'; = (g) u^., avec 1 
s'i £S. Alors, s'k^Sg, donc le Sga-module Af engendré par les s'k est con-
tenu dans Sg. Montrons que S¿=M. Pour cela, soit S' un sous-espace de S 
stable pour v dans lequel v induit une représentation de classe et mon-
trons que S'œM; comme les S' sont stables pour V, on peut supposer S'CS' 
•i 
pour un certain r~, pour une base s,, s.,,..'., s,, de S' bien chôisie, £s¡ (g) w,-
i- 1 
est un élément de (S®T)ga, doublement homogène de bidegré (r, 1), donc 
de la forme ]£nkj,., où les nk sont des éléments de (S<g)T)g de bidegré *=i 0 
(r', 0), c'est-à-dire des éléments de . Ainsi 
•I < <1 q ( , \ 
y s,- <g> w, = (Si <g> IV,) = 2 1 <g> Wi 
t= i /=1 u=i . J 
1 
donc = € M. 
;.=1 
2. Revenons aux notations du § 2: n est une algèbre de Lie, somme 
directe d'une sous-algèbre semi-simple 1) et d'un idéal 9. Considérons la 
représentation v de 1) dans l'espace G qui a été définie au § 2. Soit Y l 'en-
semble des éléments de G permutables à l). On a: Y=Ggo. 
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Le m m e 2. G = ^Gg, et chaque G,j est un Y-module (à gauche) de 
type fini. 
D é m o n s t r a t i o n . Soit Gr l'ensemble des éléments symétriques homogènes 
de degré r de G. Soit G,• — G0 + • • • + G' . 11 est immédiat que les G r sont stables 
pour v. Donc, si y désigne l'application canonique (définie au § 1) de l'algèbre 
symétrique 5 de g sur G, les y°v(h)6y = v(h) sont des dérivations de S, qui 
ne sont autres que les dérivations uniques prolongeant v(h) s'ur g; y est un 
isomorphisme dé l'espace 5 muni de la représentation v sur l'espace G 
muni de la représentation v. On a: S = J£Sg, et chaque Sg est un Sg-
modulè de type fini (lemme 1). Donc G = ^ G g (ce qui était immédiat direc-
tement). Soient d'autre part s,, sit. .., s,, des générateurs homogènes du 
Sg -module Sg. Les y (s,) sont dans Gg, soit M<zGg le G^-module à gauche 
(par exemple) qu'ils engendrent; montrons que Gg = M. Comme Gg = 
= Z ( G g n G r ) , il suffit de prouver que G ^ n G ' c r M . Ceci est évident pour 
/• = -¡-1. Supposons G,jnG'c=Ai pour i<r, et prouvons que GgnGrŒM. 
Un élément de G, jnG r est de la forme y(s), avec s Ç S ^ n S ' ; s est une 
somme d'éléments de la forme sis,-, les si étant des éléments homogènes de 
Sgo tels que d'!sl + d"s: = r: s = £s's;. Or y(s's,) = y(s')y(s,) (mod G r-i)-
Donc y(s)^£y(s')y(s,) (mod G,-i). Il suffit alors d'observer que y (si) £ Ggo, 
que y(s)—2r(s'i)y(si) £ ^Ggn G', et d'appliquer l'hypothèse de récurrence. 
i r 
C o r o l l a i r e 1. Soit U un espace de dimension finie dans lequel 
s'effectue une représentation g de i). Considérons, dans G®U, la représenta-
tion t = f ® l + 1 (g)?. Alors, G®U = £ (G <S> U)g et tout (G®U)Ô est 
un Gg-module (à gauche) de type fini. 
° ' • I • 
D é m o n s t r a t i o n 1. Le lemme 2 entraîne aussitôt que, pour tout 
élément g<g>u, î(H)(g®u) est de dimension finie. Donc G®U=£(G <g> i f ) , j . 
2. Soient 6 £ J , ô' £ J. Montrons que (Gg- <S> U)g est un Gg -module de 
type fini. Soit (g\,gi, •• ,,g„) un système dé générateurs du Gg -module Gg-. 
Les v(H)g;<S>U sont de dimension finie/ stablès, et engendrent le Gg-
module Gg- (g> U. Or, (Gg- (g> U)g est un Gg -module contenant les (v(H)gi <g> U)g ; 
il en résulte que (Gg-«S>U)g est engendré! en tant que Gg -module, par les 
(r(H)g< ® U)â> donc est de type fini. 
3. Montrons que (G<g>i/)i0 est un G^-module de type fini. Soit 
U = £Ui, chaque Ut étant irréductible; soit d, la classe de la représenta-
•'=' ' • / . 
tion induite par q dans Ui. On a: G<g>U=^Gg®Ui, la somme étant 
directe et chaque G g (g) Ui étant stable pour Donc (G (g) U)g = / 
/ 
• / 
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~ Z ( G Ô ® U ; X . Or, (Gâ0U,\ = O sauf si 0=01. Donc (G®U\ = 
à. » l> 
= 2 ( 0 ( 5 * ® f/;)<s„> et est un G^-module de type fini d'après 2. 
4. Montrons que (G<g}U)i est un G60-module de type fini. Soit V un 
espace dans lequel s'effectue une représentation a de h de classe <T. Consi-
dérons, dans G®U®V, la représentation £ <g) 1 + 1 <g> <;. D'après 3, le G g -
module (G®U®V)d admet un système fini de générateurs x,, x.,,..., x„. 
° . . 
Soit eu e>,..., er une base de V, et soit x,- = ^ y j <g>e(-, où y!(iG<giU. Un 
raisonnement déjà fait prouve que les y! forment un système de générateurs 
du G^-module ( G ® U ) t . 
Utilisant toujours les notations du § 2 on a alors le corollaire suivant: 
C o r o l l a i r e 2. Considérons la restriction de v, à H, qui s'effectue 
dans l'espace A*. Si H h est de dimension finie, on a A* 204*)<>> et chaque 
(A°)â est un Y-module (à gauche) de type fini. 
Ceci résulte aussitôt du corollaire 1 et de la formule (1) du § 1. 
5. Préliminaires sur les algèbres associatives. 
1. L e m m e 3. Soit A une algèbre à élément unité, B une sous-algèbre 
de A contenant 1, I un idéal à gauche de A. Supposons vérifiée la condi-
tion suivante: 
( r l Si a,, a.,, sont des éléments de A, il existe a = 1 (mod I) tel que 
'' I aa, £ B, aa., £ B. 
Alors, si L esi un idéal à gauche maximal de A contenant /, LnB est 
un idéal à gauche maximal de B, et la correspondance L-+Lr\B est biuni-
voque. 
D é m o n s t r a t i o n . Soit M un idéal à gauche de B tel que LnBaM, 
M=\=LnB. Soit m £ M, m^LnB. Comme L est maximal, il existe un a £ A 
avec am~\ (mod L). Soit ai = l (mod / ) avec On a : a^am^M, 
et a,am = 1 (mod L + I=L), donc atam= 1 (mod M), donc M==B. 
Ainsi, LnB est un idéal à gauche maximal de B. 
Soient maintenant L, L' deux idéaux à gauche maximaux de A conte-
nant / tels que Lr\B=L'nB. Supposons L + L'. Alors, 1 = / + / ' avec 
UL,l'ZL'. Soit a= 1 ( m o d / ) tel que alÇ.B,al'£B. On a:a=~--al + 
+ a / ' ( L n B + L ' n f i = i n B . Donc K L n B + / c L , ce qui est absurde. 
2. Soient maintenant A une algèbre à élément unité, / un idéal à gauche, 
B l'ensemble des a^A tels que Iaczl. B est une sous-algèbre de A conte-
nant / et le centre Z de A. I est un idéal bilatère de B. Soit a-*a* l 'appli-
cation canonique de A sur l'espace A' — A/I; sa restriction à B est un 
homomorphisme de B sur l'algèbre B' = Bili. Soient de plus J un idéal 
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bilatère de A, et K ••-=!+] (idéal a gauche); KnB est un idéal bilatère 
de B. Soit a—-a+ l'application canonique de A sur A+•--= A K. Soit Q l'en-
semble des idéaux à gauche maximaux de A contenant K. 
L e m m e 4. Supposons vérifiés par A, I, B les conditions (C, ) et 
(Ci) : B+ est de dimension finie. 
Alors, les représentations irréductibles >-,. de A définies canoniquement 
par les L (Û sont toutes équivalentes à un nombre fini d'entre elles. En outre 
j'/. (z) est scalaire pour z £ Z. 
D é m o n s t r a t i o n . Soit b—-b~ l'homomorphisme canonique de B 
sur B~ =BKn B Les LnB, L£Q, sont des idéaux à gauche maximaux 
de B contenant KnB: donc les (LnB)~ sont des idéaux à gauche maxi-
maux de B~. Soit vZ le représentation irréductible de B~~ définie canoni-
quement par (LñB)~. D'après (C) , est de dimension finie, donc il 
existe un sous-ensemble fini Q' de Q tel que toute v f , ¿ ( Q , soit équiva-
lente à une «v~, L'ÇQ'. Ceci posé, soit L £ Q. 11 existe L'^iï tel que 
et r,7 soient équivalentes. Donc il existe ba£B,bH(£L, tel que: 
b£B et b~b0~ £ (LnB)~ < = > b£B et ¿T £(L'nBy. 
Soit M l'ensemble des a £ A tels que ab„ £ L. M est un idéal à gauche 
maximal de A contenant I et f donc K, donc M £ i'î et vL est équivalente 
à J'J/. Enfin 
a£MnB<=>a £B et abn£L<=>a£B et (ab„y t(LnB)~ 
< = > f l £ f l et a~ t(L'r\By <=>a£L'nB. 
Donc L'nB = MnB et par suite ¿ '==M, de sorte que vL est équivalente 
à J'J. . Ceci démontre la première assertion. 
Si maintenant z £ Z , on a z£B, et z~ appartient au centre de B. Donc 
-j>~(z~) permute aux opérateurs de , qui est irréductible et s'effectue dans 
un espace de dimension finie. Donc il existe un scalaire ï(z) tel que 
z" 1 ~ = ¡;(z)l ~ (mod ( ¿ n 5 ) ~ ) , d'où z—Í(z)£L. Alors, pour tout a^A, 
on a modulo L: za = az = aï,(z)=--ï.(z)a, donc vL (z) - £(z)-l. 
6. Le théorème d'Harish-Chandra. 
Comme plus haut, soient a une algèbre de Lie, g un idéal de a, li 
une sous-algèbre semi-simple d e a , tels que « = # + !], grili = 0. Soient A 
l'algèbre enveloppante de n, GcA et Ha A les algèbres enveloppantes de g 
et f). Soient Z le centre de A, et Y l'ensemble des éléments de G permu-
tables à l). Soit enfin J l'ensemble des classes de représentations irréduc-
tibles de dimension finie de (}. Si n est une représentation de a dans un 
espace V. et si ôÇJ, les notations V¿, /<>•,.. ., concernent la restriction 
de n à Ii. 
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T h é o r è m e 1. Soient â^J et x un homomorphisme de Y dans le 
corps complexe. 
a) Il existe seulement un nombre fini de représentations irréductibles 
inéquivalentes n de A telles que, V.étant l'espace de n, on ait Va, =j=0 et 
7 r( j ' ) = z( j ' ) l pour Y. 
b) Si 7i est une telle représentation, on a et dim Kj < + 0 0 
pour tout à. I 
c) n(z) est scalaire pour z^Z. 1 
D é m o n s t r a t i o n . Soit J l'idéal bilatère de A engendré par les 
y—x(y), y£ Y. Le noyau de n contient J. ' 
Soit I l'idéal à gauche de A j engendré par /«,. Puisque 1^,4=0, il 
existe un •/: £ Vd<, /-=j=0; on a n(Ie,)v = 0, donc n(I)r = 0. Soit L ¡'idéal 
à gauche maximal de A formé des aÇ:A tels que 7t(a)r = 0. On a ¿ 3 / et 
¿=>y, donc L^>I-\-J=K, et 7t est équivalente à vL. 
Soient a—*a*,a—*a+ et a —• aA les applications canoniques de A sur 
A*=A I, A+=A KtiA =AL; vK est un quotient dé v,, vL un quotient de vK. 
Comme H;Ià, est de dimension finie, la corollaire 2 du lemme 2 prouve 
que A'= £(A*)s et que chaque (/l*)a est un K-module de type fini. En pas-
sant au quotient, et observant que tout élément de Y est congru modulo J 
à un scalaire, on voit que1 = chaque (A+)i est de dimen-
sion finie. On en déduit enfin que A" = et que chaque (AA)â est de 
dimension finie, ce qui est le b du théorème. ' j - 1 
Pour prouver le c et le c du théorème, nous allons prouver que nous 
sommes dans les conditions du lemme 4 (avec les mêmes notations). Intro-
duisant l'algèbre B de ce lemme, on a, si a £ A : l I • 
a'€B'<=>aÇB =>/a=>I<=>(Ia)' = 0 
<=> vj(I)a* = 0 < = > *,(/«,a') = 0 < = > a' £ (Ay* 
donc B'=(A*)i\ Donc S+C=(J4+)Îi est de dimension finie, ce qui est la con-
dition (Ç>). Enfin, soient aua2 des éléments de A; comme A*=^(A*)ir 
il existe un a £ A tel que < 
r,(a)a't £ (T)'., y,(a)a: £ (Ay>, rr(a)V = V, 
c'est 'à-dire a a ^ B , a a ^ B , a = l (mod /) , ce qui prouve (C,), et achève la 
démonstration du théorème. ! > 
Le cas considéré par HARISH-CHANDRA est le suivant: soient AQ une 
algèbre de Lie réelle, f)0 une sous-algèbre semi-simple, r une application 
linéaire de !)„ dans n0 telles que: , 
pour A,,A2£I)„. Soient a la complexification dé a«, et la complexifica-
0o = lj» + 2 ' ( W 
[/i1 , r( /r2)] = r ( [ / i 1 , / i 2 ] ) 
MiXi )« ) = o 
t 
Sur un théorème d'Harish-Chandra. 155 
tion de f)„. On étend r à I) par linéarité, et on pose: y(h) = ^(h + ir(h)) 
pour g = j>(i)). On prouve alors aisément que g est un idéal de a, et 
que a = g +1), gn ii = 0. En outre, il est facile de voir que Y est le centre de G. 
7. C a r a c t è r e s . 
Soient toujours a une algèbre de Lie, A son algèbre enveloppante, 
f) une sous-algèbre semi-simple de a, HczA l'algèbre enveloppante de f). 
Soit v la représentation de f) dans l'espace A définie par v(h)a = [h,a\ pour 
h€\),a£A; on a vu très simplemènt que A=£a¿, A^ est l'ensemble Y 
des éléments de A permutables à f). Soit A' = £ l Aà. 
. . . A ni» - • -
L e m m e 5. A' est l'ensemble des combinaisons linéaires des éléments 
[h,a],hÇH,aÇA. 
D é m o n s t r a t i o n . 1. Montrons que tout élément de A' est combi-
naison linéaire d'éléments de la forme [h, a\. Il suffit de le montrer pour tout-
élément d'un A¡, à^=â0, donc pour tout élément d'un sous-espace U de A, 
stable pour v, dans lequel v induit une représentation de classe <)=|=<S„. 
Considérons les combinaisons linéaires d'éléments de la forme v(h)u = [h, u], 
ft£i),u£U; ils forment un sous-espace U' de U, stable pour v, et =}=0 parce 
que <5 =j= à„. Donc U' — U ce qui prouve notre assertion. 
2. Réciproquement, montrons que tout élément de là forme [h, a] est 
contenu dans A'. Supposons d'abord h il). Soit a = £at, avec atiAe. 
Comme les A» sont stables pour r, on a [h, ûa] = v(h)ai iA¡, et [h,a»] = 0 . 
Donc [h,a\iA'. Si maintenant h = hih.2... h„, avec h¡i% on a: 
[h, a] = (hlh.,.. ;h„a—h2 • • • h„ah^)-\-(h2... h^a^—h3... A„O/Î1/Î2) + 
H [- (h,,ah^... h„-\ —o/i,.. .h,,)iA' 
ce qui prouve notre assertion. 
Ceci posé, désignons, pour a i A, par a" sa composante dans Aia=Y. 
D'après le lemme 5 et le n° 4 du § 3, on a le théorème suivant: 
T h é o r è m e 2. Si a i A, h i H, y i Y, on a (ah)n = (Ao)°, (ayf = <fy, 
(yaf=ya°: 
Il est alors évident qu'une forme linéaire x sur A telle que x(ah) = 
= x(ha) pour a i A, h i H, est déterminée par sa restriction à Y, ceci au 
moyen de la formule x(û) = x(a°). Le cas considéré par HARISH-CHANDRA 
et GODEMENT est celui où f) = a. Appelons caractère de A une forme linéaire 
t sur A telle que x(aa') = x(a'a) pour ai A, a'ÇA, et telle que la restric-
tion de x au centre Z de A soit un homomorphisme de Z dans le corps 
complexe. On voit qu'il y a une correspondance biunivoque évidente entre 
les caractères de A et les homomorphismes de Z dans le corps complexe. 
1 5 6 J. Dixmier: Sur un théorème d'Harish-Chandra. 
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