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Analytic expressions for the steady-state current with finite extended reservoirs
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Open system simulations of quantum transport enable the computational study of true steady
states, Floquet states, and the role of temperature, time-dynamics, and fluctuations, among other
physical processes. They are rapidly gaining traction, especially techniques that revolve around
“extended reservoirs” – a collection of a finite number of degrees of freedom with relaxation that
maintain a bias or temperature gradient – and have appeared under various guises (e.g., the extended
or mesoscopic reservoir, auxiliary master equation, and driven Liouville–von Neumann approaches).
Yet, there are still a number of open questions regarding the behavior and convergence of these
techniques. Here, we derive general analytical solutions, and associated asymptotic analyses, for the
steady-state current driven by finite reservoirs with proportional coupling to the system/junction. In
doing so, we present a simplified and unified derivation of the non-interacting and many-body steady-
state currents through arbitrary junctions, including outside of proportional coupling. We conjecture
that the analytic solution for proportional coupling is the most general of its form (i.e., relaxing
proportional coupling will remove the ability to find compact, general analytical expressions for finite
reservoirs). These results should be of broad utility in diagnosing the behavior and implementation
of extended reservoir and related approaches, including the convergence to the Landauer limit (for
non-interacting systems) and the Meir-Wingreen formula (for many-body systems).
I. INTRODUCTION
Nanoscale and molecular electronics encompasses a
broad range of fundamental studies [1–4] and applica-
tions, such as sensing in aqueous solution [5–12]. Sensing
in inhomgeneous, dynamical environments, in particular,
requires both statistical averaging [13–18] and the incor-
poration of dephasing [19] and other quantum effects due
to rapid atomic fluctuations – and potentially quite large
energetic changes, e.g., due to ionic motion. The incor-
poration of fluctuations and quantum effects into simu-
lation is challenging as it often requires the inclusion of
additional degrees of freedom, such as explicit electronic
reservoir or phonon/vibrational bath modes.
Along these lines, many transport processes can be
treated within the so-called “microcanonical approach,”
where a closed, finite system (including “reservoirs”) are
directly simulated [20–27]. There have been various im-
plementations of finite, closed reservoirs within Matrix
Product States (MPS) [24, 26, 28–38]. These are compu-
tationally limited due to the rapid generation of entan-
glement during particle flow and scattering, but they can
incorporate correlated impurity centers. Recent many-
body implementations include a combined numerical-
renormalization group and MPS approach [39], as well as
a technique that transforms the canonical basis – a ba-
sis that respects the scattering nature of transport and
“breaks” the entanglement barrier – and exponentially
improves simulation efficiency [40].
Steady-states rapidly form – with a rise time pro-
portional to the electronic bandwidth [27] – and thus
the microcanonical approach can still be quite powerful.
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However, statistical averaging over noise and fluctuations
is computationally demanding since closed systems in-
evitably have recurrences and thus many separate simu-
lations are required. Moreover, the approach is unable to
effectively handle finite temperature, quantum noise and
dephasing, and periodic driving (Floquet states) – only
in a very limited sense can the microcanonical approach
tackle these issues. Opening up the reservoirs, via relax-
ation, can extend the scope of numerical simulations of
nanoscale devices and sensors, especially the treatment
of electronics in noisy environments or in the presence of
quantum processes.
There have been a number of similar proposals for open
system simulations, such as “extended reservoirs” [41–
43], the auxiliary quantum master equation approach
(AMEA) which permits non-isoenergetic relaxation in
the extended reservoirs [44–49], and the driven Liouville–
von Neumann (DLvN) that treats non-interacting sys-
tems [50–55], as well as other approaches [56–58] (some
of which do not obey proper quantum evolution, see the
overview at Ref. 42).
These are all part of a general idea: A finite reser-
voir can effectively be transformed into a continuum by
broadening the modes via relaxation [59–62], with recent
rigorous results for bosonic systems as thermal quantum
environments [63–65]. A related open-system approach
was developed for classical thermal transport through
DNA [66, 67] and topological systems [68, 69]. The the-
oretical treatment and behavior of this approach follows
Kramers turnover for friction-controlled rates [70]. The
quantum case is analogous and also follows a Kramers
turnover [41–43], with only the intermediate relaxation
regime giving currents commensurate with physical ex-
pectations (i.e., the relaxation-free Landauer result for
non-interacting systems and the Meir-Wingreen formula
for interacting systems).
2Very recently, these open system ideas have been trans-
lated to novel tensor networks approaches. In Ref. 71,
an open-system, time-dependent variational principle ap-
proach was taken to solve for the dynamics and steady
states within the “mixed basis” (the basis that breaks
the entanglement barrier in closed system transport by
properly accounting for the scattering nature of current-
carrying particles [40]). A similar approach was devel-
oped in Ref. 72, which uses just the energy basis and the
time-evolving block decimation algorithm with swaps,
and applies the technique to quantum thermal machines.
In Ref. 73, building on their earlier work [46], the authors
implement the AMEA approach within MPS with swaps
of sites and a particular organization of fermionic modes,
and apply the technique to quantum transport in the An-
derson model with a power-law spectral function. Sim-
ilarly, Ref. 74 employs numerical-renormalization group
like ideas (e.g., logarithmic discretization outside the bias
window) and a reorganization of modes within an MPS
approach, see also Ref. 75 for related work applied to
non-interacting systems.
These extended, auxiliary, or mesoscopic reservoir ap-
proaches are thus already mature enough to be applied
to quantum transport. However, it is clear that there are
many issues that remain, some of which may hinder the
application of these approaches or inadvertently lead to
spurious results. Here, we will further develop the an-
alytic and mathematical basis for using extended reser-
voirs for transport. Specifically, we will derive analytical
expressions, within the “proportional coupling” scenario,
for transport through non-interacting and many-body
quantum impurities for arbitrary relaxation strength. We
conjecture that these are the most general analytic results
of this form. We also examine the asymptotic limits. All
of these expressions should be helpful in assessing and
validating numerical implementations. Furthermore, we
give a unified and simplified derivation of Landauer- and
Meir-Wingreen-like formulas for the general solution of
the extended reservoir quantum master equation. This
includes an alternative approach of treating the Marko-
vian relaxation directly within the Keldysh formalism
(where previously Green’s functions were computed di-
rectly from the Markovian equation of motion). We will
discuss how these approaches with Markovian relaxation
limit – in both non-interacting and many-body cases –
to the relaxation-free Landauer and Meir-Wingreen for-
mulas, respectively (note that non-Markovian relaxation
already obeys exactly a Landauer or Meir-Wingreen for-
mula at finite relaxation).
The outline of this article is as follows: In Sec. II, we
provide a brief summary of the main results, specifically
the expressions for the steady-state current for many-
body and non-interacting systems, the analytical expres-
sions for proportional coupling, and the asymptotic ex-
pressions in the same scenario. We will also note which
equations appear twice in this paper so the correspon-
dence is clear. In Sec. III, we provide the connection be-
tween the Lindblad master equation with relaxation for
many-body systems and the driven Liouville-von Neu-
mann equation (DLvN) for non-interacting systems. In
Sec. IV, we provide a unified, general solution for Marko-
vian and non-Markovian relaxation, and many-body and
non-interacting systems, for the steady-state current. In
Sec. V, we examine the solution in proportional coupling
and derive a fully analytic result for finite reservoirs. In
Sec. VI, we present the asymptotic analyses. These re-
sults and calculations give a comprehensive and, we hope,
accessible treatment of the steady-state current within
extended reservoir approaches to quantum transport.
II. SUMMARY
We first summarize the main results. Some of the equa-
tions thus appear twice in this manuscript, for which we
give the correspondence here. Details of all quantities
will be provided in subsequent sections.
We examine transport driven through a junc-
tion/impurity/system S by a chemical potential or tem-
perature drop between the left (L) and right (R) reser-
voirs, both of which are assumed to be non-interacting
with a quadratic coupling to the system. Following the
Meir-Wingreen approach developed for extended reser-
voirs in Ref. 41 (specifically, by averaging the current
from the left and right reservoirs to create a symmetrized
version of Eq. (A25) in Ref. 41), the steady-state current,
I, can always be written as
I =
ıe
2
∫
dω
2π
tr
[{
Γ
L − ΓR}G<
+
{
Γ˜
L − Γ˜R
}
{Gr −Ga}
]
. (1)
We emphasize this equation is valid for both non-
interacting and many-body impurities, as well as Marko-
vian or non-Markovian relaxation, and whether there is
proportional coupling or not. Equation (1) here is the
same as Eq. (35) in Sec. IV. The quantities appearing in
Eq. (1) are the electron charge e, the weighted and un-
weighted spectral densities (Γα and Γ˜α, respectively) for
reservoir α = L,R, the system’s full lesser Green’s func-
tion G<, and the system’s full advanced and retarded
Green’s functions (Gr and Ga, respectively). These are
all NS × NS matrices representing correlations between
the NS system modes.
We briefly note here that the many-body current,
Eq. (1) limits to the normal Meir-Wingreen formula [76,
77] as the reservoir size goes to infinity and then the
relaxation strength goes to zero. That is, whether many-
body or non-interacting, the exact result for the current
in the standard – relaxation-free – Meir-Wingreen setup
will result. This also entails that the normal Landauer
formula will result in this limit for non-interacting elec-
trons [41]. This will be discussed in Sec. IVB, see also
Ref. [78].
For “proportional coupling,” the two reservoirs have
identical mode distributions and couplings (up to a pro-
3portionality factor) to the system modes (i.e., ΓR =
λΓL). Since the reservoirs are finite, this entails that
the reservoir modes have the same set of energies and
relaxation strengths. Under this condition, one obtains
I = ıe
λ
1 + λ
∫
dω
2π
tr
[
∆Γ˜ {Gr −Ga}
]
. (2)
Equation (2) here is the same as Eq. (44) in Sec. V. The
difference in the weighted spectral density is
Γ˜
L− Γ˜R = ı
∑
k∈L
(
f˜Lk − f˜Rk
)
~vk ·~v†k [grk(ω)− gak(ω)] , (3)
where the f˜
L(R)
k are the Fermi-Dirac occupations evalu-
ated at frequency ωk (ω) for Markovian (non-Markovian)
relaxation and bias µL(R), (~vk)j = vjk is the coupling be-
tween the mode j ∈ S and the mode k ∈ L (if k ∈ R,
vjk →
√
λvjk), and the g
r(a)
k = 1/(ω − ωk ± ıγk/2) are
the retarded (advanced) Green’s functions for k ∈ L (or
R) with relaxation γk > 0 but without contact to the
system. The sum is over only the left reservoir since we
take proportional coupling and the modes and relaxation
are the same in the right reservoir.
While we might not be able to solve for Gr(a) due to
many-body interactions or due to involved self-energies,
we can still do the integration for Markovian relaxation,
yielding
I = −2e λ
1 + λ
∑
k∈L
(
f˜Lk − f˜Rk
)
~v†k · ImGr(ωk + ıγk/2) ·~vk,
(4)
which is analytic (Gr is analytic in the upper half plane
where it is evaluated here). Thus, the only important as-
sumption is to consider proportional coupling and Marko-
vian relaxation. Non-Markovian relaxation, for instance,
has the integrand dependent on the Fermi-Dirac distri-
bution, and thus is not readily integrated. Equation (4)
here is the same as Eq. (47) in Sec. V.
We conjecture that Eq. (4) is the most general analytic
result of this form for two reservoir transport – i.e., that
relaxing the assumption of proportional coupling will, at
best, result in only specific cases of finite reservoirs to be
analytically solvable – since this derivation makes clear
what is required: In order to perform the ω integration,
we need that the integrand has functions that are only
analytic in the upper or lower half plane. If this is not
satisfied, for instance, due to the appearance of G<, see
Eq. (1), the integral then relies on specific knowledge
about the form of the integrand (opposed to just regions
of analyticity). We will be surprised – but delighted – if
this conjecture is not true.
We can also analyze the asymptotic forms for Marko-
vian relaxation, starting either from Eq. (2) or Eq. (4).
For weak Markovian relaxation, we find
I ≈ 2e λ
(1 + λ)2
∑
k∈L
γk(f˜
L
k − f˜Rk ) (5)
This equation is only derived for non-interacting systems,
but allows for inhomogeneous γk (where the inhomogene-
ity is across k, but not between L and R). For strong
relaxation, the current is
I ≈ 4e λ
1 + λ
∑
k∈L
~v†k · ~vk
γk
(f˜Lk − f˜Rk ). (6)
This expression holds for both non-interacting and many-
body systems and homogeneous or inhomogeneous relax-
ation. Equations (5) and (6) are the same as Eq. (53) and
Eq. (55), respectively, in Sec. VI.
The set of these equations, Eqs. (4), (5), and (6),
give compact analytic expressions to assess the behav-
ior, convergence, and numerical implementation of the
extended and auxiliary reservoir approaches for many-
body or non-interacting systems, as well as the DLvN
for non-interacting systems.
III. BACKGROUND
We first define the equations we solve, since there are
alternative forms in the literature. We start with a Lind-
blad master equation for the full (potentially many-body)
density matrix,
ρ˙ = − ı
~
[H, ρ] +
∑
k
γk+
(
c†kρck −
1
2
{
ckc
†
k, ρ
})
+
∑
k
γk−
(
ckρc
†
k −
1
2
{
c†kck, ρ
})
. (7)
The first term in the master equation gives the Hamilto-
nian evolution of ρ under H . The next two terms, which
both contain the anticommutator {A,B}, give the par-
ticle injection (depletion) into the reservoir states k at a
rate γk+ (γk−). The total Hamiltonian is
H =
∑
k∈LR
~ωkc
†
kck+
∑
k∈LR
∑
i∈S
~
(
vkic
†
kci + vikc
†
ick
)
+HS ,
(8)
where ωk is the frequency of reservoir mode k ∈ LR,
vki = v
⋆
ik is the coupling of that mode to the system S
at site i, and ~ is the reduced Planck’s constant. The
Hamiltonian HS is the for S, which can have many-body
interactions that the DLvN does not, and can not, in-
clude (beyond mean field interactions). The operators
c†m (cm) are the creation (annihilation) operators for the
state m ∈ LSR. The index m carries a numerical index,
as well as all labels (electronic state, spin, reservoir or
system mode).
Equation (8), when the continuum limit is taken, is the
standard starting point for transport through impurities,
where non-interacting left (L) and right (R) reservoirs
drive a current through a system S via an applied poten-
tial or temperature drop. The reservoirs are connected
to the system only via quadratic (hopping) terms and are
4As usual, one wants the relaxation terms to give an
equilibrium state of the reservoirs in the absence of S.
This requires that γk+ ≡ γkfα(ωk) and γk− ≡ γk[1 −
fα(ωk)], where fα(ωk) is the Fermi-Dirac distribution in
the α ∈ {L,R} reservoir at different chemical potentials
or temperatures. One important point is that this equi-
librium is actually a pseudo-equilibrium for the reservoirs
that does not properly incorporate the broadening of the
reservoirs’ states due to the relaxation, which can result
in, e.g., zero bias currents. This clearly unphysical situa-
tion has been investigated in Refs. 41 and 42. When there
is symmetry between the left and right reservoir modes,
the zero-bias anomaly goes to zero [41]. However, there
is still a related anomaly due to smearing of full states
above the Fermi level and vice versa for empty.
Throughout this work, when we refer to Markovian
relaxation, we are referring to Eq. (7). When we refer
to non-Markovian relaxation, we are referring to a simi-
lar relaxation that gives identical retarded and advanced
Green’s functions, but a proper Fermi level. We do not
write its equation of motion (as its name implies, it has
memory and is not a time-local equation when the exter-
nal environments are integrated out).
The AMEA approach has the same equation as shown
in Eq. (7). However, it allows for transitions between k
and k′ in the relaxation. We will limit ourselves here to
energetically local relaxation (k = k′) [79], but many re-
sults still hold for this more general situation. Moreover,
in Ref. 42, it was shown that there is an exact corre-
spondence between the DLvN equation and the Lind-
blad master equation when electrons are taken to be
non-interacting. Equation (7), however, is more gen-
eral since ρ is the full, many-body density matrix on
the exponentially large Hilbert space of the system S
and the left (right) reservoirs L (R), and thus this can
include many-body interactions (for many-body imple-
mentations of Eq. (7), see Refs. 71–74). We emphasize
that the state, ρ, is not the single-particle density matrix
appearing in the DLvN, for which we reserve the N ×N
single-particle correlation matrix C (this is related to a
single-particle density matrix by normalizing the trace)
where N is the total number of electronic levels in LSR
(treating spin, if present, as a separate level).
To make the correspondence of Eq. (7) with the DLvN,
one has to take all regions to be non-interacting rather
than just the reservoirs (and the reservoir-system cou-
pling). When HS is also a non-interacting Hamiltonian,
it can be written as
HS =
∑
i,j∈S
H¯jic
†
icj , (9)
where H¯ji is the single-particle Hamiltonian. Note that
we restrict i, j to the system sites. When summing over
all sites (the system and reservoirs), this gives the global
single-particle Hamiltonian H =
∑
m,n H¯nmc
†
mcn with
m,n ∈ LSR, which we will also use with the same symbol
H¯ since the system single-particle Hamiltonian is just
a submatrix of this larger matrix. These matrices are
operators, but on the single-particle space rather than
the full Hilbert space.
With this introduction, it is now a simple matter to
connect Eq. (7) to the DLvN [42]. Assuming all regions
to be non-interacting, one writes the equation of motion
for the single-particle correlation matrix
Cmn = tr [c†mcnρ] (10)
with m,n ∈ LSR, which gives
C˙ = −ı[H¯, C]/~+R[C], (11)
where R[C] is the relaxation. In block form, as the DLvN
uses, this equation has terms
C =

 CL,L CL,S CL,RCS,L CS,S CS,R
CR,L CR,S CR,R

 (12)
and
R[C] = −γ

 (CL,L − CL0 ) 12CL,S CL,R1
2CS,L 0 12CS,RCR,L 12CR,S (CR,R − CR0 )

 .
(13)
The Cα,α′ are for a subset of states, i.e., in the regions
α, α′ ∈ {L,S,R}, where we have also taken a uniform γ
as otherwise one would have to include an inhomogeneous
γ into the blocks. This is a trivial matter but would hin-
der the direct comparison with the normal DLvN. How-
ever, for completeness, when inhomogeneous relaxation
is present, the elements are
(R[C])kl = γk+δkl − Ckl
2
(
γk+ + γk− + γl+ + γl−
)
. (14)
The “relaxed” distributions are Cα0 = diag[fα(ωk)].
The connection between the Lindblad master equation,
Eq. (7), and Eq. (11) also shows that the DLvN is always
a proper quantum evolution – that is, correlation matrix
evolution is from a completely-positive trace-preserving
map on the full density matrix. This proof works for
finite or infinite reservoirs, unlike the result in Ref. 53
which holds only in the limit of infinite reservoirs. More-
over, since the Lindblad operators are in second quan-
tized form, the evolution will always respect Pauli exclu-
sion (observed empirically in Ref. 50). Further details
are contained in Ref. 42.
This connection entails that any solution of Eq. (7)
when electrons are non-interacting is also a solution of
the DLvN, Eq. (11). As well, the solution will also be
to the AMEA with only isoenergetic relaxation. We will
start by recalling the computation for the current from
Ref. 41. Our presentation will differ from Ref. 41 only
in two significant respects: We will give a simultaneous,
unified approach for both the non-Markovian and Marko-
vian extended reservoirs, including for many-body and
non-interacting impurities. We will also assume the wide-
band limit from the beginning. Essentially, this compu-
tation is a finite reservoir version of the Meir-Wingreen
5approach [76, 77]. Since external environments, whether
Markovian or non-Markovian, relax the reservoir modes,
a true steady state exists even for finite reservoirs.
We will need the lesser Green’s function
G
<
nm(t, t
′) = ı〈c†m(t′)cn(t)〉, (15)
where the time-dependence signifies Heisenberg picture
operators on the global space (LSR plus external, im-
plicit environments). This Green’s function is connected
to the correlation matrix elements through
Cmn = −ıG<nm(t, t). (16)
We will also need the retarded and advanced Green’s
functions,
G
r
nm(t, t
′) = −ıΘ(t− t′)〈{c†m(t′), cn(t)}〉 (17)
and
G
a
nm(t, t
′) = ıΘ(t′ − t)〈{c†m(t′), cn(t)}〉, (18)
respectively. Again, the {A,B} gives the anticommu-
tator. These are related by [Ganm(t, t
′)]
⋆
= Grmn(t
′, t).
Within a stationary state, these Green’s functions de-
pend only on the time difference and, for the retarded
and advanced Green’s functions, we have Gr(ω) =
[Ga(ω)]† for their Fourier transforms. Working with
these Green’s functions, we will follow the approach of
Meir-Wingreen [76, 77], which was developed for ex-
tended reservoirs in Ref. 41.
IV. CURRENT
By taking the derivative of the total particle number in
the left or right reservoir, the time-dependent current is
given by the sum over system-reservoir correlations. For
the current from the left into the system, this reads
IL = ıe
∑
k∈L,j∈S
(
vkj〈c†kcj〉 − vjk〈c†jck〉
)
(19)
evaluated at time t. The current is related to the lesser
Green’s functions through
I(t) = e
∑
k∈L
∑
j∈S
[
vkjG
<
jk(t, t)− vjkG<kj(t, t)
]
. (20)
Within the steady state, we can take the Fourier trans-
form
I = e
∑
k∈L
∑
j∈S
∫
dω
2π
[
vkjG
<
jk(ω)− vjkG<kj(ω)
]
. (21)
Given the non-interacting nature of the reservoirs, the
Dyson equations for these Green’s functions are
G<jk(ω) =
∑
i∈S
vik
[
G
r
ji(ω)g
<
k (ω) +G
<
ji(ω)g
a
k(ω)
]
(22)
and
G<kj(ω) =
∑
i∈S
vki
[
grk(ω)G
<
ij(ω) + g
<
k (ω)G
a
ij(ω)
]
. (23)
These stationary state expressions are found by the
equation-of-motion method, which we provide in Ap-
pendix A for the readers’ convenience.
The current, Eq. (21), is the inverse Fourier transform
at equal time t− t′ = 0 and can then be rewritten as
I = e
∑
k∈L
∑
i,j∈S
∫
dω
2π
vjkvki
{
g<k (ω)
[
G
r
ij(ω)−Gaij(ω)
]
− [grk(ω)− gak(ω)]G<ij(ω)
}
. (24)
This expression applies to both the Markovian and non-
Markovian reservoirs.
To simplify the expression further while capturing both
the Markovian and non-Markovian extended reservoirs,
we define a new function
f˜k =
{
fα (ω) non–Markovian
fα (ωk) Markovian
, (25)
with fα(ω) the normal Fermi-Dirac function with bias
µα and α = L(R) is the reservoir component of index k.
This sets the occupation either according to the physical,
non-Markovian equilibrium or the unphysical, Markovian
equilibrium. In both situations, the Fermi-Dirac distri-
bution f appears, but either with the frequency appear-
ing in the Green’s function, ω, or with the reservoir’s iso-
lated mode frequency, ωk. As we discuss extensively else-
where [41, 42], the former correctly occupies the broad-
ened mode, whereas the latter occupies and then broad-
ens. As will be clear below, for weak external relaxation,
these are approximately equal to each other, but diverge
for strong relaxation resulting in unphysical – sometimes
quite large and potentially zero-bias – currents.
Consolidating the terms by using the Keldysh equation
g<k (ω) = g
r
k(ω)Σ
<
k (ω)g
a
k(ω), (26)
where, for this non-interacting, “isolated” mode,
non–Markovian
Σ<k = ıγkfα(ω)
(27)
for the wide-band, non-Markovian extended reser-
voirs [41] (herein called just “non-Markovian”) and
Markovian
Σ<k = ıγk+ · 1 + ıγk− · 0 = ıγkfα(ωk)
(28)
for the Markovian extended reservoirs. Note that the
non-Markovian version connects each reservoir mode to
a single external environment with a well-defined chemi-
cal potential. Each of these external environments for L
have the same well-defined chemical potential µL and the
same for R, µR (this follows the calculations in Ref. 41
6and see this same reference for the expressions outside of
the wide-band limit). It is non-Markovian due to a sur-
face – the Fermi level – even though it has no other struc-
ture. The Fermi level is sufficient to introduce memory
(for non-Markovian relaxation with additional structure
in these environments, see the expressions in Ref. 41).
The Markovian case represents the reservoir mode in
contact with separate full and empty wide-band reser-
voirs, but with different couplings, which results in a fi-
nite mode occupancy. This case has to be wide band,
as otherwise it would not be Markovian. Note that, in
Ref. 41, we derived the Green’s functions directly from
the Lindblad equation of motion, Eq. (7). Here, however,
we simply take a Keldysh approach and use the fact that
the Markovian master equation, Eq. (7), is exactly the
equation of motion that one gets when each reservoir
mode is connected to two reservoirs, one full and one
empty giving the factors 1 (i.e., f(ω) = 1) and 0 (i.e.,
f(ω) = 0). The lack of a well-defined chemical potential
(i.e., they are at ±∞) points to a serious issue that has
repercussions in calculations that must be avoided by a
careful examination of behavior versus parameters.
This yields the identity (for either the non-Markovian
or Markovian reservoirs)
g<k (ω) = −f˜k [grk(ω)− gak(ω)] . (29)
Defining the weighted and unweighted spectral densities
(i.e., weighted and unweighted versions of the normal
ΓL(R) = ı(ΣrL(R) −ΣaL(R)) = −2 ImΣrL(R)) as
Γ˜
L(R)(ω) = ı
∑
k∈L(R)
f˜k~vk · ~v†k [grk(ω)− gak(ω)] (30)
and
Γ
L(R)(ω) = ı
∑
k∈L(R)
~vk · ~v†k [grk(ω)− gak(ω)] , (31)
respectively, the current, Eq. (24) becomes
I = ıe
∫
dω
2π
tr
[
Γ
L
G
< + Γ˜L {Gr −Ga}
]
(32)
This expression is equivalent to the Meir-Wingreen result
(c.f., Eq. (18) in Ref. [77]), except that for the Markovian
case, one can not remove the occupation factor from Γ˜.
Moreover, we will apply it to finite reservoirs where
each mode has a finite lifetime. In the wide-band limit
(see Ref. 41 for the more general case), the Green’s func-
tions of the reservoir modes are the following: For both
non-Markovian and Markovian extended reservoirs, the
retarded (advanced) Green’s functions are
g
r(a)
k (ω) =
1
ω − ωk ± ıγk/2 . (33)
The lesser Green’s functions can be found by direct com-
putation or using the Keldysh equation of the reservoir
mode in contact with the external environment. We use
the latter, g<k = g
r
kΣ
<
k g
a
k = g
r
kΣ
<
k [g
r
k]
∗. This gives
g<k (ω) =
ıγkf˜k
(ω − ωk)2 + γ2k/4
. (34)
The issue of occupancy becomes clear with this equation:
The non-Markovian equilibrium occupies every part of
the single-mode density of states according to the Fermi-
Dirac distribution, f˜k = fα(ω). The Markovian equi-
librium, though, occupies the whole spectrum according
to its completely isolated frequency ωk, f˜k = fα(ωk).
As long as the relaxation strength, γk, is weak, there
is little difference. This directly leads to the condition,
γ ≪ kBT/~, that the relaxation has to be much less
than the thermal relaxation for the Markovian approx-
imation to be valid [41]. The condition, in some situa-
tions, is not so strict, as many (but not all) models will
give the correct Landauer result (for non-interacting sys-
tems) even when this is not satisfied. This comes down
to the fact that there is often a temperature scale in the
problem, T ⋆, below which the current becomes indepen-
dent of temperature, see Sec. IVB. When this is the case,
a “too large” relaxation strength can still give the correct
result. This is a heuristic – a rule-of-thumb for practical
calculation – that should be employed with care.
Following the standard approach [76, 77], we can give
symmetric expressions by averaging the left and right
currents,
I =
ıe
2
∫
dω
2π
tr
[{
Γ
L − ΓR}G<
+
{
Γ˜
L − Γ˜R
}
{Gr −Ga}
]
. (35)
This equation is valid for both non-interacting and many-
body system Hamiltonians HS , as well as for both non-
Markovian and Markovian relaxation. Indeed, it is our
starting point for all subsequent calculations and also
appears as Eq. (1) in the Summary, Sec. II.
Again, the difference with the standard approach is
the lack of ability to pull out the occupancies from the
Γ˜’s. For the non-Markovian reservoirs, the current van-
ishes when in equilibrium, fL(ω) = fR(ω) ≡ feq(ω) and
G
< = −feq(Gr −Ga). For the Markovian case, the cur-
rent vanishes only in equilibrium for symmetric reservoirs
in a proportional coupling scenario. Otherwise, one can
have zero bias currents, pointing to one of the particu-
lar pathologies of the Markovian setup. These currents,
though, are related to ~γ/kBT and vanish as this goes to
zero. We caution that even in the proportional coupling
scenario, the Markovian case still gives anomalous cur-
rents. We discuss these elsewhere but they have the same
mathematical origin: The Markovian equation occupies
and then broadens, which results in unphysical occupied
(and unoccupied) states at high and low energy. Essen-
tially, one will have Lorentzian broadened “Fermi level”
rather than a Fermi-Dirac exponential cutoff.
From here, there are two special cases that are useful.
One is to maintain generality and allow for many-body
7interactions in S, but assume proportional coupling in
the reservoirs (a quite strict condition), and the other is
to assume a globally non-interacting lattice (in the single
particle sense, which is still quite strict but widely applied
for molecular and nanoscale electronic junctions, includ-
ing in density functional theory approaches). We will first
treat non-interacting systems and then outline the gen-
eral (non-interacting and many-body) correspondence to
Landauer and Meir-Wingreen formulas. In Sec.V, we will
examine proportional coupling.
A. Non-interacting Systems
For non-interacting electrons, one can also simplify the
current in the standard way [76, 77, 80]. Starting from
Eq. (35), one uses the Keldysh equation,
G
< = GrΣ<Ga → ıGr(Γ˜L + Γ˜R)Ga (36)
and the identities
G
r −Ga = −ıGr(ΓL + ΓR)Ga = −ıGa(ΓL + ΓR)Gr,
(37)
which both employ non-interacting electrons (after the
arrow for the first equation, as one can include the many-
body lesser self-energy) [81]. Again, the Markovian ex-
tended reservoirs require that we retain the occupancy
within the spectral density. Employing the rightmost ex-
pressions in Eqs. (36) and (37), Eq. (35) becomes
I = e
∫
dω
2π
tr
[
Γ˜
L
G
a
Γ
R
G
r − ΓLGrΓ˜RGa
]
, (38)
which reduces to
I = e
∫
dω
2π
(fL(ω)− fR(ω)) tr
[
Γ
L
G
r
Γ
R
G
a
]
(39)
when the extended reservoirs are non-Markovian [82].
This just requires computing the retarded (advanced)
Green’s functions, Gr(a) = 1/(ω− H¯S −Σr(a)) and self-
energies Σr(a) =
∑
k∈LR ~vk · ~v†kgr(a)k , and the weighted
spectral density.
B. Landauer and Meir-Wingreen Correspondence
Whether one works with a many-body impurity,
Eq. (35) generally or Eq. (44) for proportional coupling,
or the non-interacting result, Eq. (38) or Eq. (44) for pro-
portional coupling, the Markovian expressions converge
to non-Markovian expressions, as this has to do with the
convergence of the weighted spectral density – alterna-
tively, the lesser Green’s function – of the finite reser-
voir. This was examined in detail in Ref. 41. There, it
was shown that the one-norm difference of the Markovian
and non-Markovian lesser Green’s function is bounded by
~γk
4kBT
ln
kBT
~γk
. (40)
That is, it is controlled by the ratio of the relaxation
strength and the thermal energy. This also helps put
bounds on the necessary reservoir size [41, 42]. Clearly,
as the temperature goes to zero, convergence requires a
very small relaxation strength, as the derivative of the oc-
cupation at the Fermi level is diverging. However, while
this can influence the accuracy of the calculation if there
are sharp features at the Fermi level, in many other cases
one may not see its effect. For instance, as seen in Ref. 71,
below a certain temperature, T ⋆, which potentially could
depend on the voltage for sharp features, the current
is not changing [83]. Thus, so long as γk ≪ kBT ⋆/~,
the current will still be accurate even though the lesser
Green’s function has not formally converged.
When the weighted spectral density and lesser Green’s
functions have approximately converged to their non-
Markovian counterparts, the current for Markovian re-
laxation approximately obeys a Landauer or Meir-
Wingreen formula (for non-interacting and many-body
interactions, respectively). It seems unlikely that an ex-
act Landauer expression with relaxation will be obeyed
unless the relaxation is both non-Markovian and given
by a single-particle mechanism.
The finite extended reservoir, whether Markovian or
non-Markovian, will then converge to the relaxation-free
infinite reservoir as N → ∞ and then γk → 0. As done
in Ref. 41, the limit to the Landauer formula can now be
taken directly with Eq. (38). First one takes the infinite
reservoir limit, then when γk is sufficiently narrow in the
sense already discussed, one can replace f˜k with f(ω) (for
the Markovian case, since the non-Markovian already has
this) in Eq. (30). This shows that the current in the
steady-state of the Markovian master equation, Eq. (7),
limits to the Landauer result. It requires both that the
reservoir goes to infinity (first) and then the relaxation
strength to zero [41, 78].
For many-body systems, one has to work instead with
Eq. (35). The same replacement applies, noting that it
occurs both in the weighted spectral density and within
G
<. One can think of this process in an alternative
manner: The lesser Green’s function of the truly isolated
reservoir is a delta function in frequency space and one is
using instead the Lorentzian representation of the delta
function (the retarded and advanced Green’s functions
are no different than normal, except one has the broad-
ening tied to γk/2 rather than “η → 0”, with η the control
parameter appearing in the Green’s functions whose sole
purpose is to ensure causality – or, for what is impor-
tant here, analyticity in the upper or lower half plane).
In mathematical terms, it is expressing the following re-
placement:
lim
γk→0
ı [grk(ω)− gak(ω)] f˜α = 2πδ(ω − ωk)f˜α
= 2πδ(ω − ωk)fα(ω), (41)
which is exact as the relaxation strength goes to zero. As
already noted, the reservoir size has to already be infinite
before taking this limit [84].
8V. PROPORTIONAL COUPLING
When the reservoirs are identical in density of states
and distribution of couplings to system (allowing for the
total coupling scale to be different), one obtains the pro-
portional coupling case [85], ΓR = λΓL, which allows
one to eliminate the need to compute G<. Physically,
this is a quite strict condition, as it requires all states in
the junction that are bound to one of the electrodes to
also be bound to the other, which is rarely satisfied. In
widely-employed tight-binding models, for instance, this
would require all atoms bound to one of the electrodes to
also be bound – up to the same proportionality constant
– to the other electrode. This condition is physically
quite limiting. Of course, there are situations where one
or a few junction states dominate transport, such as a
symmetrically bound HOMO (highest occupied molecu-
lar orbital) level. Projecting on the subspace of relevant
modes would, in these particular cases, give identical (or
proportional) coupling. We investigate proportional cou-
pling here as a test case for numerical implementations,
as well as to understand behavior and convergence to the
relaxation-free, continuum (i.e., the exact) results.
Following Refs. 76 and 77, we take the steady state
current as a weighted average of left and right cur-
rents, I = xIL + (1 − x)IR with x ∈ [0, 1]. Employing
x = λ/(1 + λ) eliminates G< from the expression for
the current. However, unlike Refs. 76 and 77, we have
to separately address Γ˜. Proportional coupling requires
that the discrete set of modes in L and R are the same,
as well as their relaxation (it can be inhomogeneous in k
but identical between modes ωk in L and R). The cou-
plings to the system need to satisfy vk′i =
√
λvkiδkk′ with
k′ ∈ R, k ∈ L, and δkk′ signifying that the numerical part
of the index is identical. This entails
xΓ˜Lji − (1− x)Γ˜Rji =
λ
1 + λ
ı
∑
k∈L
(
f˜Lk − f˜Rk
)
× vjkvki [grk(ω)− gak(ω)] ,
(42)
for which we define
xΓ˜Lji − (1− x)Γ˜Rji ≡
λ
1 + λ
∆Γ˜ji (43)
at x = λ/(1 + λ). The current can then be written as
I = ıe
λ
1 + λ
∫
dω
2π
tr
[
∆Γ˜ {Gr −Ga}
]
. (44)
Equation (44) is the same as Eq. (2) and is the one em-
ployed to derive the general result for finite reservoirs for
Markovian relaxation (see below). This equation applies
to many-body and non-interacting systems with propor-
tional coupling, as well as to non-Markovian and Marko-
vian relaxation.
The expression is equivalent to the Meir-Wingreen ex-
pression (c.f., Eq. (21) in Ref. 77) for the non-Markovian
case, where one can pull out the Fermi-Dirac distribu-
tions:
I = ıe
λ
1 + λ
∫
dω
2π
(fL(ω)− fR(ω)) tr [Γ {Gr −Ga}]
(45)
In this non-Markovian case, this is a “pseudo-Landauer”
form (note Γ = ΓL = ΓR/λ) and it has a nice interpreta-
tion: It is the spectral overlap of the reservoir and broad-
ened system density of states within the bias window that
determines the current. For Markovian extended reser-
voirs, though, one can not pull out the Fermi-Dirac dis-
tributions and this interpretation breaks down. There
is still a notion of spectral overlap, but it is the spec-
tral overlap weighted by the difference in the Fermi-Dirac
distributions of the isolated reservoir states. This is not
equivalent to the former and gives anomalous behavior
that has to be accounted for in practical calculations.
Unlike the Markovian case within Eq. (44), Eq. (45) can
not be analyzed directly since the Fermi-Dirac distribu-
tions depend on ω.
When the relaxation is Markovian, one has a sum over
k ∈ L with each term having a product
[grk(ω)− gak(ω)]~v†k · {Gr −Ga} · ~vk, (46)
where we used that the coupling matrix for each k is an
outer product in order to take the trace. This contains
all the ω-dependent factors. We can thus do integrations
in either the upper or lower half-plane depending on the
functions in the integrand. For instance, grkG
r can be in-
tegrated in the upper half-plane giving zero (the retarded
functions are analytic there) and grkG
a can be integrated
in the lower half-plane since we do not know necessarily
where the poles of Ga are (but they are all in the upper
half-plane). The ω integral in Eq. (44) thus gives
I = −2e λ
1 + λ
∑
k∈L
(
f˜Lk − f˜Rk
)
~v†k · ImGr(ωk + ıγk/2) ·~vk.
(47)
This derivation demonstrates that this is a very general
equation. It assumes proportional coupling and Marko-
vian relaxation but otherwise applies to many-body or
non-interacting systems and homogeneous or inhomoge-
neous relaxation. For non-Markovian relaxation, one has
to work with Eq. (45) instead. Equation (47) is the same
as Eq. (4) in the summary, Sec. II.
The derivation, though, also demonstrates why a suc-
cessful analytic calculation results: To obtain the current,
one need only to deal with various retarded and advanced
Green’s functions. These have analytic properties that,
e.g., the lesser Green’s function does not. Hence, this
is why we conjecture that Eq. (47) is the most general
result of its form.
VI. ASYMPTOTIC ANALYSES
Taking Eq. (47) for proportional coupling and further
assuming that the system is non-interacting, one can di-
9rectly take the small and large relaxation limits. When
the system is non-interacting, the retarded Green’s func-
tion is
G
r =
1
ω − H¯S −Σr
(48)
with
Σ
r =
∑
k∈LR
~vk · ~v†k
ω − ωk + ıγk/2 (49)
= (1 + λ)
∑
k∈L
~vk · ~v†k
ω − ωk + ıγk/2 (50)
where the second line is for proportional coupling and the
factor of (1 + λ) is to account for both reservoirs when
the sum goes over only L.
A. Weak Relaxation
When the γk are all much smaller than the level spac-
ing, γk ≪ ωk − ωk′ ∀ k, k′, the self-energy evaluated at
ωk + ıγk/2 becomes
Σ
r(ωk + ıγk/2) ≈ −ı(1 + λ)~vk · ~v
†
k
γk
. (51)
That is, for very small γk, the k
th term is picked out.
Moreover, Eq. (51) diverges and we will have that
‖Σr(ωk + ıγk/2)‖ ≫
∥∥ωk + ıγk/2− H¯S∥∥ (52)
assuming all elements of H¯S are bounded and we have
taken the operator norm. The self-energy from mode k
is thus dominant in the Green’s function. We can then
either retain all elements of the Green’s function and di-
agonalize it perturbatively or we can note that due to the
~v†k ·◦ ·~vk in the numerator of Eq. (47), we only need to in-
vert the Green’s function on a subspace of rank one. That
is, the coupling matrix for one mode k, ~vk ·~v†k, is of rank
1 (the operator acts on the whole single-particle space of
the system, and thus is an NS ×NS matrix with NS lev-
els in the system) and can be inverted on that subspace.
When put into Eq. (47), this gives ~v†k · (~vk · ~v†k)−1~vk = 1
(where 1 is the identity matrix).
Putting this into Eq. (47) yields
I ≈ 2e λ
(1 + λ)2
∑
k∈L
γk(f
L
k − fRk ), (53)
While we provided an identical analytic expression in
Ref. 41 for λ = 1, this now gives an alternative demon-
stration that it applies to all non-interacting junctions
in the proportional coupling scenario. It further general-
izes the result to inhomogeneous γ. Many-body systems,
though, do not seem to be easily treated with this ap-
proach for small γ. Equation (53) is Equation (5) in the
Summary, Sec. II.
B. Strong Relaxation
When the γk are all much larger than any frequency
scale in the problem, γk ≫
∥∥H¯∥∥ ∀ k ∈ L (or k ∈ R),
the self-energy is small (it is bounded by a function of
1/γk). In words, the system itself – just the junction
– effectively is almost closed, as excitations take a long
time to decay into the extended reservoirs (and out to the
external environments). The denominator of the Green’s
function is dominated by the extra factor of γk passed to
it through its argument. Thus,
G
r(ωk + ıγk/2) ≈ − 2ı
γk
. (54)
Putting this into Eq. (47), gives
I = 4e
λ
1 + λ
∑
k∈L
(
f˜Lk − f˜Rk
) ~v†k · ~vk
γk
. (55)
This is exactly the expression already derived in Ref. 41,
albeit for homogeneous γk, which, however, was not es-
sential in the derivation, and λ = 1. Equation (55) is
Equation (6) in the Summary, Sec. II.
Equation (47), though, holds for many-body systems,
as well. We can thus go further. The key expression [86]
transforms back to real-time,∫ ∞
−∞
dω γk
(ω − ωk)2 + γ2k/4
G
r
ij(ω) (56)
= 2π
∫ ∞
−∞
dt e−ıωkt−γk|t|/2 Grij(−t) ≈ −ı
4π
γk
δij ,
where we can take the imaginary part after integration
since the Lorentzian is real. The exponential cutoff due
to the large γk limits the contribution to the integral to
only a short time, 1/γk. Using Eq. (17), the short time
approximation is simply the identity times −ı, but only
for positive arguments, which yields an extra factor of
1/2 when integrated for positive and negative time. Also
note that the Green’s function is for the system, so that
the self-energy from the reservoirs is small and smeared at
large γ (that is, large γ does not introduce a fast process
into Gr even though Eq. (17) has the full time evolution
from LSR and the external environments).
Employing Eq. (56) in Eq. (44) (instead of using
Eq. (47)) gives exactly Eq. (55). We stress that this
applies to many-body or non-interacting systems within
proportional coupling. We note also that the expression,
Eq. (55), is well-behaved in the continuum limit, since
the coupling constants squared are related to canoni-
cal transforms and they decay with the inverse reservoir
size. Also, we expect more general cases – beyond pro-
portional coupling – of the large γ regime can be ana-
lyzed, but the form will change since the single sum over
k ∈ L reflects the proportional coupling. Interestingly,
a straightforward result, valid for arbitrary many-body
or non-interacting systems, with or without proportional
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coupling, and with homogeneous or inhomogeneous re-
laxation results directly from an analysis on Eq. (35) [87].
It is not a surprise that the large relaxation regime has
only a minor dependence on the system – only through
the coupling to the reservoir modes but not on the lev-
els and interactions within the system itself. The relax-
ation overdamps the coherence that is forming between
the reservoir modes and the system, giving an effective
coupling that can be thought of perturbatively and hence
the form ~v†k ·~vk/γk. Strong local dephasing has a similar
effect and yields a diffusion equation [88]. Coherence is
needed for current to flow and thus the relaxation is lim-
iting the flow from the reservoir states into the system.
That being said, some alternative asymptotic regimes can
appear for non-Markovian relaxation, see, e.g., Ref. 43.
This has to do with the band structure of the reservoirs
(e.g., band gaps), the level energies of the system, and
symmetries.
VII. CONCLUSION
Open system approaches to transport are now becom-
ing widespread and employed in various applications. We
show that for local relaxation (i.e., acting independently
on each of the modes in the reservoir) that a simple an-
alytic expression results for both many-body and non-
interacting systems with finite reservoirs proportionally
coupled to the system. This will allow quite large fi-
nite reservoirs to be examined, especially for convergence
to the Landauer (for non-interacting systems) or Meir-
Wingreen (for many-body systems) limits, as well as
understanding underlying mechanistic behavior of finite
representations of the reservoirs. The asymptotic forms
we derive also will be quite useful in benchmarking and
validating numerical implementations. We expect, there-
fore, that the results here will help support the use of
extended, mesoscopic, or auxiliary reservoir simulations
broadly – including its non-interacting incarnation as the
DLvN – and bring it to bear in new applications.
We thank Marek Rams, Gabriela Wo´jtowicz, Justin
Elenewski, Yonatan Dubi, and Vladimir Aksyuk for help-
ful comments.
Appendix A: Equation-of-motion method
Due to the non-interacting nature of the reservoirs,
the Dyson equations, Eqs. (22) and (23), are easily ob-
tained by the equation-of-motion method starting from
the time-ordered Green’s function:
G
T
nm(t− t′) =− ı〈T
{
cn(t)c
†
m(t
′)
}〉 (A1)
=− ıΘ(t− t′)〈cn(t)c†m(t′)〉
+ ıΘ(t′ − t)〈c†m(t′)cn(t)〉
with T the time-ordering operator and n,m ∈ LSR. The
equation of motion is
−ı∂t′GTnm(t− t′) =δ(t− t′)δnm
− ıΘ(t− t′)〈cn(t)
[
H, c†m
]
t′
〉
+ ıΘ(t′ − t)〈[H, c†m]t′ cn(t)〉, (A2)
where we used 〈cn(t)c†m(t′) + c†m(t′)cn(t)〉t→t′ = δnm .
For the current-carrying correlations, Eq. (A2) gives
−ı∂t′GTjk(t− t′) =− ıΘ(t− t′)〈cj(t)
[
H, c†k
]
t′
〉
+ ıΘ(t′ − t)〈
[
H, c†k
]
t′
cj(t)〉
=ωkG
T
jk +
∑
i∈S
vikG
T
ji (A3)
with j ∈ S and k ∈ LR. The solution is
G
T
jk(t− t′) =
∑
i∈S
∫
dt1G
T
ji(t− t1)vikgTk (t1 − t′). (A4)
This expression has the same form as the contour-ordered
Green’s function [81]. The Keldysh rules give the lesser
and retarded components [81]. After a Fourier transform,
assuming a stationary state, this yields Eqs. (22) or (23)
for the lesser component.
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