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Abstract
We study the problem of allocating a given set of resources to sequentially arriving demand
when the resources are reusable i.e., any allocated resource is used for a stochastic duration
after which it is available for re-allocation. More concretely, we are given resources with fixed
reusable inventory. Customers arrive sequentially and upon arrival reveal their type in the form
of a set of resources they are willing to be matched to or more generally, a choice model. We
must make an irrevocable decision to allocate from the set of available resources (in the form of
a matching or by offering an assortment). The customer may then select at most one resource
and use some of its inventory for a randomly drawn duration that is distributed i.i.d. according
to a resource dependent usage distribution. The duration of usage is revealed to us only up on
return. Successful allocations generate a resource and usage duration dependent reward. Our
goal is to design online policies to maximize total expected reward without any knowledge of
future customer types (adversarial demand model). Previously, Gong et al. (2019) showed that
the Greedy algorithm is 1/2 competitive for this problem when compared against an optimal
clairvoyant algorithm that knows the entire customer type sequence in advance but sees the
outcomes of usage durations in real-time.
We propose a simple and novel algorithm for this problem that addresses reusability despite
being oblivious to usage distributions. For large starting inventory, we show that our algorithm
beats Greedy and achieves the best possible competitive ratio of (1 − 1/e) for a broad family
of usage distributions. In addition, our method of analysis introduces a new general framework
for certifying competitiveness w.r.t. clairvoyant algorithms that may be useful more broadly in
other online allocation settings that have post-allocation stochasticity.
1 Introduction
In the classical online bipartite matching problem introduced by Karp et al. [KVV90], we are given
a graph G(I, T,E) with vertices i ∈ I known in advance and vertices t ∈ T , also referred to as
arrivals, sequentially revealed, one at a time. When a vertex t arrives, the set of edges (i, t) ∈ E
incident on it are revealed. W.l.o.g., let the vertices in T arrive in the order of their index. At
arrival t the (online) algorithm must make an irrevocable decision to offer at most one available
(unmatched) vertex i with an edge to t, without any knowledge of future arrivals. The objective
is to of maximize the total number of matches. The performance of the algorithm is compared
against an optimal offline algorithm which knows all edges in advance. In particular, let OPT (G)
denote the optimal achievable by an offline algorithm and ALG(G) the expected value achieved by
a (possibly randomized) online algorithm ALG. The goal is to design an algorithm that maximizes
the competitive ratio,
min
G
ALG(G)
OPT (G)
.
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This problem and its variants and generalizations belong to the broad class of online re-
source allocation problems. Given the diverse span of applications such as in Internet advertising
[MSVV05, DH09], Crowdsourcing [HV12, KOS14], personalized recommendations [GNR14], order
fulfillment [AF19, AFKY19] and other revenue management settings [TVR04, STW18, WTB18,
LvR08], these problems have been intensely studied [M+13, KVV90, MSVV05, DJK13, MP12,
MWZ15, AGKM11, GM08, DH09, KMT11, FMMM09, BM08, BJN07, KP00]. Over the last few
years, many new applications have emerged especially in e-commerce and sharing economy mar-
ketplaces [GNR14, DSSX18, RST18, GGI+19]. While at their core these emerging applications all
share the aspect of allocating a finite set of resources under uncertain and sequential demand, they
typically also involve several other fundamental aspects that are not addressed by more classical
models. In this paper we are interested in two such aspects that can be jointly categorized as
post-allocation uncertainty in resource consumption.
For instance, one such aspect that is common to many sharing economies is reusability. Here
an item is not sold but leased or rented out for some time duration. A prime example is given
by computing resources in case of cloud services. The duration of usage often depends on several
factors and is typically uncertain. Thus, exact durations are usually realized only when the used
item is returned (which of course, occurs post-allocation). This aspect of reusability is our main
focus in this paper. To get a sense of the other aspect of interest, consider the problem of making
personalized recommendations on e-commerce platforms. Given some knowledge of an arriving
customer type, such platforms typically offer personalized recommendations in the form of a set
of items, an assortment. Subsequently, the the customer may choose some item from the offered
set. The realization of customer choice i.e., which item is actually chosen (if any), occurs after
the platform makes the allocation decision (in this case the decision of which assortment to show).
Thus, the aspect of choice presents another post allocation stochasticity.
The processes described above are often modeled probabilistically. For instance, to address
the aspect of choice one typically uses choice models determined by the customer type. A choice
model specifies for every offer set S, the probability that the user selects product j ∈ S ∪ {0}
(where 0 refers to the no-purchase or exit option). Several parametric choice models have been
studied in the literature including multinomial logit (MNL) model [Luc59, Pla75, McF73], the
nested logit model [Wil77, M+78, DGT14, GT14], Markov chain based model [BGG16] and the
mixture of multinomial logit model [MT00] (see [Tra09, KFV15, BGV18] for a detailed overview of
these models). A natural model for reusability is typically given by considering usage (duration)
distributions [RST18, DSSX18, GGI+19]. When a customer chooses an offered item, the customer
uses the item for a duration that is drawn i.i.d. from a distribution dependent on the resource. The
revenue generated can also be a function of the usage duration.
We consider online allocation problems with these two kinds of post-allocation stochasticities
and aim to design policies that perform provably well even when the sequence of customer or
arrival types is completely arbitrary and thus, adversarial in the worst case. Therefore, in making
an allocation decision for an arrival we do not have any knowledge (distributional or otherwise)
of the future types but have distributional knowledge of post allocation stochasticity pertaining to
the current customer (as discussed above). Given the lack of any information about future types,
the basic question is whether one can do any better than the Greedy algorithm that simply makes
allocation decisions based on optimizing the expected revenue from the current arrival. In order to
make this comparison quantitative, we use the notion of competitive ratio as previously described.
Note that in the presence of post-allocation stochasticity, we compare against offline algorithms that
know the entire sequence of customer types in advance but see the realization of post-allocation
stochasticities only after allocation (same as online algorithms). These are commonly referred to
as clairvoyant algorithms [CF09, GNR14, MSL19, GGI+19, GU19].
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In classical settings with non-reusable resources, algorithms that beat Greedy do exist and quite
remarkably are often equally simple and practical. For instance, the algorithms Ranking, Perturbed
Greedy and Inventory Balancing (IB) beat Greedy and achieve the best possible competitive ratio
amongst all algorithms in various classical settings (we shall discuss some of these in more detail
later) [KVV90, AGKM11, MSVV05, GNR14]. Quantitatively, Greedy is usually 1/2 competitive
and the best achievable ratio (achieved by these algorithms in their respective settings) is (1 −
1/e). This difference is also known to be reflected in practice where these algorithms outperform
Greedy with notable margins [M+13]. More generally, the investigation of these and other related
algorithms have led to the general framework of bid-scaling (or bid-pricing) type algorithms that
have been widely influential (for instance, see [M+13] for settings related to Ad allocation and
[AF19, AFKY19] for applications in online order fulfillment).
In this paper, we propose a new algorithm for allocating reusable resources that falls under
this class of intuitive and practical bid-scaling policies and show that it achieves the best possible
guarantee of (1 − 1/e) in various natural settings.1 In the following we formally introduce the
model, notation and give a brief overview of our results along with comparison to closely related
previous work. This is followed by a more detailed discussion of related previous work. For the
sake of simplicity, we first consider the case where we only have post allocation uncertainty due
to reusability. So we offer at most one resource to any arrival and the arrival accepts the offered
resource and uses it for a stochastic duration i.e., online matching with reusable resources. This
allows us to focus our attention on the aspect of reusability. Later in the paper, we discuss the
generalization of our setting and results to the case where we in addition have post-allocation
uncertainty due to choice and offer an assortment of resources to every arrival.
1.1 Notation and Formulation
Consider a bipartite graph G = (I, T,E) with offline vertices/resources i ∈ I, online vertices (more
simply referred to as arrivals or customers) t ∈ T . Suppose that customers arrive with a willingness
to buy one unit of a subset of resources. The resources that a customer is interested in determines
the type of the customer. More specifically, when t arrives we see the set of edges (i, t) ∈ E incident
on t. The arrival/customer can be matched to any available resource from this set. In fact, we
must make an immediate and irrevocable decision to match the arrival to an available resource or
to not match and reject the request. In the beginning, for resources i ∈ I the inventory (number
of units) is given by ci. Every time a resource i is matched/sold, one unit of the resource is used
for random duration di and is returned (available for reuse/re-match) thereafter. At each use, di
is drawn i.i.d. from a distribution with c.d.f. Fi(·) and p.d.f. fi(·)2. We let units be available for
re-match immediately up on return i.e., if a unit is matched at time t and returns at t+ di, then
it can be matched again to an arrival (if any) at t+ di.
Importantly, we allow that in any duration di there can be an arbitrary number of arrivals i.e.,
the usage time has no bearing on the number/time of arrivals. This is necessary to model practical
scenarios where say, an item is used for 1 unit of time but there may be a spike or burst of many
arrivals in that time, or no arrivals at all. Formally, we let A denote the end of the time horizon
and let a(t) ∈ [0,A] denote the non-decreasing series of arrival times of customers t ∈ {1, . . . , T}.
We consider a continuous system where w.l.o.g., there is at most one arrival at any moment in
time. Our results easily translate to a discrete system where customers arrive and items return at
integral time epochs, such as in [RST18, BM19, FNS19].
1For formal statements ref. Theorems 1 and 2.
2 More general case of non-stationary usage distributions Fit, does not admit competitive ratio guarantees
[GGI+19]. This holds even for deterministic durations (Appendix C).
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A successful match to resource i results in a revenue ri for the platform. In general, the revenue
can be an arbitrary function ui(·) of usage duration di. The objective is to maximize the total
expected revenue over all arrivals. For this purpose, we find that it is sufficient to consider just
a deterministic revenue ri = Edi∼fi [ui(di)] for each match (as long as the expectation is finite,
formal statement and proof in Appendix A). Our goal therefore, is to design an online algorithm
that only knows resource inventory ci, rewards ri, and usage distributions fi in advance and yet
earns total expected revenue comparable to the optimal offline/clairvoyant algorithm that also in
addition knows the entire graph in advance. Clairvoyant algorithms do not know the realization of
usage durations, which are still revealed in real-time when matched units return. More generally,
we consider the setting where on arrival of a customer we see a choice model based on the type
of the customer. Consequently, our goal is to offer an assortment of items to every arrival. The
objective in this case is still to maximize the overall expected revenue, and we compare against
optimal clairvoyant algorithms that know the choice models of all arrivals in advance but see the
realizations of choice and usage durations in real-time (same as online algorithms). Further, in
case of assortments we make the standard assumptions ([GNR14, RST18, GGI+19]) that the set
of feasible assortments is downward-closed and the choice models are such that for any given i,
the choice probabilities φ(i, S) of i being chosen given set S, are monotonically non-increasing over
nested collection of sets (larger sets, lower probability).
We will also consider a generalization to the case of budgeted allocations where arriving cus-
tomers could be interested in different number of units of individual resources i.e., arrival t requires
(exactly) bit units of resource i. The quantities bit are revealed on arrival and resource i can be
matched to t only if at least bit units of i are available. The revenue obtained from matching i to
t is now given by bitri. We discuss these extensions further in Section 4. In most of the upcoming
discussion we focus on the simpler setting of online matching with reusable resources.
1.2 Previous Work
Consider the following natural Greedy policy for allocation:
Greedy: To arrival t, match resource G(t) = argmax
(i,t)∈E;i∈St
ri
Here we use St to denote the set of available resources when t arrives. For the case of assortments
this generalizes to offering the revenue maximizing assortment from the set St. This algorithm is
easily shown to be 1/2 competitive (tight) for classical settings with no post allocation stochasticity
(for instance see [KVV90]). When there is post allocation stochasticity, but only in the form
of choice (i.e., resources are still non-reusable), Golrezaei et al. [GNR14] showed that Greedy is
still 1/2 competitive. Finding algorithms that beat Greedy in presence of choice stochasticity
is a fundamental open question in general. However, progress has been made in special cases
[MP12, GNR14, MWZ15, GU19]. Perhaps the most relevant of these results for our purposes
is the case where we assume large starting inventories3. In this case, [GNR14] gives a natural
generalization of the algorithm in Mehta et al. [MSVV05]. This algorithm, aptly named Inventory
Balancing (IB), maintains the fraction of remaining inventory of item i at arrival t as yi(t) and
allocates according to the following rule: Given choice model φt for arrival t,
IB: To arrival t, offer set IB(t) = argmax
S⊆St
(∑
i∈S
ri
[
1− g
(yi(t)
ci
)]
· φt(i, S)
)
.
3Here the number of arrivals may also scale proportionally. Such asymptotic settings are routinely considered
even in the classical settings with no post allocation stochasticity [KP00, MSVV05]. Such an assumption eliminates
issues of integrality due to budget constraints.
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Here St denotes the set of resources available when t arrives. The best performance guarantee
is obtained by setting g(x) = e−x. Thus, IB produces a modified or reduced price given by
ri(1− g(yi(t))), that depends on the current inventory level of the resource.4 It is more aggressive
in selling resources that have a large fraction of inventory available and protects items that are
running low on inventory. [GNR14] showed that IB is (1 − 1/e) − O(1/cmin) competitive, where
cmin is the minimum starting inventory over all resources. So in the asymptotic case of cmin → +∞,
IB achieves the best possible competitive ratio5.
In case of reusability, it is a priori natural to expect that decisions need to depend on usage
distributions. For instance, if a resource typically has extremely short durations, we may not need to
worry about saving this resource for the future and can be more aggressive in allocating it. In fact,
it is easy to construct examples where the clairvoyant or optimal offline policy critically depends on
usage distribution of resources. Interestingly, Gong et al. [GGI+19] showed that the Greedy policy
given above is 1/2 competitive in case of reusability, despite being completely oblivious to usage
distributions. The result holds for assortments with reusability, for arbitrary starting inventories,
and resource dependent usage distributions. The analysis of the Greedy policy is non-trivial in
case of reusability due to the way in which reusability affects availability of resources in the future.
In particular, while stochasticity due to choice alone also affects future resource availability, the
availability is monotonically declining when resources cannot be reused (resource is more likely to
have been allocated and thus less likely to be available in the future). In case of reusability, the
availability of resources is in general, non-monotonic. The result shown in [GGI+19] employs a novel
coupling argument between clairvoyant and Greedy to get a handle on the (random) availability of
resources. This opens up perhaps an optimistic but natural question:
In the asymptotic case (large starting inventory) do the intuitive bid-scaling type policies such
as IB provably beat greedy even in case of reusability? More generally, is there a fast, practical,
and perhaps even distributionally oblivious online policy that achieves the best possible (1 − 1/e)
competitive guarantee for large starting inventory?
To the best of our knowledge, no results beating the 1/2 competitive ratio of Greedy are known
for any kind of stochastic usage distribution. In particular, we consider an example below to
demonstrate that IB exhibits a bottleneck even for simple two-point distributions. Note that this
difficulty does not appear when there is reusability without stochasticity i.e., usage durations are
deterministic and thus known in advance. While the availability of a resource in this case is non-
monotonic, we find that it exhibits a regularity (due to the durations being deterministic) that
renders it similar to classical settings where availability of a resource is monotonically declining
(see Appendix E).6 This was also recently discovered independently (and prior to us) by Feng et
al. [FNS19], who showed that when the usage durations are deterministic, IB is asymptotically
(1− 1/e) competitive.
1.3 Overview of Our Contributions
Let us start with an example to demonstrate that IB can be passive and protect resources with
lower remaining inventory even when reusability implies that the “effective” remaining inventory
is much larger.
4The algorithm stated in [MSVV05, GNR14] is in a different, but equivalent, functional form.
5Optimality of competitive ratio follows from the classical setting of b-matching in [KP00].
6Interestingly, we find that even for deterministic reusability if the usage durations are allowed to be non-stationary
(depend on both arrival and resource) then there exists no constant competitive online algorithm. For a formal proof
see Appendix C.
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Example 1.1. [Passivity of IB] Consider an instance with two resources gd, bd (gd for good and
bd for bad) and large initial inventory n for each resource. Suppose the usage distribution of gd
is a two-point distribution such that any unit of gd returns after 1 unit of time w.p. 0.5 and
with remaining probability of 0.5, it never returns. We let the usage duration of resource bd be
a simple deterministic quantity, so a unit of bd is always used for exactly 1 unit of time. Let
rewards rgd = 1 and rbd = 0.624 > (1 − 1/
√
e)/(1 − 1/e). These numbers are chosen so that
rbd(1 − g(1)) > rgd(1 − g(0.5)). Consider the following arrival pattern: We have 2n arrivals in
total. At time 0 we have a burst of n arrivals all within a very short amount of time ǫ → 0.
These arrivals can only be matched to i. Then we have n regularly spaced arrivals at time epochs
{4, 6, . . . , 2n}, each of which can be matched to either resource.
Now, IB matches every arrival in the initial burst to gd. For the arrival at time 2, IB computes
a reduced price rgd(1− g(0.5)) that is smaller than the reduced price rbd(1− g(1)) by design. Thus,
IB matches arrival 2 to the bad resource. In fact, it is easy to see that IB performs the same
calculation for each subsequent arrival and matches all the spaced out arrivals to the bad resource.
This would be a good idea if resource gd was non-reusable, as we have only half of its inventory
left. However as we shall see below, reusability of gd implies that we effectively have full inventory
of gd for the later arrivals.
We claim that an optimal allocation in this case matches almost all 2n arrivals to gd, the
resource with the higher revenue. After matching the first set of bursty arrivals to gd, the remaining
inventory of gd is n/2 w.h.p. (recall n is large). Importantly, note that each remaining unit of
resource gd can in expectation be matched to two of the later spaced out arrivals before the unit
is used for a long duration and does not return. In fact, w.h.p., nearly all arrivals at epochs
{2, 4, . . . , 2n} can be matched to resource i. In other words, even though the remaining inventory
of resource i at time 2 is n/2, the effective remaining inventory is actually almost n.
The example above hints at the fact that for reusable resources we may need to account for
effective remaining inventory and be more aggressive i.e., set higher reduced prices than those set by
IB7. A priori one might expect that in order to account for effective inventory it may be necessary
to look at the usage distributions. Certain simple schemes that attempt to do this either end up
being as aggressive as Greedy or are similar to IB. For instance, consider the following specialized
algorithms pertaining to the case where all usage distributions are of the form in the example
above. (i) An algorithm that uses distributional knowledge to deduce when some items are not
going to return and changes the total inventory accordingly. In the example above this algorithm
would realize after 1 unit of time that the units of i that have not returned, will never return.
Subsequently, it computes reduced prices similar to IB but replacing the total inventory ci in the
denominator by ci/2. It is not hard to see that in general this ends up converging to the greedy
algorithm (when the return probabilities are 0 for instance). (ii) An algorithm that anticipates that
items are going to return in the future and thus considers a more optimistic inventory level. In the
example above, this algorithm would still deduce that that there are no more items returning after
the ones that have already returned around time 1, and therefore converges to IB on the second
burst of arrivals.
Instead of going in the direction of using a more sophisticated way of incorporating distribu-
tional knowledge, here we propose a new algorithm that is in fact completely oblivious to usage
distributions and thus, retains much of the simplicity that makes IB appealing. The central idea
7This example is not intended to show IB has a competitive guarantee less than (1 − 1/e) in case of reusable
resources but to provide intuition for why IB may not account for reusability appropriately. If fact, even with the
generalized scheme of analysis that we will propose in this paper it is unclear if IB has a competitive ratio beating
1/2 for stochastic reusability.
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is that by ranking units of every resource and prioritizing higher ranked units in allocation, we can
get a stronger measure of the potential reusability or “effective” inventory of resources. Intuitively,
we find that by performing a priority based allocation, even if we have only a fraction of inventory
remaining, the availability of some of the higher ranked units that are typically allocated more
often than lower ranked units will signal that we are in a good standing w.r.t. the resource i.e., the
rate at which units return is keeping up with the demand for the resource.
To formally describe the algorithm, consider an arbitrary ordering on the units of each resource.
Specifically, we order the ci units of i in decreasing order of priority given by the index k ∈ [ci].
Starting from unit k = ci, which has the highest priority, to unit k = 1 with the lowest priority.
Whenever i is matched to an arrival, for the sake of the algorithm we consider the highest priority
(index) item to have been matched. More formally, let 1(i, k, t) be an indicator variable that
denotes whether k is available when t arrives. So 1(i, k, t) = 0 implies that unit k is in use when t
arrives. We also use (i, k) to refer to resource-unit pair and refer to units more simply as k when
the index of the resource is clear from context. Using this we define,
zi(t) = argmax
k∈[ci]
[k · 1(i, k, t)],
i.e., zi(t) is the highest available unit of i when t arrives. Our algorithm, which we call Rank Based
Allocation or RBA in short, is now stated for matchings as,
RBA: To arrival t, match resource D(t) = argmax
(i,t)∈E;zi(t)>0
ri
[
1− g
(zi(t)
ci
)]
.
Setting g(x) = e−x still gives the best performance guarantee. Using the shorthand zD(t) for
zD(t)(t), after each arrival we subsequently update the availability of units/resources as follows,
The unit given by zD(t) becomes unavailable until it returns.
Consequently, whenever a unit is returned we update its availability by setting the corresponding
indicator to 1. Observe that the algorithm remains relatively simple and retains the fast O(1)
update time (for reduced prices) of IB while also being distribution oblivious. However, RBA does
need more memory than IB. While IB need only store the remaining inventory (which requires
log ci bits), RBA requires ci bits to store status of units.
The natural generalization to assortments is given by,
To arrival t, offer set D(t) = argmax
S⊆St
(∑
i∈S
ri
[
1− g
(zi(t)
ci
)]
· φt(i, S)
)
.
Here St denotes the set of available resources when t arrives. For non-reusable resources this
algorithm is equivalent to IB. For reusable resources it is in general more aggressive than IB but
less than greedy i.e., the reduced price
(
ri[1− g(zi(t)ci )]
)
used by RBA is always at least as much as
the reduced price computed by IB for the same amount of remaining inventory. In case of budgeted
allocation where arrivals require quantity bit ≥ 1 of resource i, we generalize the algorithm as
follows. Let St now denote the set of resources which have sufficient remaining inventory to satisfy
requirement of t. Further, we let zi(t, k) denote the k-th highest available unit of i when t arrives.
Then RBA generalizes as follows,
To arrival t, allocate resource D(t) = argmax
i∈St
( bit∑
k=1
ri
[
1− g
(zi(t, k)
ci
)])
.
Now, let us revisit the instance in Example 1.1 to see how RBA performs.
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Example 1.1 (Revisited). For the instance described earlier, let us examine the behaviour of
RBA. Similar to IB, RBA matches the first n bursty arrivals to gd. Subsequently, at time 2 the
remaining inventory of resource gd is n/2, yet the value zgd(2) is at least n−O(log n) w.h.p.. This
follows from observation that starting from unit with highest index n, the probability that the first
k units are all unavailable is 1/2k. Therefore, the modified revenue computed by RBA for gd is
roughly (1− 1/e) · rgd, equal to the full inventory revenue. Thus, RBA accounts for the reusability
of gd while being oblivious to the actual usage distribution. In particular, RBA manages to match
roughly half (n/2) of the later regularly spaced out arrivals to gd.
As mentioned previously, the key intuition behind looking at resources on the unit level and
doing a priority based allocation is that higher units will typically be used more often, hence the
availability (or unavailability) of higher units is a stronger signal of “effective” available inventory.
Another motivation behind this algorithm comes from the classical case of online bipartite matching,
where we have non-reusable resources with unit capacities and identical rewards. Karp et al.
[KVV90] showed that the optimal competitive ratio in this setting is achieved by randomly ranking
all resources at the beginning, called the Ranking algorithm. In our setting of reusable resources,
we give an arbitrary deterministic rank to each unit of a resource in the beginning and always
match units of a resource in the order of their rank.
It remains to see if this algorithm leads to provably good performance and in particular, if
it beats Greedy. After all, it might be the case that RBA is as optimistic as Greedy or that
in fact, by being oblivious to usage distributions RBA is still not sufficiently accounting for the
reusability of resources in general. While many of the classical settings can all be analyzed under
the primal-dual framework developed for classical problems [BJN07, DJK13], we encounter non-
trivial technical obstacles towards using this framework in case of stochastic reusability. In the
process of tackling some of these issues (outlined in more detail in Appendix D), we develop a more
general certificate for showing approximate optimality and thus establishing competitiveness of any
online algorithm. Similar to classic primal-dual type analysis [DJK13], at a high level our analysis
requires the following steps:
(i) Formulate a system of linear constraints such that a solution to the system certifies (approx-
imate) optimality.
(ii) Use RBA to construct a feasible solution for the system.
The constraints are stated formally in Section 2 and are inspired by a similar idea (developed for a
setting with non-reusable resources) in recent work [GU19], which was also motivated by limitations
of primal-dual. The focus there was to deal with post-allocation stochasticity arising from choice
(for non-reusable resources). We generalize the idea into a framework that applies to any kind of
post-allocation stochasticity.
Key difference from primal-dual type certification: While dual constraints in primal-
dual depend on the structure of the graph, the sequence of arrivals, and the usage distributions (in
case of reusability), the conditions we formulate also depend on the actions of the algorithm that
we compare against. In this case, our conditions depend on the behaviour of clairvoyant or OPT.
Consequently, to the best of our knowledge our conditions do not correspond to the dual of a linear
or convex program8. Perhaps another benefit of this is that the resulting framework is not tied to
the tightness of a mathematical program.
8In particular, even if one considers a sample-path based formulation such as the one in [GU19], the dual constraints
depend on the sample paths and other problem parameters but not on the actions of clairvoyant.
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Challenges with proving feasibility: Given the process of certification, we propose a candi-
date solution for the linear system by considering actions of RBA. This part is a natural extension
of the construction considered in [DJK13]. The main new technical difficulty in our analysis is
to show that the candidate solution so defined satisfies the formulated conditions. In addition
to the difficulty caused by non-monotonicity in resource availability due to stochastic reusability
(discussed earlier in Section 1.2), the fact that RBA now utilizes more information by ranking
individual units and tracking their availability makes the analysis substantially more intricate than
both Greedy or IB. Recall that the Greedy algorithm only tracks an indicator variable for every
resource to determine its availability and IB only needs to track the number of available items. In
contrast, given an arrival t where OPT matches resource i, in the analysis of RBA we require for
every unit k of i, an upper bound on the probability that all units higher than and including k
are in use when t arrives. This probability is over the random usage durations in RBA as well as
OPT (due to dependence on arrival time t). To upper bound these probabilities we introduce the
notion of a covering function. This function splits the analysis into two parts. One part deals with
arrivals t where in some sense RBA is likely to have matched unit k just prior to t. This match of
k in RBA covers the absence of k at t. The second part deals with the remaining arrivals where
we use the fact that RBA is not as likely to have matched k prior to t (in some appropriate sense),
to bound the number of such units k. The covering function is typically defined based on the usage
distributions, the arrival t, and the past actions of RBA. For any class of usage distributions where
one can show the existence of such a covering function, the analysis yields a (1− 1/e) competitive
ratio (for large inventory).
We show the existence of a covering function for various families of usage distributions. As we
saw Example 1.1, the family of two point distributions with support {di,+∞} for resource i, already
presents a non-trivial challenge. For this family, we find a covering function that shows that RBA
is (1 − 1/e) − O
(
log cmin
cmin
)
competitive. Recall, cmin denote the minimum starting inventory over
all resources. i.e., cmin = mini∈I ci. Therefore, as cmin → +∞ we have an asymptotic guarantee of
(1− 1/e).
From an application standpoint, perhaps the family that is commonly used to model usage and
service time distributions is the family of exponential distributions. We also find a covering function
for this family, leading to a proof of (1 − 1/e) − O
(
1√
cmin
)
competitiveness for RBA. Further, we
find that the covering function constructed for exponential distributions admits a generalization
whereby, we get a (1 − 1/e) result for IFR distributions that are bounded in the following sense.
Let fi(·) denote the p.d.f. and Fi(·) denote the c.d.f.. For values ǫ > 0, let ǫ0 = F−1i (ǫ) and define
function,
Li(ǫ) = max
x≥0
Fi(x+ ǫ0)− Fi(x)
ǫ
. (1)
Then RBA is (1− 1/e) competitive as long as Li
(
1√
ci
)
= o
( √
ci
log ci
)
for every i. Note that for non-
increasing densities fi(·), Li(ǫ) is identically 1 and therefore, the proof of (1− 1/e) competitiveness
holds for all IFR distributions with non-increasing density function. This includes another common
family - uniform distributions. Examples of IFR distributions that do not have non-increasing den-
sity but satisfy the boundedness condition above include truncated normal, gamma, and weibull
distributions, within a suitable range of parameter values. For an example where Li is not appro-
priately bounded, consider IFR distributions which have support strictly bounded away from zero
i.e., support [a,+∞) for non trivially large a > 0.
Note that the dependence on Li(·) expresses a limitation of the covering function we consider
here. We believe that the right choice of covering function should lead to a general/un-conditional
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result. We show some evidence to support this claim by considering a practically useful addition
that allows us to go beyond IFR distributions. To motivate this addition, observe that an important
consideration of any open system that is not modeled by IFR distributions, is the possibility that
units may become unavailable over time due to resource failures or in case of modern sharing
economy applications, where resources are often given by participating agents, units may depart
from the platform after some use. To account for this we consider a generalization that allows
arbitrary mass at +∞ to be mixed with an IFR distribution. More concretely, we consider usage
distributions where for resource i, a duration takes value +∞ w.p. pi and with probability 1 − pi
the duration is drawn from an IFR distribution with c.d.f. Fi(·). Formalizing the discussion above,
we have the following theorem for matchings. We leave finding an un-conditional result as an
interesting question for ongoing and future work.
Theorem 1. RBA is (1−1/e)−δ competitive with δ → 0 for cmin → +∞, when usage distributions
for resources belong to the families in Table 1. The table also presents the convergence rate δ for
different families.
Beyond matchings, we also generalize our results to assortments and budgeted allocations. For the
latter, let bmax denote the maximum number of units required by a customer for any resource i.e.,
bmax = max(i,t)∈E bit. Then we have the following extension.
Theorem 2. RBA is (1 − 1/e) − δ competitive for assortments with convergence rate δ given by
Table 1. Results for assortments also hold for budgeted allocations under the small bid assumption
i.e., bids bit ≤ log ci · √ci. For budgeted allocations we incur an additional O
(
bmax√
cmin
)
term in the
convergence rates.
The following corollary now follows directly from the fact that our analysis does not require resources
to have distributions from the same family.
Corollary 3. When usage distributions of resources belong to the classes mentioned in Table 1,
with distributions of different resources possibly belonging to distinct families, then RBA is asymp-
totically (1− 1/e) competitive. This is the best possible asymptotic guarantee.
Remarks: While the above results are in comparison to clairvoyant algorithms, all results
also hold against the standard LP benchmark in Appendix B, with an additional error term of
O
(√ log cmin
cmin
)
. So this is the best achievable asymptotic guarantee against both clairvoyant and
LP benchmarks. This follows from the fact that (1 − 1/e) is asymptotically best possible even for
matching with non-reusable resources [KP00], which is included as a special case here9. Finally,
note that all our results easily translate to a discrete system where customer arrivals and resource
returns occur at integral time epochs, such as in [RST18, BM19, FNS19].
1.4 Related Work
Before moving on to discussing our work in more detail, we briefly review the vast body of literature
on online resource allocation, including work we discussed previously to put things into perspective.
Let us start with arguably the most classical setting: online bipartite matching. The seminal
work of Karp et al. [KVV90], found that matching arrivals based on a random ranking over all
resources gives the best possible competitive guarantee of (1 − 1/e). The analysis was clarified
9For any non-trivial family of usage distribution, we can reduce the problem to that of non-reusable resources
by considering an adversarial arrival sequence where all arrivals occur in an extremely short burst within which the
probability of any unit of a resource returning for re-allocation approaches 0.
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Convergence rates δ.
Distributions
δ = O(·)
Matchings Assortments
Two point - {di,+∞} O
(
log cmin
cmin
)
O
(
log cmin
c
1/4
min
)
Exponential O
(
1√
cmin
)
IFR maxi
[
Li
(
1√
ci
)
·O
(
log ci√
ci
)]
maxi
[
Li
(
log ci
c
1/4
i
)
· O
(
log ci
c
1/4
i
)]
IFR with mass at +∞ maxi
[
Li
(
log ci
c
1/4
i
)
· O
(
log ci
c
1/4
i
)]
Table 1: For montonically increasing functions h(·) with h(0) = 0, we have Li(ǫ).h(ǫ) → 0 for
ǫ → 0, whenever Li(ǫ) = o( 1h(ǫ)). Note Li(·) = 1 identically, for distributions with non-increasing
densities.
and considerably simplified in [BM08, DJK13, GM08]. Aggarwal at al. [AGKM11] proposed the
Perturbed Greedy algorithm that achieves (1− 1/e) more generally for vertex weighted matching.
Mehta et al. [MSVV05] considered the case of budgeted allocations. Inspired by ideas from load
balancing and online b-matching ([KP00]), they proposed the seminal (1 − 1/e) algorithm for
AdWords (budgeted allocations with large budgets or small bids for every resource). While these
works focus on the adversarial demand model, there is a rich body of literature on online matching
in stochastic arrival models (see for example [DH09]). We refer the interested reader to a monograph
by Mehta [M+13] for a more detailed review of these settings.
Moving to settings which consider choice, Golrezaei et al. [GNR14] consider the online assort-
ment problem with fixed inventories for the case of non-reusable resources. They propose the IB
algorithm and show that it is (1 − 1/e)-competitive for adversarial arrivals in the limit of large
inventories. In general, they show that IB is 1/2-competitive (same as Greedy). Without the large
inventory assumption, there is in general no result beating the Greedy algorithm. Mehta and Pan-
igrahi [MP12] considered a special case of the problem where one offers a single resource instead
of an assortment and the customer can choose to reject the offered resource with some probability.
Beating Greedy appears to be non-trivial even in this setting and partial progress has been made
in [MP12, MWZ15, GU19]. There is also a considerable amount of literature on stochastic arrival
models starting with Bernstein et al. [BKX15], who studied the problem of dynamic assortment
optimization for a stochastic arrival model where users choose according to a multinomial logit
choice model ([TVR04, LvR08, GIPD04, Top13]) and the user type is drawn i.i.d. from a station-
ary distribution. More recently, for the case of large inventory and stochastic arrivals with known
distributions, Rusmevichientong et al. [RST18] gave a near-optimal algorithm. Subsequently, Feng
et al. [FNS19] proposed a different near optimal algorithm (also in the large inventory regime) for
a more general model of stochastic arrivals. We refer the reader to [GNR14, RST18, GU19] for a
more detailed review of online allocation with choice.
For online allocation with reusable resources and random usage durations, the setting closest
to ours was considered in Gong et al. [GGI+19]. They showed that the Greedy algorithm is 1/2-
competitive under both choice and reusability, for arbitrary usage durations, and starting inventory.
For reusability with deterministic usage durations and large starting inventory, Feng et al. [FNS19]
showed that IB is (1 − 1/e)-competitive. In case of stochastic arrival models, Rusmevichientong
et al. [RST18] considered the case of known non-stationary and known arrival distributions for
which they gave an 1/2-approximation using approximate dynamic programming. Subsequently,
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Baek and Ma [BM19] gave a more general result for reusable resources in the network revenue
management setting, also drawing connections to matroid prophet inequalities. [FNS19] achieved
a 1/2-approximation for a more general setting of stochastic arrivals with a different simulation
and LP based policy. Earlier, Dickerson et al. [DSSX18] considered another simulation and LP
based approach for a different setting of online matching with reusable resources and also showed
a 1/2-approximation.
Outline
The rest of the paper is organized as follows. In the next section, we introduce the general framework
for certifying competitiveness. Using this framework we give the general structure of our analysis in
Section 3. We then apply this structure to prove competitive ratio guarantees for various families of
usage distributions. In Section 4, we extend our results to the more general setting of assortments
and budgeted allocation. Finally, Section 5 summarizes and highlights some interesting directions
for future work.
2 Generalized Certificate of Optimality
Let us start with the basic idea behind the new certificate we wish to introduce. Inspired by the
classical primal-dual analysis, we would like to give a set of linear conditions such that finding a
feasible solution for the system gives a proof of competitiveness. In case of primal-dual, this linear
system is given by the feasibility conditions in the dual and therefore, depends only on the natural
problem parameters: the graph, starting inventory, usage distributions and per unit revenues. Our
main departure from this is that we want the linear system to more generally depend on the actions
of the algorithm that we are comparing against i.e., clairvoyant.
Ideally, it suffices to satisfy the following conditions over non-negative quantities λt, ∀t ∈ T and
θi, ∀i ∈ I, ∑
i
θi +
∑
t
λt ≤ β · Total expected reward of RBA, (2)
and, ∑
i
θi +
∑
t
λt ≥ α · Total expected reward of OPT, (3)
where β, α are non-negative reals. Typically, satisfying (3) directly is hard to do so instead we
will demand a stronger set of inequalities which are more tractable for analysis and which when
combined, imply the above inequality. In particular, we provide a set of |I|+1 linear constraints such
that, if there exists a (approximately) feasible solution to these conditions then we are guaranteed
(approximate) optimality. In this section we focus on deriving such a linear system and in the
subsequent sections we construct a feasible solution for this system. Before proceeding, we remark
that the following discussion is not specific to RBA but is more generally for analyzing an online
algorithm; reference to RBA is simply for convenience.
Let ν represent a sample path over usage durations in an execution of RBA and D(ν) the
matching generated by RBA on sample path ν. This is a random matching due to stochasticity in
usage durations. Recall that we used D(t) to denote the match made to t by RBA. We continue
to use this shorthand instead of D(ν, t) for notational brevity. Similarly, fix an optimal clairvoyant
algorithm, hereby OPT, and denote the sample paths in OPT using ω. The randomness in OPT
is not only due to the stochasticity in usage but also possibly due to randomized decisions in OPT.
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Let O(ω) represent an instance of the matching generated by this algorithm and O(t) denote the
resource (if any) matched to arrival t.
Note that the quantities λt, θi are not random quantities and therefore, do not depend on
individual sample paths ω, ν. The new set of constraints will be characterized by a collection of |I|
disjoint subsets of the set of arrivals T , given by P (ω, ν) = {P1, P2, . . . , P|I|}. In general, P may
depend arbitrarily on both ω and ν as long as on every sample path ω, the union ∪i∈IPi includes the
set of all arrivals matched by OPT on ω. To this end we consider the following natural definition,
Pi(ω) = {t | O(t) = i} ∀i,
i.e., the set of all arrivals where OPT matches resource i. Since OPT matches each arrival to at
most one resource, the above definition leads to disjoint sets Pi. The union of these sets is exactly
the set of arrivals where OPT makes a match (for every sample path ω).
Now consider the following quantity defined as the pseudo-reward of RBA from resource i,
Pseudo-reward of RBA from i = θi + Eω,ν[
∑
t|t∈Pi
λt],
here Eω,ν [·] denotes expectation over randomness in OPT and RBA. Let OPTi denote the total
expected reward of OPT from matching i. The remaining |I| conditions are then stated as,
θi + Eω
[ ∑
t|O(t)=i
λt
]
≥ αi · ri · Eω
[ ∑
t|O(t)=i
1
]
= αi ·OPTi ∀i ∈ I, (4)
for non-negative reals αi. These conditions demand a stronger comparison between RBA and
OPT. In particular, they demand that for every resource i, some notion of pseudo-reward in RBA
is lower bounded by a portion of revenue that OPT makes by allocating i. In contrast, (3) requires
such a comparison to hold over all resources as opposed to every individual resource. The lemma
below shows that these conditions are sufficient to certify approximate optimality.
Lemma 4. Given non-negative (deterministic) values {λt}t∈T and {θi}i∈I such that conditions (2)
and (4) hold (for some collection P ). We have,
Total expected reward of RBA ≥ mini αi
β
· Total expected reward of OPT.
Proof. Our definition of pseudo-reward guarantees that the sum of all pseudo-rewards is upper
bounded by β times the reward of RBA i.e.,∑
i
Pseudo-reward from i =
∑
i
(
θi + Eω,ν [
∑
t|t∈Pi
λt]
)
=
(∑
i
θi
)
+ Eω,ν [
∑
i
∑
t|t∈Pi
λt]
(a)
≤
∑
i
θi + Eω,ν [
∑
t
λt]
(b)
=
∑
i
θi +
∑
t
λt ≤ β · Total expected reward of RBA.
13
Inequality (a) follows from the fact that P is collection of disjoint subsets of T . Equality (b) follows
from the independence of
∑
t λt from ω, ν. Similarly, summing inequalities (4) over all i, we have,∑
i
Pseudo-reward from i =
∑
i
αiEω,ν[
∑
t|t∈Pi
rO(t)]
≥ (min
i
αi)
∑
i
Eω,ν [
∑
t|t∈Pi
rO(t)] = (min
i
αi)Eω,ν [
∑
i
∑
t|t∈Pi
rO(t)]
= (min
i
αi)Total expected reward of OPT
Here the last equality uses the fact that for every ω, the union ∪iPi includes the set of all arrivals
where OPT makes a match. Combined, we have the desired.
Remarks: In standard LP duality the conditions for certifying optimality are given by dual
constraints that need to hold over every edge (see Appendix D). Therefore, the dual constraints
only depend on the structure of the graph. In contrast, the conditions given by (4) for instance,
depend not just on the graph but on the behaviour of an algorithm (in this caseOPT) and therefore,
do not directly appear to correspond to the dual of a program.10.
Our objective will now be to construct a solution in the form of values λt, θi such that conditions
(2) and (4) are satisfied with αi → (1 − 1/e) and β → 1 for cmin → +∞. Unsurprisingly, a major
concern in showing this is due to the dependence of conditions (4) on actions of clairvoyant, which
can be quite involved and hard to characterize. In fact, the offline problem may be computationally
hard. The focus of the rest of this paper is to address this technical challenge.
3 Analysis for Stochastic Usage Durations
Let us start by providing a setting for the variables λt and θi. Inspired by [DJK13], we define these
quantities naturally as,
θi = ri Eν
[ ∑
t|D(t)=i
g
(zi(t)
ci
)]
, (5)
and,
λt = Eν
[
rD(t)[1− g
(zD(t)
cD(t)
)
]
]
. (6)
First, observe that condition (2) now follows by definition, with β = 1 i.e.,∑
t
λt +
∑
i
θi = Eν [
∑
t
rD(t)] = Total expected revenue of RBA.
Showing conditions (4) is made challenging by the natural randomness in usage but also by the fact
that we must take expectations over the randomness in both RBA and OPT. The latter of course
is something we do not have a good handle on, but even the expectations over RBA are not as
easy to compute/bound appropriately. This is owing to the fact that past actions in RBA influence
future actions through item/unit availability, but this dependence is given by the random usage
10In fact, it can be shown that any feasible solution to the dual LP in Appendix D provides a feasible solution to
our system but not vice-versa.
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durations over all the various items and units, resulting in a non-monotonic process that is not easy
to characterize. Additionally, the sequence of values zi(t) for a fixed i and varying t, need not vary
smoothly but can increase or decrease in big random jumps. This is unlike the remaining inventory
yi(t) for instance, which can vary in steps of at most one. Therefore, establishing conditions (4)
will be the main focus of the rest of the paper.
To this end we break down the proof into smaller pieces. First, we consider the term Eω[
∑
t|O(t)=i λt]
separately and establish a lower bound on it. Substituting the value of λt get,
Eω,ν
[ ∑
t|O(t)=i
rD(t)[1− g
(zD(t)
cD(t)
)
]
]
. (7)
The value of any individual term, rD(t)[1−g
(
zD(t)
cD(t)
)
], only depends on the actions of RBA. However,
the set of arrivals {t | O(t) = i} which we sum over, depends on OPT. To get a better handle on
the latter, we break down the set {t | O(t) = i} by making the following assumption w.l.o.g., each
time OPT matches i it randomly picks an available unit. Therefore w.l.o.g., we fix an arbitrary
unit kO (O in the subscript for OPT) of i in OPT and rewrite the expectation as,
(7) = ci · Eω,ν
[ ∑
t|O(t)=(i,kO)
rD(t)[1− g
(zD(t)
cD(t)
)
]
]
,
(a)
≥ ci · Eω,ν
[ ∑
t|O(t)=(i,kO)
ri[1− g
(zi(t)
ci
)
]
]
,
(b)
= ci · ri · Eω,ν
[ ∑
t|O(t)=(i,kO)
(
1− 1/e−
ci∑
k=zi(t)+1
∆g(k)
)]
, (8)
where (a) follows by the fact that RBA matches every arrival to the resource that has maximum
reduced price and,
∆g(k) = g
(k − 1
ci
)
− g
( k
ci
)
.
Thus, 1− g
(
zi(t)
ci
)
as (1− 1/e)−∑cik=zi(t)+1∆g(k), and (b) follows.
Ignoring the constant (1 − 1/e) in (8), we have that lower bounding (8) is equivalent to upper
bounding the following expectation,
Eω,ν
[ ∑
t|O(t)=(i,kO)
ci∑
k=zi(t)+1
∆g(k)
]
= Eω
[ ∑
t|O(t)=(i,kO)
Eν
[ ci∑
k=zi(t)+1
∆g(k)
]]
,
= Eω
[ ∑
t|O(t)=(i,kO)
ci∑
k=1
∆g(k)Pν
[
k > zi(t)
]]
. (9)
So in order to upper bound (9), we must bound probabilities,
Pν [k > zi(t)],
that represent the likelihood that unit k, and all units of i preceding k, are unavailable i.e., in use
when t arrives. To do so we will classify arrivals t into two types. At a high level, this classification
will separate arrival times where k is unavailable with high probability, from the arrival times
where k is available with sufficiently high probability. The negative terms arising from the arrivals
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where k is unavailable will cancel out by the positive contribution from θi i.e., these arrivals will
be covered by θi. The negative terms from arrivals where k is available with sufficient probability
will be shown to be sufficiently small. To reiterate, we will label the arrivals where k is very likely
to be unavailable as covered (since these terms are covered by θi), and the rest as uncovered. To
set up this framework more formally will require three ingredients.
Ingredient 1: Pruning and re-indexing
First, depending on the family of usage distributions under consideration we will prune the set
{t | O(t) = (i, kO)} of matches for every (i, kO) by ignoring some matches that occur with low
probability. For instance, when the usage durations of i are given by a two-point distribution with
non-zero support on {di,+∞}, we will prune by considering a (large enough) threshold on the
number of times (i, kO) is matched and ignore any match after this threshold. Though the pruning
occurs on the set of matches and not on space ω, for simplicity with some abuse of notation we
let ω′ denote pruned sets and let ω\ω′ denote the set of matchings that were pruned away. So for
instance,
Eω′ [
∑
t|O(t)=(i,kO)
1] = Expected number of times kO is matched in OPT after pruning.
First, we focus on the basic requirement and utility of pruning and describe the customized pruning
in later sections. Recall that OPTi denotes the expected revenue from matching i in OPT. Simi-
larly, let OPT′i denote the expected revenue from i when ignoring the revenue from all matches in
ω\ω′. We require the pruning to satisfy,
OPT
′
i ≥ (1− κpi )OPTi,
for some κpi that goes to 0 as ci → +∞. Consequently, it suffices to show that for every i,
θi + Eω′
[ ∑
t|O(t)=(i,kO)
λt
]
≥ αiOPT′i.
Next, consider the following notation that characterizes the number of times a unit is matched in
OPT,
1ω(kO, l) = 1 if kO is matched for at least l times in OPT,
tl(ω) = Arrival where OPT matches kO for the l-th time.
Note that if 1ω(kO, l) = 0, then 1ω(k, l+u) = 0 for all u ∈ N and tl(ω) = +∞ (a value that denotes
that l-th match does not occur). Using this notation we now rewrite (9) as,
Eω,ν
[ ∑
t|O(t)=(i,kO)
ci∑
k=zi(t)+1
∆g(k)
]
= Eω,ν
[∑
l≥1
(
1ω(kO, l) ·
ci∑
k=zi(tl(ω))+1
∆g(k)
)]
= Eω
[∑
l≥1
1ω(kO, l) ·
ci∑
k=1
∆g(k)Pν
[
k > zi(tl(ω))
]]
The remaining ingredients focus on the space ν and the probabilities,
Pν [k > zi(tl(ω))].
In fact, in our discussion below we consider probabilities Pν [k > zi(t)] for arbitrary time t and
therefore, drop l and ω for notational convenience.
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Ingredient 2: Conditioning
While we mentioned a notion of covering earlier as a means of upper bounding Pν [k > zi(t)], we
will actually consider this notion w.r.t. the following conditional probabilities,
Pνk [k > zi(t) | ν−k].
Here νk denotes the sample path over the random usage durations of only unit k and ν−k denotes
the sample path of all units and resources except unit k of i. Letting 1(k, t) indicate the availability
of k at t, we write this probability as,
Pνk [k > zi(t) | ν−k] = Eνk [1− 1(k, t) | ν−k]×
ci∏
k′>k
[(1− 1(k′, t)) | ν−k]. (10)
Clearly, the quantities 1(k′, t) | ν−k are determined (not random) due to the conditioning. There-
fore, the main quantity of interest for us is Eνk [1(k, t) | ν−k], which represents the likelihood of
k being available at t conditioned on fixing the usage durations of all other units. We show that
it suffices to condition this event only on a certain subset of units as opposed to all units. This
subset will be the set of all units that strictly precede k in the ordering over all units and resources
defined below.
A unit k of i precedes unit q of j, denoted k ≻ q, iff ri(1−g(k/ci)) > rj(1−g(q/cj)) i.e., RBA
would prefer to match k rather than q if both were available. In case of a tie we let the unit with
the lower resource index precede and let RBA follow the same tie breaking rule. Observe that this
ordering is transitive.
Lemma 5. In RBA, for any unit k of i and arbitrary arrival t with an edge to i, denote the event
k  D(t) as 1ν [k  D(t)]. In other words, 1ν [k  D(t)] is the event that RBA would match k to t
if it were available when t arrives. We have that 1ν [k  D(t)] is independent of the usage durations
of every unit w  k.
Proof. We proceed via contradiction. Assuming the statement is false, consider two sample paths
ν1 and ν2 that agree on the the usage durations of all units and resources except units k
−, where
k−  k, such that there is an arrival t where k  D1(t) but k ≺ D2(t). In fact, suppose t is the
earliest arrival where for some unit k+  k, we have k+  D1(t) but k+ ≺ D2(t) (the setting of
index 1 or 2 over sample paths is arbitrary). Since the usage duration of all units preceding k are
the same on both paths and the matching decisions over these units is consistent prior to arrival t,
we have that the availability status of units preceding k is the same on both paths when t arrives.
Now by definition of RBA, if t is matched to some unit D2(t) ≻ k on one path then it will be
matched to the same unit on the other path, contradiction.
Now, letting k+ denote all units that strictly precede k and k− all remaining units except k
itself, we have,
Corollary 6. Eνk [1(k, t) | νk+ ] = Eνk [1(k, t) | ν−k]. Therefore, Pνk [k > zi(t) | νk+] = Pνk [k >
zi(t) | ν−k].
Proof. The availability of k at any given arrival t is completely determined by the usage durations
of k and the events 1ν [k  D(t−)] for arrivals t− prior to t. Since each of these events is independent
of the usage durations of units k−, we have the desired equality of expectations. The equality of
probabilities now follows from (10).
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Corollary 7. For every arrival t with an edge to i, the event that k is matched to t if available, is
independent of the (past) usage durations of k.
Corollary 8. For every unit k, given a sample path νk+ we have an ordered set of arrivals σ(νk+) =
{σ1, · · · , σe} with σ1 < · · · < σe such that for any arrival t,
• If t 6∈ σ(νk+), then conditioned on νk+, the probability that k is matched to t is 0.
• If t ∈ σ(νk+), then conditioned on νk+, k is matched to t w.p. 1 if it is available.
Therefore, given νk+, k is matched to σ1 w.p. 1 and to σ2 w.p. Fi(a(σ2)− a(σ1)) and so on.
Ingredient 3: Covering
We continue to refer to tl(ω) simply as t for the time being. Given Corollary 6, we now elaborate
some more on the process of upper bounding probabilities Pνk [k > zi(t) | νk+ ]. Recall, we would
like to classify arrivals into two categories: (i) Covered: Where this probability is high, and (ii)
Uncovered: Where we have a lower bound on the complement Pνk [k ≤ zi(t) | νk+] (or rather on
Eνk [1(k, t) | νk+ ]). Let us denote the covering function that does this classification as Xk(νk+, t).
So that, Xk(νk+ , t) = 1 iff t is covered. Given this we have,
Pνk [k > zi(t) | νk+] = Xk(νk+, t) · Pνk [k > zi(t) | νk+]
+(1− Xk(νk+ , t)) · Pνk [k > zi(t) | νk+]
≤ Xk(νk+, t) + (1− Xk(νk+, t)) · Pνk [k > zi(t) | νk+] (11)
More generally, the covering function will also be allowed to depend on ω (Section 3.3).The actual
definition of this function will need to be customized to suit the family of usage distributions under
consideration. However, there are two requirements that we will aim to satisfy when defining a
covering function:
(I) Lower bound for uncovered t = tl(ω) i.e.,
If Xk(νk+, t) = 0, then Eνk [1(k, t) | νk+] ≥
1
h(i, l)
.
For some suitably small h(i, l) ≥ 1 (depends on usage distribution being considered).
(II) Upper bound for covered t = tl(ω) i.e.,
ciri · Eω′
[∑
l≥1
1ω(kO, l) ·
ci∑
k=1
∆g(k)
(
Eν
k+
[Xk(νk+ , tl(ω))])] ≤ (1 + κci )θi,
for suitable κci that goes to 0 as ci → +∞.
We now summarize and connect these pieces via the following theorem that establishes inequalities
(4).
Theorem 9. Given,
1. Values θi and λt set according to (5) and (6).
2. Pruned space ω′ such that OPT′i ≥ (1− κpi ) ·OPTi for every i.
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3. For every unit and resource, given covering functions Xk(νk+, t) such that conditions (I) and
(II) above are satisfied.
4.
ciri · Eω′
[∑
l≥1
1ω(kO, l) ·
(
1− 1/e− 2 · h(i, l)
ci
)]
≥ (1− 1/e − κti) ·OPT′i
Then, condition (4) is satisfied for every i with values αi = (1 − 1/e − κti)1−κ
p
i
1+κci
. Thus, RBA is
mini
[
(1−1/e−κti)·(1−κpi )
]
maxi[1+κci ]
competitive.
Proof. We have,
Eω′ [
∑
t|O(t)=(i,kO)
λt],
≥ ciri · Eω′,ν
[∑
l≥1
1ω(kO, l) ·
[
1− g
(zi(tl(ω))
ci
)]]
,
= ciri · Eω′
[∑
l≥1
1ω(kO, l) ·
(
1− 1/e −
ci∑
k=1
∆g(k)Eν
k+
[
Pνk
[
k > zi(tl(ω)) | νk+
]])]
,
(a)
≥ ciri · Eω′
[∑
l≥1
1ω(kO, l) ·
(
1− 1/e−
ci∑
k=1
∆g(k)Eν
k+
[
(1− Xk(νk+ , tl(ω))) · Pνk [k > zi(tl(ω)) | νk+]
])]
−ciri · Eω′
[∑
l≥1
1ω(kO, l) ·
ci∑
k=1
∆g(k)
(
Eν
k+
[Xk(νk+ , tl(ω))])],
(b)
≥ ciri · Eω′
[∑
l≥1
1ω(kO, l) ·
(
1− 1/e− 2 · h(i, l)
ci
)]
− (1 + κci )θi,
(c)
≥
(
1− 1/e− κti
)
· (1− κpi ) ·OPTi − (1 + κci )θi,
where (a) follows by separating the probability into covered and uncovered cases as shown in (11),
(b) follows by using properties of covering functions; specifically, the first term in the inequality
follows from Lemma 11 which in turn uses condition 3(I) (as we will see next) and the second term
uses condition 3(II), and (c) follows by using conditions 2 and 4 in the statement. To finish the
proof, observe that,
(1 + κci )θi + Eω′ [
∑
t|O(t)=(i,kO)
λt] ≥
(
1− 1/e− κti
)
· (1− κpi ) ·OPTi,
and, ∑
i
(1 + κci )θi +
∑
t
λt ≤ [max
i
(1 + κci )] · Total expected revenue of RBA
Therefore, using Lemma 4 with β = [maxi(1 + κ
c
i )] and mini αi = mini(1− 1/e− κti) · (1− κpi ), we
have the desired.
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Corollary 10. Given κ
{p,c,t}
i for every i ∈ I and j ∈ {1, 2, 3}, that are monotonically decreasing
in ci, the guarantee simplifies to,
min
i
[
(1− 1/e− κti)
1− κpi
1 + κci
]
.
Further, if κ
{p,c,t}
i as ci → +∞, we have the asymptotic guarantee,(
1− 1/e−max
i
(κpi + κ
c
i + κ
t
i)
)
→ (1− 1/e).
Lemma 11. For any given resource i, arrival t = tl(ω), suppose we are guaranteed condition (I)
of covering for every k ∈ [ci] and every sample path νk+i.e.,
if Xk(νk+ , t) = 0, then Eνk [1(k, t) | νk+] ≥
1
h(i, l)
.
Then,
ci∑
k=1
∆g(k)Eν
k+
[
(1− Xk(νk+ , t)) · Pνk [k > zi(t) | νk+ ]
] ≤ 2 · h(i, l)
ci
Further, if h(i, l) = 1 then the upper bound can be tightened to 0.
Proof. If h(i, l) = 1 then, Pνk [k > zi(t) | νk+ ] = 0 whenever Xk(νk+, t) = 0, giving us the desired.
So from here on, we let 1/h(i, l) < 1. Using ex ≤ 1 + x+ x2 for x ∈ [0, 1], we have that ∆g(k) ≤
1/ci + 1/c
2
i ≤ 2/ci, for ci ≥ 1. Therefore, it suffices to show that,
ci∑
k=1
Eν
k+
[
(1− Xk(νk+ , t)) · Pνk [k > zi(t) | νk+]
] ≤ h(i, l).
The proof relies on establishing that the LHS is upper bounded by the expectation of a geometric
r.v. with success probability 1/h(i, l). To begin with, consider the following naturally iterative
process for generating sample paths ν.
We sample the usage durations of units one by one in decreasing order or precedence (over
units). At the step where usage durations of all units k+ that strictly precede unit k of i have been
sampled, we sample the durations of k i.e., generate νk. Then we move to the next unit in the
order. With this let us now reinterpret the LHS that we are trying to bound. We are computing
the expectation of a sum. The value of this sum on a sample path is given as follows:
Suppose that as we generate ν, we grow an array b(ν) with binary values. b(ν) is initially empty.
Each time we reach a unit k of i where t is not covered, we add an entry to the array. Upon
sampling usage durations of k, we set the new array entry to 1 if k is available at t. We set the
entry to 0 otherwise. Using (10), the probability that the entry is 1 is given by Eνk [1(k, t) | νk+],
which is given to be at least 1/h(i, l). Therefore, we set the entry to 1 w.p. at least 1/h(i, l). At
the end of the process, add an entry to the end of the array with value 1 (so that there is always
an entry with value 1 in the array). It is not hard to see that the entries of the array correspond
exactly to the set of units (of i) where t is uncovered. The value in an entry denotes whether the
corresponding unit was available at t or not. It follows then that the sum we are interested in is
the expected value of the number of entries before the first 1 in the array.
Given the process of growing the array, we have that if all entries so far have value 0 then the
next entry is also 0 w.p. at most 1− 1/h(i, l). The expected value to the first entry with value 1 is
therefore upper bounded by the expected value till the first success of a geometric r.v. with success
probability 1/h(i, l), as desired.
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3.1 {di,+∞} Distributions
Consider the case where the usage duration for resource i takes a finite value di w.p. pi and with
remaining probability 1−pi the unit is never returned. For the two extreme cases where pi = {0, 1},
we have that IB and RBA are both (1 − 1/e) competitive. Here we will show that Theorem 9 is
satisfied for any set of values {pi}i∈I , with factors ki(·) such that RBA is (1 − 1/e − O( log cmincmin ))
competitive. In fact, we focus on a single resource i with two-point distribution and show more
strongly that regardless of the usage distributions of other resources, condition (4) holds for i with
αi = 1− 1/e −O( log cici ). Let us proceed in order of the requirements stated in Theorem 9.
Pruning: Consider the following conditional probability for OPT,
η(kO, l) = Eω[1ω(kO, l) | First l − 1 usage durations of kO equal di].
Observe that for every kO and l ≥ 1 we have, η(kO, l+ 1) ≤ η(kO, l). This follows simply from the
fact that 1ω(kO, l) = 0 implies 1ω(kO, l + 1) = 0.
Lemma 12. Let l0 ≥ 1 denote the largest integer such that pl0−1i ≥ log cici . Suppose for every unit
k of i, we ignore the revenue from all matches l ≥ l0 + 1 in OPT. Letting OPT′i denote the
remaining expected revenue from i, we have,
OPT
′
i ≥
(
1− log ci
ci
)
OPTi.
Proof. We can write OPTi simply as,
ri
∑
kO∈[ci]
∑
l≥1
pl−1i η(kO, l)
Using the monotonicity of η(kO, ·),
ri
∑
kO∈[ci]
[ l0∑
l≥1
pl−1i η(kO, l) + p
l0
i
(∑
l≥1
pl−1i η(kO, l)
)]
≥ OPTi
ri
∑
kO∈[ci]
[ l0∑
l≥1
pl−1i η(kO, l)
]
≥ OPTi − log ci
ci
OPTi
OPT
′
i ≥
(
1− log ci
ci
)
OPTi
Therefore, κpi = log ci/ci.
Covering: For this discussion we will keep ω fixed, therefore we refer to tl(ω) more simply as
tl. We start by providing the covering function Xk(νk+, tl). Given sample path νk+ , consider the
exhaustive set σ(νk+) of arrivals where k is matched if available. For the rest of this discussion,
consider everything to be conditioned on νk+. From Corollary 8, recall that for any t ∈ σ(νk+),
if the usage durations of k are such that it is available at t, then k is matched to t w.p. 1. Now,
consider the sample path (over usage durations of k) where all durations of k are finite and therefore
equal di. On this path, consider the subset of arrivals t ∈ σ(νk+), where k is unavailable. Clearly,
(given νk+) the probability that k is matched to any arrival in this subset is 0. Therefore, we can
filter out these arrivals from σ(νk+) w.l.o.g.. Given the filtered set σ(νk+), the covering function is
defined as follows.
Covering function Xk(νk+, tl) = 1 iff at least one of the following conditions is satisfied.
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(i) There are l or more arrivals before tl in σ(νk+).
(ii) There is an arrival σt ∈ σ(νk+) such that a(tl) ∈ (a(σt), a(σt) + di).
The next lemma establishes the lower bound required to use Lemma 11 i.e., condition (I) required
from covering.
Lemma 13. For every k ∈ [ci] and every set σ(νk+), whenever Xk(νk+ , tl) = 0 we have,
Eνk [1(k, tl) | νk+ ] ≥ pl−1i .
Proof. Given arbitrary k, σ(νk+) and arrival tl such that Xk(νk+ , tl) = 0, by definition of the
covering function we have less than l arrivals in σ(νk+) prior to tl and all of these precede tl by
at least time di. Therefore, if k has usage duration di on these arrivals, it is available at tl. This
occurs w.p. pl−1i .
Now, we show condition (II) required from a covering function with κci = 1/ci.
Lemma 14. Let θ(i,k) = ri Eν
[∑
t|(i,k,t)∈D(ν) g
(
k
ci
)]
. Then,
ciri · Eω′
[∑
l≥1
1ω(kO, l) ·∆g(k)
(
Eν
k+
[Xk(νk+, tl(ω))])] ≤ (1 + 2/ci)θ(i,k).
Proof. First, observe that 1ci g(k/ci) ≥
(
1− 1ci
)
∆g(k). Therefore, it suffices to show that for every
νk+,
Eνk
[ ∑
t|(i,k,t)∈D(ν)
1 | νk+
]
≥ Eω′
[∑
l≥1
1ω(kO, l) · 1(νk+, tl(ω))
]
.
To this end we introduce the following natural coupling between usage durations of kO in OPT
and k in RBA: Sample a number from geometric r.v. with success probability 1 − pi, use this as
the number of times kO and k return (after duration di). Let τ denote the value of this r.v.
Let us upper bound the RHS by assuming that OPT matches kO for τ times i.e., 1ω(kO, l) = 1
for l + 1 ≤ τ . We have,
Eω′ [
∑
τ(ω)≥l≥1
1(νk+, tl(ω))] ≥ Eω′
[∑
l≥1
1ω(kO, l) · 1(νk+, tl(ω))
]
.
Let |τ,σ, k| denote the number of times k is matched in RBA given τ and νk+. We claim that that
for every value of τ ,
|τ,σ, k| ≥
∑
τ≥l≥1
1(νk+, tl(ω)).
This would of course give us the desired bound. To see why this holds, recall the definition of the
covering function: If tl(ω) is covered then either k has been used at least l times before tl(ω) or it
has been used less than l times in the past but is in use at tl(ω). In the latter case it will return
after time di (due to the conditioning on usage times of first l ≤ τ(ω) uses). In the first case, we
mark the l-th use of k in RBA that occurred before tl(ω), and in the second case we mark the use
of k in RBA at time tl(ω). In doing such a marking for all l (0 ≤ l ≤ τ(ω)), we mark any use of k
in RBA at most once. This is because if we mark the l′-th use of k towards tl(ω) then l′ ≤ l and
further, this l′-th use of k in RBA ends before tl+1(ω).
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Lemma 15. The following identity holds for our choice of pruning,
∑
l0≥l≥1
pl−1i η(kO, l)
(
1− 1/e − 1(l ≥ 2)
pl−1i ci
)
≥
[
1− 1/e−O
( log ci
ci
)]
OPT
′
i.
Remark: Given that h(i, l) = 1(l ≥ 2)/pl−1i due to Lemma 13, the above lemma establishes
Condition 4. of Theorem 9.
Proof. We can recast the statement of the lemma more simply as follows: For any non-increasing
sequence of numbers {η(l)}l0≥l≥1 in [0, 1], fraction p ∈ [0, 1], constant β ∈ (0, 1], and l0 ≤ log ci1−p ,
show that,
η(1)β +
∑
l0≥l≥2
η(l)(pl−1β − 1/ci) ≥
(
β −O
( log ci
ci
)) ∑
l0≥l≥1
η(l)pl−1.
For p = 1 the claim follows trivially. Although the sums on both sides are indefinite, the inequality
holds term by term. Therefore, assume p < 1. Note that if we truncate the series at largest value
l′0 such that p
l′0 ≥ 1√ci , then we have,
pl−1β − 1/ci ≥ pl−1(β − 1/√ci) ∀ l′0 ≥ l ≥ 1.
This will allow us to establish a competitive ratio guarantee of (1 − 1/e) with convergence rate
O(1/
√
cmin). To show the faster convergence rate of O(log cmin/cmin), we need to be more precise.
Letting η(l0 + 1) = 0, we need to compare,
∑
l0≥l≥1
η(l)pl−1 =
1
1− p [η(1) −
∑
l0+1≥l≥2
pl−1(η(l − 1)− η(l))] (12)
with
∑
l0+1≥l≥1
η(l)/ci =
l0 + 1
ci
(
η(1) −
∑
l0+1≥l≥2
η(1) − η(l)
l0 + 1
)
=
l0 + 1
ci
( ∑
l0+1≥l≥2
l − 1
l0 + 1
[η(l − 1)− η(l)]
)
(13)
In particular, we are interested in the following ratio,
β · (12)− (13)
(12)
Now, note that l0+1ci ≤
log ci
(1−p)ci . Therefore, a lower bound on the above ratio is given by,
βη(1) −∑l0+1≥l≥2[βpl−1 + log cici l−1l0+1 ](η(l − 1)− η(l))
η(1) −∑l0+1≥l≥2 pl−1(η(l − 1)− η(l))
Since η(l0 + 1) = 0, we can normalize and set η(1) = 1, leading to the following ratio,
β −
∑
l0+1≥l≥2[
log ci
ci
l−1
l0+1
](η(l − 1)− η(l))
1−∑l0+1≥l≥2 pl−1(η(l − 1)− η(l)) .
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If we can show that the worst case value of the negative quantity is O(log ci/ci), we are done. To
understand the maximum value of this quantity let ∆l = η(l−1)−η(l) and note that
∑
l≥2∆l = 1.
Now, we wish to maximize,
log ci
(l0 + 1)ci
·
∑
l(l − 1) ·∆l∑
l(1− pl−1)∆l
.
Observe that in fact, the maximum of the ratios l−1
1−pl is bound to be at least as large as the
compound ratio given by the second term in the above product. Now, this ratio is an increasing
function of l for any p ∈ [log ci/ci, 1) and therefore, maximum occurs at l = l0 +1. Hence, we have
for ci ≥ 2,
β · (12)− (13)
(12)
≥ β − log ci
(l0 + 1)ci
· l0
1− pl0+1 ≥ β −
2 log ci
ci
.
Finally, a direct application of Theorem 9 with κpi = κ
t
i = O(log ci/ci) and κ
c
i = 1/ci gives us the
desired claim.
3.2 IFR Distributions
We use fi to refer to the p.d.f. and Fi to refer to the c.d.f.. A major advantage in the {di,+∞} case
was that if a unit returned after usage, the duration of usage was always di. In other words, we
had the additional structure that a returning unit of i in RBA and in OPT was used for the exact
same duration and the main question was whether the unit returned at all. More generally, it is
not simply a matter of an item returning after use but also the duration of usage. In particular,
the probability that an item is available for (potential) l-th use is not stated as simply as pl−1i . In
this section, we address the new issues that arise for the case IFR distributions.
Recall that the function Li(ǫ) is defined as the maximum possible value of the ratio
(
Fi(x +
F−1i (ǫ)) − Fi(x)
)
/ǫ. Overloading notation, let,
L = Li
(
1/
√
ci
)
.
We will show that when the usage distribution of i is IFR, inequality (4) is satisfied with αi =
(1−1/e)−L ·O(log ci/√ci). This holds regardless of the usage distributions of other resources. For
IFR distributions that have non-increasing densities, such as exponential, uniform etc., L = 1 and
we have a convergence rate of O(log ci/
√
ci) to the guarantee. In fact, for exponential distributions
we will show a stronger convergence rate of O(1/
√
ci). As before, we start by defining the pruning.
Pruning: Let δ0 be the largest value such that,
Fi(δ0) < 1/
√
ci.
In case of a distribution with Fi(0) ≥ 1/√ci, we let δ0 = 0. Similarly, let δL0 be the largest value
such that
Fi(δ
L
0 ) < L/
√
ci.
Lemma 16. Suppose for every unit kO of i, whenever kO is used in OPT for duration less than
δL0 , we ignore the revenue from this use of kO in OPT. Letting OPT
′
i denote the expected reward
from i remaining after this pruning, we have,
OPT
′
i = [1− Fi(δL0 )]OPTi.
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Proof. Follows by observing that the probability that any use of kO has duration at least δ
L
0 is
1− Fi(δL0 ).
Given the definition of δL0 , we have that κ
p
i = L/
√
ci.
Covering: Given unit k of resource i, sample path νk+ and thus ordered set σ(νk+) and finally,
arrival tl, the covering function is given as follows.
Covering function Xk(νk+ , tl) = 1 iff ∃σt ∈ σ(νk+) such that a(tl) ∈ (a(σt), a(σt) + δ0]. The
rationale is that in this case the probability that k is unavailable at tl is close to 1. For k to be
available it has to return in the small time interval (a(σt), a(tl)].
Lemma 17. For every k ∈ [ci] and every set σ(νk+), whenever Xk(νk+ , tl) = 0 we have,
Eνk [1(k, tl) | νk+] ≥
1√
ci
.
Proof. Fix arbitrary k, σ(νk+) and arrival tl such that Xk(νk+, tl) = 0. Let σt ∈ σ(νk+) be the
last arrival preceding tl. We condition on whether k is already in use at σt or not. If it is in use,
then from the IFR property and by definition of δ0 and the covering function we have that the
probability it returns before tl is at least 1/
√
ci. If it not in use, then RBA matches it to the arrival
at σt and the probability that k returns before tl in this case is still at least 1/
√
ci.
The next lemma establishes condition (II) of covering functions with κci = L ·O(log ci)/
√
ci.
Lemma 18. Let θ(i,k) = ri Eν
[∑
t|(i,k,t)∈D(ν) g
(
k
ci
)]
. When the usage distribution of i is IFR we
have,
ciri · Eω′
[∑
l≥1
1ω(kO, l) ·∆g(k)
(
Eν
k+
[Xk(νk+, tl(ω))])] ≤ (1 + L ·O(log ci)/√ci) · θ(i,k).
For memoryless distributions we have a tighter factor of (1 + 1/ci) on the RHS.
Proof. For simplicity, let γ = (1 + L · O(log ci)/√ci). At a high level, the proof follows the same
strategy as that of Lemma 14. Using 1ci g(k/ci) ≥
(
1− 1ci
)
∆g(k), it suffices to argue that for every
νk+,
γ · Eνk
[ ∑
t|(i,k,t)∈D(ν)
1 | νk+
]
≥ Eω′
[∑
l≥1
1ω(kO, l) · 1(νk+, tl(ω))
]
.
We will establish this via a coupling between OPT and RBA. Unlike the {di,+∞} case, the
coupling in this case is more involved.
First, for memoryless distributions consider the following coupling: Given a list of i.i.d. samples
from distribution fi, every time OPT matches kO, we set the first available sample in the list to be
the usage duration for this match. Once a sample is used, we remove it from the list and move to
the next sample. In the course of its execution OPT goes through (part of) the list in order and
without skipping over any sample. To couple the usage of kO in OPT with k in RBA, we introduce
another pointer on the list we generated for kO. This pointer is used for setting usage durations of
k in RBA. Now, consider a simultaneous execution of both OPT and RBA. The second pointer
starts at the first sample in the list with value at least δ0. Each time either kO or k is matched,
the pointer moves down the list to the next sample that has value at least δ0. If both are matched
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to the same arrival, the pointer only moves down for the match in RBA. In this way, the second
pointer always refers to a sample in the list that has not been used by either OPT or RBA. Now,
every time k is matched we use the sample referred to by this pointer. Suppose k is matched to
some arrival t and the sample value is d. We set the usage duration for this match of k to equal
d − δ0. Then we move the second pointer down the list until we reach a sample with value ≥ δ0.
This ensures that the sample referred to by the pointer is always large enough that the sample
value minus δ0 is non-negative. Recall that the original pointer used for setting durations of kO
only moves down by one every time kO is matched. We refer to this process of sampling durations
of k as type-I rnr coupling (short for reduction and rejection).
It is easy to see that the usage durations for k thus obtained are i.i.d. but not quite given by the
original distribution fi. There are two reasons for this. First, we decrease each sample by δ0 and
second, we do a rejection sampling over the list to find samples with original value ≥ δ0. Therefore,
any sample used by RBA is given to be at least δ0 originally. We can now write the probability
density of usage durations generated by the process as,
f¯i(x) =
fi(x+ δ0)
1− Fi(δ0) .
Note that f¯i = fi for exponential usage distributions, owing to the memoryless property. Now,
consider θ¯(i,k) defined similar to θ(i,k) except we sample usage durations for k according to f¯i but
everything else is as before (usage durations for units of i other than k are still sampled according
to fi). For exponential distributions it follows from the above remark that θ¯(i,k) = θ(i,k). Therefore,
Efi
[ ∑
t|(i,k,t)∈D(ν)
1 | νk+
]
= Ef¯i
[ ∑
t|(i,k,t)∈D(ν)
1 | νk+
]
,
here Efi ,Ef¯i denote that the usage durations for k are sampled according to the respective densities.
To finish the proof for memoryless distributions, it suffices to show that,
Ef¯i
[ ∑
t|(i,k,t)∈D(ν)
1 | νk+
]
≥ Eω′
[∑
l≥1
1ω(kO, l) · 1(νk+, tl(ω))
]
.
Since rnr type-I coupling generates i.i.d. durations from density f¯i for unit k, we consider a simul-
taneous and coupled execution of RBA and OPT and establish the above inequality more strongly
on every sample path in this coupled execution. Consider an arbitrary sample path ω ∈ ω′ and
coupled sample path for usage durations of k in RBA. The RHS counts the number of covered
arrivals that are matched to kO with resulting usage duration at least δ
L
0 . Due to pruning, matches
with shorter durations are not counted. Let S(ω) denote the set of all such arrivals matched to
kO. The LHS counts the number of times k is matched with usage durations of k given by type-I
coupling. We claim that the inequality is now a direct consequence of the reduction and rejection
in the coupling. To see this, first recall that since every arrival t ∈ S(ω) is covered, by definition
there exists an arrival τ ∈ σ(νk+) within the δ0 time interval prior to t. Now, consider the arrival
tp immediately preceding t in S(ω). If tp exists, then clearly a(tp) < a(τ), as the usage duration
of match at tp is at least δL0 ≥ δ0 (recall that S(ω) does not include any short duration matches).
Therefore, if there exists a match of k in RBA with usage duration coupled to match (i, kO, t
p) in
OPT, then due to the reduction feature of type-I coupling, we have that k returns from this match
before a(τ). Since τ ∈ σ(νk+), in this case k is matched in RBA to arrival τ or an earlier arrival,
with usage duration for the match coupled to match of kO to t. On the other hand, if there is no
match of k with duration coupled to match (i, kO, t
p) (or tp does not exist), we again have that k
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is matched to τ or an earlier arrival with usage duration coupled to match (i, kO , t). Consequently,
on the coupled path there exists a match of k in RBA with usage duration coupled to match of
(i, kO, t) in OPT. Since we argued this for arbitrary t ∈ S(ω), we have the desired inequality.
For IFR distributions without memoryless property, we do not know if θ¯(i,k) ≈ θ(i,k). Therefore,
we introduce a new type-II rnr coupling to deal with more general distributions as follows.
First, let us divide the support of fi into m =
√
ci/L intervals. Every interval captures exactly
1/m mass. The first interval is given by [0, δL0 ) and letting δ−1 = 0, we have intervals Ij = [δ
L
j−1, δ
L
j )
for j ≥ 0 such that Fi(δLj )−Fi(δLj−1) = 1/m for every j. Now, consider surjective mappings πj that
map points in interval Ij+1 to points in Ij for every j ≤ m− 2. In particular, for interval Ij+1 we
introduce mapping πj such that Fi(t)− Fi(πj(t)) = 1/m for every t ∈ Ij+1. Such a mapping exists
for every j. For example, consider values x ∈ [0, 1/m] and let t(x) = F−1i (x+ (j + 1)/m). Clearly,
the range of t(x) equals Ij+1 and now πj(t(x)) = F
−1
i (x+ j/m), which always maps to a point in
Ij, gives one such mapping. Importantly, from the definitions of L and δ0, δ
L
j , we have that that
for every j ≤ m− 2 and t ∈ Ij+1,
t− πj(t) ≥ δ0.
Given this partition, the new coupling will map duration t falling in Ij+1 to duration πj(t)
falling in Ij . This replaces the reduction process in the original coupling, where we reduced sample
value by a fixed δ0 instead. In contrast, here we reduce by at least δ0. For durations t in I0 we do
rejection sampling (as before) till we see a sample not in I0 i.e., duration at least δ0, and then do
a reduction on this sample using the mapping described. The distribution fi now transforms into
the following,
fˆi(x) =
{
fi(x)
1−1/m x ∈ [0, δLm−2)
0 x ≥ δLm−2
(14)
So fˆi is a truncated version of fi. Analogous to θ¯(i,k), we also define θˆ(i,k). In Lemma 19 we establish
that for IFR distributions, θˆ(i,k) ≤
(
1+L ·O(log ci)/√ci
) · θ(i,k). Therefore, it suffices to argue that
for every νk+ ,
Efˆi
[ ∑
t|(i,k,t)∈D(ν)
1 | νk+
]
≥ Eω′
[∑
l≥1
1ω(kO, l) · 1(νk+, tl(ω))
]
.
It is easy to see that this follows from the same argument as the case of type-I coupling. This
is a consequence of the fact that in type-II coupling we still reduce each time by at least δ0 and
resample till we find a duration ≥ δ0.
Lemma 19. If fi(·) is IFR we have,
θˆ(i,k) ≤
(
1 + L ·O(log ci)/√ci
) · θ(i,k).
Proof. Let µi, µˆi denote the mean of fi and fˆi respectively. Recall that fˆi is a truncated version of
fi and m =
√
ci/L. By definition of fˆi and the IFR property of fi, we have that,
µi ≤ (1− 1/m) · µˆi + (1/m) · [δLm−2 + µi].
In addition, we claim that the mean duration for fi, denoted µi, is lower bounded as follows,
µi ≥ Ω(δLm−2/ log ci). (15)
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We proceed with the proof assuming (15) holds and prove this claim later. Substituting m gives
us,
µˆi ≥
δLm−2
log ci
(
1− L log ci√
ci
)
. (16)
Consider the random variable defined as the minimum number of values drawn i.i.d. with density
fˆi, such that the sum of the values is at least as large as a random value that is drawn independently
with density fi. Let nˆ denote the expected value of this quantity. Note that nˆ is an upper bound on
the expected number of times k could be matched when usage durations are drawn according to fˆi,
in the course of a single match with duration drawn from fi. Thus, in order to show the main claim
it suffices to show that nˆ ≤ (1 + γ), where we define γ = L · O(log ci)/√ci for simplicity. To this
end, consider the following coupling: Given duration t < δLm−2 from fi we consider an equivalent
duration drawn from fˆi. For durations δ
L
m−2 or greater, we draw independent samples from fˆi until
the sum of these samples matches or exceeds the duration drawn from fi. Thus, w.p. (1 − 1/m)
we draw exactly one sample from fˆi and it suffices to show that in the remaining case that occurs
w.p. 1/m, we draw in expectation O(log ci) samples from fˆi. Given a sample drawn from fi with
value x ≥ δLm−2, first note that from (16), the expected number of samples drawn from fˆi before
their sum exceeds δLm−2, is (1 + γ) log ci. Second, using the IFR property of fi we have that the
expected number of samples of fˆi such that the sum of the sample values is at least x − δLm−2, is
upper bounded by nˆ. Overall, we have the recursive inequality,
nˆ ≤ (1− 1/m) + 1/m((1 + γ) log ci + nˆ).
The desired upper bound on nˆ now follows.
It only remains to show (15). Let x1 be such that 1 − Fi(x1) = 1/2. Then, let x2 be such
that 1 − Fi(x1 + x2) = 1/4. More generally, let {x1, · · · , xs} be the set of values such that 1 −
Fi(
∑s
j=1 xj) = 1/2
s. We let s be the smallest integer greater that equal to log
√
ci. Now, the mean
µi ≥
∑s
j=1 xj/2
j . Therefore, µi/δ
L
m−2 is lower bounded by
∑s
j=1 xj/2
j
∑s
j=1 xj
. While in general this ratio
can be quite low, due to the IFR property we have xj ≥ xj+1 for every j ≥ 1. Consequently, the
minimum value of this ratio is O(1/s) = O(1/ log ci), when all values are equal (which incidentally
implies the memoryless property).
Finally, in order to apply Theorem 9 we only need to show condition 4. required by the theorem.
However, unlike the case of {di,+∞} this follows directly from Lemma 11 with κti = 1/
√
ci because
h(i, l) =
√
ci is independent of l. For memoryless distributions this gives a convergence rate of
O(1/
√
cmin). More generally, we also have a L ·O(log cmin) factor in the numerator.
3.3 IFR with arbitrary mass at +∞
In the previous section we showed that for non-increasing IFR distributions RBA is asymptotically
(1− 1/e) competitive. In realistic scenarios it is reasonable to expect that with some probability a
unit of resource under use may never return back to the system. This could occur for a number of
reasons, something as routine as loss or breakdown of a unit while in use, to voluntary departure
of the unit from the system when resources are individual agents (such as drivers in ride sharing
and hosts in room sharing). This is conveniently modeled by allowing an arbitrary mass at infinity,
similar to Section 3.1. So let pi denote the probability that a usage takes value drawn from
distribution with c.d.f. Fi and with the remaining probability 1− pi the duration takes value +∞.
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In this section, we show that RBA is still asymptotically (1 − 1/e) competitive for a mixture
of non-increasing IFR usage distributions with arbitrary mass at infinity.
Pruning: Similar to the earlier case of non-increasing IFR, let δ0 now be the largest value such
that,
Fi(δ0) < 1/c
1/4
i .
Overloading notation, we let L = Li(1/c
1/4
i ) and define δ
L
0 as the largest value such that Fi(δ
L
0 ) <
L/c
1/4
i . Complementary to our definition of δ0, we also define δ1 as the smallest value such that,
Fi(δ1) ≥ 1− 1/c1/4i .
Observe that fi(x) ≥ fi(0)/c1/4i for every x ∈ [0, δ1), otherwise from the IFR property we have a
contradiction. Now, we continue to use the pruning from the previous case i.e., for every unit kO
of i whenever there is a match with duration drawn from Fi and value smaller than δ0, we ignore
the revenue from the subsequent match of this unit. In addition, we also prune if the duration is
drawn from Fi and is greater than equal δ1.
Lemma 20. Suppose for every unit kO of i, whenever kO is used in OPT for a finite duration
that is either: (i) Greater than or equal to δ1 or (ii) Less than δ
L
0 ; we ignore the revenue from this
use of kO in OPT. Letting OPT
′
i denote the expected reward remaining after this, we have,
OPT
′
i ≥ [1− (1 + L)/c1/4i ]OPTi.
The proof closely resembles that of Lemma 16 and we do not repeat it here. Finally, we also
prune on the number of matches, similar to the case of {di,+∞}.
Lemma 21. Let l0 ≥ 1 be the largest integer such that pl0−1i ≥ log c
1/4
i
c
1/4
i
. Suppose for every unit k
of i, we ignore the revenue from all matches l0 + 1-th and beyond in OPT. Letting OPT
′
i denote
the remaining expected revenue from i, we have,
OPT
′
i ≥
(
1− log ci
4 · c1/4i
)
OPTi.
Note that this implies κpi = L ·O(log ci/c1/4i ).
Covering: Before discussing the covering function we need to introduce a more generalized notion
of covering that also depends on sample paths ω. We cannot use the covering function from the
previous section since the lower bound in Lemma 17 does not apply anymore. Crucially, given that
unit k of i is in use in RBA at arrival t, with probability at least 1 − pi the unit may not return
at all. In particular, we now need to consider the number of uses of k before tl. To this end, with
respect to each unit kO of i in OPT, we split the space ω
′ into ω0 and ω1. ω0 is the space of all
possible sample paths with no mass at infinity i.e., durations drawn from an IFR distribution with
density fi(·). ω1 captures the randomness in the number of uses for every unit before reaching a
usage time of infinity. So paths ω1 ∈ ω1 simply represent the number of finite durations. In the
following, we describe a function that further partitions the space ω0 into two parts ω
1
0
and ω2
0
,
depending on the number of uses l.
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As before, we focus on a unit kO of i in OPT and unit k of i in RBA. We define the covering
function only when tl exists, so fix sample path ω1 such the first l − 1 usage durations of kO are
finite. Also fix arbitrary νk+ and thus σ(νk+). We wish to partition ω0 in order to separate out
paths where the l-th match of kO occurs “late”, such that many more than l matches of k may
occur before l-th match of kO and k could easily hit a usage duration of +∞. To quantify this
lateness we first get a handle on the random arrival at which k is matched for the l-th time in
RBA. Then, we compare this to a similar notion for kO in OPT. To this end, let t¯l be the r.v.
that denotes the arrival to which k is matched for l-th time in RBA, conditioned on the first l− 1
usage durations being finite (t¯l set to +∞ if no l-th match). Now, in order to quantify lateness of
t¯l, let τ¯l denote the latest arrival such that,
Pνk [a(t¯l) ≥ a(τ¯l) | νk+ ,first l − 1 duration in νk finite] ≥ 1/c1/4i .
Observe that t¯l and τ¯l are in fact, t¯l(νk+) and τ¯l(νk+), but we drop the parenthesis for simplicity. τ¯l
may not exist, in which case we set it to +∞. If it does exist, then given appropriate conditioning
we have that w.h.p., the l-th match of k occurs by τ¯l. This gives us some measure of how late the
l-th match of k can be in RBA. We will now compare this with the l-th match of kO in OPT by
looking at the behaviour of RBA when coupled to OPT.
Recall that we fixed ω1 so that kO could be matched at least l times. Let us couple the number
of finite usage durations of k with kO. Generate a sample path ω0 ∈ ω0 and let tl(ω) denote the
arrival to which kO is matched for the l-th time on this sample path. Now, consider the type-II
rnr coupling between unit k in RBA and kO in OPT. Let t¯(l, ω0) denote the arrival where k is
matched with usage duration coupled to the l-th match of kO. (which is to tl(ω)). t¯(l, ω0) may not
exist, in which case it is set to +∞. Note that k cannot have been matched more than l− 1 times
before t¯(l, ω0). Given this we partition ω0 as follows,
1. ω0 ∈ ω10(l): When a(τ¯l) ≥ min{a(tl(ω)), a(t¯(l, ω0))}.
2. ω0 ∈ ω20(l): When a(τ¯l) < min{a(tl(ω)), a(t¯(l, ω0))}.
By definition, when ω0 ∈ ω20(l), we have that the l-th match of k on the corresponding coupled
path does not occur before a(τ¯l). Therefore,
Pω0[t¯(l, ω0) does not exist or a(t¯(l, ω0)) > a(τ¯l) | νk+]
≤ Pνk [a(t¯l) > a(τ¯l) | νk+,First l − 1 duration in νk finite]
< 1/c
1/4
i
Therefore, the measure of partition ω2
0
(l) is smaller than 1/c
1/4
i . We are now ready to define the
covering function.
Covering function Let ω1 be such that the first l durations of kO are finite. Then arrival tl+1(ω)
is covered i.e., Xk(νk+, tl+1, ω0) = 1 if either,
(i) ω0 ∈ ω10(l) and there exists an arrival σt ∈ σ(νk+) such that a(tl+1) ∈ (a(σt), a(σt) + δ0] or
there exists σt < tl+1 such that a(σt) ≥ min{a(tl(ω)), a(t¯(l, ω0))} + δ1 − δ0.
(ii) ω0 ∈ ω20(l).
The intuition behind this covering is that for paths with ω0 ∈ ω10(l), which occur most often,
we will show a reasonable lower bound on the probability of k being available on arrivals tl+1(ω)
that are not covered. The covered interval is larger when t¯(l, ω0) occurs than tl+1(ω) because of the
possibility of a unit leaving forever. For paths with ω0 ∈ ω20(l) which occur with low probability,
we are even more pessimistic in our covering and consider tl+1(ω) to be covered unconditionally.
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Lemma 22. For every k ∈ [ci], every set σ(νk+), and path ω0 ∈ ω10(l) such that Xk(νk+ , tl+1, ω0) =
0 we have,
Eνk [1(k, tl+1) | νk+] ≥
pli
c
3/4
i
.
Proof. Fix arbitrary k, σ(νk+), and ω ∈ ω10(l) such that Xk(νk+ , tl+1, ω0) = 0. Let σt ∈ σ(νk+) be
the latest arrival preceding tl+1 and use d to denote the random usage duration of l-th use of kO.
We use pruning on short and long durations as given by Lemma 16 and 20, on the space ω0. This
allows us to assume that d ∈ [δ0, δ1) and therefore fi(d) ≥ fi(0)/c1/4i .
Condition on the first l usage durations of k being finite. This occurs w.p. pli and contributes
to the numerator in the inequality we wish to show. Next, we condition on the availability of k at
τ¯l. Since ω0 ∈ ω10 , we have that w.p. at least 1/c1/4i , k has been used for at most l− 1 times before
arrival τ¯l. Conditioned on this, we claim that using the IFR property the probability of k being
available at tl is at least 1/
√
ci for every d ∈ [δ0, δ1). Unconditioning, then gives us the desired.
To see the claim, recall that for ω0 ∈ ω10 we have a(τ¯l) ≥ min{a(tl(ω)), a(t¯(l, ω0))}. We use tmin
as a placeholder for whichever of tl(ω) or t¯(l, ω0) arrives earlier (of course t¯(l, ω0) is earlier only if
it actually exists). Given our conditioning on paths where k has been used for at most l − 1 times
before τ¯l and thus before tmin, we have the following two scenarios:
1: When tmin arrives k is in use and the l-th match has not occurred. Consider the last
arrival σt ∈ σ(νk+) preceding tl+1 and observe that if k is still in use at σt continuing on from tmin,
then from the IFR property there is a probability of at least 1/c
1/4
i that it returns before tl+1 (as it
is not covered). Note that the case where σt = tmin is also included here. On the other hand, if k
returns from its use between tmin and σt, then it gets re-matched and we have that the usage of the
new match is finite from our conditioning on first l uses being finite. Using a(σt)−a(tmin) < δ1−δ0
and the IFR property, we have a probability of at least Fi(δ0)/c
1/4
i = 1/
√
ci that k returns from its
rematch after σt and is available at tl+1.
2: When tmin arrives k is available and the l-th match has not occurred. The bound in
this case follows from the argument in scenario 1 for the case where k is rematched after tmin.
Lemma 23. Let θ(i,k) = ri Eν
[∑
t|(i,k,t)∈D(ν) g
(
k
ci
)]
. When the usage distribution of i is memory-
less with arbitrary mass at +∞ we have,
ciri · Eω′
[∑
l≥1
1ω(kO, l) ·∆g(k)
(
Eν
k+
[Xk(νk+, tl(ω))])] ≤ (1 + L ·O(log ci/c1/4i )) · θ(i,k).
Proof. We deal ω1
0
and ω2
0
separately by splitting the expectation on the LHS into two parts as
follows,
ciri ·Eω1,ω0
[∑
l≥2
[
1(ω0 ∈ ω10(l− 1) + 1(ω0 ∈ ω20(l− 1))
] · 1ω(kO, l) ·∆g(k)(Eν
k+
[Xk(νk+ , tl(ω))])]
Now, given the type-II rnr coupling over ω0 where we use distribution fˆi, and the straightforward
coupling over ω1 so that both k and kO have the same number of finite durations, we have that,
Eω1,ω0
[∑
l≥2
1(ω0 ∈ ω10(l − 1)) · 1ω(kO, l) · 1(νk+, tl(ω), ω0)
]
≤ E
ω1,fˆi
[ ∑
t|(i,k,t)∈D(ν)
1 | νk+
]
.
This follows by the same argument as Lemma 18 i.e., a property of the one to one nature of the
coupling given the pruning. Then using Lemma 19 we have,
ri.g(k/ci) · Eω1,fˆi
[ ∑
t|(i,k,t)∈D(ν)
1 | νk+
]
≤ (1 + L · O(log ci)/c1/4i ) · θ(i,k).
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It remains to show that,
ciri · Eω1,ω0
[∑
l≥2
1(ω0 ∈ ω20(l − 1)) · 1ω(kO, l) ·∆g(k)
(
Eν
k+
[Xk(νk+ , tl(ω))])] ≤ 2 · θ(i,k)
c
1/4
i
.
Given σ(νk+), it is easy to see from the definition of partition that ω0 ∈ ω20(l − 1) only for l ≥ 2
and finite τ¯l−1. When τ¯l−1 is finite, conditioned on the first l− 1 uses being finite we have that k is
matched for an l-th time with probability at least 1− 1/c1/4i (follows by definition of τl−1). Recall
that the measure of ω2
0
(l − 1) is at most 1/c1/4i . Therefore, for every l ≥ 2,
Eω1,ω0
[
1(ω0 ∈ ω20(l − 1)) · 1ω(kO, l)
]
≤ 2
c
1/4
i
· Eω1,fi
[
1(k matched for l-th time) | νk+
]
.
Summing over all l ≥ 2 now gives the desired.
Condition 4. of Theorem 9: Since we have a dependence on l in the probability lower bound
for Lemma 11, similar to the case of {di,+∞} we need to prove condition 4. here. Fortunately,
given the pruning in Lemma 21, the proof of condition 4. is exactly the same as that of Lemma 15
for {di,+∞}. Of course, now we have that κpi = L ·O(log ci/c1/4i ) instead.
4 Extension to Assortments and Budgeted Allocations
So far, we focused on understanding the effect of stochastic reusability in the context of online
matching. We now discuss extensions of our results to the more general case of online assortments
and online allocation with budget constraints. Recall from Section 1.3, in case of assortments RBA
generalizes to finding the optimal (or approximately optimal) assortment for each customer with
resource revenues replaced by the reduced prices computed using RBA. For budgeted allocations,
where incoming customer t arrives with demand bit for resource i, RBA generalizes to computing the
revenue maximizing allocation with resource revenues replaced by reduced prices. In particular, the
reduced price based revenue for allocating i to t is given by ri
∑bit
k=1 g(zi(t, k)), where zi(t, k) denotes
the k-th highest available unit of i when t arrives. In analyzing these natural generalizations of RBA
we face similar challenges. Let us understand the key challenge by considering the generalization to
assortments. In particular, consider the case of assortments with usage distributions {di,+∞}. A
natural approach would be to try an immediate extension of the analysis we performed for matching,
via the technique of analysis developed to handle assortments for non-reusable resources in [GNR14].
There are two issues with this. The first is due to the fact that technique of analyzing assortments
used in [GNR14], revolves around the standard primal-dual framework. As we saw earlier, in
presence of stochastic reusability, standard primal-dual comes with its own set of obstacles even in
case of matching (Appendix D). Fortunately, the solution to this issue is already at hand as the
general scheme of analysis presented in Section 2, is naturally amenable to handle the stochasticity
due to choice. As a warm-up, we demonstrate this for assortments with non-reusable resources in
Section 4.1.
The second issue is more challenging and is associated with the fact that in case of stochastic
usage durations, the stochasticity in usage can interact in a non-trivial way with the stochasticity in
customer choice. The central piece of our analysis for matching, namely, the notion of covering, is
not helpful in case of assortments. To understand this in more detail, consider first the fundamental
ordering Lemma 5. In case of assortments, for arbitrary arrival t with an edge to i, whether unit k
of i is matched to t depends not just on the past usage durations of units k+ > k but also of units
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k− ≤ k. The root cause is that the customer rankings are now random and therefore, customers
can have different preference ordering among resources. A resource j may be less preferred than
resource i by customer 1 but more preferred by customer 2. We give a concrete example below.
Example 4.1. Consider three arrivals t1, t2, t3 that come in that order and two resources i, j with
unit reward and unit capacity (example can be generalized to arbitrary capacity). Each arrival has
an MNL choice model. MNL parameters for arrivals 1 and 2 are as follows: vi = 100, vj = 1 and
v0 = 0.01. Arrival 3 has v
3
i = 1, v
3
j = 100 and v
3
0 = 1. Observe that RBA offers set {i, j} to arrival
1 and with probability close to 1, resource i is chosen by this arrival. Suppose that the probability of
resource i returning before arrival 2 is p and i returns before arrival 3 w.p. 1. Then with probability
p we offer arrival 2 the set {i, j} and resource i is chosen again w.h.p.. Subsequently, arrival 3 will
choose j w.h.p. even if i returns and is available. In other words, resource j is the most preferred
available resource for arrival 3 in this case. On the other hand, suppose p = 0. In this case arrival
2 will w.h.p. take resource j. Suppose that resource j is non-reusable. Then arrival 3 will accept i
w.h.p.. Therefore, whether arrival 3 accepts resource i depends on the past usage duration of i itself;
if i returns before arrival 2 then arrival 3 does not accept i, otherwise arrival 3 accepts i w.h.p..
This is unlike the case of matching (see Corollary 7).
The resulting machinery, including the idea of defining a covering covering function that is
independent of the usage durations of k, as well as the crucial Lemma 11, cannot be used in case of
assortments. While this example presents the difficulty in handling assortments, the same challenge
also occurs for the case of budgeted allocations. In particular, since customers may now demand
multiple units of a resource and the number of units demanded can vary across customers, the
probability of RBA allocating unit k of i to an arrival can now depend on the past usage durations
of units k− < k. In other words, the non-stationarity introduced by (possibly) different requirements
of customers for any given resource, breaks the independence we were able to achieve in Lemma 5.
Fortunately, the solution we develop for the case of assortments also works for budgeted allocations.
Note that we focus on the case where the maximum number of units of any resource demanded
by a customer i.e., bmax = max(i,t)∈E bit, is much smaller than the starting inventory ci. This is a
standard assumption even in case of non-reusable resources (for instance, AdWords in [MSVV05]),
where no results beating 1/2 are known.
To resolve the difficulty outlined above, we resort to using Chernoff bounds in a specific way.
These allow us to reduce some of the complexity in stochastic usage durations but rely further on
the assumption of large starting inventory (cmin → +∞), leading to weaker convergence results.
Before showing these details, let us first warm up by understanding how our general certificate of
optimality works in case of assortments (and budgeted allocations) for non-reusable resources.
4.1 Primer: Assortments with Non-reusable Resources
To deal with the aspect of stochasticity due to customer choice at any given time, we let O(t) now
denote the set offered to arrival t by OPT, and similarly D(t) is now the set offered by the natural
generalization of RBA to assortments as follows,
To arrival t, offer set D(t) = argmax
S|∀i∈S,zi(t)>0
∑
i∈S
φ(i, S)ri
[
1− g
(zi(t)
ci
)]
.
Here φ(i, S) is the probability that the customer chooses i given set S. We assume access to an
oracle that solves the static assortment problem at each step. If the oracle solves the problem to
within some α-approximation, we aim for a guarantee of (1− 1/e) ·α for the online algorithm. For
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ease of notation suppose α = 1, the general result follows trivially. Now, we redefine λt by breaking
it down into a sum over constituents λt(i, ω) that are functions of ω as follows,
λt = Eω[λt(ω)], where,
λt(ω) =
∑
i∈O(t)
λt(i, ω) =
∑
i∈O(t)
Eν
[
ri1ω(i chosen by t)[1− g
(zi(t)
ci
)
]
]
.
Note that here ω, ν both also include the randomness due to choice. Contrast this with the more
obvious generalization given by,
λˆt = Eν
[ ∑
i∈D(t)
ri1ν(i chosen by t)[1 − g
(zi(t)
ci
)
]
]
.
Clearly, λt is upper bounded by λˆt (by definition of RBA), despite the fact that on some paths ω
the value of λt(ω) may be larger than λˆt. We generalize θi naturally as follows,
θi = Eν
[ ∑
i∈D(t)
ri1ν(i chosen by t)g
(zi(t)
ci
)]
Given this it is now easy to see that,∑
i
θi +
∑
t
λt ≤
∑
i
θi +
∑
t
λˆt = Total reward of RBA.
The generalized conditions (4) are now stated as,
θi + Eω[
∑
t|i∈O(t)
λt(i, ω)] ≥ (1− 1/e−H(ci))Eω[
∑
t|i∈O(t)
ri1ω(i chosen by t)] ∀i.
To see that these hold for the case of non-reusable resources, let η(i, k) denote the probability that
unit k of i is consumed in RBA by the end of the time horizon. Then we have for every i,
θi + Eω[
∑
t|i∈O(t)
λt(i, ω)] = ri
∑
k∈[ci]
η(i, k)g
( k
ci
)
+ Eω[
∑
t|i∈O(t)
λt(i, ω)]
≥ ri
∑
k∈[ci]
η(i, k)g
( k
ci
)
+ri
(
1− 1/e −
∑
k∈[ci]
η(i, k)∆g(k)
)
Eω
[ ∑
t|i∈O(t)
1ω(i chosen by t)
]
≥ (1− 1/e− 1/ci)Eω[
∑
t|i∈O(t)
ri1ω(i chosen by t)],
where the first inequality follows by observing that the minimum value of 1−g(zi(t)/ci) is attained
at the end of the planning horizon and given by (1 − 1/e) −∑k∈[ci] η(i, k)∆g(k) in expectation
over ν (here RBA reduces to IB and therefore units available form a contiguous block). The
second inequality follows by cancellation of terms using g(k/ci)/ci ≥ (1 − 1/ci)∆g(k) and ci ≥
Eω
[∑
t|i∈O(t) 1ω(i chosen by t)
]
. Note that, in case of budgeted allocations the analysis above
goes through naturally with the modification that we now have a multiplicative factor of (1−1/e−
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bmax/ci) instead. Thus, for bmax = o(cmin) we have the desired result, matching the bound in
[MSVV05, DJK13] for AdWords.
In going to reusable resources with stochastic usage durations we will introduce the notion of
blocks. For a suitably chosen real valued function α(ci), each block will consist of α(ci) contiguous
units of i such that we can apply Chernoff bounds to lower bound the number of available units in
a block. Treating each block as a ‘unit’ then allows us to handle the randomness in usage durations
more easily. In particular, this will eliminate the need for using Lemma 11 which relies quite
critically on the notion of covering. For instance, recall the case of exponential usage distributions.
Using Lemma 11 we concluded that for any arrival tl(ω) (hereby tl for brevity), the expected
number of unavailable units preceding zi(tl), where tl is not covered, is upper bounded by
√
ci.
Instead, by treating a block as a single unit we have that if at time a(t) the block is unavailable
i.e., all units of the block are in use, then w.h.p. (using Chernoff with large enough α(ci)) roughly√
ci · α(ci) units in the block return before time a(t) + δ0. Thus, given an arrival tl that arrives
after time a(t)+ δ0, we have that w.h.p., many units of the block return before tl. If these units are
re-matched by RBA before tl arrives then tl is covered, otherwise tl is not covered by the block but
we also have that some units in the block are available. Without grouping units into blocks we only
had a small lower bound of 1/
√
ci on the probability that a unit returns before tl and therefore,
relied on Lemma 11 instead of Chernoff, to bound the expected number of such units.
In the following, we first focus on the case of assortments and later in Section 4.4 we discuss
the extension to budgeted allocations.
4.2 {di,+∞} Distributions
Consider α(ci) units that are each matched l times if available. After a match, the probability that
a unit is available for reuse is given by pi. We would like to make some claims about the number
of available units for the l-th match. Using Chernoff bounds, we have for any set of α(ci) units,
the number of available units, denoted X, after l uses of each unit is at least (1− 1/β(ci))pl−1i α(ci)
w.h.p.. More specifically,
Pν [X < (1− 1/β(ci))pl−1i α(ci)] ≤ e
−pl−1
i
α(ci)
2β2(ci) .
Suppose l is small enough so that, pl−1i ≥ 1/κ(ci). Choosing α(ci) = c3/4i , β(ci) = c1/4i and
κ(ci) = c
1/4
i / log ci, we have p
l−1
i α(ci) > log ci ·
√
ci. Thus, the probability upper bound (RHS) is
smaller than 1/
√
ci. Therefore, w.h.p., there are roughly log ci · √ci units available for an l-th use
for every set of c
3/4
i units (and small enough l).
Now, let us divide the inventory of ci units into c
1/4
i contiguous blocks b = {1, . . . , c1/4i }, consist-
ing of c
3/4
i units each. We say a block is used for the l-th time if all units of the block have either
been matched at least l times by the end of the horizon, or did not return after some match prior
to the l-th one. Let X(b, l) denote the number of units of b for which the first l− 1 usage durations
are finite. So X(b, l) depends only on the usage durations of units in b. Further, let 1(X, b, l) be an
indicator for the event that X(b, l) ≥ (1 − 1/c1/4i )pl−1i c3/4i . Using pruning Lemma 12 with l0 such
that for every l ≤ l0 we have, pl−1i ≥ 1/κ(ci), it suffices to focus on number of uses l ≤ l0 for every
unit of i (as long as we are willing to tolerate a multiplicative loss of factor (1 − 1/κ(ci)) in the
final guarantee).
To lower bound the value of Eω′ [
∑
t|i∈O(t) λt(i, ω)], we focus on kO in OPT and block b in RBA.
Let ∆g(b) =
∑
k∈b∆g(k). Similar to the case of matching, let 1ω(kO, l) denote the event that kO is
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used (i.e., offered in the assortment and chosen by the arrival) for the l-th time and tl(ω) denotes
the arrival where this occurs in OPT. Then we have,
Eω′ [
∑
t|i∈O(t)
λt(i, ω)]
≤ rici · Eω′
[ ∑
1≤l≤l0
1ω(kO, l) ·
(
1− 1/e− 1/c1/4i −
∑
b
∆g(b) · Pν [b > zi(tl(ω))]
)]
.
Here b > zi(tl(ω)) denotes that all units in blocks b and higher are unavailable at tl(ω). The
negative term 1/c
1/4
i accounts for the block where the first available unit is located. Now, for every
tl,
Pν [b > zi(tl)] ≤ 1/
√
ci +
(
1− 1/√ci
)
Pν
[
b > zi(tl) | 1(X, b, l) = 1
]
.
Here we split into the sum by conditioning on the indicator 1(X, b, l) and applying the Chernoff
bound. The term 1/
√
ci is small enough that even after adding over all blocks b it only constitutes
of a subtractive term of 1/c
1/4
i that we absorb into (1− 1/e). This corresponds to the terms where
we applied Lemma 11 in case of matchings. Our focus will now be on the negative terms arising
due to the probabilities Pν
[
b > zi(tl) | 1(X, b, l) = 1
]
. For this purpose we define something that
closely resembles our definition of covering and serves a similar purpose here.
Let Xb(ν, tl) be an indicator for the event that when tl arrives all units of b in X(b, l) have either
been: (i) Used at least l times by tl or (ii) Used less than l times but are in use at tl. We have that,
Pν
[
b > zi(tl) | 1(X, b, l) = 1
] ≤ Eν [Xb(ν, tl) | 1(X, b, l) = 1].
Now, with θ(i,b) defined as Eν
[∑
k∈b
∑
(i,k)∈D(t) ri1ν((i, k) chosen by t) · g
(
k
ci
)]
, it suffices to show
that,
rici · Eω′
[ ∑
1≤l≤l0
1ω′(kO, l) ·∆g(b) · Eν [Xb(ν, tl) | 1(X, b, l) = 1]
]
≤ (1 +O(log ci)/c1/4i )θ(i,b).
In order to show this, we focus on upper bounding,
Eω′
[ ∑
1≤l≤l0
1ω′(kO, l) · Eν [Xb(ν, tl) | 1(X, b, l) = 1]
]
. (17)
We would like to replace the conditioning on events 1(X, b, l) = 1 with another high probability
event (measurable on ν), say A. We will define and explain the choice of A later on. For the time
being, observe that if Pν [A] ≥ 1− 1/√ci then we have,
Eν [Xb(ν, tl) | 1(X, b, l) = 1] ≤ (1 +O(1)/
√
ci)Eν [Xb(ν, tl) | A] +O(1)/
√
ci.
The small additive error term can be absorbed into (1 − 1/e) as before and we can now replace
Eν [Xb(ν, tl) | 1(X, b, l) = 1] with Eν [Xb(ν, tl) | A] in (17).
Let 1RBA(b, l) indicate the event that all units of b in X(b, l) are used for an l-th time in RBA.
Then using the arguments for Lemma 14 it follows that,
Eω′
[ ∑
1≤l≤l0
1ω′(kO, l) · Eν
[Xb(ν, tl) | A]] ≤ l0∑
l=1
pl−1i · Eν [1RBA(b, l) | A].
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To finish the proof we need to define A such that it allows us to relate the RHS above with θ(i,b).
In order to do this, first consider the following events for l ∈ [1, l0],
1(
∑
, b, l): To indicate that
l∑
j=1
|X(b, j)| ≥ (1− 1/β(ci)) · |b| ·
l−1∑
j=0
pji .
Using Chernoff we have that Eν [1(
∑
, b, l)] ≥ 1−1/c(l−1)/2i . Notice the geometrically decreasing (in
l) rate of failure. The event A is now defined as the intersection ∧l0l=11(
∑
, b, l). Applying the union
bound we have, Pν [A] ≥ 1−O(1)/√ci. In fact, it is to establish this strong probability bound that
we define event A in such a nested manner. In contrast, a more direct definition such as enforcing
that |X(b, l)| is large for every individual l, does not lead to a high probability event. The nested
definition is more relaxed in that it only requires the sum of |X(b, j)| to be large enough. Finally,
by definition of the event A we have,
θ(i,b) ≥ rig(b)
(
1−O(1)/β(ci)
) l0∑
l=1
pl−1i · Eν [1RBA(b, l) | A], (18)
where g(b) =
∑
k∈b g(k/ci). Now using, ci ·∆g(b) ≤ (1 + 2/c1/4i )g(b), along with the upper bound
on (17) completes the proof of competitiveness with a convergence rate of O
(
log cmin
c
1/4
min
)
.
4.3 IFR Distributions
Similar to the case of {di,+∞}, we focus on a unit kO in OPT and by applying Chernoff appro-
priately, aim to upper bound the quantity,
Eω′
[ ∑
1≤l≤l0
1ω(kO, l) · Pν [b > zi(tl(ω))]
]
.
Note that ω′ involves the same pruning as the case of matching with the modification that δL0
is now the largest value such that Fi(δ
L
0 ) < L · log ci/c1/4i , with L = Li(log ci/c1/4i ). Let 1(b, t)
represent the event that b is unavailable (all units in use) in RBA when t arrives. Clearly, Pν [b >
zi(t))] ≤ Eν [1(b, t)]. Now intuitively, if the last unit of b was put in use sufficiently long before
a(t), then w.h.p. we would have many units of b return by the time t arrives. Therefore, for b to be
unavailable at t i.e., 1(b, t) = 1, we should expect that some unit of b was allocated just prior to t.
To formalize this, let 1(b, t+) denote the event that some unit of b is available when t arrives
but b is empty when t departs. Further, let 1(b, t1, t2) indicate the event that 1(b, t
+
1 ) = 1 and no
unit of b returns between departure of arrival t1 and arrival of t2. Then we have,
Eν [1(b, t)] =
∑
τ |a(τ)<a(t)
Eν [1(b, τ, t)] ≤ 1/√ci +
∑
τ |a(τ)∈[a(t)−δ0 ,a(t))
Eν [1(b, τ, t)],
here δ0 is the largest value such that Fi(δ0) < log ci/c
1/4
i . To get the above inequality we first split
the sum over {τ | a(τ) < a(t)} into two parts, arrivals that are far away {τ | a(τ) < a(t) − δ0}
and arrivals that are close {τ | a(τ) ∈ [a(t) − δ0, a(t))}. Then, using Chernoff with parameters
set analogously to the case of {di,+∞}, we have that if block b in RBA is unavailable at some
time t, then at time t+ δ0, w.p. at least 1− 1/√ci, at least α(ci) = (1− 1/c1/4i ) · log ci ·
√
ci units
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return. Let E(t) denote this high probability event for arbitrary t. Applying this to bound the
sum
∑
τ |a(τ)<a(t)−δ0 Eν [1(b, τ, t)], we have,∑
τ |a(τ)<a(t)−δ0
Eν [1(b, τ, t)] ≤
∑
τ |a(τ)<a(t)−δ0
(
1− 1√ci
)
Eν [1(b, τ, t) | E(τ)]
+
∑
τ |a(τ)<a(t)−δ0
(
1/
√
ci
)
Eν [1(b, τ, t) | ¬E(τ)]
= 1/
√
ci
∑
τ |a(τ)<a(t)−δ0
Eν[1(b, τ, t) | ¬E(τ)]
≤ 1/√ci,
here the last inequality follows from the interpretation of the sum
∑
τ |a(τ)<a(t)−δ0 Eν [1(b, τ, t) |¬E(τ)] as the probability that a final unit of b is allocated to some arrival occurring at least δ0
units before t and subsequently no units return till t arrives, conditioned on the number of units
returning after the final unit’s allocation being smaller than α(ci).
To summarize, we now wish to upper bound,
Eω′
[ ∑
1≤l≤l0
1ω(kO, l) ·
(
1/
√
ci +
∑
τ |a(τ)∈[a(t)−δ0 ,a(t))
Eν [1(b, τ, tl(ω))]
)]
.
As before, the term 1/
√
ci adds over all blocks to the quantity 1/c
1/4
i , and can be ignored (absorbed
into (1− 1/e)). Observe that the remaining terms correspond directly to the notion of covering for
IFR distributions from the case of matching. Specifically, let Xb(ν, t) indicate that arrival t is covered
i.e., there exists some arrival τ within δ0 time preceding t where, 1(b, τ
+) = 1. Then we have that,∑
τ |a(τ)∈[a(t)−δ0 ,a(t)) 1(b, τ, t) = Xb(ν, t) Now, consider an event A (measurable on ν and to be defined
later) that occurs w.p. at least 1−1/√ci. We have that, Eν [Xb(ν, t)] ≤ Eν [Xb(ν, t) | A]+O(1)/√ci.
The latter terms are small and can be ignored. The purpose behind this conditioning is similar to
the case of {di,+∞}. Given this, we would like to connect the following quantity with θ(i,b),
Eω′
[ ∑
1≤l≤l0
1ω(kO, l) · Eν [Xb(ν, tl(ω)) | A]
]
For this purpose, conditioned on A consider the ordered set σ(b, ν) of arrivals t where 1(b, t+) = 1,
on sample path ν. Define a process where we have have single resource and arrivals given by σ(b, ν).
At each of the arrivals in this set, the resource gets used if available. At each use, the amount of
time the resource is unavailable for is drawn i.i.d. from distribution with p.d.f. fi. Let n(σ(b, ν))
denote the random variable corresponding to the number of times the resource is used given set
σ(b, ν). Then we have from Lemma 18 and Lemma 19,
Eω′
[ ∑
1≤l≤l0
1ω(kO, l) · Eν [Xb(ν, tl(ω)) | A]
]
≤ (1 + L · O(log ci)/c1/4i )Eν[Efi [n(σ(b, ν))] | A].
Recall that unlike the case of matching, the RHS above does not directly relate to θ(i,b). This is
due to the fact that conditioned on knowing σ(b, ν) (as opposed to νk+), the usage durations are
not independently sampled from fi. To handle this, we will need two ingredients. First, we need
to sparsify the set σ(b, ν) by filtering out some arrivals that are very close to each other. More
specifically, we parse the set σ(b, ν) from the earliest to the last arrival and at each iteration, include
the earliest unparsed arrival that occurs at least δ0 time after the last arrival that was included
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into the filtered set. So we first pick the earliest arrival in σ(b, ν), then the next arrival in σ(b, ν)
that occurs after time δ0, and so on. Letting σ˜(b, ν) denote the filtered set, we have that,
Efi [n(σ(b, ν))] ≤ (1 +O(log ci)/c1/4i )Efˆi [n(σ˜(b, ν))] ≤ (1 + L · O(log ci)/c
1/4
i )Efi [n(σ˜(b, ν))].
The first inequality follows by considering a pruning and type-II rnr coupling to deal with the
filtering operation. The rnr operation takes care of the fact that some arrivals in σ(b, ν) may
be absent in σ˜(b, ν). The second inequality is a natural consequence of going from the biased
distribution fˆi generated by type-II coupling to the original distribution fi.
The second ingredient is similar to the case of {di,+∞} and involves an appropriate definition
of high probability events A. We first define several constituent events, A is then given by the
intersection of these events. Starting with the first time, say τ1, where all units of b are in use,
let 1(b, 1) denote the event that for all j ≥ 0,at times τ1 + δj at least (1 − 1/β(ci)) fraction of
the expected number of retuning units actually return. The sequence {δj}j is such that δj is
the largest value for which Fi(δj) < j · log ci/c1/4i . The probability that 1(b, 1) = 1 is at least
1 −O(1)/√ci using Chernoff and union bound. This follows from the fact that the mean fraction
of returning units increases geometrically with δj and consequently, the union bound gives a fast
converging geometric series for the probability of failure that sums to O(1)/
√
ci. Now, given that
b is unavailable for the first time at τ1, let τ2 be the first time at least δ0 units after τ1 where b
is unavailable. Then, 1(b, 2) is defined as the event that for all j ≥ 0, between τ1 and τ2 + δj at
least (1 − 1/β(ci)) fraction of the total expected number of returning units actually return. Due
to the fact that τ2 − τ1 ≥ δ0, the expected number of returning units is larger and thus, applying
Chernoff we have that the probability of failure for any single j is O(1)/ci. Consequently, the union
bound implies a probability of at most O(1)/ci that event 1(b, 2) does not occur. More generally,
we define 1(b, l) similarly and event A is then given by the intersection ∧l≥11(b, l). From the union
bound and geometrically decreasing event failure probabilities (bound O(1)/c
l−1
2
i for event 1(b, l)),
we have that A succeeds w.p. at least 1−O(1)/√ci. Now, by definition of A we have that,
θ(i,b) ≥ rig(b)(1 −O(log ci)/c1/4i ) · Eν [Efi [n(σ(b, ν))] | A],
completing the argument, with convergence rate O
(
log ci
c
1/4
i
)
.
4.4 Budgeted Allocations
The above analyses, both for the {di,+∞} case as well as for IFR distributions, generalizes naturally
to the case of budgeted allocations for bmax = o(α(ci)) = o(log ci ·√ci) (in contrast, bmax = o(ci) for
non-reusable resources [MSVV05]). The major difference is that instead of zi(t), we now consider
zi(t, bmax), which is the bmax-th highest available unit. Given this change, we modify the event
Xb(ν, t) so that up to bmax − 1 units of b may be available when tl arrives i.e., we now interpret
the unavailability of a block b as the event when there are less than bmax units available in b, as
opposed to having no unit available. The rest of the analysis proceeds as before except in inequality
(18) we now incur an additional factor (1 − O(bmax)/α(ci)). This results in the additional term
O(bmax/
√
ci) (omitting log ci in the denominator), in the convergence rate.
5 Conclusion and Future Directions
In this paper, we considered online allocation of reusable resources when the arrival sequence is
adversarial and the reusability is stochastic. Through simple examples we motivated difficulty
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in translating existing approaches (algorithmic and analytical) from the classical setting of non-
reusable resources. To circumvent these difficulties we proposed: (i) a new intuitive algorithm,
called Rank Based Allocation, that is oblivious to the usage distributions and (ii) a new framework
for certifying competitiveness in the presence of post-allocation stochasticity. Focusing on the case
of matching, we used this framework to outline a scheme for showing optimal competitive ratio
results in the large inventory regime. When usage distributions satisfy the IFR property (with
finite L), we applied this framework to show that RBA is (1 − 1/e) competitive. Further, we
also extended this result to allow usage distributions to have arbitrary mass at +∞, which models
scenarios where resources fail or leave the system after use with some probability. Finally, we
considered the more general case of assortments and budgeted allocation with reusability. Here
some crucial elements of our scheme designed for the case of matching did not translate, but by
appropriate usage of Chernoff bounds and by considering large contiguous blocks of units, we
extended most of our results from the case of matching.
A natural question that remains unanswered is if one can show a (1 − 1/e) competitive ratio
for arbitrary distributions. Another line of questioning would be to explore the fundamental case
of unit inventory. In the low inventory regime there are in fact, many open questions even for
arguably simpler forms of post-allocation stochasticity [GU19]. It is also not known, to the best of
our knowledge, if under certain stochastic arrival models one can get close to the optimal allocation
(as in the case of non-reusable resources) for reusable resources. On the more technical side, it would
be interesting to optimize the convergence rates for the asymptotic guarantees. More broadly, it
would be interesting to see if our generalized framework of analysis can be applied to other settings
with post-allocation stochasticity.
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A Sufficiency of Static Rewards
Lemma 24. Given an algorithm (online or clairvoyant) for allocation that does not know the
realizations of usage durations, the total expected reward of the algorithm is the same if we replace
dynamic usage duration dependent rewards functions ui(·) with their static (finite) expectations
ri = Edi∼fi [ui(di)], for every resource.
Proof. Consider arbitrary algorithm A as described in the lemma statement. Let B denote an
algorithm that mimics the decisions of A but receives static rewards ri, ∀i ∈ I instead. Now,
suppose A successfully allocates resource i to arrival t on some sample path ω(t) observed thus far.
Then, conditioned on observing ω(t), the expected reward from this allocation is exactly ri. More
generally, using the linearity of expectation it follows that the total expected reward of B is the
same as that of A.
Note that for algorithms that also know the realization of usage durations in advance, the
decision of allocation can depend on usage durations and conditioned on observed sample path
ω(t), the expected reward from successful allocation of i to t need not be ri.
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B LP matches Clairvoyant for Large Inventory
Consider the LP upper bound for assortments [DSSX18, BM19, FNS19],
max
∑
S,t
∑
i∈S
ri · φ(i, S) · yt(S)
s.t.
∑
S|i∈S
τ∑
t=1
[1− Fi(a(τ)− a(t))] · φ(i, S) · yt(S) ≤ ci ∀τ ∈ {1, . . . , T},∀i ∈ I
∑
S
yt(S) ≤ 1 ∀t ∈ T
0 ≤ yt(S) ≤ 1 ∀t ∈ T, S ∈ F (The collection of feasible assortments). (19)
For an interpretation of the constraints see Appendix D. Clearly, OPT ≤ OPT(LP ) and the
allocations generated by any algorithm (offline or online) can be converted into a feasible solution
for the LP, regardless of ci. Perhaps surprisingly, we show that for large ci, the solution to this LP
can be turned into a randomized clairvoyant algorithm (that does not know the realizations of usage
in advance) with nearly the same expected reward, implying that the LP gives a tight asymptotic
bound and moreover, all asymptotic competitive ratios shown against the clairvoyant also hold
against the LP. For the purpose of this proof we assume that we can offer an assortment with some
resources that may not be available. Whenever a customer chooses an unavailable resource it is
equivalent to the outside option and we gain no reward.
Theorem 25. Let cmin = mini∈I ci. Then,
OPT(LP )
(
1−O
(√ log cmin
cmin
))
≤ OPT ≤ OPT(LP ).
Hence, for cmin → +∞, OPT→ OPT(LP ).
Proof. We focus on the lower bound and more strongly show that every feasible solution of the LP
can be turned into a clairvoyant algorithm with nearly the same objective value. Let {yt(S)}t∈T,S∈2I
be a feasible solution for the LP. Consider the clairvoyant algorithm,
When t arrives, offer set Y (t) w.p. yt(Y (t))/(1 + 2δ).
Here δ =
√
log cmin
cmin
. Since the LP does not use usage durations, the above algorithm doesn’t either.
The critical element to be argued is that the expected reward of this algorithm is roughly the same
as the objective value for the feasible solution. For this we rely on appropriate usage of Chernoff
bounds. Note that the marginal probability of offering any resource is the same as that given by
the LP solution (within a factor of (1−2δ)), except that in the algorithm if the customer chooses a
resource that is unavailable we gain no reward. Therefore, it suffices to show that any assortment
offered by the algorithm contains resources that are available w.h.p.. To this end, the probability
of the event that at arrival τ , a given resource i (with yτ (S) > 0 for some set S containing i) is
available, is lower bounded by the following probability,
P
( ∑
t|1≤t≤τ ;i∈St
1(dit > a(τ)− a(t)) · 1(i, St) · 1(St) ≤ ci − 1
)
.
The LHS in the inequality is a lower bound on the number of units of i that are in use at τ . The
mean of the LHS is upper bounded by ci/(1+2δ). This follows from the fact that yt(S) is a feasible
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solution to the LP and the three indicator random variables are independent. Now, by using the
Chernoff bound we have,
P
( ∑
t|1≤t≤τ ;i∈St
1(dit > a(τ)− a(t)) · 1(i, St) · 1(St) > (1 + δ)ci/(1 + 2δ)
)
≤ e− δ
2
2+δ
ci .
Therefore, given our choice of δ and for large ci we have,
∑
t|1≤t≤τ ;i∈St 1(dit > a(τ)−a(t)) ·1(i, St) ·
1(St) ≤ (1+δ)ci/(1+2δ) < ci−1, w.p. at least 1−1/ci. Thus, at any arrival τ the algorithm makes
expected reward at least (1−O(δ)) · ri ·
∑
S|i∈S yτ (S) · φ(i, S) from every resource. Therefore, the
expected reward made by the algorithm at arrival τ is at least (1 − O(δ)) times the contribution
to the LP objective at τ .
C Upper Bound for Deterministic Non-stationary Usage Dura-
tions
Lemma 26. Suppose the usage duration is allowed to depend on the arrivals such that a resource i
matched to arrival t is used for deterministic duration dit (revealed when t arrives). Then there is no
online algorithm with a constant competitive ratio bound when comparing against offline algorithms
that know all arrivals and durations in advance.
Proof. Using Yao’s minimax, it suffices to show the bound for deterministic online algorithms over
a distribution of arrival sequences. For simplicity, suppose we have a single unit of a single resource
and a family of arrival sequences A(j) for j ∈ [n] (the example can be naturally extended to the
setting of large inventory). The arrivals in the sequences will be nested so that all arrivals in A(j)
also appear in A(j + 1). A(1) consists of a single arrival with usage duration of 1. Suppose this
vertex arrives at time 0. A(2) additionally consists of two more arrivals, each with usage duration
of 1/2− ǫ, arriving at times ǫ and 1/2 respectively. More generally, sequence A(j) is best described
using a balanced binary tree where every node represents an arrival and the depth of the node
determines the usage duration. Each child node has less than half the usage duration (d/2 − ǫ)
of its parent (d). If the parent arrives at time t, one child arrives at time t + ǫ and the other at
t + d/2. The depth of the tree for sequence A(j) is j (where depth 1 means a single node). Note
that the maximum number of arrivals that can be matched in A(j) is 2j−1.
Let Z =
∑n
j=1 2
j . Now, consider a probability distribution over A(j), where probability pj
of sequence A(j) occurring is 2
n−j+1
Z . Clearly, an offline algorithm that knows the full sequence
in advance can match 2j−1 arrivals on sequence A(j) and thus, has revenue n2n/Z = n/2. It is
not hard to see that the best deterministic algorithm can do no better (in expectation over the
random arrival sequences) than trying to match all arrivals with a certain time duration. Any
such deterministic algorithm has revenue at most Z/Z = 1. Therefore, we have a competitive ratio
upper bound of n/2.
D Obstacles with Primal-Dual
Classical primal-dual analysis proceeds via comparing the performance of online algorithms with
an LP that upper bounds the offline problem. In our setting, the performance of an optimal
clairvoyant algorithm is difficult to characterize but the following natural LP ([DSSX18, BM19,
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FNS19]) provides a non-trivial upper bound,
max
∑
(i,t)∈E
rixit
s.t.
τ∑
t=1
[1− Fi(a(τ) − a(t))] · xit ≤ ci ∀τ ∈ {1, . . . , T},∀i ∈ I (20)
∑
i
xit ≤ 1 ∀t ∈ T
0 ≤ xit ≤ 1 ∀(i, t) ∈ E
Importantly, constraints (20) enforce that at any arrival epoch, the expected number of units of i
that are in use is at most ci. In case of non-reusable resources it suffices to instead have a single
constraint that sums over the entire time horizon. This can also easily be generalized to the case
of assortments (see Appendix B). The dual of the LP is given by,
min
∑
t
λt +
∑
(i,t)∈E
ciθit
s.t. λt +
∑
τ |a(τ)≥a(t)
[1− Fi(a(τ)− a(t))] · θiτ ≥ ri ∀(i, t) ∈ E
λt, θit ≥ 0 ∀t ∈ T, i ∈ I
Now, the primal dual approach essentially involves constructing a feasible dual solution using the
online algorithm under consideration, and then invoking weak duality to prove competitiveness.
We briefly describe some technical hurdles in applying this approach.
1. Integrality Gap: When ci = 1 for every i (the most general case of the problem), we have
an integrality gap of at least 0.8. In fact, this gap even exists for a simple example without any
stochasticity.
Example D.1. Given two resources i and j with deterministic usage times di = 1.1 and dj = 3.1,
identical rewards and unit inventory. Consider three arrivals {1, 2, 3} at epochs a(t) = t. Let
arrivals 1 and 3 be such that can be matched to either resource. Arrival 2 can only be matched to
resource i. Now, given the usage duration of i we can match it to both 1 and 3 or just to 2. l can
be matched to at most one of 1 or 3. Therefore, the best that any integral solution or (randomized)
offline algorithm can do is match any two arrivals. On the other hand, the optimum LP solution
matches 1 and 3 fractionally to both i, j (fraction 0.5 each), and matches 2 fractionally to the
remaining capacity of i (0.5). Therefore, the LP optimum is 2.5.
A crude calculation shows that if one could achieve a (1 − 1/e) competitive guarantee against
offline algorithms even for reusable resources, the guarantee against the LP might still be as low as
0.8(1 − 1/e) < 0.50611. In fact, there are other algorithmic issues with this case, but we sidestep
these hurdles by considering the case of large starting inventory. It is easy to see that this smooths
over the integrality gap in the above example. In fact, in Appendix B we show that the LP optimum
actually converges to the clairvoyant for large inventory.
2. Style of dual fitting: There are two common approaches to fitting dual variables for the
online algorithm being considered. The approach, given in [BJN07, GNR14], aims to find a setting
of variables λt, θit such that,
11Of course, this may not happen if the cases with large integrality gap do not coincide with the worst case instances
for the online algorithm.
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Style -I
(i) For every edge (i, t) the corresponding dual constraint is satisfied i.e., λt +
∑
τ |a(τ)≥a(t)[1 −
Fi(a(τ) − a(t))] · θiτ ≥ ri.
(ii) Total reward of online algorithm ≥ α · [∑t λt +∑(i,t)∈E ciθit].
A solution satisfying these conditions establishes a proof of α competitiveness. However, for
tractability of the analysis the typical proof aims to show more strongly for every i,
Total reward of online algorithm from matching i ≥ α ·
∑
t|(i,t)∈ALG
[λt + ciθit].
Here ALG represents the online algorithm. We find that in presence of stochastic reusability this
stronger condition cannot always be satisfied together with condition (i). Intuitively, reusability
leads to small errors that add up and accumulate into a significant error over the course of many
matches of the same unit. Of course, a natural solution would be to abandon trying to show the
stronger condition above and instead try to show the more relaxed original inequality (ii). However,
it is not obvious (to us) how one could implement this strategy. We instead find a more natural
solution by changing the style of dual fitting to the one employed by Devanur et al. [DJK13].
Style -II
(i) Dual constraints are approximately satisfied, λt+
∑
τ |a(τ)≥a(t)[1−Fi(a(τ)−a(t))] · θiτ ≥ α · ri.
(ii) Total reward of online algorithm ≥ [∑t λt +∑(i,t)∈E ciθit].
This style aims to construct an approximately dual feasible solution instead. Again, for tractability
one typically aims to show more strongly that for every resource i,
Total reward of online algorithm from matching i ≥
∑
t|(i,t)∈ALG
[λt + ciθit].
While at first glance this might seem to be equivalent to Style - I, the problem of additive errors
does not arise here as the error terms now appear while establishing conditions (i) and are therefore,
localized to individual edges. Instead, now we encounter a different problem explained below.
3. Local edge issues: In case of stochastic reusability, there are instances where the stronger re-
source by resource version of condition (ii) cannot be satisfied together with the dual constraints for
every edge given by (i). Interestingly such an issue is known to arise in other cases. Goyal and Ud-
wani [GU19], consider the case of non-reusable resources but in the presence of choice stochasticity
for small inventories and encounter a similar issue (see [GU19] Section 2.2 on “Vanishing Proba-
bilities”). They address the problem by relaxing the notion of dual feasibility and circumventing
the LP based primal-dual schema altogether. The framework proposed in Section 2 generalizes this
idea.
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E Similarity of Non-reusable and Deterministically Reusable Re-
sources
Consider the dual of the classical bipartite matching problem when we have ci copies for every
i ∈ I.
min
∑
t
λt +
∑
i
ciθi
s.t. λt + θi ≥ ri ∀(i, t) ∈ E
λt, θi ≥ 0 ∀t ∈ T, i ∈ I
Let ALG denote the online algorithm that we wish to analyze. The idea with a dual fitting or
primal-dual analysis of the type in [DJK13] is to use the actions of ALG to set values for dual
variables such that the following conditions are satisfied:
(i)
∑
t λt +
∑
i θi ≤ Total reward of ALG
(ii) For every edge (i, t) ∈ E, λt + θi ≥ αri.
Consider the IB algorithm of [MSVV05, GNR14], where given that the fraction of remaining in-
ventory of item i at arrival t is yi(t),
Inventory Balancing (IB): To arrival t, offer item ut = argmax
(i,t)∈E;yi(t)>0
ri[1− g(yi(t))].
To get the best performance guarantee one chooses g(x) = e−x. This algorithm is thus more
aggressive in selling items that have a large fraction of inventory available, and protects items that
are running low on inventory. We wish to set dual variables using the actions taken by IB. In the
non-reusable case it is known that the following setting satisfies the two conditions we outlined
earlier. When IB matches i to t set λt = ri[1 − g(yi(t))] and increase θi by an amount rici g(yi(t))
(initial value of θi is set to 0). Note that the increase in objective due to this equals the revenue ri
generated by IB in this match. Therefore condition (i) is satisfied.
To see that condition (ii) is also satisfied note that yi(t) is non-increasing in t and a fraction
(1− yi(T )) ≥ (1− yi(t)) for every t) of resource i is used by the end of the time horizon. Therefore,
λt + θi ≥ ri[1− g(yi(t))] + ri[
∫ 1
yi(t)
g(x)dx − 1/O(ci)] ≥ [1− 1/e − 1/O(ci)]ri.
Where the last inequality is by definition of g(·).
Extension to Reusable Resources
Consider the dual of the LP for reusable resources introduced by [DSSX18]:
min
∑
t
λt +
∑
(i,t)∈E
ciθit
s.t. λt +
∑
τ |a(τ)∈[a(t),a(t)+di)
θiτ ≥ ri ∀(i, t) ∈ E
λt, θit ≥ 0 ∀t ∈ T, i ∈ I
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We show that IB is still (1 − 1/e − 1/O(cmin)) competitive. The main difference here is that in
the dual constraints any term θiτ only appears in some subset of the constraints, unlike the case
of non-reusable resources where we had a single term θi appear in all dual constraints. This is a
natural outcome of the reusability of resources, where a unit of resource i used at a(τ) returns at
time a(τ) + di and thus, the term θiτ only affects constraints corresponding to arrivals t that are
within this interval where the unit is use i.e., a(t) ∈ [a(τ), a(τ) + di). Consequently, we consider
the following natural setting of duals. When IB matches i to t set λt = ri[1 − g(yi(t))] as before
but set θi(·) as follows:
Letting t′ denote the last arrival that lands in the interval [a(t), a(t) + di),
increment θit′ by
ri
ci
g(yi(t)) (all θit are initialized to 0).
Clearly, condition (i) is still satisfied. To satisfy condition (ii) i.e., show (approximate) dual feasi-
bility for arbitrary edge (i, t), it suffices to show the following:
Lemma 27.
∑
τ |a(t)∈[a(τ),a(τ)+di) θiτ ≥ ri[
∫ 1
yi(t)
g(x)dx − 1/O(ci)].
Proof. The intuition behind this is that if we see that a fraction 1− yi(t) of the inventory is in use
when t arrives, then we know that these units of item i all return between (a(t), a(t)+di) and one can
then show that the sum of θiτ in this interval is lower bounded by the RHS. More formally, the units
of i in use when t arrives, must have been matched in the interval (a(t) − di, a(t)). Now, suppose
the highest fraction of inventory of i available in this interval is given by y0. Clearly, y0 ≥ yi(t).
Now, letting τ denote time on the absolute time scale, notice that the function yi(τ) only changes
in steps of size 1/ci. Therefore, for every value y
′ in the set Y0 = {yi(t)+ 1/ci, yi(t) + 2/ci, . . . , y0},
there exists an arrival τ that arrives in the interval a(τ) ∈ (a(t) − di, a(t)) and is matched to i by
IB, with yi(τ) = y
′. The contribution to the LHS from these matches is at least ri
∑
y′∈Y0 g(y
′).
Further, since we have that at least ci(1−yi(t)) units return and contribute to the LHS and g(·) is a
decreasing function, we have that there are at least ci(1− yi(t))−|Y0| units that further contribute
at least rig(y0) each. Overall, we get have that the LHS is at least,
ri[ci(1−yi(t))g(y0)+
∑
y′∈Y0
g(y′)−|Y0|g(y0)] ≥ ri
∑
y′∈{yi(t)+1/ci,...,1}
g(y′) ≥ ri
(∫ 1
yi(t)
g(x)dx−1/O(ci)
)
.
The result can also be extended to the case of assortments using the primer given in Section 4.
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