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Abstract
In this research paper, I apply the Susceptible-Infected-Virus (SIV) model to the Human
Immunodeficiency Virus (HIV). The SIV model is a compartmental model describing within-host
dynamics of viral infections; I analyze it in both its deterministic (in which constants are assumed
to be known exactly) and stochastic (in which the death rate of the healthy cells is represented
by a random variable) forms. First, I give analytical solutions to two simplified versions of the
deterministic model. Next, I apply numerical methods to the full deterministic and stochastic
systems. The results give an illustrative picture of HIV in-host population dynamics in the
absence of treatment. They also demonstrate how randomness can impact the progression of
the disease.
1 The Susceptible-Infected-Virus Model
The Susceptible-Infected-Virus (SIV) model is a system of ordinary differential equations that
describes the interaction of virus particles with the cells of a living organism. We apply the SIV
model to the human immunodeficiency virus (HIV). To begin, it will be useful to outline the basic
concepts of virus-cell dynamics, which are described in more detail in [9]. A virus is essentially
genetic material enclosed in a protein shell. The virus particle enters an organism and then infects
a cell by attaching to the cell wall and inserting its genetic material, either DNA or RNA. This
genetic material makes its way to the cell’s nucleus and reprograms the cell to make copies of the
virus. After many copies have been made, the cell undergoes either bursting or budding, releasing
new virus particles that can go on to infect other cells. In the case of HIV, the new viruses are
released through the budding process, so that the infected cell remains intact. The cells targeted
by HIV are CD4+ T-cells, which are helper cells that aid in immune system responses. In simple
terms, HIV impairs the body’s ability to fight off viruses and bacteria.
Various HIV models and their properties have been studied. The most common is the basic
model of virus dynamics (SIV model), given by
dS
dt
= λ− dS − kV S, (1)
dI
dt
= kV S − δI, (2)
dV
dt
= NT δI − cV, (3)
where S is the number of healthy cells, I is the number of infected cells, and V is the number of free
virus particles. The other symbols (λ, d, k, δ, NT , and c) are positive constants. Approximations
for their values (obtained from [9]) are given in Table 1.
Parameter Value Units Description
λ 0.1089 cells/day Healthy T-cell Growth Rate
d 0.01089 1/day Healthy T-cell Death Rate Constant
k 1.179× 10−3 1/(virions·day) Infection Rate Constant
δ 0.3660 1/day Infected Cell Death Rate Constant
NT 4246.4 virions/cell Virus Production Rate Constant
(per infected cell)
c 3.074 1/day Viral Clearance Rate Constant
Table 1: Values of Constants (obtained from [9])
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It is worth taking a moment to discuss the biological meanings of the terms in Equations
(1)-(3). As previously mentioned, S represents the number of healthy T-cells present in a patient’s
blood (per cubic milliliter) at any given time, I represents the number of infected cells, and V is
the number of free virus particles. Examining Equation (1), the first term is λ, which represents
the birth rate for healthy T-cells. The second term, −dS, represents the healthy cell death rate.
Finally, −kV S represents the rate at which healthy cells are infected by virus particles. Looking
at Equation (2), the term kV S appears again, but this time it is positive. This makes sense since,
once a virus particle infects a healthy cell, it becomes an infected cell. The term −δI represents
the death rate for the infected cells. Lastly, in the third equation, NtδI is the viral production rate
(the rate at which infected cells produce virus particles), and −cV is the viral clearance rate (the
rate at which virus particles are removed from the body).
In this paper, we analyze both deterministic and stochastic versions of this model. The deter-
ministic system is analyzed in Chapter 2, first showing the existence and uniqueness of a solution
and finding the equilibria. Next, two simplified versions of the SIV model are solved analytically,
and the full model is solved using numerical methods. Chapter 3 investigates a stochastic version
of the model, replacing the constant d with a random variable. First, basic probability concepts
are introduced, followed by a discussion of the existence and uniqueness of a solution, and finally
ending with the use of numerical methods to find the expectation and variance of the solution.
2 The Deterministic Model
2.1 Existence and Uniqueness of Solutions
Our goal is to prove the Picard-Lindelo¨f Theorem and then apply it to the SIV model. To begin,
we introduce a few basic concepts on metric spaces, obtained from [8], ending with a proof of the
Contraction Mapping Theorem. Afterwards, the Picard-Lindelo¨f Theorem is used to show that the
SIV model has a unique solution.
2.1.1 Introduction to Metric Spaces
Definition 2.1. A metric space is a set A together with a function ρ : A × A → R, ρ(x, y) being
called the distance from x to y, such that
1. ρ(x, y) > 0 if x 6= y, and ρ(x, x) = 0;
2. ρ(x, y) = ρ(y, x) for all x, y ∈ A;
3. ρ(x, z) ≤ ρ(x, y) + ρ(y, z) for all x, y, z ∈ A.
Example 2.2. For any n ∈ N, Rn is a metric space. Let x = (x1, . . . , xn) and y = (y1, . . . , yn) be
elements of Rn. Define the Euclidean norm by
||x|| =
(
n∑
i=1
x2i
)1/2
,
and define the distance function by
d(x,y) = ||x− y|| =
(
n∑
i=1
(xi − yi)2
)1/2
.
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It is easy to see that 1 and 2 in Definition 2.1 hold for d. To show 3, we will need the Cauchy-
Schwarz inequality. Let λ ∈ R and x,y ∈ Rn. We have
0 ≤ ||λx+ y|| =
n∑
i=1
(λxi + yi)
2
=
n∑
i=1
(λ2x2i + 2λxiyi + y
2
i ) = λ
2
n∑
i=1
x2i + 2λ
n∑
i=1
xiyi +
n∑
i=1
y2i .
In other words, the above quadratic polynomial in the real variable λ is non-negative, so either
is has no roots, or it has one root of double multiplicity. It follows that the discriminant either
negative or zero; that is,
4
(
n∑
i=1
xiyi
)2
− 4
(
n∑
i=1
x2i
)(
n∑
i=1
y2i
)
≤ 0,
which implies (
n∑
i=1
xiyi
)2
≤
(
n∑
i=1
x2i
)(
n∑
i=1
y2i
)
.
The above relationship, called the Cauchy-Schwarz inequality, holds for any two vectors x and y.
Now, let x,y, z ∈ Rn. We have
||x− z||2 = ||x− y+ y− z||2
=
n∑
i=1
(xi − yi + yi − zi)2
=
n∑
i=1
(xi − yi)2 + 2
n∑
i=1
(xi − yi)(yi − zi) +
n∑
i=1
(yi − zi)2
≤
n∑
i=1
(xi − yi)2 + 2
(
n∑
i=1
(xi − yi)2
)1/2( n∑
i=1
(yi − zi)2
)1/2
+
n∑
i=1
(yi − zi)2
= ||x− y||2 + 2||x− y|| · ||y− z||+ ||y− z||2
= (||x− y||+ ||y− z||)2 ,
or in other words, d(x, z) ≤ d(x,y) + d(y, z). Hence, Rn with the distance function defined above
is a metric space.
Definition 2.3. If X and Y are metric spaces with metrics ρX and ρY , respectively, then f : X → Y
is continuous at a ∈ X if for every  > 0 there is a δ > 0 such that
ρX(x, a) < δ implies ρY (f(x), f(a)) < .
Definition 2.4. Let X and Y be metric spaces with metrics ρX and ρY , respectively, and let
f : X → Y . We say that f is Lipschitz continuous if there exist constants c and r such that if
x1, x2 ∈ X and ρX(x1, x2) < r, then
ρY (f(x1), f(x2)) ≤ cρX(x1, x2).
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Theorem 2.5. Let X and Y be metric spaces and let f : X → Y . If f is Lipschitz continuous,
then f is continuous.
Proof. Let X with metric ρX and Y with metric ρY be metric spaces and let f : X → Y be
Lipschitz continuous. Fix x1 ∈ X, and let  > 0 be given. Since f is Lipschitz continuous, there
exist constants c, r such that if x2 ∈ X and ρX(x1, x2) < r, then ρY (f(x1), f(x2)) ≤ cρX(x1, x2).
Take δ = min{/c, r}. Then, ρX(x1, x2) < δ ≤ r implies
ρY (f(x1), f(x2)) ≤ cρX(x1, x2) < c · δ ≤ c · 
c
= .
That is, if ρX(x1, x2) < δ, then ρY (f(x1), f(x2)) < . Therefore, f is continuous at x1. Since x1 is
arbitrary, f is continuous on X.
Definition 2.6. The (open) ball of radius r about p, Br(p) is defined by Br(p) = {x : ρ(x, p) < r}.
Definition 2.7. A subset A ⊂ X is open if every point p in A is the center of some ball included
in A; that is, if for every p ∈ A, there exists r > 0 such that Br(p) ⊂ A.
Lemma 2.8. Every ball is open; in fact, if q ∈ Br(p) and δ = r − ρ(p, q), then Bδ(q) ⊂ Br(p).
Proof. Let Br(p) be an open ball and let q ∈ Br(p). We must show that, for some δ > 0, Bδ(q) ⊂
Br(p). Let δ = r − ρ(p, q) and let x ∈ Bδ(q). By the Triangle Inequality (Definition 2.1.3),
ρ(x, p) ≤ ρ(x, q) + ρ(q, p) < δ + ρ(q, p) = r.
It follows that x ∈ Br(p). Therefore, since x was arbitrary, Bδ(q) ⊂ Br(p).
Definition 2.9. A set A is closed if its complement A′ (the set of all elements not in A) is open.
Definition 2.10. The union of all the open subsets of an arbitrary set A is called the interior of
A and is designated Aint.
Definition 2.11. The closure, A¯, of an arbitrary set A is the intersection of all closed sets including
A. That is, A¯ is the smallest closed set including A.
Lemma 2.12. For any set A, (A¯)′ = (A′)int.
Proof. Let A be a set. By Definition 2.11, A¯ =
⋂
j
Fj , where Fj is any closed set including A. By
DeMorgan’s Law,
(A¯)′ =
⋂
j
Fj
′ = ⋃
j
F ′j ;
that is, (A¯)′ is the union of all open sets not including any part of A. By Definition 2.10, this is
(A′)int.
Lemma 2.13. A point p is in A¯ if and only if every ball about p intersects A.
Proof. Let A be a set and let p /∈ A¯. By Lemma 2.12, this situation occurs if and only if p ∈ (A′)int.
Equivalently, some ball about p does not intersect A.
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2.1.2 Sequential Convergence
Definition 2.14. We say that the infinite sequence {xn} converges to the point a if for every  > 0,
there is an N ∈ N such that n > N implies ρ(xn, a) < . If this is the case, we write xn → a as
n→∞ or lim
n→∞xn = a.
Theorem 2.15. A point x is in the closure A¯ of a set A if and only if there is a sequence {xn} in
A converging to x.
Proof. To prove the backward direction, let {xn} be a sequence in A that converges to x. Then
any ball about x contains some xn, so any ball about x intersects A. Hence x ∈ A¯ by Lemma 2.13.
Now, to prove the forward direction, let x ∈ A¯. Then, by Lemma 2.13, every ball about x
intersects A. Then, taking δn =
1
n
, we may choose x1 ∈ B1(x) ∩ A, x2 ∈ B1/2(x) ∩ A, and so on.
Thus, we have found a sequence {xn} in A that converges to x.
Theorem 2.16. Let X and Y be metric spaces. A function f : X → Y is continuous at a ∈ X
if and only if, for any sequence {xn} in X, if xn approaches a, then f(xn) approaches f(a) as
n→∞.
Proof. Let X and Y be metric spaces (with metrics ρX and ρY , respectively), and let f : X → Y .
We show the forward direction first. Suppose that f is continuous at a, and let {xn} be any
sequence in X converging to a. Let  > 0 be given. Since f is continuous at a, there exists δ > 0
such that
ρX(x, a) < δ implies ρY (f(x), f(a)) < .
Since {xn} converges to a, for this δ, there exists N ∈ N such that
n > N implies ρX(xn, a) < δ.
Thus, for any  > 0, we have N such that, if n > N , then
ρX(xn, a) < δ, which implies ρY (f(xn), f(a)) < .
Hence, {f(xn)} converges to f(a).
Now we prove the backward direction. Suppose that f is not continuous at a. Negating
Definition 2.3, this statement means that for some  and for any δ, there exists x ∈ X such that
ρX(x, a) < δ and ρY (f(x), f(a)) ≥ . For this  and for each δ = 1
n
, let xn be the corresponding x.
Then ρX(xn, a) <
1
n
and ρY (f(xn), f(a)) ≥  for all n. That is, {xn} converges to a but {f(xn)}
does not converge to f(a). Hence, if f is not continuous, then the sequential condition is not
satisfied.
Definition 2.17. A sequence {xn} in R is monotone increasing if xn ≤ xn+1 for all n. Similarly,
{xn} is monotone decreasing if xn ≥ xn+1 for all n.
Definition 2.18. A sequence {xn} is bounded if there is a point a and a number δ > 0 such that
ρ(xn, a) ≤ δ for all n.
Lemma 2.19. A bounded monotone sequence in R is convergent.
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Proof. Consider the case where {xn} is monotone increasing and bounded above. (The case where
{xn} is monotone decreasing and bounded below can be done similarly.) Let l be the least upper
bound of the set {xn | n ∈ N}. That is, xn ≤ l for all n, but for any  > 0, l −  is not an upper
bound, and so l −  < xN for some N ∈ N. Then, if n > N , we have
l −  < xN ≤ xn ≤ l,
which implies |xn − l| < . In other words, xn → l as n→∞, so {xn} is convergent.
Lemma 2.20. Any sequence in R has a monotone subsequence.
Proof. Let {xn} be any sequence in R. Call xn a peak term if it is greater than or equal to all later
terms. If there are infinitely many peak terms, then they obviously form a decreasing subsequence,
and we are done. On the other hand, if there are only finitely many peak terms, then there is a
last one xn0 (or none at all), and then every later term is strictly less than some other later term.
Therefore, in this case we can choose a strictly increasing subsequence. We have thus shown that
any sequence {xn} in R has either a decreasing subsequence or a strictly increasing subsequence.
Theorem 2.21. Every bounded sequence in R has a convergent subsequence.
Proof. Let {xn} be a bounded sequence in R. Then, by Lemma 2.20, we can construct a monotone
subsequence {xnk} of {xn}. Clearly, {xnk} is bounded since {xn} is bounded. By Lemma 2.19,
{xnk} is convergent. Hence any sequence in R has a convergent subsequence.
2.1.3 Completeness
Definition 2.22. A sequence {xn} is a Cauchy sequence if for all  > 0, there exists N ∈ N such
that m,n > N implies ρ(xm, xn) < .
Lemma 2.23. If {xn} is convergent, then {xn} is a Cauchy sequence.
Proof. Let {xn} converge to a point a. Then, given  > 0, we can choose N ∈ N such that if n > N ,
then ρ(xn, a) <

2
. Thus, for m,n > N , we have
ρ(xm, xn) ≤ ρ(xm, a) + ρ(a, xn) < 
2
+

2
= .
Therefore, {xn} is a Cauchy sequence.
Lemma 2.24. If {xn} is Cauchy, and if a subsequence is convergent, then {xn} itself converges.
Proof. Let {xn} be a Cauchy sequence and suppose that the subsequence {xnk} converges to a
point a as k → ∞. Let  > 0 be given. Then, since {xn} is Cauchy, there exists N1 such that
m,n > N1 implies ρ(xn, xm) <

2
. Also, since {xnk} is convergent, there exists N2 such that k > N2
implies ρ(xnk , a) <

2
. Take N = max{N1, N2}. Then for m, k > N (and since nk ≥ k > N), we
have
ρ(xm, a) ≤ ρ(xm, xnk) + ρ(xnk , a) < ,
and so {xm} converges to a.
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Lemma 2.25. If {xn} is a Cauchy sequence, then {xn} is bounded.
Proof. Let {xn} be a Cauchy sequence. Then, for  = 1, there exists N ∈ N such that if m,n > N ,
then ρ(xm, xn) < 1. In particular, N + 1 > N , so ρ(xm, xN+1) < 1 for all m > N . Note that there
are finitely many terms before xN ; accordingly, set
K = max{ρ(xN+1, x1), ρ(xN+1, x2), · · · , ρ(xN+1, xN )}. Then let K ′ = max{1,K}. Then we have
that ρ(xN+1, xm) ≤ K ′ for all m. Therefore, {xn} is bounded.
Definition 2.26. A metric space A is complete if every Cauchy sequence in A converges to a limit
in A.
Theorem 2.27. R is complete.
Proof. Let {xn} be a Cauchy sequence in R. Then, by Lemma 2.25, {xn} is bounded, so by Theorem
2.21, {xn} has a convergent subsequence. Lemma 2.24 then implies that {xn} is convergent.
2.1.4 The Contraction Mapping Fixed-Point Theorem
Definition 2.28. A mapping K from a metric space X to itself is called a contraction if it is a
Lipschitz mapping with constant less than 1; that is, if there is a constant C with 0 < C < 1 such
that ρ(K(x),K(y)) ≤ Cρ(x, y) for all x, y ∈ X.
Definition 2.29. Let K be a mapping from a metric space X to itself. A fixed point of K is a
point x such that K(x) = x.
Theorem 2.30. (Fixed Point Theorem) Let X be a nonempty complete metric space and let K :
X → X be a contraction. Then K has a unique fixed point.
Proof. Let X be a nonempty complete metric space and let K : X → X be a contraction.
Choose any x0 in X and define the sequence {xn}∞0 inductively by setting x1 = K(x0), x2 =
K(x1), · · · , xn = K(xn−1). Set δ = ρ(x1, x0). We show by induction that, for all n ∈ N,
ρ(xn+1, xn) ≤ Cnδ. For the base step, we have
ρ(x2, x1) = ρ(K(x1),K(x0)) ≤ Cρ(x1, x0) = Cδ,
so the claim is true for n = 1. Next, assume the claim is true for some k ∈ N; that is, assume
ρ(xk+1, xk) ≤ Ckδ.
We have
ρ(xk+2, xk+1) = ρ(K(xk+1),K(xk)) ≤ Cρ(xk+1, xk) ≤ C · Ckδ = Ck+1δ.
Thus, the claim is true for k + 1. Therefore, by induction, ρ(xn+1, xn) ≤ Cnδ for all n. Next, let
m > n. Then
ρ(xm, xn) ≤ ρ(xn, xn+1) + ρ(xn+1, xn+2) + · · ·+ ρ(xm−1, xm)
=
m−1∑
i=n
ρ(xi+1, xi) ≤
m−1∑
i=n
Ciδ < δ
∞∑
i=n
Ci = Cnδ
∞∑
i=0
Ci =
Cnδ
1− C .
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Noting that Cn → 0 as n→∞ (since C < 1), it follows that {xn} is a Cauchy sequence. Since X
is complete, {xn} converges to some a in X. Since K is Lipschitz, K is continuous, and so (by the
sequential criterion)
K(a) = lim
n→∞K(xn) = limn→∞xn+1 = a.
Thus, a is a fixed point for K.
Next, we claim that the fixed point of K is unique. Let x and y be fixed points of K. Then by
Definition 2.29, K(x) = x and K(y) = y. Additionally, by Definition 2.28, there exists a constant
0 < C < 1 such that
ρ(x, y) = ρ(K(x),K(y)) ≤ Cρ(x, y),
from which it follows that (1−C)ρ(x, y) ≤ 0. Since C < 1, we must have ρ(x, y) = 0, which implies
x = y. Therefore, the fixed point of a contraction is unique.
2.1.5 The Picard-Lindelo¨f Theorem
Consider the ordinary differential equation
dx
dt
= f(x), x ∈ Rm.
Integrating both sides,
x(t) = x0 +
∫ t
t0
f(x(s))ds.
Define a map T : Rm → Rm by
T (u(t)) = x0 +
∫ t
t0
f(u(s))ds.
Suppose that u(t) is a fixed point of T ; that is, suppose T (u(t)) = u(t). It follows that
u(t) = u0 +
∫ t
t0
f(u(s))ds,
or differentiating both sides
du
dt
= f(u).
Thus, u(t) is a fixed point of T if and only if it is a solution to the initial value problem.
Let t0, a, b ∈ R, let J = [t0−a, t0+a], and let x(t) be a function from J to Rm with x(t0) = x0.
Define U = B(x0, b) (the closed ball centered at x0 with radius b), and let C
0(J, U) denote the set
of continuous functions from J to U .
Theorem 2.31. (Picard-Lindelo¨f Theorem) Consider the ordinary differential equation
dx
dt
= f(x), x ∈ Rm,
with initial condition x(t0) = x0. Let U = B(x0, b) and J = [t0 − a, t0 + a], where f : U → Rm
is Lipschitz with Lipschitz constant K, and |f(x)| ≤ M for all x ∈ U . Then the initial value
problem has a unique solution x ∈ C0(J, U) as long as the time interval is chosen with a satisfying
0 < a < min
{
1
K
,
b
M
}
.
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Proof. Define the function
T (u(t)) = x0 +
∫ t
t0
f(u(s))ds.
Set u0 = x0 and let un+1(t) = T (un(t)). We must show that T is a contraction. First, since f is
Lipschitz, f must be continuous. Since U is closed and bounded, it follows that f takes a maximum
and a minimum on U . That is, there exists M > 0 such that |f(x)| ≤M for all x ∈ U . Next, note
that
|T (u(t))− x0| =
∣∣∣∣∫ t
t0
f(u(s))ds
∣∣∣∣ ≤ ∣∣∣∣∫ t
t0
|f(u(s))|ds
∣∣∣∣ ≤Ma.
Since a < b/M , |T (u(t)) − x0| < b, which implies T (u(t)) ∈ B(x0, b) = U for all t ∈ J . Hence, T
maps C0(J, U) into itself.
Next, we show that T is a contraction. Let u, v ∈ C0(J, U). Then
|T (u(t))− T (v(t))| =
∣∣∣∣∫ t
t0
f(u(s))− f(v(s))ds
∣∣∣∣
≤
∫ t
t0
|f(u(s))− f(v(s))|ds
≤ K
∫ t
t0
|u(s)− v(s)|ds
≤ aKρ(u,v).
Hence, since a < 1/K, aK < 1. Therefore, T is a contraction. By the Contraction Mapping (Fixed
Point) theorem, T has a unique fixed point. Therefore, the initial value problem has a unique
solution.
We may now apply the Picard-Lindelo¨f Theorem to our system. We have
x =
SI
V
 , f(x) =
λ− dS − kV SkV S − δI
NT δI − cV
 .
Computing the Jacobian matrix then gives−d− kV 0 −kSkV −δ kS
0 NT δ −c
 ,
where the partial derivatives of f exist and are continuous. It follows that f is Lipschitz continuous,
so we are guaranteed a unique solution on some interval [0, t∗].
2.2 Equilibria
An equilibrium is a set of values (S0, I0, V0) such that if S = S0, I = I0, and V = V0, then
dS
dt
,
dI
dt
,
and
dV
dt
are zero. That is, if the system is at equilibrium, then the values of S, I, and V will not
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change. To find the equilibria for our system, we start with the following three equations:
λ− dS0 − kV0S0 = 0, (4)
kV0S0 − δI0 = 0, (5)
NT δI0 − cV0 = 0. (6)
Equation (6) implies
I0 =
c
NT δ
V0.
Substituting this value for I into Equation (5),
kV0S0 − δ
(
c
NT δ
)
V0 = 0,
or
V0
(
kS0 − c
NT
)
= 0.
This implies V0 = 0 or S0 =
c
NTk
. For the first case, if V0 = 0, then I0 = 0 and S0 =
λ
d
. On the
other hand, if S0 =
c
NTk
, then Equation (4) becomes
λ− d
(
c
NTk
)
− kV0
(
c
NTk
)
= 0,
or
kc
NTk
V0 = λ− dc
NTk
,
and so
V0 =
NTλ
c
− d
k
.
Accordingly,
I0 =
c
NT δ
V0 =
c
NT δ
(
NTλ
c
− d
k
)
,
or
I0 =
λ
δ
− dc
NT δk
.
In conclusion, we have two equilibria, E1 and E2, given in Table 2 and computed from the
parameter values in Table 1. The first equilibrium is unstable, meaning solutions that start out
near the equilibrium will move away from it. The second equilibrium is unstable, meaning solutions
that start near the equilibrium stay near it. To verify this claim, consider the Jacobian matrix.
Evaluated at the fist equilibrium, it becomes
−d 0 −kλ
d
0 −δ kλ
d
0 NT δ −c
 ,
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E1 E2
S λ/d 10 c/NTk 0.6688
I 0 0 λ/δ − dc/NT δk 0.2793
V 0 0 NTλ/c− d/k 128.8673
Table 2: Equilibria of SIV Model
which, according to MATLAB, has the eigenvalues
λ1 = −0.0109,
λ2 = 2.7697,
λ3 = −6.2097.
Since one of the eigenvalues has a positive real part, the equilibrium is unstable. Now, evaluating
the Jacobian at the second equilibrium gives
−NTλk
c
0 − c
NT
NTλk
c
− d −δ c
NT
0 NT δ −c
 ,
with the eigenvalues
λ1 = −0.0804 + 0.2184i,
λ2 = −0.0804− 0.2184i,
λ3 = −3.4565.
Since all eigenvalues have negative real parts, the second equilibrium is stable.
2.3 Analytical Solutions
One of the goals for this project was to find an analytical solution to the SIV model. Since finding a
solution to the full system is a difficult task, we instead present analytical solutions to two simplified
versions of the model, one including only the interaction and virus production terms, and another
which introduces a death rate for the infected cells. Our two models are given by
dS
dt
= −kV S, (7)
dI
dt
= kV S, (8)
dV
dt
= NT δI, (9)
and
dS
dt
= −kV S, (10)
dI
dt
= kV S − δI, (11)
dV
dt
= NT δI. (12)
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Below we briefly discuss the significance of each equation in the system.
First, examine (7). Note that there are no positive terms on the right hand side of the equation,
so the number of susceptible cells must always be decreasing. The term kV S is the infection rate, or
the rate at which healthy susceptible cells are converted into infected cells. This rate is proportional
to the product of the virus particles and susceptible cells V S, with proportionality constant k. Next,
examining (8), we see that dI/dt is always positive, so that the number of infected cells is increasing.
In fact, I increases at the same rate that S decreases. Finally, note (9). The number of free virus
particles V increases at a rate proportional to the number of infected cells I, with proportionality
constant NT δ. The second system is nearly identical to the first. The only difference here is that
we have added in the term −δI, representing the infected cell death rate.
These systems should show the same general trend as the full system early on in the course
of the disease; namely, S decreases in time and I and V increase in time. Comparison of the
three systems using numerical methods reveals that the approximations are not particularly accu-
rate; nonetheless, solving the simplified models is a useful exercise and provides insight into the
interactions of terms in the system.
2.3.1 Solution of the First Simplified Model
Recall that our first simplified version of the SIV model is given by
dS
dt
= −kV S, (13)
dI
dt
= kV S, (14)
dV
dt
= NT δI. (15)
Before attempting to solve this system, we take a moment to verify that a unique solution exists.
For our system,
y =
SI
V
 , f(y) =
−kV SkV S
NT δI
 ,
where the system is said to be autonomous since it does not explicitly depend on the independent
variable t. Computing the Jacobian matrix gives
J =
−kV 0 −kSkV 0 kS
0 NT δ 0
 ,
where the partial derivatives of f exist and are continuous for any values of S, I, V , and t. It
follows that f is Lipschitz continuous, and hence a unique solution exists on some interval [0, t∗].
Having verified the existence of a unique solution, we are now ready to solve the system. First
note
d
dt
(S + I) = 0,
which implies
S + I = P, (16)
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where P is a constant determined by the initial conditions. It follows that
dV
dt
= NT δP −NT δS.
Applying the chain rule,
dS
dV
=
dS/dt
dV/dt
= − k
NT δ
V
S
P − S ,
separating variables and integrating,
P ln |S| − S = − k
2NT δ
V 2 +D.
Solving for V gives
V = ±
√
C − 2NT δP
k
ln |S|+ 2NT δ
k
S.
Here, C and D are constants determined by the initial conditions and related by C = 2NT δD/k.
To simplify, we assume that S and V are non-negative, yielding
V =
√
C − 2NT δP
k
lnS +
2NT δ
k
S. (17)
Substituting this expression for V into the derivative for S gives
dS
dt
= −k
(√
C − 2NT δP
k
lnS +
2NT δ
k
S
)
S.
Now, separating variables and integrating,∫ S
S0
1
ξ
(
C − 2NT δP
k
ln ξ +
2NT δ
k
ξ
)−1/2
dξ = −k
∫ t
t0
dξ = −kt, (18)
where we have set t0 = 0. The integral above implicitly gives S as a function of t. I and V are
then found from Equations (16) and (17), respectively. Under the initial conditions
S(0) = S0, I(0) = I0, V (0) = V0,
the constants P and C are
P = S0 + I0 and C = V
2
0 +
2NT δP
k
lnS0 − 2NT δ
k
S0.
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Figure 1: Plot of S and I (in number of cells per cubic milliliter) over time (in days).
Figure 2: Plot of V (in number of virus particles per cubic milliliter) over time (in days).
Figures 1 and 2, created in MATLAB, give plots of the solution for the initial conditions
S(0) = 500, I(0) = 0, and V (0) = 0.1. The plots were generated using the implicit analytical
solution, under the assumption that S strictly decreases from its starting value to its equilibrium
value.
2.3.2 Solution of the Second Simplified Model
Next, we introduce the δI term in Equation (14), giving our second version of the SIV model,
dS
dt
= −kV S, (19)
dI
dt
= kV S − δI, (20)
dV
dt
= NT δI, (21)
with the initial conditions
S(0) = S0, I(0) = I0, V (0) = V0.
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Once again, we start by verifying the existence and uniqueness of a solution. Computing the
Jacobian matrix for the second system gives
J =
−kV 0 −kSkV −δ kS
0 NT δ 0
 .
As before, the partial derivatives exist and are continuous for any S, I, V , and t. Therefore, a
unique solution exists on [0, t∗] for some t∗ ∈ R.
Having verified existence and uniqueness, we are now ready to solve the system. Firstly, note
that
d
dt
(
S + I +
V
NT
)
= 0,
which implies
S + I +
V
NT
= P, (22)
where P is a constant determined by the initial conditions. In fact,
P = S0 + I0 +
V0
NT
.
Now, from Equation (22), we find
I = P − S − V
NT
(23)
and
S = P − I − V
NT
. (24)
Substituting for I in Equation (21), differentiating, and applying (23) and (24) gives
d2V
dt2
= NT δkPV − kV dV
dt
− δkV 2 − δ dV
dt
.
Thus, we have reduced the system to a single differential equation,
V ′′ = NT δkPV − kV V ′ − δkV 2 − δV ′, (25)
where the prime indicates differentiation with respect to t. We next use a series of substitutions to
bring (25) to a more easily solvable form. Using a transformation from [13], let
u =
dt
dV
=
1
V ′
, (26)
with the initial condition
u(V0) =
1
NT δI0
.
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Then we find
du
dV
= (δkV 2 −NT δkPV )u3 + (kV + δ)u2. (27)
Equation (27) is an Abel equation of the first kind; that is, it has the form
du
dV
= f3(V )u
3 + f2(V )u
2 + f1(V )u+ f0(V ), (28)
where in this case
f3(V ) = δkV
2 −NT δkPV,
f2(V ) = kV + δ,
f1(V ) = 0,
f0(V ) = 0.
In [13], an iterative method is used to solve an equation of this type. Essentially, we obtain a
sequence of approximate analytical solutions to the equation. The exact solution is given by the
limit of the sequence at infinity. To start, let
φ = lnu, (29)
or in other words,
u = eφ. (30)
We then have the initial condition
φ(V0) = − ln(NT δI0).
The differential equation then becomes
dφ
dV
= (δkV 2 −NT δkPV )e2φ + (kV + δ)eφ. (31)
The expression eφ can be expanded in a Taylor series as
eφ =
∞∑
n=0
φn
n!
= 1 + φ+
φ2
2
+
φ3
6
+ · · · ,
so we may write (31) as
dφ
dV
=(δkV 2 −NT δkPV )
(
1 + 2φ+
(2φ)2
2
+ · · ·
)
+ (kV + δ)
(
1 + φ+
φ2
2
+ · · ·
)
.
(32)
As a first approximation, φ1(V ), use only the first two terms of the Taylor series; that is, let
dφ1
dV
= (δkV 2 −NT δkPV )(1 + 2φ1) + (kV + δ)(1 + φ1)
=
[
δkV 2 + (k −NT δkP )V + δ
]
+ [2δkV 2 + (k − 2NT δkP )V + δ]φ1.
(33)
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The above is a first order, linear differential equation and can be solved with an integrating factor.
Let
F = exp
[
−2
3
δkV 3 −
(
k
2
−NT δkP
)
V 2 − δV
]
.
Then
φ1(V ) =
1
F (V )
{
− ln(NT δI0)F (V0) +
∫ V
V0
F (ξ)
[
δkξ2 + (k −NT δkP )ξ + δ
]
dξ
}
, (34)
where we have taken φ1(V0) = φ(V0). Note that (32) can also be written as
dφ
dV
=(δkV 2 −NT δkPV )
[
1 + 2φ+
∞∑
n=2
(2φ)n
n!
]
+ (kV + δ)
[
1 + φ+
∞∑
n=2
φn
n!
]
,
or rearranging,
dφ
dV
=
[
2δkV 2 + (k − 2NT δkP )V + δ
]
φ+
[
δkV 2 + (k −NT δkP )V + δ
]
+
∞∑
n=2
[
(δkV 2 −NT δkPV )(2φ)
n
n!
+ (kV + δ)
φn
n!
]
.
For a second approximation, φ2(V ), plug into the infinite sum the expression for φ1 obtained
previously; that is, let
dφ2
dV
=
[
2δkV 2 + (k − 2NT δkP )V + δ
]
φ2 +
[
δkV 2 + (k −NT δkP )V + δ
]
+
∞∑
n=2
[
(δkV 2 −NT δkPV )(2φ1)
n
n!
+ (kV + δ)
φn1
n!
]
.
Just as before, the result is a first order, linear equation and can be solved with an integrating
factor. The coefficient of φ2 is the same as the coefficient of φ1 in Equation (33), so we may use
the same integrating factor. Thus,
φ2(V ) =− 1
F (V )
ln(NT δI0)F (V0) +
1
F (V )
∫ V
V0
F (ξ)
[
δkξ2 + (k −NT δkP )ξ + δ
]
dξ
+
1
F (V )
∫ V
V0
F (ξ)
∞∑
n=2
{
(δkξ2 −NT δkPξ) [2φ1(ξ)]
n
n!
+ (kξ + δ)
[φ1(ξ)]
n
n!
}
dξ,
where, as before, we have taken φ2(V0) = φ(V0). Continuing this process gives successively more
accurate estimates for φ(V ). In general, for any integer m ≥ 1,
φm+1(V ) =
−1
F (V )
ln(NT δI0)F (V0) +
1
F (V )
∫ V
V0
F (ξ)
[
δkξ2 + (k −NT δkP )ξ + δ
]
dξ
+
1
F (V )
∫ V
V0
F (ξ)
∞∑
n=2
{
(δkξ2 −NT δkPξ) [2φm(ξ)]
n
n!
+ (kξ + δ)
[φm(ξ)]
n
n!
}
dξ,
17
or in a more compact form,
φm+1(V ) = φ1(V ) +
1
F (V )
∫ V
V0
F (ξ)(δkξ2 −NT δkPξ)
[
e2φm(ξ) − 1− 2φm(ξ)
]
dξ
+
1
F (V )
∫ V
V0
F (ξ)(kξ + δ)
[
eφm(ξ) − 1− φm(ξ)
]
dξ.
In light of (34), this simplifies to
φm+1(V ) =− ln(NT δI0)F (V0)
F (V )
+
δk
F (V )
∫ V
V0
F (ξ)(ξ2 −NTPξ)
[
e2φm(ξ) − 2φm(ξ)
]
dξ
+
1
F (V )
∫ V
V0
F (ξ)(kξ + δ)
[
eφm(ξ) − φm(ξ)
]
dξ.
(35)
With each iteration, the approximation φm(V ) should become closer to φ(V ), the solution of (31);
that is, lim
m→∞φm(V ) = φ(V ). Having outlined a method to obtain φ, we may now work backwards
to find V (t). By (30) and (26), we have
dt
dV
= eφ(V ),
or integrating both sides, ∫ t
t0
dξ =
∫ V
V0
eφ(ξ)dξ.
Taking t0 = 0, V (t) is given implicitly by
t =
∫ V
V0
eφ(ξ)dξ. (36)
Now, by Equation (19),
dS
dt
= −kV S.
Separating variables and integrating,∫ S
S0
1
ξ
dξ = −k
∫ t
t0
V (ξ)dξ,
which implies (for t0=0)
S = S0 exp
[
−k
∫ t
0
V (ξ)dξ
]
. (37)
Finally, by (23),
I = P − S0 exp
[
−k
∫ t
0
V (ξ)dξ
]
− V (t)
NT
. (38)
This calculation completes the analytical solution of the second simplified model, with V given
implicitly by (36) and S and I given in terms of V by (37) and (38), respectively.
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Figures 3 and 4 give plots of the solution for the initial conditions S(0) = 500, I(0) = 0,
V (0) = 10. As the analytical solution is computationally difficult to work with, Euler’s method
was used to create the plots.
Figure 3: Plot of S and I (in number of cells per cubic milliliter) over time (in days) for the second
model.
Figure 4: Plot of V (in number of virus particles per cubic milliliter) over time (in days) for the
second model.
It is interesting to compare the results of the two models. Examining Figures 1, 2, 3, and 4,
we see that the models start out similarly, with a level period followed by a sharp decrease in S and
with sharp increases in I and V . One noticeable difference is that I experiences more moderate
growth in the second model, which is to be expected since we have incorporated its death rate.
The same can be said for V , whose increase depends on I. The long term behaviors of the models,
on the other hand, are quite different. In both models, S eventually reaches the same equilibrium
value of zero. Whereas in the first model, I eventually leveled off to a positive value (the same as
the starting value for S), in the second, I eventually drops to zero. In the second model, rather
than continuing to grow linearly as it does in the first, V eventually reaches an equilibrium value.
This levelling occurs because there are no more infected cells to produce virus particles. To extend
on this work, it would be interesting to next incorporate the viral clearance rate. This addition
should give more realistic short term and long term outputs. On the whole, our two models give
a great deal of insight into the roles of the infection term, virus production term, and infected cell
death rate in the SIV model.
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2.4 Numerical Solutions
Next, we apply several numerical methods to obtain an approximate solution to the SIV model.
2.4.1 Euler’s Method
Euler’s Method is the simplest technique in a collection called the Taylor Methods. It is easiest to
understand graphically. To simplify matters, consider a single differential equation of the form
dy
dt
= f(y, t),
with initial condition y(t0) = α. Starting at (t0, α), Euler’s Method approximates the solution
y(t) with a sequence N of short line segments, each of which has a slope determined by f(ti, yi),
i = 1, 2, ...n. Below we restate verbatim the algorithm for Euler’s method given in [10].
ALGORITHM 2.32. To approximate the solution of the initial-value problem
y′ = f(t, y), a ≤ t ≤ b, y(a) = α,
at (N + 1) equally spaced numbers in the interval [a, b]:
INPUT endpoints a, b; integer N ; initial condition α.
OUTPUT approximation w to y at the (N + 1) values of t.
Step 1 Set h = (b− a)/N ;
t = a;
w = α;
OUTPUT (t, w).
Step 2 For i = 1, 2, . . . , N do Steps 3,4.
Step 3 Set w = w + hf(t, w); (Compute wi.)
t = a+ ih. (Compute ti.)
Step 4 OUTPUT (t, w).
Step 5 STOP.
2.4.2 Higher Order Taylor Methods
As the step size h decreases (or as N increases), the approximation from Euler’s method becomes
more accurate. Alternatively, we can increase accuracy without changing the step size using Higher
Order Taylor methods. As stated in [10], Taylor’s Theorem says the following:
Theorem 2.33. Suppose f ∈ Cn[a, b], that f (n+1) exists on [a, b], and x0 ∈ [a, b]. For every
x ∈ [a, b], there exists a number ξ(x) between x0 and x with
f(x) = Pn(x) +Rn(x),
where
Pn(x) =f(x0) + f
′(x0)(x− x0) + f
′′(x0)
2!
(x− x0)2 + · · ·+ f
(n)(x0)
n!
(x− x0)n
=
n∑
k=0
f (k)(x0)
k!
(x− x0)k
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and
Rn(x) =
f (n+1)(ξ(x))
(n+ 1)!
(x− x0)n+1.
In Taylor’s method of order n, we approximate the solution to the differential equation by
considering only the Pn term. Notice that Euler’s method is actually just Taylor’s method of order
1. Below we provide an algorithm for the Taylor method of order n based on that given in [10].
ALGORITHM 2.34. To approximate the solution of the initial-value problem
y′ = f(t, y), a ≤ t ≤ b, y(a) = α,
at (N + 1) equally spaced numbers in the interval [a, b]:
INPUT endpoints a, b; integer N ; initial condition α.
OUTPUT approximation w to y at the (N + 1) values of t.
Step 1 Set h = (b− a)/N ;
t = a;
w = α;
OUTPUT (t, w).
Step 2 For i = 1, 2, . . . , N do Steps 3,4.
Step 3 Set w = w + hT (n)(t, w),
t = a+ ih,
where T (n)(t, w) = f(t, w) +
h
2
f ′(t, w) + · · ·+ h
n−1
n!
f (n−1)(t, w).
Step 4 OUTPUT (t, w).
Step 5 STOP.
Applying higher order Taylor methods is a bit more involved than applying Euler’s method.
As an example, let us use Taylor’s method of order 2 to approximate the solution to the SIV model.
Define functions f1(t), f2(t), and f3(t) as
f1(t) =
dS
dt
= λ− dS − kV S, (39)
f2(t) =
dI
dt
= kV S − δI, (40)
f3(t) =
dV
dt
= NT δI − cV. (41)
By the Chain Rule, we have
df1
dt
=
∂f1
∂S
∂S
∂t
+
∂f1
∂I
∂I
∂t
+
∂f1
∂V
∂V
∂t
= (−d− kV )(λ− dS − kV S) + (−kS)(NT δI − cV ),
df2
dt
=
∂f2
∂S
∂S
∂t
+
∂f2
∂I
∂I
∂t
+
∂f2
∂V
∂V
∂t
= (kV )(λ− dS − kV S) + (kS)(NT δI − cV ) + (−δ)(kV S − δI),
21
df3
dt
=
∂f3
∂S
∂S
∂t
+
∂f3
∂I
∂I
∂t
+
∂f3
∂V
∂V
∂t
= (NT δ)(kV S − δI) + (−c)(NT δI − cV ).
Consequently,
T
(2)
1 (t, S, I, V ) = (λ− dS − kV S) +
h
2
[(−d− kV )(λ− dS − kV S) + (−kS)(NT δI − cV )] ,
T
(2)
2 (t, S, I, V ) = (kV S − δI)
+
h
2
[(kV )(λ− dS − kV S) + (kS)(NT δI − cV ) + (−δ)(kV S − δI)] ,
T
(2)
3 (t, S, I, V ) = (NT δI − cV ) +
h
2
[(NT δ)(kV S − δI) + (−c)(NT δI − cV )] ,
where T
(2)
1 , T
(2)
2 , and T
(2)
3 are the second-order Taylor polynomials for f1, f2, and f3, respectively.
2.4.3 Runge-Kutta Methods
Taylor methods are easy to understand but cumbersome to use. Runge-Kutta methods have the
advantage of converging quickly without requiring us to compute higher-order derivatives. As an
example, we apply the Midpoint Method to the SIV model. The algorithm for the method is given
below.
ALGORITHM 2.35. To approximate the solution of the initial-value problem
y′ = f(t, y), a ≤ t ≤ b, y(a) = α,
at (N + 1) equally spaced numbers in the interval [a, b]:
INPUT endpoints a, b; integer N ; initial condition α.
OUTPUT approximation w to y at the (N + 1) values of t.
Step 1 Set h = (b− a)/N ;
t = a;
w = α;
OUTPUT (t, w).
Step 2 For i = 1, 2, . . . , N do Steps 3,4.
Step 3 Set w = w + hf
(
t+ h2 , w +
h
2f(t, w)
)
;
t = a+ ih.
Step 4 OUTPUT (t, w).
Step 5 STOP.
2.4.4 Graphs
Figures 5 and 6 shows a graph of the numerical approximation obtained from Euler’s Method on
the interval from t = 0 to t = 200, where time is given in days. (With a suitable step size, the other
methods give similar results.) For the constants, we used the parameters given in Table 1. The
initial conditions were S(0) = 10, I(0) = 0, and V (0) = 0.1. We used N = 10, 000, giving a small
step size of h = 0.0002. Notice how the solution approaches the stable equilibrium E2 in Table 2.
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Figure 5: Approximate solution for S and I obtained from Euler’s Method.
Figure 6: Approximate solution for V obtained from Euler’s Method.
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3 The Stochastic Model
3.1 Theory
3.1.1 Probability Spaces
Let Ω be a set. We will let Ω be our sample space, or the set of all possible outcomes of a random
experiment.
Definition 3.1. Let A be a collection of subsets of a set Ω. A is called a σ-algebra if
(a) Ω ∈ A,
(b) Ac ∈ A if A ∈ A, where Ac = Ω−A,
(c)
∞⋃
i=1
Ai ∈ A if A1, A2, . . . ∈ A.
Note that if A is a σ-algebra, then ∅ ∈ A. Indeed, by part (a) of Definition 3.1, Ω ∈ A. Thus,
by part (b), ∅ = Ω− Ω = Ωc ∈ A.
Also note that A is closed under countable intersections. Let A1, A2, . . . ∈ A. By part (b) of
Definition 3.1, Ac1, A
c
2, . . . ∈ A, so ( ∞⋂
i=1
Ai
)c
=
∞⋃
i=1
Aci ∈ A,
where we have used part (c) of Definition 3.1 and DeMorgan’s Law. Thus, by part (b) of Definition
3.1,
∞⋂
i=1
Ai ∈ A.
Definition 3.2. Let P : A → [0, 1] be a function, where A is a σ-algebra. P is called a probability
measure if
(a) P (Ω) = 1,
(b) P (Ac) = 1− P (A) for all A ∈ A,
(c) P
(
n⋃
i=1
Ai
)
=
n∑
i=1
P (Ai) if Ai ∩Aj = ∅ for i 6= j.
Note that P (∅) = 0. Indeed,
P (∅) = P (Ωc) = 1− P (Ω) = 1− 1 = 0.
Definition 3.3. A triplet (Ω,A, P ) consisting of a sample space Ω, a σ-algebra A of subsets of Ω,
and a probability measure P defined on A is called a probability space.
Example 3.4. Consider the random experiment of flipping a coin twice. We will label each outcome
using two letters. For example, if the coin lands on heads for the first flip and tails for the second
flip, the outcome would be called HT . Then the sample space is Ω = {HH,HT, TH, TT}. Use the
power set of A as the σ-algebra. Define a probability measure P : A → [0, 1] such that
P ({HH}) = P ({HT}) = P ({TH}) = P ({TT}) = 1
4
.
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Then (Ω,A, P ) is a probability space. As an example,
P ({HH,TH}) = P ({HH}) + P ({TH}) = 1
4
+
1
4
=
1
2
is the probability of obtaining either two heads or tails followed by heads.
Example 3.5. Consider the random experiment that involves choosing a number x from the interval
[0, 1]. Then the sample space is Ω = [0, 1]. Let the σ-algebra A be defined as the set generated by
all intervals of the form (a, b] ⊂ [0, 1]. Define an event A to be x ∈ (a, b], and define a probability
measure P : A → [0, 1] by P (A) = b− a. Then (Ω,A, P ) is a probability space.
3.1.2 Random Variables
Let Ω be a sample space.
Definition 3.6. A random variable is a function X : Ω→ R.
Definition 3.7. A random variable X : Ω→ R is said to be measurable if
A(x) = {ω ∈ Ω : X(ω) ≤ x} ∈ A for all x ∈ R.
Definition 3.8. Assume that X is a measurable. FX(x) = P ({ω ∈ Ω : X(ω) ≤ x}) is called the
distribution function or probability distribution of X.
Note that for the distribution function FX to be defined, X must be measurable since A is
the domain of P .
Definition 3.9. A random variable is called discrete if it takes values in a countable subset
{x1, x2, x3, . . .} ⊂ R. The probability mass function p of a discrete random variable X is the
function p : {x1, x2, x3, . . .} → [0, 1] given by p(x) = P (X = x) = P ({ω ∈ Ω : X(ω) = x}).
Definition 3.10. A random variable X is called continuous if there exists a piecewise continuous
nonnegative function p(x) such that FX(x) =
∫ x
−∞
p(s)ds. In this case, p(x) is called the probability
density function of X.
Example 3.11. Consider the random experiment of flipping a coin one time. The outcome will
either be heads (H) or tails (T ), so the sample space is Ω = {H,T}. Then let
A = {∅, {H}, {T}, {H,T}}, and define P : A → [0, 1] by P ({H}) = P ({T}) = 1
2
. Define a random
variable X : Ω→ R by X(T ) = 0, X(H) = 5. Our goal is to determine the probability distribution
FX(x) and the probability mass function p. For x < 0,
FX(x) = P ({ω ∈ Ω : X(ω) ≤ x < 0}) = P (∅) = 0.
For 0 ≤ x < 5,
FX(x) = P ({ω ∈ Ω : X(ω) ≤ x}) = P ({T}) = 1
2
.
For x ≥ 5,
FX(x) = P ({ω ∈ Ω : X(ω) ≤ x}) = P ({T,H}) = 1.
Graphically, we can depict FX as follows:
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The probability mass function p : {0, 5} → [0, 1] is given by p(0) = 1
2
, p(5) =
1
2
.
Example 3.12. Consider the experiment of selecting a number x randomly from [0, 1]. Define the
probability measure by P (A) = d − c, where A = {x ∈ [0, 1] : c < x ≤ d}. Define the random
variable X : [0, 1] → R by X(x) = exp(x). Our goal is to find the distribution function and
probability density function. First, note that for x < 1,
FX(x) = P ({ω ∈ [0, 1] : exp(ω) ≤ x < 1}) = P (∅) = 0.
Similarly, for 1 ≤ x ≤ e,
FX(x) = P ({ω ∈ [0, 1] : exp(ω) ≤ x})
= P ({ω ∈ [0, 1] : ω ≤ lnx})
= P ([0, lnx]) = lnx.
Finally, for x > e,
FX(x) = P ({ω ∈ [0, 1] : exp(ω) ≤ x})
= P ({ω ∈ [0, 1] : ω ≤ lnx})
= P ([0, 1]) = 1.
Plotting FX as a function of x gives the graph below.
x
FX
1
1 2 3e
We can find the probability density function p(x) by differentiating FX(x) as follows. For x < 1,
F
′
X(x) = 0.
For 1 < x < e,
F
′
X(x) =
d
dx
(lnx) =
1
x
.
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Finally, for x > e,
F
′
X = 0.
Hence,
FX =
∫ x
−∞
p(s)ds,
where
p(s) =

0, s < 1
1
s
, 1 ≤ s ≤ e
0, s > e
.
3.1.3 Expectation
Suppose X is a discrete random variable, X(ω) ∈ {x1, x2, . . .} for all ω ∈ Ω. Let p(x) be the
probability mass function for X; that is, p(x) = P (X = x) = P ({ω ∈ Ω : X(ω) = x}).
Definition 3.13. The expectation of X is defined as
µ = E(X) =
∑
i
xip(xi) =
∑
i
X(ωi)P ({ωi}) ,
whenever the sum is convergent.
Definition 3.14. Let X be a random variable and g be a function from R to R. Then Y = g(x) is
also a random variable, and
E(g(X)) =
∑
i
g(xi)p(xi).
In particular, the kth moment of X is
E(xk) =
∑
i
xki p(xi),
and the kth central moment of X is defined as
E
(
(X − µ)k
)
=
∑
i
(xi − µ)kp(xi), k = 1, 2, . . .
Definition 3.15. The variance of X is defined as the second central moment:
Var(X) = E
(
(X − µ)2) .
Note that for g, h : R→ R and a, b ∈ R,
E (ag(X) + bh(X)) = aE(g(X)) + bE(h(X)).
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It follows that Var(X) = E
(
(X − µ)2); indeed,
Var(X) = E
(
(X − µ)2) = ∑
i
(xi − µ)2p(xi) =
∑
i
(x2i − 2µxi + µ2)p(xi)
=
∑
i
x2i p(xi)− 2µ
∑
i
xip(xi) + µ
2
∑
i
p(xi)
=
∑
i
x2i p(xi)− 2µ2 + µ2 = E(X2)− µ2.
Example 3.16. Recall Example 3.11, the random experiment of flipping a coin one time. We have
µ = E(X) =
∑
i
X(ωi)P ({ωi})
= X(T ) · P ({T}) +X(H) · P ({H})
= 0 · 1
2
+ 5 · 1
2
= 2.5.
Similarly,
E(X2) =
∑
i
[X(ωi)]
2 P ({ωi})
= [X(T )]2 · P ({T}) + [X(H)]2 · P ({H})
= 02 · 1
2
+ 52 · 1
2
=
25
2
= 12.5.
Using the above results,
Var(X) = E(X2)− µ2 = 12.5− (2.5)2 = 6.25.
Definition 3.17. Suppose that X is a continuous random variable where X(x) = x and with
probability density p(x). The expectation of X is defined as
µ = E(X) =
∫ ∞
−∞
xp(x)dx.
The expectation of a function g of X is
E(g(x)) =
∫ ∞
−∞
g(x)p(x)dx.
In particular, the kth moment of X is
E(Xk) =
∫ ∞
−∞
xkp(x)dx,
while the kth central moment is given by
E((X − µ)k) =
∫ ∞
−∞
(x− µ)kp(x)dx.
The variance of X is defined as the second central moment:
Var(X) = E
(
(X − µ)2) .
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Note that Var(X) = E(X2)− µ2, as in the discrete case.
Example 3.18. Recall Example 3.12, where a number x is randomly selected from [0, 1]. We had
X(x) = exp(x) and
p(x) =

0, x < 1
1
x
, 1 ≤ x ≤ e
0, x > e
.
We have
µ = E(X) =
∫ ∞
−∞
exp(x)p(x)dx =
∫ e
1
ex
x
dx ≈ 6.3166,
and
E(X2) =
∫ e
1
e2x
x
dx ≈ 50.7610.
Using the above results,
Var(X) = 50.7610− (6.3166)2 = 10.8620.
Example 3.19. Let Ω = R and let A be a σ-algebra generated by integrals of the form (a, b], that
is, (a, b] ∈ A for any a, b ∈ R along with countable unions of such intervals and complements of
the resulting sets. Define the random variable X(x) = x. Let A ⊂ A and let µ, σ ∈ R, σ > 0, be
constants. Define
P (A) =
∫
A
p(s)ds,
where
p(s) =
1√
2piσ2
exp
[
−(s− µ)
2
2σ2
]
.
That is,
P (a ≤ X ≤ b) =
∫ b
a
1√
2piσ2
exp
[
−(s− µ)
2
2σ2
]
ds.
X is said to be normally distributed with mean µ and variance σ2 and it is denoted that X ∼
N(µ, σ2). Indeed, using Definition 3.17, it can be shown that E(X) = µ and Var(X) = σ2.
3.1.4 Stochastic Processes
Definition 3.20. A stochastic process is a family of random variables {X(t) : t ∈ τ} defined on
a probability space (Ω,A, P ) and indexed by a parameter t, where t varies over a set τ . If τ is
discrete, the stochastic process is called discrete. If τ is continuous, the stochastic process is called
continuous.
The parameter t usually plays the role of time, and the random variables can be discrete-
valued or continuous-valued at each value of t. For a fixed value of ω, X(t) is a called a sample
path.
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3.2 Expectation and Variance of a Solution
To convert our deterministic SIV model into a stochastic one, we replace the susceptible cell death
rate d with a random variable. That is, rather than the system
dS
dt
= λ− dS − kV S,
dI
dt
= kV S − δI,
dV
dt
= NtδI − cV,
we solve the system
dS
dt
= λ− d(ω)S − kV S, (42)
dI
dt
= kV S − δI, (43)
dV
dt
= NT δI − cV, (44)
where d(ω) is a random variable. The analysis in [9] guarantees the existence of a unique solution
to this new system.
For the random variable d(ω), we use 176 patient data values. The values are illustrated as a
histogram in Figure 7. The probability distribution has the shape of exponential decay, peaking at
small values and dropping off quickly as d increases.
Expectation values for S, I, and V over time were computed. These values are compared to
the output of S, I, and V obtained from using the mean and median of d. Figures 8 through 10 give
the resulting plots. Table 3 gives the expectation values and variances of the dependent variables
at several points in time.
Figure 7: Histogram plot for the random variable d(ω).
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t (days) Savg Svar Iavg Ivar Vavg Vvar
4 6.3530 0.0284 3.0699 0.3563 864.0 2.73× 104
8 0.0567 6.48× 10−5 2.6959 0.0189 1.40× 103 5.49× 103
12 0.1539 1.67× 10 − 6 0.7934 0.0013 405.2 338.7
16 0.3159 4.91× 10−5 0.3169 2.43× 10−4 156.8 57.2
20 0.5089 5.22× 10−4 0.1885 1.92× 10−4 90.04 40.5
Table 3: Expectation values and variances of S, I, and V at several points in time.
Figure 8: Comparison graph for S. The blue line gives the expectation value, obtained from
computing S for each d and then averaging the results. The green and red lines were computed
using the mean and median of d, respectively.
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Figure 9: Comparison graph for I.
Figure 10: Comparison graph for V .
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4 Conclusion
This section concludes our analysis of the SIV model as applied to HIV. We succeeded in obtaining
analytical solutions to two simplified versions of the deterministic model. Although the predictions
resulting from those simplifications were not particularly accurate, they gave insight into the roles
of the infection rate, viral production rate, and infected cell death rate in the SIV model. Next,
numerical methods allowed us to approximate solutions to the full SIV model, both the deterministic
form, where all constants are known exactly, and its stochastic form, where the healthy cell death
rate is represented by a random variable. In summary, the results demonstrate the progression of
HIV in the absence of treatment and are made more realistic by the inclusion of randomness in the
system.
5 Appendix of MATLAB Code
Figure 11: MATLAB code for Euler’s Method.
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Figure 12: MATLAB code for Taylor’s Method of Order 2.
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Figure 13: MATLAB code for the Midpoint Method.
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Figure 14: MATLAB code for the Runge-Kutta Method of Order 4.
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Figure 15: MATLAB code used to compute and plot the expectation values and variances of S, I,
and V .
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