Distributed Regularized Dual Gradient Algorithm for Constrained Convex
  Optimization over Time-Varying Directed Graphs by Gu, Chuanye et al.
ar
X
iv
:1
80
5.
09
14
8v
1 
 [m
ath
.O
C]
  2
1 M
ay
 20
18
Distributed Regularized Dual Gradient Algorithm for
Constrained Convex Optimization over Time-Varying
Directed Graphs
Chuanye Gua, Zhiyou Wua, Jueyou Lia
aSchool of Mathematical Sciences, Chongqing Normal University, Chongqing, 400047, China
Abstract
We investigate a distributed optimization problem over a cooperative multi-agent time-
varying network, where each agent has its own decision variables that should be set so as to
minimize its individual objective subject to local constraints and global coupling constraints.
Based on push-sum protocol and dual decomposition, we design a distributed regularized
dual gradient algorithm to solve this problem, in which the algorithm is implemented in time-
varying directed graphs only requiring the column stochasticity of communication matrices.
By augmenting the corresponding Lagrangian function with a quadratic regularization term,
we first obtain the bound of the Lagrangian multipliers which does not require constructing a
compact set containing the dual optimal set when compared with most of primal-dual based
methods. Then, we obtain that the convergence rate of the proposed method can achieve the
order of O(lnT/T ) for strongly convex objective functions, where T is the iterations. More-
over, the explicit bound of constraint violations is also given. Finally, numerical results on
the network utility maximum problem are used to demonstrate the efficiency of the proposed
algorithm.
Keywords: Convex optimization, Distributed algorithm, Dual decomposition,
Regularization, Multi-agent network.
1. Introduction
In recent years it is witnessed the unprecedented growth in the research for solving many
optimization problems over multi-agent networks [1, 2, 3, 4]. Distributed optimization has
been found in a lot of application domains, such as distributed finite-time optimal rendezvous
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problem [5], wireless and social networks [6], [7], power systems [8], [9], robotics [10], and
so on. There is indeed a long history in the optimization community of this problem, see [11].
Based on consensus schemes, there are mainly three categories of algorithms designed for
distributed optimization in the literatures, including primal consensus distributed algorithms,
dual consensus distributed algorithms and primal-dual consensus distributed algorithms, see
[1, 12, 13, 14, 15, 16]. In most to previous works, the communication graphs are required
to be balanced, i.e., the communication weight matrices are doubly stochastic. The paper
[17] considered a fixed and directed graph with the requirement of a balanced graph. The
work in [18] proposed distributed subgradient based algorithms in directed and fixed topolo-
gies, in which the messages among agents are propagated by “push-sum” protocol. However,
the communication protocol is required to know the number of agents or the graph. In gen-
eral, push-sum protocol is attractive for implementations since it can easily operate over
directed communication topologies, and thus avoids incidents of deadlock that may occur in
practice when using undirected communication topologies [4]. Nedic´ et al. in [4] designed
subgradient-push distributed method for a class of unconstrained optimization problems, in
which the requirement of a balanced graph was canceled. Their proposed method has a
slower convergence rate with order of O(lnT/
√
T ). Later, Nedic´ et al. in [19] improved the
convergence rate from O(lnT/
√
T ) to O(lnT/T ) under the condition of strong convexity.
However, they only considered unconstrained optimization problems.
The methods for solving distributed optimization problems subject to equality or (and)
inequality constraints have received considerable attention [20, 21, 22]. The authors in [14]
first proposed a distributed Lagrangian primal-dual subgradient method by characterizing the
primal-dual optimal solutions as the saddle points of the Lagrangian function related to the
problem under consideration. The work [23] developed a variant of the distributed primal-
dual subgradient method by introducing multistep consensus mechanism. For more general
distributed optimization problem with inequality constraints that couple all the agents’ deci-
sion variables, Chang et al. [24] designed a novel distributed primal-dual perturbed subgra-
dient method and analyzed the convergence. The implementation of the algorithms afore-
mentioned usually involves projections onto some primal and dual constrained sets, respec-
tively. In particular, they require constructing a compact set that contains the dual optimal
set, and projecting the dual variable onto this set to guarantee the boundedness of dual iter-
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ates, which is of importance in establishing the convergence of the algorithms. However, the
construction of this compact set is impractical since it involves each agent solving a general
constrained convex problem [25, 26]. To ensure the boundedness of the norm of the dual
variables, Yuan et al. in [25] proposed a regularized primal-dual distributed algorithm. How-
ever, the optimization problem only includes one constraint. Later, Khuzani et al. in [26]
investigated a distributed optimization with several inequality constraints, and established
the convergence of their proposed distributed deterministic and stochastic primal-dual algo-
rithms, respectively. Very recently, Falsone et al. [27] designed a dual decomposition based
distributed method for solving a separable convex optimization with coupled inequality con-
straints and provided the convergence analysis, but none of explicit convergence rate of their
algorithm was given. Most of aforementioned works operating over undirected networks
with the usage of doubly stochastic matrices are possible. However, it turns out that directed
graphs depending on doubly stochastic matrices may be undesirable for a variety of reasons,
see [4, 19].
In this paper, we propose a distributed regularized dual gradient method for solving con-
vex optimization problem subjected to local and coupling constraints over time-varying di-
rected networks. The proposed method is based on push-sum protocol. Each agent is only
required to know its out-degree at each time, without requiring knowledge of either the num-
ber of agents or the graph sequence. By augmenting the corresponding Lagrangian function
with a quadratic regularization term, the norm of the multipliers is bounded, which does not
require constructing a compact set containing the dual optimal set when compared with ex-
isting most of primal-dual methods. The convergence rate of the method with the order of
O(lnt/t) for strongly convex objective functions is obtained. Moreover, the explicit bound
on the constraint violations is also provided.
The main contributions of this paper are two folds. Firstly, we establish the upper bound
on the norm of dual variables by resorting to the regularized Lagrangian function. Secondly,
we obtain the explicit convergence rates of the proposed method over the directed unbalanced
network. The work in this paper is related to the recent literatures [19] and [27]. The refer-
ence in [19] addresses an unconstrained distributed optimization over time-varying directed
networks, while our paper investigates a distributed optimization with coupling equality con-
straints. Our method can be viewed as an extension of push-sum based algorithms [19] to a
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constrained setting. Compared with the method in [27], our proposed distributed algorithm is
inspired by push-sum strategy over time-varying directed networks without the requirement
of balanced network graphs, whereas the method in [27] must require that the graphs are
balanced and the communication matrices are doubly stochastic. In [27], the authors only es-
tablish the convergence of their approach. However, in this paper, we obtain the explicit con-
vergence rates of the proposed method in the time-varying directed network topology. More
importantly, we further give the explicit convergence estimate on constraint violations. The
regularized primal-dual distributed methods proposed in [25, 26] require that the networks
are undirected and the communication weight matrices are double stochastic, whereas our
method can deal with distributed optimization problems over time-varying directed graphs,
only needing the column stochastic matrices.
The remainder of this paper is organized as follows. In Section 2, we state the related
problem, useful assumptions and preparatory work. In Section 3, we propose the distributed
regularized dual gradient algorithm and give main results. In Section 4, we give some Lem-
mas and the proof of main results. Numerical simulations are given in Section 5. Finally,
Section 6 draws some conclusions.
Notation: We use boldface to distinguish between the scalars and vectors in Rn. For
example, vi[t] is a scalar and ui[t] is a vector. For a matrix W , we will use the (W )i j to
show its i, j’th entry. We use the ||x|| to denote the Euclidean norm of a vector x, and 1 for
the vector of ones. A convex function f : Rn → R is γ˜-strongly convex with γ˜ > 0 if the
following relation holds, for all x,y ∈ Rn
f (x)− f (y)≥ ∇g(y)⊤(x−y)+ γ˜
2
||x−y||2,
where g(y) is any subgradient of f at y.
2. Distributed optimization problem with equality constraints
2.1. Constrained Multi-agent Optimization
Consider the following constrained optimization problem
min
{xi∈Xi}mi=1
F(x) :=
m
∑
i=1
fi(xi) s.t.
m
∑
i=1
(Aixi−bi) = 0, (1)
where there are m agents associated with a time-varying network. Each agent i only knows
its own objective function fi(xi): R
ni → R and its own constraints Xi ∈ Rni , and all agents
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subject to the coupling equality constraints ∑mi=1(Aixi− bi) = 0, Ai ∈ Rp×ni and bi ∈ Rp.
x = (x⊤1 ,x
⊤
2 , · · · ,x⊤m)⊤ with n= ∑mi=1 ni, belongs to X = X1×X2×·· ·×Xm.
Problem (1) is quite general arising in diverse applications, for examples, distributed
model predictive control [21], network utility maximization [28, 29], economic dispatch
problems for smart grid [8, 9].
To decouple the coupling equality constraints, we introduce a regularized Lagrangian
function L (x,λ ) of problem (1), given by
L (x,λ ) :=
m
∑
i=1
[ fi(xi)+λ
⊤(Aixi−bi)− γi
2
λ⊤λ ] =
m
∑
i=1
Li(xi,λ ), (2)
where Li(xi,λ ) = fi(xi)+ λ
⊤(Aixi−bi)− γi2 λ⊤λ are the regularized Lagrangian function
associated with the ith agent, and γi > 0 is regularization parameter, for i= 1,2, . . . ,m.
Define a regularized dual function of problem (1) as follows
φ(λ ) :=min
x∈X
L (x,λ ).
Note that the regularized Lagrangian functionL (x,λ ) defined in (2) is separable with respect
to xi, i= 1, . . . ,m. Thus, the regularized dual function φ(λ ) can be rewritten as
φ(λ ) =
m
∑
i=1
φi(λ ) =
m
∑
i=1
min
xi∈Xi
Li(xi,λ ), (3)
where φi(λ ) := minxi∈Xi Li(xi,λ ) can be regarded as the regularized dual function of agent
i, i= 1, . . . ,m.
Then, the regularized dual problem of problem (1) can be written as maxλ minx∈X L (x,λ ),
or, equivalently,
max
λ
m
∑
i=1
φi(λ ). (4)
The coupling equality constraints between agents is represented by the fact that λ is a
common decision vector and all the agents should agree on its value.
2.2. Related assumptions
The following assumptions on the problem (1) and on the communication time-varying
network are needed to show properties of convergence for the proposed method.
Assumption 1. For each i = 1,2, . . . ,m, the function fi(·): Rni → R is τi strongly convex,
and the set Xi ⊆ Rni is non-empty, convex and compact.
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Note that, under the Assumption 1, we have:
(i) the function φi(λ ) defined in (4) is γi-strongly concave, differentiable and its gradient
∇φi(λ ) = Aixi(λ )−bi− γiλ is Lipschitz continuous with constant ||Ai||/τi, where xi(λ ) :=
argminxi∈Xi Li(xi,λ ) (see [29, 22], for more details);
(ii) for any xi ∈ Xi, there is a constant Gi > 0 such that ||Aixi− bi|| ≤ Gi, due to the
compactness of Xi, i= 1,2, . . . ,m.
We assume that each agent can communicate with other agents over a time-varying net-
work. The communication topology is modeled by a directed graph G [t] = (V ,E [t]) over the
vertex set V = {1, . . . ,m} with the edge set E [t]⊆ V ×V . Let N ini [t] represent the collec-
tion of in-neighbors and N outi [t] represent the collection of out-neighbors of agent i at time
t, respectively. That is
N
in
i [t] := { j|( j, i) ∈ E [t]}∪{i},
N
out
i [t] := { j|(i, j) ∈ E [t]}∪{i},
where ( j, i) represents agent j may send its information to agent i. And let di(t) be the
out-degree of agent i, i.e.,
di[t] = |N outi [t]|,
We introduce a time-varying communication weight matrixW [t] with elements (W [t])i j,
defined by
(W [t])i j =

1
d j[t]
, when j ∈N ini [t], i, j = 1,2, . . . ,m,
0, otherwise.
(5)
We need the following assumption on the weight matrixW [t], which can be found in [4],
[2].
Assumption 2. i) Every agent i knows its out-degree di[t] at every time t; ii) The graph
sequence G [t] is B-strongly connected, namely, there exists an integer B > 0 such that the
sequence G [t] with edge set E [t] = ∪(k+1)B−1l=kB E [l] is strongly connected, for all t ≥ 0.
Note that the communicated weight matrixW [t] is column-stochastic. In this paper, we
do not require the assumption of double-stochasticity onW [t].
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3. Algorithm and main results
3.1. Distributed regularized dual gradient algorithm
In general, the problem (1) could be solved in a centralized manner. However, if the
number m of agents is large, this may turn out to be computationally challenge. Additionally,
each agent would be required to share its own information, such as the objective fi, the
constraints Xi and (Ai,bi), either with the other agents or with a central coordinate collecting
all information, which is possibly undesirable in many cases, due to privacy concerns.
To overcome both the computational and privacy issues stated above, we propose a Dis-
tributed Regularized Dual Gradient Algorithm (DRDGA, for short) by resorting to solve the
regularized dual problem (4). Our proposed algorithm DRDGA is motivated by the gradient
push-sum method [4] and dual decomposition [27, 22], described as in Algorithm 1.
Algorithm 1 Distributed Regularized Dual Gradient Algorithm (DRDGA)
1: Initialization: for i= 1,2, . . . ,m, given θi[0] ∈ Rp, ρi[0] = 1, i= 1,2, . . . ,m; set t := 0;
2: repeat
3: for each agent i= 1, . . . ,m do
4: ui[t+1] = ∑
m
j=1(W [t])i jθ j[t];
5: ρi[t+1] = ∑
m
j=1(W [t])i jρ j[t];
6: λi[t+1] =
ui[t+1]
ρi[t+1]
;
7: xi[t+1] = argminxi∈Xi{ fi(xi)+λi[t+1]⊤(Aixi−bi)− γi2 λi[t+1]⊤λi[t+1]};
8: θi[t+1] = ui[t+1]+β [t+1](Aixi[t+1]−bi− γiλi[t+1]);
9: end for
10: set t = t+1;
11: until a preset stopping criterion is met.
In Algorithm 1, each agent i broadcasts (or pushes) the quantities θi[t]/di[t] and ρi[t]/di[t]
to all of the agents in its out-neighborhood N outi [t]. Then, each agent simply sums all the
received messages to obtain ui[t+1] in step 4 and ρi[t+1] in step 5, respectively. The update
rules in steps 6-8 can be implemented locally. In particular, the update of local primal vector
xi[t+1] in step 7 is performed by minimizingLi with respect to xi evaluated at λ = λi[t+1],
while the update of the dual vector λi[t+1] in step 8 involves the maximization of Li with
respect to λ = λi evaluated at xi = xi[t+1]. Note that the term Aixi[t+1]−bi− γiλi[t+1] in
step 8 is the gradient of φi(λ ) at λ = λi[t+1].
3.2. Statement of main results
In this section, we will show that the main results of the convergence for the proposed
Algorithm 1.
It is shown in [2] that the local primal vector xi[t] does not converge to the optimal solution
x∗i of problem (1) in general. Compared to xi[t], however, the following recursive auxiliary
primal iterates
x̂i[T ] =
∑Tt=1(t−1)xi[t]
T (T−1)
2
, for all T ≥ 2
can show better convergence properties by setting x̂i[1] = xi[0], see [14, 24, 29]. Define the
averaging iterates as θ [t] = ∑
m
i=1 θi[t]
m
.
The following Theorem 1 first give an upper on the norm of dual variables. By control-
ling the norm of the dual variables, we in turn control the norm of the sub-gradients of the
augmented Lagrangian function, which are instrumental to prove Theorem 2 and Theorem 3
below.
Theorem 1. Suppose that Assumptions 1 and 2 hold and the non-increasing stepsize se-
quence {β [t]}t>0 satisfies limt→∞ β [t] = 0. Then, there is a positive constant D such that for
all i= 1,2, . . . ,m,
sup
t
||λi[t]|| ≤ D.
In what follows, Theorem 2 shows the convergence rate of primal function’s value under
Assumptions 1 and 2.
Theorem 2. (Convergence rate) Suppose Assumptions 1 and 2 are satisfied and the stepsize
is taken as β [t] = q
t
, t = 1,2, . . ., where the constant q is such that qγ
m
≥ 4. Then, for all T ≥ 1
and i= 1,2, . . . ,m, we have
F(x̂i[T ])−F(x∗)
≤ 32
Tδ
m
∑
i=1
(Gi+ γiD)
(
η
1−η
m
∑
i=1
||θi[0]||1+ qmB
1−η (1+ lnT )
)
+
q
T
m
∑
i=1
(Gi+ γiD)
2.
where D is the bound of dual variable, B=max1≤i≤m
√
p(Gi+ γiD), γ = ∑
m
j=1 γ j, the scalar
η ∈ (0,1) and δ > 0 satisfy δ ≥ 1
mmB
, η ≤ (1− 1
mmB
)
1
mB .
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Theorem 2 shows that the iterative sequence of primal objective function {F(x̂[T ])} con-
verges to the optimal value F(x∗) at a rate of O(lnT/T ), i.e.,
F(x̂[T ])−F(x∗) = O
(
lnT
T
)
with the constant relying on the regularization parameters γi, i = 1,2, . . . ,m, the bounds of
dual variables D and coupling constraints Gi, i = 1,2, . . . ,m, initial values µ [0] at the agents,
and on both the speed η of the network information diffusion and the imbalance δ of influ-
ences among the agents.
In the next theorem, we show that the upper bound on the constraint violation.
Theorem 3. (Constraint violation bound) Suppose Assumptions 1 and 2 are satisfied and the
stepsize is taken as β [t] = q
t
, t = 1,2, . . ., where the constant q is such that qγ
m
≥ 4. Then, for
all T ≥ 1 and i= 1,2, . . . ,m, we have
||
m
∑
j=1
A jx̂ j[T ]−b j||2
≤ γ
Tδ
m
∑
j=1
(G j+ γ jD)
(
8η
1−η
m
∑
j=1
||µ j[0]||1+ 8qmB
1−η (1+ lnT )
)
+
qγ
4T
m
∑
j=1
(G j+ γ jD)
2.
where D is the bound of dual variable, B=max1≤i≤m
√
p(Gi+ γiD), γ = ∑
m
j=1 γ j, the scalar
η ∈ (0,1) and δ > 0 satisfy δ ≥ 1
mmB
, η ≤ (1− 1
mmB
)
1
mB .
Theorem 3 provides that the bound of constraint violation measured by ||∑mi=1Aix̂i[T ]−
bi|| is of the order O(
√
lnT/T ).
4. Proof of main results
Before the proof of main results, we need to establish some useful auxiliary lemmas.
The following Lemma 1 exploits the structure of strongly concave functions with Lipschitz
gradients, whose proof is motivated by Lemma 3 in [4]. We omit the proof here.
Lemma 1. Let h :Rp→R be a γ− strongly concave function with γ > 0 and have Lipschtiz
continuous gradients with constant M > 0. Let z ∈ Rp and let y ∈ Rp be defined by
y = z+β (∇h(z)+ϕ(z)),
9
where β ∈ (0, γ
8M2
] and ϕ : Rp→ Rp is a mapping such that
||ϕ(z)|| ≤ c, ∀z ∈ Rp.
Then, there is a compact set V ⊂Rp (which depends on c and the define of function h, but not
on β ) such that
||y|| ≤
 ||z||, ∀z /∈V,
R, ∀z ∈V,
where R=maxv∈V{||v||+ γ8M2 ||∇h(v)||}+
γc
8M2
.
Based on Lemma 1, we are ready to prove our Theorem 1.
Proof of Theorem 1. By step 5 of Algorithm 1, we have
ρ [t+1] =W [t]ρ [t],
where ρ [t] is the vector with entries ρi[t]. Further, the above relation can be recursively
written as follows
ρ [t] =W [t−1]W [t−2] · · ·W [0]1, for all t ≥ 1,
where we use the fact that ρi[0] = 1, for all i= 1,2, . . . ,m. Under Assumption 2, by Corollary
2(b) in [4], for all i, we have
δ = inf
t=0,1,...
( min
1≤i≤m
(W [t]W [t−1] . . .W [0]1)i)> 0.
Therefore, we can obtain
ρi[t]≥ δ , for all i and t. (6)
Using step 8 of Algorithm 1, we get
θi[t] = ui[t]+β [t](Aixi[t]−bi− γiλi[t])
= ρi[t]
(
λi[t]+
β [t]
ρi[t]
(Aixi[t]−bi− γiλi[t])
)
,
Furthermore, the above equality gives rise to
θi[t]
ρi[t]
= λi[t]+
β [t]
ρi[t]
(Aixi[t]−bi− γiλi[t])
= (1− γiβ [t]
ρi[t]
)λi[t]+
β [t]
ρi[t]
(Aixi[t]−bi). (7)
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Since the transition matrix W [t]W [t− 1] · · ·W [0] is column stochastic and ρ [0] = 1, we
have that ∑mi ρi[t] = m, and δ ≤ ρi[t]≤ m. Together with (6) and β [t]→ 0, it yields
lim
t→∞
β [t]
ρi[t]
= 0. (8)
Thus, for each i, there exists a Ti > 1 such that
β [t]
ρi[t]
≤ τ3i
8||Ai||2 , for all t ≥ Ti.
Since the function φi(λ ) defined in (4) is γi-strongly concave, and its gradient ∇φ(λ ) is
Lipschitz continuous with constant ||Ai||/τi, by Lemma 1, there exists a finite Ti > 0 and a
compact set Vi such that, for all t ≥ Ti,
‖ θi[t]
ρi[t]
‖≤
 ||λi||, if λi /∈Vi,
Ri, if λi ∈Vi.
(9)
Let T0 =max1≤i≤mTi. Now we divide t into two part (t ≥ T0 and 1≤ t ≤ T0) to prove the
boundedness of ‖ θi[t]
ρi[t]
‖, given by (7).
(i) By exploiting the mathematical induction, we will prove that, for all t ≥ T0,
max
1≤i≤m
||λi[t]|| ≤ R˜, (10)
where R˜=max{maxiRi,max j ||λ j[T ]||}. Cleanly, if t = T0, the relation (10) is true. Suppose
it is true at some time t ≥ T0. Then, by (9), we have
‖ θi[t]
ρi[t]
‖≤max
{
Ri,max
j
||λ j[t]||
}
≤ R˜, for all i, (11)
due to the induction hypothesis.
Next, in Lemma 4 of [19], we let v = ρ [t], P =W [t], and u be taken as the vector of the
sth coordinates of the vectors θi[t], i= 1, . . . ,m, where the coordinate index s is arbitrary. By
Lemma 4 of [19], we can get that each vector λi[t+1] is a convex combination of the vector
θi[t]
ρi[t]
, i.e.,
λi[t+1] =
m
∑
j=1
Qi j[t]
θi[t]
ρi[t]
, for all i and t ≥ 0, (12)
where Q[t] is a row stochastic matrix with entries Qi j[t] =
Wi j[t]ρ j[t]
ρi[t+1]
. Due to the convexity of
Euclidean norm || · ||, we further obtain
||λi[t+1]|| ≤
m
∑
j=1
Qi j[t]||θ j[t]
ρ j[t]
|| ≤ max
1≤ j≤m
||θ j[t]
ρ j[t]
||, for all i and t ≥ 0. (13)
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By (11) and (13), we have ||λi[t+1]|| ≤ R˜, thus implying that, at time t+1
max
1≤i≤m
||λi[t+1]|| ≤ R˜.
Hence, the relation (11) holds, for all t ≥ T0.
(ii) We prove that ||λi[t]|| is bounded upper when t = 1,2, . . . ,T0−1. There is a constant
C > 0 such that |1− γ jβ [t]
ρ j[t]
| ≤C, for all t = 1,2, . . . ,T0−1. Thus, together with (7) and (12),
we can obtain that, for all t = 1,2, . . . ,T0−1
max
1≤i≤m
||λi[t+1]|| ≤ max
1≤ j≤m
(1− γ jβ [t]
ρ j[t]
)||λ j[t]||+ β [t]
ρ j[t]
||(A jx j[t]−b j)||
≤ max
1≤ j≤m
C||λ j[t]||+ β [t]
ρ j[t]
||(A jx j[t]−b j)||.
≤ max
1≤ j≤m
C||λ j[t]||+ max
1≤ j≤m
β
δ
G j,
where β = max1≤t≤T0−1β [t]. Thus, exploiting the preceding relation recursively for t =
1,2, . . . ,T0−1, and the fact that the initial point θi[0] is given in Algorithm 1, we conclude that
there is a uniform deterministic bound on ||λi[t]|| for all i and t = 1,2, . . . ,T0−1. According
to the above discussion, we conclude the proof. 
In order to prove Theorem 2 and 3, we need to use the following result, which is a gener-
alization of Lemma 8 in [4].
Lemma 2. Under the conditions of Theorem 1, for any λ ∈ Rd and t > 0, we have
||θ [t+1]−λ ||2 ≤ ||θ [t]−λ ||2+ 4β [t+1]
m
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||
−β [t+1]
m
m
∑
j=1
γ j||λ j[t+1]−λ ||2+ β
2[t+1]
m
m
∑
j=1
(G j+ γ jD)
2
−2β [t+1]
m
(L (x[t+1],λ )−L (x,θ [t])).
Proof : We first prove that θ [t] is bounded, for any t > 0. SinceW [t] is a column stochastic
matrix, we have 1⊤y = 1⊤W [t]y, for any vector y ∈ Rm. By step 4 of Algorithm 1, we have
m
∑
i=1
ui[t+1] =
m
∑
i=1
m
∑
j=1
W [t]i jθ j[t] =
m
∑
j=1
θ j[t] = mθ [t].
From the definition of λi[t+1] in step 6 of Algorithm 1, it gives rise to
θ [t] =
1
m
m
∑
i=1
ui[t+1] =
1
m
m
∑
i=1
ρi[t+1]λi[t+1].
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Note that ∑mi=1ρi[t] = m, and ρi[t] > 0 for all t and i. Thus, by the result of Theorem 1, we
have, for all i= 1,2, . . . ,m and t ≥ 0,
θ [t]≤max
i
||λi[t+1]|| ≤ D.
Now we are beginning to prove the result of Lemma 2. From step 8 of Algorithm 1, we
have
θ [t+1] = θ [t]+
β [t+1]
m
m
∑
j=1
(A jx j[t+1]−b j− γ jλ j[t+1]). (14)
For any λ ∈ Rd , the relation (14) gives rise to
||θ [t+1]−λ ||2 = ||θ [t]−λ + β [t+1]
m
m
∑
j=1
(A jx j[t+1]−b j− γ jλ j[t+1])||2
≤ ||θ [t]−λ ||2+ β
2[t+1]
m2
||
m
∑
j=1
(A jx j[t+1]−b j− γ jλ j[t+1])||2
+
2β [t+1]
m
m
∑
j=1
(A jx j[t+1]−b j− γ jλ j[t+1])⊤(θ [t]−λ ).
By using the inequality (∑mj=1 a j)
2 ≤ m∑mj=1a2j , we can obtain
||
m
∑
j=1
(A jx j[t+1]−b j− γ jλ j[t+1]||2 ≤ m
m
∑
j=1
||A jx j[t+1]−b j− γ jλ j[t+1]||2
≤ m
m
∑
j=1
(G j+ γ jD)
2.
Thus, we have, for all t ≥ 0
||θ [t+1]−λ ||2 ≤ ||θ [t]−λ ||2+ β
2[t+1]
m
m
∑
j=1
(G j+ γ jD)
2
+
2β [t+1]
m
m
∑
j=1
(A jx j[t+1]−b j− γ jλ j[t+1])⊤(θ [t]−λ ). (15)
We now consider the last term in the right-hand side of (15), it can rewritten as
(A jx j[t+1]−b j− γ jλ j[t+1])⊤(θ [t]−λ )
= (A jx j[t+1]−b j− γ jλ j[t+1])⊤(θ [t]−λ j[t+1]+λ j[t+1]−λ )
= (A jx j[t+1]−b j− γ jλ j[t+1])⊤(θ [t]−λ j[t+1])
+(A jx j[t+1]−b j− γ jλ j[t+1])⊤(λ j[t+1]−λ ). (16)
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By the Cauchy-Schwarz inequality, we have
−(G j+ γ jD)||θ [t]−λ j[t+1]||
≤ (A jx j[t+1]−b j− γ jλ j[t+1])⊤(θ [t]−λ j[t+1]). (17)
Since L j(x, ·) is γ j-strongly concave, we have, for any λ ∈ Rp
(A jx j[t+1]−b j− γ jλ j[t+1])⊤(λ j[t+1]−λ )
≤ L j(x j[t+1],λ j[t+1])−L j(x j[t+1],λ )− γ j
2
||λ j[t+1]−λ ||2. (18)
By step 7 of Algorithm 1, for any x j ∈ Rn, we can get
f j(x j[t+1])+λ j[t+1]
⊤(A jx j[t+1]−b j)− γ j
2
λ j[t+1]
⊤λ j[t+1]
≤ f j(x j)+λ j[t+1]⊤(A jx j−b j)− γ j
2
λ j[t+1]
⊤λ j[t+1].
Subtracting L j(x j[t+1],λ ) in above relation, we obtain
L j(x j[t+1],λ j[t+1])−L j(x j[t+1],λ )
≤ f j(x j)+λ j[t+1]⊤(A jx j−b j)− γ j
2
λ j[t+1]
⊤λ j[t+1]−L j(x j[t+1],λ )
≤ (G j+ γ jD)||λ j[t+1]−θ [t]||+L j(x j,θ [t])−L j(x j[t+1],λ ). (19)
Together with (16), (17), (18), (19) and the definition of L (x,λ ), we can obtain the desired
result. 
Next, we prove Theorem 2.
Proof of Theorem 2 Let x = x∗ and λ = 0 in Lemma 2, we have
||θ [t+1]−0||2
≤ ||θ [t]−0||2+ 4β [t+1]
m
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||
−2β [t+1]
m
(L (x[t+1],0)−L (x∗,θ [t]))− β [t+1]
m
m
∑
j=1
γ j||λ j[t+1]−0||2
+
β 2[t+1]
m
m
∑
j=1
(G j+ γ jD)
2
≤ ||θ [t]−0||2+ 4β [t+1]
m
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||
−2β [t+1]
m
(L (x[t+1],0)−L (x∗,θ [t]))+ β
2[t+1]
m
m
∑
j=1
(G j+ γ jD)
2. (20)
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Using the definition of function L (x,λ ) and letting γ = ∑mj=1 γ j, we can obtain
L (x[t+1],0)−L (x∗,θ [t])
= L (x[t+1],0)−L (x∗,0)+L (x∗,0)−L (x∗,θ [t])
= F(x[t+1])−F(x∗)+L (x∗,0)−L (x∗,θ [t])
≥ F(x[t+1])−F(x∗)+ γ
2
||θ [t]−0||2, (21)
where the last inequality makes use of the strong concavity of L (x, ·). Thus, by (20) and
(21), and then letting β [t] = q
t
, we have
||θ [t+1]−0||2
≤ (1− qγ
m(t+1)
)||θ [t]−0||2+ 4q
m(t+1)
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||
− 2q
m(t+1)
(F(x[t+1])−F(x∗))+ q
2
m(t+1)2
m
∑
j=1
(G j+ γ jD)
2.
Note that 4≤ qγ
m
, it follows that
||θ [t+1]−0||2
≤ (1− 2
t+1
)||θ [t]−0||2+ 4q
m(t+1)
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||
− 2q
m(t+1)
(F(x[t+1])−F(x∗))+ q
2
m(t+1)2
m
∑
j=1
(G j+ γ jD)
2.
Multiplying the preceding relation by t(t+1), we can see that, for all t ≥ 1
(t+1)t||θ [t+1]−0||2
≤ t(t−1)||θ [t]−0||2+ 4qt
m
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||
−2qt
m
(F(x[t+1])−F(x∗))+ q
2t
m(t+1)
m
∑
j=1
(G j+ γ jD)
2.
Summing up the above inequality from 1 to (T −1) for all T ≥ 2 and rearranging the terms,
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it leads to
2q
m
T−1
∑
t=1
t(F(x[t+1])−F(x∗))
≤ −T (T −1)||θ [t]−0||2+ q
2
m
T−1
∑
t=1
t
t+1
m
∑
j=1
(G j+ γ jD)
2
+
4q
m
T−1
∑
t=1
t
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||
≤ q
2(T −1)
m
m
∑
j=1
(G j+ γ jD)
2+
4q
m
T−1
∑
t=1
t
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||
≤ q
2(T −1)
m
m
∑
j=1
(G j+ γ jD)
2+
4q(T −1)
m
T−1
∑
t=1
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||.
Dividing both sides by
qT (T−1)
m
in above relation, it yields
2
T (T −1)
T−1
∑
t=1
t(F(x[t+1])−F(x∗))
≤ 4
T
T−1
∑
t=1
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−θ [t]||+ q
T
m
∑
j=1
(G j+ γ jD)
2. (22)
Note that, for all i and t, we get
||Aixi[t+1]−bi− γiλi[t+1]||1 ≤√p||(Aixi[t+1]−bi− γiλi[t+1])|| ≤ √p(Gi+ γiD).
Letting ei[t] = β [t](Aixi[t+1]−bi−γiλi[t+1]) with β [t] = qt , we have ||ei[t]||1≤ qBt for all i
and t, where B=max1≤i≤m
√
p(Gi+ γiD). By applying Corollary 2 in [19], we can estimate
the term ||λ j[t+1]−θ [t]|| in (22) as follows
T−1
∑
t=1
||λ j[t+1]−θ [t]|| ≤ 8η
δ (1−η)
m
∑
j=1
||θ j[0]||1+ 8qmB
δ (1−η)(1+ lnT ). (23)
Combining (23) with (22), we can get
∑T−1t=1 t (F(x[t+1])−F(x∗))
T (T−1)
2
≤ 4
Tδ
m
∑
j=1
(G j+ γ jD)
(
8η
1−η
m
∑
j=1
||θ j[0]||1+ 8qmB
1−η (1+ lnT )
)
+
q
T
m
∑
j=1
(G j+ γ jD)
2. (24)
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Using the convexity of F , the definition of x̂[T ] and (24), the desired result can be obtained.

Proof of Theorem 3 Let x = x∗ in Lemma 2, we can get
2β [t+1]
m
(L (x[t+1],λ )−L (x∗,µ [t]))
≤ ||µ[t]−λ ||2−||µ [t+1]−λ ||2+ 4β [t+1]
m
m
∑
j=1
(G j+ γ jD)||λ j[t+1]−µ [t]||
+
β 2[t+1]
m
∑
j=1
m(G j+ γ jD)
2. (25)
Considering the terms in the left-hand side of (25), we have
2(L (x[t+1],λ )−L (x∗,µ [t]))
= F(x[t+1])+λ⊤(
m
∑
j=1
A jx j[t+1]−b j)−F(x∗)− γ
2
λ⊤λ +
γ
2
µ⊤[t]µ[t]
+L (x[t+1],λ )−L (x∗,µ [t])
= F(x[t+1])+λ⊤(
m
∑
j=1
A jx j[t+1]−b j)−F(x∗)− γ
2
λ⊤λ +
γ
2
µ⊤[t]µ[t]
+L (x[t+1],λ )−L (x∗,λ )+L (x∗,λ )−L (x∗,µ [t])
≥ 2(F(x[t+1])+λ⊤(
m
∑
j=1
A jx j[t+1]−b j)−F(x∗))− γ
2
λ⊤λ +
γ
2
µ⊤[t]µ[t]
+
γ
2
||µ [t]−λ ||2+ γλ⊤(µ [t]−λ ), (26)
where the last inequality is due to the strong concavity of L(x∗, ·). Further, by (26), we can
deduce
2(L (x[t+1],λ )−L (x∗,µ [t]))
≥ 2λ⊤(
m
∑
j=1
A jx j[t+1]−b j)+ γ
2
||µ[t]−λ ||2− γ
2
(3λ⊤λ −µ⊤[t]µ[t]−2λ⊤µ [t])
= 2λ⊤(
m
∑
j=1
A jx j[t+1]−b j)+ γ
2
||µ[t]−λ ||2− γ
2
(4λ⊤λ −||λ +µ [t]||2)
≥ 2λ⊤(
m
∑
j=1
A jx j[t+1]−b j)+ γ
2
||µ[t]−λ ||2+2γλ⊤λ . (27)
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Combining (25) with (27), and then letting β [t+1] = q
t+1 , we can obtain
2q
m(t+1)
(
λ⊤(
m
∑
j=1
A jx j[t+1]−b j)− γλ⊤λ
)
≤ (1− qγ
2m(t+1)
)||µ[t]−λ ||2−||µ [t+1]−λ ||2+ 4q
m(t+1)
m
∑
j=1
(G j+ γ jD)||λ [t+1]−µ [t]||
+
q2
m(t+1)2
2
∑
j=1
(G j+ γ jD)
2.
Due to the fact that 4 ≤ qγ
m
, we can see that 1− qγ
2m(t+1) ≤ 1− 2t+1 . Thus, by the preceding
inequality, we can obtain
2q
m(t+1)
(
λ⊤(
m
∑
j=1
A jx j[t+1]−b j)− γλ⊤λ
)
≤ (1− 2
t+1
)||µ[t]−λ ||2−||µ [t+1]−λ ||2+ 4q
m(t+1)
m
∑
j=1
(G j+ γ jD)||λ [t+1]−µ [t]||
+
q2
m(t+1)2
2
∑
j=1
(G j+ γ jD)
2.
Multiplying the above inequality by t(t+1), and then summing up from 1 to T −1, we have,
for all t ≥ 1 and T ≥ 2
2q
m
T−1
∑
t=1
t
(
λ⊤(
m
∑
j=1
A jx j[t+1]−b j)− γλ⊤λ
)
≤ 4q
m
T−1
∑
t=1
t
m
∑
j=1
(G j+ γ jD)||λ [t+1]−µ [t]||+ q
2
m
T−1
∑
t=1
t
t+1
2
∑
j=1
(G j+ γ jD)
2
−T (T −1)||µ[T ]−λ ||2
≤ 4q(T −1)
m
T−1
∑
t=1
m
∑
j=1
(G j+ γ jD)||λ [t+1]−µ [t]||+ q
2(T −1)
m
2
∑
j=1
(G j+ γ jD)
2.
Dividing both sides by
qT (T−1)
m
in the inequality above, it gives rise to
∑T−1t=1 t(λ
⊤(∑mj=1A jx j[t+1]−b j)− γλ⊤λ )
(T−1)T
2
≤ q
T
m
∑
j=1
(G j+ γ jD)
2+
4
T
T−1
∑
t=1
m
∑
j=1
(G j+ γ jD)||λ [t+1]−µ [t]||. (28)
Note that ∑mj=1A jx j[t+1]−b j is linear, thus, we have
∑T−1t=1 t(λ
⊤(∑mj=1A jx j[t+1]−b j)− γλ⊤λ )
(T−1)T
2
≥ λ⊤(
m
∑
j=1
A jx̂ j[T ]−b j)− γλ⊤λ . (29)
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By (28) and (29), we can obtain, for any λ ∈ Rp
λ⊤(
m
∑
j=1
A jx̂ j[T ]−b j)− γλ⊤λ
≤ q
T
m
∑
j=1
(G j+ γ jD)
2+
4
T
T−1
∑
t=1
m
∑
j=1
(G j+ γ jD)||λ [t+1]−µ [t]||. (30)
Maximizing the terms in the left-hand side of (30) with respect to λ and using the estimate
(23), we can get the desired result. The proof is completed. 
5. Numerical experiments
Distributed optimization problems with coupled equality constraints have an interesting
application on the network utility maximization (NUM) problem investigated in [28, 29, 21].
More specifically, a network is modeled as a set of links L with finite capacities C = (Cl, l ∈
L). They are shared by a set of sources S indexed by s. Each source s uses a set L(s)⊂ L. Let
S(l) = {s ∈ S|l ∈ L(s)} be the set of sources using link l. The set {L(s)} defines an |L|× |S|
routing matrix A with entries given by Als = 1 if l ∈ L(s), Als = 0 otherwise. Each source s
is associated with a utility function Us : R
+ → R, i.e., source s gains a utility Us(xs) when
it sends data at rate xs satisfying 0 ≤ ms ≤ xs ≤Ms. Let Is = [ms,Ms]. Mathematically, the
NUM problem is to determine the source rates that minimize the sum of disutilities with link
capacity constraints [28]:
(NUM) min
xs∈Is
gN(x) := ∑
s∈S
−Us(xs)
s.t. Ax=C.
Note that the utility function Us and constraint Is are local and private, only known by
the source s. Solving the NUM problem directly requires coordination among possibly all
sources and is impractical in real networks. It is important to seek a distributed solution.
In the following numerical experiments, we will utilize our proposed distributed method to
solve the NUM problem.
For numerical simulations, the utility function is taken as Us(xs) = 20ws log(xs + 0.1)
from [29]. Set Cl = 1 for all l ∈ L, and ws = |L(s)|/|L|,ms = 0,Ms = 1 for all s ∈ S. For
the communicated weight matrix W [t], a pool of 20 weight matrices connecting random
graphs are generated, in which each weight matrix satisfies Assumption 2. We take all
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the regularization parameters as the same with γs = 1,s ∈ S and the stepsize parameter as
q = 4. We use MATLAB convex programming toolbox CVX to compute the solution x∗.
For our method and the compared algorithm, all the algorithms were terminated when all
of the conditions below are satisfied at an iteration t: (i) maxs∈S |λs[t + 1]− λs[t]| ≤ ε , (ii)
maxl∈L ||Ax[t+1]−C|| ≤ ε , (iii) maxs∈S |Us(x[t+1])−Us(x[t])Us(x[t]) | ≤ ε , where we set ε = 0.01 in the
simulations.
We first consider a simple logical topology with S = 3 and L = 2 [28], displayed as in
Figure 1. It follows from Figure 1 thatw1 = 1,w2= 1,w3= 1/2. Figure 2 shows the evolution
of dual variables at the first 70 iterations. Clearly, all local dual variables λs,s = 1,2,3,
agree on the same value at a short time with around 70 iterations. Figure 3 illustrates the
evolution of each source rate xs,s = 1,2,3. Source rate x1 and x2 can arrive at same value
because the weight coefficients w1 = w2. After 70 iterations, every source rate xs can arrive
approximately at the optimal solution. Figure 4 demonstrates the aggregated source rates that
use Link 2 versus capacity limit of Link 2. It can observed from Figure 4 that the aggregated
source rates satisfy the constraint of Link 2 capacity appropriately. As shown in Figure 5, the
iterative values of disutility objective function gN(x[t]) rapidly converge to the optimal value
gN(x
∗) .
To compare the performance of our proposed Alg. DRDGA with the existing dual de-
composition distributed algorithm (Alg. CDDA) in [27], we next test a random generated
problem NUM with sizes S= 20,L= 19 and report the comparisons on the constraint viola-
tions and objective function values. Figure 6 displays the evolution of the constraint violation
||Ax[t]−C||. We can find that both algorithms can satisfy the linear equality constraints grad-
ually. But, the convergence speedup of our Alg. DRDGA is faster than that of Alg. CDDA.
Figure 6 illustrates that both algorithms can also converge to the optimal value. However, by
comparisons, our Alg. DRDGA is convergent to the optimal value faster than Alg. CDDA.
6. Conclusion
This paper proposed a solution tool for distributed convex problems with coupling equal-
ity constraints. The proposed algorithm is implemented in time-changing directed networks.
By resorting to regularize the Lagrangian function, the norm of dual variables can be bounded.
The proposed method can reach a fast convergence rate with order O(lnt/t) under some con-
20
Figure 1: Logical topology. Source Si, i= 1,2,3 transmits to destinations Di, i= 1,2,3
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ditions. Numerical example on the network utility maximization demonstrates that the ef-
fectiveness of the proposed algorithm. As a future research, it is interesting to analyze the
communication delays of the proposed distributed method in this paper.
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