Abstract. We prove a generalization of Frieman's 3k−3 theorem for the sumset
Subsequently, Lev and Smeliansky [3] showed that for two sets A, B of non-negative integers, if 0 ∈ A ∩ B, gcd(A) = 1 and max A ≥ max B (where max A denotes the largest element of A), then |A + B| ≥ min{max A + |B|, |A| + 2|B| − 2 − δ},
where δ = 1 or 0 whether max A = max B or not. The key to the proofs of (1) and (2) is the classical Kneser addition theorem. For finite non-empty sets A 1 , A 2 , . . . , A k of an abelian G, the Kneser theorem asserts that In [1] , DeVos, Goddyn and Mohar obtained an important generalization of the Kneser theorem. Let A = (A 1 , A 2 , . . . , A k ) be a sequence of finite non-empty subsets of an abelian G.
That is, Σ l (A) is the set of all elements of G which can be represented as a sum of l terms from distinct members of A. Clearly,
where H = stab(Σ l (A)). Motivated by the above results, in this note, we shall study the lower bound of |Σ l (A)| for the finite non-empty sets A 1 , A 2 , . . . , A k of non-negative integers. Our result is the following Vos-Goddyn-Mohar type extension of Frieman's 3k − 3 theorem. Theorem 1. Let A 1 , A 2 , . . . , A k be finite non-empty subsets of non-negative integers with 0 ∈ A 1 ∩ A 2 ∩ · · · ∩ A k . Suppose that gcd(A 1 ) = 1 and
Note that
So Theorem 1 is equivalent to the result of Lev and Smeliansky when
Proof. There is nothing to do if
So we omit this special case. We will prove Theorem 1 by induction on k and l ≤ k. We may assume that
Then we have (a 1,1 , a 1,2 , . . . , a 1,m 1 ) = 1 and
We need to prove that
Evidently we have
So (4) holds for l = 1. And as we have mentioned, (4) is also valid when k = l = 2. Assume that k ≥ 3 and Theorem 1 holds for any smaller value of k. Below, for convenience, we write
Firstly, without loss of generality, we may assume that
In fact, if not, for l ≤ j ≤ k, we may set
(5) Furthermore, we need to show that
where
, we may write
and for any ∅ = X ⊆ {1, . . . , t}, let
Note that in view of (5),
Hence we always have
Thus by the Hall theorem, there exist distinct l ≤ j 1 , . . . , j t ≤ k such that j s ∈ Y s for each 1 ≤ s ≤ t, i.e., a
Below we always assume that (2), we obtain that
It is easy to see that
This is the desired result. So below we may assume that
By the induction hypothesis, we have
Now it suffices to show that
and
We firstly consider (6). Observe that
Clearly B j+1 ⊆ B j . We claim that
for any 1 ≤ j ≤ l − 1. In fact, for any 1 ≤ j ≤ l and b ∈ B j , we must have b ∈ A i for some i ≥ j. That is,
Recalling that a 1,
Furthermore, we also have
, then by the definition of B l , we must have
whence b ∈ A l−1 . Thus by (9),
Using (8), (10) and recalling that δ 1 ≤ δ 0 , we get (6). Let we turn to (7). If a / ∈ A k , then a / ∈ A i for each l ≤ i ≤ k, i.e.,
Hence
Furthermore,
min{l, |{1 ≤ i ≤ k : a ∈ A i }|}.
Therefore,
Finally, in order to prove (7), we only need to show that
Since A l−1 is non-empty, there is nothing to do when 
