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THE DEHN–SOMMERVILLE RELATIONS AND
THE CATALAN MATROID
ANASTASIA CHAVEZ AND NICOLE YAMZON
Abstract. The f -vector of a d-dimensional polytope P stores the num-
ber of faces of each dimension. When P is simplicial the Dehn–Sommerville
relations condense the f -vector into the g-vector, which has length ⌈ d+1
2
⌉.
Thus, to determine the f -vector of P , we only need to know approxi-
mately half of its entries. This raises the question: Which (⌈ d+1
2
⌉)-
subsets of the f -vector of a general simplicial polytope are sufficient to
determine the whole f -vector? We prove that the answer is given by the
bases of the Catalan matroid.
1. Introduction
It was conjectured by McMullen [12] and subsequently proven by Billera–
Lee, and Stanley [3, 4, 16] that f -vectors of simplicial polytopes can be fully
characterized by the g-theorem. The g-theorem determines whether a vector
of positive integers is indeed the f -vector of some simplicial polytope. The
Dehn–Sommerville relations condense the f -vector into the g-vector, which
has length ⌈d+1
2
⌉. This raises the question: Which (⌈d+1
2
⌉)-subsets of the f -
vector of a general simplicial polytope are sufficient to determine the whole
f -vector? Define a Dehn–Sommerville basis to be a minimal subset S such
that {fi | i ∈ S} determines the entire f -vector for any simplicial polytope.
For example, using the g-theorem one can check that f1 = (1, 8, 27, 38, 19)
and f2 = (1, 9, 28, 38, 19) are f -vectors of two different simplicial 4−polytopes.
Therefore the entries f = (1, ∗, ∗, 38, 19) do not determine a simplicial f -
vector uniquely, and {1, 4, 5} is not a Dehn-Sommerville basis in dimension
4.
In this paper we prove the following theorem.
Theorem 1.1. The Dehn–Sommerville bases of dimension 2n are precisely
the upstep sets of the Dyck paths of length 2(n + 1).
A similar description holds for the Dehn-Sommerville bases of dimension
2n− 1.
The paper is organized as follows. In Section 2 we define matroids, the
Dehn–Sommerville matrix, and the Catalan matroid defined by Ardila [1]
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and Bonin–de Mier–Noy [10]. In Section 3 we prove our main result via
several lemmas.
2. Matroids and the Dehn–Sommerville matrix
2.1. Matroids. A matroid is a combinatorial object that generalizes the
notion of independence. We provide the definition in terms of bases; there
are several other equivalent axiomatic definitions available. For a more
complete study of matroids see Oxley [13].
Definition 2.1. A matroid M is a pair (E,B) consisting of a finite set E
and a nonempty collection of subsets B = B(M) of E, called the bases of
M, that satisfy the following properties:
(B1) ∅ ∈ B
(B2) (Basis exchange axiom) If B1, B2 ∈ B and b1 ∈ B1 −B2, then there
exists an element b2 ∈ B2 −B1 such that B1 − {b1} ∪ {b2} ∈ B.
Example 2.2. A key example is the matroid M(A) of a matrix A. Let A
be a d × n matrix of rank d over a field K. Denote the columns of A by
a1,a2, . . . ,an ∈ K
d. Then B ⊂ [n] is a basis of M(A) on the ground set [n]
if {ai | i ∈ B} forms a linear basis for K
d.
2.2. The Dehn-Sommerville relations.
Definition 2.3. Let P be a d-dimensional simplicial polytope, that is, a
polytope whose facets are simplices. Then define f(P ) = (f−1, f0, f1, . . . , fd−1)
to be the f -vector of P where fi is the number of i-dimensional faces of P .
It is convention that f−1 = 1.
Definition 2.4. For k ∈ [0, d], the h-vector of a simplicial polytope is a
sequence with elements
hk =
k∑
i=0
(−1)k−i
(
d− i
k − i
)
fi−1.
Definition 2.5. The g-vector of a simplicial polytope is a sequence where
g0 = 1 and gi = hi − hi−1 for i ∈ [1, ⌊
d
2
⌋].
The Dehn–Sommerville relations can be stated most simply in terms of
the h-vector.
Theorem 2.6. [11] The h-vector of a simplicial d-polytope satisfies
hk = hd−k
for k = 0, 1, . . . , d.
We now discuss a matrix reformation of Theorem 2.6.
Definition 2.7. The Dehn-Sommerville matrix, Md, is defined by
(Md)0≤i≤⌊ d
2
⌋
0≤j≤d
:=
(
d+ 1− i
d+ 1− j
)
−
(
i
d+ 1− j
)
,
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for d ∈ N.
Theorem 2.8. [8] Let P be a simplicial d-polytope, and let f and g denote
its f and g-vectors. Then
g ·Md = f.
Label the columns of Md from 1 to d + 1. Just as in Example 2.2, we
can define the Dehn-Sommerville matroid of rank d, DSd, to be the pair
([d + 1],B) where B ∈ B if B is a collection of columns associated with a
non-zero maximal minor.
Example 2.9. Let d = 4. Then
M4 =

1 5 10 10 50 1 4 6 3
0 0 1 2 1


and the bases of DS4 are
B = {123, 124, 125, 134, 135}
where basis ijk refers to the submatrix formed by columns i, j, and k in M4.
Definition 2.10. Define the graph DSd to be a triangular directed graph
(or digraph), as shown in Figure 1, where all horizontal edges are directed
east and all vertical edges are directed north.
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(b) DS10
Figure 1. Dehn–Sommerville graphs for odd and even d.
Definition 2.11. Number the nodes along the southwest border 1, . . . , ⌈d+1
2
⌉
in bold, and call them sources. Number the nodes along the east border
1, . . . , d+ 1, and call them sinks. A routing is a set of vertex-disjoint paths
on a digraph.
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Considering the collection of routings on DSd produces the following the-
orem.
Theorem 2.12. A subset B ⊂ [d+ 1] is a basis of DSd if and only if there
is a routing from the source set [⌈d+1
2
⌉] to the sink set B in the graph DSd.
Proof. Bjo¨rklund and Engsto¨m [5] found a way to give positive weights to
the edges of DSd so that Md is the path matrix of DSd; that is, entry (Md)ij
equals the sum of the product of the weights of the paths from source i to
sink j. Then, by the Lindstro¨m–Gessel–Viennot lemma, the determinant of
columns ai1, . . . ,ai
⌈d+1
2
⌉
is the sum of the product of weights of the routing
from the source nodes i1 < · · · < i⌈d+1
2
⌉ to the sink nodes ai1 , . . . , ai⌈ d+1
2
⌉
. It
follows that the determinant is non-zero if and only if there is a routing. 
Example 2.13. Continuing with d = 4, we see the destination sets of the
routings on digraph DS4 match with the bases of DS4 found in Example
2.9:
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2.3. The Catalan Matroid.
Definition 2.14. For n ∈ N, a Dyck path of length 2n is a path in the plane
from (0, 0) to (2n, 0) with upsteps, (1, 1), and downsteps, (1,−1), that never
falls below the x-axis. The number of Dyck paths of length 2n is counted
by the Catalan numbers Cn =
1
n+1
(
2n
n
)
.
Definition 2.15. [1, 10] The Catalan matroid, Cn, is a matroid with a
ground set of [2n] whose bases are the upstep sets of the Dyck paths of
length 2n.
Example 2.16. Let n = 3. Then the bases of the Catalan matroid are the
upstep sets of the following Dyck paths of length 6:
B = {123, 124, 125, 134, 135}
3. Main Result
Theorem 3.1. The Dehn–Sommerville matroids are obtained from the Cata-
lan matroids by removing trivial elements:
DS2n ∼= Cn+1\(2n + 2) and DS2n−1 ∼= Cn+1\1\(2n + 2) for n ∈ N.
Note that 1 is a coloop and 2n + 2 is a loop in Cn+1.
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To prove our main result, we first set the stage with some preliminary
lemmas. We first show there is a close connection between odd and even
Dehn–Sommerville matroids. We then characterize the bases of the Dehn–
Sommerville and Catalan matroids, respectively. Finally, we prove our main
result.
Lemma 3.2. The bases of the Dehn–Sommerville matroid DS2n are in bi-
jection with the bases of the Dehn–Sommerville matroid DS2n−1. More pre-
cisely, DS2n ∼= DS2n−1 ⊕ C, where C is a coloop.
Proof. For the graph DS2n, any path leaving the top source node ⌈
2n+1
2
⌉ =
n + 1 must first travel east along the only edge leaving it. To satisfy the
condition that all paths in a routing are vertex-disjoint, any path leaving
all other source nodes, excluding 1, must also first travel east. Source node
1 is forced to have the trivial path. Thus, the horizontal edges from every
source node, excluding 1, can be contracted without affecting the potential
destinations of the routings. This results in a graph equal to the graph
DS2n−1 with an added vertical edge extending from the bottom.
It follows that the number of bases of DS2n is equal to the number of
bases of DS2n−1 and there exists a bijection between the bases; namely,
{1, b2, b3, . . . , bn} 7→ {b2 − 1, b3 − 1, . . . , bn − 1},
where {1, b2, b3, . . . , bn} is a basis of DS2n. 
Lemma 3.3. [17, Problem 6.19 (i, t)] Let a1 < a2 < · · · < an be the upsteps
of a lattice path P of length 2n. Then P is a Dyck path if and only if
a1 = 1, a2 ≤ 3, a4 ≤ 5, . . . , an ≤ 2n− 1.
Lemma 3.4. Let B = {b1 < b2 < · · · < bn+1} be a subset of [2n+ 1]. Then
B is a basis of DS2n if and only if b1 = 1, b2 ≤ 3, b3 ≤ 5, . . . , bn+1 ≤ 2n+1.
Proof. First let us prove the forward direction. Assume B = {b1 < b2 <
· · · < bn+1} is a basis of DS2n. Assume bi ≥ 2i. Notice that the northwest
diagonal starting at sink 2i has n − i vertices (excluding sink 2i). If there
was a routing, the n+ 1− i paths starting at source nodes i+ 1, . . . ,n+ 1
would pass through this northwest diagonal, which forms a bottleneck of
width n − i, contradicting the presence of a routing. Thus, assuming a
routing exists from sources [i] to sinks b1, . . . , bi, the remaining source nodes
i+ 1, . . . ,n+ 1 can only be routed if bi ≤ 2i−1. See Figure 2 for an example
of a sink set that creates a bottleneck when 2n = 10 and b4 = 8.
To prove the other direction, assume b1 = 1, b2 ≤ 3, b3 ≤ 5, . . . , bn+1 ≤
2n+1. Construct a routing sequentially from the bottom, making each path
as low as possible. All routings must begin with b1 = 1. For each i, we need
to check whether the number of nodes remaining on the northwest diagonal
containing bi is greater than or equal to the number of remaining sink nodes.
Since bi ≤ 2i− 1, then by our previous argument no bottlenecks are formed
and this gives us a valid routing, so B = {b1 < b2 < · · · < bn+1} is a basis
of DS2n. 
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Proof of Theorem 3.1. This follows immediately from Lemmas 3.2, 3.3, and
3.4. 
Note that Theorem 1.1 describes in words the bases of the matroids in-
volved in Theorem 3.1.
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Figure 2. Bottleneck prevents a routing for sinks
(1,3,5,8,*,*) for d = 2n = 10.
Remark. Bjo¨rner [9] conjectured and Bjo¨rklund and Engsto¨m [5] proved
that Md is totally non-negative, which implies DSd is a positroid. A corol-
lary to our main theorem is that the Catalan matroid is a positroid, a
result recently discovered by Pawlowski [14] via pattern avoiding permuta-
tions. Thus, there are several positroid representations introduced by Post-
nikov [15] that can be used to further represent the Catalan matroid. Using
Lemma 3.4, one can verify that the decorated permutation corresponding
to the positroid Cn+1 is
1¯35 · · · (2n + 1)246 · · · (2n) when DS2n ∼= Cn+1\(2n + 2)
246 · · · (2n)135 · · · (2n− 1) when DS2n−1 ∼= Cn+1\1\(2n + 2)
for n ∈ N.
We can use this relation to obtain the Grassmann necklace, Le diagram
and juggling pattern corresponding to Cn+1.
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