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Abstract
The generalized fractional Benjamin-Bona-Mahony (gfBBM) equation models
the propagation of small amplitude long unidirectional waves in a nonlocally
and nonlinearly elastic medium. The equation involves two fractional terms
unlike the well-known fBBM equation. In this paper, we prove local exis-
tence and uniqueness of the solutions for the Cauchy problem by using energy
method. The sufficient conditions for the existence of solitary wave solutions
are obtained. The Petviashvili method is proposed for the generation of the
solitary wave solutions and their evolution in time is investigated numeri-
cally by Fourier spectral method. The efficiency of the numerical methods
is tested and the relation between nonlinearity and fractional dispersion is
observed by various numerical experiments.
Keywords: Generalized Fractional Benjamin-Bona-Mahony equation,
Conserved Quantities, Local Existence, Solitary Waves, Petviashvili Method
1. Introduction
This paper is concerned with the generalized fractional Benjamin-Bona-
Mahony (gfBBM) equation
ut + ux +
1
2
(up+1)x +
3
4
Dαux +
5
4
Dαut = 0, (1.1)
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which models the propagation of small amplitude long unidirectional waves
in a nonlocally and nonlinearly elastic medium. The equation is derived in
[1, 2] as a special case of the generalized fractional Camassa-Holm equation
by using an asymptotic expansion technique. Here p is a positive integer and
the operator Dα = (−∆)α2 denotes the Riesz potential of order −α, for any
α ∈ R. The operator can be defined via Fourier transform by
D̂αq(ξ) = |ξ|αqˆ(ξ),
where qˆ is the Fourier transform of a function q.
The effects of the relation between the nonlinearity and the dispersion
on the dynamics of solutions has been the focus of many studies. The prob-
lem mostly handled by fixing the dispersion and increasing the nonlinearity.
Studies for the more physically significant case with lower dispersion has be-
come popular only in the recent years. The well-known Korteweg-de Vries
(KdV) and Benjamin-Bona-Mohany (BBM) equations are investigated by
using corresponding fractional forms such as
ut + ux + u
pux +D
αux = 0
fractional KdV (fKdV) equation and
ut + ux + u
pux +D
αut = 0
fractional BBM (fBBM) equation. These equations have been intensively
studied in the past years for α ≥ 1 in terms of global well-posedness, stability
and blow-up etc. We refer [3, 4, 5] for a more detailed discussion and review.
The research on the more delicate case α ∈ (0, 1) has been increased in the
last few years. For p = 1, Linares et. al. [6] proved the local well-posedness
for the Cauchy problem and they have also investigated the solitary wave
solutions in terms of existence and stability in [7]. The stability and linear
instability results for a general nonlinearity are obtained by Pava [5]. In [8]
the blow-up and the global existence problems are handled and solitary wave
solutions for the fKdV are constructed numerically. Duran used efficient
numerical methods to investigate the solitary wave solution of the fKdV
equation in [9].
The gfBBM equation contains the fractional terms of both the fKdV and
the fBBM equations, but unlike them, the gfBBM equation models a physical
phenomena. The effects of these terms on the solutions when occurring
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together, such as well-posedness of the Cauchy problem, existence of solitary
waves and the nature of solutions in time is therefore a curious problem.
The aim of the current study is to investigate the dynamics of the gfBBM
equation with a general power type nonlinear term.
The paper is organized as follows: In Section 2, we prove the local exis-
tence and uniqueness of the Cauchy problem for the gfBBM equation together
with the initial condition
u(x, 0) = φ(x) (1.2)
by using the energy method. In Section 3, we derive the conserved quantities
for the gfBBM equation. The existence-nonexistence results for solitary wave
solutions are given in Section 4. We use Pohozaev type identites to show the
non-existence of solitary wave solutions and the results of [10] are applied
for the existence of positive solitary waves for certain values of α, p and the
wave speed c. Section 5 is devoted to numerical investigation of the solutions.
We construct the solitary wave solutions numerically by using Petviashvili
method. For the time evolution of the constructed solution we propose a
numerical scheme combining a Fourier pseudo-spectral method for space and
a fourth order Runge-Kutta method for the time integration. We perform
numerical experiments for several values of α and p to investigate the effects
of dispersion and nonlinearity.
Throughout this study, Lp(R) is the usual Lebesgue space with the norm
‖ . ‖Lp for 1 ≤ p ≤ ∞. Hs(R) is the Sobolev space with the norm
‖u‖Hs = (
∫
R
(1 + |k|2)s|uˆ(k)|2dk)1/2
for s ∈ R and C denotes the generic constant. Here, the Fourier transform
and its inverse for the given function u ∈ L2(R) defined as
u(x) =
1
2pi
∫
R
uˆ(k)eikxdk, uˆ(k) =
∫
R
u(x)e−ikxdx. (1.3)
Js = (I−∆) s2 denotes the Bessel potentials of order−s with ‖Jsu‖L2 = ‖u‖Hs .
2. Local Existence and Uniqueness
The local well-posedness of solutions in Sobolev spaces for the fractional
Benjamin-Bona-Mahony equation with the quadratic nonlinearity
ut + ux + uux +D
αut = 0
3
is studied by using energy estimates in [6]. As in stated [11], this method
does not provide the uniqueness since one of the terms can not be controlled
by the appropriate Sobolev norm. The same problem is also observed for
the gfBBM equation. Therefore, we follow the idea given in [11]. To prove
the local existence and uniqueness of the Cauchy problem, we consider the
following regularization
ut + u

x +
1
2
[(u)p+1]x +
3
4
Dαux +
5
4
Dαut − uxx = 0, (2.1)
u(x, 0) = u0(x). (2.2)
The eq. (2.1) is rewritten as
ut +
(I + 34Dα
I +
5
4
Dα
)
ux −
( 1
I +
5
4
Dα
)
uxx = −
1
2(I +
5
4
Dα)
[(u)p+1]x. (2.3)
The Duhamel formula implies that u is the solution of the Cauchy problem
(2.1)-(2.2) if and only if u is the solution of the integral equation u = Φu
where
(Φu)(x, t) = Stu

0(x)−
1
2
∫ t
0
St−τ
[ ∂x
(I + 5
4
Dα)
(u)p+1
]
(x, τ)dτ, (2.4)
with
Stu = F−1
(
e
−
[
1+34 |ξ|
α
1+54 |ξ|α
iξ+ ξ
2
1+54 |ξ|α
]
t
)
∗ u(x).
Here, the symbol * denotes the convolution operation. We need the following
lemmas in order to proceed with the fixed point theorem:
Lemma 2.1. Let 0 < α < 1 and r ≥ 0. We have
‖ ∂x
(I +
5
4
Dα)
St(uv)‖Hr ≤ C(, t)‖u‖Hr‖v‖Hr (2.5)
where
Stu = F−1
(
e
−
[
1+34 |ξ|
α
1+54 |ξ|α
iξ+ ξ
2
1+54 |ξ|α
]
t
)
∗ u(x), C(, t) = C(t)−
3
2−α
2−α . (2.6)
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Proof. By duality, proving the lemma is equivalent to proving∫
R
∂x
(I + 5
4
Dα)
St(u(x)v(x))w(x)dx ≤ C(, t)‖u‖Hr‖v‖Hr‖w‖H−r
for all w ∈ S(R). Thanks to the Plancherel identity, one gets∫
R
∂x
(I + 5
4
Dα)
St(u(x)v(x))w(x)dx
=
∫
R
iξ
1 + 5
4
|ξ|α
[
e
−
(
1+34 |ξ|
α
1+54 |ξ|α
iξ+ ξ
2
1+54 |ξ|α
)
t
]
(û ∗ v̂)(ξ)ŵ(ξ)dξ
=
∫
R
∫
R
iξ
1 + 5
4
|ξ|α
[
e
−
(
1+34 |ξ|
α
1+54 |ξ|α
iξ+ ξ
2
1+54 |ξ|α
)
t
]
û(ξ − η)v̂(η)ŵ(ξ)dηdξ.
Let us define
Û = 〈ξ〉rû, V̂ = 〈ξ〉rv̂, Ŵ = 〈ξ〉−rŵ, (2.7)
where 〈ξ〉 = (1+ξ2)1/2. By using the triangle inequality 〈ξ〉r ≤ C〈ξ−η〉r〈η〉r
and |ξ|
1+ 5
4
|ξ|α ≤ 〈ξ〉1−α, we have
|
∫
R
∂x
(I + 5
4
Dα)
St(u(x)v(x))w(x)dx |
=
∣∣∣∣ ∫
R
∫
R
iξ
1 + 5
4
|ξ|α e
−
[
1+34 |ξ|
α
1+54 |ξ|α
iξ+ ξ
2
1+54 |ξ|α
]
t 〈ξ〉r
〈ξ − η〉r〈η〉r Û(ξ − η)V̂ (η)Ŵ (ξ)dηdξ
∣∣∣∣
≤ C‖W‖L2 ‖ iξ
1 + 5
4
|ξ|α e
−
[
1+34 |ξ|
α
1+54 |ξ|α
iξ+ ξ
2
1+54 |ξ|α
]
t
Û ∗ V̂ ‖L2
≤ C‖W‖L2‖Û ∗ V̂ ‖L∞‖〈ξ〉1−αe
− ξ2
1+54 |ξ|α
t‖L2
≤ C‖W‖L2‖U‖L2‖V ‖L2‖〈ξ〉1−αe
− ξ2
1+54 |ξ|α
t‖L2
The inequality e−x ≤ 1
xθ
for x ∈ R and θ ∈ R yields that
5
|
∫
R
∂x
(I + 5
4
Dα)
St(u(x)v(x))w(x)dx |
≤ C‖W‖L2‖U‖L2‖V ‖L2‖〈ξ〉1−α 1( ξ2
1+ 5
4
|ξ|α t
)θ ‖L2
≤ C‖W‖L2‖U‖L2‖V ‖L2 1(
t
)θ ‖ 1〈ξ〉θ(2−α)−(1−α)‖L2
≤ C(, t)‖W‖L2‖U‖L2‖V ‖L2
if θ >
3
2
−α
2−α . By using the definitions (2.7), we obtain
|
∫
R
∂x
(I + 5
4
Dα)
St(u(x)v(x))w(x)dx |≤ C(, t)‖w‖H−r‖u‖Hr‖v‖Hr .
Lemma 2.2. For r > n/2, Hr(Rn) is an algebra with respect to the product
of functions. That is, if u, v ∈ Hr(Rn) then uv ∈ Hr(Rn) and
‖uv‖Hr(Rn) ≤ C‖u‖Hr(Rn)‖v‖Hr(Rn). (2.8)
Corollary 2.3. Let 0 < α < 1 and r > 1/2. We have
‖ ∂x
(I +
5
4
Dα)
St(u
p)‖Hr ≤ C(, t)‖u‖pHr , (2.9)
where the operator St and C(, t) are given in the eq. (2.6).
Lemma 2.4. [12] Assume that f ∈ Ck(R), u, v ∈ Hr(Ω) ∩ L∞(Ω) and
k = [r] + 1, where r ≥ 0. Then we have
‖f(u)− f(v)‖r ≤ K(M)‖u− v‖r (2.10)
if ‖u‖∞ ≤ M, ‖v‖∞ ≤ M, ‖u‖r ≤ M and ‖v‖r ≤ M , where K(M) is a
constant depending on M and s.
Now, we prove the existence and uniqueness of the local solution for the
reqularized problem (2.1)-(2.2) by using the contraction mapping principle.
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Theorem 2.5. Assume that u0 ∈ Hr(R) with r > 1/2 and 0 < α < 1.
Then, for any  > 0 there exists a unique solution u ∈ C([0, T], Hr(R)) to
the Cauchy problem (2.1)-(2.2), where T = T (‖u0‖, ).
Proof. Let BT be the closed ball
BT = {u ∈ C([0, T ], Hr(R)), ‖u‖L∞([0,T ],Hr(R)) ≤ 2‖u0‖Hr(R)}.
We first prove Φ maps BT into BT for T small enough. From (2.4), one gets
‖Φu(t)‖Hr = ‖Stu0 −
1
2
∫ t
0
St−τ
[ ∂x
(I + 5
4
Dα)
(u)p+1
]
(τ)dτ‖Hr
≤ ‖u0‖Hr +
1
2
∫ t
0
‖St−τ
[ ∂x
(I + 5
4
Dα)
(u)p+1(τ)
]‖Hrdτ.
The Corollary 2.3 implies that
‖St−τ
[ ∂x
(I + 5
4
Dα)
(u)p+1(τ)
]‖Hr ≤ C((t− τ))− 32−α2−α ‖u(t)‖p+1Hr . (2.11)
Using (2.11), we have
‖Φu(t)‖Hr ≤ ‖u0‖Hr + C,rT sup
t∈[0,T ]
‖u(t)‖p+1Hr
By choosing T small enough to satisfy T ≤ 1
C,r2p+1‖u0‖pHr
gives that Φ
maps BT into BT .
The next step is to prove that Φ is contractive. Let u1, u

2 ∈ BT . The
Duhamel formula (2.4) gives
‖Φu1(t)− Φu2(t)‖Hr ≤
1
2
∫ t
0
‖St−τ ∂x
(I + 5
4
Dα)
[
(u1)
p+1 − (u2)p+1
]
(τ)‖Hrdτ
(2.12)
and Corollary 2.3 and Lemma 2.4 imply
‖Φu1(t)− Φu2(t)‖Hr ≤ C
∫ t
0
((t− τ))−
3
2−α
2−α ‖(u1)p+1(τ)− (u2)p+1(τ)‖Hrdτ,
≤ C,rTK(M) sup
t∈[0,T ]
‖u1(t)− u2(t)‖Hr .
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where ‖u1‖Hr ≤ M and ‖u2‖Hr ≤ M . If we choose T < 1C,rK(M) , then Φ is
strictly contractive.
To obtain the continuity with respect to the initial data, we consider the
solutions u and v in Hr(R) corresponding to initial conditions u0 and v0,
respectively, with ‖u0‖Hr ≤M and ‖v0‖Hr ≤M . Similar computations show
that
‖u(t)− v(t)‖Hr
≤ ‖St
(
u0 − v0
)‖Hr + ∫ t
0
‖St−τ ∂x
(I + 5
4
Dα)
(
(u)p+1 − (v)p+1)(τ)‖Hrdτ,
≤ ‖u0 − v0‖Hr + C,rTK(M) sup
t∈[0,T ]
‖u(t)− v(t)‖Hr .
The inequality
sup
t∈[0,T ]
‖u(t)− v(t)‖Hr ≤ 1
1− C,rTK(M)‖u

0 − v0‖Hr
with 1 − C,rTK(M) > 0 yields that the solution depends continuously on
the given initial data since it is bounded by a continuous function related to
the difference of the initial data.
Theorem 2.6. Let 0 < α < 1 and the initial data in u0 ∈ Hr(R) with
r > 3
2
− α. Then the unique regularized solution C([0, T ], Hr(R)) to the eqs.
(2.1)-(2.2) satisfies the energy estimate
d
dt
‖u(t)‖2Hr(R) ≤ C‖u(t)‖p+2Hr(R). (2.13)
Proof: Let r = s + α
2
. Applying the operator Js to the eq. (2.1),
multiplying both sides of the equation by Jsu and then integrating on the
whole line, we have
1
2
d
dt
∫
R
(|Jsu|2+5
4
|Js+α2 u|2)dx+ d
dt
∫
R
(Jsux)
2dx = −p+ 1
2
∫
R
JsuJs
(
(u)pux
)
dx.
(2.14)
Using the fractional Leibniz rule [13], the term Js
(
(u)pux
)
is written as
Js
(
(u)pux
)
= (u)pJsux + u

xJ
s(u)p +R,
8
where R is the remainder. Then, the eq. (2.14) becomes
1
2
d
dt
∫
R
(|Jsu|2 + 5
4
|Js+α2 u|2)dx+  d
dt
∫
R
(Jsux)
2dx
= −p+ 1
2
(∫
R
(u)pJsuxJ
sudx+
∫
R
uxJ
s(u)pJsudx+
∫
R
RJsudx
)
.
(2.15)
Using the integration by parts for the first term of RHS, we have∫
R
(u)pJsuxJ
sudx = −1
2
∫
R
[(u)p]x(J
su)2dx.
Thus by using the Ho¨lder’s inequality, the first term of RHS is estimated as∫
R
|[(u)p]x(Jsu)2|dx ≤ C‖[(u)p]x‖Lq1‖Jsu‖2Lq2
≤ C‖[(u)p]x‖Hs+α2 −1‖Jsu‖2H α2
≤ C‖u‖p
Hs+
α
2
‖Jsu‖2
H
α
2
≤ C‖u‖p+2
Hs+
α
2
. (2.16)
Here, we have used the following Sobolev imbeddings
Hs+
α
2
−1 ↪→ Lq1 , for q1 ≤ 2
3− 2s− α,
H
α
2 ↪→ Lq2 , for q2 ≤ 2
1− α, (2.17)
where 1
q1
+ 2
q2
≤ 1 implies s ≥ 3
2
(1 − α). By Lemma 2.2, u ∈ Hs+α2 (R)
ensures (u)p ∈ Hs+α2 (R), as the condition s ≥ 3
2
(1 − α) guarantees that
Hs+
α
2 (R) is an algebra.
The estimation of the second term in RHS of the eq. (2.15) is given as∫
R
|uxJsuJs(u)p|dx ≤ ‖ux‖Lq3‖Jsu‖Lq4‖Js(u)p‖Lq5
≤ C‖ux‖Hs+α2 −1‖Jsu‖H α2 ‖Js(u)p‖H α2
≤ C‖u‖p+2
Hs+
α
2
, (2.18)
9
where 1
q3
+ 1
q4
+ 1
q5
≤ 1. Here the Sobolev imbeddings
Hs+
α
2
−1 ↪→ Lq3 , for q3 ≤ 2
3− 2s− α,
H
α
2 ↪→ Lq4 , for q4 ≤ 2
1− α,
H
α
2 ↪→ Lq5 , for q5 ≤ 2
1− α,
provide s ≥ 3
2
(1− α).
The estimation of last term of the eq. (2.15),∫
R
|RJsu|dx ≤ ‖R‖L2/(1+α)‖Jsu‖L2/(1−α) ≤ C‖R‖L2/(1+α)‖u‖Hs+α2 ,
follows directly from Ho¨lder’s inequality and the Sobolev imbedding H
α
2 ↪→
L2/(1−α). Following [6, 13] and using
H
α
2
+µ(R) ↪→ L4/(1+α), 4
1 + α
≤ 2
1− 2(α
2
+ µ)
,
Hs+
α
2
−1−µ(R) ↪→ L4/(1+α), 4
1 + α
≤ 2
1− 2(s+ α
2
− 1− µ)
for any 0 < µ < s, one gets
‖R‖L2/(1+α) ≤ C‖Js−µ(u)p‖L4/(1+α)‖Jµ(u)x‖L4/(1+α) ≤ C‖u‖pHs+α2 ‖u
‖
Hs+
α
2
,
and finally ∫
R
|RJsu|dx ≤ C‖u‖p+2
Hs+
α
2
. (2.19)
Choosing a suitable µ, last restriction provides s ≥ 3
2
(1−α) as above. Com-
bining the eqs. (2.16), (2.18) and (2.19), we have
d
dt
‖Js+α2 u(t)‖2L2 ≤ C‖Js+
α
2 u(t)‖p+2L2 .
From ‖Jsu‖L2 = ‖u‖Hs , the energy estimate is given by
d
dt
‖u(t)‖2Hr ≤ C‖u(t)‖p+2Hr . (2.20)
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Since ‖u(t)‖2Hr ≤ y(t) where y(t) is the solution of the following differential
equation
y′(t) = C[y(t)]
p+2
2
y(0) = ‖u0‖2Hr . (2.21)
The energy bound is given by
y(t) =
y(0)
{2− Cp[y(0)]p/2 t}2/p =
‖u0‖2Hr
{2− Cp‖u0‖pHr t}2/p
. (2.22)
Theorem 2.7. Let 0 < α < 1, r ≥ 2− α
2
and u0 ∈ Hr(R). Then there exists
a time T > 0, the solution u of the Cauchy problem for the eqs. (2.1)-(2.2)
converges uniformly to u of the Cauchy problem for the eqs. (1.1)-(1.2) in
C([0, T ], Hr(R)) as → 0.
Proof. We show that (u(t))≥0 is a Cauchy sequence in [0, T ]. Let , δ ≥ 0
and u, vδ be the respective solutions of the eqs. (2.1)-(2.2). The difference
w = u − vδ satisfies
wt +wx +
3
4
Dαwx +
3
4
Dαwt +
1
2
{
[(u)p+1]x− [(vδ)p+1]x
}
= (− δ)uxx + δwxx.
(2.23)
Multiplying both sides of the eq. (2.23) by w and then integrating on the
whole line, we have
d
dt
∫
R
[w2 + (Dα/2w)2]dx
= −
∫
R
{
w
[
(u)p + (u)p−1vδ + ....+ (vδ)p
]}
x
wdx+
∫
R
[
2(− δ)uxxw − 2δ(wx)2
]
dx
≤
∫
R
[
(u)p + (u)p−1vδ + ....+ (vδ)p
]
wwxdx+
∫
R
[
2(− δ)uxxw
]
dx
≤ 1
2
∫
R
| [(u)p + (u)p−1vδ + ....+ (vδ)p]
x
w2 | dx+ 2(− δ)
∫
R
| uxxw | dx.
(2.24)
By using the Ho¨lder’s inequality, the first term of RHS is estimated as∫
R
| [(u)p + (u)p−1vδ + ....+ (vδ)p]
x
w2 | dx
≤ C‖ [(u)p + (u)p−1vδ + ....+ (vδ)p]x ‖Lq1‖w‖2Lq2
≤ C‖(u)p + (u)p−1vδ + ....+ (vδ)p‖
Hs+
α
2
‖w‖2
H
α
2
.
(2.25)
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Here, we have used the Sobolev imbeddings (2.17). By Theorem 2.6, u and
vδ are bounded. Then, we deduce that∫
R
| [(u)p + (u)p−1vδ + ....+ (vδ)p]
x
w2 | dx ≤ C‖w‖2
H
α
2
.
The second term of RHS is estimated as∫
R
| uxxw | dx ≤ ‖uxx‖Lq6‖w‖Lq7
≤ ‖uxx‖Hs+α2 −2‖w‖H α2
≤ ‖u‖
Hs+
α
2
‖w‖
H
α
2
. (2.26)
Here, we have used the following Sobolev imbeddings
Hs+
α
2
−2 ↪→ Lq6 , for q6 ≤ 2
5− 2s− α,
H
α
2 ↪→ Lq7 , for q7 ≤ 2
1− α,
where 1
q6
+ 1
q7
≤ 1 implies that s ≥ 2−α. Since r = s+ α
2
, we obtain r ≥ 2− α
2
.
By Theorem 2.6, it follows that∫
R
| uxxw | dx ≤ C‖w‖H α2 . (2.27)
Combining the estimates (2.26) and (2.27), we get
d
dt
‖w‖2
H
α
2
≤ C‖w‖2
H
α
2
+ C(− δ)‖w‖
H
α
2
The Gronwall lemma implies that (u(t))≥0 is a Cauchy sequence in the
complete space H
α
2 (R) and it converges to a limit u(t). Moreover, u(t) is
continuous with respect to time and uniformly bounded by Theorem 2.6, the
sequence u(t) is also weakly convergent in Hs+
α
2 (R) to the limit u(t).
3. Conserved Quantities
In this section, we derive the conserved quantities of the gfBBM eq.
(1.1) for the smooth enough solutions which tend to 0 as x → ∓∞. As
12
(I +
5
4
Dα)u = 0 implies that u = 0 the operator (I +
5
4
Dα) is invertible.
Thus the equation is rewritten in the conservative like form
ut + ∂x(I +
5
4
Dα)−1[u+
1
2
up+1 +
3
4
Dαu] = 0. (3.1)
Therefore, the first conserved integral is
I0 =
∫
R
u(x, t)dx. (3.2)
Multiplying the eq. (1.1) by u and integrating on the whole line, we have∫
R
(
u2
2
)tdx+
∫
R
(
u2
2
)xdx +
1
2
∫
R
p+ 1
p+ 2
(up+2)xdx
+
3
4
∫
R
uDαuxdx+
5
4
∫
R
uDαutdx = 0.
(3.3)
Thanks to the Plancherel theorem, one can write∫
R
uDαutdx =
∫
R
|ξ|αuˆt(ξ, t)uˆ(ξ, t)dξ,
=
1
2
d
dt
∫
R
|D α2 u|2dx. (3.4)
Rewriting the eq. (3.3) in the form
1
2
d
dt
∫
R
(u2 +
5
4
|D α2 u|2)dx+ 1
2
∫
R
(u2 +
p+ 1
p+ 2
up+2 +
3
4
|D α2 u|2)xdx = 0
allows us to write a second conserved integral
I1 =
∫
R
(u2 +
5
4
|D α2 u|2)dx (3.5)
for any α. Therefore, the Cauchy problem for the eq. (1.1) admits a unique
global weak solution in L∞(R, H α2 (R)).
The equivalent form for the eq. (3.1) gives us the Hamiltonian formulation
∂tu+ Jα∇uH(u) = 0.
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Here, skew-adjoint operator Jα is
Jα = ∂x(I +
5
4
Dα)−1,
and the Hamiltonian is
H(u) =
1
2
∫
R
(
u2 +
up+2
p+ 2
+
3
4
|D α2 u|2)dx. (3.6)
The Sobolev Imbedding Hα/2 ↪→ Lp+2 yields that H(u) is well-defined for
α ≥ p
p+ 2
.
4. Solitary Wave Solutions
To find the localized solitary wave solutions of the eq. (1.1), we use the
ansatz u(x, t) = Qc(ξ), ξ = x − ct with lim|ξ|→∞Qc(ξ) = 0 which leads to the
ordinary differential equation
−cQ′c +Q′c +
1
2
(Qp+1c )
′ +
3
4
DαQ′c − c
5
4
DαQ′c = 0.
Here ′ denotes the derivative with respect to ξ. Integrating the above equa-
tion, we have (5
4
c− 3
4
)
DαQc + (c− 1)Qc − 1
2
(Qc)
p+1 = 0. (4.1)
The following theorem shows the non-existence of the nontrivial solutions of
the eq. (4.1) for some values of α, p and c.
Theorem 4.1. Assume that one of the following cases
i. c ∈ (3
5
, 1) and α ≥ p
p+2
,
ii. c /∈ (3
5
, 1) and α ≤ p
p+2
,
iii. c = 3
5
or c = 1,
is satisfied. Then, the eq. (4.1) does not admit any nontrivial solution Qc ∈
H
α
2 (R)
⋂
Lp+2(R).
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Proof: Let Qc be any nontrivial solution of the eq. (4.1) in the class
H
α
2 (R)
⋂
Lp+2(R). Multiplying the eq. (4.1) by Qc and integrating on R, we
get (5
4
c− 3
4
) ∫
R
QcD
αQcdx+ (c− 1)
∫
R
Q2cdx =
1
2
∫
R
Qp+2c dx. (4.2)
By using the Plancherel’s formula∫
R
QcD
αQcdx =
∫
R
|ξ|αQˆc(ξ)Qˆc(ξ)dξ,
=
∫
R
|D α2Qc|2dx,
(4.2) becomes(5
4
c− 3
4
) ∫
R
|D α2Qc|2dx+ (c− 1)
∫
R
Q2cdx =
1
2
∫
R
Qp+2c dx. (4.3)
On the other hand, multiplying the eq. (4.1) by xQ′c and integrating over R,
we have(5
4
c− 3
4
) ∫
R
xQ′cD
αQcdx+ (c−1)
∫
R
xQ′cQcdx−
1
2
∫
R
xQ′cQ
p+1
c dx = 0. (4.4)
Later, the equality∫
R
xQ′cD
αQcdx =
α− 1
2
∫
R
|D α2Qc|2dx, (4.5)
in [6] and several integration by parts turns the eq. (4.4) into the Pohozaev
type identity(5
4
c− 3
4
)1− α
2
∫
R
|D α2Qc|2dx+ c− 1
2
∫
R
Q2cdx−
1
2(p+ 2)
∫
R
Qp+2c dx = 0.
(4.6)
Finally, by gathering the eqs. (4.3) and (4.6), we obtain∫
R
|D α2Qc|2dx = 4p(c− 1)
(5c− 3)[α(p+ 2)− p]
∫
R
Q2cdx (4.7)
and the proof of items (i) and (ii) of the theorem follows directly from the
positivity of the left hand integral. To prove item (iii) we first set c = 1 in
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(4.7) which gives D
α
2Qc = 0 and then the assumption lim|x|→∞
Qc(x) = 0 shows
that the solution is trivial. Lastly, if we rewrite (4.7) as
(5c− 3)[α(p+ 2)− p]
4p(c− 1)
∫
R
|D α2Qc|2dx =
∫
R
Q2cdx
and set c = 3/5 we directly have that Qc = 0, which completes the proof.
Combining the results of Theorem 4.1 and the condition α ≥ p
p+ 2
which
ensures that the Hamiltonian (3.6) is well-posed for 0 < α < 1 we conclude
that in order to have a non-trivial solution we must have α >
p
p+ 2
and
c < 3/5 or c > 1.
On the other hand if we assume that the solution Qc is positive and c < 3/5
then the eq. (4.2) gives a contradiction while the RHS of the equation is
positive and the LHS is negative. Therefore we are able to say that the eq.
(4.1) has no positive solitary wave solutions unless c > 1.
In order to show the existence and uniqueness of the solitary wave solu-
tions, we recall the results of Frank and Lenzmann [10].
Definition 4.2. (Definition 2.1 of [10], Definition 1.1 of [5]) Let Q ∈
Hα/2(R) be an even and positive solution of the equation
DαQ+Q−Qp+1 = 0. (4.8)
If
Jα,p(Q) = inf{Jα,p(u)|u ∈ Hα/2(R)\{0}} (4.9)
then Q ∈ Hα/2(R) is a ground state solution of the eq. (4.8) where Jα,p is
the Weinstein functional defined by
Jα,p(u) =
(∫
R
|u|p+2dx
)−1(∫
R
|Dα/2u|2dx
)p/2α(∫
R
|u|2dx
)p(α−1)/2α+1
.
The scaling
Qc(ξ) = (2(c− 1))1/pQ
((
4(c− 1)
5c− 3
)1/α
ξ
)
converts the eq. (4.1) into the eq. (4.8). In Proposition 1.1 and Theorem
2.4 of [10], Frank and Lenzmann prove the existence and uniqueness of the
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positive ground state solutions of the eq. (4.8) when 0 < α < 2 and 0 < p <
pmax holds, where the critical exponent is defined as
pmax(α) =
{
2α
1−α , for 0 < α < 1
∞, for 1 ≤ α < 2. (4.10)
Therefore, the eq. (4.1) has a unique positive ground state solutionQc ∈ Hα/2(R)
for c > 1 and α >
p
p+ 2
. That is why in the following section, we choose the
parameters c, α and p satisfying these conditions to obtain positive solitary
wave solutions, numerically.
5. Numerical results for gfBBM Equation
In this section, we discuss the numerical solutions of the gfBBM equation.
Since we do not know the analytical solitary wave solutions of the eq. (1.1)
for any α ∈ (0, 1), we first use the Petviashvili’s iteration method [14, 15, 16,
17] to construct the solitary wave solution numerically. The solitary wave
solution of the gfBBM equation satisfies the eq. (4.1). Applying the Fourier
transform to the eq. (4.1) yields
Q̂c(k)[(
5c
4
− 3
4
)|k|α + c− 1] = 1
2
Q̂p+1c (k).
We propose standard iterative algorithm in the form
Q̂n+1(k) =
1
2[(
5c
4
− 3
4
)|k|α + c− 1]
Q̂p+1n (k), (5.1)
where Q is used instead of Qc for simplicity. The condition c > 1 guarantees
the non-resonance condition (
5c
4
− 3
4
)|k|α + c − 1 6= 0 for any k ∈ R. The
main idea in the Petviashvili method is to add a stabilizing factor into the
fixed-point iteration in order to prevent the iterated solution to converge to
zero solution or diverge. Then, the Petviashvili method for the gfBBM eq.
is given by
Q̂n+1(k) =
Mνn
2[(
5c
4
− 3
4
)|k|α + c− 1]
Q̂p+1n (k) (5.2)
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with stabilizing factor
Mνn =
∫
R[(
5c
4
− 3
4
)|k|α + c− 1][Q̂n(k)]2dk∫
R
1
2
Q̂p+1n (k)Q̂n(k)dk
,
for some parameter ν. Pelinovsky et. al. in [14] showed that the fastest
convergence occurs when ν = (p+ 1)/p. Therefore to reduce the CPU time,
we use ν = (p+ 1)/p for the rest of the paper. The Fourier pseudo-spectral
method is employed to implement the scheme (5.2). The MATLAB functions
“fft” and “ifft” compute the discrete Fourier transform and its inverse for any
function f(x) by using efficient Fast Fourier Transform. We note that the
Petviashvili iteration method can also be used for approximating the periodic
waves [17].
Next, we investigate time evolution of the numerically generated soli-
tary waves by using a numerical scheme combining a Fourier pseudo-spectral
method for space and a fourth order Runge-Kutta method for the time in-
tegration. Since the fractional derivative in the gfBBM equation is defined
by a Fourier multiplier, the Fourier spectral method will be the most ap-
propriate method for investigating the evolution of the solution in time. We
assume that u(x, t) has periodic boundary condition u(−L, t) = u(L, t) on
the truncated domain (x, t) ∈ [−L,L]× [0, T ].
First, the spatial period is normalized from finite interval x ∈ [−L,L] to
X ∈ [0, 2pi] using the transformation X = pi(x+ L)/L in order to use the
MATLAB functions “fft” and “ifft”. In this case, the eq. (1.1) becomes[
I + 5
4
(
pi
L
)αDα
]
ut = −pi
L
uX − pi
2L
(up+1)X − 3
4
(
pi
L
)α+1DαuX . (5.3)
For the discretization of (5.3) the interval [0, 2pi] is divided into N equal
subintervals with grid spacing ∆X = 2pi/N , where the integer N is even.
The spatial grid points are given by Xj = 2pij/N , j = 0, 1, 2, ..., N . The time
interval [0, T ] is divided into M equal subintervals with time step ∆t. The
temporal grip points are shown by tm =
mT
M
, m = 0, ...,M . The discrete
Fourier transform of the sequence {Uj}, i.e.
U˜k = Fk[Uj] = 1
N
N−1∑
j=0
Uje
−ikXj , −N/2 ≤ k ≤ N/2− 1 (5.4)
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gives the corresponding Fourier coefficients. Likewise, {Uj} can be recovered
from the Fourier coefficients by the inversion formula for the discrete Fourier
transform (5.4), as follows:
Uj = F−1j [U˜k] =
N
2
−1∑
ξ=−N
2
U˜ke
ikXj , j = 0, 1, 2, ..., N − 1 . (5.5)
Here F denotes the discrete Fourier transform and F−1 its inverse. Applying
the discrete Fourier transform to the eq. (5.3), we get the ordinary differential
equation given by
(U˜k)t =
−pi
L
ikU˜k − pi
2L
ik(˜Up+1)k −
3
4
(
pi
L
)α+1ik|k|αU˜k
1 +
5
4
(
pi
L
)α|k|α
. (5.6)
We then use the fourth order Runge-Kutta method to solve the resulting
ODE in time. Finally, we find the approximate solution by using the inverse
discrete Fourier transform.
5.1. Numerical Generation of Solitary Waves
A solitary wave solution u(x, t) = Qc(x− ct) of the equation
ut + uux −Dαux = 0 (5.7)
satisfies the ODE
DαQc + cQc − 1
2
Q2c = 0. (5.8)
The eq. (5.8) has the solution
Qc(x, t) =
4c
1 + c2(x− ct)2 (5.9)
for α = 1 in [8]. By the convenient scaling, the exact solitary wave solution
of gfBBM equation can be written as
Qexact(x, t) =
4(c− 1)
1 +
[4(c−1)
5c−3
]2
(x− ct)2
(5.10)
for α = 1 and p = 1.
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In the first numerical experiment, we test our scheme by comparing the
numerical result with the exact solution. The space interval and number of
grid points are chosen as x ∈ [−2048, 2048] and N = 218, respectively. The
overall iterative process is controlled by the error,
Error(n) = ‖Qn −Qn−1‖, n = 0, 1, ....
between two consecutive iterations defined with the number of iterations, the
stabilization factor error
|1−Mn|, n = 0, 1, ....
and the residual error
RES(n) = ‖SQn‖∞, n = 0, 1, ....
where
SQ = (3
4
− 5c
4
)
DαQ− (1− c)Q− 1
2
Qp+1. (5.11)
In Figure 1, we present the difference between the obtained numerical and
exact solitary wave solution and the variation of three different errors with
the number of iterations in semi-log scale. As it is seen from the Figure 1,
our proposed numerical scheme captures the solution remarkably well.
In order to understand the effects of the fractional dispersion, we illustrate
the solitary wave profiles generated by Petviashvili’s iteration method for
various values of α and for c = 1.1, p = 1 in Figure 2. We observe that the
solution becomes more and more peaked with decreasing values of α.
Since we do not know the exact solitary wave solution for different values of
α, we cannot compare the numerical solution with the exact solution. There-
fore, the iteration, stabilization factor and the residual errors are depicted in
Figure 3, respectively, for α = 0.6 and α = 0.8. These results show that the
solitary wave solution generated by Petviashvili’s method converges rapidly
to the accurate solution.
In order to understand the effects of the nonlinearity, we present the solitary
wave profiles generated by Petviashvili’s iteration method for various non-
linearities with fixed α = 0.8 in Figure 4. This numerical result agrees well
with the fact that the wave steepens with increasing nonlinear effects.
In the next experiment we investigate the speed-amplitude relation. We
illustrate the variation of the amplitude with the speed parameter for various
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Figure 1: Difference between the exact and the numerical solutions for α = 1, p = 1 and
the variation of the Error(n), |1−Mn| and RES with the number of iterations in semi-log
scale.
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Figure 2: Solitary wave profiles for various values of α (p = 1, c = 1.1).
values of p and the fixed α = 0.8 and various values of α and fixed nonlinearity
p = 1 in Figure 5. We observe that the amplitude is increasing with the
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Figure 3: The variation of the iteration, stabilization factor and the residual errors with
the number of iterations in the semi-log scale (c = 1.1, p = 1).
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Figure 4: Solitary wave profiles for various nonlinearities (α = 0.8, c = 1.1).
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increasing values of speed, as expected for the solitary waves. As it is seen
from the left panel of Figure 5, there is a critical speed cs near to 1.5. For a
fixed value of α and speed (c < cs), the amplitude increases with increasing
nonlinearity. But, for a fixed value of α and speed (c > cs), the amplitude
decreases with increasing nonlinearity. The right panel of Figure 5 illustrates
that the amplitude increases with decreasing values of α for a fixed value of
nonlinearity p = 1 and speed.
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Figure 5: Speed and amplitude relation for various values of p and the fixed α = 0.8 (left
panel) and for various values of α and fixed nonlinearity p = 1 (right panel)
5.2. The Fourier-pseudospectral method for gfBBM Equation
To investigate the time evolution of the solutions we first show that the
numerical scheme captures the exact solution (5.10) for α = 1 well enough.
We use the initial data (5.10) with c = 1.1, α = 1, p = 1. The problem is
solved in the space interval −2048 ≤ x ≤ 2048 up to T = 20. We set the
number of grid points as N = 218,M = 4000. Figure 6 illustrates variation of
change in the conserved quantity I1 with time and shows that it is preserved
by the numerical scheme. Here we note that as the conserved quantity I0 is
linear it is automatically preserved by the numerical scheme [18].
Figure 7 shows the wave profile calculated by the Fourier pseudo-spectral
method with time step ∆t = 0.005 at t = 10 and t = 20. To observe the
wave profile more clear, we focus on the space interval −150 ≤ x ≤ 150. We
also show the variation of change for the conserved quantity I1 in Figure 7.
It is seen from the figure, the proposed scheme conserves I1 very well.
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Acknowledgements
The authors would like to express sincere gratitude to the reviewers for their
constructive suggestions which helped to improve the quality of this paper.
The last author would like to thank Dr. Jiao He for helpful and fruitful com-
munication. Goksu Oruc was supported by the Scientific and Technological
Research Council of Turkey (TUBITAK) under the grant 2211. The first
and the last authors were supported by Research Fund of Istanbul Technical
University Project Number: 42257.
24
References
[1] Erbay HA, Erbay S, Erkip A. Derivation of Camassa-Holm equations
for elastic waves. Phys Lett A. 2015;379:956–961.
[2] Erbay HA, Erbay S, Erkip A. Derivation of generalized Camassa-
Holm equations from Boussinesq type equations. J Non Math Phys.
2016;23:314–322.
[3] Fonseca G, Linares F, Ponce G. The IVP for the dispersion general-
ized Benjamin-Ono equation in weighted Sobolev spaces. Annales de
l’Institut Henri Poincare (C) Non Linear Analysis. 2013;30(5):763–790.
[4] Albert JP. Concentration compactness and the stability of solitary-wave
solutions to nonlocal equations. Contemp Math. 1999;221:1–30.
[5] Pava JA. Stability properties of solitary waves for fractional KdV and
BBM equations. Nonlinearity. 2018;31(3):920–956.
[6] Linares F, Pilod D, Saut J. Dispersive perturbations of Burgers and hy-
perbolic equations I: local theory. SIAM J Math Anal. 2014;46(2):1505–
1537.
[7] Linares F, Pilod D, Saut J. Remarks on the orbital stability of ground
state solutions of fKdV and related equations. Adv Differential Equ.
2015;20(9-10):835–858.
[8] Klein C, Saut J. A numerical approach to blow-up issues for dispersive
perturbations of Burgers equation. Physica D. 2015;295:46 – 65.
[9] Duran A. An efficient method to compute solitary wave solutions of
fractional Kortewegde Vries equations. Int J Comp Math. 2018;95(6-
7):1362–1374.
[10] Frank RL, Lenzmann E. Uniqueness of non-linear ground states for
fractional Laplacians in R. Acta Math. 2013;210(2):261–318.
[11] He J, Mammeri Y. Remark on the well-posedness of weakly dispersive
equations. ESAIM Proceedings and Surveys. 2018;64:111–120.
25
[12] Runst T, Sickel W. Sobolev spaces of fractional order, Nemytskij op-
erators, and nonlinear partial differential equations. vol. 3. Walter de
Gruyter; 1996.
[13] Kenig CE, Ponce G, Vega L. Well-posedness and scattering results for
the generalized Korteweg-de Vries equation via the contraction princi-
ple. Commun Pure Appl Math. 1993;46:527–620.
[14] Pelinovski DE, Stepanyants YA. Convergence of Petviashvili’s iteration
method for numerical approximation of stationary solutions of nonlinear
wave equations. SIAM J Numer Anal. 2004;42:1110–1127.
[15] Petviahvili VI. Equation of an extraordinary soliton. Fiz Plazmy Phys.
1976;2:469–472.
[16] Yang J. Nonlinear waves in integrable and nonintegrable systems. SIAM;
2010.
[17] Uyen L, Pelinovsky DE. Convergence of Petviashvili’s Method near
Periodic Waves in the Fractional Korteweg–de Vries Equation. SIAM J
Math Anal. 2019;51:2850–2883.
[18] Gear CW. Invariants and numerical methods for ODEs. Physica D:
Nonlinear Phenomena. 1992;60:303–310.
26
