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Abstract
Existing model-based value expansion methods typically
leverage a world model for value estimation with a fixed roll-
out horizon to assist policy learning. However, the fixed roll-
out with an inaccurate model has a potential to harm the learn-
ing process. In this paper, we investigate the idea of using the
model knowledge for value expansion adaptively. We propose
a novel method called Dynamic-horizon Model-based Value
Expansion (DMVE) to adjust the world model usage with
different rollout horizons. Inspired by reconstruction-based
techniques that can be applied for visual data novelty detec-
tion, we utilize a world model with a reconstruction module
for image feature extraction, in order to acquire more precise
value estimation. The raw and the reconstructed images are
both used to determine the appropriate horizon for adaptive
value expansion. On several benchmark visual control tasks,
experimental results show that DMVE outperforms all base-
lines in sample efficiency and final performance, indicating
that DMVE can achieve more effective and accurate value
estimation than state-of-the-art model-based methods.
1 Introduction
Reinforcement learning (RL) has recently attracted wide at-
tention due to its successful application in various fields with
decision behavior, such as games (Shao et al. 2018; Shao,
Zhu, and Zhao 2018; Tang et al. 2020), robots navigation
(Li, Zhang, and Zhao 2019), and autonomous driving (Li
et al. 2019). In general, RL methods can be divided into two
categories: model-free RL methods and model-based RL
methods. For model-based RL methods, a dynamics model
is usually bulit to help the learning process of an agent in two
directions: direct policy learning (Sutton 1991) and value ex-
pansion (Feinberg et al. 2018). For the first direction, agents
can interact with the learned model rather than the real en-
vironment to generate more experiences, so as to use less
real data for policy learning. For the second direction, agents
also interact with the built world model to predict states in
the future sequence. The length of such sequence is called
the rollout horizon. The difference is that, in this way, these
imaginary data are not stored in the replay buffer to facilitate
policy learning directly, but assist the value estimation. For
the both two ways, a relatively accurate model is required.
As is discovered in prior studies (Venkatraman, Hebert, and
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Figure 1: The learning curves of Dreamer (Hafner et al.
2019a) with different rollout horizons H on the task of
Walker Run. The solid lines depict the mean scores and
shaded areas indicate the standard deviation of five trials
over different random seeds. Each trial is evaluated every
10,000 environment steps. When applying relatively large
H (e.g. H = 30), Dreamer fails to learn a good policy on
this task. Results indicate that the performance of Dreamer
is sensitive to the setting of H .
Bagnell 2015; Talvitie 2017), even small model error can
degrade multi-step rollouts seriously. Thus, how to achieve
better performance with an inaccurate world model becomes
an important topic. In this paper, we focus on the second di-
rection of using world models, which is the value expansion
under an inaccurate model.
Many of the existing model-based RL methods hope
to obtain more accurate value estimation by incorporating
multi-horizon rollouts, but the rollout length is fixed to the
maximum setting. For example, STEVE (Buckman et al.
2018) leverages model ensembles to dynamically interpo-
lating between different rollouts. Selective MVE (Zaheer
et al. 2020) incorporates learned variance into planning aside
from model ensembles. However, none of these works fo-
cuses on visual control tasks. When dealing with pixel input
problems, approaches like STEVE may be computationally
expensive. Dreamer (Hafner et al. 2019a) focuses on visual
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control tasks. It also incorporates multi-horizon rollouts with
fixed length by utilizing latent imagination. A demonstration
of the relationship between the maximum rollout horizon se-
lection and policy learning is illustrated in Figure 1. We eval-
uate the performance of Dreamer (Hafner et al. 2019a) on a
classic task of DeepMind Control Suite (Tassa et al. 2020)
Walker Run. It can be seen that different rollout horizons
have a great impact on the performance of the algorithm.
Results indicate that while multi-step information can be in-
tegrated, the rollout horizon itself is still essential for model-
based planning. Therefore, in this paper, we argue that more
accurate value estimation can be gained by dynamically ad-
justing the rollout horizon of the model, and a state-related
adaptive horizon should be given within the maximum.
To deal with the influence of model inaccuracies, one nat-
ural solution is to incorporate uncertainty into the prediction
of the world model. Although model ensembles can be used
to measure model uncertainty (Rajeswaran et al. 2017; Ku-
rutach et al. 2018; Clavera et al. 2018), they are not very
suitable for visual control tasks due to the large computa-
tional burden. Intuitively, the uncertainty of the model and
the novelty of data is highly relevant. In deep learning meth-
ods, when the new images are fed into the encoder-decoder
models, these models tend to be ineffective and have sig-
nificant reconstruction errors. Thus, the reconstruction er-
ror is considered as a measure of visual data novelty (Pi-
mentel et al. 2014; Sabokrou et al. 2018; Denouden et al.
2018). Inspired by novelty detection with reconstruct-based
approaches, the reconstructed images are used to determine
the adaptive horizons for more accurate value estimation in
our method.
In this paper, we propose Dynamic-horizon Model-based
Value Expansion (DMVE), which adjusts the world model
usage for value estimation through adaptive rollout hori-
zons selection. In order to estimate state values, DMVE
first adopts a reconstruction network to rebuild the orig-
inal observation. Subsequently, the raw and reconstructed
images are both fed into the transition module to imag-
ine in the latent space, and the value expansion is calcu-
lated with diverse imagination horizons for both. Afterward,
the horizons corresponding to the top minimum value ex-
pansion errors between the original image and the recon-
structed image are selected, and the final value estimation
is averaged from the expansion values corresponding to
the selected horizons. Experimental results demonstrate that
DMVE achieves higher sample efficiency and better asymp-
totic performance than baseline methods (Mnih et al. 2016;
Barth-Maron et al. 2018; Hafner et al. 2019a,b).
The contributions of our work are summarized as follows:
• We develop an algorithm introducing Latent Imagination
into Model-based Value Expansion (MVE-LI) and lever-
ages advanced value estimation and policy learning ob-
jectives for visual control tasks.
• We propose a novel method named DMVE, which can
dynamically adjust the world model usage through adap-
tive rollout horizons selection. Furthermore, various ex-
periments are designed to better understand the overall
performance gained by the proposed algorithm.
2 Related Work
To solve reinforcement learning problems, the Policy Gra-
dient (PG) methods are aimed at modeling and optimizing
the policy directly. REINFORCE (Williams 1992) is a clas-
sical PG method that relies on an estimated return by us-
ing episode samples to update the policy. In order to reduce
gradient variance in vanilla policy gradients, many methods
adopt actor-critic model to learn a value function in addi-
tion to the policy. For example, the critics in A3C (Mnih
et al. 2016) learn the value function while multiple actors
are trained in parallel. DDPG (Lillicrap et al. 2015) com-
bines DPG (Silver et al. 2014) with deep neural networks
to learn a deterministic policy by experience replay. D4PG
(Barth-Maron et al. 2018), an extension of DDPG, utilizes
distributed parallel actors, distributional critic, multi-step
returns, and prioritized experience replay. TD3 (Fujimoto,
Hoof, and Meger 2018) is another variant of DDPG that ap-
plies clipped double Q-learning, delayed update, and target
policy smoothing. SAC (Haarnoja et al. 2018) incorporates
the entropy measure of the policy into the reward to encour-
age exploration. However, above methods fail to take ad-
vantage of gradients through transitions and simply maxi-
mize immediate values. In this work, our algorithm DMVE
also employs the actor-critic model but it is in a model-based
manner.
Model-based reinforcement learning approaches intend to
improve sample efficiency by learning a dynamics model to
simulate the environment (Sutton and Barto 2018). For in-
stance, VPN (Oh, Singh, and Lee 2017), MVE (Feinberg
et al. 2018), and Dreamer (Hafner et al. 2019a) use the imag-
ination of a learned model to assist the target value estima-
tion. Dyna (Sutton 1991) and I2A (Racanie`re et al. 2017)
learn dynamics to provide supplementary context for policy
learning. Nevertheless, the model error has an inclination to
harm the planning of model-based approaches, which is also
known as model-bias (Deisenroth and Rasmussen 2011).
This work is mainly based on the framework of Dreamer
but we take the world model usage into account.
Previous works also explore the model usage to deal with
model-bias by considering the uncertainty of the learned
model. STEVE (Buckman et al. 2018) extends MVE by dy-
namically interpolating between model rollouts of various
horizon lengths for each individual example. MBPO (Jan-
ner et al. 2019) as well as BMPO (Lai et al. 2020) com-
bines model ensembles with short model rollouts for suf-
ficient policy optimization. Selective MVE (Zaheer et al.
2020) incorporates learned variance into planning to use the
model selectively. There are several world model architec-
ture alternatives, such as linear models (Parr et al. 2008; Sut-
ton et al. 2012; Levine and Abbeel 2014; Kumar, Todorov,
and Levine 2016), Gaussian processes (Kuss and Rasmussen
2004; Ko et al. 2007), and neural networks (Draeger, Engell,
and Ranke 1995; Nagabandi et al. 2018). World Models (Ha
and Schmidhuber 2018) learn latent dynamics to help evolve
linear controllers. PlaNet (Hafner et al. 2019b) learns world
model components jointly and uses them to planning on la-
tent space. In this work, DMVE utilizes the world model
architecture in PlaNet (Hafner et al. 2019b).
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Figure 2: The overview of DMVE. To estimate state values, DMVE first adopts a reconstruction network to reconstruct the orig-
inal observation. Then the raw and reconstructed images are both fed into the transition module to doH-step latent imagination,
and the value expansion is calculated with diverse rollout horizons h = 1, 2, · · · , H for both. Afterward, the horizons corre-
sponding to the top K minimum value expansion errors between the original image and the reconstructed image are selected.
Finally, the value estimation is averaged from the expansion values corresponding to the selected horizons.
3 Preliminaries
3.1 POMDP and RL
In this paper, the task of visual control is formulated as a Par-
tially Observable Markov Decision Process (POMDP) since
the agent cannot directly observe the underlying states on
this kind of task. POMDP is a generalization of Markov
Decision Process (MDP), which connects unobservant sys-
tem states to observations. Formally, it can be described as
a 7-tuple (S,A,O, T,R, P, γ), where S denotes the set of
states, A denotes the set of actions, and O denotes the set
of observations. The agent interacts with the environment
at each of a sequence of discrete time steps, t = 0, 1, · · · .
T (st+1|st, at) is the conditional transition probability that
action at ∈ A in state st ∈ S will lead to state st+1.
R(st, at) yields the real-valued reward for executing action
at in state st and P denotes the observation probabilities
P (ot|st+1, at), where ot stands for the observation made by
the agent, when action at is executed and the world moved
to the state st+1. γ ∈ (0, 1) is a discount factor.
The policy pi(s) maps from environmental states to ac-
tions. At each time step t, the environment is in some state
st ∈ S , and the agent selects a feasible action at ∈ A
in one state, which causes the environment to transition to
state st+1 ∈ S with probability T (st+1|st, at). After the
action carried out in the environment, the agent receives an
observation ot ∈ O with probability P (ot|st+1, at) and a
numerical reward R(st, at). Then the above interaction pro-
cess repeats. The goal of RL is to learn an optimal policy by
maximizing the cumulative reward (Sutton and Barto 2018),
maxE
[ ∞∑
t=0
γtR (st, at)
]
. (1)
3.2 MVE
Model-based Value Expansion (MVE; Feinberg et al. 2018)
utilizes a learned dynamics model to enhance value esti-
mates, hoping to improve both the sample efficiency and
performance.
Using the imagined states {st+n}Hn=1 (where H denotes
the finite maximum rollout horizon) obtained from the world
model, the H-step value expansion of a given state st can be
estimated with
VH(st) =
H−1∑
n=0
γnrt+n + γ
Hv(st+H), (2)
where v(s) denotes the value function and r denotes a state-
related reward function.
4 Methodology
In this section, we present the framework of DMVE and fur-
ther introduce how DMVE dynamically adjusts the world
model usage. The overall architecture is illustrated in Fig-
ure 2, and the pseudocode is shown in Algorithm 1.
4.1 MVE by Latent Imagination
We first present our framework backbone, an MVE-like al-
gorithm that takes advantage of a world model, an action
model, and a value model to estimate state values. MVE is
proposed by Feinberg et al. (2018) which builds a dynamics
model and uses its imagination as the context for value es-
timation (see Section 3.2). Here, we extend MVE to visual
control tasks by adopting latent imagination (Hafner et al.
2019a), and refer to this algorithm as MVE-LI (where LI
stands for Latent Imagination) in this paper.
World Model Many model-based RL methods first build
a world model and further use it to derive behaviors. In the
case that the world model is learned, the process of model
learning and policy learning can be alternately paralleled.
Usually, the world model provides the dynamics of a system,
mapping from current state and action to the next state and
giving rewards for this transition. There are several world
model alternatives having the ability to be applied to visual
control tasks, we choose the one used in PlaNet (Hafner et al.
2019b) and Dreamer (Hafner et al. 2019a) since it learns dy-
namics for planning by reconstructing the original images.
Algorithm 1 Dynamic-horizon Model-based Value Expansion (DMVE)
1: Initialization: Number of random seed episodes S, collect interval C, batch size B, sequence length L, maximum imagina-
tion horizon H , learning rate α, and number of selected horizons K
2: Collect dataset D with S episodes through the interaction with the environment ENV using random actions
3: Initialize world model wθ, actor network piφ, critic network vψ
4: while not converged do
5: for c = 1, · · · , C do
6: Sample B data sequences {(at, ot, rt)}k+Lt=k ∼ D and derive model states st ∼ wSθ (st|st−1, at−1, ot)
7: Update θ using representation learning
8: Compute the reconstructed observations oˆt ∼ wOθ (oˆt|st) and reconstruction-based states sˆt ∼
wSθ (sˆt|st−1, at−1, oˆt)
9: Estimate state values Vh(st) and Vh(sˆt) following Eq. (9) for h = 1, · · · , H
10: Select K horizons via Eq. (10) and determine final value estimation V (st) via Eq. (11)
11: Update actor network parameters φ← φ+ α∇ˆφJpi (φ)
12: Update critic network parameters ψ ← ψ − α∇ˆψJv (ψ)
13: end for
14: o1 ← ENV.reset ()
15: for t = 1, · · · , T do
16: Compute st ∼ wSθ (st|st−1, at−1, ot) from history and at ∼ piφ(at|st) with the actor network
17: Add exploration noise to action and take it in environment to get rt, ot+1 ← ENV.step (at)
18: end for
19: Add experience to dataset D ← D ∪ {(at, ot, rt)}Tt=1
20: end while
At the same time, this reconstruction-based architecture is
suitable for dynamic horizons selection (see Section 4.2).
The world model wθ is made up of the following compo-
nents,
Representation module: st ∼ wSθ (st|st−1, at−1, ot)
Reconstruction module: oˆt ∼ wOθ (oˆt|st)
Reward module: rt ∼ wRθ (rt|st)
Transition module: st ∼ wTθ (st|st−1, at−1) ,
(3)
where oˆt denotes the reconstructed observation of time step
t.
In the POMDP setting, states cannot be obtained directly,
the representation module is thus applied to map the obser-
vations with actions to low-dimensional continuous vectors
that are regarded as the states of Markovian transitions (Wat-
ter et al. 2015; Zhang et al. 2019; Hafner et al. 2019a,b).
The reconstruction module estimates the original observa-
tions from the states and ensures that the states can repre-
sent effective information in the raw input data by minimiz-
ing the reconstruction error. The reward module predicts the
rewards in the imaginary trajectories based on the real-value
rewards from the environmental feedback. And the transi-
tion module predicts the next state purely depending on the
current state and action without seeing the raw observation.
In this work, the transition module is implemented as a Re-
current State Space Model (RSSM; Hafner et al. 2019b). The
representation module is a combination of the RSSM and a
Convolutional Neural Network (CNN; LeCun et al. 1989).
The reconstruction module is a transposed CNN, and the re-
ward module is a dense network. All four model compo-
nents are optimized jointly through stochastic backpropaga-
tion, which is the same as Dreamer (Hafner et al. 2019a).
Policy Learning We adopt an actor-critic method for pol-
icy learning. In addition to the estimated value function,
actor-critic methods have an independent structure to rep-
resent the policy. The policy structure is known as the actor,
since is used to derive behaviors. At the same time, the value
function is called a critic because it criticizes the behaviors
decided by the actor. For state st, the actor and critic models
are defined as,
Actor: at ∼ piφ(at|st)
Critic: vψ(st) ≈ Epi(·|st)
(
t+H∑
τ=t
γτ−trτ
)
,
(4)
In this work, the actor and critic models are both imple-
mented as dense networks (Hafner et al. 2019a). State val-
ues need to be estimated for the actor and critic mod-
els optimization. MVE can improve value estimation by
assuming an approximate dynamics model and a reward
function. Since the aforementioned world model contains
the elements needed for value expansion, we can use it
to estimate state values. While several approaches can be
adopted, MVE-LI uses the classic value expansion intro-
duced in MVE paper (Feinberg et al. 2018, see Section
3.2) . Selecting one h ∈ {1, 2, · · · , H}, we can com-
pute the value estimation of st with imagined trajectories
{(st+n, at+n, rt+n)}Hn=0 using
Vh(st) = V (st, h)
= Ewθ,piφ
(
h−1∑
n=0
γnrt+n + γ
hvψ(st+h)
)
,
(5)
where the expectation is estimated under the imagination.
In MVE-LI, the imagination horizon is fixed to the max-
imum H . Therefore, the estimated value for state st can be
represented as VH(st). After estimating the state values, the
actor and critic neural networks can be optimized while the
world model is fixed. The learning objectives of the actor
and critic models in MVE-LI are set as,
Jpi(φ) = max
φ
Ewθ,piφ
(
max {Vh(st)}h=1,2,··· ,H
)
, (6)
Jv(ψ) = min
ψ
Ewθ,piφ
(
1
2
‖vψ(st)− V (st)‖2
)
, (7)
where the estimated value V (st) = VH(st) for MVE-LI.
4.2 Dynamic Horizon Value Estimation
The developed MVE-LI imagines future states in the latent
space with a fixed maximum rollout horizon H . However,
for different imagination horizons h ∈ {1, 2, · · · , H}, we
can estimate diverse values for state st,
Vh(st), h ∈ {1, 2, · · · , H} . (8)
This leads to the question of which h is the most suitable for
the current state st.
Basic Assumptions A reconstruction model often relies
on encoder-decoder deep neural networks to rebuild the in-
put data. These networks usually design a hidden layer with
a lower dimensionality than the original input, and are op-
timized to learn a compressed representation of the input
data distribution. Therefore, these models have a tendency
to be ineffective at encoding novel data and fail to recon-
struct the input without significant error (Pimentel et al.
2014; Sabokrou et al. 2018; Denouden et al. 2018). Thus,
the reconstruction error is considered as a measure of visual
data novelty.
Coincidentally, in a model-based RL setting, the data nov-
elty has the potential to influence the value estimation ac-
curacy since the world model may fail to predict trustable
future states of novel data. This inspired us to apply the
reconstruction-based approaches to dynamically adjust the
world model usage with different rollout horizons for dif-
ferent states. Based on the observation of novelty detection
with reconstruction error, the output difference of a model
between the original image and the reconstructed image may
also reflect the generalization ability of the model on the cur-
rent input. To sum up, we enumerate the basic assumptions
of DMVE here,
• For MVE, the data novelty influences the value estimation
accuracy;
• The output error between the original and the recon-
structed images of the world model reflects the general-
ization of the model to the observation.
Reconstruction-based Horizon Selection Since we for-
mulate the task of visual control as a POMDP problem,
the original observations cannot fully characterize the states.
Therefore, it is unreasonable to directly determine the imag-
ination horizon with the reconstruction error. Based on the
aforementioned assumptions, we now describe an algorithm
using reconstructed images to do dynamic horizon value es-
timation.
Given the maximum rollout horizon H , we can get the
value estimation Vh with different h ∈ {1, 2, · · · , H} for
the data sequences {(at, ot, rt)}k+Lt=k using the world model,
where L denotes the sequence length. First, the state of time
step t can be derived using st ∼ wSθ (st|st−1, at−1, ot). Sub-
sequently, the value of state st can be estimated following
sτ ∼ wTθ (sτ |sτ−1, aτ−1)
rτ ∼ wRθ (rτ |sτ )
vτ ∼ vψ (sτ )︸ ︷︷ ︸
τ=t,t+1,··· ,t+H
Vh(st) =
t+h−1∑
τ=t
γτ−trτ + γhvψ(st+h).
(9)
Similarly, for the reconstructed image oˆt ∼ wOθ (oˆt|st),
the reconstruction-based state can be derived with sˆt ∼
wSθ (sˆt|st−1, at−1, oˆt) and the corresponding value can be
estimated by following the same process of Eq. (9). Now we
have Vh(st) as well as Vh(sˆt) for h = 1, 2, · · · , H . On top
of that, given the number of selected horizons K, the set of
rollout horizonsH can be determined by
V = {|Vh (st)− Vh(sˆt)|}Hh=1
H = topargmin (V,K) ,
(10)
where the topargmin (V,K) operation means to get the set
ofK indices corresponding to the topK minimum values in
set V . Then the final value estimation of DMVE is
V (st) =
1
K
∑
h∈H
Vh(st). (11)
And now, the actor and critic models can be optimized fol-
lowing the learning objectives in (6) and (7), respectively.
In the above process of adaptive horizons selection, the
original and the reconstructed images are fed into differ-
ent world model components, to predict future sequence and
perform value estimation, respectively. According to our as-
sumptions, the output error of the world model between
these images reflects its generalization ability of different
inputs. As a result, the error between the estimated state val-
ues based on the two is used to determine the horizons of
the final value estimation. For stability consideration, we set
a hyperparameter K, which is the number of selected hori-
zons. The evaluation of how this hyperparameter influences
performance can be found in Section 5.2.
5 Experiments
Our experiments aim to study the following three primary
questions: 1) How well does DMVE perform on bench-
mark reinforcement learning visual control tasks, comparing
with state-of-the-art model-based and model-free methods?
2) What are the critical components of DMVE? 3) How do
our design choices affect the performance?
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Figure 3: Comparison of DMVE (ours) and four baselines on different continuous visual control environments. The solid lines
depict the mean scores and shaded areas indicate the standard deviation of five trials over different random seeds. Each trial is
evaluated every 10,000 environment steps. The performance of D4PG, A3C, and PlaNet are taken directly from Dreamer paper.
5.1 Comparative Evaluation
In this section, we compare our method with prior base-
lines, and these methods represent the state-of-the-art in
both model-free and model-based reinforcement learning.
Specifically, for model-free methods, the baselines include
A3C (Mnih et al. 2016) and D4PG (Barth-Maron et al.
2018). For model-based approaches, we compare against
PlaNet (Hafner et al. 2019b), which directly uses the world
model for planning rather than explicit policy learning, and
Dreamer (Hafner et al. 2019a), learns long-horizon behav-
iors from images and leverages neural network dynamics for
value estimation, which is highly related to our approach.
We evaluate DMVE and these baselines on 4 visual con-
trol tasks of the DeepMind Control Suite (Tassa et al. 2020),
namely, Finger, Hopper, Quadruped, and Walker. These
tasks provide various challenges, for examlpe, the Hoppe
Hop task delivers a difficulty in terms of sparse rewards. Ob-
servations are images of shape 64 × 64 × 3. Each episode
lasts for 1000 time steps with random initial states.
In this section, the number of selected horizonsK is set to
3. The comparison results are illustrated in Figure 3. Across
diverse visual control tasks, our method DMVE learns faster
than existing methods and achieves better asymptotic per-
formance than previous model-based and model-free algo-
rithms. Take the Finger Spin task as an example, DMVE ex-
ceeds Dreamer by a wide margin, and gains comparable per-
formance at 2 million steps as that of D4PG at 100 million
steps. On the Hopper Hop task that requires long-horizon
credit assignment, DMVE surpasses all baselines as well.
Our experiments indicate that DMVE can achieve more ef-
fective and accurate value estimation than state-of-the-art
model-based method Dreamer1.
5.2 Design Evaluation
To better understand where the performance of DMVE ben-
efits, different experiments are designed to evaluate our al-
gorithm.
1We rerun Dreamer on our device using the code publicly re-
leased by the authors at https://github.com/danijar/dreamer.
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Figure 4: Comparison of DMVE and MVE-LI. The results
are averaged from five trials. Each trial is evaluated every
10,000 environment steps.
Fixed Horizon In this section, on the aforementioned ex-
perimental tasks, we first compare DMVE with our frame-
work backbone MVE-LI which utilizes the same learning
objectives but estimates state values with a fixed rollout hori-
zon, to understand the contribution of the policy learning
part and the dynamic horizon selection part of DMVE. The
results are shown in Figure 4. Surprisingly, MVE-LI also
surpasses Dreamer by a large margin in the Finger Spin and
Hopper Hop tasks. However, on the tasks of Quadruped Run
and Walker Run, its performance is not as good as Dreamer.
It can be seen from the experimental results that our basic
method MVE-LI uses advanced value estimation and policy
learning objectives to achieve good results, and DMVE fur-
ther improves the performance on its basis. And results in-
dicate that the overall performance of DMVE benefits from
two parts, one is the value estimation and the optimization
of actor and critic networks, and the other is the dynamic
rollout horizon selection for value estimation. Contributed
by these two parts, DMVE basically achieves the best per-
formance on the various challenging tasks according to our
experiments. Although the learning efficiency is slightly re-
duced after adding dynamic horizon value estimation to the
Hopper Hop task, the approximate best performance is fi-
nally obtained.
Value Estimation In this work, we make use of a differ-
ent value estimation from Dreamer (see Section 4.1). To be
specific, Dreamer uses Vλ, that is,
V kN (sτ ) = Ewθ,piφ
(
h−1∑
n=τ
γn−τrn+γh−τvψ (sh)
)
,
Vλ(st) = (1− λ)
H−1∑
n=1
λn−1V nN (st)+λ
H−1V HN (st),
(12)
where τ = t, t+1, · · · , t+H,h = min (τ + k, t+H). We
do not find incorporating Vλ with DMVE works well be-
cause Vλ itself integrates multi-horizon values. This reflects
to a certain extent that it is more advantageous to select a
suitable horizon adaptively for value estimation.
Hyperparameters Study In this section, we study the
question of how our design choices affect the performace of
DMVE. We choose two key hyperparameters of our DMVE
algorithm, namely, the maximum rollout horizon H , which
is used in Eq. (9), and the number of selected horizons K,
which appears in Eq. (10). To be specific, the hyperparame-
ters of different experimental runs here are set as,
H = 10, 15, 20, 25, 30, K = 3, (13)
K = 1, 3, 5, 7, 9, H = 15. (14)
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Figure 5: The learning curves of DMVE with different max-
imum imagination horizons H on the task of Walker Run.
The solid lines depict the mean scores and shaded areas in-
dicate the standard deviation of five trials over different ran-
dom seeds. Each trial is evaluated every 10,000 environment
steps.
First, we evaluate DMVE with differentH (K is fixed to 3
here across different runs), and the results are shown in Fig-
ure 5. From the comparison between Figure 5 and Figure 1
(illustrated in Section 1), it is obvious that DMVE has better
performance retention for various H than Dreamer. When
applying with long-horizon imagination (e.g. H = 30),
DMVE still can learn a relatively good policy on this task.
This demonstrates the importance of adaptive horizon selec-
tion for value estimation, and policy learning.
In addition, we vary K to investigate the sensitivity of
DMVE to it (H is fixed to 15 across different runs). The re-
sults are plotted in Figure 6. We find that different K-value
choices have some effect on the results, but overall DMVE
can learn a good policy on the Walker Run task. Further-
more, we also find that although the number of selected hori-
zons is diverse, the average value of horizons selected varies
relatively little for differentK, which reflects the stability of
horizon selection with reconstruction-based methods. More-
over, the selection of multiple horizons also collects differ-
ent horizon values into final value estimation like Vλ does,
but horizon selection works well with DMVE, not Vλ. One
possible reason is that Vλ incorporates long-horizon infor-
mation even the maximum, which may harm the value esti-
mation due to the model-bias. On the contrast, the horizons
selected by DMVE are relatively small even with relatively
large K (e.g. K = 9).
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Figure 6: The learning curves and the averaged horizon
curves of DMVE with different number of selected hori-
zons K on the task of Walker Run. The solid lines depict
the mean scores and shaded areas indicate the standard de-
viation of five trials over different random seeds. Each trial
is evaluated every 10,000 environment steps.
6 Conclusion
In this paper, we present an advanced method Dynamic-
horizon Model-based Value Expansion (DMVE) which can
adjust the world model usage for value estimation with adap-
tive state-related imagination horizons. We develop an algo-
rithm which incorporates model-based value expansion with
latent imagination. Also, an adaptive rollout horizon selec-
tion method is designed based on it. Experimental results in-
dicate that DMVE outperforms state-of-the-art model-based
method Dreamer on several benchmark visual control tasks.
Since DMVE leverages reconstruction-based models that
are limited to pixel inputs, our future work includes investi-
gating the dynamic world model usage for state input tasks.
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