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Abstract
The relationship between testosterone and risk aversion is of increas-
ing interest in the experimental economics. Using the ratio of the second
digit to the fourth digit (2D:4D) as a rough indicator of level of prenatal
testosterone exposure, this study attempts to replicate recent results from
Garbarino et al., (2011), which found that individuals with digit ratios
above the sample average were significantly more risk averse, and indi-
vudals with digit ratios one standard deviation below the sample average
were significantly more risk seeking in a subject pool of male and female
Caucasian students. Here, a subject pool from Dhaka, Bangladesh, is used.
The results are somewhat mixed, but similar to the findings in Garbarino
et al (2011). This study also controlled for other factors that have been
shown to contribute to risk preference in an effort to make sure any rela-
tionship found between digit-ratio and risk aversion did not arise due to
omitted variables.
1 Introduction
Risk has an underlying presence in most economic decisions at the individual
level. It is easily observed that people have different risk preferences; some are
risk loving, some are risk averse. Relatively little is known, however, about the
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origins of risk preference heterogeneity or the factors that contribute to individ-
ual preference for risk. Given that risk is such an important facet of economic
decision-making, understanding risk aversion heterogeneity has potential impli-
cations for economic theory.
One of the most consistent findings in experimental economics is the sig-
nificant difference in risk attitudes between men and women. This raises the
question: are differences in risk preferences due to genetic or to social reasons?
Recent evidence from the experimental and behavioral economics literature sug-
gests that hormonal differences can account for a significant portion of preference
for risk between, and within, men and women. These studies, which are discussed
in depth later, suggest that biological characteristics may explain some of the het-
erogeneity in risk preferences between, and within, genders. While these studies
have provided evidence of biological correlates, the magnitude of the relation-
ship is small, which suggests that the majority of risk preference heterogeneity
between men and women is likely social in nature, and that behavior differences
that we observe between genders may not be as dichotomous as we believe.
This study provides further evidence of the link between prenatal testosterone
exposure and attitude toward risk. Results from previous studies have been
mixed, implying that further research is needed. The first goal of this study
was to attempt to replicate the results of Garbarino et al (2011), using a sim-
ilar experimental procedure. Second, this study extends the current literature
by including control variables that have been omitted from past studies. It is
known that attitude toward risk is multifaceted in nature, thus only controlling
for prenatal testosterone exposure, as previous studies have done, is not sufficient
in creating accurate risk profiles. By adding controls for parental occupation and
parental education, this study merges the literatures of the influence of hormones
and learned behavior (parental mimicking) on attitude toward risk. Finally, a
simple reduced form model is derived and tested. The results provide some ev-
idence of a correlation between digit-ratio and attitude toward risk within, and
between, genders. Multiple robustness checks are conducted in an effort to be as
conservative as possible with inference.
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2 Literature Review
2.1 Theoretical Determinants of Risk Aversion
The interdisciplinary approach that has been taken in studying risk suggests
that risk preferences are determined through many channels (Hryshko et al.,
2011). Evidence suggests that cognitive ability, especially in math, (Benjamin,
Brown, and Shapiro 2005), emotions (Lowenstein, Weber, Hsee, and Welsh,
2001), and parental mimicking (Charles and Hurst, 2003; Hryshko, Luengo-
Pardo, and Sorensen, 2011; Paola, 2010) all contribute to risk preference through
environmental, or societal means. Further evidence supports the claim that, to
some degree, genetics and hereditary traits may contribute to risk preference.
Prenatal testosterone exposure (Garbarino et al., 2011; Coates, Gurnell, and
Rustichini, 2009), and genes that regulate neurotransmission of dopamine and
serotonin (Kuhnen and Chiao, 2009; Carpenter, Garcia, and Lum, 2011) have
been shown to correlate with risk aversion. A study by Cesarini et al. (2009)
estimated that approximately twenty percent of individual variation in risk aver-
sion can be explained by genetic differences. Section 2.3 presents a more in depth
discussion of the influence hormones have on risk preference.
Parental mimicking seems to play a significant role in determining an individ-
uals preference for risk. Studies have shown that parental risk aversion correlates
significantly with offspring risk aversion. The majority of studies examining the
hereditary behavior of risk were done by using survey methods rather than risk
experiments. Dohmen et al. (2010) used data from the German Socio Economic
Panel to show that there is a correlation between parental preference for risk and
their sons preference for risk. Leurerman and Necker (2010) provide evidence
of the relationship by examining occupation choices, finding that fathers who
have chosen risky jobs have sons with higher risk jobs. A study by Paola (2010)
found a correlation between a fathers occupational choice and offspring prefer-
ence for risk. He used a survey method and a risky investment game to identify
how subjects behave in risky situations, and found that having a father who is
an entrepreneur significantly decreased risk aversion of children. Although these
results are based on survey questions and not observed behavior, they provide
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some evidence that parental occupational choice may be a promising proxy for
parental preference for risk when other data is not available.
2.2 Gender Differences in Preference for Risk
One of the most consistent findings in the experimental economic and psychology
literature is the gender difference in risk attitude. Evidence from risk experiments
involving monetary and non-monetary risks, both in the laboratory and in the
field, suggests that women tend to be more risk-averse than men. Women were
shown to be more risk averse in 14 of 16 different measures of risk in a meta-
analysis by Byrnes, Miller, and Schafer (1999). In economic experiments that
involve financial risk decisions, women express more aversion to risk then men
(Croson and Gneezy, 2009). Similarly, studies that examine loss-aversion find that
women tend to be more loss averse than men (Brooks and Zank, 2005). Further
evidence of a gender difference in preferences for risk is provided by Dohmen and
Falk, 2006; Hryshko et al, 2011; and Eckel, Grossman et al, 2012. The gender
difference is so strong that experiments by Daruvala (2007) and, Ball et al. (2010)
found that both men and women predict that women will make more risk averse
decisions than men. This suggests that the observed gender differences in risk
preferences may be engrained in gender stereotypes. This stereotype has negative
consequences for women in the workplace, as stereotypical attitudes can lead to
discrimination and institutional barriers (Garbarino et al., 2011).
Why the gender difference in preferences for risk occurs is still an open ques-
tion. It is possible that the gender difference is purely artifactual, arising from the
methods used to examine risk (Bromiley and Curley, 1992; Eagly, 1995; Unger,
1990), but this is unlikely. Many experimental methods have been used to exam-
ine risk preference, thus it is unlikely that the consistency of gender differenti-
ated risk preference has arisen due to experimental procedures (Powell and Ansic,
1997). Recent experimental economic and psychological studies have examined
observed gender difference in risk preference while controlling for sex hormones.
Findings from these studies have produced mixed results, but those that find a
significant correlation between testosterone and preference for risk suggest that
the difference in behavior between men and women may not be clearly defined by
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gender. Interestingly, recent research provides evidence that the gender difference
disappears with high and low levels of prenatal testosterone exposure (Garbarino
et al., 2011). Replication is needed, but the findings present evidence that by
controlling for hormonal factors some gender difference in risk preference can be
explained.
2.3 Risk Attitudes and Testosterone
Testosterone levels differ between men and women and are correlated with be-
haviors such as aggression (Cohen-Bendahan et al, 2005), sensation-seeking (Feij
et al., 1997; Daitzman and Zuckerman, 1980) and confidence (Johnson et al.,
2006). All of these behaviors correspond with willingness to take risks. Circu-
lating testosterone levels were found to effect risk aversion in some studies, but
over all results have been mixed (Garbarino et al., 2011). Research has linked be-
havior with sex hormones in a number of studies such as risk aversion (Schipper,
2012) and fairness (Burnham, 2007). Similarly, circulating testosterone levels
have been shown to significantly predict financial performance of male financial
traders (Coates et al., 2009). In a laboratory experiment, Apicella et al. (2008)
found that a positive correlation existed between circulating testosterone and ex-
perimental risk taking. Lack of evidence of a hormonal influence on risk behavior,
however, was shown in a study by Sapienza, Zingales and Maestripieri (2009),
who found that increased testosterone levels in women predicted lower levels of
risk aversion, but found no significant effect in men. Similarly, manipulating the
amount of circulating testosterone in women was found to not have a significant
effect on risk taking (Zethraeus et al., 2009).
Problems with measuring the effect of circulating testosterone on behavior are
evident when one considers the fact that testosterone levels fluctuate throughout
the day (Garbarino et al., 2011). Similarly, it is difficult to unravel the relation-
ship between circulating testosterone and risk taking behavior because the two
suffer from endogeniety issues. Higher circulating testosterone has been shown to
decrease risk aversion, but taking risks may increase the levels of testosterone cir-
culating in the body through adrenalin. Thus, pointing to any direct relationship
is nearly impossible. The mixed results in examination of circulation testosterone
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and risk may be evidence of measurement difficulties.
2.4 2D:4D
Surprisingly, prenatal testosterone exposure may offer a better way to examine
how testosterone levels influence risk aversion. Testosterone exposure in utero
has important organizational effects on brain development (For explanation see:
Manning, 2011). Sex steroids acting in utero permanently alter neural systems
that make reception of these steroids stronger in later life (Coates et al., 2009).
If an individual was exposed to higher levels of prenatal androgens (male sex
hormones, such as testosterone), their central nervous system is more sensitive
to fluctuations in testosterone later in life. Furthermore, exposure to prenatal
androgens leads to a very specific sexual dimorphism; those exposed to higher
levels of prenatal testosterone (usually males) have lower ratios of second to forth
digit length (2D:4D) (Zheng and Cohn, 2011).
Evidence of the relationship between second to fourth digit ratio and pre-
natal testosterone exposure has been provided by many observational studies.
Females with male twins have lower 2D:4D ratios (indicative of higher prenatal
testosterone) than females with female twins (Van Anders et al., 2006); individu-
als with autism have lower 2D:4D ratios (Manning et al., 2010); individuals with
congenital adrenal hyperplasia have lower 2D:4D ratios (Brown et al., 2002; Okten
et al., 2002); and, androgen-insensitive men have higher 2D:4D ratios (Manning,
Bundred, Newton, and Flanagan, 2003). While these observational studies have
provided correlative evidence, a controlled laboratory study by Zheng and Cohn
(2011) provided evidence of a more definitive relationship. By exposing rats to
different levels of androgens and estrogens during specific periods of fetal devel-
opment, the authors were able to manipulate digit ratios. Thirty-two years ago
Wilson (1982) examined how digit ratio correlated with assertiveness in women.
The study surveyed 985 women asking them to describe their personality as well
as submit a measurement of their digit ratio. The results show that women
lower with 2D:4D were more likely to have described themselves as assertive and
competitive.
Interest in the relationship between prenatal testosterone and attitude toward
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risk began in 2007, but one of the most well-known studies in linking prenatal
testosterone and preference for risk was published by Coats et al. (2009). They
presented evidence of the relationship between higher levels of prenatal testos-
terone exposure (lower 2D:4D measurements) and higher profits in a sample of
traders on the London Stock Exchange. The premise of this study was built on
the idea that in order for traders to make higher profits they must engage in
higher risk situations. The findings, being rather sensational, were published in
PNAS and drew considerable interest in the experimental economic literature.
The Coates et al. (2009) study was replicated in a laboratory setting by
Branas-Garza and Rustichini (2011), who found that the mediating factor be-
tween prenatal testosterone and risk aversion was spatial reasoning ability. Me-
diation analysis is often conducted in order to determine the mechanism that
underlies the relationship between control and dependent variables. In this case,
Branas-Garza and Rustichini (2011) found that digit ratio correlates with IQ, and
IQ correlates with risk preference, but there is no direct relationship between digit
ratio and risk preference. The study concludes that IQ is the mediating factor
between prenatal testosterone exposure and risk preference. The numerous ways
mediation analysis is often flawed (See: Gerber and Green, 2012) notwithstand-
ing, this study also found that men performed significantly better than women
on an IQ test (Ravens Progressive Matrices). The significant difference in men
and womens scores on this test seem to have driven the conclusions in this study,
and given that there is no evidence that women should score lower on Ravens
Progressive Matrices tests, the results are likely an exception.
Garbarino et al., (2011) provided evidence that 2D:4D not only correlates
with risk aversion levels between men and women but also predicts risk aversion
differences within men and women. The study conducted a simple risk experiment
in a laboratory setting and found that men and women with higher right hand
2D:4D showed similar levels of risk-aversion. They also find that men and women
with lower 2D:4D exhibited similar levels of risk seeking behavior. Missing from
this study, however, was measure of inherited behavior. A variable controlling
for parental preference for risk, which has been shown to correlate strongly with
offsprings preference for risk, should have been included. Thus, while this study
presented evidence that there is a biological correlate to risk aversion, and this
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correlate is not gender specific, the study does not distinguish between biological
and learned behavior. It is possible that the study is attributing too much of the
variation in risk preference to 2D:4D, thus biasing the results upward by leaving
parental preferences for risk out of their analysis.
Apicella et al. (2007) showed that 2D:4D ratio is positively correlated with
risk aversion in a sample of Caucasian men and women in Sweden. Results
from there study showed that higher 2D:4D ratios significantly correlate with
risk aversion, even after controlling for gender. They reported that left hand
2D:4D ratios significantly correlated with risk aversion (P=.0025), while right
hand 2D:4D ratios were not significant (P=.091). The authors also concluded
that there was no significant interaction effect between gender and 2D:4D ratio,
indicating that there is no evidence that the effect is different for men and women
(Interaction of 2D:4D and gender, P=.781).
It has also been shown that 2D:4D does not directly correlate with levels of
circulating testosterone. This is important, as it could be the case that those
with lower digit ratios have more testosterone in their systems at any given time.
A study by Dreber and Hoffman (2008) confirmed this, finding that circulating
testosterone did not correlate with 2D:4D on either hand. These results were
congruent with similar findings by Honekoppet et al. (2007). The Dreber and
Hoffman (2008) study failed, however, to find a significant correlation between
2D:4D on either hand and risk aversion.
Evidence of the consistency of 2D:4D has been provided by Trivers et al.
(2006), who showed that the 2D:4D ratio is consistent though life. The authors
followed a cohort of Jamaican children, taking measurements of their digit ratios
in 1998 and then again in 2002. Findings from this study showed that while the
average 2D:4D increases with growth, there is no evidence that the rank order of
the ratio changes with growth. Individuals with below average 2D:4D at a young
age did not show significant growth in the second digit, leaving them with below
average 2D:4D in later ages. Also, the authors found no evidence that there are
significant changes in digit ratio for either males or females.
The relationship between 2D:4D and risk aversion is not clearcut. Sapienza
et al., (2009) found only a marginally significant positive correlation between
risk aversion and 2D:4D in a sample of female university students who played
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a computer game designed to elicit preference for risk. Their results also sug-
gested that testosterone has a non-linear correlation with risk aversion regardless
of gender. Similarly, Pearson and Schipper (2012) failed to find a significant cor-
relation between 2D:4D and risk aversion, which the authors concluded could be
due the method used to elicit behavior. The authors used a competitive bidding
experiment to examine competitiveness in an attempt to replicate findings by
Coates et al., (2009) and concluded that it is possible the endocrinological, or
hormonal factors that effect behavior in strategic games may not be the same as
the ones effecting single-person lottery tasks. A third study which did not pro-
duce a significant correlation between risk aversion and digit ratio, Apicella et al.
(2008), used a risky investment method to elicit risk attitude. All of these studies
present evidence of a possible artifactual relationship between risk aversion and
2D:4D, indicating that method of risk preference elicitation may be driving the
significant results others have found. Pearson and Schipper (2012) go further
and suggest that hormonal factors that contribute to some behaviors, such as
risk aversion derived from a lottery method, may not be the same as hormonal
factors that contribute to competitive behavior.
This new line of research presents a plethora of interesting findings, however,
little experiment replication has occurred. Perhaps nowhere else in the exper-
imental and behavioral economics literature is replication more needed than in
the area of biological and genetic correlates of behavior. Furthermore, it seems
that exact replication of previous experiments may be the most ideal method for
replication of results. This study replicated the study of Garbarino et al., (2011),
which found that prenatal testosterone exposure correlates with risk aversion be-
tween, and within, men and women. Additional control variables of parental risk
aversion (proxied through parental occupation and education level) were added
as well, in an attempt to account for mimicked behavior. Finally, the study was
the first conducted with a subject pool from Bangladesh. Results of 2D:4D stud-
ies using ethnically mixed samples have been not conclusive, (see: Apicella et
al., 2008; Schipper, 2011). It is also known that average digit ratios are not con-
stant across ethnicities. Therefore, at this point, restricting sample populations
to homogeneous groups is a necessity (Manning et al. 2002, 2004; Pearson and
Schipper, 2012). The results from this study add some degree of external validity
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to the findings that others have produced.
3 Methodology
Measuring risk attitude can be difficult, as risk attitude is a construct of many
complicated behavioral traits. The ordered lottery method of eliciting risk prefer-
ences has been used frequently in the last three decades. In the 1980s Binswanger
(1980, 1981) used an ordered lottery system in a field experiment to uncover risk
preferences of rural farmers in Bangladesh and India. Murnighan et al. (1988)
brought this method to a laboratory setting later that decade, where it continues
to be a popular method of measuring risk preference (See: Eckel and Grossman
2002, 2008). Another method used to measure risk preference, popularized by
Holt and Laury (2002), involves a higher level of cognitive assessment by the
subject. The Holt-Laury method allows for a more fine-tuned measure of risk
preference than the ordered lottery method, and may allow for more statistical
prediction power. However, due to the complicated nature of the Holt-Laury
method, and the amount of mathematical ability required for a subject to make
an informed choice, the Holt-Laury method introduces more noise in to the data
(Dave et al., 2010). Thus, choosing a method of eliciting risk preference becomes
a balancing act between minimizing noise and maximizing predictive power.
The Holt-Laury method is slightly more complicated. This method involves
a set of 10 binary choices, high risk gambles and low risk gambles. Both the
high risk and the low risk gambles have the same probabilities, but have different
low and high payoffs. Thus, the risk gambles are risky due to the high variance
between low and high payoffs. As subjects move down the list of binary choices,
the probability of a high or low payoff changes. The majority of subjects will
notice that they should choose the low-risk lottery when the probability of getting
the high payoff is low, and the high-risk lottery when the probability of getting
the high-risk payoff is high. The point at which a subject switches from the low
risk to the high-risk lottery is then used to calculate risk aversion.
The ordered lottery experiment, used in this paper, was conducted as follows.
Each subject was presented six possible gambles from which they are asked to
choose the one they wished to play. All gambles have a 50/50 chance of either a
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high or low payoff. The first gamble is the safest, with a sure payoff with zero
variance. From the first gamble, each proceeding gamble increases in expected
payoff as well as risk (standard deviation). The last gamble, however, does not
have a higher expected payoff than the proceeding gamble, it only has a larger
standard deviation. Thus, the last gamble should only be chosen by individuals
who are risk seeking, rather than simply risk-neutral.
For the experimenter, there is a certain degree of risk in choosing which
method to utilize. First, knowing the subject pool is important. If it is rea-
sonable to suspect that the subjects have sufficient aptitude in mathematics,
then perhaps the Holt-Laury method is best. However, sometimes mathematical
aptitude can be difficult to gauge and if subjects do not have the mathematical
ability to understand the Holt-Laury method the results tend to be risk averse
biased (Dave et al., 2010). The ordered lottery method, on the other hand, is
simpler to understand but produces a more crude estimation of risk preference.
It has been shown, however, that the ordered lottery method produces a more
consistent estimate of risk preference (Dave et al., 2010).
Replication is one of the most important aspects of the scientific method, thus
an attempt to produce similar results should follow from an attempt to replicate
procedures. For this reason I used the same methodology as Garbarino et al.
(2011), an ordered lottery method with a modification of an additional lottery
designed to elicit loss aversion preference. Loss aversion is closely related to risk
aversion, and contributes to the risk profile of an individual.
3.1 Experiment Procedure
The experiment was conducted at the Independent University of Bangladesh,
Dhaka, which is a private university in the neighborhood of Bashundhara, Dhaka.
Subjects were recruited by the use of flyers around campus, as well as word of
mouth.
Subjects entered the large lecture hall where the experiment took place. As
the students entered they were handed a set of instructions and told to take a
seat and read through the instructions. Subjects were encouraged to raise their
hands if they had a question.
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After subjects had read and signed the consent form, they were asked to
make their choices in two lotteries. Next, they were asked to fill out a survey,
which asked questions about their personal backgrounds. Finally, subjects were
asked to complete a short IQ test. The test used was the Ravens Progressive
Matrices, which has been used in similar studies (Branas-Garza and Rustichini,
2011). Once subjects had completed the tasks, payment was determined and
subjects had their hands scanned by a volunteer.
Digit ratios were measured using the GNU Image Manipulation Program
(GIMP), which allows for measurement in pixels. This program has been used
in previous studies (Pearson and Schipper, 2009; Baily and Hurd, 2005). Dig-
ital measurements have been shown to be more precise and reliable than other
methods of digit ratio measurement (Kemper and Schwerdtfeger, 2009).
3.2 Payoff Structure
The lotteries were constructed as follows. Every subject was presented with two
(identical) lotteries; the only difference between the two lotteries was in the way
the lotteries were framed. In the first lottery, which will be called the Gains
Lottery, subjects were presented with six choices; the first and lowest risk lottery
paid 100 Taka with 100
The second lottery, which will be called the Losses Lottery, was an exact
mirror of the Gains Lottery. This time, instead of subjects starting with zero
Taka, and taking risks to increase their winnings, subjects started with 500 Taka
and each lottery deducted from this 500 Taka endowment. For example, if a
subject chose the first lottery they would lose 400 Taka with a certainty of 100
4 Model
Thus far, no theoretical framework has been laid in the existing literature as
to how hormones may relate to behaviors. For the purpose of extending the
literature, a simple model is outlined below.
First, it is assumed that risk tolerance consists of two aspects; time variant
factors, and time invariant factors.
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Rit = f(Xit, hi)
Rit = Risk tolerance of individual i at time t
Xit= A vector of time-varying factors
hi= A vector of time invariant factors
There are a number of time varying factors that could potentially contribute
to an individuals risk tolerance. These factors can change over time through
exogenous or endogenous channels. For example:
Xit = f(incit, IQit, Pit)
incit ≡ income level of i at time t
IQi ≡ IQ of i at time t
Pit ≡ factors external to i at time t
Similarly, there are a number of time invariant factors that could potentially
contribute to an individuals risk tolerance. Factors such as sex, and genetics, do
not vary with time and have been show to effect risk tolerance of individuals in
previous studies (Kuhnen and Chiao, 2009; Carpenter, Garcia, and Lum, 2011).
For the purpose of this study, exposure to testosterone prenatally will serve as a
time invariant factor.
hi = f(gi)
gi ≡ a vector of genetic characteristics of individual i
Linearly, the model takes the following form. Time invariant factors allow for
separate constant terms, unique to each individual.
Rit = α +Xit + hi + it
In this study, given the limited available data, the complete reduced form
model looks as follows. The controls in this model are; IQ, father is a business-
man, father is a government worker, mother works, mothers level of education,
fathers level of education, digit ratio, and gender. The variables parental occu-
pation and education level are used to measure external factors, and attempt to
control for learned behavior. IQ is used as a measure of intelligence of the individ-
ual. A gender dummy variable controls for sex of the individual. It is important
to note, however, that gender and sex are not one in the same. Gender is a social
construct, and has the potential to vary over time, while sex is purely biological
and can be considered time invariant. Thus, being female or male may influence
risk attitude through multiple channels. To account for time invariant, biological
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characteristics digit-ratio is used as a rough measure of exposure to testosterone
prenatally.
Rit = α + β1Rscoreit + β2busit − β3govit + β4mworkit + β5meduit + β6feduit −
β7digiti − β8genderi + it
4.1 Expectations
This section discusses the expected relationships between the dependent and
control variables. Individuals who score higher on the Ravens test are expected
to have a higher tolerance for risk, perhaps due to the mental calculations needed
to evaluate the expected value of lottery choices.
Individuals with fathers who are businessmen are expected to have a higher
tolerance for risk as well - an expectation based on previous studies (Paola, 2012)-
because it is expected that individuals who observe their parents taking risks will
be more likely to take risks themselves. On the other hand, and based on findings
from Paola (2012), individuals whos fathers are government workers are expected
to be less risk tolerant.
Individuals whose parents completed higher levels of education are expected
to be more tolerant to risk. It is likely that parental education plays a large role
in shaping the beliefs and behaviors of an individual, thus, it is expected that
individuals whose parents valued education more (or were better able to afford
it) will be more risk tolerant than those whose parents are less educated.
The expectation of the relationship between digit ratio controls and risk tol-
erance are based in previous studies as well, individuals with lower digit ratios
(indicating higher levels of prenatal testosterone exposure) will be more risk tol-
erant than those with higher digit ratios. Lastly, it is expected that females will
be more risk averse than males, however, it is also expected that the significance
of this relationship will decrease when digit ratio controls are added. If this is
the case, the results will be inline with findings of Garbarino (2011) and could
add some degree of external validity.
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5 Summary Statistics
The sample consists of 190 subjects, all of which are International University of
Bangladesh students. The majority of the subjects were male. The fact that the
sample is skewed away from females does not create problems later in regression
analysis, but does reduce the power of tests, making it difficult to find relation-
ships within female subjects. Figure 1 below presents descriptive statistics from
the sample.
Figure 1: Summary Statistics
As is evident, females chose significantly lower risk lotteries in both the Gains
Lottery and the Losses Lottery. Females also had significantly higher digit ratios,
in both hands. The difference between male and female answers when asked if
they smoke every day is significant, in that males responded in the affirmative
significantly more than females. These are the only variables carrying a significant
gender difference. This is of importance because, as the table above presents, all
control variables show no significant gender differences. Of particular interest is
the Ravens Test score, which show no significant gender differences. This finding
contrasts what was found in Branas-Garza and Rustichini (2011), which found
that males scored significantly higher than females.
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The variables motherschool and fatherschool are categorically coded. Sub-
jects were asked to indicate how many years of schooling their parent completed.
Categories were; primary school, secondary school, college, and university.
Choices in both the gains framed lottery and the loss framed lottery had
similar patterns. Males tended to chose higher risk choices in both lotteries. In-
terestingly, very few individuals chose choice 5. Choice 5 had the same expected
payoff as choice 6 (the highest risk lottery), but was less risky. If were operat-
ing under the assumptions put forward by Expected Utility Theory, individuals
should have chosen this lottery.
Due to the irregular distribution of both the gains and losses lottery choices,
a third measure was used. By taking the average of an individuals choice in the
two lotteries, the average gamble (or average choice) distribution was formed.
This distribution more closely resembles a normal distribution and will be used
later in regression analysis. Digit ratios on both hands are broken up by gender
and their distributions are plotted. Both left and right hand distributions have
significant overlap between genders, but in both cases males have, on average,
lower digit ratios than females.
16
Figure 2: Lottery Choices
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Figure 3: Distributio of Digit Ratios
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Using left hand digit ratios, which were found in this study to be more signif-
icantly different between genders, a non-parametric graph indicated a negative
relationship with the average lottery choice for males, but no clear relationship
for females. Linearly, the relationship is similar.
Figure 4: Non-parametric relationship between digit ratio (left hand) and average
lottery choice
19
Figure 5: Linear relationship between standardized digit ratio (left hand) and
average lottery choice
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6 Regression Analysis
6.1 OLS Estimates
OLS estimation was carried out on a number of different specifications, with the
data is broken down by lottery and gender.
6.1.1 Gains Framed Lottery
Figure 6 presents the most basic results of this study. In the first two specifi-
cations, the dependent variable is choice in the gains framed lottery. Here, the
control for gender is significant when it is the lone control variable. When left
hand digit ratio is added as a control, there is no longer a significant relationship
between gender and lottery choice. In the third and fourth column a similar
procedure is carried out using choice in the loss framed lottery as a dependent
variable. Here, however, the relationship between female and lottery choice re-
mains significant after left hand digit ratio is controlled for, although significance
is reduced.
Figure 6
Figure 7 presents the results of regressing dependent variables on an individ-
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uals choice in the gains lottery. Here, higher levels of the dependent variable
indicate lower levels of risk aversion. Thus, negative coefficients correspond with
increased risk aversion, while positive coefficients correspond with increased risk
tolerance. Interestingly, females did not seem to make significantly lower risk
choices in this lottery. Score on the Ravens Test also does not correlate with
any significant change in lottery choice with lotteries framed as gains. Years
of mothers schooling has a somewhat consistent relationship with lottery choice
here, having a mother who completed more years of schooling (moving from one
category to the next in the survey) is correlated with a decline in lottery choice
(moving to a lower risk lottery). The variable business also showed significant
correlation with risk aversion in this lottery. Subjects with fathers who are busi-
nessmen were more risk averse than those who had fathers in other occupations.
The business indicator correlated with a lower risk lottery choice in all specifi-
cations, but the effect was strongest when digit-ratio was not included. Lastly,
only digit-ratio on the left hand was statistically significant in this lottery fram-
ing. The results indicated that a digit-ratio one standard deviation below the
sample average correlated with a decrease in risk aversion of .308 units. Again,
risk tolerance was measured in relation to lottery number choice, where a choice
of lottery 1 is the lowest risk and a choice of lottery 6 is the highest. So, the
results were fairly small in magnitude.
Figure 8 presents the same regression analysis for males only. Here, only two
variables show significance, and neither is consistent through the four specifica-
tions. Digit ratio controls are not significant in any specification.
Figure 9 displays the results for females. First, it should be noted that due
the very small sample size, any results from this regression are hardly indicative
of any meaningful relationship. That being said, there are a number of significant
controls, including digit-ratio controls on both hands. Having a father who is a
businessman is highly significant in all specifications, and the coefficient on the
variable is around -3.0 in all specifications. This is quite large in magnitude.
Mothers education level was also highly significant in all specifications. The
results indicated that subjects with mothers who have achieved higher levels of
education preferred the lower risk lotteries, or, were more risk averse. Again, the
coefficient here is quite large in magnitude. Digit-ratio controls are significant as
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well (left hand p-value =.025, right hand p-value=.047).
6.1.2 Losses Framed Lottery
Figure 10 presents the results from regressing choice in the loss-framed lottery on
a number of controls for the full sample. Unlike the gains-framed lottery from the
previous section both Female and Rscore were consistently significant. Females
chose lower risk lotteries in the loss-framed lottery, and a one-point increase in
Ravens test score correlated with higher risk choices. Digit-ratio controls were
not significant in any specification.
Figure 11 presents results for males only. Again, the results indicated that
individuals who scored higher on the Ravens test preferred the higher risk lot-
teries. The left hand digit-ratio control was significant as well (p-value=.032).
Figure 11 presents the results for females only, of note was the positive correla-
tion between mothers education and risk tolerance, which was significant in two
of the four specifications. This was the exact opposite of the effect found in the
gains framed lottery for females.
6.1.3 Average of Lottery Choices
The average choice lottery is the most normally distributed dependent variable,
and it has the added benefit of offering insight in to which effects from the gains
and losses lottery are more powerful. For example, in the gains framed lottery
(Table 7) the business dummy variable was highly significant through all specifi-
cations, while in the loss framed lottery (Table 10) it was not significant in any
specification. When the average of choices made in the loss and gains framed
lotteries was used as the dependent variable, the business dummy variable was
only marginally significant in one specification. Similarly, the left hand digit-ratio
control was significant in the gains lottery, but not the loss lottery. When the av-
erage of lottery choices was used as a dependent variable the left hand digit-ratio
is significant (.029). Using the average of lottery choices as a dependent variable
in this way could be problematic if individuals exhibited loss aversion, or were
more risk averse in the loss lottery. Loss aversion was not found in this sample.
The results from regressing a number of controls on the average of lottery
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choices are presented in Figure 12. Here, the dependent variable was simply the
mean lottery choice for each individual. Females made lower average risk choices,
and individuals who scored higher on the Ravens test chose higher average risk
choices. Of the digit-ratio controls, only left hand digit-ratio was significant (p-
value=.028).
The Figures 13 and 14 present the results for males and females only. For
males, the only significant covariate is the left hand digit-ratio control and IQ.
For females, the only consistently significant covariate was the business dummy
variable, which remained highly significant, and negative, through all specifica-
tions. Fathers schooling was also significant, but in the opposite direction of
what was expected. For females, the digit-ratio controls were not significant. For
males, IQ was marginally significant in three of the four specifications and left
hand digit-ratio was significant (p-value=.024).
7 Robustness Check
7.1 Tobit
Censoring in the data was a potential concern. Due to the fact that risk prefer-
ence was measured by lottery choice, an observed signal of an underlying latent
variable, it is possible that an individuals true risk preference may have been
censored simply by the construction of the lottery choices.
Rit = α + βXit + hi + it ≡ Ci
R∗it = Rit ⇐⇒ Ci ≤ R∗it ≤ Ci
For example, the signal observed of an individual choosing lottery 6 (the
highest risk lottery) may not be a completely accurate measure of the individuals
risk preference. The individual may have preferred an even higher risk lottery, if
one had been available. Thus, the possibility of censoring may arise. Censoring
was confirmed by examining the frequency of lottery choices. The results of the
Tobit regressions (Tables 14-22) show that after accounting for censoring in the
dependent variable, no significance is lost. In fact, a few variables gain significance
when moving from OLS estimates to Tobit estimates.
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7.2 Smoking
Given the evidence that digit ratio correlated with attitude toward risk elicited
by the ordered lotteries, a significant relationship between digit ratio and other
measures of risk should be expected. The risks associated with smoking are well
known, even in Dhaka where many smoke. As part of the survey individuals
were asked if they smoke, and this was used as a binary dependent variable
to test the relationship between digit ratio and another behavioral risk. The
results, presented in Table 23, show individuals with lower than average digit
ratios (associated with higher levels of prenatal testosterone) were more likely to
smoke. The relationship was then broken down by gender. The relationship was
not significant for males, but was significant for females. The lack of significance
for males was not surprising, most males in Dhaka smoke, and thus smoking may
not be the best measure of risky behavior. The significant relationship found
with the female subjects was more surprising, but makes intuitive sense when
the culture of Dhaka is taken into account. In Dhaka culture, a female smoking
in public is taboo. So, while many females do smoke, responding positive to the
question do you smoke? is more of a risky behavior for females than it is for
males.
7.3 Potential Omitted Variables
The possibility exists that unobservable factors in the error term may be corre-
lated with observed control variables. Due to the small sample size present in
this study, the inclusion of too many control variables quickly leads to degree
of freedom loss. For this reason I chose to control for only a limited number
of variables, based on a priori notions, in the model presented and in previous
regressions. In this section I explore the possibility of potential omitted variables.
One situation, likely to introduce bias, arose when considering how parents
chose their level of education. It is reasonable to assume that educational pursuits
may be put on hold when children are born, especially for mothers. Further, it is
likely that persuing education becomes more difficult as the number of children
a parent has to raise increases. Thus, it is likely that number of children is
negatively correlated with educational attainment. To control for this, a variable
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was added for the number of siblings a subject had.
The relationship between autism and older maternal age at birth is well doc-
umented in the medical literature (Gillberg, 1980; Reichenberg et al., 2006) Sim-
ilarly, the link between testosterone and autism has been documented (Ingudom-
nukul et al., 2007; Auyeung et al., 2009). Thus, it is possible that omitting this
variable could bias the relationship between digit ratio and risk preference. To
control for this, age of mother at birth was added to the regressions.
Tables 28-33 present OLS results produced when including these variables.
No significance was lost when including these potential confounders. In fact,
these variables increase the predictive power of the model, and some digit ratio
controls gain significance.
Lastly, to determine whether the non-digit ratio controls were contributing
some of the variation associated with digit ratio controls, a simplified model was
run. Figure 34 presents the results for the gains lottery, and shows that as more
controls were added the left hand digit ratio control did not lose significance. The
coefficient, however, associated with the left hand digit ratio control did decrease
slightly in magnitude. This indicates that excluding the additional controls led to
over estimation of the influence of digit ratio controls. In the loss framed lottery
(Figure 35), the left hand digit ratio control did lose significance when other
factors were controlled for. This was interesting, however, digit ratio controls
were not significant in the initial run of the loss framed lottery (see: Figure 10).
To investigate further, a similar procedure was conducted on the loss framed
lottery for males only. Previously, this specification had the most consistent,
and significant, digit ratio controls. The results (Figure 36) indicated no loss of
significance in left hand digit ratio, and decline in effect magnitude.
8 Discussion
This research examined the relationship between prenatal testosterone exposure,
measured roughly by digit-ratios, and behavior under uncertainty. Recent reports
in the literature, suggest that prenatal testosterone may explain preference for
risk between, and within genders; the results of this study did not support this
conclusion. In this study prenatal testosterone controls were significant for males
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in a loss framed lottery, and the relationship within the female sub-sample was
significant in the gains framed lottery.
Previous studies have used samples of individuals from developed countries.
While results of previous studies have been mixed, one common thread among
them was the use of mostly Caucasian samples from North America or Europe.
Using a sample from Dhaka, Bangladesh, this study furthers the literature by
examining the correlates of financial risk preference in a new environment. Not
only is the sample of individuals unique, in that Bangladesh has not been repre-
sented in previous studies, but the culture in Dhaka is quite different than the
culture in North America and Europe, which could lead to different behavior
under uncertainty.
A second contribution to the existing literature is the inclusion of learned be-
havior cofactors. Controls for parental occupation and parental education levels
are missing in previous studies, and their exclusion could have lead to omitted
variable bias, or over estimated the influence that prenatal testosterone has on
behavior.
There are a few interesting findings that contradict a priori expectations based
on findings from previous studies. First, individuals with fathers who are busi-
nessmen made significantly lower risk choices. Previous studies (conducted in de-
veloped countries) found that parents with higher risk jobs (entrepreneurs, busi-
nessmen, etc) had offspring with higher risk tolerance (Leurerman and Necker,
2010; Paola, 2010). These studies were used to inform the hypothesis that indi-
viduals in this sample whose fathers were businessmen would chose higher risk
lotteries, as it is usually assumed that the business profession is more risky than,
for example, working for the government. What is more curious, perhaps, is the
fact that this control was only significant for females, and only in the gains framed
lottery. In the male only sub-sample having a father who is a businessman did not
significantly correlate with risk preference. Reading in to this finding is difficult.
Inference complications arise when considering the business culture in Dhaka. It
may be the case that business is not a risky undertaking in Dhaka, especially
when one has ties to the government. This is only a speculation at this point,
and the data in this study do not provide any way of testing this speculation.
Also, it may be the case that the females in this study are not a representative
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sample. The females in this sample are university students, a choice that may
be risky in-and-of itself. The fact that they chose to go to college in the face
of potential family or cultural pressures not to go could lead to selection for a
population of risk takers. Again, this is purely speculation at this point. Further
research needs to be conducted.
Second, it is striking that score on the Ravens test was a significant correlate
only in the loss framed lottery. One possible explanation for this is that those who
also did well on the IQ test were more able to do the calculation required for an
individual to make a choice that best reflects their preference. The gains framed
lottery is fairly straightforward and does not require as much mental calculation
as the loss framed lottery.
Third, the control for mothers education level presents contradictory evidence.
In the gains framed lottery, females with mothers who had more education made
lower risk choices, while in the loss framed lottery females with mothers who have
more education made higher risk choices. This is thought provoking, however,
due to the small sample size it is difficult to form any definite conclusion. If
nothing else, these results provide fodder for future studies.
Lastly, the goal of this study was to test the robustness of digit ratio controls.
It is important to remember that in these studies the analyses of digit-ratios
were all relative to the sample average digit ratio. It is not possible to predict
behavior by examining an individuals digit-ratio in isolation, only in comparison
to a sample average, which may vary from sample to sample. Assigning any
sort of causal relationship between prenatal testosterone and behavior was not
possible at this stage. The relationship between neural activity and behavior is
complicated, and digit ratio is a course measure of prenatal testosterone. Drawing
inference is made more difficult due to somewhat heteroskedastic standard errors
in some specifications. Convention, White Robust, HC2, and HC3 errors were
all tested, and conventional errors were used in this study because they were
the largest out of the four. Even with the small sample size, however, I found
evidence that prenatal testosterone exposure can partially explain risk preference
heterogeneity between and within genders in a sample of students from Dhaka,
Bangladesh.
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Figure 7: Gains Framing
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Figure 8: Gains Framing for Males Only
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Figure 9: Gains Framing for Females Only
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Figure 10: Loss Framing
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Figure 11: Loss Framing for Males Only
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Figure 12: Loss Framing for Females Only
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Figure 13: Average of Lottery Choices
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Figure 14: Average of Lottery Choices for Males
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Figure 15: Average of Lottery Choices for Females
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Figure 16: Tobit: Gains Framed
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Figure 17: Tobit: Gains Framed for Males
Figure 18: Tobit: Gains Framed for Females
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Figure 19: Tobit: Loss Framed
Figure 20: Tobit: Loss Framed for Males
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Figure 21: Tobit: Loss Framed for Females
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Figure 22: Tobit: Average Choice
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Figure 23: Tobit: Average Choice for Males
Figure 24: Tobit: Average Choice for Females
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Figure 25: Additional Controls: Gains Framed
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Figure 26: Additional Controls: Gains Framed for Males
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Figure 27: Additional Controls: Gains Framed for Females
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Figure 28: Additional Controls: Loss Framed
47
Figure 29: Additional Controls: Loss Framed for Males
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Figure 30: Additional Controls: Loss Framed for Females
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Figure 31: Additional Controls: Average Choice
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Figure 32: Additional Controls: Average Choice for Males
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Figure 33: Additional Controls: Average Choice for Females
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Figure 34: Robustness Check: Gains Framed
Figure 35: Robustness Check: Loss Framed
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Figure 36: Robustness Check: Loss Framed for Males
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