Abstract. We shall find the dimension of the spaces of holomorphic sections and holomorphic differentials of certain line bundles to give improved lower bounds on the index of complex isotropic harmonic maps from the sphere and torus to complex projective spaces.
Introduction
Harmonic maps are smooth maps between Riemannian manifolds which are critical points of the Dirichlet energy functional (see, for example, [6, 15] ). The index of a harmonic map is a measure of its stability and is generally difficult to calculate. Examples of stable harmonic maps are constant mappings between Riemannian manifolds and holomorphic maps between Kähler manifolds, which thus both have index 0 [15] . Harmonic maps given by the Gauss transform of a full holomorphic map from a Riemann surface of genus g to complex projective space are unstable and are of particular interest as they form a large class of harmonic maps called complex isotropic, or equivalently of finite uniton number ; this class includes all harmonic maps from the 2-sphere (see [7] ).
We give new bounds on the index of harmonic maps from the 2-sphere to complex projective space (Theorem 3.7) and complex isotropic harmonic maps from the torus to complex projective space (Theorem 3.15), which improve those in [7] . This is achieved by recalling that holomorphic vector fields along a harmonic map φ give smooth variations that contribute to the index of φ [7, p . 258]; we improve the known estimates by calculating the dimension of the space of holomorphic vector fields along a harmonic map φ by decomposing the tangent bundle using the harmonic sequence of φ.
In [7] J. Eells and J.C. Wood classified all complex isotropic harmonic maps from a Riemann surface M to CP n . Later F.E. Burstall and J.C. Wood gave an interpretation of this in [2] by defining certain subbundles of the trivial bundle M × C n+1 and maps between these subbundles, and developing a technique of analysing harmonic maps from a Riemann surface into a complex Grassmannian using "diagrams". In [2] , the harmonic maps of [7] are constructed by a repeated use of a Gauss transform and we will use the interpretation in [2] to calculate bounds on the index of harmonic maps constructed in this way.
Preliminaries
We recall the construction of complex isotropic harmonic maps given in [2, 7] ; for additional reading related to these constructions see [3, 5, 12, 13, 17] and for a moving frames approach see [4, 16] .
Subbundles of M × C
n+1 . Let M be a compact Riemann surface. Let us identify CP n with the set of complex lines (i.e. one-dimensional complex subspaces in C n+1 ) in the usual way, so that each point V ∈ CP n is identified with a complex line in C n+1 . The tautological bundle T over CP n is the subbundle of the trivial bundle CP n × C n+1 2010 Mathematics Subject Classification. 53C43, 58E20.
whose fibre at V ∈ CP n is the line V in C n+1 . By decomposing the complexified tangent bundle T C CP n using the complex structure in the usual way we have
There is a well-known connection-preserving isomorphism h :
where σ is a local section of T , Z ∈ T (1,0) CP n , π T ⊥ denotes the orthogonal projection onto T ⊥ and Z(σ) denotes differentiation with respect to Z. For alternative descriptions of this isomorphism see [2, 3, 7] .
Consider a smooth map φ : M → CP n . We may decompose the C-linear extension of its differential dφ into components
To each map φ : M → CP n , we may associate the pullback of the tautological bundle φ := φ −1 T ; this is the complex line subbundle of the trivial bundle M × C n+1 over M whose fibre at z is the line φ(z). The orthogonal projection π φ onto φ applied to the standard derivation on M × C n+1 over M induces a connection φ ∇ on φ; on a (local complex) chart (U, z) of M this is given by
for υ ∈ Γ(φ −1 T ). Given mutually orthogonal subbundles φ and ψ as in [2] we define the bundle maps
where π ψ is the orthogonal projection onto ψ. These two maps are adjoint up to sign, more concretely, with , φ the Hermitian metric on φ induced from the flat metric on the trivial bundle
A very useful special case of the above is the following, we set
Then, using the pullback of (2.1), we have the following isomorphism of bundles over M :
which can be used to identify the bundle maps A 
We shall now construct a harmonic sequence using the above. A map f : M → CP n is said to be full if its image does not lie in a proper projective subspace of CP n . Let f 0 : M → CP n be a full holomorphic map, then as above
where
n is a harmonic map by Lemma 2.2. Applying the procedure again to
n is again a harmonic map by Lemma 2.2. For ease of notation write,
where G ′ is applied j times to f 0 , and
j T its associated subbundle given by the pullback of the tautological bundle. Now the jth iteration of the procedure above applied to f j−1 : M → CP n gives
where f j : M → CP n is again a harmonic map.
Remark 2.3. One can apply the above to a full antiholomorphic map g 0 by replacing A ′ and G ′ with A ′′ and G ′′ respectively and letting
It was shown in [2] and through a different interpretation in [7] that the nth iteration of the procedure above gives
where f n : M → CP n is a full antiholomorphic map. Using Lemma 2.1 we see that A ′′ f0 = A ′ fn = 0 since f 0 and f n are holomorphic and antiholomorphic respectively, therefore G ′′ (f 0 ) = G ′ (f n ) = 0 and so do not define maps into CP n . Therefore we have the following sequence.
. . .
where f 0 : M → CP n is a full holomorphic map with associated bundle f 0 :
n is a full antiholomorphic map with associated bundle f n := f n −1 T . Let (U, z) be a chart of M and let z 0 ∈ U be a zero of A ′ fρ−1 where ρ ∈ {1, . . . , n}, then we can write
where λ is a smooth section of L(f ρ−1 , f
), non-zero at z 0 and k ∈ N. Then we say that f 0 is ρth(-order) ramified at the point z 0 with ramification index k. We call the sum of all ramification indices of the points of ρth ramification the ρth total ramification index and denote it r ρ−1 .
Remark 2.4. All harmonic maps S 2 → CP n are given as above; for higher genera the construction gives all harmonic maps which are complex isotropic [7] , or equivalently of finite uniton number cf. [1] , alternatively described in [2] .
Estimates of the Index
In [7] an estimate was given for the index of nonholomorphic harmonic maps φ : M g → CP n where M g is a closed Riemann surface of genus g. Throughout this paper we call a map that is holomorphic or antiholomorphic ±-holomorphic.
n be a non-±-holomorphic harmonic map. Then
In this chapter we shall give improvements to this estimate for genus 0 and for complex isotropic harmonic maps for genus 1.
3.1. The Space of Holomorphic Sections and Holomorphic Differentials. The estimate in Proposition 3.1 was constructed by noting that a holomorphic vector field along φ gives a smooth variation of φ that contributes to the index of φ.
where c 1 is the first Chern class (evaluated on the canonical generator of H 2 (M g , Z)) and H 1 (M g , W ) the space of holomorphic differentials of W * over M g (i.e. holomorphic (1,0)-forms with values in W * ).
Let φ : M g → CP n be a non-±-holomorphic harmonic map. Then using RiemannRoch for the holomorphic vector bundle φ
and Proposition 3.1 follows directly by disregarding the non-negative number
We improve the estimate in Proposition 3.1 by looking
CP n ) more closely and either finding their dimension or identifying criteria for them to be trivial.
Considering the harmonic sequence (2.2) above, we say a full harmonic map φ :
where G ′ is applied ρ times to a full holomorphic map f : M → CP n and ρ ∈ {0, 1, . . . , n} [2, 7] . Given a harmonic map φ : M → CP n with directrix (f, ρ) then by (2.1) we have
where for each α, L(f ρ , f α ) is a line bundle, that is, a rank 1 holomorphic bundle. By noting that the degree of φ is minus the first Chern class c 1 of the bundle φ (see [7, Lemma 5.1]), we have from [7, p. 246] , given a harmonic map φ :
We deduce the following.
Proposition 3.4. For each i − < ρ,
and for each i + > ρ,
Proof. Let us split the sum (3.1) and consider the two different sums separately:
First consider an element of the first sum in (3.7). For a particular i − < ρ we have from (3.2), 8) and so
Noting that for any holomorphic line bundle
, then using Serre duality
we have
By a similar argument to (3.8) we have
which gives (3.4). By a similar argument for elements of the second sum in (3.7) we have (3.5) and (3.6). Full details of calculations are given in the author's thesis [14] .
3.2.
Sphere. We will now restrict to the sphere (g = 0), where we have the following corollary to Proposition 3.4.
Remark 3.6. Note here that for g = 0, (3.4) and (3.5) tell us nothing as r α ≥ 0 for all 0 ≤ α ≤ n.
Theorem 3.7. Let φ : S 2 → CP n be a non-±-holomorphic harmonic map with directrix (f, ρ) and r α the (α + 1)th total ramification index of f , then
and so by (3.1) and using Corollary 3.5,
By using (3.2), we have
Putting these together we have (n − α)r α = (n + 1) deg(f ) + n(n + 1)(g − 1).
For g = 0 we shall split this sum so that we have
Another useful relation between the degrees of φ and f coming from [7, p. 246 ] is
Using these for g = 0 we can write
By Lemma 3.2 the theorem is proven.
Corollary 3.8. Let φ : S 2 → CP 2 be a non-±-holomorphic harmonic map with directrix (f, 1) and r 0 be the first total ramification index of f then
Proof. Let φ : S 2 → CP 2 be a non-±-holomorphic harmonic map then as ρ = 1 and n = 2 then we have from Theorem 3.7,
Using (3.10) for g = 0, n = 2 and (3.11) for g = 0, ρ = 1 we have that r 1 = 3 deg(f ) − 2r 0 − 6 and deg(f ) = deg(φ) + r + 2 so 
Remark 3.11. Similar to the sphere we see that (3.4) and (3.5) tell us nothing as r α ≥ 0 for all 0 ≤ α ≤ n.
Unlike the sphere we cannot conclude that (3.12) or (3.13) is identically zero, as we have special cases when (i) Let s be an antimeromorphic section of line bundle E → M equipped with an Hermitian metric and Hermitian connection, then s/|s| 2 is a meromorphic section of E → M.
(ii) If s has a zero (resp. pole) at a point z 0 ∈ M of order k then s/|s| 2 has a pole (resp. zero) at z 0 ∈ M of order k.
Proof. WriteZ = ∂/∂z, then for (i) it suffices to show that, away from the poles of s,
where ∇ is the Hermitian connection on E. Now
Note that s, ∇Zs = 0 as s is antimeromorphic. Also as E → M is a line bundle then
To establish that s/|s| 2 is meromorphic and to show (ii), let (U, z) be a chart of M and z 0 ∈ U be a zero of s, then we can write
where λ is a local antiholomorphic section of E → M , non-zero atz 0 . Then
where λ(z)/|λ(z)| 2 is a non-zero local holomorphic section of E → M by (i). We argue similarly when z 0 is a pole. Now we are ready to examine the special cases when ρ−1 α=i− r α = 0 for (3.12) and i+−1 α=ρ r α = 0 for (3.13). Lemma 3.13. For each i + > ρ then
Proof. Consider the diagram similar to (2.2). Let us set
that has the same number of poles as A 
Now by Serre duality we have
, where T * (1,0) M 1 is the holomorphic cotangent bundle that has been canonically identified with 2 dz has no poles and as meromorphic functions on the torus have the same number of poles and zeros (counted according to multiplicity) [11, p. 153] , then λ(z) is just a constant and so the claim is proven.
Lemma 3.14.
Proof. Similar to Lemma 3.13.
Considering Lemmas 3.13, 3.14 and Theorem 3.3 we have the following breakdown of the special cases: For each i + > ρ we have (3.14) dim
Similarly for each i − < ρ we have
So we have four distinct cases: α=ρ r α = 0 for all k such that i + ≥ k > ρ. Using (3.14) and (3.15) we have the following: for each k such that
where, using (3.2), we have
Together with (3.10) and (3.11) for g = 1 we have
Corollary 3.16. Let φ : M 1 → CP 2 be a non-±-holomorphic complex isotropic harmonic map then
Proof. From Theorem 3.15 with ρ = 1 and n = 2 we have
We know from (3.10) and (3.11) that r 1 = 3 deg(f ) − 2r 0 and deg(φ) = deg(f ) − r 0 respectively. Using these together, one can easily see the relations in the corollary. 
for Λ = {mω 1 + nω 2 |m, n ∈ Z} a period lattice on C. The map ℘ has a double pole at each lattice point and can also be seen as a map from a torus as M 1 = C/Λ. Therefore ℘ can be seen as a meromorphic function of the torus with a double pole at z = 0 and two zeros (not necessarily distinct); for more information on the Weierstrass ℘-function see [11, p. 153] and [8] . Now consider the differential of ℘ : M 1 → C given by
It is known [11] that ℘ ′ (z) has a triple pole at z = 0 and simple zeros at ω 1 /2, ω 2 /2, and (ω 1 + ω 2 )/2 where ω 1 and ω 2 are the periods of the period lattice Λ given above.
Using the Weierstrass ℘-function above we construct an example of a full holomorphic map f : M 1 → CP 2 with r 0 = 0, and then using Corollary 3.16 we find a bound for its index. [7] (cf. [13] ), we have that f is first ramified at some z 0 if F ∧ F ′ (z 0 ) = 0 for F ∧ F ′ : M 1 → ∧ 2 C 3 and F ′ = dF/dz. Now for F = (1, ℘, ℘ ′ ) above we have
and we see that f is ramified at z 0 if and only if
which are simple zeros of ℘ ′ and so −℘ ′′ (z 0 ) = 0 when ℘ ′ (z 0 ) = 0; hence f is unramified. It is shown in [11] that f is a bijection onto the projective plane curve given in affine form by y 2 = 4x 3 − g 2 x − g 3 with g 2 and g 3 constants which are defined by the lattice Λ. Therefore the map f above can be seen as the diffeomorphismf : 
