Abstract-Magnetic near-field scanning is a growing-up technique in power electronics. However, due to the large size of the devices, a trade-off is necessary to find between the spatial resolution of the field and the measurement time, this one is often unsatisfying. In this paper, we propose to improve drastically this trade-off by using a signal-processing technique (Wiener filtering) which allows a large scanning step (short scanning duration) while keeping an accurate spatial resolution of the magnetic field. This technique is adapted to the magnetic near-field probing, as described in the paper. Our experiments show that a factor 25 can be gained on the product "resolution-×-duration" of the measurements.
INTRODUCTION
Measurement techniques that are usually used for the characterization of radiated and conducted emissions of power electronics are mainly concerned by the compliance with EMC standards. Actually, near field techniques constitute also an efficient approach to characterize complex radiating systems; they have been successfully applied in the microwave domain [1, 2] . However, near field scanning over a power electronic device is not referenced in standards, but it can be useful to estimate the characteristics of radiations and to locate spatially the sources of electromagnetic fields [11] . It can also be used to identify the couplings on sensitive components (filters, drives, sensors) and their propagation mode. This practice is growing up in power electronics [3] . Moreover, calculation techniques exist that allow calculating far field from "near field" measurements [12] . These methods can be useful for comparing emissions to standards limits without large measuring equipments. Ideally, the near field measurements should be punctual, but that is not possible due to the size of the probe. In fact, the probe integrates the field over an area depending on its size. Consequently, the user is balanced between the choice of a large probe having a good sensitivity but a poor spatial resolution and a small probe having the inverse performances. Our purpose is to develop a measurement technique based on signal processing which will conciliate the sensitivity of a large probe and the accuracy of a small one. This technique is based on the taking into account of the probe integration. In a first part, we describe briefly the test bench developed by our laboratory to measure the near magnetic field. We underline the trade-off between the probe size, its sensitivity and its resolution [4, 5] . In a second part, we have chosen to favour the sensitivity and to enhance the resolution by a signal processing technique, the Wiener filtering [6] . In a third part, we express the transfer function of the probe by three different methods and we check our technique on an industrial power electronic component.
NEAR-FIELD MEASUREMENT SYSTEM

Test Bench
A three-dimensional near-field scanner is used to measure the magnitude of the magnetic near-field in a plane at a fixed frequency above a power electronics device ( Figure 1 ). The equipment is rated to work in a bandwidth situated between 9 kHz and 1 GHz but, as our applications are in the power electronics domain, our studied frequency range is reduced to 10 kHz-30 MHz. The loop-probe is connected to an EMI receiver; it is mounted on a displacement table. A computer monitors the probe displacement (along x and y) over the device under test (DUT) and it records data provided by the EMI receiver. The maximum scanning area is 500 mm × 500 mm × 500 mm; only the zaxis is manually actuated. The mechanical resolution is 0.1 mm in the two directions (x and y). A copper ground plane has been inserted in our system, in order to reproduce the effect of the heat-sink included in many power electronic devices. All the displacements devices (motors, driving equipments), which are likely to induce electromagnetic field reflections, are located under this ground plane to prevent external perturbations. All the structural parts, which stand above this area, are made of unreflecting materials (Plexiglas, nylon). Figure 2 is a photograph of the test bench, the EMI receiver and driving computer.
The measurements of the three components of the magnetic field are achieved with H field probes (AFJ near-field probe, set LF1). Their frequency ranges are 100 kHz-50 MHz or 30 MHz-3 GHz. They consist of small electrically balanced loop antennas. These loop probes are built with an electric field shield and with a small break at one point. The gap in the shield prevents shield currents from flowing around the loop yet still permits electric field shielding of the center conductor as shown in Figure 3 , in order to reduce the loop antenna's electric field response. Figure 4 is a picture of the two magnetic field probes used in this paper: The RF-R 400-1 which has a large diameter (25 mm) and the LF-R-3 which has a smaller diameter (3 mm). These loop probes measure the magnetic field perpendicular to the loop at a fixed frequency. The three components of the magnetic field are obtained by rotating the probe with an angle of 90 • around the three x, y and z directions.
The voltage e induced at the open-ends of the probe is expressed by:
S is the probe area. By considering the magnetic field constant over the probe area, the magnetic field is linked to the measured voltage for an harmonic signal by:
In its logarithmic form, the measured magnetic field is expressed by:
where H dB is the magnetic field in dBµA/m, V dB is the voltage in dBµV measured by the EMI receiver, AF dB is the probe performance factor in dB((µA/m)/µV) and L dB is the cable losses between the probe and the EMI receiver.
Size, Resolution and Sensitivity of the Probe
Ideally this probe should simultaneously exhibit an excellent resolution, a high sensitivity and it should not disturb the field being measured. A smaller probe will introduce less disturbance in the field components being measured and will have a good spatial resolution but a low sensitivity. Indeed, if we consider a shielded probe, the electric component of the electromagnetic field induces a voltage on the shielding which doesn't affect the H-field measurement. The equivalent circuit of a small electrically balanced loop antenna (diameter λ, wavelength) is represented in Figure 5 . e m is the voltage induced by the H-field, R r is the loop resistance, L a is the loop inductance and Z c is the load impedance (the EMI receiver input impedance Z c is equal to 50 Ω). In our studied frequency range (10 kHz-100 MHz), the loop impedance has been measured and is much smaller than Z c , so the magnetic field probe provides an output voltage proportional to the magnetic field.
A is the loop area, f is the measurement frequency and µ 0 is the vacuum permeability.
The spectral sensitivity is defined by the ratio:
The sensitivity increases as the loop size. So, the loop must be large enough to provide an adequate signal to noise ratio.
Smaller loops have obviously higher spatial resolution. An important source of error is due to the assumption that the probe voltage is related only to the field strength of a single point of space. Such a simplification is acceptable only for devices that produce field patterns with smooth changes in a spatial range greater than the probe size. However, the use of such a method for the measurement of the near-field within a spatial distribution that rapidly changes produces a blurring effect caused by the integration of the nearby fields due to the finite size of the probe. This problem can be solved by decreasing the spatial step of the measurements (about 1 mm) but this increases considerably the total scanning time, particularly in the case of the large dimensions of power electronics (up to 500 mm).
So, we have chosen the following trade-off between probe size, sensitivity and resolution: a probe of 2.5 cm diameter (for a maximal measurement frequency equal to 1 GHz) with a spatial step of 1.25 cm. We proposed to compensate the effects of the probe integration by an image restoration method in order to decrease the equivalent spatial resolution of the field to 2 mm.
Wiener Filtering
We have adapted the techniques of image restoration in signal processing [7] [8] [9] to the improvement of the resolution of data issued from the scanning of the magnetic near-field. In image processing, the different image restoration techniques are: the inverse filtering, the Wiener filtering and the iterative methods. First, we have performed a classical inverse filtering, which isn't presented here. But this technique needs to define an arbitrary cut-off frequency. Then, we have achieved the Wiener filtering, which seemed us easier to complete than the iterative methods and which has already used in electric field measurements [6] . The near-field emission pattern of the probe used is analytically calculated and replaced by an analytical transfer function. The procedure is described and applied next. Let f (x, y) be a H-field strength distribution to be known. The output voltage distribution g(x, y) measured by the H-field probe, whose specification is expressed as its impulse response t(x, y), is described as follows:
(6) * is the convolution operator, and n(x, y) is a noise signal. This relation is more easily described in frequency-domain as a simple product and sum where the capital letters indicate the Fourier transforms of the corresponding spatial functions:
u and v are spatial frequencies of x and y quantities. In the field of image processing, t(x, y) is called a point spread function (PSF). Our goal is to find some function w(x, y) so that we can estimate f (x, y) as follows:
in such a way that the mean square error is minimised. The Wiener deconvolution filter provides such a function w(x, y). The filter is more easily described in frequency domain:
S ff (u, v) is the power spectra of the original signal, S nn (u, v) is the power spectra of the noise. These two terms have a particular importance in the regularization of the Wiener filtering. Unfortunately, there are often unknown. A spread way to get round this consists on considering the signal to noise ratio like a constant.
This transfer function can be also rewritten by:
K is the inverse of the signal-to-noise ratio. The filtering operation is carried out in the spatial domain:
Then the inverse Fourier transform is performed onF (u, v) in order to obtainf (x, y).
Point Spread Function (PSF)
In the aim to apply this technique, it is important to get the PSF t(x, y). In this paragraph, we describe our method. Our first idea was to carry out an experiment with an "hand-made" solenoid. Supposing that this solenoid creates an ideal step-like magnetic field, it leads to the determination of the PSF, called t mes . Next, in order to validate this experiment, we have expressed by formulas the spatial integration of the probe by considering our test conditions: It leads to the calculation of the PSF, called t cal . Then, considering that the magnetic field generated by the solenoid isn't a ideal step function, we have examined the influence of the real magnetic field on the determination of these P.S.F.. Finally, we have searched to obtain a PSF independently of the solenoid radius. This is explained in Paragraph 4.4, and it results in determining the PSF, called t th , which has been compared to the other expressions of the PSF. In order to simplify the previous formulas, we consider for symmetry reasons, only the variable x. For determining the PSF, we neglect in a first step the noise contribution. Equation (6) can be then written as:
PSF Obtained by Measurements
We have performed an experiment in a long solenoid for obtaining the PSF, that is t(x); it is shown in Figures 6 and 7 . The solenoid parameters are as follows: Radius R 2 = 20 mm, and length = 380 mm and it is consisted of 2000 loops per meter. It is supplied by a sinusoidal voltage (4 Vpp amplitude @ 100 kHz, sine wave).
The solenoid can be assumed as infinitely long (ratiolength/radius ≈ 10), so the magnetic field inside the winding can be considered as constant, its value H 0 is equal to 3.35 A/m. The H-field probe is used to measure the magnetic field inside the solenoid and is moved from the outside (at a distance x 0 = 48 mm from the solenoid centre) to the solenoid centre along the x axis (see in Figures 6 and 7) . A narrowest slot as possible (4 mm) has been achieved in the solenoid in order to introduce the near field probe. The idea is to consider the magnetic field created by the solenoid as a spatial step distribution H(x), as it is represented ideally in Figure 8 (case (a) ). Figure 8 . Ideal spatial distribution of the H-field between the inside and the outside of the solenoid.
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x 0 x 0 Figure 9 . Intersection area of the probe and of the solenoid crosssection.
Based on these assumptions, we can measure and estimate the PSF function t(x) as indicated hereunder: If a Dirac function of Hfield f (x) = δ(x) would be applied to the probe, then its response would be: g(x) = t(x), this response is directly the PSF. Since it's not possible to generate a Dirac function of H-field, we have chosen to create a step function of H-field. If now a step function of H-field is applied to the probe, we deduce that the derivative of g(x) is the PSF: g (x) = t(x). So, the measurement technique is based on the measurement of the spatial response of the probe and to derive it in order to get the PSF. From the measured magnetic field H m (x), the PSF can be expressed by:
PSF Obtained by Calculations
Independently of the technique presented above, it is possible to express the theoretical formulation of the PSF. If we assume that the solenoid is infinitely long, the magnetic field inside is uniform and equals to H 0 e jωt . We still consider that the magnetic field created by the solenoid is ideal but we search to show the effect of the spatial integration of the probe. Equation (1) becomes:
A is the area (represented in Figure 9 ) of the intersection of two discs of radius R 1 and R 2 . The disc of radius R 1 represents the probe area; the disc of radius R 2 represents the solenoid section. A is expressed by:
and
(17) Then, we can calculate the magnetic field by:
We have represented in Figure 10 the measured magnetic field function H m (x) and the calculated one H cal (x), taking into account the spatial integration. We observe a good agreement between the two last curves (H m (x) and H cal (x)). The observed difference is only due to the assumption that the magnetic field created by the solenoid is a unit step function. The slot, necessary to introduce the near field probe, seems to not affect significantly the measurements.
Nevertheless, in a first approximation, we can consider that the magnetic field created by our solenoid is a spatial step-distribution. Next, we will evaluate the influence of the real field distribution on the P.S.F. determination.
In the same way as previously, the calculated PSF t cal (x) is expressed by:
The function obtained by (13) or (19), can be compared [6] to a Gaussian function, expressed by:
We determine c and σ with the Matlab fminsearch function. As shown by (13) and (19), the measured function t m (x) and the calculated function t cal (x) have been normalized by dividing by H 0 , so that c and σ are independent of the antenna factor and consequently of the frequency. In the case of the measured PSF, we have found c = 5.8 × 10 −7 and σ = 11.5 × 10 −5 ; in the case of the theoretical calculation, c = 3.7 × 10 −7 and σ = 8.14 × 10 −5 . In Figure 11 Figure 13 . Comparison between the magnetic field obtained by a FEMM freeware and by measurements using 3 mm diameter probe.
Gaussian.
From expression (20), it is easy to calculate the Fourier Transforms, then the PSF is expressed by:
We have represented in Figure 12 the Fourier Transforms of the two PSF: T m , with c and σ deduced from measurements and T cal with c and σ deduced from calculations.
We can notice a good agreement between these two curves and conclude that the spatial integration of the probe is correctly taken into account.
Influence of the Real Magnetic Field on the Determination of the P.S.F.
The P.S.F. has been determined by considering the magnetic field created by an ideal solenoid. Yet, the theoretical magnetic field is not the real magnetic field created by the solenoid because it doesn't take into account the effect of the slot. The real magnetic field has been determined either by the finite element method magnetics (FEMM) freeware or by a measurement using a magnetic probe of 3 mm diameter (LF-R-3), in order to eliminate the effect of the spatial integration of the probe. We have represented in Figure 13 the ideal magnetic field function H th (x), the measured one H mLF −R−3 (x) and the simulated one H fem (x). Actually, we can notice the effect of the slot on the real magnetic field, which isn't really a unit step function. We can also see a good accordance between the magnetic field measured by the 3 mmdiameter probe and the FEM simulated one. It can be considered that H fem (x) is the real magnetic field.
So in order to evaluate the error made by using (13) to calculate the P.S.F., we have estimated the P.S.F. function t r (x) directly using (12) with the measured magnetic field H m (x) as output function and the real magnetic field H fem (x) as input function.
Then, in spatial domain, we can write
That is, in spatial frequency domain, To calculate the discrete Fast Fourier Transform of H m (x) and H fem (x), we apply the Nicolson ramping algorithm [10] . Then we perform an inverse filtering for determining T r (u). We had to define a cut-off spatial frequency to avoid the numerical difficulties, encountered when H f fem (u) is very small. In Figure 14 , the obtained P.S.F., T r (u), is compared to the P.S.F. obtained with the assumption of a step-like function, T m given by (21) with c and σ deduced from measurements. We can observe a good accordance between the two curves, except for secondary lobes, due to inverse filtering.
To go further, we have calculated the output function g(x) of the Equation (12) with the P.S.F. function t m (x) given by (13) for an input function f (x) equals successively to a unit step function and to the real magnetic field obtained by the F.E.M. software. In Figure 15 , we have represented the response to the unit-step distribution in dash line and the response to the real magnetic field in solid line. The comparison between the two curves is satisfactory: The relative error is about 30% before the point of inflection and 5% after. Because the spatial integration of the probe has been taken into account by the convolution operation, the differences between the two curves are only due to the choice of the input function.
Whatever the method (by inverse filtering with the real magnetic field or by assuming that the magnetic field is a unit step distribution), we can't know precisely the P.S.F. For our application, as we will see in Paragraph 2.5, we have chosen to determine the P.S.F. by assuming that the magnetic field is ideal and by using (13). This method lets us to know the P.S.F. analytically and to avoid performing Fast Fourier Transforms.
Theoretical PSF
We have searched to go further by determining the PSF from the probe dimensional characteristics. As c and σ are independent of the antenna factor, T depends only of the geometric characteristic of the probe. If we put R 1 = R 2 in (15), we find:
, and A(x) = 0 else, t th (x) is then given by:
That is, in the spatial frequency domain:
J 1 is the Bessel function of the first kind.
In Figure 16 , we have represented the theoretical impulse response, i.e., the PSF. It can be compared to the two curves of Figure 11 . Finally, we have represented in Figure 17 , the Fourier Transforms of the three PSF: T th , obtained analytically (25), T m , given by (13) with c and σ deduced from measurements and T cal , given by (19) with c and σ deduced from calculations.
We can notice a good agreement between these three curves and, in particular, the maxima all equal to 1. T m and T cal are results of the approximation by a Gaussian whereas T th is a Bessel function. T th shows oscillations and it is stiffer compared to T m and T cal . In the last paragraph, we will apply the process described in Section 3 by using these three different PSF.
Concept Validation
Two Dimensions Extension
The previous developments have been presented in 1D with the variable x in order to simplify the problem. In the two dimensions spatial domain (2D), for symmetry reasons, "x" must be replaced by "r", that is " x 2 + y 2 ". This can be translated easily in the frequency domain for the Gaussian expression; by replacing "u" by "ρ", that is " √ u 2 + v 2 ", (18) can be written by:
Then, the Fourier Transform of the normalized PSF is expressed by:
As far as the PSF t th is concerned, (25) becomes:
The variable x and y can't be separated and then we can't replace "u" by " √ u 2 + v 2 ". We have to express t th in polar coordinates, that is,
Then, the Fourier transform can be calculated by:
We obtain:
With: z = 4πR 1 ρ.
The normalized PSF can be expressed by:
Application to a Power Transformer
In order to be as clear as possible, we have chosen to show an application of this technique on a simple device, a power electronics transformer, which generates a single radiation frequency. We have measured the z-component of the magnetic field radiated by the transformer shown in Figure 18 . Its primary is supplied by a 4 Vpp sinusoidal voltage at 100 kHz, the transformer secondary is open circuit. We recall that the scan area is in the plane xy and is equal to 110 mm × 110 mm. The measurement has been achieved at a height equal to 74 mm above the ground plane. In accordance with the discussion of Section 2.2, the measurement has been achieved with a 25 mm diameter probe and a step measurement equal to 10 mm. In Figure 19 , we present the mapping of the amplitude of the zcomponent of the magnetic field with a 10 mm step measurement. The measurement time is about 15 minutes. We applied the developed However, in Figures 21, 22 and 23, we can note some ringings introduced by the data post-processing technique, whatever the used PSF formula. These ringings show the limit of the Wiener filtering, when the measured magnetic field is low and near to noise. Figure 25 represents the module of the transfer function of the Wiener filter, W (u, v), defined by (9) by considering K equal to 0.1 in our case. It confirms that the oscillations are more important with the calculated Fourier Transform PSF T cal rather than with both others. If we increase K, the oscillations decrease but the gain of the filter gets far from 1 and the Wiener filter distorts considerably the signal.
In Figure 20 , we can also notice that a well-known mechanical default of our test bench introduces a shift for a measurement step of 2 mm. This problem is drastically reduced by measuring with a larger resolution and applying the data post-processing. We have also to underline the saving of measurement time: It is approximately divided by 25. The Wiener filtering can be applied to near field scannings of more complex EUTs. We have applied it on industrial variable speed drives, which obviously contain many radiating sources in higher frequencies. For these devices, we have to achieve many scannings corresponding to each radiation frequency. The Wiener filtering leads to a very interesting measurement speed reduction and the results are quite satisfactory.
CONCLUSION
Magnetic near field scanning have been achieved by a sufficiently large probe to have a good sensitivity and a large measurement step to reduce the test duration. In order to obtain a smaller measurement step, we developed an interpolation technique of the near field scan data. This procedure is based on the Wiener filtering, which supposes the knowledge of the Point Spread Function of the magnetic probe. The P.S.F. of our magnetic probe has been determined by three different ways: two of them are deduced from experiments and the third one is only determined from geometrical characteristics of the magnetic probe. We have tested this technique on the measurements of the amplitude of the magnetic field radiated by a transformer used in power electronics. The experimental results have been compared with the measurements performed with a smaller step. We have observed a good agreement between the results obtained thanks to the different approaches. The interpolation technique described in this paper decreases significantly the measurement step (5 × 5 times in our experiments) without increasing the test time. However, some ringings have been observed on the results but they appear only with one of the PSF (fully calculated) when the amplitude of the magnetic field is low. This could be improved by using iterative methods like LucyRichardson or Van Cittert ones.
