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Abstract
We review the formalism of free fermions used for construction of tau-functions
of classical integrable hierarchies and give a detailed derivation of group-like prop-
erties of the normally ordered exponents, transformations between different normal
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1 Introduction
In this paper we review the formalism of free fermions introduced by the Kyoto school
[1]-[4] and used for construction of tau-functions of classical integrable hierarchies of
nonlinear PDE’s such as Kadomtsev-Petviashvili (KP), modified Kadomtsev-Petviashvili
(MKP), 2D Toda lattice (2DTL) and their multicomponent versions. The operator ap-
proach to the integrable hierarchies appears to be an extremely useful tool in dealing
with classical integrability because the bilinear equations of the hierarchies acquire the
transparent meaning as the standard relations for correlation functions of free fermions
like the Wick theorem. The τ -function itself is a vacuum expectation value of special
operators from the infinite-dimensional Clifford algebra generated by free fermions ψn,
ψ∗n.
We give a detailed and self-contained derivaton of the key properties and relations:
group-like properties of the normally ordered exponents, transformations between dif-
ferent normal orderings, the bilinear relations, the generalized Wick theorem and the
boson-fermion correspondence, paying attention to particular cases and examples. Our
motivation comes from the feeling that their precise formulations and exhaustive proofs
seem to be missing in readily available literature. In view of this, we believe that our
review might be of interest for those who are going to use the operator methods in their
own research work.
Another motivation is to collect together various examples of τ -functions that play an
important role in the theory and/or applications. Among them are familiar ones (char-
acters, quasi-polynomial and multi-soliton τ -functions, partition functions of different
matrix models) as well as less known examples which were addressed in the literature
only recently (such as expectation values with non-standard time evolution and Hur-
witz partition functions). In each case we present explicit fermionic realizations of the
τ -functions.
In order not to overload the paper, we restrict ourselves by one-component charged
fermions and leave aside integrable hierarchies of the types other than A∞. Some other
related interesting topics, such as fermionic representation of the generalized Kontsevich
model and the melting crystal model, remain out of the scope of this review because
of the space limitations. Various aspects of the free fermionic approach to integrable
systems are also discussed in the books [5, chapter 9], [6, chapter 14] and reviews [7,
section 4], [8, section 1].
The organization of the paper is clear from the table of contents. It should be em-
phasized that central in our presentation is the basic bilinear condition (BBC)∑
k
ψkG⊗ ψ∗kG =
∑
k
Gψk ⊗Gψ∗k (1.1)
which defines an important class of elements G of the Clifford algebra. Exponents (or
normally ordered exponents) of bilinear expressions in the fermionic operators ψn, ψ
∗
n are
well-known solutions to the BBC. There are also solutions which can not be represented
in this form – for example, any linear combinations of the ψn’s (or ψ
∗
n’s). Correlation
functions of fermions with insertions of elements G that obey the BBC have some special
properties. In particular, the generalized Wick theorem holds for them. Taking matrix el-
ements of the operator relation (1.1) between some properly chosen states in the fermionic
4
Fock space, one can derive the bilinear identity generating various bilinear equations of
the Hirota type for the τ -functions. The general τ -function for one-component fermions
is usually defined as the expectation value of the form
τn(t+, t−) = 〈n| eJ+(t+)Ge−J−(t−) |n〉 , (1.2)
where t± = {t±k}∞k=1 and n = t0 ∈ Z are time variables, J± are current operators and G is
any solution to the BBC with zero charge. An extension of this definition to solutions of
the BBC with non-zero charge is straightforward. By freezing some of the time variables
at particular values (say, t− = 0 or t− = n = 0) one obtains τ -functions of the MKP and
KP hierarchies respectively.
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2 Free fermions
2.1 The algebra of fermionic operators
Let ψn, ψ
∗
n, n ∈ Z, be free fermionic operators with usual anticommutation relations
[ψn, ψm]+ = [ψ
∗
n, ψ
∗
m]+ = 0, [ψn, ψ
∗
m]+ = δmn. (2.1)
They generate an infinite dimensional Clifford algebra. We also use their generating
series
ψ(z) =
∑
k∈Z
ψkz
k, ψ∗(z) =
∑
k∈Z
ψ∗kz
−k. (2.2)
From the fact that the anticommutator of any linear combinations of the fermionic
operators is a number it follows that the commutator of any bilinear expressions in ψn
and ψ∗n is again bilinear in ψn and ψ
∗
n. For example,
[ψmψ
∗
n, ψm′ψ
∗
n′ ] = δnm′ψmψ
∗
n′ − δmn′ψm′ψ∗n.
We see that the commutation law for the expressions ψmψ
∗
n is the same as for the matrices
Emn with matrix elements (Emn)ij = δimδjn which are generators of the algebra gl(∞) of
infinite-size matrices with only finite (but arbitrary) number of non-zero elements. More
generally, consider the bilinear expression
XA =
∑
ij
Aijψiψ
∗
j (2.3)
with some matrix A, then [XA, XB] = X[A,B] and
[XA, ψn] =
∑
i
Ainψi , [XA, ψ
∗
n] = −
∑
i
Aniψ
∗
i .
In order to find the adjoint action of the operator XA on fermions, we use the well
known formula
eABe−A = B + [A,B] +
1
2!
[A, [A,B]] + . . . (2.4)
valid for any two operators A, B. We get
eXAψne
−XA =
∑
i
ψiRin , e
XAψ∗ne
−XA =
∑
i
(R−1)niψ
∗
i , (2.5)
where R±1 = e±A = 1±A+ 1
2!
A2+ . . .. We see that exponents of the expressions bilinear
in ψn and ψ
∗
n possess a rather specific property: the result of their adjoint action on the
form linear in fermions is again linear.
2.2 Dirac vacua and excited states
Next, we introduce a vacuum state |0〉 which is a “Dirac sea” where all negative mode
states are empty and all positive ones are occupied:
ψn |0〉 = 0, n < 0; ψ∗n |0〉 = 0, n ≥ 0.
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(For brevity, we call indices n ≥ 0 positive.) Similarly, the dual vacuum state has the
properties
〈0|ψ∗n = 0, n < 0; 〈0|ψn = 0, n ≥ 0.
With respect to the vacuum |0〉, the operators ψn with n < 0 and ψ∗n with n ≥ 0 are
annihilation operators while the operators ψ∗n with n < 0 and ψn with n ≥ 0 are creation
operators.
We also need “shifted” Dirac vacua |n〉 and 〈n| defined as
|n〉 =

ψn−1 . . . ψ1ψ0 |0〉 , n > 0
ψ∗n . . . ψ
∗
−2ψ
∗
−1 |0〉 , n < 0
(2.6)
〈n| =

〈0|ψ∗0ψ∗1 . . . ψ∗n−1, n > 0
〈0|ψ−1ψ−2 . . . ψn, n < 0
(2.7)
In particular, we have
ψm |n〉 = 0, m < n; ψ∗m |n〉 = 0, m ≥ n, (2.8)
〈n|ψm = 0, m ≥ n; 〈n|ψ∗m = 0, m < n. (2.9)
It is also clear that
ψn |n〉 = |n+ 1〉 , ψ∗n |n+ 1〉 = |n〉 , (2.10)
〈n + 1|ψn = 〈n| 〈n|ψ∗n = 〈n + 1| . (2.11)
Excited states (over the vacuum |0〉) are obtained by filling some empty states (acting
by the operators ψ∗j ) and creating some holes (acting by the ψj ’s). A particle carries
the charge −1 while a hole carries the charge +1, so any state with a definite number
of particles and holes has the definite charge. Let us introduce a convenient basis of
states with definite charge in the fermionic Fock space HF . The basis states |λ, n〉 are
parametrized by n and Young diagrams λ in the following way. Given a Young diagram
λ = (λ1, . . . , λℓ) with ℓ = ℓ(λ) nonzero rows, let (~α|~β) = (α1, . . . , αd(λ)|β1, . . . , βd(λ)) be
the Frobenius notation for the diagram λ (see Appendix A). Here d(λ) is the number
of boxes in the main diagonal and αi = λi − i, βi = λ′i − i, where λ′ is the transposed
(reflected about the main diagonal) diagram λ. Then
|λ, n〉 := ψ∗n−β1−1 . . . ψ∗n−βd(λ)−1 ψn+αd(λ) . . . ψn+α1 |n〉 ,
〈λ, n| := 〈n|ψ∗n+α1 . . . ψ∗n+αd(λ) ψn−βd(λ)−1 . . . ψn−β1−1.
(2.12)
The state |λ, n〉 has the charge n with respect to the vacuum state |0〉. For the empty
diagram 〈∅, n| = 〈n|, |∅, n〉 = |n〉.
The states |λ, n〉 can be constructed from a vacuum in another, equivalent way which
is sometimes more convenient.
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Proposition 2.1 We have:
|λ, n〉 = (−1)b(λ) ψn+λ1−1ψn+λ2−2 . . . ψn+λℓ−ℓ |n− ℓ〉
〈λ, n| = (−1)b(λ) 〈n− ℓ|ψ∗n+λℓ−ℓ . . . ψ∗n+λ2−2ψ∗n+λ1−1
(2.13)
and
|λ, n〉 = (−1)|λ|−b(λ) ψ∗n−λ′1ψ
∗
n−λ′2+1
. . . ψ∗n−λ′m+m−1 |n+m〉
〈λ, n| = (−1)|λ|−b(λ) 〈n+m|ψn−λ′m+m−1 . . . ψn−λ′2+1ψn−λ′1
(2.14)
where ℓ = ℓ(λ) = λ′1, m = λ1 and
b(λ) =
d(λ)∑
i=1
(βi + 1). (2.15)
This statement is basically a rephrasing of Proposition (1.7) from Macdonald’s book [9],
with an additional input of commutaton relations for fermionic operators. The proof is
a simple combinatorial exercise. We give an idea how to prove (2.13). Denote the r.h.s.
by |λ, n〉′, then we can write
|λ, n〉′ = ψn+λ1−1 . . . ψn+λd−d ψn+λd+1−(d+1) . . . ψn+λℓ−ℓ︸ ︷︷ ︸
ℓ−d
ψ∗n−ℓ . . . ψ
∗
n−1︸ ︷︷ ︸
(ℓ−d)+d
|n〉
where d = d(λ) is the size of the maximal square of the diagram. Since λi − i = αi at
i = 1, . . . , d, we see that the first d ψ-operators are exactly those standing in (2.12). The
ℓ−d ψ-operators from the next group have indices which are strictly less than n, and each
ψ-operator ψn−i from this group has its ψ
∗-partner ψ∗n−i among the ψ
∗-operators from the
third group. These pairs ψn−iψ
∗
n−i cancel when acting to the vacuum |n〉 and we are left
with just d ψ∗-operators which are exactly those standing in (2.12). (It may be helpful
to note that the Frobenius notation corresponds to λi’s as follows: {λi− i}d(λ)i=1 = {αi}d(λ)i=1 ,
{i − λi}β1+1i=d(λ)+1 = {1, 2, . . . , β1 + 1} \ {βi + 1}d(λ)i=1 .) Therefore, |λ, n〉′ differs from |λ, n〉
only by a sign.
Remark. Note that if one formally adds some “zero parts” with λi = 0 to the partition
λ, then the state (2.13) remains unchanged.
From the definition of the vacuum states |n〉 it is obvious that for any such state
and arbitrary k ∈ Z either ψk or ψ∗k is an annihilation operator: either ψk |n〉 = 0 or
ψ∗k |n〉 = 0. From definition (2.12) it is also obvious that the same is true for any basis
state:
ψk |λ, n〉 = 0, k ∈ In,λ; ψ∗k |λ, n〉 = 0, k /∈ In,λ,
ψk |λ, n〉 6= 0, k /∈ In,λ; ψ∗k |λ, n〉 6= 0, k ∈ In,λ,
(2.16)
and
〈λ, n|ψk = 0, k /∈ In,λ; 〈λ, n|ψ∗k = 0, k ∈ In,λ,
〈λ, n|ψk 6= 0, k ∈ In,λ; 〈λ, n|ψ∗k 6= 0, k /∈ In,λ,
(2.17)
where In,λ is the set
In,λ =
{
k ∈ Z
∣∣∣ k < n, k /∈ {n−βi−1}d(λ)i=1 } ∪ {n+ αi}d(λ)i=1 .
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2.3 The vacuum expectation values
The vacuum expectation value 〈0| . . . |0〉 is a Hermitian linear form on the Clifford algebra
fixed by
〈0|0〉 = 1.
Then, from the commutation relations (2.1) and definitions of the “shifted” Dirac vacua
(2.6), (2.7) it follows that 〈n|n〉 = 1 for any n. Bilinear combinations of fermions satisfy
the properties 〈n|ψiψj |n〉 = 〈n|ψ∗i ψ∗j |n〉 = 0 for all i, j and
〈n|ψiψ∗j |n〉 = δij for j < n, 〈n|ψiψ∗j |n〉 = 0 for j ≥ n.
The expectation value of any operator with non-zero charge is zero. The basis vectors
(2.12) are orthonormal with respect to the scalar product induced by the expectation
value:
〈λ, n| µ,m〉 = δmnδλµ.
This can be directly seen by taking the scalar product of the vectors of the type (2.12)
and moving the operators ψn−βi−1 to the right, taking into account that the sequences
α1, α2, . . . , αd and β1, β2, . . . , βd are strictly increasing.
From orthonormality of the basis states it follows that if 〈λ, n |U〉 = 0 (respectively
〈U | λ, n〉 = 0) for all λ and n then |U〉 = 0 (respectively 〈U | = 0). Moreover, if a Clifford
algebra element X kills all basis states, that is X| λ, n〉 = 0 (or 〈λ, n|X = 0) for all λ
and n, then X = 0.
Proposition 2.2 The coefficients 〈λ, n |U〉 (respectively 〈U | λ, n〉) uniquely determine
the state |U〉 (respectively 〈U |):
|U〉 =
∑
n,λ
|λ, n〉 〈λ, n |U〉
Similarly, the coefficients 〈λ, n |X| µ,m〉 uniquely determine the Clifford algebra element
X:
X =
∑
n,λ;m,µ
|λ, n〉 〈λ, n|X |µ,m〉 〈µ,m| .
The explicit form of the operators |λ, n〉 〈µ,m| in terms of fermions is given below in
section 2.8.
In general, expectation values of products of fermionic operators are given by the
Wick theorem. Let vi =
∑
j vijψj be linear combinations of ψj ’s only and w
∗
i =
∑
j w
∗
ijψ
∗
j
be linear combinations of ψ∗j ’s only, then the standard Wick theorem states that
〈n| v1 . . . vmw∗m . . . w∗1 |n〉 = det
i,j=1,...,m
〈n| viw∗j |n〉 ,
〈n|w∗1 . . . w∗mvm . . . v1 |n〉 = det
i,j=1,...,m
〈n|w∗i vj |n〉 .
The Wick theorem can be proved by induction. We will not give the proof here because
the proof of a more general statement will be presented below.
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For the generating series ψ(z), ψ∗(ζ) we have:
〈n|ψ∗(ζ)ψ(z) |n〉 =
∑
j,k
ζ−jzk 〈n|ψ∗jψk |n〉 =
∑
k≥n
(z/ζ)k =
znζ1−n
ζ − z
(assuming that |ζ | > |z|) and
〈n|ψ(z)ψ∗(ζ) |n〉 =
∑
j,k
ζ−jzk 〈n|ψkψ∗j |n〉 =
∑
k<n
(z/ζ)k =
znζ1−n
z − ζ
(assuming that |z| > |ζ |). More generally,
〈n|ψ∗(ζ1) . . . ψ∗(ζm)ψ(zm) . . . ψ(z1) |n〉 =
m∏
l=1
(zl/ζl)
n · det
i,j
ζi
ζi − zj
=
∏
i<i′
(zi − zi′)
∏
j>j′
(ζj − ζj′)∏
i,j
(ζi − zj)
∏
l
znl ζ
1−n
l
(2.18)
(assuming that |ζi| > |zj |) and
〈n|ψ(z1) . . . ψ(zm)ψ∗(ζm) . . . ψ∗(ζ1) |n〉 =
m∏
l=1
(zl/ζl)
n · det
i,j
ζi
zi − ζj
=
∏
i<i′
(zi − zi′)
∏
j>j′
(ζj − ζj′)∏
i,j
(zi − ζj)
∏
l
znl ζ
1−n
l
(2.19)
(where |zi| > |ζj|). One can also calculate
〈n+l|ψ∗(ζm−l) . . . ψ∗(ζ1)ψ(z1) . . . ψ(zm) |n〉 =
m∏
i<i′
(zi − zi′)
m−l∏
j>j′
(ζj − ζj′)
m−l∏
r=1
m∏
s=1
(ζr − zs)
m∏
k=1
znk
m−l∏
k′=1
ζ1−nk′
(2.20)
(where |ζi| > |zj|) as a limiting case of (2.18) by tending subsequently ζm, ζm−1 . . . , ζm−l+1
to infinity. In particular,
〈n+m|ψ(z1) . . . ψ(zm) |n〉 =
∏
i<j
(zi − zj)
m∏
k=1
znk . (2.21)
In a similar way, we get from (2.19)
〈n−l|ψ(zm−l) . . . ψ(z1)ψ∗(ζ1) . . . ψ∗(ζm) |n〉 =
m∏
i<i′
(ζi − ζi′)
m−l∏
j>j′
(zj − zj′)
m−l∏
r=1
m∏
s=1
(zr − ζs)
m∏
k=1
ζ1−nk
m−l∏
k′=1
znk′
(2.22)
10
(where |zi| > |ζj|) and
〈n−m|ψ∗(ζ1) . . . ψ∗(ζm) |n〉 =
∏
i<j
(ζi − ζj)
m∏
k=1
ζ1−nk . (2.23)
2.4 Normal ordering
Once the vacuum state is fixed, a useful notion is the normal ordering of operators. The
normal ordering •
•
(. . .) •
•
with respect to the Dirac vacuum |0〉 is defined as follows: all
annihilation operators are moved to the right and all creation operators are moved to the
left taking into account that the factor (−1) appears each time two neighboring fermionic
operators exchange their positions. For example: •
•
ψ∗1ψ1
•
•
= −ψ1ψ∗1 , ••ψ−1ψ0 •• = −ψ0ψ−1,
•
•
ψ2ψ
∗
1ψ1ψ
∗
−2
•
•
= ψ2ψ1ψ
∗
−2ψ
∗
1, etc. We also note the identity
eαψkψ
∗
k = 1 + (eα − 1)ψkψ∗k = ••e(e
α−1)ψkψ
∗
k •
•
, k ≥ 0.
The normally ordered expressions are always well-defined when acting to the correspond-
ing basis states of the fermionic Fock space HF .
Under the sign of normal ordering, all fermionic operators ψj and ψ
∗
j anticommute.
In other words, it is wrong to use the commutation relations of the Clifford algebra under
the sign of normal ordering, i.e., for example, •
•
ψ∗1ψ1
•
•
6= •
•
(1− ψ1ψ∗1) •• .
Using the normal ordering, one can introduce the charge operator Q as
Q =
∑
k∈Z
•
•
ψkψ
∗
k
•
•
. (2.24)
This operator counts the charge of the state: Q |λ, n〉 = n |λ, n〉 and so 〈µ,m|Q |λ, n〉 =
nδnmδλµ (note that without normal ordering this matrix element would be ill-defined!).
The charge operator has the commutation relations [Q,ψn] = ψn, [Q,ψ
∗
n] = −ψ∗n which
mean that ψn, ψ
∗
n have charges ±1. More generally, we say that a Clifford algebra element
X has definite charge q if [Q,X ] = qX .
In a similar way, one may define the normal ordering with respect to any vacuum state.
The general rule is that the annihilation operators are moved to the right and creation
operators to the left (with the appropriate sign factor). With respect to the vacuum |n〉,
the annihilation operators are ψ∗j with j ≥ n and ψj with j < n while ψ∗j with j < n and
ψj with j ≥ n are creation operators. We denote the corresponding normal ordering by
•
•
(. . .) •
•n (in this notation
•
•
(. . .) •
•
= •
•
(. . .) •
•0). One can go even further and define the
normal ordering with respect to any basis state (2.12): the operators ψk with k ∈ In,λ and
ψ∗k with k /∈ In,λ are annihilation operators for the state |λ, n〉, while all other fermions
are creation operators, see (2.16) and (2.17).
One may also consider the bare vacuum |∞〉 which is the absolutely empty state.
With respect to the bare vacuum, all ψj ’s are annihilation operators while all ψ
∗
j ’s are
creation operators. Let us denote the corresponding normal ordering by ×
×
(. . .)×
×
(for-
mally, ×
×
(. . .)×
×
= •
•
(. . .) •
•∞). In this normal ordering, all ψ
∗’s are moved to the left and
all ψ’s to the right, with taking into account the sign factor appearing each time one
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operator is permuted with another. For example: ×
×
ψ∗mψn
×
×
= ψ∗mψn,
×
×
ψnψ
∗
m
×
×
= −ψ∗mψn
and
×
×
exp
(∑
ik
Bikψ
∗
i ψk
)
×
×
= 1 +
∑
i,k
Bikψ
∗
i ψk +
1
2!
∑
i,i′k,k′
BikBi′k′ψ
∗
i ψ
∗
i′ψk′ψk + . . . (2.25)
The definition of the normal ordering is closely related to the definition of the vac-
uum expectation value: •
•
ψ∗kψl
•
•n = ψ
∗
kψl − 〈n|ψ∗kψl |n〉. More generally, for any linear
combinations f0, f1, . . . , fm of the fermion operators ψi, ψ
∗
j we have the recursive formula
f0 ••f1f2 . . . fm
•
•n =
•
•
f0f1f2 . . . fm ••n +
m∑
j=1
(−1)j−1 〈n| f0fj |n〉 ••f1f2 . . . 6fj . . . fm ••n, (2.26)
where 6fj means that this factor should be omitted. This recursive relation allows one
to express the normally ordered monomials with arbitrary number of fermions as linear
combinations of monomials without normal ordering and vice versa. For example:
•
•
f0f1f2 ••n = f0f1f2 − 〈f1f2〉n f0 + 〈f0f2〉n f1 − 〈f0f1〉n f2,
•
•
f0f1f2f3 ••n = f0f1f2f3 − 〈f2f3〉n f0f1 + 〈f1f3〉n f0f2 − 〈f1f2〉n f0f3
−〈f0f1〉n f2f3 + 〈f0f2〉n f1f3 − 〈f0f3〉n f1f2
+ 〈f0f1〉n 〈f2f3〉n − 〈f0f2〉n 〈f1f3〉n + 〈f0f3〉n 〈f1f2〉n ,
where 〈fifj〉n := 〈n| fifj |n〉.
2.5 Group-like elements
2.5.1 Group elements
Bilinear combinations
∑
mn bmnψ
∗
mψn of the fermions, with certain conditions on the
matrix b = (bmn), generate an infinite-dimensional Lie algebra [2]. Exponentiating these
expressions, one obtains an infinite dimensional group (a version of GL(∞)). Elements
of this group can be represented in the form
G = exp
(∑
i,k∈Z
bikψ
∗
i ψk
)
. (2.27)
The inverse element can be written in the same way with the matrix (−bmn).
As it was already stated, the group elements of the form (2.27) obey a rather special
property that the adjoint action of such elements preserves the linear space spanned by
the fermion operators ψn and the space spanned by ψ
∗
n. More precisely, we have:
Gψ∗nG
−1 =
∑
l
ψ∗lRln , GψnG
−1 =
∑
l
(R−1)nlψl
or
Gψ∗n =
∑
l
Rlnψ
∗
lG , ψnG =
∑
l
RnlGψl , (2.28)
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where the matrix R = (Rnl) of the induced linear transformation is given by R = e
b. The
product of two group elements is also a group element:
exp
(∑
i,k∈Z
b′ikψ
∗
i ψk
)
exp
(∑
i,k∈Z
bikψ
∗
i ψk
)
= exp
(∑
i,k∈Z
b′′ikψ
∗
i ψk
)
(2.29)
with eb
′
eb = eb
′′
. Clearly, multiplication of G of the form (2.27) by any constant number
preserves the characteristic property (2.28).
We refer to the transformation (2.28) as rotation of the fermionic operators with the
rotation matrix R. From the fact that the center of the Clifford algebra is formed by
numbers c [10] it follows that two group elements G,G′ with the same rotation matrix
R may differ by a scalar factor only: G′ = cG. In particular, sometimes it is more
convenient to consider the group elements with exponentiated normally ordered bilinear
fermionic combinations, for example:
exp
(∑
i,k∈Z
bik ••ψ
∗
i ψk
•
•
)
= cb exp
(∑
i,k∈Z
bikψ
∗
i ψk
)
,
where cb = exp
(−∑k≥0 bkk).
Note also that the charge operator Q (2.24) commutes with any group element.
2.5.2 Normally ordered exponents
Let us note, following the works of the Kyoto school [2, 10], that the group elements
can be equivalently represented as normally ordered exponents of bilinear forms. For
example, one can directly prove that the element G = ×
×
eBikψ
∗
i ψk ×
×
(here and below
summation over repeated indices is implied) satisfies the first commutation relation (2.28)
with Rln = δln +Bln:
×
×
eBikψ
∗
i ψk ×
×
ψ∗n =
(
1 +Ba1b1ψ
∗
a1
ψb1 +
1
2!
Ba1b1Ba2b2ψ
∗
a1
ψ∗a2ψb2ψb1 + . . .
)
ψ∗n
= ψ∗n
×
×
eBikψ
∗
i ψk ×
×
+Ba1nψ
∗
a1
+Ba1nBa2b2ψ
∗
a1
ψ∗a2ψb2+
1
2!
Ba1nBa2b2Ba3b3ψ
∗
a1
ψ∗a2ψ
∗
a3
ψb3ψb2 + . . .
= ψ∗n
×
×
eBikψ
∗
i ψk ×
×
+Banψ
∗
a
×
×
eBikψ
∗
i ψk ×
×
= (δan +Ban)ψ
∗
a
×
×
eBikψ
∗
i ψk ×
×
.
The second commutation relation (2.28) can be proved in the same way. Moreover, any
solution to (2.28) can be represented by a normally ordered exponent ×
×
eBikψ
∗
i ψk ×
×
. It can
be also checked, in a similar way, that
exp
(
bikψ
∗
i ψk
)
= ×
×
exp
(
(eb − I)ikψ∗i ψk
)
×
×
, (2.30)
where I is the unity matrix. The composition law is given by
×
×
exp
(
B′ikψ
∗
i ψk
)
×
×
×
×
exp
(
Bikψ
∗
i ψk
)
×
×
= ×
×
exp
(
(B+B′+B′B)ikψ
∗
i ψk
)
×
×
(2.31)
which directly follows from the composition law (2.29) and the formula B = eb − I.
Let us prove another useful formula which allows one to represent a group element as
a normally ordered exponent with respect to different vacua:
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Proposition 2.3 Whenever both sides are well-defined the following is true
×
×
exp
(
Bikψ
∗
i ψk
)
×
×
= det(I+P+B) •• exp
(
Aikψ
∗
i ψk
)
•
•
, (2.32)
or, equivalently,
•
•
exp
(
Aikψ
∗
i ψk
)
•
•
= det(I−P+A) ×× exp
(
Bikψ
∗
i ψk
)
×
×
. (2.33)
Here P+ is the projector on the positive mode space ((P+)ik = δik for i, k ≥ 0 and 0
otherwise) and the matrices A,B are connected by
B − A = AP+B , i.e., B = (I−AP+)−1A or A = B(I+P+B)−1. (2.34)
The idea of the proof is as in [10]. First we notice that we can write the normally ordered
expression •
•
eAikψ
∗
i ψk •
•
as the composition of three operators:
•
•
eAikψ
∗
i ψk •
•
= eAa¯bψ
∗
a¯ψb︸ ︷︷ ︸
G1
· •
•
eAabψ
∗
aψb · eAa¯b¯ψ∗a¯ψb¯ •
•︸ ︷︷ ︸
G2
· eAab¯ψ∗aψb¯︸ ︷︷ ︸
G3
(2.35)
where the repeated indices a, b (a¯, b¯) in the r.h.s. imply summation over non-negative
(respectively, negative) integers (summation in the repeated i, k in the l.h.s. is over Z).
The operator G1 contains the creation operators only while G3 contains annihilation
operators only. Note also that the two operators under the normal ordering commute
with each other. It is not difficult to find explicitly which rotations are performed by the
elements G1, G2, G3. For G1,3 this is especially simple:
ψnG1 = G1
{
ψn + Anbψb , n < 0
ψn , n ≥ 0, ψnG3 = G3
{
ψn , n < 0
ψn + Anb¯ψb¯ , n ≥ 0.
For G2 we write G2 = ••G
+
2 G
−
2
•
•
with G+2 = e
Aabψ
∗
aψb , G−2 = e
Aa¯b¯ψ
∗
a¯ψb¯. When we move ψn
through this element, we can ignore either G+2 or G
−
2 depending on whether n is negative
or positive. The rest of the calculation is similar to the one with the normal ordering
×
×
(. . .)×
×
given above. It gives:
ψnG2 = G2(ψn + Anb¯ψb¯), n < 0
G2ψn = (ψn −Anbψb)G2, n ≥ 0.
(2.36)
It is instructive to write these rotations in the block matrix form:(
ψ−G1
ψ+G1
)
=
(
I A−+
0 I
)(
G1ψ−
G1ψ+
)
,
(
ψ−G3
ψ+G3
)
=
(
I 0
A+− I
)(
G3ψ−
G3ψ+
)
,(
ψ−G2
ψ+G2
)
=
(
I+A−− 0
0 (I−A++)−1
)(
G2ψ−
G2ψ+
)
,
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where the self-explanatory notation is used (we assume that the matrix I−A++ is invert-
ible). In this notation P+ =
(
0 0
0 I
)
. The full rotation matrix is then obtained as the
product of these three:
R =
(
I A−+
0 I
)(
I+A−− 0
0 (I−A++)−1
)(
I 0
A+− I
)
=
(
I 0
0 I
)
+
(
A−−+A
−
+(I−A++)−1A+− A−+(I−A++)−1
(I−A++)−1A+− (I−A++)−1A++
)
.
One can check that the second matrix in the last line (which is R − I = B) is exactly
(I−AP+)−1A, in agreement with (2.34). It remains to calculate the scalar factor in front
of (2.33). Let us take the expectation value of the both sides with respect to the bare
vacuum. Then we should prove that
〈∞| •
•
exp
(
Aikψ
∗
i ψk
)
•
•
|∞〉 = det(I−P+A).
Using the decomposition of the operator in the l.h.s., we write:
〈∞| •
•
eAikψ
∗
i ψk •
•
|∞〉 = 〈∞| •
•
e−Aabψbψ
∗
a •
•
|∞〉
=
∑
k≥0
(−1)k
k!
Aa1b1 . . . Aakbk 〈∞|ψb1 . . . ψbkψ∗ak . . . ψ∗a1 |∞〉
=
∑
k≥0
(−1)k
k!
∑
a1,...,ak≥0
∣∣∣∣∣∣∣∣
Aa1a1 Aa1a2 . . . Aa1ak
Aa2a1 Aa2a2 . . . Aa2ak
. . . . . . . . . . . .
Aaka1 Aaka2 . . . Aakak
∣∣∣∣∣∣∣∣
= det(I −A++) = det(I − P+A).
Proposition 2.3 can be easily generalized to the normal ordering •
•
(. . .) •
•n. For exam-
ple, for G given in (2.27) it can be written as
G = ×
×
exp
(
Bikψ
∗
i ψk
)
×
×
= det(I+P≥nB) •• exp
(
Aikψ
∗
i ψk
)
•
•n (2.37)
with the matrices A, B determined by the matrix b in (2.27) according to the formulas
[10]
B = eb − I , B − A = AP≥nB . (2.38)
Here P≥n is the projector on the ≥ n mode space ((P≥n)ik = δik for i, k ≥ n and 0
otherwise).
2.5.3 Non-invertible (group-like) elements
The normal ordering allows one to represent in the form (2.37) not only group elements
but also some non-invertible elements of the Clifford algebra that satisfy the commutation
relations
Gψ∗n =
∑
l
Rlnψ
∗
lG , ψnG =
∑
l
RnlGψl , (2.39)
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or
ψ∗nG =
∑
l
R′lnGψ
∗
l Gψn =
∑
l
R′nlψlG (2.40)
with some (not necessarily invertible) matrices R,R′ (if they are invertible, then both
pairs of these relations hold with R′R = I but for non-invertible elements only one pair of
these relations holds). Any normally ordered exponent G = •
•
eBikψ
∗
i ψk •
•−∞ satisfies (2.40)
and, vice versa, if G is a solution of (2.40) then it can be represented by a normally
ordered exponent of this form.
We call elements G of the Clifford algebra such that the commutation relations (2.39)
or (2.40) hold the group-like elements (in the next section this definition will be further
extended). If the matrix R fails to be invertible, so does G, as an element of the Clifford
algebra. In this case it can not be represented in the exponential form (2.27). Some
of such elements still admit a representation as a normally ordered exponent of bilinear
forms in the fermionic operators. However, there are normally ordered exponents such
that neither R nor R′ matrices exist for them.
Examples.
a) Let Ψ, Φ∗ be arbitrary linear combinations of the fermion operators ψn, ψ
∗
n, respec-
tively, and consider the element
G = eβΦ
∗Ψ = ×
×
eαΦ
∗Ψ×
×
= 1 + αΦ∗Ψ = 1 + αγ − αΨΦ∗,
where γ := 〈∞|ΨΦ∗ |∞〉 and α, β are related as eγβ = 1 + γα. For general values
of α this element is invertible and the two representations are equivalent. However,
for γ 6= 0 at α = −1/γ the invertibility breaks down and the element G becomes
G =
ΨΦ∗
〈∞|ΨΦ∗|∞〉 .
which can not be written in the exponential form (2.27) but can be represented as
the normally ordered exponent (so that the matrix R exists, but it is not invertible).
Group-like elements of this type are used in section 3.4.1 below.
b) For any element G of the form G = •
•
exp
(
Aikψ
∗
i ψk
)
•
•
one can find
R = I + (I −AP+)−1A and R′ = I − (I + AP−)−1A,
where P− = I − P+. Then for G = •• exp
(
ψ∗1ψ1 − ψ∗−1ψ−1
)
•
•
= ψ∗1ψ1ψ−1ψ
∗
−1 both
matrices I−AP+ and I+AP− are degenerate, so neither R nor R′ exist. Nevertheless,
this element G obeys the BBC (2.41) below. Various projection operators, described
in section 2.8, are also elements of this type.
2.6 The basic bilinear condition
It is easy to see that any element satisfying (2.39) or (2.40) obeys the commutation
relation ∑
k∈Z
ψkG⊗ ψ∗kG =
∑
k∈Z
Gψk ⊗Gψ∗k (2.41)
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which we call the basic bilinear condition (BBC). It means that G ⊗ G commutes with∑
k ψk ⊗ ψ∗k. In terms of matrix elements it reads∑
k∈Z
〈U |ψkG |V 〉 〈U ′|ψ∗kG |V ′〉 =
∑
k∈Z
〈U |Gψk |V 〉 〈U ′|Gψ∗k |V ′〉 (2.42)
for any states |V 〉 , |V ′〉, 〈U | , 〈U ′| from the space HF and its dual. Indeed, substituting
(2.39) or (2.40) instead of ψkG and Gψ
∗
k or ψ
∗
kG and Gψk in the left and right hand sides
of (2.41) respectively, we get the identity.
Proposition 2.4 All normally ordered exponents of bilinear forms solve the BBC.
It is enough to prove the statement for the normal ordering with respect to one particular
vacuum, say |0〉. Let us consider the decomposition (2.35) of general normal ordered
exponent. Then, G1 and G3 are group elements, so they satisfy BBC and all we have to
prove is that G2 also does. This is obvious from (2.36) and corresponding rotation for
ψ∗k’s:
ψnG2 = G2(ψn + Anb¯ψb¯), n < 0
G2ψn = (ψn −Anbψb)G2, n ≥ 0,

G2ψ
∗
n = (ψ
∗
n + Anb¯ψ
∗
b¯
)G2, n < 0
ψ∗nG2 = G2(ψ
∗
n −Anbψ∗b ), n ≥ 0.
(2.43)
Indeed, one can easily check that (2.41) is valid separately for the sums with k < 0 and
k ≥ 0.
It turns out that in addition to the group elements and normally ordered exponents
there are other solutions to the BBC. For example, it is easy to check that G = ψn as
well as G = ψ∗n solve (2.41). More generally, so does any linear combination of ψ’s (as
well as ψ∗’s). Indeed, set v =
∑
k vkψk, then∑
k
vψk ⊗ vψ∗k = −
∑
k
ψkv ⊗ (−ψ∗kv + vk) =
∑
k
ψkv ⊗ ψ∗kv −
∑
k
vkψkv ⊗ 1.
The last term vanishes because
∑
k vkψkv = v
2 = 0. At the same time, the element
G = ψn (for example) does not generate any linear transformation in the linear space
spanned by ψ∗k, neither of the form (2.39) nor (2.40).
It appears that the only important property of an element G for what follows is not
the induced rotation like (2.39) or (2.40) but the BBC (2.41). Therefore, from now on
we extend the definition of the group-like elements including in this class all solutions to
the BBC.
We have the following general properties of the group-like elements.
Proposition 2.5 The elements that satisfy the BBC (2.41) form a semigroup: if G and
G′ satisfy it then so does GG′.
This is obvious from (2.41).
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Proposition 2.6 All solutions of the BBC (2.41) have definite charge, i.e., [Q,G] = qG
with some integer q.
The proof is given in Appendix B.
2.7 The generalized Wick theorem
Let vi =
∑
j vijψj be linear combinations of ψj ’s only and w
∗
i =
∑
j w
∗
ijψ
∗
j be linear
combinations of ψ∗j ’s only, as before.
Theorem 2.7 Let G,G′ be any two group-like elements with zero charge. Then for any
vj , w
∗
i and any n such that 〈n|G′G |n〉 6= 0 it holds
〈n|G′v1 . . . vmw∗m . . . w∗1G |n〉
〈n|G′G |n〉 = deti,j=1,...,m
〈n|G′vjw∗iG |n〉
〈n|G′G |n〉 . (2.44)
This is the generalized Wick theorem. A similar statement holds when w∗j ’s stand to
the left of vj’s. Writing 〈n−m| = 〈n|ψn−1 . . . ψn−m or 〈n +m| = 〈n|ψ∗n . . . ψ∗n+m−1 with
m > 0, we get from (2.44):
Corollary 2.8 Let G be any group-like element. Then
〈n−m|w∗m . . . w∗1G |n〉
〈n|G |n〉 = deti,j=1,...,m
〈n|ψn−jw∗iG |n〉
〈n|G |n〉 , (2.45)
〈n+m| vm . . . v1G |n〉
〈n|G |n〉 = deti,j=1,...,m
〈n|ψ∗n+j−1viG |n〉
〈n|G |n〉 . (2.46)
The theorem can be proved by induction using the BBC in the form (2.42). Suppose
(2.44) is valid for some m ≥ 1 (it is trivially valid at m = 1). Set
〈U | = 〈n|G′w∗1, 〈U ′| = 〈n|G′v1v2 . . . vm+1w∗m+1w∗m . . . w∗2, |V 〉 = |V ′〉 = |n〉 .
Plugging this in the BBC, we see that its r.h.s. vanishes because either ψk |n〉 = 0 or
ψ∗k |n〉 = 0 while the l.h.s. gives∑
k
〈n|G′w∗1ψkG |n〉 〈n|G′v1 . . . vm+1w∗m+1 . . . w∗2ψ∗kG |n〉 = 0.
Substituting w∗1ψk = w
∗
1k − ψkw∗1 in the first factor and moving ψ∗k in the second factor
through the chain of the w∗j ’s, we get in the l.h.s.
〈n|G′G |n〉 〈n|G′v1 . . . vm+1w∗m+1 . . . w∗1G |n〉
− (−1)m
∑
k
〈n|G′ψkw∗1G |n〉 〈n|G′v1 . . . vm+1ψ∗kw∗m+1 . . . w∗2G |n〉 .
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We proceed by moving ψ∗k to the left through the chain of the vj ’s using vjψ
∗
k = vjk−ψ∗kvj
at each step. The result is
〈n|G′G |n〉 〈n|G′v1 . . . vm+1w∗m+1 . . . w∗1G |n〉
+
m+1∑
j=1
(−1)j 〈n|G′vjw∗1G |n〉 〈n|G′v1 . . . 6vj . . . vm+1w∗m+1 . . . w∗2G |n〉
+
∑
k
〈n|G′ψkw∗1G |n〉 〈n|G′ψ∗kv1 . . . vm+1w∗m+1 . . . w∗2G |n〉.
In the last line we can again use the BBC to write it as∑
k
〈n|ψkG′w∗1G |n〉 〈n|ψ∗kG′v1 . . . vm+1w∗m+1 . . . w∗2G |n〉
which is 0 because either 〈n|ψk = 0 or 〈n|ψ∗k = 0. Therefore, we conclude that
〈n|G′G |n〉 〈n|G′v1 . . . vm+1w∗m+1 . . . w∗1G |n〉
+
m+1∑
j=1
(−1)j 〈n|G′vjw∗1G |n〉 〈n|G′v1 . . . 6vj . . . vm+1w∗m+1 . . . w∗2G |n〉 = 0
or 〈n|G′v1 . . . vm+1w∗m+1 . . . w∗1G |n〉
〈n|G′G |n〉
=
m+1∑
j=1
(−1)j−1 〈n|G
′vjw
∗
1G |n〉
〈n|G′G |n〉
〈n|G′v1 . . . 6vj . . . vm+1w∗m+1 . . . w∗2G |n〉
〈n|G′G |n〉 .
By the assumption, the second ratio in the r.h.s. is the m by m determinant. We see
that the r.h.s. is the expansion of the m + 1 by m+ 1 determinant in the first column,
so the theorem is proved.
In a similar way one can prove that for arbitrary group-like elements G,G′, G′′ it holds
〈n|G′v1 . . . vmG′′w∗m . . . w∗1G |n〉
〈n|G′G′′G |n〉 = deti,j=1,...,m
〈n|G′vjG′′w∗iG |n〉
〈n|G′G′′G |n〉 . (2.47)
Moreover, since for the derivation only the BBC (2.41) is used, this version of the Wick
theorem can be immediately extended to solutions with non-zero charge. Namely, for
any three solutions of (2.41) Gq, G
′
q′ and G
′′
q′′ with charges q, q
′ and q′′ respectively, one
has: 〈n|G′q′v1 . . . vmG′′q′′w∗m . . . w∗1Gq |n˜〉
〈n|G′q′G′′q′′Gq |n˜〉
= det
i,j=1,...,m
〈n|G′q′vjG′′q′′w∗iGq |n˜〉
〈n|G′q′G′′q′′Gq |n˜〉
,
where n˜ = n− q − q′ − q′′. For a general version of the Wick theorem see also [11].
There exists an alternative determinant representation of the expectation value in the
l.h.s. of (2.45), which is another form of the generalized Wick theorem.
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Corollary 2.9 Let G be any group-like element. Then
〈n−m|w∗m . . . w∗1G |n〉
〈n|G |n〉 = deti,j=1,...,m
〈n−j|w∗iG |n−j+1〉
〈n−j+1|G |n−j+1〉 , (2.48)
〈n +m| vm . . . v1G |n〉
〈n|G |n〉 = deti,j=1,...,m
〈n+j| viG |n+j−1〉
〈n+j−1|G |n+j−1〉 , (2.49)
〈n|Gv1 . . . vm |n−m〉
〈n|G |n〉 = deti,j=1,...,m
〈n−j+1|Gvi |n−j〉
〈n−j+1|G |n−j+1〉 , (2.50)
〈n|Gw∗1 . . . w∗m |n+m〉
〈n|G |n〉 = deti,j=1,...,m
〈n+j−1|Gw∗i |n+j〉
〈n+j−1|G |n+j−1〉 . (2.51)
Let us outline the proof of (2.48). The idea of the proof is as follows1. The first
columns of the matrices in the r.h.s. of (2.45) and (2.48) coincide and one can show that
the j-th column of the matrix in (2.45) is equal to the j-th column of the matrix in (2.48)
plus a linear combination of the first j − 1 columns. To show this, we use the BBC. Let
us take
〈U | = 〈n+ 1|ψlw∗i , 〈U ′| = 〈n| , |V 〉 = |n〉 , |V ′〉 = |n+ 1〉 (2.52)
in (2.42). It is easy to see that only one term in the r.h.s. remains:∑
k
〈n+ 1|ψlw∗iψkG |n〉 〈n|ψ∗kG |n + 1〉 = 〈n+ 1|ψlw∗iG |n+ 1〉 〈n|G |n〉 .
In the l.h.s. we plug w∗i =
∑
j w
∗
ijψ
∗
j and move ψk in the first factor to the left position.
Using the anti-commutaton relation for the fermion operators, and transforming the sum∑
k w
∗
ikψ
∗
k back to w
∗
i in the second factor, we arrive at the 3-term identity
〈n|G |n〉 〈n+ 1|ψlw∗iG |n + 1〉 = 〈n + 1|G |n+ 1〉 〈n|ψlw∗iG |n〉
+ 〈n + 1|ψlG |n〉 〈n|w∗iG |n + 1〉 .
Divide it by 〈n|G |n〉 〈n+ 1|G |n+ 1〉, take a sum over the values of n equal to n− j, n−
j + 1, . . . , n− 1, and then put l = n− j. We obtain the relation
〈n|ψn−jw∗iG |n〉
〈n|G |n〉 =
〈n−j|w∗iG |n−j+1〉
〈n−j +1|G |n−j +1〉 +
j−1∑
k=1
〈n−k +1|ψn−jG |n−k〉
〈n−k|G |n−k〉
〈n−k|w∗iG |n−k+1〉
〈n−k+1|G |n−k+1〉
which shows that the columns of the matrix in (2.45) are the linear combinations of
the columns of the matrix in (2.48) and their determinants are thus equal. The proof of
(2.49) is similar.
Again, formulas (2.48)–(2.51) can be easily generalized to the case of group-like ele-
ments with non-zero charge.
1This proof was suggested by Z.Tsuboi.
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2.8 Projection operators
In some applications (in particular, to models of random matrices), an important role is
played by the non-invertible group-like elements
P
+ = •
•
exp
(∑
i<0
ψiψ
∗
i
)
•
•
=
∏
i<0
(1− ψ∗i ψi) =
∏
i<0
ψiψ
∗
i ,
P
− = •
•
exp
(
−
∑
i≥0
ψiψ
∗
i
)
•
•
=
∏
i≥0
(1− ψiψ∗i ) =
∏
i≥0
ψ∗i ψi.
(2.53)
In a sense, these operators are projectors to the spaces of states with positive (i.e.,
≥ 0) and negative (i.e., ≤ 0) charge respectively. Their properties (extensively used in
what follows) can be easily seen from the definition. Both operators obey the projector
property: (P±)2 = P±. The operator P+ kills negative creation modes standing to the
right and negative annihilation modes standing to the left and commutes with all positive
modes:
P
+ψ∗k = ψkP
+ = 0, k < 0,
[P+, ψ∗k] = [P
+, ψk] = 0, k ≥ 0.
(2.54)
The operator P− kills positive creation modes standing to the right and positive annihi-
lation modes standing to the left and commutes with all negative modes:
P
−ψk = ψ
∗
kP
− = 0, k ≥ 0,
[P−, ψ∗k] = [P
−, ψk] = 0, k < 0.
(2.55)
From this it is obvious that P+|n〉 = 0 at n < 0 and P+|n〉 = |n〉 at n ≥ 0. Similarly,
P
−|n〉 = 0 at n > 0 and P−|n〉 = |n〉 at n ≤ 0, so that P+|0〉 = P−|0〉 = |0〉. Somewhat
less obvious properties, also used in what follows, are
P
+eJ−(t) |n〉 =
∑
ℓ(λ)≤n
(−1)b(λ)sλ(t) |λ, n〉 , n ≥ 0,
〈n| eJ+(t)P+ =
∑
ℓ(λ)≤n
(−1)b(λ)sλ(t) 〈λ, n| , n ≥ 0,
(2.56)
(see section 2.9 for definitions) in particular, P+eJ− |0〉 = |0〉, 〈0| eJ+P+ = 〈0|.
Extending definition (2.53) to other vacuum states, we can also introduce the projec-
tors
P
+
n =
∏
i<n
ψiψ
∗
i , P
−
n =
∏
i≥n
ψ∗i ψi (2.57)
with similar properties. Moreover, similar operators can be introduced for any basis
state:
P
+
n,λ =
∞∏
k=1
ψn+λk−kψ
∗
n+λk−k
=
∏
k∈In,λ
ψkψ
∗
k,
P
−
n,λ =
∞∏
k=1
ψ∗n−λ′
k
+k−1ψn−λ′k+k−1 =
∏
k/∈In,λ
ψ∗kψk
(2.58)
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(in particular, P+n = P
+
n,∅). They also obey the projector property
(
P
±
n,λ
)2
= P±n,λ and
commute with each other, [P−n,λ,P
+
n,λ] = 0. Properties (2.54) and (2.55) are naturally
generalized for the corresponding creation and annihilation operators. Their product
P
+
n,λP
−
n,λ is the projector to the state |n, λ〉:
P
+
n,λP
−
n,λ |m,µ〉 = δn,mδλ,µ |n, λ〉 . (2.59)
Thus for the basis states we can write |λ, n〉 〈λ, n| = P+n,λP−n,λ and, in particular, |n〉 〈n| =
P
+
nP
−
n and |0〉 〈0| = P+P−. Note that∑
n,λ
|λ, n〉 〈λ, n| =
∑
n,λ
P
−
n,λP
+
n,λ =
∞∏
k=−∞
(ψkψ
∗
k + ψ
∗
kψk) = 1,
as it should be.
From (2.16) and (2.17) it follows that the operator |n, λ〉 〈m,µ| is represented by an
infinite product
|n, λ〉 〈m,µ| =
∞∏
k=−∞
R
(n,λ;m,µ)
k , (2.60)
where R
(n,λ;m,µ)
k is given by
R
(n,λ;m,µ)
k =

ψkψ
∗
k, k ∈ In,λ, k ∈ Im,µ
ψ∗kψk, k /∈ In,λ, k /∈ Im,µ
ψk, k ∈ In,λ, k /∈ Im,µ
ψ∗k, k /∈ In,λ, k ∈ Im,µ .
(2.61)
Any operator |n, λ〉 〈m,µ| is group-like.
2.9 Currents J±(t)
Among bilinear combinations of fermions of particular importance are the operators
Jk =
∑
j∈Z
•
•
ψjψ
∗
j+k
•
•
= resz
(
•
•
ψ(z)zk−1ψ∗(z) •
•
)
(2.62)
which are Fourier modes of the “current operator” J(z) = •
•
ψ(z)ψ∗(z) •
•
. Note that the
normal ordering in (2.62) is essential at k = 0 only, and in this case J0 coincides with
the charge operator Q (2.24). At k 6= 0 the normal ordering can be ignored:
Jk =
∑
j∈Z
ψjψ
∗
j+k , k 6= 0. (2.63)
These operators are of the form (2.3) with the matrix Aij = δi,j−k. This matrix is not
of the class discussed in section 2.1 because it has an infinite non-zero diagonal, and
thus one should take some care when working with formal expressions containing infinite
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sums (see the example below in this section). It is easy to see that [Jk, ψm] = ψm−k,
[Jk, ψ
∗
m] = −ψ∗m+k.
Let tk, k ∈ Z, be arbitrary parameters (called times). It is convenient to denote
the collection of times with positive (negative) indices by t+ = {t1, t2, . . .} and t− =
{t−1, t−2, . . .} respectively. Set
J+ = J+(t+) =
∑
k≥1
tkJk, J− = J−(t−) =
∑
k≥1
t−kJ−k (2.64)
and introduce the generating function
ξ(t, z) =
∑
k≥1
tkz
k.
Here and below we write simply t for any half-infinite set of times (either t+ or t−) when
it does not lead to a misunderstanding.
It is easy to check that the series ψ(z), ψ∗(z) transform diagonally under the adjoint
action of the elements eJ+, eJ−:
eJ+(t)ψ(z)e−J+(t) = eξ(t, z)ψ(z),
eJ+(t)ψ∗(z)e−J+(t) = e−ξ(t, z)ψ∗(z)
(2.65)
and
eJ−(t)ψ(z)e−J−(t) = eξ(t, z
−1)ψ(z),
eJ−(t)ψ∗(z)e−J−(t) = e−ξ(t, z
−1)ψ∗(z).
(2.66)
In terms of the polynomials hk(t) defined by
eξ(t, z) =
∑
k≥0
hk(t)z
k (2.67)
the adjoint action of eJ± to ψn, ψ
∗
n is given by the formulas
eJ+(t)ψne
−J+(t) =
∑
k≥0
ψn−khk(t), e
J−(t)ψne
−J−(t) =
∑
k≥0
ψn+khk(t),
eJ+(t)ψ∗ne
−J+(t) =
∑
k≥0
ψ∗n+khk(−t), eJ−(t)ψ∗ne−J−(t) =
∑
k≥0
ψ∗n−khk(−t).
(2.68)
Their easy consequence is
〈1| eJ+(t)ψj |0〉 = hj(t) , j ≥ 0, (2.69)
and, more generally,
〈0|ψ∗i eJ+(t)ψj |0〉 = hj−i(t) , i, j ≥ 0. (2.70)
The commutator [Jk, Jl] can be calculated as
[Jk, Jl] =
∑
j
[Jk, ψjψ
∗
j+l] =
∑
j
(
[Jk, ψj]ψ
∗
j+l + ψj [Jk, ψ
∗
j+l]
)
.
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Using the formulas obtained above, we get
[Jk, Jl] =
∑
j
(
ψj−kψ
∗
j+l − ψjψ∗j+l+k
)
. (2.71)
Naively, one can shift the summation index j → j+k in the first sum to get 0. In fact this
can be done only when k + l 6= 0. At k = −l the r.h.s. appears to be ill-defined because
of the infinite summation. Let us fix the r.h.s. of equation (2.71). When k + l 6= 0, the
r.h.s. is well-defined (and equal to zero) as it stands because the result of its action to
any basis state contains only a finite number of terms. When k + l = 0, one should first
rewrite the r.h.s. in terms of the normally ordered expressions:
[Jk, J−k] =
∑
j
•
•
(
ψj−kψ
∗
j−k − ψjψ∗j
)
•
•
+
∑
j
(
θ(j < k)− θ(j < 0)
)
,
where θ(j < k) = 1 for j < k and 0 otherwise. The normally ordered expressions are
well-defined and the summation index can be shifted thus yielding 0. The rest gives the
commutation law
[Jk, Jl] = kδk+l,0 . (2.72)
We see that the Fourier modes of the fermionic currents commute as bosonic operators.
We thus have
[J+(t+), J−(t−)] =
∑
k≥1
ktkt−k
and
eJ+(t+)eJ−(t−) = exp
(∑
k≥1
ktkt−k
)
eJ−(t−)eJ+(t+). (2.73)
2.10 Expansion of the states eJ±(t) |λ, n〉 and Schur functions
The definition of the vacua implies that 〈n| J− = J+ |n〉 = 0 and thus 〈n| eJ− = 〈n|,
eJ+ |n〉 = |n〉. The coherent states eJ− |n〉 and 〈n| eJ+ (and, more generally, the states
eJ± |λ, n〉) can be expanded [2, 12] as linear combinations of the basis states. The coeffi-
cients are the famous Schur polynomials. This expansion is important since it provides a
link between hierarchies of integrable equations and the theory of symmetric functions.
2.10.1 Expansion of the states eJ±(t) |n〉
Given a Young diagram λ = (~α|~β), one can introduce the Schur polynomials (or Schur
functions) via the Jacobi-Trudi formulas [9]:
sλ(t) = det
i,j=1,...,ℓ(λ)
hλi−i+j(t), (2.74)
where hk(t) are defined in (2.67) (they are Schur polynomials for one-row diagrams). For
details see [9] and Appendix A. We recall that b(λ) =
∑d(λ)
i=1 (βi+1) (see (2.15)). For the
empty diagram s∅(t) = 1, b(∅) = 0.
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Proposition 2.10 It holds
eJ−(t) |n〉 =
∑
λ
(−1)b(λ)sλ(t) |λ, n〉, (2.75)
〈n| eJ+(t) =
∑
λ
(−1)b(λ)sλ(t) 〈λ, n|, (2.76)
where the sums run over all Young diagrams λ including the empty one.
From orthogonality of the basis states it follows that (2.75) and (2.76) are equivalent to
〈λ, n| eJ−(t) |n〉 = (−1)b(λ)sλ(t), (2.77)
〈n| eJ+(t) |λ, n〉 = (−1)b(λ)sλ(t). (2.78)
Let us sketch a proof of the first formula of the proposition. First of all we recall that
the Schur polynomials for an arbitrary Young diagram λ = (~α|~β) are expressed through
the Schur polynomials s(α|β)(t) corresponding to the hook diagrams λ = (α+1, 1
β) with
the help of the Giambelli formula
sλ(t) = det
i,j=1,...,d(λ)
s(αi|βj)(t). (2.79)
Therefore, the r.h.s. of (2.75) can be transformed as follows:∑
λ
(−1)b(λ)sλ(t) |λ, n〉
=
∑
d≥0
∑
α1>α2>...>αd≥0
β1>β2>...>βd≥0
(−1)b(λ) det
1≤i,j≤d
s(αi|βj)(t)ψ
∗
n−β1−1
. . . ψ∗n−βd−1ψn+αd . . . ψn+α1 |n〉
=
∑
d≥0
1
d!
∑
α1,α2,...,αd≥0
β1,β2,...,βd≥0
(−1)b(λ)s(α1|β1)(t) . . . s(αd|βd)(t)ψ∗n−β1−1 . . . ψ∗n−βd−1ψn+αd . . . ψn+α1 |n〉
= exp
(∑
α,β≥0
(−1)β+1s(α|β)(t)ψ∗n−β−1ψn+α
)
|n〉.
Next we use the relation
s(α|β)(t) = (−1)β
β∑
m=0
hβ−m(−t)hα+m+1(t)
which is a consequence of the Jacobi-Trudi formulas (see Appendix A). With the help of
equations (2.68) we can write, continuing the chain of equalities above:∑
λ
(−1)b(λ)sλ(t) |λ, n〉 = exp
(
−
∑
m<n
ψ∗m(J−(t)) (ψm(J−(t)))≥n
)
|n〉 ,
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where
ψm(J−(t)) :=
∑
k≥0
hk(t)ψm+k = e
J−(t)ψme
−J−(t)
ψ∗m(J−(t)) :=
∑
k≥0
hk(−t)ψ∗m−k = eJ−(t)ψ∗me−J−(t)
(2.80)
and (ψm(J−(t)))≥n means that in the series ψm(J−(t)) only ψ-operators ψk with k ≥ n
are kept. The next step is to notice that the operator in the r.h.s. has the same effect
when acting to the right vacuum as the normally ordered operator
×
×
exp
(
−
∑
m<n
ψ∗m(J−(t))ψm(J−(t))
)
×
×
(which was considered in [4]), so∑
λ
(−1)b(λ)sλ(t) |λ, n〉 = ×× exp
(
−
∑
m<n
ψ∗m(J−(t))ψm(J−(t))
)
×
×
|n〉
= eJ−(t) ×
×
exp
(
−
∑
m<n
ψ∗mψm
)
×
×
e−J−(t) |n〉.
(A comment on the last step is in order. The substitution ψm(J−(t)) = e
J−(t)ψme
−J−(t),
ψ∗m(J−(t)) = e
J−(t)ψ∗me
−J−(t) can not be done under the sign of normal ordering. It can be
done only after expanding the normally ordered exponent in a series of the form (2.25).)
Finally, it is easy to see that the operator
×
×
exp
(
−
∑
m<n
ψ∗mψm
)
×
×
= ×
×
∏
m<n
e−ψ
∗
mψm ×
×
= ×
×
∏
m<n
(1−ψ∗mψm)××
=
∏
m<n
(1−ψ∗mψm) =
∏
m<n
ψmψ
∗
m = P
+
n
(2.81)
(see (2.57)) has the property P+n e
−J−(t) |n〉 = |n〉, which proves the desired formula.
Using the Cauchy-Littlewood identity (A7), we can write
eJ−(t) |n〉 = exp
(∑
k≥1
J−ktk
)
|n〉 =
∑
λ
sλ(t)sλ(J˜−) |n〉 ,
hence
|λ, n〉 = (−1)b(λ)sλ(J˜−) |n〉 (2.82)
and, similarly,
〈λ, n| = (−1)b(λ) 〈n| sλ(J˜+), (2.83)
where J˜± = (J±1, J±2/2, J±3/3, . . .). These formulas for the basis vectors were obtained
in [13].
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Because of importance of Proposition 2.10 we find it instructive to give another proof.
Instead of proving (2.75) we will prove the equivalent formula (2.77):
〈λ, n| eJ−(t) |n〉 = 〈n|ψ∗n+α1 . . . ψ∗n+αd(λ) ψn−βd(λ)−1 . . . ψn−β1−1eJ−(t) |n〉
= det
i,j=1,...,d(λ)
〈n|ψ∗n+αiψn−βj−1eJ−(t) |n〉
= det
i,j=1,...,d(λ)
〈n|ψ∗n+αi(J−(−t))ψn−βj−1(J−(−t)) |n〉
= det
i,j=1,...,d(λ)
αi∑
k=0
hαi−k(t)hβj+1+k(−t)
= det
i,j=1,...,d(λ)
(−1)βj+1s(αi|βj)(t)
= (−1)b(λ)sλ(t),
(2.84)
where we have used the Wick theorem (2.44), the expression for the Schur polynomial
corresponding to a hook diagram (A5) and the Giambelli formula (2.79).
2.10.2 Expansion of the states eJ±(t) |λ, n〉 in the skew Schur functions
The previous proposition can be generalized as follows:
Proposition 2.11 It holds
eJ−(t) |λ, n〉 =
∑
µ
(−1)b(µ\λ)sµ\λ(t) |µ, n〉,
eJ+(t) |λ, n〉 =
∑
µ
(−1)b(λ\µ)sλ\µ(t) |µ, n〉,
〈λ, n| eJ+(t) =
∑
µ
(−1)b(µ\λ)sµ\λ(t) 〈µ, n|,
〈λ, n| eJ−(t) =
∑
µ
(−1)b(λ\µ)sλ\µ(t) 〈µ, n|,
(2.85)
where b(λ \ µ) = b(λ)− b(µ) and
sλ\µ(t) = det
1≤i,j≤ℓ(λ)
hλi−µj−i+j(t) (2.86)
are skew Schur functions (see [9] and Appendix A).
Note that the sums in the second and the fourth lines are finite because sλ\µ(t) is non-zero
only if µ ⊆ λ. These formulas imply
〈µ, n| eJ+(t) |λ, n〉 = 〈λ, n| eJ−(t) |µ, n〉 = (−1)b(λ\µ)sλ\µ(t). (2.87)
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Let us sketch the proof of (2.85). The first formula is proved by the following chain of
equalities:
eJ−(t) |λ, n〉 = (−1)b(λ)e
∑
k≥1 tkJ−ksλ(J˜−) |n〉
= (−1)b(λ)
∑
ν
sν(t)sν(J˜−)sλ(J˜−) |n〉
= (−1)b(λ)
∑
µ,ν
cµνλsν(t)sµ(J˜−) |n〉
= (−1)b(λ)
∑
µ
sµ\λ(t)sµ(J˜−) |n〉
=
∑
µ
(−1)b(µ)−b(λ)sµ\λ(t) |µ, n〉,
where in the second line the Cauchy-Littlewood identity is used. In the third line we use
the definition
sλ\µ(t) =
∑
ν
cλµνsν(t),
where the Littlewood-Richardson coefficients cλµν are determined by
sµ(t)sν(t) =
∑
λ
cλµνsλ(t).
The other formulas are proved in a similar way.
The determinant formula (2.86) follows from the Wick theorem. Put ℓ = ℓ(λ) and
add ℓ(λ) − ℓ(µ) zero lines to the bottom of the diagram µ if ℓ(µ) < ℓ(λ). Using (2.13),
we write:
sλ\µ(t) = 〈−ℓ|ψ∗µℓ−ℓ . . . ψ∗µ1−1eJ+(t)ψλ1−1 . . . ψλℓ−ℓ |−ℓ〉
= det
1≤i,j≤ℓ
〈0|ψ∗ℓ+µj−j eJ+(t)ψℓ+λi−i |0〉
= det
1≤i,j≤ℓ
hλi−µj−i+j(t).
The last equality follows from (2.70).
2.11 The boson-fermion correspondence
2.11.1 Bosonization rules
Consider the current operator
J(z) = •
•
ψ(z)ψ∗(z) •
•
=
∑
k∈Z
Jkz
−k.
As we have seen, its Fourier modes Jk have the same commutation relations as bosonic
operator modes: [Jk, Jl] = kδk+l,0, so they generate the Weyl algebra and Jk and J−k/k
are canonically conjugate.
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The operator J0 = Q is special. Its canonically conjugate partner is an operator P
such that eP is the shift operator acting as
ePψne
−P = ψn+1 , e
Pψ∗ne
−P = ψ∗n+1
on the fermionic operators or e±P |n〉 = |n± 1〉, 〈n| e±P = 〈n∓ 1| on the vacuum states
(this definition implies the commutation relation [Q,P ] = 1). In accordance with Propo-
sition 2.2,
e±P =
∑
n,λ
|λ, n〉 〈λ, n∓ 1| ,
where the states in r.h.s. are given by (2.60). Note that e±P satisfy the BBC.
All this prompts to introduce the chiral bosonic field
φ(z) =
∑
k>0
J−k
k
zk + P +Q log z −
∑
k>0
Jk
k
z−k
= J−([z]) + P + J0 log z − J+([z−1])
(2.88)
such that z∂zφ(z) = J(z) or
φ(z2)− φ(z1) =
∫ z2
z1
J(z)
dz
z
.
In the second line of (2.88) we use the notation J±([z]) = J±1z +
1
2
J±2z
2 + 1
3
J±3z
3 + . . ..
The operators J+k with k > 0 kill the right vacuum, so they are bosonic annihilation
operators while J−k with k > 0 kill the left vacuum, so they are creation operators.
Let us introduce the bosonic normal ordering ∗
∗
(. . .) ∗
∗
defined by the usual rule that all
annihilation operators are moved to the right and all creation ones to the left and consider
the normally ordered exponents of the free bosonic field:
∗
∗
eφ(z) ∗
∗
= eJ−([z]) eP zQ e−J+([z
−1]),
∗
∗
e−φ(z) ∗
∗
= e−J−([z]) z−Qe−P eJ+([z
−1])
(2.89)
(note that the normal ordering acts only to the current modes Jk with nonzero k). From
(2.73) it follows that
eJ±(t) ∗
∗
eφ(z) ∗
∗
e−J±(t) = eξ(t,z
±1) ∗
∗
eφ(z) ∗
∗
,
eJ±(t) ∗
∗
e−φ(z) ∗
∗
e−J±(t) = e−ξ(t,z
±1) ∗
∗
e−φ(z) ∗
∗
.
These formulas tell us that ∗
∗
e±φ(z) ∗
∗
behave like the fermionic fields ψ(z), ψ∗(z). Moreover,
one can show that all matrix elements of ∗
∗
e±φ(z) ∗
∗
with respect to the basis states coincide
with those of ψ(z), ψ∗(z). Therefore, we can identify
ψ(z) = ∗
∗
eφ(z) ∗
∗
, ψ∗(z) = ∗
∗
e−φ(z) ∗
∗
. (2.90)
Let us outline the proof of the first formula (the second one is proved in a similar way).
We need to compare matrix elements of the operators in both sides. It is clear that the
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matrix elements of ψ(z) vanish unless the charge difference between the left and right
states is 1. Consider the generating function of non-zero matrix elements, which is the
matrix element between the coherent states 〈n| eJ+(t+) and eJ−(t−) |n〉, then we should
prove that
〈n| eJ+(t+) ∗
∗
eφ(z) ∗
∗
eJ−(t−) |n− 1〉 = 〈n| eJ+(t+)ψ(z)eJ−(t−) |n− 1〉
for all t± and n. It is a matter of straightforward calculation, which uses the explicit
form of ∗
∗
eφ(z) ∗
∗
(2.89), the commutation relation (2.73) and relations (2.65), (2.66), to
see that the both sides are equal to
zn−1 exp
(
ξ(t+, z)− ξ(t−, z−1) +
∑
k≥1
ktkt−k
)
.
Let us check that the bosonization formulas (2.90) imply the relation
•
•
ψ(z)ψ∗(z) •
•
= z∂zφ(z) (2.91)
and in this sense are consistent with (2.88). We start with ψ(z2)ψ
∗(z1) = ∗∗e
φ(z2) ∗
∗
∗
∗
e−φ(z1) ∗
∗
and rewrite the both sides through normally ordered expressions. An easy calculation
shows that
ψ(z2)ψ
∗(z1) = ••ψ(z2)ψ
∗(z1) •• +
z1
z2 − z1 ,
∗
∗
eφ(z2) ∗
∗
∗
∗
e−φ(z1) ∗
∗
=
z1
z2 − z1
∗
∗
eφ(z2)−φ(z1) ∗
∗
.
Setting z1 = z, z2 = z1 + ε, we thus get:
z
ε
(
∗
∗
eφ(z+ε)−φ(z) ∗
∗
− 1
)
= •
•
ψ(z + ε)ψ∗(z) •
•
which coincides with (2.91) in the limit ε→ 0. Next terms of expansion are given by:
•
•
ψ(z + ε)ψ∗(z) •
•
= z
(
∂φ +
ǫ
2!
(
∗
∗
(∂φ)2 ∗
∗
+ ∂2φ
)
+
ǫ2
3!
(
∗
∗
(∂φ)3 ∗
∗
+ 3 ∗
∗
∂φ ∂2φ ∗
∗
+ ∂3φ
)
+O(ǫ3)
)
.
(2.92)
where ∂mφ := ∂mz φ(z). For more details see [14].
Being applied to vacuum states, the operators (2.89) simplify because either e±J−([z])
or e±J+([z
−1]) disappears. Acting by both sides of (2.90) to the left vacuum, we get the
bosonization rules
〈n|ψ(z) = zn−1 〈n−1| e−J+([z−1]),
〈n|ψ∗(z) = z−n 〈n+1| eJ+([z−1]).
(2.93)
Their simple consequence is
〈n|ψ∗(ζ)ψ(z) = z
nζ1−n
ζ − z 〈n| e
J+([ζ−1]−[z−1]). (2.94)
30
The repeated use of equations (2.93) gives the following formulas for arbitrary number
of fermionic operators:
〈n|ψ(z1) . . . ψ(zm) = (z1 . . . zm)n−m
∏
i<j
(zi − zj) 〈n−m| e−J+([z−11 ])−...−J+([z−1m ]),
〈n|ψ∗(z1) . . . ψ∗(zm) = (z1 . . . zm)−n−m+1
∏
i<j
(zi−zj) 〈n+m| eJ+([z−11 ])+...+J+([z−1m ]).
(2.95)
Merging the points in these formulas, one gets
〈n| ∂m−1ψ(z) . . . ∂ψ(z)ψ(z) = amzm(n−m) 〈n−m| e−mJ+([z−1]),
〈n| ∂m−1ψ∗(z) . . . ∂ψ∗(z)ψ∗(z) = amz−m(n+m−1) 〈n+m| emJ+([z−1]),
(2.96)
where am = 1! 2! . . . (m− 1)!
Similarly, the bosonization formulas for the right vacuum are:
ψ(z) |n〉 = zn eJ−([z]) |n+1〉 ,
ψ∗(z) |n〉 = z−n+1e−J−([z]) |n−1〉
(2.97)
from which it follows that
ψ∗(ζ)ψ(z) |n〉 = z
nζ1−n
ζ − z e
J−([z]−[ζ]) |n〉 (2.98)
and
ψ(z1) . . . ψ(zm) |n〉 = (z1 . . . zm)n
∏
i<j
(zi − zj) eJ−([z1])+...+J−([zm]) |n+m〉,
ψ∗(z1) . . . ψ
∗(zm) |n〉 = (z1 . . . zm)−n+1
∏
i<j
(zi − zj) e−J−([z1])−...−J−([zm]) |n−m〉,
(2.99)
ψ(z)∂ψ(z) . . . ∂m−1ψ(z) |n〉 = amzm(n+m−1)emJ−([z]) |n +m〉 ,
ψ∗(z)∂ψ∗(z) . . . ∂m−1ψ∗(z) |n〉 = amzm(m−n)e−mJ−([z]) |n−m〉 .
(2.100)
2.11.2 Vertex operators
Let us present the bosonization formulas in a different but equivalent form which is based
on an explicit realization of the bosonic Fock space HB by polynomials in infinite number
of variables t1, t2, t3, . . .. More precisely, following [3], consider the space
HB = C[w,w−1, t1, t2, t3, . . .] =
⊕
l∈Z
wlC[t1, t2, t3, . . .],
where an extra variable w is added to take into account the fermionic states with different
charges, and the map Φ : HF →HB defined for an arbitrary state |U〉 ∈ HF as follows:
Φ(|U〉) =
∑
l∈Z
wl 〈l| eJ+(t) |U〉 . (2.101)
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If the state |U〉 has a definite charge q, then the sum in the r.h.s. contains the only non-
zero term with l = q. It can be shown that this correspondence means that the fermionic
Fock space HF is isomorphic to the bosonic Fock space HB and the Fourier components
of the current as well as fermionic creation and annihilation operators become some
operators acting in the space of functions of w and ti.
Proposition 2.12 For the components of the current we have:
Φ(Jk |U〉) =

∂tkΦ(|U〉) , k > 0,
w∂wΦ(|U〉) , k = 0,
−kt−kΦ(|U〉) , k < 0.
(2.102)
The first two formulas are obvious from the definition (2.101). The third one follows from
the commutation relation eJ+(t)J−k = (J−k + ktk)e
J+(t) (where k > 0) obtained with the
help of formula (2.4).
Let us introduce vertex operators by the formulas
X(z) = exp
(∑
j≥1
tjz
j
)
exp
(
−
∑
j≥1
1
jzj
∂tj
)
eP zQ,
X∗(z) = exp
(
−
∑
j≥1
tjz
j
)
exp
(∑
j≥1
1
jzj
∂tj
)
z−Qe−P ,
(2.103)
where the operators P,Q are defined by their action to the functions of w:
ePf(w) = wf(w) , zQf(w) = f(zw)
(it is easy to check that [Q,P ] = 1). Using the previously introduced short-hand notation,
we can write:
X(z) = eξ(t,z)e−ξ(∂˜,z
−1)eP zQ,
X∗(z) = e−ξ(t,z)eξ(∂˜,z
−1)z−Qe−P ,
(2.104)
where ∂˜ = {∂t1 , 12∂t2 , 13∂t3 , . . .}.
Proposition 2.13 Under the boson-fermion correspondence, the fermionic operators
ψ(z), ψ∗(z) are represented by the vertex operators X(z), X∗(z):
Φ(ψ(z) |U〉) = X(z)Φ(|U〉),
Φ(ψ∗(z) |U〉) = X∗(z)Φ(|U〉).
(2.105)
In order to prove the first equality, we write down the both sides separately,
Φ(ψ(z) |U〉) =
∑
n
wn 〈n| eJ+(t)ψ(z) |U〉 = eξ(t,z)
∑
n
wn 〈n|ψ(z)eJ+(t) |U〉,
X(z)Φ(|U〉) = eξ(t,z)
∑
n
zn−1wn 〈n−1| e−J+([z−1])eJ+(t) |U〉,
and apply the bosonization rule (2.93). The second equality is proven in a similar way.
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3 Tau-functions
As it has been established in the works of the Kyoto school, the expectation values
of group-like elements2 are τ -functions of integrable hierarchies of nonlinear differential
equations. This means that they obey an infinite set of Hirota bilinear equations [15, 16].
3.1 The main types of τ-functions
There are three main types of the τ -functions (which generalize each other):
• The τ -function of the KP hierarchy depending on the times t = {t1, t2, . . .}:
τ(t) = 〈0| eJ+(t)G |0〉 . (3.1)
• The τ -function of the modified KP (MKP) hierarchy [17, 18, 19, 20]3.
τn(t) = 〈n| eJ+(t)G |n〉 . (3.2)
Equations of the MKP hierarchy are differential-difference equations which include
shifts of the variable n = t0 (the “zero time”). At each fixed n, the τ -function (3.2)
is a τ -function of the KP hierarchy, so the n-evolution represents an infinite chain
of Ba¨cklund transformations.
• The τ -function of the 2D Toda lattice (2DTL) hierarchy [21, 22]:
τn(t+, t−) = 〈n| eJ+(t+)Ge−J−(t−) |n〉 . (3.3)
It is the most general τ -function associated with the one-component fermions. At
fixed n, t− it is a τ -function of the KP hierarchy (as a function of t+) and at fixed
n, t+ it is a τ -function of the KP hierarchy (as a function of t−).
The meaning of the variable n depends on the class of solutions. For some classes
of solutions n can be regarded as a continuous, or even complex, variable. Using the
operator P introduced in section 2.11, we can equivalently represent the n-dynamics as
τn(t+, t−) = 〈0| eJ+(t+)e−nPGenP e−J−(t−) |0〉 . (3.4)
Remark. More general τ -functions can be obtained as matrix elements of group-like
elements with non-zero charge between different Dirac vacua. Any group-like element Gq
with charge q gives rise to the τ -function
τn(t+, t−) = 〈n| eJ+(t+)Gqe−J−(t−) |n− q〉 (3.5)
which, along with (3.3), is a solution to the bilinear identity, see (3.17) below. In section
3.4.1 we show that a family of (quasi)polynomial and soliton KP and MKP τ -functions
corresponding to group-like elements with non-zero charge can be understood in terms
of singular limits of group-like elements with zero charge.
2In this section we assume that the group-like elements G have zero charge, if the contrary is not
stated explicitly.
3In [20] a slightly more general version called there a coupled modified KP (cMKP) hierarchy, was
considered.
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3.2 Bilinear equations for the τ-function
3.2.1 The bilinear identity for the MKP and KP hierarchies
Consider first the MKP τ -function. It obeys a bilinear identity which is a direct conse-
quence of the BBC in the form (2.42). Setting |V 〉 = |n〉, |V ′〉 = |n′〉 with n ≥ n′, where
|n〉 and |n′〉 are two shifted Dirac vacua, we have∑
k∈Z
〈U |ψkG |n〉 〈U ′|ψ∗kG |n′〉 = 0 (3.6)
because either ψk or ψ
∗
k kills the state in each term in the r.h.s. of (2.42). Now, setting
〈U | = 〈n+ 1| eJ+(t), 〈U ′| = 〈n′ − 1| eJ+(t′), we can write
0 =
∑
k
〈n + 1| eJ+(t)ψkG |n〉 〈n′ − 1| eJ+(t′)ψ∗kG |n′〉
= resz
[
z−1 〈n+ 1| eJ+(t)ψ(z)G |n〉 〈n′ − 1| eJ+(t′)ψ∗(z)G |n′〉
]
= resz
[
eξ(t−t
′,z)zn−n
′ 〈n| eJ+(t−[z−1])G |n〉 〈n′| eJ+(t′+[z−1])G |n′〉
]
,
where we have used the commutation relations of the fermion operators with eJ+(t) and
the bosonization rules (2.93). Here resz means picking the coefficient in front of z
−1 of
the Laurent series. In this way we arrive at the bilinear identity∮
C∞
eξ(t−t
′,z)zn−n
′
τn(t− [z−1])τn′(t′ + [z−1])dz = 0 (3.7)
for the τ -function valid for all t, t′ and n ≥ n′. Here we use the standard short-hand
notation
t± [z] ≡ {t1 ± z, t2 ± 1
2
z2, t3 ± 1
3
z3, . . .
}
.
At n = n′ (3.7) becomes the bilinear identity for the τ -function of the KP hierarchy,∮
C∞
eξ(t−t
′,z)τ(t− [z−1])τ(t′ + [z−1])dz = 0. (3.8)
Note that it implies that if τ(t) is a KP τ -function, then so is τ(−t). At n = n′+1 (3.7)
gives the bilinear identity for the MKP hierarchy:∮
C∞
zeξ(t−t
′,z)τn+1(t− [z−1])τn(t′ + [z−1])dz = 0. (3.9)
The same bilinear identity can be obtained for the τ -functions constracted as matrix
elements of group-like elements with non-zero charge.
The choice of the integration contour C∞ depends on the type of the time evolution.
Formally, the evolution factor eξ(t−t
′,z)zn−n
′
has an essential singularity at ∞, and the
contour should then be a small circle around ∞ (a big circle in the complex plane).
This standard prescription does work if only a finite number of times tk are nonzero.
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However, in general, when the values of the times are such that the factor eξ(t−t
′,z)zn−n
′
has singularities at finite points of the complex plane, then the prescription is as follows:
the contour C∞ must encircle all singularities of the function τn(t− [z−1])τn′(t′ + [z−1]),
leaving all the singularities of eξ(t−t
′,z)zn−n
′
outside the contour.
Remark. There is a freedom to multiply the τ -function of the MKP hierarchy by
an exponent of any linear form of times with constant coefficients and by an arbitrary
function of n:
τn(t)→ C(n) exp
(∑
k≥1
Cktk
)
τn(t). (3.10)
For the KP hierarchy
τ(t)→ C exp
(∑
k≥1
Cktk
)
τ(t). (3.11)
Clearly, these transformations preserve the form of the bilinear identities. By noting that
C(0) •
•
exp
(∑
j∈Z
djψ
∗
jψj
)
•
•
|n〉 = C(n) |n〉
with dn =
C(n)
C(n+1)
−1 at n < 0 and dn = 1− C(n+1)C(n) at n ≥ 0 we see that the transformation
(3.10) means
G→ C(0) exp
(∑
k≥1
Ck
k
J−k
)
G •
•
exp
(∑
j
djψ
∗
jψj
)
•
•
for the group-like element.
Equation (3.8) encodes all the PDE’s of the KP hierarchy. They are obtained by
expanding the l.h.s. in the Taylor series in t′ − t and equating the coefficients to zero.
Technically it is convenient to set ti → ti − ai t′i → ti + ai and expand in ai → 0:
resz
[
τ(t − a− [z−1]) τ(t+ a+ [z−1]) e−2ξ(a,z)]
= resz
[
eξ(∂˜a,z
−1)(τ(t− a) τ(t + a)) e−2ξ(a,z)
]
= resz
[∑
j≥0
z−jhj(∂˜a)(τ(t− a) τ(t+ a))
∑
l≥0
zlhl(−2a)
]
=
∑
j≥0
hj(−2a)hj+1(∂˜a) τ(t− a) τ(t+ a) = 0.
In the second line, the shift by [z−1] is represented by action of the exponentiated differ-
ential operator
ξ(∂˜a, z
−1) =
∑
j≥1
z−j
j
∂aj .
The last equality can be written as
∑
j≥0
hj(−2a)hj+1(∂˜X) e
∑
l≥1 al∂Xl τ(t−X) τ(t+X)
∣∣∣∣∣
Xm=0
= 0.
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Using the symbols Di for the “Hirota derivatives” defined by
P (D)f(t) · g(t) := P (∂X)(f(t+X)g(t−X))
∣∣∣∣
X=0
,
where P (D) – is any polynomial in Di, we can rewrite it in the form∑
j≥0
hj(−2a)hj+1(D˜) e
∑
l≥1 alDlτ(t) · τ(t) = 0 (3.12)
The first non-trivial equation contained here is
(D41 + 3D
2
2 − 4D1D3)τ · τ = 0 (3.13)
(the KP equation in the bilinear form) or
ττ1111 − 4τ1τ111 + 3 (τ11)2 + 3ττ22 − 3 (τ2)2 − 4ττ13 + 4τ1τ3 = 0, (3.14)
where τi := ∂tiτ . The second derivative of this expression gives the KP equation in its
standard form
3u22 = (4u3 − 12uu1 − u111)1 ,
where u = ∂2t1 log(τ).
Equation (3.9) encodes the PDE’s of the hierarchy which is sometimes called 1-
modified KP hierarchy. The first non-trivial equation is
(D21 −D2)τn+1 · τn = 0 (3.15)
or
∂t2 log
τn+1
τn
= ∂2t1 log(τn+1τn) +
(
∂t1 log
τn+1
τn
)2
. (3.16)
3.2.2 The bilinear identity for the 2DTL hierarchy
For the 2DTL case the bilinear identity is written in the form∑
k
〈n + 1| eJ+(t+)ψkGe−J−(t−) |n〉 〈n′ − 1| eJ+(t′+)ψ∗kGe−J−(t
′
−) |n′〉
=
∑
k
〈n+ 1| eJ+(t+)Gψke−J−(t−) |n〉 〈n′ − 1| eJ+(t′+)Gψ∗ke−J−(t
′
−) |n′〉
or
resz
[
z−1 〈n+ 1| eJ+(t+)ψ(z)Ge−J−(t−) |n〉 〈n′ − 1| eJ+(t′+)ψ∗(z)Ge−J−(t′−) |n′〉
]
= resz
[
z−1 〈n+ 1| eJ+(t+)Gψ(z)e−J−(t−) |n〉 〈n′ − 1| eJ+(t′+)Gψ∗(z)e−J−(t′−) |n′〉
]
.
Using formulas (2.65) and (2.66), we transform this to
resz
[
z−1eξ(t+−t
′
+,z) 〈n+ 1|ψ(z)eJ+(t+)Ge−J−(t−) |n〉 〈n′ − 1∣∣ψ∗(z)eJ+(t′+)Ge−J−(t′−) ∣∣n′〉]
= resz
[
z−1eξ(t−−t
′
−,z
−1) 〈n+1| eJ+(t+)Ge−J−(t−)ψ(z) |n〉 〈n′−1∣∣ eJ+(t′+)Ge−J−(t′−)ψ∗(z) ∣∣n′〉].
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Next, bosonization formulas (2.93), (2.97) give:
resz
[
zn−n
′
eξ(t+−t
′
+,z) 〈n| eJ+(t+−[z−1])Ge−J−(t−) |n〉 〈n′∣∣ eJ+(t′++[z−1])Ge−J−(t′−) ∣∣n′〉]
= resz
[
zn−n
′
eξ(t−−t
′
−,z
−1) 〈n+1| eJ+(t+)Ge−J−(t−−[z]) |n+1〉
· 〈n′−1∣∣ eJ+(t′+)Ge−J−(t′−+[z]) ∣∣n′−1〉].
We can write this as the bilinear identity∮
C∞
zn−n
′
eξ(t+−t
′
+,z)τn(t+−[z−1], t−) τn′(t′++[z−1], t′−) dz
=
∮
C0
zn−n
′
eξ(t−−t
′
−,z
−1)τn+1(t+, t−−[z]) τn′−1(t′+, t′−+[z]) dz
(3.17)
valid for any n, n′, t±, t
′
±. The same bilinear identity can be obtained for the τ -functions
constracted as matrix elements (3.5) of group-like elements with non-zero charge. The
contour C0 encircles all singularities of the function eξ(t−−t′−,z−1)zn−n′ . In particular, if
only a finite number of times are non-zero, then it is a small contour around 0. Note
that at t− = t
′
− and n ≥ n′ the r.h.s. vanishes and we get the bilinear identity for the
MKP hierarchy for the function τn(t) = τn(t, t−), as it should be expected. In a similar
way, setting t+ = t
′
+ and n ≤ n′−2, we see that the l.h.s. vanishes while the r.h.s. gives,
after the change z → 1/z, the bilinear identity for the MKP hierarchy for the function
τn(t−) = τn(t+,−t−).
The first non-trivial equation contained in bilinear identity (3.17) is
1
2
D1D−1τn · τn + τn+1τn−1 = 0 (3.18)
or
∂t1∂t−1 log τn = −
τn+1τn−1
τ 2n
. (3.19)
Subtracting these equations at n+ 1 and n one gets the 2D Toda equation
∂t1∂t−1ϕn = e
ϕn−ϕn−1 − eϕn+1−ϕn (3.20)
for ϕn = log(τn+1/τn).
Remark. There is a freedom to multiply the τ -function of the 2DTL hierarchy by an
exponent of any linear form of times with constant coefficients:
τn(t+, t−)→ C exp
(
C0n+
∑
k∈Z, 6=0
Cktk
)
τn(t+, t−) (3.21)
corresponding to the following transform of the group-like element:
G→ C exp
(∑
k>0
CkJ−k
k
)
G exp
(
C0Q +
∑
k>0
C−kJk
k
)
.
Clearly, this transformation preserves the form of the bilinear identity.
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3.2.3 3-term bilinear equations
Setting n′ = n and t′k = tk − 1k (z−k1 + z−k2 + z−k3 ) in (3.7), we see that the essential
singularity at ∞ splits into 3 simple poles at z1, z2, z3:
eξ(t−t
′,z) =
1
(1− z
z1
)(1− z
z2
)(1− z
z3
)
.
Taking the residues, we arrive at the 3-term relation
(z2 − z3)τn
(
t− [z−11 ]
)
τn
(
t− [z−12 ]− [z−13 ]
)
+ (231) + (312) = 0, (3.22)
where the last two terms are obtained from the first one by the cyclic permutations of
the indices. Another possible choice is n′ = n and t′k = tk +
1
k
z−k0 − 1k (z−k1 + z−k2 + z−k3 ),
then
eξ(t−t
′,z) =
1− z
z0
(1− z
z1
)(1− z
z2
)(1− z
z3
)
.
This leads to a slightly different (but equivalent) equation
(z0 − z1)(z2 − z3)τn
(
t− [z−10 ]− [z−11 ]
)
τn
(
t− [z−12 ]− [z−13 ]
)
+ (231) + (312) = 0. (3.23)
Setting n′ = n− 1, t′k = tk − 1k (z−k1 + z−k2 ), we see that the essential singularity at ∞
splits into simple poles at z1, z2:
zeξ(t−t
′,z) =
z
(1− z
z1
)(1− z
z2
)
.
Besides the residues at these points, there is also a contribution from the residue at ∞,
so we obtain the 3-term relation
z2τn+1
(
t− [z−12 ]
)
τn
(
t− [z−11 ]
)− z1τn+1 (t− [z−11 ]) τn (t− [z−12 ])
+ (z1 − z2)τn+1(t)τn
(
t− [z−11 ]− [z−12 ]
)
= 0.
(3.24)
It can be formally regarded as a particular case of (3.23) in the limit z3 → ∞, z0 →
0. The limit z3 → ∞ is smooth while the other one requires to assign a meaning to
lim
z0→0
τn(t− [z−10 ]). The form of the evolution multiplier, zneξ(t,z), suggests to set formally
lim
z0→0
τn(t± [z−10 ]) = τn∓1(t) (3.25)
which actually holds if the function τn(t − [z−1]) for arbitrary n can be analytically
continued from a neighborhood of∞ to a neighborhood of the point z = 0 and is regular
there. If it is singular, as in the case of solutions relevant to quantum spin chains, (3.25)
should be substituted by a more general prescription which, however, also allows one to
regard (3.24) as a particular case of (3.23).
Setting n′ = n, t′k = tk − 1k a−k, t′−k = t−k − 1k bk (k ≥ 1) in (3.17) and taking the
residues, we get the 3-term bilinear equation for the 2DTL hierarchy:
τn(t+−[a−1], t−)τn(t+, t−−[b])− τn(t+, t−)τn(t+−[a−1], t−−[b])
=
b
a
τn+1(t+, t−−[b])τn−1(t+−[a−1], t−).
(3.26)
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3.3 Schur function expansions and Plu¨cker coordinates
3.3.1 Schur function expansions
One may expand the MKP τ -function in the Schur polynomials:
τn(t) =
∑
λ
cλ(n)sλ(t). (3.27)
The sum is over all Young diagrams including the empty one (for which c∅(n) = τn(0)).
The coefficients cλ(n) (“Plu¨cker coordinates”) can be determined from the formula (3.1)
by inserting the complete set of states in between the operators eJ+ and G and using
(2.75):
τn(t) =
∑
λ
〈n| eJ+(t) |λ, n〉 〈λ, n|G |n〉 =
∑
λ
(−1)b(λ)sλ(t) 〈λ, n|G |n〉 ,
so
cλ(n) = (−1)b(λ) 〈λ, n|G |n〉
= (−1)b(λ) 〈n|ψ∗n+α1 . . . ψ∗n+αd(λ)ψn−βd(λ)−1 . . . ψn−β1−1G |n〉 ,
(3.28)
where b(λ) is defined in (2.15). In other words, cλ(n) are expansion coefficients of the
state G |n〉:
G |n〉 =
∑
λ
(−1)b(λ)cλ(n) |λ, n〉 .
For the KP τ -function the Schur function expansion is
τ(t) =
∑
λ
cλsλ(t), (3.29)
where cλ = cλ(0) = (−1)b(λ) 〈λ, 0|G |0〉. For the 2DTL τ -function the general form of the
expansion is the double sum
τn(t+, t−) =
∑
λ,µ
cλµ(n)sλ(t+)sµ(−t−) (3.30)
where cλµ(n) = (−1)b(λ)+b(µ) 〈λ, n|G |µ, n〉. The Schur function expansions of τ -function
are also discussed in [23, 24, 25].
3.3.2 Restricted Schur function expansions
If τ(t) =
∑
λ cλsλ(t) is a KP τ -function, then the expansion
τ (N)(t) =
∑
ℓ(λ)≤N
cλsλ(t) (3.31)
restricted to Young diagrams with not more than N non-zero lines is also a KP τ -function
for all N ≥ 0. This follows from the fermionic representation
τ (N)(t) = 〈0| eJ+(t)P+−N G |0〉 ,
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where P+−N is the operator introduced in (2.81).
More generally, if τn(t+, t−) =
∑
λ,µ cλµ(n)sλ(t+)sλ(−t−) is a 2DTL τ -function, then
τ (N,M)n (t+, t−) =
∑
ℓ(λ)≤N+n
∑
ℓ(µ)≤M+n
cλ,µ(n)sλ(t+)sµ(−t−) (3.32)
is also a 2DTL τ -function for all N and M (in particular, one of them can be equal to
+∞, so that the corresponding sum is unrestricted). This follows from the fermionic
representation
τ (N,M)n (t) = 〈n| eJ+(t+)P+−N GP+−M e−J−(t−) |n〉 ,
where P+−N and P
+
−M are the operators introduced in (2.81). (Note that the operators P
−
−n
allow one to apply a similar restriction on the number of columns of the diagrams in the
sums, while other projectors introduced in section 2.8 make it possible to impose more
complicated restrictions.) In particular, if τn(t) =
∑
λ cλ(n)sλ(t) is a MKP τ -function,
then
τ (N)n (t) =
∑
ℓ(λ)≤N+n
cλ(n)sλ(t) (3.33)
is also a MKP τ -function for all N . This follows from the fermionic representation
τ (N)n (t) = 〈n| eJ+(t)P+−N G |n〉 .
3.3.3 Determinant formulas for cλ(n) of the Giambelli type
Proposition 3.1 The following determinant formulas for the coefficients cλ(n) of the
τ -function hold:
cλ(n) = (c∅(n))
−d(λ)+1 det
i,j=1,...,d(λ)
c(αi|βj)(n) (3.34)
(assuming that c∅(n) 6= 0).
These are the Giambelli-like formulas where c(αi|βj)(n) are the Plu¨cker coordinates cor-
responding to the hook diagrams (αi|βj) = (αi + 1, 1βj). In the last expression, we have
taken into account that 〈n|G |n〉 = τn(0) = c∅(n). The proof consists in applying Wick’s
theorem in the form (2.44) to (3.28):
cλ(n) = (−1)b(λ)(〈n|G |n〉)−d(λ)+1 det
i,j=1,...,d(λ)
〈n|ψ∗n+αiψn−βj−1G |n〉
= (c∅(n))
−d(λ)+1 det
i,j=1,...,d(λ)
c(αi|βj)(n).
(3.35)
Formulas of the Giambelli type for the expansion coefficients, or Plu¨cker coordinates
of the τ -function were given in [24]. Using the Jacobi identity for determinants, it is easy
to see that they are equivalent to the 3-term bilinear relations for the coefficients cλ(n)
given in [2] (the Plu¨cker relations):
c(~α|~β)(n)c(~α6r 6s|~β 6r 6s)(n) = c(~α6r |~β 6r)(n)c(~α6s|~β 6s)(n)− c(~α6r |~β 6s)(n)c(~α6s|~β 6r)(n). (3.36)
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Here
(~α 6 i|~β6k) = (α1, . . . , 6αi, . . . , αd|β1, . . . , 6βk, . . . , βd),
(~α 6 r 6 s|~β6 r 6 s) = (α1, . . . , 6αr, . . . , 6αs, . . . , αd|β1, . . . , 6βr, . . . , 6βs, . . . , βd) .
Another way to obtain this relation is to apply the Wick theorem to
〈λ, n|ψn+αrψn+αsψ∗n−βs−1ψ∗n−βr−1G |n〉 .
Equation (3.35) allows one to obtain a useful representation for the state G |n〉, where
G is any group-like element with zero charge. Using (3.35), we can write:
G |n〉 =
∑
λ
(−1)b(λ)cλ(n) |λ, n〉
= c∅(n) +
∑
d≥1
(c∅(n))
1−d
∑
α1>α2>...>αd≥0
β1>β2>...>βd≥0
(−1)
∑d
i=1(βi+1) det
1≤i,k≤d
c(αi|βk)(n)ψ
∗
n−β1−1 . . . ψ
∗
n−βd−1
ψn+αd . . . ψn+α1 |n〉
= c∅(n)
[
1 +
∑
d≥1
(c∅(n))
−d
d!
∑
α1,α2,...,αd≥0
β1,β2,...,βd≥0
d∏
j=1
(
(−1)βj+1c(αj |βj)(n)
)
ψ∗n−β1−1 . . . ψ
∗
n−βd−1
ψn+αd . . . ψn+α1 |n〉
]
= c∅(n) exp
(∑
α,β≥0
(−1)β+1 c(α|β)(n)
c∅(n)
ψ∗n−β−1ψn+α
)
|n〉
= 〈n|G |n〉 exp
(∑
α,β≥0
〈n|ψ∗n+αψn−β−1G |n〉
〈n|G |n〉 ψ
∗
n−β−1ψn+α
)
|n〉
(3.37)
(it is assumed that 〈n|G |n〉 6= 0).
3.3.4 Determinant formulas for cλ(n) of the Jacobi-Trudi type
There are also determinant formulas of another type which connect the coefficients cλ(n)
with different n. They were obtained in [26].
Proposition 3.2 The coefficients cλ(n) of the τ -function obey the relations
cλ(n) =
ℓ(λ)−1∏
k=1
c∅(n− k)
−1 det
i,j=1,...,ℓ(λ)
cλi−i+j(n− j + 1), (3.38)
where cs(n) := c(s−1|0)(n) = 〈n−1|ψ∗n+s−1G |n〉 are the expansion coefficients for one-row
diagrams and it is assumed that c∅(n) 6= 0. An equivalent set of relations is
cλ(n) =
(
λ1−1∏
k=1
c∅(n+ k)
)−1
det
i,j=1,...,λ1
cλ
′
i−i+j(n+ j − 1), (3.39)
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where ca(n) := c(0|a−1)(n) = (−1)a 〈n+1|ψn−aG |n〉 are expansion coefficients for one-
column diagrams.
These relations are sometimes called quantum Jacobi-Trudi formulas. Note that the
transformation cλ(n) → C(n)cλ(n) with arbitrary C(n) preserves the determinant for-
mulas (3.38), (3.39). Clearly, this freedom corresponds to the possibility of multiplying
the τ -function by any C(n), see (3.10).
Let us outline the proof of (3.38). The main step is to recall Proposition 2.1 and
apply formula (2.13) for the state 〈λ, n| in (3.28). Using this we get
cλ(n) = 〈n−β1−1|ψ∗n+λβ1+1−(β1+1) . . . ψ
∗
n+λ2−2
ψ∗n+λ1−1G |n〉
(recall that β1 + 1 = ℓ(λ)). Applying the Wick theorem in the form (2.48), we arrive at
the desired result. The proof of (3.39) is similar.
Remark. Let λ = (sa) be the rectangular Young diagram of height a and length s, and
let cas(n) be the corresponding coefficients cλ(n), then application of the Jacobi identitity
for determinants to (3.38) yields the following 3-term bilinear relation:
cas(n)c
a
s(n + 1)− cas+1(n)cas−1(n+ 1) = ca−1s (n)ca+1s (n+ 1). (3.40)
3.4 Examples of τ-functions
In this section we consider the following familiar examples of τ -functions:
• Characters (Schur functions)
• (Quasi)polynomial τ -functions
• Multi-soliton τ -functions
• Partition functions of matrix models
and give their fermionic realization.
3.4.1 Characters and (quasi)polynomial τ-functions
The Schur polynomials themselves are τ -functions of the KP hierarchy. This follows from
equation (2.77),
τ(t) = 〈0| eJ+(t) |λ, 0〉 = 〈0| eJ+(t)ψ∗−β1−1 . . . ψ∗−βd−1ψαd . . . ψα1 |0〉 = (−1)b(λ)sλ(t) (3.41)
and the fact that the product of ψ- and ψ∗-operators in the correlator satisfies the BBC
(2.41). Note that one can represent the state |λ, 0〉 as action of a normally ordered
exponent to the vacuum [27]:
|λ, 0〉 =
d(λ)∏
i=1
×
×
e(ψ−βi−1−ψαi)(ψ
∗
−βi−1
−ψ∗αi )×
×
|0〉 .
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We call such τ -functions characters because sλ(t) with tk =
1
k
tr gk is the character of a
group element g ∈ GL(N) in the representation with the highest weight λ. If tk = 1k str gk
for g ∈ GL(N |M), then sλ(t) are super-characters. There are different possibilities to
embed these KP τ -functions into the MKP and the Toda hierarchies. One of them is to
use the projectors (2.60), for example τn(t) = 〈n| eJ+(t) |λ, 0〉 〈0|n〉 = δn,0(−1)b(λ)sλ(t).
In fact the Schur polynomials are very special cases of more general (quasi)polynomial
τ -functions. In the case of MKP hierarchy these τ -functions can be obtained as either
mean values of group-like elements with non-zero charge between different vacua or as
some special limiting cases of (3.2).
Fix two finite sets of distinct points pi ∈ C, qj ∈ C, and construct (finite) linear
combinations of the operators ψ(z) and their z-derivatives at the points pi and of the
operators ψ∗(z) and their z-derivatives at the points qj :
Ψi(pi) :=
∑
m≥0
aim ∂
m
z ψ(z)
∣∣∣
z=pi
, Φ∗j (qj) :=
∑
m≥0
bjm ∂
m
z ψ
∗(z)
∣∣∣
z=qj
. (3.42)
The product of N Ψ’s andM Φ∗’s is a group-like element with charge N−M . Therefore,
τn(t) = 〈n| eJ+(t)Ψ1(p1) . . .ΨN(pN )Φ∗1(q1) . . .Φ∗M(qM) |n−N+M〉 (3.43)
is a τ -function of the MKP hierarchy. It is not difficult to see that it is a polynomial in all
the variables n, tk multiplied by an exponential function of a linear combination of these
variables (a quasi-polynomial). These solutions are sometimes called rational because
ratios of such τ -functions are rational functions. One can see that the Schur function
expansion of the τ -function (3.43) is restricted to Young diagrams that do not contain
the rectangular N ×M diagram. In particular, at M = 0 the summation is restricted to
diagrams λ such that ℓ(λ) ≤ N .
Let us show how to obtain τ -functions of the form (3.43) by taking a singular limit
of (3.2). We illustrate the point by a very simple example. Consider the operator
•
•
eβψ
′(p)ψ∗(r) •
•
(with |r| < |p|), where ψ′(p) ≡ ∂pψ(p). It is a group-like element with zero
charge for any β but at β = β0 = (〈0|ψ′(p)ψ∗(r) |0〉)−1 it is not invertible and equals
•
•
eβ0ψ
′(p)ψ∗(r) •
•
= 1 + β0ψ
′(p)ψ∗(r)− β0 〈0|ψ′(p)ψ∗(r) |0〉 = β0ψ′(p)ψ∗(r).
Therefore, τn(t) = 〈n| eJ+(t)ψ′(p)ψ∗(r) |n〉 is a τ -function of the MKP hierarchy. Then
one can consider the limit r → 0. The limit is singular and requires some care. From
rn−1ψ∗(r)|n〉 =
∑
l
rn−l−1ψ∗l |n〉 =
∑
l≤n−1
rn−l−1ψ∗l |n〉 = |n− 1〉+O(r)
we see that in order to get a well-defined limit, one should multiply the τ -function by
rn−1 before tending r → 0 (this is just a transformation of the form (3.10)). Then we
obtain the τ -function of the form (3.43):
τn(t) = 〈n| eJ+(t)ψ′(p) |n− 1〉 =
(
n− 1 +
∑
k≥1
ktkp
k
)
pn−1eξ(t,p).
This example can be further generalized. Take N operators Ψi(pi) of the form (3.42).
As in the previous example, we can construct the group-like elements •
•
eβjΨj(pj)ψ
∗(rj) •
•
with
43
zero charge and consider the τ -function 〈n| eJ+(t) •
•
eβNΨN (pN )ψ
∗(rN ) •
•
. . . •
•
eβ1Ψ1(p1)ψ
∗(r1) •
•
|n〉.
Again, we choose βj = (〈0|Ψj(pj)ψ∗(rj) |0〉)−1, then each operator becomes the product
βjΨj(pj)ψ
∗(rj) (non-invertible). Thus the above τ -function reduces to a τ -function of
the form
β1 . . . βN 〈n| eJ+(t)Ψ1(p1) . . .ΨN(pN)ψ∗(rN) . . . ψ∗(r1) |n〉 .
In order to implement the limit rj → 0, we redefine rj → εrj with ε→ 0, then it is easy
to verify that
ε(n−1)N−
1
2
N(N−1)ψ∗(εrN) . . . ψ
∗(εr1) |n〉 = (r1 . . . rN)−n+1∆N (ri) |n−N〉 +O(ε) (3.44)
where ∆N (ri) = det
i,j=1,...,N
rj−1i =
∏
i>j
(ri − rj) is the Vandermonde determinant. This for-
mula says that in order to get a well-defined limit, one should multiply the τ -function by
ε(n−1)N−
1
2
N(N−1) before tending ε → 0. The ri-dependent factors (r1 . . . rN)−n+1∆N (ri)
in the r.h.s. of (3.44) are irrelevant because they can be eliminated by a transformation
of the form (3.10). We thus obtain the τ -function
τn(t) = 〈n| eJ+(t)Ψ1(p1) . . .ΨN(pN) |n−N〉 (3.45)
of the form (3.43).
Remark. In this case the prescription (3.25) is not directly applicable. The behavior
of the function τ(t ± [z−10 ]) as z0 → 0 can be found by using the bosonization formulas
(2.93) and moving the fermion operators ψ(z0) or ψ
∗(z0) to the very right position. In
this way we obtain a more general version of the prescription (3.25):
lim
z0→0
[
(−z0)±Nτn(t∓ [z−10 ])
]
= τn±1(t) (3.46)
which is equally enough to deduce the bilinear equation (3.24) from (3.23) as a limiting
case.
3.4.2 Multi-soliton τ-functions
We begin with the most general soliton-like MKP τ -function τn(t) = 〈n| eJ+(t)G |n〉,
where G is given by
G = ×
×
exp
( N∑
i,k=1
Aikψ
∗(qi)ψ(pk)
)
×
×
(3.47)
with a nondegenerate matrix A and qi, pk ∈ C such that |qi| > |pj|. We have:
τn(t) = 1+
∑
i,k
Aik〈n| eJ+ψ∗(qi)ψ(pk) |n〉+ 1
2!
∑
i,i′,k,k′
AikAi′k′〈n| eJ+ψ∗(qi)ψ∗(qi′)ψ(pk′)ψ(pk) |n〉+. . .
Reorganizing the summation and using (2.18), we get:
τn(t) = 1 +
N∑
d=1
∑
1≤i1<i2<...<id≤N
1≤k1<k2<...<kd≤N
det
1≤r,s≤d
Airks det
1≤r,s≤d
( qir
qir−pks
) d∏
m=1
(pim
qkm
)n
eξ(t,pim)−ξ(t,qkm).
(3.48)
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In this expression one can recognize determinant of the sum of two matrices:
τn(t) = det
N×N
(
I + AQn,t
)
, (3.49)
where the matrix Qn,t is
(Qn,t)ik =
qk
qk − pi
(pi
qk
)n
eξ(t,pi)−ξ(t,qk). (3.50)
The standard N -soliton solutions of the MKP hierarchy are obtained in the case when
the matrix A is diagonal:
G = ×
×
exp
( N∑
k=1
akψ
∗(qk)ψ(pk)
)
×
×
. (3.51)
In this case
τn(t) = det
N×N
(
δik +
akqk
qk − pi (pi/qk)
neξ(t,pi)−ξ(t,qk)
)
. (3.52)
More explicitly, this function has the form
τn(t) = 1 +
∑
i
eηi +
∑
i<j
cije
ηi+ηj +
∑
i<j<k
cijcikcjke
ηi+ηj+ηk + . . . , (3.53)
where
eηi =
aiqi
qi−pi
(pi
qi
)n
eξ(t,pi)−ξ(t,qi), cij =
(pi − pj)(qi − qj)
(pi − qj)(qi − pj) .
The τ -function of the N -soliton solutions to the 2DTL hierarchy has a similar structure:
τn(t+, t−) = e
∑
k≥1 ktkt−k(1 +
∑
i
eηi +
∑
i<j
cije
ηi+ηj + . . .), (3.54)
where now
eηi =
aiqi
qi−pi
(pi
qi
)n
eξ(t+,pi)−ξ(t+,qi)+ξ(t−,p
−1
i )−ξ(t−,q
−1
i ).
There is another fermionic realization of theN -soliton solutions to the MKP hierarchy.
Let us introduce the following fermionic operators:
Ψi(pi, qi) := ψ(qi) + biψ(pi). (3.55)
They are group-like elements with charge +1. Therefore,
τn(t) = 〈n| eJ+(t)Ψ1(p1, q1) . . .ΨN(pN , qN )|n−N〉 (3.56)
is a τ -function which can be calculated using the Wick theorem in the form (2.50):
τn(t) = det
i,j=1,...,N
〈n− j + 1| eJ+(t)Ψi(pi, qi) |n− j〉
= det
i,j=1,...,N
〈n−j+1| eJ+(t) (ψ(qi) + biψ(pi))ψ∗n−j |n−j+1〉
= det
i,j=1,...,N
〈n−j+1| (eξ(t,qi)ψ(qi) + bieξ(t,pi)ψ(pi))ψ∗n−j |n−j+1〉
= det
i,j=1,...,N
(
eξ(t,qi)qn−ji + bie
ξ(t,pi)pn−ji
)
.
(3.57)
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One can show that this determinant representation of the N -soliton solution is equivalent
to (3.52).
It should be noted that the multi-soliton solutions are degenerate cases of much
more general algebro-geometric (or finite-gap) solutions associated with smooth complex
algebraic curves (Riemann surfaces) according to the Krichever’s construction. Their
τ -functions are essentially Riemann’s theta-functions. The fermionic representation of
the algebro-geometric τ -functions was addressed in [28].
3.4.3 Partition functions of matrix models
The unitary matrix model. As the first example, let us calculate the τ -function
corresponding to the group-like element P+ (see (2.53)):
τN(t+, t−) = 〈N | eJ+(t+)P+e−J−(t−) |N〉 .
Here we follow [29, 30]. First of all, it is not difficult to see that τN = 0 at N < 0 and
τ0 = 1. For N > 1 we have:
τN = 〈0|ψ∗N−1 . . . ψ∗0 eJ+P+e−J−ψ0 . . . ψN−1 |0〉 .
Below we use the short hand notation introduced in (2.80). Using this notation, we can
write
τN = 〈0| eJ+ψ∗N−1(−J+) . . . ψ∗0(−J+)P+P+ψ0(−J−) . . . ψN−1(−J−)e−J− |0〉 .
Equations (2.68) imply that the operators ψn(−J−), ψ∗n(−J+) in the formula for τN
contain only positive modes and, therefore, commute with P+. Moving one P+ to the
right and another one to the left, and using the properties mentioned above, we obtain
τN = 〈0|ψ∗N−1(−J+) . . . ψ∗0(−J+)ψ0(−J−) . . . ψN−1(−J−) |0〉
= det
1≤j,k≤N
〈0|ψ∗j−1(−J+)ψk−1(−J−) |0〉
by the Wick theorem. The expectation value under the determinant can be represented
as a contour integral as follows:
〈0|ψ∗j (−J+)ψk(−J−) |0〉 =
∑
a,b≥0
ha(t+)hb(−t−) 〈0|ψ∗j+aψk+b |0〉
=
∑
a,b≥0
ha(t+)hb(−t−)δj+a,k+b =
∮
|z|=1
zj−keξ(t+,z)−ξ(t−,1/z)
dz
2πiz
.
The whole determinant can then be written as an N -fold contour integral:
τN =
1
N !
∮
. . .
∮ ∏
j<k
(zj − zk)(z−1j − z−1k )
N∏
l=1
eξ(t+,zl)−ξ(t−,1/zl)
dzl
2πizl
. (3.58)
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In accordance with subsection 3.3.2 the Schur function expansion of this τ -function co-
incides with a restricted version of the expansion of the trivial τ -function (A7):
τN(t+, t−) =
∑
l(λ)≤N
sλ(t+)sλ(t−).
When t−k = −t¯k (the bar means complex conjugation), the expression ξ(t+, z) −
ξ(t−, 1/z) is purely real for z on the unit circle and τN coincides with the partition
function of the unitary random matrix model written in terms of the eigenvalues. In this
form, it can be treated also as the partition function of a canonical ensemble of N 2D
Coulomb particles confined on a circle.
Partition functions of normal and Hermitian random matrices. Let us fix an
arbitrary measure dµ(z) in the complex plane and consider the following group-like ele-
ment:
G0 = •• exp
(∫
C
ψ+(z)ψ
∗
+(1/z¯)dµ(z)−
∑
j≥0
ψjψ
∗
j
)
•
•
(3.59)
Here ψ+(z) =
∑
n≥0
ψnz
n, ψ∗+(z) =
∑
n≥0
ψ∗nz
−n are truncated Fourier series containing only
positive modes. Obviously, G0 commutes with P
+. Expending the exponent into a series,
one can represent G0 in a more explicit form:
G0 =
∞∑
m=0
1
m!
∫
C
m
ψ+(z1) . . . ψ+(zm)P
−ψ∗+(1/z¯m) . . . ψ
∗
+(1/z¯1)dµ1 . . . dµm , (3.60)
where dµj ≡ dµ(zj) and the first term in the sum is P−.
Let us consider the expectation value
τN (t+, t−) = 〈N | eJ+(t+)G0P+e−J−(t−) |N〉 (3.61)
and apply to it a chain of transformations similar to the ones made in the simpler case
G0 = 1 previously considered. Again, τN = 0 at N < 0 and τ0 = 1. For N > 1 we have:
τN = 〈0|ψ∗N−1 . . . ψ∗0 eJ+G0P+e−J−ψ0 . . . ψN−1 |0〉
= 〈0| eJ+ψ∗N−1(−J+) . . . ψ∗0(−J+)P+G0P+ψ0(−J−) . . . ψN−1(−J−)e−J− |0〉
= 〈0|ψ∗N−1(−J+) . . . ψ∗0(−J+)G0ψ0(−J−) . . . ψN−1(−J−) |0〉 .
Substituting the explicit form of G0, we get:
τN =
∑
m≥0
1
m!
∫
C
m
dµ1 . . . dµm 〈0|ψ∗N−1(−J+) . . . ψ∗0(−J+)ψ+(z1) . . . ψ+(zm)
× P−ψ∗+(1/z¯m) . . . ψ∗+(1/z¯1)ψ0(−J−) . . . ψN−1(−J−) |0〉.
The next step is to notice that only the term with m = N contributes to the sum and
all other terms vanish. Indeed, at m > N the state
ψ∗+(1/z¯m) . . . ψ
∗
+(1/z¯1)ψ0(−J−) . . . ψN−1(−J−) |0〉
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is in fact the null state because the number of annihilation operators exceeds the number
of creation operators while at m < N the operator
P
−ψ∗+(1/z¯m) . . . ψ
∗
+(1/z¯1)ψ0(−J−) . . . ψN−1(−J−)
is in fact the null operator because P− multiplied by the uncompensated positive ψ-modes
from the right gives 0 (see (2.55)). Therefore, the expression simplifies to
τN =
1
N !
∫
C
N
dµ1 . . . dµN 〈0|ψ∗N−1(−J+) . . . ψ∗0(−J+)ψ+(z1) . . . ψ+(zN)
× P−ψ∗+(1/z¯N ) . . . ψ∗+(1/z¯1)ψ0(−J−) . . . ψN−1(−J−) |0〉.
Since there are as many annihilation operators to the right of P− as creation ones, the
state that they produce from the vacuum is proportional to the vacuum state itself, i.e.,
ψ∗+(1/z¯N) . . . ψ
∗
+(1/z¯1)ψ0(−J−) . . . ψN−1(−J−) |0〉 = |0〉CN ,
where the constant CN is
CN = 〈0|ψ∗+(1/z¯N) . . . ψ∗+(1/z¯1)ψ0(−J−) . . . ψN−1(−J−) |0〉
= det
1≤j,k≤N
〈0|ψ∗+(1/z¯j)ψk−1(−J−) |0〉.
Because
〈0|ψ∗+(1/z¯j)ψk−1(−J−) |0〉 =
∑
a,l≥0
z¯lj ha(−t−) 〈0|ψ∗l ψk+a−1 |0〉
=
∑
a≥0
z¯k+a−1j ha(−t−) = z¯k−1j e−ξ(t−,z¯j),
the constant CN is explicitly given by
CN = ∆N(z¯i)
N∏
l=1
e−ξ(t−,z¯l), (3.62)
where we use the convenient short-hand notation for the Vandermonde determinant:
∆N(zi) = det
1≤j,k≤N
(
zj−1k
)
=
∏
i>j
(zi − zj).
Now, it remains to calculate
〈0|ψ∗N−1(−J+) . . . ψ∗0(−J+)ψ+(z1) . . . ψ+(zN) |0〉 = det
1≤j,k≤N
〈0|ψ∗j−1(−J+)ψ+(zk) |0〉
= det
1≤j,k≤N
zj−1k e
ξ(t+,zk) = ∆N (zi)
N∏
l=1
eξ(t+,zl),
which can be done in a completely similar manner. Collecting everything together, we
obtain the result:
τN (t+, t−) =
1
N !
∫
C
N
|∆N(zi)|2
N∏
l=1
eξ(t+,zl)−ξ(t−,z¯l)dµ(zl). (3.63)
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Assume that dµ(z) = e−U(z,z¯)d2z is a smooth measure in the plane and t−k = −t¯k, then
the expression ξ(t+, z)− ξ(t−, z¯) is purely real and the integral (3.63) has a physical in-
terpretation as the partition function of a canonical ensemble of N identical 2D Coulomb
particles in the plane in the background potential W (z, z¯) = −U(z, z¯) + 2Re∑k tkzk:
ZN =
1
N !
∫
C
N
|∆N (zi)|2
N∏
l=1
eW (zl,z¯l)d2zl
= det
1≤i,j≤N
∫
C
zi−1z¯j−1eW (z,z¯)d2z.
(3.64)
It is proportional to the partition function of the ensemble of normal random N × N
matrices Φ: ZN ∝
∫
DΦ etrW (Φ,Φ
†), with zi being their eigenvalues.
If the measure dµ is concentrated on a curve Γ ⊂ C, then the 2D integrals ∫
C
(. . .)d2z
are reduced to 1D integrals
∫
Γ
(. . .)|dz| along Γ. This means that the 2D Coulomb particles
are confined to the curve Γ. For particular choices of Γ the integral (3.63) yields the
partition functions of random matrix models of certain types in terms of eigenvalues. For
example, if Γ is the real line, one obtains the partition function of Hermitian random
matrices:
τN (t+, t−) =
1
N !
∫
R
N
(∆N(xi))
2
N∏
l=1
eξ(t+−t−, xl)dµ(xl). (3.65)
It is the τ -function of the 1D Toda chain because it depends on the differences tk − t−k
only. If Γ is the unit circle, the integral (3.63) becomes identical to (3.58) which is the
partition function of unitary random matrices.
The Hermitean two-matrix model. An expression (3.59) for the element G0 admits
a generalization with a double integral with an arbitrary contour (see [31, 32] for details).
For example
G0 = •• exp
(∫
R
∫
R
exyψ+(x)ψ
∗
+(1/y)dµ1(x)dµ2(y)−
∑
j≥0
ψjψ
∗
j
)
•
•
, (3.66)
gives, through the same formula (3.61), the partition function of the Hermitean two-
matrix model:
τN(t+, t−) =
1
N !
∫
R
2N
∆N (xi)∆N (yi)
N∏
l=1
exlyl+ξ(t+, xl)−ξ(t−, yl)dµ1(xl)dµ2(yl). (3.67)
The Harish-Chandra-Itzykson-Zuber (HCIZ) matrix model. For an element G0
similar to (3.66) but with different choice of the integration contour and the interaction
term,
G0 = •• exp
(∮ ∮
ec(vw)
−1
ψ+(v)ψ
∗
+(1/w)
dv
2πiv
dw
2πiw
−
∑
j≥0
ψjψ
∗
j
)
•
•
, (3.68)
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one obtains the partition function for the model of two coupled unitary random matrices:
τN(t+, t−) =
1
N !
∮
. . .
∮
∆N(vi)∆N(wi)
N∏
k=1
ec(vkwk)
−1+ξ(t+, vk)−ξ(t−, wk)
dvk
2πivk
dwk
2πiwk
.
(3.69)
After the change of variables
tk(a) =
1
k
N∑
m=1
akm, t−k(b) = −
1
k
N∑
m=1
bkm, k > 0
(the Miwa transform), this integral becomes equal to the partition function of the HCIZ
matrix model:
τN (t+(a), t−(b)) = c
N(N−1)
2
N∏
k=1
1
Γ(k)
∫
N×N
[DU ] exp(c tr UAU †B). (3.70)
This integral is known as the Harish-Chandra-Itzykson-Zuber (HCIZ) integral [33, 34].
It is a N×N unitary matrix integral with the Haar measure normalized by the condition∫
N×N
[DU ] = 1, A and B are two diagonal matrices: A = diag (a1, a2, . . . , an), B =
diag (b1, b2, . . . , bn) (see [7] for details). The integral (3.70) is known to be a solution to
the 2DTL [27, 35].
3.4.4 Matrix models represented by diagonal group-like elements
The simplest example of matrix models with diagonal group-like element G0 is given by
the model of unitary matrices (3.58), it corresponds to trivial G0 = 1. The operator
representation (3.61) of such models is equivalent to the one suggested by Orlov et al
[36]. In fact all models of normal matrices with axially symmetric measures dµ, i.e.,
such that dµ(z, z¯) = dµ(|z|2) belong to this class. For an axially symmetric measure, the
bilinear form in the fermion operators in (3.59) becomes diagonal:∫
C
ψ+(z)ψ
∗
+(1/z¯)dµ(z) =
∑
m,n≥0
ψnψ
∗
m
∫
C
znz¯me−U(|z|
2)d2z =
∑
n≥0
gnψnψ
∗
n,
where
gn =
∫
C
|z|2ne−U(|z|2)d2z = π
∫ ∞
0
xne−U(x)dx
(we assume that the measure is smooth with U(z, z¯) = U(|z|2)), so in this case
G0 = •• exp
(∑
n≥0
(gn−1)ψnψ∗n
)
•
•
= exp
(∑
n≥0
log gn ψnψ
∗
n
)
(3.71)
and the τ -function (3.61) does have the form 〈N | eJ+eXe−J− |N〉 with X=
∑
j∈Z
Xj ••ψjψ
∗
j
•
•
.
In this case expansion (3.30) is diagonal, i.e., cλµ(n) = 0 unless λ = µ [36]. More precisely,
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in our case we deal with a singular limit of the vacuum expectation value with Xj = log gj
for j ≥ 0 and Xj → +∞ for all j < 0. Indeed, writing
eX =
∏
j≥0
(
1 + (eXj − 1)ψjψ∗j
) ·∏
j<0
(
1 + (e−Xj − 1)ψ∗jψj
)
,
we see that the first product is equal to
∏
j≥0
(1+ (gj − 1)ψjψ∗j ) = G0 while the limit of the
second one is the singular operator P+.
Below we give three examples. One important example is U(z, z¯) = c|z|2, then
gn = πc
−n−1n! = πc−n−1Γ(n+ 1) (3.72)
and Xn = −(n + 1) log c + log Γ(n + 1) (the common constant log π is irrelevant). Note
that the analytic continuation of this formula to negative values of n with the help of the
gamma-function automatically implies the required singular limit Xn = +∞ at n < 0.
The τ -function (3.63) for this case has the following expansion in Schur functions [36, 23]:
τN (t+, t−) = π
Nc−N(N+1)/2
N∏
k=1
Γ(k) ·
∑
ℓ(λ)≤N
c−|λ|(N)λ sλ(t+)sλ(−t−). (3.73)
where the factor (N)λ is (N)λ :=
ℓ(λ)∏
i=1
(N + 1− i)(N + 2− i) . . . (N + λi − i) (see also (A1)
and Fig. 2 in Appendix A).
The second example is the HCIZ model, where the element G0 given by (3.68) has
the same structure with gn = c
n/n! which, up to an inessential n-independent factor, is
inverse to the one considered in the previous example (3.72), so that the expansion of
(3.69) in Schur functions is as follows [13, 37]:
τN (t+, t−) = c
N(N−1)/2
N∏
k=1
1
Γ(k)
·
∑
ℓ(λ)≤N
c|λ|
(N)λ
sλ(t+)sλ(−t−). (3.74)
Our third example is the model of normal matrices with
U(z, z¯) =
1
2β
(log |z/r|)2 .
Here β, r are parameters (r plays the role of a scale in the z-plane). The corresponding
matrix model was introduced in [38] (see also [39]). In this case we find:
gn = π
∫ ∞
0
xne−
1
2β (log(x/r2))
2
dx = πr2(n+1)
∫ +∞
−∞
e−
t2
2β
+(n+1)tdt = π
√
2πβ r2(n+1)eβ(n+1)
2/2,
so, up to an inessential common factor,
G0 = exp
(∑
n≥0
(
(β + 2 log r)n+
β
2
n2
)
ψnψ
∗
n
)
(3.75)
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(see (3.71)). The Schur function expansion of the τ -function (3.61) with this G0 reads:
τN(t+, t−) = e
β
12
N(N−1)(2N−1)(reβ/2)N(N−1)
∑
ℓ(λ)≤N
eβCλ/2
(
r2eβ(N+
1
2
)
)|λ|
sλ(t+)sλ(−t−),
(3.76)
where
Cλ =
ℓ(λ)∑
i=1
((
λi − i+ 1
2
)2
−
(
−i+ 1
2
)2)
.
3.4.5 Matrix models, cut-and-join-like operators and bosonization
Sometimes for description of matrix models and related τ -functions instead of using the
group-like elements (3.59) it is more convenient to use other group-like elements. The
reason is that the truncated Fourier series is not very convenient for bosonization, see
section 2.11.
For example, according to Morozov and Shakirov [40], the partition function of the
Gaussian branch of the Hermitian matrix model (3.65) (here we consider only one semi-
infinite family of times t = t+ − t−):
τN (t) =
1
N !
∫
R
N
(∆N (xi))
2
N∏
l=1
e−
x2
l
2
+ξ(t, xl)dxl (3.77)
can be represented in terms of action of the cut-and-join-like operator on the trivial
τ -function:
τ˜N(t) = w
−Ne
1
2
W−2wN , (3.78)
where the operator
W−2 =
∞∑
a,b=0
(
abtatb
∂
∂ta+b−2
+ (a+ b+ 2)ta+b+2
∂2
∂ta∂tb
)
(3.79)
belongs to theW (3) algebra and, in accordance with (2.102), ∂
∂t0
:= w∂w . More precisely,
τN (t) = (2π)
N
2
N∏
k=1
Γ(k) · τ˜N(t)
so that τN (t) = 0 for negative N .
The boson-fermion correspondence allows us to rewrite (3.78) as a fermionic vacuum
expectation value
τ˜N(t) = 〈N | eJ+(t) exp
(1
2
W F−2
)
|N〉
with the group element given by exponential of bilinear fermionic operator
W F−2 =
1
6πi
∮
∗
∗
(∂φ(z))3 ∗
∗
dz = −resz
(
z−1 •
•
ψ∗(z)∂2zψ(z)
•
•
)
=
∑
k∈Z
k(k− 1)ψkψ∗k−2 (3.80)
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where we used, in particular, expansion (2.92). The matrix model τ -function (3.77) can
be obtained with the help of the projection operator:
τN (t) = 〈N | eJ+(t) exp
(1
2
W F−2
)
G0P
+ |N〉 ,
where G0 is a diagonal operator of the form (3.71) with coefficients up to inessential
factor coinciding with (3.72), namely gn =
√
2π Γ(n+ 1).
Similarly, the group-like element for the τ -function (3.76) can be rewritten in a more
symmetric way: instead of (3.75) one can use G = exp(W FC )
W FC =
∑
n∈Z
(
(β + 2 log r)n+
β
2
n2
)
•
•
ψnψ
∗
n
•
•
= −resz
(
z−1 •
•
ψ∗(z)
(
(β + 2 log r) z∂z +
β
2
(z∂z)
2
)
ψ(z) •
•
) (3.81)
since, as it follows from (2.54), GP+ = G0P
+. For Q = 2 log(r) + β
2
this group-like
element gives the τ -function of the two-component KP hierarchy, namely
τ(t+, t−) = 〈0| eJ+(t+) exp
(
β
2
W F0
)
QL
F
0 eJ−(−t−) |0〉 (3.82)
where
W F0 =
1
6πi
∮
∗
∗
(∂φ(z))3 ∗
∗
z2dz = −resz
(
z−1 •
•
ψ∗(z)
(
(z∂z)
2 + z∂z +
1
3
)
ψ(z) •
•
)
(3.83)
and
LF0 =
1
4πi
∮
∗
∗
(∂φ(z))2 ∗
∗
zdz = −resz
(
z−1 •
•
ψ∗(z)
(
z∂z +
1
2
)
ψ(z) •
•
)
(3.84)
is known to be equal to the generating function for double Hurwitz numbers [36, 41, 42].
The operator (3.83) is the fermionic counterpart of the famous cut-and-join operator [43]:
W0 =
∞∑
a,b=0
(
a b ta tb
∂
∂ta+b
+ (a+ b)ta+b
∂2
∂ta∂tb
)
,
(more precisely, the cut-and-join operator does not include derivatives with respect to t0,
which do not affect the result) so that (3.82) is equal to application of this operator to
the simple tau-function (A7):
τ(t+, t−) = exp
(
β
2
W0
)
QL0 exp
(
−
∑
k>0
ktkt−k
)
=
∑
λ
eβCλ/2Q|λ|sλ(t+)sλ(−t−).
(3.85)
A generalization of the Hurwitz τ -function is given by the vacuum expectation value
with the group element
G = exp
(∑
k=0
xk
(k + 1)!
Pk
)
,
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where
Pk =
∑
n∈Z
(
n+
1
2
)k
•
•
ψnψ
∗
n
•
•
.
It describes the stationary Gromov-Witten theory on CP1 relative to two poles [44].
2DTL τ -functions of this type, their representations in terms of free fermions and their
Schur function expansions were considered already in [27].
Integrable properties of those vacuum expectation values with respect to variables xk
are considered in the next section.
3.5 Another type of time evolution
Here we consider another type of multi-time evolution of group-like elements and as-
sociated τ -functions. This class of τ -functions has appeared naturally in such diverse
physical and mathematical contexts as Gromov-Witten theory on CP1 [44], supersym-
metric gauge theories [45, 46], the melting crystal model of topological strings [47, 48] and
hydrodynamic description of Fermi gas in one spatial dimension [49, 50]. Their natural
fermionic realization requires introducing evolution operators other than eJ±(t).
3.5.1 The Hamiltonian evolution operator
Let us introduce the bilinear operators
Hk =
∑
n∈Z
nk •
•
ψnψ
∗
n
•
•
= −resz
(
z−1 •
•
ψ∗(z)(z∂z)
kψ(z) •
•
)
, k ≥ 1, (3.86)
which we call Hamiltonians in contrast to the currents (2.62)
Jk =
∑
j∈Z
•
•
ψjψ
∗
j+k
•
•
= −resz
(
z−1 •
•
ψ∗(z)zkψ(z) •
•
)
, k ∈ Z. (3.87)
The operators Hk commute for all k ≥ 1. Introducing an infinite set of evolution param-
eters T = (T1, T2, . . .), we unify the Hamiltonians in the generating operator
H(T) =
∑
k≥1
TkHk. (3.88)
In the physical interpretation, H1 is momentum of the system of free non-relativistic
fermions and H2 is the energy operator. Accordingly, for purely imaginary Ti’s X = iT1
and T = iT2 are physical space and time variables [49]. One may also consider
H0 =
∑
n∈Z
•
•
ψnψ
∗
n
•
•
which is the charge operator Q (2.24).
With the help of the simple identity eβψnψ
∗
n = 1 + (eβ − 1)ψnψ∗n, an easy calculation
shows that
eβ
•
•ψnψ
∗
n
•
• ψn e
−β ••ψnψ
∗
n
•
• = eβψn
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eβ
•
•ψnψ
∗
n
•
• ψ∗n e
−β ••ψnψ
∗
n
•
• = e−βψ∗n
and, therefore,
eH(T)ψne
−H(T) = e
∑
k≥1 Tkn
k
ψn
eH(T)ψ∗ne
−H(T) = e−
∑
k≥1 Tkn
k
ψ∗n
(3.89)
(cf. (2.65)). We call eH(T) the Hamiltonian evolution operator. Its adjoint action is
thus diagonal on the fermionic modes ψn, ψ
∗
n. The action on ψ(z) and ψ
∗(z) is more
complicated. However, the action of the special operator eT1H1 is simple. It shifts the
argument of the series ψ(z), ψ∗(z):
eT1H1ψ(z) e−T1H1 = ψ(eT1z)
eT1H1ψ∗(z) e−T1H1 = ψ∗(e−T1z)
(3.90)
which is in agreement with interpretation of X = iT1 as the physical space variable for
the system on a circle.
From (3.90) it is clear that the basis states (2.12) are eigenstates for the Hamiltonian
evolution operator. Namely, we have:∏
j∈Z
ebj
•
•ψjψ
∗
j
•
• |λ, n〉 = cneBλ(n) |λ, n〉 , (3.91)
where
cn =

e−b−1−b−2−...−bn, n < 0
1, n = 0
eb0+b1+...+bn−1 , n > 0
(3.92)
is the solution to the difference equation cn+1/cn = e
bn and
Bλ(n) =
d(λ)∑
i=1
(bn+αi − bn−βi−1) =
∑
j≥1
(bn+λj−j − bn−j). (3.93)
Similar formulas hold for the left action to the dual basis vectors.
Remark. The construction of the Hamiltonian evolution operator admits a “q-
deformation” related to the quantum torus algebra and to the integrable structure of
the melting crystal model [48].
3.5.2 The τ-function in T-variables
Given any group-like element G (with zero charge), let us consider the expectation values
〈n|GeH(T)eJ−(t) |n〉 or 〈n| eJ+(t)eH(T)G |n〉 . (3.94)
At fixed T, they are KP τ -functions in the variables t (and MKP τ -functions in t, n).
We are interested in the cases when they are τ -functions in the variables T. First of all,
it follows from formulas (3.91) and their duals that at t = 0 or G = 1 these expectation
values are, at each fixed n, exponents of a linear form in the variables T and they thus
represent the trivial τ -function.
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In what follows we set n = 0 and consider the expectation value 〈0| eJ+(t)eH(T)G |0〉.
Using (3.37) and (3.91), (3.93), we have:
G |0〉 =
∑
λ
(−1)b(λ)cλ |λ, 0〉 =
∑
d≥0
c1−d∅
∑
α1>α2>...>αd≥0
β1>β2>...>βd≥0
(−1)
∑
i(βi+1) det
1≤r,s≤d
c(αr |βs) |λ, 0〉 ,
where λ = (α1, . . . , αd|β1, . . . , βd), c∅ = 〈0|G |0〉 and
eH(T) |λ, 0〉 = exp
(∑
k≥1
Tk
d(λ)∑
l=1
(
αkl − (−βl−1)k
)) |λ, 0〉 .
Combining this with (2.76) and using the Giambelli determinant formula for sλ(t), we
can compute the expectation value:
〈0| eJ+(t)eH(T)G |0〉 =
∑
d≥0
c1−d∅
∑
α1>α2>...>αd≥0
β1>β2>...>βd≥0
det
1≤r,s≤d
c(αr |βs) det
1≤i,j≤d
s(αi|βj)(t)
×
d∏
l=1
e
∑
k≥1 Tk(
(
αk
l
−(−βl−1)
k
)
.
Now, following Orlov’s idea [51], we are going to put t = a[w−1] = (aw−1, a
2
w−2, a
3
w−3, . . .)
for any complex a, w and use equation (A15) from Appendix A for the explicit value of
the Schur function s(~α|~β)(a[w
−1]). We get:
〈0| eaJ+([w−1])eH(T)G |0〉 =
∑
d≥0
c1−d∅
∑
α1>α2>...>αd≥0
β1>β2>...>βd≥0
det
1≤r,s≤d
c(αr |βs) det
1≤i,j≤d
( βj + 1
αi + βj + 1
)
×
d∏
l=1
(−1)βl+1Γ(a+ αl + 1)Γ(1− a+ βl)e
∑
k≥1 Tk
(
αk
l
−(−βl−1)
k
)
awαl+βl+1Γ(αl + 1)Γ(βl + 2) Γ(a)Γ(−a) ,
where Γ(x) is the gamma-function. Let us compare the r.h.s. with the multi-soliton
τ -function (3.48). In terms of the matrix
Aik = (−1)k c(i−1,k−1)〈0|G |0〉
w−i−k+1Γ(i+ a)Γ(k − a)
aΓ(i)Γ(k + 1) Γ(a)Γ(−a)
the former can be written as
〈0| eaJ+([w−1])eH(T)G |0〉
〈0|G |0〉 =
∞∑
d=0
∑
1≤i1<i2<...<id
1≤k1<k2<...<kd
det
1≤r,s≤d
Airks det
1≤r,s≤d
( ks
ir−1+ks
)
×
d∏
m=1
exp
(∑
j≥1
Tj
(
(im−1)j − (−km)j
))
.
56
After the identification pi = i− 1, qi = −i, i ≥ 1, this expression formally looks like the
∞-soliton τ -function (3.48). More precisely, we have:
〈0| eaJ+([w−1])eH(T)G |0〉
〈0|G |0〉 = 〈0| e
J+(T)×
×
exp
(∑
i,k≥1
Aikψ
∗(−k)ψ(i−1)
)
×
×
|0〉 .
The form of the r.h.s. explicitly proves that the l.h.s. is the τ -function of the KP hierarchy
in the T-variables. We do not know what is the most general choice of the times t such
that the vacuum expectation value 〈0| eJ+(t)eH(T)G |0〉 is a τ -function in T-variables for
any group-like G.
Remark. As is argued in [50], a more general form of the τ -function in T-variables
is
τ(T,T′) = 〈0|G′V−a(w,T)Va(z,T′)G |0〉 ,
where G,G′ are group-like elements and
Va(z,T) = e
−H([T]) ∗
∗
eaφ(z) ∗
∗
eH([T]).
This fact was established in [50] using some field-theoretical arguments. Note that at
G′ = 1 and T′ = 0 the statement reduces to the example above after the redefinition
G → ∗
∗
eaφ(z) ∗
∗
G. However, we do not know how to prove the more general statement by
the same method or by operator methods developed in [48].
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α1 = 8
α2 = 5
α3 = 3
β1 = 6
β2 = 3
β3 = 1
Figure 1: The Frobenius notation. The Young diagram λ = (9, 7, 6, 3, 2, 1, 1) =
(8, 5, 3|6, 3, 1).
Appendix A: Young diagrams and Schur functions
We use the notation of [9].
Partitions and diagrams. A partition λ = (λ1, λ2, . . . , λℓ) is a sequence of positive
integer numbers λi such that λ1 ≥ λ2 ≥ . . . ≥ λℓ. The number ℓ = ℓ(λ) is called the
length of the partition. The partitions are naturally represented by Young diagrams.
The Young diagram of λ is a table whose j-th row (counting from the top) consists of λj
boxes. We will identify partitions with diagrams and will denote the diagram of λ by the
same symbol λ. The total number of boxes in the diagram λ is |λ| =
ℓ∑
i=1
λi. The empty
diagram is denoted by ∅.
By λ′ we denote the transposed Young diagram which is obtained from λ by reflection
in the main diagonal. Namely, λ′j is the height of the j-th column of λ.
Given a Young diagram λ = (λ1, . . . , λℓ) with ℓ = ℓ(λ) nonzero rows, let (~α|~β) =
(α1, . . . , αd|β1, . . . , βd) be the Frobenius notation for the diagram λ. Here d = d(λ) is
the number of boxes in the main diagonal and αi = λi − i, βi = λ′i − i. In other words,
αi is the lenght of the part of the i-th row to the right from the main diagonal and βi
is the length of the part of the i-th column under the main diagonal (not counting the
diagonal box). Clearly, α1 > α2 > . . . > αd ≥ 0, β1 > β2 > . . . > βd ≥ 0. If λ = (~α|~β),
then λ′ = (~β|~α). Note that
d∑
i=1
(αi + βi) + d = |λ|.
A box x ∈ λ has coordinates (i, j) if it is in the i-th line (from the top) and j-th
column (from the left). Let u ∈ C. One can define the generalized Pochhammer symbol
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u u+1 u+2 u+3 u+4
u−1 u u+1 u+2
u−2
u−3
Figure 2: The Young diagram λ = (5, 4, 1, 1) = (4, 2|3, 0). The generalized Pochhammer
symbol (u)λ is the product of the contents of all boxes.
(u)λ as
(u)λ =
∏
(i,j)∈λ
(u+ j − i) = (u)λ1(u− 1)λ2 . . . (u− ℓ(λ) + 1)λℓ(λ), (A1)
where (u)k = u(u + 1) . . . (u + k − 1) is the usual Pochhammer symbol (see Fig. 1). In
the Frobenius notation, we have:
(u)(~α|~β) =
d(λ)∏
i=1
(−1)βi(u)αi+1(1− u)βi. (A2)
Schur functions. Let t = {t1, t2, t3, . . .} be an infinite set of parameters. The Schur
polynomials sλ(t) labeled by Young diagrams λ can be defined by the determinant for-
mula
sλ(t) = det
i,j=1,...,λ′1
hλi−i+j(t), (A3)
where the polynomials hj are defined with the help of the generating series
exp
(∑
k≥1
tkz
k
)
= 1 + h1(t)z + h2(t)z
2 + . . .
or, explicitly,
hk(t) =
∑
k1+2k2+...=k
tk11
k1!
tk22
k2!
. . . =
k∑
m=1
1
m!
∑
k1,...,km≥1
k1+...+km=k
tk1tk2 . . . tkm , k > 0.
For example,
h1(t) = t1 ,
h2(t) =
1
2
t21 + t2 ,
h3(t) =
1
6
t31 + t1t2 + t3 ,
h4(t) =
1
24
t41 +
1
2
t22 +
1
2
t21t2 + t1t3 + t4 .
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It is convenient to put h0(t) = 1, hk(t) = 0 for k < 0 and s∅(t) = 1. From the definition
it follows that ∂tnhk(t) = hk−n(t). The functions hk are elementary Schur polynomials
in the sense that for 1-row diagrams λ = (j) with j boxes s(j)(t) = hj(t). Equivalently,
one can define
sλ(t) = det
i,j=1,...,λ1
eλ′i−i+j(t), (A4)
where the polynomials ej are defined with the help of the generating series
exp
(∑
k≥1
(−1)k−1tkzk
)
= 1 + e1(t)z + e2(t)z
2 + . . .
It is clear that
ej(t) = (−1)jhj(−t).
For 1-column diagrams λ = (1j) with j boxes s(1j)(t) = ej(t). Equations (A3), (A4) are
known as Jacobi-Trudi formulas. It can be proved [9] that the Schur polynomials form a
basis in the space of symmetric functions of the variables xi defined by ktk =
∑
i x
k
i . In
terms of the variables xi (i = 1, . . . , N),
sλ(t) =
det1≤i,j≤N
(
x
N+λj−j
i
)
det1≤i,j≤N
(
xN−ji
) .
We note that
sλ(t) = (−1)|λ|sλ′(−t).
It immediately follows form the definition that if tk → aktk, then hk → akhk and sλ →
a|λ|sλ (the quasihomogeneity property).
The following formulas for Schur functions for hook diagrams λ = (α|β) = (α+1, 1β)
directly follow from the Jacobi-Trudi formulas:
s(α|β)(t) = (−1)β+1
α∑
m=0
hα−m(t)hβ+m+1(−t)
= (−1)β
β∑
m=0
hβ−m(−t)hα+m+1(t).
(A5)
The Giambelli formulas represent the Schur function for an arbitrary diagram λ = (~α|~β)
as a determinant of the hook ones:
sλ(t) = det
1≤i,j≤d(λ)
s(αi|βj)(t). (A6)
The Cauchy-Littlewood identity. We note the Cauchy-Littlewood identity∑
λ
sλ(t)sλ(t
′) = exp
(∑
k≥1
ktkt
′
k
)
, (A7)
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Figure 3: The hook length h(2, 3) = 7.
where the sum is over all Young diagrams including the empty one. Writing it in the
form ∑
λ
sλ(y)sλ(∂˜) = exp
(∑
k≥1
yk∂tk
)
,
where ∂˜ = {∂t1 , 12∂t2 , 13∂t3 , . . . } and applying to sµ(t), we get the relation
sλ(∂˜)sµ(t)
∣∣∣∣
t=0
= δλµ (A8)
which reflects the orthonormality of the Schur functions.
Skew Schur functions. Let µ ⊂ λ be two Young diagrams. The skew Schur functions
(or the Schur functions for the skew diagram λ \ µ) are defined as
sλ\µ(t) =
∑
ν
cλµνsν(t), (A9)
where the Littlewood-Richardson coefficients cλµν are determined by
sµ(t)sν(t) =
∑
λ
cλµνsλ(t).
One also has [9]
sλ(t+ t
′) =
∑
µ
sλ\µ(t)sµ(t
′) =
∑
µ,ν
cλµνsµ(t
′)sν(t)
and, as an easy consequence,
sλ\µ(t) = sµ(∂˜)sλ(t).
There are generalized Jacobi-Trudi formulas for the skew Schur functions [9]:
sλ\µ(t) = det
1≤i,j≤ℓ(λ)
hλi−µj−i+j(t) = det
1≤i,j≤ℓ(λ′)
eλ′i−µ′j−i+j(t). (A10)
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Hook lengths. The hook length at x = (i, j) is defined as
h(x) = h(i, j) = λi + λ
′
j − i− j + 1
(see Fig. 2). An important quantity is the product of all hook lengths of a diagram
Hλ =
∏
x∈λ
h(x). (A11)
In particular, for a hook (α|β) we have
H(α|β) = α! β! (α+β+1). (A12)
Set t∗ = (1, 0, 0, . . .), [1] = (1,
1
2
, 1
3
, . . .), then
sλ(t∗) =
1
Hλ
, sλ(u[1]) =
(u)λ
Hλ
(A13)
and, more generally,
sλ(u[w
−1]) =
w−|λ|(u)λ
Hλ
(A14)
(see [9] for the proofs). Using (A14), (A12) and the Giambelli formula together with the
Cauchy determinant formula
det
1≤i,j≤d
1
αi + βj + 1
=
∏d
j<j′(αj − αj′)(βj − βj′)∏d
k,l=1(αk + βl + 1)
,
we get
s(~α|~β)(u[w
−1]) =
d∏
i=1
(
(−1)βiΓ(u+ αi + 1)Γ(1− u+ βi)
Γ(αi + 1)Γ(βi + 1)Γ(u)Γ(1− u)
)
·
∏d
j<j′(αj − αj′)(βj − βj′)
w|λ|
∏d
k,l=1(αk + βl + 1)
.
(A15)
Following [49], we show how to prove (A14) for hook diagrams (α|β) using the
fermionic operators. We start with
s(α|β)(t) = (−1)β+1 〈0| eJ+(t)ψ∗−β−1ψα |0〉
=
(−1)β+1
(2πi)2
∮
0
dz
z
∮
0
dζ
ζ
z−αζ−β−1 〈0| eJ+(t)ψ∗(ζ)ψ(z) |0〉,
where the integrals are over small contours around 0. From this it is clear that
(α + β + 1)s(α|β)(t) =
(−1)β+1
(2πi)2
∮
0
dz
z
∮
0
dζ
ζ
z−αζ−β−1(z∂z + ζ∂ζ) 〈0| eJ+(t)ψ∗(ζ)ψ(z) |0〉 .
The vacuum expectation value under the integral at t = u[w−1], i.e., tk = uw
−k/k is
〈0| eJ+(u[w−1])ψ∗(ζ)ψ(z) |0〉 =
(
w − ζ
w − z
)u
ζ
ζ − z .
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Note that
(z∂z + ζ∂ζ)
[(
w − ζ
w − z
)u
ζ
ζ − z
]
= −uwζ(w − z)−u−1(w − ζ)u−1
factorizes, so the double integral becomes a product of two ordinary integrals:
(α + β + 1)s(α|β)(u[w
−1])
=
(−1)βu
w
∮
0
dz
2πiz
z−α
(
1− z
w
)−u−1 ∮
0
dζ
2πiζ
ζ−β
(
1− ζ
w
)u−1
=
(−1)β(u)α+1(1− u)β
α! β!wα+β+1
which is (A14) for the hook λ = (α|β).
Appendix B: Proof of Proposition 2.6
Let G be a solution of (2.41) consisting of parts with various charges:
G =
∑
k
Gk,
where the charge of Gk is k. Assume that for some p and q with p− q = a > 0 both Gp
and Gq are non-trivial. Then from (2.41) it follows that∑
k∈Z
ψkGq ⊗ ψ∗kGp =
∑
k∈Z
Gqψk ⊗Gpψ∗k. (B1)
Let us define two functions:
Zn(t+, t−) = 〈n+p| eJ+(t+)GpeJ−(t−) |n〉,
Wn(t+, t−) = 〈n+q| eJ+(t+)GqeJ−(t−) |n〉.
(B2)
To prove that at least one of Gp and Gq is identically equal to zero it is enough to show
that for all m and m′ (see Proposition 2.2):
Wm(t+, t−)Zm′(t+, t−) = 0. (B3)
From (B1) in full analogy with (3.17) for all n and n′ we have∮
∞
zn−n
′−aeξ(t+−t
′
+,z)Wn(t+−[z−1], t−)Zn′(t′++[z−1], t′−) dz
=
∮
0
zn−n
′
eξ(t−−t
′
−,z
−1)Wn+1(t+, t−−[z])Zn′−1(t′+, t′−+[z]) dz.
(B4)
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We denote b = n− n′. Let us consider different values of b assuming that n is arbitrary.
For b = a−1 we put t′+ = t+ and t′− = t−. Then only the left hand side of (B4) survives,
and we get:
Wn(t+, t−)Zn−a+1(t+, t−) = 0. (B5)
If −1 < b < a− 1 we first differentiate (B4) with respect to ta−b−1 and then put t′+ = t+
and t′− = t−. Again, only the left hand side survives, so we get:
Wn(t+, t−)Zn−b(t+, t−) = 0 − 1 < b < a− 1. (B6)
For b = −1 we put t′+ = t+, t′− = t− so that only the right hand side of (B4) survives:
Wn(t+, t−)Zn−1(t+, t−) = 0. (B7)
For −1 < b < a−1 we first differentiate (B4) with respect to t−b−1 and then put t′+ = t+
and t′− = t−. Again, only the right hand side survives, so we get:
Wn(t+, t−)Zn−b−2(t+, t−) = 0, −1 < b < a− 1. (B8)
Therefore, combining (B5), (B6), (B7) and (B8), we get
Wn(t+, t−)Zn−k(t+, t−) = 0, 0 ≤ k ≤ a. (B9)
Now assume that for some fixed n and k < 0
Wn(t+, t−)Zn−k(t+, t−) 6= 0.
Then we take a derivative of (B4) with respect to ta−k−1 and put t+ = t
′
+ and t− = t
′
−:
Wn(t+, t−)Zn−k(t+, t−) =
∮
0
zk
(
∂
∂ta−k−1
Wn+1(t+, t−−[z])
)
Zn−k−1(t+, t−+[z]) dz
so that Wn+1(t+, t−)Zn−k−1(t+, t−) 6= 0. Thus, if −2 ≤ k < 0, we have got a contradic-
tion with (B8), if k < −2, then we come to a contradiction after a finite number of steps.
For k > a the argument is similar.
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