Abstract. In this paper, we used the hybrid Machine Learning model, for proposed PA-RF, a classification based on Random Forest model, optimized by Particle Swarm Optimization (PSO) associated with Ant Colony Optimization (ACO), and we use Fast Correlation-Based Feature Selection (FCBF) method to filter redundant and irrelevant characteristics, in order to improve the quality of heart disease classification. The proposed mixed approach is applied to the heart disease dataset. The results demonstrate the effectiveness and robustness of the proposed hybrid method in processing various types of data for the classification of heart disease. Therefore, this study examines the different automatic learning algorithms and compares the results using different performance measures, i.e. Accuracy, Precision, Recall, F1-Score, etc. The data set used in this study comes from the UCI's automatic learning repository, entitled "Heart Disease" Data set. We can be concluded that PA-RF has demonstrated efficiency and robustness compared to other classification methods.
Introduction
Intelligent optimization algorithms are developed by simulating or revealing certain natural phenomena and are widely used in many research fields because of their versatility [1] , [2] . The Particle Swarm Optimization (PSO) algorithm has been successfully applied to heart disease because of its simplicity and generality [3] . However, PSO easily fell into the optimal local solution. In addition, the ACO algorithm was originally introduced for combinatorial optimization. Recently, ACO algorithms have been developed to solve continuous optimization problems. These problems are characterized by the fact that decision variables have continuous domains, unlike discrete problems [4] . Using a single optimization algorithm has the disadvantages of low accuracy and generalizability in solving complex problems. To further explore the application of intelligent optimization in bioinformatics, PSO and ACO are combined in this article, meaning that exploitation and exploration capacity are combined for binary and multi-class heart disease. In this article, the Fast Correlation-Based Feature selection (FCBF) method [5] used to remove redundant and irrelevant features, the results of the PSO optimization are considered the initial values of the ACO, and then the classification model for heart disease is constructed after the parameters are adjusted. In this study, algorithms such as K-Nearest Neighbour (K-NN), Support Vector Machine (SVM), Naïve Bayes (NB), Random Forest (RF) and Artificial Neural Network (MLP) are used. The results demonstrate that the hybrid optimized by FCBF, PSO and ACO method presented in this work is robust and provides more accurate classification results. This work aims to provide heart disease classification results for reference and to contribute to the clinical diagnosis and treatment of different types of heart disease.
The main objective of this article is the prediction of heart disease using the weka data-mining tool and its use for classification in the field of medical bioinformatics. It first classifies the data set and then determines the best algorithm for the diagnosis and prediction of heart disease. Prediction begins by identifying symptoms in patients, then identifying sick patients from a large number of sick and healthy patients. Thus, the primary objective of this paper is to analyze data from a heart disease dataset using a classification technique to accurately predict the class in each case. The main contributions of this paper are:
 Extraction of classified accuracy useful for heart disease prediction  Remove redundant and irrelevant features with Fast Correlation-Based Feature selection (FCBF) method.  Optimizations with Particle Swarm Optimization PSO then we consider the result of PSO the initial values of Ant Colony Optimization ACO approaches.  Comparison of different data mining algorithms on the heart disease dataset.  Identification of the best performance-based algorithm for heart disease prediction. The rest of the paper is arranged as follows: Recent work in this area is discussed in Section 2. Section 3 describes the detailed description of the proposed methodology. Section 4 explains in detail the experiments using the proposed machine learning models. Section 5 presents conclusions and future research directions.
Related Works
Several experiments are conducted on medical data sets using multiple classifiers and features selection techniques. There is little research on the classification of the heart disease dataset. Many of them show good classification accuracy [6] .
Tan et al. [7] Proposed a hybrid method in which two machine learning algorithms, Support Vector Machine (SVM) and Genetic Algorithm (G.A), are effectively combined by the wrapper approach. The LIBSVM and the WEKA data mining tool are used to analyze the results of this method. Five data sets (Iris, diabetes disease, breast cancer disease, heart disease and hepatitis) are collected from the Irvine UC machine learning repository for this experiment. After applying the hybrid GA and SVM approach, an accuracy of 84.07% is obtained for heart disease. For all diabetes data, 78.26% accuracy is achieved. The accuracy for breast cancer is 76.20%. The 86.12% accuracy is the result of hepatitis disease.
R. RanjaniRani et al. [8] Proposed a combination of Spider Monkey Optimization Algorithm along with the Support Vector Machine classification algorithm and employed for the microarray cancer gene expression data. It has two phases: first is to eliminate irrelevant and redundant genes and select the subset of genes from the large volume of genes using the Spider Monkey Optimization algorithm. The next phase is to classify cancer types using selected genes from the initial phase. The results conclude that the proposed algorithm outperforms the other existing methods in classification accuracy, and it selects a less number of genes. Vembandasamy et al. [9] diagnosed heart disease using the Naive Bayes algorithm. Bayes' theorem is used in Naive Bayes. Therefore, Naïve Bayes has a powerful principle of independence. The data used are from one of the leading diabetes research institutes in Chennai. The data set consists of 500 patients. Weka is used as a tool and performs classification using 70% of the Percentage Split. Naive Bayes offers 86.419% accuracy.
3
Methodology.
Data Set and Attributes
The data is collected from the UCI machine learning repository. The data set is named Heart Disease DataSet and can be found in the UCI machine learning repository. The UCI machine learning repository contains a vast and varied number of datasets which include datasets from various domains. These data are widely used by machine learning community from novices to experts to understand data empirically. Various academic papers and researches have been conducted using this repository. This repository was created in 1987 by David Aha and fellow students at UCI Irvine. Heart disease dataset contains data from four institutions [10] .
• Cleveland Clinic Foundation. Reason to choose this dataset is, it has less missing values and is also widely used by the research community [11] . 
Classification Task
From the perspective of automatic learning, heart disease detection can be seen as a classification or clustering problem. On the other hand, we formed a model on the vast set of presence and absence file data, we can reduce this problem to classification. For known families, this problem can be reduced to one classification only -having a limited set of classes, certainly including the heart disease sample, it is easier to identify the right class, and the result would be more accurate than with clustering algorithms. In this section, the theoretical context is given on all the methods used in this research. For the purpose of comparative analysis, five Machine Learning algorithms are discussed. The different Machine Learning (ML) algorithms are K-Nearest Neighbour (KNN), Random Forest (RF), Support Vector Machine (SVM), Naïve Bayes and Artificial Neural Network (ANN). The reason to choose these algorithms is based on their popularity [12] .
3.3Particle swarm optimization (PSO)
Swarm intelligence is a distributed solution to complex problems which intend to solve complicated problems by interactions between simple agents and their environment [13] - [15] . In 1995, Russel Eberhart, electrical engineer and James Kennedy, socio-psychologist were inspired by the living world to set up a metaheuristic: optimization by particle swarm. This method is based on the collaboration of individuals between them: each particle moves and at each iteration, the one closest to the optimum communicates its position to the others so that they can modify their trajectory. This idea is that a group of unintelligent individuals may have a complex global organization.
Due to its recent nature, a lot of research is being done on P.S.O., but the most effective so far is the extension to the framework of combinatorial optimization. Figure 1 show the flowchart of the PSO algorithm. Fig. 1 . The flowchart of the PSO algorithm
In particle swarm optimization, each individual of the population called particle. In standard PSO, after the initialization of the population, each particle update its velocity and its position in each iteration based on their own experience (pbest) and the best experience of all particles (gbest) as shown in Eql. (1 & 2) . At the end of each iteration the performance of all particles will be evaluated by predefined cost functions.
[
Where, = 1,2, … , , N is the a number of swarm population. [ ] is the velocity vector in [ ] ℎ iteration. [ ] represent the current position of the ith particle.
, [ ] is the previous best position of ith particle and , [ ] is the previous best position of a whole particle. To control the pressure of local and global search, w has been used. and are positive acceleration coefficients which respectively called cognitive parameter and social parameter. and are random number between 0 and 1.
3.4Ant Colony Optimization (ACO)
Ant Colony Optimization method explores to find the optimal feature subset using some iterations [16] . The main objective of the Ant Colony Optimization method is to minimize redundancy each ant in relation to the previously selected features selects the lowest similarity features. Therefore, if a feature the lowest similarity with pheromones, and the chances of its selection by other ants will be increased in subsequent iterations. Finally, by considering the similarity between the features, the selected main features will have high pheromone values. Thus, the ACO method selects the best features with a minimum of redundancy Figure 2 shows the illustration of the feature selection problem.
Experiments and
The aim of the entire project was to test which algorithm classifies heart disease the best with the proposed optimization methods. The classification experiment in this pap environment. In addition, due to the small validation was used. For the purpose of avoiding instable operation results, each experiment was run 10 times, and the optimal classification accuracy was selected for comparison. We evaluate the effectiveness of the model, correctly classified instances, incorrectly classified instances and accuracy according to 3 steps: 1. Optimizations with PSO and ACO approaches for represented by PA
Ant Colony Optimization (ACO)
Ant Colony Optimization method explores to find the optimal feature subset using . The main objective of the Ant Colony Optimization method is to minimize redundancy between them by selecting a subset of feature. In this method, each ant in relation to the previously selected features selects the lowest similarity if a feature is selected by most ants, it indicates that the features has similarity with the other features. The feature receive the largest number of , and the chances of its selection by other ants will be increased in subsequent iterations. Finally, by considering the similarity between the features, the main features will have high pheromone values. Thus, the ACO method selects the best features with a minimum of redundancy [17] .
shows the illustration of the feature selection problem. 
Experiments and Results
The aim of the entire project was to test which algorithm classifies heart disease the best with the proposed optimization methods. The classification experiment in this paper was carried out under a Weka environment. In addition, due to the small number of selected features, 10 validation was used. For the purpose of avoiding instable operation results, each experiment was run 10 times, and the optimal classification accuracy was selected for comparison. We evaluate the effectiveness of all classifiers in terms of time to build the model, correctly classified instances, incorrectly classified instances and accuracy
Optimizations with PSO and ACO approaches for Random Forest represented by PA-RF.
Ant Colony Optimization method explores to find the optimal feature subset using . The main objective of the Ant Colony Optimization method is to . In this method, each ant in relation to the previously selected features selects the lowest similarity is selected by most ants, it indicates that the features has the largest number of , and the chances of its selection by other ants will be increased in subsequent iterations. Finally, by considering the similarity between the features, the main features will have high pheromone values. Thus, the ACO method selects
The aim of the entire project was to test which algorithm classifies heart disease the er was carried out under a Weka number of selected features, 10-fold cross validation was used. For the purpose of avoiding instable operation results, each experiment was run 10 times, and the optimal classification accuracy was selected for all classifiers in terms of time to build the model, correctly classified instances, incorrectly classified instances and accuracy Random Forest, and 2. Comparison of different data mining algorithms on the heart disease dataset. 3. Identification of the best performance-based algorithm for heart disease prediction.
Effectiveness
In this section, we evaluate the effectiveness of all classifiers in terms of time to build the model, correctly classified instances, incorrectly classified instances and accuracy.
The results are shown in Table 2 . 
Confusion Matrix
Confusion matrices represent a useful way of evaluating classifier; each row of Table  3 represents rates in an actual class while each column shows predictions. 
Results Discussion
In this paper, we applied machine-learning algorithms on heart disease dataset to predict heart disease, based on the data of each attribute for each patient. Our goal was to compare different classification models and define the most efficient one. From all the results above, different algorithms performed better depending upon the situation whether cross-validation, grid search, calibration and feature selection is used or not. For the comparison of the dataset, performance metrics after feature selection, parameter tuning and calibration areused because this is a standard process of evaluating algorithms. The precision average value of the best performance without optimization it's for SVM and NB with 83,6% than RF with 81,35%. These shows SVM and NB are performing on average, after optimized by FCBF, PSO and ACO, we find the best one is PA-RF with 99,6 %.
Conclusion and Future work
The hybrid Machine Learning model proposed in this work was to optimize the Random Forest algorithm using Particle Swarm Optimization (PSO) associated with Ant Colony Optimization (ACO). The results of the Random Forest optimize (PA-RF) were compared to other algorithms with different performance measures. The results showed that the optimized Random Forest algorithm, PA-RF showed the better performance and effectiveness compared to K-Nearest Neighbour K-NN, Random Forest RF, Naïve Bayes NB, Support Vector Machine SVM and Artificial Neural Network MLP in all the data set used in this study. This work can be the first step in learning the diagnosis of heart disease through automatic learning and can be extended for future research. There are several limitations to this study, mainly the tools used in this study such as the processing power of the computer and second the time limit available for the study. This type of study requires state-of-the-art resources and expertise in the respective fields.
For future work, we intend to conduct an in-depth study of these datasets by combining Machine Learning techniques with deep learning models on the application of more complex deep learning architectures to achieve better performance. In addition, we test our in-depth learning approach on larger data sets with more disease classes to achieve higher accuracy.
