This paper presents the development of two models for simulating residual chlorine decay in raw and treated waters collected from six different utilities of the Quebec City area. The data for modelling was generated by means of several bench-scale chlorination assays undertaken with chlorine doses that varied according to the content of natural organic matter in the water. The first model is a classical kinetic model in which chlorine decay is represented by a first or a second order function, according to the contact time of chlorine. A decay coefficient is estimated based on water quality and operational parameters, using linear regression. The second is a non-linear back propagation neural network model in which all the parameters responsible for chlorine decay are processed within a single model. The performances of both models were evaluated and compared using the database for model development and an independent database for validation. Both models demonstrated acceptable abilities for simulating residual chlorine decay. However, the back propagation neural network model gave significantly better results for conditions involving high chlorine dosage, high organic matter content and long reaction times during chlorination experiments. In the other cases, the performance of the kinetic model was slightly superior. Back propagation neural networks are also advantageous because they do not require assumptions about model order or the estimation of a chlorine decay coefficient. Also included in the paper is a discussion of possible strategies for use in future research work in order to generalize the results obtained.
Introduction
Chlorine is the most widely used disinfectant in the treatment of drinking water due to its proven effectiveness and its being relatively inexpensive (AWWA 1995) . Chlorine is applied in most treatment facilities throughout the world to deactivate pathogens and/or to ensure residual concentrations in the distribution system in order to minimize the risk of microorganism regrowth. However, the reaction of chlorine with natural organic matter is also responsible for the presence of chlorination byproducts in drinking water, such as trihalomethanes (Rook 1974) , some of which are considered to be potentially carcinogenic. Through reactions with organic and inorganic matter contained in the bulk water and attached to the pipeline wall, residual chlorine tends to disappear within the distribution system over time (Rodriguez and Sérodes 2001; Elton et al. 1995; Clark et al. 1993; LeChevallier 1990) .
The required chlorine dose needed to render water drinkable depends on water quality and on the operational conditions of the chlorination process. Past investigations have indicated that the operational parameters which influence chlorine demand are chlorine dose, water temperature, pH and the reaction time of chlorine (AWWARF 1996) . In terms of water quality, it has been established that fulvic and humic constituents of organic matter are important consumers of chlorine (Christman et al. 1990; Reckhow et al. 1990 ). Total and dissolved organic carbon, as well as UV-absorbance (at 254 nm) have been used as surrogates of organic matter in drinking water (Edzwald et al. 1985) . Finally, the presence of ammonia in water can result in the formation of combined chlorine, which reduces the proportion of available free chlorine (Connell 1997) . Water utility operators and managers do not take all these parameters into consideration at once when adjusting chlorine dose; the relations between the parameters are too complex. Predictive models which can estimate the decay pattern of residual chlorine could prove to be useful to water managers in improving chlorination practices.
A literature survey indicates that residual chlorine decay has generally been modelled using first-or second-order kinetic models, as follows:
For first-order decay,
and for second-order decay,
Most of the models reported in the literature assume that chlorine decay kinetics follow a first-order law (Chambers et al. 1995; Rossman et al. 1994; Sharp et al. 1991) . Other authors have proposed second-order equations, according to whether short-or long-term chlorine decay is being modelled and according to the initial quality of chlorinated waters or to the chlorine dose levels. For example, Jadas-Hécart et al. (1992) stated that the kinetics of long-term chlorine decay (after 4 hours of reaction) follows a second-order law. Also, Dharmarajah et al. (1991) suggested that for short contact times (less than 5 hours) or for high doses, residual chlorine decay follows a second-order law; otherwise, decay follows a firstorder law. Other authors like Powell et al. (2000) , consider that the most simple approach is to assume a first-order decay even if, for some specific conditions, a second-order reaction may better describe the decay kinetics.
The practical use of kinetic models for residual chlorine decay also requires the estimation of the decay coefficients (K 1 and K 2 ), shown in equations 1 and 2. Some authors, like Wable et al. (1992) , Dharmarajah et al. (1991) and Gotoh (1988) have proposed univariate or multivariate regression equations to estimate these coefficients from descriptions of water quality and chlorination conditions (for example, temperature, pH, organic matter surrogates, chlorine dose, initial residual chlorine, etc.). For the remainder of this paper, kinetic models which combine an n thorder function with multivariate regression to estimate the decay coefficients will be denoted as kinetic multivariate (KM) models.
According to the literature, KM models for residual chlorine decay have performed relatively well. However, some of these models have been developed with chlorine decay data obtained from chlorination assays of water from single utilities. They are thus site-specific and cannot be applied to a larger range of drinking water qualities. Other models have been developed with data representing waters from different utilities, but with insufficient variability of chlorination conditions. In still other cases, the assumptions made for model order appeared arbitrary or did not represent the reality. Therefore, the development of models which are able to generalize residual chlorine decay in water and that are applicable to a broader range of water quality and operational conditions appears useful.
Models for residual chlorine decay developed using data resulting from bench-scale experiments on a range of waters with variable quality and with different chlorination conditions can be used for decision making in a number of ways. They can be applied on a regional basis during regulation processes. For example, they can be used to study scenarios for chlorination levels which ensure acceptable microbiological quality and reduce formation of chlorination by-products in water distribution systems (Roberson et al. 1995; Montgomery Watson/AWWA 1991) . But they can also be useful for routine or long-term planning in specific utilities, for tasks such as the selection of routine strategic sampling points or the location of rechlorination facilities within the distribution system (Piriou et al. 1996) . In such cases, the model application must provide an adequate ability for generalization. Alternately, chlorine decay models developed using data from experiments with high levels of chlorine dose can be used to estimate the chlorination conditions required to undertake studies of trihalomethane formation potential (THMFP) (APHA, AWWA,WPCF 1992). Indeed, THMFP studies require the estimation of chlorine doses which will ensure a measurable residual chlorine.
The objective of this paper is to investigate the use of a recent modelling technique, back propagation neural networks (BNN), to simulate residual chlorine decay under bench-scale conditions. The performance of BNN models will be compared with the performance of KM models to estimate residual chlorine concentrations resulting from water chlorination. In recent research papers, the authors presented the applicabili-ty of BNNs in empirical simulations of chlorine demand within storage tanks and distribution pipelines of real water utilities, given routine operational conditions and using data from both automatic chlorine analyzers and manual operator measurements (Rodriguez et al. 1997; Sérodes and Rodriguez 1996) . However, the potential contribution of BNNs to modelling and generalizing residual chlorine decay in benchscale conditions using a wide range of water quality and chlorination levels has yet to be investigated.
Methodology
To assess the utility of BNNs for modelling residual chlorine decay, a KM model and a BNN model are required. Model development is based on data generated during bench-scale chlorination experiments on raw and treated waters collected at utilities located in the Quebec City area (Canada) . The resulting models are tested and compared using an independent database developed by Dharmarajah et al. (1991) . This database was used by the U.S. Environmental Protection Agency to evaluate utility compliance with different regulatory scenarios for disinfection byproducts (U.S. EPA 1992).
Description of BNN Modelling
BNN modelling is a technology founded on the structure and operation of the human brain. BNNs are capable of learning by example from representative data which describe a physical phenomenon or a decision process. A unique feature of the BNN is that it is able to establish complex non-linear relations between predictors (inputs) and predicted variables (outputs), and to extract subtle information and complex knowledge from representative data sets (Rumelhart et al. 1994; Caudill 1991) . The BNN has the ability to detect all possible interactions between predictors. The relationships between input and output variables can be established without assumptions about mathematical representation (e.g., model orders) of the phenomena to be modelled. In addition, a BNN has a great capacity for generalization and is fault tolerant, meaning it can process incomplete and noisy information that describes the problem to be simulated.
A BNN is comprised of several nodes (processing elements) arranged in layers through which the information contained in the data is processed. The architecture of a typical three-layer feed-forward BNN is illustrated in Fig. 1 . Information admitted in the input layer (X 1 , X 2 ,..., X n ) is processed by the hidden and the output layers by way of connections between elements which are characterized by numerical weights (W i ). The information is processed within each processing element by means of a simple summation function (I) and a continuous non-linear transfer function (f), the sigmoid, in our case. The size (number of elements) of the input and output layers is determined respectively by the number of predictors and predicted variables of the problem, while the required number of hidden layers and their size is generally determined through experimentation. A BNN with no hidden layer and linear transfer functions is analogous to a linear statistical regression. BNN learning consists of presenting the set of input and output historical data to the BNN a required number of times (iterations) until the BNN converges. At that point, the differences between the desired response and the computed BNN response (i.e., errors) are minimized. During this process, the connection weights are constantly adjusted by means of propagating errors from the output to the input layer. To establish the optimal number of iterations and avoid having the BNN memorize instead of generalizing, the model responses can be periodically validated using an alternative database during the training process; this is known as learningvalidation. Back propagation training involves the use of two learning parameters: the learning rate which indicates the amount that each weight is changed with each training case, and the momentum term which makes the weight change proportional to the previous change. To determine the optimal weights which represent the knowledge extracted from the data, several combinations of learning rates and momentum terms must be tested. Once training and learning-validation are terminated, the BNN has completed the learning process and its performance is assessed by means of an independent input-output data set. Mathematical details of the back-propagation learning algorithm are described elsewhere (Rodriguez and Sérodes 1994 ).
Development of Bench-Scale Chlorination Database
Raw and treated water samples from six water utilities of the Quebec City area were collected from May to July 1999 for the purposes of benchscale chlorination experiments (Table 1) . For each utility, experiments were undertaken with both raw and treated water during this period. This gave a total of 35 different samples of water to be chlorinated. This strategy allows for a range of water qualities to be studied. Indeed, it covers practically all the types of surface waters and treatment approaches encountered in the Quebec City area and thus offers a considerable variability of factors responsible for chlorine demand in water. Once collected, each sample of water was characterized with a set of parameters which were thought to influence chlorine decay once chlorine dose is applied. Those parameters are: UV-absorbance (254 nm) which is considered a good surrogate for natural organic matter (UV/visible spectrophotometer, model 80-2097-62, Pharmacia), nitrogen ammonia (N-NH 3 ) which determines the proportion of free available chlorine in relation with total free chlorine (Nessler method, Hach Colorimeter DR-700), and pH, which affects hypochlorous acid dissociation (pH-meter 320, Corking). Each collected water sample was subdivided into three sub-samples to which different chlorine doses (solution of sodium hypochlorite) were applied. Chlorine doses were selected to be proportional to the measured UV-absorbance, that is, respectively, about 20, 50 and 80 times the UV-absorbance (cm -1 ) for each sample. This strategy was used to reproduce practices within utilities where the applied chlorine dose depends on chlorine demand and thus varies seasonally. Following application of chlorine, samples were incubated at 20°C for a total of 24 hours (stored in the dark). Within this period, free residual chlorine was measured after 12 min, 30 min, 1 hour, 2 hours, 4 hours, 6 hours, 8 hours and 24 hours (DPD titrimetic method with a Hach Colorimeter DR-700). Table 2 summarizes the distribution of water quality parameters as well as the chlorination conditions for the benchscale experiments. Using the data generated from these experiments (35 waters, three different doses, eight different contact times), KM and BNN models representing residual chlorine decay were developed.
Model Development and Results

KM Model
Different scenarios for modelling the decay of residual chlorineusing the data generated from the 35 collected waters-were tested. The first step was to determine the order of the decay function which best fits the residual chlorine data obtained in the bench-scale experiments. Based on results obtained by Dharmarajah et al. (1991) and Jadas-Hécart et al. (1992) , both first-and second-order decay functions were used to characterize chlorine decay for short-and long-term chlorine reaction. In this process, thresholds of contact times equal to 1 hour, 4 hours and 6 hours were tested to distinguish short-term from long-term chlorine decay on the bench-scale experiments (for example a threshold equal to 1 hour means that contact times lower than 1 hour are associated with short-term reaction, and contact times higher than or equal to 1 hour are associated with long-term reactions). For these three contact time thresholds and for both first-and second-order decay assumptions, decay rates of waters were determined graphically for each chlorination experiment; that is, by plotting the left expressions of equations 1 and 2 versus time and then calculating the slope of the regression line, determined from the plotted values. For most waters, the best relationships were obtained when a second-order function was used for short-term chlorine decay (time < 5 hours) and a first-order function used for long-term demand (time = 5 hours). These results confirm the hypothesis set up by Dharmarajah et al. (1991) but do not concur completely with the data obtained by Jadas-Hécart et al. (1992) . Thus, for each of the 35 experimented waters, six different decay coefficients were considered, resulting from the combination of three applied chlorine doses and two reaction terms (short and long term). The average values obtained for decay coefficients for each category of tested water are presented in Table 3 . It should be noted that average decay coefficients calculated for treated waters were found to be higher than those obtained for raw waters. This is explained by the fact that the coefficients are not only affected by the quality of water but also by the experimental chlorine dose (which is much higher in experiments involving raw waters). The calculated decay coefficients were then regressed against the measured water quality parameters (pH, UV-absorbance and ammonia nitrogen) and the chlorine dose level. Multivariate linear regressions were developed to estimate the decay coefficients from these parameters. Using the stepwise regression procedure contained in the statistical package Statview (Abacus Concepts Inc. 1996), models for estimating decay coefficients for short-term and long-term reactions (denoted K S and K L , respectively) are described by the following equations: Both models were statistically significant (p < 0.01), as were their independent variables. The coefficients of multiple determination, R 2 , were found to be 0.90 (n = 104) and 0.72 (n = 104) for equations 3 and 4, respectively, which appears quite acceptable.
Where, Ammonia nitrogen was rejected as an explanatory variable during the stepwise procedure and thus is not considered in equations 3 and 4. A possible explanation for this is the moderate variability of this parameter among the collected waters. Estimated values for K S and K L by equations 3 and 4 were then applied to equations 1 and 2 to estimate the decay of free chlorine, with K 1 = K L , K 2 = K S and, C 0 = D for short-term decay, or C 0 = C t =5 hours (estimated from the short-term model) for longterm decay.
BNN Model
BNN modelling appears to be an interesting alternative approach to modelling residual chlorine decay from bench-scale chlorination experiments. Indeed, residual chlorine decay is a complex non-linear phenomenon and is affected simultaneously by several water quality and operational variables. As described previously, the KM model requires the assumption and the identification of one or more decay orders in accor- dance with reaction time, as well as the development of regression equations to estimate decay coefficients using explanatory variables. Considering their capacity to identify complex non-linear multivariate relationships between input and output data, BNN models can be useful for empirical estimation of residual chlorine decay resulting from benchscale chlorination experiments. Modelling estimated chlorine decay using BNNs requires a network topology which directly processes all the explanatory variables responsible for chlorine decay within a single model. The BNN input layer consists of the same operational and water quality variables than those used in the KM models, that is to say, reaction time, dose, UV-absorbance and pH. The output layer consists of a single element, the measured concentration of residual chlorine. Different BNN models were developed using an experimentation process which consisted of varying the learning rate, the momentum term and the number of elements in each hidden layer (Ward Systems Group 1996) . The database obtained from the bench-scale experiments (n = 833, resulting from 35 waters submitted to 3 doses with chlorine measurements at 8 contact times) was randomly separated into three sets: a training set (50% of data), a learning-validation set (20% of data) and a verification test set (30% of data). Learning-validation ensures the model generalizes instead of memorizing (overtraining) by identifying the optimal number of iterations before training is considered complete. The verification test set was used to evaluate the accuracy of all the model topologies that were tested and to select the best BNN structure using as performance criteria the mean square error (MSE) and the coefficient of multiple determination (R 2 ) between observed and estimated values of residual chlorine concentration.
Where:
The learning process with learning-validation allowed for the identification of a model structure and learning attributes which best estimate chlorine decay. Figure 2 illustrates the results of varying BNN attributes. The BNN model which performed best contains 4 inputs, one output with one hidden layer of 4 hidden elements and required a learning rate of 0.1 and momentum of 0.1. This BNN model is presented in Appendix A.
Comparison between KM and BNN Models
Comparisons between the predictive performance of the KM model and the BNN model were undertaken using the entire database (n = 833 observations), the verification database (n = 249 observations) and an independent database developed in the U.S. by Dharmarajah et al. (1991) (n = 451). This third database was also developed from chlorination bench-scale experiments (Table 4) and quality parameters were measured with the same analytical methods used in experiments with waters col- Table 4 . Statistical distribution of chlorine dose and water quality for chlorination experiment data developed by Dharmarajah et al. (1991) Free residual lected from the Quebec City area. The only differences are that Dharmarajah et al. (1991) used moderately higher chlorination levels and that TOC was also measured. This validation database allows us to analyze how robust the two types of models are. As presented in Table 5 as well as in Fig. 3 and 4, the capacity of the two models for estimating residual chlorine decay appears quite satisfactory. In general terms, the BNN model gives slightly superior results for the estimation of residual chlorine using the three databases. The performances of the KM and BNN model differ in that with the KM model, decay order is imposed. Conversely, the BNN model intrinsically considers different reaction orders which are probably also variable in accordance with reaction time, and possibly even vary in accordance with other parameters such as chlorine dose levels, and quality of the waters being tested. For the two models, estimations of residual chlorine using the U.S. independent validation database were less precise than estimations using the entire Quebec and verification databases. This may be explained by the fact that the U.S. database takes into account waters with moderately higher organic content (in terms of UV-absorbance) and that chlorine levels used in those experiments were higher than doses applied to waters from the Quebec City area.
In order to evaluate the models' ability to estimate chlorine decay from bench-scale experiments, the performances of the KM and BNN models are also compared for specific characteristics of water quality and chlorination conditions. An assessment of model performance suggests that the higher the organic content of water (in terms of UV-absorbance) and the higher the chlorine dose applied in experiments, the better the performance of the BNN model in comparison with the KM model (Tables 6A and 6B ). High UV-absorbance is associated with a higher reactivity of organic matter and, hence, longer reactions with chlorine, as long as a residual chlorine level remains. Also, high chlorine doses result in higher levels of residual chlorine, especially when the ratio Dose:UVabsorbance (or Dose:TOC) is high and therefore there is a higher potential for chlorine reaction with organic matter over a long period. These two previous situations may lead to more complex reactions in water, and those reactions would appear to be better identified by the BNN model. These results were found to be similar for both the entire data set (Table  6A ) and the independent validation data set (Table 6B ). They are illustrated for selected test waters in Fig. 5a to 5c. When low or moderate chlorine doses are applied to waters with even moderate organic content, initial chlorine demand (generally within the first hour of reaction) is very high. This leads rapidly to a relatively low residual chlorine level during the rest of the reaction period and, thus, apparently less reaction with the remaining organic matter. In this case, it is reasonable to assume that after some hours of reaction, residual chlorine decay approaches a first-order function and thus can be easily modelled using the KM model ( Fig. 6a and  6c) . As in the previous example, these results are comparable for both the entire data set and the validation data set. As can be observed from results in Tables 6A and 6B , for higher reaction times, using both the entire and validation databases, the BNN model gives better estimations of residual chlorine than the KM model. This occurs some hours after the dose application, when chlorine is still detectable (higher than 0.10 mg/L), a situation generally encountered when the ratio Dose:UV-absorbance or Dose:TOC is also high (Fig. 7a) . As explained previously, at this latter condition of dose, the BNN also performs better. When the ratio Dose:UV-absorbance or Dose:TOC is low or moderate, and the contact time is high, the KM model assumes a firstorder decay and is able to adequately estimate chlorine levels approaching the measurement detection limit (Fig. 7b) . However, the KM model is not able to accurately simulate moderate or high concentrations of residual chlorine (higher than 0.20 mg/L) in the long term. Conversely, the KM model appears to perform better than the BNN in simulations of initial residual chlorine (time < 5 hrs), especially when the ratio Dose:UVabsorbance or Dose:TOC is low.
a b Discussion and Conclusions
The aim of this investigation was to present the contribution of BNN models in simulating residual chlorine decay, by comparing its modelling ability with the ability of KM models. KM models combine n th -order kinetic decay functions with multivariate regression equations. BNNs are completely empirical and process multivariate input information to create the most adequate non-linear relationship with the output information. Whereas the KM approach had already been applied by others, BNN modelling has not been used to simulate residual chlorine at controlled bench-scale conditions. By using data generated with water from six utilities of the Quebec City area for model development, in combination with data generated by others from U.S. raw waters (Dharmarajah et al. 1991) for model validation, the present study demonstrates that BNN models have an interesting potential for simulating residual chlorine decay.
In past research, the authors of this article demonstrated the ability of BNNs to model chlorine demand within storage tanks and distribution pipelines of water utilities under routine operational conditions. The results presented in this article demonstrate that BNNs also have the potential for modelling residual chlorine decay resulting from chlorination assays carried out at bench scale with variable water qualities and dose levels.
A BNN model performed better, overall, in simulating residual chlorine decay than a KM model. However, the KM model appeared to be slightly more accurate at estimating initial chlorine demand. The BNN was much more successful given a situation where high chlorination doses were applied to waters with high organic content, and contact times were high. Comparable results were obtained for both the database used for model development and an independent database used to evaluate the models' ability to generalize.
In addition to their capacity for estimating chlorine decay for specific chlorination conditions, BNNs have the added advantage that they do not require the assumption and/or establishment of model orders or the supposition of regression function structures. To develop a BNN model for residual chlorine decay the input variables should be considered in their raw form with no assumption of function order. The BNN training process ensures the identification of the best non-linear relationship between input and output variables. Even if a priori BNN models do not have the explanatory capabilities of deterministic and statistical regression-based models, univariate or multivariate sensitivity analysis of the BNN model can easily allow for the establishment of the impact of each input parameter on the output parameter.
The effects of chlorine dose, organic matter indicators and contact time on modelling performance are discussed in this paper. Because bench-scale chlorination experiments were carried out at ambient temperature (20°C), results concerning the effect of this parameter on model performance are not available at the moment. This is an important issue which should be addressed in future research.
The models in question were developed using a database representing six surface waters. The U.S. raw waters database used for validation was generated using very high chlorination doses which do not represent real conditions in water utilities. To better validate the models and compare their simulation abilities, an independent database which considers chlorination conditions like those found in real utilities (i.e., lower chlorine dose levels) and groundwater must be generated in the future.
The data used for model development and validation includes very limited information about the initial chlorine demand of chlorinated waters-that is, free chlorine consumption occurring within the first hour of reaction. In future research, it will be important to generate data for such conditions in order to investigate the applicability of the modelling methods and, then, to better identify the relative importance of ammonia as a chlorine demand predictor.
The models developed in this research can be used for decision making in various ways: for example, at a regional level for regulation purposes to estimate the chlorination levels required to minimize chlorination byproduct formation and microbial regrowth, but also for routine or longterm planning at utilities (monitoring strategies, rechlorination facility location, etc.). However, because the models are based on data from several chlorinated waters, their application for decision-making purposes at specific water utilities must be assessed and validated. In addition, the results of this research demonstrate a real advantage of using BNN models for high levels of chlorination. This is particularly useful to determine required chlorine dose during assays for trihalomethane formation potential.
In summary, the results of this research are very encouraging, considering the challenge water utilities in North America and elsewhere face regarding the benefits and effects of chlorination. A better estimation of residual chlorine decay will ensure a better evaluation of chlorination effects, and thus a better managing of risks related to microorganisms and chlorination by-product occurrence.
and finally the output of the network, corresponding to the prediction of the concentration of free residual chlorine, is given by: (6) Values within the matrix represent the connection weights; the function f is the sigmoid transfer function as shown in Fig. 1. bias
