R
andomization tests are often advocated as an alternative data analysis method when assumptions of more commonly used inferential statistical procedures are violated (e.g. Edgington 1966; Wampold & Worsham 1986; Blair & Karniski 1993; May & Hunter 1993; Adams & Anthony 1996; Thomas & Poulin 1997) . Unlike parametric tests, like Student's t test and the traditional analysis of variance (ANOVA) that rely on a mathematically known but assumption-constrained sampling distribution to derive probabilities, randomization tests generate probabilities by repeated 'resampling' of the data and evaluating the obtained result with reference to an empirically derived distribution, called the randomization distribution. This procedure allows the investigator to relax one assumption that can in some contexts invalidate tests on group means such as the t test and ANOVA: the assumption of normally distributed parent populations. However, in contrast to the statement made by Adams & Anthony (1996, page 734) , and later reinforced by Thomas & Poulin (1997) , randomization tests do not necessarily allow one to relax the assumption of conditional equality of population variances (often called 'homoscedasticity') when the hypothesis of interest concerns mean differences. Here, I provide results from a series of simulations showing that when the population variances differ, the use of a randomization test described by Adams & Anthony (1996) to compare group mean differences (using either the mean difference in the twogroup case or related statistics such as the treatment sum of squares in the general case) often falsely rejects a true null hypothesis at a rate sometimes far greater than the level of significance chosen for the test.
Because there are a number of existing articles and books that describe in considerable detail the randomization test procedure, Adams & Anthony (1996) and Thomas & Poulin (1997) among them, only a brief introduction to the logic and computation of randomization tests is presented here. For more detail, see, for example, Noreen (1989), Manly (1991), May & Hunter (1993) or Edgington (1995) .
Classical tests based on the normal theory model derive P values by comparing an obtained test statistic (such as t or F) to the sampling distribution of that statistic when the null hypothesis is true. If the obtained result yields a small P value, this means that assuming the null hypothesis is true, the obtained result or one more discrepant from the null hypothesis is a rather unlikely event. This leads the researcher to reject the null hypothesis as a reasonable description of 'reality' in favour of the alternative hypothesis. The appropriate use of the sampling distribution requires that the assumptions inherent in the mathematics that generate it are at least approximately met. When these assumptions are violated, the sampling distribution (such as the t or F distribution) may not accurately reflect the realm of possible results assuming a null hypothesis is true, and a decision error can result.
Randomization tests are conceptually identical, but they differ from tests based on the normal theory model in how the P value is computed. Instead of relying on a mathematically defined but assumption-constrained sampling distribution, P values are derived empirically by a form of 'resampling' of the data without replacement. The obtained result is quantified in some fashion with a test statistic sensitive to the hypothesis of interest. The obtained scores on the dependent variable are then randomly reassigned to groups and the test statistic computed in this new 'sample'. Repeated many times, it is possible to determine how frequently a random reassignment of the observed scores to groups yields a result equal to or more extreme from the null hypothesis than the originally obtained result. This frequency divided by the total number of times this reassignment procedure is undertaken (ideally, 5000 or more times) gives the P value
