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Najkraj²a pot in pot z najmanj ovinki
Povzetek
V diplomski nalogi opi²emo algoritem za iskanje najkraj²e poti v ve£kotniku in al-
goritem za iskanje poti z najmanj ovinki. Algoritma delujeta v ve£kotniku, katerega
triangulacijo ºe poznamo. Prvi algoritem direktno uporablja triangulacijo. Drugi
algoritem pri iskanju poti z najmanj ovinki poi²£e ve£kotnike vidljivosti. Pri tem
si pomaga z najkraj²o potjo iz prvega algoritma. Opi²emo tudi ve£ algoritmov za
konstruiranje ve£kotnikov vidljivosti. Algoritem za najkraj²o pot sem tudi imple-
mentiral v obliki mobilne aplikacije.
Shortest path and minimal link path
Abstract
In this thesis we describe an algorithm for computing the shortest path between two
points in a simple polygon and an algorithm for computing a minimum link path
between two points in a simple polygon. Both algorithms require that a triangulation
of the polygon is already given. The rst algorithm uses the triangulation directly,
while the algorithm for the minimal link path makes use of the shortest path already
computed with the rst algorithm in order to compute visibility polygons. We also
describe several algorithms for computing visibility polygons. I also implemented
the algorithm for computing shortest path as a mobile application.
Math. Subj. Class. (2010): 52C45, 68R10,68U05
Klju£ne besede: najkraj²a pot, pot z najmanj ovinki, triangulacija, ve£kotnik
vidljivosti, ve£kotnik.
Keywords: shortest path, minimum link path, triangulation, visibility polygon,
polygon.
1. Uvod
Iskanje najkraj²ih poti v grafu je eden izmed bolj poznanih problemov, o njem je
bilo napisano ºe mnogo del. Za graf z uteºmi je zelo poznan Dijkstrov algoritem, ki
deluje v kvadratnem £asu glede na ²tevilo vozli²£. Da poi²£emo najkraj²o pot med
dvema to£kama v ve£kotniku, lahko ustvarimo graf vidljivosti in v njem uporabimo
Dijkstrov algoritem. Ta re²itev je zanesljiva in deluje tudi v ve£kotnikih z luknjami,
a v enostavnih ve£kotnikih obstaja algoritem, ki deluje v linearnem £asu. Pogoj, da
lahko uporabimo ta algoritem je, da ºe poznamo triangulacijo ve£kotnika, zato je
£asovna zahtevnost algoritma odvisna od £asovne zahtevnosti algoritma za ra£unanje
triangulacije.
2. Ve£kotnik
Ukvarjali se bomo z ve£kotniki v ravnini. eprav intuitivno poznamo lastnosti
ve£kotnikov, jih bomo tukaj vseeno opisali, da kasneje ne bo teºav pri razumevanju
besedila.
Denicija 2.1. V ravnini vzamemo kon£no zaporedje to£k, vsaki zaporedni to£ki
poveºemo z daljico. Unijo teh daljic imenujemo lomljena £rta.
Lomljena £rta lahko seka sama sebe, a nas bodo zanimale samo lomljene £rte, ki
same sebe ne sekajo.
Denicija 2.2. Lomljeno £rto, ki same sebe ne seka, imenujemo ve£kotni²ka pot.
Glej sliko 1. Njene daljice imenujemo stranice. Kraji²£a njenih stranic imenujemo
ogli²£a. e ve£kotni²ki poti dodamo daljico med prvim in zadnjim ogli²£em, jo
imenujemo sklenjena ve£kotni²ka pot.
Slika 1. Ve£kotni²ka pot.
Denicija 2.3. Naj bo K sklenjena ve£kotni²ka pot in naj daljica med prvim in
zadnjim ve£kotnikom ne seka nobene daljice med ogli²£i od K. Obmo£je, ki ga
omejuje ta sklenjena ve£kotni²ka pot, imenujemo ve£kotnik. Glej sliko 2.
Ve£kotnik shranimo kot seznam njegovih ogli²£, urejenih v obratni smeri urinega
kazalca. Tako, da je notranjost ve£kotnika vedno levo od vsake usmerjene stranice
ve£kotnika.
Denicija 2.4. Naj bo P ve£kotnik in naj bosta to£ki a, b ∈ P . e je daljica med
to£kama a in b cela v P , se a in b vidita.
Denicija 2.5. Ve£kotnik je konveksen, £e se vsaki dve to£ki v ve£kotniku med
seboj vidita. Glej sliko 3.
Lema 2.6. Naj bo P konveksen ve£kotnik, podan z ogli²£i p1, . . . , pn. Ve£kotni²ka
pot, ki omejuje P , v vsakem ogli²£u zavije na levo.
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Slika 2. Ve£kotnik.
Slika 3. Konveksni ve£kotnik.
Dokaz. Recimo, da pri ogli²£u pi pot zavije desno. Potem je del daljice od pi−1 do
pi+1 zunaj ve£kotnika. To pomeni, da ve£kotnik P ni konveksen. 
Denicija 2.7. Naj bo K ve£kotni²ka pot. Pot K je konveksna, £e tvori konveksen
ve£kotnik, ko ji poveºemo prvo in zadnje ogli²£e. Pri tem daljica med prvim in
zadnjim ogli²£em ne sme sekati nobene daljice v K, prav tako se ne sme dotikati
nobenega ogli²£a poti K. Glej sliko 4.
Slika 4. Rde£a ve£kotni²ka pot je konveksna.
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Denicija 2.8. Naj bo P ve£kotnik in naj bo K konveksna ve£kotni²ka pot, ki ima
za ogli²£a nekatera ogli²£a ve£kotnika P . Naj bo Q ve£kotnik, ki ga konstruiramo
iz K. Ogli²£a v ve£kotniku Q naj ohranijo vrstni red, kot ga imajo v ve£kotniku
P . e je orientacija ve£kotnika Q, dolo£ena s tem vrstnim redom ogli²£, enaka kot




Slika 5. Zunanje konveksna ve£kotni²ka pot in notranje konveksna
ve£kotni²ka pot.
2.1. Notranja to£ka. Tukaj bomo opisali na£in, kako se preveri, ali je dana to£ka
p v notranjosti ve£kotnika P .
e je na² ve£kotnik trikotnik, to naredimo na naslednji na£in:
(1) Najprej preverimo, £e je trikotnik orientiran v obratni smeri urinega kazalca,
£e ni, mu moramo spremeniti orientacijo.
(2) Potem preverimo, £e je to£ka levo od vseh treh stranic trikotnika. e je levo,
je to£ka v notranjosti ve£kotnika, sicer je zunaj.
Za ve£kotnike, ki imajo ve£ ogli²£, uporabimo naslednjo lemo.
Lema 2.9. Naj bo P ve£kotnik in naj bo p neka to£ka v ravnini. Naj bo o poljuben
poltrak, ki se za£ne v to£ki p in ne seka nobenega ogli²£a ve£kotnika P . e poltrak o
seka rob P v lihem ²tevilu to£k, je p v notranjosti ve£kotnika. V primeru, ko poltrak
o seka rob ve£kotnika P v sodem ²tevilu to£k, je to£ka p zunaj ve£kotnika P .
Dokaz. Vsaki£, ko poltrak o pre£ka rob ve£kotnika P , gre ven iz ve£kotnika P oziroma
se vrne v ve£kotnik P . e je m = 1, je o sekal P samo pri izhodu. e je m = 2,
je najprej ²el v P in potem ven iz njega. Zato induktivno sklepamo, da je m lih
natanko takrat, ko je p znotraj P . 
Na sliki 6 so ve£kotnik in to£ki x in y. Poltrak iz to£ke x rob ve£kotnika seka
trikrat, zato je x notranja to£ka. Poltrak iz y rob ve£kotnika seka ²tirikrat, zato je
y zunanja to£ka.
2.2. Kriºanje daljic. Algoritme, ki preverijo, ali se daljice v ravnini sekajo in kje
so njihova prese£i²£a, bomo ve£krat potrebovali v nadaljevanju. Zato je pomembno
opisati algoritem, s katerim ugotovimo, ali se dve daljici v ravnini sekata in algoritem,
ki nam izra£una njuno prese£i²£e. Zanimalo nas bo tudi, ali je neka to£ka levo ali




Slika 6. To£ka x je notranja to£ka, to£ka y pa zunanja.
2.2.1. Levo ali desno od daljice.
Denicija 2.10. Naj bosta a in b to£ki v ravnini. Daljica med njima je usmerjena
od a do b, £e je a prvo kraji²£e in b drugo kraji²£e.
e imamo usmerjeno daljico od to£ke a do to£ke b in nas zanima ali je to£ka c
levo ali desno od premice, ki gre skozi daljico ab in je usmerjena enako kot vektor





e je ta determinanta pozitivna, je to£ka c levo od daljice, £e je negativna, je to£ka
c desno od daljice. V primeru, ko je determinanta enaka 0, je to£ka c na isti premici




Slika 7. To£ka c je levo od usmerjene daljice ab
2.2.2. Sekanje daljic. Zdaj ko vemo, kako se preveri, ali je to£ka levo ali desno od
daljice, lahko ugotovimo, ali se daljici sekata.
Lema 2.11. Naj bodo p, r, q in s to£ke v ravnini. Daljica pr seka daljico qs natanko
tedaj, ko sta izpolnjena naslednja dva pogoja:
(1) To£ki s in q sta na razli£nih straneh premice, ki gre skozi to£ki p in r.
(2) To£ki p in r sta na razli£nih straneh premice, ki gre skozi to£ki s in q.
Dokaz. Naj bosta to£ki s in q na razli£nih straneh premice l1, ki gre skozi p in r.
Naj bosta to£ki p in r na razli£nih straneh premice l2, ki gre skozi s in q. Daljica
sq mora sekati premico premico l1 in daljica pr mora sekati premico l2. e daljica
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pr seka premico l2 stran od daljice qs, sta to£ki q in s na isti strani premice l1, zato
pr mora sekati qs. Dokaºimo zdaj ²e obratno. Naj daljica pr seka daljico qs. e bi
bili to£ki q in s na isti strani premice l1, je daljica qs ne bi sekala. Enako velja za
daljico pr. 





Slika 8. Daljici pr in qr se sekata.
2.2.3. Prese£i²£e daljic. V ravnini bomo denirali vektorski produkt malo druga£e
kot je deniran v prostoru.
Denicija 2.12. Vektorski produkt vektorjev v dveh dimenzijah je operacija, ki vek-
torjema (x1, y1) in (x2, y2) priredi skalar (x1, y1)× (x2, y2) = x1y2 − y1x2.
Vektorski produkt v ravnini ima podobne lastnosti, kot bi jih imel v prostoru.
Na²tejmo nekaj lastnosti vektorskega produkta:
• a⃗× a⃗ = 0,
• a⃗× b⃗ = −b⃗× a⃗,
• (αa⃗)× b⃗ = α(⃗a× b⃗),
• a⃗× (⃗b+ c⃗) = a⃗× b⃗+ a⃗× c⃗.
Naj bodo p, q, r in s to£ke v ravnini. Daljici (p, p+r) in (q, q+s) se kriºata natanko
tedaj, ko obstajata ²tevili α, β ∈ (0, 1), da velja p + αr = q + βs. Poskusimo sedaj
izra£unati α in β. Predpostavimo, da je r× s ̸= 0. Z uporabo lastnosti vektorskega
produkta, ki smo jih na²teli zgoraj, najprej izra£unamo skalar α:
p+ αr = q + βs,
(p+ αr)× s = (q + βs)× s,
α(r × s) = (q − p)× s,
α =
(q − p)× s
(r × s)
.
Podobno izra£unamo ²e β:
(p+ αr)× r = (q + βs)× r,







• e velja r× s = 0 in (p− q)× r = 0, to pomeni, da sta daljici kolinearni. Za
kolinearni daljici ni teºko ugotoviti, £e se sekata.
• e velja r × s = 0 in (q − p)× r ̸= 0, sta daljici vzporedni in se ne sekata.
• e velja r × s ̸= 0 in 0 < α, β < 1, potem se daljici sekata.
• Sicer se ne sekata.
2.3. Diagonala. Ve£krat nas bo zanimalo, kdaj je neka daljica med dvema ogli-
²£ema v ve£kotniku diagonala (v notranjosti).
Denicija 2.13. Naj bosta s in t ogli²£i ve£kotnika P . e je daljica med s in t cela
v ve£kotniku P in se ne dotika roba ve£kotnika P razen v to£kah s in t, jo imenujemo
diagonala.
Da preverimo, ali je daljica med dvema ogli²£ema v ve£kotniku diagonala, moramo
najprej preveriti, £e daljica seka katero od stranic v ve£kotniku. Lahko se zgodi,
da daljica med dvema ogli²£ema ne seka nobene stranice, vendar je v celoti zunaj
ve£kotnika. Potem ni diagonala tega ve£kotnika.
Lema 2.14. Naj bo P ve£kotnik in naj bo (s1, . . . , sn) seznam njegovih ogli²£ v
obratni smeri urinega kazalca. Naj bosta si in sj ogli²£i ve£kotnika P , ki nista ogli²£i
iste stranice. Daljica sisj je diagonala natanko tedaj, ko sta izpolnjena naslednja dva
pogoja:
(1) Daljica sisj ne sme sekati nobene stranice P .
(2) Naj bo t poljubna to£ka na daljici sisj, ki ni kraji²£e daljice. To£ka t mora
biti v notranjosti ve£kotnika P .
Dokaz. O£itno. 
Na ta na£in moramo preveriti vsako stranico z daljico, kar pomeni, da potrebujemo
linearen £as, da preverimo, £e je daljica diagonala, kar ni optimalno. V nadaljevanju
bomo ugotovili, da je za posebne oblike ve£kotnikov moºno preveriti, ali je daljica
diagonala, tudi v konstantnem £asu. Na primer za konveksne ve£kotnike ºe vemo,
da je vsaka daljica med dvema ogli²£ema diagonala.
3. Triangulacija
V tem poglavju nas bo zanimalo, kako se razbije velike kompleksne ve£kotnike
na bolj enostavne ve£kotnike. Ker so trikotniki najbolj enostavni ve£kotniki, bomo
dokazali, da se vsak ve£kotnik da razbiti na mnoºico trikotnikov.
Denicija 3.1. Razbitje ve£kotnika na mnoºico trikotnikov, ki se dotikajo med sabo
samo v stranicah in katerih ogli²£a so ogli²£a ve£kotnika, medtem ko so stranice teh
trikotnikov stranice ve£kotnika in diagonale ve£kotnika, se imenuje triangulacija.
Postopku, v katerem iz ve£kotnika konstruiramo njegovo trianguacijo, pravimo
trianguliranje. V primeru, ko ºe poznamo triangulacijo ve£kotnika, pravimo, da je
ve£kotnik trianguliran, glej sliko 9.
Opomba 3.2. Postopku, ko iz dveh to£k in izmerjenih kotov izra£unamo lokacijo
tretje to£ke, se prav tako re£e trianguliranje. V tem delu se tega postopka ne upo-
rablja, zato ne bo pri²lo do pomote.
Znano je, da vsak ve£kotnik lahko trianguliramo. Dokaz naslednjega izreka je
povzet po [2, poglavje 3].
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Slika 9. Trianguliran ve£kotnik.
Izrek 3.3. Vsak ve£kotnik se da triangulirati. e ima ve£kotnik n ogli²£, ima tri-
angulacija n− 2 trikotnikov.
Dokaz. Dokaz poteka z indukcijo na ²tevilo ogli²£ n ve£kotnika P . Najprej bomo
dokazali obstoj triangulacije. e je n = 3, je P trikotnik, kar pomeni, da je ºe trian-
guliran in ima n−2 trikotnikov. Naj bo n > 3. Predpostavimo, da se vsak ve£kotnik
z manj kot n ogli²£i da triangulirati in poskusimo dokazati, da se P da triangulirati.
Najprej razvrstimo vsa ogli²£a ve£kotnika P od leve proti desni. Izberimo najbolj
levo ogli²£e l. e je tak²nih ogli²£ ve£, izberemo najvi²jega. Izberemo sosednji ogli-
²£i ogli²£a l, da tvorijo trikotnik ∆. Naj bo d daljica, ki povezuje sosedanji ogli²£i
ogli²£a l. e je daljica d diagonala v ve£kotniku P , potem iz P izreºemo trikotnik
∆, glej sliko 10, levo. Ostane nam ve£kotnik z manj kot n ogli²£i, ki se ga po pred-
postavki da triangulirati. V primeru, ko d ni diagonala, potem seka ve£kotnik. Iz
tistega dela ve£kotnika, ki je vsebovan v trikotniku ∆, izberemo najbolj levo ogli²£e
k, razli£no od ogli²£ trikotnika ∆, in ga poveºemo z l, glej sliko 10, desno. Opazimo,
da je daljica kl diagonala, ki razdeli ve£kotnik P na dva manj²a ve£kotnika, ki se ju
po predpostavki, da triangulirati. S tem smo dokazali, da se vsak ve£kotnik lahko
triangulira.
Zdaj moramo ²e dokazati, da ima triangulacija za ve£kotnik z n ogli²£i n − 2
trikotnikov. Naj diagonala d razdeli ve£kotnik P na ve£kotnika P1 in P2. Ve£kotnik
P1 naj ima n1 ogli²£ in ve£kotnik P2 naj ima n2 ogli²£, kjer je n1 + n2 = n + 2.
Ve£kotnik P1 ima po predpostavki n1 − 2 trikotnikov in ve£kotnik P2 ima n2 − 2
trikotnikov. Skupaj imata torej (n1 − 2) + (n2 − 2) = n− 2 trikotnikov.

3.1. Preprost algoritem za ra£unanje triangulacije. Za triangulacijo je bilo
razvitih ºe ve£ algoritmov, najbolj²i od njih deluje v linearnem £asu [1]. Ker bi
bili ti algoritmi vredni svoje diplomske naloge, bomo opisali le enega preprostega,
ki deluje v kvadratnem £asu. Tako si bomo laºje predstavljali, kako trianguliramo.
Algoritem deluje po principu deli in vladaj.
• Naj bo P ve£kotnik.
• Naj bo T triangulacija, na za£etku naj bo prazna mnoºica.
(1) e ima ve£kotnik P tri ogli²£a je trikotnik, zato ga dodaj v T .
(2) Sicer poi²£i poljubno diagonalo v ve£kotniku P .
(3) Diagonala razdeli ve£kotnik P na ve£kotnika P1 in P2.
(4) Ponovi postopek na P1 in P2.





Slika 10. Dokaz obstoja triangulacije.
3.2. Graf triangulacije.
Denicija 3.4. Graf triangulacije ve£kotnika je graf, v katerem so trikotniki vozli-
²£a. Dve vozli²£i sta povezani, £e imata ustrezna trikotnika skupno stranico. Glej
sliko 11.
Sestaviti graf triangulacije ni teºko, zato se s tem ne bomo posebej ukvarjali.

















Slika 11. Triangulacija ve£kotnika in njen graf.
Lema 3.5. e je P ve£kotnik in G njegov graf triangulacije, potem je G drevo z
najve£jo moºno stopnjo tri.
Dokaz. Ker ima trikotnik tri stranice, ima vsako vozli²£e najve£ tri sosede. Zato
je najvi²ja moºna stopnja tri. Vsaka diagonala razpolovi P na dva ve£kotnika. To
pomeni, da je vsaka povezava v grafu triangulacije most. Ker je graf triangulacije
povezan graf, mora biti drevo. 
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Denicija 3.6. Najkraj²a pot med dvema trikotnikoma v grafu triangulacije se
imenuje rokav.
Opomba 3.7. Rokav lahko poi²£emo z iskanjem po grafu v ²irino.
Na sliki 12 vidimo rokav med dvema trikotnikoma v trianguliranem ve£kotniku.
Opazimo, da povezave v grafu triangulacije ustrezajo diagonalam v ve£kotniku. Ne
glede na triangulacijo se v rokavu dve zaporedni diagonali dotikata v enem kraji-






















Slika 12. Rokav od K do F .
4. Najkraj²a pot v ve£kotniku
Zdaj, ko poznamo triangulacijo, lahko opi²emo algoritem za konstruiranje naj-
kraj²e poti v ve£kotniku. Najprej bomo opisali nekaj lastnosti najkraj²e poti. Po-
membno vlogo pri iskanju najkraj²e poti med dvema to£kama bo imela mnoºica
najkraj²ih poti od to£ke do diagonale, ki jo bomo imenovali lijak. Na koncu bomo
opisali ²e algoritem, ki konstruira drevo najkraj²ih poti od to£ke do vsakega ogli²£a
ve£kotnika.
Denicija 4.1. Naj bosta p in q to£ki v ve£kotniku P . Krivulja z za£etkom v p in
koncem v q, ki je cela v P , je najkraj²a pot med p in q, £e nobena druga krivulja v
ve£kotniku P , ki povezuje p in q, nima kraj²e dolºine. Ozna£imo jo s π(p, q). Glej
sliko 13.
Lema 4.2. Najkraj²a pot π(p, q) v ve£kotniku P je ve£kotni²ka pot in njena ogli²£a
so ogli²£a ve£kotnika (z izjemo izhodi²£a in konca).
Dokaz. e je ve£kotnik P konveksen, je to o£itno res. Zato predpostavimo, da
ve£kotnik P ni konveksen. Pot π(p, q) je o£itno ve£kotni²ka pot, a dokazati moramo,




Slika 13. Najkraj²a pot.
ogli²£e poti π(p, q) ni v notranjosti ve£koznika P in da ni to£ka na robu P , ki ni
ogli²£e tega ve£kotnika.
(1) Recimo, da ima pot π(p, q) ogli²£e v, ki je v notranjosti P . Naj bo ϵ > 0
tak, da je kroºnica K(v, ϵ) cela v P . Naj bosta u1 in u2 to£ki na K(v, ϵ),
ki leºita na poti π(p, q). Iz u1 se vidi u2, zato je najkraj²a pot med njima
daljica. Dobimo kraj²o pot med p in q, protislovje.
(2) Recimo, da ima ogli²£e v, ki je na robu P , a ni ogli²£e. Naj bo ϵ > 0 tak,
da je pol kroºnice K(v, ϵ) v notranjosti P . Naprej je dokaz analogen kot v
prej²ni to£ki.

Lema 4.3. Najkraj²a pot med to£kama p in q v ve£kotniku P je v celoti vsebovana
v rokavu ne glede na to, katero triangulacijo izberemo.
Dokaz. Naj bo s ogli²£e π(p, q), ki je v trikotniku δs, ki ni v rokavu R. Ker s ni v
R, mora π(p, q) vsaj dvakrat pre£kati vsaj eno diagonalo d ∈ δs. Naj bo a, to£ka
v kateri π(p, q) prvi£ pre£ka d in b to£ka, v kateri π(p, q) zadnji£ pre£ka d. π(p, q),
lahko skraj²amo, £e gre direktno od a do b, a ker je π(p, q) najkraj²a pot je to
protislovje. 
Lema 4.4. Naj bo π(p, q) najkraj²a pot med to£kama p in q v ve£kotniku P . Naj
bosta a in b ogli²£i te poti, kjer je a pred b. Najkraj²a pot med a in b je vsebovana v
π(p, q).
Dokaz. Najkraj²o pot π(p, q) razbijemo na tri krivulje π(p, a), π(a, b) in π(b, q). e
π(a, b) ne bi bila najkraj²a pot, bi obstajala kraj²a pot od a do b ψ(a, b), kar bi
pomenilo, da bi bila pot od p do q π(p, a), ψ(a, b) in π(b, q) najkraj²a pot. 
Lema 4.5. Za to£ki p in q v ve£kotniku P obstaja le ena najkraj²a pot med to£kama
p in q.
Dokaz. Recimo, da to ni res in da v ve£kotniku P obstajata to£ki p in q, ki imata
dve najkraj²i poti π1(p, q) in π2(p, q). Ti dve poti gresta deloma skupaj, deloma pa
lo£eno. Naj bo a to£ka, v kateri se poti prvi£ lo£ita in b to£ka, v kateri se prvi£
zdruºita. Najkraj²i poti π1(a, b) in π2(a, b) med to£kama a in b sta disjunktni, razen
v to£kah a in b. Daljica med to£kama a in b je prav tako disjunktna od π1(a, b)
in π2(a, b). To pomeni, da je v celoti v ve£kotniku P , zato π1(a, b) in π2(a, b) nista
najkraj²i poti. 
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4.1. Lijak. Da izra£unamo najkraj²o pot med dvema to£kama v ve£kotniku, mo-
ramo najprej izra£unati najkraj²e poti do vseh diagonal, ki jo najkraj²a pot pre£ka.
Pri tem bomo uporabljali posebno podatkovno strukturo, s katero bomo lahko naj-
kraj²o pot od to£ke do neke diagonale, ki jo pre£ka najkraj²a pot, uporabili, da
izra£unamo najkraj²o pot do naslednje diagonale, ki jo pre£ka najkraj²a pot.
Denicija 4.6. Naj bo p to£ka v ve£kotniku P in d diagonala v tem ve£kotniku.
Naj bo L(p, d) unija vseh najkraj²ih poti od to£ke p do vsake to£ke na diagonali
d. Mnoºico L(p, d) imenujemo lijak. Presek vseh najkraj²ih poti od to£ke p do
vsake to£ke na diagonali d imenujemo rep lijaka, medtem, ko zadnjo to£ko repa
imenujemo vrh. Preostanek lijaka je unija vseh najkraj²ih poti od vrha do vsake
to£ke na diagonali d. Imenujemo jo pahlja£a.
Lema 4.7. Pahlja£a lijaka je ve£kotnik.
Dokaz. To je o£itno. 
Denicija 4.8. Naj bo p to£ka v ve£kotniku P in d = ab diagonala. Naj bo v vrh
lijaka L(p, d). Recimo, da pot π(p, a) v to£ki v zavije levo in da pot π(p, b) v to£ki v




Slika 14. Lijak do diagonale ab.
4.1.1. Anatomija lijaka. Lijak shranimo kot podatkovno strukturo, sestavljeno iz
treh ve£kotni²kih poti, ki jih shranimo kot sezname njihovih ogli²£:
• Vsa ogli²£a od to£ke p do vrha (razen vrha) shranimo v rep.
• Levo krilo shranimo skupaj z vrhom.
• Desno krilo shranimo skupaj z vrhom.
Glej sliko 15.
Opomba 4.9. Naj bo L(p, ab) lijak do diagonale ab. Lahko se zgodi, da je π(p, a) ⊂
π(p, b) kot vidimo na sliki 16. To ne bo vplivalo na algoritem, ki ga bomo tukaj
opisali.
Lema 4.10. Vsako krilo lijaka je zunanje konveksno, ali pa je daljica.
Dokaz. Naj bo d diagonala ve£kotnika P in naj bosta ogli²£i ab njeni kraji²£i. Naj bo
Kd desno krilo in Kl levo krilo lijaka L(p, d). Po deniciji sta Kl in Kd najkraj²i poti













Slika 16. π(p, a) ⊂ π(p, b).
konveksno, mora pri vsakem ogli²£u zaviti v desno. Recimo, da to ni res. Recimo,
da Kd v ogli²£u vj prvi£ zavije levo. Ker je pahlja£a L v notranjosti ve£kotnika P , se
vj+1 vidi iz vj−1, kar je protislovje, ker je Kd najkraj²a pot. Enako lahko sklepamo
za Kl. 
Lema 4.11. Naj bosta di = ab in di+1 = bc sosednji diagonali. Naj bo L(p, di) lijak
od to£ke p do diagonale di. Predpostavimo, da je a v levem krilu in b v desnem krilu
Lijaka L(p, di). Naj bo to£ka v vrh lijaka L(p, di) in w to£ka na diagonali ab, ki je
vidna iz to£ke v. e je to£ka c levo od usmerjene daljice vw, je predhodnik to£ke c
na poti π(p, c) v levem krilu lijaka L(p, di), sicer je v desnem krilu. Glej sliko 18.
Dokaz. Naj bo ogli²£e c′ predhodnik to£ke c na poti π(p, c). Daljico vw podalj²amo
do to£ke z, ki je ali na daljici ac ali pa na daljici bc. Recimo, da je to£ka c levo od
usmerjene daljice vw in c′ desno od vw. To pomeni, da daljica c′c seka daljico vz
v neki to£ki, t. To£ko t se o£itno vidi iz to£ke v, zato se pot π(p, c) da skraj²ati in
ni najkraj²a pot. Torej mora to£ka c′ biti v levem krilu. Analogno dokaºemo, da je
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to£ka c′ v desnem krilu, ko je to£ka c desno od usmerjene daljice vw. V primeru, ko
se daljico vw da podalj²ati do to£ke c, je to£ka v njen predhodnik na poti π(p, c) in










Slika 17. To£i c in c′ sta levo od usmerjene daljice vw.
4.1.2. Algoritem lijaka. Ko imamo zaporedje diagonal na poti med dvema to£kama
v ve£kotniku, lahko lijak do diagonale uporabimo, da izra£unamo lijak do naslednje
diagonale. Glej sliko 18. Vedeti moramo, da imata dve diagonali na poti med dvema
to£kama eno kraji²£e skupno. Zdaj bomo opisali algoritem, ki spremeni lijak L(p, di)
v lijak L(p, di+1).
• Naj bo p to£ka v ve£kotniku P .
• Naj bosta di = ab in di+1 = bc sosednji diagonali, kjer trikotnik z ogli²£i
a, b, c ni v lijaku L(p, di).
• Naj bo to£ka v vrh lijaka L(p, di).
(1) Izberemo to£ko w na diagonali ab, ki je vidna iz to£ke v.
(2) Naj bo K krilo lijaka L(p, di), ki je na isti strani usmerjene daljice vw, kot
to£ka c in naj bo K ′ drugo krilo.
(3) V krilu K poi²£emo to£ko c′, ki je prvo ogli²£e, ki vidi to£ko c.
(4) e je b na isti strani usmerjene daljice vw kot to£ka c zbri²emo krilo K ′, ki
je na drugi strani kot b. Vsa ogli²£a krila K, ki so pred ogli²£em c′, dodamo
v rep, K ′ postane novo krilo, ki ima za ogli²£i to£ki c′ in c.
(5) Sicer iz krila K zbri²emo vse naslednike ogli²£a c′ in v krilo K dodamo to£ko
c.
Tako lijak L(p, di) spremenimo v lijak L(p, di+1).
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Denicija 4.12. Zgoraj opisanemu algoritmu pravimo algoritem lijaka.
Naj bo p to£ka v ve£kotniku P . Naj bo di diagonala v ve£kotniku P in di+1 njena
sosednja diagonala. Funkcijo, ki sprejme lijak L(o, di) izvede algoritem lijaka in vrne




Slika 18. Lijak do diagonale ab bo zamenjal lijak do diagonale ac.
Da v algoritmu lijaka najdemo predhodno ogli²£e to£ke c, nam ni treba poiskati
vseh ogli²£, ki vidijo to£ko c z obi£ajnom preverjanjem vidljivosti. Naslednji algori-
tem nam vrne predhodno ogli²£e na veliko bolj u£inkovit na£in:
• Naj bo p to£ka v ve£kotniku P .
• Naj bosta di = ab in di+1 = bc sosednji diagonali, kjer trikotnik z ogli²£i
a, b, c ni v lijaku L(p, di).
• Naj bo to£ka v vrh lijaka L(p, di).
(1) Naj bo v vrh lijaka L(p, di) in w to£ka na diagonali di, ki je vidna iz to£ke v.
(2) Naj bo K krilo lijaka, ki je na isti strani usmerjene daljice vw kot to£ka c.
Brez ²kode za splo²nost recimo, da je K levo krilo.
(3) Naj bo (s1, . . . , sk) seznam ogli²£ K.
(4) Naj bo c′ predhodnik to£ke c na poti π(p, c).
(5) Za vsak j = k : 2:
(a) e je sj levo usmerjene od daljice cc′ je sj vidno in sj postane c′.
(b) Sicer sj ni vidno in kon£amo postopek.
Lema 4.13. Naj bo P ve£kotnik in diagonali di = ab in di+1 = bc sosednji diagonali
na najkraj²i poti med to£kama p, q ∈ P . Naj bo K krilo lijaka L(p, di). Za vsako
ogli²£e krila K se da v £asu O(1) preveriti, £e vidi to£ko c.
Dokaz. Glej zgornji algoritem. V vsakem koraku moramo samo preveriti, £e smo
zavili levo ali desno. 
Sedaj dokaºimo pravilnost algoritma lijaka.
Lema 4.14. Naj bo L(p, di) lijak od to£ke p do diagonale di = (a, b). Naj bo di+1 =
(b, c) sosednja diagonala od diagonale di−1. Tako, da trikotnik, δ ki ga sestavljata
ti dve diagonali ni v notranjosti pahlja£e lijaka L(p, di). Algoritem lijaka nam vrne
lijak L(p, di+1).
Dokaz. Naj bo v vrh L(p, di), Kl naj bo njegovo levo krilo π(v, a) in Kd desno krilo
π(v, b). O£itno je, da nam algoritem lijaka vrne najkraj²o pot π(v, c). e nam
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algoritem lijaka ne vrne lijaka do diagonale di+1, se mora π(p, c) lo£iti od π(p, b)
pred v. Recimo, da se π(p, a) in π(p, c) lo£ita v to£ki w, ki je pred v. e bi se iz w
videlo katerokoli to£ko od Kl, ki ni v potem v ne bi bi bilo ogli²£e π(p, b) ali π(p, a).
Zato, £e je w vrh mora biti iz njega vidno ogli²£e c. Naj bo t ogli²£e, ki sledi v na
π(p, t) in z prese£i²£e dalic vt in wc. To£ki z in w sta po obe v π(p, a), po trikotni²li
neenakosti je daljica pw kraj²a kot pot, ki gre skozi v, kar je protislovje, ker gre
najkraj²a pot skozi v, zato w ne more biti vrh lijaka L(p, a, c). 
4.2. Algoritem za najkraj²o pot. Sedaj ko smo se seznanili z vsemi pojmi, lahko
opi²emo algoritem, za konstruiranje najkraj²e poti.
• Naj bo P podan ve£kotnik.
• Naj bo T triangulacija ve£kotnika P in G graf triangulacije T .
• Naj bosta p in q to£ki v ve£kotniku P .
(1) V grafu triangulacije G poi²£i trikotnika, ki vsebujeta to£ki p in q ter najdi
rokav R med njima.
(2) Konstruiraj seznam diagonal D = (d1, . . . , bk) v rokavu R v enakem vrstnem
redu, kot so trikotniki rokava.
(3) Naj bo L(p, d1) lijak od p do d1.
(4) Za vsak i = 1 : k − 1:
(a) L(p, di+1) = AL(L(p, di), di+1)
(5) Ko imamo L(p, dk) v lijak dodamo q, kot bi dodali novo diagonalo. Nato iz
L(p, q) odstranimo tisto krilo, ki ne vsebuje q. Ostala nam je najkraj²a pot.
Pravilnost algoritma in £asovna zahtevnost. V lemi 4.14 smo dokazali , da nam algo-
ritem lijaka iz lijaka do diagonale na poti med dvema to£kama v ve£kotniku izra£una
lijak do naslednje diagonale. Zato lahko induktivno sklepamo, da £e ponavljamo al-
goritem lijaka na zaporednih diagonalah d1 . . . dk, na koncu dobimo lijak L(p, dk).
Zato algoritem o£itno deluje pravilno.
Predpostavili smo, da smo ºe dobili trianguliran ve£kotnik. Da smo dobili rokav,
smo porabili O(n) £asa, sproti ustvarimo seznam vseh diagonal na poti. Algoritem
lijaka to£ko zbri²e, ali pa jo shrani v rep, kjer je ne pogleda ve£. Kot vidimo v lemi
4.13, lahko v konstantnem £asu preverimo, £e se kraji²£e diagonale vidi iz ogli²£a
lijaka. Zato lahko najkraj²o pot konstruiramo v linearnem £asu O(n).
Izrek 4.15. Naj bo P ve£kotnik z n ogli²£i, ki je trianguliran. Najkraj²o pot med
to£kama p, q ∈ P lahko izra£unamo v O(n) £asu.
4.3. Drevo najkraj²ih poti v ve£kotniku. V£asih nas zanima najkraj²a pot od
to£ke do vsakega ogli²£a v ve£kotniku.
Denicija 4.16. Drevo najkraj²ih poti D za to£ko p v ve£kotniku P je graf z na-
slednjimi lastnostmi:
(1) To£ka p je vozli²£e v grafu D.
(2) Vsa ogli²£a ve£kotnika P so vozli²£a grafa D.
(3) Dve vozli²£i v1 in v2 sta sosednji, £e je v1 predhodnik v2 na najkraj²i poti
π(p, v2) ali obratno.
Poglej si sliko 19.
Drevo najkraj²ih poti bi lahko opisali tudi kot unijo najkraj²ih poti od neke to£ke
v ve£kotniku do vsakega ogli²£a. Algoritem za drevo najkraj²ih poti bo podoben,
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Slika 19. Drevo najkraj²ih poti.
kot algoritem, za iskanje najkraj²e poti. Po ²irini bomo preiskali graf triangulacije
in dodajali to£ke trikotnikov, ki ²e niso v drevesu najkraj²ih poti.
• Naj bo p podana to£ka v ve£kotniku P .
• Naj bo T triangulacija ve£kotnika P .
• Naj bo G graf triangulacije T .
• Naj bo D drevo najkraj²ih poti. Na za£etku vsebuje samo to£ko p.
(1) Poi²£i trikotnik, ki vsebuje to£ko p in dodaj vsa njegova ogli²£a v D kot
sosede od p.
(2) Prei²£i G po ²irini, tako da za£ne² s trikotnikom, ki vsebuje p. Pri obrav-
navanju trikotnika ∆ z ogli²£i A, B in C bosta dve ogli²£i ºe shranjeni v
drevesu najkraj²ih poti D. Naj bo C ogli²£e, ki ²e ni v D. Z algoritmom
lijaka dodaj C v drevo najkraj²ih poti D.
5. Najkraj²a pot v ravnini z ve£kotni²kimi ovirami
Ve£kotnike smo denirali kot enostavno povezana obmo£ja v ravnini. Algoritem
opisan v prej²njem poglavju nam izra£una najkraj²o pot v ve£kotniku, a zanima nas
tudi, kako izra£unati najkraj²o pot med dvema to£kama, ki sta zunaj ve£kotnika. V
tem primeru i²£emo ve£kotni²ko pot, ki ne pre£ka notranjosti ve£kotnika. Prav tako
nas zanima, kako konstruirati najkraj²o pot, £e je v ravnini ve£ kot eden ve£kotnik.
Denicija 5.1. Naj bo S = {P1 . . . Pk} mnoºica paroma disjunktnih ve£kotnikov v
ravnini. e i²£emo najkraj²o pot med dvema to£kama, ki ne seka notranjosti teh
ve£kotnikov, potem mnoºico S imenujemo ovire.
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Denicija 5.2. Naj bo S = {P1, . . . Pn} mnoºica ovir. Naj bosta p in q to£ki, ki
nista v notranjosti nobenega ve£kotnika iz mnoºice S. Krivulja z za£etkon v to£ki p
in koncem v to£ki q, ki ima prazen presek z notranjostjo vsakega ve£kotnika iz S, je
najkraj²a pot, £e nobena druga krivulja, ki ima prazen presek z notranjostjo vsake






Slika 20. Najkraj²a pot med to£kama p in q.
Opomba 5.3. Kot vidimo na sliki 21, najkraj²a pot v ravnini z ve£kotni²kimi
ovirami ni nujno enoli£na.
p
q
Slika 21. Modra pot je enako dolga kot rde£a pot.
Dve to£ki znotraj ve£kotnika se vidita, £e je daljica med njima vsebovana v ve£-
kotniku. Za dve to£ki v ravnini z ve£kotni²kimi oviramo, bomo ta pojem denirali
obratno.
Denicija 5.4. Naj bo S = {P1, . . . Pn} mnoºica ovir. Naj bosta p in q to£ki, ki
nista v notranjosti nobenega ve£kotnika iz mnoºice S. To£ki p in q se vidita, £e ima
daljica pq prazen presek z notranjostjo vsake ovire iz S.
5.1. Najkraj²a pot zunaj ve£kotnika. Najprej se omejimo na primer, ko imamo
samo eno oviro. e ºelimo izra£unati najkraj²o pot med dvema to£kama, ki sta zunaj
ve£kotnika, kot vidimo na sliki 22, lahko uporabimo prej opisani algoritem lijaka.




Slika 22. Najkraj²a pot v ravnini z ve£kotnikom.
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Denicija 5.5. Naj bo P ve£kotnik in K kvadrat, ki vsebuje P v svoji notranjosti.
Razbitje obmo£ja K \P na trikotnike, ki so med seboj disjunktni, razen £e si delijo
stranico ali ogli²£e, imajo za ogli²£a ogli²£a kvadrata K in ve£kotnika P ter so
disjunktni z notranjostjo ve£kotnika P , imenujemo zunanja triangulacija ve£kotnika
P v kvadratu K. Glej sliko 23.
Slika 23. Zunanja triangulacija.
Lema 5.6. Za vsak ve£kotnik P , ki je v notranjosti kvadrata K, obstaja zunanja
triangulacija v K. Ve£kotnik P naj ima n ogli²£. Potem bo njegova zunanja trian-
gulacija vsebovala n+ 4 trikotnikov.
Dokaz. Naj bo l najbolj levo ogli²£e ve£kotnika P in d najbolj desno ogli²£e ve£ko-
tnika P . e ogli²£e l poveºemo s spodnjim levim ogli²£em kvadrata K in ogli²£e
d poveºemo s zgornjim desnim ogli²£em od kvadrata K, razdelimo K \ P na dva
ve£kotnika, P1 in P2, kjer je P1 spodnji ve£kotnik in P2 zgornji ve£kotnik. Ve£kotnika
P1 in P2 se da triangulirati. Recimo, da je ogli²£e l na prvem mestu ve£kotnika P
in ogli²£e d na m-tem mestu ve£kotnika P . To pomeni, da ima ve£kotnik P1 m + 3
ogli²£, medtem ko ima ve£kotnik P2 (n−m) + 5 ogli²£. Triangulacija ve£kotnika P1
vsebuje m+1 trikotnikov in triangulacija ve£kotnika P2 vsebuje (n−m)+3 trikotni-
kov. Zato zunanja triangulacija ve£kotnika P vsebuje (m+1)+((n−m)+3) = n+4
trikotnikov. 
O£itno je, da ima graf zunanje triangulacije cikel. Zato za dve to£ki zunaj ve£-
kotnika obstajata dva razli£na rokava. Najkraj²o pot med dvema to£kama zunaj
ve£kotnika izra£unamo na naslednji na£in:
• Naj bo P podan ve£kotnik.
• Naj bosta p in q podani to£ki zunaj ve£kotnika P .
• Naj bo K kvadrat, ki vsebuje to£ki p in q ter vsebuje ve£kotnik P v svoji
notranjosti.
• Izra£unamo zunanjo triangulacijo ve£kotnika P v kvadratu K.
• Izra£unamo rokava R1 in R2.
• Na vsakem rokavu izvedemo algoritem lijaka, da konstruiramo najkraj²i poti
π1(p, q) in π2(p, q).
• Primerjamo π1(p, q) in π2(p, q) in izberemo kraj²o. e sta enako dolgi, izbe-
remo poljubno.
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e je v kvadratu ve£ disjunktnih ve£kotnikov, se jih vseeno lahko zunanje trian-
gulira. Vendar se ²tevilo rokavov lahko tudi podvoji z vsakim novim ve£kotnikom,




Slika 24. Vsaka ovira lahko podvoji ²tevilo moºnih poti.
5.2. Graf vidljivosti. V tem poglavju bomo denirali graf vidljivosti in opisali
algoritem, s katerim ga konstruiramo.
Denicija 5.7. Graf vidljivosti je uteºen graf, deniran z naslednjimi lastnostmi:
• Ogli²£a ovir ali pa dodatno izbrane to£ke so vozli²£a tega grafa.
• Vozli²£i sta sosednji, £e se vidita.
• Uteº povezave je razdalja med to£kami.
Primer grafa vidljivosti vidimo na sliki 25.
Ko izra£unamo graf vidljivosti, je ra£unanje najkraj²e poti standardni problem
iskanja najkraj²e poti v uteºenem grafu, ki je re²ljiv z Dijkstrovim algoritmom.
Na²a naloga je, da na u£inkovit na£in sestavimo ta graf vidljivosti. Naj bo n ²tevilo
vseh vozli²£. Vsako preverjanje ali se dve to£ki vidita, nam vzame O(n) £asa. Zato
lahko sestavimo graf vidljivosti v O(n3) £asu, kar ni najbolj²i £as. Opisali bomo bolj
u£inkovit na£in.
Algoritem grafa vidljivosti. Algoritem, ki izra£una graf vidljivosti, lahko najdemo v
[2, poglavje 15]. Graf vidljivosti G = (V,E) izra£unamo na naslednji na£in:
• Naj bo S podana mnoºica ovir.
• Naj bo V mnoºica ogli²£ vseh ve£kotnikov v S.
(1) Naj bo E prazna mnoºica.
(2) Za vsako ogli²£e v ∈ V :
(a) Izra£unaj vsa ogli²£a, ki so vidna iz ogli²£a v in jih shrani v mnoºico W .
(b) Vsakemu vozli²£u w ∈ W dodaj povezavo (v, w) v E.







Slika 25. Graf vidljivosti.
• Naj bo S podana mnoºica ovir.
• Naj bo W prazna mnoºica v katero bomo shranjevali vidna vozli²£a.
• Naj bo τ uravnoteºeno iskalno drevo, v katerem se elemente primerja glede
na razdaljo od to£ke p. Na za£etku je τ prazno drevo.
• Naj bo p podana to£ka v ravnini, ki ni v notranjosti nobene ovire iz S.
(1) Razvrsti vsa ogli²£a (w1, . . . , wm) iz S, glede na kot med abcisno osjo ogli²£em
in to£ko p.
(2) Naj bo ρ vodoraven poltrak, ki se za£ne v to£ki p.
(3) Poi²£i vse ovire, ki sekajo poltrakρ. V vrstnem redu v katerem sekajo ρ,
dodaj njihove stranice v uravnoteºeno iskalno drevo τ .
(4) Za vsak i = 1 : m:
(a) Poi²£i stranici ovir, ki imata za ogli²£e wi.
(b) Naj bo o poltrak, ki gre od p skozi wi:
(i) V primeru, ko daljica pwi ne seka najmanj²ega elementa iz τ in
ne seka notranjosti ovire, ki ji pripada wi dodaj wi v W .
(ii) Stranico, ki je desno od poltraka o zbri²emo iz τ .
(iii) Stranico, ki je levo od poltraka o dodamo v τ .
Analiza algoritma. Preverjanje vsakega ogli²£a nam vzame n log(n) £asa in vsako
razvr²£anje ogli²£ prav tako vzame n log(n) £asa. Zato za konstruiranje grafa vidlji-
vosti potrebujemo O(n2 log(n)) £asa.
Izrek 5.8. Najkraj²o pot med dvema to£kama v ravnini z ve£kotni²kimi ovirami, se
da izra£unati v O(n2log(n)).
6. Najkraj²a pot v ravnini z vzporednimi ovirami
e so ovire med to£kama p in q daljice, ki so med seboj vzporedne, obstaja algori-
tem za konstruiranje najkraj²e poti, ki je hitrej²i od konstruiranja grafa vidljivosti.
V tem poglavju bomo opisali algoritem, ki nam v ravnini z vzporednimi daljicami
konstruira drevo najkraj²ih poti. Pri tem bomo predpostavili, da so vse daljice pra-





Slika 26. Vzporedne ovire.
Opomba 6.1. V tem poglavju bo za pojem ovira mi²ljeno navpi£na daljica.
Najprej moramo denirati nekaj osnovnih denicij.
Denicija 6.2. Naj bo {l1, . . . , lr} mnoºica ovir. Krivulja, ki povezuje to£ki p in
q je najkraj²a pot, £e ne seka nobene ovire v to£kah, ki niso kraji²£a ovir, razen £e
vsebuje celo oviro in ne obstaja nobena kraj²a krivulja, s temi lastnostmi. Ozna£imo
jo z π(p, q). Glej sliko 26.
Drevo najkraj²ih poti bomo denirali podobno kot v prej²nem poglavju.
Denicija 6.3. Naj bo L = {l1, . . . , lr} mnoºica ovir. In p to£ka v ravnini.
Drevo najkraj²ih poti D za to£ko p je graf z naslednjimi lastnostmi:
(1) To£ka p je vozli²£e v grafu D.
(2) Vsa kraji²£a ovir iz L so vozli²£a grafa D.
(3) Dve vozli²£i v1 in v2 sta sosednji, £e je v1 predhodnik v2 na najkraj²i poti
π(p, v2) ali obratno.
Denicija 6.4. Naj bo {l1, . . . , lr} mnoºica ovir. To£ki p in q se vidita, £e daljica
pq ne seka nobene nobene ovire v to£kah, ki niso kraji²£a ovir. V primeru, ko je
daljica pq navpi£na, se to£ki vidita.
Denicija 6.5. Ve£kotni²ka pot je monotona glede na x os, £e ima njen presek s
poljubno navpi£no premico najve£ eno to£ko.
Lema 6.6. Naj bosta p in q to£ki v ravnini. Naj bo π(p, q) najkraj²a pot od to£ke p
do to£ke q med vzporednimi ovirami. Najkraj²a pot π(p, q) je monotona glede na x
os.
Dokaz. Recimo, da to ni res. Potem obstajajo sosednja ogli²£a vj−1, vj in vj+1 na
najkraj²i poti π(p, q), za katera velja, da x(vj−1) < x(vj) in x(vj+1) < x(vj).
Iz tega lahko sklepamo dvoje:
(1) Obstaja vsaj ena ovira med vj−1 in vj+1.
(2) Nobena ovira, ki seka daljico vj−1vj+1 ne seka daljice vj−1vj.
Zato ima vsaka ovira, ki seka vj−1vj+1, vsaj eno kraji²£e v trikotniku△(vj−1, vj, vj+1).
Naj bo A mnoºica kraji²£ ovir v △(vj−1, vj, vj+1). Naj bo u ∈ A, za katerega je kot
∠(u, vj−1, vj) najmanj²i. Naj bo w to£ka na premici med vj−1 in u, za katero velja,
da je x(w) = x(vj+1). Ker je kot ∠(u, vj−1, vj) najmanj²i, se iz vj−1 vidi w in iz w
se vidi vj+1. O£itno je, da je razdalja med vj−1, w in vj+1 manj²a kot razdalja med
vj−1, vj in vj+1. To je protislovje, saj je vj−1, vj in vj+1 najkraj²a pot. 
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6.1. Zemljevid najkraj²ih poti. Ko i²£emo najkraj²o pot do ovire, si lahko po-
magamo z najkraj²imi potmi do prej²nih ovir. Pri tem nam bo pomagal zemljevid
najkraj²ih poti.
Denicija 6.7. Naj bo p to£ka v ravnini. Naj bo L = {l1, . . . , lr} mnoºica ovir in
S = {s1, . . . , s2r} mnoºica kraji²£ teh ovir. Predpostavimo, da je za vsako oviro li
njeno spodnje kraji²£e s2i in njeno zgornje kraji²£e s2i−1. Zemljevid najkraj²ih poti
je razbitje ravnine na obmo£ja R = {R(0), . . . , R(2r)}. To£ka t je element obmo£ja
R(i), £e je vidna iz to£ke si in £e gre najkraj²a pot od p do t skozi si. To£ka t je
element obmo£ja R(0), £e je vidna iz to£ke p.
Obmo£ja so med sabo omejena s krivuljami, po katerih so najkraj²e poti enako
dolge.
Denicija 6.8. Bisektor B(i, j) je krivulja, ki omejuje dve sosednji obmo£ji R(i)
in R(j) iz zemljevida najkraj²ih poti.
Naj bo wk dolºina najkraj²e poti π(p, sk) in naj bo d(a, b) razdalja med to£kama
a in b. Izberimo to£ki si in sj. Ena£ba bisektorja B(i, j) je {d(si, t)+wi = d(sj, t)+
wj, t ∈ R2}. Z nekaj ra£unanja ugotovimo, da je to ena£ba hiperbole.
Zgled 6.9. Recimo, da imamo samo eno oviro l z kraji²£i s1 in s2. Krivulja, ki
lo£uje obmo£je R(1) in R(2), je bisektor B(1, 2), medtem ko bisektorja B(0, 1) in










Slika 27. Bisektorji, ko je samo ena ovira.
♦
Zgled 6.10. e imamo ve£ ovir, dobimo nove bisektorje, kot vidimo na sliki 28.
♦
Lema 6.11. Za vsako to£ko u ∈ R(i) je daljica siu cela v obmo£ju R(i).
Dokaz. Naj bo u ∈ R(i). Izberimo to£ko v, ki je na daljici siu. Recimo, da je















Slika 28. Bisektorji, ko je ve£ ovir.
je u ∈ R(i), je d(si, u) + wi < d(sj, u) + wj. Ker je v na daljici siu, je d(si, u) =
d(si, v) + d(v, u) in
d(si, v) + d(u, v) + wi < d(sj, u) + wj,
d(si, v) + wi < d(sj, u) + wj − d(u, v).
V stavimo
d(si, v) + wi > d(sj, v) + wj
indobimo
d(sj, v) + wj < d(sj, u) + wj − d(u, v).
Iz tega dobimo d(u, v) < 0, kar je protislovje. 
Lema 6.12. Vsak bisektor je monoton glede na x os.
Dokaz. Bisektor B(i, j) je krivulja z ena£bo {t ∈ R2 | d(si, t) + wi = d(sj, t) + wj}.
Recimo, da ni monoton glede na x os. To pomeni, da obstajata to£ki u1, u2 ∈ B(i, j),
ki sta enako oddaljeni od y osi. Naj gre skozi njiju premica Y . Daljici siu1 in siu2
morata biti celi vsebovani v R(i), prav tako morata biti daljici sju1 in sju2 celi
vsebovani v R(j). Ker sta R(i) in R(j) disjunktni obmo£ji, se daljice ne smejo
sekati, zato mora biti sj desno od premice Y . Po deniciji gresta najkraj²i poti
π(p, u1) in π(p, u2) skozi sj, ker sta u1 in u2 levo od sj, π(p, u1) in π(p, u2) zavijeta v
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levo, kar smo v lemi 6.6 dokazali, da ni moºno, ker je najkraj²a pot monotona glede
na x os.

Lema 6.13. Naj bo v prese£i²£e bisektorjev v zemljevidu najkraj²ih poti. Samo en
bisektor gre desno naprej od to£ke v.
Dokaz. Naj bo Y navpi£na premica skozi v. Naj bo B = (B1, . . . , Bk) seznam
bisektorjev, ki so levo od premice Y in gredo skozi to£ko v. Seznam B naj bo urejen
po vi²ini. Po deniciji je vsaka regija R(j + 1) (levo od Y ) mnoºica to£k q, katerih
najkraj²a pot π(p, q) gre skozi sj+1. Ker so najkraj²e poti monotone glede na x os,
so to£ke s1 . . . sj+1 levo od premice Y . e podalj²amo vsak Bj na desno od Y (saj so
monotoni glede na x os), dobimo k + 1 novih obmo£ij oddaljanih za nek δ > 0. Od
teh obmo£ji najvi²je in najniºje podalj²ata obmo£ja R(1) in R(k+1). Ker se v to£ki












Slika 29. Drevo najkraj²ih poti za navpi£ne ovire.
6.2. Algoritem za drevo najkraj²ih poti v ravnini z vzporednimi daljicami.
Najprej poglejmo, kaj vse imamo na razpolago za algoritem:
• Naj bo p izhodi²£na to£ka.
• Naj bo L = (l1, . . . , ln) seznam ovir desno od to£ke p. Ovire naj bodo urejene
nara²£ajo£e po abcisah ovir.
Naj bo B mnoºica bisektorjev. Sedaj potrebujemo dve podatkovni strukturi.
• Naj bo T uravnoteºeno iskalno drevo, katerega vozli²£a so urejeni pari bi-
sektorjev in njihovih najbolj desnih to£k T = {(Bk,max(x(Bk)), Bk ∈ B}.
Drevo T naj bo urejeno po vi²ini izhodi²£ bisektorjev.
• Naj bo Q uravnoteºeno iskalno drevo, ki ima dve vrsti vozli²£:
 Ovire.
 Urejene trojke (x,Bk, Bl)), kjer sta bisektorja Bk, Bl ∈ B in to£ka x je
njuno prese£i²£e.
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Drevo Q naj bo urejeno od leve proti desni, glede na abcise ovir ali pa
prese£i²£a bisektorjev.
Sedaj imamo vse potrebno, da konstruiramo drevo najkraj²ih poti. Poglejmo si
vhodne podatke za algoritem:
• Naj bo p to£ka v ravnini.
• Naj bo L = (l1, . . . lr).
• Naj bo T na za£etku prazno drevo.
• Drevo Q naj vsebuje vse ovire iz L.
• Naj bo D drevo najkraj²ih poti. Na za£etku naj bo p njegovo edino vozli²£e.
Najprej izvedemo za£etni korak na prvi oviri:
(1) Dodaj to£ki s1 in s2 v D.
(2) Konstruiraj bisektorje B(0, 1), B(0, 2) in B(1, 2) in jih dodaj v T , za najbolj
desno to£ko izberi ∞.
(3) Zbri²i l1 iz Q. Nadaljujemo s splo²nim korakom:
(4) Naj bo min(Q) prvi element Q.
(5) e je min(Q) ovira li:
(a) V T poi²£i regije R(j) in R(k), katerim pripadata to£ki s2i in s2i−1 in ju
dodaj v drevo D. Naj bo to£ka s2i−1 v regiji R(j). Dodamo jo v drevo
D tako, da jo poveºe² s to£ko sj. Na enak na£in to£ko s2i poveºi s to£ko
sk.
(b) Ustvari bisektorje B(2i− 1, j), B(2i− 1, 2i) in B(2i, k) ter jih dodaj v
T . Za najbolj desno to£ko bisektorjev izberemo ∞.
(c) Zbri²i vozli²£a drevesa T , ki sekajo li.
(d) Naj bodo (B1, B2, B3, B4, B5) bisektorji kjer je B2 = B(2i− 1, j), B3 =
B(2i − 1, 2i) in B4 = B(2i, k). e B1 in B5 nista prazni mnoºici, je
B1 predhodnik B2 v drevesu T , med tem ko je B5 naslednik od B4.
Izra£unaj njihova prese£i²£a.
(e) Naj bo h prese£i²£e bisektorjev Be in Be+1, kjer je e ∈ {1, 2, 3, 4}.
(f) V primeru, ko je x(h) < min(x(Be, Be+1)):
(i) Dodaj (h,Be, Be+1)) v Q.
(ii) V primeru, ko se ve£ bisektorjev kriºa v isti to£ki v Q dodamo
prese£i²£e najvi²jega bisektorja in najniºjega bisektorja.
(g) Zbri²i elemente T , ki sekajo li.
(6) e je min(Q) oblike (x,Bk, Bl)):
(a) Najprej poi²£i Bk in Bl v T .
(b) e se Bk in Bl ne nahajata v T smo kon£ali.
(c) e se le Bk (brez ²kode za splo²nost) nahaja v T naj bo max(x(Bk)) =
∞.
(d) e se Bk in Bl nahajata v T :
(i) Odstrani Bk in Bl iz T .
(ii) e je Bk = B(i, j) in Bl = B(j, k) ustvari bisektor B(i, k) in ga
dodaj v T , max(x(B(i, k))) = ∞.
(7) Zbri²i min(Q).
Analiza algoritma. V algoritmu porabimo konstantni £as, da konstruiramo bisek-
torje. Da jih vstavimo v T , pa porabimo log(n) £asa. Za vsako to£ko v zemljevidu
najkraj²ih poti prav tako porabimo konstanten £as, da jo konstruiramo. Da to£ko
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dodamo v Q, pa nam prav tako vzame log(n). Oba Q in T sta uravnoteºeni iskalni
drevesi. Algoritem tako deluje v n log(n) £asu.
7. Pot z najmanj ovinki
Recimo, da imamo robota, ki se lahko zelo hitro premika po ravnih £rtah, a porabi
ogromno £asa, da se obrne. V tem primeru najbolj optimalna pot ni tista, ki ima
najmanj²o dolºino, ampak tista, pri kateri se bo robot najmanjkrat obrnil. V tem
poglavju bomo obravnavali algoritem, ki izra£una tako pot med dvema to£kama v
enostavnem ve£kotniku.
Denicija 7.1. Naj bosta p in q to£ki v ve£kotniku P . Pot z najmanj ovinki med
to£kama p in q je ve£kotni²ka pot, vsebovana v ve£kotniku P , ki ima najmanj²e
moºno ²tevilo ogli²£.




Slika 30. Pot z najmanj ovinki.
♦
Zgled 7.3. Pot z najmanj ovinki ni enoli£na, kot vidimo v sliki 31. Katero od poti
z najmanj ovinki izberemo, nam tukaj ni pomembno.
p
q
Slika 31. Ve£ poti z najmanj ovinki.
♦
Najprej bomo obravnavali dva enostavna primera poti z najmanj ovinki v ve£ko-
tniku.
Lema 7.4. (1) e ima najkraj²a pot med to£kama p in q pot dve ogli²£i (p in
q), potem je najkraj²a pot tudi pot z najmanj ovinki.
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Slika 35. Graf oken za to£ko p v ve£kotniku P .
vsa ogli²£a v oknih na poti. e ºe poznamo najkraj²o pot, nam naslednja lema
poenostavi postopek iskanja poti oken.
Lema 7.10. Vsaka pot od to£ke p do to£ke q v ve£kotniku P pre£ka vsa okna na
poti.
Dokaz. Vsako okno preseka ve£kotnik P na dva ve£kotnika, zato mora vsaka pot
pre£kati vsa okna, da pride do q. 
Zato nam ni treba iskati vseh oken, temve£ le tista, ki jih seka najkraj²a pot.
Naslednja lema nam pokaºe ²e eno zvezo med najkraj²o potjo in potjo z najmanj
ovinki.
Lema 7.11. Naj bo P ve£kotnik in p, q ∈ P . Naj bo W = (w1, . . . , wk) seznam oken
med p in q in π(p, q) najkraj²a pot med p in q. Vsako okno ima eno kraji²£e, ki je
hkrati ogli²£e π(p, q).
Dokaz. O£itno je to res za prvo okno, a moramo to dokazati za splo²en primer.
Recimo, da je to res za okno wi = (a, b). Naj bo a ∈ π(p, q). Naj bo okno wi+1 =
(c, d), kjer je c ogli²£e od P . Premica, ki gre skozi (c, d), bo v to£ki e sekala (a, b).
Daljica (d, e) je cela v notranjosti P . Vemo, da π(p, q) seka vsa okna, zato naj bo
f to£ka, v kateri π(p, q) seka (c, d). Iz to£ke e se vidi celo okno (c, d), zato mora
π(p, f) pre£kati (e, d). Ko π(p, f) pride na daljico (e, d) v to£ki γ, od tam vidi to£ko
f , zato pre£ka to£ko c, ki je na daljici (γ, f). Zdaj smo dokazali, da je c na π(p, q).
Dokazati moramo ²e, da je to njegovo ogli²£e. Naj bo g ogli²£e na π(p, q), ki se vidi
iz to£ke f . Izberemo tak ϵ > 0, da se to£ko η, ki je prese£i²£e kroºnice K(f, ϵ) in
π(p, q) vidi iz to£ke c. Ker se iz c vidi η, se da pot skraj²ati. Zato mora veljati
c = f . Glej sliko 36. 
7.2. Algoritem za pot z najmanj ovinki. Zdaj bomo opisali cel algoritem, ki
izra£una vsa okna na poti v ve£kotniku.







Slika 36. To£ka c je ogli²£e na najkraj²i poti
• Naj bosta podani to£ki p, q ∈ P .
• Naj bo W prazen seznam, v katerem bomo shranili okna.
(1) Konstruiraj najkraj²o pot π(p, q) med p in q v ve£kotniku P .
(2) Konstruiraj vidni ve£kotnik V (p) in najdi okno w, ki seka π(p, q), ter ga
dodaj v W .
(3) Izra£unaj vidni ve£kotnik V (w).
(4) Poi²£i okno, ki ima ogli²£e v π(p, q) in ga dodaj v W .
(5) Postopek ponavljaj, dokler ne pride² do okna, iz katerega se vidi q.
Naslednja lema nam pomaga najti to£ko v zadnjem oknu, ki je vidna iz to£ke q.
Lema 7.12. Naj bo P ve£kotnik in to£ki p, q ∈ P . Naj bo W = (w1, . . . , wk) seznam
oken med p in q. Okno wk naj ima kraji²£i v to£kah a in b, kjer je a ogli²£e ve£kotnika
P . Obstaja to£ka γ na oknu wk, iz katere se vidi to£ko q, tako da daljica qγ vsebuje
ve£ kot eno ogli²£e poti π(p, q).
Dokaz. Dokaz najdemo v [8], vendar bomo tukaj uporabili druga£en dokaz. Iz prej-
²ne leme vemo, da je a ogli²£e od π(p, q). Naj bo to£ka r predzadnje ogli²£e poti
π(p, q). Daljico qr lahko podalj²amo do to£ke γ na wk. e se to£ke γ ne vidi iz
to£ke q, jo lahko prekrivata najkraj²i poti π(a, q) ali pa π(b, q), tako, da dobimo
lijak L(q, wk). Lijak L(q, wk) nima repa, zato je q njegov vrh in r prvo ogli²£e enega
od kril. Ker so krila zunanje konveksna, se (q, r) da podalj²ati do wk. 
Zdaj imamo vse, da opi²emo algoritem, ki konstruira pot z najmanj ovinki. Ra-
£unanje oken bomo obravnavali kasneje.
• Naj bo P podan ve£kotnik.
• Naj bosta podani to£ki p, q ∈ P .
• Naj bo π(p, q) najkraj²a pot med p in q
• Naj bo M prazna mnoºica, v katero bomo shranili ogli²£a poti z najmanj
ovinki.
(1) Naj bo W = (w1, . . . , wk) seznam oken, kjer je w1 okno, iz katerega se vidi
to£ko q.
(2) Dodaj q v M .
(3) Podalj²aj zadnjo daljico od π(p, q) do to£ke y na oknu w1 in dodaj y v W .
(4) Za vsak i = 1 : k:
(a) Podalj²aj daljico wi do to£ke y na oknu wi+1.
(b) Dodaj to£ko y v M .
33







Slika 37. Pot z najmanj ovinki.
asovna zahtevnost tega algoritma je odvisna od algoritma za iskanje vidnih
ve£kotnikov. Algoritmi, ki jih bomo predstavili v naslednjem poglavju, delujejo v
linearnem £asu. Zato bo celoten £as kvadraten.
8. Algoritmi za konstruiranje ve£kotnikov vidljivosti iz to£ke
Opisali bomo tri algoritme, za iskanje ve£kotnika vidljivosti iz to£ke. Prvi bo
preprost, a bo delal v kvadratnem £asu. Drugi algoritem je bolj zapleten, vendar
deluje v linearnem £asu. Tretji uporabi drevo najkraj²ih poti, ki smo ga opisali v
prej²njem poglavju. Deluje v linearnem £asu. Nato bomo opisali ²e algoritem, ki
s pomo£jo drevesa najkraj²e poti izra£una ve£kotnik vidljivosti stranice ve£kotnika,
ta algoritem deluje v linearnem £asu.
8.1. Preprost algoritem. Prvi algoritem je zelo preprost, a ima zato tudi pomanj-
kljivosti. Ena izmed njih je, da mora velikokrat preveriti, £e se ogli²£e vidi iz dane
to£ke, to vzame veliko £asa.
• Naj bo x to£ka v ve£kotniku P .
• Naj bo (v0, . . . , vn) seznam ogli²£ ve£kotnika P .
• Naj bo V (x) prazen seznam (v katerega bomo shranili ogli²£a ve£kotnika
vidljivosti).
• Za vsak i = 1 : n:
(1) e je ogli²£e vi vidno iz x, dodaj vi v V (x). Za naslednji korak imamo
tri moºnosti:
(a) e smo zavili v levo, potem poglej naslednje ogli²£e.
(b) e smo zavili v desno in se vi+1 vidi, potem poglej naslednje ogli-
²£e.
(c) Sicer podalj²aj xvi do roba ve£kotnika P in nadaljuj algoritem od
tega ogli²£a.
(2) e ogli²£e vi ni vidno, potem poglej naslednjo ogli²£e.
Ker vsako preverjanje, ali se ogli²£e vidi, zahteva da pregledamo cel ve£kotnik,
je £asovna zahtevnost tega algoritma O(n2). Naslednje dva algoritma delujeta v
linearnem £asu.
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8.2. Algoritem v linearnem £asu. Ta algoritem najdemo v [6, poglavje 8]. Zanj
bomo najprej morali opisati nekaj funkcij, ki jih bomo potrebovali med izvajanjem
algoritma.
• Naj bodo a, b in c to£ke v ravnini. Funkcija ∠(a, b, c) naj vrne kot med njimi.
• Naj bodo a, b in c to£ke v ravnini. Funkcija σ(a, b, c) ima naslednje lastnosti:
(1) e je to£ka c levo od usmerjene daljice ab, je σ(a, b, c) = 1.
(2) e je to£ka c desno od usmerjene daljice ab, je σ(a, b, c) = −1.
(3) e so to£ke a, b in c kolinearne je σ(a, b, c) = 0.
• Naj bo α funkcija, za katero velja:
(1) α(v0) = 0
(2) α(vi) = α(vi−1) + σ(vi−1, vi, vi+ 1)∠(vi−1, x, vi)
Da izra£unamo vidni ve£kotnik bomo zaporedoma izvajali tri operacije:
dodaj(i):
(1) Dodaj ogli²£e vi na za£etek V (x).
(2) Pove£aj i za 1.
naprej(k):
(1) Naj bo k indeks ogli²£a vk, od katerega naprej bomo iskali.
(2) Za vsak i = (k + 1) : n:
(a) e je α(i) > α(k) podalj²aj daljico xvk do daljice vi−1vi, to£ka d naj bo
prese£i²£e teh dveh daljic.












Slika 38. Pri ogli²£u 1 izvedemo operacijo naprej(1).
(1) Za vsak i = 1 : k :
(a) e je α(k − i) < α(k), podalj²amo usmerjeno daljico xP (k) do to£ke h
na daljici vivi+1, to£ko h dodaj na za£etek V (x) in postopek kon£aj.
(2) Sicer zbri²emo prvi element V (x) in nadaljujemo.
Glej sliko 39.
Sedaj bomo opisali cel algoritem.
• Naj bo P podan ve£kotnik z n+ 1 ogli²£i.
• Naj bo (v0, . . . , vn) seznam ogli²£ ve£kotnika P .
• Naj bo V (x) prazen seznam (v katerega bomo shranili ogli²£a ve£kotnika
vidljivosti).










Slika 39. Pri ogli²£u 7 izvedemo operacijo nazaj(7).
• Dokler je i < n+ 1:
(1) e je α(i) < 2π.
 e je α(i) < α(i+ 1) dodaj(vi).
 e pri vi zavijemo levo, izvedi naprej(vi), sicer izvedi nazaj(vi).
(2) e je α(i) > 2π:
 Dodaj prese£i²£e p med xv0 in vivi+1 v V (x).
 Izvedi naprej(p).
8.3. Algoritem s pomo£jo drevesa najkraj²ih poti. e imamo drevo najkraj²ih
poti za to£ko x v ve£kotniku P , lahko v linearnem £asu najdemo ve£kotnik vidljivosti.
Ta algoritem bomo samo na kratko opisali. Opis tega algoritma najdemo v [4].
• Naj bo P podan ve£kotnik, x naj bo podana to£ka v ve£kotniku.
• Naj bo D(x) drevo najkraj²ih poti v P .
• Naj bo V (x) prazna mnoºica.
(1) Naj bo S mnoºica sosed to£ke x v drevesu najkraj²ih poti D(x).
(2) Za vsak d ∈ S:
(a) Dodaj d v V (x).
(b) Podalj²aj daljico xd do roba ve£kotnika P in dodaj to£ko, ki se dotika
roba v V (x).
8.4. Algoritem za ve£kotnik vidljivosti iz stranice ve£kotnika. e poznamo
drevesi najkraj²ih poti za obe kraji²£i neke stranice w v ve£kotniku, si z njima
lahko pomagamo pri konstrukciji ve£kotnika vidljivosti iz te stranice. Spet si bomo
pomagali z ve£kotni²kimi potmi, ki so zunanje konveksne.
Lema 8.1. Naj bosta ab in cd stranici ve£kotnika P . Predpostavimo, da sta kraji²£i
a in c na isti strani ve£kotnika P in bd na isti strani ve£kotnika P (£e se sprehajamo
po ogli²£ih ve£kotnika od a, lahko pridemo do c, ne da bi sre£ali b ali d). Obstaja del
stranice cd, ki je viden iz stranice ab natanko takrat, ko sta najkraj²i poti π(a, c) in
π(b, d) disjuntktni ter zunanje konveksni ali pa sta daljici.
Dokaz. Najprej predopostavimo, da se del stranice cd vidi iz stranice ab. Naj bo
to£ka x ∈ ab vidna iz to£ke z ∈ cd. Potem je π(a, c) cela na isti strani premice,
ki gre skozi x in z in ne seka ve£kotni²ke poti ψ z ogli²£i {a, z, x, c}. Brez ²kode
za splo²nost recimo, da £e je pot π(a, c) zunanje konveksna zmeraj, zavije v levo.
Recimo, da π(a, c) ni zunanje konveksna naj bodo ai−1, ai in ai+1 zaporedna ogli²£a,
tako, da najkraj²a pot π(a, c) v ogli²£u zavije v desno. Naj bo ∆ trikotnik z ogli²£i
ai−1, ai in ai+1. Trikotnik ∆ je o£itno v notranjosti obmo£ja, ki ga omejujejo π(a, c)
in ψ, ker je to obmo£je v notranjosti P je tudi ∆ v notranjosti P . Zato se iz ogli²£a




Slika 40. Del stranice cd viden iz stranice ab.
π(b, d). Zdaj, ko vemo, da sta π(a, c) in π(b, d) zunanje konveksni, dokaºimo ²e, da
se ne sekata. Recimo, da se sekata prvi£ v to£ki l in drugi£ v to£ki k. To pomeni,
da se k in l vidita, zato π(a, c) in π(b, d) nista najkraj²i.
Zdaj dokaºimo ²e v drugo smer. Naj bosta najkraj²i poti π(a, c) in π(b, d) zunanje
konveksni in disjunktni. Pot π(a, d) je sestavljena iz dela poti π(a, c), dela poti
π(b, d) in daljice, ki povezuje ti dve poti. To daljico imenujemo x1y1. Podalj²ajmo
daljico x1y1 do to£ke t1 na daljici ab, Ker je π(a, c) najkraj²a pot, je daljica t1x ne
seka. Zdaj daljico x1y1 podalj²amo do to£ke z1 na daljici cd, ker je π(b, d) najkraj²a
pot, je daljica y1z1 ne seka. Zato se to£ki t1 in z1 vidita. Analogno iz poti π(b, c)
poi²£emo to£ki t2 ∈ ab in z2 ∈ cd, ki se vidita. Iz daljice t1t2 se vidi daljico z1z2.

Sedaj, ko vemo kako najti vidni del iz stranice, lahko konstruiramo ve£kotnik
vidljivosti:
• Naj bo (v0, . . . , vn) seznam ogli²£ ve£kotnika P .
• Naj bo V (x) prazen seznam (v katerega bomo shranili ogli²£a ve£kotnika
vidljivosti).
• Naj bo w stranica ve£kotnika P . Naj bosta to£ki a in b njeni kraji²£i.
• Naj bosta D(a) in D(b) drevesi najkraj²ih poti iz to£k a in b.
(1) Za vsak i = 3 : n:
(a) e je vi sosed od a v D(a) ali sosed od b v D(b), dodaj vi v V (w).
(b) Sicer poglej stranico vi vi+1 in po prej opisanem postopku najdi vidni
del stranice ter ga dodaj v V (w).
Analiza algoritma. Predpostavimo lahko, da nam je triangulacija ve£kotnika ºe po-
dana, da lahko v linearnem £asu poi²£emo drevesa najkraj²ih poti, ki jih potrebu-
jemo. Potem je £asovna zahtevnost O(n).
Izrek 8.2. Naj bo P ve£kotnik z n ogli²£i in w stranica tega ve£kotnika. Vidni
ve£kotnik V (w) se da izra£unati v £asu O(n).
37
Literatura
[1] B. Chazelle, Triangulating a simple polygon in linear time, Discrete & Computational geome-
try 6 (1991) 485524.
[2] M. de Berg et al., Computational Geometry: Algorithms and Applications, Springer, Heidel-
berg Berlin, 2008.
[3] A. Grinman, Shortest path in a polygon, [ogled 11. 5. 2018], dostopno na https://www.cc.
gatech.edu/~rpeng/18434_S15/sspPolygon.pdf.
[4] L. Guibas, Hershberger, Leven, Sharir, Tarjan, Linear-Time Algorithms for Visibility and
Shortest Path Problems Inside Triangulated Simple Polygons, Algoritmica 2 (1987) 209233.
[5] D. T. Lee in F. P. Preparata, Euclidean shortest paths in the presence of rectilinear barriers,
Networks 14 (1984), 393410.
[6] J. O'Rourke, Art Gallery Theorems and Algorithms, Oxford University Press, New York,
Oxford, 1987.
[7] J.R. Shewcuk, Adaptive precision oating-point arithmetic and fast robust predicates for com-
putational geometry, [ogled 11. 5. 2018], http://www.cs.cmu.edu/ quake/robust.html
[8] R. Tamassia, Minimum link path within simple polygons, [ogled 11. 5. 2018], dostopno na
http://cs.brown.edu/courses/cs252/misc/resources/lectures/pdf/notes16.pdf.
38
