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We study the influence of quantum dot symmetry on the Rabi frequency and phonon-induced
spin relaxation rate in a single-electron GaAs spin qubit. We find that anisotropic dependence on
the magnetic field direction is independent of the choice of the gating potential. Also, we discover
that relative orientation of the quantum dot, with respect to the crystallographic frame, is relevant
in systems with C1v, C2v, or Cn (n 6= 4r) symmetry. To demonstrate the important impact of
the gating potential shape on the spin qubit lifetime, we compare the effects of an infinite-wall
equilateral triangle, square, and rectangular confinement with the known results for the harmonic
potential. In the studied cases, enhanced spin qubit lifetime is revealed, reaching almost six orders
of magnitude increase for the equilateral triangle gating.
PACS numbers: 81.07.Ta, 71.70.Ej, 72.10.Di, 76.30.v, 31.15.Hz
I. INTRODUCTION
Every quantum two-level system can act as the quan-
tum bit, a basic unit of quantum information process-
ing [1, 2]. Among different solid-state implementations
of the qubit system [3–6], single-electron spin in a semi-
conductor quantum dot (QD) can be used to achieve the
task. In order to manipulate spins of charge carriers
embedded inside a semiconductor material electrically,
through electric dipole spin resonance (EDSR) [7], the
presence of spin-orbit interaction (SOI) is obligatory.
Besides its positive effect in EDSR based schemes [8–
16], SOI enables the electron-phonon coupling mediated
transitions between the qubit states [17–20], affecting the
spin qubit lifetime. To suppress the coupling to phonons,
different approaches like the optimization of the QD de-
sign [21, 22] or control of the system size [23] were sug-
gested. The observed anisotropy of the spin relaxation
rate on the in-plane magnetic field orientation [24] offered
another playground for fine-tuning of the spin qubit’s
desired properties. In circular QDs, this is the only de-
gree of freedom accessible in the optimization of the spin
qubit, while for the elliptical confining potential [22, 25–
27] orientation of the QD potential with respect to the
crystallographic frame can be used as the tuning param-
eter.
Evidently, different symmetry of the gating poten-
tial [28] is the main reason for the observed behavior. But
to what extent can the potential symmetry alter the ba-
sic properties of the electrically controlled spin qubit? To
address this question, we have performed a general analy-
sis valid for the lateral GaAs QD system with Cnv or Cn
symmetry of the gating potential. Besides the expected
anisotropy on the magnetic field orientation, we were able
to find potential symmetries for which the QD orienta-
tion with respect to the crystallographic frame can act as
another control parameter of the spin qubit characteris-
tics. With our theory, we offer a simple and efficient way
to determine the impact of the gating potential on the
Rabi frequency and spin relaxation rate. This is shown
in the example of anisotropic and isotropic harmonic po-
tential, as well as for the infinite-wall equilateral triangle,
square, and rectangular potential.
This paper is organized as follows. In Section II we
define a single-electron GaAs spin qubit model. In Sec-
tion III we define the dipole moment of the electrically
controlled spin qubit that describes both the Rabi fre-
quency and SOI-induced spin relaxation rate mediated
by acoustic phonons. In Section IV we present the main
results of the paper: analytical expressions for the dipole
moment in the case of the gating potential with Cnv or
Cn symmetry. In Section V, to illustrate the impact of
the gating potential on the spin qubit lifetime we use the
obtained expressions to compare the influence of the har-
monic confinement with an infinite-wall equilateral trian-
gle, square, and rectangular potential. In Section VI we
give our conclusions.
II. DYNAMICS OF THE LATERAL QD
We start with the Hamiltonian describing the lateral
dynamics of a single-electron in the GaAs material
H = H0+Hz+Hso =
p2x + p
2
y
2m∗
+V (x, y)+Hz+Hso, (1)
where px and py are the momentum operators, m
∗ is
the effective mass (m∗ = 0.067me for GaAs, me is the
electron mass), while V (x, y) is the gating potential used
to localize the electron in a QD. In the lateral system,
symmetries that can be present are the n-fold rotational
symmetry and the vertical mirror plane symmetry σv.
For simplicity, we assume that σv coincides with the yz
plane of the QD coordinate frame (see FIG. 1). Thus,
2FIG. 1. A schematic view of the GaAs lateral QD. The y axis
of the QD reference frame coincides with the vertical mirror
plane symmetry σv. We define the angle between the chosen
x axis and the crystallographic [100] axis as ϕ. The magnetic
field is aligned along the n direction, forming an angle α with
the [100] direction.
we assume a general form of the orbital Hamiltonian H0
that has a Cnv or Cn (n = ∞ also) symmetry. Due to
the symmetry, eigenenergies and eigenvectors of H0 can
be classified according to the irreducible representations
(IRs) of a given point-group symmetry.
Besides H0, in Eq. (1) the Zeeman term Hz appears,
describing the coupling of spin and magnetic field:
Hz = gµBB · s, (2)
where g is the effective Lande´ factor (g ≈ −0.44 for
GaAs), µB is the Bohr magneton, s = 1/2σ is the elec-
tron’s spin, and B = Bn is the in-plane magnetic field
forming an angle α with the crystallographic [100] axis.
In Eq. (1) we have neglected the orbital effects of the in-
plane magnetic field. This is a reasonable assumption for
the magnetic field strength weaker than a few T [29]. In
the case of the magnetic field applied in the z direction,
orbital effects would be much more pronounced [29].
Eigenstates of H0+Hz can be written in a direct prod-
uct form |Ψi±〉 = |Ψi〉 ⊗ |±〉, where |Ψi〉 corresponds to
the eigenvectors of the HamiltonianH0 with an energy ǫi,
while |±〉 represents eigenvectors of Hz with spin projec-
tion parallel or antiparallel to the magnetic field direction
and an eigenenergy ±gµBB/2, respectively. The effect of
Hz on the eigenspectra of H0 can be seen as the split-
ting ofH0 eigenenergies into two branches with an energy
difference |g|µBB. In this work, we assume that |g|µBB
is much weaker than the energy difference between the
ground and the first excited state of the orbital Hamilto-
nian H0.
Besides H0 (Hz) that acts trivially in the spin (or-
bital) space, the SOI Hamiltonian does not commute with
H0 +Hz. It consists of two terms, Dresselhaus [30] and
Rashba [31]: the Dresselhaus term exists due to the bulk
inversion asymmetry of the structure, while the Rashba
term is present when an electric field perpendicular to
the growth direction is applied. The form of spin-orbit
coupling is dependent on the structure’s symmetry. For
GaAs, having the zincblende structure, the SOI Hamil-
tonian is equal to
Hso = 2αd(p
c
ysy − pcxsx) + 2αr(pcxsy − pcysx), (3)
where αr and αd are Rashba and Dresselhaus coupling
constants, while pcx and p
c
y are momentum operators in
the [100] and [010] crystallographic directions, respec-
tively. The electron spin is locked to the crystal mo-
mentum, since the potential trap confines electron of the
crystal. Thus, an electron in a QD inherits the features
of the crystal for which the crystal momentum is only
appropriately defined. However, we have the choice to
define the x axis of our coordinate frame independently
on the crystallographic [100] direction. Assuming that
the angle between them is ϕ, pcx and p
c
y should be writ-
ten in terms of momentum operators in the chosen frame:
pcx = px cosϕ− py sinϕ, pcy = px sinϕ+ py cosϕ.
The spin-orbit Hamiltonian can be written in a differ-
ent form using the Rashba lr = ~
2/2mαr and Dresselhaus
ld = ~
2/2mαd precession lengths,
Hso = ~
(pcysy − pcxsx
m∗ld
+
pcxsy − pcysx
m∗lr
)
. (4)
To compare the ratio of the spin-orbit precession length
and the orbital confinement length l, we redefine lr and
ld in terms of the overall spin-orbit length lso and the
spin-orbit angle ν:
l−1d = l
−1
so sin ν, l
−1
r = l
−1
so cos ν. (5)
Since we assume no doping of the GaAs material [32],
lso can be considered constant. Moreover, the relation
lso ≫ l [29, 33] is satisfied in GaAs QDs, meaning that
SOI can be treated as a perturbation.
Without SOI, qubit states can be defined as |Ψ0±〉 =
|Ψ0〉 ⊗ |±〉, where |Ψ0〉 corresponds to the ground state
of the spin-independent Hamiltonian H0. Because SOI
can be treated on the level of a perturbation, we cal-
culate first-order corrections of the qubit states due to
spin-orbit coupling. Since it is known that the standard
perturbation technique badly incorporates the spin-orbit-
induced corrections [34, 35], we follow the procedure ex-
plained in Ref. [22]: the Hamiltonian H is transformed
using the unitary operator U = exp(inso · s), defined
with the help of the position-dependent spin-orbit vector
nso = l
−1
so (r1 sin ν + r2 cos ν,−r1 cos ν − r2 sin ν, 0):
UHU † = H0 +Hz +Heffso . (6)
The unitary operator U does not change the orbital and
Zeeman Hamiltonian. On the other hand, the SOI Hamil-
tonian Hso is transformed into
Heffso = gµB(nso×B) ·s−
~
2
4m∗l2so
(
1+2lzsz cos 2ν
)
, (7)
3where lz = −i(r1∂r2 − r2∂r1) is the orbital angular mo-
mentum. Using Heffso , the first-order correction of the
qubit states can be written as
δ|Ψ0σ′〉 = U
∑
i6=0,σ′′
〈Ψiσ′′|Heffso |Ψ0σ′〉
ǫ0 − ǫi + σ′−σ′′2 gµBB
|Ψiσ′′〉, (8)
where the sum over i 6= 0 corresponds to all orbital eigen-
vectors |Ψi〉 different from the ground state |Ψ0〉, while
σ′′ = ±.
The lateral QD model is valid if the electron dynamics
in the z direction is suppressed; i.e., an electron is always
in the ground state. Thus, we assume that confinement
length in the z direction is much stronger than in the xy
plane. The Hamiltonian describing the quantum confine-
ment in the z direction is equal toH(z) = p2z/2m
∗+V (z),
where V (z) = eE0z for z ≥ 0 and V (z) = ∞ for z < 0.
To this Hamiltonian corresponds the following ground
state (for z > 0) [36]
Ψ0(z) = 1.4261
√
χAi(χz − 2.3381), (9)
where Ai is the Airy function, while χ = (2m∗eE0/~2)1/3
is the inverse of the characteristic length z0 = 1.5587/χ
in the z direction.
In order to simplify the notation, in the rest of the
paper we assume that |↑〉 and |↓〉 represent SOI corrected
qubit states in the xy-plane, while |Ψ↑〉 = |↑〉Ψ0(z) and
|Ψ↓〉 = |↓〉Ψ0(z) correspond to wavefunctions of the qubit
states in three dimensions.
III. RABI FREQUENCY AND PHONON
INDUCED SPIN RELAXATION RATE
Electrical control of the spin qubit is possible by ap-
plying the in-plane oscillating electric field E cosωt, re-
sulting in the Rabi Hamiltonian HR = eE·r cos(ωt). The
Rabi frequency, measuring the speed of the single-qubit
rotations, is equal to Ω = e/~|E · 〈↑|r|↓〉|, where
d↑↓ = 〈↑|r|↓〉 (10)
is the dipole moment (in e units), present due to the SOI
induced spin mixing mechanism. Misalignment of the
applied field direction and the dipole moment leads to
a trivial suppression of the Rabi frequency. Since it is
beneficial to increase the Rabi frequency as much as pos-
sible, the electric field should be applied in the direction
of the dipole moment. Thus, for fixed |E|, the maximal
value max(Ω) = Ω↑↓ of the Rabi frequency
Ω↑↓ =
e
~
|E||d↑↓| (11)
is completely dependent on the strength of the dipole
moment.
Since spin-phonon interaction in semiconductor QDs
is irrelevant [17], unlike donor-bound electrons in di-
rect band-gap semiconductors [37], only electron-phonon-
induced transition between the qubit states should be
considered in the study of spin relaxation. Electron-
phonon coupling is triggered by the SOI-induced admix-
ture mechanism, being highly dependent on the symme-
try of the gating potential [37]. We determine the rate
of spin relaxation at T = 0 from the Fermi golden rule,
Γ↑↓ =
2π
~
∑
νq
|Mν(q)|2|〈Ψ↑|eiq·rc |Ψ↓〉|2δ(ǫ↑↓ − ~ωνq),
(12)
assuming the dominant contribution of acoustic phonons,
having an energy ~ωνq, equal to the level separation be-
tween the qubit states, ǫ↑↓ = |g|µBB. For magnetic
field strengths up to a few T, relevant for this work, the
linear dependence of phonon frequencies on the crystal
wave vector length can be used, ωνq = cν |q|, giving us
|q| = |g|µBB/~cν [38].
The geometric factor |Mν(q)|2 is dependent on the
phonon mode, longitudinal (LA) or transverse (TA). The
longitudinal geometric factor [39]
|MLA(q)|2 = ~D
2
2ρcLAV
|q|+ 32π
2
~(eh14)
2
ǫ2ρcLAV
(3qxqyqz)
2
|q|7
(13)
depends on bothD and h14, representing the deformation
and piezoelectric constant, respectively. On the other
hand, the transverse geometric factor [39]
|MTA(q)|2 = 232π
2
~(eh14)
2
ǫ2ρcTAV
(14)
×
∣∣∣∣∣
q2xq
2
y + q
2
xq
2
z + q
2
yq
2
z
|q|5 −
(3qxqyqz)
2
|q|7
∣∣∣∣∣
is dependent on the piezoelectric constant solely. Other
parameters for the GaAs material are [22, 34] cLA =
5290m/s, cTA = 2480m/s, ρ = 5300kg/m
3, D = 7eV,
eh14 = 1.4× 109eV/m, and ǫ = 12.9.
Finally, in Eq. (12) both the lateral and the z-direction
confinement enter the relaxation rate through the scat-
tering matrix element |〈Ψ↑|eiq·rc |Ψ↓〉|2. We employ the
dipole approximation eiq·rc ≈ 1 + iq · rc, justified for
magnetic field strengths below a few T.
To summarize, the phonon-induced relaxation rate
can be divided into three separate channels: the de-
formation phonons Γdef↑↓ , the longitudinal piezoelec-
tric phonons Γpiez,LA↑↓ , and the transverse piezoelectric
phonons Γpiez,TA↑↓ . In GaAs QDs, Γ
piez,TA
↑↓ is the domi-
nant relaxation channel, being two orders of magnitude
stronger than Γpiez,LA↑↓ +Γ
def
↑↓ in the dipole approximation
regime. Thus, we can identify the total relaxation rate
with Γpiez,TA↑↓ [40]:
Γ↑↓ =
256π(eh14)
2(|g|µBB)3
105c5TAρ~
4ǫ2
(1 +
7
33
K2TAz
2
0)|d↑↓|2, (15)
where KTA = |g|µBB/~cTA. We assume a typical con-
finement length l = 10nm [29, 33] of the GaAs QD in
an experimental setup and magnetic field up to a few T
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FIG. 2. A schematic view of the first-order perturbation cor-
rection of the qubit states |A0±〉 in the case of Cnv(C∞v)
(left) and C2v (right) symmetry. In the first case, states that
correct the qubit states have twofold orbital degeneracy and
transform according to the IR E1. These states are split by
the Zeeman energy |g|µBB. The transition between the SOI
uncorrected qubit states and the |Eia,b〉 states is enabled by
the x and y terms from Heffso . In the second case, orbital states
involved in the qubit states correction transform according to
IRs A1 and B1; the transition is triggered by the terms y and
x from Heffso , respectively.
(see Section II). Since confinement in the z direction is
much stronger than in the xy plane, z0 ≪ l, we conclude
that 7K2TAz
2
0/33 is much weaker than 1. In other words,
the influence of the confinement in the z direction can be
neglected.
Note that Γ↑↓ is squarely dependent on the absolute
value of the dipole moment, meaning that the knowledge
of the dipole moment is sufficient to fully explain the be-
havior of both the Rabi frequency and the spin relaxation
rate.
IV. ANALYTICAL EXPRESSION FOR THE
DIPOLE MOMENT
Based on the previous conclusion, we come to the main
objective: to derive symmetry allowed expression for the
dipole moment. The results can be divided into three
cases, according to the system’s group symmetry: (1)
Cnv (n ≥ 3) and C∞v, (2) C2v and C1v, and (3) Cn and
C∞.
A. Dipole moment for systems with Cnv (n ≥ 3) or
C∞v symmetry
To find the SOI-induced perturbative correction of the
qubit states, we first rewrite the unitarily transformed
SOI Hamiltonian in the coordinate frame of the potential,
Heffso = gµBBsz
(
x
(
sin (ν + ϕ) sinα+ cos (ν − ϕ) cosα)
+y
(
cos (ν + ϕ) sinα+ sin (ν − ϕ) cosα)), (16)
and neglect the second term in Eq. (7), assuming mag-
netic field strengths > µT needed to appropriately define
TABLE I. For Cnv and C∞v symmetry groups, tables of ma-
trices of the corresponding IRs are given [42], tabulated on
the generators Cn(Rβ) and σv, where Cn(Rβ) represents a
rotation for the angle 2pi/n (β) around the z axis. In the
Cnv case, two-dimensional IRs exist if n ≥ 3. In both cases,
two-dimensional IRs are written in a complex conjugate basis.
Cnv IR m Cn σv
A0/B0 0 1 ±1
Em (0,
n
2
)
(
ei
2pi
n
m 0
0 e−i
2pi
n
m
) (
0 1
1 0
)
An
2
/Bn
2
n
2
-1 ±1
C∞v IR m Rβ σv
A0/B0 0 1 ±1
Em 1, 2, ...
(
eiβm 0
0 e−iβm
) (
0 1
1 0
)
the qubit states. For simplicity, we define two factors,
vx = sin(ν + ϕ) sinα+ cos(ν − ϕ) cosα, (17)
vy = cos (ν + ϕ) sinα+ sin (ν − ϕ) cosα, (18)
with whose help Heffso can be written in a more compact
form.
The Hamiltonian Heffso is in the orbital space depen-
dent on the coordinates x and y that transform accord-
ing to the IR E1. Their symmetry behavior restricts the
states that can appear in the perturbative correction of
the qubit states. It is simple to check that only states
transforming according to the IR E1 are allowed. This is
illustrated in the left-hand panel of FIG. 2.
We label the ground state of the orbital Hamiltonian
as |A0〉, since the ground state in quantum mechanical
systems is of the maximal possible symmetry [41] and it
should transform according to the A0 IR, representing
the objects invariant under all group symmetry opera-
tions (see Table I). We write two complex conjugate basis
vectors of the two-dimensional IR E1 as |Eia〉 and |Eib〉,
where i labels the energy level. Also, we define the en-
ergy difference between the excited level and the ground
state as ǫi = ǫiex − ǫgr.
Due to the negative g factor, the lowest qubit state
|A0+〉 = |A0〉 ⊗ |+〉 is parallel to the magnetic field di-
rection, while |A0−〉 = |A0〉 ⊗ |−〉 is the qubit state with
spin projection antiparallel to the magnetic field direc-
tion. The first-order perturbative correction to the qubit
states is written as |δA0±〉. Thus, we can write the SOI
corrected qubit states as |↑↓〉 = |A0±〉 + |δA0±〉, where
the normalization factor is omitted as the correction is
small. Correspondingly, the dipole moment is equal to
d =
∑
j=x,y
〈↑|r · ej |↓〉ej =
∑
j=x,y
(
〈A0+|r · ej |δA0−〉ej
+〈δA0+|r · ej |A0−〉ej
)
. (19)
5Since lso ≫ l, we approximate the unitary operator U
with I2, where I2 is the identity 2 × 2 matrix. After
noticing that 〈±|sz|∓〉 = −1/2, 〈±|sz|±〉 = 0, we find
the SOI-induced corrections of the qubit states
|δA0±〉 = |g|µBB
2lso
∑
i
(〈Eia|xvx + yvy|A0〉
ǫi ± |g|µBB |E
i
a∓〉
+
〈Eib|xvx + yvy|A0〉
ǫi ± |g|µBB |E
i
b∓〉
)
. (20)
Additionally, transition dipole matrix elements are la-
beled as
X i = 〈Eia|x|A0〉, Y i = 〈Eia|y|A0〉. (21)
Since the Zeeman splitting is much smaller than the or-
bital excitation energies, |g|µBB ≪ ǫi, the approxima-
tion ǫi ± |g|µBB ≈ ǫi can be made. Thus, Eq. (20) is
transformed into
|δA0±〉 = |g|µBB
2lso
∑
i
(X ivx + Y ivy
ǫi
|Eia∓〉
+
(X i)∗vx + (Y i)∗vy
ǫi
|Eib∓〉
)
,(22)
where (X i)∗ and (Y i)∗ are the complex conjugates of X i
and Y i, respectively. Components of the dipole moment
can now be written in a more compact form
dx =
2|g|µBB
lso
∑
i
|X i|2vx +Re(X i(Y i)∗)vy
ǫi
,
dy =
2|g|µBB
lso
∑
i
|Y i|2vy +Re(X i(Y i)∗)vx
ǫi
, (23)
where Re(X i(Y i)∗) stands for the real part of X i(Y i)∗.
Potential dependent parameters that enter Eq. (23) are
the transition dipole matrix elements and the excitation
energies. Besides them, dipole moment components are
dependent on the spin-orbit angle ν, magnetic field angle
α, and the angle ϕ between the [100] crystallographic
direction and the x axis.
A further simplification of Eq. (23) stems from the ex-
istence of the vertical mirror symmetry σv, requiring that
Re(X i(Y i)∗) must be zero. This can be proven in a few
simple steps. First, we deduce from the matrix of an IR
E1, representing the vertical mirror plane, that σv trans-
forms one IR vector into the other, E1(σv)|Eia,b〉 = |Eib,a〉.
Furthermore, y remains unchanged, while x acquires a
minus sign, leading to the following behavior of the tran-
sition matrix elements X i and Y i under vertical mirror
plane symmetry:
X i
σv−→ −(X i)∗, Y i σv−→ (Y i)∗. (24)
From the previous relations, we conclude that the term
Re(X i(Y i)∗) transforms into −Re(X i(Y i)∗), meaning
that this object does not obey the symmetry of a sys-
tem and must vanish.
Additionally, rotational symmetry of a system imposes
that matrix elements |X i|2 and |Y i|2 are equal. This can
be concluded from the action of the rotation Cn for an
angle βn = 2π/n around the z axis, being the element
of the group symmetry. An element Cn leaves the vec-
tor |A0〉 unchanged and adds a phase exp(iβn) to the
vector |Eia〉. Also, it transforms x and y to x cosβn +
y sinβn and −x sinβn + y cosβn. Thus, X i and Y i are
transformed into exp(−iβn)(X i cosβn + Y i sinβn) and
exp(−iβn)(−X i sinβn + Y i cosβn), respectively. Corre-
spondingly,
|X i|2 Cn−−→ |X i|2 cos2 βn + |Y i|2 sin2 βn,
|Y i|2 Cn−−→ |X i|2 sin2 βn + |Y i|2 cos2 βn, (25)
where we have neglected the Re(X i(Y i)∗) term, which
was previously proven to equal to zero. Since |X i|2 and
|Y i|2 must remain unchanged under the group symmetry
operations, we conclude that the relation |X i|2 = |Y i|2
must hold. Thus, we have obtained a general relation for
the dipole moment in the case of the potential symmetry
Cnv (n ≥ 3):
d
Cnv
↑↓ =
2|g|µBB
lso
(∑
i
|X i|2
ǫi
)
(vxex + vyey). (26)
In these situations, the absolute value of the dipole mo-
ment |dCnv↑↓ |2 ∼ (1 + sin 2α sin 2ν) is independent of the
orientation of the potential with respect to the crystallo-
graphic frame.
Analogous analysis can be conducted in the C∞v case.
Since the matrix form of the IRs A0 and E1 (see Table I)
for this symmetry group is the same as for Cnv, the pro-
cedure is exactly the same if the change βn → β in the
previous discussion is made.
As an example, we implement the derived formula (26)
in the case of the isotropic two-dimensional harmonic
confinement V iho(x, y) = 1/2m∗ω2(x2 + y2) with C∞v
symmetry, assuming only one excited level in the per-
turbative correction of the qubit states. With the
help of the states ψ0 and ψ1, corresponding to the
ground and the first excited states of the one-dimensional
harmonic oscillator, we can define the ground state
|A0〉 and two complex conjugate eigenstates |Ea〉 and
|Eb〉 of the degenerate level: |A0〉 = ψ0(x)ψ0(y),
|Ea〉 = (ψ0(x)ψ1(y) + iψ1(x)ψ0(y))/
√
2, and |Eb〉 =
(ψ0(x)ψ1(y)−iψ1(x)ψ0(y))/
√
2. In this case, the squared
norm of the transition matrix element is equal to |X |2 =
~/4m∗ω. Using the energy difference of the ground and
the first excited energy level ǫ = ~ω and the confine-
ment length l =
√
~/m∗ω, an expression for the dipole
moment is obtained [22]:
diho↑↓ =
|g|µBBm∗l4
2lso~2
(
vxex + vyey
)
. (27)
6B. Dipole moment for systems with C2v or C1v
symmetry
As the next step, we discuss potentials with C2v sym-
metry. In this case, coordinates x and y transform ac-
cording to the IRs B1 and A1, respectively. Their sym-
metry behavior imposes the following: x(y) couples the
ground state |A0〉 with states transforming according to
the IR B1(A1) (see the right-hand panel of FIG. 2). Thus,
the SOI-induced corrections of the qubit states are
|δA0±〉 = |g|µBB
2lso
∑
i
(〈Bi1|xvx|A0〉
ǫiB1
|Bi1∓〉
+
〈Ai1|yvy|A0〉
ǫiA1
|Ai1∓〉
)
, (28)
where ǫiB1(ǫ
i
A1
) is the energy difference between the en-
ergy level transforming according to the IR B1(A1) and
the ground-state energy. We define the transition matrix
elements as
X i = 〈Bi1|x|A0〉, Y i = 〈Ai1|y|A0〉, (29)
and obtain the formula for the dipole moment,
d
C2v
↑↓ =
|g|µBB
lso
∑
i
( |X i|2
ǫiB1
vxex +
|Y i|2
ǫiA1
vyey
)
. (30)
In this case, anisotropy of the dipole moment appears
since it is not forbidden that
∑
i |X i|2/ǫiB1 differs from∑
i |Y i|2/ǫiA1.
The anisotropy of the dipole moment can be
illuminated using the example of the anisotropic
two-dimensional harmonic potential V aho(x, y) =
1/2m∗(ω2xx
2 + ω2yy
2), with different confinement lengths
lx =
√
~/m∗ωx and ly =
√
~/m∗ωy along the x and y
directions. We set l = lx and ly = kl, where k < 1 is
the measure of anisotropy. We assume two excited or-
bital states in the perturbative correction: one of type
A1 and one of type B1. In this case we define the
ground state |A0〉 = ψ0(x)ψ0(y) and two excited orbital
states |A1〉 = ψ0(x)ψ1(y) and |B1〉 = ψ1(x)ψ0(y), where
ψ0/1(x/y) represents the ground or first excited state
(subscript 0 or 1, respectively) of the one-dimensional
harmonic oscillator problem in the x or y direction. The
obtained result
daho↑↓ =
|g|µBBm∗l4
2lso~2
(
vxex + k
4vyey
)
(31)
is again consistent with Ref. [22].
In the case of the C1v symmetry, using a similar anal-
ysis as in the previous case, we obtain the expression for
the dipole moment
d
C1v
↑↓ =
|g|µBB
lso
∑
i
( |X i|2
ǫiB0
vxex +
|Y i|2
ǫiA0
vyey
)
, (32)
where X i = 〈Bi0|x|A0〉, Y i = 〈Ai0|y|A0〉, and ǫiA0/B0 is
the energy difference between the nondegenerate energy
level transforming according to the IR A0/B0 and the
ground-state energy.
C. Dipole moment for systems with Cn or C∞
symmetry
In the case of Cn symmetry, all IRs Am (m ∈
(−n/2, n/2]) are one dimensional and represent an ele-
ment of symmetry Csn (s = 0, 1, ..., n − 1) as ei2pims/n.
Besides the geometric symmetry, the time-reversal sym-
metry Θ should be included also [43]. Time-reversal Θ
changes the sign of the quantum number m labeling the
IR vector |Am〉, since it acts as a complex conjugation in
the orbital space:
Θ|Am〉 = |A−m〉. (33)
The eigenproblem of the Hamiltonian H |Am〉 = ǫm|Am〉,
when combined with the commutation relation [Θ, H0] =
0, gives us
H |A−m〉 = ǫm|A−m〉, (34)
stating that, for n ≥ 3, vectors |Am〉 and |A−m〉 are
eigenstates of the degenerate level ǫm. To this degenerate
level corresponds the reducible representation Am⊕A−m
(except for m = n/2). The representation Am ⊕A−m is
equivalent to the IR Em of the Cnv group (see Table I)
if the generator σv is neglected. In other words, Eq. (23)
for the dipole moment is valid also in this case, since it is
obtained without assuming the presence of vertical mir-
ror symmetry. In this case vectors |Eia〉 and |Eib〉 coincide
with |Ai1〉 and |Ai−1〉, respectively.
A further simplification of Eq. (23) appears for sys-
tems whose symmetry element is π/2 rotation. This hap-
pens if the relation n = 4r (r ∈ N) is satisfied. Since
Re(X i(Y i)∗) = 0 and |X i|2 = |Y i|2 in this case, Eq. (26)
is relevant. Using the same reasoning it can be concluded
that Eq. (26) is valid in the C∞ case also.
Finally, the dipole moment components for the C2
symmetry are equal to
(dC2↑↓ )x =
|g|µBB
lso
∑
i
|X i|2vx +Re(X i(Y i)∗)vy
ǫiA1
,
(dC2↑↓ )y =
|g|µBB
lso
∑
i
|Y i|2vy +Re(X i(Y i)∗)vx
ǫiA1
, (35)
where X i = 〈Ai1|x|A0〉, Y i = 〈Ai1|y|A0〉, and ǫiA1 is the
energy difference between the level transforming accord-
ing to the IR A1 and the ground-state energy.
To conclude, anisotropy of the potential orientation
with respect to the crystallographic frame is present in
systems without the π/2 group element (n 6= 4r, r ∈ N);
isotropic behavior is present if a rotation for π/2 is the
group element, i.e., if n = 4r (r ∈ N) or n =∞.
7V. APPLICATIONS: INFINITE-WALL
EQUILATERAL TRIANGLE, SQUARE, AND
RECTANGULAR POTENTIAL
The results presented in the previous Section fully ex-
plain the dependence of the Rabi frequency and spin re-
laxation rate on the spin-orbit angle, magnetic field direc-
tion, and the relative orientation of the gating potential
with respect to the crystallographic frame.
However, symmetry arguments alone cannot provide
us with a qualitative estimation of the spin relaxation
rate, corresponding to the phonon-allowed spin qubit life-
time. Since Γ↑↓ is known for the harmonic gating [22], we
wish to compare the phonon-induced spin relaxation rate
of other confinement potentials with the known values.
To this end, we analyze the spin qubit confined inside the
infinite-wall equilateral triangle, square, and rectangular
gating potential (see FIG. 3):
V tqd =
{
0, x ∈ [y
√
3−a
3
, a−y
√
3
3
], y ∈ [−a
√
3
6
, a
√
3
3
]
∞, otherwise, (36)
V rqd =
{
0, x ∈ [−a
2
, a
2
], y ∈ [− b
2
, b
2
]
∞, otherwise. (37)
In the first case, Eq. (36), the potential has C3v sym-
metry and the corresponding eigenvectors of the spin-
independent Hamiltonian H0 transform according to the
one-dimensional IRs A0 and B0 and two-dimensional E1
IR of the C3v group. The set of eigenenergies ǫ
tqd
p,q and
eigenvectors ψA0p,q, ψ
B0
p,q, and ψ
E1±
p,q [44] are dependent on
two parameters p and q that have different sets of al-
lowed values for each IR. Their concrete form is given in
Appendix A.
In the second case, Eq. (37), the symmetry of the po-
tential is dependent on the ratio k = b/a ∈ (0, 1]: if
k = 1, the symmetry of the problem is C4v; otherwise,
C2v is the symmetry of the spin-independent Hamilto-
nian H0. In both situations, eigenenergies and eigen-
values can be found by using the separation of variables.
The set of eigenenergies ǫrqdp,q and eigenvectors ψ
rqd
p,q in this
case is
ǫrqdp,q =
~
2π2
2m∗a2
(p2 +
q2
k2
), (38)
ψrqdp,q =
2
a
√
k
sin
[pπ
a
(x+
a
2
)
]
sin
[qπ
ak
(y +
ka
2
)
]
, (39)
defined using the two independent parameters p ≥ 1 and
q ≥ 1 that take integer values. However, these solu-
tions do not have any definite symmetry [45]. Therefore,
they need to be symmetrized to apply the general results
from Section IV. Symmetry-adapted eigenfunctions can
be found in Appendix B.
After calculating the transition dipole matrix element
and the excitation energies for two excited states in the
a
[100]
φ

x
y
n
[100]
φ

x
y
n
a
b
FIG. 3. Infinite-wall equilateral triangle (left) and rectangular
(right) gating potential. In both cases, potential is zero inside
the area of the polygon; otherwise it is ∞.
perturbative correction [46], we obtain the desired results
d
tqd
↑↓ =
324
226352π8
|g|µBBm∗a4
lso~2
(vxex + vyey), (40)
d
rqd
↑↓ =
29
35π6
|g|µBBm∗a4
lso~2
(vxex + k
4vyey), (41)
where the first result corresponds to the infinite-wall
equilateral triangle potential, while the second one is
valid for both the infinite-wall square, k = 1, and rect-
angular, k 6= 1, potentials. Dipole moment constants
324/226352π8 ≈ 3.6 × 10−4 and 29/35π6 ≈ 2.2 × 10−3
from Eqs. (40) and (41) suggest a much weaker dipole
moment when compared to the harmonic gating of the
same confinement length [see Eqs. (27) and (31)].
Using the relation Γ↑↓ ≈ |d↑↓|2, we conclude that
square and rectangular confined QDs have a relaxation
rate that is four orders of magnitude weaker than the
harmonic potential; in the equilateral triangle case, a
decrease of almost six orders of magnitude is observed.
Thus, our result indicates a significant influence of the
gating potential on the spin qubit lifetime and a benefi-
cial role of the equilateral triangle confinement.
VI. CONCLUSIONS
We have investigated the influence of the gating po-
tential symmetry on the Rabi frequency and phonon-
induced spin relaxation rate in a single-electron GaAs
quantum dot. Our results suggest that, independently
of the symmetry of the gating potential, both the Rabi
frequency and spin relaxation rate are dependent on the
orientation of the magnetic field and the spin-orbit angle.
Additionally, in systems with C1v, C2v, and Cn (n 6= 4r)
symmetry, orientation of the quantum dot potential with
respect to the crystallographic reference frame is another
degree of freedom that can be used to tune the desired
properties of the system. The validity of the approach
is confirmed on the known results for the isotropic and
anisotropic harmonic potential. Additionally, we have
compared the spin qubit lifetime in the case of an infinite-
wall rectangular, square and equilateral triangle gating
with the harmonic confinement. Our results indicate the
8enhanced lifetime of the spin qubit, reaching an almost
six-orders-of-magnitude increase in the case of the equi-
lateral triangle gating. In the end, we emphasize that in
the regime of strong electric field, nonlinear effects [47–
49] cannot be fully explained by the symmetry of the gat-
ing potential, thus placing the conclusions of our work in
the weak driving regime solely.
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Appendix A: Particle in the infinite-wall equilateral
triangle potential: eigenenergies and eigenvectors
Here we summarize the results from Ref. [44] regard-
ing the Schro¨dinger equation solution of the particle in
the infinite-wall equilateral triangle potential, havingC3v
symmetry. Due to the symmetry, eigenvectors transform
according to the one-dimensional IRs A0 and B0 and the
two-dimensional IR E1. The concrete forms of eigenen-
ergies and eigenstates,
ǫtqdp,q =
8~2π2
3m∗a2
(p2 + pq + q2), (A1)
ψA0p,q(x, y) = cos
[2πq
a
x
]
sin
[2π(2p+ q)
a
√
3
y
]
− cos [2πp
a
x
]
sin
[2π(p+ 2q)
a
√
3
y
]
− cos [2π(p+ q)
a
x
]
sin
[2π(p− q)
a
√
3
y
]
,
q = 0, 1, 2, ..., p = q + 1, q + 2, ... (A2)
ψB0p,q(x, y) = sin
[2πq
a
x
]
sin
[2π(2p+ q)
a
√
3
y
]
− sin [2πp
a
x
]
sin
[2π(p+ 2q)
a
√
3
y
]
+sin
[2π(p+ q)
a
x
]
sin
[2π(p− q)
a
√
3
y
]
,
q = 1, 2, 3, ..., p = q + 1, q + 2, ... (A3)
ψE1±p,q (x, y) = ψ
B0
p,q(x, y)± iψA0p,q(x, y),
q =
1
3
,
2
3
,
4
3
,
5
3
, ..., p = q + 1, q + 2, ... (A4)
are dependent on two parameters p and q that have dif-
ferent allowed values for each IR. Note that the coor-
dinate frame used to derive the previous equations (see
FIG. 4) differs from the frame used in our work (see the
x
y
FIG. 4. Infinite-wall equilateral triangle potential with the
point group symmetry C3v. Inside the equilateral triangle
potential is 0, otherwise it is ∞.
left-hand panel of FIG. 3). To adapt the eigenfunction
from Eqs. (A2)-(A4) to our case, a suitable change of co-
ordinates x → x + a/2 and y → y + a√3/6 should be
made.
Appendix B: Particle in the infinite-wall square and
rectangular potential: eigenvectors
The infinite-wall square potential has C4v symmetry
with the corresponding IRs A0/B0, A2/B2, and E1.
Eigenvectors that transform according to the given IRs
and the set of allowed quantum numbers are
ψA0p,q(x, y) = cos
[pπ
a
x
]
cos
[qπ
a
y
]
+ cos
[qπ
a
x
]
cos
[pπ
a
y
]
q = 1, 3, 5, ..., p = q, q + 2, q + 4, ... (B1)
ψB0p,q(x, y) = sin
[pπ
a
x
]
sin
[qπ
a
y
]− sin [qπ
a
x
]
sin
[pπ
a
y
]
q = 2, 4, 6, ..., p = q + 2, q + 4, ... (B2)
ψA2p,q(x, y) = cos
[pπ
a
x
]
cos
[qπ
a
y
]− cos [qπ
a
x
]
cos
[pπ
a
y
]
q = 1, 3, 5, ..., p = q + 2, q + 4, ... (B3)
ψB2p,q(x, y) = sin
[pπ
a
x
]
sin
[qπ
a
y
]
+ sin
[qπ
a
x
]
sin
[pπ
a
y
]
q = 2, 4, 6, ..., p = q, q + 2, q + 4, ... (B4)
ψE1±p,q (x, y) = cos
[pπ
a
x
]
sin
[qπ
a
y
]± i sin [qπ
a
x
]
cos
[pπ
a
y
]
p = 1, 3, 5, ..., q = p+ 1, p+ 3, ... (B5)
In the case of the infinite-wall rectangular potential C2v
symmetry is relevant. Eigenfunctions transforming ac-
cording to the IRs A0/B0 and A1/B1 and the correspond-
ing set of quantum numbers are
ψA0p,q(x, y) = cos
[pπ
a
x
]
cos
[qπ
ka
y
]
q = 1, 3, 5, ..., p = q, q + 2, q + 4, ... (B6)
ψB0p,q(x, y) = sin
[pπ
a
x
]
sin
[qπ
ka
y
]
q = 2, 4, 6, ..., p = q, q + 2, q + 4, ... (B7)
9ψA1p,q(x, y) = cos
[pπ
a
x
]
sin
[qπ
ka
y
]
p = 1, 3, 5, ..., q = p+ 1, p+ 3, p+ 5, ... (B8)
ψB1p,q(x, y) = sin
[pπ
a
x
]
cos
[qπ
ka
y
]
q = 1, 3, 5, ..., p = q + 1, q + 3, q + 5, ... (B9)
In both cases, eigenenergies are given in Eq. (38) (k = 1
in the C4v case and k 6= 1 for the C2v symmetry).
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