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1. INTRODUCTION 
We shall consider boundary value problems for certain homogeneous 
linear ordinary differential equations of order m on the x interval [0, 11. These 
equations depend on a small parameter E in such a way that the order of the 
differential equation will drop to n < m when E = 0. In addition, the differen- 
tial order of the boundary conditions may also drop when E = 0. 
As previous studies have indicated, the solution y(x, E) will, under appro- 
priate conditions, have a limit as E -+ 0 within (0, 1) which satisfies the reduced 
equation, i.e., the n-th order equation obtained when E = 0 (cf., especially, 
Wasow [9], [IO], ViGk and Lyusternik [S], and O’Malley and Keller [5]). 
Under further hypotheses, this limiting solution will satisfy n of the original 
m boundary conditions evaluated at E = 0. In addition to finding such 
limiting solutions, the object of this paper is to obtain a uniformly valid 
asymptotic solution for such problems. The boundary conditions allowed are 
much more general than those of analogous previous investigations. Moreover, 
the conclusions obtained are new even for two-point problems. 
2. PROBLEM STATEMENT AND PRELIMINARIES 
The boundary value problem to be analyzed is 
e’M(D, e) y + ND, 4 Y = 0, O<X<l (2.1) 
Uv(4Y = 4(4, r = l,..., m. (2.2) 
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Here, 6 is a small positive parameter, p is a positive integer, and M and N are 
differential operators defined as follows: 
jqD, <) zzz f &+lv?j(X, E)D, 
j=n+1 
(2.3) 
and 
where the functions bj are assumed to have asymptotic expansions 
(2.5) 
as E -+ 0 that are uniformly valid throughout [0, 11. Further, to eliminate 
singuIar points and turning points, we ask that 
b,(x, 0) # 0 f b,(x, 0) for all x in [0, 11. (2.6) 
The boundary conditions (2.2) will be defined below [cf. (2.17)]. They 
will link the solution y(x, c) and its derivatives at K fixed points {xj}, where 
0 = x1 < x2 < -** < XK-1 < XK = 1. (2.7) 
First, we recall: 
PRELIMINARY LEMMA. Corresponding to each root 
of the polynomial 
we define 
Note that &x, 0) satisfies the characteristic polynomial 
f b,(x, 0) p” = 0. 
k=n 
(2.9) 
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Suppose 
(a) Eq. (2.9) has m - n nonzero roots cc1 ,..., pm+1L which are distinct 
throughout the x interval [0, l] ; and 
(b) for the corresponding polynomials &x, l ) and for E sufficiently small, 
s 
Lx1 
Re pj(t, E) dt < 0 for j == I ,..., u and I == 2 ,..., 6 (2.10) 
0 
and 
1 1 Re pj(f, c) dt -> 0 for j = 0 + I,..., (T + 7 and I = 1, 2 ,..,, K - 1, 21 
(2.11) 
where 
a+T=m-n. (2.12) 
Then, the differential equation 
EPM(D, c) y + N(D, 6) y = 0 (2.1) 
has m linearly independent solutions Yj as follows: 
Yj(x, e) = Rj(x, l) exp [ -$- 1: pj(t, E) dt], j == I,..., o, (2.13) 
Y~(x, C) = S+,(X, l ) exp [ - f j’ pj(t, 6) dt], j : CJ + l,..., wz - n 
,z 
and 
(2.14) 
Yj(X, 6) = Tj-m+n(x, <), j-m-n+1 m. ,*.., (2.15) 
Here, the R’s, S’s, and T’s have uniformly valid asymptotic power series 
expansions as E - 0, the leading terms Rj(x, 0) and SjPO(x, 0) are not iden- 
tically zero, and 
N(Q 0) Tj-v&+,(x, 0) = 0, j = m - n + l,..., m. (2.16) 
Moreover, these asymptotic solutions may be formally differentiated term- 
wise. In particular, each Yj(x, 6) and its derivatives are asymptotically 
exponentially small forj = l,..., o at x = xi, I > 1 and each Yj(x, C) and its 
derivatives are asymptotically exponentially small for j = D + I,..., m - n 
at x = x1 ,I : K. 
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Proof, A fundamental system for (2.1) is obtained under weaker assump- 
tions than (a) and (b) in Turrittin [7]. 
We now define the operators U7(c) by 
m-1 K-l 
ujr(E)y = C A~j(c)y'j'(0) + 1 clrj(c)Y(j)(XL) + B~j(c)Y’j’(l) 
34 1-2 1 
and 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
Here, 01,~ , /3rj , and the ylTj are nonzero and [rj , 7rj , and the olrj are non- 
negative integers or +CJJ. We set crj = CO and CQ = 1 if A,,(c) = O(8) for 
each q > 0, and do likewise for qrj and & and each elrj and ylrj . Further, for 
each r we assume that not all coefficients AJE), C1rj(c), and Brj(c) in (2.17) 
are asymptotically exponentially small, and that 
for each Y. (2.21) 
It is natural to assign an order to each boundary operator U, by balancing 
the powers of E occurring in each term of Ali and B,,(G) and the order of 
differentiation involved. Thus, we define 
?r = oGzz-l [Pi - mi4L.j 9 ?lrj)], r = I,..., m. (2.22) 
Note that qr = -co if all the Arj(c) and BTj( E are asymptotically exponen- ) 
tially small. Otherwise, qr is finite. Without loss of generality, we assume 
that the boundary conditions are ordered such that 
We now define polynomials g,.(p) and h,(p) as follows: 
g&l = 0 = UP.) if qr = -co. (2.24) 
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L,={l:O<l<m-I, pl-vr, = %I, r = 1, 2 ,..., m. 
Remark. Multipoint boundary value problems for linear equations (with- 
out a small parameter) were, perhaps, first studied by Wilder [12]. Much 
subsequent analysis has been devoted to related problems with the more 
general interface conditions (see, e.g., Whyburn [l l] and Conti [l]). An early 
discussion of the asymptotic solution of general boundary value problems 
with a parameter is given by Tamarkin [6]. 
3. THE MAIN RESULTS 
THEOREM. Suppose hypotheses (a) and (b) of the Preliminary Lemma 
hold. In addition, suppose 
(c) qm-,, is finite and the m x m matrix 
is nonsingular. (Here S,, , the Kronecker delta function, equals 1 when 
a = b and is 0, otherwise.) 
Then the boundary value problem (2.1-2.2) has a unique solution of the 
form 
‘%;[tm (31 4%+o(l, 011 %,-,P7.w9 TL(% 0) 
6 n,,&+%G44 WI *71m-,.?&PLk+ou~ (91 Us(O) T,(x, 0) 1 
(3.1) 
r = l,..., m - n; s = m - n + l,..., m 
j = l,..., O; k = l,..., 7; and 1 = I ,..., n 
+ min Gj(x, c) exp [-E-P s: pj(t, 6) dt] 1 + w(x, 6) (3.2) 
j=u+l 
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where 
fvp, 0) w(x, 0) = 0 (3.3) 
and the Gj(x, E)‘S and w(x, l ) have asymptotic series expansions as E+ 0 
which are uniformly valid throughout 0 < x < 1. Moreover, these expan- 
sions may be obtained by a scheme of undetermined coefficients. 
Proof. The general solution of Eq. (2.1) is a linear combination of the 
fundamental set of solutions (2.13-2.15). Applying the boundary conditions 
(2.2), a unique solution of the problem (2.1-2.2) will be obtained if, and only 
if, the appropriate determinant of coefficients is nonzero. 
First, note that 
U,(e) Yj(X, c) = * ) j = l,..., u (3.4) 
here Rjr(c) has an asymptotic series expansion as E + 0 with limiting value 
W(O) = &MO, ON. (3.5) 
Likewise, 
U&> Yrc+o(x, E) = *, k = l,..., ff (3.6) 
where SJ(E) has the asymptotic limit 
&‘(O) = MPk+oU, m (3.7) 
Lastly, 
Ur(4 ym-n+z(x, 4 = T,‘(E) (3.8) 
with T,‘(O) bounded. We note that the derivatives at x = xI , I > 1, make 
only asymptotically small contributions to the R/(E), as do the derivatives 
at x = x1 , I < K, to the S,‘(E). Further, if all the Ark(c)‘s are asymptotically 
exponentially small, the contribution at x = 0 to RJ(E) is negligible. Likewise, 
for x = 1 and Skr(c), if all the I&( E s are asymptotically exponentially small. )’ 
Setting 
m--n 
y(x, e) = .+-n z G(4 y@, 4 + j=;n+lcj(C) Yj(X, c) (3.9) 
and applying the boundary conditions, we have 
7% 
+ l --n c Cl++&) 2-l+) = F”-qE), 
E-l 
r=l ,..., m - n (3.10) 
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Y = m ~- n + l,..., m. (3.11) 
Thus, there is a unique determination of the coefficients cj(<) if, and only if, 
the matrix 
is nonsingular. The ~~(6)‘s may, then, be obtained directly by Cramer’s rule. 
They will possess asymptotic series expansions as c ---F 0. A sufficient condi- 
tion for &(E) to be nonsingular for E sufficiently small is that a(O) -= 6 
[cf. (3.1)] be nonsingular, but this is, of course, not necessary. 
An alternate, more efficient procedure when & is nonsingular is to set 
G&Y, 6) = cj(c) R&r, c),j = l,..., a; Gk+&, c) = c~+*(E) S&c, c), K = l,..., T; 
and ~(2, c) = Cz”=l CZ+,+~ (6) Tl(x, E), and to obtain successive terms in the 
expansions for the G’s and w by direct substitution into the differential 
Eq. (2.1) and the boundary conditions (2.2) (cf. Handelman, Keller, and 
O’Malley [2] and O’Malley [4] where analogous methods are employed). 
Clearly, w(x, 0) satisfies the reduced equation. 
Remarks. (1) If conditions (2.10) and (2.11) are strengthened to 
Re ’ 
I o CL&, 4 dt < 0 
for J E (0, I] and j = I,..., (r, (3.13) 
and 
1 
1 
Re pj(t, 6) dt > 0 for x E [0, I) and j = o + I ,..., m - n, 
+ (3.14) 
under the hypotheses of the Theorem we also have 
yqx, c) - wyx, 0) for each i>O 
as E + 0 for each interior point x E (0, 1). Thus, a “boundary layer” phenom- 
enon is observed. 
(2) A unique solution of the boundary value problem (2.1-2.2) exists if the 
matrix a(~) of (3.12) is nonsingular. Theorem 1 gives a simple criterion for 
asymptotic convergence when d(0) is nonsingular. For simple examples like 
ey* + y’ = 0 
q’(O) + (1 + 4 Y(O) = 1 = Y(l) 
(3.15) 
det &(E) -+ 0 as E + 0, but a unique solution exists. Direct analysis of higher 
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order terms in the expansion for &(c) should be made in order to handle such 
cases. 
(3) 7m-n will fail to be finite only if all the A,j(~)‘~ and Brj(e)‘s are exponen- 
tially small as E --f 0 for more than n values of Y. In such cases, the deter- 
minant of coefficients corresponding to the matrix (1;“(c) will be exponentially 
small as E + 0. Corresponding cj( E ‘s can, then, grow exponentially as E ---f 0, ) 
leading to solutions ~(2, c) which become asymptotically exponentially 
large near an endpoint x = 0 or x = 1. As an example, the solution of 
E2YA -y --_ 0, 0 .< x :, I 
y(J.) = I) Y(l) = 2 
(3.16) 
becomes exponentially unbounded on [0, 4) as E - 0. 
(4) Even if rlmen is finite, a(e) will become exponentially small as E + 0 if 
the J&.~(E)‘s are all exponentially small as E -+ 0 for more than m - 0 values 
of r, or if the BTj(c)‘s are all exponentially small for more than m - T values 
of Y. Unboundedness of y(q 6) as E + 0 can again be expectecl. Roughly, 
then, “enough” boundary conditions must, generally, involve the right and 
left hand endpoints. Thus, the solution of 
E2Y” - 3cyn + 2y’ = 0, O<X<l 
Y(O) = a, y(a) = b, Y(l) = c 
(3.17) 
will be unbounded near x = 0, unless 6 = c. Here, 0 = 2 but only one 
boundary condition involves evaluation at h: = 0. 
(5) If hypothesis (b) of the Preliminary Lemma is not satisfied, consider- 
ably different behavior can be expected. As an example, for 
C2,1V -y" = 0, 0 < .2: :g 1 
y’(i) = a, y"(t) :z 6, 
(3.18) 
y converges to zero throughout [0, l] although 0 = r = 1. Problems with 
separated two point boundary conditions were studied in such exceptional 
cases (where some polynomials &s, E) are purely imaginary) in Wasow [9] 
and O’Malley and Keller [5]. 
Proceeding, we have: 
COROLLARY 1. Let us, in addition to the hypotheses (a) and (b) of the 
Preliminary Lemma, have 
s-,, finite and qrn+, > T,-,+~, (c-l)’ 
the m - n matrix (c-2)’ 
b1 = {griIPj(“, O)l hr[Pk+oC1 7 O)l), r = 1, 2 ,..., m - n, 
j = l)...) u; k = l,,..) 7 (3.19) 
505/7/2-I 1 
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is nonsingular, and 
the reduced boundary value problem (c-3)’ 
N(D, 0) z(x) = 0 
U,(O) 44 = UO), r = m - n + l,..., m 
(3.20) 
has a unique solution z(x). 
Then, the results of the theorem follow with 
w(x, 0) = ,z(ax). (3.21) 
Proof. (c-l)‘-(c-3)’ imply (c). 
Remarks. (1) For hypothesis (c) to hold, it is not necessary to have 
yrnen > rlmWn+r. Then, however, the reduced boundary value problem is 
uniquely determined by (3.20). Further, under the additional hypotheses 
(3.13) and (3.14), the limiting solution is given by w(x, 0) = z(x), i.e., the 
first m - n boundary conditions arc “lost” in the limit as E -+ 0. This deter- 
mination of limiting behavior is considerably simpler than for two-point 
boundary value problems for systems of first-order equations (cf. Harris [3]). 
If (c) holds, but not (c-l)‘, zu(x, 0) is, generally, determined by, all the 
Ur(E)‘S, Ln-,,I P..., L(O>, and those Z,(O) for r < m - n with vr = T,-, . 
(2) The boundary value problem (2.1-2.2) can have a unique solution 
when (c-2) is not satisfied. Such is the case for 
EY"' +y" c 0 
EY"(O) -tY'(O) = 1, Y(O) = 2, y(1) = 4. 
(3.22) 
Its unique solution 
y(x, E) - -edxls) + x + 3 
does not have the form (3.2), however, since vmen = 1. Likewise, a boundary 
value problem may have a unique solution when the reduced problem (3.20) 
has an infinite family of solutions. An example is furnished by 
cy"' + y" IT; 0 
y”(0) + g@) = 1, Y(O) + EY’(l) = % 
y’(1) - y( 1) = 2E. 
(3.23) 
Lastly, we have: 
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COROLLARY 2. Suppose hypotheses (a), (b), (c-l)‘, and (c-3)’ of Corollary 
1 hold. Suppose further: 
(c-2)” 
h,(p) = 0 for Y E g0 
and 
g&) = 0 for Y E gI 
(3.24) 
where 
Without loss of generality, let {r,,J and {yv} both form decreasing sequences. 
Also suppose the two matrices 
and 
6 = ~&oi(P~(o, ONI i,j= 1 ,..., u 
(3.25) 
8;’ = vhll(Pk+o(L ONI, 1, k = l,..., 7 
are nonsingular. 
Then, the boundary value problem (2.1-2.2) has a unique solution of the 
form 
where w(x, 0) solves the reduced boundary value problem (3.20) and the G,‘s 
and w have asymptotic series expansions as E --f 0 which are uniformly valid 
throughout 0 < x < 1. 
Remarks. (1) Hypothesis (c-2)” implies (c-2)‘. The representation (3.26) 
is slightly stronger than (3.2), however, since max(T,pO, qr17) may be greater 
than ym-n . 
(2) Specializing to the case of separated two-point boundary conditions, 
(3.26) is a result of O’Malley and Keller [5]. Then, if the boundary conditions 
are independent of E, 8; and 8’; have Vandermonde determinants, and (3.26) 
follows by Wasow [9]. 
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