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GEOMETRIC CONFIGURATION OF RIEMANNIAN
SUBMANIFOLDS OF ARBITRARY CODIMENSION
MOHAMED ABDELMALEK, MOHAMMED BENALILI,
AND KAMIL NIEDZIA LOMSKI
Abstract. In this paper we study a geometric configuration of sub-
manifolds of arbitrary codimension in an ambient Riemannian space.
We obtain relations between the geometry of a q-codimension subman-
ifold Mn along its boundary and the geometry of the boundary Σn−1of
Mn as an hypersuface of a q-codimensional submanifold Pn in an ambi-
ent space M
n+q
. As a consequence of these geometric ralations we get
that the ellipticity of the generalized Newton transformations implies
the tranversality of Mn and Pn in Pn is totally geodesic in M
n+q
.
1. Introduction
Let M
n+q
be n + q-dimensional connected and orientable Riemannian
manifold with metric 〈., .〉 and Levi-Civita connection ∇. Denote by Pn an
oriented connected n- submanifold of M
n+q
and consider Σn−1 an n − 1-
compact hypersurface of Pn. If Ψ : Mn → M
n+q
is an oriented connected
and compact submanifold of M
n+q
with boundary ∂M . Mn will be said
submanifold of M
n+q
with boundary Σn−1 if the restriction of Ψ to ∂M is
a diffeomorphism onto Σn−1. A natural question would be: How can one
describe the geometry of Mn along its boundary ∂M with respect to the
geometry of the inclusion Pn ⊂M
n+q
? A partial answer to this question is
given by the following formula, obtained in this paper, which holds along the
boundary ∂M : for any multi-index u = (u1, ..., uq) with length |u| ≤ n− 1,
(1.1) 〈Tuν, ν〉 =
1
n− 1− |u|
∑
l≤u
(
n− 1− |l|
|u| − l
)
ρlµu−lσ|l|(AΣ).
where (Tu)u stands for the family of the generalized Newton transformations
introduced in [4] associated to the matrix A = (A1, ..., Aq); (Aα)α∈{1,...,q} is
a system of matrices of the shape operators corresponding to a normal basis
to the manifold Mn and σ˜u = σ˜u(A1|Σ, ..., Aq |Σ) are the coefficients of the
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Newton polynomial P
A˜
: Rq −→ R defined by
P
A˜
(t) =
∑
|u|≤n−1
σ˜ut
u
where A˜ = (A1|Σ, ..., Aq |Σ) , Aα|Σ is the restriction of Aα to Σ
n−1 and
σr(AΣ) is the symmetric function coefficient of t
r in the characteristic poly-
nomial of the matrix AΣ.
In [2] Al´ıas and Malacarne considered the above geometric configuration
to the case of hypersurfaces where Σn−1 is an (n− 1)-dimensional compact
submanifold contained in an hyperplane Π of Rn+1 and Mn stands for a
smooth compact, connected and oriented manifold with boundary ∂Mn.
Moreover Mn is an hypersurface of Rn+1 with boundary Σn−1 in the sense
that there exists ψ :Mn → Rn+1 an oriented hypersurface immersed in Rn+1
such that the restriction of ψ to the boundary ∂Mn is a diffeomorphism onto
Σn−1. They showed that along the boundary ∂M
n, for every 1 ≤ r ≤ n− 1:
(1.2) 〈Trν, ν〉 = (−1)
r sr 〈a, ν〉
r
where ν stands for the outward pointing unit conormal vector field along
∂Mn while Tr denotes the classical Newton transformation, a ∈ R
n+1 such
that Π = a⊥ and sr is the r-th symmetric function of the principal curvatures
of Σn−1 with respect to ν. In [3] Al´ıas, de Lira and Malacarne studied the
question in the context of an (n+1)-dimensional connected oriented ambient
Riemannian manifoldM
n+1
, they established that along the boundary ∂Mn,
for every 1 ≤ r ≤ n− 1:
(1.3) 〈Trν, ν〉 = (−1)
r sr 〈ξ, ν〉
r
where Tr , ν, sr, are as in relation 6 ( 1.2) where P
n ⊂ M
n+1
is an
embedded totally geodesic submanifold instead of the hyperplane Π and
ξ is a unitary normal vector field to Pn. Relation (1.3) shows that the
ellipticity of the Newton transformation Tr, for some 1 ≤ r ≤ n − 1 on
Mn, implies the transversality of the hypersurfaces Mn and Pn along their
boundary. Formula (1.3) was also obtained, in [1], by the two first authors
in context of pseudo-Riemannian spaces. Moreover we deduce from relation
(1.1) that the ellipticity of the generalized Newton transformation Tu implies
the transversality of the q -codimension submanifolds Mn and Pn in case
where Pn is totally geodesic submanifold of M
n+q
.
2. Preliminaries
In this section, we will recall some properties of the generalized Newton
transformations and we will show how our method works.
2.1. Generalized Newton Transformations. Let E be an n-dimensional
real vector space and End(E) be the vector space of endomorphisms of
E. Denote by N the set of nonnegative integers and let Nq be the one of
multi- index u = (u1,..., uq) with uj ∈ N. The length |u| of u is given by
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|u| = u1+...+uq . End
q (E) stands for the vector space End(E)×...×End(E)
q-times. For A = (A1, . . . , Aq) ∈ End
q (E), t = (t1, ..., tq) ∈ R
q and u ∈ Nq,
we set
tA = t1A1 + . . . + tqAq
tu = tu11 . . . t
uq
q .
For α ∈ {1, ..., q} we define ( see [4] ) the musical functions α♭ : N
q −→ Nq
and α♯ : Nq −→ Nq by
α♭ (i1, . . . , iq) = (i1, . . . , iα−1, iα − 1, iα+1, . . . , iq)
and
α♯ (i1, . . . , iq) = (i1, . . . , iα−1, iα + 1, iα+1, . . . , iq)
It is clear that α♭ is the inverse map of α
♯.
The generalized Newton transformation (GNT in brief ) is a system of
endomorphisms Tu = Tu (A) , u ∈ N
q, that satisfies the following recursive
relations
T0 = I where 0 = (0, . . . , 0),
Tu = σuI −
∑
α
AαTα♭(u) where |u| > 1
= σuI −
∑
α
Tα♭(u)Aα
where σu are the coefficients of the Newton polynomial PA : R
q −→ R of A,
given by
PA(t) = det (I + tA) =
∑
σut
u
|u|≤n
σu = σu(A1, ..., Aq) depends only on A = (A1, ..., Aq) and I is the identity
map on E.
2.2. The method. We will describe how our method works.
2.2.1. Hypersurfaces’ case. Let Mn be a n-submanifold of codimension one
in M
n+1
of boundary ∂M . Assume the boundary Σn−1 = ∂M is a codi-
mension one in Pn ⊂M
n+1
. Then we have the inclusions
Σn−1 ⊂Mn ⊂M
n+1
, Σn−1 ⊂ Pn ⊂M
n+1
.
Denote the corresponding shape operators, respectively, by
AΣ, AP , AΣ,P , A.
In our consideration we will need only AΣ, AP , A. More precisely we will
use
AΣ, AP |Σ, A.
First two are represented by square matrices of dimension n−1 whereas the
last one by a square matrix of dimension n. The intrinsic geometry of Σn−1
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in Mn is coded in the pair (AΣ, AP |Σ) and the geometry of M
n ⊂ M
n+1
is
given by A. Therefore we will use the following Newton Transformation and
the generalized Newton Transformations
T(k,l) = T(k,l) (AΣ, AP |Σ) and Tr = Tr (A)
and corresponding symmetric functions
σ(k,l) = σ(k,l) (AΣ, AP |Σ) and σr = σr (A) .
The goal is to show that
(2.1) 〈Trν, ν〉 =
∑
k+l=r
σ(k,l)
where ν is the unit normal vector to Σn−1 in Mn.
The only geometric considerations involved are the ones which lead to the
formulas
〈N, ν〉 = 〈ξ,N〉 , 〈η,N〉 = −〈ξ, ν〉
and
〈Aei, ej〉 = −〈AΣei, ej〉 〈ξ, ν〉+ 〈AP ei, ej〉 〈ξ,N〉
where N is unit normal vector with the respect to inclusion Mn ⊂ M
n+1
,
ξ unit normal vector with respect to Pn ⊂ M
n+1
and η is the unit normal
vector of Σn−1 ⊂ Pn and (e1, ..., en−1) is a local orthonormal basis of TΣ
n−1,
we may assume that this basis consists of eigenvectors of AΣ i.e. AΣei = τiei.
In other words
A|Σ = −〈ξ, ν〉AΣ + 〈ξ,N〉AP |Σ.
Assuming P is totally umbilical in M
n+1
, we have AP |Σ = λITΣn−1 . Hence
(2.2) A|Σ = −〈ξ, ν〉AΣ + λ 〈ξ,N〉 ITΣn−1 .
Denote by A˜ the matrix of A with the respect of the basis (e1, ..., en−1, ν)
and by A the matrix of A|Σ. Then
A˜ =
(
A B
B⊺ c
)
, where B =
 〈Aν, e1〉...
〈Aν, en−1〉
 and c = 〈Aν, ν〉 .
Let us compare symmetric functions of Â with symmetric functions of A.
We have
P
A˜
(t) = det
(
In−1 + tA tB
tB⊺ 1 + tc
)
= (1 + tc− t2B⊺(In−1 + tA)
−1B) det(In−1 + tA)
= f(t)PA(t),
where f(t) = 1 + tc− t2B⊺(In−1 + tA)
−1B . Recall that
P
A˜
(t) =
n∑
j=0
(−1)jσj(A˜)t
j .
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Hence
(−1)rr!σr(A˜) =
dr
dtr
P
A˜
(0) =
r∑
j=0
(
r
j
)
dr−j
dtr−j
P
(r−j)
A (0)f
(j)(0)
=
r∑
j=0
(
r
j
)
(−1)r−j (r − j)!σr−j (A) f
(j) (0) .
It is not hard to see that
f(0) = 1, f ′(0) = −c and f (j)(0) = −j!B⊺Aj−2B for j ≥ 2.
Therefore
(2.3) σr(A˜) = σr (A) + cσr−1 (A)−
r∑
j=2
(−1)j
(
B⊺Aj−2B
)
σr−j (A) .
Let us now move to symmetric functions of two matrices. Notice first that
σr(A˜+ λIn) =
r∑
j=0
(
n− j
r − j
)
λr−jσj
(
A˜
)
.
Indeed, P
A˜+λIn
(t) = (1+ t(a1+ λ)...(1 + t(an + λ) if a1, ..., an are the eigen-
values of A˜. Notice moreover that
P
A˜,λIn
(t) = det
(
In + tA˜+ sλIn
)
= (1 + ta1 + sλ) ... (1 + tan + sλ) .
Thus
(2.4) σ(k,l)(A˜, λIn) =
(
n− k
l
)
λlσk(A˜).
Hence
(2.5) σr(A˜+ λIn) =
r∑
j=0
σ(j,r−j)(A˜, λIn)
We need to show, by (2.5) and (2.1), that
(2.6) 〈Trν, ν〉 = σ˜r (A) .
By the recurrence formula for Tr we have
〈Trν, ν〉 = σr
(
A˜
)
−
〈
Tr−1ν, A˜ν
〉
= σr
(
A˜
)
− c 〈Tr−1ν, ν〉 −
n−1∑
i=1
〈Tr−1ν, ei〉
〈
A˜ν, ei
〉
.
We will show that
(2.7)
n−1∑
i=1
〈Tkν, ei〉
〈
A˜ν, ei
〉
= −
k∑
j=2
(−1)j
(
B⊺Aj−2B
)
σk−j(A).
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Indeed, assuming (ei) is a basis consisting of eigenvectors with eigenvalues
(τi)i by induction we have
n−1∑
i=1
〈Tkν, ei〉
〈
A˜ν, ei
〉
= −b2i
k∑
j=2
(−j)σk−j (A) τ
j−2
i
=
k∑
j=2
(−1)j
(
biτ
j−2
i bi
)
σk−j (A)
where B⊺ = (bi)i, which proves (2.7). Thus by induction and (2.3), we get
〈Trν, ν〉 = σr(A˜)− cσr−1(A) +
r∑
j=2
(−1)j
(
B⊺Aj−2B
)
σr−j(A) = σ˜r(A).
2.2.2. General case. We generalize considerations to any codimension q. We
generalize equations (2.1) and (2.6). Let Pn and Mn be of codimension q in
M
n+q
. We assume that Pn is totally umbilical in M
n+1
. As before Σn−1 ⊂
Pn is a boundary of Mn. Then we have the following shape operators
AΣ, A
ξ1
P , ..., A
ξp
P , A
N1 , ..., ANq ,
corresponding to inclusions Σn−1 ⊂ Pn, Pn ⊂ M
n+q
, and Mn ⊂ M
n+q
,
where (ξ1, ..., ξq) are orthogonal to P
n and (N1, ..., Nq) are orthogonal to
Mn. Let
Tu = Tu
(
AN1 , ..., ANq
)
, Tv = Tv
(
AΣ, A
ξ1 |Σ, ..., A
ξq |Σ
)
and
T˜u = T˜u
(
AN1 |Σ, ..., A
Nq |Σ
)
where u is of length q and v of length q + 1. We hope that the following
relations hold
(2.8) 〈Tuν; ν〉 = σ˜u
and
σ˜u =
∑
|v|=|u|, v not increasing
cvσv
where cv is a coefficient independent of
(
AN1 |Σ, ..., A
Nq |Σ
)
. Both of them
imply
〈Tuν; ν〉 =
∑
|v|=|u|, v not increasing
cvσv.
The first equality is a generalization of (2.6), whereas the second one of
(2.5). Moreover, the first one is purely algebraic and the second one uses
correspondence between AΣ, A
ξ1 |Σ, ..., A
ξq |Σ and A
N1 |Σ, ..., A
Nq |Σ analogous
to the relation (2.2) in the codimension one case.
Let us be more precise. First notice that
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∇eiej =
n−1∑
k=1
〈∇eiej , ek〉ek + 〈∇eiej , ν〉ν +
q∑
α=1
〈∇eiej , Nα〉Nα
=
n−1∑
k=1
〈∇eiej , ek〉ek + 〈∇eiej , ν〉ν +
q∑
α=1
〈ANαei, ej〉Nα
and
∇eiej =
n−1∑
k=1
〈∇eiej , ek〉ek + 〈∇eiej , η〉η +
q∑
α=1
〈∇eiej , ξα〉ξα
=
n−1∑
k=1
〈∇eiej , ek〉ek + 〈AΣei, ej〉η +
q∑
α=1
〈Aξαei, ej〉ξα
Thus
〈∇eiej , ν〉ν +
q∑
α=1
〈ANαei, ej〉Nα = 〈AΣei, ej〉η +
q∑
α=1
〈Aξαei, ej〉ξα
Hence 〈
ANαei, ej
〉
= 〈η,Nα〉 〈AΣ(ei), ej〉+
q∑
β=1
〈ξβ, Nα〉 〈
(
Aξβ
)
ei, ej〉
= 〈η,Nα〉 〈AΣ(ei), ej〉+
q∑
β=1
〈ξβ, Nα〉 〈A
ξβei, ej〉
Assuming that Pn is totally umbilical, i.e. Aξα = λαIn, where In denotes
the identity map of the tangent space TpP
n, we get
ANα |Σ = 〈η,Nα〉AΣ +
q∑
β=1
〈ξβ, Nα〉λβIn−1.
Notice that it can be written in the form
(2.9) ANα |Σ = 〈η,Nα〉AΣ + 〈V,Nα〉 In−1, where V =
q∑
β=1
λβξβ.
Moreover one can show that
〈η, V 〉 = det (〈ξα, Nβ〉)α,β and 〈η,Nα〉 = − detCα
where Cα is a matrix obtained from C = (〈ξα, Nβ〉)α,β by replacing the α-th
column by 〈ξα, ν〉 .
Hence we have
T˜u = T˜u (ρ1AΣ + µ1In−1, ..., ρqAΣ + µqIn−1) , where ρα = 〈η,Nα〉 , µα = 〈V,Nα〉 .
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Now if {e1, . . . , en−1} is a basis of eigenvectors of the shape operator AΣ
then, for every i ∈ {1, . . . , n− 1},
AΣ(ei) = τiei.
where τi are the corresponding eigenvalues.
By relation (2.9) we get
〈Aα(ei), ej〉 = (〈η,Nα〉 τi + 〈V,Nα〉) δ
j
i
= γi,αδ
j
i ,
where
γi,α = 〈η,Nα〉 τi + 〈V,Nα〉 .
Thus the matrix associated to the shape operator Aα with respect to the
basis {e1, . . . , en−1, ν} is given by
Aα =

γ1,α 0 . . . 0 〈Aαν, e1〉
0 γ2,α . . . 0
...
...
...
. . .
...
...
0 . . . . . . γn−1,α 〈Aαν, en−1〉
〈Aαν, e1〉 . . . . . . 〈Aαν, en−1〉 〈Aαν, ν〉
 .
.
3. Algebraic Formulas
Let us prove the algebraic relation (2.8), to do so, we put
ρα = 〈η,Nα〉, µα = 〈V,Nα〉.
Moreover, we will write v ≤ u for multi–indices v, u ∈ Nq if the difference
u− v ∈ Nq. For a multi–index u = (u1, ..., uq) ∈ N
q of length |u| = n, we set(
n
u
)
=
n!
u!
=
n!
u1! . . . uq!
.
Proposition 1. Let A˜ = (A1|Σ, ..., Aq |Σ) = (ρ1AΣ + µ1I, . . . , ρqAΣ + µqI).
Put σ˜u = σu(A˜). Then for every multi-index u ∈ N
q we have
(3.1) σ˜u =
1
(n− 1− |u|)!
∑
l≤u
(
|l|
l
)
ρlµu−l
(
n− 1− |l|
u− l
)
σ|l| (AΣ) .
Proof. First, by applying the following relation (see [6])
σu(aA1, . . . , Aq) = a
u1σu(A1, . . . , Aq)
we obtain
(3.2) σ˜u(ρ1AΣ + µ1I, . . . , ρqAΣ + µqI) = ρ
uσˆu(AΣ + θ1I, . . . , AΣ + θqI)
where
θα =
µα
ρα
and ρu = ρu11 ...ρ
uq
q .
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Consider the GNT Tu = Tu(Aˆ), with
Aˆ = (AΣ + θ1I, . . . , AΣ + θqI).
The characteristic polynomial associate to Aˆ is then
PAˆ(t) =
∑
|u|≤n−1
σˆut
u
Moreover, we have
PAˆ(t) = det
(
I +
q∑
α=1
tα (AΣ + θα) I
)
(3.3)
=
n−1∏
j=1
(1 + τj (t1 + ..+ tq) + t1θ1 + . . .+ tqθq) .(3.4)
By expanding the linear factorization of a monic polynomial we obtain
PAˆ(t) =
n−1∑
j=0
(1 + t1θ1 + ...+ tqθq)
n−1−j (t1 + ...+ tq)
j σj (AΣ)
and by the multinomial theorem we get
PAˆ(t) =
n−1∑
j=0
n−1−j∑
k=0
∑
|v|=k
∑
|l|=j
1
(n− 1− j − k)!
(
j
l
)(
n− 1− j
v
)
σj (AΣ) θ
vtv+l.
where l = (l1, ..., lq), v = (v1, ..., vq), θ = (θ1, ..., θq) and t = (t1, ..., tq). Let
u = v + l so j = |u| − |v| and
PAˆ(t) =
∑
|u|≤n−1
∑
l≤u
1
(n− 1− |u|)!
(
|l|
l
)(
n− 1− |l|
u− l
)
θu−lσ|l| (AΣ) t
u.
Thus the coefficient before tu is given by
σˆu(AΣ+θ1I, . . . , AΣ+θqI) =
1
(n− 1− |u|)!
∑
l≤u
(
|l|
l
)
θu−l
(
n− 1− |l|
u− l
)
σ|l| (AΣ) .
Consequently
σ˜u(ρ1AΣ + µ1I, . . . , ρqAΣ + µqI) =
(3.5)
1
(n− 1− |u|)!
∑
l≤u
(
|l|
l
)
ρlµu−l
(
n− 1− |l|
u− l
)
σ|l| (AΣ)
On the other hand
Denote by A¯ = (AΣ, µ1I, . . . , µqI) and σ¯(k,v) = σ(k,v)(A¯). We have
σ(k,v)(A¯) = µ
vσ(k,v)(AΣ, I, . . . , I).
10MOHAMED ABDELMALEK, MOHAMMED BENALILI, AND KAMIL NIEDZIA LOMSKI
Now, we use the following formula ( see [6] )
σ(v, k)(B1, . . . , Bq, I) =
(
n− 1− |v|
k
)
σv(B1, . . . , Bq)
consecutively q-times and we get
σ(j,v)(AΣ, I, . . . , I) =
(
n− 1− |v|+ v1
v1
)
. . .
(
n− 1− |v|+ |v|
vq
)
σj(AΣ)
=
1
(n− 1− |v| − j)!
(
n− 1− j
v
)
σj(AΣ).
Taking j = |u| − |v|, we obtain
=
1
(n− 1− |u|)!
(
n− 1− |u|+ |v|
v
)
σ|u|−|v|(AΣ)
and if we let l = u− v,we have
(3.6) σ(|l|,u−l)(AΣ, I, . . . , I) =
1
(n− 1− |u|)!
(
n− 1− |l|
u− l
)
σ|l|(AΣ)
So by relations (3.2) and (3.6), we get
(3.7) σ˜u =
1
(n− 1− |u|)!
∑
l≤u
(
|l|
l
)
ρlµu−l
(
n− 1− |l|
u− l
)
σ|l| (AΣ)

Notice, that in the proof of the above Proposition, we assumed ρα 6= 0 for
all α, this allowed us to defined the constants θα. The assumption ρα 6= 0 is
not necessary. Since if there exists α ∈ {1, .., q} such that ρα = 0. then (see
[6])
σ˜u = σ˜u(ρ1AΣ + µ1I, . . . , ρqAΣ + µqI)
= σ˜u(ρ1AΣ + µ1I, . . . , ρi−1AΣ + µi−iI, µiI, ρi+1AΣ + µi+1I, . . . , ρqAΣ + µqI)
= µuii σ˜u˜(ρ1AΣ + µ1I, . . . , ρi−1AΣ + µi−iI, ρi+1AΣ + µi+1I, . . . , ρqAΣ + µqI),
where
u˜ = (u1, . . . , ui−1, ui+1, . . . , uq)
and we may apply the above Proposition to σ˜u˜.
Proposition 2. Let A˜ = (A1|Σ, ..., Aq|Σ) ,where Aα|Σ = (ραAΣ + µαI, and
A = (AΣ, µ1I, ..., µqI). For any multi-index u ∈ N
q, put σ˜u = σu(A˜) and
σu = σu
(
A
)
. Then we have
(3.8) σ˜u =
∑
l≤u
(
|l|
l
)
ρlσ(|l|,u−l).
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Proof. First notice that
σ(j,v) = σ(j,v)(A¯) = µ
vσ(j,v)(AΣ, I, . . . , I).
Using the following formula (see [6])
σ(v, j)(B1, . . . , Bq, I) =
(
n− 1− |v|
j
)
σv(B1, . . . , Bq)
consecutively q -times, we obtain
σ(j,v)(AΣ, I, . . . , I) =
(
n− 1− |v|+ v1
v1
)
. . .
(
n− 1− |v|+ |v|
vq
)
σj(AΣ)
=
1
(n− 1− |v| − j)!
(
n− 1− j
v
)
σj(AΣ)
or by putting l = u− v
σ(|l|,u−l) =
1
(n− 1− |u|)!
(
n− 1− |l|
u− l
)
σ|l|(AΣ)
so
σ(|l|,u−l) =
µu−l
(n− 1− |u|)!
(
n− 1− |l|
u− l
)
σ|l|(AΣ)
Thus by (3.1) we get (3.8). 
Let us now state the relation between symmetric functions corresponding
to the families (Aα) and (Aα|Σ). Notice that there are of different sizes.
Proposition 3. Let A = (A1, ..., Aq) and A˜ = (A1|Σ, ..., Aq |Σ). Put σu =
σu(A) and σ˜u = σu(A˜). Then
σu = σ˜u +
∑
α
Cασ˜α♭(v)
+
∑
α♯β♯(0)≤w≤u
∑
α,β
(−1)|w|−|v|+1
(
|u| − |w|
u− w
)
B⊤α A˜
u−wBβσ˜α♭β♭(w)
where B⊤α = (〈Aαv, e1〉, ..., 〈Aαv, en−1〉) and Cα = 〈Aαv, v〉.
Proof. First calculate the characteristic polynomial PA(t) ofA = (A1, ..., Aq).
By definition, we have
PA(t) = det(I +
∑
α
tαAα)
= det
(
In−1 +
∑
α
tαAα|Σ
)
det
C −B⊤(In−1 +∑
α
tαAα|Σ
)−1
B

where B⊤ and C are respectively given by
B⊤ =
(∑
α
tα〈Aαv, e1〉, ...,
∑
α
tα〈Aαv, en−1〉
)
=
∑
α
tαB
⊤
α
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and
C = 1 +
∑
α
tα〈Aαv, v〉.
To simplify the expressions, we put
M =
(
In−1 +
∑
α
tαAα|Σ
)
.
and
f(t) = det(C −B⊤M−1B).
Moreover it is clear that
B⊤M−1B =
∑
α,β
tαtβB
⊤
αM
−1Bβ ,
therefore we get
f(t) =
1 +∑
α
tαCα −
∑
α,β
tαtβB
⊤
αM
−1Bβ
 .
As it is easily seen that
PA(t) = f(t)PA˜(t).
where PA(t) and PA˜(t) are defined by
PA(t) =
∑
|u|≤n
σut
u
and
PA˜(t) =
∑
|u|≤n−1
σ˜ut
u.
Thus we get
∂u
∂tu
PA(t) |t=0= u!σu,
∂u
∂tu
PA˜(t) |t=0= u!σ˜u.
Similarly we obtain
∂u
∂tu
(
PA˜(t).f(t)
)
|t=0=
∑
v≤u
(
u
v
)(
∂v
∂tv
PA˜(t).
∂u−v
∂tu−v
f(t)
)
|t=0,
where (
u
v
)
=
u!
v!
=
u1! . . . u1!
v1! . . . vq!
.
Now we will compute ∂
u−v
∂tu−v
f(t). For v = u, it is checked
∂u−v
∂tu−v
f(t) |t=0= f(0, ..., 0) = 1.
If v = α♭(u), we have
∂u−v
∂tu−v
f(t) |t=0=
∂
∂tα
f(t) |t=0= Cα
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and for any v ≤ α♭β♭(u), we obtain
∂u−v
∂tu−v
f(t) |t=0=
∂u−v
∂tu−v
1 +∑
α
tαCα −
∑
α,β
tαtβB
⊤
α
(
In−1 +
∑
α
tαAα|Σ
)−1
Bβ
 |t=0 .
Taking |t| < ε for some small enough ε we get∥∥∥∥∥∑
α
tαAα|Σ
∥∥∥∥∥ ≤ 1.
Thus (
In−1 +
∑
α
tαAα|Σ
)−1
=
∞∑
k=0
(−1)k
(∑
α
tαAα|Σ
)k
Since the matrices Aα|Σ are diagonal, then they commute. Therefore, we
may write (∑
α
tαAα|Σ
)k
=
∑
w1+...+wq=k
(
k
w
)
twA˜w.
Hence (
In−1 +
∑
α
tαAα|Σ
)−1
=
∞∑
k=0
(−1)k
 ∑
w1+...+wq=k
(
k
w
)
twA˜w

Which gives
∂u−v
∂tu−v
f(t) |t=0=
∂u−v
∂tu−v
−∑
α,β
tαtβB
⊤
α
∞∑
k=0
(−1)k
 ∑
w1+...+wq=|w|=k
(
|w|
w
)
twA˜w
Bβ
 |t=0
=
∂u−v
∂tu−v
−∑
α,β
B⊤α
∞∑
k=0
(−1)k
 ∑
w1+...+wq=|w|=k
(
|w|
w
)
tw+α
♯β♯(0)A˜w
Bβ
 |t=0
= −
∑
α,β
∑
v≤α♭β♭(u)
B⊤α (−1)
|u|−|v|−2(u−v)!
(
|u| − |v| − 2
u− α♯β♯(v)
)
A˜u−α
♯β♯(v)Bβ
=
∑
α,β
∑
v≤α♭β♭(u)
B⊤α (−1)
|u|−|v|−1(u−v)!
(
|u| − |v| − 2
u− α♯β♯(v)
)
A˜u−α
♯β♯(v)Bβ .
Finally we obtain
u!σu = u!σ˜u +
∑
α
(α♭(u))!
(
u
α♭(u)
)
Cασ˜α♭(u)
+
∑
α,β
∑
v≤u
(
u
v
)
(−1)|u|−|v|−1(u− v)!v!
(
|u| − |v| − 2
u− α♭β♭(v)
)
B⊤α A˜
u−α♭β♭(v)Bβσ˜v
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or equivalently,
σu = σ˜u+
∑
α
Cασ˜α♭(u)+
∑
α,β
∑
0≤v≤α♭β♭(u)
(−1)|u|−|v|−1
(
|u| − |v| − 2
u− α♯β♯(v)
)
B⊤α A˜
u−α♯β♯(v)Bβσ˜v.
Hence
σu = σ˜u+
∑
α
Cασ˜α♭(u)+
∑
α♯β♯(0)≤w≤u
∑
α,β
(−1)|w|−|v|+1
(
|u| − |w|
u− w
)
B⊤α A˜
u−wBβσ˜α♭β♭(w).

4. Generalized Newton transformation on the boundary
We use the same notations as in previous sections. In this section we give
the expression of the GNT Tu = Tu(A˜), where A˜ = (A1|Σ, . . . , Aq|Σ), on the
boundary Σn−1of Mn. Recall that
Aα|Σ = ραAΣ + µαI,
where
ρα = 〈η,Nα〉, µα = 〈V,Nα〉, V =
q∑
α=1
λαξα.
Proposition 4. Let M
n+q
be an (n + q)-Riemannian manifold and Pn ⊂
M
n+q
an oriented totally umbilical n-submanifold of M
n+q
. Denote by
Σn−1 ⊂ Pn an (n − 1)-compact hypersurface of Pn. Let Ψ : Mn −→ M
n+q
be an oriented connected and compact submanifold of M
n+q
with boundary
Σn−1 = Ψ(∂M) . Then along the boundary ∂M , we have
(4.1) 〈Tuν, ν〉 = σ˜u(A1|Σ, ..., Aq |Σ).
Proof. We make a recursive proof. Assume that (4.1) holds for any multi–
index v < u. We have by the recurrence definition of Tu
〈Tuν, ν〉 = σu 〈ν, ν〉 −
∑
α
〈
AαTα♭(u)ν, ν
〉
= σu −
∑
α
〈
Tα♭(u)ν,Aαν
〉
= σu −
∑
α
〈
Tα♭(u)ν, ν
〉
〈Aαν, ν〉 −
∑
α,i
〈
Tα♭(u)ν, ei
〉
〈Aαei, ν〉 .
Put
Cα = 〈Aαν, ν〉 , bi,α = 〈Aαei, ν〉
then
〈Tuν, ν〉 = σu −
∑
α
Cασ˜α♭(u) −
∑
α,i
bi,α
〈
Tα♭(u)ν, ei
〉
.
Let us compute 〈Tuν, ei〉 for any multi–index u ∈ N
q. Notice that
Aαei = ραAΣei + µαei + bi,αν
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assuming that {e1, ..., en−1} is an orthonormal basis of TpΣ
n−1 consisting of
eigenvectors of AΣ (with eigenvalues τi). Thus
Aαei = γi,αei + bi,αν
where
γi,α = ρατi + µα.
We will show inductively that
(4.2) 〈Tuν, ei〉 =
∑
α
∑
α♯(0)≤w≤u
(−1)|u|−|w|+1
(
|u| − |w|
u− w
)
bi,αγ
u−w
i σ˜α♭(w)
where
γi = (γi,1, ..., γi,q)
Indeed, for u = β♯(0) we have,
〈Tuν, ei〉 = σβ♯(0) 〈ν, ei〉 −
∑
α
〈
AαTα♭(β♯(0))ν, ν
〉
= −
∑
α
〈Aαν, ν〉
= −bi,β
=
∑
α
∑
α♯(0)≤w≤β♯(0)
(−1)|β
♯(0)|−|w|+1
(∣∣β♯(0)∣∣ − |w|
β♯(0)− w
)
bi,αγ
β♯(0)−w
i σ˜α♭(w),
since the sum reduces to one element for α = β.
Assume that (4.2) holds for all multi index v < u. Then again by the
recursive definition of Tu we get
〈Tuν, ei〉 = σu 〈ν, ei〉 −
∑
α
〈
AαTα♭(u)ν, ei
〉
= −
∑
α
〈
Tα♭(u)ν,Aαei
〉
= −
∑
α
〈
Tα♭(u)ν, ν
〉
〈Aαei, ν〉 −
∑
α,j
〈
Tα♭(u)ν, ei
〉
〈Aαei, ej〉
= −
∑
α
〈
Tα♭(u)ν, ei
〉
γi,α −
∑
α
bi,ασ˜α♭(u)
= −
∑
α
γi,α
∑
β
∑
β♯(0)≤w≤α♭(u)
(−1)|u|−|w|
(
|u| − |w| − 1
α♭(u)− w
)
bi,βγ
α♭(u)−w
i σ˜β♭(w)

−
∑
α
bi,ασ˜α♭(u).
Clearly
γi,α.γ
α♭(u)−w
i = γ
u−w
i
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Notice that taking w = u we get the last sum. Thus we obtain
〈Tuν, ei〉 =
∑
α,β
 ∑
β♯(0)≤w≤u
(−1)|u|−|w|+1
(
|u| − |w| − 1
α♭(u)− w
)
bi,βγ
u−w
i σ˜β♭(w)
 .
Since ∑
α
(
|u| − |w| − 1
α♭(u)− w
)
=
(
|u| − |w|
u− w
)
we deduce
〈Tuν, ei〉 =
∑
β
 ∑
β♯(0)≤w≤u
(−1)|u|−|w|+1
(
|u| − |w|
u− w
)
bi,βγ
u−w
i σ˜β♭(w)

which end the proof of (4.2).
Now, we may prove (4.1). First, we have
∑
α,i
〈
Tα♭(u)ν, ei
〉
bi,α =
∑
α,β,i
 ∑
β♯(0)≤w≤α♭(u)
(−1)|u|−|w|
(
|u| − |w| − 1
α♭(u)− w
)
bi,βγ
α♭(u)−w
i σ˜β♭(w)

Replacing w by α♭β♭(w), we obtain∑
α,i
〈
Tα♭(u)ν, ei
〉
bi,α =
∑
α,β,i
 ∑
α♯β♯(0)≤w≤u
(−1)|u|−|w|+1
(
|u| − |w|
u− w
)
bi,αγ
u−w
i bi,βσ˜α♭β♭(w)

Noticing that ∑
i
bi,αγ
u−w
i bi,β = B
⊤
α A˜
u−wBβ
we infer∑
α,i
〈
Tα♭(v)ν, ei
〉
bi,α =
∑
α,β
∑
α♯β♯(0)≤w≤u
(−1)|u|−|w|+1
(
|u| − |w|
u− w
)
B⊤α A˜
u−wBβ.σ˜α♭β♭(w)
Summing up all the above considerations we get
〈Tuν, ν〉 = σu −
∑
α
〈
Tα♭(u)ν, ν
〉
〈Aαν, ν〉 −
∑
α,i
〈
Tα♭(u)ν, ei
〉
〈Aαei, ν〉
= σu −
∑
Cασ˜α♭(u) −
∑
α,β
∑
α♯β♯(0)≤w≤u
(−1)|u|−|w|+1
(
|u| − |w|
u−w
)
B⊤α A˜
u−wBβ .σ˜α♭β♭(w)
or, equivalently,
σu = σ˜u+
∑
α
Cασ˜α♭(u)+
∑
α,β
∑
α♯β♯(0)≤w≤u
(−1)|u|−|w|+1
(
|u| − |w|
u− w
)
B⊤α A˜
u−wBβ.σ˜α♭β♭(w)
Applying Proposition (3), we obtain
〈Tuν, ν〉 = σ˜u.

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By Proposition (1) we obtain the following expression of 〈Tuν, ν〉 in terms
of symmetric functions of the shape operator AΣ.
Corollary 1. With the conditions of Proposition (4), we have
(4.3) 〈Tuν, ν〉 =
1
n− 1− |u|
∑
l≤u
(
n− 1− |l|
|u| − l
)
ρlµu−lσ|l|(AΣ).
The relation (4.3) will be more simple if we suppose that the embedding
Pn ⊂M
n+q
is totally geodesic.
Corollary 2. With the conditions of Proposition (4) and assuming that
Pn ⊂ M
n+q
is totally geosedic, then for every multi–index u with length
|u| ≤ n− 1, we have
〈Tuν, ν〉 = ρ
uσ|u| (AΣ)
Proof. It suffices to use (4.3) with µα = 0. 
5. Transversality of submanifolds
The formula for the generalized Newton transformation implies the re-
lation between transversality of Mn and Pn and ellipticity of Tu provided
that Pn is totally geodesic in M
n+1
. This generalizes the result in ([2]) to
any arbitrary codimension.
Theorem 1. With the conditions in Corollary (2) the submanifolds Mn
and Pn are transversal along ∂M provided that for some multi–index u of
length 1 ≤ |u| ≤ n− 1, the generalized Newton transformation Tu is positive
definite on Mn .
Proof. Saying that Mn and Pn are not transversal means that there exist
p ∈ ∂M such that for every α ∈ {1, ..., q} we have
ρu = 〈η,Nα〉 = 0 at p.
Therefore, if we suppose that for all p ∈M
n+q
, Tu is positive definite, then
by Corollary 7, ρu(p) 6= 0. Thus
〈η,Nα〉 6= 0,
hence Mn and Pn are transversal. 
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