Applicable recursive formulae are obtained for n-dimensional bifurcation problems. These formulae give a reduced system, corresponding to the center manifold theorem, in Brjuno's normal form, up to an arbitrary order. Previous formulae by I. D. Hsu-N. D. Kazarinoff and B. Hassard-Y. H. Wan can be essentially included as particular cases.
of increasing the order of normalization will depend on the computer capability.
The method of derivation of the present formulae is simpler than the one used by I. D. Hsu and N. D. Kazarinoff [3] or B. Hassard and Y. H. Wan [ 4 1, whose results may be included here as particular cases.
This paper represents an extension of previous works 17, 8 1 and is organized as follows. In Section I Brjuno's normal form theory is recalled and the procedure for obtaining a normalized reduced system is presented. The recursive formulae are derived in Section 2, where the basic notation introduced by Brjuno is adopted. In Section 3 some examples of applications are presented including nonautonomous systems.
For the sake of simplicity we consider analytical systems. Nevertheless, the results apply to sufficiently differentiable systems as well.
NORMAL FORM
Let w,(x),..., v/,(x) be convergent power series in x, ,..., x, (x = (x, ,..,, x,)') without constant terms, in some neighbourhood of x = 0. Then, x = 0 is a singular point of the system ii = Vi(x), i = l,..., n.
(1) THEOREM 1.1 [ 11. For every system (1) there exists a formal invertible transformation Xi = r,(Y) = Yi 1 hiqY4, i=l n, ,***, (2) qENi reducing (1) to the normal form where q = (q ,,..., q,,)' E Ni; Ni = {integral q: qi > -1; qk > 0, k # i: 91 + . . . + q, > 0); i = l,..., n; y4 = ~7' . y!j* ... y",n; hi,, giq are constants. The summation in (3) only contains resonant terms, i.e., those satisfying q'A = 0, where A = (A, ,..., A,) ' is the vector of eigenvalues of the linear part of (1). Moreover, the linear part of (3) is in Jordan canonical form.
When the Jordan canonical form is diagonal, the normal form can be written as ji = Aiyi + 2: GicYVI i = l,..., n, In asymptotic analysis, full normalization of the system is not required. Suppose that the linear part of (1) has 1 eigenvalues with zero real parts and that the m(=n -I) remaining eigenvalues have negative real parts.
Then, system (1) can be transformed to ti = Au + j-(24, ?I),
by means of a transformation (3), where y' = (u', v'); in (5), (6) , u E R', v E R"'; f and g are strictly nonlinear; the eigenvalues of A (respectively, of B) have zero (respectively, negative) real parts and g(u, 0) = 0.
Furthermore, transformation (3) can be so chosen that the reduced system
be in normal form. Generally, of course, u is a complex vector. From property (7), v = 0 obviously corresponds to a center manifold, at least formally, and the reduced system corresponds to the restriction of the complete system to this invariant manifold. As is well known, the reduced system contains the essential asymptotic properties of the complete system.
In studying the bifurcations of the trajectories of dynamical systems represented by ordinary differential equations, a family of systems x' = @(x, E) is considered, where E is a vector of parameters. A bifurcation may occur when for some value of the parameter, E = E,,, the Jacobian matrix, &ii/la& evaluated at the bifurcating equilibrium point X= 2,, has some of its eigenvalues on the imaginary axis of the complex plane. Here, all other eigenvalues are supposed to have negative real parts, which is generally the case of practical interest.
With no loss of generality, let us assume X0 = 0 and E,, = 0. Then, instead of the original system k = I,&?, c), one can study the equivalent augmented system i = W(.T, E),
where, by assumption, v(O, 0) = 0. This system is of type (1) if p is analytical in its arguments in the neighbourhood of X = 0, E = 0. Then, in the reduced system (8) corresponding to (9), (lo), the vector ZJ includes the parameter vector E.
The main advantage of considering the augmented system (9), (10) is to circumvent the problem of small denominators which appears when the original system is directly considered for normalization in the vicinity of the critical condition E = 0 (E = e0 = 0).
Thus, also in the "almost" critical case one can consider a system of type (5) (6), by including E as a variable.
NORMALIZATION ALGORITHM
In this section, a set of recursive formulae is derived for obtaining the normalized reduced system and the corresponding normal transformation.
We introduce the following notation:
Vectors: x = (x, ,..., x,)' or x = {xi}, i = 1, 2 ,..., n.
Indexes: J = 1, 2 ,..., n; j = 1, 2 ,..., I; k = I + l,..., n. Let us consider system (1) with I simple critical eigenvalues. Then, upon a linear transformation, this system can be put in the form ij=Ajxj+ 2 $j"xL., Ivl=2 1XkJ =A22lx,l + ) ,,g2 4*.x"( 3 (1 lb) where Aj are the critical eigenvalues and A,, (m X m) has all its eigenvalues with negative real parts. Although straightforward, the computations involved in obtaining system (11) from the original system (1) are tedious; this problem can be overcome by a simple computer program [ 8 1.
Let us perform on (11) an almost identity transformation given by (N > 2) xJ=2J + Y ,,FN BJpzu (uk = 0, k = I + I,..., n).
Then, the new system (in 2) has the same linear part as (11) and new coefficients qJ,, instead of dJU ; these new coefficients are now found in terms of (12) and (11).
Time derivation of (12) By identifying the terms 9 in the above identities one obtains the equations where /i = (A1 ,..., A,)' and p' = @i ,..., pr).
Let us now examine the remaining terms in n', for a given V. The left-hand side of (14a) and (14b) generates terms in X" which can be easily identified. A more complicated mechanism involves the generation of these terms by the right-hand side of (14). If Jvj = M, then v can also be written as v = S,, + ... + ~5~~) where the subscripts are any integral value from 1 to n. Thus, x" = f,, + c B,,,P .T,M+
IPI=N
Besides X", the terms generated by (16) are of the form
where a=#> + **' +/l(L) + 6i, ,, + "' + di,,? + 1, p) . Thus, the first set of equations can be solved sequentially for (j, cl), in decreasing order starting from (I, N, 0 ,. .., 0) ( remember: ],u I= N and undefined terms are excluded, by convention). The second set of equations can be solved in a similar way.
EXAMPLES
The algorithm of normalization derived in the previous section has been programmed in a computer and applied to the following examples In polar coordinates (a, w), defined as z, = ae.'", the 1 lth-order normalization leads to the (integrable) system given in Appendix II.
It is worth noticing that, by neglecting nonlinear terms in a, one obtains from Appendix II ci = 0. (b) Mathieu's equation Z? + Q'(l -p cos t)x = 0. This is a nonautonomous problem. However, it can be easily recast in an autonomous form as [6] i+Q2(l --)x=0, titu=o, subject to the initial conditions u(0) =p, zi(0) = 0. In studying the resonance phenomena for Q z k/2 (k = 1, 2,...) a "detuning" parameter E is introduced by Q = k/2 t E. As previously, this parameter is regarded as a variable satisfying 6 = 0. The normal form is in this case Already in this three-dimensional case hand calculations would have been quite tedious (see [5 I ).
CONCLUSION
Recursive formulae for n-dimensional bifurcation problems, derived from Invariant Manifold and Normal Form Theories, were obtained by a simple procedure. The algorithm constructed from these formulae was programmed in a computer and applied to several examples. The results of examples (a) and (b) correspond to high-order approximations to the solutions of oscillations and stability problems, respectively. We believe that for example (a) no similar result had yet been obtained by perturbation methods (e.g., KBM). Usually, only the first and second approximations are found in the literature; our results correspond to the fifth approximation.
The result of example (b) has been compared to the exact solution of the stability problem; the computed first terms (Appendix II) of the stability frontier are correct. Furthermore, this example is of considerable interest because a general procedure for applying the normal form approach to nonautonomous problems was utilized. This procedure [6] consists in transforming a nonautonomous problem (e.g., parametrically excited systems and forced system) into an autonomous one by including auxiliary differential equations (in example (b), li' + u = 0).
Finally, in example (c) a Hopf bifurcation example was considered and comparison was made with previous results. The results derived in [3] and [4] for Hopf bifurcation consist essentially of explicit formulae for the thirdand fifth-order normalization, respectively, which can be found from Appendix I as particular cases. 
