Abstract
Introduction
In successive frames of a video sequence, some image objects are stationary, such as background; some are moving, such as the action of a person. A motion estimation technique is to find some coefficients indicating the motion quantity of moving objects within a frame. A set of these found coefficients is called a motion vector. Bits needed to encode the motion vectors are much less than those needed to encode the original frame so that we could obtain high compression performance. Because of this, motion estimation has been widely utilized by many international standards for video coding, such as H.261, H.262, H.263, H.264, MPEG-1, MPEG-2, and MPEG-4. The motion estimation method is a predictive technique to explore temporal redundancy between successive frames of a video sequence. The most popular technique for motion estimation is the block matching algorithms (BMAs) [1] [2] because of its effectiveness and simplicity in both software and hardware implementation. In the BMA approach, a frame is first divided into many blocks, and then a motion vector is estimated for each block by searching the candidate blocks in the previous frame. The search rule is to minimize the block distortion measure (BDM), such as the mean square error (MSE). MSE is commonly used as a measure of the BDM. The MSE is calculated as follows: where f t (.) and f t-1 (.) are the luminance of the reference block in the current frame on time t and the candidate block in the previous frame on time t-1, respectively. The block size is M×N and (u,v) is called the candidate motion vector. The full search algorithm (FS) searches all candidate blocks within a search window in the previous frame in order to find the best block with the minimal BDM. FS can result in highly acceptable performance. However, the implementation of FS always needs massive computational time. The Enhanced Block Motion Estimation Based on Threshold-Aware Two-Path Search Method Wei-Chih Hsu, Tsan-Ying Yu and Jan-Lie Gu computational cost of FS can be reduced by decreasing the number of searched candidates in a certain way. Some conventional BMAs are effective in reducing the computational cost. However, their performance is also degraded because of the insufficient number of searched candidates. Two approaches have been proposed to tackle this problem by producing suboptimal but nearly optimal solutions at the expense of optimality. One approach, such as the three-step search (TSS) [1] , and twodimensional logarithm search (TDL) [2] , new three-step search (N3SS) [3] , efficient three-step search (E3SS) [4] , and cross search (CS) [5] employ coarse-to-fine searching to reduce the number of search points. This approach is efficient for large-motion video sequences because in these sequences the search points are evenly distributed over the search window and thus the global minima far away from window centers can be located more efficiently. For small motions, this approach is less efficient.
To further reduce searching points, BMAs with different block-matching strategies, such as the diamond search (DS) [6] , the cross-diamond search (CDS) [7] , block-based gradient descent search (BBGDS) [8] , the hexagon-based search (HEXBS) [9] algorithm, the cross-diamond hexagonal search (CDHS) [10] , and point-oriented inner searches (POIS) [11] , have been also developed by using different sizes and shapes of searching patterns to improve both speed and accuracy.
Some of them [3, [7] [8] [12] [13] utilize the center-biased characteristic of MVs. About half of the macro-blocks are stationary and most of the MVs lie within the central 5 × 5 region of the search window According to an analysis on motion vector distribution in [7] . Compared with coarse-to-fine search algorithms, a substantial reduction of search points can be achieved for small motion sequences. For videos with large motions, however, they are subject to quality degradation because they can be easily trapped in local minima.
In this paper, to improve the performance of these conventional BMAs, a threshold-aware two-path search (TATPS) algorithm is proposed to be imposed on these conventional BMAs. The conventional BMAs provide the motion vector with only one search path. Our proposed TATPS algorithm adds another search path when an indicator value is larger than a predefined threshold. While just increasing little computational cost, our proposed approach yields better performance than its counter part of conventional BMAs.
The remainder of the paper is organized as follows. The proposed two-path search method is described in section 2. And the TATPS algorithm is presented in section 3. Section 4 discusses some simulation results. Conclusions are given in the final section.
The Two-path Search Method
The real-world video sequences have a centrally biased motion vector distribution. More than 80% of the obtained blocks are concentrated within a 3×3 area even for the fast-motion "Flower Garden" sequence. Especially, for slower-motion "Miss American" sequence, about 90% of the estimated blocks is within a 3×3 area. Because of this local characteristic, it is possible to reduce the computational cost by not comparing all candidates in the search window. Almost all the mentioned suboptimal algorithms belong to such kind of approach.
We know that the BMAs try to find the best motion vectors in a nonexhaustive way. They look for the points near the central point first, and then search outwards slowly. The frame of a real world image sequence is usually gentle, smooth, and slowly-varying. Thus, most of the best motion vectors are near the central point [13] . That is, almost all the BMAs utilize the characteristic that the best motion block is center-concentrated. In addition to this, these BMAs are designed also based on the assumption that the error surface over the search range is unimodal [14] . The unimodal error surface means that the BDM distribution in search window forms a mountain valley as shown in Figure 1(a) , which is the results for "Flower Garden" test sequence with search window size 15×15. It can be seen that the BDM decreases monotonically as the search point moves closer to the global minimum of point (5,-1). However, the unimodal assumption is not always true in the real world, especially for large motion blocks. There could be multiple local minima in the error surface, just as shown in Figure. 1(b) , which is the result also for "Flower Garden" test sequence. In this figure, two minimal points exist clearly. It could be imagined that there would be more minimal points for some cases. In the first step of traditional BMAs, the search may mislead to a wrong direction and miss the chance to find the global Journal of Convergence Information Technology Volume 5, Number 5, July 2010 minimum. That is, it is impossible that a BMA always select the correct initial point. Thus, it is sure that suboptimal BMAs will degrade in performance.
(a) (b) Figure 1 . (a) The unimodal error surface in a search window (b) Two minimum points in the error surface Almost all the BMAs perform the search by following a single path. To begin with, they scan the points around the centroid, and then determine a next point to search according to a certain rule. Such a way to find the motion vector will sometimes get the suboptimal solution as mentioned in the previous section. In this section, we propose a novel search algorithm to cope with this drawback. Now that the suboptimal solution is due to multiple local minima and a single search path, if we could add another search path into a BMA, the probability to get the best motion vector will increase. Here, we propose a new approach called the two-path search method (TPS). TPS can integrate with almost all existed BMAs. TPS search procedure is described as follows. Once an existed BMA is applied, the first search path is as usual. After its first search step is finished, the BDMs of searching points are sorted. And the second path starts at the search points with the second minimal BDM. From now on, the two search paths are carried out in parallel, and finally we could gain two solutions corresponding to the two search paths. Finally, of the two solutions, the one with the smaller BDM will be selected. If the error surface is bimodal or multimodal, the possibility to get the best motion vector by two paths will increase for sure. The proposed TPS for TSS is depicted in Figure 2 . The solid and dotted lines denote the first and second search paths respectively.
This figure demonstrates how to integrate two-path search method with the TSS. As usual, in the first stage, the eight points around the boundary of a 9×9 grid as well as the center point of the search window are checked. Then, the two points with the minimum and the second minimum MSE are regarded as the start points for each path. Both paths precede to compares the eight points of its 5×5 grid for each path. In the final step, after comparing the eight points of a 3×3 grid, each path will find its minimum MSE point. These two minimum MSEs are compared and the smaller one is selected as the desired. In order to investigate the performance improvement of TPS, some simulations are carried out. For TSS, 4SS, DS and BBGDS, their two-path search methods are enabled. The results of average MSE are shown in Table 1 . It is obvious that lower BDMs could be obtained by TPS. Table 1 also indicates that the video sequences with larger motion, such as "Flower Garden" and "Football", will get more performance improvement than the original BMAs. For example, when TSS integrated with two-path search method (denoted as TSS_2p) is applied to the sequences of large motions such as "Flower Garden", up to 8.45% improvement can be achieved. On average, the improvement up to 4.21% is available for TSS_2p. Though two-path search can improve performance, its computation load also increases as well. The simulation results for computation load are shown in Table 2 . On average, it needs 63.88% more computation load.
The Two-Path Search Method
As concluded in the previous section, two-path search can get the better motion vectors by paying more computational cost comparing to an original BMA. Observing the results of simulations we conducted, we found that the probability that the best motion vectors obtained by the first path is still very high. That is, most of the motion vectors can be obtained through the first search path. Therefore it is unnecessary to enable the second paths always for each search processing. Thus, in some way, if we could decide whether the second path will be enabled or not, the total search points could be decreased definitely.
The difficulty is how to find the decision rule. Carrying out the simulations, we carefully investigate and record the BDM values for the minimum point (denoting as β 1 ) and the BDM values for the second minimum point (denoting asβ 2 ) obtained in the first step. The ratio of BMD(ROB) is defined as follows.
It has been found that when the best motion vector can be found by the first path, its corresponding ratio of ROB tends to be small. For some existed BMAs, the ROB results are summarized in Table 3 , where the results are obtained using the following test video sequences: "Flower Garden", "Football", "Salesman", "Susie", "Claire" and "Miss America". In Table 3 
where μ and σ are mean and standard deviation, respectively. The mean μ 1 and standard deviationσ1 for ROB values of Table 3 can be estimated [15], and we have μ 1 = 0.542, σ 1 = 0.166. The mean μ 2 and standard deviation σ 2 for ROB valued of Table 4 also can be estimated, μ 2 = 0.842, σ 2 = 0.084. Figure  3 shows the plot of the probability density functions for these two classes. The curve at the left, p(x|ω 1 ), shows the x in which the best motion vectors are found through the first path. The curve at the right, p(x|ω 2 ), shows the distribution of measurement x in which the best motion vectors are found based on the second path. There are two obvious main lobes in Figure 3 . Therefore, it is reasonable to decide whether the second path will be enabled or not by a threshold value of ROB. For example we can set the threshold value equal to 0.7, where p(x|ω 1 ) = p(x|ω 2 ). Once the threshold is determined, if ROB is larger than this predefined threshold, the second path is enabled. Otherwise only the first path is utilized. Using this strategy, the computational cost could be reduced significantly. We call this scheme as the threshold-aware two-path search (TATPS) algorithm. The procedure of the TATPS algorithm is illustrated in Figure 4 , and it is also summarized in the Figure 3 . The estimated normal distributions for the cases of Table 3 and Table 4 Set the applied threshold and initiate the first step of original search algorithm Step 1 : Set a value of the threshold, initiate the first step of the original search algorithm, and compute the ROB value.
Step 2 : If the ROB is larger than the threshold, go to step 3, otherwise go to step 4.
Step 3 : Search the best motion vector following two paths.
Step 4 : Search the best motion vector following a single path.
Simulation Results and Discussions
To verify the performance of the proposed TATPS algorithm, some simulations are carried out to evaluate its computational complexity and prediction accuracy. The simulations are performed based on the following two representative CIF sequences: "Flower Garden" and "Football", both of which possesses more fast-moving objects in the frame sequence. Intuitively, fast-moving frame sequence will result in performance degradation of traditional BMA due to multimodal error surface, which has been discussed in the previous section. And this is the situation our proposed TATPS wants to cope with. Each image frame in the video sequence is of size of 352×288. The compared algorithms include TSS, 4SS, DS, BBGDS and TATPS. In all simulations, each sequences has 50 frames, block size is 16×16, search window size W is equal to 7, and MSE is used as BDM. The simulation results are summarized in Figure 5 (a)(b)(c)(d) and Figure 6 (a)(b)(c)(d). Figure 5 shows the average MSE and Figure 6 shows the average number of search points for each algorithm mentioned above. Here, TATPS (TSS, δ = 0.8) means that TATPS is integrated with TSS with threshold 0.8. Other notations, such as TATPS(TSS, δ = 0.0), TATPS(4SS, δ = 0.8), TATPS(DS, δ = 0.8), have the same significance. Note that, TATPS(TSS, δ = 0.0) is just the two-path search integrating TSS, as described in section III. Observing Figure 5 (a)(b)(c)(d), it is obvious that TATPS(δ = 0.0) outperforms all the other algorithms in the MSE. However, its number of search points is also the most among all algorithms, just as shown in Figure 6 (a)(b)(c)(d). From Figure 6 , we also can find that, for TSS, N4SS, DS, BBGDS, once a threshold is set, the number of search points can be reduced significantly. No matter the threshold is 0.7, 0.75, 0.8, 0.85 or 0.9, this phenomenon of search point reduction is remarkable comparing to TATPS( δ = 0) for all compared algorithm. Observing the four figures, Figure 5 (a)(b)(c)(d) and their counterparts, Figure 6 (a)(b)(c)(d) for any one of the BMAs (TSS, N4SS, DS, BBGDS), especially comparing TATPS(δ = 0.7), we conclude that the level of performance improvement is larger than that of computation cost increasing. That is, the TATPS can improve performance by just sacrificing little computational cost. In addition, carefully investigating the TATPS's in Figure 5 and Figure 6 for different threshold values, it seems the value of 0.8 is the best suitable among all threshold values. This threshold value shows the saturation phenomena in both performance improvement and computation cost increasing. To further understand the behavior of our proposed TATPS, we conduct another simulation. Now, the performance is evaluated with respect to the results of full search method. For all algorithms of TSS, TATPS(TSS,δ = 0.8), 4SS, TATPS(4SS,δ = 0.8), DS and TATPS(DS,δ = 0.8), and for each CIF sequence, "Flower Garden", "Football", "Salesman", "Susie", "Claire" and "Miss American", we count the number of estimated motion vector which is the same as that obtained by full search (FS) method. And the percentage is resulted in by dividing this number to the total number of motion vectors obtained by FS. This percentage indicates the performance affinity of one algorithm to FS. The final results are shown in Table 4 . It can be seen that performance improved by TATPS algorithm is about 3% to 5% comparing to the original algorithm. For example, for "Miss American", the difference between 54.63% of 4SS and 59.80% of TATPS(4SS,δ = 0.8) is equal to 5.17%. , Table 4 , using the same concept in Table 5 , compares the number of search points of the TATPS and its counterpart algorithm with respect to the results of full search. The TATPS just takes about 1% to 4% more computational cost than the original ones.
From Table 5 and Table 6 , we can conclude that our proposed TATPS will result in more performance improvement by paying a little more increase in search time. This is the same as the conclusion made from the previous simulation. That is, the trade off between computation cost increasing and performance improvement is worthwhile.
Our proposed algorithm is also evaluated in frame-by-frame base. Only three methods, TSS, TATPS (TSS, δ = 0.0), and TATPS (TSS, δ = 0.8) are compared in this simulation, and only one video sequence, "Football", is selected as the test sequence. This time, the simulations are carried out for frame distance equal to 1 and 2. The frame distance is the difference of frame index between the current processing frame and its previous candidate frame. The results are shown in Figure 7 and Figure 8 . Figure 7 (a) and (b) are MSE and average search points, respectively, for the case with frame distance equal to 1. Figure 8 The observations for Figure 7 could be made in the following. For frame distance 1, MSE of TATPS with threshold 0.8 is very close to that of TATPS with threshold 0.0. This reveals that, though the threshold is set as high as 0.8, the performance is still close to that of threshold-free. The average number of search points of TATPS with threshold 0.8 is very close to that of pure TSS. The number of search points of TATPS (δ = 0.8) is just about 2 points more than that of TSS from frame number 0 to 25. This reveals that, by setting threshold equal to 0.8, the increasing in computational cost is limited. Again, we conclude that TTS can get better performance by just paying little computational cost. The same conclusion can be made from and Figure 8(b) , it can be seen that, for each frame, the MSE difference between TATPS(TSS, δ = 0.8) and pure TSS for frame distance 1 is larger than that for frame distance 2. Furthermore, the difference of search point number between TATPS(TSS, δ = 0.8) and TATPS(TSS, δ = 0.0) is almost the same for frame distance 1 and 2. This says that the more frame distance, the more performance improvement our proposed TATPS algorithm can result in. The reason why our proposed TATPS algorithm performs much better for frame distance 2 is that, once the unimodel error surface assumption is no more satisfied, TATPS has more chance to find the real optimal solution. And for the case of frame distance 2, the probability that the error surface is unimodal is higher than frame distance 1. It can be expected that the more the frame distance is, the more our proposed TATPS could be applied. From the last simulations, we conclude that our proposed algorithm is more robust when the content of video sequences changes more rapidly. This reveals that our proposed TATPS is useful in real application case. Take the MPEG codec for example. The frame distance between the I frame and the P frame could be over 2. As commonly known, there are three basic types of video frames (1) I-frame, or intracoded frame, where the frame is encoded independently of other frames, (2) P-frame, or predictiveframe, where the frame is encoded using prediction from a preceding I-frame or P-frame, and (3) Bframe, or bi-directionally predictive-coded frame, where the frame is encoded using prediction from preceding and succeeding I-frame or P-frames. Generally, the frame distance between I-frame and Pframe or I-frame and B-frame may be over 2. In addition to the MPEG codec, there is another case in which TATPS can be applied. For example, we can apply TATPS to a video sequence with lower frame rate, such as 20 fps or below.
Conclusion
In this paper, we propose a two-path search approach (TPS) to improve the performance of some conventional BMAs. The rationale of TPS is based on the fact that the error surface is not monotonically decreasing but consists of many local minima points. We have proven the effectiveness of TPS by carrying out some experiments. However, TPS still have the problem of huge computation cost. To cope with this drawback, we have proposed an approach called threshold-aware two-path search method (TATPS) to balance the tradeoff between computation cost and performance. The creative idea in TATPS is that the second search path needs to be enabled only when an indication value is greater than a predetermined threshold. From observing experiment's results, the ratio ROB is selected as the indication value. We also conduct some experiments to evaluate the performance of TATPS. First, we compare the MSE and the average search-point numbers by applying TATPS to different video sequences under different algorithms. Next, we examine the performance of TATPS in terms of the results of FS. Finally, we compare the MSE and the average search-point numbers by applying TSS, TATPS (TSS, δ = 0.0), and TATPS(threshold δ = 0.8), to "Football" sequence under frame distance 1 and 2. From the first two experiments, our proposed approach can increase performance at expense of little computational cost, and 0.8 is the best threshold. Comparing with a traditional BMA, the cost is acceptable. From the last experiment, the larger the frame distance, the more performance improvement TATPS will obtain. As a conclusion, we have proposed an effective approach to improve the performance of existed BMAs.
