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THE DUAL HILBERT-SAMUEL FUNCTION OF A MAXIMAL
COHEN-MACAULAY MODULE
TONY J. PUTHENPURAKAL AND FAHED ZULFEQARR
Abstract. Let R be a Cohen-Macaulay local ring with a canonical module
ωR. Let I be an m-primary ideal of R and M , a maximal Cohen-Macaulay
R-module. We call the function n 7−→ ℓ
`
HomR(M,ωR/I
n+1ωR)
´
the dual
Hilbert-Samuel function of M with respect to I. By a result of Theodorescu
this function is a polynomial function. We study its first two normalized
coefficients.
Introduction
Let (R,m) be a Cohen-Macaulay local ring of dimension d with a canonical module
ωR. If the ring R is clear from context we write ωR as ω. Let I be an m-primary
ideal and M , a finitely generated R-module.
The Hilbert-Samuel function of M with respect to I is the function
n 7−→ ℓ
(
M ⊗
R
In+1
)
for all n > 0.
It is well-known (see [3, 4.6.2]) that for all large values of n, this function is given
by a polynomial of degree equal to dimM . This polynomial is called the Hilbert-
Samuel polynomial of M with respect to I. Its normalized leading coefficient eI0(M)
is called the multiplicity of M with respect to I.
WhenM is Cohen-MacaulayR-module of dimension r, we define the dual Hilbert-
Samuel function with respect to I by
n 7−→ ℓ
(
Extd−rR (M,
ω
In+1ω
)
)
for all n > 0,
We call the power-series
D(M, t) =
∑
n≥0
ℓ
(
Extd−rR (M,
ω
In+1ω
)
)
zn
as the dual Hilbert-Samuel series of M with respect to I. We concentrate on the
case when dimM = dimR, i.e., when M is a maximal Cohen-Macaulay (MCM)
R-module.
For i > 0 we call the function
n 7−→ ℓ
(
ExtiR(M,
ω
In+1ω
)
)
for all n > 0
as the i-th dual Hilbert-Samuel function of M with respect to I. We study these
functions for i = 0, 1 and when M is MCM. Using Theodorescu’s result [9, 4],
it follows that this function is given by a polynomial in n for all large values of
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n. We denote this polynomial by εiM (I, t) and call it the i-th dual Hilbert-Samuel
polynomial of M with respect to I. Furthermore we have
(1) for i = 0, the dual Hilbert-Samuel polynomial ε0M (I, t) is of degree d.
(2) for each i > 0, the i-th dual Hilbert-Samuel polynomial εiM (I, t) is of degree
at most d− 1.
Therefore the polynomial ε0M (I, t) can be written in the following form
ε0M (I, t) =
d∑
i=0
(−1)icIi (M)
(
t+ d− i
d− i
)
.
We call the integers cI0(M), c
I
1(M), ..., c
I
d(M) the dual Hilbert coefficients of M
with respect to I. In Proposition 2.5 we show that
cI0(M) = e
I
0(M).
This also shows that if J is a reduction of I with respect toM then cI0(M) = c
J
0 (M).
One might also try to plausibly study the ”Dual Hilbert function” of a MCM
module M , i.e., the function
δI(M,n) = ℓ
(
HomR(M, I
nω/In+1ω)
)
for n ≥ 0.
However we feel that it is not as interesting as the Dual Hilbert-Samuel function
for the following reasons: Assume R is Gorenstein and I = m.
• The dual Hilbert function is
δm(M,n) = µ(M)ℓ
(
m
n/mn+1
)
.
Here µ(M) denotes the number of minimal generators of M . Thus this
function tells very little information on M .
• If J is a minimal reduction of m with respect to M then it can be easily
shown that the normalized leading coefficient of the polynomial function
δJ (M,n) is e
J
0 (M) = e
m
0 (M). Using the above calculation we get that
the normalized leading coefficient of δm(M,n) is µ(M)e
m
0 (A). Since M is
MCM we get that em0 (M) = µ(M)e
m
0 (A) if and only if M is free. Thus
for interesting cases we do have that leading coefficients of δJ (M,n) and
δm(M,n) are different.
A crucial property of the dual Hilbert-Samuel function is that it behaves well
modulo a sufficiently general element in I \ mI. More specifically in Proposition
3.3 we show the following: Let x ∈ I \ mI be sufficiently general. Set S = R/xR,
J = I/(x) and N =M/xM . We prove
cJi (N) = c
I
i (N) for i = 0, . . . , d− 1.
In Theorem 4.1 we show that ifM is not a free MCM R-module then the function
(*) n 7−→ ℓ
(
Ext1R(M,
ω
m
n+1ω
)
)
for n > 0
is a polynomial type of degree d − 1. Example 2.6 shows that deg ε1M (I, t) can be
−∞ in general. A consequence of (*) is that if M is a non-free MCM R-module
then
µ(M)e1(ωA) > c1(M) + c1(Syz
R
1 (M)).
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In case the ringR is Gorenstein and its associated ringGI(R) is Cohen-Macaulay,
we prove (see Theorem 5.7) that if r is a reduction number of I then we have
cI1(M) > r · e
I
0(M)−
d∑
j=0
r−1∑
n=0
(
d
j
)
ℓ
(
ExtjR(M,
R
In−j+1
)
)
.
In view of the above result we study the function
ΦI(M) =
d∑
j=0
r−1∑
n=0
(
d
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
.
If x ∈ I \mI is an R-superficial element then we prove
ΦI(M) > ΦI/(x)(M/xM).
The dual Hilbert-Samuel function behaves well with respect to the basic proper-
ties just as the usual Hilbert-Samuel function. However for computational reasons
it compares poorly with respect to the usual Hilbert function. In section 6 we com-
pute the dual Hilbert-Samuel series of an Ulrich module M over a Gorenstein local
ring R such that Gm(R) is also Gorenstein. This computation is modulo a result
from [5].
We now describe in brief the contents of this paper. In section 1 we introduce
notation and discuss a few preliminary facts that we need. In section 2 we prove
that cI0(M) = e
I
0(M). In section 3 we discuss the behavior of the functions ε
0, ε1
modulo a general element in I \ mI. In section 4 we prove that the polynomial
ε1M (m, t) is either zero or a polynomial of degree d−1. In section 5 we discuss a lower
bound on cI1(M). Finally in the last section we compute the dual Hilbert-Samuel
series of an Ulrich module M over a Gorenstein local ring R such that Gm(R) is
also Gorenstein.
1. Notation and Preliminaries
Throughout this paper unless otherwise stated we assume that R is a Cohen-
Macaulay (CM) local ring of dimension d with maximal ideal m and that residue
field R/m is infinite. We also assume that R has a canonical module ω. Let I be
an m-primary ideal and M , a finitely generated R-module.
1.1. Notation : We denote the Rees Algebra of ideal I by R(I), the associated
graded ring with respected to I by GI(R) and their associated graded modules by
R(I,M) and GI(M) respectively, i.e.,
R(I) =
⊕
n>0
In, GI(R) =
⊕
n>0
In
In+1
and R(I,M) =
⊕
n>0
InM, GI(M) =
⊕
n>0
InM
In+1M
Clearly R(I,M) is a finitely generated R(I)-module and GI(M) is a finitely gen-
erated GI(R)-module.
Since I is m-primary ideal in R then by [3, 4.5.13], l(I) = dimR = d. Using [9,
3(c)], since ω is faithful R-module, we get lω(I) = l(I). Thus lω(I) = d.
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Remarks 1.2. From [9, 4], it follows that the function
n 7−→ ℓ
(
ExtiR(M,
ω
In+1ω
)
)
for each i > 0
is given by a polynomial, say εiM (I, n), in n for all n≫ 0 and
(*) deg εiM (I, t) 6 max
{
dimExtiR(M,ω), lω(I)− 1
}
.
Moreover equality holds if dimExtiR(M,ω) > l(I) = d. IfM is anMCM R-module
then using (*) we get that the function
(a) n 7−→ ℓ
(
HomR(M,ω/I
n+1ω)
)
is a polynomial type of degree d.
(b) n 7−→ ℓ
(
Ext1R(M,ω/I
n+1ω)
)
is a polynomial type of degree at most d− 1.
2. Relation with Hilbert Coefficients
In this section we establish an equality between eI0(M) and the dual Hilbert coeffi-
cient cI0(M) of M .
2.1. Notation: We set
F ≡ {M †n}n>0 where M
†
n = HomR(M, I
nω) for all n > 1
EiI(M) =
⊕
n>0
ExtiR(M, I
nω) and DiI(M) =
⊕
n>0
ExtiR(M,ω/I
nω).
Remarks 2.2.
(a) It can be easily seen that F is an stable I-filtration. Therefore by [1, 11.4],
the function
n 7−→ ℓ
(
M †/M †n
)
is given by a polynomial of degree dimM † = d, for all n≫ 0. Further the
normalized leading coefficient of this function is eI0(M
†).
(b) Notice that M and HomR(M,ω) are both MCM R-modules, It is well
known and can be easily verified that
eI0(M
†) = eI0(M).
(c) Let E =
⊕
n≥0En be a finitely generatedR(I)-module such that ℓR(En) <
∞ for all n ≥ 0. It is well known that the function n 7→ ℓ(En) is polynomial
of degree ≤ d− 1.
The following lemma is crucial.
Lemma 2.3. Let M be a finitely generated R-module. Then for each i > 0, EiI(M)
is finitely generated graded R(I)-module.
Proof. Consider a minimal free resolution of M
F• : ...→ F2 → F1 → F0 → 0.
Applying the functor HomR(−,
⊕
n>0 I
nω) to this sequence, we get the complex
HomR(F•,
⊕
n>0 I
nω) of finitely generated graded R(I)-modules. We now have⊕
n>0
ExtiR(M, I
nω) ≃ ExtiR(M,
⊕
n>0
Inω)
= Hi

HomR(F•,⊕
n>0
Inω)

 .
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Hence for each i > 0,
⊕
n>0 Ext
i
R(M, I
nω) is finitely generated graded R(I)-
module. 
Lemma 2.4. Let M be an MCM R-module. Then the following hold :
(a) For i > 1, DiI(M)
∼= Ei+1I (M). So D
i
I(M) is a finitely generated graded
R(I)-module.
(b) For all i > 1, the function n 7→ ℓ
(
ExtiR(M, I
nω)
)
is a polynomial function
of degree 6 d− 1.
Proof. (a): Consider the exact sequence
0→ Inω → ω →
ω
Inω
→ 0.
Since M is MCM , ExtiR(M,ω) = 0 for all i > 1. So applying the functor
HomR(M,−) to the above exact sequence we get
ExtiR(M,ω/I
nω) ≃ Exti+1R (M, I
nω) for all i > 1.
From Lemma 2.3 it follows that DiI(M) is finitely generated graded R(I)-module
and DiI(M)
∼= Ei+1I (M) for all i > 1.
(b): Since I is m-primary and by using part (a), we get that for all i > 2,
ℓ
(
ExtiR(M, I
nω)
)
<∞ for all n. Therefore by 2.2(c) the function
n 7−→ ℓ
(
ExtiR(M, I
nω)
)
is a polynomial function of degree at most l(I)−1 = d−1.
For i = 1, consider the exact sequence
0→ Inω → ω →
ω
Inω
→ 0.
Applying the functor HomR(M,−) we get
0→
M †
M †n
→ HomR(M,
ω
Inω
)→ Ext1R(M, I
nω)→ 0.
It follows that ℓ
(
Ext1R(M, I
nω)
)
< ∞ for all n > 1. Using 2.2(c) we get that for
all n≫ 0, the function n 7−→ ℓ
(
Ext1R(M, I
nω)
)
is given a polynomial of degree at
most d− 1. 
Another useful observation is recorded in the following proposition.
Proposition 2.5. The function n 7−→ ℓ
(
HomR(M,ωR/I
n+1ωR)
)
is of polynomial
type and the dual Hilbert coefficient cI0(M) is same as the multiplicity of M with
respect to I.
Proof. Consider the exact sequence
0→ Inω → ω →
ω
Inω
→ 0.
Applying the functor HomR(M,−) we get
0→
M †
M †n
→ HomR(M,
ω
Inω
)→ Ext1R(M, I
nω)→ 0.
Therefore it follows that
ℓ
(
HomR(M,
ω
Inω
)
)
= ℓ
(
M †
M †n
)
+ ℓ
(
Ext1R(M, I
nω)
)
.
By Lemma 2.4(b), we have that the function n 7−→ ℓ
(
Ext1R(M, I
nω)
)
is given
a polynomial function of degree at most d − 1. Also by Remark 2.2(a), the
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function n 7−→ ℓ
(
M †/M †n
)
is a polynomial type of degree d. So the function
n 7−→ ℓ
(
HomR(M,ωR/I
n+1ωR)
)
is given a polynomial ε0M (I, t) and the leading
coefficient of this polynomial is same as that of n 7−→ ℓ
(
M †/M †n
)
. Therefore
c0I(M) = e
I
0(M
†). Remark 2.2(b) gives that cI0(M) = e
I
0(M). 
We end this section by computing the dual Hilbert-Samuel function with respect
to a parameter ideal J . The reasons for this computations are the following
(1) If J is a minimal reduction of I with respect to m then J is a parameter
ideal. We also have
cI0(M) = e
I
0(M) = e
J
0 (M) = c
J
0 (M).
Here the first and the third equality is due to Proposition 2.5 while the
second equality is a basic property of reductions.
(2) The computation will also prove that
Ext1R
(
M,
ω
Jn+1ω
)
= 0 for all n ≥ 0.
This assertion proves that we cannot hope that Theorem 4.2 to work for
all m-primary ideals.
(3) We need to compute the Dual Hilbert-Samuel function in this essentially
simplest case of an m-primary ideal.
Example 2.6. Let M be a MCM module. Let J = (x1, . . . , xd) be a parameter
ideal. Then
(a) ε0M (J, n) = ℓ
(
HomR(M,
ω
Jn+1ω
)
= ℓ(M/JM)
(
n+ d
d
)
(b) ε1M (J, n) = ℓ
(
Ext1R(M,
ω
Jn+1ω
)
= 0 for all n ≥ 0.
Proof. Let δ(n) = µ(Jn) =
(
n+d−1
d−1
)
. Since x1, . . . , xd is a R-regular sequence, it is
also ω-regular. So we get
Jnω
Jn+1ω
=
( ω
Jω
)δ(n)
.
Set S = R/J . Notice ωS = ω/Jω. We will also use the fact that for i ≥ 0,
ℓ
(
ExtiR(M,ω/Jω)
)
= ℓ
(
ExtiS(M/JM,ωS)
)
, cf. [4, §18, Lemma 2]
=
{
ℓ(M/JM), if i = 0;
0, if i ≥ 1.
(*)
We prove assertions (a), (b) by induction on n. For n = 0 the result follows from
(*). For n ≥ 0 we use the exact sequence
0 −→
Jnω
Jn+1ω
−→
ω
Jn+1ω
−→
ω
Jnω
−→ 0.
We now apply the functor HomR(M,−). The corresponding long exact sequence
and (*) gives the result. 
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3. Behavior with respect to a Superficial elements
In this section we discuss the behavior of ε0M (ω, t) with respect to a superficial
element. To ensure good behavior, see 3.3, it is important to choose superficial
elements with some care, see 3.2.
Let us first recall some basic definitions.
3.1. An element x ∈ I is called M -superficial with respect to I if there exists an
integer c ≥ 0 such that
(In+1M :M x) ∩ I
cM = InM for all n ≥ c.
Also recall that if E =
⊕
n>0En is finitely generated graded R(I)-module then an
element xt ∈ R(I)1 is called E-filter regular if
(0 :E x)n = 0 for all n≫ 0.
Equivalently αx : En → En+1 are injective for n≫ 0,
where αx is the map induced by multiplication by x (i.e., αx(u) = xu). Notice that
if the residue field R/m is infinite then superficial and filter regular element exists
(see [2, 18.3.10]).
3.2. Choosing a superficial element: Since by Lemma 2.4, DiI(M) are finitely
generated R(I)-modules for i > 1, we can choose an element x ∈ I \ I2 such that
(a) x is I-superficial element with respect to R⊕ ω.
(b) xt ∈ R(I)1 is D
1
I(M)⊕D
2
I(M)-filter regular.
Clearly we have x is R ⊕M -regular. Set S = R/xR, J = I/(x) and N = M/xM .
Notice that ωS = ω/xω, the canonical module of S.
Proposition 3.3. Let x ∈ I \ I2 be an element satisfying 3.2. Then
(a) ε0M (I, n)− ε
0
M (I, n− 1) = ε
0
N (J, n) for n≫ 0.
(b) ε1M (I, n)− ε
1
M (I, n− 1) = ε
1
N (J, n) for n≫ 0.
Proof. Consider the exact sequence
0→
In+1ω : x
Inω
→
ω
Inω
αn
x−−→
ω
In+1ω
→
ω
(x, In+1)ω
→ 0,
such that αnx(u + I
nω) = xu+ In+1ω, ∀ u ∈ ω.
As x is ω-superficial and ω-regular, we have In+1ω : x = Inω for n ≫ 0. Set
J = I/(x). For n≫ 0, one can thus write above exact sequence as follows
0→
ω
Inω
αn
x−−→
ω
In+1ω
→
ωS
Jn+1ωS
→ 0,
where ωS = ωR/xωR, the canonical module of S. Now applying the functor
HomR(M,−) we get a long exact sequence
0→ HomR(M,
ω
Inω
)→ HomR(M,
ω
In+1ω ) → HomR(M,
ωS
Jn+1ωS
)
→ Ext1R(M,
ω
Inω
)→ Ext1R(M,
ω
In+1ω ) → · · ·
By our hypotheses on x, the maps
Ext1R(M,α
n
x) : Ext
1
R(M,
ω
Inω
) → Ext1R(M,
ω
In+1ω
)
Ext2R(M,α
n
x) : Ext
2
R(M,
ω
Inω
) → Ext2R(M,
ω
In+1ω
)
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are injective for all n≫ 0. Therefore for all n≫ 0, we get the exact sequences
0→ HomR(M,
ω
Inω
)→ HomR(M,
ω
In+1ω ) → HomR(M,
ωS
Jn+1ωS
)→ 0
0→ Ext1R(M,
ω
Inω
)→ Ext1R(M,
ω
In+1ω ) → Ext
1
R(M,
ωS
Jn+1ωS
)→ 0.
Using [4, Lemma 18.2], we get
ExtiR(M,
ωS
Jn+1ωS
) ∼= ExtiS(N,
ωS
Jn+1ωS
) for all n > 0.
The result follows. 
The following is a very useful consequence to above proposition.
Corollary 3.4. Let x ∈ I \ I2 be an element satisfying 3.2. Then
cJi (N) = c
I
i (M) for i = 0, 1, 2, ..., d− 1.
Proof. It follows easily from Proposition 3.3(a) and the binomial identity(
n+ d− i− 1
d− i− 1
)
=
(
n+ d− i
d− i
)
−
(
n+ d− i− 1
d− i
)
.

4. The function n 7−→ ℓ
(
Ext1R(M,ω/m
n+1ω)
)
In this section our goal is to show that for a non-free MCM R-module M of
dimension d > 1, the degree of polynomial ε1M (m, t) with respect to maximal ideal
m is exactly d − 1. This need not be true for all m-primary ideals in general (see
Example 2.6.
Recall the i-th betti number βi of M (see [3, 1.3.1]) is given by
βi = dimk Ext
i
R(M,k), where k = R/m.
Note that β0 = µ(M), the minimal number of generators of M .
The following is the dual version of Proposition 17 in [7].
Proposition 4.1. Let dimM = d > 1. Set L = Syz1R(M), the first syzygy of M .
Then
(a) We have
∑
n>0
ℓ
(
Ext1R(M,ω/I
n+1ω)
)
tn =
f IM (t)− µ(M)h
I
ω(t) + f
I
L(t)
(1− t)d+1
.
(b) For n≫ 0 the function n 7−→ ℓ
(
Ext1R(M,ω/I
n+1ω)
)
is given by a polyno-
mial ε1M (I, t) of the form
ε1M (I, t) =
(
µ(M) · eI1(ω)− c
I
1(M)− c
I
1(L))
) td−1
(d− 1)!
+ lower degree terms.
(c) cI1(M) + c
I
1(L)) 6 µ(M) · e
I
1(ω).
Proof. (a): Consider the exact sequence
(i) 0 −→ L −→ Rµ(M) −→M −→ 0.
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Applying HomR(−, ω/I
n+1ω) to this, we get
0→ HomR(M,
ω
In+1ω
) → HomR(R
µ(M),
ω
In+1ω
)→ HomR(L,
ω
In+1ω
)
→ Ext1R(M,
ω
In+1ω
) → 0.
This induces that∑
n>0
ℓ
(
Ext1R(M,ω/I
n+1ω)
)
tn =
f IM (t)
(1 − t)d+1
−
µ(M) · hIω(t)
(1− t)d+1
+
f IL(t)
(1− t)d+1
=
f IM (t)− µ(M) · h
I
ω(t) + f
I
L(t)
(1− t)d+1
(b): Now we set p(t) = f IM (t) − µ(M) · h
I
ω(t) + f
I
L(t). From Proposition 2.5, it
follows that
p(1) = eI0(M)− µ(M) · e
I
0(ω) + e
I
0(L) = 0, by (i).
We thus write p(t) = (1− t)s(t). This gives that∑
n>0
ℓ
(
Ext1R(M,ω/I
n+1ω)
)
tn =
s(t)
(1− t)d
This shows that deg ε1M (I, t) 6 d− 1. We also have
s(1) = −p′(1) = µ(M) · eI1(ω)− c
I
1(M)− c
I
1(L).
Hence
ε1M (I, t) =
(
µ(M) · eI1(ω)− c
I
1(M)− c
I
1(L)
) td−1
(d− 1)!
+ lower terms in t.
(c): This follows easily from (b). 
In the following theorem we take I = m. We prove that if M is non-free MCM
R-module then deg ε1M (m, t) = d− 1.
Theorem 4.2. Let R be Cohen-Macaulay local of dimension d > 1. The following
conditions are equivalent
(a) M is free.
(b) ε1M (m, t) = 0.
(c) deg ε1M (m, t) < d− 1.
(d) c1(M) + c1(Syz
1
R(M)) = µ(M) · e1(ω).
Example 2.6 shows that this result need not true for all m-primary ideals.
Proof of the theorem 4.2. The implications (a)⇒ (b)⇒ (c) are clear. The assertion
(c) ⇒ (d) follows from Proposition 4.1(b).
(d) ⇒ (a): We apply induction on d = dimM . If d = 1 then ε1M (m, t) = 0. So we
get
Ext1R(M,
ω
m
n+1ω
) = 0 for all n≫ 0.
The exact sequence
0 −→
m
nω
m
n+1ω
−→
ω
m
n+1ω
−→
ω
m
nω
−→ 0
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gives rise to a long exact sequence, for n≫ 0,
0→ HomR(M,
m
nω
m
n+1ω
) → HomR(M,
ω
m
n+1ω
)→ HomR(M,
ω
m
nω
)
→ Ext1R(M,
m
nω
m
n+1ω
) → 0.
Therefore we get a relation
µ(M) · e0(ω)− [e0(M) · n− c1(M)] + [e0(M) · (n− 1)− c1(M)]− β1 · e0(ω) = 0.
(i) So, e0(M) = µ(M) · e0(ω)− β1 · e0(ω) = µ(M) · e0(R)− β1 · e0(R).
Set L1 = Syz
1
R(M) and L2 = Syz
1
R(L1). As M is MCM so are L1 and L2. The
exact sequence
0→ L1 → R
µ(M) →M → 0
yields
(ii) e0(L1) = µ(M) · e0(R)− e0(M).
Similarly we get
(iii) e0(L2) = β1 · e0(R)− e0(L1).
Therefore we have
e0(L2) = β1 · e0(R)− [µ(M) · e0(R)− e0(M)] ( by (ii))
= [β1 · e0(R)− µ(M) · e0(R)] + e0(M)
= −e0(M) + e0(M) = 0 ( by (i)) .
So L2 = 0 and hence projdimR(M) < ∞. Using Auslander-Buchsbaum’s formula
we get M is free.
When d > 1. We choose x1, x2, ..., xd ∈ m \m
2 such that
(1) xi is Ri−1 ⊕ ωi−1-superficial element,
(2) xi ∈ R(m)1 is E1(Mi−1)⊕ E2(Mi−1)-filter regular,
where Ri = R/(x1, ..., xi) and Mi = M/(x1, ..., xi)M for i = 1, 2, .., d. Set
J = (x1, x2, ..., xd−1), S = R/J and N =M/JM.
Since x1, x2, ..., xd−1 is regular on R and M , ω and L are MCM , we get
Syz1S(N)
∼= Syz1R(M)/J Syz
1
R(M), ωS = ωR/JωR and µ(M) = µ(N).
By [7, 11(1)], we have
ej(ωR) = ej(ωS) and ej(M) = ej(N) for j = 0, 1.
Since M and SyzR1 (M) are MCM R-modules, by Corollary 3.4, we have
c1(M) = c1(N) and c1(Syz
1
R(M)) = c1(Syz
1
S(N)).
We now consider
c1(N) + c1(Syz
1
S(N)) = c1(M) + c1(Syz
1
R(M))
= µ(M) · e1(ωR), by our hypothesis
= µ(M) · e1(ωS).
Note that dimN = 1. So, by induction hypothesis, N is free S-module. So
Ext1S(N, k) = 0. But Ext
d+1
R (M,k)
∼= Ext1S(N, k). This gives Ext
d+1
R (M,k) = 0 and
so βd+1 = 0. Therefore projdimR(M) < ∞. Since M is MCM , using Auslander-
Buchsbaum’s formula we get M is free. 
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5. The case when ring is Gorenstein and its associated graded ring is
Cohen-Macaulay
In this section we assume that (R,m) is Gorenstein local ring of dimension d such
that its associated graded ring GI(R) is CM . Let r be a reduction number of I.
Then we prove
cI1(M) > r · e
I
0(M)−
r−1∑
n=0
d∑
j=0
(
d
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
.
The above inequality motivates us to investigate the function
ΦI(M) =
d∑
j=0
r−1∑
n=0
(
d
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
.
This we do. We show that if x ∈ I \ I2 is an R-superficial element then we have
ΦI(M) > ΦI/(x)(M/xM).
5.1. 0-Dimensional Case: We first deal with 0-dimensional Gorenstein ring S
with unique maximal ideal n. Let J be a n-primary ideal and N be a finitely
generated S-module. Since S is 0-dimensional, there exists a positive integer r ∈ N
such that Jr+1 = 0 but Jr 6= 0. We have
∞∑
n=0
ℓ
(
HomS(N,
S
Jn+1S
)
)
tn =
fJN (t)
1− t
r−1∑
n=0
ℓ
(
HomS(N,
S
Jn+1S
)
)
tn +
ℓ (HomS(N,S))
1− t
· tr =
fJN (t)
1− t
By Matlis duality, ℓ (HomS(N,S)) = ℓ(N). So c
J
0 (N) = e
J
0 (N). Thus
r−1∑
n=0
ℓ
(
HomS(N,
S
Jn+1S
)
)
tn +
eJ0 (N)
1− t
· tr =
fJN(t)
1− t
so, fJN(t) = (1 − t) ·
r−1∑
n=0
ℓ
(
HomS(N,
S
Jn+1S
)
)
tn + eJ0 (N) · t
r.
Set αn = ℓ
(
HomS(N,S/J
n+1S)
)
. Therefore we get
(*) fJN (t) = (1− t) ·
r−1∑
n=0
αnt
n + eJ0 (N) · t
r.
Using (*) we compute cJi (N) for i = 0, 1. Note that
cJ0 (N) = f
J
N (1) = e
J
0 (N)
and cJ1 (N) =
[
d
dt
fJN (t)
]
t=1
= r · eJ0 (N)−
r−1∑
n=0
αn.
5.2. General Case: Let (R,m) be Gorenstein local ring of dimension d > 1 with
m-primary ideal I such that the associated graded ring GI(R) is CM . We choose
x = x1, x2, ..., xd ∈ I \ I
2 be a sequence such that
(1) xi is I-superficial element with respect to Ri−1,
(2) xi ∈ R(I)1 is D1(Mi−1)-filter regular,
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where Ri = R/(x1, ..., xi), Ii = I/(x1, ..., xi), Mi = M/(x1, ..., xi)M for i =
1, 2, .., d and D1(Mi) =
⊕
n>0 Ext
1
Ri(Mi, Ri/I
n
i ).
In the following proposition we set S = R/(x), n = m/(x), J = I/(x) and
N = M/(x)M .
Proposition 5.3. (with hypotheses as in 5.2) We have
cI1(M) > c
J
1 (N).
Proof. By Corollary 3.4, we get
(i) cI1(M) = c
I1
1 (M1) = · · · = c
Id−1
1 (Md−1).
So in view of (i), it is enough to show that
c
Id−1
1 (Md−1) > c
J
1 (N).
Thus we may assume that the dimension of ring is 1, i.e., d = 1. Since GI(R) is
Cohen-Macaulay then R-superficial element x ∈ I \ I2 implies that x∗ ∈ GI(R)1 is
GI(R)-regular. Set S = R/(x), N = M/xM and J = I/(x). Thus we get a short
exact sequence of the form
0→
R
In
αx
n−−→
R
In+1
→
S
Jn+1
→ 0.
This gives the following long exact sequence
0→ HomR(M,
R
In
)→ HomR(M,
R
In+1
)→ HomS(N,
S
Jn+1
)→ Kn → 0,
where Kn = ker
(
Ext1R(M,R/I
n)→ Ext1R(M,R/I
n+1)
)
. By construction Kn = 0
for all n≫ 0. Therefore we have
fMR (t)
(1− t)
+
∑
n>0
ℓ(Kn)t
n =
fNS (t)
(1 − t)
⇒ fNS (t) = f
M
R (t) + (1− t) ·
∑
n>0
ℓ(Kn)t
n
It follows that
cJ1 (N) = c
I
1(M)−
∑
n>0
ℓ(Kn)
⇒ cJ1 (N) 6 c
I
1(M).
This completes the proof. 
Before stating our main theorem we first prove the following lemma.
Lemma 5.4. Let x ∈ I\I2 be an R-superficial element. Set R′ = R/(x), I ′ = I/(x)
and M ′ =M/xM and . Then for j > 0 and n ≥ 1 we have
(i) ExtjR′(M
′, R′/I ′) = ExtjR(M,R/I)
(ii) ℓ
(
ExtjR′(M
′,
R′
I ′n+1
)
)
6 ℓ
(
ExtjR(M,
R
In+1
)
)
+ ℓ
(
Extj+1R (M,
R
In
)
)
.
Proof. (i) The first assertion follows from [4, §18, Lemma 2].
(ii) Clearly x ∈ I \ I2 is GI(R)-regular. Thus for each n > 1, we get an exact
sequence of the form
0→
R
In
αx
n−−→
R
In+1
→
R′
I ′n+1
→ 0.
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Applying HomR(M,−), we get following long exact sequence
· · · → ExtjR(M,
R
In+1
)→ ExtjR(M,
R′
I ′n+1
)→ Extj+1R (M,
R
In
)→ · · ·
From [4, §18, Lemma 2] we get
ExtjR(M,
R′
I ′n+1
) = ExtjR′(M
′,
R′
I ′n+1
)
The result follows. 
We now make a convention that will be used throughout the section.
5.5. Convention: For ideal I, we set Ij = R for j 6 0.
A useful inequality is recorded in the following corollary.
Corollary 5.6. (with hypotheses as in 5.2) For all n > 1, we have
ℓ
(
HomS(N,
S
Jn
)
)
6
d∑
j=0
(
d
j
)
· ℓ
(
ExtjR(M,
R
In−j
)
)
Proof. By repeated use of Lemma 5.4 we notice that
ℓ
(
HomS(N,
S
J
)
)
= ℓ
(
HomR(M,
R
I
)
)
ℓ
(
HomS(N,
S
J2
)
)
6 ℓ
(
HomR(M,
R
I2
)
)
+
(
d
1
)
· ℓ
(
Ext1R(M,
R
I
)
)
Our convention gives that
ℓ
(
HomS(N,
S
J2
)
)
6
d∑
j=0
(
d
j
)
· ℓ
(
ExtjR(M,
R
I2−j
)
)
.
Similarly one can check that for all n 6 d,
ℓ
(
HomS(N,
S
Jn
)
)
6
d∑
j=0
(
d
j
)
· ℓ
(
ExtjR(M,
R
In−j
)
)
.

A relation between the dual Hilbert coefficients cI0(M) and c
I
1(M) is established
in the following theorem.
Theorem 5.7. (with hypotheses as in 5.2) Let r be the reduction number of I.
Then
cI1(M) > r · e
I
0(M)−
r−1∑
n=0
d∑
j=0
(
d
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
Proof. By Proposition 5.3, we have cI1(M) > c
J
1 (N). Since e
J
0 (N) = e
I
0(M) then
we get
cI1(M) > r · e
I
0(M)−
r−1∑
n=0
ℓ
(
HomS(N,
S
Jn+1
)
)
.
By Corollary 5.6, we have
ℓ
(
HomS(N,
S
Jn+1
)
)
6
d∑
j=0
(
d
j
)
· ℓ
(
ExtjR(M,
R
In+1−j
)
)
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Therefore
r−1∑
n=0
ℓ
(
HomS(N,
S
Jn+1
)
)
6
r−1∑
n=0
d∑
j=0
(
d
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
The result follows. 
5.8. The previous result motivates us to study
ΦI(M) =
d∑
j=0
r−1∑
n=0
(
d
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
,
for a MCM R-module M of dimension d with respect to ideal I.
Remarks 5.9. We can simplify the expression for ΦI(M).
(a) Notice that
ExtjR(M,
R
In+1−j
) = 0 for all n < j.
Therefore we get
ΦI(M) =
d∑
j=0
r−1∑
n=j
(
d
j
)
· ℓ
(
ExtjR(M,
R
In+1−j
)
)
(b) If r − 1 > d, then we have
φI(M) =
r−1∑
j=0
r−1∑
n=j
(
d
j
)
· ℓ
(
ExtjR(M,
R
In+1−j
)
)
Proposition 5.10. Let x ∈ I \ I2 be an R-superficial element. Then we have
ΦI(M) > ΦI/(x)(M/xM)
Proof. For brevity set R1 = R/(x), I1 = I/(x) and M1 = M/xM . Since GI(R) is
Cohen-Macaulay and x ∈ I \ I2 an R-superficial then we have an exact sequence of
the form
0→
R
Im
αx
m−−−→
R
Im+1
→
R1
Im+11
→ 0.
This gives a long exact sequence of the form
(*) · · · → ExtjR(M,
R
Im+1
)→ ExtjR1(M1,
R1
Im+11
)→ Extj+1R (M,
R
Im
)→ · · · .
By definition of Φ, as dimM1 = d− 1, we have
ΦI1(M1) =
d−1∑
j=0
r−1∑
n=0
(
d− 1
j
)
ℓ
(
ExtjR1(M1,
R1
In+1−j1
)
)
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From (*), it follows that
ΦI1(M1) 6
d−1∑
j=0
r−1∑
n=0
(
d− 1
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
+
d−1∑
j=0
r−1∑
n=0
(
d− 1
j
)
ℓ
(
Extj+1R (M,
R
In−j
)
)
=
d−1∑
j=0
r−1∑
n=0
(
d− 1
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
+
d∑
j=1
r−1∑
n=0
(
d− 1
j − 1
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
.
Notice that (
d− 1
j
)
= 0 for j = d and
(
d− 1
j − 1
)
= 0 for j = 0.
Therefore using a well-known Binomial identity we get
ΦI1(M1) 6
d∑
j=0
r−1∑
n=0
(
d
j
)
ℓ
(
ExtjR(M,
R
In+1−j
)
)
.
Hence it follows that ΦI1(M1) 6 Φ
I(M). 
The following is an immediate consequence.
Corollary 5.11. Let the situation be as in 5.2. Then we have
Φ(M) > Φ(M1) > Φ(M2) > · · · > Φ(Md) = Φ(N).
Remark 5.12. Let S be 0-dimensional Gorenstein local ring, and assume that
Jr+1 = 0 but Jr 6= 0. Then
ΦJ(N) =
r−1∑
n=0
ℓ
(
HomS(N,
S
Jn+1
)
)
Example 5.13. Let R = Q[x, y]/(f) be a hypersurface ring of dimension d = 1,
where f = x2 + xy + y2 a homogeneous polynomial of degree 2. Let m = 〈x, y〉R
be a maximal ideal of R. Consider an R-module
M =
〈(
x
−y
)
,
(
x+ y
x
)〉
⊆ R2.
Note that M is an MCM R-module. Clearly reduction number r of m is 1. There-
fore we get
Φm(M) =
d∑
j=0
r−1∑
n=0
(
d
j
)
ℓ
(
ExtjR(M,
R
m
n+1−j
)
)
= ℓ
(
HomR(M,
R
m
)
)
= µ(M) = 2.
⇒ r · e0(M)− Φ
m(M) = 0.
Therefore we get cm1 (M) > 0.
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We now give an example where cI1(M) could be negative.
Example 5.14. Let (R,m) be zero dimensional Gorenstein local ring with reduc-
tion number of m = 2, i.e., m2 6= 0 but m3 = 0. Then we get
(i) m2 = Soc(R) = HomR(k,R) ≃ k.
We now take M = k. Consider the exact sequence
0 −→ m2 −→ R −→
R
m
2
−→ 0.
This induces the following isomorphism
(ii) HomR(k,
R
m
2
) ≃ Ext1R(k, k).
Let µ(m) = h, the minimal number of generators of m. Then using (i) and (ii), we
get ∑
n>0
ℓ
(
HomR(k,
R
m
n+1
)
)
tn =
fmM (t)
1− t
⇒ 1 + ht+
t2
1− t
=
fmM (t)
1− t
.
So, fmM (t) = t
2 + (1− t)(1 + ht).
Therefore it follows that cm1 (M) = 1− h. So c
m
1 (M) < 0 when h > 2.
A specific example of the above kind is the following:
Example 5.15. Let e be any positive integer greater than 3. Consider
R =
k[[te, te+1, · · · , t2e−2]]
(te)
It follows from [8, 3.2] that R is 0-dimensional Gorenstein local ring with maximal
ideal
m =
(te, te+1, · · · , t2e−2)
(te)
.
Clearly h = µ(m) = e− 2 ≥ 2.
6. Example: Dual Hilbert-Samuel function of an Ulrich module
In this section we assume that R and its associated graded ring Gm(R) are Goren-
stein. Let L = Syz1R(M), denote the first syzygy module of M . Set S = R/(x),
N = M/xM and n = m/xR. The goal of this section is to compute the Dual
Hilbert-Samuel function of an Ulrich module. Recall that a MCM module M is
said to be Ulrich if em0 (M) = µ(M)
The following theorem gives a sufficient condition which ensures that the dual
Hilbert-Samuel function of M behaves ”perfectly” with respect to a superficial
element.
Theorem 6.1. Assume that x ∈ m\m2 is such that x∗ is Gm(R)⊕Gm(L)-regular.
Then
ε0M (m, n)− ε
0
M (m, n− 1) = ε
0
N (n, n) for n > 0.
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Proof. Consider the following exact sequence
0→ mn → R→
R
m
n
→ 0.
This induces that
(i) D1
m
(M) ≃
⊕
n>0
Ext2R(M,m
n) ≃ Ext2R(M,R(m)).
Also the exact sequence
0 −→ L −→ Rµ(M) −→M −→ 0
yields the following isomorphism
(ii) Ext1R(L,R(m)) ≃ Ext
2
R(M,R(m)).
From (i) and (ii), it follows that
(iii) D1
m
(M) ≃ Ext1R(L,R(m)).
Since Gm(R) is Gorenstein and Gm(L) and the homogeneous element x
∗ ∈ R(m)1
is Gm(R)⊕Gm(L)-regular then by [6, 11.5], the sequence
0→ HomR(L,m
n)→ HomR(L,m
n+1) −→ HomR(L, n
n+1) −→ 0
is exact for all n > 0. Therefore it follows that the maps
Ext1R(L,m
n)→ Ext1R(L,m
n+1) are injective for all n > 0
Using (iii) the maps
Ext1R(M,
R
m
n
)
xt
−−−→ Ext1R(M,
R
m
n+1
)
are injective for all n > 1. Therefore the short exact sequence
0→
R
m
n
αx
n−−→
R
m
n+1
→
S
n
n+1
→ 0.
induces a short exact of the form
0→ HomR(M,
R
m
n
)
x
−−→ HomR(M,
R
m
n+1
)→ HomR(N,
S
n
n+1
)→ 0.
This proves our assertion. 
6.2. The case when M is Ulrich module: Let M be Ulrich R-module. Then
there exists J = (x1, x2, . . . , xd), a minimal reduction of m such that JM = mM .
Therefore we get
Gm(M) ≃
M
mM
[x¯1, x¯2, . . . , x¯d].
Let µ(M) denote minimal number of generators of M . Then M/JM ≃ kµ(M).
6.3. Assume (S, n, k) is a 0-dimensional Gorenstein local ring with Gn(S) Goren-
stein. So there exists a positive integer r such that nr 6= 0 but nr+1 = 0. From the
exact sequence
0 −→ ni −→ S −→
S
n
i
−→ 0
one can verify that
HomS(k,
S
n
i
) ≃
{
Ext1S(k, n
i) for i = 1, 2, . . . , r
k for i > r.
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Also notice that Ext1S(k, n
i) = kµ1(n
i), where µ1(n
i) is the first Bass number of ni.
Now we can compute the dual Hilbert-Samuel series of k with respect to n.
D(k, t) = µ1(n) + µ1(n
2)t+ . . .+ µ1(n
r)tr−1 +
tr+1
(1 − t)
=
(1− t) · [
∑r−1
i=0 µ1(n
i+1) · ti)] + tr+1
(1 − t)
Proposition 6.4. Let M be an Ulrich R-module. Then we have
D(M, t) =
µ(M) ·
[
(1− t) · [
∑r−1
i=0 µ1(n
i+1) · ti)] + tr+1
]
(1 − t)
d+1
.
Proof. Since M is Ulrich R-module, there exists J = (x1, x2, . . . , xd), a minimal
reduction of m such that JM = mM . Set M¯ = M/JM . In [5] we prove that
Gm(SyzA1 (M)) is Cohen-Macaulay. In view of Theorem 6.1, it follows that
D(M, t) =
D(M¯, t)
(1− t)d
=
D(kµ(M), t)
(1 − t)d
= µ(M) ·
D(k, t)
(1− t)
d
=
µ(M) ·
[
(1− t) · [
∑r−1
i=0 µ1(n
i+1) · ti)] + tr+1
]
(1− t)d+1
The last equality follows from 6.3. 
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