Introduction
Let {X τ } τ ∈C be a one-parametre polynomial family of affine hypersurfaces X τ ⊂ C n . Let us suppose, for simplicity, that X τ is nonsingular, for τ ∈ C. It is well known that the family may fail to be topologically trivial because of jumps in behavior at infinity. We pose the following natural problem, which, surprisingly, seems not to have been treated in the literature up to now.
Problem Define a notion of equisingularity within such a family in order to be controled by numerical invariants defined in the affine space and to imply topological triviality of this family in the neighbourhood of infinity.
The study of the local equisingularity of families of complex analytic hypersurface germs, initiated by Oscar Zariski [EQUI] , was accomplished by Bernard Teissier . We refer the reader to e.g. [Za] and for surveys on several types of local equisingularity and their developements.
In case of isolated singularities, Teissier introduced the local µ * invariants, where µ k is the Milnor number of the intersection of X τ with a generic k-plane (and µ 0 = 1, by definition). One could show that they control the local Whitney equisingularity, cf. Teissier and .
To see what specific difficulties may occur in the global nonproper setting, let us look at the following particular case. Take F (τ, x) = f (x) − τ , where f : C n → C is a polynomial function with isolated singularities. Then {X τ } τ ∈C is the family of the fibres of the polynomial f . The hypersurfaces X τ may be smooth but their projective closures X τ ⊂ P n might be very singular. One can prove that the family {X τ } τ ∈C is locally topologically trivial over C \ Λ f , where Λ f is some finite set, see [Th] , [V] . For instance the function f (x, y) = x + x 2 y has no singular points, but the fibre over 0 is different from the others (since non-connected).
We develop in this paper a geometric theory to manage such situations. We define t-equisingularity at infinity, a new type of equisingularity which depends a priori on the compactification of the family {X τ } τ ∈C but does not refer to any stratification.
We shall mainly consider the projective compactification (t, X, C × P n ) of {X τ } τ ∈C , where X = {F τ (x, x 0 ) = 0} is the closure of X in C × P n ,t : X → C is the natural proper extension of t andF τ denotes the polynomial obtained by homogenizing F τ by the new variable x 0 . Notice that, in general, the singularities of X at infinity, i.e. Sing X∩{x 0 = 0}, can have high dimension. Roughly speaking, t-equisingularity at infinity with respect to the compactification (t, X, C × P n ) means transversality of the mapt to a certain space of limits of hyperplanes associated to the divisor at infinity X ∞ := X \ X, in a sense which will be defined in the following.
Next we define the numbers γ * (X τ ) within the affine space itself, where we have fixed a system of coordinates. We show in §3 that they provide a CW-complex model for the hypersurfaces X τ .
The main result is the following global equisingularity theorem:
where D ⊂ C is some disc centered at τ 0 . Then the following are equivalent:
(a) The family {X τ } τ ∈C is t-equisingular at infinity at τ 0 with respect to the projective compactification (t, X, C × P n ).
(b) The numbers γ * (X τ ) are constant, for τ close enough to τ 0 .
Our proof is based on the interplay between global and local objects. It does not follow from known local equisingularity results: the problem is that, if one tries to use Whitney equisingularity along some stratum on X ∞ then the generic local polar invariants might not be global invariants of our family of affine hypersurfaces, see Remark 2.9 and §3.
We completely answer to our Problem by proving (in a larger context) that tequisingularity implies C ∞ -triviality in the neighbourhood of infinity. This fact, combined with the Main Theorem, yields the following result:
t-equisingularity at infinity
Limits of tangent spaces appear naturally in the study at infinity of affine hypersurfaces. They were systematically employed in [ST] , [Ti] . Using the language of relative conormals, we introduce the notion of t-equisingularity at infinity with respect to some compactification of the family {X τ } τ ∈C and prove that it implies C ∞ -triviality at infinity. Let us start with some preliminaries, following [Ti] .
2.1 Let X = {F (τ, x) = 0} ⊂ C × C n and let t : X → C be the projection to the first coordinate. We shall assume that there exists a compact K ⊂ C such that Sing X τ ⊂ K, for all τ ∈ C. In particular, it follows that Sing X ⊂ C × K.
We consider some compactification of {X τ } τ ∈C , that is a triple (t, Y, Z) with the following properties: (a) Y is an algebraic variety such that Y \ X is a Cartier divisor on Y. We denote Y ∞ = Y \ X and call it the divisor at infinity.
(b) Z is a connected smooth complex manifold containing Y.
(c)t : Y → C is an algebraic morphism and a proper extension of t : X → C.
2.2
Let g : Y ∩ U → C be a function which locally defines the reduced divisor Y ∞ , where U ⊂ Z is an open set containing p. Let T * (Z) denote the cotangent bundle of Z. The relative conormal T * g|Y∩U is a subspace of T * (Z) |Y∩U , defined as follows, see , [HMS] :
where T y (g −1 (g(y)) denotes the tangent space at y to the hypersurface g −1 (g(y) ⊂ X 0 ∩ U and X 0 ∩ U is the open dense subset of regular points of X where g is a submersion. One says that the relative conormal is conical since it has the property (y, ξ) ∈ T * g|Y∩U ⇒ (y, λξ) ∈ T * g|Y∩U , ∀λ ∈ C * . Let π : T * (Z) → Z be the canonical projection. We denote by PT * (Z) the projectivised bundle, i.e. PT * (Z) is the quotient of
We need the following result:
be a germ of a complex analytic space and let g : (X , x) → (C, 0) be a nonconstant analytic function germ. Let h : X → C be analytic such that h(x) = 0 and denote by W some small enough, open neighbourhood of
i∈I be a family of pairs as the (U, g) above such that ∪ i∈I U i ⊃ Y ∞ and each U i is included in a local chart of Z. By Lemma 2.3, the subspaces T * g|Y∩U i can be glued together to yield an analytic subspace C of the cotangent bundle T * (Z). This space is also conical.
Definition
We call the subspace C of T * (Z) constructed above the space of characteristic covectors at infinity. We shall denote by PC the image of C by the C * -quotient projection. For some subset S ⊂ Y ∞ , we denote C(S) := C ∩ π −1 (S) and PC(S) := PC ∩π −1 (S).
Definition (t-equisingularity at infinity)
We say that the family {X τ } τ ∈C is t-equisingular at infinity, at c ∈ C, with respect to
The first test for our new type of equisingularity would be if it implies topological triviality. We may in fact prove more than that: it implies C ∞ triviality.
Theorem
If the family {X τ } τ ∈C is t-equisingular at infinity at c ∈ C then it is C ∞ -trivial at infinity at c.
Proof Sinceπ is proper, it follows that PT * t|Y
λ ji is a complex analytic function with λ ji (p) = 0. It follows that for the real relative conormals we have (T * φ ) p = (T * |g i | 2 ) p , which follows from the real variant of Lemma 2.3 (one can find its explicit proof in [Ti] ).
It follows that, within a small enough neighbourhood of p, the map t is transversal to the positive levels of |g i | 2 and hence to the positive levels of φ. Then t is transversal to the positive levels of φ within some open neighbourhood V of the compact sett 
and is tangent to (D c × ∂B) ∩ X, then glue it by a C ∞ partition of unity to the above defined vector field v. This is standard, since the restriction t | : (D c × ∂B) ∩ X → C is a proper submersion. By integrating the new patched vector field, we get the desired C ∞ -trivialization. ⋄ 2.8 Corollary If a family {X τ } τ ∈C of nonsingular affine hypersurfaces is t-equisingular at infinity at any c ∈ C then it is a C ∞ locally trivial family (i.e. t : X → C is a C ∞ locally trivial fibration).
Proof Using the notations of the above proof and the same argument as for constructing the vector field w above, we construct this time a C ∞ vector field
and is tangent to (D c × ∂B) ∩ X, then glue it by a C ∞ partition of unity to the previously defined vector field v. ⋄ 2.9 Remark Let us consider the projective compactification (t, X, C × P n ) of {X τ } τ ∈C and let us suppose that the point p = (s, τ 0 ) ∈ X ∞ has coordinate x n = 0. Denote by F n the functionF (x 1 , . . . , x n−1 , 1, x 0 , τ ), where we recall thatF is homogeneous in the variables x 1 , . . . , x n , x 0 . Then, by and , the Whitney equisingularity along the line {s} × C at p is equivalent to the integral closure criterium:
where m p is the maximal ideal of the analytic algebra O p at p ∈ X.
In contrast, the t-equisingularity at p is equivalent, by [ST, 5.5, Proof] , to the following different integral closure condition:
3 The global γ *
-invariants
We define global invariants which control the t-equisingularity at infinity. They do not depend on the compactification triple (t, Y, Z) but on the chosen coordinate system on C n . To introduce them, we need generic slices, in the sense we shall make precise in the following.
Let our affine hypersurface X ⊂ C × C n be stratified by its canonical (minimal) Whitney stratification W, cf. . This is a finite stratification, having X \ Sing X as a stratum. Recall that dim Sing X ≤ 1, as initially assumed. LetP n−1 denote the dual projective space of all hyperplanes of P n−1 . The linear form C n → C which defines the hyperplane H ∈P n−1 will be denoted by l H .
Definition
For two complex analytic functions f, g : X → C we define their polar locus with respect to W by:
where Sing W f := W i ∈W Sing f |W i is the singular locus of f with respect to W. 
3.3 Definition (γ * -invariants) Let H ∈ Ω t,c , where Ω t,c is as above. For any c ∈ C, we define the generic polar intersection multiplicity at c ∈ C:
where int(Γ W (l H , t), X c ) denotes the sum of the local intersection multiplicities at each point of the finite set Γ W (l H , t) ∩ X c . Next, we take a hyperplane H ∈ Ω t,c and denote by γ n−2 c the generic polar intersection multiplicity at c ∈ C of the family of affine hypersurfaces {X τ ∩ H} τ ∈C . By induction, we define in this way γ 3.4 By a standard connectivity argument, the set of polar intersection multiplicities is well defined, i.e. it does not depend on the choices of generic hyperplanes.
The number γ i c is constant on C \ Λ i , where Λ i is a finite set. For instance
, where H ∈ Ω t and Γ W (l H , t) denotes the closure of the polar curve Γ W (l H , t) within Y. Therefore the "jump" of γ i c is due, so to say, to the loss of intersection points to infinity.
We call the following number:
the i-defect at infinity, at c ∈ C, where i ∈ {1, . . . , n − 1}, c ∈ Λ i and u ∈ Λ i .
3.6
We show how the invariants γ * and λ * contribute to the topology of the hypersurfaces X c . As a particular case, one may consider the family {X τ } τ ∈C of the fibres of a polynomial function f : C n → C and c ∈ C such that f −1 (c) has (at most) isolated singularities. Let then µ(X c ) denote the sum of the Milnor numbers of the isolated singularities of X c . Recall that X c is defined by the polynomial F c : C n → C. We situate ourselves in the hypothesis of Theorem 1.1.
Theorem
Let {X τ } τ ∈C be a polynomial family and let c := τ 0 ∈ C. Suppose that, for all τ in some disc D ⊂ C centered at c, the hypersurfaces X τ have at most isolated singularities, not tending to infinity as τ tends to c. Then: (c) Suppose in addition that X u is nonsingular, ∀u ∈ D \ {c}. Then:
Proof (a): Let X c denote here the closure of X c in P n , where X c ⊂ C n . Let H = {h(x) − α = 0}, where h : C n → C is linear. We may choose H so that the projective hyperplane {h = 0} ⊂ P n−1 to be transversal to any stratum of the minimal Whitney stratification of X c . Let {a 1 , . . . , a k } be the singular points of the restriction h | : X c → C. By a standard Lefschetz type argument, it follows that, homotopically, X c is obtained from X c ∩ H to which one attaches a certain number of cells of dimension = dim X c − 1. Namely, at each point one has to attach a number of cells equal to the (n − 2) th Betti number of the complex link of (X c , a i ). But this is also equal to the multiplicity at a i of the generic polar curve Γ(l H , t). In turn, by a typical argument concerning isolated singularites, we have:
Summing up, we get the claimed result.
(b): X c ∩H is nonsingular. We further slice X c ∩H and we get, by induction and using (a) at each step, the desired model for X c as CW-complex. Notice that, for a general line L, the number of points of X c ∩ L is deg F c .
(c): Easy to prove from (b), since X u has no singularities and therefore χ(
be the family of fibres of a polynomial f : C n → C. Under the strong hypothesis of "isolated W-singularities at infinity", we have defined in [ST, Def. 4.4, Prop. 4 .5] a number λ p ≥ 0 which measures the local defect at infinity, at some point p ∈ X ∞ . In this case, one can prove, by using Theorem 3.7 and [ST, Corollary 3.5] , that these numbers are related to our newly defined λ * invariants as follows:
Proof of the Main Theorem
We shall prove the Main Theorem and then give some comments on it.
By hypothesis, Sing
e. the singularities of X τ do not tend to infinity as τ varies in D, where D is a (small) disc centered at a fixed point c := τ 0 ∈ C. We call critical locus at infinity oft : Y → C the following set:
It follows from this definition that Crt ∞t is a closed analytic subset of Y ∞ . The family {X τ } τ ∈C is t-equisingular at infinity at c, with respect to (t, Y, Z) if and only if Crt ∞t ∩t −1 (c) = ∅. In case of the projective compactification (t, X, C × P n ), it is straightforward to see that Crt ∞t = {p ∈ X ∞ | (p, dt ′ ) ∈ PC(p)}, where t ′ denotes here the projection C × P n → C on the coordinate τ and dt ′ is viewed as a point in T * p (C × P n ). We still need some more notation. Let X be a complex analytic space and let g : X → C be a complex analytic function. Suppose that X is endowed with a complex stratification G = {G α } α∈Λ such that g −1 (0) is a union of strata. If G α ∩ G β = ∅ then, by definition, G α ⊂ G β and in this case we write G α < G β . [Ti] We say that G is a ∂T -stratification (partial Thom stratification) relative to g if the following condition is satisfied: any two strata G α < G β with G α ⊂ g −1 (0) and G β ⊂ X \ g −1 (0) satisfy the Thom (a g ) regularity condition.
Definition
We then recall a useful result proved by Briançon, Maisonobe and Merle [BMM, Théorème 4.2 .1] using D-modules techniques and later proved by the author, using only topological arguments [Ti, Theorem 2.9 ].
Theorem
Let X ⊂ C N be endowed with a complex stratification G which satisfies Whitney-(a) condition, such that g −1 (0) is a union of strata and G verifies the local stratified triviality property. Then G is a ∂T -stratification. ⋄ One may construct ∂T -stratifications of X as in [Ti] ; for instance one may take a finite complex Whitney stratification of X such that X \ Sing X is a stratum. Such a stratification is called partial Thom stratification at infinity since, by Theorem 4.3, at any point p ∈ X ∞ it is a local partial Thom stratification relative to x 0 , where x 0 = 0 is some local equation of the divisor at infinity X ∞ .
Proof of (b) ⇒ (a).
Suppose that the family {X τ } τ ∈C is not t-equisingular at infinity, at some c ∈ C, with respect to the projective compactification (t, X, C × P n ). This means that the compact analytic set Σ c := Crt ∞t ∩t −1 (c) is nonempty. We shall prove that, if γ * (X τ ) is constant at c, then Σ c = ∅, which is a contradiction. Step 1. Reduction to the case dim Σ c = 0. For any hyperplane H ∈ C n , we have dim Σ c ≥ dim Σ c ∩ H ≥ dim Σ c − 1, where H is the closure of H in P n . Let us remark that Σ c ∩ H is contained in the critical locus at infinity Crt ∞ t 1 , where t 1 := t |C×H is the projection from X 1 := X ∩ (C × H) to C and (t 1 , X 1 , C × H) is the projective compactification of the family {X τ ∩ H} τ ∈C . We identify H with P n−1 and continue the slicing proces. A natural consequence which we want to single out is that, by hyperplane slicing, the dimension of the critical locus at infinity Σ c cannot drop by more than one, at each step. On the other hand, the dimension of the critical locus at infinity has to drop until zero, after repeating a finite number of times the slicing with generic hyperplanes. This is indeed so, by the following argument. After n − 2 times slicing, we get a family of plane curves {X n−2 τ } τ ∈C . If one considers generic slicing, then these curves are reduced. In this case, it is not difficult to see that dim Crt ∞ t n−2 ≤ 0, since the divisor at infinity (X n−2 ) ∞ is of dimension one. Namely, there exists a Whitney stratification of X n−2 which has X n−2 \ Sing X n−2 as a stratum and has a finite number of point-strata on (X n−2 ) ∞ , hence, since deg F τ is constant, there is a finite number of points where t n−2 : (X n−2 ) ∞ → C is not a stratified submersion. The critical locus at infinity is then included in this finite set, since in the other points at infinity p ∈ (X n−2 ) ∞ we have dt ′ ∈ PC(p). This is so because, by Theorem 4.3, our Whitney stratification is Thom (a x 0 )-regular, where x 0 = 0 is an equation of (X n−2 ) ∞ at p. Our argument is now complete. The final conclusion is that, after a number s of times (at least 1, at most n − 2) of generically slicing the family {X τ } τ ∈C , the critical locus at infinity at c has dimension precisely zero, not more and not less. The Step 2. of our proof will then show that this contradicts our hypothesis λ n−s−1 c = 0.
Step 2. The case dim Σ c = 0. We need the following lemma:
4.5 Lemma In the notations above, let p = (c, y) ∈ X ∞ ∩t −1 (c) and let Crt p (t, x 0 ) denote the critical locus of the map germ (t, x 0 ) : (X, p) → (C 2 , (c, 0)) with respect to some Whitney stratification of X having X \ Sing X as a stratum, where x 0 = 0 is the equation of the hyperplane at infinity P n−1 ⊂ P n . Then, for any hyperplane
Proof Without loss of generality, let us assume that H is the zero locus of a coordinate of C n , say x 1 . Then
On the other hand, the germ at p of the polar locus Γ(t, x 0 ) := Crt p (t, x 0 ) \ X ∞ ⊂ X, in the chart U 1 := C × {x 1 = 0} is the germ at p of the analytic set G 1 ⊂ X, where
where F
(1) τ =F τ (x 0 , 1, x 2 , . . . , x n ). We may choose generic coordinates on C n such that {x 1 = 0}, . . . , {x n = 0} ∈ Ω t,c . One may then assume that dim Γ W (x 1 , t) ∩ {x 1 = 0} ≤ 0. Now, on the intersection of charts C × (U 0 ∩ U 1 ), the function
is equal to ∂Fτ ∂x j modulo a nowhere zero factor, for any j = 0, 1. Therefore G 1 is equal to the closure in X of the following set:
which is just Γ(x 1 , t). It follows that Γ W (t, x 0 )\{p} = Γ(l H , t) within some neighbourhood of p. ⋄ Taking a small enough neighbourhood U of p, let us first remark that the conormal space PT * x 0 |X∩U ⊂ X ×P n has dimension n + 1, whereP n denotes the set of hyperplanes in C n+1 through the origin, and let us denote by π 2 the projection onP n . Let then p be a point of Σ c . By identifying {0} × C n with a hyperplane of C × C n through the origin, we conclude that π −1 2 ({0} × C n ) cannot be empty, since it contains p, and therefore has dimension at least 1. Moreover, the set π 1 (π −1 2 ({0} × C n )) ∩ X has the same dimension and is in fact the polar locus Γ(t, x 0 ). By Lemma 4.5 above, this means that the polar locus Γ(x 1 , t) is not empty, where x 1 is a generic coordinate. Then the polar locus Γ(x 1 , t) is a curve, not contained into X c . Therefore its intersection multiplicity with X τ , for some τ close enough to c, is a strictly positive number and there are points of X τ ∩ Γ W (x 1 , t) which tend to infinity, as τ tends to c. This means that part of the intersection multiplicity γ n−1 (X τ ) "vanishes" when τ tends to c. Therefore we get λ n−1 c = 0, which gives a contradiction and ends our proof. ⋄
Proof of (a) ⇒ (b)
By absurd, suppose that, for some H ∈ Ω t,c the closure of Γ W (l H , t) in C × P n contains some point p = (c, y) ∈ X ∞ ∩t −1 (c). Lemma 4.5 shows that, in this case, the local polar locus Γ(t, x 0 ) at p is not empty. But this contradicts the assumption dt ′ ∈ PC(p). This proves that λ n−1 c = 0. To continue our proof we shall, of course, slice again. This time we need to slice such that to preserve the condition dt ′ ∈ PC. We shall do this by choosing a finite complex partial Thom stratification at infinity of X. Then take the restriction S of this stratification to X ∞ ∩t −1 (c). There exists a Zariski-open set Ω ⊂P n−1 such that, if H ∈ Ω, then H is transversal to all strata of S. Such hyperplane is also transversal to the hyperplane {t ′ = c} and therefore, slicing by it will preserve the hypothesis dt ′ ∈ PC(p), ∀p ∈ X ∞ ∩t −1 (c). In this way we prove inductively that λ n−i c = 0, ∀i ∈ {2, . . . , n−1}. We also need to prove λ 0 c = 0. Suppose the contrary, which means that deg F τ is not constant at c. We may assume without loss of generality that c = 0. But thent −1 (0)∩X ∞ contains the divisor at infinity P n−1 of P n andF τ is of the form th τ + x i 0g τ , for some polynomial functions h τ , g τ :
This shows that the singular locus Σ 0 contains G, which gives a contradiction to the assumed t-equisingularity at infinity. ⋄
Remark
The fact that γ n−1 is constant does not imply γ * constant. This can be compared to the similar assertion in the local case, which has been proved by : a µ-constant family of isolated hypersurface germs is not necessarily µ * -constant. A simple example which one may use in the global case is the following: {X τ } τ ∈C is the family of fibres of the polynomial in 3 variables f (x, y, z) = x + x 2 y. One can easily see that γ 2 τ is constant, whereas γ 1 τ is not, since λ 1 0 = 1.
Let now {X τ } τ ∈D be a family of smooth hypersurfaces, where D ⊂ C is some disc. Then the γ * -constancy implies that this family is C ∞ trivial over D, if this disc is small enough, by Theorem 1.2. In particular, all the hypersurfaces have the same Euler characteristic. It is however not true that the invariance of the Euler characteristic implies the invariance of γ * . One can show this by the example f (x, y, z) = x + x 2 yz. Homotopically, the fibre f −1 (0) is the disjoint union of C 2 with a torus C * × C * , whereas the fibre f −1 (a), for a = 0, is the union of the torus C * × C * with {1} × C. Therefore the Euler characteristic of all fibres is equal to 1. On the other hand, by an easy computation, the defects at infinity at 0, namely λ 2 0 and λ 1 0 , are both positive.
Theorem
Under the hypothesis of Theorem 1.1, suppose in addition that n = 2 and that deg X τ =constant, for any τ ∈ D. Then the γ 1 -constancy at c := τ 0 ∈ C is equivalent to the topological triviality at infinity, at c, of the family {X τ } τ ∈C .
Proof
To prove "⇐" we take up the arguments from 4.4, Step 1, case dim X = 2. There is a finite complex Whitney stratification of X having X \ Sing X as a stratum. Since deg F τ is constant at c, there is a finite number of points of X ∞ wheret : X ∞ → C is not a stratified submersion. This implies that the variation of topology at infinity of the fibres of t : X → C is localizable (in the sense of [Ti, Definition 4 .1]) exactly at those points at infinity {a 1 , . . . , a k }. Then, by [Ti, Theorem 3.3] , there is a big enough ball B ⊂ C n centered at 0, there are small enough balls B i ⊂ C × P n centered at a i , i ∈ {1, . . . , k}, and there is a small enough disc D c ⊂ C centered at c, such that the restriction:
is a topologically trivial fibration. By excision, this implies that
Now, by a local argument at each point a i (see e.g. [ST, Prop. 4 .5]), we have that the difference χ(X c ∩B i )−χ(X c+ε ∩B i ) is just the (nongeneric!) polar number int a i (Γ(t, x 0 ),t −1 (c)). Moreover, by the definition of the 1-defect and by Lemma 4.5, the sum of the local polar numbers n i=1 int a i (Γ(t, x 0 ),t −1 (c)) is equal to the defect λ 1 c . We may now conclude our proof as follows: if we suppose that λ 1 c = 0, then the relation (3) shows that topological triviality at infinity cannot hold. ⋄
We remark that the proof above works in higher dimensions for the following more general situation:t has isolated stratified singularities at infinity with respect to some stratification of X which is a partial Thom stratification at infinity (see [Ti, Theorem 3.3] and loc.cit. for the terminology).
If the family {X τ } τ ∈C is given by the fibres of a polynomial in two variables f : C 2 → C with no singular points, then the γ 1 -constancy at all points c ∈ C implies, via Theorem 4.9 and Abhyankar-Moh Lemma [AM] , that the polynomial f is equivalent to a linear form, modulo an algebraic automorphism of C 2 .
Finally, we may offer the following conjecture which implies the well known Jacobian Conjecture in dimension 2.
Conjecture Let f : C 2 → C be a polynomial function with no singular point and let Γ(l, f ) be its polar curve with respect to some general linear form l. Assume that the closure Γ(l, f ) of the polar curve Γ(l, f ) within X intersects X ∞ and let p ∈ X ∞ ∩ Γ(l, f ). Then, for any polynomial function g : C 2 → C, the closure Crt(f, g) within X of the critical locus Crt(f, g) contains the point p.
