In the calibration of flood forecasting models, different objective functions and their combinations could lead to different simulation results and affect the flood forecast accuracy. In this paper, the Xinanjiang model was chosen as the flood forecasting model and shuffled complex evolution (SCE-UA) algorithm was used to calibrate the model. The performance of different objective functions and their combinations by using the aggregated distance measure in calibrating flood forecasting models was assessed and compared. And the impact of different thresholds of the peak flow in the objective functions was discussed and assessed. Finally, a projection pursuit method was proposed to composite the four evaluation indexes to assess the performance of the flood forecasting model.
INTRODUCTION
Hydrological models have been widely used in flood forecasting, water resource management, impact studies of climate change and land-use change, and regional and global water balance calculations, etc. are universally adopted to investigate multi-objective calibration issues. Peak flow reproduction is essential for flood forecasting exercises (Chahinian et al. ; Moussa & Chahinian ) . It is obvious that the selection of threshold value of peak flow events or low flow events in these cases is subjective, whose reasonability needs to be discussed and compared with other issues in flood forecasting; however, the effect of this subjectivity is not well addressed in the literature. Thus, in this study, the reasonability of the threshold of the peak flow events is analysed and discussed by using a series of equally spaced thresholds. It is important to note that trade-offs exist between different objective functions so that a Pareto front or Pareto surface corresponding to a number of parameter sets could be obtained when solving multi-objective optimization problems (Gupta et al.
The performance of a simulated hydrograph is evaluated by a series of evaluation indexes such as RE, NSE, the ratio of annual simulated runoff volume to annual observed runoff volume (Vsim/Vobs) (Yu & Yang ) , and RMSE, etc. Some of them may be highly correlated, mutually opposing or even contradictory to each other. Therefore, integrating multiple evaluation indexes into a comprehensive value is necessary to identify the simulation performance effectively. Many multivariate statistical techniques have been applied for the analysis of high dimensional data (Wang et al. ; Wang & Ni ) .
Some of them are intractable in data processing, while the projection pursuit algorithm has superior ability on highly dimensional data processing so that it has been widely used in many fields such as forecasting, water resources assessment, environmental protection and so on (Rajeevan et al. ; Zhang & Dong, ) . In this study, the projection pursuit method is used to solve the multi-index evaluation problem.
The main goal of this paper is to assess the effects of different objective functions and their combinations in calibrating flood forecasting models, and a new evaluation method is proposed to assess the performance of a flood forecasting model when evaluation indexes are more than two. The main goal is achieved through the following steps: (1) the Xinanjiang (XAJ) model is chosen as the flood forecasting model and the shuffled complex evolution (SCE-UA) algorithm (Duan et al. ) is used to calibrate the model; (2) the performances of different single objective functions and multiple objective functions are assessed in model calibration; (3) the impact of different threshold values of the peak flow on flood forecasting is evaluated; and (4) the practicability of the projection pursuit method is verified through the evaluation of the performance of the flood forecasting model.
STUDY AREA AND DATA

Study area
The Chongyang River basin with an area of 4,848 km 2 and a river length of 126 km is selected to perform the study, which is a main upstream tributary of Minjiang River located in southeastern China. The physiography of the basin consists of highly dissected topography with steep slopes and high stream densities (Figure 1 ). The surface of this area is covered by well drained yellow-red soil derived from a variety of parent materials such as sandstone, shale and granite. The forest coverage of this region is above 80% of the total area, making it one of the regions with the highest percentage of forest cover in China (Hu et al. ) . This also means that human activities have little impact on the runoff of the basin. Its climate is dominated by the southeast Pacific Ocean and the southwest Indian Ocean subtropical monsoons and the regional landforms (Tang et al. ) , which bring abundant long-term and extensive rainfall. The mean annual precipitation is 1,700 mm, of which 70-80% occurs in the rainy season from April to September. The average runoff depth is 1,100 mm and the runoff coefficient is 0.64.
The catchment can be classified as humid, with abundant soil moisture and high vegetation cover, and the flow generation mechanism is saturation excess runoff.
In this basin, flood is generally caused by two kinds of rain type, the typhoon rain and convection rain of short duration and high precipitation intensity. The former is caused by typhoon weather system which occurs mostly from July to September. The latter results from the interaction between the mid-latitude weather system and the low-latitude weather system, which often brings the frontal rainstorm and generally occurs from April to June. The geography and climate condition of this area makes it a central area of high rain and high flood risk, which often greatly threatens the safety of life and property in the basin. In June 1998, there was a very serious flood event with a return period up to 200 years in the basin, which led to huge financial losses to the local residents (Zhang & Hall ) . As a result, it is very important and necessary to establish a flood forecasting model for public safety and water management in this study area.
Data and their characteristics
There are six rain gauges, one evaporation station and one stream gauging station to be used in the basin, whose locations can be seen in Figure 1 . The hourly data series from 2001 to 2013 were applied to evaluate the model, which were provided by the Hydrology Bureau of Fujian Province, China. All the hydrological data have been recognized as high quality by the local Hydrology Bureau to be published in the local Hydrological Year Book. We have carefully checked all data and did not notice any unexpected behaviour (result not shown). The continuous hydrological data series were applied as input to simulate the hourly continuous runoff and 30 flood events with different magnitudes were selected and abstracted from the continuous hydrological data series to evaluate the hydrological model. These events represent various hydrological behaviours and display a wide range of durations and rainfall intensity. The relations between the total runoff depth and the total rainfall, the peak flow and the total rainfall, and the peak flow and the initial discharge of the selected historical flood events are shown in Figure 2 . It can be seen that there is a close relation between the total rainfall and the total runoff, and a relatively good relation between the total rainfall and the observed peak flow in this basin. It also shows that the relation between initial discharge and peak flow is not good, meaning that the observed peak flow is a result of the combined effect of rainfall and other factors such as the antecedent soil moisture condition, etc. So it is necessary to set a long enough period as warm-up period (in this study it is 2 days) to eliminate the effect of the initial discharge value in calibrating the flood forecasting model.
MODEL AND OBJECTIVE FUNCTIONS
Xinanjiang model
The Xinanjiang model is a conceptual rainfall-runoff model proposed by Zhao in the 1970s (Zhao et al. ) . It has been extensively and successfully used for flood simulation and operational forecasting in the humid and semi-humid The Xinanjiang model contained 15 parameters in total, which are listed in Table 1 . Each represents the properties of the catchment. Although some insensitive parameters can be obtained from the observed information, the sensitive parameters must be calibrated (Thiemann et al. ) . The range of each parameter is listed in Table 1 , which is used for the calibration of the model's parameters.
SCE-UA algorithm
The Shuffled Complex Evolution algorithm is a global optimization algorithm called SCE-UA for short (Duan In the procedure of calibration, the quality of the final model parameter values could be affected by many factors, such as the quality of the input data, the simplifications and errors inherent in the model structure, the power of the optimization algorithm, the estimation criteria, the objective functions and so on (Madsen ; Feyen et al.

). It is difficult to take all the factors into account. In this paper our aim is to analyse the influence of the objective functions on the model parameters and simulations.
The following numerical performance statistics measure the different calibration objectives stated above (Madsen
volume error of the flood events
RMSE of the flood events
peak flow error of the flood events
where Q obs,i is the observed discharge at time i in each flood event, Q sim,i the simulated discharge, n j the number of time steps in the flood event j, M p the total number of flood events, θ the set of model parameters to be calibrated, Q obsmax,j the observed peak flow of discharge in the flood event j, and Q simmax,j the simulated peak flow of discharge in the flood event j.
Considering that the objective function F P (θ) is based on a small sampling of data as compared with the other two objective functions, the reliability and stability of the calibration result may not be guaranteed. As a result, the average RMSE of peak flow events which include more sample data has been adopted as an objective function to simulate the hydrograph, which is defined as the peak flow events above a given threshold level (Madsen ;
Van et al. ; Liu & Sun ). However, there is no universal method to decide a reasonable threshold for selecting the peak flow events. In this study, selection of a reasonable threshold has been tried by rolling thresholds from 0 to 100% of the peak flow value with equal step of 2%. A new equation of F f (θ), named root mean square error of peak flow events, is defined as follows:
where Q obs,i,p and Q sim,i,p are the observed and simulated discharges at time i in each peak flow event, respectively; f is the threshold; np f,j is the number of peak flow events (hydrograph in which discharge is greater than the threshold in flood event j); and other notations are as previously defined.
The objective functions listed above are positive functions, and the parameters corresponding to the minimum value of each function (i.e., as close as to 0) could be regarded as the optimum value. Each of the single-objective calibration procedures is undertaken separately and contains a coupled manual and automatic calibration procedure. The main goal of the manual calibration procedure is to obtain the range of each parameter. The automatic calibration procedure aims at finding the optimum in the range. It is worth noting that trade-offs and equilibrium constraints exist between the different objective functions. So it is necessary to consider the calibration in a multi-objective framework.
In the multi-objective framework, the calibration problem can be stated as follows (Madsen ) : In general, the solution of Equation (5) 
where A i (i ¼ 1, 2, …, n) are transformation constants corresponding to different objectives so that different relative priorities can be adopted to certain objectives. Different values of A i using in the aggregated distance measure can investigate the entire Pareto front. However, it is computationally too expensive to calculate the entire Pareto front.
So we can calculate some of the Pareto optimal solutions that people are of interest. In this case, an aggregated objective function was proposed to put equal weights on the different objectives. The value of A i can be calculated by Equation (7) (Madsen ):
Equation (7) makes sure that each of the objective functions is transformed to having the same distance from the origin so that equal weights are put on the different objectives.
Evaluation criteria
Four evaluation indexes are adopted for evaluating the good- relative error of water,
Nash-Sutcliffe coefficient,
relative error of peak flow,
and time lag of peak flow,
where T sim,j is the time of occurrence of the simulated peak flow in the flood event j, T obs,j the time of occurrence of the observed peak flow in the flood event j, and other notations are as previously defined.
Owing to the contradictions existing among the evaluation results of the four indexes showed above, it is difficult to visually evaluate the performance among 
RESULTS AND DISCUSSION
The flood forecasting model was established with single and multi-objective functions to calibrate the model parameters and simulate the flood process. Seven flood forecasting schemes were put forward with three single objective functions and their combination in different ways. The specific description of each scheme is listed in Table 2 . In order to compare the performance of single and multi-objective functions, the averages of the absolute evaluation values of the overall 30 flood events are listed in Table 3 , and their variations are presented in Figure 3 . The results are discussed in the following subsections.
Single objective calibration results
It can be seen from Tables 2 and 3 can be found in Table 3 for the three single objectives (Schemes 1-3). In general, the simulations match the observed flood events well, which is closely related to the Combination of root mean square error and peak flow error of the flood events 7 F 1 (θ)F 2 (θ)F p (θ) Combination of volume error, root mean square error and peak flow error of the flood events It can be concluded from Table 3 , Figures 3 and 4 that the characteristics of the observed hydrograph are difficult to be matched simultaneously when it is calibrated by single objective functions. Naturally, it is necessary to consider multi-objective calibration so as to have a better simulation on the hydrological behaviour of the catchment.
Multi-objective calibration results
The average values of the evaluation indexes of the 30 flood events with different multi-objective functions are listed in Table 2 . It is clear that the simulations by multi-objective functions ( Figure 5) reveal more comprehensive performance of the hydrological behaviour of the catchment than those by single objective functions (Figure 4) . The mean value and variation of RE calibrated by multi-objective F 1 (θ)F 2 (θ) is smaller than that by F 2 (θ) and larger than that by F 1 (θ), while the value of NSE calibrated by F 1 (θ)F 2 (θ) performs better than that by F 1 (θ) and worse than that by F 2 (θ). The simulations by the multi-objective function F 1 (θ)F 2 (θ) incorporate the characteristics of the single functions F 1 (θ) and F 2 (θ) and get balanced results. The similar result could be obtained as for other multi-objective functions, except the combination of F 1 (θ) and F p (θ) (Scheme 5). Analysing the performance of each multi-objective functions, it can be found that compared to Scheme 5 (F 1 (θ)F p (θ)) and Scheme 6 (F 2 (θ)F p (θ)), Scheme 4 (F 1 (θ)F 2 (θ)) has a better performance on the RE and NSE, while it performs worse on the Q re . The overall best result is obtained by Scheme 7 (F 1 (θ)F 2 (θ)F p (θ)).
The results shown above were calibrated by multi-objective functions using aggregated distance measure in which different objective functions were set equal weights. In order to estimate the Pareto front and analyse the tradeoffs between different objective functions, a number of tests were carried out.
The outcome of the optimization algorithm and the estimated Pareto front calibrated by two objective functions are shown in Figure 6 . The tracks of optimization presented in Figure 6 show that a sole optimum solution could not be obtained in multi-objective optimization, while the optimization can be represented by the estimated Pareto front '□'.
With respect to the optimization calibrated by F 1 (θ)F 2 (θ) (Figure 6(a) and 6(b) ), the trade-off between the two objectives (F 1 (θ) and F 2 (θ)) is less significant. This is due to the fact that the range of RMSE is larger than the corresponding relative range of volume error. By moving from C to A only a small reduction of the volume error is obtained at the expense of a large increase in the RMSE (Figure 6(b) ). Multi-objective function values of Scheme 7 (F 1 (θ)F 2 (θ) F P (θ)) during the calibration process are shown in Figure 7 in a tridimensional space. It can be found that most of the values center on the place close to the surface composed by smaller volume error and RMSE. The trade-offs between the three objective functions are significant from the result of Pareto front.
As each objective function represents some observed hydrograph characteristics, which have close relations with the model parameters, it is interesting to discuss the effect F 2 (θ) (Figure 8(a) ), a narrow variability is observed in the parameter values when moving along the Pareto front which is in accordance with the fact that the trade-off between the two functions is less significant than other function combinations (Figure 8(b)-8(d) ).
With respect to the range of the other combinations of objective functions (Figure 8(b)-8(d) ), the intervals are larger because significant trade-offs existed between each objective function. For instance, the normalized range of SM in Figure 8(a) is from 0.48 to 1, the low boundary values become smaller in the other cases (Figure 8(b)-8(d) ).
This result is not surprising as a smaller SM contributes to more surface runoff so as to have a good performance on the peak flow. That is to say, the parameter SM is sensitive to the objective function F P (θ). With regard to the perform- Table 4 .
From Table 4 it can be found that the best results are obtained based on the calibration of 30 flood events together, followed by the continuous flow series and the worst results are obtained by averaging the performance measures of 30 individual flood events.
The impact of different thresholds of the peak flow events on the calibration Figure 9 shows the performance of the model calibration with single peak flow objective function F f (θ), whose threshold changes from 0 to 100% of the peak flow in each flood events. It can be seen that Q re (Figure 9(c) ) decreases quickly along with increasing threshold of peak flow, indicating that high threshold results in better performance in the magnitude of the peak flow than small ones. When the threshold is less than 90% of the peak flow, no significant change of ΔT is found, however, a dramatic increase of ΔT is observed with further increase of threshold. From Figure 9 (a) and 9(b), it can be observed that the RE and NSE perform badly as the threshold value increases.
To summarise, a high value of threshold of the peak flow makes good performance on peak flow, however, it performs worse on the volume and the global shape of the flood hydrograph.
Considering the conflicting performance of model calibration by various single objective functions, the objective functions F 1 (θ), F 2 (θ) and F f (θ) with different thresholds of the peak flow are combined in different ways to calibrate the model parameters. Figure 10 shows the change of four evaluation indexes on different objective functions under different thresholds of peak flow respectively.
As for the index RE, it can be seen from Figure 10 that the performances of the calibration by the three multi-objective functions become worse and worse with the increasing threshold. A potential reason for this may be that the objective functions combined with F f (θ) of different thresholds did not take the volume error into consideration. In terms of NSE (Figure 10(b) ), when the threshold is smaller than 60% of the peak flow, the NSE values of the multi-objective function F 2 (θ)F f (θ) remain stable and the values are larger than those of other two multi-objective functions. When the threshold is greater than 60% of the peak flow, the values of NSE of the multi-objective functions F 2 (θ)F f (θ) and F 1 (θ)F 2 (θ)F f (θ) decrease slowly, while the value of the multi-objective function F 1 (θ)F f (θ) decreases dramatically.
With respect to Q re (Figure 10(c) ), it is obvious that the performance of the calibration becomes better and better for the three multi-objective functions with the increase of threshold. Comparing the values between the three multiobjective functions under different thresholds of peak flow, the value of multi-objective function F 2 (θ)F f (θ) is smaller than that of the other two multi-objective functions when the threshold is less than 80% of the peak flow, while there is no significant difference between them when the threshold increases over 80% of the peak flow. However, there is no obvious change to ΔT when using the multi-objective functions with varying threshold of peak flow.
From the results shown above, it can be inferred that too large a threshold will contribute to worse performance of simulations when calibrated by a combination of two objective functions; for a combination of three objective functions, its performance is less influenced by threshold than the other two cases. In general, the threshold values of peak flow between 40 and 70% are good for the calibration of multi-objective function and a better goodnessof-fit is shown in the simulated hydrographs.
The results of projection pursuit method
The variations of the projection eigenvalue for each objective function under different thresholds of peak flow are shown in Figure 11 . It can be found that the projection eigenvalue for the multi-objective function F 1 (θ)F f (θ) is high when the threshold approaches zero in which region the multi-objective function F 1 (θ)F f (θ) is equivalent to the multi-objective function F 1 (θ)F 2 (θ), while no obvious differences are found between the projection values for the multi-objective functions F 1 (θ)F 2 (θ) and 
CONCLUSIONS
The XAJ model and SCE-UA algorithm were applied on the Chongyang River catchment in southeastern China with the purpose of assessing the effects of different objective functions on one catchment, since the choice of objective functions is governed by the nature of the problem (i.e., the specific aspect of a hydrograph), rather than by the model and the catchment, the findings provide useful reference for other studies. Nevertheless, further studies involving more models and study regions are needed to generalize the findings of our study to other conditions.
