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Cyclic bent functions and their applications in
codes, codebooks, designs, MUBs and sequences
Cunsheng Ding, Sihem Mesnager, Chunming Tang, Maosheng Xiong
Abstract
Let m be an even positive integer. A Boolean bent function f on F2m−1 × F2 is called a cyclic bent function
if for any a 6= b ∈ F2m−1 and ǫ ∈ F2 , f(ax1, x2) + f(bx1, x2 + ǫ) is always bent, where x1 ∈ F2m−1 , x2 ∈ F2 .
Cyclic bent functions look extremely rare. This paper focuses on cyclic bent functions on F2m−1 × F2 and their
applications. The first objective of this paper is to construct a new class of cyclic bent functions, which includes all
known constructions of cyclic bent functions as special cases. The second objective is to use cyclic bent functions
to construct good mutually unbiased bases (MUBs), codebooks and sequence families. The third objective is to
study cyclic semi-bent functions and their applications. The fourth objective is to present a family of binary codes
containing the Kerdock code as a special case, and describe their support designs. The results of this paper show
that cyclic bent functions and cyclic semi-bent functions have nice applications in several fields such as symmetric
cryptography, quantum physics, compressed sensing and CDMA communication.
Index Terms
Bent function, code, codebook, design, MUBs, sequence.
I. INTRODUCTION
Let m be a positive integer and let f be a Boolean function from Vm to the binary field F2, where
Vm is an m-dimensional vector space over F2. The Walsh transformation of the Boolean function f at
a ∈ Vm is denoted by Wf (a) and defined by
Wf (a) =
∑
x∈Vm
(−1)f(x)+〈a,x〉,
where 〈·, ·〉 is an inner product over Vm. A Boolean function f is called a bent (resp., semi-bent) function
if for every a ∈ Vm, Wf (a) = ±2m2 (resp., Wf (a) ∈ {0,±2m+12 } for odd m). Note that the definitions of
bent functions and semi-bent functions are independent of the choice of the inner product. Bent functions
on Vm exist only for even m. Bent functions were introduced by Rothaus [19] in 1976. They turned out
to be rather complicated combinatorial objects. A recent survey on bent functions can be found in [5].
The book [18] is devoted to bent functions, their generalisations and applications.
Let m be an even positive integer throughout this paper unless otherwise stated. A Boolean function
f(x1, x2) on F2m−1 × F2 is called a cyclic bent function if all the functions f(ax1, x2) + f(bx1, x2 + ǫ)
are bent for all a 6= b ∈ F2m−1 and ǫ ∈ F2 . So far, only the following two classes of cyclic bent functions
are known in the literature:
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2• The function from Kerdock codes in [13]:
K(x1, x2) =
m−2
2∑
i=1
Trm−11 (x
2i+1
1 ) + x2Tr
m−1
1 (x1), (1)
where and whereafter Trm−11 (·) denotes the absolute trace function on F2m−1 .
• The function constructed by Zhou et al. in [32]:
Zγ(x1, x2) =
m−2
2∑
i=1
Trm−11 (x
2i+1
1 ) +
ℓ−1
2∑
i=1
Trm−11 ((γx1)
2ei+1) + x2Tr
m−1
1 (x1),
where e, ℓ are positive integers satisfying m− 1 = eℓ and γ ∈ F2e \ {1}.
In this paper we will first present a general construction of cyclic bent functions. With the framework
of this construction, we will obtain many cyclic bent functions including K(x1, x2) and Zγ(x1, x2) as
special cases. We then explore applications of cyclic bent functions in constructing codebooks, mutually
unbiased bases (MUBs) and sequence families.
The first interesting application of cyclic bent functions is the construction of good codebooks. An
(N,K) codebook C is a set {c0, . . . , cN−1} of N unit norm 1 × K complex vectors ci. The alphabet
of the codebook is the set of all different complex values that the coordinates of all ci of C take. The
alphabet size is the number of elements in the alphabet. As a performance measure of a codebook in
practical applications, the maximum crosscorrelation amplitude of C is defined as
Imax(C) = max
0≤i<j≤N−1
| cicHj |,
where cHj denotes the conjugate transpose of cj . For any real-valued codebook C with N > K(K+1)/2,
Imax(C) satisfies the following Levenshtein bound [14], [15]:
Imax(C) ≥
√
3N −K2 − 2K
(N −K)(K + 2) . (2)
For any complex-valued codebook C with N > K2, Imax(C) satisfies the following Levenshtein bound
[14], [15]:
Imax(C) ≥
√
2N −K2 −K
(N −K)(K + 1) . (3)
In general, it is very hard to construct optimal real-valued (resp., complex-valued) codebooks meeting the
Levenshtein bound in (2) (resp., (3)). Ding and Yin constructed optimal (q2 + q, q) codebooks meeting
the Levenshtein bound in (3) for odd q using planar functions. Recently, Zhou, Ding and Li proposed a
construction of optimal codebooks meeting the Levenshtein bound with a set of bent functions satisfying
certain conditions [32]. Using the sets of bent functions generated by the cyclic bent functions Zγ(x1, x2),
Zhou et al. obtained optimal real-valued (22m−1 + 2m, 2m) codebooks with alphabet size 4, where m
is even. Other optimal real-valued (22m−1 + 2m, 2m) codebooks with alphabet size 4 were constructed
by Kerdock codes in [6], [29]. Optimal complex-valued (22m + 2m, 2m) codebooks with alphabet size 6
achieving the Levenshtein bound were derived from Kerdock codes over Z4 [6] and the set of generalized
quadratic bent functions on Z4 [11]. The Levenshtein bounds are not tight in certain ranges, and thus cannot
be met. In [8], [31], for odd m, real-valued (22m + 2m, 2m) codebooks almost meeting the Levenshtein
bound of (2) were constructed by employing some sets of semi-bent functions. For the construction of
codebooks meeting or almost meeting the Levenshtein bound of (2), the following open problems have
been suggested in [31].
Open problem 1: Let m be even. Find a family {fa, a ∈ F⋆2m} of 2m−1−1 bent functions of m variables
such that the sum of any two distinct elements of the family is also bent.
3Open problem 2: Let n be odd. Find a family {fa, a ∈ F⋆2n} of 2n−1 semi-bent functions of n variables
such that the sum of any two distinct elements of the family is also semi-bent.
A set of bent functions meeting the requirements in Open problem 1 can be used to construct optimal
real-valued (22m−1 + 2m, 2m) codebook. A set of semi-bent functions meeting the requirements in Open
problem 2 can been used to construct real-valued (22m+2m, 2m) codebooks almost achieving the Leven-
shtein bound of (2). We will derive a lot of sets of bent functions of m variables meeting the requirements
in Open problem 1 and sets of semi-bent functions with m − 1 variables meeting the requirements in
Open problem 2 from any cyclic bent function on F2m−1×F2. Thus, optimal real-valued (22m−1+2m, 2m)
codebooks and real-valued (22(m−1) + 2m−1, 2m−1) codebooks almost meeting the Levenshtein bound are
obtained from any cyclic bent function on F2m−1 ×F2. Further, we also construct some classes of optimal
complex-valued (22(m−1) + 2m−1, 2m−1) codebooks meeting the Levenshtein bound of (3) via any cyclic
bent functions on F2m−1 × F2.
The second interesting application of cyclic bent functions is to construct mutually unbiased bases
(MUBs). The notion of MUBs emerged in the literature of quantum mechanics in 1960 by Schwinger
[20]. Two orthonormal bases B and B′ of the vector space CK are called mutually unbiased if |〈b,b′〉| =
|∑Ki=1 bib′i| = 1√K for all b = (b1, . . . , bK) ∈ B and all b′ = (b′1, . . . , b′K) ∈ B′.
Any collection of pairwise MUBs of CK has cardinality K + 1 or less, see [2]. Hence, we refer to a
set of K + 1 MUBs of CK as a complete set. It is known that a complete set of MUBs exists if K is
a prime power. Ivanovic´ [12] gave an explicit construction of a complete set of MUBs of CK , where K
is a prime. His construction was later generalized to the case that K is a prime power in the influential
paper by Wootters and Fields [29]. Ding and Yin gave a further generalisation of the construction of
MUBs using general planar functions [8, p. 939]. Constructing a complete set of MUBs seems very hard
in general. We will give a construction of a complete set of MUBs of C2
m
using a cyclic bent function,
where m is even.
The third interesting application of cyclic bent functions is to construct sequence families. A sequence
with period K can be denoted by {s(t)}K−1t=0 or {s(t)}∞t=0, and can also be considered as a vector
(s(0), . . . , s(K − 1)) in the complex vector space CK . A sequence {s(t)}∞t=0 is called a binary (resp.,
quaternary) sequence if s(t) = ±1 (resp., ±1,±√−1). The correlation function between two sequences
{s0(t)}∞t=0 and {s1(t)}∞t=0 with period K at shift τ is defined by
Rs0,s1(τ) =
K−1∑
t=0
s0(t+ τ)s1(t),
where 0 ≤ τ < K. If two sequences {s0(t)}∞t=0 and {s1(t)}∞t=0 are the same, the correlation function is
also called the autocorrelation function. For a family U of sequences the important parameters are its size
N , the period K of the sequences in the family and the maximum magnitude of correlation Rmax(U)
among all pairs of sequences in the family U , with the exclusion of the autocorrelation of a sequence and
its 0th shift (which always has the value K). A family of sequences with size N and period K is called a
(N,K) family of sequences. Welch [28] and Sidelnikov [21] have established well-known lower bounds
regarding the smallest possible Rmax(U) for (N,K) family of sequences. In general,
Rmax(U) =
{
O(
√
2K), U is binary,
O(
√
K), U is non-binary.
In the binary case, the family of Gold sequences with period K = 2n− 1 and family size N = 2n +1,
for n an odd integer, has been known to be asymptotically optimal [23], with respect to the Welch and
Sidelnikov bounds for binary sequences. In the non-binary case, the family A of quaternary sequences
with period K = 2n − 1 and family size N = 2n + 1 was originally discovered by Sole´ [22], which
is asymptotically optimal with respect to the Welch and Sidelnikov bounds. The family A achieves the
potential performance improvement for optimal non-binary versus binary designs. The exact distribution
of correlation values of the family A was given in [3]. Further results on the family A can be found in
4Helleseth and Kumar [10], and Udaya and Siddiqi [27]. By the Gray map of the family A, Helleseth
and Kumar [10] defined the binary family Q(2) of Kerdock sequences, comprised of N = 2n sequences
of period K = 2(2n − 1), which is optimal with respect to the well-known Welch bound. Tang, Udaya,
and Fan obtained the family Q(2) of Kerdock sequences from a distinct technique [24]. In [25] Tang,
Helleseth and Johansen gave the correlation value distribution of the family Q(2).
Using any cyclic bent function f on F2m−1 ×F2, we will in this paper construct a family of quaternary
sequences of period K = 2m−1 − 1 and size N = 2m−1 − 1, and a family of binary sequences of period
K = 2(2m−1 − 1) and size N = 2m−1. These families are optimal with respect to the well-known Welch
bound. We also completely determine the correlation value distributions of these two families of sequences
using the Walsh transformation of Boolean functions. For odd n, we will construct a family of binary
sequences with period K = 2n − 1 and family size N = 2n + 1 from a cyclic semi-bent function on
F2n . This family is asymptotically optimal with respect to the Welch and Sidelnikov bounds for binary
sequences. The correlation distribution of this family of sequences will be determined.
The fourth interesting application of cyclic bent functions is in constructing optimal nonlinear codes
with the same parameters as the Kerdock code and 3-designs. In this paper, we will construct a family of
binary nonlinear codes with cyclic bent functions, which contains the Kerdock code and holds 3-designs.
The paper is organized as follows. We start with presenting in Section II some required background
on Boolean functions and binary polynomials. In Section III we construct optimal real-valued codebooks
(Theorem 3.2) with cyclic bent functions and give a general construction of cyclic bent functions (Theorem
3.4). In Section IV we construct a complete set of MUBs (Theorem 4.1) using cyclic bent functions and
obtain optimal complex-valued codebooks (Theorem 4.3). In Section V we obtain a family of quaternary
sequences (Theorem 5.6) and a family of binary sequences (Theorem 5.12) with cyclic bent functions, and
completely determine the correlation value distributions of these two families of sequences. In Section
VI we present a family of nonlinear binary codes from cyclic bent functions and introduce their 3-
designs. In Section VII we introduce cyclic semi-bent functions, present a construction of cyclic semi-bent
functions from cyclic bent functions (Theorem 7.4), and construct codebooks (Theorem 7.8) and families
of sequences (Theorem 7.12) from cyclic semi-bent functions. We also construct a family of binary codes
with cyclic semi-bent functions. Furthermore, in Section VII-D we give a characterization of quadratic
cyclic semi-bent functions. Section VIII concludes this paper and makes some comments.
II. PRELIMINARIES
Recall that for any positive integers k, and r dividing k, the trace function from F2k to F2r , denoted
by Trkr , is the mapping defined for every x ∈ F2k as:
Trkr(x) :=
k
r
−1∑
i=0
x2
ir
= x+ x2
r
+ x2
2r
+ · · ·+ x2k−r .
In particular, the absolute trace occurs for r = 1.
Let Vm be an m-dimensional vector space over F2 and q be a function from Vm to F2. We call q a
quadratic function if Bq(x, y) = q(x + y) + q(x) + q(y) + q(0) is bilinear, symmetric and symplectic
(that is, null on the diagonal) over Vm × Vm. The kernel of Bq, denoted by kerBq, is the subspace
{x ∈ F2m | ∀y ∈ F2m , Bq(x, y) = 0}. Then we have the following characterization of the bentness
property of quadratic Boolean functions (see [4]).
Theorem 2.1: Let q be a quadratic function over F2m . Then, q is bent if and only if dimF2 (kerBq) = 0.
A linearized polynomial L over F2m denotes any polynomial of the form L(x) =
∑m−1
i=0 aix
2i where
the ai’s are in F2m . A linearized polynomial L is a linear map of the vector space F2m over F2 . Let kerL
be the subspace {x ∈ F2m | L(x) = 0}. The adjoint of a linearized polynomial L over F2m is denoted by
L⋆, which is the unique linearized polynomial defined by
∀(x, y) ∈ F2m × F2m , Trm1 (xL(y)) = Trm1 (yL⋆(x)).
5Let σ be a permutation on Vm such that for any bent function f , f ◦σ is also bent. Then σ(x) = xA+b,
where A is an m×m non-singular binary matrix over Vm, xA is the product of the row-vector x and A,
and b ∈ Vm. All these permutations form an automorphism of the set of bent functions. Two functions
f(x) and g(x) = f ◦ σ(x) are called linearly equivalent. If f(x) is bent and l(x) is an affine function,
then f + l is also a bent function. Two functions f and f ◦ σ + l are called extended-affine (for short,
EA) equivalent.
III. CYCLIC BENT FUNCTIONS AND CODEBOOKS
In this section, we shall present a general construction of codebooks from cyclic bent functions. With
this construction, optimal real-valued codebooks meeting the Levenshtein bound can be obtained. We also
construct a class of cyclic bent functions.
A. A general construction of optimal codebooks with cyclic bent functions
The following theorem is a solution to Open problem 1, and a generalisation of the construction in
[32].
Theorem 3.1: Let m be an even positive integer and f(x1, x2) be a cyclic bent function over F2m−1×F2.
Let ǫa ∈ F2, where a ∈ F2m−1 . Define the following set
F = {f(ax1, x2 + ǫa) | a ∈ F⋆2m−1}.
Then F is a family of 2m−1 − 1 bent functions such that the sum of any two distinct elements of this
family is bent.
Proof: From the definition of cyclic bent functions, f(ax1, x2+ǫa)+f(0·x1, x2) is bent for a ∈ F⋆2m−1 .
Note that f(0·x1, x2) = ux2+v for some u, v ∈ F2. Then, f(ax1, x2+ǫa) and f(ax1, x2+ǫa)+f(0·x1, x2)
are EA-equivalent. Hence, f(ax1, x2 + ǫa) is bent.
Let a, b ∈ F⋆2m−1 with a 6= b. Then, f(ax1, x2 + ǫa) + f(bx1, x2 + ǫb) must be EA-equivalent to
f(ax1, x2)+f(bx1, x2+ǫa+ǫb), which is bent from the definition of cyclic bent functions. Thus, f(ax1, x2+
ǫa) + f(bx1, x2 + ǫb) is bent. This completes the proof.
From Theorem 3.1 and Theorem 2 in [32], we have the following theorem, which gives the construction
of codebooks.
Theorem 3.2: Let m be an even positive integer and f(x1, x2) be a cyclic bent function over F2m−1×F2.
Let ǫa ∈ F2, where a ∈ F⋆2m−1 . Construct a codebook as
Cf =
⋃
a∈F⋆
2m−1
Ba
⋃
B0
⋃
B∞,
where B∞ is the standard basis of the 2m-dimensional Hilbert space C2m in which each basis vector has
a single nonzero entry with value 1,
B0 =
{
1
2
m
2
(
(−1)Trm−11 (λx1)+νx2
)
(x1,x2)∈F2m−1×F2
| (λ, ν) ∈ F2m−1 × F2
}
,
and for each a ∈ F⋆2m−1 ,
Ba =
{
1
2
m
2
(
(−1)f(ax1,x2+ǫa)+Trm−11 (λx1)+νx2
)
(x1,x2)∈F2m−1×F2
| (λ, ν) ∈ F2m−1 × F2
}
.
Then, Cf is an optimal real-valued (22m−1+2m, 2m) codebook meeting the Levenshtein bound of (2) with
alphabet size 4.
Remark 1: For each cyclic bent function f , we can select 22
m−1−1 binary vectors (ǫa)a∈F⋆
2m−1
in F2
m−1−1
2 .
Each of the vectors (ǫa)a∈F⋆
2m−1
gives an optimal real-valued codebook with alphabet size 4.
The following proposition is very effective to test whether a Boolean function is cyclic bent.
6Proposition 3.3: Let (λ, ν) ∈ F2m−1 × F2. Let f be a Boolean function on F2m−1 × F2 such that
f(x1, x2 + 1) + f(x1, x2) = Tr
m−1
1 (λx1) + ν. Then, the following three statements are equivalent.
(1) f is a cyclic bent function;
(2) f(x1, x2) + f(bx1, x2) is bent for any b ∈ F2m−1 \ {1};
(3) f is bent and f(x1, x2) + f(bx1, x2) is bent for any b ∈ F2m−1 \ F2.
Proof: (1) ⇒ (2) and (2) ⇒ (3) are obvious.
We now prove (3) ⇒ (1). For any a, b ∈ F2m−1 with a 6= b, we may assume that a 6= 0. For any ǫ ∈ F2,
it is easy to see that function f(ax1, x2)+f(bx1, x2+ ǫ) is EA-equivalent to f(x1, x2)+f(
b
a
x1, x2), which
is EA-equivalent to f(x1, x2) if b = 0. By (3), f(ax1, x2)+ f(bx1, x2 + ǫ) is bent. Thus f is a cyclic bent
function.
B. A new class of cyclic bent functions
Let m be an even positive integer and l be a positive integer. Let e0, e1, . . . , el−1, el be a sequence
of positive integers, such that e0 = 1, ei|ei+1, el = m − 1 and ei 6= ei+1. Set fi = m−1ei . For any
j ∈ {0, 1, . . . , l − 1}, define the quadratic function:
Qj(x) = Tr
el
e0


fj−1
2∑
i=1
x2
iej+1

 . (4)
Let γj ∈ F2ej (j = 0, 1, . . . , l − 1) such that for any j = 0, 1, . . . , l − 1,
j∑
i=0
γi 6= 0. (5)
It is equivalent to γ0 = 1, γ1 ∈ F2e1 \{γ0}, γ2 ∈ F2e2 \{γ0+γ1}, . . . , γl−1 ∈ F2el−1 \{γ0+γ1+ · · ·+γl−2}.
Thus, there are (2e1 − 1)(2e2 − 1) · · · (2el−1 − 1) ways to choose γ0, γ1, . . . , γl−1.
Define the quadratic Boolean function f(x1, x2) from F2m−1 × F2 to F2 by
f(x1, x2) =
l−1∑
j=0
Qj(γjx1) + x2Tr
el
e0(x1). (6)
For any a ∈ F⋆2m−1 , define the quadratic Boolean function:
fa(x1, x2) := f(ax1, x2) =
l−1∑
j=0
Qj(γjax1) + x2Tr
el
e0
(ax1), (7)
where x1 ∈ F2m−1 , x2 ∈ F2.
The following theorem gives a new class of cyclic bent functions.
Theorem 3.4: Letm be an even positive integer, and e0, e1, . . . , el−1, el be a sequence of positive integers
with e0 = 1, ei|ei+1, el = m− 1. Set fi = m−1ei . Let γj ∈ F2ej satisfy (5). Let f be the Boolean function
defined in (6). Then, f is a cyclic bent function.
The proof of this theorem will be given later.
Remark 2: When l = 1, one has e0 = 1, e1 = m − 1 and γ0 = 1. Thus, the cyclic bent function
defined by (6) is
∑m−2
2
i=1 Tr
m−1
1 (x
2i+1
1 ) + x2Tr
m−1
1 (x1), which is exactly the function from the Kerdock
code reported in [13].
When l = 2, one has e0 = 1, e1 = e, e2 = m − 1, γ0 = 1 and γ1 = γ ∈ F2e \ {1}. Thus, the cyclic
bent function defined by (6) is
∑m−2
2
i=1 Tr
m−1
1 (x
2i+1
1 ) +
∑m−1−e
2e
i=1 Tr
m−1
1 ((γx1)
2ei+1) + x2Tr
m−1
1 (x1), which
is exactly the function constructed by Zhou et al. in [32].
As a consequence of Theorem 3.4, we have the following corollary.
7Corollary 3.5: Let m be an even positive integer, and e0, e1, . . . , el−1, el be a sequence of positive
integers with e0 = 1, ei|ei+1, el = m− 1. Set fi = m−1ei . Let γj ∈ F2ej satisfy (5). Let f be the function
defined in (6) and ǫa ∈ F2 for a ∈ F⋆2m−1 . Define the following set
F = {f(ax1, x2 + ǫa) | a ∈ F⋆2m−1}.
Then F is a family of 2m−1 − 1 bent functions such that the sum of any two distinct elements of this
family is bent.
To prove Theorem 3.4, we first present some auxiliary lemmas.
Lemma 3.6: Let notation be defined in Theorem 3.4. Let Qj be defined in (4). For any x, z ∈ F2m−1 ,
Qj(γja(x+ z)) +Qj(γjax) +Qj(γjaz) = Tr
el
e0
(aγ2j (ax+ Tr
el
ej
(ax))z).
Proof: Note that
Qj(γja(x+ z)) = Tr
el
e0


fj−1
2∑
i=1
(γja)
2iej+1(x+ z)2
iej+1

 .
It then follows from (x+ z)2
iej+1 = x2
iej+1 + z2
iej+1 + x2
iej
z + xz2
iej
that
Qj(γja(x+ z)) = Qj(γjax) +Qj(γjaz) + Tr
el
e0


fj−1
2∑
i=1
(γja)
2iej+1(x2
iej
z + xz2
iej
)

 .
Let B = Qj(γja(x+ z)) +Qj(γjax) +Qj(γjaz). Then
B =
fj−1
2∑
i=1
Trele0
(
(γja)
2iej+1x2
iej
z
)
+
fj−1
2∑
i=1
Trele0
(
(γja)
2iej+1xz2
iej
)
.
The second term on the right can be written as
fj−1
2∑
i=1
Trele0
(
((γja)
2iej+1xz2
iej
)2
ej (fj−i)
)
=
fj−1
2∑
i=1
Trele0
(
(γja)
2ej (fj−i)+1x2
(fj−i)ej
z
)
=
fj−1∑
i=
fj+1
2
Trele0
(
(γja)
2iej+1x2
iej
z
)
.
Adding this to the first term of B we obtain
B =
fj−1∑
i=1
Trele0
(
(γja)(γjax)
2iej z
)
= Trele0

γja
fj−1∑
i=1
(γjax)
2iej z

 .
Noting that Trelej (γjax) =
∑fj−1
i=0 (γjax)
2iej = γj
∑fj−1
i=0 (ax)
2iej , we have
B = Trele0
(
aγ2j (ax+ Tr
el
ej
(ax))z
)
.
The desired conclusion then follows.
Lemma 3.7: Let the quadratic Boolean function fa be defined in (7). Define
Bfa = fa(x1 + z1, x2 + z2) + fa(x1, x2) + fa(z1, z2),
8where x1, z1 ∈ F2m−1 , x2, z2 ∈ F2. Then
Bfa = Tr
el
e0
(
az1
[
l−1∑
j=0
(aγ2jx1 + Tr
el
ej
(aγ2jx1)) + x2
])
+ Trele0(ax1)z2.
Proof: From the definition of Bfa , we have
Bfa =
l−1∑
j=0
(Qj(γja(x1 + z1)) +Qj(γjax1) +Qj(γjaz1))
+ (x2 + z2)Tr
el
e0(a(x1 + z1)) + x2Tr
el
e0(ax1) + z2Tr
el
e0(az1).
It then follows from Lemma 3.6 that
Bfa =
l−1∑
j=0
Trele0
(
γja(γjax1 + Tr
el
ej
(γjax1))z1
)
+ x2Tr
el
e0(az1) + z2Tr
el
e0(ax1)
=Trele0
([
l−1∑
j=0
γja
(
γjax1 + Tr
el
ej
(γjax1)
)
+ ax2
]
z1
)
+ Trele0(ax1)z2.
This completes the proof.
Lemma 3.8: Let fa and fb be defined in (7), where a, b ∈ F2m−1 and a 6= b. Let fa,b = fa + fb and
Bfa,b = fa,b(x1 + z1, x2 + z2) + fa,b(x1, x2) + fa,b(z1, z2), where x1, z1 ∈ F2m−1 and x2, z2 ∈ F2. Then
Bfa,b =Tr
el
e0
(
z1
[
l−1∑
j=0
{
(a2 + b2)γ2jx1 + aTr
el
ej
(γ2j ax1) + bTr
el
ej
(γ2j bx1)
}
+ (a + b)x2
])
+ Trele0 ((a + b)x1z2) .
Proof: The desired conclusion follows from Lemma 3.7, by observing that Bfa,b = Bfa +Bfb .
Lemma 3.9: Define the following set
ker(Bfa,b) = {(x1, x2) ∈ F2m−1 × F2 | fa,b(x1 + z1, x2 + z2) + fa,b(x1, x2)
+ fa,b(z1 + z2) = 0 for any (z1, z2) ∈ F2m−1 × F2}.
Then (x1, x2) ∈ ker(Bfa,b) if and only if (x1, x2) is a solution of the following system of equations:{ ∑l−1
j=0
(
(a2 + b2)γ2jx1 + aTr
el
ej
(γ2j ax1) + bTr
el
ej
(γ2j bx1)
)
+ (a+ b)x2 = 0,
Trele0((a + b)x1) = 0,
(8)
Proof: The desired conclusion follows from Lemma 3.8.
Now, we are ready to prove Theorem 3.4.
Proof: For any a, b ∈ F2m−1 with a 6= b, to prove that fa,b = fa + bb is bent, from Lemma 3.9, it
suffices to prove that the system of equations (8) has no none-zero solutions.
Suppose that the system of equations (8) has nonzero solution (x1, x2) ∈ F2m−1 ×F2. Then x1 6= 0. We
have
l−1∑
j=0
(
(a2 + b2)γ2jx
2
1 + ax1Tr
el
ej
(γ2j ax1) + bx1Tr
el
ej
(γ2j bx1)
)
+ (a+ b)x1x2 = 0. (9)
Since Trele0((a+b)x1) = 0 and Tr
el
el
((a+b)x1) = (a+b)x1 6= 0, there exists an integer t where 0 ≤ t ≤ l−1
such that {
Trelet+1((a+ b)x1) 6= 0,
Trelej ((a+ b)x1) = 0, for any 0 ≤ j ≤ t .
(10)
9For any j where l ≥ j ≥ t+ 1, since γj ∈ F2ej , we have
Trelet+1
[
a2γ2jx
2
1 + ax1Tr
el
ej
(γ2j ax1)
]
=Trejet+1
(
Trelej
[
a2γ2jx
2
1 + ax1Tr
el
ej
(γ2j ax1)
])
=Trejet+1
[(
Trelej (γjax1)
)2
+
(
Trelej(γjax1)
)2]
= 0.
Let E be the left hand side of the equation (9). From the above argument we have
Trelet+1(E) =
t∑
j=0
Trelet+1
[
(a2 + b2)γ2jx
2
1 + ax1Tr
el
ej
(γ2j ax1) + bx1Tr
el
ej
(γ2j bx1)
]
+ Trelet+1 [(a + b)x1] x2.
From (10), for any 0 ≤ j ≤ t, we may denote
uj = Tr
el
ej
(ax1) = Tr
el
ej
(bx1) ∈ F2ej .
Then we can obtain
Trelet+1(E) =Tr
el
et+1
[(a+ b)x1] ·
[(
t∑
j=0
γ2j
)
· Trelet+1 [(a+ b)x1] +
t∑
j=0
γ2juj + x2
]
.
Since E = 0, Trelet+1 [(a+ b)x1] 6= 0 and
∑t
j=0 γ
2
j 6= 0, we have
Trelet+1 [(a+ b)x1] =
1∑t
j=0 γ
2
j
(
t∑
j=0
γ2juj + x2
)
∈ F2et .
By using el = m− 1 is odd, we find
Trelet+1 [(a+ b)x1] =Tr
et+1
et
[
Trelet+1((a+ b)x1)
]
=Trelet [(a+ b)x1] = 0,
which contradicts the assumption that Trelet+1 [(a+ b)x1] 6= 0. Hence, the system of equations (8) has no
none-zero solution and fa,b is bent. This completes the proof of Theorem 3.4.
IV. THE CONSTRUCTION OF MUTUALLY UNBIASED BASES USING CYCLIC BENT FUNCTIONS
In this section, we shall present a generic construction of a complete set of MUBs from a cyclic bent
function. Let B∞ denote the standard basis of the 2m−1-dimensional Hilbert space C2m−1 in which each
basis vector has a single nonzero entry with value 1. Let f be a Boolean function on F2m−1 × F2 . For
any a ∈ F2m−1 , define the following set:
Ba :=


((
̺0(−1)f(ax,0) + ̺1(−1)f(ax,1)
) (−1)Trm−11 (λx)√
2m−1
)
x∈F2m−1
|λ ∈ F2m−1

 ,
where ̺0 =
1+
√−1
2
and ̺1 =
1−√−1
2
.
The following theorem gives a complete set of MUBs.
Theorem 4.1: Let m be an even positive integer and f be a cyclic bent function on F2m−1 × F2 . Then,
the standard basis B∞ and the sets Ba, with a ∈ F2m−1 , form a complete set of 2m−1+1 MUBs of C2m−1 .
The proof of this theorem will be given later. An auxiliary lemma is given below.
Lemma 4.2: Let ai, bi,∈ F2 and Ai = 1+
√−1
2
(−1)ai + 1−
√−1
2
(−1)bi with i = 1, 2.
(1) Ai ∈ {±1,±
√−1}.
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(2) Let A2 be the the complex conjugate of the complex number A2. Then,
A1A2 =
(−1)a1+a2 + (−1)b1+b2
2
+
(−1)a1+b2 − (−1)b1+a2
2
√−1.
Proof: The proof is straightforward. We omit the details here.
Proof of Theorem 4.1:
Proof: Let va,λ =
((
̺0(−1)f(ax,0) + ̺1(−1)f(ax,1)
)
(−1)Trm−11 (λx)√
2m−1
)
x∈F2m−1
, where ̺0 =
1+
√−1
2
, ̺1 =
1−√−1
2
, a ∈ F2m−1 , and λ ∈ F2m−1 . For any a, a′, λ, λ′ ∈ F2m−1 , let A(a, x) = ̺0(−1)f(ax,0)+̺1(−1)f(ax,1).
We have
〈va,λ,va′,λ′〉 =
∑
x∈F2m−1
A(a, x)A(a′, x)
(−1)Trm−11 ((λ+λ′)x)
2m−1
=
1
2m−1
∑
x∈F2m−1
A(a, x)A(a′, x)(−1)Trm−11 ((λ+λ′)x). (11)
If a = a′, then
〈va,λ,va,λ′〉 = 1
2m−1
∑
x∈F2m−1
A(a, x)A(a, x)(−1)Trm−11 ((λ+λ′)x).
It follows from Part (1) of Lemma 4.2 that A(a, x) ∈ {±1,±√1}. Consequently,
〈va,λ,va,λ′〉 = 1
2m−1
∑
x∈F2m−1
(−1)Trm−11 ((λ+λ′)x) =
{
1, λ = λ′,
0, λ 6= λ′.
Thus, set Ba is an orthonormal basis.
If a 6= a′, then from (11) and Part (2) of Lemma 4.2, we have
2 · 2m−1〈va,λ,va′,λ′〉
=
∑
x∈F2m−1
(−1)f(ax,0)+f(a′x,0)+Trm−11 ((λ+λ′)x)
+
∑
x∈F2m−1
(−1)f(ax,1)+f(a′x,1)+Trm−11 ((λ+λ′)x)
+
√−1
∑
x∈F2m−1
(−1)f(ax,0)+f(a′x,1)+Trm−11 ((λ+λ′)x)
−√−1
∑
x∈F2m−1
(−1)f(ax,1)+f(a′x,0)+Trm−11 ((λ+λ′)x)
=
∑
x1∈F2m−1 ,x2∈F2
(−1)fa,a′,0(x1,x2)+Trm−11 ((λ+λ′)x1)
+
√−1
∑
x1∈F2m−1 ,x2∈F2
(−1)fa,a′,1(x1,x2)+Trm−11 ((λ+λ′)x1)+x2
=Wfa,a′,0(λ+ λ′, 0) +
√−1Wfa,a′,1(λ+ λ′, 1),
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where fa,a′,0(x1, x2) = f(ax1, x2) + f(a
′x1, x2) and fa,a′,1(x1, x2) = f(ax1, x2) + f(a′x1, x2 +1). Since f
is a cyclic bent function, we have
|〈va,λ,va′,λ′〉| = 1
2m
√
(Wfa,a′,0(λ+ λ′, 0))2 + (Wfa,a′,1(λ+ λ′, 1))2
=
1
2m
√
2m + 2m
=
1√
2m−1
.
The set Ba and the set Ba′ are mutually unbiased.
By Part (1) of Lemma 4.2, the entries of the vectors va,λ have the absolute value
1√
2m−1
. Hence, the
standard basis B∞ and the set Ba are mutually unbiased for all a ∈ F2m−1 . This completes the proof.
Since B∞ and the bases Ba (a ∈ F2m−1) form a complete set of MUBs, the square of the absolute value
of the inner product | 〈v,v′〉 |2 is equal to 1
2m−1
for any two vectors v,v′ from distinct bases. Then the
following result follows directly from the Levenshtein bound of (3).
Theorem 4.3: Let f be a cyclic bent function on F2m−1 × F2, B∞ and Ba ( a ∈ F2m−1) be defined as
in Theorem 4.1, and C = B∞
⋃
a∈F2m−1 Ba. Then C is an optimal (2
2(m−1) + 2m−1, 2m−1) complex-valued
codebook meeting the Levenshtein bound of (3) with alphabet size 6.
V. SEVERAL SEQUENCE FAMILIES FROM CYCLIC BENT FUNCTIONS
In this section, using cyclic bent functions, we shall present two generic constructions of families of
sequences almost meeting the Welch bound and completely determine their correlation value distributions.
A. A quaternary sequence family from cyclic bent functions
Let β be a primitive element in F2m−1 and f be a cyclic bent function on F2m−1 × F2. For λ ∈ F2m−1 ,
define the sequence {sλ(t)}∞t=0 by
sλ(t) =
(
̺0(−1)f(βt,0) + ̺1(−1)f(βt,1)
)
(−1)Trm−11 (λβt),
where ̺0 =
1+
√−1
2
and ̺1 =
1−√−1
2
. By Part (2) of Lemma 4.2, {sλ(t)}∞t=0 is a quaternary sequence.
A family Uf of quaternary sequences is defined by
Uf = {{sλ(t)} : λ ∈ F2m−1} ∪ {{s∞(t)}} ,
where s∞(t) = (−1)Trm−11 (βt).
For a, b ∈ F2m−1 and ǫ ∈ F2, set fa,b,ǫ := f(ax1, x2) + f(bx1, x2 + ǫ). The correlation values of the
sequence family Uf can be determined by the following lemma.
Lemma 5.1: Let f be a cyclic bent function with f(0, 0) = f(0, 1) = 0, and τ be a non-negative integer
with 0 ≤ τ < 2m−1 − 1.
(1) If λ, λ′ ∈ F2m−1 , then
Rsλ,sλ′ (τ) =
1
2
[Wf1,βτ ,0(λβτ + λ′, 0)−√−1Wf1,βτ ,1(λβτ + λ′, 1)]− 1.
(2) If λ ∈ F2m−1 , then
Rsλ,s∞(τ) =
1
2
[Wfβτ (λβτ + 1, 0) +√−1Wfβτ (λβτ + 1, 1)]− 1,
and
Rs∞,sλ(τ) =
1
2
[Wf (λ+ βτ , 0)−√−1Wf (λ+ βτ , 1)]− 1.
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(3) For the binary sequence {s∞(t)}, its autocorrelation at shift τ is
Rs∞,s∞(τ) =
{ −1, if τ 6= 0,
2m−1 − 1, if τ = 0.
Proof: (1) For a, x1 ∈ F2m−1 , set A(a, x1) = ̺0(−1)f(ax1,0) + ̺1(−1)f(ax1,1) with ̺0 = 1+
√−1
2
and
̺1 =
1−√−1
2
. By the definition of the correlation of sequences, one has
Rsλ,sλ′(τ) =
2m−1−2∑
t=0
A(βτ , βt)A(1, βt)(−1)Trm−11 ((λβτ+λ′)βt)
=
∑
x1∈F2m−1
A(βτ , x1)A(1, x1)(−1)Tr
m−1
1 ((λβ
τ+λ′)x1)
− A(βτ , 0)A(1, 0)
=
∑
x1∈F2m−1
A(βτ , x1)A(1, x1)(−1)Tr
m−1
1 ((λβ
τ+λ′)x1) − 1. (12)
From Part (2) of Lemma 4.2, one gets
A(βτ , x1)A(1, x1) =
1
2
[
(−1)f1,βτ ,0(x1,0) + (−1)f1,βτ ,0(x1,1)]
− [(−1)f1,βτ ,1(x1,0) − (−1)f1,βτ ,1(x1,1)] · √−1
2
=
1
2
∑
x2∈F2
(−1)f1,βτ ,0(x1,x2) −
√−1
2
·
∑
x2∈F2
(−1)f1,βτ ,1(x1,x2)+x2 .
From (12), one obtains
Rsλ,sλ′ (τ) =− 1 +
1
2
·
∑
(x1,x2)∈F2m−1×F2
(−1)f1,βτ ,0(x1,x2)+Trm−11 ((λβτ+λ′)x1)
−
√−1
2
·
∑
(x1,x2)∈F2m−1×F2
(−1)f1,βτ ,1(x1,x2)+Trm−11 ((λβτ+λ′)x1)+x2
=
1
2
[Wf1,βτ ,0(λβτ + λ′, 0)−√−1Wf1,βτ ,1(λβτ + λ′, 1)]− 1.
(2) Using the definition of {sλ(t)} and {s∞(t)}, one has
Rsλ,s∞(τ) =
2m−1−2∑
t=0
A(βτ , βt)(−1)Trm−11 ((λβτ+1)βt)
=
∑
x1∈F2m−1
A(βτ , x1)(−1)Tr
m−1
1 ((λβ
τ+1)x1) − A(βτ , 0)
=
∑
x1∈F2m−1
A(βτ , x1)(−1)Tr
m−1
1 ((λβ
τ+1)x1) − 1. (13)
Note that
A(βτ , x1) =
1 +
√−1
2
(−1)f(βτx1,0) + 1−
√−1
2
(−1)f(βτx1,1)
=
1
2
∑
x2∈F2
(−1)f(βτx1,x2) +
√−1
2
∑
x2∈F2
(−1)f(βτx1,x2)+x2 .
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By (13), one obtains
Rsλ,s∞(τ) =− 1 +
1
2
∑
(x1,x2)∈F2m−1×F2
(−1)f(βτx1,x2)+Trm−11 ((λβτ+1)x1)
√−1
2
∑
(x1,x2)∈F2m−1×F2
(−1)f(βτx1,x2)+Trm−11 ((λβτ+1)x1)+x2
=
1
2
[Wfβτ (λβτ + 1, 0) +√−1Wfβτ (λβτ + 1, 1)]− 1.
For Rs∞,sλ(τ), one has
Rs∞,sλ(τ) =
2m−1−2∑
t=0
A(1, βt)(−1)Trm−11 ((λ+βτ )βt)
=
∑
x1∈F2m−1
A(1, x1)(−1)Tr
m−1
1 ((λ+β
τ )x1) −A(1, 0)
=
∑
x1∈F2m−1
A(1, x1)(−1)Tr
m−1
1 ((λ+β
τ )x1) − 1. (14)
Note that
A(1, x1) =
1−√−1
2
(−1)f(x1,0) + 1 +
√−1
2
(−1)f(x1,1)
=
1
2
∑
x2∈F2
(−1)f(x1,x2) −
√−1
2
∑
x2∈F2
(−1)f(x1,x2)+x2 .
It follows from (14) that
Rs∞,sλ(τ) =− 1 +
1
2
∑
(x1,x2)∈F2m−1×F2
(−1)f(x1,x2)+Trm−11 ((λ+βτ )x1)
−
√−1
2
∑
(x1,x2)∈F2m−1×F2
(−1)f(x1,x2)+Trm−11 ((λ+βτ )x1)+x2
=
1
2
[Wf(λ+ βτ , 0)−√−1Wf(λ+ βτ , 1)]− 1.
(3) For the sequences {s∞(t)}, one has
Rs∞,s∞(τ) =
2m−1−2∑
t=0
(−1)Trm−11 ((βτ+1)βt)
=
∑
x1∈F2m−1
(−1)Trm−11 ((βτ+1)x1) − 1
=
{ −1, if τ 6= 0,
2m−1 − 1, if τ = 0.
This completes the proof.
Remark 3: The condition f(0, 0) = f(0, 1) = 0 is not a problem. For any cyclic bent function f , we
can replace f with f ′(x1, x2) = f(x1, x2) + f(0, x2). Then, f ′ is still a cyclic bent function, and satisfies
the condition f ′(0, 0) = f ′(0, 1) = 0.
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Proposition 5.2: Let f be a cyclic bent function on F2m−1 × F2 with f(0, 0) = f(0, 1) = 0. Then, for
any λ, λ′ ∈ F2m−1 ∪ {∞} and 0 ≤ τ < 2m−1 − 1, the correlation Rsλ,sλ(τ) of the sequences {sλ(t)} and
{sλ′(t)} at shift τ belongs to the set
{
−1,−1 + 2m−1,−1 + (±1±√−1) 2m−22 }.
Proof: By Lemma 5.1, we just need to prove that Rsλ,sλ′(0) ∈
{
−1,−1 + 2m−1, (±1 ±√−1) 2m−22 }
when λ, λ′ ∈ F2m−1 and τ = 0. Note that
Rsλ,sλ′ (0) =
2m−1−2∑
t=0
A(1, βt)A(1, βt)(−1)Trm−11 ((λ+λ′)βt),
where A(1, βt) = 1+
√−1
2
(−1)f(βt,0) + 1−
√−1
2
(−1)f(βt,1). By Part (1) of Lemma 4.2, A(1, βt)A(1, βt) = 1,
we have
Rsλ,sλ′(0) =
2m−1−2∑
t=0
(−1)Trm−11 ((λ+λ′)βt) =
{ −1, if λ 6= λ′,
2m−1 − 1, if λ = λ′.
This completes the proof.
Lemma 5.3: Let b ∈ F2m−1 with b 6= 1. Then∑
µ∈F2m−1
Wf1,b,0(µ, 0) = 2m,
∑
µ∈F2m−1
Wf1,b,1(µ, 1) = 0,
and ∑
µ∈F2m−1
Wf1,b,0(µ, 0)Wf1,b,1(µ, 1) = 0.
Proof: First of all, we have∑
µ∈F2m−1
Wf1,b,0(µ, 0) =
∑
µ∈F2m−1
∑
(x1,x2)∈F2m−1×F2
(−1)f1,b,0(x1,x2)+Trm−11 (µx1)
=
∑
(x1,x2)∈F2m−1×F2
(−1)f1,b,0(x1,x2)
∑
µ∈F2m−1
(−1)Trm−11 (µx1)
=2m−1
∑
x2∈F2
(−1)f1,b,0(0,x2)
=2m.
Then we have∑
µ∈F2m−1
Wf1,b,1(µ, 1) =
∑
µ∈F2m−1
∑
(x1,x2)∈F2m−1×F2
(−1)f1,b,1(x1,x2)+Trm−11 (µx1)+x2
=
∑
(x1,x2)∈F2m−1×F2
(−1)f1,b,1(x1,x2)+x2
∑
µ∈F2m−1
(−1)Trm−11 (µx1)
=2m−1
∑
x2∈F2
(−1)f1,b,1(0,x2)+x2
=2m−1
∑
x2∈F2
(−1)f(0,0)+f(0,1)+x2
=0.
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Finally, let A =
∑
µ∈F2m−1 Wf1,b,0(µ, 0)Wf1,b,1(µ, 1). Then,
A =
∑
µ∈F2m−1

 ∑
(x1,x2)∈F2m−1×F2
(−1)f1,b,0(x1,x2)+Trm−1(µx1)


·

 ∑
(y1,y2)∈F2m−1×F2
(−1)f1,b,1(y1,y2)+Trm−1(µy1)+y2


=
∑
(x1,x2)∈F2m−1×F2
(y1,y2)∈F2m−1×F2
(−1)f1,b,0(x1,x2)+f1,b,1(y1,y2)+y2 ·
∑
µ∈F2m−1
(−1)Trm−1(µ(x1+y1))
=2m−1
∑
x1∈F2m−1
∑
(x2,y2)∈F2×F2
(−1)f1,b,0(x1,x2)+f1,b,1(x1,y2)+y2 . (15)
Note that f1,b,0(x1, x2) + f1,b,1(x1, y2) = f(x1, x2) + f(x1, y2) + f(bx1, x2) + f(bx1, y2 + 1). One has
f1,b,0(x1, x2) + f1,b,1(x1, y2) =
{
f(bx1, x2) + f(bx1, y2 + 1), if x2 = y2,
f(x1, x2) + f(x1, y2), if x2 = y2 + 1.
That is,
f1,b,0(x1, x2) + f1,b,1(x1, y2) =
{
f(bx1, 0) + f(bx1, 1), if x2 = y2,
f(x1, 0) + f(x1, 1), if x2 = y2 + 1.
Consequently, for any x1 ∈ F2m−1 , ∑
(x2,y2)∈F2×F2
(−1)f1,b,0(x1,x2)+f1,b,1(x1,y2)+y2
=
∑
(x2,y2)∈{(0,0),(1,1)}
(−1)f(bx1,0)+f(bx1,1)+y2
+
∑
(x2,y2)∈{(0,1),(1,0)}
(−1)f(x1,0)+f(x1,1)+y2
=(−1)f(bx1,0)+f(bx1,1)
∑
y2∈F2
(−1)y2
+ (−1)f(x1,0)+f(x1,1)
∑
y2∈F2
(−1)y2
=0.
It then follows from (15) that A = 0, which completes the proof.
Lemma 5.4: Let f be a cyclic bent function with f(0, 0) = f(0, 1) = 0 and b ∈ F⋆2m−1 . Then∑
µ∈F2m−1
Wfb(µ, 0) = 2m,
∑
µ∈F2m−1
Wfb(µ, 1) = 0,
and ∑
µ∈F2m−1
Wfb(µ, 0)Wfb(µ, 1) = 0.
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Proof: First of all, we have∑
µ∈F2m−1
Wfb(µ, 0) =
∑
µ∈F2m−1
∑
(x1,x2)∈F2m−1×F2
(−1)fb(x1,x2)+Trm−11 (µx1)
=
∑
(x1,x2)∈F2m−1×F2
(−1)fb(x1,x2)
∑
µ∈F2m−1
(−1)Trm−11 (µx1)
=2m−1
∑
x2∈F2
(−1)fb(0,x2)
=2m−1
(
(−1)f(0,0) + (−1)f(0,1))
=2m.
Then we have ∑
µ∈F2m−1
Wfb(µ, 1) =
∑
µ∈F2m−1
∑
(x1,x2)∈F2m−1×F2
(−1)fb(x1,x2)+Trm−11 (µx1)+x2
=
∑
(x1,x2)∈F2m−1×F2
(−1)fb(x1,x2)+x2
∑
µ∈F2m−1
(−1)Trm−11 (µx1)
=2m−1
∑
x2∈F2
(−1)fb(0,x2)+x2
=2m−1
(
(−1)f(0,0) − (−1)f(0,1))
=0.
Finally, let A =
∑
µ∈F2m−1 Wfb(µ, 0)Wfb(µ, 1). Then,
A =
∑
µ∈F2m−1

 ∑
(x1,x2)∈F2m−1×F2
(−1)fb(x1,x2)+Trm−1(µx1)


·

 ∑
(y1,y2)∈F2m−1×F2
(−1)fb(y1,y2)+Trm−1(µy1)+y2


=
∑
(x1,x2)∈F2m−1×F2
(y1,y2)∈F2m−1×F2
(−1)fb(x1,x2)+fb(y1,y2)+y2 ·
∑
µ∈F2m−1
(−1)Trm−1(µ(x1+y1))
=2m−1
∑
x1∈F2m−1
∑
(x2,y2)∈F2×F2
(−1)fb(x1,x2)+fb(x1,y2)+y2 . (16)
Note that, for any x1 ∈ F2m−1 , ∑
(x2,y2)∈F2×F2
(−1)fb(x1,x2)+fb(x1,y2)+y2
=
∑
(x2,y2)∈{(0,0),(1,1)}
(−1)f(bx1,x2)+f(bx1,x2)+y2
+
∑
(x2,y2)∈{(0,1),(1,0)}
(−1)f(bx1,x2)+f(bx1,x2+1)+y2
=
∑
y2∈F2
(−1)y2 + (−1)f(bx1,0)+f(bx1,1)
∑
y2∈F2
(−1)y2
=0.
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By (16), we have A = 0, which completes the proof.
For any bent functions g and h on F2m−1 × F2, define
Jg,h(ǫ1, ǫ2) = {µ ∈ F2m−1 |Wg(µ, 0) = (−1)ǫ12m2 ,Wh(µ, 1) = (−1)ǫ22m2 }. (17)
Lemma 5.5: Let g and h be two bent functions on F2m−1 × F2 such that
(1)
∑
µ∈F2m−1 Wg(µ, 0) = 2
m;
(2)
∑
µ∈F2m−1 Wh(µ, 1) = 0; and
(3)
∑
µ∈F2m−1 Wg(µ, 0)Wh(µ, 1) = 0.
Then, #Jg,h(ǫ1, ǫ2) = 2
m−3 + (−1)ǫ12m−42 , where ǫ1, ǫ2 ∈ F2.
Proof: From the definition of Jg,h(ǫ1, ǫ2) in (17), one gets
#Jg,h(ǫ1, ǫ2) =
∑
µ∈F2m−1
(−1)ǫ1+ǫ2
2m+2
(Wg(µ, 0) + (−1)ǫ12m2 ) · (Wh(µ, 1) + (−1)ǫ22m2 )
=
(−1)ǫ1+ǫ2
2m+2
∑
µ∈F2m−1
(−1)ǫ1+ǫ22m + (−1)
ǫ1+ǫ2
2m+2
∑
µ∈F2m−1
Wg(µ, 0)Wh(µ, 1)
+
(−1)ǫ2
2m+2
2
m
2
∑
µ∈F2m−1
Wh(µ, 1) + (−1)
ǫ1
2m+2
2
m
2
∑
µ∈F2m−1
Wg(µ, 0)
=2m−3 + (−1)ǫ12m−42 .
This completes the proof.
Theorem 5.6: Let f be a cyclic bent function on F2m−1 × F2 with f(0, 0) = f(0, 1) = 0. Then, the
correlation value distribution of the family Uf is given in Table I.
TABLE I
THE CORRELATION DISTRIBUTION OF THE FAMILY Uf
Value Frequency
−1 + 2m−1 2m−1 + 1
−1 22m−2 − 2
−1 + (1 +√−1)2m−22 (22m−2 − 2)(2m−3 + 2m−42 )
−1 + (1−√−1)2m−22 (22m−2 − 2)(2m−3 + 2m−42 )
−1 + (−1 +√−1)2m−22 (22m−2 − 2)(2m−3 − 2m−42 )
−1 + (−1−√−1)2m−22 (22m−2 − 2)(2m−3 − 2m−42 )
Proof: For any λ, λ′ ∈ F2m−1 , we have
Rsλ,sλ′(0) =
{ −1, if λ 6= λ′,
2m−1 − 1, if λ = λ′. (18)
We will discuss the correlation value distribution of Rsλ,sλ′(τ), where λ, λ ∈ F2m−1 ∪ {∞} and 0 ≤ τ <
2m−1 − 1, by distinguishing among the following cases.
Case 0. Rsλ,sλ′(τ) = 2
m−1 − 1. Let D0 be the set of (λ, λ′, τ) satisfying Rsλ,sλ′ (τ) = 2m−1 − 1, where
λ, λ ∈ F2m−1 ∪ {∞} and 0 ≤ τ < 2m−1 − 1. From Lemma 5.1 and (18), we have
D0 = {(λ, λ, 0)|λ ∈ F2m−1 ∪ {∞}}.
Hence, #D0 = 2
m−1 + 1.
Case 1. Rsλ,sλ′ (τ) = −1. Let D1 be the set of (λ, λ′, τ) satisfying Rsλ,sλ′(τ) = −1. From Lemma 5.1
and (18), we have
D1 = {(∞,∞, τ)|1 ≤ τ < 2m−1 − 1} ∪ {(λ, λ′, 0)|λ 6= λ′ ∈ F2m−1}.
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Hence, #D1 = 2
m−1 − 2 + 2m−1(2m−1 − 1) = 22m−2 − 2.
Case 2. Rsλ,sλ′(τ) = −1 + (1 +
√−1)2m−22 . Let D2 be the set of (λ, λ′, τ) satisfying Rsλ,sλ′ (τ) =
−1+ (1+√−1)2m−22 . From Lemma 5.1 and (18), (λ, λ′, τ) ∈ D2 if and only if (λ, λ′, τ) satisfies one of
the following three conditions:

Wf1,βτ ,0(λβτ + λ′, 0) = (−1)02
m
2 ,
Wf1,βτ ,1(λβτ + λ′, 1) = (−1)12
m
2 ,
(λ, λ′) ∈ F2m−1 × F2m−1 , 1 ≤ τ < 2m−1 − 1,
(19)


Wfβτ (λβτ + 1, 0) = (−1)02
m
2 ,
Wfβτ (λβτ + 1, 1) = (−1)02
m
2 ,
λ ∈ F2m−1 , λ′ =∞, 0 ≤ τ < 2m−1 − 1,
(20)


Wf(λ′ + βτ , 0) = (−1)02m2 ,
Wf(λ′ + βτ , 1) = (−1)12m2 ,
λ =∞, λ′ ∈ F2m−1 , 0 ≤ τ < 2m−1 − 1.
(21)
Let D2,1, D2,2, D2,3 be sets of (λ, λ
′, τ) satisfying Conditions (19), (20), and (21) respectively. For the set
D2,1, we have (λ, λ
′, τ) ∈ D2,1 if and only if{
τ 6= 0, λ, λ′ ∈ F2m−1 ,
λβτ + λ′ ∈ Jg,h(0, 1),
where g = f1,βτ ,0 and h = f1,βτ ,1. This is equivalent to{
τ 6= 0, λ, λ′ ∈ F2m−1 ,
λ′ ∈ −λβτ + Jg,h(0, 1),
Then
#D2,1 =
2m−1−2∑
τ=1
∑
λ∈F2m−1
#(−λβτ + Jg,h(0, 1))
=
2m−1−2∑
τ=1
∑
λ∈F2m−1
#Jg,h(0, 1)
=2m−1
2m−1−2∑
τ=1
#Jg,h(0, 1).
From Lemmas 5.3 and 5.5, we have
#D2,1 = 2
m−1(2m−1 − 2)(2m−3 + 2m−42 ).
For the set D2,2, we have (λ, λ
′, τ) ∈ D2,2 if and only if{
0 ≤ τ < 2m−1 − 1, λ′ =∞, λ ∈ F2m−1 ,
λβτ + 1 ∈ Jfβτ ,fβτ (0, 0).
This is equivalent to {
0 ≤ τ < 2m−1 − 1, λ′ =∞, λ ∈ F2m−1 ,
λ ∈ β−τ (Jfβτ ,fβτ (0, 0)− 1).
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Then
#D2,2 =
2m−1−2∑
τ=0
#
(
β−τ
(
Jfβτ ,fβτ (0, 0)− 1
))
=
2m−1−2∑
τ=0
#Jfβτ ,fβτ (0, 0).
By Lemmas 5.4 and 5.5, we have
#D2,2 = (2
m−1 − 1)(2m−3 + 2m−42 ).
For the set D2,3, we have (λ, λ
′, τ) ∈ D2,3 if and only if{
0 ≤ τ < 2m−1 − 1, λ =∞, λ′ ∈ F2m−1 ,
λ′ + βτ ∈ Jf,f(0, 1).
This is equivalent to {
0 ≤ τ < 2m−1 − 1, λ =∞, λ′ ∈ F2m−1 ,
λ′ ∈ Jf,f (0, 0)− βτ .
Then
#D2,3 =
2m−1−2∑
τ=0
(#Jf,f(0, 1)− βτ )
=
2m−1−2∑
τ=0
#Jf,f (0, 1)
=(2m−1 − 1)#Jf,f(0, 1).
It follows from Lemmas 5.4 and 5.5 that
#D2,3 = (2
m−1 − 1)(2m−3 + 2m−42 ).
As a result, we have
#D2 =#D2,1 +#D2,2 +#D2,3
=(22m−2 − 2)(2m−3 + 2m−42 ).
Case 3. Rsλ,sλ′(τ) = −1 + (−1 +
√−1)2m−22 . Let D3 be the set of (λ, λ′, τ) satisfying Rsλ,sλ′(τ) =
−1 + (−1 +√−1)2m−22 . By Lemma 5.1 and (18), (λ, λ′, τ) ∈ D3 if and only if (λ, λ′, τ) satisfies one of
the following three conditions: 

Wf1,βτ ,0(λβτ + λ′, 0) = (−1)12
m
2 ,
Wf1,βτ ,1(λβτ + λ′, 1) = (−1)12
m
2 ,
λ, λ′ ∈ F2m−1 , τ 6= 0,
(22)


Wfβτ (λβτ + 1, 0) = (−1)12
m
2 ,
Wfβτ (λβτ + 1, 1) = (−1)02
m
2 ,
λ ∈ F2m−1 , λ′ =∞, 0 ≤ τ < 2m−1 − 1,
(23)


Wf(λ′ + βτ , 0) = (−1)12m2 ,
Wf(λ′ + βτ , 1) = (−1)12m2 ,
λ =∞, λ′ ∈ F2m−1 , 0 ≤ τ < 2m−1 − 1.
(24)
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Let D3,1, D3,2, D3,3 be sets of (λ, λ
′, τ) satisfying Conditions (22), (23), and (24) respectively. With similar
discussion of Case 2, we have
#D3,1 = (2
m−1 − 2)2m−1(2m−3 − 2m−42 ),
#D3,2 = (2
m−1 − 1)(2m−3 − 2m−42 ),
#D3,3 = (2
m−1 − 1)(2m−3 − 2m−42 ).
Then
#D3 =#D3,1 +#D3,2 +#D3,3
=(22m−2 − 2)(2m−3 − 2m−42 ).
Case 4. Rsλ,sλ′(τ) = −1 + (1 −
√−1)2m−22 . Let D4 be the set of (λ, λ′, τ) satisfying Rsλ,sλ′(τ) =
−1 + (1 − √−1)2m−22 . By Lemma 5.1 and (18), (λ, λ′, τ) ∈ D4 if and only if (λ, λ′, τ) satisfies one of
the following three conditions: 

Wf1,βτ ,0(λβτ + λ′, 0) = (−1)02
m
2 ,
Wf1,βτ ,1(λβτ + λ′, 1) = (−1)02
m
2 ,
λ, λ′ ∈ F2m−1 , τ 6= 0,

Wfβτ (λβτ + 1, 0) = (−1)02
m
2 ,
Wfβτ (λβτ + 1, 1) = (−1)12
m
2 ,
λ ∈ F2m−1 , λ′ =∞, 0 ≤ τ < 2m−1 − 1,

Wf (λ′ + βτ , 0) = (−1)02m2 ,
Wf (λ′ + βτ , 1) = (−1)02m2 ,
λ =∞, λ′ ∈ F2m−1 , 0 ≤ τ < 2m−1 − 1.
With similar discussion of Case 2, we have
#D4 =#D2 = (2
2m−2 − 2)(2m−3 + 2m−42 ).
Case 5. Rsλ,sλ′(τ) = −1 + (−1 −
√−1)2m−22 . Let D5 be the set of (λ, λ′, τ) satisfying Rsλ,sλ′ (τ) =
−1 + (−1−√−1)2m−22 . By Lemma 5.1 and (18), (λ, λ′, τ) ∈ D5 if and only if (λ, λ′, τ) satisfies one of
the following three conditions: 

Wf1,βτ ,0(λβτ + λ′, 0) = (−1)12
m
2 ,
Wf1,βτ ,1(λβτ + λ′, 1) = (−1)02
m
2 ,
λ, λ′ ∈ F2m−1 , τ 6= 0,

Wfβτ (λβτ + 1, 0) = (−1)12
m
2 ,
Wfβτ (λβτ + 1, 1) = (−1)12
m
2 ,
λ ∈ F2m−1 , λ′ =∞, 0 ≤ τ < 2m−1 − 1,

Wf (λ′ + βτ , 0) = (−1)12m2 ,
Wf (λ′ + βτ , 1) = (−1)02m2 ,
λ =∞, λ′ ∈ F2m−1 , 0 ≤ τ < 2m−1 − 1.
With similar discussion of Case 3, we have
#D5 =#D3 = (2
2m−2 − 2)(2m−3 − 2m−42 ).
This completes the proof.
Remark 4: For any cyclic bent function f on F2m−1 ×F2, according to Theorem 5.6 and Reference [3],
the quaternary family Uf has the same period K = 2m−1−1, family size N = 2m−1+1, Rmax ≤ 1+
√
2m−1
and correlation value distribution as the well-known quaternary familyA of sequences defined in [3], which
offers a lower value of Rmax for the same period and family size in comparison with the binary family of
Gold sequences and is asymptotically optimal with respect to the Welch lower bound for complex-valued
sequences.
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B. A binary sequence family from cyclic bent functions
Let f be a cyclic bent function on F2m−1×F2. For ν ∈ F2, λ ∈ F2m−1 , the binary sequence {sλ,ν}2(2
m−1−1)
t=0
of length 2(2m−1 − 1) is defined by
sλ,ν(t) =
{
(−1)f(βt0 ,0)+Trm−11 (λβt0 ), if t = 2t0,
(−1)f(β2m−2βt0 ,1)+Trm−11 (β2m−2λβt0 )+ν , if t = 2t0 + 1,
(25)
where 0 ≤ t < 2(2m−1 − 1) and β is a generator of F⋆2m−1 .
Lemma 5.7: Let f be a cyclic bent function on F2m−1×F2 with f(0, 0) = f(0, 1) = 0, and, f1,b,ǫ(x1, x2) =
f(x1, x2)+f(bx1, x2+ǫ) for b ∈ F2m−1 and ǫ ∈ F2. Let λ, λ′ ∈ F2m−1 , ν, ν ′ ∈ F2 and 0 ≤ τ < 2(2m−1−1).
Let {sλ,ν(t)} and {sλ′,ν′(t)} be binary sequences defined in (25). Then
(1) for τ = 2τ0 + 1,
Rsλ,ν ,sλ′,ν′ (τ) = (−1)νWf
1,βτ0+2
m−2
,1
(λβτ0+2
m−2
+ λ′, ν + ν ′)− (−1)ν − (−1)ν′ ;
(2) for τ = 2τ0,
Rsλ,ν ,sλ′,ν′ (τ) =Wf1,βτ0 ,0(λβτ0 + λ′, ν + ν ′)− 1− (−1)ν+ν
′
.
Proof: Denote (−1)f(βt0 ,0)+Trm−11 (λβt0 ) (resp., (−1)f(βt0 ,1)+Trm−11 (λβt0 )+ν) by aλ(t0) (resp., bλ,ν(t0)).
By the definition of the correlation of sequences, one has
Rsλ,ν ,sλ′,ν′ (2τ0 + 1) =
2(2m−1−1)−1∑
t=0
sλ,ν(t + 2τ0 + 1)sλ′,ν′(t)
=
2m−1−2∑
t=0
sλ,ν(2t0 + 2τ0 + 1)sλ′,ν′(2t0)
+
2m−1−2∑
t=0
sλ,ν(2t0 + 2τ0 + 2)sλ′,ν′(2t0 + 1).
By the definition of the sequence {sλ,ν(t)},
Rsλ,ν ,sλ′,ν′ (2τ0 + 1) =
2m−1−2∑
t=0
bλ,ν(t0 + τ0 + 2
m−2)aλ′,ν′(t0)
+
2m−1−2∑
t=0
aλ,ν(t0 + τ0 + 1)bλ′,ν′(t0 + 2
m−2)
=
2m−1−2∑
t=0
bλ,ν(t0 + τ0 + 2
m−2)aλ′,ν′(t0)
+
2m−1−2∑
t=0
aλ,ν(t0 + τ0 − 2m−2 + 1)bλ′,ν′(t0).
Since (t0 + τ0 + 2
m−2)− (t0 + τ0 − 2m−2 + 1) = 2m−1 − 1, one gets
Rsλ,ν ,sλ′,ν′ (2τ0 + 1) =
2m−1−2∑
t=0
bλ,ν(t0 + τ0 + 2
m−2)aλ′,ν′(t0)
+
2m−1−2∑
t=0
aλ,ν(t0 + τ0 + 2
m−2)bλ′,ν′(t0).
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Consequently,
Rsλ,ν ,sλ′,ν′ (2τ0 + 1) =
2m−1−2∑
t=0
(−1)f(βt0 ,0)+f(βτ0+2
m−2+t0 ,1)+Trm−11 ((λβ
τ0+2
m−2
+λ′)βt0 )+ν
+
2m−1−2∑
t=0
(−1)f(βt0 ,1)+f(βτ0+2m−2+t0 ,0)+Trm−11 ((λβτ0+2m−2+λ′)βt0)+ν′
=
∑
x1∈F2m−1
(−1)f1,βτ0+2m−2 ,1(x1,0)+Tr
m−1
1 ((λβ
τ0+2
m−2
+λ′)x1)+ν
+
∑
x1∈F2m−1
(−1)f1,βτ0+2m−2 ,1(x1,1)+Tr
m−1
1 ((λβ
τ0+2
m−2
+λ′)x1)+ν′
− (−1)ν − (−1)ν′.
Then,
Rsλ,ν ,sλ′,ν′ (2τ0 + 1) =(−1)ν
∑
x1∈F2m−1
x2∈F2
(−1)f1,βτ0+2m−2 ,1(x1,x2)+Tr
m−1
1 ((λβ
τ0+2
m−2
+λ′)x1)+(ν+ν′)x2
− (−1)ν − (−1)ν′
=(−1)νWf
1,βτ0+2
m−2
,1
(λβτ0+2
m−2
+ λ′, ν + ν ′)− (−1)ν − (−1)ν′.
One has also
Rsλ,ν ,sλ′,ν′ (2τ0) =
2(2m−1−1)−1∑
t=0
sλ,ν(t+ 2τ0)sλ′,ν′(t)
=
2m−1−2∑
t=0
sλ,ν(2t0 + 2τ0)sλ′,ν′(2t0)
+
2m−1−2∑
t=0
sλ,ν(2t0 + 2τ0 + 1)sλ′,ν′(2t0 + 1).
By the definition {sλ,ν(t)},
Rsλ,ν ,sλ′,ν′ (2τ0) =
2m−1−2∑
t=0
aλ,ν(t0 + τ0)aλ′,ν′(t0)
+
2m−1−2∑
t=0
bλ,ν(t0 + τ0 + 2
m−2)bλ′,ν′(t0 + 2m−2)
=
2m−1−2∑
t=0
aλ,ν(t0 + τ0)aλ′,ν′(t0) +
2m−1−2∑
t=0
bλ,ν(t0 + τ0)bλ′,ν′(t0).
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Thus,
Rsλ,ν ,sλ′,ν′ (2τ0) =
2m−1−2∑
t=0
(−1)f(βt0 ,0)+f(βτ0+t0 ,0)+Trm−11 ((λβτ0+λ′)βt0 )
+
2m−1−2∑
t=0
(−1)f(βt0 ,1)+f(βτ0+t0 ,1)+Trm−11 ((λβτ0+λ′)βt0 )+ν+ν′
=
∑
x1∈F2m−1
(−1)f1,βτ0 ,0(x1,0)+Trm−11 ((λβτ0+λ′)x1)
+
∑
x1∈F2m−1
(−1)f1,βτ0 ,0(x1,1)+Trm−11 ((λβτ0+λ′)x1)+ν+ν′ − 1− (−1)ν+ν′ .
Finally,
Rsλ,ν ,sλ′,ν′ (2τ0) =
∑
x1∈F2m−1
x2∈F2
(−1)f1,βτ0 ,0(x1,x2)+Trm−11 ((λβτ0+λ′)x1)+(ν+ν′)x2 − 1− (−1)ν+ν′
=Wf1,βτ0 ,0(λβτ0 + λ′, ν + ν ′)− 1− (−1)ν+ν
′
.
This completes the proof.
Lemma 5.8: Let f be a cyclic bent function on F2m−1×F2 with f(0, 0) = f(0, 1) = 0, and f1,b,ǫ(x1, x2) =
f(x1, x2)+ f(bx1, x2 + ǫ) for b ∈ F2m−1 and ǫ ∈ F2. Let λ, λ′ ∈ F2m−1 , ν, ν ′ ∈ F2 and 0 ≤ τ0 < 2m−1− 1.
Let {sλ,ν(t)} and {sλ′,ν′(t)} be binary sequences defined in (25).
(1) If Trm−11 (λ) = 0,Tr
m−1
1 (λ
′) = 0 and f(x1, 0) + f(x1, 1) = Tr
m−1
1 (x1), then
Rsλ,ν ,sλ′,ν′ (2τ0 + 1) =
{
−(−1)ν − (−1)ν′, when τ0 = 2m−2 − 1,
±2m2 ± 1± 1, when τ0 6= 2m−2 − 1.
(2) For τ = 2τ0,
Rsλ,ν ,sλ′,ν′ (τ) =


2(2m−1 − 1), if τ0 = 0, (λ, ν) = (λ′, ν ′),
−1− (−1)ν+ν′ , if τ0 = 0, (λ, ν) 6= (λ′, ν ′),
±2m2 − 1± 1, if τ0 6= 0.
Proof: (1) If τ0 6= 2m−2 − 1, then βτ0+2m−2 6= 1 and f1,βτ0+2m−2 ,1 is a bent function. By Lemma 5.7,
Rsλ,ν ,sλ′,ν′ (2τ0 + 1) = ±2
m
2 ± 1± 1.
If τ0 = 2
m−2−1, then βτ0+2m−2 = 1 and f
1,βτ0+2
m−2
,1
(x1, x2) = f(x1, x2)+ f(x1, x2+1) = Tr
m−1
1 (x1).
Since Trm−11 (λ + λ
′ + 1) = Trm−11 (λ) + Tr
m−1
1 (λ
′) + Trm−11 (1) = 1, we have λ + λ
′ + 1 6= 0. It follows
from Lemma 5.7 that
Rsλ,ν ,sλ′,ν′ (2τ0 + 1) =(−1)ν
∑
x1∈F2m−1
x2∈F2
(−1)Trm−11 ((λ+λ′+1)x1)+(ν+ν′)x2 − (−1)ν − (−1)ν′
=− (−1)ν − (−1)ν′,
which is due to the fact λ+ λ′ + 1 6= 0.
(2) If τ0 6= 0, then f1,βτ0 ,0 is a bent function. By Lemma 5.7, Rsλ,ν ,sλ′,ν′ (2τ0) = ±2
m
2 − 1± 1.
If τ0 = 0, then f1,βτ0 ,0 = 0. By Lemma 5.7,
Rsλ,ν ,sλ′,ν′ (2 · 0) =
∑
x1∈F2m−1
x2∈F2
(−1)Trm−11 ((λ+λ′)x1)+(ν+ν′)x2 − 1− (−1)ν+ν′
=
{
2(2m−1 − 1), if (λ, ν) = (λ′, ν ′),
−1− (−1)ν+ν′, if (λ, ν) 6= (λ′, ν ′).
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This completes the proof.
Lemma 5.9: Let g be a bent function on F2m−1 × F2 with g(0, 0) = g(0, 1) = 0. Let Ng,ǫ =
#
{
µ ∈ F2m−1 |Wg(µ, 0) = (−1)ǫ2m2
}
and N ′g,ǫ = #
{
µ ∈ F2m−1 |Wg(µ, 1) = (−1)ǫ2m2
}
. Then,
N ′g,ǫ = Ng,ǫ = 2
m−2 + (−1)ǫ2m−22 .
Proof: Since g is bent, one has
Ng,ǫ =
∑
µ∈F2m−1
(−1)ǫ
2 · 2m2
(Wg(µ, 0) + (−1)ǫ2m2 )
=
1
2
∑
µ∈F2m−1
1 +
(−1)ǫ
2 · 2m2
∑
µ∈F2m−1
Wg(µ, 0)
=2m−2 +
(−1)ǫ
2 · 2m2
∑
µ∈F2m−1
Wg(µ, 0).
By the definition of Wg(µ, 0),∑
µ∈F2m−1
Wg(µ, 0) =
∑
µ∈F2m−1
∑
(x1,x2)∈F2m−1×F2
(−1)g(x1,x2)+Trm−11 (µx1)
=
∑
(x1,x2)∈F2m−1×F2
(−1)g(x1,x2)
∑
µ∈F2m−1
(−1)Trm−11 (µx1)
=2m−1
∑
x2∈F2
(−1)g(0,x2)
=2m−1
(
(−1)g(0,0) + (−1)g(0,1))
=2m.
Thus,
Ng,ǫ =2
m−2 +
(−1)ǫ
2 · 2m2
∑
µ∈F2m−1
Wg(µ, 0)
=2m−2 +
(−1)ǫ
2 · 2m2 2
m
=2m−2 + (−1)ǫ2m−22 .
Thus, the desired conclusion is true for Ng,ǫ.
Similarly,
Wg(µ, 1) =
∑
(x1,x2)∈F2m−1×F2
(−1)g(x1,x2)+Trm−11 (µx1)+x2
=
∑
(x1,x2)∈F2m−1×F2
(−1)g′(x1,x2)+Trm−11 (µx1)
=Wg′(µ, 0),
where g′(x1, x2) = g(x1, x2) + x2. Thus, N ′g,ǫ = Ng′,ǫ = 2
m−2 + (−1)ǫ2m−22 . This completes the proof.
Lemma 5.10: Let g be a bent function on F2m−1 × F2 with g(0, 0) = g(0, 1) = 0. Let u, µ1, µ2 ∈ F2
and b ∈ F2m−1 \ F2. Let W =
∑
(λ1,λ2)∈F2
2m−1
Wg(bλ1 + λ2, u)(−1)Trm−11 (µ1λ1+µ2λ2). Then,
W =
{
22m−1, if µ1 = µ2 = u = 0,
0, otherwise.
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Proof: By definition, one has
W =
∑
(λ1,λ2)∈F2
2m−1
(−1)Trm−11 (µ1λ1+µ2λ2)
·
∑
(x1,x2)∈F2m−1×F2
(−1)g(x1,x2)+Trm−11 ((bλ1+λ2)x1)+ux2
=
∑
(x1,x2)∈F2m−1×F2
(−1)g(x1,x2)+ux2
·
∑
(λ1,λ2)∈F2
2m−1
(−1)Trm−11 ((bx1+µ1)λ1+(x1+µ2)λ2).
If (µ1, µ2) = (0, 0), then
W =22(m−1)
∑
x2∈F2
(−1)g(0,x2)+ux2
=22(m−1)
∑
x2∈F2
(−1)ux2
=
{
22m−1, if u = 0,
0, if u = 1.
If (µ1, µ2) 6= (0, 0), then (bx1 + µ1, x1 + µ2) 6= (0, 0) and∑
(λ1,λ2)∈F2
2m−1
(−1)Trm−11 ((bx1+µ1)λ1+(x1+µ2)λ2) = 0,
for any x1 ∈ F2m−1 . Thus, W = 0. This completes the proof.
Lemma 5.11: Let g be a bent function on F2m−1 × F2 with g(0, 0) = g(0, 1) = 0. For u, ǫ ∈ F2 and
b ∈ F2m−1 \ F2, define the following set
Tu,ǫ =
{
(λ1, λ2) ∈ H ×H|Wg(bλ1 + λ2, u) = (−1)ǫ2m2
}
,
where H :=
{
λ ∈ F2m−1 |Trm−11 (λ) = 0
}
. Then,
#Tu,ǫ =
{
2m−2
(
2m−3 + (−1)ǫ2m−42
)
, if u = 0,
2m−2 · 2m−3, if u = 1.
Proof: One has
#Tu,ǫ =
(−1)ǫ
23 · 2m2
∑
(λ1,λ2)∈F2
2m−1
(Wg(bλ1 + λ2, u) + (−1)ǫ2m2 )
·
(
1 + (−1)Trm−11 (λ1)
)(
1 + (−1)Trm−11 (λ2)
)
=
(−1)ǫ
23 · 2m2 A+
1
23
B, (26)
where A =
∑
(λ1,λ2)∈F2
2m−1
Wg (bλ1 + λ2, u)
(
1 + (−1)Trm−11 (λ1)
)(
1 + (−1)Trm−11 (λ2)
)
and
B =
∑
(λ1,λ2)∈F2
2m−1
(
1 + (−1)Trm−11 (λ1)
)(
1 + (−1)Trm−11 (λ2)
)
.
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For B, one deduces that
B =
∑
(λ1,λ2)∈F2
2m−1
1 +
∑
(λ1,λ2)∈F2
2m−1
(−1)Trm−11 (λ1+λ2)
∑
(λ1,λ2)∈F2
2m−1
(−1)Trm−11 (λ1) +
∑
(λ1,λ2)∈F2
2m−1
(−1)Trm−11 (λ2)
=22(m−1).
For A, using Lemma 5.10, one obtains
A =
∑
(λ1,λ2)∈F2
2m−1
Wg(bλ1 + λ2, u)
+
∑
(λ1,λ2)∈F2
2m−1
Wg(bλ1 + λ2, u)(−1)Tr
m−1
1 (λ1+λ2)
+
∑
(λ1,λ2)∈F2
2m−1
Wg(bλ1 + λ2, u)(−1)Tr
m−1
1 (λ1)
+
∑
(λ1,λ2)∈F2
2m−1
Wg(bλ1 + λ2, u)(−1)Tr
m−1
1 (λ2)
=
{
22m−1, if u = 0,
0, if u = 1.
By (26),
#Tu,ǫ =
(−1)ǫ
23 · 2m2 A+
1
23
B
=
(−1)ǫ
23 · 2m2 A+
1
23
22(m−1)
=
{
(−1)ǫ
23·2m2 · 2
2m−1 + 1
23
22(m−1), if u = 0,
1
23
22(m−1), if u = 1.
Consequently,
#Tu,ǫ =
{
2m−2
(
2m−3 + (−1)ǫ2m−42
)
, if u = 0,
2m−2 · 2m−3, if u = 1.
This completes the proof.
We now have the following main result on the correlation value distribution of the binary sequence
family from cyclic bent functions.
Theorem 5.12: Let f be a cyclic bent function on F2m−1 × F2 such that f(0, 0) = f(0, 1) = 0 and
f(x1, 0)+ f(x1, 1) = Tr
m−1
1 (x1). Let the family U bf of binary sequences of length 2(2m−1− 1) be defined
by
U bf =
{
{sλ,ν}2(2
m−1−1)
t=0 |ν ∈ F2, λ ∈ F2m−1 with Trm−11 (λ) = 0
}
,
where {sλ,ν}2(2
m−1−1)
t=0 is the sequence defined in (25). Then, the correlation value distribution of the family
U bf is given in Table II.
Proof: Let H :=
{
λ ∈ F2m−1 |Trm−11 (λ) = 0
}
. We investigate the following 10 cases for the correla-
tion:
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TABLE II
THE CORRELATION DISTRIBUTION OF THE FAMILY Ubf
Value Frequency
2(2m−1 − 1) 2m−1
−2 2m−1(3 · 2m−3 − 1)
0 22m−2
2 22m−4
2
m
2 − 2 3 · 2m−2 (2m−1 − 2)
(
2m−3 + 2
m−4
2
)
2
m
2 22m−3
(
2m−1 − 2)
2
m
2 + 2 2m−2
(
2m−1 − 2)
(
2m−3 − 2m−42
)
−2m2 − 2 3 · 2m−2 (2m−1 − 2)
(
2m−3 − 2m−42
)
−2m2 22m−3 (2m−1 − 2)
−2m2 + 2 2m−2 (2m−1 − 2)
(
2m−3 + 2
m−4
2
)
Case 0: Let C0 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1) and
Rsλ,ν ,sλ′,ν′ (τ) = 2 (2
m−1 − 1). By Lemma 5.8, (τ, λ, ν, λ′, ν ′) ∈ C0 if and only if τ0 = 0, (λ, ν) = (λ′, ν ′).
Thus, #C0 = 2
m−1.
Case 1: Let C1 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1) and
Rsλ,ν ,sλ′,ν′ (τ) = −2. By Lemma 5.8, (τ, λ, ν, λ′, ν ′) ∈ C1 if and only if τ = 2 (2m−2 − 1)+1, ν = ν ′ = 0,
or, τ = 0, ν = ν ′, λ 6= λ′. Thus, #C1 = 22(m−2) + 2 · 2m−2 · (2m−2 − 1) = 2m−1(3 · 2m−3 − 1).
Case 2: Let C2 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1) and
Rsλ,ν ,sλ′,ν′ (τ) = 0. By Lemma 5.8, (τ, λ, ν, λ
′, ν ′) ∈ C2 if and only if τ = 2 (2m−2 − 1) + 1, ν + ν ′ = 1,
or, τ = 0, ν + ν ′ = 1. Thus, #C2 = 2 · 22(m−2) + 2 · 22(m−2) = 22(m−1).
Case 3: Let C3 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1) and
Rsλ,ν ,sλ′,ν′ (τ) = 2. By Lemma 5.8, (τ, λ, ν, λ
′, ν ′) ∈ C3 if and only if τ = 2 (2m−2 − 1) + 1, ν = ν ′ = 1.
Thus, #C3 = 2
2(m−2).
Case 4: Let C4 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1) and
Rsλ,ν ,sλ′,ν′ (τ) = −2 + 2
m
2 . By Lemmas 5.7 and 5.8, (τ, λ, ν, λ′, ν ′) ∈ C4 if and only if τ = 2τ0 + 1 6=
2 (2m−2 − 1)+1, ν = ν ′ = 0, Wf
1,βτ0+2
m−2
,1
(λβτ0+2
m−2
+λ′, ν+ ν ′) = (−1)ν2m2 , or, τ = 2τ0 6= 0, ν = ν ′,
Wf1,βτ0 ,0(λβτ0 + λ′, ν + ν ′) = 2
m
2 . By Lemma 5.11,
#C4 =
(
2m−1 − 2) · 2m−2 (2m−3 + 2m−42 )+ (2m−1 − 2) · 2 · 2m−2 (2m−3 + 2m−42 )
=3 · 2m−2 (2m−1 − 2) (2m−3 + 2m−42 ) .
Case 5: Let C5 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1)
and Rsλ,ν ,sλ′,ν′ (τ) = 2
m
2 . By Lemmas 5.7 and 5.8, (τ, λ, ν, λ′, ν ′) ∈ C5 if and only if τ = 2τ0 + 1 6=
2 (2m−2 − 1) + 1, ν + ν ′ = 1, Wf
1,βτ0+2
m−2
,1
(λβτ0+2
m−2
+ λ′, ν + ν ′) = (−1)ν2m2 , or, τ = 2τ0 6= 0,
ν + ν ′ = 1, Wf1,βτ0 ,0(λβτ0 + λ′, ν + ν ′) = 2
m
2 . By Lemma 5.11,
#C5 =2 ·
(
2m−1 − 2) · 2 · 22m−5
=22m−3
(
2m−1 − 2) .
Case 6: Let C6 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1) and
Rsλ,ν ,sλ′,ν′ (τ) = 2 + 2
m
2 . By Lemmas 5.7 and 5.8, (τ, λ, ν, λ′, ν ′) ∈ C6 if and only if τ = 2τ0 + 1 6=
2 (2m−2 − 1) + 1, ν = ν ′ = 1, Wf
1,βτ0+2
m−2
,1
(λβτ0+2
m−2
+ λ′, ν + ν ′) = (−1)ν2m2 . By Lemma 5.11,
#C6 =
(
2m−1 − 2) · 2m−2 (2m−3 − 2m−42 ) .
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Case 7: Let C7 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1) and
Rsλ,ν ,sλ′,ν′ (τ) = −2 − 2
m
2 . By Lemmas 5.7 and 5.8, (τ, λ, ν, λ′, ν ′) ∈ C7 if and only if τ = 2τ0 + 1 6=
2 (2m−2 − 1) + 1, ν = ν ′ = 0, Wf
1,βτ0+2
m−2
,1
(λβτ0+2
m−2
+ λ′, ν + ν ′) = (−1)ν+12m2 , or, τ = 2τ0 6= 0,
ν = ν ′, Wf1,βτ0 ,0(λβτ0 + λ′, ν + ν ′) = −2
m
2 . By Lemma 5.11,
#C7 =
(
2m−1 − 2) · 2m−2 (2m−3 − 2m−42 )+ (2m−1 − 2) · 2 · 2m−2 (2m−3 − 2m−42 )
=3 · 2m−2 (2m−1 − 2) (2m−3 − 2m−42 ) .
Case 8: Let C8 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1)
and Rsλ,ν ,sλ′,ν′ (τ) = −2
m
2 . By Lemmas 5.7 and 5.8, (τ, λ, ν, λ′, ν ′) ∈ C8 if and only if τ = 2τ0 + 1 6=
2 (2m−2 − 1) + 1, ν + ν ′ = 1, Wf
1,βτ0+2
m−2
,1
(λβτ0+2
m−2
+ λ′, ν + ν ′) = (−1)ν+12m2 , or, τ = 2τ0 6= 0,
ν + ν ′ = 1, Wf1,βτ0 ,0(λβτ0 + λ′, ν + ν ′) = −2
m
2 . By Lemma 5.11,
#C8 =2 ·
(
2m−1 − 2) · 2 · 22m−5
=22m−3
(
2m−1 − 2) .
Case 9: Let C9 be the set of all (τ, λ, ν, λ
′, ν ′) with λ, λ′ ∈ H , ν, ν ′ ∈ F2, 0 ≤ τ < 2(2m−1 − 1) and
Rsλ,ν ,sλ′,ν′ (τ) = 2 − 2
m
2 . By Lemmas 5.7 and 5.8, (τ, λ, ν, λ′, ν ′) ∈ C9 if and only if τ = 2τ0 + 1 6=
2 (2m−2 − 1) + 1, ν = ν ′ = 1, Wf
1,βτ0+2
m−2
,1
(λβτ0+2
m−2
+ λ′, ν + ν ′) = (−1)ν+12m2 . By Lemma 5.11,
#C9 =
(
2m−1 − 2) · 2m−2 (2m−3 + 2m−42 ) .
This completes the proof.
Remark 5: For any cyclic bent function f on F2m−1 × F2, from Theorem 5.12 and Reference [25], the
binary family U bf has the same period K = 2(2m−1 − 1), family size N = 2m−1, maximum non-trivial
correlation Rmax = 2
m
2 + 2 and correlation value distribution as the family Q(2) of binary Kerdock
sequences [10], [24], which is an optimal family of binary sequences with respect to the well-known
Welch bound.
VI. NONLINEAR CODES AND 3-DESIGNS FROM CYCLIC BENT FUNCTIONS
Let P be a set of v ≥ 1 elements, and let B be a set of k-subsets of P , where k is a positive integer
with 1 ≤ k ≤ v. Let t be a positive integer with t ≤ k. The pair D = (P,B) is called a t-(v, k, λ) design,
or simply t-design, if every t-subset of P is contained in exactly λ elements of B. The elements of P
are called points, and those of B are referred to as blocks. We usually use b to denote the number of
blocks in B. A t-design is called simple if B does not contain repeated blocks. In this paper, we consider
only simple t-designs. A t-design is called symmetric if v = b. It is clear that t-designs with k = t or
k = v always exist. Such t-designs are trivial. In this paper, we consider only t-designs with v > k > t.
A t-(v, k, λ) design is referred to as a Steiner system if t ≥ 2 and λ = 1, and is denoted by S(t, k, v).
A (v,M, d) code C over F2 is a subset of F
v
2 with cardinality M such that the minimum Hamming
distance between all pairs of distinct codewords in C is d. If C is a linear subspace of Fv2 over F2, we
say that C is a binary linear code. Let Ai denote the total number of codewords of Hamming weight i in
C. The sequence (A0, A1, . . . , An) is called the weight distribution of C. The distance distribution of C
is the sequence (B0, B1, . . . , Bn), where
Bi =
1
M
|{(c, c′) : c, c′ ∈ C and d(c, c′) = i}|
and d(c, c′) denotes the Hamming distance between c and c′. If C is linear, then its weight distribution
and distance distribution coincide.
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The support of a codeword c = (c1, c2, . . . , cv) is defined by
suppt(c) = {1 ≤ i ≤ v : ci 6= 0}.
Let P = {1, 2, . . . , v} and for each 1 ≤ k ≤ v define
B(k) = {suppt(c) : wt(c) = k, c ∈ C}.
If B(k) is nonempty, then the pair D = (P,B(k)) may be a t-(v, k, λ) design for some t and λ. Such a
design is called a support design of the code C. The Assmus-Mattson theorem gives sufficient conditions
for a linear code to have support designs [1]. A generalization of the Assmus-Mattson theorem was
developed for both linear and nonlinear binary codes (see [17, Chapter 6] or [26]).
The objective of this section is to present a family of binary codes containing the Kerdock code and
describe their support designs.
Theorem 6.1: Let f(x1, x2) be a cyclic bent function on F2m−1 × F2 such that f(0, 0) = f(0, 1) = 0.
Define a binary code by
C(f) := {c(a,λ,u,v) : a, λ ∈ F2m−1 , u, v ∈ F2}, (27)
where
c(a,λ,u,v) = (f(ax1, x2) + Tr
m−1
1 (λx1) + ux2 + v)(x1,x2)∈F2m−1×F2. (28)
Then C(f) is a binary code with parameters (2m, 22m, 2m−1 − 2(m−2)/2) and weight distribution
A0 = A2m = 1,
A2m−1 = 2
m+1 − 2,
A2m−1±2(m−2)/2 = 2
m(2m−1 − 1).
The distance distribution coincides with the weight distribution of C(f). Further, the incidence structure
({1, 2, . . . , 2m},B(k)) is a 3-design, where
k ∈ {2m−1, 2m−1 ± 2(m−2)/2}.
Proof: By assumption, f(0x1, x2) is the zero constant function. Then we clearly have
wt(c(0,λ,u,v)) =


0 if (λ, u, v) = (0, 0, 0),
2m if (λ, u, v) = (0, 0, 1),
2m−1 otherwise.
If a 6= 0, by definition f(ax1, x2) + Trm−11 (λx1) + ux2 + v is always bent, as f(ax1, x2) is bent by
definition. Hence, the Hamming weight wt(c(a,λ,u,v)) is equal to 2
m−1 ± 2(m−2)/2 whenever a 6= 0.
Since f(0x1, x2) is the zero constant function and f(ax1, x2)+ f(bx1, x2) is either the zero function or
a bent function, c(a,λ,u,v) and c(a′,λ′,u′,v′) are equal if and only if (a, λ, u, v) = (a
′, λ′, u′, v′). In addition,
the code C(f) is self-complementary. The desired conclusions on the parameters and weight distribution
then follow. It is easily verified that the weight distribution and the distance distribution coincide.
Note that the code C(f) has the same parameters, weight distribution and distance distribution as the
Kerdock code. In addition, the 3-design property proof of the support designs of the Kerdock code with
the generalised Assmus-Mattson theorem depends only the parameters, weight distribution and distance
distribution of the Kerdock code [26, Theorem 6.1]. The proof of the 3-design property for the Kerdock
code also works for the code C(f).
Remark 6: When f is the cyclic bent function K(x1, x2) defined in (1), the code C(f) becomes the
Kerdock code. When f is one of the other cyclic bent functions defined in (6), C(f) is a new code with
the same parameters, weight distribution and distance distribution as the Kerdock code. Hence, there are
many binary codes with the same parameters as the Kerdock codes. The equivalence of these codes and
their designs is open, and is a hard problem in general.
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VII. CYCLIC SEMI-BENT FUNCTIONS
In this section, we shall consider cyclic semi-bent functions and their applications. Let n be odd. A
Boolean function g(x) on F2n is called a cyclic semi-bent function if all the functions g(ax) + g(bx) are
semi-bent for any a 6= b ∈ F2n .
The following theorem solves Open problem 2. It follows from the definition of cyclic semi-bent
functions.
Theorem 7.1: Let n be an odd positive integer and g(x) be a cyclic semi-bent function on F2n . Define
the following set
F = {g(ax) | a ∈ F⋆2n}.
Then F is a family of 2n − 1 semi-bent functions such that the sum of any two distinct elements of this
family is semi-bent.
A. Constructing cyclic semi-bent functions from cyclic bent functions
The following lemma will be needed to prove Corollary 7.3 .
Lemma 7.2: Let m be an even positive integer and g be a bent function on F2m−1 × F2 . Then, for any
λ ∈ F2m−1 , {|Wg(·,0)(λ)|, |Wg(·,1)(λ)|} = {0, 2m2 }, where Wg(·,ǫ)(λ) =
∑
x∈F2m−1 (−1)
g(x,ǫ)+Trm−11 (λx) with
ǫ ∈ F2 .
Proof: By the definition of Walsh transform, we have
Wg(λ, v) =
∑
x1∈F2m−1 ,x2∈F2
(−1)g(x1,x2)+Trm−11 (λx1)+vx2
=
∑
x1∈F2m−1
((−1)g(x1,0)+Trm−11 (λx1) + (−1)v(−1)g(x1,1)+Trm−11 (λx1))
=Wg(·,0)(λ) + (−1)vWg(·,1)(λ).
Taking v = 0 and v = 1 separately, we have{ Wg(·,0)(λ) +Wg(·,1)(λ) =Wg(λ, 0),
Wg(·,0)(λ)−Wg(·,1)(λ) =Wg(λ, 1). (29)
Since g is bent, we have
0 = (Wg(λ, 0))2 − (Wg(λ, 1))2 = 4Wg(·,0)(λ)Wg(·,1)(λ).
Hence, for any λ ∈ F2m−1 , we have Wg(·,0)(λ) = 0 or Wg(·,1)(λ) = 0. From (29), the desired conclusion
follows.
One can derive semi-bent functions from a bent function as follows.
Corollary 7.3: Let f be a bent function on F2m−1 ×F2. Then, both f(x1, 0) and f(x1, 1) are semi-bent
functions on F2m−1 .
Proof: The desired conclusion follows from Lemma 7.2.
The following theorem shows how one can derive cyclic semi-bent functions from a cyclic bent function.
Theorem 7.4: Let f be a cyclic bent function on F2m−1×F2. Then, both f(x1, 0) and f(x1, 1) are cyclic
semi-bent functions on F2m−1 .
Proof: Let ǫ ∈ F2, a 6= b ∈ F2m−1 . Since f(x1, x2) is a cyclic bent function, f(ax1, x2) + f(bx1, x2)
is bent. By Corollary 7.3, f(ax1, ǫ)+ f(bx1, ǫ) is semi-bent. Thus, f(x1, ǫ) is a cyclic semi-bent function.
Combining Theorems 3.1 and Corollary 7.3, we have the following theorem, which solves Open problem
2.
Theorem 7.5: Let m be an even positive integer and f(x1, x2) be a cyclic bent function on F2m−1 ×F2.
Let ǫa ∈ F2 where a ∈ F2m−1 . Define the following set
F = {f(ax1, ǫa) | a ∈ F⋆2m−1}.
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Then F is a family of 2m−1 − 1 semi-bent functions such that the sum of any two distinct elements of
this family is semi-bent.
Combining Theorems 3.4 and 7.4, we have the following corollary.
Corollary 7.6: Let m be an even positive integer, and e0, e1, . . . , el−1, el be a sequence of positive
integers with e0 = 1, ei|ei+1, el = m − 1. Set fi = m−1ei . Let γj ∈ F2ej satisfy (5). Define the quadratic
Boolean function f(x) from F2m−1 to F2 defined by
f(x) =
l−1∑
j=0
Qj(γjx), (30)
where Qj(x) = Tr
el
e0
(
∑ fj−1
2
i=1 x
2iej+1). Then, f is a cyclic semi-bent function.
Remark 7: When l = 2, one has e0 = 1, e1 = e, e2 = m − 1, γ0 = 1 and γ1 = γ ∈ F2e \ {1}. Thus,
the cyclic semi-bent function defined by (30) is
∑m−2
2
i=1 Tr
m−1
1 (x
2i+1) +
∑m−1−e
2e
i=1 Tr
m−1
1 ((γx)
2ei+1) and is
exactly the function constructed by Xiang et al. in [31].
The following corollary follows from Theorem 7.1 and Corollary 7.6.
Corollary 7.7: Let m be an even positive integer, and e0, e1, . . . , el−1, el be a sequence of positive
integers defined by e0 = 1, ei|ei+1, el = m− 1. Set fi = m−1ei . Let γj ∈ F2ej satisfy (5). Let f(x) be the
Boolean funcition from F2m−1 to F2
f(x) =
l−1∑
j=0
Qj(γjx),
where Qj(x) = Tr
el
e0
(
∑ fj−1
2
i=1 x
2iej+1). Define the following set
F = {f(ax) | a ∈ F⋆2m−1}.
Then F is a family of 2m−1 − 1 semi-bent functions such that the sum of any two distinct elements of
this family is semi-bent.
Combining Theorem 7.1 and Theorem 4 in [31], we have the following theorem.
Theorem 7.8: Let n be an odd positive integer and g(x) be a cyclic semi-bent function on F2n . Construct
a codebook as
Cg =
⋃
a∈F⋆
2n
Ba
⋃
B0
⋃
B∞,
where B∞ is the standard basis of the 2n-dimensional Hilbert space C2n in which each basis vector has
a single nonzero entry with value 1,
B0 =
{
1
2
n
2
(
(−1)Trn1 (λx))
x∈F2n | λ ∈ F2n
}
,
and for each a ∈ F⋆2n ,
Ba =
{
1
2
n
2
(
(−1)g(ax)+Trn1 (λx))
x∈F2n | λ ∈ F2n
}
.
Then, Cg is a real-valued (22n + 2n, 2n) codebook almost meeting the Levenshtein bound of (2) with the
maximum crosscorrelation magnitude 1√
2n
and alphabet size 4.
Using Theorem 7.5 and Theorem 4 in [31], we obtain the following.
Corollary 7.9: Let m be an even positive integer and f(x1, x2) be a cyclic bent function on F2m−1×F2.
Let ǫa ∈ F2 where a ∈ F⋆2m−1 . Construct a codebook as
C′f =
⋃
a∈F⋆
2m−1
Ba
⋃
B0
⋃
B∞,
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where B∞ is the standard basis of the 2m−1-dimensional Hilbert space C2m−1 in which each basis vector
has a single nonzero entry with value 1,
B0 =
{
1
2
m−1
2
(
(−1)Trm−11 (λx1)
)
x1∈F2m−1
| λ ∈ F2m−1
}
,
and for each a ∈ F⋆2m−1 ,
Ba =
{
1
2
m−1
2
(
(−1)f(ax1,ǫa)+Trm−11 (λx1)
)
x1∈F2m−1
| λ ∈ F2m−1
}
.
Then, C′f is an optimal real-valued (22(m−1) + 2m−1, 2m−1) codebook almost meeting the Levenshtein
bound of (2) with the maximum crosscorrelation magnitude 1√
2m−1
and alphabet size 4.
Remark 8: For each cyclic bent function f , we can select 22
m−1−1 binary vectors (ǫa)a∈F⋆
2m−1
in F2
m−1−1
2 .
Each of the vectors (ǫa)a∈F⋆
2m−1
gives an almost optimal real-valued codebook with alphabet size 4.
B. A binary sequence family from cyclic semi-bent functions
Let n be an odd positive integer, β be a primitive element in F2n and g be a cyclic semi-bent function
on F2n . For λ ∈ F2n , define the sequence {sλ(t)}∞t=0 by
sλ(t) = (−1)g(βt)+Trn1 (λβt).
Then, {sλ(t)}∞t=0 is a binary sequence.
A family U ′g of binary sequences is defined by
U ′g = {{sλ(t)} : λ ∈ F2n} ∪ {{s∞(t)}} , (31)
where s∞(t) = (−1)Trn1 (βt).
The correlation of the sequence family U ′g can be calculated by the following lemma.
Lemma 7.10: Let g be a cyclic semi-bent function on F2n with g(0) = 0, and τ be a non-negative
integer with 0 ≤ τ < 2n − 1.
(1) If λ, λ′ ∈ F2n , then
Rsλ,sλ′(τ) =Wg1,βτ (λβτ + λ′)− 1,
where g1,βτ (x) = g(x) + g(β
τx).
(2) If λ ∈ F2n , then
Rsλ,s∞(τ) =Wg(λ+ β−τ)− 1,
and
Rs∞,sλ(τ) =Wg(λ+ βτ )− 1.
(3) For the binary sequence {s∞(t)}, its autocorrelation at shift τ is
Rs∞,s∞(τ) =
{ −1, if τ 6= 0,
2n − 1, if τ = 0.
Proof: (1) By definition,
Rsλ,sλ′(τ) =
2n−2∑
t=0
sλ(t + τ)sλ′(t)
=
2n−2∑
t=0
(−1)g(βt+τ )+Trn1 (λβt+τ )+g(βt)+Trn1 (λ′βt)
=
2n−2∑
t=0
(−1)g(βt)+g(βτβt)+Trn1 ((λβτ+λ′)βt).
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Thus,
Rsλ,sλ′ (τ) =
∑
x∈F2n
(−1)g(x)+g(βτx)+Trn1 ((λβτ+λ′)x − 1
=Wg1,βτ (λβτ + λ′)− 1.
(2) For Rsλ,s∞(τ), one has
Rsλ,s∞(τ) =
2n−2∑
t=0
sλ(t + τ)s∞(t)
=
2n−2∑
t=0
(−1)g(βt+τ )+Trn1 (λβt+τ )+Trn1 (βt)
=
2n−2∑
t=0
(−1)g(βτβt)+Trn1 ((λβτ+1)βt)
=
∑
x∈F2n
(−1)g(βτx)+Trn1 ((λβτ+1)x) − 1.
Since x 7→ β−τx is a permutation on F2n , one gets
Rsλ,s∞(τ) =
∑
x∈F2n
(−1)g(x)+Trn1 ((λ+β−τ )x) − 1
=Wg(λ+ β−τ)− 1.
For Rs∞,sλ(τ), one has
Rs∞,sλ(τ) =
2n−2∑
t=0
(−1)Trn1 (βt+τ )+g(βt)+Trn1 (λβt)
=
∑
x∈F2n
(−1)g(x)+Trn1 ((λ+βτ )x) − 1
=Wg(λ+ βτ )− 1.
(3) For the autocorrelation of {s∞(t)}, one has
Rs∞,s∞(τ) =
2n−2∑
t=0
(−1)Trn1 ((βτ+1)βt)
=
∑
x∈F2n
(−1)Trn1 ((βτ+1)x) − 1
=
{ −1, if τ 6= 0,
2n − 1, if τ = 0.
The proof of the following lemma can be found in [18].
Lemma 7.11: Let g be a semi-bent function on F2n with g(0) = 0. Then the Walsh distribution of g is
listed in the following Table III:
We have the following main result on the correlation distribution of the binary sequence family from
cyclic semi-bent functions.
Theorem 7.12: Let g be a cyclic semi-bent function on F2n such that g(0) = 0. Then, the correlation
value distribution of family U ′g is given in Table IV.
Proof: We distinguish among the following four cases.
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TABLE III
THE WALSH DISTRIBUTION OF SEMI-BENT FUNCTION g
Wg(·) frequncy
0 2n−1
2
n+1
2 2n−2 + 2
n−3
2
−2n+12 2n−2 − 2n−32
TABLE IV
THE CORRELATION DISTRIBUTION OF THE FAMILY U ′g
Value Frequency
2n − 1 2n + 1
−1 2n+1 (2n − 1) + (2n − 2) (22n−1 + 1)
2
n+1
2 − 1 (22n − 2)
(
2n−2 + 2
n−3
2
)
−2n+12 − 1 (22n − 2)
(
2n−2 − 2n−32
)
Case 0: Let C0 be the set of all (τ, λ, λ
′) with λ, λ′ ∈ F2n∪{∞}, 0 ≤ τ < 2n−1 and Rsλ,sλ′ (τ) = 2n−1.
By Lemma 7.10, (τ, λ, λ′) ∈ C0 if and only if τ = 0, λ = λ′. Thus, #C0 = 2n + 1.
Case 1: Let C1 be the set of all (τ, λ, λ
′) with λ, λ′ ∈ F2n ∪{∞}, 0 ≤ τ < 2n−1 and Rsλ,sλ′(τ) = −1.
By Lemma 7.10, (τ, λ, λ′) ∈ C0 if and only if τ = 0, λ 6= λ′ ∈ F2n , or, τ 6= 0, Wg1,βτ (λβτ + λ′) = 0,
or, Wg(λ + β−τ ) = 0, λ′ = ∞, or, Wg(λ′ + βτ ) = 0, λ = ∞, or, τ 6= 0, λ = λ′ = ∞. By Lemma 7.11,
#C1 = 2
n (2n − 1) + (2n − 2) · 2n · 2n−1 + 2 · (2n − 1) · 2n−1 + (2n − 2), that is, #C1 = 2n+1 (2n − 1) +
(2n − 2) (22n−1 + 1).
Case 2: Let C2 be the set of all (τ, λ, λ
′) with λ, λ′ ∈ F2n ∪ {∞}, 0 ≤ τ < 2n − 1 and Rsλ,sλ′(τ) =
2
n+1
2 −1. By Lemma 7.10, (τ, λ, λ′) ∈ C0 if and only if τ 6= 0,Wg1,βτ (λβτ+λ′) = 2
n+1
2 , or,Wg(λ+β−τ) =
2
n+1
2 , λ′ =∞, or, Wg(λ′+ βτ ) = 2n+12 , λ =∞. By Lemma 7.11, #C2 = (2n − 2) 2n
(
2n−2 + 2
n−3
2
)
+2 ·
(2n − 1)
(
2n−2 + 2
n−3
2
)
, that is, #C2 = (2
2n − 2)
(
2n−2 + 2
n−3
2
)
.
Case 3: Let C3 be the set of all (τ, λ, λ
′) with λ, λ′ ∈ F2n ∪ {∞}, 0 ≤ τ < 2n − 1 and Rsλ,sλ′(τ) =
−2n+12 − 1. By Lemma 7.10, (τ, λ, λ′) ∈ C0 if and only if τ 6= 0, Wg1,βτ (λβτ + λ′) = −2
n+1
2 , or,
Wg(λ + β−τ ) = −2n+12 , λ′ = ∞, or, Wg(λ′ + βτ ) = −2n+12 , λ = ∞. By Lemma 7.11, #C3 =
(2n − 2) 2n
(
2n−2 − 2n−32
)
+ 2 · (2n − 1)
(
2n−2 − 2n−32
)
, that is, #C3 = (2
2n − 2)
(
2n−2 − 2n−32
)
. This
completes the proof.
Remark 9: For any cyclic semi-bent function g on F2n , according to Theorem 7.12, the family U ′g defined
in (31) has period K = 2n−1, size N = 2n+1 and maximum non-trivial correlations Rmax = 1+
√
2n+1.
Thus, the binary family U ′g has the same period, family size and maximum non-trivial correlations as the
family of Gold sequences, which is optimal in the sense of having the lowest value of Rmax possible for
a family of binary sequences for the given period K = 2n − 1 and family size N = 2n + 1 [9].
C. Binary codes from cyclic semi-bent functions
The objective of this section is to present a family of binary codes from cyclic semi-bent function
which have the best parameters known.
Theorem 7.13: Let g(x) be a cyclic semi-bent function on F2n such that g(0) = 0. Define a binary code
by
C(g) := {c(a,λ,u) : a, λ ∈ F2n , u ∈ F2}, (32)
where
c(a,λ,u) = (g(ax) + Tr
n
1 (λx) + u)x∈F2n . (33)
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Then C(g) is a binary code with parameters (2n, 22n+1, 2n−1 − 2(n−1)/2) and weight distribution
A0 = A2n = 1,
A2n−1 = 2
2n + 2n − 2,
A2n−1±2(n−1)/2 = 2
2n−1 − 2n−1.
Proof: By definition, g(ax) + g(bx) is either the zero constant function or a semi-bent function. It
then follows that c(a,λ,u) = c(a′,λ′,u′) if and only if (a, λ, u) = (a
′, λ′, u′). Consequently, |C(g)| = 22n+1.
Note that g(ax)+Trn1 (λx)+u is either a semi-bent function or an affine function. We deduce that C(g)
has only weights 0, 2n, 2n−1, 2n−1±2(n−1)/2. For each fixed a ∈ F⋆2m , by Table III there are 2n codewords
c(a,λ,u) with Hamming weight 2
n−1. There are 2(2n − 1) codewords c(0,λ,u) with Hamming weight 2n−1.
Hence,
A2n−1 = (2
n − 1)2n + 2(2n − 1) = 22n + 2n − 2.
Obviously, A0 = A2n = 1, as g(ax) is semi-bent for all a 6= 0. It then follows that
A2n−1±2(n−1)/2 =
22n+1 − A0 − A1 −A2m−1
2
= 22n−1 − 2n−1.
Remark 10: When g is the cyclic semi-bent function Trn1 (x
3), the code C(g) becomes a linear binary
code. When g is one of the other cyclic semi-bent functions defined in (30), C(g) is a nonlinear binary
code. Hence, C(g) could be linear or nonlinear.
Remark 11: The code C(g) in Theorem 7.13 has the same parameters and weight distribution as a
linear code in [7, Theorem 17], and has the best parameters known. The code C(g) can be viewed as the
odd-case counterpart of the Kerdock code. We guess that C(g) has support designs of strength 2. It may
have support designs of strength 3. We leave this as an open problem.
D. The characterization of quadratic cyclic semi-bent functions
Let U be a linearized polynomial over F2m and let U
⋆ denote its adjoint introduced in Section II. The
following open problem is closely related to Open problem 2.
Open problem 3: Let m be odd. Find a family of {La := Ua + U⋆a , a ∈ F⋆2m} of 2m − 1 linearized
polynomials over F2m such that
1) for every a ∈ F⋆2m , dimF2 kerLa = 1; and
2) for every a, b ∈ F⋆2m with a 6= b, dimF2 ker(La + Lb) = 1.
Below is a connection between the two problems.
Theorem 7.14: Let {La := Ua + U⋆a , a ∈ F⋆2m} be a family of size 2m − 1 which is a solution of Open
problem 3. For every a ∈ F⋆2m , define fa(x) = Trm1 (xUa(x)). Then {fa, a ∈ F⋆2m} is a solution to Open
problem 2.
Proof: Observe that fa(x + y) + fa(x) + fa(y) + fa(0) = Tr
m
1 (xUa(y) + yUa(x)) = Tr
m
1 (yLa(x)).
Thus, dimF2 kerBfa = dimF2 La = 1 for every a ∈ F⋆2m . By Theorem 7.4, one concludes that every fa is
semi-bent. Now, let a 6= b. One has fa(x+y)+fb(x+y)+fa(x)+fb(x)+fa(y)+fb(y)+fa(0)+fb(0) =
Trm1 (y(La(x)+Lb(x))). Then fa+fb is semi-bent again since dimF2 kerBfa+fb = dimF2 ker(La+Lb) = 1.
The desired conclusion then follows.
Let m be an odd positive integer, L be a linearized polynomial over F2m , and Q be a quadratic form
over F2m defined as Q(x) = Tr
m
1 (xL(x)). For every λ ∈ F⋆2m , define
fλ(x) = Q(λx).
Let S(Q) be the collection of all fλ :
S(Q) = {fλ, λ ∈ F⋆2m}.
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Let BQ be the symmetric bilinear form over F2m associated to Q, that is, the symmetric bilinear form
over F2m defined by
BQ(x, y) = Q(x+ y) +Q(x) +Q(y) +Q(0).
Notice the following relation between BQ and Bfλ :
Bfλ(x, y) = BQ(λx, λy).
For a symmetric bilinear form B over F2m , let kerB be the kernel of B defined as
kerB = {x ∈ F2m | ∀z ∈ F2m , B(x, z) = 0}.
We have the following characterization of semi-bent quadratic functions.
Proposition 7.15: The quadratic function Q is semi-bent if and only if dimkerBQ = 1.
Proof: For A ∈ F2, χ(A) denotes (−1)A. The square of the modulus of the Walsh transform of Q
at w ∈ F2m is given by
|WQ(w)|2 =
∑
x,y∈F2m
χ (Q(x) +Q(y) + Trm1 (w(x+ y)))
=
∑
x,y∈F2m
χ (Q(x+ y) +BQ(x, y) + Tr
m
1 (w(x+ y)))
=
∑
x,z∈F2m
χ (Q(z) +BQ(x, x+ z) + Tr
m
1 (wz))
=
∑
x,z∈F2m
χ (Q(z) +BQ(x, z) + Tr
m
1 (wz))
=
∑
z∈F2m
χ (Q(z) + Trm1 (wz))
∑
x∈F2m
χ (BQ(z, x))
= 2m
∑
z∈kerBQ
χ (Q(z) + Trm1 (wz)) .
Observe now that Q is linear on its kernel kerBQ. Hence
|WQ(w)|2 = 2m+dimkerBQγE(w),
where E = {w ∈ F2m | ∀z ∈ kerBQ, Q(z) + Trm1 (wz) = 0} and γE(w) =
{
0, w 6∈ E
1, w ∈ E . Hence, Q is
semi-bent if and only if dimkerBQ = 1.
In fact, the condition on the kernel of BQ stated by Theorem 7.15 implies that every element fλ of
S(Q) is also semi-bent since
kerBfλ = {x ∈ F2m | ∀z ∈ F2m , BQ(λx, λz) = 0}
= {x ∈ F2m | ∀z ∈ F2m , BQ(λx, z) = 0}
= {x ∈ F2m | λx ∈ kerBQ}
= λ−1 kerBQ,
which yields that
dimkerBfλ = dimkerBQ.
Hence, we have the following proposition.
Proposition 7.16: S(Q) is a collection of 2m − 1 semi-bent functions if and only if dimkerBQ = 1.
We now investigate conditions under which the sum of any of two different elements of S(Q) is again
semi-bent.
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Observe that
gλ,µ(x) = fλ(x) + fµ(x) = fλ+µ(x) +Bq(λx, µx).
The symplectic form of gλ,µ is therefore equal to
Bgλ,µ(x, y) = Bq((λ+ µ)x, (λ+ µ)y) +Bq(λx, µy) +Bq(λy, µx)
= Bq(λx, λy) +Bq(µx, µy).
Hence,
kerBgλ,µ = {x ∈ F2m | ∀z ∈ F2m , Bgλ,µ(x, z) = 0}
= {x ∈ F2m | ∀z ∈ F2m , Bq(λx, λz) +Bq(µx, µz) = 0}.
Without loss of generality, suppose that q(x) = Trm1 (xL(x)), where L is a linear map from F2m to itself.
Let L⋆ be the linear map uniquely defined by
∀(x, y) ∈ F2m ,Trm1 (xL(y)) = Trm1 (L⋆(x)y).
We shall call L⋆ the dual map (i.e., the adjoint) of L. Then,
Bq(x, y) = Tr
m
1 (xL(y) + L(y)x) = Tr
m
1 ((L(x) + L
⋆(x))y).
Hence,
kerBq = ker(L+ L
⋆) = {x ∈ F2m | L(x) + L⋆(x) = 0}.
On the other hand,
Bq(λx, λz) +Bq(µx, µz) = Tr
m
1 ((L(λx) + L
⋆(λx))λz) + Trm1 ((L(µx) + L
⋆(µx))µz).
Hence,
kerBgλ,µ = {x ∈ F2m | λ(L(λx) + L⋆(λx)) + µ(L(µx) + L⋆(µx)) = 0}.
Proposition 7.17: Let m be an odd positive integer. For every x ∈ F2m , set q(x) = Trm1 (xL(x)), where
L is linear on F2m satisfying the following two conditions:
1) dim ker(L+ L⋆) = 1.
2) For every τ ∈ F2m \ F2 , dimker φL,τ = 1, where φL,τ (x) = L(x) + L⋆(x) + τ(L(τx) + L⋆(τx)).
Then {fλ(x) := q(λx), λ ∈ F⋆2m} is a family of 2m−1 semi-bent functions such that fλ+ fµ is semi-bent
for every λ 6= µ.
Proof: Note that, x ∈ F⋆2m is a solution of λ(L(λx) + L⋆(λx)) + µ(L(µx) + L⋆(µx)) = 0 if and
only if λx(L(λx) + L⋆(λx)) + µx(L(µx) + L⋆(µx)) = 0 if and only if y = λx is a solution of y(L(y) +
L⋆(y)) + τy(L(τy) + L⋆(τy)) = 0, where τ = µλ−1.
Example 1: Let m be an odd positive integer and q(x) = x2
i+1 with gcd(i,m) = 1. One has L(x) = x2
i
and L⋆(x) = x2
−i
. Hence L(x) +L⋆(x) = x2
i
+ x2
−i
=
(
x2
2i
+ x
)2−i
. It is well known that the kernel of
x ∈ F2m 7→ x22i + x is F2 when gcd(2i,m) = gcd(i,m) = 1.
On the other hand, φτ,L = x
2i + x2
−i
+ τ
(
(τx)2
i
+ (τx)2
−i
)
=
(
(1 + τ 2
i+1)2
i
x2
2i
+ (1 + τ 2
i+1)x
)2−i
.
The kernel is of dimension 1 since 1 + τ 2
i+1 6= 0 whenever τ 6∈ F2 .
Let L(x) =
∑m−1
i=0 aix
2i be a linearized polynomial over F2m . Its associated polynomial is the polyno-
mial l(x) =
∑m−1
i=0 aix
i.
A well-known result about the dimension of the kernel of linearized polynomials is given in the following
proposition [30].
Proposition 7.18: Let L(x) =
∑m−1
i=0 aix
2i be a linearized polynomial on F2m and l be its associated
polynomial. Then dimkerL = deg gcrd(l, xm−1), where gcrd denotes the greatest common right divisor
of two polynomials.
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Proposition 7.19: Let m be an odd integer. Set q(x) = Trm1 (xL(x)), where L(x) =
∑m−1
i=0 aix
2i , ai ∈
F2m , x ∈ F2m , such that
1) deg gcrd(l + l⋆, xn − 1) = 1, where l + l⋆(x) =∑m−1i=1 (ai + a2im−i) xi, and
2) deg gcrd(φl,τ , x
n − 1) = 1, where φl,τ(x) =
∑m−1
i=1
(
ai + a
2i
m−i
)(
1 + τ 2
i+1
)
xi.
Then {fλ : fλ(x) = q(λx), λ ∈ F⋆2m} is a family of 2m − 1 semi-bent functions such that fλ + fµ is
semi-bent for every λ 6= µ.
Proof: From the calculations above, we obtain
Trm1 (yL(x)) = Tr
m
1
(
x
m−1∑
i=0
a2
−i
i y
2−i
)
= Trm1
(
x
(
a0y +
m−1∑
i=1
a2
m−i
i x
2m−i
))
.
Hence,
L⋆(x) = a0x+
m−1∑
i=1
a2
i
m−ix
2i .
Then,
L(x) + L⋆(x) =
m−1∑
i=1
(
ai + a
2i
m−i
)
x2
i
.
On the other hand, given τ ∈ F2m , we have
L(x) + L⋆(x) + τ (L(τx) + L⋆(τx)) =
m−1∑
i=1
(
ai + a
2i
m−i
)(
1 + τ 2
i+1
)
x2
i
.
The desired conclusion then follows from Proposition 7.18.
With Proposition 7.19, we have the following characterization of quadratic cyclic semi-bent functions.
Theorem 7.20: Let m be an odd integer. Set q(x) = Trm1 (xL(x)), where L(x) =
∑m−1
i=0 aix
2i , ai ∈
F2m , x ∈ F2m . Then, q(x) is a cyclic semi-bent function if and only if the following two conditions hold:
1) deg gcrd(l + l⋆, xn − 1) = 1, where l + l⋆(x) =∑m−1i=1 (ai + a2im−i) xi, and
2) deg gcrd(φl,τ , x
n − 1) = 1, where φl,τ(x) =
∑m−1
i=1
(
ai + a
2i
m−i
)(
1 + τ 2
i+1
)
xi.
VIII. SUMMARY AND CONCLUDING REMARKS
The main contributions of this paper are the following:
1) Cyclic bent functions and cyclic semi-bent functions were introduced.
2) A general construction of cyclic bent functions and cyclic semi-bent functions was introduced in
Theorem 3.4 and Corollary 7.3, respectively.
3) A construction of a complete set of MUBs in the complex vector space C2
m−1
from a cyclic bent
function was given in Theorem 4.1, for even m.
4) Two constructions of codebooks from cyclic bent functions and cyclic semi-bent functions were
presented. Cyclic bent functions were employed to construct 22
m−1−1 optimal real-valued (22m−1 +
2m, 2m) codebooks (Theorem 3.2) with alphabet size 4 meeting the Levenshtein bound of (2) and
an optimal (22(m−1) + 2m−1, 2m−1) complex-valued codebook (Theorem 4.3) with alphabet size 6
meeting the Levenshtein bound of (3) for even m. Further, cyclic semi-bent functions were used to
construct a real-valued (22n +2n, 2n) codebook (Theorem 7.8) with alphabet size 4 almost meeting
the Levenshtein bound, where n is odd.
5) A general construction of optimal or asymptotically optimal families of sequences from cyclic bent
functions and cyclic semi-bent functions was developed. With this construction, we obtained a family
Uf of quaternary sequences (Theorem 5.6) of period K = 2m−1 − 1, family size N = 2m−1 + 1,
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maximum correlation Rmax ≤ 1 +
√
2m−1, and a family U bf of binary sequences (Theorem 5.12) of
period K = 2(2m−1 − 1), family size N = 2m−1, maximum non-trivial correlation Rmax = 2m2 + 2
via cyclic bent functions. Using a cyclic semi-bent function, we got a family U ′g of binary sequences
(Theorem 7.12) of periodK = 2n−1, size N = 2n+1 and maximum non-trivial correlations Rmax =
1 +
√
2n+1. All the families of sequences constructed in this paper almost meet the Welch bound
and are asymptotically optimal. We also completely determined the correlation value distributions
of these families of sequences.
6) A characterization of quadratic cyclic semi-bent functions was developed in Theorem 7.20.
7) A generalization of the Kerdock code with cyclic bent functions was given in Section VI, where many
new codes with the same parameters and weight distribution as the Kerdock code were obtained
and a lot of new 3-designs were derived.
8) A family of binary codes with parameters (2n, 22n+1, 2n−1 − 2(n−1)/2) was constructed with cyclic
semi-bent functions in Section VII-C.
As demonstrated in this paper, cyclic bent functions not only give rise to sets of bent functions meeting
the requirements in Open problem 1 and sets of semi-bent functions meeting the requirements in Open
problem 2, but also lead to complete sets of MUBs, optimal or asymptotically optimal codebooks with
respect to the Levenshtein bound, and asymptotically optimal families of sequences almost meeting the
Welch bounds. Cyclic bent functions introduced and developped in this paper may be used in symmetric
cryptography and compressed sensing [16]. These interesting applications are the motivations of this paper.
Though a lot of bent and semi-bent functions are available in the literature, only a few families of
cyclic bent functions and cyclic semi-bent functions are known. It would be interesting to construct more
cyclic bent functions and cyclic semi-bent functions. Note that the algebraic degree of all the constructed
cyclic bent functions is equal to 2. Hence we present the following two open problems:
Open problem 4: Completely classify quadratic cyclic bent functions and quadratic cyclic semi-bent
functions.
Open problem 5: Construct classes of cyclic bent functions on F2m−1 × F2 of algebraic degree greater
than 2.
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