Abstract. In this work we will study a vector-valued version of Hörmander's multiplier theorem. Our result improves the result of Triebel [15, 16] and extends to the case p = ∞ in the scale of Triebel-Lizorkin space.
Introduction
For m ∈ L ∞ the multiplier operator T m is defined as T m f (x) := m f ∨ (x) where f (ξ) := R d f (x)e −2πi x,ξ dx denotes the Fourier transform of f and f ∨ (ξ) := f (−ξ) the inverse Fourier transform. The classical Mikhlin multiplier theorem [9] states that if a function m, defined on R d , satisfies s stands for the standard fractional Sobolev space, ϕ is a cutoff function having the properties that 0 ≤ ϕ ≤ 1, ϕ = 1 on 1/2 ≤ |ξ| ≤ 2, and Supp(ϕ) ⊂ {1/4 ≤ |ξ| ≤ 4}. When 0 < p ≤ 1 Calderón and Torchinsky [1] proved that if (1.1) holds for s > d/p−d/2, then m is a Fourier multiplier of Hardy space H p . A different proof was given by Taibleson and Weiss [14] . A vector-valued version of the multiplier theory was studied by Triebel [15] , [16, 1.6.3, 2.4.9] . For r > 0 let E(r) denote the space of all distributions whose Fourier transforms are supported in ξ ∈ R d : |ξ| ≤ 2r . Let A > 0. For 0 < p < ∞ and 0 < q ≤ ∞ or for p = q = ∞ we define
Note that L p A (l q ) is a quasi-Banach space (Banach space if p, q ≥ 1) with a (quasi-)norm · L p (l q ) .
Theorem A. Let 0 < p < ∞, 0 < q ≤ ∞, and A > 0. Suppose f k ∈ E(A2 k ) for each k ∈ N, and {m k } k∈N satisfies (1.2) sup
The main technique of Triebel to prove Theorem A is a complex interpolation theorem for analytic families of operators. It was first proved that for 1 < p, q < ∞ if (1.2) holds for s > d/2, then (1.3) works by using the classical Hörmander-Mikhlin multiplier theorem. Moreover, for 0 < p < ∞ and 0 < q ≤ ∞ it is easy to obtain that (1.3) is true under the assumption (1.2) with s > d/2 + d/ min (p, q). Then a complex interpolation method is applied to derive s > d/ min (1, p, q) − d/2 when 0 < p, q < ∞. However, the method cannot be applied to the endpoint case p = ∞ or q = ∞ and thus one does not have any conclusion when p = ∞, and the assumption s > d/p + d/2 is required when q = ∞, which is stronger than seemingly "natural" condition
The aim of this paper is to improve the result in Theorem A and extend it to the case p = ∞ in the scale of Triebel-Lizorkin space. Let D denote the collection of all dyadic cubes in R d and for each P ∈ D let l(P ) be the side length of P . Then the following is the main result of this paper.
Note that m k is not necessarily compactly supported. Our proof is based on the technique in [11] , directly assuming s > d/ min (1, p, q) − d/2, which is independent of that of Triebel. We will first prove the second assertion in Theorem 1.1. For the first one, the case 0 < p = q ≤ ∞ can be handled in a easy way and the following three cases will be considered: (a) 0 < p ≤ 1 and p < q ≤ ∞, (b) 1 < p < ∞ and p < q ≤ ∞, (c) 0 < q < p < ∞. For (a) we will establish discrete characterization of L p A (l q ) by using the ϕ-transform of Frazier and Jawerth [4, 5, 6, 7] and apply atomic decomposition of discrete function spaceḟ 0,q p in [7] . (b) follows from interpolation between two cases 1 = p < q ≤ ∞ and 1 < p = q ≤ ∞. (c) will be proved by using a characterization of L p A (l q ) by Fefferman-Stein sharp maximal function.
The paper is structured as follows. Section 2 contains preliminaries and some useful lemmas. In Section 3 we give the proof of the main result. The last section is devoted to proof of discrete characterization of L p A (l q ), which is stated in Section 2.
2. Preliminaries 2.1. Function spaces. Let Φ 0 be a smooth function so that Supp(
Then {Φ 0 }∪{φ k } k∈N and {φ k } k∈Z form inhomogeneous and homogeneous Littlewood-Paley partition of unity, respectively. Note that
For 0 < p, q ≤ ∞ and s ∈ R, (homogeneous) Triebel-Lizorkin spaceḞ s,q p is the collection of all f ∈ S ′ /P (tempered distribution modulo polynomials) such that
where the supremum is taken over all dyadic cubes in R d . Then these spaces provide a general framework that unifies classical function spaces.
Hardy spaceḞ
2.2.
Peetre's maximal inequality. For k ∈ Z and σ > 0 we define the Peetre's maximal operator M σ,2 k by
. This is due to a pointwise estimate between Hardy-Littlewood maximal function and Peetre's maximal function, and Fefferman-Stein's vector-valued maximal inequality in [2] . For p = ∞ and 0 < q < ∞ it is known in [10] that for a fixed µ ∈ Z (2.3)
Here, D µ stands for the subset of D consisting of the cubes with side length 2 −µ .
As an application of (2.3), for µ ∈ Z, q 1 < q 2 < ∞, and f k ∈ E(A2 k ) for some A > 0, one has
See [10] for details. 
where χ Q denotes the characteristic function of Q and
Then Triebel-Lizorkin spaceḞ 0,q p can be characterized by discrete function spaceḟ
where ϕ k and ϕ k are Schwartz functions with localized frequency, involving Littlewood-
Moreover, in this case, one has (2.6)
The converse estimate also holds. For any sequence b = {b Q } Q∈D of complex numbers satisfying
See [4, 5] for more details. In this subsection we will give analogous properties of {f k } k∈Z with f k ∈ E(A2 k ) for some A > 0, like (2.5), (2.6), and (2.7). From now on we fix A > 0 and suppose
Then there exists a sequence of complex
and
(2) For any sequence b = {b Q } Q∈D of complex numbers satisfying
For the case p = ∞ and 0 < q < ∞ we fix µ ∈ Z and define
The proofs of these lemmas will be given in Section 4 .
Atomic decomposition ofḟ
0,q p . Let 0 < p ≤ 1 and 0 < q ≤ ∞. A sequence of complex numbers r = {r Q } Q∈D is called an ∞-atom forḟ 0,q p if there exists a dyadic cube Q 0 such that
Then the following atomic decomposition ofḟ 0,q p , which is analogous to the atomic decomposition of H p , holds.
Then there exist C p,q > 0, a sequence of scalars {λ j }, and a sequence of ∞-atoms r j = {r j,Q } Q∈D foṙ f 0,q p so that
Moreoever, it follows that
where f P := 1 |P | P f (z)dz and the supremum is taken over all cubes P containing x ( not necessarily dyadic cubes ). Then a fundamental inequality of Fefferman and Stein [3] says that for 1
where Mf is the Hardy-Littlewood maximal function. Now one has the following characterization ofḞ 0,q p by the sharp maximal functions. For 0 < q < p < ∞,
where the supremum is taken over all cubes containing x.
Observe that one can actually replace the maximal functions by dyadic maximal ones in (2.10). That is, for locally integrable function f we define the dyadic maximal function
and the dyadic sharp maximal funtion
where the supremums are taken over all dyadic cubes Q containing x. Then for 1 < p < ∞,
The proof of (2.11) is based on (2.10), and by applying (2.12) instead of (2.10) one may replace "sup x∈P " in (2.11) by " sup x∈P ∈D ", which means the supremum over all dyadic cubes containing x. We refer the reader to [12] , [13, Proposition 6.1 and 6.2] for details. We characterize L p A (l q ), 0 < q < p < ∞, by using sharp maximal functions, which is the analogue of (2.11).
where the supremum is taken over all dyadic cubes containing x.
The proof of Lemma 2.4 is essentially the same as the proof of (2.11), which is given in [13] , replacing (2.10) by (2.12). We omit the proof and refer to [12, 13] .
3. Proof of Theorem 1.1
As mentioned above, the proof of Theorem A in [16] relies on the classical MikhlinHörmander multiplier theorem. In order to prove Theorem 1.1 we will, instead, make use of the following lemma.
Proof. Let Ψ k ∈ S be defined as before. That is, Supp( Ψ 0 ) ⊂ {|ξ| ≤ 2 2 A}, Ψ 0 (ξ) = 1 for |ξ| ≤ 2A, and
Our claim is that
Then (3.1) follows from the observation that
where Minkowski's inequality is applied with 1 + |ξ| 2 ≤ 2(1 + |η| 2 )(1 + |ξ − η| 2 ). To verify (3.2) we first assume 1 ≤ p ≤ ∞ and s > d/2. Using Young's inequality,
and one has, using (2.1),
where the second inequality follows from Schwarz inequality and Plancherel's theorem, and the the third one from Schwarz inequality with s > d/2. The space B s,q p is (inhomogeneous) Besov space and it is known that B s,2 2 = L 2 s . See [16] for more details. This proves (3.2) for 1 ≤ p ≤ ∞.
For 0 < p < 1 assume s > d/p − d/2 and apply Nikolskii's inequality to obtain
Now we see that
where Hölder's inequality and Plancherel's theorem are applied in the first inequality. This completes the proof of (3.2) for 0 < p < 1.
We now proceed with the proof of Theorem 1.1. Since the constant A plays a minor role and affects the result only up to a constant, we fix A = 2 −2 in the proof to avoid unnecessary complications.
due to (3.3), one has
This enables us to assume that m k ∈ S with
in the proof. With this assumption, one has m k f k ∨ = m ∨ k * f k . We first deal with the case p = ∞ and 0 < q < ∞.
Proof of Theorem 1.1 (2) . Suppose ν ≥ µ and P ∈ D ν (i.e. l(P ) = 2 −ν ≤ 2 −µ ). Let P * = 9P denote the dilate of P by a factor of 9 with the same center. Then P * is a union of some dyadic cubes near P . Then we decompose
Then for any σ > 0
This follows immediately from Young's inequality if q ≥ 1. For q < 1 we observe that
and apply Hölder's inequality with 1/q > 1 for sufficiently large M > 0 to obtain
This proves (3.6). Therefore
Choosing σ > d/q and applying (2.3), one obtains
Then for x ∈ P and for some C > 0
where the penultimate inequality follows from the Schwarz inequality and Plancheral's theorem, and the last one from Schwarz inequality and the fact F s,2
Now choose t > max (d/ǫ, q) and then
where the second inequality follows from Hölder's inequality, the third and fourth ones from (2.3) and (2.4), respectively. By taking the supremum of U P and V P over all dyadic cubes P whose side length is less or equal to 2 −µ , the proof of Theorem 1.1 (2) ends.
Proof of Theorem 1.1 (1) . A strightforward application of Lemma 3.1 proves the case 0 < p = q ≤ ∞ and therefore we work with only the case p = q and 0 < p < ∞. 
Then by applying l p ֒→ l 1 and Minkowski's inequality with q/p > 1, one has
.
Therefore, it suffices to show that the supremum in the last expression is dominated by a constant times sup l∈Z m l (2 l ·) L 2 s , which is equivalent to
where {r Q } is an ∞-atom forḟ 0,q p associated with Q 0 ∈ D and
Suppose Q 0 ∈ D ν for some ν ∈ Z. Then the condition Q ⊂ Q 0 ensures that A Q 0 ,k vanishes unless ν ≤ k, and thus we actually need to prove
uniformly in ν and Q 0 .
We observe that for x ∈ R d (3.10)
by using the argument in (2.8) and the estimate (2.9). Moreover,
Let Q * 0 := 9Q 0 be the dilate of Q, concentric with Q, with side length 9l(Q 0 ), and
and the first one is dominated by
where the first inequality follows from Lemma 3.1, the second one from (2.8), and the last one from (3.10).
To handle the term (3.12) we apply the embedding l p ֒→ l q and then obtain
, the proof will be finished once we establish the estimates that for some δ > 0
By applying the embedding l p ֒→ l 1
Recall that x Q denotes the left lower corner of Q ∈ D and observe that for
where the first one follows from Hölder's inequality if 0 < p < 1 (it is trivial if p = 1), the second one from the fact that |x − x Q | |x − y| for x ∈ (Q * * 0 ) c and y ∈ Q ⊂ Q * 0 , and the third one from Schwarz inequality. By applying (3.7) one obtains that for any σ > 0
and then (2.2) with σ > d/p and (3.11) prove (3.13) with
To verify (3.14) we observe that, similar to (3.5) under the assumption (3.4),
and, it follows from Lemma 3.1 that
Moreover, for sufficiently large L > 0,
because |y − x Q | l(Q 0 ) and
Notice that due to (3.10)
and, using Hölder's inequality (if p < 1), one obtains
In conclusion, one has
and this proves (3.14) with
The case 1 < p < ∞ and p < q ≤ ∞. Assume s > d/2 and it is done by interpolating two estimates
and {m
which have been already proved in the previous steps. We first consider the case t < p < ∞. In this case we apply Lemma 2.4 to obtain
. Now let x ∈ P ∈ D ν for some ν ∈ Z and define P * = 9P as before. Then, using (3.8),
Furthermore, one obtains, from (3.9) , that
where (4.2) and (2.2) are applied.
(2) For a given b = {b Q } Q∈D and k ∈ Z let
For each k ∈ Z and x ∈ R d let
Q∈E k j (x) and using l ǫ ֒→ l 1 one has
Then, using the estimate (4.3) and the Fefferman-Stein's vector valued maximal inequality, one has
Proof of Lemma 2.2. Assume 0 < q < ∞ and µ ∈ Z.
(1) We apply (4.1), (4.2) and (2.3), choosing σ > d/q, to obtain For each P ∈ D and m ∈ Z d let P + l(P )m := x + l(P )m : x ∈ P and denote by D k (P, m) the subfamily of D k that contains any dyadic cubes belonging to P + l(P )m. Then in the last expression we decompose which is possible because P and Q's are dyadic cubes with l(Q) ≤ l(P ).
We first observe that .
