Abstract. Evolutionary design of time series predictors is a field that has been explored for several years now. The levels of design vary in the many works reported in the field. We decided to perform a complete design and training of ARIMA models using Evolutionary Computation. This decision leads to high dimensional search spaces, whose size increases exponentially with dimensionality. In order to reduce the size of those search spaces we propose a method that performs a preliminary statistical analysis of the inputs involved in the model design and their impact on quality of results; as a result of the statistical analysis, we eliminate inputs that are irrelevant for the prediction task. The proposed methodology proves to be effective and efficient, given that the results increase in accuracy and the computing time required to produce the predictors decreases.
Introduction
A time series is a sequence of observations of a given variable at equally spaced periods of time. Time series result from the observation of processes in a bast range of application areas such as: finance, economics and wind speed, among others. Most of the systems that produce the time series can be modelled as dynamic systems. In some cases, we do not have the domain knowledge of the relationships between variables and therefore we cannot establish the differential equations that govern the system of interest. Even in those cases, we can observe the system's variables and produce time series out of those observations.
One of the most widely used models to forecast behavior of time series is the Box-Jenkins approach, also known as ARIMA models. This family of models predict the behavior of the system by forming a function of past observations and errors produced by the same model (see Section 3) . ARIMA models have been traditionally produced by statistical means, although, recently evolutionary computation has been used to determine the best model for the forecasting task.
Another, also well known, alternative to solve the time series forecasting problem is to perform the statistical analysis to determine the inputs to the ARIMA model, and substitute the ARIMA model by an Artificial Neural Network (ANN) (e.g. [1] ).
ARIMA models are linear models, while ANN are non-linear models. ANN have been shown to be universal approximators [11] . So, an ANN model that considers the same inputs as an ARIMA model is expected to have a smaller error; i.e. ANNs are better approximators than linear models.
In producing ARIMA models or ARIMA-like ANN, the goal is to obtain the model that minimizes the forecasting error. Obtaining the best model is, thus, an optimization problem. Some works assume a given ANN architecture and use evolutionary computation to train the network. Others design the architecture and use back-propagation to train the network. Recently, Flores et al. ([8] ) have used evolutionary computation to solve both problems, the design of the ANN architecture, and the training of the network.
In any case, the search spaces to determine ARIMA or ARIMA-like ANN models are very large. The size of the search space grows linearly with the number of variables for ARIMA models, and quadratically with the number of variables for ANN models. This growth impacts exponentially the size of the search spaces. That is, the size of the populations for any evolutionary algorithm has to grow exponentially with the dimensionality of the problem, in order to maintain a constant density of exploration of the search space.
Searching such a space, with an exponentially growing number of individuals, means that the number of evaluations, and therefore the required time to produce an optimal forecaster grows exponentially with the number of variables involved. This effect is known as the course of dimensionality. See [20] for more details.
If we want to produce effective and efficient forecasters, we require to perform a more intelligent search in those large search spaces. In particular, through a preliminary skimming of the search space, we can gather information that lead us to prune it. Pruning the search space allow us to search only those regions that look more promising. The result of the pruning process is the production of better forecasting models in less time.
The rest of the paper is organized as follows. Section 2 presents the related work. There traditional features selection method and its limitation are mentioned as well as the previous work where ANN are used as predictors. Section 3 describes the ARIMA models and ANN in the context of time series prediction. Section 4 presents our methodology to reduce the size of the search space. The methodology used to evolve the models and the results are shown in Sections 5 and 6, respectively. Some conclusions and possible directions for future work are given in Section 7.
Wind forecasting techniques assume that the time series, taken from measurements, is the sum of different components and a random error. The goal of most forecasting techniques is to separate and identify those components (trend, cyclical, seasonal, and irregular). Recently, several techniques have been used from the fields of statistics and artificial intelligence [10, 3, 1, 18] . Scientists have even combined them in order to reduce the forecasting error and to produce more accurate predictions [22, 23] .
There have been a number of studies of wind speed behavior at La Venta, Oaxaca [6, 19, 12] . Regarding time series forecasting, Cadenas and Rivera [1, 2] , and Flores et al. [7] , have made models for this purpose. Cadenas and Rivera [1] discuss ARIMA techniques and Artificial Neural Networks (ANN) and make a comparison between the two through the calculation of statistical errors (MAE, MSE, and Theil's U). The final result shows that ARIMA is the best for this case; however, the authors mentioned that the factor that limits ANN performance is the size of the training set presented to the network. Cadenas and Rivera [2] present a comparison of ANN with different configurations, under minimum operating requirements, and suggested the network model with the minimum statistical errors. Flores et al. [7] modelled wind speed with genetic programming, producing a forecasting model which reduces the statistical errors generated by the ARIMA technique. Flores et al. [8] also modelled the wind speed using ANN with evolutionary computation showing more accuracy compared against models generated with genetic programming and the models proposed by Cadenas. But in order to achieve this better accuracy more computational time was required. This was cause by the dimensionality of the search space.
Moving away from the ANN field, our work is also related to feature selection that uses methods such as [5, 9] . These methods choose the predictors based on the correlation between them and the output of the system. However, traditionally these methods can only include the lag variables and are inapplicable to select the moving average predictors of the ARIMA model.
The problem of feature selection has also been tackled using evolutionary techniques. In [13, 14] a two stage genetic programming was used to select the features. That is, in the first stage GP used all the possible features to make classifiers. This process was repeated n times thus creating n best-of-run classifiers. Then the process was repeated but now with only those features which were used in 10 or more of the classifiers. At this stage all the features were used at least once; however, there were features that appeared more frequently than others and then those "popular" features were selected to create the final model. These works used a similar approach than the one proposed here. However, our procedure presents significant differences with respect to them.
Firstly, we focus on artificial neural networks. To the best of our knowledge, no similar procedure has ever been applied to evolve ANN. Secondly, we not only select the features based on the frequency they appear in the evolved models, but also we take into consideration the quality of the ANN solution in which those features appeared. Thirdly, we present a quality comparison between the ANN evolved using our procedure and ANNs evolved using all the features. This comparison is presented in terms of the quality of the predictions and the time required to obtain the ANN.
Our work bear some similarities with the methodology proposed in [16] and [4] . There a GA was used to evolve an ARMA and ARIMA models, respectively. The GA was used to obtain the order of the autoregressive and moving average components as well as the different variables involved in the model. As can be seen, this is similar to objective of our work; however, there are some significant differences. Firstly, here we use also a evolutionary algorithm to estimate the model coefficients. Secondly, we propose a procedure to reduce the search space that not only take in consideration the number of times a particular variable appear in the model but also the quality of the model in which they appear.
Stochastic algorithms have also been proposed as an alternative to traditional approaches for the estimation of model's coefficients. In [21] a PSO was used to do this job and a statistical approach identified the structure of the ARIMA model.
ARIMA and ANN Models
An ARIMA model [15] is a statistical model that allows us to model time series, and to predict their behavior. These models have the following form:
where y t represents the measurement at time t in the time series andŷ t is the forecasting produced by the ARIMA model; t represents the effects of random factors; w is the window width. The window represents how far behind in time we consider measurements as probably important inputs for the ARIMA model. Outside of the window, observations are not taken into account. Using statistical procedures, the numerical value of the coefficients a k and b k are determined. The ANN architecture used for prediction is the Multi-Layer Perceptron (MLP). A MLP, as a universal approximator [11] , can learn any function, given it has enough neurons in the hidden layer. That fact allows the network to capture the different forms of the function to be modeled. Given an AR model, we can design a MLP capable of reproducing the time series at least as well as the ARIMA model itself. The output of the MLP is always a single neuron, representing the forecasting output,ŷ t . Once the inputs to the MLP are specified, the design process reduces to determine the number of neurons in the hidden layer. Notice that the learning models for ANNs are designed to determine the weights of the synaptic connections. Those learning models do not consider the design of the network architecture. One way to design the neural network is to perform a statistical analysis to determine what variables are important in the forecasting. Those variables will be considered as the inputs to the ANN.
It is a well know phenomena in the field of GA and Genetic Programming that some of the variables or building components tend to disappear during the evolutionary process. Inspired by this behaviour we started to analyse whether this behaviour is present in the problem of evolving ANN predictors. Our preliminary experiments shows us that the frequency of some of the lag variables decreases to almost zero at the end of the evolutionary process while other variables become dominant. In fact, this behaviour can be explain by Prince's theorem [17] which shows that the number of fit genes will increase each generation while the number of unfit genes will decrease. This suggests that it may be possible to use an evolutionary algorithm to discover which variables are important.
To prove this, we used a GA to train an ANN and to instantiate an ARIMA model. The GA uses all the possible lag variables and the error terms up to a limit, which for this time series was set to 18 (i.e., y t−1 , . . . , y t−18 , e t−1 , . . . , e t−18 ), run for a number of generations and tries to find the model that makes the fittest prediction in a training set. From these characteristics, GA proceeds as it normally does in any other application. Being the only difference that we store for each individual evaluated (i.e., model) its fitness and the lag variables and error terms it uses.
From the information stored, we can infer not only which of the terms are more frequently used but also the quality of the models in which they appear. In order to decide which of the terms (i.e., y t−i and e t−i ) to use we decided to compute the weighted frequency for each one of the involved variables. That is,
where G(x) is the set composed by the models where x (i.e., y t−i or e t−i ) was involved and f (j) is the fitness of model j. Fig. 1 presents the weighted frequency of all the ARIMA terms that corresponds to the best ANN model obtained for the experiments presented in Section 6. The first 18 bins are the y t−i terms and the rest 18 bins are the e t−i . As can been seen, the figure can be used to discriminate which of the variables are more "important" according to the fitness of the models produced and the frequency of the variables. For example, our procedure selected the term y t−1 to be the most important variable, since it is the variable that appears in more good models.
There are a number of procedures one could use to decide which variables to include in the final model based on the information depicted in Fig. 1 . For example, one could decide to include the n variables presenting the higher values or compute some statistical measure on those values and decide based on that measure. In our proposal we are including those variables that have a frequency value greater than the mean. That is, we average the values of all the terms and include in the final models only those variables that have a value higher than the mean. The mean is shown in Fig. 1 with a horizontal line.
In the example shown in Fig. 1 , only 14 out of 36 variables have a weighed frequency higher than the average. The search space is being pruned considerably; its dimensionality has decreased from 36 to 14. This fact speeds up the search process; furthermore, by considering only those variables that appear in promising models, we are discarding the inclusion of not so important variables, spending the computing time in the analysis of the best models. Section 6 presents the results obtained using this procedure.
Evolving ARIMA models and ANN
The process used to obtain the ARIMA models and to train the ANN is a twostep evolutionary technique. In the first step, the data needed by the variable selection procedure, described in Section 4, is collected and, thus, at the end of it we have the set of variables used in the final model. Now that the variables involved in the model have been identified, the next step is to estimate the coefficients of the ARIMA models or the weights of the ANN. In all cases, we used a generational genetic algorithm (GA) with fitness proportionate selection, onepoint crossover (70%), and uniform mutation (70% with 20% of point mutation).
The variables are identified using two nested GA processes. The individuals of the first process (outer loop) contains the possible variables to use in the models and the number of hidden neurons for the case of ANN. That is, the outer loop proposes the architecture of the model. The second evolutionary process (inner loop) estimates the coefficients of the ARIMA model or the weights of the ANN, depending of the model being evolved. That is, the inner loop instantiates the ARIMA model or trains the ANN. At the end of this process the fitness of the evolved model is computed in the training set. This fitness is then used in the outer loop to guide the evolutionary process.
In the outer loop we used two different structures to represent the architecture of the model. For the case of ARIMA models we used a binary string of length 36 that represents which variables are active in the model. Fig. 2 depicts the structure used for this case. For the case of evolving an ANN, besides the inputs to the net we require the number of neurons in the hidden layer. As a result, we divided the chromosome in two parts. The first part is equivalent to the one used in the ARIMA models and the second part encodes the number of hidden neurons into a binary string. The minimum number of neurons contained in the hidden layer is set to 18. As a result, we are setting a limit to the number of neurons of the hidden layer. Fig. 3 shows the structure used for the ANN. The first part represents the variables used as inputs in the ANN and the second part (shaded in the figure) indicates the number of neurons in the hidden layer. The inner loop in both cases uses a real coded GA in order to identify the coefficients of the ARIMA model or the weights of the ANN. The only difference is the length of the chromosome. For instance, in the ARIMA case the length of the chromosome is specified by the number of variables involved in the model. On the other hand, in the ANN experiments the length of the chromosome is specified by the number of variables involved and the number of hidden neurons. That is, let m be the number of variables and n the number of hidden neurons. Then, the length of the chromosome is n × m + n.
The ANN we decided to use is a fully connected feed-forward network with 3 layers and n hidden neurons. We decided to use a fully connected feed forward network because it is the best understood architecture, it has been proven to be a universal approximator and has been used in previous works to predict times series. The activation function was a sigmoid in all neurons.
For comparison proposes, we performed another series of experiments which does not perform the reduction of the search space. That is, it uses only the first step of the procedure described here which is the two nested GA processes. In this process, the final model is the best model found. In order to make a fair comparison between our approach and the models evolved with the full search space, we decided to use more computational to the later procedure. Tab. 1 shows the number of individuals evaluated for each methodology. As can be seen from the table, we evaluated more individuals in the procedure that uses the full search space than in the methodology proposed here. 
Results
Let us start this section describing the wind time series used to test our methodology. The Comisión Federal de Electricidad (CFE, the governmental electricity supplier in México) has made wind speed measurements since 1994, through a network of measurement stations located in places of interest. The sensors are located at different heights in the measurement towers (20m, 30m, and 40m from ground level). Sensor's characteristics are shown in Tab. 2. Fig. 4 shows the monthly behavior of the wind speed in La Venta, Oaxaca, for the period June 1994 to May 2000. From the figure, it may be observed a seasonal behavior as well as the tendency of having the stronger wind speed at the end of the year and in the middle of the year the wind speed is more calm. As mentioned previously, we performed two sets of experiments. One to obtain the ARIMA model and the other for the ANN predictor. Furthermore, for the sake of comparison we evolved ARIMA and ANN models using a reduced search space; we also included an ARIMA model created using the Box-Jenkins approach (presented in [1] ).
For the case of ARIMA models. Tab. 3 shows the variables that were selected by the procedure described in Section 4. The complete ARIMA model is shown in Equation (3). 
For the case of ANN, Tab. 4 shows the variables that were selected as inputs in the final step of our methodology. In order to analyze whether our methodology is able to select the variables that one would select using a traditional approach such as Box-Jenkins, Equation (4) shows the ARIMA model proposed in [1] . As can be seen, comparing Tables 3 and 4 and Equation (4), our procedure selected almost all variables included using a traditional approach. Furthermore, it incorporated variables that were not selected by the statistics. We will see that these variables neglected by the statistics are necessary to obtain a model with better accuracy. y t = t t−1 + y t−12 − t t−13 − 0.997e t−1 − 0.7976e t−12 + 0.7956e t−13 .
In order to have a complete picture of the quality of the models produce with our methodology, Tab. 5 shows the accuracy of the models in the validation set in terms of the mean square error (MSE). The table also includes the time needed to create the models. As can been seen from the table, the lowest MSE values and lowest time correspond to the ANN model obtained with the method to reduce the search space (pruning). In fact, comparing the MSE values and time of the models obtained with the traditional procedure and the reduced search space, we can see that in both cases the models evolved in a reduced search space exhibit better accuracy and furthermore the time needed to obtain them is shorter. The last column shows the accuracy of the ARIMA model obtained using the statistical approach. These values corroborate that, for this time series, our procedure not only selects the variables that are "important" but also makes better predictions. While the MSE values provides an objective indicator of the quality of the models produced. It may be hard for the reader to appreciate the accuracy of the predictions based on such figures. In order to provide a more visual indication of the accuracy of the models, Fig. 5 shows the predictions in the validation set (dotted line) for the ARIMA model and the ANN. The solid line in the figures presents the actual time series. As can be seen both models follows closely the actual time series.
Conclusions
We presented a methodology to reduce the search space of ARIMA and ANN predictors. The idea here is to collect information from an evolutionary process and decide, based on that information, which of the variables are the most important. By doing so, we are effectively reducing the dimensionality of the search space and, as a consequence, its size.
In order to test our approach, we decided to create predictors following the structure of an ARIMA model and ANN. The difference between our methodology and previous work is that our methodology uses GA to identified both the architecture of the model, as well as to estimate the coefficients of the ARIMA model or weights of the ANN. We compare our methodology with a similar procedure, which that does not use the reduction of the search space and with an ARIMA model identified using the Box-Jenkins approach. In all cases our methodology produced better models in terms of accuracy and also consumed less computational resources.
Finally, we would like to suggest possible future work. We tested our methodology with the wind time series, as a future work we would like to test this approach with time series involving more variables. Furthermore, the procedure used to select the variables makes the decision based on the mean, we would like to test whether another statistical test produce better results or going even further by selecting only the m best variables.
