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CHARACTERIZATION OF THE METAL-INSULATOR
TRANSPORT TRANSITION FOR THE TWO-PARTICLE
ANDERSON MODEL
ABEL KLEIN, SON T. NGUYEN, AND CONSTANZA ROJAS-MOLINA
Abstract. We extend to the two-particle Anderson model the characteriza-
tion of the metal-insulator transport transition obtained in the one-particle
setting by Germinet and Klein. We show that, for any fixed number of parti-
cles, the slow spreading of wave packets in time implies the initial estimate of
a modified version of the Bootstrap Multiscale Analysis. In this new version,
operators are restricted to boxes defined with respect to the pseudo-distance
in which we have the slow spreading. At the bottom of the spectrum, within
the regime of one-particle dynamical localization, we show that this modified
multiscale analysis yields dynamical localization for the two-particle Anderson
model, allowing us to obtain a characterization of the metal-insulator transport
transition for the two-particle Anderson model at the bottom of the spectrum.
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1. Introduction
Localization, or absence of transport, is considered to be a characteristic feature
of random media. In the well known one-particle Anderson model, it is known to
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appear at either high disorder or low energies. In recent years the multi-particle
Anderson model has attracted great interest, as it is expected that localization
persists in the presence of inter-particle interactions. This has been shown to be
the case for short-range interactions, using either a multiscale analysis (MSA) or the
fractional moment method [ChS1, ChS2, ChS3, AW1, BCSS, ChBS, KlN1, KlN2].
More recently, interactions of exponential decay and even fast polynomial decay
have been considered in [FW].
In this paper we contribute to the efforts to understand the regime of localization
in the multi-particle setting by extending the work of Germinet and Klein [GK4]
on the characterization of the metal-insulator transport transition for the Ander-
son model. In the aforementioned work, the authors used transport exponents to
measure the spreading of wave packets, spliting the spectrum of the operator into
two complementary regions: the metallic region, where non trivial transport occurs,
and the insulator region, where transport is suppressed by dynamical localization.
Germinet and Klein showed that the insulator region, where the transport exponent
is null, is equivalent to the set of energies where the MSA can be applied, making
this method their main tool of analysis. Moreover, they gave a lower bound for the
transport exponent in the metallic region, which implies that the mobility edge,
i.e., the energy that separates the regions of localization and delocalization, is a
point of discontinuity for the transport exponent.
In our work we follow the approach of [GK4], where the proof consists of two
parts: on one hand, slow transport, identified as slow growth of the time-averaged
spreading of wave packets, implies the starting hypothesis of the MSA; on the
other hand, the MSA implies dynamical localization and therefore null transport.
Therefore, if there is spreading of wave packets, this must be at a rate that is
above a minimal amount. In the one-particle setting, this characterization proved
to be crucial in the study of the Landau Hamiltonian perturbed by a random
potential [GKS], one of the few models where the Anderson transport transition
has been rigorously proved, together with the Anderson model in the Bethe lattice
[Kl1, Kl2, ASW, FrHS, AW2].
In the multi-particle setting dynamical localization is obtained with respect to
the Hausdorff pseudo-distance in the multi-particle space, but the MSA (or frac-
tional moment method) is based on the usual boxes in the multi-particle space,
i.e., boxes defined by the norm given by the maximum of the absolute value of
the coordinates [ChS1, ChS2, ChS3, AW1, BCSS, ChBS, KlN1, KlN2]. The initial
step for the MSA is a statement about the finite-volume restrictions of the random
Schro¨dinger operators to usual boxes, but the statement of dynamical localization
is only with respect to the Hausdorff pseudo-distance. For two particles, i.e., N = 2,
the Hausdorff and symmetrized pseudo-distances are the same, so the statement
of dynamical localization can be seen as being with respect to the symmetrized
pseudo-distance.
In order to extend the characterization of Germinet and Klein to the multi-
particle setting, we first show that the slow spreading of the N -particle wave-
packets for large times, with respect to either the Hausdorff or symmetrized pseudo-
distance, implies the initial step of a modified MSA in which the finite-volume re-
strictions of operators are defined using boxes with respect to the relevant pseudo-
distance. This holds for any fixed number of particles N , with either the Hausdorff
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or symmetrized pseudo-distance, since the Wegner estimate holds on boxes defined
by either pseudo-distance.
To obtain the characterization of the metal-insulator transition as in [GK4], we
need to perform a variant of the Bootstrap MSA (see [KlN1] for the Bootstrap MSA
for multi-particle Anderson models) using boxes defined by the pseudo-metric. The
deterministic part of the MSA can be done for boxes defined by the symmetrized
pseudo-distance, but the probabilistic part of this modified MSA would require
a Wegner estimate between boxes that are far apart in the symmetrized pseudo-
distance. For the multi-particle Anderson model where the single-site probability
distribution is only assumed to have a bounded density with compact support such
a Wegner estimate is only known between boxes that are far apart in the Hausdorff
distance, and hence we only have it for the symmetrized distance if N = 2. For
this reason we restrict ourselves to two particles, for which we prove dynamical
localization with respect to the symmetrized pseudo-distance, with the initial step
for the MSA being a statement about the finite-volume restrictions of the random
operators to symmetrized boxes. Thus for two particles we obtain a characterization
of the metal-insulator transition in the spirit of [GK4] for quantities defined with
respect to the symmetrized pseudo-distance.
Recently Chulaevsky obtained a Wegner estimate between boxes that are far
apart in the symmetrized distance for all N , for a certain class of single site prob-
ability distributions [ChS4] (see also [Ch1]). Under Chulaevsky’s assumptions our
modified Bootstrap MSA for boxes in the symmetrized pseudo-distance can be per-
formed for N -particles, where N is fixed but arbitrary, and our characterization of
the metal-insulator transition holds for N -particles.
The article is organized as follows: in the next section we set the notation and
state the main results. In Section 3 we prove that slow transport implies the initial
step of a modified Bootstrap MSA. Section 4 is devoted to the Bootstrap Multiscale
Analysis for symmetrized two-particle boxes. In Subsection 4.1 we explain the
modifications to the N -particle MSA of [KlN1, KlN2] that are necessary in our
setting, and give details on how this modifications are implemented in Subsection
4.2. In Section 5 we show that whenever this MSA can be performed in an N -
particle setting, it yields dynamical localization with respect to the symmetrized
pseudo-distance, which completes the proof of the main result. At the same time, we
are able to improve the conclusions of [KlN1, Corollary 1.7] and [KlN2, Theorem
1.2] by removing the dependency on the initial position of the particles in the
statement of dynamical localization. Appendix A discusses Wegner estimates for
multi-particle rectangles and boxes defined by the relevant pseudo-distances. In
Appendix B we state and prove a Combes-Thomas estimate for restrictions of
discrete Schro¨dinger operators to arbitrary subsets. In Appendix C we comment
on auxiliary results known in the one-particle case, that are generalized to the
multi-particle setting and an arbitrary pseudo-distance.
2. Main definitions and results
We start by defining the n-particle Anderson model.
Definition 2.1. The n-particle Anderson model is the random Schro¨dinger opera-
tor on ℓ2(Znd) given by
H(n)ω := −∆(n) + V (n)ω + U, (2.1)
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where:
(i) ∆(n) is the discrete nd-dimensional Laplacian operator.
(ii) ω = {ωx}x∈Zd is a family of independent identically distributed random
variables whose common probability distribution µ has a bounded density
ρ and satisfies {0,M+} ⊂ suppµ ⊆ [0,M+] for some M+ > 0.
(iii) V
(n)
ω is the random potential given by
V (n)
ω
(x) =
∑
i=1,...,n
V (1)
ω
(xi) for x = (x1, ..., xn) ∈ Znd, (2.2)
where V
(1)
ω (x) = ωx for every x ∈ Zd.
(iv) U is a potential governing the short range interaction between the n parti-
cles. We take
U(x) =
∑
1≤i<j≤n
U˜(xi − xj), (2.3)
where U˜ : Zd → [0,∞), U˜(y) = U˜(−y), and U˜(y) = 0 for ‖y‖∞ > r0 for
some r0 ∈ [1,∞).
The n-particle Anderson model is a Zd-ergodic random Schro¨dinger operator. It
follows from standard arguments (cf. [CL, Proposition V.2.4]) that there exists a
bounded set Σ(n) ⊂ R such that σ(H(n)ω ) = Σ(n) almost-surely, where σ(H) denotes
the spectrum of the operator H . Since σ(−∆(n)) = [0, 4nd], and both V (n)ω and U
are non-negative, we have Σ(n) ⊂ [0,+∞).
We will generally omit ω from the notation, and use the following notation and
definitions:
(i) Given x = (x1, . . . , xd) ∈ Rd, we set ‖x‖ = ‖x‖∞ := max{|x1| , . . . , |xd|}.
If a = (a1, . . . , an) ∈ Rnd, we let ‖a‖ := max{‖a1‖ , . . . , ‖an‖}, Sa ={
a1, ..., an
}
, and 〈a〉 := 〈‖a‖〉, where 〈t〉 := √1 + t2 for t ≥ 0.
(ii) For n ∈ N, we set Pn to be the set of all permutations of n elements. More-
over, if x = (x1, ..., xn) ∈ Rnd and π ∈ Pn, we write π(x) =
(
xπ(1), . . . , xπ(n)
)
.
(iii) We introduce one distance and two pseudo-distances (which we will incor-
rectly call distances) in Rnd. They are defined as follows for a,b ∈ Rnd:
(a) The norm distance: dist∞(a, b) = dist(a, b) := ‖a− b‖.
(b) The symmetrized distance:
distS(a, b) := min
π∈Sn
{‖π(a)− b‖} = min
π∈Sn
{‖π(b) − a‖} . (2.4)
(c) The Hausdorff distance:
distH(a, b) := distH(Sa,Sb) (2.5)
:= max
{
max
x∈Sa
min
y∈Sb
‖x− y‖ , max
y∈Sb
min
x∈Sa
‖x− y‖
}
= max
{
max
x∈Sa
dist(x, Sb) , max
y∈Sb
dist(y, Sa)
}
.
We will write dist♯(a, b), where ♯ ∈ {∞, S,H}, to denote either one of
these distances, as appropriate. Note that
distH(a, b) ≤ distS(a, b) ≤ dist∞(a, b). (2.6)
If n = 2, we have distH(a, b) = distS(a, b) for all a,b ∈ R2d.
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(iv) The n-particle ♯-box of side L ≥ 1, where ♯ ∈ {∞, S,H}, centered at
x ∈ Rnd, is defined by
Λ
(n)
♯;L(x) =
{
y ∈ Znd; dist♯ (x,y) ≤ L2
}
. (2.7)
Λ
(n)
∞;L(x) = Λ
(n)
L (x) is the n-particle box of side L centered at x, Λ
(n)
S;L(x)
is the symmetrized n-particle box of side L, and Λ
(n)
H;L(x) is the Hausdorff
n-particle box of side L. Note that
Λ
(n)
S;L(x) =
⋃
π∈Pn
ΛL(π(x)) ⊂ Λ(n)H;L(x) ⊂
⋃
y∈Snx
ΛL(y). (2.8)
We also define n-particle ♯-rectangles for ♯ ∈ {∞, S}, centered at x ∈ Rnd
with sides L = (L1, L2, . . . , Ln) ∈ [1,∞)n, by
Λ
(n)
L
(x) =
n∏
j=1
ΛLj(xj), (2.9)
Λ
(n)
S;L(x) =
⋃
π∈Pn
π
(
Λ
(n)
L
(x)
)
=
⋃
π∈Pn
n∏
j=1
ΛLπ(j)(xπ(j)).
(v) We denote by {δx; x ∈ Znd} the canonical orthonormal base of ℓ2(Znd).
(vi) Given Λ1 ⊂ Λ2 ⊂ Znd, we set
∂Λ2Λ1 = {(u,v) ∈ Λ1 × (Λ2 \Λ1) ; ‖u− v‖1 = 1},
where ‖·‖1 is the graph-norm, (i.e., the 1-norm) in Znd,
∂Λ2+ Λ1 = {v ∈ Λ2 \Λ1 ; (u,v) ∈ ∂Λ2Λ1 for someu ∈ Λ1},
∂Λ2− Λ1 = {u ∈ Λ1 ; (u,v) ∈ ∂Λ2Λ1 for somev ∈ Λ2 \Λ1}.
If Λ2 = Z
nd, it may be ommitted from the notation.
(vii) Given Θ ⊂ Znd, we define the finite-volume operator H(n)Θ as the restric-
tion of χΘH
(n)χΘ to ℓ
2(Θ). If z /∈ σ(H(n)Θ ), we set GΘ(z) = (H(n)Θ − z)−1
and GΘ(z,u,y) = 〈δu, (H(n)Θ − z)−1δy〉 for u,y ∈ Θ.
(viii) Given an open interval I ⊆ R, we denote C∞c (I) to be the class of real-
valued infinitely differentiable functions on R with compact support con-
tained in I, with C∞c,+(I) being the subclass of nonnegative functions.
The random ♯-moment of order p ≥ 0 at time t for the time evolution, initially
spatially localized in the n-particle box of side one around the point y ∈ Znd, and
localized in energy by a function g ∈ C∞c,+(R), is given by
M (n,♯)ω (p, g, t,y) =
∑
u∈Znd
〈dist♯(y,u)〉p
∣∣∣〈δu, e−itH(n)ω g (H(n)ω ) δy〉∣∣∣2 . (2.10)
The expectation of the random ♯-moment is given by
M(n,♯) (p, g, t,y) = E
(
M (n,♯)ω (p, g, t,y)
)
, (2.11)
and its time-averaged expectation is defined as
M(n,♯) (p, g, T,y) = 2
T
∫ ∞
0
e−
2t
T M(n,♯) (p, g, t,y)dt, (2.12)
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Remark 2.2. Note that both M(n,♯) (p, g, t,y) and M(n,♯) (p, g, T,y) are invari-
ant under the action of Zd, that is, for all a ∈ Zd we have M(n,♯) (p, g, t,y) =
M(n,♯) (p, g, t, τa(y)) and M(n,♯) (p, g, T,y) =M(n,♯) (p, g, T, τa(y)), where τa(y) =
(y1 − a, .., yn − a).
For p ≥ 0 and non-zero g ∈ C∞c,+(R), we consider the upper and lower transport
exponents, defined by
β+(n,♯)(p, g) := lim sup
T→∞
log sup
y∈Znd
M(n,♯)(p, g, T,y)
p logT
, (2.13)
β−(n,♯)(p, g) := lim infT→∞
log sup
y∈Znd
M(n,♯)(p, g, T,y)
p logT
.
Note that these quantities are well defined. Ergodicity implies that either g(H
(n)
ω ) 6=
0 almost surely or g(H
(n)
ω ) = 0 almost surely. If g(H
(n)
ω ) 6= 0 almost surely, we have
supy∈ZndM(n,♯)(p, g, T,y) > 0 (see Remark 2.5). If g(H(n)ω ) = 0 almost surely, we
set β±(n,♯)(p, g) = 0.
Following [GK4, Eq. 2.16 - 2.20], we define the p-th upper and lower transport
exponents in an open interval I, and the p-th local upper and lower transport
exponents at an energy E ∈ R, by
β±(n,♯)(p, I) = sup
g∈C∞c,+(I)
β±(n,♯)(p, g), (2.14)
β±(n,♯)(p,E) = infI∋E, I open interval
β±(n,♯)(p, I).
The asymptotic upper and lower transport exponents and the local asymptotic
transport exponents are defined in the same way as in [GK4, Eq. 2.16-2.20], using
the fact that the exponents defined above are non-decreasing in p (see Proposition
2.4),
β±(n,♯)(I) = limp→∞
β±(n,♯)(p, I) = sup
p
β±(n,♯)(p, I), (2.15)
β±(n,♯)(E) = limp→∞
β±(n,♯)(p,E) = sup
p
β±(n,♯)(p, I).
In the following, we list properties of the (random) moments and their conse-
quences for the transport exponents. These statements are proven similarly to
their continuous analogs, proven in [GK4].
Proposition 2.3. Let g ∈ C∞c,+(R), g(H(n)ω ) 6= 0 with probability one. We have,
for every y ∈ Znd and p ≥ 0,
0 ≤M (n,♯)ω (0, g, 0,y) ≤M (n,♯)ω (p, g, t,y) ≤ Cd,g,p〈t〉⌊p+nd⌋+2 (2.16)
0 ≤M(n,♯)(0, g, 0,y) ≤M(n,♯)(p, g, t,y) ≤ Cd,g,p〈t〉⌊p+nd⌋+2 (2.17)
0 ≤M(n,♯)(0, g, 0,y) ≤M(n,♯)(p, g, T,y) ≤ Cd,g,p〈T 〉⌊p+nd⌋+2, (2.18)
where ⌊x⌋ denotes the largest integer less than or equal to x ∈ R.
We have [GK4, Proposition 3.2],
Proposition 2.4. Let g ∈ C∞c,+(R) and E ∈ R, then
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(i) β±(n,♯)(p, g) is monotone increasing in p ≥ 0.
(ii) 0 ≤ β±(n,♯)(p, g) ≤ 1.
Remark 2.5. For simplicity, we write g(H
(n)
ω ) = g(H). Let us look at the quantity
E
(
‖g(H)δu‖2
)
=M(n,♯)(0, g, 0,u)
Since {δu}u∈Znd is an orthonormal base, we have that M(n,♯)(0, g, 0,u) = 0 for
all u ∈ Znd implies g(H) = 0 almost surely. Let us suppose g(H) 6= 0. Then,
there exists at least one u ∈ Znd such that M(n,♯)(0, g, 0,u) > 0, and by (2.18),
M(n,♯)(p, g, T, u) > 0. This implies
sup
y∈Znd
M(n,♯)(p, g, T,y) > 0. (2.19)
Definition 2.6. We say H
(n)
ω exhibits strong dynamical localization in the ♯-
distance in an open interval I if for all g ∈ C∞c,+(I) we have
sup
y∈Znd
E{sup
t∈R
M (n,♯)ω (p, g, t,y)} <∞ (2.20)
for all p ≥ 0. We say H(n)ω exhibits strong dynamical localization in the ♯-distance
at an energy E ∈ R if there exists an open interval I containing E such that H(n)ω
exhibits strong dynamical localization in the ♯-distance in I.
We denote by Σ
(n,♯)
SI the corresponding region of strong insulation, that is, the set
of energies for which H
(n)
ω exhibits strong dynamical localization in the ♯-distance .
Definition 2.7. Let Λ = Λ
(n)
♯;L(y) be the n-particle ♯-box of center y ∈ Rnd and
side-length L.
i) Given θ > 0, E ∈ R, we say that Λ is (θ, E)-suitable if E /∈ σ(H(n)Λ ) and
|GΛ(u,v;E)| ≤ L−θ for all u ∈ Λ♯;L/3(y) and v ∈ ∂−Λ. (2.21)
Otherwise, Λ is (θ, E)-nonsuitable.
ii) Given m > 0, E ∈ R, we say that Λ is (m,E)-regular if E /∈ σ(H(n)Λ ) and
|GΛ(u,v;E)| ≤ e−mL/2 for all u ∈ Λ♯;L/3(y) and v ∈ ∂−Λ. (2.22)
Otherwise, Λ is (m,E)-nonregular.
iii) Given ζ ∈ (0, 1), E ∈ R, we say that Λ is (ζ, E)-subexponentially suitable
(SES) if, and only if, E /∈ σ
(
HΛ
)
and
|GΛ(u,v;E)| ≤ e−L
ζ
for all u ∈ Λ♯;L/3(y) and v ∈ ∂−Λ. (2.23)
Otherwise, Λ is called (ζ, E)-nonsubexponentially suitable (nonSES).
Theorem 2.8. Fix ♯ ∈ {∞, S,H}, n ∈ N, let H(n)ω be the n-particle Anderson
model and let In ⊂ R be an open interval. Let gn ∈ C∞c,+(R) such that gn ≡ 1 on
In. If, for some α ≥ 0, θ > 2nd, and p > p(α, n, d, θ) = (θ + 2nd)α + 6θ + 15nd,
we have
lim inf
T→∞
1
Tα
sup
y∈Znd
M(n,♯) (p, gn, T,y) <∞, (2.24)
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then there exists a sequence of increasing length-scales Lk such that
lim
k→∞
sup
y∈Rnd
P{Λ(n)♯;Lk(y) is (θ, E)-nonsuitable} = 0 for all E ∈ In. (2.25)
We define the energy region of trivial transport Σ
(n,♯)
TT by
Σ
(n,♯)
TT = {E ∈ R, β−(n,♯)(E) = 0}. (2.26)
Note that we have
R \ Σ(n) ⊂ Σ(n,♯)SI ⊂ Σ(n,♯)TT . (2.27)
If n ≥ 2, the Multiscale Analysis for the n-particle Anderson model can only
be performed in an interval at the bottom of the spectrum, and requires a Wegner
estimate between boxes. This estimate is known for n-particles boxes separated in
the Hausdorff distance (e.g., [KlN1, Corollary 2.4]), which allows the performance
of the multiscale analysis for the n-particle Anderson model based on ∞-boxes,
yielding dynamical localization in the Hausdorff distance (e.g., the discrete analogue
of [KlN2, Theorem 1.6]).
The conclusions of Theorem 2.8 are statements about ♯-boxes. [KlN2, The-
orem 1.6] requires an initial step which is a statement about ∞-boxes, yielding
dynamical localization in the Hausdorff distance. If we apply Theorem 2.8 to the
conclusions of [KlN2, Theorem 1.6], we would obtain a statement about H-boxes.
To go back we would need to perform a multiscale analysis using H-boxes.
There are technical problems with performing a multiscale analysis based on
H-boxes. But these problems are not present for a multiscale analysis based on
S-boxes. On the other hand, there is no Wegner estimate between boxes separated
in the symmetrized distance, except for the case of two particles, where the sym-
metrized and the Hausdorff distance coincide. For this reason we will now restrict
ourselves to the 2-particle Anderson model, for which we prove the following the-
orem, the analog of [KlN2, Theorem 1.6] for symmetrized two-particle boxes (see
also [GK1]).
Theorem 2.9 (Bootstrap Multiscale Analysis for two-particle S-boxes). Let H
(2)
ω
be the 2-particle Anderson model. There exist p0(n) = p0(n, d) > 0, n=1,2, such
that, given θ > 16d and energies E(1) > E(2) > 0, there exists L = L(d, ‖ρ‖∞ , θ, E(1), E(2))
such that if for some L0 ≥ L and n = 1, 2 we have
sup
x∈Rnd
P
{
Λ
(n)
S;L0
(x) is (θ, E)-nonsuitable
}
≤ p0(n) for all E ≤ E(n), (2.28)
then, given 0 < ζ < 1, we can find a length scale Lζ = Lζ(d, ‖ρ‖∞ , θ, E(1), E(2), L0),
δζ = δζ(d, ‖ρ‖∞ , θ, E(1), E(2), L0) > 0 and mζ = mζ(Lζ , δζ) > 0, such that, for
n = 1, 2, we have that for every E1 < E
(n), L ≥ Lζ and all a,b ∈ Rnd with
dS(a,b) > L, we have
P
{
Λ
(n)
S;L(a) and Λ
(n)
S;L(b) are (mζ , E)-nonregular for some E ∈ I(E1)
}
≤ e−Lζ ,
(2.29)
where I(E1) = [E1 − δζ , E1 + δζ ] ∩ (−∞, E(n)].
Unlike the one particle case, this multiscale analysis can only be performed in
an interval at the bottom of the spectrum, and it requires also the performance of
the multiscale analysis for one-particle in a slightly larger interval. For this reason
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Σ
(2,S)
MSA, the set of energies where we can start the multiscale analysis for 2-particle S-
boxes, has to be defined differently from [GK4, Definition 2.6]. We say E(2) ∈ E(2,S)MSA
if E(2) > 0 and there exists E(1) > E(2) such that the condition (2.28) holds for
n = 1, 2 for some L0 ≥ L, where L = L(d, ‖ρ‖∞ , θ, E(1), E(2)) is as in Theorem 2.9.
We set
Σ
(2,S)
MSA =
(
−∞, E(2,S)MSA
)
, where E
(2,S)
MSA = sup E(2,S)MSA . (2.30)
For n = 1, Theorem 2.8 corresponds to [GK4, Theorem 2.11]. Proceeding as
in [KlN1, Theorem 3.21], we can extend the estimate (2.25), which holds for a
sequence of length-scales Lk, to a corresponding estimate that holds for every large
enough scale L (see Remark 4.13). This yields the following Corollary.
Corollary 2.10. Assume the hypotheses of Theorem 2.8 hold for n = 1, 2 (with
♯ = H = S) on an interval (−∞, E∗), where E∗ > 0. Then (−∞, E∗) ⊂ Σ(2,S)MSA.
We define:
Σ˜
(2,♯)
TT = (−∞, E(2,♯)TT ) and Σ˜(2,♯)SI = (−∞, E(2,♯)SI ), (2.31)
where
E
(2,♯)
TT = sup
{
E; (−∞, E) ⊂ Σ1TT ∩Σ(2,♯)TT
}
, (2.32)
E
(2,♯)
SI = sup
{
E; (−∞, E) ⊂ Σ1SI ∩ Σ(2,♯)SI
}
Theorem 2.11. Let H
(2)
ω be the 2-particle Anderson model. Then, Σ
(2,S)
MSA ⊂ Σ˜(2,S)SI .
In particular, Σ
(2,S)
MSA ⊂ Σ˜(2,S)TT .
In the following Theorem, we show that for the two-particle Anderson model,
the converse to Theorem 2.11 holds true. This gives a characterization of the
metal-insulator transition for the two-particle Anderson model at the bottom of
the spectrum, analogous to [GK4, Theorem 2.8].
Theorem 2.12. Let H
(2)
ω be the 2-particle Anderson model. Then, Σ˜
(2,♯)
TT ⊂ Σ(2,S)MSA,
which yields
Σ
(2,S)
MSA = Σ˜
(2,S)
SI = Σ˜
(2,♯)
TT . (2.33)
Theorem 2.12 is a consequence of Theorems 2.8 and 2.11. It shows that for the
2-particle Anderson model, within the region of one-particle dynamical localization,
slow transport (i.e., β−(2,S)(p,E) small) at the bottom of the spectrum implies dy-
namical localization. In particular, it implies null transport (i.e., β−(2,S)(p,E) = 0)
in an interval at the bottom of the spectrum.
Remark 2.13. We can obtain the following analogue of [GK4, Theorem 2.10]. Note
that we have E
(2,S)
MSA ≤ E(1)MSA (recall (2.30)). As in the proof of [GK4, Theorem 2.10],
it follows from Theorem 2.8 applied to the one-particle setting that β−1 (E
(1)
MSA) ≥
1
3d . If E
(2,S)
MSA = E
(1)
MSA this is all we can say. If E
(2,S)
MSA < E
(1)
MSA, it follows from
Theorem 2.8 that we must have β−(2,S)(E
(2,S)
MSA ) ≥ 120d .
Remark 2.14. Recently Chulaevsky obtained a Wegner estimate between boxes
that are far apart in the symmetrized distance for all N , for a certain class of
single site probability distributions [ChS4, Theorem 2.2] (see also [Ch1]). Under
Chulaevsky’s assumptions we would have Corollary 2.10 and Theorem 2.11, and
therefore Theorem 2.12, for any N ≥ 2.
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3. Proof of Theorem 2.8
We prove Theorem 2.8 following [GK4]. We need to adapt [GK4, Proposition
6.1 and Lemma 6.4] to the discrete setting and distance dist♯, ♯ ∈ {∞, S,H}.
We start with [GK4, Proposition 6.1].
Theorem 3.1. Let H
(n)
ω be a random n-particle Schro¨dinger operator, g ∈ C∞c,+(R).
For any u ∈ Znd, p > 0 and T > 0, we have
M(n,♯)(p, g, T,u) (3.1)
=
1
πT
∫
R
∑
v∈Znd
〈dist♯(v,u)〉p E
(∣∣∣〈δv, Gω (E + iT ) g (H(n)ω ) δu〉∣∣∣2)dE.
The proof of Theorem 3.1 is similar to the proof of [GK4, Proposition 6.1], with
the corresponding changes to the discrete setting, and considering the multiplication
operator dist♯(u, ·) instead of the usual position operator 〈·〉 = dist∞(u, ·), so we
omit the proof.
The following is a generalization of [GK4, Lemma 6.4] to the discrete setting, we
give a proof in Appendix C (see Lemma C.1) for the reader’s convenience.
Lemma 3.2. Let H
(n)
ω be a random n-particle Schro¨dinger operator satisfying a
Wegner estimate for ♯-boxes of the form (A.1) in an open interval I. Let us denote
by Λ the n-particle ♯-box Λ
(n)
♯;L, where ♯ ∈ {∞, S,H}. Let p0 > 0 and γ > nd.
There exists a scale L = L(γ, n, d, ρ, p0) such that, given E ∈ I, L ≥ L, and subsets
B1, B2 ⊂ Λ such that ∂−Λ ⊂ B2, for each a > 0 and ε > 0 we have, for u ∈ B1
and y ∈ B2
P (a < |GΛ(E + iε;y,u)|) (3.2)
≤ 4L
γ+2nd
a
sup
k∈∂+Λ∪B2
E (|G(E + iε;k,u)|) + p0,
and
P (a < |GΛ(E;y,u)|) (3.3)
≤ 8L
γ+2nd
a
sup
k∈∂+Λ∪B2
E (|G(E + iε;k,u)|) + 23/2C(♯)n ‖ρ‖∞
√
ε
a
Lnd + p0.
We are now ready to prove Theorem 2.8.
Proof of Theorem 2.8. Fix n ≥ 2. We write for simplicity Λ = Λ(n)♯;L(x). We need
to show that for θ > 0 and any p˜0 := p˜0(n) > 0 there exists L0 such that, given
L1 ≥ L0, for some L ≥ L1 we have
PE,L := P
{|GΛ(E;y,u)| > L−θ} < p˜0, (3.4)
for all u ∈ Λ(n)♯;L/3(x) and y ∈ ∂−Λ and all E ∈ In, uniformly in x ∈ Rnd. We will
proceed as in the proof of [GK4, Theorem 2.11]. Let p0 > 0 and use Lemma 3.2
with a = 8L−θ, B1 = Λ♯;L/3, B2 = ∂−Λ. This gives the existence of L(γ, n, d, ρ, p0)
such that for L ≥ L(γ, n, d, ρ, p0), we have
PE,L ≤ Lγ+2nd+θ sup
k∈∂±Λ
E (|G(E + iε;k,u)|) + Cρ,n
√
εLnd+θ/2 + p0, (3.5)
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where Cρ,n := C
(♯)
n ‖ρ‖∞ and ∂±Λ := ∂+Λ ∪ ∂−Λ . We will make the second term
in the r.h.s. small by taking
L = L(ε) =
(
p0
2Cρ,n
√
ε
) 2
θ+2nd
. (3.6)
Then,
PE,L ≤ Lγ+2nd+θ sup
k∈∂±Λ
E (|G(E + iε;k,u)|) + 2p0. (3.7)
We will split the first term in the r.h.s. of (3.7) as in [GK4, Eq. 6.31] using the
fact that gn(H
(n)
ω ) ≡ 1 on In. We will drop the subscript from gn for simplicity.
Next, we use [GK4, Theorem A.5], which holds in the discrete setting, see [GK4,
Remark 2.1], to obtain
Lγ+2nd+θ sup
k∈∂±Λ
E
(∣∣∣〈δk, G(E + iε)(1− g(H(n)ω )) δu〉∣∣∣) < p0, (3.8)
where we used that dist∞(k,u) > dist♯(k,u) and dist♯(k,u) > L/2. We obtain
PE,L ≤ Lγ+2nd+θ sup
k∈∂±Λ
E
(∣∣∣〈δk, G(E + iε)g(H(n)ω )δu〉∣∣∣)+ 3p0 (3.9)
≤ CpL−p/2+γ+2nd+θ sup
k∈∂±Λ
E
(
〈dist♯(k,u)〉p/2
∣∣∣〈δk, G(E + iε)g(H(n)ω )δu〉∣∣∣)
+ 3p0,
where Cp := 6
p/2 and we used the fact that k ∈ ∂±Λ implies dist♯(u,k) > L/6 for
L > 1. We use Jensen’s inequality to obtain
sup
k∈∂±Λ
E
(
〈dist♯(k,u)〉p/2
∣∣∣〈δk, G(E + iε)g(H(n)ω )δu〉∣∣∣) (3.10)
≤ E
 ∑
v∈Znd
〈dist♯(v,u)〉p
∣∣∣〈δv, G(E + iε)g(H(n)ω )δu〉∣∣∣2
1/2 .
Next, we define
Au,M,I,ε := (3.11)E ∈ I : E
 ∑
v∈Znd
〈dist♯(v,u)〉p
∣∣∣〈δv, G(E + iε)g(H(n)ω )δu〉∣∣∣2
 ≤Mε−(α+1)
 .
Taking T = ε−1 and using Theorem 3.1, we get
|I \Au,M,I,ε| ≤ π
MTα
sup
u∈Znd
M(n,♯)(p, T, g,u). (3.12)
By our hypothesis (2.24), we can pick a sequence Tj → ∞ such that, for j big
enough, we have sup
u∈Znd
M(n,♯)(p, g, Tj,u) < CTαj for some positive constant C.
Then, for the corresponding sequence εj := T
−1
j → 0+ we have
|I \Au,M,I,εj | ≤
C′
M
, (3.13)
where C′ = πC. Note that this bound is uniform in u.
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For an E ∈ I fixed, either E ∈ Au,I,M,εj or E ∈ I \ Au,M,I,εj . In the first case
we have,
PE,Lj ≤ CpL−p/2+γ+2nd+θj M1/2ε−(α+1)/2j + 3p0 (3.14)
where we write Lj := L(εj). If E ∈ I \ Au,M,I,εj , by (3.13) there exists Eu ∈
Au,I,M,εj such that |E − Eu| ≤ C
′
M . Using the resolvent identity, we obtain
E
(∣∣∣〈δk, G(E + iεj)g(H(n)ω )δu〉∣∣∣) ≤ E(∣∣∣〈δk, G(Eu + iεj)g(H(n)ω )δu〉∣∣∣)+ C′Mε2j .
(3.15)
It follows that
PE,Lj ≤ Lγ+2nd+θj sup
k∈∂±Λ
E
(∣∣∣〈δk, G(Eu + iεj)g(H(n)ω )δu〉∣∣∣)
+
C′Lγ+2nd+θj
Mε2j
+ 3p0. (3.16)
We can bound the first term in the r.h.s. as in (3.9)-(3.14) and get
PE,Lj ≤ CpL−p/2+γ+2nd+θj M1/2ε−(α+1)/2j +
C′Lγ+2nd+θj
Mε2j
+ 3p0. (3.17)
We set M = L7γ+3θj . Recalling (3.6) and γ > nd, we can take p such that p >
p(α, n, d, θ) = (θ + 2nd)α + 6θ + 15nd, and find γ and Lj larger than some scale
L = L(d, p, α, θ, γ, p0, Cρ,n, C′), such that the r.h.s. of (3.17) is bounded by 5p0.
Therefore, there exists a sequence Lj → ∞ such that for Lj large enough and
p0 < p˜0/5 we have PE,Lj < p˜0 uniformly on x ∈ Rnd. Since p˜0 is arbitrary, we
obtain the desired result. 
4. The Bootstrap Multiscale Analysis for symmetrized two-particle
boxes
4.1. Preliminaries. Let Λ
(2)
S;L(x) be the symmetrized two-particle rectangle with
sides L = (L1, L2) and center x = (x1, x2) ∈ R2d as in (2.9), and note that∣∣∣Λ(2)S;L(x)∣∣∣ ≤ 2L2d, where L = max {L1, L2}. We set
ΠjΛ
(2)
L1,L2
(x) = ΛLj(xj) for j = 1, 2,
ΠΛ
(2)
L1,L2
(x) = ΠΛ
(2)
S;L1,L2
(x) =
⋃
j=1,2
ΛLj (xj). (4.1)
Definition 4.1. A pair of symmetrized two-particle rectangles, Λ
(2)
S;L(x) and Λ
(2)
S;L′(y),
are said to be fully separated if and only if
ΠΛ
(2)
S;L(x)
⋂
ΠΛ
(2)
S;L′(y) = ∅. (4.2)
The pair is said to be partially separated if and only if there exists j ∈ {1, 2} such
that
either ΠjΛ
(2)
L
(x)
⋂
ΠΛ
(2)
S;L′(y) = ∅, or ΠjΛ(2)L′ (y)
⋂
ΠΛ
(2)
S;L(x) = ∅.
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Note that events defined on a pair of fully separated symmetrized two-particle
boxes are independent.
The following Wegner estimate for partially separated symmetrized two-particle
rectangles can be proven in the same way as in [KlN1, Theorem 2.3 and Corollary
2.4], using Theorem A.1.
Proposition 4.2. Consider a pair of partially separated symmetrized two-particle
rectangles Λ
(2)
S;L(x) ⊂ Λ(2)S;L(x) and Λ(2)S;L′(y) ⊂ Λ(2)S;L(y). Then
P
{
d
(
σ(H
Λ
(2)
S;L(x)
), σ(H
Λ
(2)
S;L′
(y)
)
)
≤ ε
}
≤ 16 ‖ρ‖∞ ε L4d for all ε > 0. (4.3)
Let Λ1 ⊂ Λ2 ⊂ Z2d. We have ∂Λ2Λ1 ⊆ ∂Λ1, so if Λ1 = Λ(2)S;ℓ(x), x ∈ R2d, we
have
∣∣∂Λ2Λ1∣∣ ≤ |∂Λ1| ≤ 2s2,dℓ2d−1, for some constant s2,d > 0.
Lemma 4.3. Let Λ = Λ
(2)
S;ℓ(x), x ∈ R2d. If (a,b) ∈ ∂Λ, we have
ℓ
2 − 1 < distS(a,x) ≤ ℓ2 < distS(b,x) ≤ ℓ2 + 1. (4.4)
Proof. We have a ∈ Λ, so distS(a,x) ≤ ℓ2 , b /∈ Λ, so distS(b,x) > ℓ2 ≥ distS(a,x),
and ‖a− b‖1 = 1, so ‖a− b‖ = 1.
Suppose distS(a,x) = ‖a− x‖ ≤ ‖a− π(x)‖. Then
‖a− π(x)‖ ≥ ‖a− x‖ ≥ ‖b− x‖ − ‖a− b‖ > ℓ
2
− 1, (4.5)
and we conclude that distS(a,x) >
ℓ
2 − 1. Moreover,
distS(b,x) ≤ ‖a− x‖+ ‖a− b‖ ≤ ℓ
2
+ 1. (4.6)

Let Λ1 = Λ
(2)
S;ℓ(x) and Λ2 = Λ
(2)
S;L(y) with Λ1 ⊂ Λ2, where x,y ∈ R2d. For
u ∈ Λ1, v ∈ Λ2 \Λ1, and z /∈ σ (HΛ1) ∪ σ (HΛ2), we have
(HΛ2 − z)−1 (u,v) =
∑
(a,b)∈∂Λ2(Λ1)
(HΛ1 − z)−1 (u, a) (HΛ2 − z)−1 (b,v) . (4.7)
Hence, as a consequence of the geometric resolvent identity, we have∣∣∣(HΛ2 − z)−1 (u,v)∣∣∣ (4.8)
≤ ∣∣∂Λ2 (Λ1)∣∣ max
(a,b)∈∂Λ2 (Λ1)
∣∣∣(HΛ1 − z)−1 (u, a) (HΛ2 − z)−1 (b,v)∣∣∣
≤ 2s2,dℓ2d−1 max
a∈∂
Λ2
−
(Λ1)
∣∣∣(HΛ1 − z)−1 (u, a)∣∣∣ ∣∣∣(HΛ2 − z)−1 (b1,v)∣∣∣
for some b1 ∈ ∂Λ2+ (Λ1).
Definition 4.4. Let ΛS = Λ
(2)
S;L(x) with ℓ = min (L1, L2), and E ∈ R.
(i) Let s > 0. Then ΛS is (E, s)-suitably resonant if and only if
dist
(
σ
(
HΛS
)
, E
)
< ℓ−s. (4.9)
Otherwise, ΛS is (E, s)-suitably nonresonant.
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(ii) Let β ∈ (0, 1). Then ΛS is (E, β)-resonant if and only if
dist
(
σ
(
HΛS
)
, E
)
< 12e
−ℓβ . (4.10)
Otherwise, ΛS is (E, β)-nonresonant.
Let Λ = Λ
(2)
S;L(x) be a symmetrized two-particle box. We set
ΞL,ℓ(x) =
{
x+
(
ℓ
3 + 1
)
Z2d
} ∩ {y ∈ R2d; ‖y − x‖∞ ≤ L2 − ℓ} . (4.11)
The symmetrized ℓ-suitable partial cover of Λ (or the ℓ-suitable partial cover of Λ
for short) is the collection of symmetrized two-particle boxes
CL,ℓ(x) =
{
Λ
(2)
S;ℓ(y); y ∈ ΞL,ℓ(x)
}
. (4.12)
Note that we have
Λ
(2)
S;ℓ(y) ⊂ Λ and ∂−Λ ∩ Λ(2)S;ℓ(y) = ∅ for all y ∈ ΞL,ℓ(x), (4.13)
#CL,ℓ(x) <
(
2
(
3Lℓ + 1
))2d
.
Moreover, for every u ∈ Λ(2)S;L−2ℓ(x) there exists y ∈ ΞL,ℓ(x) such that u ∈ Λ(2)S; ℓ3 (y).
Remark 4.5. Elements in ΞL,ℓ(x) will be referred to as cells. Two cells, a,b ∈
ΞL,ℓ(x), are neighbors if and only if dist∞ (a,b) =
ℓ
3+1. Moreover, by construction,
if y ∈ ΞL,ℓ(x) is sufficiently far away from the boundary of Λ(2)S;L(x), then for every
u ∈ ∂+
(
Λ
(2)
S,ℓ(y)
)
, we have u ∈ Λ(2)S,ℓ(a) for some a ∈ ΞL,ℓ(x) that is a neighbor to
y.
Definition 4.6. Let Λ ( Z2d. Λ is said to be non-interactive if and only if for
every y = (y1, y2) ∈ Λ, we have
‖y1 − y2‖ > r0 (4.14)
Otherwise, it is said to be interactive .
Proposition 4.7. Let Λ1 = ΛL(x1)×Λℓ(x2) be a two-particle rectangle, Λ = Λ1 ∪
π (Λ1) be a symmetrized two-particle rectangle with L ≥ ℓ. If ‖x1 − x2‖ > L+ r0,
then we have the following:
(i) Λ is non-interactive,
(ii) dist (ΛL(x1),Λℓ(x2)) > r0,
(iii) HΛ1 = HΛL(x1) ⊗ I + I ⊗HΛℓ(x2),
(iv) Hπ(Λ1) = HΛℓ(x2) ⊗ I + I ⊗HΛL(x1),
(v) σ (HΛ1) = σ
(
Hπ(Λ1)
)
= σ
(
HΛL(x1)
)
+ σ
(
HΛℓ(x2)
)
,
(vi) dist (Λ1, π (Λ1)) > 1
(vii) HΛ = HΛ1 ⊕Hπ(Λ1),
(viii) σ (HΛ) = σ
(
HΛL(x1)
)
+ σ
(
HΛℓ(x2)
)
,
(ix) for every E ∈ σ (HΛ),
(HΛ − E)−1 = (HΛ1 − E)−1 ⊕
(
Hπ(Λ1) − E
)−1
. (4.15)
Proof. It’s clear that (i) ⇒ (ii), (vi) ⇒ (vii), and (vii) ⇒ (viii) and (ix). By
[KlN1, Lemma 2.7], (ii)⇒ (iii), (iv), and (v). (ii)⇒ (vi) since r0 ≥ 1. 
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Remark 4.8. Note that a two-particle box Λ
(2)
L (x) is non-interactive if and only
if Λ
(2)
S;L(x) is non-interactive. Hence, if Λ
(2)
L (x) is non-interactive, then Λ
(2)
S;L(x)
satisfies (ii)-(ix).
We recall [KlN2, Lemma 3.9], which is an important ingredient for the two-
particle bootstrap MSA (see also [KlN1, Lemma 2.8]).
Lemma 4.9. Let Λ
(2)
L (x) be a two-particle box and Λ
(2)
S;L(x) be the corresponding
symmetrized two-particle box. Let E ≤ E(2) and E(1) > 0 such that E(1) > E(2). If
‖x1 − x2‖ > L+ r0 and L is sufficiently large,
(i) Given θ > 2d + 2, suppose ΛL(x1) is (θ, E − µ)-suitable for every µ ∈
σ
(
HΛL(x2)
) ∩ (−∞, E(1)] and ΛL(x2) is (θ, E − λ)-suitable for every λ ∈
σ
(
HΛL(x1)
) ∩ (−∞, E(1)]. Then Λ(2)S;L(x) is ( θ2 , E)-suitable.
(ii) Given 0 < m < log
(
E(1)−E(2)
4d + 1
)
, suppose ΛL(x1) is (m, E−µ)-regular
for every µ ∈ σ (HΛL(x2))∩(−∞, E(1)] and ΛL(x2) is (m, E−λ)-regular for
every λ ∈ σ (HΛL(x1))∩(−∞, E(1)]. Then Λ(2)S;L(x) is (m− 6(d+1) log 2LL , E)-
regular.
(iii) Given 0 < ζ′ < ζ < 1, suppose ΛL(x1) is (ζ, E − µ)-SES for every µ ∈
σ
(
HΛL(x2)
) ∩ (−∞, E(1)] and ΛL(x2) is (ζ, E − λ)-SES for every λ ∈
σ
(
HΛL(x1)
) ∩ (−∞, E(1)]. Then Λ(2)S;L(x) is (ζ′, E)-SES.
Proof. We prove (ii), the proofs of parts (i) and (iii) being similar. We begin by
showing that Λ
(2)
L (x) is
(
m− 6(d+1) log 2LL , E
)
-regular.
Given u ∈ Λ(2)L/3(x) and y ∈ ∂−Λ
(2)
L (x), ‖u− y‖ > L6 . Then either ‖u1 − y1‖ >
L
6 or ‖u2 − y2‖ > L6 . Without loss of generality we assume the latter. We write
σ1 := σ
(
HΛL(x1)
) ∩ (−∞, E(1)] and σc1 := σ (HΛL(x1)) ∩ (E(1),+∞). We use the
hypothesis, the Combes-Thomas estimate from Theorem B.1 (it is enough to take
ε = 1/2 there) and the fact that dist
(
E − µ, σ (HΛL(x1))) > E(1)−E(2) for µ ∈ σc1
and E ≤ E(2), to show that
|GΛ(E; u, y)| ≤
∑
µ∈σ1
∣∣GΛL(x2)(E − µ; u2, y2)∣∣
+
∑
µ∈σc1
∣∣GΛL(x2)(E − µ; u2, y2)∣∣
≤ Lde−m‖u2−y2‖ + 2L
d
E(1) − E(2) e
− log
(
E(1)−E(2)
4d +1
)
‖u2−y2‖
≤ Ld+1
(
e−m‖u2−y2‖ + e
− log
(
E(1)−E(2)
4d +1
)
‖u2−y2‖
)
. (4.16)
for L large enough. Takingm < log
(
E(1)−E(2)
4d + 1
)
yields that, for L large enough,
depending on E(1) −E(2) and d, the box Λ(2)L (x) is
(
m− 6(d+1) log 2LL , E
)
-regular.
Similarly, one can show the same holds for Λ
(2)
L (π(x)). By Equation (4.15), we
conclude that Λ
(2)
S;L(x) is
(
m− 6(d+1) log 2LL , E
)
-regular. 
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Proposition 4.10. Given a pair of symmetrized two-particle boxes, Λ
(2)
S;L(x) and
Λ
(2)
S;L(y) such that dS (x,y) > L, then the pair is partially separated.
Proof. Since ‖x− y‖ > L and ‖π(x) − y‖ > L, we have
max {‖x1 − y1‖ , ‖x2 − y2‖} > L, and (4.17)
max {‖x1 − y2‖ , ‖x2 − y1‖} > L.
There are four cases to consider here. If we take ‖x1 − y1‖ > L and ‖x2 − y1‖ > L,
then we have that the pair is partially separated since
Π1Λ
(2)
L (y)
⋂
Λ
(2)
S;L(x) = ∅. (4.18)
The other three cases are handled in the same way. 
Definition 4.11. Given a pair of symmetrized two-particle boxes, Λ
(2)
S;L(x) and
Λ
(2)
S;L(y). We say that the pair is L-distant if and only if
distS (x,y) > 8L. (4.19)
It follows from Proposition 4.10 that L-distant automatically implies partially
separated.
Proposition 4.12. Let Λ
(2)
S;L(x) and Λ
(2)
S;L(y) be a pair of symmetrized two-particle
boxes. If the pair is interactive and L-distant, then Λ
(2)
S;L(x) and Λ
(2)
S;L(y) are fully
separated, provided L is sufficiently large.
Proof. Since Λ
(2)
S;L(x) and Λ
(2)
S;L(y) are interactive, thus there exists a ∈ Λ(2)S;L(x)
and b ∈ Λ(2)S;L(y) such that
‖a1 − a2‖ ≤ r0, and ‖b1 − b2‖ ≤ r0. (4.20)
Thus, we have
dist (ΛL(x1),ΛL(x2)) ≤ r0 and dist (ΛL(y1),ΛL(y2)) ≤ r0. (4.21)
Since dS (x,y) > 8L, we can proceed as in (4.17) and see that, in particular
max {‖x1 − y1‖ , ‖x2 − y2‖} > 8L.
Thus, ‖x1 − y1‖ > 8L or ‖x2 − y2‖ > 8L. Without loss of generality, let us
assume ‖x1 − y1‖ > 8L, then
Λ4L(x1)
⋂
Λ4L(y1) = ∅. (4.22)
Moreover, (4.21) implies
ΛL(x1)
⋃
ΛL(x2) ⊆ Λ3L+2r0(x1) ⊂ Λ4L(x1) and
ΛL(y1)
⋃
ΛL(y2) ⊆ Λ3L+2r0(y1) ⊂ Λ4L(y1), (4.23)
provided L is sufficiently large. Therefore,
ΠΛ
(2)
S;L(x)
⋂
ΠΛ
(2)
S;L(y) = ∅. (4.24)

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4.2. The Bootstrap Multiscale Analysis. The proof of Theorem 2.9 is similar
to the proof of [KlN2, Theorem 1.6]. It uses the corresponding result for one-particle
boxes from [GK1] and the definitions and results for symmetrized boxes introduced
in the previous sections. We will state the steps needed for the proof and refer to
[KlN1] and [KlN2] for details.
4.2.1. The initial step for the MSA at the bottom of the spectrum. That the hy-
potheses of Theorem 2.9 are satisfied at the bottom of the spectrum can be proven
in the same way as [KlN2, Theorem 4.1] using Theorem B.1.
4.2.2. Consequences of the one-particle case. For the one-particle model, note that
symmetrized boxes are usual boxes in the distance dist∞. In this case we know from
[GK1, Theorem 3.4] that there exists E(1) > 0 such that, given E(2) < E(1), for ev-
ery τ ∈ (0, 1) there is a length scale Lτ , δτ > 0, and 0 < m∗τ < log
(
E(1)−E(2)
4d + 1
)
,
such that the following hold for all E ≤ E(1) :
i) For all L ≥ Lτ and a ∈ Rd we have
P
{
ΛL(a) is (m
∗
τ , E)-nonregular
}
≤ e−Lτ . (4.25)
ii) Let I(E) = [E − δτ , E + δτ ] ⊂ (−∞, E(1)]. For all L ≥ Lτ and all pairs of
disjoint one-particle boxes ΛL(a) and ΛL(b) we have
P
{
∃E′ ∈ I(E) so both ΛL(a) and ΛL(b) are (m∗τ , E′) -nonregular
}
≤ e−Lτ . (4.26)
Remark 4.13. The result of [GK1] holds for a sequence of scales. It holds for all
sufficiently large scales using [GK6, Lemma 3.16] as in [KlN1, Theorem 3.21].
This result yields probability estimates for non-interactive symmetrized two-
particle boxes.
Lemma 4.14. Let Λ
(2)
ℓ (x) = Λℓ(x1)×Λℓ(x2) be a non-interactive two-particle box
and τ ∈ (0, 1). Then for ℓ large enough, depending on E(1), E(2), d, τ , and for all
E ≤ E(2) we have
P
{
Λ
(2)
S;ℓ(x) is (m
∗
τ (ℓ), E) -nonregular
}
≤ ℓ2de−ℓτ , with m∗τ (ℓ) = m∗τ − 6(d+1) log 2ℓℓ ,
P
{
Λ
(2)
S;ℓ(x) is (θ, E) -nonsuitable
}
≤ ℓ2de−ℓτ for θ < ℓlog ℓ m
∗
τ (ℓ)
2 , (4.27)
P
{
Λ
(2)
S;ℓ(x) is (τ, E) -nonSES
}
≤ ℓ2de−ℓτ .
Proof. Since both Λ
(2)
ℓ (x) and Λ
(2)
ℓ (π(x)) are non-interactive, the proof is a direct
consequence of [KlN2, Lemma 5.1] adapted to the discrete setting and Lemma
4.9. 
In what follows, we fix ζ, τ, β, ζ0, ζ1, ζ2, γ such that
0 < ζ < τ < 1, γ > 1, (4.28)
ζ < ζ2 < γζ2 < ζ1 < γζ1 < β < ζ0 < τ with ζγ
2 < ζ2.
To aliviate the notation, in what follows we will omit the upperscript (2) from the
notation of two-particle boxes and write simply ΛL(x),ΛS;L(x).
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4.2.3. The first Multiscale Analysis for symmetrized two-particle boxes.
Proposition 4.15. Let E ≤ E(2), θ > 16d, 0 < p < θ − 8d + 2, Y ≥ 66, and
0 < p0 < (6Y + 2)
−4d. If for some sufficiently large L0 ∈ N we have
sup
x∈R2d
P
{
ΛS;L0(x) is (θ, E)-nonsuitable
}
≤ p0, (4.29)
then, setting Lk+1 = Y Lk, for k = 0, 1, 2, ..., there exists K0 ∈ N such that for
every k ≥ K0 we have
sup
x∈R2d
P
{
ΛS;Lk(x) is (θ, E)-nonsuitable
}
≤ L−pk . (4.30)
The proof relies on the following lemma, in the same way [KlN1, Proposition
3.2] relies on [KlN1, Lemma 3.3].
Lemma 4.16. Let E ∈ R, s > 0, θ > 4d − 2 + s, J ∈ N, Y ≥ 10 + 56J , and
L = Y ℓ, and consider a symmetrized two-particle box Λ := ΛS;L(x) with the usual
ℓ-suitable partial cover. Suppose
i) Λ is (E, s)-suitably nonresonant.
ii) There exist at most J pairwise ℓ-distant symmetrized two-particle boxes in the
suitable partial cover CL,ℓ(x) that are (θ, E)-nonsuitable.
iii) Every symmetrized two-particle box with center belonging to ΞL,ℓ(x) of side
length j (8ℓ+ 1) with j ∈ {1, . . . , J} is (E, s)-suitably nonresonant.
Then Λ is (θ, E)-suitable for L sufficiently large.
Proof. Without loss of generality, let us assume ΛS;ℓ(a1), . . . ,ΛS;ℓ(aJ ) are the J
pairwise ℓ-distant symmetrized two-particle boxes in Λ that are (θ, E)-nonsuitable.
This implies that if ΛS;ℓ(b) is ℓ-distant from ΛS;ℓ(aj) for every j ∈ {1, . . . , J}, and
ΛS;ℓ(b) ∈ CL,ℓ(x), then ΛS;ℓ(b) must be (θ, E)-suitable.
Let us denote T = {a1, . . . , aJ}, and
Λ0 =
⋃
i=1,...,J
ΛS;8ℓ(ai). (4.31)
We can separate the set Λ0 into clusters P1, . . . , Pr, which will be referred to as
bad clusters, so that
i) for i = 1, . . . , r, Pi ⊂ Λ, and each Pi is a symmetrized two-particle box of
length ti(8ℓ+ 1) ≤ 9tiℓ provided ti is the maximum number of elements in T
that belong to Pi,
ii) dist (Pi, Pj) > 1 for i 6= j,
iii)
⋃
i=1,...,J ΛS;ℓ(ai) ⊂
⋃
i=1,...,r Pr,
iv)
∑
i=1,...,r 9tiℓ ≤ 9Jℓ,
v) if b /∈ Pi for every i = 1, . . . , r, and distS(x,b) ≤ L2 − ℓ, then there exists
u ∈ ΞL,ℓ(x) such that b ∈ ΛS;ℓ(u) and ΛS;ℓ(u) is (θ, E)-suitable.
Let us now fix y ∈ ∂−Λ. Given u ∈ ΛS,L3 (x) with u ∈ ΛS; ℓ3 (a) for some
a ∈ ΞL,ℓ(x), (note that y /∈ ΛS;ℓ(a) by construction), we have the following cases
to consider:
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a) if a /∈ Pi for every i ∈ {1, . . . , r}, then ΛS;ℓ(a) is (θ, E)-suitable. Setting Λ1 =
ΛS;ℓ(a) and using the geometric resolvent identity (4.8), we obtain∣∣∣(HΛ − E)−1 (u,y)∣∣∣
≤ 2s2,dℓ2d−1 max
b∈∂Λ
−
(Λ1)
∣∣∣(HΛ1 − E)−1 (u,b)∣∣∣ ∣∣∣(HΛ − E)−1 (b1,y)∣∣∣
≤ 2s2,dℓ2d−1ℓ−θ
∣∣∣(HΛ − E)−1 (b1,y)∣∣∣ (4.32)
with b1 ∈ ∂Λ+ (Λ1). Then by construction, b1 ∈ ΛS;ℓ(v), where v ∈ ΞL,ℓ(x) is
a neighboring cell of a.
b) if a ∈ Pi for some i ∈ {1, . . . , r}, and y /∈ Pi, then, using the fact that Pi is
(E, s)-suitably nonresonant, we have∣∣∣(HΛ − E)−1 (u,y)∣∣∣
≤ 2s2,dℓ2d−1 max
v∈∂Λ
−
(Pi)
∣∣∣(HPi − E)−1 (u,v)∣∣∣ ∣∣∣(HΛ − E)−1 (v1,y)∣∣∣
≤ 2s2,dℓ2d−1(Y ℓ)s
∣∣∣(HΛ − E)−1 (v1,y)∣∣∣ (4.33)
with v1 ∈ ∂Λ+ (Pi). If there exists b ∈ ΞL,ℓ(x) such that v1 ∈ ΛS; ℓ3 (b), y /∈
ΛS;ℓ(b), and ΛS;ℓ(b) is (θ, E)-suitable, then we can repeat Equation (4.32)
with v1 replacing u. Then∣∣∣(HΛ − E)−1 (u,y)∣∣∣
≤ 2s2,dℓ2d−1(Y ℓ)s
∣∣∣(HΛ − E)−1 (v1,y)∣∣∣
≤ 2s2,dℓ2d−1(Y ℓ)s2s2,dℓ2d−1ℓ−θ
∣∣∣(HΛ − E)−1 (v2,y)∣∣∣
≤
∣∣∣(HΛ − E)−1 (v2,y)∣∣∣ , (4.34)
where v2 ∈ ∂Λ+ (ΛS;ℓ(b)), provided 2s2,dℓ2d−1(Y ℓ)s2s2,dℓ2d−1ℓ−θ ≤ 1. Since by
hypothesis, θ > 4d+s−2, this can be achieved if ℓ is sufficiently large depending
on s2,d, Y and s. Moreover, v2 belongs to a neighboring cell of b. If such b does
not exist, then we can always conclude∣∣∣(HΛ − E)−1 (u,y)∣∣∣ ≤ Ls. (4.35)
We will estimate
∣∣∣(HΛ − E)−1 (u,y)∣∣∣ with u ∈ ΛS;L3 (x). We first note that we can
start with u ∈ ΛS;L3 (x) and apply either procedure (a) or (b) repeatedly. Since(
L
2 − ℓ− L6
) (
ℓ
3 + 1
)−1
=
(
L
3 − ℓ
) (
ℓ
3 + 1
)−1 ≥ Lℓ+3−3, for our purpose, the shortest
path starting from u to the boundary of Λ has at least Lℓ+3 −3 cells. With L = Y ℓ,
thus we get
L
ℓ+3 − 3 = Y
(
ℓ
ℓ+3
)
− 3 > Y2 − 3. (4.36)
Then ∣∣∣(HΛ − E)−1 (u,y)∣∣∣ ≤ (2s2,dℓ2d−1ℓ−θ)N(Y ) Ls, (4.37)
where N(Y ) is the number of cells for which we are able to perform (a) without
using the result for the control of a bad region. Having to account for the cells
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where we do not get anything due to the bad regions, which is, in the worst case,
9Jℓ
(
ℓ
3 + 1
)−1
+ J ≤ 9Jℓ ( ℓ3)−1 + J = 28J , equation (4.36) gives us
N(Y ) ≥ Y2 − 3− 28J. (4.38)
Our goal is to have
∣∣∣(HΛ − E)−1 (x,y)∣∣∣ ≤ L−θ, so we would like
(
2s2,dℓ
2d−1ℓ−θ
)Y
2 −3−28J (Y ℓ)s ≤ (Y ℓ)−θ. (4.39)
This can be achieved for ℓ sufficiently large if
(2d− 1− θ) (Y2 − 3− 28J)+ s+ θ < 0, (4.40)
provided ℓ is sufficiently large depending on s2,d, Y and s. Since θ > 4d− 2 + s, it
follows that (4.40) is true if we have Y2 − 3− 28J ≥ 2, that is, Y ≥ 10 + 56J . 
Proof of Proposition 4.15. Using 0 < p < θ − 8d + 2, we fix s > 0 such that
4d+ p < s < θ − 4d+ 2.
Given a scale L, we set
pL = sup
x∈R2d
P
{
ΛS;L(x) is (θ, E)-nonsuitable
}
. (4.41)
Let Λ = ΛS;L(x) be a two-particle symmetrized box with an ℓ-suitable cover
CL,ℓ(x), where L = Y ℓ. We begin by defining several events:
E =
{
Λ is (θ, E)-nonsuitable
}
;
A is the event that there exists a non-interactive box, ΛS;ℓ(v) ∈ CL,ℓ(x), that is
(θ, E)-nonsuitable,
WJ is the event that Λ is (E, s)-suitably nonresonant and ΛS,j(8ℓ+1)(a) is (E, s)-
suitably nonresonant for every a ∈ ΞL,ℓ(x) and every j ∈ {1, . . . , J}, and
FJ is the event that there are at most J pairwise ℓ-distant symmetrized two-particle
boxes in CL,ℓ(x) that are (θ, E)-nonsuitable.
We take Y ≥ 10+56J , with J ∈ N to be determined later. Then, by Proposition
4.16 we have
P {E} ≤ P {WcJ}+ P {FcJ} ≤ P {WcJ}+ P {FcJ ∩ Ac}+ P {A} . (4.42)
Note that
WcJ ⊂
⋃
ΛS;t(y)=Λ or y∈ΞL,ℓ(x)
t∈{j(8ℓ+1) | j=1,...,J}
{
dist
(
σ
(
HΛS;t(y)
)
;E
) ≤ t−s}. (4.43)
With our choice of s, Theorem A.1 implies
P {WcJ} ≤
(
J(2
(
3Lℓ + 1
)
)2d
) (
8 ‖ρ‖∞ ℓ−sL2d
)
= J22d(3Y + 1)2d ‖ρ‖∞ Y 4dℓ4d−s ≤ 14 (Y ℓ)−p = 14L−p,
provided 4d + p < s and ℓ is sufficiently large. On the other hand, Lemma 4.14
yields, for ℓ is sufficiently large depending on Y, d, p, τ , E(1), E(2),
P {A} ≤ (Y ℓ)2d ℓ2de−ℓτ ≤ 14L−p.
Hence
P
{
ΛS;L(x) is (θ, E)-nonsuitable
}
≤ 12L−p + P {FcJ ∩ Ac} . (4.44)
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To bound P {FcJ ∩ Ac}, we note that ω ∈ FcJ ∩ Ac implies there are J + 1 inter-
active pairwise ℓ-distant boxes in CL,ℓ(x) that are (θ, E)-nonsuitable. Hence, using
Proposition 4.12, and recalling (4.12)-(4.13), we get
P {FcJ ∩ Ac} ≤ 12 (pℓ)J+1 (6Y + 2)2d(J+1) = 12ℓ−p(J+1)(6Y + 2)2d(J+1). (4.45)
Our goal is to have P {FcJ ∩Ac} ≤ 12L−p, which means we just need to require
1
2
(
ℓ−p(6Y + 2)2d
)J+1 ≤ 12 (Y ℓ)−p. (4.46)
This can be achieved if J ≥ 1, provided ℓ is sufficiently large.
Next, our goal is to show that for sufficiently large L0, letting Lk = Y Lk−1, then
there must exists a K0 such that
pK0 ≤ L−pK0 . (4.47)
We will proceed by seeing what happens when K0 6= 0, 1, 2, .... From equation
(4.44), taking ℓ to be large enough, then
sup
x∈R2d
P
{
ΛS;L is (θ, E) -nonsuitable
}
≤ 12L−p + 12 (6Y + 2)2d(J+1)pJ+1ℓ .
That is to say that for large enough ℓ,
2 sup
x∈R2d
P
{
ΛS;L(x) is (θ, E) -nonsuitable
}
≤ L−p + ((6Y + 2)2dpℓ)J+1 . (4.48)
This implies that for sufficiently large enough L0, setting pk = pLk , we have that
for every k ∈ N,
2pk+1 ≤ (Lk+1)−p +
(
(6Y + 2)2dpk
)J+1
. (4.49)
If K0 = 0, then we are done. If not, then we have that (L0)
−p < p0 and proceed to
checking whether K0 = 1. If K0 = 1, then we are done. If not, then we must have
that (L1)
−p < p1, and by equation (4.49) we must have p1 <
(
(6Y + 2)2dp0
)J+1
.
We now proceed to check whether K0 = 2. If K0 = 2, then we are done. If not,
then we must have that (L2)
−p < p2, and by equation (4.49) we must have
p2 <
(
(6Y + 2)2dp1
)J+1
<
(
(6Y + 2)2d
(
(6Y + 2)2dp0
)J+1)J+1
=
(
(6Y + 2)(2d+2d(J+1))(J+1)
)
p
(J+1)2
0 (4.50)
Thus (L2)
−p <
(
(6Y + 2)2d
)(J+1)2+(J+1)
p
(J+1)2
0 .
We will carry this process out until we can find such a K0. We will proceed by
contradiction and assume such a K0 does not exists. It is clear that under such
assumption, we get that for every k ∈ N,
L−pk <
(
(6Y + 2)2d
)(J+1)+(J+1)2+...+(J+1)k
p
(J+1)k
0
=
(
(6Y + 2)2d
)(J+1)(1+(J+1)+···+(J+1)k−1)
p
(J+1)k
0 (4.51)
=
(
(6Y + 2)2d(J+1)
) (J+1)k−1
(J+1)−1
p
(J+1)k
0 .
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Up to now, we only need J ≥ 1 due to equation (4.46). Thus let us take J = 1 and
by rewriting equation (4.51), we get L−pk <
(
(6Y + 2)4d
)2k−1
p2
k
0 for every k ∈ N,
i.e. (
(6Y + 2)4d
)
L−p0 (Y
−p)k <
(
(6Y + 2)4dp0
)2k
for every k ∈ N. (4.52)
However, this cannot be true since (6Y + 2)4dp0 < 1, and we have reached a
contradiction. 
4.2.4. The second Multiscale Analysis for symmetrized two-particle boxes.
Proposition 4.17. Let E ≤ E(2), p > 0, 0 < m0 < m∗τ , 1 < γ < 1 + pp+4d . If for
some L0 sufficiently large we have
sup
x∈R2d
P
{
ΛS;L0(x) is (m0, E)-nonregular
}
≤ L−p0 , (4.53)
then, setting Lk+1 = L
γ
k for k = 0, 1, . . . , we get
sup
x∈R2d
P
{
ΛS;Lk(x) is (
m0
2 , E)-nonregular
}
≤ L−pk , (4.54)
for all k = 0, 1, . . . .
The proof relies on the following lemma, in the same way [KlN1, Proposition
3.4] relies on [KlN1, Lemma 3.5].
Lemma 4.18. Let E ∈ R, L = ℓγ, p > 0, 1 < γ < 2p+4dp+4d , 0 < m0 < m∗τ , J ∈ N,
and
mℓ ∈ [ℓ−κ,m0] where 0 < κ < min {γ − 1, γ (1− β) , 1} (4.55)
Given a symmetrized two-particle box, Λ := ΛS;L(x) with the usual ℓ-suitable partial
cover, suppose
i) Λ is (E, β)-nonresonant.
ii) There exist at most J pairwise ℓ-distant symmetrized two-particle boxes in the
suitable partial cover CL,ℓ(x) that are (mℓ, E)-nonregular.
iii) Every symmetrized two-particle box with center belonging to ΞL,ℓ(x) whose
length is j (8ℓ+ 1) with j ∈ {1, . . . , J} is (E, β)-nonresonant.
Then, for L large enough, Λ is (mL, E)-regular, with
mℓ > mL ≥ mℓ − 12ℓκ ≥ 1Lκ . (4.56)
The proof of Lemma 4.18 is the same as Lemma 4.16, with the corresponding
changes to regular boxes instead of suitable ones. The proof of Proposition 4.17
relies on Lemma 4.18 in the same way the proof [KlN1, Proposition 3.4] uses [KlN1,
Lemma 3.5].
4.2.5. The third Multiscale Analysis for symmetrized two-particle boxes.
Proposition 4.19. Given 0 < ζ1 < ζ0 < 1 , Y = max
{
34
1
1−ζ0 , 4
1
ζ0
}
, and E ≤
E(2). If for some L0 ∈ N sufficiently large we have
sup
x∈R2d
P
{
ΛS;L0(x) is (ζ0, E)-nonSES
}
≤ (6Y + 2)−4d, (4.57)
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then, setting Lk+1 = Y Lk, for k = 0, 1, 2, ..., there exists K0 ∈ N such that for
every k ≥ K0 we have
sup
x∈R2d
P
{
ΛS;Lk(x) is (ζ0, E)-nonSES
}
≤ e−Lζ1k . (4.58)
The proof of Proposition 4.19 relies on the following lemma, in the same way as
[KlN1, Proposition 3.6] is based on [KlN1, Lemma 3.7].
Lemma 4.20. Let 0 < ζ1 < ζ0 < 1 , Y = max
{
34
1
1−ζ0 , 4
1
ζ0
}
, L = Y ℓ, J ∈ N,
and E ∈ R. Given a symmetrized two-particle box, Λ := ΛS;L(x), with the usual
ℓ-suitable partial cover. Suppose
i) Λ is (E, β)-nonresonant.
ii) There exists at most J pairwise ℓ-distant symmetrized two-particle box in the
suitable partial cover CL,ℓ(x) that are (ζ0, E)-nonSES.
iii) Every symmetrized two-particle box with center belonging to ΞL,ℓ(x) whose
length is j (8ℓ+ 1) with j ∈ {1, . . . , J} is (E, β)-nonresonant.
Then Λ is (ζ0, E)-SES for L large enough.
Lemma 4.20 can be proved in the same way as Lemma 4.16 and Lemma 4.18
adapted to nonSES boxes. We refer the reader to [KlN1, Lemma 3.7] for details.
4.2.6. The fourth Multiscale Analysis for symetrized two-particle boxes. In this sec-
tion we proceed with the energy-interval Multiscale Analysis. We fix ζ, τ, β, ζ1, ζ2, γ
as in (4.28) and take L = ℓγ .
Definition 4.21. Let ΛS;L(x) be a non-interactive symmetrized two-particle box
with the usual ℓ suitable partial cover, and consider an energy E ≤ E(2). Then:
(i) ΛS;L(x) is not E-Lregular (for left regular) if and only if there are two
partially separated boxes in CL,ℓ(x1) that are (m∗τ , E − µ)-nonregular for
some µ ∈ σ (HΛL(x2)) ∩ (−∞, E(1)].
(ii) ΛS;L(x) is not E-Rregular (for right regular) if and only if there are two
partially separated boxes in CL,ℓ(x2) that are (m∗τ , E − λ)-nonregular for
some λ ∈ σ (HΛL(x1)) ∩ (−∞, E(1)].
(iii) ΛS;L(x) is E-preregular if and only if ΛS;L(x) is E-Lregular and E-Rregular.
The following Lemma can be proven as in [KlN1, Lemma 3.15],
Lemma 4.22. Let E0 ≤ E(2), I = [E0 − δτ , E0 + δτ ] ⊂ (−∞, E(1)], and consider
a non-interactive symmetrized two-particle box ΛS;L(x). Then
(i) P {ΛS;L(x) is not E-Lregular for some E ∈ I} ≤ L3de−ℓτ ,
(ii) P {ΛS;L(x) is not E-Rregular for some E ∈ I} ≤ L3de−ℓτ .
We conclude that
P
{
ΛS;L(x) is not E-preregular for some E ∈ I
} ≤ 2L3de−ℓτ . (4.59)
Definition 4.23. Let Λ = ΛS,L(x) be a non-interactive two-particle box, and
consider an energy E ≤ E(2). Then:
(i) ΛS;L(x) is E-left nonresonant (or LNR) if and only if every box Λ9ℓ(a) ⊆
ΛL(x1), with a ∈ ΞL,ℓ(x1) , is (E − µ, β)-nonresonant for every µ ∈
σ
(
HΛL(x2)
) ∩ (−∞, E(1)]. Otherwise we say ΛS;L(x) is E-left resonant
(or LR).
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(ii) ΛS;L(x) is E-right nonresonant (or RNR) if and only if every box Λ9ℓ(a) ⊆
ΛL(x2), with a ∈ ΞL,ℓ(x2), is (E−λ, β)-nonresonant for every λ ∈ σ
(
HΛL(x1)
)∩
(−∞, E(1)]. Otherwise we say ΛS;L(x) is E-right resonant (or RR).
(iii) We say ΛS;L(x) is E-highly nonresonant (or HNR) if and only if Λ is
E-nonresonant, that is, E-LNR and E-RNR.
Lemma 4.24. Let E ∈ R, and ΛS;L(x) be a non-interactive two-particle box.
Assume that the following are true:
(i) ΛS;L(x) is E-HNR.
(ii) ΛS;L(x) is E-preregular.
Then ΛS;L(x) is (m(L), E)-regular, where
m(L) = m∗τ −
1
2Lκ
− 6(d+ 1) log 2L
L
, (4.60)
where κ is defined in Lemma 4.18.
The proof of the statement for ΛL(x) and ΛL(π(x)) follows the arguments in
[KlN2, Lemma 5.17]. The desired result for ΛS;L(x) is a consequence of (4.15).
Lemma 4.25. Let E ≤ E(2) and ΛS;L(x) be a non-interactive symmetrized two-
particle box.
(i) If ΛS;L(x) is E-right resonant, then there exists a two-particle rectangle
Λ1 = ΛL(x1)× Λ9ℓ(u), (4.61)
where u ∈ ΞL,ℓ(x2), and Λ9ℓ(u) ⊆ ΛL(x2), such that
dist (σ (HΛ1) , E) <
1
2e
−(9ℓ)β ≤ 12e−ℓ
β
. (4.62)
Therefore,
dist
(
σ
(
HΛ
)
, E
)
= dist
(
σ
(
HΛ1
)
, E
)
< 12e
−(9ℓ)β ≤ 12e−ℓ
β
. (4.63)
(ii) If ΛS;L(x) is E-left resonant, then there exists a two-particle rectangle
Λ1 = Λ9ℓ(u)×ΛL(x2), (4.64)
where u ∈ ΞL,ℓ(x1), and Λ9ℓ(u) ⊆ ΛL(x1), such that
dist
(
σ
(
HΛ1
)
, E
)
< 12e
−(9ℓ)β ≤ 12e−ℓ
β
. (4.65)
Therefore,
dist (σ (HΛ) , E) = dist (σ (HΛ1) , E) <
1
2e
−(9ℓ)β ≤ 12e−ℓ
β
. (4.66)
The proof follows the arguments in the proof of [KlN2, Lemma 5.18], plus (4.15).
We now state the energy interval multiscale analysis. Given m > 0, L ∈ N,
x, y ∈ R2d, and an interval I, we define the event
R (m, I, x, y, L) = (4.67)
{∃E ∈ I such that ΛS;L(x) and ΛS;L(y) are not (m,E) -regular} .
Proposition 4.26. Let ζ, τ, β, ζ1, ζ2, γ as in (4.28). Given E ≤ E(2), there exists
a length scale Z such that if for some L0 ≥ Z we can verify
sup
x∈R2d
P
{
ΛS;L0(x) is (2L
ζ0−1
0 , E)-nonregular
}
≤ e−Lζ10 , (4.68)
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with m0 := (2L
ζ0−1
0 −6 log 2L−10 ) < m∗τ , then, there exists δ = δ(L0, ζ0, β) such that,
setting I = [E− δ, E+ δ] ⊂ (−∞, E(2)] and Lk+1 = Lγk = Lγ
k
0 for k = 0, 1, 2, ..., we
have
P
{
R
(m0
2
, I, x, y, Lk
)}
≤ e−Lζ2k (4.69)
for every pair of partially separated two-particle symmetrized boxes ΛS;Lk(x) and
ΛS;Lk(y).
Proof. We can proceed as in [KlN1, Proposition 3.13] to deduce from the hypothesis
that, setting
δ =
1
2
e−L
ζ0
0 −2L
β
0 ,
we have
sup
x∈R2d
P
{
∃E ∈ I such that ΛS;L0(x) is (m0, E)-nonregular
}
≤ e−Lζ10 . (4.70)
Then, we can argue as in [GK1, Eq. 5.37 to 5.38] and obtain
P
{
R (m0, I, x, y, L0)
}
≤ e−Lζ20 (4.71)
for every pair of partially separated two-particle symmetrized boxes ΛS;L0(x) and
ΛS;L0(y).
Given ℓ (sufficiently large) and 0 < mℓ < mτ , we set L = ℓ
γ and take mL as in
(4.56). If ℓ is large, we havem(ℓ) > mℓ, where m(ℓ) is given in (4.60), and conclude
that m(L) ≥ m(ℓ) > mℓ > mL.
We start by showing that if
P
{
R (mℓ, I, x, y, ℓ)
}
≤ e−ℓζ2 (4.72)
for every pair of partially separated two-particle boxes ΛS;ℓ(x) and ΛS;ℓ(y), then
P
{
R (mL, I, x, y, L)
}
≤ e−Lζ2 (4.73)
for every pair of partially separated symmetrized two-particle boxes ΛS;L(x) and
ΛS;L(y).
Let ΛS;L(x) and ΛS;L(y) be a pair of partially separated symmetrized two-
particle boxes. Let J ∈ 2N. Let BJ be the the event that there exists E ∈ I such
that either CL,ℓ(x) or CL,ℓ(y) contains J pairwise ℓ-distant interactive symmetrized
boxes that are (mℓ, E)-nonregular, and let A be the event that there exists E ∈ I
such that either CL,ℓ(x) or CL,ℓ(y) contains one non-interactive symmetrized box
that is not E-preregular. If ω ∈ BcJ ∩ Ac, then for all E ∈ I the following holds:
(i) CL,ℓ(x) and CL,ℓ(y) contain at most J − 1 pairwise ℓ-distant interactive
(mℓ, E)-nonregular boxes.
(ii) Every interactive box in CL,ℓ(x) and CL,ℓ(y) is E-preregular.
We also define the event
UJ =
⋃
Λ′∈Mx,Λ′′∈My
{
dist (σ(HΛ′), σ(HΛ′′ )) < e
−ℓβ
}
, (4.74)
where, given a symmetrized two-particle box ΛS,L(a), by Ma we denote the col-
lection of all symmetrized two-particle rectangles of the following three types:
(i) ΛS;L(a),
(ii) ΛS;9jℓ(u) ⊆ ΛS,L(a), where u ∈ ΞL,ℓ(a), and j ∈ {1, 2, . . . , J} ,
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(iii) Λ is a symmetrized two-particle rectangle generated by a two-particle
rectangle either of the form Λ9ℓ(v) × ΛL(a2), where v ∈ ΞL,ℓ(a1), or
ΛL(a1)× Λ9ℓ(v), where v ∈ ΞL,ℓ(a2) .
It is clear that if J ≥ 3, then |Ma| < J
(
6L
ℓ + 2
)2d
+ 2
(
6L
ℓ + 2
)d
+ 1 < (J +
1)
(
6L
ℓ + 2
)2d
, and hence it follows from Proposition 4.2 that
P {UJ } ≤
(
(J + 1)
(
6L
ℓ + 2
)2d)2 (
16 ‖ρ‖∞ L4de−ℓ
β
)
. (4.75)
Note that for ω ∈ UcJ and E ∈ I, either every symmetrized two-particle rectangle
inMx is (E, β)-nonresonant or every symmetrized two-particle rectangle inMy is
(E, β)-nonresonant.
Let ω ∈ BcJ ∩Ac ∩UcJ and E ∈ I. If every symmetrized two-particle rectangle in
Mx is (E, β)-nonresonant, then, in particular, every non-interactive symmetrized
rectangle in CL,ℓ(x) is E-HNR and E-preregular, and hence (m(ℓ), E)-regular by
Lemma 4.24. As m(ℓ) > mℓ, we conclude that every non-interactive symmetrized
box in CL,ℓ(x) is (mℓ, E)-regular. Since ω ∈ BcJ∩Ac, CL,ℓ(x) contains at most J−1
pairwise ℓ-distant interactive (mℓ, E)-nonregular boxes in CL,ℓ(x), and all other
symmetrized boxes in CL,ℓ(x) are (mℓ, E)-regular, it follows from Lemma 4.18 that
ΛS;L(x) is (mL, E)-regular. If there exists a symmetrized two-particle rectangle in
Mx that is (E, β)-nonresonant, then every symmetrized two-particle rectangle in
My must be (E, β)-nonresonant, and thus ΛS;L(y) is (mL, E)-regular using the
same argument as before. Thus for every E ∈ I either ΛS;L(x) is (mL, E)-regular
or ΛS;L(y) is (mL, E)-regular. It follows that
R (mL, I, x, y, L) ⊆ (BcJ ∩ Ac ∩ UcJ )c , (4.76)
so
P {R (mL, I, x, y, L)} ≤ P (BJ) + P (A) + P (UJ) . (4.77)
Using independence and Lemma 4.22, we get
P {BJ} ≤ 2
(
6L
ℓ + 2
)4d
e−
J
2 L
ζ2
γ
and P {A} ≤ 2 ( 2Lℓ )2Nd e−Lτγ . (4.78)
We now fix
J ∈
(
2L
β−
ζ2
γ , 2L
β−
ζ2
γ + 2
]
∩ 2N,
so, for L sufficiently large, P {BJ} ≤ 13e−L
ζ2
, P {A} ≤ 13e−L
ζ2
, and P {UJ} ≤
1
3e
−Lζ2 , and we conclude from (4.77) that
P {R (mL, I, x, y, L)} ≤ e−Lζ2 . (4.79)
We now take L0 large enough so that m(L0) > mL0 = m0 and the above
procedure can be carried out with ℓ = L0, Lk+1 = L
γ
k for k = 0, 1, . . ., and mk ≥
mk−1 − (2L−κk−1), where we write mk := mLk . To finish the proof, we just need to
make sure mk >
m0
2 for all k = 0, 1, . . ., which can be done taking L0 sufficiently
large, using the fact m0 ≥ L−κ0 as in [KlN1, Eq. 3.46]. 
4.2.7. Completing the proof of the Bootstrap Multiscale Analysis for symmetrized
two-particle boxes. The proof of Theorem 2.9 follows from Propositions 4.15, 4.17,
4.19, 4.26 as in [GK1, Section 6], see also [KlN1, Section 3.5]. The result holds for
all sufficiently large scales by the argument in [KlN1, Theorem 3.21].
CHARACTERIZATION OF THE METAL-INSULATOR TRANSPORT TRANSITION 27
5. Extracting dynamical localization from the Bootstrap
Multiscale Analysis
In this section we prove Theorem 2.11. To do so, we present an improvement of
[KlN1, Corollary 1.7] (stated for the usual boxes), which we state using the Haus-
dorff distance distH in the n-particle setting. This result holds in the symmetrized
distance if the conclusions of the Multiscale Analysis hold with respect to the distS .
Following the arguments in [KlN1, Section 4.1], we can prove that Hω = H
(n)
ω
exhibits Anderson localization in the interval I, that is, for almost everyω, σ (Hω) ∩
I = σpp (Hω) ∩ I and σcont (Hω) ∩ I = ∅. We fix ν = (nd+1)/2 and for a ∈ Znd
let Ta denote the operator on ℓ
2(Znd) given by multiplication by (1+ ‖x− a‖2)ν/2.
By χx we denote the orthogonal projection onto δx. We will work with the following
definition, from [GK5, Section 3],
Definition 5.1. Given ω, λ ∈ R and a ∈ Znd, define
Wλ,ω(a) :=
 supφ∈Tλ,ω
∥∥χaχ{λ}(Hω)φ∥∥∥∥T−1a χ{λ}(Hω)φ∥∥ , if χ{λ}(Hω) 6= 0
0, otherwise,
(5.1)
where Tλ,ω = {φ ∈ ℓ2(Znd); χ{λ}(Hω)φ 6= 0}, and
Zλ,ω(a) :=

∥∥χaχ{λ}(Hω)∥∥2∥∥T−1a χ{λ}(Hω)∥∥2 , if χ{λ}(Hω) 6= 0
0, otherwise.
(5.2)
We have
Zλ,ω(a) ≤Wλ,ω(a) ≤ 1. (5.3)
Theorem 5.2. Let I be a closed interval where, either the conclusions of [KlN1,
Theorem 1.5] hold for H
(n)
ω , or, in the case n = 2, the conclusions of Theorem 2.9
hold. Then, for every ζ ∈ (0, 1) there exists a constant Cζ > 0 such that
E
{
sup
|f |≤1
‖χx (f χI)(Hω)χy‖22
}
≤ E
{
sup
|f |≤1
‖χx (f χI)(Hω)χy‖1
}
(5.4)
≤ Cζe−dH(x,y)ζ for all x,y ∈ Rnd,
where the supremum is taken over all bounded Borel functions f on R.
Proof. Since Hω exhibits Anderson localization in I for almost every ω, let {ψj(ω)}
be an orthonormal base of the space Ran χI(Hω) consisting of eigenfunctions of
HωχI(Hω) with corresponding eigenvalues λj(ω). Then
HωχI(Hω) =
∑
j
λj(ω)Pψj(ω), and
sup
|f |≤1
‖χx (f χI)(Hω)χy‖1 = sup
|f |≤1
∥∥∥∥∥∥χx
∑
j
f(λj(ω))Pψj(ω) χy
∥∥∥∥∥∥
1
, (5.5)
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where Pψj(ω) is the projection onto the space spanned by ψj(ω). Since |f | ≤ 1, we
have ∥∥∥∥∥∥χx
∑
j
f(λj(ω))Pψj(ω) χy
∥∥∥∥∥∥
1
≤
∑
j
∥∥χx Pψj(ω) χy∥∥1
≤
∑
j
∥∥χx Pψj(ω)∥∥2 ∥∥Pψj(ω)χy∥∥2 . (5.6)
From Definition 5.1 and (5.3) we get∥∥χx Pψj(ω)∥∥2 ≤ Zλj ,ω(x)∥∥T−1x Pψj(ω)∥∥2 ≤Wλj ,ω(x)∥∥∥T−1x Pψj(ω)∥∥∥2 and∥∥χy Pψj(ω)∥∥2 ≤Wλj ,ω(y)∥∥T−1y Pψj(ω)∥∥2 . (5.7)
Hence,∥∥∥∥∥∥χx
∑
j
f(λj(ω))Pψj(ω) χy
∥∥∥∥∥∥
1
(5.8)
≤
∑
j
Wλj ,ω(x)
∥∥T−1x Pψj(ω)∥∥2Wλj ,ω(y)∥∥T−1y Pψj(ω)∥∥2
≤ ∥∥Wλj ,ω(x)Wλj ,ω(y)∥∥L∞(I,dµω(λ))∑
j
∥∥T−1x Pψj(ω)∥∥2 ∥∥T−1y Pψj(ω)∥∥2 .
By the Cauchy-Schwarz inequality, we get∑
j
∥∥T−1x Pψj(ω)∥∥2 ∥∥T−1y Pψj(ω)∥∥2
≤
∑
j
∥∥T−1x Pψj(ω)∥∥22
1/2∑
j
∥∥T−1y Pψj(ω)∥∥22
1/2 . (5.9)
For all x ∈ Rnd we have∑
j
∥∥T−1x Pψj(ω)∥∥22 =∑
j
tr
{
T−1x P
2
ψj(ω)
T−1x
}
(5.10)
= tr
{
T−1x χI(Hω)T
−1
x
} ≤ Cnd <∞.
(See, e.g., [KlN1, Lemma 4.1] and its proof.) Thus we conclude that for all x,y ∈
Rnd and almost every ω we have∥∥∥∥∥∥χx
∑
j
f(λj(ω))Pψj(ω) χy
∥∥∥∥∥∥
1
(5.11)
≤ Cd,n
∥∥Wλj ,ω(x)Wλj ,ω(y)∥∥L∞(I,dµω(λ)) .
To study
∥∥Wλj ,ω(x)Wλj ,ω(y)∥∥L∞(I,dµω(λ)), we divide it into two cases. For the
first case, consider dH(x,y) < Lζ. Note that we always have
‖χaψ‖ ≤ ‖χaTa‖
∥∥T−1a ψ∥∥ ≤ ∥∥T−1a ψ∥∥ for every a ∈ Rnd. (5.12)
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Hence,
E
(
‖Wλ,ω(x)Wλ,ω(y)‖L∞(I,dµω(λ))
)
≤ edH(x,y)ζe−dH(x,y)ζ (5.13)
≤ eLζζe−dH(x,y)ζ = Cζe−dH(x,y)
ζ
.
For the case dH(x,y) = L ≥ Lζ , we consider the two cases: when ω ∈ R (I,m,L,x,y)
and when ω /∈ R (I,m,L,x,y) (recall (4.67)). By Equation (5.12), for every
ω ∈ R (I,m,L,x,y) ∣∣Wλj ,ω(x)Wλj ,ω(y)∣∣ ≤ 1 for λj ∈ I. (5.14)
For the case that ω /∈ R (I,m,L,x,y) we have that for E ∈ I, either Λ♯;L(x) or
Λ♯;L(y) is (m,E)-regular, where ♯ = ∞ if the conclusions of [KlN1, Theorem 1.5]
hold, and ♯ = S if the conclusions of Theorem 2.9 hold. Without loss of generality,
say Λ♯;L(x) is (m,E)-regular. Suppose Hψ = Eψ with ‖ψ‖ = 1, then (see [KlN1,
Eq. 4.8])
‖χxψ‖ ≤ e−mL/2
∥∥∥χ∂+Λc♯;L(x)ψ∥∥∥ , (5.15)
where Λc♯;L(x) denotes the connected component of Λ♯;L(x) containing x. (Note
Λc∞;L(x) = Λ∞;L(x).)
Since ∥∥∥χ∂+Λc♯;L(x)ψ∥∥∥ ≤ ∥∥∥χ∂+Λc♯;L(x)Tx∥∥∥ ∥∥T−1x ψ∥∥ , (5.16)
and, in either case (recall n = 2 if ♯ = S)∥∥∥χ∂+Λc♯;L(a)Ta∥∥∥ ≤ Lν for every a ∈ Rnd, (5.17)
we obtain,
‖χxψ‖ ≤ e−mL/2Lν
∥∥T−1x ψ∥∥ . (5.18)
Thus, for ω /∈ R (I,m,L,x,y), we get∣∣Wλj ,ω(x)Wλj ,ω(y)∣∣ ≤ e−mL/2Lν for λj ∈ I. (5.19)
We can decompose the expectation in two parts corresponding to the set of ω ∈
R (I,m,L,x,y) and its complement, and obtain (recall that if ♯ = S we have n = 2,
so dH(x,y) = dS(x,y))
E
(
‖Wλ,ω(x)Wλ,ω(y)‖L∞(I,dµω(λ))
)
(5.20)
≤ Lνe−mL/2 + e−Lζ ≤ e−Lζ
′
= e−(dH(x,y))
ζ′
,
provided Lζ is large enough and ζ
′ < ζ. Hence, we get
E
{
sup
|f |≤1
‖χx (f χI)(Hω)χy‖22
}
≤ E
{
sup
|f |≤1
‖χx (f χI)(Hω)χy‖1
}
(5.21)
≤ Cζe−dH(x,y)
ζ
for all x,y ∈ Rnd.

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Corollary 5.3. Let I be a closed interval where, either the conclusions of [KlN1,
Theorem 1.5] hold for H
(n)
ω , or, in the case n = 2, the conclusions of Theorem 2.9
hold. Then
E
{
sup
|f |≤1
∥∥∥〈dH(X,y)〉 p2 (f χI)(Hω)χy∥∥∥2
2
}
<∞ for all y ∈ Rnd, (5.22)
where the supremum is taken over all bounded Borel functions f on R.
Proof.
E
{
sup
|f |≤1
∥∥∥〈dH(X,y)〉 p2 (f χI)(Hω)χy∥∥∥2
2
}
≤ C1
∑
x∈Znd
〈dH(x,y)〉p E
{
sup
|f |≤1
‖χxf (Hω)χI (Hω)χy‖22
}
≤ C1
∑
x∈Znd
〈dH(x,y)〉p E
{
sup
|f |≤1
‖χxf (Hω)χI (Hω)χy‖1
}
(5.23)
≤ C2
∑
x∈Znd
〈dH(x,y)〉p e−dH(x,y)ζ .
The result follows from the fact
∑
x∈Znd 〈dH(x,y)〉p e−dH(x,y)
ζ
< ∞ shown in
[AW1, Lemma A.3]. 
Appendix A. Wegner estimates
Theorem A.1. Let H
(n)
ω be the n-particle Anderson model. Consider Λ ⊂ Znd
such that:
(i) If ♯ = ∞, S, Λ = Λ(n)♯;L(x) is an n-particle ♯-rectangle of center x =
(x1, . . . , xn) ∈ Rnd and sides L = (L1, L2, . . . , Ln) ∈ [1,∞)n, take Γ =
ΛLk(xk) for some k ∈ {1, ..., n}, and set L = max {L1, L2, . . . , Ln}.
(ii) If ♯ = H, Λ = Λ
(n)
H;L(x) ⊂ Znd is an n-particle H-box of center x =
(x1, . . . , xn) ∈ Rnd and side L ≥ 1, and take Γ =
⋃n
k=1 ΛL(xk).
Then, for any interval I ⊂ R we have
EΓ (trχI(Hω)) ≤ C(♯)n ‖ρ‖∞ Lnd, (A.1)
where C
(∞)
n = n, C
(S)
n = n(n!), and C
(H)
n = n2n+1. In particular, for any E ∈ R
and ε > 0, we have
PΓ
(‖GΛ(E)‖ ≥ 1ε) = PΓ{d (σ(HΛ), E) ≤ ε} ≤ 2C(♯)n ‖ρ‖∞ εLnd. (A.2)
For ♯ = ∞ this is [KlN1, Theorem 2.3]. This proof can be modified to give the
result for ♯ = S,H . The appearance of the constant C
(♯)
n in (A.1) is due to the fact
that in the proof of [KlN1, Theorem 2.3] we need to take into account the geometry
of the boxes Λ
(n)
♯;L(x).
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Appendix B. Combes-Thomas estimate for restrictions of discrete
Schro¨dinger operators to arbitrary subsets
For convenience we state and prove a Comes-Thomas estimate for restrictions of
discrete Schro¨dinger operators to arbitrary subsets (cf. [GK2, K1]).
Theorem B.1. Let H = −∆ + V be a discrete Schro¨dinger operator on ℓ2(Zd),
where ∆ is the centered Laplacian operator. Given S ⊂ Zd, let HS be the restriction
of χSHχS to ℓ
2(S). Then for every z /∈ σ(HS), setting ηz = dist (z, σ(H)), for all
ε ∈ (0, 1) we get∣∣〈δx, (HS − z)−1δy〉∣∣ ≤ 1ηz(1−ε)e− log( εηz2d +1)‖y−x‖ for all x, y ∈ S. (B.1)
Proof. Given v = (v1, . . . , vd) ∈ Rd, let Mv be the multiplication operator given by
the function ev·x and Uv be the multiplication operator given by the function e
−v·x
on ℓ2(Zd). We set
Hv =MvHSUv =Mv(−∆S + VS)Uv =Mv(−∆S)Uv + VS . (B.2)
Let {e1, . . . , ed} be the standard basis for Rd, and set
ed+j = −ej for j = 1, . . . , d. (B.3)
Given ψ ∈ ℓ2(Zd), we have
(−∆SUvψ) (x) = −
∑
y∈S; |y−x|1=1
e−v·yψ(y)
= −
∑
j=1,...,2d;x+ej∈S
e−v·(x+ej)ψ(x + ej) = −
∑
j=1,...,2d;x+ej∈S
e−v·xe−v·ejψ(x+ ej).
Hence,
(Mv (−∆S)Uvψ) (x) = −
∑
j=1,...,2d;x+ej∈S
ev·xe−v·xe−v·ejψ(x+ ej) (B.4)
= −
∑
j=1,...,2d;x+ej∈S
e−v·ejψ(x+ ej) = −
∑
j=1,...,2d;x+ej∈S
(
e−v·ej − 1 + 1)ψ(x+ ej)
= −∆Sψ(x) −
∑
j=1,...,2d;x+ej∈S
(
e−v·ej − 1)ψ(x+ ej).
Let us define the operator Bv by
(Bvψ) (x) =
∑
j=1,...,2d;x+ej∈S
(
e−v·ej − 1)ψ(x+ ej). (B.5)
Then
|(Bvψ) (x)| =
∣∣∣∣∣∣
∑
j=1,...,2d;x+ej∈S
(
e−v·ej − 1)ψ(x+ ej)
∣∣∣∣∣∣
≤ max
i=1,...,d
{
e|vi| − 1
} ∑
j=1,...,2d;x+ej∈S
|ψ(x+ ej)| (B.6)
= (e‖v‖ − 1) (∆S |ψ|) (x),
so
‖Bv‖ ≤ ‖∆S‖ (e‖v‖ − 1) ≤ 2d(e‖v‖ − 1). (B.7)
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Thus, for z /∈ σ(HS), letting ηz = dist (z, σ(HS)), and requiring
‖Bv‖
∥∥∥(HS − z)−1∥∥∥ < 1, (B.8)
we get
(Hv − z)−1 = (HS −Bv − z)−1 = (HS − z)−1
∞∑
k=0
(
Bv(HS − z)−1
)k
, (B.9)
and hence ∥∥(Hv − z)−1∥∥ ≤ 1ηz 1
1−
‖Bv‖
ηz
= 1ηz−‖Bv‖ . (B.10)
If we take ‖Bv‖ ≤ εηz for some ε < 1, which can be achieved by requiring 2d(e‖v‖−
1) ≤ εηz, then (B.8) is satisfied and∥∥(Hv − z)−1∥∥ ≤ 1ηz−‖Bv‖ ≤ 1ηz(1−ε) . (B.11)
Moreover, setting dz = log
(
εηz
2d + 1
)
, we get
2d(e‖v‖ − 1) ≤ εηz ⇐⇒ ‖v‖ ≤ log
(
εηz
2d + 1
)
= dz . (B.12)
Thus, for v satisfying (B.12), we have∣∣〈δx, (HS − z)−1δy〉∣∣ = ∣∣〈δx, UvMv(HS − z)−1UvMvδy〉∣∣ (B.13)
=
∣∣〈Uvδx,Mv(HS − z)−1UvMvδy〉∣∣ = ∣∣〈e−v·xδx, (Hv − z)−1ev·yδy〉∣∣
= ev·(y−x)
∣∣〈δx, (Hv − z)−1δy〉∣∣ ≤ ev·(y−x) ∥∥(Hv − z)−1∥∥
≤ ev·(y−x) 1ηz(1−ε) for all x, y ∈ S.
Choosing v = −dz y−x‖y−x‖ , we get∣∣〈δx, (HS − z)−1δy〉∣∣ ≤ 1ηz(1−ε)e−dz‖y−x‖ = 1ηz(1−ε)e− log( εηz2d +1)‖y−x‖. (B.14)

Appendix C. Discrete version of an auxiliary result in [GK4]
The following is a generalization of [GK4, Lemma 6.4] to the discrete setting,
stated in Lemma 3.2.
Lemma C.1. Let H
(n)
ω be a random n-particle Schro¨dinger operator satisfying a
Wegner estimate for ♯-boxes of the form (A.1) in an open interval I. Let us denote
by Λ be the n-particle ♯-box Λ
(n)
♯;L, where ♯ ∈ {∞, S,H}. Let p0 > 0 and γ > nd.
There exists a scale L = L(γ, n, d, ρ, p0) such that, given E ∈ I, L ≥ L, and subsets
B1, B2 ⊂ Λ such that ∂−Λ ⊂ B2, for each a > 0 and ε > 0 we have, for u ∈ B1
and y ∈ B2
P (a < |GΛ(E + iε;y,u)|)
≤ 4L
γ+2nd
a
sup
k∈∂+Λ∪B2
E (|G(E + iε;k,u)|) + p0 (C.1)
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and
P (a < |GΛ(E;y,u)|)
≤ 8L
γ+2nd
a
sup
k∈∂+Λ∪B2
E (|G(E + iε;k,u)|) + 23/2C(♯)n ‖ρ‖∞
√
ε
a
Lnd + p0.
(C.2)
Proof. Note that there exists a positive constant C(n, d) such that for L > C(n, d)
we have |∂+Λ| ≤ Lnd for all ♯ ∈ {∞, S,H}, and center x ∈ Rnd.
We write z := E + iε ∈ C. We use the geometric resolvent identity (see [K1,
Section 5]) to get
GΛ(z;y,u) = G(z;y,u)−
∑
(k′,k)∈∂Λ
G(z;k,u)GΛ(z;y,k
′) (C.3)
where (k′,k) ∈ ∂Λ means k′ ∈ ∂−Λ and k ∈ ∂+Λ, with ‖k− k′‖1 = 1.
From this, we obtain
|GΛ(z;y,u)| ≤ |G(z;y,u)|+ ‖GΛ(E)‖
∑
k∈∂+Λ
|G(z;k,u)| . (C.4)
Then,
P (a < |GΛ(z;y,u)|) ≤ P
(a
2
< |G(z;y,u)|
)
(C.5)
+ P
a
2
< ‖GΛ(E)‖
∑
k∈∂+Λ
|G(z;k,u)|
 .
We bound the second term in the r.h.s. as follows,
P
a
2
< ‖GΛ(E)‖
∑
k∈∂+Λ
|G(z;k,u)|

≤ P
 a
2Lγ
<
∑
k∈∂+Λ
|G(z;k,u)|
+ P (Lγ < ‖GΛ(E)‖) . (C.6)
Note that
P
 a
2Lγ
<
∑
k∈∂+Λ
|G(z;k,u)|
 ≤ |∂+Λ| sup
k∈∂+Λ
P
(
a
2Lγ |∂+Λ| < |G(z;k,u)|
)
.
(C.7)
We use this, Chebyshev’s inequality and the Wegner estimate (A.1) to bound (C.5)
and obtain
P (a < |GΛ(z;y,u)|)
≤ 2
a
E (|G(z;y,u)|) + 2L
γ |∂+Λ|2
a
sup
k∈∂+Λ
E (|G(z;k,u)|)
+ 2C(♯)n ‖ρ‖∞ L−γ+nd (C.8)
We will take L > L1 for a L1 = L1(n, d) such that |∂+Λ| < Lnd. We will,
furthermore, take L > L2 = L2(γ, n, d, ρ, p0) such that the last term in (C.8)
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2C
(♯)
n ‖ρ‖∞ L−γ+nd < p0.
P (a < |GΛ(z;y,u)|) (C.9)
≤ 2
a
E (|G(z;y,u)|) + 2L
γ+2nd
a
sup
k∈∂+Λ
E (|G(z;k,u)|) + p0. (C.10)
We will give a common bound for the first two terms in the r.h.s., which yields, for
L ≥ L0 = max{L1,L2, 1} depending on γ, n, d, ρ and p0,
P (a < |GΛ(z;y,u)|) ≤ 4L
γ+2nd
a
sup
k∈∂+Λ∪B2
E (|G(z;k,u)|) + p0. (C.11)
Next, the resolvent identity gives
GΛ(E;y,u) = GΛ(E + iε;y,u) + iεGΛ(E)GΛ(E + iε)(y,u), (C.12)
thus,
|GΛ(E;y,u)| ≤ |GΛ(E + iε;y,u)|+ ε ‖GΛ(E)‖2 . (C.13)
Finally,
P (a < |GΛ(E;y,u)|)
≤ P
(a
2
< |GΛ(E + iε;y,u)|
)
+ P
( a
2ε
< ‖GΛ(E)‖2
)
(C.14)
≤ 8L
γ+2nd
a
sup
k∈∂+Λ∪B2
E (|G(E + iε;k,u)|) + 23/2C(♯)n ‖ρ‖∞
√
ε
a
Lnd + p0.

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