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Abstract
In this work, high order splitting methods of integration without negative steps are shown
which can be used in irreversible problems, like reaction–difussion or complex Guinzburg–
Landau equations. The methods consist in a suitable affine combinations of Lie–Tortter
schemes with different positive steps. The number of basic steps for these methods grows
quadratically with the order, while for symplectic methods, the growth is exponential. Fur-
thermore, the calculations can be performed in parallel, so that the computation time can
be significantly reduced using multiple processors. Convergence results of these methods are
proved for a large kind of semilinear problems, that includes reaction-difussion systems and
dissipative perturbation of Hamiltonian systems. splitting methods, irreversible dynamics,
high order method
AMS Subject Classification: 65M12, 35Q56, 35K57
1 Introduction
The goal of the present article is to derive arbitrary order splitting integrators for irreversible
problems. We are mainly interested in dissipative pseudo-differentiable problems which cannot be
solved neither by lines methods nor by usual splitting integrators with negative steps. In order to
avoid negative steps, symplectic methods with complex steps are proposed in the literature, but
in this case analytic properties on the operators are required. These assumptions on the operators
restrict the application of this kind of methods to reaction–diffusion type problems.
In this article we obtain integrators that, at the same time, avoid the use of negative steps
and do not require special assumptions on the operator, as well as they exploit the simplicity of
the decomposition of the original problem. These methods can also be applied to problems with
nonlocal nonlinearities as it is shown below. It is possible to build arbitrary high order integrators
for which the number of basic steps is lower than previous symplectic methods. Moreover, these
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methods can naturally be parallelized. In this work, we present a rigorous proof of the convergence
of the proposed methods, and we also test their performance in several examples of interest.
We study the initial value problem{
∂tu = A0 u+ A1(u),
u(0) = u0,
(1.1)
where A0 is a linear closed operator densely defined in D(A0) ⊂ H, H is a Hilbert space, which
generates a quasicontraction semi-group of operators. We assume that the nonlinear term A1 : H→
H is a smooth mapping with A1(0) = 0. In many problems of interest, the partial equations
∂tu =A0 u, (1.2a)
∂tu =A1(u), (1.2b)
can be easily solved either analytically or numerically, which enable to find approximated solutions
of the problem (1.1) applying in turn the flows φ0 and φ1 associated to each partial problem (1.2a)
and (1.2b) respectively.
There exist many numerical integration methods for (1.1) based on splitting methods, the most
known are the Lie–Trotter and Strang methods defined by
ΦLie(h, u) =φ1(h, φ0(h, u)),
ΦStrang(h, u) =φ0(h/2, φ1(h, φ0(h/2, u))),
where h is the time step of the numerical integration. It can be proved that ΦLie has order 1
and ΦStrang has order 2, where the order q represents the greatest natural number such that the
truncation error between the real flow φ of the equation (1.1) and the numerical method Φ satisfies
‖φ(h, u)− Φ(h, u)‖H ≤ C(u)h
q+1
for 0 < h < h∗.
A highly known example of problem (1.1) is the nonlinear Schro¨dinger equation (NLS)
∂tu = i∆u+ i|u|
2u, (1.3)
where the partial flows associated to each term of the equation are given by
φ0(t, u) = exp(it∆)u,
φ1(t, u) = exp(it|u|
2)u,
which represent the evolution of a free particle and self–phase modulation respectively. This is not
exactly the problem we are interested in solving since A0 generates a strongly continuous group of
operators, that is we are in the presence of a reversible system. In [21], [19] and [24], the authors
present numerical integrators for Hamiltonian systems of order q = 3, 4, 2n respectively, which are
known as symplectic integrators. The general form of this methods is the following:
ΦSym(h) = φ1(bmh) ◦ φ0(amh) ◦ · · · ◦ φ1(b1h) ◦ φ0(a1h), (1.4)
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with a1 + · · ·+ am = b1 + · · ·+ bm = 1. In the pioneering work [21], a symplectic operator ΦSym of
order 3 is presented, taking a1 = 7/24, a2 = 3/4, a3 = −1/24 and b1 = 2/3, b2 = −2/3, b3 = 1. In
[19] a symplectic operator of order 4 is considered, where
a1 = a4 =
1
2(2− 21/3)
, a2 = a3 = −
21/3 − 1
2(2− 21/3)
,
b1 = b3 =
1
2− 21/3
, b2 = −
21/3
2− 21/3
, b4 = 0.
In [24], Yoshida presents a systematic way to obtain integrators of arbitrary even order, based on
the Baker–Campbell–Hausdorff formula. These integrators can be set inductively
ΦSym,2n+2(h) = ΦSym,2n(z1h) ◦ ΦSym,2n(z0h) ◦ ΦSym,2n(z1h),
with z0 + 2z1 = 1 and z
2n+1
0 + z
2n+1
1 = 0. The total number of steps of the method of order q = 2n
is ST = 3
n. Nevertheless, for order q = 6, 8 there can be shown symplectic integrators with 8 and
16 steps respectively.
In the last years, many authors started the rigorous study of the convergence of the symplectic
methods applied to Hamiltonian systems in infinite dimension. In [5] the NLS problem given by
(1.3) in dimension 2 is considered and it is proved the convergence of the Lie–Trotter and Strang
methods in L2(R2) with order 1 and 2 respectively (see also [11] and [12]). In [18] and [13] similar
results are proved for the Gross–Pitaevskii equation given by:
i∂tu = −∆u + |x|
2u+ |u|2u,
In both cases, the solutions are needed to be differentiable with respect to time, and therefore initial
data in D(Ak0) is considered, where A0 is the corresponding differential operator.
The symplectic methods with order q > 2 require some step to be negative (see [14]), inhibiting
its application to irreversible problems. In [7], the authors develop splitting methods for irreversible
problems, that use complex time steps having positive real part: going to the complex plane allows
to considerably increase the accuracy, while keeping small time steps. The total number of steps
using the so called triple jump method of order q = 2n is ST = 3
n−1 for order not greater than 8
and for the quadruple jump method is ST = 4 × 3
n−2 for order not greater than 12. Finally we
recall that the rigorous approach given in this article is based upon the results for linear operators
given in [16] while the nonlinear problem is only formally discussed.
Since our interest is focused on irreversible pseudo–differential problems, the paradigmatic ex-
ample we have in mind is the regularized cubic Schro¨dinger equation:
∂tu = i∆u− (−∆)
βu+ i|u|2u, (1.5)
where 0 < β < 1. It is natural to split the problem into the linear equation ∂tu = i∆u − (−∆)
βu
and the ordinary differential equation system given by u˙ = i|u|2u, where the linear problem is ill-
posed for negative times. Note that the same procedure can be applied to nonlocal nonlinearities
like convolution potentials as it is done in example 4.3 below (see also example 4.1 in [6]). Since
i∆ − (−∆)β is a pseudo–differential operator, it can not be discretized in space in order to use
some method of lines, as Runge–Kutta schemes. Observe that the strongly continuous semigroup
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generated by the linear part of equation (1.5) can not be extended to an open sector {z ∈ C :
| arg(z)| < θ} since its spectrum is {−iλ − λβ : λ ≥ 0} 6⊆ {λ ∈ C : arg|λ − ω| ≥ π/2 + θ} for any
ω ∈ R, contrary to Hille–Yosida–Phillips theorem (see [20], theorem X.47b). Therefore, splitting
methods with complex times described in [7] can not be used. The case β = 1 corresponds to the
complex Ginzburg–Landau equation (see [4] and references there):
∂tu = a∆u+ b|u|
2u, (1.6)
where a, b ∈ C with Re(a) > 0. The spectrum of the operator a∆ is σ(a∆) = {−aλ : λ ≥ 0} and
generates a strongly continuous semi-group on the open sector {z ∈ C : | arg(z)| < π/2− | arg(a)|}.
In [7], it is shown that the arguments of the complex steps grow with the order of the method,
exceeding the value π/2 − | arg(a)| for order high enough. Therefore, among integrators proposed
in [7], only the low-order methods can be used.
In this work, we present a family of splitting type methods for arbitrary order with positive time
step, that exploit the simplicity of the partial flows in non reversible problems. Here we describe
the methods proposed: given the associated flows φ0, φ1 of the partial problems, we define the maps
Φ+(h) = φ1(h) ◦ φ0(h), Φ
−(h) = φ0(h) ◦ φ1(h) and Φ
±
m(h) = Φ
±(h) ◦ Φ±m−1(h) with Φ
±
1 = Φ
±, and
consider the following methods:
Φ(h) =
s∑
m=1
γmΦ
±
m(h/m) (asymmetric), (1.7a)
Φ(h) =
s∑
m=1
γm(Φ
+
m(h/m) + Φ
−
m(h/m)) (symmetric). (1.7b)
We will show below that under appropriated assumptions, the integrators given by (1.7a) and (1.7b)
are convergent with order q, if γ = (γ1, . . . , γs) satisfies the following conditions
1 = γ1 + γ2 + · · ·+ γs,
0 = γ1 + 2
−kγ2 + · · ·+ s
−kγs, 1 ≤ k ≤ q − 1,
(1.8a)
1
2
= γ1 + γ2 + · · ·+ γs,
0 = γ1 + 2
−2kγ2 + · · ·+ s
−2kγs, 1 ≤ k ≤ n− 1,
(1.8b)
respectively, where 2n = q. The first method (1.7a) is the h-extrapolation of the first order Lie–
Trotter splitting method and the second method (1.7b) is the h2-extrapolation of the symmetrization
of this method. The general extrapolation technique is described in [15] and an application of these
techniques applied to classical Hamiltonian systems is shown in [9].
The possibility of computing Φ±m simultaneously, allows to reduce significantly the total time
of computation using multiple processors. The total number of steps for (1.7a) is given by ST =
2
∑
γm 6=0
m and ST = 4
∑
γm 6=0
m for (1.7b). Neglecting the communication time between the
processors, the total time of computation working in parallel, turns out to be proportional to
SP = 2max
γm 6=0
m in both cases. The system (1.8a) has solution for s ≥ q, and hence there exist
methods of arbitrary order q with SP = 2q and ST = q(q+1). On the other side, the system (1.8b)
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has solution for s ≥ n, which shows that there exist integrators of arbitrary even order q = 2n with
SP = q and ST = q(q/2+1), using the double of processors. As it can be seen the minimum number
of steps working in parallel for the symmetric method is smaller than the corresponding one for
the asymmetric method. Also, in the examples considered below, the symmetric method presents
less error than the asymmetric method. These two latter issues pointed out justify the choice of
the symmetric method over the asymmetric one. Even using one single processor, the total number
of steps grows quadratically with the order, while both methods presented in [24] and [7] have an
exponential growth.
The paper is organized as follows: In section 2 we give the basic definitions and preliminary
results. We define the stability and uniform stability bounds for an application which extend
the logarithmic norm notion given in [10]. Following the ideas of [5], [18] and [13], we consider a
decreasing sequence of dense subspaces where the flows are repeatedly differentiable. In section 3 we
prove consistency and stability results for the methods (1.7), from where we deduce the convergence
in the standard way. In section 4 we give several examples of the application of the methods to
initial value problems for ODE’s and irreversible PDE’s.
2 Notation and preliminary results
From now on, we will denote φ the flow of the equation (1.1), φ0 and φ1 the flows associated to
the respective partial problems (1.2a) and (1.2b). Also, we will write Φ± the maps defined by
Φ+(h) = φ1(h) ◦ φ0(h), Φ
−(h) = φ0(h) ◦ φ1(h) and Φ
±
m(h) = Φ
±(h) ◦ Φ±m−1(h) with Φ
±
1 = Φ
±.
Finally, we will use the letter Φ for the numerical integrators given by (1.7a) and (1.7b).
In the next subsections we will give some preliminary results which will be used in section
3. Subsection 2.1 provides combinatorial results necessary to prove the consistency in subsection
3.1. The proof of stability given in subsection 3.2 requires the results for stable maps proved in
subsection 2.2. In order to prove theorems 3.1 and 3.2 we establish the concept of compatible flows
given in subsection 2.3.
2.1 Combinatorial results
For a multiindex β = (β1, . . . , βr) ∈ N
r, we define β! = β1! . . . βr! and Ir,k = {β ∈ N
r : β1+ · · ·+βr =
k} which satisfy Nr =
⋃∞
k=1 Ir,k.
Remark 2.1. It holds Ir,k = ∅ if r > k, Ik,k = {(1, . . . , 1)} and for r+s ≤ k, Ir+s,k =
⋃k−r
j=s Ir,k−j×Is,j.
We will need the following lemmas. We will give an outline of the proof of the first lemma and
skip the proof of the second one.
Lemma 2.2. Let q ∈ N, if γ = (γ1, . . . , γs) satisfies the conditions (1.8a), then for 1 ≤ k ≤ q, it
holds that
s∑
m=r
(
m
r
)
m−kγm =0, r = 1, . . . , k − 1,
s∑
m=k
(
m
k
)
m−kγm =
1
k!
.
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Proof. We consider the falling factorial (x)k = x(x−1) . . . (x−k+1), which is a monic polynomial of
degree k such that (x)k =
∑k
j=0 S(k, j)x
j . Then, for any natural number m satisfying 0 ≤ m ≤ k−1,
we have that (m)k = 0 and therefore
∑k
j=0 S(k, j)m
j = 0. For the second equality we use that for
1 ≤ r ≤ k − 1
s∑
m=r
(
m
r
)
m−kγm =
1
r!
s∑
m=r
(m)rm
−kγm = −
1
r!
r−1∑
m=1
r∑
j=0
S(r, j)mj
γm
mk
= 0
where we have used the hypothesis on the second equality. Analogously for the first equality we
have:
k!
s∑
m=k
(
m
k
)
m−kγm =
s∑
m=k
(m)km
−kγm = 1−
k−1∑
m=1
(∑k
j=0 S(k, j)m
j
mk
)
γm = 1
where we have used the hypothesis on the second equality.
Lemma 2.3. Let n ∈ N, if γ = (γ1, . . . , γs) satisfies the conditions (1.8b), then for 1 ≤ k ≤ q = 2n,
it holds that
s∑
m=1
[(
m
r
)
+ (−1)k+r
(
m+ r − 1
m− 1
)]
m−kγm =0, r = 1, . . . , k − 1,
s∑
m=1
[(
m
k
)
+
(
m+ k − 1
m− 1
)]
m−kγm =
1
k!
.
Proof. The proof is similar to the previous lemma.
2.2 Stable maps
Let H be a Hilbert space, and ϕ : R+ × H→ H a continuous map such that ϕ(h) = ϕ(h, ·) : H→ H
is Lipschitz continuous and ϕ(0) = I, we define
Λ(ϕ, h) = sup
u,u′∈H
u 6=u′
‖ϕ(h, u)− ϕ(h, u′)‖H
‖u− u′‖H
.
We say that ϕ is stable if κ(ϕ) = lim suph↓0 h
−1(Λ(ϕ, h)− 1) < ∞. For any κ > κ(ϕ), there exists
h∗(κ) > 0 such that
Λ(ϕ, h) ≤ 1 + κh ≤ eκh,
if 0 < h < h∗ = h∗(κ). For ϕ a linear flow, κ(ϕ) is the logarithmic norm of the generator (see [10]).
A map ϕ is called uniformly stable if
µ(ϕ) = lim sup
h↓0
h−1Λ(ϕ− I, h) <∞.
Since Λ(ϕ, h) ≤ 1 + Λ(ϕ − I, h), uniform stability implies stability. Observe that the family of
(uniformly) stable maps is scale-invariant and if ϕλ(h, u) := ϕ(λh, u) with λ > 0, then κ(ϕλ) =
λκ(ϕ), µ(ϕλ) = λµ(ϕ). If ϕ is a quasicontraction semi-group then ϕ is stable but it is uniformly
stable if and only if the infinitesimal generator is a bounded operator.
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Proposition 2.4. If φ0, φ1 are (uniformly) stable, then the map ϕ defined by ϕ(h, u) = φ0(h, φ1(h, u)),
is (uniformly) stable and κ(ϕ) ≤ κ(φ0) + κ(φ1) (µ(ϕ) ≤ µ(φ0) + µ(φ1)).
Proof. Since Λ(ϕ, h) ≤ Λ(φ0, h)Λ(φ1, h), it follows that
Λ(ϕ, h)− 1
h
≤
Λ(φ0, h)− 1
h
+ Λ(φ0, h)
Λ(φ1, h)− 1
h
,
using that Λ(φ0, h)→ 1, we get the stability. Writing ϕ− I = (φ0 − I) ◦ φ1 + φ1 − I, we have
Λ(ϕ− I, h) ≤ Λ(φ0 − I, h)Λ(φ1, h) + Λ(φ1 − I, h).
and then µ(ϕ) ≤ µ(φ0) + µ(φ1).
Let {Φm}1≤m≤s be a family of stable maps and Φ an affine combination, i.e. Φ = γ1Φ1+· · ·+γsΦs
with γ1 + · · ·+ γs = 1, it is easy to see that
Λ(Φ, h) ≤
s∑
m=1
|γm|Λ(Φm, h),
therefore, Φ is not necessarily a stable map (but it is true for convex combinations). We have
Proposition 2.5. If {Φm}1≤m≤s is a family of uniformly stable maps, then an affine combination
Φ is uniformly stable.
Proof. Writing I = γ1I + · · · + γsI and Φ − I = γ1(Φ1 − I) + · · · + γs(Φs − I), therefore we get
µ(Φ) ≤
∑
1≤m≤s |γm|µ(Φm).
2.3 Compatible flows
Let {Hk}k≥0 be a sequence of Hilbert spaces satisfying Hk+1 →֒ Hk, we define for k ≥ 0
Dk = {f ∈ C
∞(Hk,H0) : f |Hk+l ∈ C
∞(Hk+l,Hl) for all l ≥ 0}.
We can see that if f ∈ Dk and g ∈ Dj, then f ◦ g ∈ Dj+k. Let ϕ ∈ C([0, h∗) × H0,H0), we say
that ϕ is compatible with {Hk}k≥0 if and only if for l, k ≥ 0, ϕ ∈ C
k,∞([0, h∗) × Hk+l,Hl). As
an example, let A : D(A) → H be a self–adjoint operator, if we take Hk = D(A
k) with the inner
product 〈u, v〉Hk = 〈u, v〉H+ 〈A
ku,Akv〉H, we see that A
k ∈ Dk. Assume ϕ is the unitary group with
infinitesimal generator iA, we have ϕ is compatible with {Hk}k≥0 and
∂k
∂hk
ϕ(h, u) = ϕ(h, (iA)ku).
Let f ∈ Dj and ϕ compatible with {Hk}, we have f ◦ϕ ∈ C
k,∞([0, h∗)×Hj+k+l,Hl). Then we define
the linear operator Lk[ϕ] : Dj → Dj+k as
(Lk[ϕ]f)(u) =
∂k
∂hk
f(ϕ(h, u))
∣∣∣∣
h=0
,
with u ∈ Hj+k.
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Lemma 2.6. If ϕ and ψ are compatible with {Hk}k≥0, then ϕ ◦ ψ also is compatible with {Hk}k≥0
and satisfies
Lk[ϕ ◦ ψ] =
k∑
j=0
(
k
j
)
Lk−j[ψ]Lj [ϕ].
Proof. Let θ(τ, η, u) = ϕ(τ, ψ(η, u)), since ψ ∈ Ck−j,∞([0, h∗) × Hk+l,Hj+l) and ϕ ∈ C
j,∞([0, h∗) ×
Hj+l,Hl) for 0 ≤ j ≤ k, then θ ∈ C
j,k−j,∞([0, h∗)×[0, h∗)×Hk+l,Hl). Therefore, ϕ◦ψ ∈ C
k,∞([0, h∗)×
Hk+l,Hl) and then is compatible with {Hk}k≥0. Given f ∈ Dl, for any u ∈ Hk+l it is satisfied
(Lk[ϕ ◦ ψ]f)(u) =
k∑
j=0
(
k
j
)
∂k
∂ηk−j∂τ j
f(θ(τ, η, u))
∣∣∣∣
(τ,η)=(0,0)
=
k∑
j=0
(
k
j
)
∂k−j
∂ηk−j
(Lj[ϕ]f)(ψ(η, u))
∣∣∣∣
η=0
=
k∑
j=0
(
k
j
)
(Lk−j[ψ]Lj [ϕ]f)(u).
Lemma 2.7. If ϕ is a flow, compatible with {Hk}k≥0, then Lk[ϕ] = (L1[ϕ])
k.
Proof. The proof is by induction, suppose the result holds for 1 ≤ j ≤ k−1, using the lemma above
we obtain that
Lk[ϕ ◦ ϕ] = 2Lk[ϕ] +
k−1∑
j=1
(
k
j
)
Lk−j[ϕ]Lj [ϕ]
= 2Lk[ϕ] +
k−1∑
j=1
(
k
j
)
(L1[ϕ])
k−j (L1[ϕ])
j = 2Lk[ϕ] + (2
k − 2) (L1[ϕ])
k .
Since ϕ(h) ◦ ϕ(h) = ϕ(2h), it is obtained that Lk[ϕ ◦ ϕ] = 2
kLk[ϕ], which implies the result for
j = k.
3 Convergence
3.1 Consistency
The next two theorems ensures consistency results for the schemes given by (1.7a) and (1.7b), when
the coefficients of the affine combination that defines the methods Φ satisfy the algebraic conditions
(1.8a) and (1.8b), respectively.
Let {Hk}k≥0 be a sequence of Hilbert spaces satisfying Hk+1 →֒ Hk. We will assume that the
flow φ associated to (1.1) and the partial flows φ0 and φ1 are compatible with {Hk}k≥0. We have
the following consistency results:
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Theorem 3.1 (Asymmetric case). For any q ∈ N, γ = (γ1, . . . , γs) satisfying (1.8a) and u ∈ Hq,
the method Φ given by (1.7a) satisfies
∂kΦ
∂hk
(0, u) =
∂kφ
∂hk
(0, u),
for k = 0, . . . , q.
Theorem 3.2 (Symmetric case). For any n ∈ N, γ = (γ1, . . . , γs) satisfying (1.8b) and u ∈ Hq
with q = 2n, the method Φ given by (1.7b) satisfies
∂kΦ
∂hk
(0, u) =
∂kφ
∂hk
(0, u),
for k = 0, . . . , q.
3.1.1 Asymmetric case
We prove the consistency of method (1.7a) using lemma 2.6 and lemma 2.2.
Proposition 3.3. Let ϕ ∈ C([0, h∗)×H,H) be a compatible map with {Hk}k≥0 satisfying ϕ(0) = I.
Let ϕ1 = ϕ and ϕm+1 = ϕ ◦ ϕm, then
Lk[ϕm] =
k∑
r=1
(
m
r
) ∑
β∈Ir,k
k!
β!
Lβ1[ϕ] . . . Lβr [ϕ].
Proof. Using lemma 2.6, we get that
Lk[ϕm+1] = Lk[ϕm] + Lk[ϕ] +
k−1∑
j=1
(
k
j
)
Lk−j[ϕm]Lj [ϕ],
applying induction and using remark 2.1, we obtain the result.
Proposition 3.4. For any q ∈ N and γ = (γ1, . . . , γs) satisfying (1.8a), the method Φ given by
(1.7a) satisfies Lk[Φ]I = (L1[Φ
±])
k
I, for k = 1, . . . , q.
Proof. Since Lk[Φ]I =
∑s
m=1m
−kγmLk[Φ
±
m]I, using proposition 3.3 we can see that
Lk[Φ]I =
k∑
r=1
(
s∑
m=1
(
m
r
)
m−kγm
) ∑
β∈Ir,k
k!
β!
Lβ1[Φ
±] . . . Lβr [Φ
±]I,
from lemma 2.2, we get Lk[Φ]I =
∑
β∈Ik,k
1
β!
Lβ1 [Φ
±] . . . Lβr [Φ
±]I = (L1[Φ
±])
k
I.
Proof. (theorem 3.1) Since Φ+ = φ1 ◦ φ0, from lemma 2.6 it holds that L1[Φ
+] = L1[φ0] + L1[φ1] =
L1[φ]. In the same way it follows that L1[Φ
−] = L1[φ]. Using proposition 3.4 we obtain that
∂kΦ
∂hk
(0, u) =
(
L1[Φ
±]
)k
I(u) = (L1[φ])
k I(u)
and the theorem follows from lemma 2.7.
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3.1.2 Symmetric case
If φ0, φ1 were reversible flows, then it would hold Φ
−(h)◦Φ+(−h) = I and using lemma 2.6 we would
obtain that Mk, defined below by (3.1), is identically zero. We get the same result for irreversible
flows:
Lemma 3.5. Let Mk : D0 → Dk be the operator given by
Mk =
k∑
j=0
(−1)j
(
k
j
)
Lj [Φ
+]Lk−j[Φ
−], (3.1)
then Mk = 0.
Proof. Using lemma 2.6 for Φ± and lemma 2.7,
Mk =
k∑
j=0
j∑
i=0
k−j∑
l=0
(−1)j
(
k
j
)(
j
i
)(
k − j
l
)
L1[φ0]
j−iL1[φ1]
k+i−j−lL1[φ0]
l.
Interchanging the order of summation, considering n = j − i and using the identity(
k
n+ i
)(
n+ i
i
)(
k − n− i
l
)
=
(
k − n− l
i
)
k!
n!l!(k − n− l)!
,
we can write Mk as
Mk =
k∑
n=0
(−1)n
k−n−1∑
l=0
(
k−n−l∑
i=0
(−1)i
(
k − n− l
i
))
k!
n!l!(k − n− l)!
×
× L1[φ0]
nL1[φ1]
k−n−lL1[φ0]
l +
k∑
n=0
(−1)n
(
k
k − n
)
L1[φ0]
k.
Since
∑k−n−l
i=0 (−1)
i
(
k−n−l
i
)
= 0, we have the result.
Proposition 3.6. For m ≥ 1 it holds that
Lk[Φ
−
m] = (−1)
k
k∑
r=1
Cm,r
∑
β∈Ir,k
k!
β!
Lβ1 [Φ
+] . . . Lβr [Φ
+],
where Cm,r = (−1)
r
(
m+r−1
r
)
.
Proof. We proceed by induction in m and in k: for m = 1, eliminating Lk[Φ
−] from (3.1) we have
Lk[Φ
−] = −
k∑
j=1
(−1)j
(
k
j
)
Lj [Φ
+]Lk−j[Φ
−],
by inductive hypothesis for k − j < k and using remark 2.1 we obtain the case m = 1. Applying
lemma 2.6 to Φ−m+1 = Φ
− ◦ Φ−m and using Cm+1,r =
∑r
s=0Cm,sC1,r−s, we have the result.
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Proposition 3.7. If γ satisfies conditions (1.8b), then the method Φ defined by (1.7b) satisfies
Lk[Φ]I = (L1[Φ
+])kI for k = 0, . . . , 2n.
Proof. Applying proposition 3.3 to Φ+, using proposition 3.6 and lemma 2.3 the result may be
concluded.
Proof. (theorem 3.2) From proposition 3.7 we have
∂kΦ
∂hk
(0, u) = (L1[Φ
+]kI)(u) = (L1[φ]
kI)(u),
and the theorem follows from lemma 2.7.
3.2 Stability
Assume that A0 and A1 are Lipschitz continuous maps. Using Duhamel integral and Gronwall
inequality one can deduce that the associated flows φ0 and φ1 and the affine method Φ are uniformly
stable. Except for ordinary differential equations, this is not the case. However, if A = A0 + A1,
where A0 is the infinitesimal generator of quasicontraction semi-group and A1 is a locally Lipschitz
continuous map, we show that the affine methods are stable.
Proposition 3.8. Let φ0 be a quasicontraction semi-group, that is
‖φ0(h, u)‖H ≤ e
κ0h‖u‖H
and φ1 a uniformly stable map, then the method Φ given by (1.7) is a stable map.
Proof. We give the proof only for the symmetric case (1.7b). Using φ0 = 2
∑s
m=1 γmφ0, we see that
Φ = φ0 +
∑s
m=1 γm(ψ
+
m + ψ
−
m), where ψ
±
m(h) = φ
±
m(h/m)− φ0(h). Thus, we have
Λ(Φ, h)− 1 ≤ Λ(φ0, h)− 1 +
s∑
m=1
|γm|(Λ(ψ
+
m, h) + Λ(ψ
−
m, h)).
We use an inductive argument to show that
lim sup
h↓0
h−1Λ(ψ±m, h) ≤ µ(φ1). (3.2)
For m = 1, since ψ+1 (h) = (φ1(h)− I) ◦ φ0(h), ψ
−
1 (h) = φ0(h) ◦ (φ1(h)− I), we obtain that
Λ(ψ±1 , h) ≤ Λ(φ1 − I, h)Λ(φ0, h)
and using that limh↓0 Λ(φ0, h) = 1, it yields
lim sup
h↓0
h−1Λ(ψ±1 , h) ≤ µ(φ1).
For m > 1, it holds that
ψ±m(h) =ψ
±
1 (h/m) ◦ φ
±
m−1(h/m) + φ0(h/m) ◦ ψ
±
m−1((m− 1)h/m),
hence
Λ(ψ±m, h) ≤Λ(ψ
±
1 , h/m)Λ(φ
±
m−1, h/m) + Λ(φ0, h/m)Λ(ψ
±
m−1, (m− 1)h/m).
By inductive hypothesis and since lim
h→0
Λ(φ±m−1, h) = 1 for all m, we get (3.2) and therefore κ(Φ) ≤
κ0 + 2
∑s
m=1 |γm|µ(φ1).
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3.3 Convergence results
The proof of convergence falls naturally from consistency and stability in the usual way. For the
sake of completeness we will give a general result in this regard.
Theorem 3.9. Let Φ ∈ C([0, T ]×H,H) and u ∈ C([0, T ], H) such that:
1. Given R > 0, there exists κ > 0 such that ‖Φ(t, u)−Φ(t, v)‖H ≤ e
κt‖u− v‖H for all t ∈ [0, T ]
and u, v ∈ BR(0).
2. There exists a constant C > 0 such that
‖u(t+ h)− Φ(h, u(t))‖ ≤ Chq+1. (3.3)
Given u0 ∈ H, there exists δ such that if U0 ∈ H satisfies ‖u0 − U0‖H < δ and 0 < h < T , then the
sequences Un = Φ(h, Un−1) and un = u(nh) are defined for n ≤ [T/h] and satisfies
‖un − Un‖H ≤ e
κnh‖u0 − U0‖H + C
eκnh − 1
κ
hq.
Proof. The proof is by induction on n. Let R = 2 max
t∈[0,T ]
‖u(t)‖H, and κ given by 1), taking δ > 0
eκT δ + C
eκT − 1
κ
hq < R/2,
using inductive hypothesis, we obtain
‖Un−1‖H ≤‖un−1‖H + ‖Un−1 − un−1‖H
≤R/2 + eκ(n−1)h‖u0 − U0‖H + C
eκ(n−1)h − 1
κ
hq
≤R/2 + eκT δ + C
eκT − 1
κ
hq < R.
From (1) we get that ‖Φ(h, un−1)− Φ(h, Un−1)‖H ≤ e
κh‖un−1 − Un−1‖H and therefore using (2) we
obtain
‖un − Un‖H ≤ e
κh‖un−1 − Un−1‖H + Ch
q+1. (3.4)
Using eκh ≥ 1 + κ h, the proof is complete.
The result of convergence concerning problem (1.1) will be deduced as a corollary of the latter
theorem (3.9), for which we will need some assumptions that are not particularly restrictive in our
context. We will assume:
1. φ, φ0, φ1 are compatible with {Hk}k≥0, a sequence of Hilbert spaces with H0 = H and Hk+1 →֒
Hk.
2. Given R > 0, there exists h∗ > 0 such that for any k ≥ 0, if u ∈ BH(0, R) ∩ Hk, then φ(t, u),
φ0(t, u) and φ1(t, u) are defined on [0, h
∗].
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3. The maps φ0, φ1 satisfy the hypothesis of proposition 3.8 on BH(0, R).
Remark 3.10. Note that (2) implies, by decreasing h∗ if necessary, φ±m(t, u0) and Φ(t, u0) are defined
on [0, h∗].
Remark 3.11. These conditions may seem too restrictive, nevertheless they are satisfied in many
evolution problems. As an example, we consider the NLS equation with H = Hσ(Rd) the Sobolev
spaces consisting of the σ times derivable functions and Hk = H
σ+2k(Rd). Clearly, the unitary group
generated by i∆ is compatible with {Hk}k≥0. It is known that if σ > d/2, the spaces Hk are Banach
algebras with the punctual product of functions, therefore any application as A1(u) = P (u, u
∗),
where P is a polynomial such that P (0, 0) = 0, turns out to be locally Lipschitz in Hk, implying
the existence of the flow φ1. Being A1 a polynomial application, is infinitely derivable and its
derivatives are locally Lipschitz, proving that the flow φ1 is compatible with {Hk}k≥0. From the
following estimate
‖A1(u)‖Hk ≤ C(‖u‖H)‖u‖Hk ,
we deduce that the times of existence of the solutions do not depend on k. We refer to [8] for the
proof of the mentioned properties of the flow φ associated to the NLS initial value problem.
Corollary 3.12. Let φ0, φ1 be the associated flows of the partial problems (1.2a), (1.2b) and φ the
flow of (1.1) satisfying assumptions (1),(2) and (3). Let Φ be defined by (1.7a) or (1.7b) with
γ = (γ1, . . . , γs) satisfying (1.8a) or (1.8b) respectively. Then, given u0 ∈ Hq+1 and u(t) = φ(t, u0)
the maximal solution of (1.1) defined on [0, T∗), for any T ∈ (0, T∗) there exist h∗, δ, κ, C such that
if U0 ∈ Hq+1 satisfies ‖u0 − U0‖ < δ and 0 < h < h∗, then the sequence Un = Φ(h, Un−1) is defined
for n ≤ [T/h] and satisfies
‖φ(nh, u0)− Un‖H ≤ e
κnh‖u0 − U0‖H + C
eκnh − 1
κ
hq.
Proof. We begin by noting that, as a consequence of remark 3.10, there exists h∗ > 0 such that
φ(t, u) and Φ(t, u) are defined on [0, h∗] for all u ∈ BH(0, R)∩Hq+1. It is enough to prove assumptions
(1) and (2) of theorem 3.9. Condition (1) is a straightforward consequence of proposition 3.8.
Being φ and Φ compatible with {Hk}k≥0 we have that φ,Φ ∈ C
q+1,∞([0, h∗]×Hq+1, H). Then,
since u(t+h) = φ(h, u(t)), condition (2) is concluded from theorem 3.1 (or 3.2) and Taylor formula.
The computation of Φ requires to solve exactly the partial problems. Besides some simple cases
of ordinary differential equations, this is not possible. In what follows we will show that we can
define integration methods of order q using suitable approximations of the flows φ0 and φ1. Let
Ψ ∈ C([0, h∗)× H,H) satisfying
‖Ψ(h, u)− Φ(h, u)‖H ≤ ρ (3.5)
for u ∈ BH(R, 0). Let V0 = U0 and Vn = Ψ(h, Vn−1), from the stability of Φ we get that
‖Un − Vn‖H ≤ C
eκnh − 1
eκh − 1
ρ.
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Let ψj be an approximation of φj such that ‖φj(h, u) − ψj(h, u)‖H ≤ Ch
q+1, for j = 0, 1. Then
the map Ψ defined by (1.7) with ψj in place of φj satisfies the condition (3.5) with ρ = Ch
q+1 and
consequently the method Ψ satisfies
‖un − Vn‖H ≤ e
κnh‖u0 − V0‖H +M
eκnh − 1
κ
hq. (3.6)
We consider the following example. Let {un}n∈N be an orthonormal basis of H and φ0(t, u) =∑
n∈N e
αnt〈un, u〉un with Re(αn) ≤ κ. We define the spaces
Hk = {u ∈ H :
∑
n∈N
|αn|
2k|〈un, u〉|
2 <∞},
so that φ0 becomes compatible with {Hk}k≥0 and satisfies ‖φ0(t, u)‖Hk ≤ e
κt‖u‖Hk . If we take
ψ0(t, u) =
∑
1≤n≤N e
αnt〈un, u〉un, we obtain that
‖φ0(h, u)− ψ0(h, u)‖H ≤ e
κh inf
n>N
|αn|
−k‖u‖Hk .
Hence, if lim inf
n→∞
|αn| = +∞, for h.R > 0, there exists a N = N(h) large enough such that ‖φ0(h, u)−
ψ0(h, u)‖H ≤ Ch
q+1 if u ∈ Hk with ‖u‖Hk ≤ R. From theorem 1.2 in [6], we can see that Un, Vn ∈
BHk(R, 0) for h small enough. Therefore, inequality (3.6) holds.
4 Numerical examples
We present several examples which illustrate the performance of the proposed methods.
4.1 Ordinary differential system
We begin by considering an elementary example which is simple to deal with the proposed methods,
but it would be more expensive to solve with symplectic methods. The bidimensional system{
u˙1 = 4u2 − tan(u1),
u˙2 = −4u1 − tan(u2),
(4.1)
can be splitted in a linear system and a decoupled system. The linear flow is a clockwise rotation,
orbits are showed in figure 1 for concentric circles. Lines that go through the origin are the orbits
of the system u˙j = − tan(uj), which solution is uj(t) = arcsin(e
−t sin(uj,0)). Note that solutions
are not defined for t < ln | sin(uj,0)| ≤ 0, which implies h should be small for symplectic methods
(with negative steps). For initial data (1, 3/2), the solution computed with Runge–Kutta with a
very small h is showed in figure 1, the points are the solution obtained with the symmetric method
Φ of fourth order with s = 2, γ1 = −1/6, γ2 = 2/3 and h = 0.2. It can be seen numerically that for
this step, h = 0.2, the symplectic method proposed in [19] can not be used.
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Figure 1: Flows φ0, φ1 and solution of (4.1) obtained with Φ of fourth order.
4.2 Oscillatory reaction–diffusion system
In this example, we study the behavior of the methods of a reaction–diffusion system, as the ones
shown in [17]. Since this system is an irreversible problem, symplectic methods with negative steps
can not be used. We consider the system
∂tv =∆v + (1− r
2)v − (ω0 − ω1r
2)v,
∂tw =∆w + (ω0 − ω1r
2)v + (1− r2)w,
(4.2)
where r2 = v2 + w2. If u = v + iw, equation (4.2) reads as follows:
∂tu = ∆u+ (1− |u|
2)u+ i(ω0 − ω1|u|
2)u.
The right hand member can be written as A0u+ A1(u), where A0u = ∆u and
A1(u) = (1− |u|
2)u+ i(ω0 − ω1|u|
2)u.
The flow φ1 is given by
φ1(h, u) = ue
h(1 + (e2h − 1)|u|2)−1/2ei(ω0h−ω1/2 ln(1+(e
2h−1)|u|2)).
We will restrict our discussion to L–periodic solutions, flow φ0 can be computed approximately by
using discrete Fourier transform (DFT). Let η be an odd integer, η = 2l + 1 with l ∈ N, consider
(Iηu)(x) =
l∑
ν=−l
Uˆνe
iaνx,
where a = 2π/L and Uˆν is the DFT coefficient given by
Uˆν =
1
η
η−1∑
r=0
Ure
−i2pirν/η =
1
η
η−1∑
r=0
u(Lr/η)e−i2pirν/η.
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Since e−i2pirν/η = e−i2pir(ν±η)/η , it holds that Uˆν = Uˆν±η. From lemma 2.2. in [23], for u ∈ H
σ(T)
with σ > 1/2 we have that
‖u− Iηu‖L2(T) ≤ CL,ση
−σ‖u‖Hσ(T).
Thus we can derive the following proposition.
Proposition 4.1. Let ψ0(h) = φ0(h)Iη, then for u ∈ H
σ(T) with σ > 1/2 it holds that
‖ψ0(h)u− φ0(h)u‖L2(T) ≤ CL,ση
−σ‖u‖Hσ(T).
From the definition of ψ0(h) and using that Uˆν = Uˆν±η, we get
(ψ0(h)u)(Lr/η) =
l∑
ν=−l
Uˆνe
−a2ν2tei2pirν/η =
η−1∑
ν=l+1
Uˆνe
−a2(η−ν)2tei2pirν/η
+
l∑
ν=0
Uˆνe
−a2ν2tei2pirν/η =
η−1∑
ν=0
Uˆνe
−a2λνtei2pirν/η,
where λν = η
2g(ν/η) for 0 ≤ ν ≤ η − 1 and g(ξ) = ξ2 − 2(ξ − 1/2)+.
In [17] the stability of the planar waves
v(x, t) = r∗ cos(θ0 ± ax+ (ω0 − ω1r
∗2)t),
w(x, t) = r∗ sin(θ0 ± ax+ (ω0 − ω1r
∗2)t),
is proven, if L > 2π(3 + 2ω21)
1/2, where r∗ = L−1(L2 − 4π2)1/2 and θ0 is an arbitrary constant (see
also [22]). Taking L = 4π, ω0 = 1, ω1 = 1/2 and u0 = r
∗eiax, we compare methods given by (1.7b)
of order q = 4, 6, 8 with η = 63. A similar analysis to that in remark 3.11 for the quasicontraction
semi-group generated by ∆ shows that the hypothesis of corollary 3.12 are satisfied. The fourth
order method used is the same as the previous example, for the sixth order method we take s = 3,
γ1 = 1/48, γ2 = −8/15 and γ3 = 81/80, for the eighth order method we take s = 4, γ1 = −1/720,
γ2 = 8/45, γ3 = −729/560 and γ4 = 512/315. In figure 2 global errors for T = 10 are shown. We
note that the slopes coincide with the expected order up to the point where the rounding error
dominates the total error. In order to show the stability of the planar waves, we consider the initial
data u˜0(x) = 0.8u0(x) + 0.1 + 2.5e
i2ax − 0.8iei3ax. In figure 3 we can see the evolution of the fourth
order method Φ(t, u˜0) for t ∈ [0, 50], calculated with η = 63 and h = 0.1 and φ(t, u0) is showed in
dashed line.
4.3 Regularized Schro¨dinger–Poisson equation
In this example, we study the 2π–periodic solutions of the regularized Schro¨dinger–Poisson equation{
∂tu = i∂
2
xu− (−∂
2
x)
βu+ i|u|2u+ i(G ∗ |u|2)u,
u(0) = u0,
(4.3)
where 0 < β < 1 and G is a real kernel. Similar equations are considered in [1], [2] and [3], on
bounded domains of Rn as well as on compact manifolds. In order to apply the methods given
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Figure 2: Global Error of Φ vs. h for q = 4, 6, 8
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Figure 3: Re(Φ(t, u˜0)) for t = 0 (left) and t = 50 (right)
by (1.7b), we consider the flow φ0 generated by the linear operator L = i∂
2
x − (−∂
2
x)
β, and the
flow φ1(h, u) = exp(ih(|u|
2 + G ∗ |u|2))u associated to ∂tu = i(|u|
2 + G ∗ |u|2)u. If ρ = |u|2 and
ρ(x, t) =
∑
ν∈Z ρˆν(t)e
iνx, we have
(G ∗ |u|2)(x, t) =
∑
ν∈Z
Gˆν ρˆν(t)e
iνx
Both φ0, φ1 can be numerically solved using discrete Fourier transform as in the example above.
Using FFT, the computational cost of each evaluation is O(η log η), where η is the number of point
in the spatial discretisation.
In order to analyse the performance of the integrators proposed, we consider the exact solutions
u(x, t) = r(t)ei(ν0x+θ(t)), with r(t) = r0e
−|ν0|2βt and
θ(t) = −ν20 t+
1
2
(1 + Gˆ0)r
2
0|ν0|
−2β
(
1− e−2|ν0|
2βt
)
+ θ0.
Note that u(., t) has only one oscillation mode, and taking ν0 as the momentum of the wave as it
is usual, we can say that u is a monokinetic wave. As an example, we consider the Poisson kernel
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given by
G(x) =
sinh(λ)
cosh(λ)− cos(x)
,
then Gˆν = e
−λ|ν|. In figure 4, absolute global errors and relative global errors defined by
Eabs = max
0≤n≤[T/h]
‖un − Un‖L2, Erel = max
0≤n≤[T/h]
‖un − Un‖L2
‖un‖L2
,
are shown, with β = 1/4, T = 4, λ = 1, initial condition u0 = e
i4x and methods varying from fourth
to fourteenth order. The number of points in the spatial discretisation is η = 31 and the temporal
steps h ranging from 0.01 to 2. Like in the example above the slopes coincide with the expected
order up to the point where the rounding error dominates the total error.
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Figure 4: Global error vs. h for q = 4, 6, . . . , 14, absolute error (left) and relative error (right)
For ν0 = 0, it holds u(x, t) = r0e
i2|r0|2t+iθ0 which are time periodic solutions. Multiplying (4.3) by u¯
and integrating by parts, we get
d
dt
‖u‖2L2 = −2‖(−∂
2
x)
β/2u‖2L2 = −2
∑
ν∈Z
ν 6=0
|ν|2β|uˆν|
2 ≤ −2‖Pu‖2L2,
where Pu =
∑
ν 6=0 uˆνe
iνx and therefore the monokinetic solution with ν0 = 0 is the only time
periodic solution.
It is easy to see that the flow φ of equation (4.3) preserves parity, then for any odd initial data
u0, u(t) is an odd function and u(t) = Pu(t) for t > 0. Therefore, it holds d‖u‖
2
L2/dt ≤ −2‖u‖
2
L2
and ‖u‖L2 ≤ e
−t‖u0‖L2. We will test the numerical methods by verifying these properties. Consider
the odd initial data u0(x) = e
cos(2x)+ipi/6 sin(5x), in figure 5 we show the numerical solution obtained
with the eighth symmetric integrator with η = 255 and h = 0.1. Since the higher the frequencies
are, the stronger is the damping, u asymptotically behaves like ae−t−it sin(x). In figure 6(a), it is
shown the evolution of ‖u(., t)‖L2/‖u0‖L2 in continuous line, the function e
−t in dotted line and the
asymptotic behaviour in dashed line.
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Figure 5: Re(Φ(t, u0)) and Im(Φ(t, u0)) for t = 0 (left), t = 2 (center) and t = 10 (right)
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Figure 6: Evolution of ‖u‖L2/‖u0‖L2 vs. time
We also consider a numerical computation with u0(x) = e
cos(2x)+ipi/6(1 − 1.75 cos2(5x)) an even
initial data. Using the same integrator as in the odd case, we see that the solution converges to the
periodic solution u(x, t) ∼ aei2|a|
2t as it is seen in figure 7. In figure 6(b) it can be observed the fast
stabilization of the norm. This suggests that the periodic solutions are limit cycles of the dynamic
given by the equation (4.3).
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Figure 7: Re(Φ(t, u0)) and Im(Φ(t, u0)) for t = 0 (left), t = 2 (center) and t = 10 (right)
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