ABSTRACT Due to the good filter performance for the non-Gaussian noise, the adaptive filters with error nonlinearities have received increasing attention recently. From the viewpoint of the weighted function, in this paper, the existing least mean square (LMS)-based adaptive algorithms with error nonlinearities are divided into three types, i.e., V-shaped, -shaped, and M-shaped algorithms. Then, to obtain the merits of the V-shaped and -shaped algorithms, a new family of robust M-shaped error weighted LMS algorithms is proposed. Their steady-state mean square deviation (MSD) analyses are made, which reveal the learning abilities of error nonlinearities: 1) for the V-shaped algorithm, it can achieve smaller steady state MSD for sub-Gaussian noise than that for super-Gaussian noise; 2) the -shaped algorithm can be used more effectively for super-Gaussian noise than that for sub-Gaussian noise; and 3) the M-shaped algorithm combines the characteristics of the V-shaped and -shaped algorithms. Furthermore, based on the proposed robust M-shaped function, a proportionate normalized robust M-shaped algorithm is presented for echo cancellation application. Finally, Monte Carlo simulations are conducted to verify the theoretical results and to demonstrate the efficiency of the proposed algorithms in different environments.
I. INTRODUCTION
The least mean square (LMS) algorithm has been widely used in system identification, active noise control (ANC), echo cancellation, adaptive equalization, blind source separation (BSS), beamforming, image processing and so on [1] - [5] . It is well-known that the LMS is based on the second-order moment of the error signal, which is commonly recognized as the natural tool in the presence of Gaussian noise. However, real-world signals often exhibit non-Gaussian properties. For example, in the beamforming, sub-Gaussian (light-tailed) signals are frequently encountered [6] . In some ANC applications, mechanical friction, vibration noise, and speech signal are super-Gaussian/impulsive (heavy-tailed) signals [7] . In the BSS, adaptive receivers with multiple antennas, and image denoising, the signal may be the mixed sub-Gaussian and super-Gaussian/impulsive signal [8] - [15] . To improve the filter performance in different non-Gaussian noise environments, several LMS-based algorithms with error nonlinearities have been proposed [16] , [17] .
When the system output is disturbed by sub-Gaussian noise, a higher-order moment of the error signal has been employed as a general tool to design an adaptive algorithm. By use of even powers of the error signal, the least mean fourth (LMF) algorithm and its family have been proposed in [18] . Theoretical results show that the LMF family achieves lower steady-state mean square deviation (MSD) for sub-Gaussian (uniform, binary, etc) noise than that for super-Gaussian (Laplace, etc) noise [18] , [19] . Moreover, for sub-Gaussian noise, the steady-state error of the LMF outperforms the LMS at the same convergence rate. However, the stability of the LMF is dependent on the input signal power, the initialization of adaptive weights, and the nonstationarity of target weights [20] . In order to utilize the higher-order moment of the noise and improve the convergence performance of the LMF, the least mean absolute third (LMAT) [21] , mixed LMS and LMF (mixed LMS-LMF) [22] , least mean logarithmic square (LMLS) [23] , and several other modified versions [24] - [29] have been introduced, where the LMLS and globally stable normalized LMF (GSNLMF) algorithms can be derived from the logarithmic cost function.
Super-Gaussian/impulsive noise generally has more outliers than sub-Gaussian noise [3] . Thus, in the presence of super-Gaussian/impulsive noise interference, the LMS-based algorithm derived from the higher-order moment of the error will suffer from convergence and stability problems. To achieve a good robustness against outliers, the lower-order moment of the error has been widely utilized to design robust adaptive algorithms [30] . Such algorithms include the sign algorithm (SA) [31] , proportionsign algorithm (PSA) [32] , least l p -norm (LMP) algorithm [30] , mixed LMS and sign algorithm (mixed LMS-SA) [33] , least logarithmic absolute difference (LLAD) algorithm [23] , and several other similar versions [34] - [36] . Though these algorithms achieve good robustness against the outliers, the high-order moment information of the noise is not utilized. Moreover, to the best of the authors' knowledge, the steady-state MSD performance of these algorithms for different noise distributions has not yet been well studied in the literature.
It is well-known that the above-mentioned LMS-based adaptive algorithms with error nonlinearities are derived from the corresponding cost functions. Different from the traditional view, based on the difference of the weighted function of the error, the LMS-based adaptive algorithms with error nonlinearities are differentiated into the V-shaped, -shaped, and M-shaped algorithms in this paper. Then, combining the excellent characteristics of the V-shaped and -shaped weighted functions, a new family of robust M-shaped error weighted LMS (NFRMS-LMS) algorithms is introduced. Using the individual weight error variance analysis method [37] , [38] and Taylor series expansion, the analytical expression of steady-state MSD for different weighted functions is derived, which reveals the effects of different noise distributions on the different algorithms. In details, the contributions of this paper for the LMS-based adaptive filters with error nonlinearities are summarized as follows:
(i) The view of the weighted function of the error is firstly proposed. Based on this view, the existing LMS-based adaptive algorithms with error nonlinearities are differentiated into the V-shaped, -shaped, and M-shaped algorithms.
(ii) When sub-Gaussian and impulsive noises appear simultaneously, the NFRMS-LMS algorithms are proposed, in which the higher-order and lower-order moment information of the noise can be jointly used.
(iii) A relationship is revealed between the type of weighted function shapes providing the minimum steadystate MSD and the type of noise.
(iv) Combining the proportionate method and the proposed robust M-shaped function, the proportionate normalized robust M-shaped (PNRMS) algorithm is presented for the acoustic echo cancellation (AEC) application.
The rest of this paper is organized as follows. Section II introduces the concept of the weighted function for LMS-based adaptive filters with error nonlinearities. In Section III, the proposed three categories of the error nonlinearities are presented. In Section IV, the convergence performance is analyzed, followed by the application to acoustic echo cancellation in Section V. Section VI provides simulations. Finally, conclusions are drawn in Section VII.
II. REVIEW OF THE ERROR NONLINEARITIES
Consider the system identification problem. The unknown coefficients and input vector at time instant n are denoted by
respectively, where L is the filter length. The observed signal is assumed to be
where υ n is the additive background noise. The estimated error between the outputs of the unknown system and the adaptive filter is e n = y n − x T nŵ n , wherê w n = [ŵ 1,n ,ŵ 2,n , . . . ,ŵ L,n ] T denotes the adaptive filter tapweights at time n.
The weight update equation of LMS-based adaptive algorithms with error nonlinearities is written in a unified form aŝ
where µ is a step-size, f (e n ) is a nonlinear mapping about e n . Compared to the LMS algorithm, f (e n ) in (2) can be seen as the weighted function of the error. Table 1 lists a number of adaptive algorithms and their corresponding weighted functions. Apparently, the weighted function f (e n ) should be an even function of the error e n .
III. THE PROPOSED THREE CATEGORIES OF ERROR NONLINEARITIES ALGORITHMS
In this section, according to the characteristic of the firstorder derivative of the weighted function, the existing LMSbased adaptive algorithms with error nonlinearities will be firstly differentiated into three categories, i.e., V-shaped, -shaped, and M-shaped algorithms. Then, a new robust M-shaped algorithm is proposed, which combines the superior characteristics of the V-shaped and -shaped algorithms.
A. FIRST CLASS: V-SHAPED ALGORITHM
The V-shaped algorithm is the LMS-based adaptive algorithm using the V-shaped weighted function, which satisfies the condition
where f denotes the first-order derivative of the function f . See Fig. 1 for illustration of the V-shaped weighted function. As shown in Table 1 , the V-shaped algorithms are the LMS-based algorithms mainly derived from the higher-order moment of the error, which can offer better steady-state performance for sub-Gaussian (uniform) noise than that for super-Gaussian (Laplace) noise [6] , [18] , [22] , [39] . VOLUME 5, 2017 TABLE 1. Examples of f (e n ), where ε > 0, 0 < δ < 1, 0 β < 1.
FIGURE 1.
The V-shaped functions f (x) with respect to x, where δ = 0.5, ε = 1.
B. SECOND CLASS: -SHAPED ALGORITHM
The -shaped algorithm is the LMS-based adaptive algorithm using the -shaped weighted function, which satisfies the condition See Fig. 2 for illustration of the -shaped weighted function. The -shaped weighted functions with corresponding adaptive algorithms are summarized in Table 1 . Shown in [30] - [33] , [40] - [46] , the main purpose of the -shaped algorithm is to lessen the adverse effect of impulsive noise and outliers, in which the lower-order moment information of the error is only utilized.
Unlike the V-shaped and -shaped algorithms, the third (M-shaped) category algorithm has the mixed characteristics of the V-shaped and -shaped functions. In other words, it will simultaneously possess the V-shaped and -shaped parts. Thus, the M-shaped algorithm can simultaneously use the higher-order and lower-order information of the noise. Without loss of generality, we firstly list two typical M-shaped curves shown in Fig. 3 . One type is the invertible M-shaped and the other is the non-invertible M-shaped. It can be seen that the invertible M-shaped algorithm uses the V-shaped part for the large error value (i.e., outliers). Thus, this invertible M-shaped algorithm is not robust against impulsive noise and outliers. Compared with the invertible M-shaped algorithm, the non-invertible M-shaped algorithm uses its -shaped part for the outlier to achieve good robust performance. Due to the good robustness of the non-invertible M-shaped function, we mainly focus on this type M-shaped algorithm, which is also named as robust M-shaped algorithm throughout this paper.
As a robust M-shaped algorithm, we wish that the algorithm works as the V-shaped and -shaped algorithms for the sub-Gaussian noise and super-Gaussian/impulsive noise, respectively. To satisfy the performance, we propose a new family of robust M-shaped (NFRMS) functions, where its weighted function is
where ε > 0 is the design parameter. See Fig. 4 for illustration of the M-shaped algorithms.
In the proposed robust M-shaped function, its denominator is with an order higher than the numerator. Using the gradient descent, this algorithm essentially solves the stochastic cost function
and the Hessian matrix of (5) is given by
which is positive semi-definite for ε > 0, p > −1. Thus, the proposed robust M-shaped algorithm will not suffer from the local minimum problem. Remark 1: (i) From the generalized maximum correntropy criterion (GMCC), Chen proposed the GMCC algorithm in [47] . According to our classification in this paper, this GMCC algorithm with α > 2 should belong to the robust M-shaped function. Using the stochastic gradient descent method, this GMCC algorithm can be also derived from the following cost function:
where its Hessian matrix is
Obviously, H GMCC is positive semi-definite only when |e n | 2 < 3/(4λ). Thus, the cost function (7) is not convex for all λ. When using the GMCC algorithm in practice, the parameter λshould be chosen carefully to guarantee the positive semi-definite of H GMCC , the upper bound of which should depend on the model error, input signal x n , and noise level.
(ii) Though the proposed robust M-shaped algorithm combines the performances of the V-shaped and -shaped algorithms, it is different from the adaptive combinations [49] . The adaptive combinations use two filters with different parameters (step-sizes). However, the M-shaped algorithm only uses one filter to achieve the mixed performance of V-shaped and -shaped algorithms. The last column of Table 1 describes the computational complexity of the error weighted function in terms of number of multiplications and additions. It can be seen that the LMS type algorithm has similar computational complexity.
(iii) When choosing −1 < p < 0 and ε |e n | p+1 for all n, the weighted function of the NFRMS-LMS algorithm will be
which is the weighted function of the LMP. At this time, its performance will be similar to the LMP algorithm.
IV. PERFORMANCE ANALYSIS OF LMS-BASED ADAPTIVE ALGORITHMS WITH ERROR NONLINEARITIES
In this section, the convergence and steady-state properties for different shaped functions will be discussed for VOLUME 5, 2017 different noise distributions. The following assumptions are adopted.
Assumption i:
The stationary input signal x n is a zero-mean random sequence with covariance matrix R.
Assumption ii: {υ n } is independent and identically distributed (i.i.d.) with zero-mean and variance σ 2 0 , and is independent of x j for all n and j.
Assumption iii:ŵ n is independent of x n . It is the independent assumption, which is introduced to simplify the analysis in the literatures [50] - [53] .
A. CONVERGENCE CONDITION
In this subsection, the convergence condition of LMS-based adaptive algorithms with error nonlinearities is discussed. Let v n = w opt -ŵ n . Then the weight deviation vector recursion of (2) can be written as
After some simple manipulation, we obtain
For guaranteeing the stability of the recursion, i.e., E v n+1
Remark 2: Using the method in [16] and the Gaussianity assumption of x T n v n for sufficiently long filters, the bound in (11) can be evaluated for general noise as follows:
where λ is the Cramer-Rao bound associated with the underlying estimation process, i.e., using x T nŵ n to estimate the random quantity x T n w opt , and
with e a,n = x T n v n .
B. STEADY-STATE ANALYSIS
In this subsection, we assume that the adaptive algorithm has converged. Applying the property Tr(XY) = (vec(X T )) T vec(Y), the steady-state excess mean square error (EMSE) and MSD are given respectively by
where the independent assumption is used in (14) , vec(•), Tr(·), and I denote stacking the columns, the trace of a matrix, and the identity matrix of appropriate dimension, respectively. From (14) and (15), we know that vec E v ∞ v T ∞ is an important performance measure for the adaptive filtering algorithms.
Firstly, the series expansion of the weighted function f (e n ) with respect to x T n v n around υ n can be written as [17] f
where f represents the second-order derivative of the function f , and O x T n v n 3 denotes the third and higher-power terms of x T n v n . Though this Taylor series representation limits the weighted function f (·) to a restricted class of functions that are differentiable up to second order, this is easily satisfied by approximating it with a suitably smoothed version.
Now we examine the behavior of (2) in the case where the weight error vector is small such that the term O x T n v n 3 in (16) may be neglected relative to the lower-order terms, especially for unbiased algorithms 1 . Then, the weight deviation vector recursion can be written as
By multiplying (17) by v T n+1 from the right, we get that
where υ n (·) is the odd function term with respect to the noise. By using the Kronecker product notation, and the following property [38] that for arbitrary matrices {X, Y, Z} of compatible dimensions,
Eq. (18) can be converted into
Taking expectations of both sides of (20), and invoking Assumptions i-iii, we have
where
The resulting steady-state solution of (21) can be found by
For values of µ that are small enough so that the term µf b B could be ignored in (29), we obtain
Substituting it into (15) yields
For white input signal with R = σ 2 x I, the steady-state MSD is
According to (31) and (33), the steady-state MSD of the LMS-based algorithm with error nonlinearity is not only controlled by the step-size µ and the filter length L, but is also dependent on the distribution of the noise signal, the weighted function f (·) and its first-order derivative f (·). The Appendix discusses the effect of the first-order derivative of the weighted function for binary noise signal. Substituting f = 1 and f = 0 for the LMS algorithm with small step-size condition into (33) yields MSD = µLσ 2 0 /2 [2] . Obviously, it is a function with respect to the variance of the noise, which is independent of the noise distribution. Thus, it is different from the performance of the LMS-based algorithm with error nonlinearity.
In the sequel, the steady-state MSD for the NFRMS-LMS algorithm is presented. Similarly, the final steady-state MSD expression for other weighted functions can be derived, which is not reported here.
1) FOR THE PROPOSED NFRMS-LMS ALGORITHM

For the proposed NFRMS-LMS algorithm, we have
Substituting the following (34a) and (34b):
into (33) yields the steady-state MSD as shown in (35) , as shown at the bottom of this page.
Remark 3 (For the NFRMS-LMS Algorithm With p=2): (i)
If the term |υ n | 3 is sufficiently small so that ε |υ n | 3 , then the steady-state MSD (35) implies that
When ε = 1, it is the steady-state MSD of the LMF [18] . If the noise term |υ n | 3 is sufficiently large such that ε << |υ n | 3 , then the steady-state MSD (35) becomes
From (36) and (37), we observe that the steady-state MSD of the proposed NFRMS-LMS depends on the magnitude of the noise. In other words, for large noise, the steady-state
MSD depends on the negative order moments of the noise due to the fact that the -shaped part works. However, for small noise, the steady-state MSD is related to the higherorder moments due to the fact that the V-shaped part works.
(ii) In the proposed NFRMS-LMS, it contains two parameters, ε, p, which increases the freedom of algorithm design. The choice of the parameter p determines the used order moments of the noise in the steady-state MSD (35) . The value of the parameter ε determines the proportion of the V-shaped and -shaped parts in the proposed NFRMS-LMS algorithm. As an example, for ε = 0, it is a -shaped function. When ε → ∞, it will be a V-shaped function. Moreover, through the optimization of p and ε, we can further improve the convergence performance of the NFRMS-LMS. Theoretically speaking, the optimal values of p and ε should be derived by minimizing Eq. (35) with prior noise information about the environment, which is a complicated two-dimensional nonlinear optimization problem. This topic has been beyond the scope of this article, which is left for our future research work.
C. THEORETICAL STEADY-STATE MSD CURVES OF DIFFERENT SHAPED ALGORITHMS
Though the theoretical steady-state MSD expression for different weighted functions has been derived in the preceding subsection, we still do not know the steady-state behaviors of different shaped algorithms for different noise distributions except for Binary distribution (See the Appendix). Here, the theoretical steady-state MSD curves (33) with respect to the powers of the noise will be drawn by doing the numerical calculation. See Figs. 5-7 for illustration of the theoretical steady-state MSDs of the V-shaped, -shaped and M-shaped algorithms for different noise distributions (uniform, Gaussian, Laplace). For comparison, the simulated steady-state MSD curves are drawn in these figures, where the variance of the inputs is 1 and L = 16.
It is shown that the LMS-based adaptive algorithms using different shapes of the weighted function bring about different steady-state characteristics for different noise distributions. The same shaped algorithm has the same steady-state characteristic for different noise distributions, because it uses the same type (higher-order or lower-order) moment of the noise. For the V-shaped algorithm, it can offer lower steadystate MSD for uniform (sub-Gaussian) noise than that for Laplace (super-Gaussian) noise. On the contrary, the steadystate MSD of the -shaped algorithm for super-Gaussian noise can outperform that for sub-Gaussian noise. Equipped with both the V-shaped and -shaped parts, the M-shaped algorithm has the mixed steady-state characteristics. In the mixed sub-Gaussian and super-Gaussian/impulsive noise environment, the robust M-shaped algorithm can be a best choice. For instance, by using the V-shaped and -shaped parts for uniform and impulsive noises, respectively, the proposed NFRMS-LMS algorithm can offer small steady-state MSD in the presence of the mixture of uniform and impulsive noises. Finally, from the perspective of steady-state MSD for different noises, the applicability of the V-shaped, -shaped, and M-shaped algorithms is summarized in Table 2 .
V. APPLICATION TO ACOUSTIC ECHO CANCELLATION
In the echo cancellation framework [54] - [56] , the sparse channel and the influence near-end speech are the two key issues affecting the performance of the adaptive algorithm. In this section, based on the stochastic cost function (5), the PNRMS algorithm will be applied to the AEC.
Defining the a posteriori error as
Then, we introduce a normalized error cost function:
where µ > 0 is a small positive parameter which works as a step-size in the proposed PNRMS algorithm, G n is a proportionate matrix and its diagonal elements are chosen as [55] 
where i = 1, 2, · · ·, L, −1 ≤ ρ ≤ 1, and δ is a small positive number that is used to avoid divisions by zero. Let the derivative of (38) with respect toŵ n+1 equal to zero, we havê In (40), it needs the a posteriori error, which is unknown at time n. A reliable approximation for e p (n) in (40) is e p,n ≈ e n for small step-size µ. Therefore, we finally get the update equation of the PNRMS algorithm:
VI. SIMULATIONS
In this section, Monte-Carlo simulations of the proposed NFRMS-LMS and PNRMS algorithms are carried out for the system identification and echo cancellation problems. The unknown system to be estimated in all experiments is a finite-impulse-response filter, and its weight vector is randomly generated and normalized to unit energy. The length of the adaptive filter is equal to that of the corresponding unknown channels. The initial weight vector of the adaptive filter is an all zero vector. All the learning curves are obtained by averaging the results of 100 independent runs. The signalto-noise ratio (SNR) at the system output is defined as
where d n is the uncorrupted output. However, for the symmetric α − S noise, the fractional-order SNR (FSNR) with τ < 2 is used [46] FSNR = 10 log 10 E {|d n | τ } E {|υ n | τ }
A. TEST OF THE NFRMS-LMS FOR THE SYSTEM IDENTIFICATION 1) IN THE MIXED SUB-GAUSSIAN AND SUPER-GAUSSIAN NOISES ENVIRONMENT
In this experiment, the input is a zero-mean white Gaussian noise with unit variance. To model the mixed sub-Gaussian and super-Gaussian noises, we use the mixed uniform and Laplace distributed noises in Fig. 8 , where the uniform and Laplace noise signals are both zero-mean i.i.d. noise signals with the variances 1 and 10, respectively. To achieve the same convergence speed for all algorithms, the parameters are chosen as µ LLAD = 0.0012, µ SA = 0.0008, µ LMLS = 0.0004, µ NFRMS−LMS = 0.001, ε = 1, and p = 2. As can be seen, in the mixed uniform and Laplace noises environment the proposed algorithm can offer good steady-state MSD, especially for the uniform noise with large percentage in the mixed noises shown in Fig. 8 (c) . This is because the robust M-shaped algorithm utilized the higher-order and lower-order moment information of the mixed noise.
2) IN THE MIXED SUB-GAUSSIAN AND IMPULSIVE NOISE ENVIRONMENT
In this experiment, we test the performance of the proposed algorithm in the mixed sub-Gaussian and impulsive noise environment in Fig. 9 , where L = 16. The input is a colored signal, which is generated by filtering a white Gaussian noise through a first-order system with a pole at 0.8. The subGaussian noise is a uniform distributed with zero-mean and SNR=20 dB. For the impulsive noise, two different impulsive noise models are used. Through Fig. 9 , it has been shown that the proposed algorithm can provide better steady-state MSD relative to the other algorithms. In addition, it can be noticed that the algorithm with p = 2 can offer better steadystate MSD than that for p = 1. However, the proposed algorithm for p = 3 has the similar convergence performance with p = 2.
B. TEST OF THE PNRMS FOR ECHO CANCELLATION
In this experiment, we compare the performances of the NLLAD, stable-PNLMF, and proposed PNRMS algorithms in the double-talk simulation. The impulse response of the network acoustic channel [57] and speech signals (male mandarin) are seen in Fig. 10 . The measurement noise is assumed to the zero-mean Gaussian signal with SNR=5 dB. A classical Geigel double-talk detector is used for all algorithms, where the detection threshold is set to 1.4. The step-sizes are set to µ LLAD = 0.03, µ stable−PNLMF = 0.08, µ PNRMS = 0.06 (p = 2), and ε = 0.1. As can be seen from Fig. 11 , at the same initial convergence speed, the PNRMS algorithm reaches a lower steady-state MSD than the NLLAD [23] and stable-PNLMF [58] algorithms.
VII. CONCLUSION
From the view of the weighted function in this paper, the LMS-based algorithms with error nonlinearities have been grouped into three shaped algorithms, i.e., V-shaped, -shaped, and M-shaped. The NFRMS-LMS and PNRMS algorithms have been proposed, which provide good filter performance in the mixed sub-Gaussian and superGaussian/impulsive noise environment. Also, the theoretical MSD expressions for different shaped algorithms have been derived. It has been found that the V-shaped and -shaped algorithms can be used effectively for subGaussian and super-Gaussian noise, respectively. For the robust M-shaped algorithm, it may be the good choice for the mixed sub-Gaussian and super-Gaussian/impulsive noise, because it can use higher-order and lower-order information of the noise. Monte-Carlo simulations of three shaped algorithms have provided strong support for these theoretical results. It should be emphasized that these obtained results can lead to a deep understanding and useful insights on the error nonlinearity for different noise distributions. The results will also generate effective design mechanisms to design the different weighted functions in different noise environments.
APPENDIX
Here, we explain the effect of the first-order derivative of the weighted function in the LMS-based adaptive algorithm. Assume that the noise is binary noise with variance σ 2 0 (i.e. υ (n) = ±σ 0 with equal probability). Then, the steady-state MSD can be written as MSD = 
In order to obtain the effect of f (·), we choose
and
Apparently, f 1 belongs to the V-shaped weighted function and f 2 is the -shaped weighted function. Inserting (43) in (42) yields
Then, (44) and (45) imply that
where MSD LMS is the steady-state MSD of the LMS. The example of f 1 and f 2 is shown as follows. Example: Let f 1 and f 2 be
We obtain the steady-state MSD (45) 
