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Conception de structures neuronales pour le contrôle de robots mobiles autonomesRésumé
Les applications de la robotique mobile autonome pourraient être nombreuses: le
robot facteur, le robot aspirateur domestique ou nettoyeur industriel, le robot surveillant,
le robot démineur et bien d’autres applications ont un marché considérable. Malgré le
marché potentiel et les possibilités technologiques actuelles, seules quelques applications
très limitées sont exploitées commercialement, ce qui prouve la difficulté de ces dévelop-
pements du point de vue intelligence.
Face à l’échec des méthodes de conception classiques liées à l’intelligence artifi-
cielle, plusieurs nouvelles approches ont été proposées. Parmi celle-ci on trouve les
réseaux de neurones et, plus récemment, les algorithmes génétiques, qui ont émergé de
l’intérêt suscité par la vie artificielle (Artificial Life). L’application de ces techniques aux
robots mobiles a été étudiée principalement en simulation, et dans la plupart des cas sans
validation sur des robots réels. L’implémentation sur un robot mobile physique pose en
effet souvent des problèmes pratiques qui limitent fortement leur utilisation.
Ce travail a permis d’analyser plusieurs structures neuronales utilisées pour le con-
trôle d’un robot mobile, et ceci entièrement sur un robot physique. Pour atteindre ce but,
une partie de l’effort a été consacrée à la mise au point d’outils matériels et logiciels. La
collaboration avec Edo Franzi, André Guignard et Yves Cheneval a permis de développer
le robot mobile Khepera et ses accessoires, ainsi que le logiciel de contrôle associé. 
Ces outils ont permis de réaliser six expériences qui couvrent le spectre des possi-
bilités d’utilisation des réseaux de neurones pour le contrôle d’un robot mobile auto-
nome. Ces expériences se limitent toutefois à la réalisation de comportements simples
réalisés avec des réseaux de petite taille.
Les deux premières expériences permettent, par un comportement conçu manuelle-
ment et finement ajusté, de mettre en évidence le rôle des interactions entre le robot et
son environnement. La tâche exécutée est collective dans la première expérience, et coo-
pérative dans la deuxième.
Afin de permettre une adaptation du robot à son environnement, la troisième expé-
rience introduit l’utilisation d’algorithmes d’apprentissage. Avec cette technique, un sys-
tème capable d’apprendre à utiliser de la vision artificielle pour effectuer de l’évitement
d’obstacles a été réalisé. Cette approche se montre toutefois très limitée à cause des
structures très rigides nécessaires à son fonctionnement.
Les dernières trois expériences mettent en oeuvre les algorithmes génétiques, qui
se révèlent être un mécanisme d’adaptation plus flexible. La première de ces trois expé-
riences prouve la faisabilité de l’approche, tandis que la deuxième va plus en profondeur,
en essayant de mieux exploiter les caractéristiques des algorithmes génétiques. Finale-
ment algorithmes génétiques et apprentissage sont combinés dans la dernière expérience,
donnant lieu à un système de contrôle d’un degré d’adaptation élevé. 
L’analyse des résultats a permis de mettre en évidence avantages et inconvénients
de chaque approche dans l’optique d’une utilisation concrète, et ceci afin de permettre
une meilleure orientation de la recherche dans ce domaine.i
Conception de structures neuronales pour le contrôle de robots mobiles autonomesAbstract
There is a large number of possible applications in the field of mobile robotics:
Mail delivery robots, domestic or industrial vacuum cleaners, surveillance robots, dem-
ining robots and many others could be very interesting products. Despite this potential
market and the actual technology, only few simple systems are commercially available.
This proves that there are several important and problematic issues in this field, mainly at
the intelligence level.
As a reaction to the failure of the classical artificial intelligence applied to the field
of mobile robotics, several new approaches have been proposed. Artificial neural net-
works are one of these, and genetic algorithms, supported by the Artificial Life trend, are
also getting more and more consideration. These two techniques have already been
applied to mobile robotics, but mainly in simulation, and without a final test on a real
mobile robot. The use of physical robots for this research seems to be still problematic
due to the lack of efficient tools. 
Several neural structures for the control of mobile robots have been analysed in this
work. All experiences have been carried out on physical robots. To reach this goal, an
important effort has been made in order to design new efficient robotic tools. Together
with Edo Franzi, André Guignard and Yves Cheneval, we have developed and built hard-
ware and software tools that make an efficient research work possible. Along with sev-
eral analysis software tools, the mobile robot Khepera has been a result of this
development.
Using this equipment, six experiences have been carried out, covering a large spec-
trum of the possible ways neural networks can be used for the control of mobile robots.
These experiments have nevertheless been restricted to simple behaviours and small neu-
ral networks.
The first two experiments show, with a very simple and manually adjusted behav-
iour, the important role of the interaction of the robot with its environment. The first
experiment is based on a collective behaviour, the second on a collaborative one.
The adaptation of the robot to the environment is introduced in the third experi-
ments, in which a learning technique is applied. The result is a robot able to learn how to
use visual stimuli to avoid particular obstacles. Despite its interesting results, this
approach has turned out to be very limited, due to the rigid structure needed.
The last three experiments demonstrate the possibilities of the use of genetic algo-
rithms, which proved to be a very flexible adaptation mechanism. The first of these three
experiments tests the feasibility of this approach. The second one takes advantage of the
characteristics of genetic algorithms to achieve more complex behaviours. Finally,
genetic algorithms and learning techniques are associated in the last experiment, show-
ing a high adaptive structure.
An important effort has been made to show both advantages and disadvantages of
each technique, in order to provide the necessary elements for the continuation of this
research activity.ii
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Conception de structures neuronales pour le contrôle de robots mobiles autonomesIntroduction
Dans le cadre de la robotique, la robotique mobile joue un rôle à part. Contraire-
ment aux robots industriels manipulateurs qui travaillent de façon autonome dans un
grand nombre d’usines automatisées, les robots mobiles sont très peu répandus. Cette
situation n’est certainement pas due au manque d’applications possibles. Dés qu’on dis-
pose de la mobilité, on peut imaginer des robots facteurs, nettoyeurs, gardiens, démi-
neurs, explorateurs, jardiniers et beaucoup d’autres. La faible diffusion est surtout due au
fait que ces tâches ont une complexité bien supérieure à celles effectuées par des robots
manipulateurs industriels. Le monde dans lequel un robot mobile doit se déplacer est
souvent très vaste, partiellement ou totalement inconnu, difficilement caractérisable géo-
métriquement et ayant une dynamique propre. 
Les méthodes de conception testées jusqu’au milieu des années 80 dans le domaine
de la robotique mobile se sont souvent appuyées sur celles de la robotique industrielle
des bras manipulateurs. Or ces méthodes impliquent une très bonne connaissance du pro-
blème, qui se traduit dans la modélisation du système en question. C’est sur la base de
cette modélisation que l’ingénieur opère pour trouver une solution. Malheureusement, la
modélisation de systèmes complexes comme les robots mobiles, n’est possible que dans
des cas très simples, ce qui limite beaucoup leur application. A partir de cette constata-
tion, plusieurs nouvelles approches ont été développées et testées.
Parmi ces méthodes, un grand espoir a été mis dans les réseaux de neurones artifi-
ciels, copie informatique des cellules qui forment le cerveau animal. Malheureusement,
le fonctionnement de ce type de structure très efficace n’est pas totalement maîtrisé. Il est
ainsi très difficile, à partir d’un problème donné, de définir quel réseau de neurones
pourra le résoudre. Malgré cela, les réseaux de neurones ont été utilisés avec succès dans
de nombreux problèmes, comme par exemple la conduite visuelle et automatique d’une
voiture [Pomerleau93].
Né seulement à la fin des années 80, le domaine de la vie artificielle (Artificial Life)
se propose de reproduire, au niveau informatique, la naissance de la vie. Parmi les
méthodes utilisées dans cette communauté scientifique, on trouve les algorithmes généti-
ques. Cette méthode d’inspiration biologique a été mise au point par des ingénieurs
[Rechenberg73][Holland75] pour l’optimisation de solutions à des problèmes comple-
xes. Elle s’inspire du concept de l’évolution naturelle (darwinisme) et a prouvé son effi-
cacité dans de nombreuses simulations.
Au début des années 90, la technique des algorithmes génétiques a commencé à
être appliquée au contrôle de robots mobiles. Les résultats ont été très encourageants,
donnant lieu à un domaine appelé robotique évolutive (evolutionary robotics). Ce travail
se situe dans ce contexte, mais vise à mieux comprendre les possibilités des réseaux de
neurones et des algorithmes génétiques appliqués à des robots réels. Dans ce but, des
outils de travail basés sur les robots réels ont été développés. Six expériences ont été con-
çues afin d’analyser les avantages et inconvénients de ces approches dans l’optique d’une
application concrète. Malgré cela, cette analyse reste une étude de base qui vise à mieux
orienter des nouvelles recherche plutôt que permettre des applications industrielles.1Introduction
2
 1 CADRE ET BUT DE L’ÉTUDE
Ce chapitre a pour but d’introduire le sujet de ce travail en le situant brièvement par
rapport à quelques repères. Après une définition de la problématique générale de la robo-
tique mobile autonome (1.1), on va préciser ce qu’on entend sous le terme autonomie
(1.2) et sa relation avec la complexité (1.3). L’importance de la relation entre le robot et
son environnement dans ce cadre particulier est soulignée dans la section suivante (1.4).
Pour bien situer l’approche utilisée, on va illustrer la relation très enrichissante qui peut
s’instaurer entre biologie et technique (1.5) et les formes que cette collaboration a pris en
robotique mobile autonome (1.6). Les deux dernières sections présentent le but de ce tra-
vail (1.7) et en résument la structure (1.8).
1.1 Le domaine de la robotique mobile autonome
Dans ces dernières décennies on a assisté à un développement considérable de la
robotique. L’outil robot (ou bras) manipulateur a permis d’automatiser quelques domai-
nes industriels, avec des exemples très frappants dans l’industrie automobile. Pourtant,
malgré une forte croissance dans la première moitié des années 80, le développement de
la robotique a subi un net ralentissement dans la seconde moitié des années 80 et n’a
repris sa croissance qu’au début des années 90, après une meilleure compréhension des
possibilités des robots. Effectivement, ce type de bras manipulateur n’a permis d’auto-
matiser que des tâches simples, répétitives et à grande échelle, qui ne nécessitent aucune
prise de décision ou seulement des prises de décision très élémentaires de type booléen
ou avec des conditions très claires. Des exemples de ce type de tâches sont la soudure par
point, la peinture d’une carrosserie, le remplissage d’emballages ou la pose sur gabarit.
Ces opérations sont faites par des robots de façon aveugle, répétitive et toujours identi-
que, avec des conditions d’arrêt au cas où les pièces à manipuler manquent ou une per-
sonne s’introduit dans la zone de sécurité. La détection peut se faire par une simple
barrière optique, par exemple. Ainsi les robots les plus utilisés actuellement sont pro-
grammés de façon très explicite et obéissent strictement à des programmes détaillant
toute opération, même la plus élémentaire. 
Or, un bien plus grand nombre d’applications nécessite des opérations plus com-
plexes et une meilleure flexibilité, comme par exemple le tri d’objets, le contrôle de qua-
lité, le câblage, la manipulation de pièces en petite quantité et d’autres encore. Dès que la
manipulation implique un robot de plus de 4-5 axes (ou degrés de liberté), dès que l’on
demande une grande flexibilité (petites séries) ou bien une perception de la pièce à mani-
puler (orientation, forme, etc.), l’homme est souvent plus rentable que la machine. Dans
ce type d’applications les robots industriels n’ont pas une autonomie de travail suffisante
pour être rentables, ou même seulement utiles, et ceci à cause du manque de perception
et d’intelligence des systèmes de contrôle actuellement dans le commerce. 
Dans la branche de la robotique qui s’occupe de systèmes mobiles, cette tendance
est encore plus nette. Les applications qui peuvent utiliser des robots mobiles program-3Cadre et but de l’étude
més de façon très explicite et obéissant strictement à des programmes détaillant toute
opération sont peu nombreuses. Même dans des cas simples comme le transport de maté-
riel dans une entreprise ou dans des hôpitaux, ou le nettoyage de surfaces pré-détermi-
nées et invariables, le robot est confronté à des prises de décision multiples et complexes,
ainsi qu’à des espaces de travail beaucoup plus importants que ceux nécessaires au tra-
vail d’un robot manipulateur classique. 
En robotique industrielle le concept important est le positionnement et le déplace-
ment du bras manipulateur, basé sur des capteurs de position internes au robot et parfaite-
ment contrôlés. En robotique mobile il s’agit d’orientation et de navigation du robot, les
deux basées sur une perception du monde extérieur. Ceci implique un système sensoriel
bien plus sophistiqué que celui d’un robot manipulateur industriel. De plus, l’environne-
ment qu’un robot mobile doit percevoir est bien plus variable que le posage de travail
d’un bras manipulateur. Un robot aspirateur, un robot distributeur de courrier, un robot
utilisé pour la récolte de fruits ou pour la recherche de mines, un robot de surveillance,
tous doivent prendre des décisions importantes et non triviales dans un environnement
géométriquement complexe et très changeant. Ceci oblige ce type de systèmes à avoir
une perception de l’environnement performante, complétée par une plus grande capacité
de traitement de l’information afin d’atteindre une autonomie de travail intéressante.
Ainsi on parle de robots mobiles autonomes, capables d’exécuter des travaux sans besoin
d’aide humaine. Le but reste très semblable à celui des robots manipulateurs industriels.
Le terme autonome sert principalement à différencier ce type de robots mobiles de ceux
qui sont télécommandés, et qui ne disposent d’aucune capacité décisionnelle propre.
Ainsi, les robots mobiles autonomes peuvent être considérés comme le but ultime
d’une branche qui se situe entre l’intelligence artificielle et la robotique. Ce domaine et
ses méthodes sont très différents de celui de l’actuelle robotique industrielle, qui
s’occupe de robots manipulateurs fixes, utilisés de nos jours dans les chaînes de fabrica-
tion. Le premier domaine est caractérisé par les termes mobile et autonome, qui s’oppo-
sent aux caractéristiques à base fixe et explicitement programmé du deuxième. Ces
caractéristiques de base ont des répercussions très importantes sur le type de robot utilisé
et surtout sur le type de système de contrôle qui le pilote. Le tableau 1 illustre quelques
unes de ces caractéristiques. 
Robotique... ... industrielle ... mobile autonome
Environnement de travail Généralement très bien
connu, créé et contrôlé par
l’homme
Géométriquement simple
Clairement mesurable
Limité
Partiellement ou totalement
inconnu, naturel, ayant une
dynamique propre
Complexe
Mobile, mou, flou
Pratiquement infini
Interaction avec le monde Avec peu de capteurs
Par des opérations simples
et répétitives
Basé sur les capteurs
Mouvements complexes
et uniques4 Cadre et but de l’étude
Tableau 1: Caractérisation de quelques aspects différentiateur entre robotique industrielle et robotique 
mobile autonome.
Toutes ces différences ont un point en commun, à savoir la grande complexité de la
robotique mobile autonome face à la robotique industrielle. La différence du degré de
complexité entre la robotique mobile autonome et la robotique industrielle est semblable
à celle présente entre le monde naturel et le monde artificiel créé et maîtrisé pas
l’homme. Elle est énorme et difficilement mesurable. Le monde naturel n’est que très
partiellement analysable et encore moins maîtrisé. Créer un robot mobile qui puisse, par
exemple, surveiller une forêt et annoncer des situations anormales, c’est introduire un
produit de notre technologie dans un monde qui est hors de portée de nos mathémati-
ques, de notre physique et de notre informatique. Afin de réussir dans ce défi, il est
nécessaire de modifier nos méthodes de conception pour garantir une cohérence entre le
robot et son environnement et pour donner au robot un degré important d’autonomie, qui
lui permette de faire face à un monde complexe et en mutation continue, dont nous ne
pouvons pas décrire les détails.
1.2 Le concept d’autonomie
Un terme clé du titre de ce travail est autonome. Dans la robotique mobile on
trouve très souvent l’utilisation de ce terme dans des contextes et à des niveaux très diffé-
rents. En passant en revue quelques définition, on va essayer de mieux définir l’utilisa-
tion du concept d’autonomie dans le contexte de ce travail:
• Le niveau d’autonomie le plus élémentaire que l’on rencontre souvent est
l’autonomie énergétique. Dans le Grand Robert Electronique figure en
effet aussi, sous la définition d’autonomie, “Distance que peut franchir un
véhicule, un avion, un navire sans être ravitaillé en carburant”, ce qui évo-
que l’autonomie énergétique d’un ordinateur portable ou d’un robot
mobile. Ce type d’autonomie peut aussi être informatique, comme le défi-
nit le Grand Robert Electronique: “à  4. Inform. Qui n'est pas connecté à un
calculateur central; qui est indépendant des autres éléments d'un système”.
Nous allons appeler ce type d’autonomie énergétique et informatique
autosuffisance. Un robot, ayant des accumulateurs embarqués, qui arrive à
se recharger automatiquement ou qui a une unité de calcul embarquée est
donc autosuffisant mais pas forcément autonome. Il n’est même pas néces-
Structure de contrôle néces-
saire
Basé sur des modèles du
monde
Action réalisée en boucle
ouverte, essentiellement sans
rétroaction de capteurs
Pas de modèle du monde uti-
lisable
Boucle sensori-motrice fer-
mée
Réactivité
Représentation du monde
dynamique
Adaptation
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saire qu’un robot autonome soit autosuffisant, car un robot connecté à un
ordinateur central peut être un tout parfaitement autonome du point de vue
décisionnel. L’autonomie sur laquelle nous allons nous concentrer con-
cerne uniquement le niveau de la prise de décision du robot. 
• L’autonomie a été souvent limitée à des cas précis. Il existe des robots qui
transportent des objet à travers les usines en suivant des pistes balisées et
réservées. Dans ce cas ils suivent des lois décrites à l’avance et bien déter-
minées; un événement imprévu déclenche l’arrêt immédiat et demande
une intervention humaine. Nous allons définir ces comportements comme
automatiques, et non autonomes. L’autonomie permet de faire face à des
situations non prévues, en prenant des décisions appropriées.
• L’autonomie a été souvent limitée à des échelles temporelles et spatiales
bien précises. Un robot à qui l’on dit d’avancer d’un mètre puis de s’arrê-
ter, car on sait que cette trajectoire est possible, pourrait être défini auto-
nome sur cette distance s’il s’occupe d’aller droit et de ne pas dépasser le
mètre. Ce type d’autonomie implique normalement que le robot arrive à
s’arrêter devant un obstacle imprévu qui viendrait se mettre sur sa route.
Mais en dehors de ce mètre le robot n’est pas autonome, n’ayant même pas
pris seul la décision de parcourir le mètre. Cet exemple peut sembler sim-
pliste, mais il démontre bien la discordance dans la perception de l’autono-
mie. Beaucoup de chercheurs considèrent un robot mobile autonome en
tant qu’autonome dans sa mobilité, et pas au niveau de la prise de décision.
Selon [Hoppen92] et [Knieriemen91], un robot mobile autonome doit être
en mesure de se déplacer d’un point A à un point B de façon autonome
mais selon un plan qui lui est donné. Nous allons appeler ce type de sys-
tème véhicule guidé automatiquement (en anglais AGV, pour Automatic
Guided Vehicle), dans le sens que le guidage de l’appareil est autonome,
mais pas la décision. Un robot autonome doit donc l’être au minimum pen-
dant toute sa durée de vie et dans toutes ses actions. Il doit être en mesure
de prendre des décisions en fonction de la tâche, normalement d’une cer-
taine complexité, qui lui a été donnée. 
Entre autres, le Grand Robert Electronique définit l’autonomie comme “Droit, fait
de se gouverner par ses propres lois”. C’est justement au niveau de la création des lois
que l’autonomie devient réelle, comme le résume très bien Steels dans [Steels95]. C’est
seulement avec une capacité décisionnelle qui lui permet de créer ses propres lois de con-
trôle, qu’un système peut faire face à un monde imprévisible, complexe, en mutation
continue et méconnu par le concepteur même du système. 
Ainsi, le fait d’avoir un système que l’on veut autonome a des répercussions
importantes sur le rôle de l’ingénieur. Le fait que le système soit capable de créer ses lois
implique une perte importante du contrôle de la part de l’ingénieur. Dans le cadre de ces
systèmes qui se rapprochent de plus en plus à des êtres vivants (et ceci est le but déclaré
de beaucoup de chercheurs [Cliff94]), le rôle de conception de l’ingénieur doit se trans-
former pour s’approcher au rôle d’instigateur, de motivateur et d’analyste qu’ont le bio-
logiste et le psychologue.6 Cadre et but de l’étude
1.3 Approcher l’autonomie et la complexité
Il y a plusieurs façons d’approcher le problème de la conception d’un robot auto-
nome pouvant travailler dans des environnements complexes. De façon très qualitative,
on peut représenter les degrés de complexité de l’environnement et de la tâche ainsi que
l’autonomie d’un robot sur un graphique ayant sur ses deux axes ces deux paramètres
(voir figure 1). 
Si on essaie de situer l’état actuel de la recherche dans ce domaine, on se rend
compte que complexité et autonomie sont souvent exclusifs (courbe A-B-C, figure 1).
Les robots mobiles utilisés dans des environnements très complexes sont normalement et
presque uniquement téléopérés, c’est-à-dire avec une autonomie décisionnelle très limi-
tée, voire nulle (point A de la figure 1) [Bejczy94]. Les robots mobiles industriels parmi
les plus autonomes sont les robots travaillant dans des hôpitaux ou des entreprises pour le
transport de matériel, les robots de surveillance et les robots de nettoyage. Même dans
ces cas, l’autonomie est réduite à des opérations simples, telles que l’exploration aléa-
toire, le balayage d’une surface pré-déterminée ou le suivi d’un parcours, laissant la plu-
part des décisions à l’homme [Schofield95][Pellerin95]. Même pour atteindre cette
autonomie très restreinte, la complexité de l’environnement doit être limitée considéra-
blement. Ainsi les conditions des parcours des robots doivent être bien décrites par une
marque sur ou dans le sol, un système de repérage ou un plan de l’usine. En même temps
les parcours doivent être libres, le sol bien plat et les prises d’énergie éventuelles bien
reparties. L’autonomie que le robot atteint est donc limitée à des prises de décision sim-
ples (point B de la figure 1). 
Figure 1:  Représentation de la situation des développements actuels par rapport aux deux paramè-
tres de complexité et autonomie
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Parmi les application existantes, la tondeuse à gazon solaire et complètement auto-
matique de Husqwarna est probablement un cas exceptionnel. Cet appareil fait face à un
jardin réel dans toute sa complexité géographique et météorologique, étant limité seule-
ment par une barrière magnétique qui limite la zone à tondre. Malgré la relative simpli-
cité d’une pelouse, cette tâche reste à ma connaissance une des plus complexes à avoir
été réalisée avec un robot mobile. Ceci est confirmé indirectement par le prix du robot
(environ 4000.- SFr) qui limite considérablement son introduction sur le marché.
Pour arriver à maîtriser une autonomie plus grande, la complexité doit être telle-
ment réduite, que l’on entre dans le domaine de ce que l’on appelle des toy-problems, à
savoir des problèmes académiques simplifiés à l’extrême et donc pas intéressants pour
des applications réelles. C’est seulement pour des problèmes de ce type, comme l’évite-
ment d’obstacles, par exemple, que l’on arrive à concevoir des systèmes complètement
autonomes, qui peuvent prendre des décisions face à presque n’importe quelle situation
(point C de la figure 1).
La recherche actuelle qui vise à la création d’un robot mobile autonome fonction-
nant dans un environnement complexe (coin supérieur droit du graphe de la figure 1)
essaie d’emprunter tout chemin qui va de la courbe actuelle de faisabilité (courbe A-B-C
de la figure 1) au coin supérieur droit du graphe. Parmi ce grand nombre de voies possi-
bles on peut reconnaître deux grands types d’approches, à savoir: 
• l’approche télé-opération qui part d’un robot téléopéré dans un environne-
ment complexe (point A de la figure 1) et essaie de lui ajouter des niveaux
d’intelligence et d’autonomie afin de rendre la téléopération plus aisée, se
déplaçant ainsi horizontalement sur le graphe vers le coin supérieur droit.
Cette approche est suivie, par exemple, par la NASA dans ses programmes
d’exploration spatiale [Schilling95]. Ce genre d’application exige l’utilisa-
tion d’un robot mobile dans un environnement réel complexe tout en utili-
sant la technologie actuelle.
• l’approche robotique autonome qui ne traite que des robots visant à être
autonomes dés le début. On considère ici initialement des tâches très sim-
ples (point C de la figure 1) pour évoluer verticalement dans la direction
d’une complexité croissante.
L’avantage de la première approche réside dans le fait que l’on travaille dès le
début avec l’environnement cible. On peut ainsi mieux comprendre les problèmes, sur-
tout grâce au fait que l’on commence à les résoudre soi-même, en téléopérant le robot.
De l’autre côté, cette approche tend à compenser les besoins de l’homme plutôt qu’à
créer une vraie autonomie au niveau du robot. Ceci mène à une structuration du système
de contrôle du robot par couches, chacune ayant une interface avec les commandes
humaines et n’ayant aucune autonomie. On tend donc à traduire ce que l’homme fait,
plutôt que comprendre et réaliser ce dont le robot a besoin. Cette tendance conduit sou-
vent à un surdimensionnement du système de contrôle et à la création de faux problèmes
(voir aussi le frame of reference problem, dans la section 1.6.1).
Quant à la deuxième approche, son avantage est qu’elle se soucie de l’autonomie
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besoins pris en compte peuvent être ceux du robot et non ceux de l’opérateur qui com-
mande le robot. La structure de contrôle se trouve donc mieux adaptée aux problèmes
rencontrés. L’inconvénient de cette approche est que l’on reste souvent très loin des pro-
blèmes réels et des applications visées.
Malgré les avantages de proximité aux applications et la possibilité d’industrialisa-
tion rapide de la première approche, la deuxième s’adapte mieux à une étude des systè-
mes autonomes à long terme. Elle reste en effet plus proche du développement logique
des agents et évite des contraintes artificielles posées par la téléopération. Ce travail est
basé sur la deuxième approche, tout en regrettant l’éloignement des applications.
1.4 La cohérence du système avec son environnement
La cohérence entre le programme de contrôle, la machine, sa tâche et son environ-
nement est un aspect fondamental pour le bon fonctionnement d’un système. Dans le
monde industriel, ce principe a toujours été considéré comme très important, à savoir que
les machines sont crées spécifiquement pour une tâche et un environnement. En essayant
d’aller à contre-courant, la robotique industrielle a essayé de montrer, au début des
années 80, qu’il était possible de réaliser des machines presque universelles, les robots,
capables de tout faire et non dédiées à une tâche spécifique. Malheureusement cette pré-
tendue universalité s’est révélée être utopique et le développement de la robotique a
connu une baisse importante dans la deuxième moitié des années 80. Actuellement
l’industrie robotique est en reprise, mais la flexibilité des robots industriels est utilisée
seulement dans des domaines très restreints (peinture de plusieurs types de carrosseries,
soudure de points différents, etc.). Dans ces cas, la variation de la tâche exécutée reste
faible et l’équipement utilisé supporte le changement tout en garantissant la cohérence
du système avec sa tâche et son environnement. Si la différence entre les tâches aug-
mente, l’équipement nécessaire pour supporter le changement, tout en garantissant la
cohérence, devient trop compliqué. On serait amenés, par exemple, à utiliser des bras
manipulateurs à 6 degrés de libertés pour effectuer des tâches différentes nécessitant cha-
cune deux degrés de liberté. Le prix d’un tel bras serait très élevé, sa programmation
complexe et son efficacité réduite. Dans la plupart des cas, on préfère reconcevoir à cha-
que fois des simples automates dédiés à la tâche précise, car ce type d’équipement est
moins chers, bien plus efficace et finalement plus rentable.
En robotique mobile autonome on a connu les mêmes problèmes, mais sous un
angle plus informatique. En visant des machines universelles, on a utilisé l’intelligence
artificielle, basée sur la logique et la manipulation de symboles, en espérant pouvoir
l’appliquer à n’importe quel domaine. Aussi dans ce cas on n’a jamais atteint les niveaux
souhaités. Le problème principal a en effet été la cohérence entre les représentations
internes et le monde qui voulait être représenté. D’un côté, la représentation du monde
dépend fortement de la tâche et de l’environnement dans laquelle elle est utilisée. Si la
représentation n’est pas adaptée ou est trop générale, le système devient complexe, lourd
et inefficace. D’autre part, il est très difficile de créer une représentation simple, efficace
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Les premiers résultats significatifs d’une méthode de développement appliquée sur
des robot mobiles réels ont été montrés par Brooks [Brooks91], qui a refusé l’approche
universelle et symbolique. Il a adopté une approche qui construit le système de contrôle
de façon spécifique à la tâche et base son fonctionnement sur l’interaction du robot avec
le monde réel. Ses robots ont montré que la tâche peut atteindre un niveau de complexité
intéressant (navigation, recherche d’objets, reconnaissance de personnes) sans symboli-
que interne mais avec des mécanismes simples et bien adaptés au robot, à la tâche à exé-
cuter et à l’environnement. L’intégration optimale du système de contrôle, de la forme du
robot et de ses capteurs à la tâche et au monde dans laquelle elle doit être effectuée, ren-
dent faisables des tâches complexes, comme le nettoyage d’une pièce d’appartement
[Ulrich96]. Finalement beaucoup de chercheurs dans le domaine de la biologie ont mon-
tré comment ce principe est présent en nature: Francescini a montré comment le système
visuel relativement simple de la mouche est adapté à sa façon de se déplacer et permet
une détection efficace des obstacles [Franceschini91]. Deneubourg a montré comment
l’interaction de comportements simples auprès des fourmis peut donner lieu à des résul-
tats complexes de ramassage et de tri d’objets [Deneubourg91].
1.5 L’approche d’analyse et de synthèse
1.5.1 Le concept
Depuis toujours l’homme a analysé la nature et a essayé de s’inspirer des mécanis-
mes naturels pour des réalisations techniques. L’analyse est le domaine privilégié des
biologistes, psychologues et d’autres scientifiques qui essaient de comprendre des systè-
mes qui fonctionnent pour en tirer des concepts, des lois et des mécanismes. La synthèse,
par contre, est le domaine des ingénieurs, qui, à partir de concepts, de lois et de mécanis-
mes, créent des systèmes destinés à fonctionner au service de l’homme. Depuis long-
temps, ces deux mouvements ont profité de leur complémentarité. D’un côté, les
naturalistes ont pu utiliser la technique (mathématiques, physique, chimie, informatique)
pour investiguer, mieux comprendre, et parfois aider au fonctionnement de la nature
(médecine). D’un autre côté, les ingénieurs se sont souvent inspirés de la nature et des
connaissances des naturalistes, avec des niveaux d’inspiration très divers, allant de la
structure mécanique au principe abstrait. Au niveau mécanique, le Velcro® est un exem-
ple typique d’inspiration de la nature. En 1948 George DeMaestral, ingénieur suisse, est
intrigué par les petites boules végétales qui s’étaient accrochées à ses chaussettes pen-
dant une promenade. En les observant au microscope il découvre une grande quantité de
crochets qui s’accrochent à tout tissu laineux. En 1955 il dépose un brevet sur celui qui
est aujourd’hui le bien connu système de fixation Velcro®, contraction de mots velours et
crochet. Dans le domaine des mathématiques, et plus particulièrement dans celui de la
théorie de la probabilité, la description mathématique du mouvement brownien est un
élément essentiel. Or ce mouvement a été découvert par Robert Brown, un botaniste, qui
a remarqué ce phénomène en observant des graines de pollen dans l’eau.
Plus proche de nous, l’intelligence artificielle a essayé de copier les résultats
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rant de pensée se trouve, à côté de la tendance cybernétique de McCarthy et Minsky
[Minsky75], l’approche psychologique de Newell et Simon, qui voulaient utiliser l’intel-
ligence artificielle comme outil pour mieux comprendre les processus cognitifs
[Newell72]. Avec l’avancement des technologies, les biologistes utilisaient en effet la
technique non seulement comme outil de travail, mais comme moyen de validation par la
simulation. On rencontre la même situation dans le domaine des réseaux de neurones,
avec des biologistes et psychologues comme Franceschini [Franceschini91], Edelman
[Edelman89] et Braitenberg [Braitenberg84] d’un côté, qui utilisent les réseaux de neu-
rones artificiels comme outil de test et validation de leur théories du vivant, et des ingé-
nieurs comme Widrow, Mead ou Jutten qui utilisent les résultats comme source
d’inspiration en informatique [Widrow93][Mead89][Jutten88]. 
L’approche synthétique de Franceschini, Edelman et Braitenberg a un succès crois-
sant auprès des biologistes, des psychologues, des neuroanatomistes, et crée un lien très
important entre la technologie et le monde vivant. Tant que le scientifique du vivant utili-
sait la technique seulement comme outil, il n’y avait que peu de retour de la biologie à la
technique. L’approche synthétique vise à utiliser la technique pour réaliser un artefact du
système biologique étudié afin d’en valider le modèle. L’effort nécessaire pour traduire
les analyses en modèles et ceux-ci en artefacts, permet non seulement une vraie prise de
conscience des problèmes de la part du biologiste, mais crée un transfert de connaissan-
ces entre les sciences du vivant et la technique.
La robotique mobile est un domaine très proche du monde animal, car les robots
mobiles doivent faire face à des problèmes de mouvement, navigation, saisie, reconnais-
sance, etc. qui sont très similaires à ceux résolus par les animaux. C’est pour cette raison
que l’approche synthétique peut jouer un rôle très important dans ce domaine, en permet-
tant de mettre en évidence des phénomènes très intéressants pour les deux disciplines. La
section suivante montre comment l’approche synthétique peut apporter autant au biolo-
giste qu’à l’ingénieur.
1.5.2 Un exemple: la mouche et le robot de Franceschini
La mouche est capable de voler dans des environnements très denses et dynami-
ques en utilisant sa perception visuelle et sans entrer en collision avec les obstacles. Cet
insecte dispose de deux yeux, ayant chacun 24’000 capteurs de lumière regroupés sous
3’000 facettes de 8 capteurs chacune, ce qui paraît presque ridicule face à nos caméras
vidéo qui disposent, elles, de l’ordre de grandeur d’un million de pixels bien alignés.
Mais contrairement aux pixels des caméras, les facettes de l’oeil de la mouche sont agen-
cés pour concentrer un grand nombre de récepteurs sur l’avant avec une plus faible den-
sité sur les côtés. Dans la partie supérieure de l’oeil, des photorécepteurs spécialisés sont
réservés à la poursuite en vol pour l’accouplement. L’information provenant des photoré-
cepteurs est traitée en parallèle et de façon analogique par une structure qui compte envi-
ron un million de neurones. Cette structure commande 17 paires de muscles qui ajustent
l’amplitude, la fréquence et l’angle d’attaque des ailes. Le positionnement de la tête est
lui-même assuré par 21 paires d’actionneurs qui permettent d’utiliser correctement le
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Nicolas Franceschini étudie depuis longtemps la structure de l’oeil de la mouche
[Franceschini72][Franceschini92]. A l’aide d’un microscope de stimulation spécial qui
exploite l’optique de la facette comme objectif (diamètre 25 , distance focale 50 )
il a mis en évidence les mécanismes de base qui permettent à la mouche de détecter les
obstacles qui se trouvent dans son environnement. La méthode consiste à exciter de
façon sélective et avec une séquence temporelle précise des paires de récepteurs qui se
trouvent sous une seule facette. Ceci est réalisé à l’aide du microscope, utilisé pour foca-
liser un rayon lumineux sur les récepteurs. L’activité de quelques neurones bien identifia-
bles est mesurée à l’aide d’une électrode introduite depuis l’arrière de la tête de la
mouche. De cette façon, Franceschini a montré qu’il existe des neurones dans le
deuxième et troisième ganglion optique qui sont sensibles à des mouvements de figures
bien précis dans le champ visuel de l’insecte. Ainsi la mouche est en mesure de détecter
des flux optiques, et c’est avec cette mesure associée à sa vitesse propre qu’elle peut esti-
mer la distance d’un objet qui se trouve dans son champ de vision.
Pour vérifier ses théories, Franceschini a opté pour la méthode synthétique et a réa-
lisé un robot dans lequel il a implémenté une ligne monodimensionelle de facettes d’oeil
de mouche. Cette réalisation essaie de répliquer de façon assez fidèle les aspects biologi-
ques suivants, observés sur la mouche:
• Le principe général de détection d’obstacles par flux optique: le seul cap-
teur utilisé pour la détection d’obstacles est la vision.
• Les déplacements composés de translations et rotations saccadiques: ce
type de déplacement a été observé sur la mouche et est bien cohérent avec
le système de détection d’obstacles.
• La transmission et l’élaboration du signal analogique et asynchrone: tout
le traitement est exclusivement fait de cette façon, de la détection
jusqu’aux actionneurs.
• La distribution non-homogène des facettes: dans cette distribution réside
une bonne partie du mécanisme de détection.
Ces contraintes on donné lieu à un robot cylindrique de 10 Kg dont la base fonc-
tionne selon le principe du synchro-drive, à savoir 3 roues motrices orientables. Le sys-
tème de vision est composé de 118 facettes disposée sur le contour du robot selon la
distribution observée dans la mouche. Cette distribution est illustrée dans la figure 2: les
directions de perception (rayons) sont distribuées de telle façon qu’un mouvement uni-
taire d’un objet vers le robot ou vice-versa à une distance fixe moyenne d (flèches) repré-
sente un même déplacement unitaire au niveau perceptif quelle que soit la direction dans
laquelle l’objet se trouve. 
Ainsi on obtient une mesure de la distance dépendant uniquement de la vitesse
relative de l’objet par rapport au robot ou vice-versa. Les détecteurs de mouvement sont
placés derrière les capteurs et connectés par une fibre optique qui recueille et transmet la
lumière. Ces détecteurs ont pour fonctionnalité de s’activer lorsqu’un signal se propage
d’un capteur à son voisin à une certaine vitesse. Cette fonctionnalité permet de détecter,
lors de l’avancement rectiligne du robot, la présence d’un objet contrasté à une certaine
distance. Il est à noter que ce système de détection peut fonctionner seulement avec des
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mouvements rectilignes du robot. Une fois identifiés l’obstacle et sa direction, le robot
change de direction pour l’éviter. Ce comportement, qui peut paraître étrange, a toutefois
été observé sur les mouches.
Figure 2:  Distribution des directions de perception des facettes de l’oeil, permettant d’obtenir une
mesure de la distance dépendante uniquement de la vitesse relative de l’objet par rapport au robot
ou vice-versa
Pour motiver le robot et rendre l’expérience plus intéressante, un détecteur de but a
été placé au dessus du robot et a été utilisé pour donner une direction préférentielle au
robot. 
Cette réalisation artificielle a permis à Franceschini de montrer que les principes de
fonctionnement de l’oeil de la mouche qu’il avait présenté étaient vraisemblables. Ce
résultat, intéressant en soi, en cache d’autres, qui mettent bien en évidence l’interaction
entre biologie et robotique. Par exemple, lors de la conception du robot, la précision de
positionnement des capteurs dans les facettes nécessaire au bon fonctionnement du sys-
tème s’est révélée être très grande, à un point de paraître invraisemblable biologique-
ment. Les observations ultérieures faites sur la mouche ont permis de découvrir des
muscles qui ajustaient très précisément les photorécepteurs derrière les facettes de l’oeil,
afin d’atteindre cette précision.
Ce dernier exemple de passage entre l’analyse biologique, la synthèse robotique et
à nouveau l’analyse biologique est exemplaire de l’apport que l’approche synthétique
peut donner au biologiste à la découverte du monde animal. Cette méthodologie de tra-
vail permet, en effet, de mettre à dure épreuve les modèles dans leur intégrité.
1.5.3 Discussion
Du point de vue de l’ingénieur et de la robotique, il est possible de tirer plusieurs
enseignements du travail de Franceschini:
• Dans le monde animal, il existe des mécanismes relativement simples et
bien adaptés pour faire des tâches considérées compliquées dans le monde
de l’ingénieur. L’évitement d’obstacles par vision passive (sans émission
active de lumière par le robot) est un exemple frappant de ce fait. Avec
d
robot13Cadre et but de l’étude
Franceschini, on se trouve devant un robot qui fait de la vision en temps
réel (sans même utiliser un processeur), alors que ce même problème est
considéré comme étant très compliqué par les professionnels de la vision
artificielle qui travaillent avec des machines et des algorithmes sophisti-
qués.
• Les représentations du monde faites à l’intérieur d’un système de contrôle
naturel sont parfois très différentes de ce que l’on peut s’imaginer. Elles
sont adaptées à la tâche que le système doit exécuter, mais normalement
très différentes des concepts que nous pourrions avoir de ces représenta-
tions. La mouche ne doit pas distinguer le type d’obstacles pour l’éviter,
ainsi qu’elle n’a pas une représentation cartésienne de l’environnement.
• L’adaptation du mécanisme à la tâche que le robot doit exécuter est très
importante. L’évolution a très finement façonné les mécanismes de vision
de la mouche à son mode de survie et à son environnement. La partie de
l’oeil pour la détection d’obstacles en est un exemple, la différentiation de
la partie supérieure de l’oeil pour le suivi en vol pour l’accouplement en
est un autre.
• Il est très important d’optimiser le mécanisme dans son ensemble. Ainsi le
principe de fonctionnement, le type et la quantité de capteurs, le type de
traitement et le type d’actionneurs doivent être considérés dans leur
ensemble et être conçus comme un tout. La bonne répartition des fonction-
nalités aide à simplifier remarquablement le système. La simple répartition
géométrique des capteurs, par exemple, facilite sensiblement le traitement
qui se fait ensuite. En plus, le type de déplacements (rectilignes) rend le
mécanisme de détection moins complexe.
• Le parallélisme, fortement utilisé par la nature à différents niveaux (neuro-
nes, cellules, fonctionnement des plantes, populations d’individus) apporte
des éléments intéressants comme la puissance de calcul élevée, un temps
de réaction amélioré en conséquence, la robustesse, la possibilité d’utilisa-
tion d’un grand nombre d’éléments simples et l’obtention d’un résultat
complexe.
1.6 Les méthodes de conception de robots autonomes
Les méthodes de conception sont généralement regroupées dans deux grandes
catégories, à savoir top-down et bottom-up.
La première classe de méthodes (top-down) est la plus classique du monde de
l’ingénieur. On commence par définir la tâche finale à exécuter. Ensuite on la subdivise
en sous-tâches nécessaires à son accomplissement. Ces sous-tâches sont, à leur tour, sub-
divisées de façon itérative jusqu’à l’obtention de tâches élémentaires réalisables. Une
fois que celles-ci sont réalisées, on reconstruit le système complet en se basant sur la
décomposition faite préalablement. Cette approche, très utilisée dans les développements
techniques, nécessite des conditions très fortes: Il faut avoir une très bonne maîtrise du
problème afin de le subdiviser correctement. La subdivision doit en effet générer des14 Cadre et but de l’étude
sous-tâches bien complémentaires et atteindre les tâches élémentaires réalisables. Si
cette technique a fait ses preuves dans le monde industriel actuel, elle est très difficile-
ment applicable dans le domaine de la robotique mobile. Comme le problème est
inconnu sous plusieurs aspects liés au monde réel et à son interaction avec le robot, il
n’est pas facile de définir, à partir du résultat que l’on veut obtenir sur un robot mobile
autonome, quelles sont les structures nécessaires et les mécanismes à utiliser pour réali-
ser ce résultat. La difficulté est similaire à celle rencontrée lorsque l’on essaie de com-
prendre les structures et le mécanismes en jeu dans le comportement d’un animal à partir
de l’observation du comportement obtenu. Ainsi cette approche est de plus en plus reje-
tée par un grand nombre de chercheurs du domaine de la robotique mobile autonome.
La deuxième approche (bottom-up) propose de partir de tâches simples pour
ensuite les complexifier jusqu’à atteindre un niveau intéressant. Cette approche a l’avan-
tage de construire sur des bases solides, établies préalablement, mais pose aussi de
sérieux problèmes. Ainsi la construction du système ne peut pas être purement bottom-
up, car il est nécessaire de diriger le travail vers un but. Or, une approche bottom-up par
excellence comme la subsumption [Brooks86], par exemple, ne donne pas d’indication
sur comment diriger la construction. Il en résulte des problèmes de structure qui, couche
après couche, donnent lieu à un système inextricable, dans lequel toute addition d’un
nouvel élément nécessite la modification du système construit préalablement. L’avantage
de cette méthode, pourtant, réside dans le fait qu’elle se base sur des sous-tâches réalistes
et permet de détecter les problèmes éventuels de façon rapide et systématique.
Afin d’adopter une méthodologie efficace, il est nécessaire de se situer entre ces
deux extrêmes, c’est-à-dire construire sur des bases solides et analyser les problèmes de
façon systématique et constructive tout en ayant une claire direction de développement
qui dirige l’effort vers un but pré-défini.
A l’intérieur de ces deux grandes classes de méthodes, on peut distinguer plusieurs
méthodes particulièrement connues, qui diffèrent par les motivations, les principes et les
implémentations utilisées. Toutes essaient de créer des systèmes cognitifs, capables de
gérer de l’information de façon intelligente et autonome, afin, par exemple, de contrôler
un système physique tel qu’un robot. Comme on le verra par la suite, la plupart de ces
approches ont pris comme source d’inspiration la biologie. L’animal, tel que l’insecte ou
l’homme, est un très bon exemple de système autonome. La différence entre les métho-
des réside dans le niveau d’inspiration, et dans ce que l’on considère pertinent au pro-
blème posé: le comportement pour les uns, la structure de traitement des données ou les
méthodes de traitements pour d’autres.
Quelques-unes des ces approches sont présentées dans les sections suivantes.
1.6.1 L’intelligence artificielle
L’intelligence artificielle (en sigle IA) a généré les premiers essais de simulation et
de développement de systèmes cognitifs liés à la robotique [Chatila94]. Les mécanismes
de la nature qui ont été pris comme base de travail sont de très haut niveau, tels que la
logique de raisonnement, le langage, la planification, les concepts, les représentations, la
mémoire et d’autres. Pour cette ligne de pensée, l’intelligence est conçue comme la capa-15Cadre et but de l’étude
cité de manipuler une série de symboles à travers des règles logiques. On se base donc
sur une représentation symbolique du monde que l’on manipule en utilisant la logique
formelle. En conséquence, le monde réel est conçu comme mathématiquement modélisa-
ble et donc clairement divisible en entités associables à des symboles.
Cette approche, qui est associée à des méthodes de conception top-down, a donné
des preuves brillantes de fonctionnement dans des problèmes logiques abstraits, mais
rencontre des problèmes sérieux en robotique mobile autonome. Le problème principal
dérive du choix de la symbolique utilisée, de sa définition et de l’association entre sym-
boles et objets du monde réel. Comme mentionné plus haut, le choix de la symbolique
dépend de la tâche à exécuter, et il est ainsi très difficile de trouver une symbolique qui
soit à la fois universelle et efficace. Une fois que le choix est fait et en admettant qu’il est
bien fait, la définition même du symbole reste un grand problème: il est impossible de
définir objectivement et de façon unique un symbole. Ce problème est connu sous le nom
de symbol grounding problem [Harnad90]. Enfin, si, dans le modèle, les symboles et les
règles logiques, qui en gèrent les relations, sont clairement définis, dans le monde réel,
tout est flou, difficilement mesurable et en changement continu. Ainsi il est pratiquement
impossible de créer et maintenir un lien objet-symbole en classifiant de façon claire les
objets, tout en gardant cette classification à jour (frame problem) [Pylyshyn87]. Enfin,
dans les systèmes mis en oeuvre selon cette approche, l’expérience de l’agent n’est que
très peu prise en compte lors de nouvelles situations. Ce problème est communément
appelé situatedness problem [Suchman87]. 
Ces trois grands problèmes de l’intelligence artificielle sont essentiellement dus à
une conception abstraite de l’intelligence, détachée du monde physique. L’interaction
entre le système et l’environnement dans lequel il agit a été cachée ou simplifiée en se
penchant uniquement sur des problèmes de raisonnement. Ainsi des gros problèmes sont
survenus quand on a essayé d’interfacer cette intelligence avec le monde physique. C’est
à ce moment qu’on a découvert qu’il était difficile, par exemple, de reconnaître une
chaise, alors que le système logique se basait sur ce concept. Cette interaction agent-
environnement, comme mentionné plus haut, joue un rôle essentiel dans le fonctionne-
ment du système. L’échec de l’approche intelligence artificielle en est une conséquence.
Un dernier problème est celui du référentiel utilisé pour la conception des systèmes
artificiels connu sous le terme de ”frame of reference problem”. En intelligence artifi-
cielle, le modèle est l’homme et sa façon abstraite de traiter les problèmes. Or, ce modèle
ne s’applique qu’aux problèmes auquel l’homme est confronté. Si le robot mobile doit
faire face à des problèmes beaucoup plus simples, du niveau, par exemple, de ceux ren-
contrés par une fourmi, l’application de méthodes de résolution basées sur l’intelligence
humaine est inadéquate et ne respecte pas la contrainte de cohérence entre le système de
contrôle, le robot, la tâche et l’environnement. La nature a d’ailleurs doté la fourmi de
capacités et méthodes de résolution des problèmes qui sont différentes de celles de
l’homme. 
Enfin, l’intelligence artificielle classique ne respecte pas l’autonomie de choix de
décision du système, mais elle impose des règles externes et, en bonne partie, fixes. Mal-
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1.6.2 La “nouvelle IA”
Portée par Brooks [Brooks86], la nouvelle IA essaie d’éliminer certains des problè-
mes rencontrés par l’intelligence artificielle classique. Les aspects symbolique et top-
down sont remplacés par une approche basée sur l’interaction avec l’environnement et
fondamentalement bottom-up. Brooks aime répéter que “le monde est la meilleure repré-
sentation de lui-même” [Brooks91b] et que la représentation interne, vu qu’elle ne peut
être que limitée, est inutile. Une grande importance est donc donnée aux capteurs et
actionneurs, ainsi qu’au traitement pertinent des informations. De plus la structure du
système de contrôle est revue: au lieu d’avoir des modules fonctionnels, Brooks subdi-
vise le système de contrôle en modules comportementaux. Les modules fonctionnent de
façon parallèle et sont organisés dans un réseau, appelée subsumption architecture, qui
fixe les priorités des différents modules. Cette structure permet, comme le veut l’appro-
che bottom-up, de complexifier le comportement par l’adjonction de nouveaux modules
au réseau.
Brooks et sa théorie ont eu le grand mérite de s’attaquer aux problèmes de base de
l’IA classique en montrant des résultats sur des robots réels et des tâches non triviales. Il
a implémenté des structures parallèles, en améliorant la robustesse des systèmes. Le
fonctionnement de ses robots a fait de lui l’une des personnes les plus connues dans le
domaine de la robotique mobile. Malheureusement, le problème principal auquel il
s’attaquait, à savoir les symboles de l’IA, a été critiqué mais pas résolu: on reproche à
Brooks de s’être limité à des systèmes réactifs, c’est-à-dire sans mémoire, sans représen-
tations internes, dont le fonctionnement se base uniquement sur les entrées sensorielles
instantanées. Tout en allant plus loin que ce que l’on s’attendait, il n’a jamais réussi à
réaliser des tâches réellement complexes. De plus, la conception des modules de base de
sa structure a été faite de façon classique, avec des problèmes similaires à ceux rencon-
trés auparavant. Enfin, la possibilité de complexifier à volonté le réseau est purement
théorique, car elle dépend entièrement du concepteur et de la façon dont celui-ci crée le
réseau. En effet, pour réussir, cette approche ne peut pas seulement se baser sur une
croissance bottom-up pure, mais nécessite une planification top-down de l’extension du
réseau. 
Brooks, après une période de travail peu fructueuse sur son dernier robot, le très
complexe Attila, a actuellement abandonné presque totalement les robots du niveau
insecte pour passer à des robots humanoïdes [Brooks93] et à des projets d’interfaces
multimedia [Brooks96]. Malgré ce changement radical, il n’a jamais tiré de conclusions
critiques sur son travail, ni donné des raisons valables de son changement, ce qui laisse
quelques doutes sur la réelle efficacité de sa méthode.
1.6.3 Le connectionisme
Le connectionisme est né comme une tentative de s’approcher des mécanismes
biologiques de la cognition. L’attention n’est plus donnée aux fonctionnalités de raison-
nement (comme en IA classique) ou au comportement de l’individu (nouvelle IA) mais à
la microstructure du système nerveux animal. On vise donc à réaliser des structures de
traitement de l’information massivement parallèles, appelés réseaux de neurones artifi-17Cadre et but de l’étude
ciels (RNA). Les caractéristiques principales de cette approche sont l’apprentissage et le
stockage de l’information de façon répartie sur toutes les unités de calcul qui composent
le système. Cet apprentissage permet de recueillir les informations sur la base d’exem-
ples et permet ainsi au système de s’adapter à l’environnement dans lequel il est plongé.
Les réponses du système peuvent profiter des capacités de généralisation des RNA, dues
au type de structure de stockage et de calcul. La structure massivement parallèle permet
une meilleure résistance aux pannes et une plus grande rapidité d’exécution si elle est
implémentée sur une machine de calcul adéquate. Enfin le type de structure de calcul
permet d’aproximer un grand nombre de fonctions non-linéaires. Une description plus
détaillée des techniques utilisées est donnée dans la section 4 L’apprentissage.
Si cette approche permet théoriquement, grâce à l’apprentissage, d’éviter la phase
de modélisation classique du monde que l’on trouve dans l’IA, elle reste toutefois limi-
tée. Les modèles internes, même s’il sont construits par l’apprentissage, sont souvent
créés dans des structures et selon des modalités déterminées à l’avance par le concepteur.
A ce problème, il faut ajouter la difficulté de concevoir la structure d’un réseau de neuro-
nes artificiel, la complexité de son fonctionnement, le choix des règles et des paramètres
d’apprentissage, etc. Les réseaux de neurones sont en effet très difficilement analysables,
donc difficiles à maîtriser et corriger, au contraire des systèmes de l’IA classique où tout
est parfaitement logique et bien défini selon une convention bien connue du concepteur.
De plus, trop souvent, les modèles de réseaux de neurones proposés sont utilisés dans
deux phases distinctes, l’une d’apprentissage, l’autre d’utilisation, ce qui n’est pas appli-
cable à un système qui doit s’adapter de façon continue. Enfin, la plupart des algorithmes
proposés ont des temps de convergence et des modalités d’apprentissage qui ne s’adap-
tent pas aux contraintes du monde réel.
1.6.4 Les tendances nouvelles
L’échec de l’IA en robotique mobile autonome et les succès relatifs de Brooks res-
tent des points de repère pour la recherche actuelle. La nouvelle tendance est le construc-
tivisme qui propose, comme l’a fait Brooks, une approche bottom-up avec une
intelligence émergente de l’interaction entre les éléments composants le robot et son
environnement, sans utiliser nécessairement des représentations symboliques de haut
niveau [Stewart94]. Ces principes permettent de mieux s’approcher du problème de
l’autonomie, car ils supposent une auto-gestion du système. Malheureusement, trop sou-
vent, les structures mises en jeu sont très strictement définies et limitent l’émergence à
des aspects secondaires, comme par exemple la création d’un certain type de connaissan-
ces [Gaussier94]. 
Le mouvement de l’”Artificial Life” [Langton88] essaie d’utiliser les principes
constructivistes associés à la méthode de synthèse afin de comprendre le processus qui
génère la vie. La méthode synthétique est justifiée par le fait que les techniques analyti-
ques actuelles ne permettent pas de comprendre les transformations non-linéaires, les
propriétés chaotiques et d’autres phénomènes qui caractérisent le vivant. Dans ce mouve-
ment, on laisse donc un peu plus de place à l’autonomie et à l’émergence, en utilisant des
techniques évolutionnistes. Ces travaux sont essentiellement basés sur des simulations
inspirées des domaines les plus divers, allant de la biologie moléculaire à la morphoge-18 Cadre et but de l’étude
nèse des plantes, jusqu’aux comportements intelligents d’organismes ayant un système
nerveux. Malheureusement, cette recherche se limite essentiellement à des simulations,
sans se pencher attentivement sur la complexité du monde réel.
En robotique mobile autonome, l’approche constructiviste semble très promet-
teuse, à condition de vraiment laisser la connaissance du système se former sur l’interac-
tion entre le système de contrôle, l’agent physique et l’environnement dans lequel il agit.
Le système de contrôle doit être considéré comme un tout avec le système physique qu’il
gère et doit fonder son fonctionnement sur des mécanismes d’auto-organisation. La
motivation générale de développement doit être la survie, et c’est le problème de l’ingé-
nieur de considérer le développement de l’agent sous ce point de vue.
Ainsi la nature reste un exemple parfait de fonctionnement, mais les mécanismes
pris en compte deviennent de plus en plus nombreux et jouent des rôles complémentai-
res. C’est en considérant cet ensemble cohérent (autonomie, émergence, réseaux de neu-
rones en tant que structure de calcul parallèle et robuste, interaction avec
l’environnement, évolution) qu’il semble être possible de réaliser de vrais robots mobiles
autonomes.
1.7 Le but de ce travail
En se basant sur les observations faites dans ce chapitre, les points suivants sem-
blent être primordiaux dans la conception de la structure de contrôle d’un robot auto-
nome:
• La complexité du problème:
L’environnement d’un robot mobile ainsi que le genre de tâches qu’il est
tenu de réaliser sont d’une complexité qui n’a jamais été maîtrisée, qui
est impossible à modéliser, et qui dépasse en grande partie les méthodes
de conception classiques de l’ingénieur, car ces dernières sont basées sur
l’analyse, la modélisation et la résolution du problème par un algorithme
claire et linéaire.
• L’interaction avec l’environnement:
C’est à ce niveau que le fonctionnement du robot se réalise. C’est dans
cette relation avec l’environnement qu’il est possible de faire face au pro-
blème de la complexité, permettant au robot de tester, vérifier, agir et per-
cevoir de manière continue. Une adaptation basée sur cette interaction est
une bonne base de fonctionnement pour un robot mobile autonome.
• Le besoin de structures de contrôle simples, mais plastiques et bien adap-
tées:
Même des comportements qui apparaissent complexes peuvent être géné-
rés par des structures simples et bien adaptés à la tâche [Braitenberg84].
Le but de ce travail est de mettre en évidence les possibilités d’exploitation de
l’interaction du robot avec l’environnement, afin de créer une structure de contrôle effi-
cace, qui peut faire face à un certain niveau de complexité grâce à un niveau d’autonomie19Cadre et but de l’étude
important (dans le sens décrit dans la section 1.2). Afin de se limiter à un type de struc-
ture, les réseaux de neurones ont étés choisis pour leur flexibilité, leur propriétés de cal-
cul non-linéaire, et le niveau intéressant de l’inspiration biologique.
1.8 L’organisation de ce travail et la structure du rapport
Ce travail est composé de six expériences. Chaque expérience essaie de mettre en
évidence un aspect de la relation entre la conception du système de contrôle du robot et
l’interaction entre le robot et son environnement réel. 
L’ordre de présentation des expériences dans ce rapport ne correspond pas à l’ordre
chronologique de réalisation. Des expériences de vérification de concepts de base, pré-
sentées ici au début, ont été réalisées après l’observation du concept lors d’expériences
plus complexes. Ainsi, l’ordre est donné en fonction de la complexité et de l’autonomie
croissante des structures de contrôle mises en oeuvre. La figure 3 montre les domaines
explorés dans les six expériences réalisées dans ce travail.
Figure 3:  Domaines d’exploration des six expériences
Les premières deux expériences mettent en évidence l’importance de l’interaction
robot-environnement, le robot ayant des comportements très simples et programmés de
façon classique. On constate l’importance de l’environnement et de l’observation du
comportement de la part de l’expérimentateur. De plus, les résultats obtenus mettent en
évidence des aspects intéressants du parallélisme, utilisés ici au niveau d’individus mais
exploités aussi au niveau des réseaux de neurones. 
La troisième expérience permet d’étudier un mécanisme d’adaptation qui com-
mence à exploiter la relation robot-environnement, à savoir l’apprentissage par condi-
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Evolution de retour au nid
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Autonomie
(Complexité)
Conception par évolution "écologique" dans
l'intéraction robot-environnement
Conception par évolution de structures
de contrôle basées sur l'apprentissage20 Cadre et but de l’étude
tionnement classique en utilisant des réseaux de neurones. Ce type d’adaptation, dans ses
formes les plus connues, est toutefois relativement limité et concentré sur des aspects
particuliers, définis à l’avance par le concepteur.
La quatrième expérience est un premier essai d’utilisation des méthodes évolution-
nistes pour la conception de la structure de contrôle du robot. Cette méthode est égale-
ment appliquée à des réseaux de neurones et permet une meilleure et plus profonde
exploitation de l’interaction robot-environnement. Cet essai met en évidence des aspects
prometteurs ainsi que des problèmes propres à cette approche.
La cinquième expérience, très similaire dans sa forme à la précédente, développe
l’approche évolutionniste, en exploitant encore plus radicalement l’interaction robot-
environnement. Elle fait ressortir toutefois une limitation majeure, à savoir le temps
nécessaire au développement.
La dernière expérience combine les adaptations de l’apprentissage et de l’évolu-
tion. Les résultats très intéressants exploitent l’interaction robot-environnement à plu-
sieurs niveaux.
La description de ces expériences est précédée par une introduction sur les outils
utilisés, qui ont joué un rôle essentiel dans ce travail. De plus, une brève introduction aux
réseaux de neurones est donnée avant la description de la troisième expérience.21Cadre et but de l’étude
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Afin de pouvoir mettre en évidence des caractéristiques intéressantes en robotique
mobile, il est nécessaire de disposer d’outils d’expérimentation efficaces. Comme en bio-
logie il s’agit non seulement de disposer des sujets d’expérimentation, mais encore des
outils qui permettent de recueillir et analyser les résultats. Une grande partie du travail de
Franceschini, par exemple, a été de mettre au point le microscope de stimulation qui lui a
permis de réaliser les mesures sur l’oeil de la mouche [Franceschini92]. Dans notre cas
aussi il s’agit de s’équiper pour pouvoir expérimenter des nouvelles structures de con-
trôle pour robots mobiles autonomes. Ce chapitre est donc consacré aux outils utilisés
couramment et à ceux développés spécialement pour cette recherche.
2.1 Les robots simulés et les robots réels
Quand il s’agit de faire une étude sur le fonctionnement d’un système de contrôle
de robots mobiles, beaucoup de chercheurs optent pour une modélisation du problème
(robot et environnement) afin d’analyser le problème par pur calcul sur ordinateur. On
parle de simulation du problème, simulateur de robot, robot simulé et parfois abusive-
ment de robot tout simplement. Le succès de cette approche est due à des avantages bien
connus mais discutables:
1 Ecrire un programme est plus facile et nécessite moins de connaissances
que de réaliser un robot physique. Mis à part le domaine de la robotique
collective qui implique des dizaines de robots, le gain économique que
fait le programmateur en écrivant son simulateur par rapport à acheter un
robot du marché est très discutable, si les heures de programmation sont
prises en compte. Malheureusement ce dernier point est souvent négligé
dans le domaine universitaire. Beaucoup de personnes ont l’impression
(souvent fausse) qu’écrire le simulateur revient meilleur marché et se fait
plus rapidement que d’acheter un robot et apprendre à le programmer. 
La solution qui consiste à utiliser un simulateur existant permet de limiter
les investissements. Souvent, toutefois, le chercheur qui emprunte cette
voie reste déçu par les possibilités offertes par le simulateur. Il se retrouve
ainsi avec un logiciel dont il n’a pas le contrôle et qui ne satisfait pas ses
besoins spécifiques.
2 Dans une simulation on peut accélérer le temps d’exécution. Avec les
puissances de calcul actuelles, on peut effectivement élaborer beaucoup
de données, mais la vitesse de la simulation va dépendre énormément de
ce qui est simulé. Une simulation soignée peut prendre un temps de cal-
cul considérable, si la modélisation de l’environnement et des capteurs
est très fine.
3 Dans une simulation on peut faire varier chaque paramètre de l’environ-
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nes expériences, de pouvoir isoler des problèmes comme la friction des
roues ou la masse du robot afin de mieux analyser leur influence. Malgré
ce fait, changer les paramètres signifie aussi de savoir déterminer les
paramètres corrects pour que la simulation soit réaliste.
4 Dans une simulation on peut faire exécuter au robot ce que l’on veut. Il
est possible de déplacer un robot d’un coté à l’autre de la pièce par un
simple geste sur la souris, ou de le replacer toujours au même endroit
pour le test répétitif d’un comportement, ou encore de le faire traverser
les obstacles... Cette flexibilité doit toutefois être utilisée avec prudence,
en respectant des paramètres réalistes pour le comportement normal du
robot, ce qui n’est pas toujours facile à mettre en oeuvre.
5 Dans une simulation on peut modifier les données anatomiques et fonc-
tionnelles du robot. Ceci permet, par exemple, d’améliorer très simple-
ment et rapidement la dynamique d’un capteur, la résolution d’une
caméra etc. Ici aussi il faut toutefois définir des paramètres réalistes et les
modifier en respectant les contraintes réelles.
6 Dans une simulation sur ordinateur on peut visualiser tout ce qui se passe.
L’interface utilisateur de l’ordinateur permet une interaction optimale
avec l’expérience. Si cet avantage est réel dans beaucoup de cas, il perd
son importance si l’on considère les possibilités de visualisation qui se
développent en robotique [Mondada93]. 
7 Un logiciel de simulation peut être distribué, les résultats répétés, vérifiés
et comparés dans d’autres laboratoires. Un robot et son environnement se
laissent beaucoup moins facilement reproduire.
Tous ces avantages, même s’ils sont parfois très relatifs, sont contrebalancés par
quelques désavantages mineurs et par un problème fondamental: Est-ce que la simulation
représente bien le monde réel, au point que les résultats obtenus peuvent être reportés
dans la réalité? Il faut bien voir que c’est à cette condition seulement qu’une simulation
peut être considérée comme utile.
Comme cela a été illustré dans le chapitre 1 Cadre et but de l’étude, les aspects à
prendre en considération très attentivement dans le domaine de la robotique mobile sont
la complexité et la relation entre système de contrôle, physique du robot et environne-
ment. C’est sur ces deux points que se situe une grande partie du problème. Il est donc
fondamental d’en tenir compte. 
La complexité de l’environnement porte sur toutes les caractéristiques qui rendent
difficile sa détection, qui varient au cours du temps de façon imprévisible, qui influencent
le fonctionnement du robot, qui sont couvertes d’erreurs d’estimation, de bruit qui n’est
jamais blanc, etc. C’est aussi cette complexité qui ne permet pas la représentation sym-
bolique de l’IA et qui rend pratiquement impossible toute autre modélisation du monde
qui pourrait être utilisée dans la commande d’un robot mobile. Essayer de comprendre ce
problème en simulation, donc dans un modèle du monde, est simplement contradictoire.
La modélisation faite pour la simulation enlève justement l’aspect de la complexité qui
est le thème central de ces études.24 L’environnement de travail
Pour que l’étude visée dans ce travail ait un sens, il est donc nécessaire de réaliser
les expériences sur un robot mobile réel et non pas simulé. La simulation, si elle est faite
soigneusement, peut être considérée comme une approche grossière de la réalité et utili-
sée pour dégrossir les données du problème, en permettant d’avancer rapidement grâce à
la rapidité d’évaluation qui est propre de cette approche. Il ne faut toutefois jamais rester
au stade de la simulation: la seule vraie vérification doit se faire sur un robot réel.
On peut finalement distinguer plusieurs phases de développements: recherche, pré-
étude de faisabilité, et développement de l’application. Nous venons de voir que la pre-
mière phase de la recherche peut être menée en simulation pure sur ordinateur. Prolonger
trop longtemps l’utilisation de la simulation risque de rendre l’étude simpliste, mais le
fait d’utiliser trop tôt un robot industriel de grosse taille pour la recherche ou la pré-étude
est risqué, car on ne connaît pas suffisamment le problème et l’étude serait lourde et coû-
teuse. Entre ces deux différentes étapes il faut donc un changement graduel, basé sur des
outils efficaces mais pas trop simplistes. C’est dans ce cadre que se situe ce travail ainsi
que l’analyse des outils de la prochaine section. Cette dernière a débouché sur le déve-
loppement du robot Khepera, présenté ensuite.
2.2 Les outils existant (à l’exclusion de Khepera)
Comme mentionné dans la section précédente, la simulation est souvent choisie
comme méthode d’analyse à cause des nombreux avantages qu’elle présente par rapport
à des expériences basées sur des robots réels. Si on analyse les outils d’expérimentation
les plus utilisés en robotique mobile autonome on peut en effet observer qu’ils manquent
de flexibilité, de maniabilité et d’efficacité. Le robot est souvent vu comme une machine
à microprocesseur dans laquelle on fait exécuter du code et de laquelle on attend un com-
portement déterminé. Au delà de quelques outils de déverminage, des vrais outils d’ana-
lyse du comportement du robot, comme on les trouve dans la biologie, manquent dans la
plupart des cas. Ce manque d’outils est souvent remplacé par des outils de simulation ou
de conception assistée par ordinateur, qui permettent de réaliser l’application sur simu-
lation avant de la transposer sur le robot. Les sections qui suivent se proposent d’illustrer
les principes de quelques robots expérimentaux et commerciaux parmi les plus connus
ou répandus. Cette liste n’est de loin pas exhaustive. Elle donne toutefois une idée des
équipements disponibles et utilisés dans ce domaine.
2.2.1 Les équipements expérimentaux
Par équipement expérimentaux on entend tout système qui est utilisé pour la
recherche en robotique mobile réelle mais qui n’est pas disponible commercialement.
2.2.1.1 Le yamabico
Ce robot est probablement un des plus connus au Japon. Il a été développé à
Tsukuba, par l’équipe du professeur Yuta [Yuta91]. Il possède un système de locomotion
basé sur deux roues motrices latérales et d’une roue folle pour l’équilibre. Sa forme est
plutôt verticale, car la structure s’élève en hauteur (entre un mètre et un mètre et demi25L’environnement de travail
selon les configurations) sur une base relativement étroite, comme le montre la figure 4.
Son système sensoriel est basé sur des capteurs à ultrason (qui lui ont donné le
nom), mais sa configuration de base comporte aussi des capteurs optiques.
Le corps central est composé d’un fond de panier sur lequel sont connectée des
cartes processeurs dédiées aux différents modules sensoriels ou moteurs. Une des cartes
est considérée comme maître, et s’occupe de la gestion de haut niveau du robot. Le sys-
tème opératif de cette carte est propre au robot (MOSRA) et permet une gestion des
applications temps-réel. Le langage de programmation utilisé a aussi été développé spé-
cialement (ROBOL/0).
Afin de communiquer ses états internes, le robot dans sa version de base est doté
d’un synthétiseur vocal.
Figure 4:  Le robot Yamabico
Ce robot reste donc d’assez grande taille et basé sur des outils spécifiques. Si ceci
n’est pas gênant en ce qui consiste le système opératif, qui doit nécessairement supporter
le temps-réel, ceci est plus gênant en ce qui concerne le langage de programmation, le
ROBOL, qui limite la diffusion des résultats. 
Enfin ce robot est essentiellement utilisé en mode auto-suffisant, à la fois énergéti-
quement et en puissance de calcul. Les outils d’analyse de l’état du robots sont, du moins
pour la version de base, très limités.26 L’environnement de travail
2.2.1.2 Les robots du Massachusetts Institute of Technology
Le professeur Rodney Brooks est très probablement une des personnes les plus
connues dans le domaine de la robotique mobile autonome. Dans son laboratoire, l’Arti-
ficial Intelligence Laboratory du Massachusetts Institute of Technology (MIT) il a créé,
avec ses collaborateurs, un grand nombre de robots mobiles afin de prouver les principes
de la subsumption architecture, décrite dans la section 1.6.2. Ces robots ont des formes,
des fonctionnalités et des structures matérielles très diverses, pour pouvoir réaliser des
expériences dans un large domaine d’applications, allant de l’exploration interplanétaire
à la recherche de boîtes de Coca-Cola vides [Brooks90].
Le robot Allen est le premier de la série. Construit dans les années 86-87, il dispose
d’odometrie et de capteurs à ultra-sons. Le comportement implémenté sur ce robot est un
évitement d’obstacles associé à une exploration aléatoire. 
Tom et Jerry sont deux robot conçus une année après Allen. Dotés de trois capteurs
de proximité infra-rouge à sortie binaire, ces robots-jouets étaient contrôlés par une logi-
que programmable à 256 portes. Le but était de prouver combien les structures de con-
trôle réalisées à l’aide de la subsumption peuvent être compactes. 
Herbert est un robot bien plus complexe réalisé en 1988. Il dispose, du point de vue
puissance de calcul embarquée, de 24 processeur 8 bits interconnectés par une connexion
sérielle très lente (240 bits par seconde). Du point de vue moteur, Herbert, en plus du
système de locomotion à roues, dispose d’un bras et d’un préhenseur qui lui permettent
de saisir des objets. Du point de vue sensoriel, Herbert dispose de 30 capteurs de proxi-
mité infrarouge, de quelques senseurs simples sur le préhenseur, et d’un système de pro-
jection de plan laser pour la saisie de mesures de profondeur sur un angle de 60 degrés
devant le robot. Ce dernier système permet de reconstruire une image de profondeurs de
256 x 32 points. Ce robot a été programmé pour ramasser des boîtes de Coca-Cola vides,
ce qui nécessite une grande quantité de comportements allant de l’évitement d’obstacles
à la reconnaissance des boîtes de Coca. 
Gengis, développé en 1989, est le premier pas dans la direction des robots à pattes.
Il dispose en effet de six pattes ayant deux degrés de liberté chacune. Le système de con-
trôle est complètement distribué sur 6 processeurs associés aux 6 pattes. Les capteurs
dont il dispose sont des capteurs de force (12), six capteurs pyro-électriques (pour la
détection de sources de chaleur), un inclinomètre et deux moustaches. Sa programmation
a été poussée dans la direction de la coordination pour la marche, afin de réaliser des
comportements comme le suivi de personnes. Ce robot existe aussi dans une version
commerciale.
En 1989 a été développé Squirt, un robot miniature d’un volume d’un peu plus
qu’un pouce cube. Ce robot a été pour le MIT un exercice de miniaturisation. En effet le
robot est autosuffisant et dispose d’un microprocesseur à 8 bits, un capteur de lumière et
deux microphones. Il a été programmé pour se cacher de la lumière et suivre un son par-
ticulier. Ce robot a été en partie la source d’inspiration pour le robot Khepera, développé
en parallèle au LAMI et utilisé dans ce travail.
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grammation développés dans le même laboratoire. Le langage de programmation est le
Behavior language, spécialement développé et adapté pour réaliser des programmes de
contrôle basées sur la subsumption architecture [Brooks86]. Le compilateur qui supporte
ce language, réalisé en lisp, est en effet un cross-compilateur qui génère du code pour le
processeur du robot (souvent un ou plusieurs Motorola 68HC11, plus récemment des
Motorola 68332). L’environnement de programmation permet essentiellement de télé-
charger le code et de monitorer des messages provenant du robot via la ligne sérielle, afin
de visualiser une variable interne au robot. Dans la plupart des cas, toutefois, le robot est
déconnecté de l’ordinateur hôte et dispose d’un affichage de quelques caractères ainsi
que de quelques LEDs pour visualiser ses états internes.
2.2.1.3 Le robot Lola
Lola a été un des premiers robots développés dans le groupe du Prof. Steels, à
Bruxelles. Ce robot et les expériences associées avaient été présentées dans le cadre de
l’école NATO qui s’est déroulée à Trento [Steels95b]. De taille importante (environ 60
cm de diamètre pour un mètre de haut) ce robot se déplace avec une plateforme synchro-
drive: Trois roues disposées sur un triangle équilatéral, toutes motrices, pouvant être diri-
gées ensemble dans n’importe quelle direction de façon synchronisée. Du point de vue
des capteurs, Lola est équipé de détecteurs de collision, de capteurs de distance et de cap-
teurs de son, qui lui permettent de détecter des sources sonores. 
L’environnement du robot, essayant de recréer un écosystème artificiel dans lequel
le robot doit évoluer, est doté de sources sonores représentant des sources de nourriture.
Pendant les expériences, ce robot peut être suivi par un système de détection de la posi-
tion absolue du robot dans son environnement. Ce système est composé d’une caméra
avec une optique à grand angle fixée au plafond. La détection du robot par la caméra est
facilitée par une puissante source lumineuse placée au dessus du robot. Un système simi-
laire de mesure de la position du robot est décrit dans [Fleury93], qui utilise un motif
particulier plutôt qu’une source lumineuse. Avec un temps de calcul supérieur aux
200ms, ce système peut détecter un robot sur une surface de 5 x 10 m avec une précision
d’environ 5mm.
Dans le groupe du professeur Steels, le robot Lola a actuellement été remplacé par
les robots LEGO, décrits plus loin.
Parallèlement à Lola, le groupe de Bruxelles a développé un language de program-
mation, appelé PDL [Steels92], qui permet une programmation facilitée de structures de
contrôle temps-réel similaires à celles présentes dans la subsumption. 
2.2.1.4 Autres systèmes
Beaucoup d’autres robots ont étés développés dans différents centres de recherche,
et ce n’est pas le but ici d’en faire une liste exhaustive. Ces robots se différencient essen-
tiellement par leur système moteur, leur capteurs et leur puissance de calcul. Ceux qui
ont étés mentionnés ci-dessus couvrent une large palette des possibles combinaison. Pour
la compléter convenablement il faudrait toutefois mentionner le robot KAMRO, déve-
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kilos et transporte deux bras manipulateurs de type PUMA 260, ayant chacun 6 degrés de
liberté. Les préhenseurs de ce robot sont équipés d’un capteur de force/couple à six
degrés de liberté. Au niveau des capteurs, trois caméras permettent la reconnaissance des
objets manipulés et 16 capteurs à ultra-sons permettent une détection des obstacles. Il a
été développé essentiellement pour des tâches d’assemblage automatisé nécessitant deux
bras et une plateforme mobile. Celle-ci a la particularité d’être omnidirectionnelle: Qua-
tre roues indépendantes et recouvertes, au lieu des pneus, de rouleaux placés à 45 degrés,
permettent des déplacement et rotations dans n’importe quelle direction. Ce robot,
comme beaucoup d’autres dans le domaine de l’automation, est associé à un logiciel qui
permet de réaliser la simulation des actions du robot.
2.2.2 Les environnements disponibles commercialement
On présente ici quelques produits qui sont disponibles dans le commerce en tant
qu’outil de recherche ou d’enseignement.
2.2.2.1 Le KitBorg
Le KitBorg est un robot mobile cylindrique de petite taille (15-20 cm) produit par
Aleph Technologies et vendu essentiellement en France. Destiné principalement à
l’enseignement de l’électronique, l’électrotechnique et la robotique, ce robot a aussi été
utilisé dans des équipes de recherche [Bessière92]. Il est équipé de base d’un microcon-
trôleur NEC78310 (8/16 bits) et de 32k de RAM. Le déplacement du robot est effectué
par deux roues situées sur les côtés du robot et contrôlées par deux moteurs à courant
continu. Il dispose de 4 capteurs d’intensité lumineuse, un microphone pouvant détecter
des claquements de main, deux capteurs à infrarouge, deux capteurs à ultra-sons pour la
détection d’obstacles, ainsi que de deux détecteurs de collision. La programmation se fait
ici aussi par téléchargement de code programmé en C ou en graphcet. Un dévermineur
est disponible et il est possible de visualiser des informations au niveau d’un PC relié au
robot par une ligne sérielle.
Figure 5:  Le Kitborg. Son hauteur est d’environ 30 cm29L’environnement de travail
2.2.2.2 Les robots de TAG
TAG est une entreprise anglaise qui vise plus particulièrement le monde de la
recherche et de l’enseignement en robotique mobile et réseaux de neurones. Leurs pro-
duits sont des plateformes mobiles (robots Frank et Igor) ainsi que des cartes de contrôle
neuronal analogique (N-Euro).
Frank est un robot à chenilles très similaire, dans sa structure et ses fonctionnalité,
au robot Yamabico. Plus bas et plus long que ce dernier (50x24x24 cm), il est aussi com-
posé essentiellement d’un fond de panier qui sert à loger les cartes de contrôle. Il dispose
aussi de capteurs à ultra-sons, à infrarouge et tactiles. Son utilisation est donc similaire à
celle du Yamabico. Aucun outil spécifique d’analyse ou de développement ne semble être
disponible.
Igor (figure 6) est un robot à quatre pattes contrôlées pneumatiquement par 8 pis-
tons. Chaque patte peut être levée et bougée selon l’axe d’avancement du robot. La taille
de ce robot est réduite (18x20x21 cm) et il pèse 1.5 Kg. Il dépend d’une source d’air
comprimée, mais les électrovannes de commande sont embarquées sur le robot. Une
option permet d’embarquer une source d’air comprimé. Igor dispose de capteurs de con-
tact au sol et de capteurs d’angles des pattes par rapport au corps du robot. Le tout peut
être contrôlé depuis un PC.
Figure 6:  Le robot Igor
Ce robot est intéressant du fait qu’il permet d’expérimenter la marche dynamique
et que son contrôle depuis un PC permet d’utiliser des outils standard pour la visualisa-
tion, la programmation et l’analyse. Il a le désavantage de dépendre d’une source d’air
comprimé, mais ceci permet de garantir des performance intéressantes pour la taille
réduite du robot.
2.2.2.3 Les robots de IS Robotics
IS Robotics commercialise une vaste palette de robots conçus au MIT, à roues et à
pattes (voir aussi la section 2.2.1.2 Les robots du Massachusetts Institute of Technology).
IS Robotics reprend les développements faits au MIT et les complète afin d’obtenir un
produit. Malgré le nom d’une école prestigieuse comme le MIT accompagné du nom de
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Parmi les robots à roues, le plus connu et le plus utilisé est probablement le R2
(figure 7). Ce robot, d’une hauteur d’environ 30-40 cm, se déplace en utilisant deux
roues placées devant le centre de gravité et s’appuie sur une roue folle placée à l’arrière.
Sur l’avant il est équipé d’une pince montée sur un axe vertical, ce qui lui permet de sai-
sir des objets et les soulever. Il dispose de capteurs de proximité infrarouges et de cap-
teurs de collision. La pince peut détecter la présence d’un objet par une barrière optique. 
Du point de vue processeur, ce robot existe en deux versions, équipé d’un Motorola
68HC11 ou d’un Motorola 68332 (version R2E). L’environnement de programmation est
basé sur le behavior language de Brooks. Il est disponible sur Macintosh et permet de
visualiser une variable à la fois, transmise du robot à l’ordinateur hôte par une ligne
sérielle. Le seul autre moyen de visualisation de l’état interne du robot est l’affichage
LCD de quelques lignes dont le robot est doté. D’autres environnements de programma-
tion (C par exemple) ne sont pas disponibles à ma connaissance.
Figure 7:  Le robot R2 commercialisé par ISRobotics
2.2.2.4 Le Nomad
Nomadic est probablement une des entreprises les plus actives dans le domaine de
la robotique mobile pour la recherche. Le robot le plus connu de cette entreprise est le
Nomad 200. 
Le Nomad 200, ayant un diamètre d’environ 60 cm, dispose d’un système moteur
basé sur le principe synchro-drive. Au niveau sensoriel ce robot possède des capteurs de
collision, des capteurs de proximité infrarouge et des capteurs de distance à ultra-sons. 
Du point de vue processeur, le Nomad 200 dispose d’un PC complet. Cet ordina-
teur est souvent mis en communication avec un ordinateur hôte par une ligne sérielle
radio. 
Du point de vue de l’environnement de développement, Nomadic propose un simu-
lateur du robot qui permet de préparer des expériences sans devoir mettre en route le
robot. Ce simulateur est disponible sur SUN. Le robot peut ensuite être commandé par la
ligne sérielle en utilisant un protocole de contrôle. Ceci permet de réaliser un relative-31L’environnement de travail
ment bon environnement de travail, probablement le meilleur de ceux décrits dans cette
section.
2.2.2.5 Les robots de RWI
RWI (Real World Interface) est une petite entreprise dont le patron est l’ancien ini-
tiateur des produits de Nomadic. Cette entreprise, qui met en premier plan la qualité et
arrive a garder des prix compétitifs, est en forte croissance. RWI commercialise des
robots très semblables au Nomad 200, basés sur des plateformes synchro-drive, ainsi
qu’un robot très simple et de taille moyenne, le Pioneer, développé au SRI International
[Nilsson84]. Ce dernier robot, qui pèse quelques kilos, est doté de deux roues latérales
dont l’axe est décentré vers l’avant, ainsi qu’une roue folle à l’arrière. Les capteurs à dis-
position sont soit des capteurs à infrarouge, soit des capteurs à ultra-sons, au choix. Con-
trôlé par un microprocesseur 68HC11 qui s’occupe uniquement des capteurs et des roues
ainsi que d’un protocole de commande, il est généralement équipé d’un PC portable
placé sur le dos du robot, spécialement conçu à cet effet. 
Ce robot est associé à un logiciel de navigation, appelé Saphira, qui permet la navi-
gation dans des environnements dont on dispose d’un plan préalablement introduit dans
le logiciel. Saphira est exécuté sur une station de travail et commande le robot via une
connection radio.
2.2.2.6 Les robots LEGO
L’entreprise de jouets LEGO ne commercialise pas directement des robots. Elle
propose uniquement une large palette de boites de construction technique, basées sur la
très connue brique de base en plastique.
Plusieurs chercheurs utilisent les possibilités offertes par ce jeu de construction
pour réaliser la structure physique de leur robot [Steels94] [Dennett91] [Jones93]
[Smithers94] (figure 8). L’utilisation des LEGO permet en effet à n’importe qui de réali-
ser rapidement une structure physique, sans besoin de connaissances mécaniques parti-
culières et avec un coût limité.
Figure 8:  Robots lego: exemple de forme générale (a.) et détail de construction (b.)
Pour contrôler cette structure physique, les chercheurs utilisent des cartes proces-
seurs disponibles sur le marché (carte MiniBoard du MIT, utilisée par exemple dans
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[Nolfi94]), ou développées expressément pour cette application [Smithers94]. Les cap-
teurs utilisés pour ce type de robot sont les capteurs standard que l’on retrouve sur
d’autres robots: capteurs de collision basés sur des microrupteurs, capteurs de proximité
et de luminosité infrarouge et barrières optiques pour ne citer que les plus communs. Au
niveau actionneurs, par contre, on préfère utiliser les actionneurs propres de LEGO à
cause de leur facilité d’intégration dans la structure physique.
Cette approche à la robotique mobile donne à l’expérimentateur une très grande
liberté d’action en ce qui consiste la morphologie du robot, mais pose aussi de gros pro-
blèmes:
• La structure de construction LEGO est basée sur un assemblage par
emboîtement et est adaptée à une utilisation statique. Elle peut être utilisée
pour des constructions ayant des parties mobiles, mais ceci doit être limité
a un certain type de construction, dans laquelle l’effort est supporté par la
structure et non par le frottement entre les éléments. Or ceci est une très
grande limitation, qui rend les constructions LEGO très sensibles aux
chocs et aux vibrations, car ce type d’effort n’a pas de direction préféren-
tielle.
• Les actionneurs LEGO sont conçus pour des jouets, utilisés essentielle-
ment à vitesse constante, sans souci pour la vitesse même du moteur, pour
le couple ou pour la position de l’effecteur. Ceci limite considérablement
les possibilités de contrôle du robot, forçant les chercheurs à utiliser des
vitesses fixes, non réglées, sans aucune possibilité de régler la position de
l’effecteur sinon que par des capteurs externes, normalement assez diffici-
les à intégrer dans la structure LEGO et nécessitant des connaissances plus
spécifiques.
Les environnements de programmation sont liés au type de carte processeur
embarquée. Généralement il s’agit de cross-compilateurs C sur PC. Afin de suivre et ana-
lyser le comportement du robot il y a principalement deux approches: La première (utili-
sée par exemple par le groupe de Steels) consiste à équiper le robot d’une matrice de
LEDs qui servent à visualiser l’état interne. La deuxième approche (utilisée par Smi-
thers) consiste à utiliser des PC très compacts qui peuvent être embarqués sur le robot.
Ces deux approches limitent fortement l’observation des paramètres du système de con-
trôle du robot lors de l’expérimentation.
Enfin l’équipe de L. Steels [Steels94] se sert d’une caméra placée au dessus de
l’environnement d’expérimentation pour mesurer le déplacement du robot. L’image
vidéo est enregistrée, puis élaborée pour en extraire la trajectoire du robot. L’élaboration
se fait une fois l’expérience terminée.
2.2.2.7 Fisher Technik
Fisher Technik est un autre jouet de construction bien connu et est utilisé pour les
mêmes raisons et les mêmes buts que le LEGO. Un robot construit en utilisant cette tech-
nique est présenté dans la figure 9.
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LEGO: les pièces, toujours en plastique, s’imbriquent par des fixations en queue d’hiron-
delle. Les axes de transmission sont métalliques et les engrenages se fixent sur les axes
par des mors coniques. Ceci permet de réaliser des constructions très stables et qui sup-
portent des efforts beaucoup mieux que celles réalisées avec du LEGO.
De plus Fischer Technik propose des boîtes de construction comportant des cap-
teurs de différents types (de luminosité, de champ magnétique), qui peuvent être utilisés
dans des robots ayant des fonctionnalités très simples.
Si le désavantage de manque de robustesse de LEGO disparaît presque complète-
ment dans Fischer Technik, le désavantage concernant les actionneurs reste identique.
Comme LEGO, Fischer Technik propose des actionneurs qui s’intègrent parfaitement
dans la construction mais qui se révèlent pratiquement inutilisables pour la robotique. 
Au niveau des environnement de développement, déverminage et analyse, la situa-
tion est identique à celle des robots LEGO.
Figure 9:  Exemple de robot construit avec du Fischer Technik (a.) et détail de construction (b.)
2.2.2.8 Les outils logiciel
En plus des outils liées à un robot particulier, il existe un grand nombre d’autres
logiciels commerciaux qui peuvent être utilisés pour la visualisation en temps réel ou
l’analyse de résultats obtenus avec les robots mobiles.
Parmi les logiciels spécialisés dans la visualisation de données provenant de mesu-
res externes à l’ordinateur (appelés aussi logiciels d’instrumentation) un des plus connus
est LabVIEW®. Ce logiciel est un produit de National Instruments. Le but de ce logiciel
est de permettre de programmer de façon simple et efficace des interfaces entre un utili-
sateur et une installation à surveiller. National Instruments met donc à disposition, d’une
part, une série d’outils pour l’accès à de l’équipement extérieur, comme des interfaces
GPIB (IEEE488), RS232, des cartes d’acquisition numérique ou analogique, des cartes
de contrôle numérique ou analogique, etc. D’autre part LabVIEW® dispose d’une large
librairie d’outils de traitement, visualisation et interaction avec les données saisies et
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envoyées sur l’installation externe. 
Dans LabVIEW®, les outils de visualisation et contrôle s’appellent Virtual Instru-
ments (VI). Un VI est composé d’un panneau frontal, qui joue le rôle d’interface avec
l’utilisateur, et d’un diagramme, qui réalise les fonctionnalités de l’instrument. Sur le
panneau peuvent être disposé des instruments de visualisation comme des interfaces de
contrôle graphiques, comme le montre la figure 10. Chaque objet graphique est obtenu
par un choix dans le menu des objets de contrôle. Les attributs de chaque objet peuvent
être modifiés en agissant directement sur l’objet ou en choisissant des paramètres dans
un menu déroulant. Chaque objet présent sur le panneau porte un nom et correspond à un
terminal de données au niveau du diagramme (voir figure 11). Ces terminaux peuvent
être câblés entre eux en utilisant une librairie de fonctions disponibles sous forme d’icô-
nes. 
Figure 10:  Exemple d’interface utilisateur crée avec LabVIEW®
Figure 11:  Diagramme de fonctionnement d’un instrument virtuel sous LabVIEW®: La valeur
numérique obtenue du bouton du panneau frontal est traitée par des fonctions sinus et cosinus. Le
résultat d’un de ces deux opérateurs, selon la valeur booléenne donnée par le commutateur sin/cos,
est affiché sur les deux affichages V-meter et plot35L’environnement de travail
La mise en place des objets sur le panneau frontal, leur modification ainsi que tou-
tes les opérations au niveau de la description du fonctionnement de l’instrument dans le
diagramme sont réalisés de façon graphique et interactive. Sans aucune connaissance
préalable de langages de programmation il est donc possible de réaliser des acquisitions
de données, leur traitement ainsi que la visualisation et le contrôle éventuel de paramè-
tres de l’installation en temps réel. Lors de calculs complexes, il est possible d’inclure
dans LabVIEW® des modules écrits en C et visualisés dans LabVIEW® sous forme
d’icône.
En robotique mobile il est possible d’utiliser ce potentiel pour la programmation, la
supervision et la visualisation des résultats d’algorithmes de contrôle. En ayant un robot
qui peut être contrôlé par un protocole implémenté sur une ligne sérielle RS232, toutes
les fonctionnalités du robot peuvent être très intuitivement mises à disposition de l’utili-
sateur sous forme d’icônes. Les possibilités graphiques de LabVIEW® peuvent donc être
exploitées pour visualiser l’état des capteurs du robot, une interface peut permettre de
contrôler la vitesse d’avancement du robot, etc. La grande limitation de ce logiciel est sa
lenteur lors de calculs ou affichages importants.
D’autres outils d’analyse, comme Mathematica ou MatLab, permettent une bonne
analyse des données récoltées pendant la simulation, mais ne permettent pas un contrôle
direct du robot, ni une analyse des données en temps réel. Wolfram Research, producteur
de Mathematica, et toutefois en train de développer une interface entre Mathematica et
LabVIEW®, ce qui permettrait l’accès aux fonctionnalités du robot directement depuis
Mathematica.
2.3 L’outil Khepera
Au Laboratoire de Microinformatique (LAMI) de l’Ecole Polytechnique Fédérale
de Lausanne (EPFL), il y a toujours eu un intérêt pour les robots mobiles qui associent
très étroitement la mécanique (bien maîtrisée par André Guignard), l’électronique et les
capteurs (spécialité de Edo Franzi), les microprocesseurs et la programmation temps réel
(domaine de base du laboratoire). En 1990, sur la lancée du MIT qui présentait Squirt, un
robot d’un pouce cube (voir aussi la section 2.2.1.2), le LAMI a démarré un projet ayant
pour but de réaliser un robot mobile plus petit que celui du MIT. Il en a fait un travail de
semestre et un de diplôme, réalisés par Kaspar Suter et terminés en 1991. Dans cette
même période, le LAMI a participé à un projet de recherche sur l’intelligence artificielle
en robotique (PNR23) dans lequel il avait pour tâche d’analyser les applications des
réseaux de neurones artificiels (RNA) dans ce domaine. Après une analyse des applica-
tions du domaine industriel (bras manipulateurs) l’intérêt s’est porté sur la robotique
mobile, un domaine de recherche dans lequel les réseaux de neurones avaient encore des
chances de trouver une place. De ces deux activités, le robot miniature et la recherche sur
les réseaux de neurones en robotique, est née l’idée d’utiliser un robot miniature pour
faire les expériences prévues. Finalement, Khepera a été conçu comme un outil de
recherche de base avec des possibilités limitées mais suffisantes pour mettre en évidence
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2.3.1 La miniaturisation
La réduction de taille d’un robot amène beaucoup d’avantages et peut-être une
innovation dans le domaine des robots mobiles utilisés dans la recherche pour des raisons
variées:
1 La taille réduite du robot permet de le manipuler plus facilement. Les
déplacements se font facilement et l’arrêt du robot en cas d’urgence se
fait à la main, si nécessaire.
2 Les lois de similitude donnent à un robot de petite taille une résistance
mécanique relative plus élevée. Si l’on réduit, de façon homothétique, un
élément porteur dimensionné pour porter une charge donnée, la réduction
d’un facteur 2 de la charge nécessite un élément porteur qui peut être
réduit d’un facteur 2.83. L’élément porteur, si réduit d’un facteur 2, peut
donc porter 1.26 fois la masse réduite du même facteur. Ceci est dû au fait
que si la masse est réduite proportionnellement au cube des longueurs, la
résistance des éléments porteurs de cette masse se réduit proportionnelle-
ment au carré des longueurs. Ce fait rend un robot réduit homothétique-
ment plus résistant aux chocs, par exemple.
3 Cette même résistance mécanique permet de réaliser le robot avec des
techniques plus simples et moins coûteuses, en utilisant des connecteurs
électroniques comme support mécanique, par exemple.
4 La taille des environnements est réduite, ce qui signifie un gain de place,
et la réalisation d’environnements de test se trouve nettement facilitée.
Pour des robots de taille standard (50 cm de diamètre), il est souvent
nécessaire d’utiliser un grand local, et sa préparation nécessite à la fois du
temps et de l’argent.
5 La hauteur disponible au-dessus de l’environnement est proportionnelle-
ment très grande. Ceci permet, par exemple, de suspendre un câble con-
necté au robot qui ne le gêne pas dans ses mouvements. D’autres
systèmes de référence (une caméra, par exemple) peuvent être placés à
une distance verticale relative considérable.
6 Le transport, les démonstrations et les échanges se trouvent facilités par
la petite taille, la résistance et le prix bas.
Naturellement il y a également des désavantages à la miniaturisation:
1 Les lois de similitude montrent que la réduction homothétique de taille
n’est pas favorable aux actionneurs électriques qui sont basés sur
l’électro-magnétisme. Le rendement d’un moteur électrique, réduit
homothétiquement d’un facteur 20 (de 100 mm à 5 mm, par exemple),
peut chuter de 90% à 2%. De plus, les problèmes de stockage de l’énergie
(batteries) deviennent problématiques.
2 La réalisation électronique et surtout mécanique se trouvent limitées. Ce
fait restreint le choix des capteurs et actionneurs, limitant ainsi les possi-
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3 Il n’est pas possible de faire face aux objets que le robot rencontrera dans
sa vraie implémentation pour l’application. On sera confronté à des
objets de taille et complexité réduite, suivant les contraintes physiques
imposées par les lois de similitude.
Malgré ces inconvénients, la miniaturisation reste très intéressante. Le premier et
le deuxième désavantages, de type technique, ne sont que peu contraignants pour des
expériences de principe qui visent des tâches relativement simples, comme l’évitement
d’obstacles et la navigation. Il est à noter que les expériences visées dans ce travail sont
de ce niveau. Ainsi nous nous trouvons aussi moins touchés par le troisième désavantage,
tout en restant dans un environnement réel.
En résumé, la miniaturisation semble apporter un vrai avantage à l’expérimentation
en robotique réelle. La section suivante illustre la mise en oeuvre de ce principe dans le
robot mobile miniature Khepera.
2.3.2 Le robot mobile Khepera: sa structure et son fonctionnement
Le niveau de miniaturisation choisi a conduit au développement de Khepera, un
robot cylindrique de 55 mm de diamètre et de hauteur variable selon la configuration. Ce
robot a été développé par Edo Franzi, André Guignard et moi-même. 
Figure 12:  Le robot mobile miniature Khepera dans sa configuration de base
Selon le classement proposé par Paolo Dario [Dario92], la dénomination pour ce
robot est robot miniature. L’ordre de grandeur de ses dimensions (3 à 5 cm) est le plus
petit que l’on peut atteindre avec des composants standard du marché, tels que les
moteurs et les microcontrôleurs, les batteries et les capteurs. En restant à ces dimensions
plutôt que descendre encore plus bas, on arrive encore à embarquer un processeur perfor-
mant (M68331, 32 bits cadencé à 16MHz). En outre, cette taille permet de réaliser un
grand environnement sur une surface limitée. Pour Khepera, en effet, une table normale
de 0.9 x 1.8 mètres représente la même surface de travail relative qu’un terrain de tennis
pour un robot d’un diamètre de 55 cm, comme le Nomad 200, par exemple. La hauteur
dont on dispose, avec Khepera, au dessus de la table dans un local normal, correspondrait
à une maison de 4 étages pour le Nomad 200. Cette hauteur relative permet, par exemple,38 L’environnement de travail
de relier le robot à un dispositif fixe par un câble suspendu, sans déranger les déplace-
ments du robot. Grâce à cette place on peut aussi positionner une caméra qui observe
l’environnement sans avoir besoin d’objectifs à grand-angle qui causeraient des fortes
déformations (comme dans [Steels94]). 
Comme on peut le voir dans la figure 12, Khepera, dans sa configuration de base,
est composé de deux couches correspondantes aux deux circuits imprimés qui le consti-
tuent: le circuit sensori-moteur et le circuit CPU, qui inclut le microprocesseur qui gère
le robot. Les deux circuits sont reliés électriquement par un système de connecteurs qui
assure aussi la liaison mécanique.
Le système moteur est basé sur deux roues latérales et deux points d’appui à
l’avant et à l’arrière. Cette configuration permet de faire face à des obstacles géométri-
quement très complexes grâce au fait que le robot peut tourner sur place sans se déplacer.
Ce type de locomotion conserve la structure que l’on trouve dans les animaux et qui est
basé sur des actionneurs latéraux et symétriques. Ceci n’est pas le cas d’autres structures
comme par exemple le synchro-drive, utilisé dans [Franceschini92] et basé sur trois
roues toutes motrices et orientables, ou l’omni-drive, utilisé dans [Lüth94] et basé sur
quatre roues motrices indépendantes composées de rouleaux placés à 45°  par rapport à
l’axe de la roue.
Le système sensoriel du robot de base, placé sur le circuit inférieur, est très simple:
8 capteurs de proximité à lumière infrarouge sont disposés sur la périphérie du robot
selon la distribution donnée en figure 13. Cette disposition donne plus de sensibilité à un
côté du robot, qui est considéré comme étant le devant. 
Figure 13:  Disposition des capteurs de proximité et des deux roues
Les capteurs de proximité sont composés d’un émetteur et d’un récepteur de
lumière infrarouge. Ils permettent de détecter la présence d’obstacles par la réflexion de
lumière de ces derniers. Le fonctionnement est simple et se décompose en deux phases
principales. En un premier temps, l’émetteur est laissé éteint et on mesure la luminosité
ambiante grâce au récepteur (figure 14). Dans une deuxième phase, on allume l’émetteur
et on mesure à nouveau la lumière sur le récepteur. La différence entre les deux mesures
effectuées est due à la réflexion des objets entourant le robot.
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La valeur finale obtenue de cette différence dépend essentiellement de l’intensité
de la lumière réfléchie, qui, à son tour, est dépendante du carré du double de la distance
de l’objet (figure 15). D’autres facteurs interviennent dans cette mesure, tels que la lar-
geur des obstacles (influence sur la taille de la surface de réflexion), la luminosité
ambiante (fait varier le gain du récepteur), la couleur et le type de surface des obstacles
(effet sur le facteur de réflexion). Il ne s’agit donc pas d’un capteur de distance, mais bien
d’un capteur de proximité ayant des réponses variables selon les obstacles rencontrés.
Figure 14:  Structure et fonctionnement d’un capteur de proximité à réflexion
Figure 15:  Caractéristiques de réponse des capteurs de proximité en fonction du matériel constitu-
tif de l’obstacle
Les fonctionnalités de base de ce capteur permettent de l’utiliser aussi comme sim-
ple capteur passif de lumière infrarouge. Dans Khepera, l’information sur la lumière
ambiante obtenue lors de la première phase de mesure de proximité n’est pas uniquement
utilisée pour la soustraction décrite plus haut mais est aussi mise à disposition de l’utili-
sateur. Il est ainsi possible de détecter des gradients de lumière, la direction des sources
lumineuses, etc.
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En outre, sur le circuit sensori-moteur sont placés les accumulateurs NiCd d’une
capacité de 110mAh et qui permettent au robot d’être autosuffisant énergétiquement pen-
dant une durée d’environ 30 à 45 minutes. Un connecteur permet de recharger ces accu-
mulateurs avec un chargeur externe. A travers ce connecteur, le chargeur a également
accès à une mesure de la température des accumulateurs.
Le circuit CPU abrite le processeur du robot, du type Motorola 68331. Ce type de
microcontrôleur est doté de façon interne de périphériques tels que timers, ports série
synchrones et asynchrones, etc., sans pour autant permettre une utilisation en single-
chip. Il nécessite, en effet, de la mémoire externe, dans notre cas une EEPROM de
128kBytes et une RAM statique de 256kBytes. Un convertisseur A/D, également sur ce
circuit, permet l’acquisition des valeurs analogiques provenant des capteurs du circuit
sensori-moteur. Un connecteur permet enfin de disposer d’une ligne série de type RS232
mais aux niveaux TTL. Sur le même connecteur, on dispose d’une ligne supplémentaire
qui permet d’alimenter le robot depuis une source extérieure.
Figure 16:  Structure du robot Khepera
Figure 17:  Possibilités d’extension, de gauche à droite: Khepera avec une extension pince, avec
une extension vision linéaire et avec les deux types d’extensions simultanément
RAM: 256kB Processeur: M68331
Interconnections du
bus d'extension
Roues avec capteur incrémental
(600 impulsions/tour)EEPROM: 128kB
Capteurs de
proximité
infra-rouge
Accumulateurs NiCd
pour une autonomie
de 30-40 minutes
Module d'extension
Moteurs à courant
continu avec réducteur
à vis sans fin41L’environnement de travail
La liaison électrique entre le circuit sensori-moteur et le circuit CPU se fait par une
série de connecteurs, qui font en même temps liaison mécanique. Ces connecteurs traver-
sent les circuits et permettent un enfichage sur plusieurs couches. Des extensions réali-
sées sont, par exemple, le module pince et le module vision linéaire, les deux illustrés
dans la figure 17.
Les extensions utilisées pour ce projet ont été le module KPS (de Khepera Positio-
ning System) pour la mesure de la position et de l’orientation du robot, le module pince
ayant deux degrés de libertés et le module de vision linéaire.
Le module KPS permet la mesure de la position absolue du robot à partir d’un sys-
tème de balayage laser placé au dessus de la zone de travail comme l’illustre la figure 18. 
Figure 18:  Système de balayage laser et indication des paramètres que le robot peut mesurer
Le système de balayage génère des plans laser qui balayent selon deux directions
orthogonales le plan sur lequel se trouve le robot. Ce balayage s’effectue avec une fré-
quence d’environ 25-30 Hz. Lors du passage du plan laser sur la tourelle d’extension
KPS située sur le robot Khepera, une photodiode permet de détecter le passage du laser
et ainsi de calculer les angles ß et f se trouvant entre le plan laser et le système de réfé-
rence du système de balayage. En connaissant la position du système de balayage, il est
facile de calculer la position absolue du robot. En plaçant deux photodiodes détectrices
sur le robot, le calcul de leur position absolue et la connaissance de leur position par rap-
port au robot permet de calculer l’orientation a  du robot. Enfin la séquence de balayage a
été conçue pour contenir en elle-même toutes les informations de position. Grâce à cela,
chaque tourelle de détection peut mesurer, de façon complètement autosuffisante et en
temps réel, sa position absolue sur le plan de travail. 
2.3.3 L’environnement de travail
Le fait d’avoir un robot, aussi performant et modulaire que l’on veut, n’est pas suf-
fisant pour permettre de faire des expériences intéressantes. Les outils de conception
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comme ceux d’analyse du travail effectué jouent un rôle très important. Les outils de
conception sont assez répandus et relativement bien développés. Par exemple les sup-
ports logiciel aux différentes méthodes de conception [Brutzman95][Michel96] ainsi que
les langages de programmation comme le behavior language [Brooks86], PDL
[Steels92], ALFA [Gat91], REX [Kaelbling86] ou BART [Kahn91]. Les outils d’analyse,
par contre, sont souvent limités, voir inexistants. Vu l’intérêt, lors de ce travail, d’une
approche plus centrée sur l’autonomie et proche du monde biologique, il est apparu
important de mieux développer les outils d’analyse, tout en utilisant des outils de con-
ception performants. 
Les outils de conception dont nous nous sommes servis dans ce travail sont les
outils de conception logiciel habituels, tels que les environnements de compilation. La
programmation des aspects de contrôle de haut niveau a toujours été faite en C, alors que
les aspects de bas niveau et strictement temps-réel (régulateurs, échantillonnage des cap-
teurs, etc.) ont été programmés en assembleur par Edo Franzi. Le choix du language C a
essentiellement été fait à cause de l’usage répandu de ce language et des possibilités
d’échanges scientifiques qu’il offre.
Parmi les outils de conception figure souvent le simulateur du robot. Cet outil per-
met de faire des études de faisabilité sans avoir besoin d’utiliser le robot et se justifie
lorsque l’utilisation du robot physique est sensiblement plus compliquée, plus chère ou
implique des durées d’expérimentation excessives. Ceci est effectivement le cas pour des
robot de grosse taille comme ceux présentés dans la section 2.2.2 Les environnements
disponibles commercialement. Dans le cas du Khepera, pourtant, la simulation perd
beaucoup de son attrait, car le robot est maniable, bon marché et peut être relié à une
interface très similaire à celle d’un simulateur. De plus, une partie des expériences réali-
sées avait déjà fait l’objet d’études en simulation. Pour ces raisons, pour celles déjà énu-
mérées dans la section 2.1 Les robots simulés et les robots réels et afin de concentrer ce
travail sur l’aspect de l’interaction robot (réel) - environnement (réel), nous n’avons pas
développé de simulateurs.
Si les outils de conception sont essentiellement de nature logicielle, les outils
d’analyse comportent aussi une partie matérielle. La conception est principalement un
travail de programmation du robot lui-même, qui ne nécessite normalement que quelques
petites modifications accessoires du matériel. L’analyse, par contre, impose que l’on
fasse physiquement des mesures sur le robot, comme repérer sa trajectoire ou son pas-
sage par un certain endroit. Or, comme on l’a vu dans la section précédente (2.2), il
existe très peu d’outils standard pour réaliser ces mesures. D’autres mesures peuvent être
faites au niveau logiciel, par exemple en ce qui concerne les états internes du robot. Enfin
les outils d’analyse doivent proposer une large palette d’outils mathématiques et de
visualisation.
En ce qui concerne les outils matériels d’analyse, le plus grand effort a été fait sur
le système KPS décrit dans la section 2.3.2 Le robot mobile Khepera: sa structure et son
fonctionnement. Ce système de repérage a été conçu et utilisé uniquement comme outil
d’analyse de la position du robot, ses données n’étant jamais mises à disposition du sys-
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relativement bon marché par rapport à des systèmes comme celui utilisé par Luc Steels
[Steels94] tout en garantissant un fonctionnement précis et temps-réel.
Au niveau logiciel il nous est apparu très important de pouvoir visualiser en temps-
réel les mécanismes et les résultats analysés. Nous nous sommes donc concentrés sur des
systèmes de visualisation temps réel comme LabVIEW® [LabVIEW96] et PackLIB
[Cheneval95], tout en utilisant des outils mathématiques répandus comme Mathema-
tica®, produit par Wolfram Research [Wolfram92] ou des tableurs connus comme
Excel®, de Microsoft.
LabVIEW® est un logiciel commercial d’instrumentation développé et vendu par
l’entreprise National Instruments. Il a été conçu principalement comme outil de création
d’instruments virtuels (appelés VI, de Virtual Instruments). Un VI a comme but de piloter
une installation, rassembler des données mesurées, les mettre en forme et les afficher
dans un format compréhensible pour l’utilisateur. Les fonctionnalités de base de Lab-
VIEW® permettent ainsi de créer des interfaces de commande, de commander des instal-
lations, de saisir des données, de faire des opérations sur ces données et de les afficher
sous les formes les plus diverses. 
L’intérêt d’utiliser LabVIEW® dans le cadre de la robotique mobile réside dans le
fait que les opérations, indiquées ci-dessus, sont pratiquement les mêmes que celles utili-
sées par l’expérimentateur en robotique mobile. En effet, dans ce cas, il s’agit de contrô-
ler une boucle entre les capteurs du robot (mesures) et les actionneurs du robot (pilotage
de l’installation) en passant par un traitement des données. L’aspect d’interface avec
l’utilisateur est fort utile, car il permet de suivre le détail de l’expérience de façon inte-
ractive. 
Le désavantage principal de ce logiciel réside dans le fait que la partie du traite-
ment des données n’est que peu développée. Or, si les fonctionnalités sont suffisantes
pour de l’instrumentation, elles sont insuffisantes pour l’algorithmique plus poussée pré-
sente en robotique mobile. En plus, du coté des interfaces, on dispose de nombreux outils
pour visualiser et agir sur des valeurs booléennes ou scalaires, mais très peu de possibili-
tés sont offertes pour traiter des données sous forme vectorielles ou matricielles, par
exemple. Finalement, la rapidité d’exécution est décevante. Dans le domaine de l’instru-
mentation, cet aspect peut être négligé à cause des faibles traitements nécessaires.
Un environnement qui s’adapte mieux aux nécessités de recherche évoquées ci-
dessus est PackLIB. Cet environnement a été développé avec le but de permettre la visua-
lisation de résultats obtenus par des algorithmes “gourmands” en temps de calcul, en par-
ticulier les réseaux de neurones. Dans cet environnement, on dispose en effet d’outils de
visualisation très performants, tout en offrant la possibilité d’écrire la partie de calcul pur
en C (voir [Cheneval95] pour plus de détails).
Pour pouvoir utiliser ces outils en temps réel et de la façon la plus efficace possible,
nous avons adopté la configuration de travail décrite en figure 19 qui exploite la miniatu-
risation de Khepera. Dans cette configuration, le robot est en effet placé dans un environ-
nement qui se trouve sur une table à côté d’une station de travail. Le robot est relié à la
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données et l’alimentation du robot afin de ne pas dépendre des accumulateurs. La fonc-
tionnalité visée par cet équipement est de disposer d’un robot fonctionnant en temps réel
dans un environnement réel, tout en pouvant utiliser l’interface de la station de travail
(écran, audio, souris, clavier) pour pouvoir suivre, analyser et interagir avec l’expérience
de la façon la plus aisée. Si l’interface utilisateur est clairement située au niveau de la sta-
tion de travail, et le système de contrôle temps-réel est nécessairement placé au niveau du
robot, le système de contrôle comportemental peut être placé aux deux niveaux. Au
niveau du comportement d’un robot mobile, les constantes de temps sont en effet assez
longues, ce qui permet un contrôle via la ligne sérielle, vrai “goulet d’étranglement” du
système.
Figure 19:  Environnement de travail comprenant un robot Khepera dans son environnement, relié à
une station de travail utilisée pour le contrôle, le suivi et l’analyse de l’expérience
2.3.4 Les simulateurs de Khepera
Lors du développement de Khepera, comme déjà mentionné plus haut, aucun
simulateur de ce robot n’a été prévu. Khepera a été développé dans l’idée de permettre
une recherche plus approfondie et complémentaire à celle faite en simulation. Entre la
première phase de développement et maintenant, un grand nombre d’universités et de
centres de recherche ont acheté Khepera. C’est au niveau de ces utilisateurs, pour des rai-
sons de manque de robots et surtout pour des études de base d’algorithmes à fonctionne-
ment lent (essentiellement génétiques) que plusieurs groupes ont développés des
simulateurs qui émulent les fonctionnalités de base de Khepera. Trois de ces simulateurs
sont opérationnels:
• KhepSim de l’université de Rome, développé par Stefano Nolfi, permet de
simuler Khepera équipé d’un module pince. Ce simulateur a été crée pour
PC et ensuite porté sur SUN. Le fonctionnement du simulateur est basé sur
des données mesurées sur un robot réel. A partir de ces données, le simula-
teur s’occupe de reconstruire les réponses sensorielles que le robot rencon-
trerait dans une situation donnée. Les structures de contrôle mises en
oeuvre sont basées sur des réseaux de neurones. Le simulateur permet de
visualiser, en plus de la position du robot dans un environnement, les diffé-
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ce simulateur pour effectuer, de façon accélérée, l’évaluation des capacités
d’individus soumis à des algorithmes génétiques [Nolfi94][Nolfi95].
• KhepSim de l’université de Sussex, développé par Nick Jackobi, permet
de simuler un Khepera dans sa configuration de base [Jakobi94]
[Jakobi95]. Légèrement moins réaliste dans la gestion des mesures senso-
rielles et motrices que celui de Nolfi, ce simulateur réalisé sur SUN a une
très bonne interface graphique qui permet de visualiser le déplacement du
robot ainsi que les activités internes au système de contrôle. En plus du fait
d’être modulaire et donc un peu plus flexible que le simulateur de Nolfi, il
permet de générer automatiquement du code qui peut être téléchargé dans
le processeur embarqué du Khepera. Il est utilisé par le groupe de Sussex
pour des recherches du même type que celles faites par Nolfi.
• Sim de l’université de Nice, développé par Olivier Michel [Michel96], est
similaire au simulateur de Sussex pour ce qui est de l’interface utilisateur
et de l’ouverture à toute sorte d’expérimentation, tout en se basant sur des
données provenant de mesures faites sur un robot réel comme pour le
simulateur de Rome. De plus, il permet de simuler plusieurs robots. Au
lieu d’être en mesure de créer du code téléchargeable, Sim permet d’utili-
ser au choix un robot simulé ou un Khepera connecté à une ligne sérielle.
Ce dernier simulateur a en plus l’avantage d’être dans le domaine public,
bien déverminé et muni de documentation. Des versions pour Macintosh et
PC sont en cours de développement.
2.3.5 De Khepera aux applications
Comme il a été mentionné plus haut, Khepera est essentiellement un outil de base
pour la recherche. Son utilisation permet de passer de la simulation au monde réel, en se
penchant ainsi sur les problèmes d’interaction avec le monde physique. La taille de Khe-
pera ne permet pas d’utiliser des capteurs ou des actionneurs très sophistiqués, encom-
brants ou consommant beaucoup d’énergie (mesure de distance au laser, capteurs ultra-
sons multiples, bras manipulateurs à 3-4 degrés de libertés, etc.). Khepera ne peut
d’ailleurs pas être utilisé pour des applications qui nécessiteraient ce type de capteurs ou
d’actionneurs. En résumé, avec Khepera on peut dégrossir le problème à un niveau légè-
rement supérieur que celui de la simulation, mais on ne peut pas passer au niveau des
applications.
Pour s’approcher à des applications réelles, il faut passer à une taille qui s’adapte
mieux au monde dans lequel le robot doit opérer. Pour cette raison, avec Edo Franzi et
André Guignard, nous avons développé Koala, un robot de taille nettement supérieure
(30-40 cm de diamètre) mais ayant des caractéristiques de base très similaires à celles de
Khepera, notamment le même type de système moteur, le même type de capteurs et la
même structure modulaire. Ce robot devrait permettre de transférer à un niveau plus
applicatif les résultats obtenus sur Khepera. Ce transfert est facilité par une compatibilité
logicielle et par les caractéristiques fonctionnelles similaires des deux robots.46 L’environnement de travail
Figure 20:  Le robot Koala mesure environ 30 x 30 x 20 cm47L’environnement de travail
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 3 L’INTERACTION AVEC L’ENVIRONNEMENT
Un robot mobile fonctionne dans son interaction avec l’environnement. Dans cette
relation, les deux éléments, robot et environnement, sont aussi important l’un que l’autre,
au point qu’on peut changer la tâche du robot en ne changeant que l’environnement, et en
laissant le robot et sa programmation inchangés. C’est ce qu’on a réalisé dans les deux
expériences présentées dans ce chapitre. Ces résultats ne veulent pas seulement montrer
l’équivalence des deux éléments, robot et environnement, mais veulent aussi illustrer
l’importance de la relation très complexe qui existe entre eux.
3.1 Introduction
L’interaction avec l’environnement est un des aspects les plus importants pour
l’accomplissement d’un travail ou même pour la survie d’un système autonome dans le
monde réel. Dans ce chapitre, l’importance de ce principe est illustré concrètement par
deux expériences basées sur des données biologiques concernant le comportement des
fourmi.
La fourmi est un des insectes les plus développés. Elle vit normalement dans une
société très bien organisée et efficace. Dans le cadre de cette collectivité et seulement
dans ce cadre, ces insectes sont capables d’optimiser des trajets de recherche de nourri-
ture, de porter ensemble des objets de grandes dimensions, de construire des fourmillères
etc. Malgré l’impression que l’on peut avoir en tant qu’observateurs du comportement de
ces insectes, plusieurs scientifiques du domaine [Franceschini91] [Braitenberg84]
[Deneubourg83] sont d’accord en affirmant que les mécanismes mis en jeu sont parfois
étonnamment simples et efficaces. Un premier exemple de ceci est justement l’optimisa-
tion de trajectoire que les fourmi font entre une source de nourriture et la fourmillière.
Lorsqu’une fourmi, pendant sa recherche, trouve une source de nourriture, elle prend ce
qu’elle peut transporter et rentre au nid en laissant sur le sol une trace de phérormones.
Une fois la fourmi arrivée au nid, cette trace servira de guide à d’autres fourmis pour
retrouver la source de nourriture. Ces fourmis laisseront à leur tour une trace sur le sol.
Dans le cas où plusieurs voies sont découvertes pour aller du nid à la nourriture, il n’y
aura au début pas de trajet préférentiel. C’est lors de l’utilisation que le trajet plus court,
sur lequel les fourmis retournent plus vite, sera légèrement plus marqué par les phéror-
mones, invitant ainsi d’autres fourmis à emprunter ce chemin plutôt que l’autre. Progres-
sivement et grâce à ces lois très simples des probabilités, le trajet le plus court sera donc
privilégié.
Deneubourg et son équipe ont analysé en détail le comportement isolé et collectif
des fourmis et d’autres espèces d’insectes collectifs. Deneubourg et Beckers ont essayé
de modéliser le comportement des fourmis dans des situations bien précises afin de
mieux comprendre le rôle des interactions entre individus et avec l’environnement pour
l’accomplissement d’une tache globale. Ils ont vérifié leur modèles en simulation
[Deneubourg91], et sur des robots mobiles [Beckers94] montrant la validité de leur théo-49L’interaction avec l’environnement
rie. Les deux expériences décrites dans cette section reprennent ces travaux, illustrent le
même principe sur des robots mobiles ayant une structure et un fonctionnement différent,
et étendent l’analyse à une expérience nouvelle qui implique une coopération entre les
robots. Une observation des caractéristiques de base de ces deux expériences permet
d’illustrer l’importance de l’interaction entre système de contrôle, corps du robot, tâche
et environnement. La prise en compte correcte de cette interaction est essentielle pour la
bonne réussite d’un développement dans le monde technique en général, et de la roboti-
que mobile autonome en particulier. Dans un monde aussi complexe que celui dans
lequel un robot mobile agit, une modification très petite de cette interaction peut causer
des changement radicaux dans la tâche et l’efficacité du système, comme le montrent
bien les deux expériences de ce chapitre. 
Enfin ces expériences sont un bon exemple de méthode synthétique, dans laquelle
l’investigation biologique et technique se rencontrent sur le terrain de la robotique
mobile autonome.
3.2 Le Travail Collectif
La première expérience est basée sur les travaux de Deneubourg qui portent sur le
ramassage et triage d’objets dans une fourmillière. Deneubourg et Beckers ont modélisé,
simulé et enfin implémenté sur des robots le comportement élémentaire des fourmis pour
cette tâche, mettant en évidence le rôle de la stigmergie, ou “incitation par le résultat du
travail” [Beckers94]. Les fourmis sont en effet en mesure de ramasser et entasser de la
nourriture ou des fourmis mortes dans des endroits bien distincts et de façon apparem-
ment coordonnée. Deneubourg et Beckers soutiennent que les mécanismes présents dans
la fourmi pour effectuer cette tâche sont très simples: la fourmi ne fait que ramasser les
objets qu’elle trouve et les déposer là ou elle retrouve d’autres objets du même type. Le
fait d’ajouter encore un objet sur le tas ne va que renforcer la motivation des autres four-
mis à mettre de nouveau ce type d’objets sur ce même tas. D’où l’”incitation par le résul-
tat du travail”. L’interaction avec l’environnement joue ainsi un rôle clé pour le
comportement collectif. On parle d’ailleurs aussi de “communication par l’environne-
ment”, car l’entassement indique aux autres individus l’endroit où entasser.
L’expérience de vérification robotique porte seulement sur l’entassement et non sur
le triage, ce qui est plus complexe à réaliser. Philippe Gaussier est le premier qui a réalisé
une expérience avec un groupe de robots Khepera afin de valider la théorie et les simula-
tions de Deneubourg [Gaussier94]. Beckers a répété et quantifié cette expérience avec
des robot de taille moyenne (2 Kg) qui disposent, sur l’avant, d’une sorte de chasse-neige
en forme de U leur permettant de pousser des objets (figure 21). Derrière le chasse-neige
un interrupteur est déclenché dès que plus de trois objets sont poussés. Le robot bouge
aléatoirement jusqu’à ce que l’interrupteur soit activé. A ce moment le robot recule,
tourne et repart pour sa promenade aléatoire. Ce comportement a l’effet de regrouper les
objets éparpillé sur le sol et les regrouper, selon Beckers, dans un seul et unique tas. Ce
travail collectif est donc dirigé par l’état de l’environnement, qui est à la fois le résultat et
la motivation du comportement. De plus l’environnement fait d’interface entre les diffé-
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Lors de l’analyse des résultats des expériences faites [Beckers94], Beckers va plus
loin, affirmant que cette collaboration augmente l’efficacité des robots, exprimée sous la
forme de travail total divisé par le nombre de robots.
Figure 21:  Le robot utilisé pour les expériences de Beckers et Deneubourg peut pousser des objets
avec une sorte de chasse neige qu’il possède à l’avant. Dans sa position de repos, le bras est tenu
éloigné du corps du robot par un contrepoids. Lorsque le frottement des objets sur le sol égale la
force du contrepoids, le bras se rapproche du corps du robot et enclenche un interrupteur
3.2.1 Les données de l’expérience
Sur la base du premier essai fait par Gaussier [Gaussier94], l’expérience d’entasse-
ment a été reconçue, réalisée, quantifié, et les résultats de cette expérience analysés. Con-
trairement au premier essais de Gaussier, dans cette expérience Khepera a été équipé
d’un bras pour saisir les objets (figure 22). Les capteurs utilisés pour détecter les objets
sont les huit capteurs de proximité à lumière infrarouge (six à l’avant, deux à l’arrière),
qui mesurent la lumière réfléchie par l’environnement à partir d’émission de lumière de
la part du robot. Les objets que le robot ramasse sont des cylindres en bois d’environ 17
mm de diamètre et 25 mm de haut qu’il peut saisir et transporter avec son bras.
Figure 22:  Robot Khepera dans la configuration utilisée pour les expériences collectives: la base
est munie de 8 capteurs de proximité et la pince permet de saisir des objets (photo A. Herzog)
Contrepoids
Charnière
Interrupteur51L’interaction avec l’environnement
Le comportement implémenté sur Khepera est illustré dans la figure 23, algorith-
miquement dans l’organigramme de la figure 25, et fonctionne de la façon suivante: Au
démarrage le robot bouge aléatoirement (trajectoires avec une courbure aléatoire modi-
fiée régulièrement) et est attiré par les obstacles qu’il perçoit avec ses 6 capteurs fron-
taux. Le comportement d’attirance vers les obstacles est réalisé par des connexions
excitatrices et inhibitrices entre capteurs et moteurs comme l’illustre la figure 24a. 
Figure 23:  Séquence d’actions pour la créations de tas d’objets
Figure 24:  Structures de contrôle pour les comportements réflexes d’attirance (a.) et de répulsion
(b.) par rapport à des obstacles. Ces structures sont réalisées par des connexions directes pondérées
entre capteurs et effecteurs. L’épaisseur des traits des connexions indique leur importance. Les cap-
teurs sont activés inversement proportionnellement au carré de la distance avec l’objet qui se trouve
en face (voir aussi figure 15 à la page 40)
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Figure 25:  Organigramme de l’algorithme implémenté sur Khepera pour effectuer les deux expé-
riences présentées dans cette section. Les opérations encadrées par un trait épais, sont réalisées par
les réseaux de neurones de la figure 24
Lorsque un obstacle est détecté, le comportement d’attirance fait que le robot
tourne et se dirige droit et centré sur l’obstacle. Une fois très proche (situation reconnue
par le niveau des deux capteurs de proximité numéro 2 et 3 dans la figure 26a) le système
de contrôle effectue une reconnaissance afin de vérifier si l’obstacle détecté est un objet
ou un mur. Cette classification se fait par une vérification du niveau d’activation des deux
capteurs avant latéraux (à droite et à gauche des deux capteurs centraux, numéro 1 et 4
dans la figure 26a). Si ce niveau est élevé, ceci signifie que l’objet rencontré est de
grande dimension (figure 26c) et classifié comme étant un mur. Le système de contrôle
enclenche alors un comportement d’évitement d’obstacles, réalisé aussi par des con-
nexions excitatrices et inhibitrices entre capteurs et moteurs comme l’illustre la
figure 24b. Ce comportement est maintenu jusqu’au moment où plus aucun obstacle
n’est détecté au niveau des capteurs. Ensuite le comportement d’attirance est réactivé.
Si lors de la détection de l’obstacle le niveau des capteurs latéraux reste faible (en
dessous d’un certains seuil, comme le montre la figure 26b), ceci signifie que l’objet est
de faibles dimensions et est classifié comme étant un objet. Si le robot n’a rien dans sa
pince, il saisi l’objet qu’il vient de trouver. Dans le cas qu’il a déjà un objet dans sa
pince, il dépose l’objet transporté devant l’objet trouvé. Dans les deux cas, une fois la
manipulation finie, le robot tourne sur lui-même de 180°  et repart en activant le compor-
tement d’attirance.
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Figure 26:  Illustration de la méthode de reconnaissance de la taille d’un obstacle basé sur les lobes
de détection des 4 capteurs frontaux.
Pour des obstacles de taille moyenne (figure 26d), comme peuvent l’être les autres
robots présents dans l’environnement, la reconnaissance peut porter à les classer dans
l’une ou l’autre des catégories, selon les conditions de la détection.
Le robot programmé comme décrit ci dessus a été placé dans un environnement de
80 x 80 cm délimité par des murs et remplis de 20 petits cylindres en bois. 
3.2.2 Résultats
Le résultat a bien été un ou plusieurs robots qui cherchent, saisissent, transportent
et entassent des objets, avec un environnement résultant comme celui décrit dans la
figure 27.
Figure 27:  Situation typique avant et après l’expérience
La forme des tas crées est proche du linéaire, car le robot peut poser uniquement
s’il détecte un objet isolé, et ceci arrive seulement aux bouts des tas, comme le montre la
figure 28. Devant des larges tas le robot ne dépose pas car il reconnaît le tas comme étant
un mur et l’évite. 
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Figure 28:  a) Détection de côté d’un tas d’objets reconnu comme un mur et évité. b) Détection
d’un tas d’objets au bout, reconnu comme étant un objet et permettant la pose.
Le nombre de tas et leur taille ont été mesurés en fonction du temps et moyennés
sur une série de trois expériences. Ensuite la même série d’expériences a été répétée avec
2, 3, 4 et 5 robots. Les courbes des résultats de ces essais sont illustrées en figure 29.
Figure 29:  Quantification du travail d’entassement des robots, en fonction de leur nombre dans la
zone de travail. Ces courbes sont le résultat du moyennage des mesures prises sur trois expériences
3.2.3 Analyse et discussion
Les résultats montrent d’une façon générale que les robots, au début et très rapide-
ment, rassemblent les objets et forment des tas de plus en plus grands. Ensuite, après une
période de forte croissance, la taille moyenne se stabilise entre les deux et les trois objets
par tas. La vitesse à laquelle on atteint cette situation stable dépend du nombre de robot
en jeu.
La raison de la formation de tas et de leur taille moyenne stabilisée entre 2 et 3 est
à rechercher de nouveau dans l’interaction que le robot a avec son environnement, com-
posé ici par des murs, des objets saisissables et des autres robots (à part pour l’expérience
comportant seulement un robot). 
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3.2.3.1 Les interactions entre robot et murs
Les interactions avec les murs sont très répétitives et typées: Le robot est d’abord
attiré vers le mur, en détecte la proximité, puis la taille et l’évite. Parfois il peut y avoir
mauvaise détection et dans ce cas, si le robot transporte un objet, il peut y avoir création
d’un tas d’un élément. Cet élément se trouvant proche d’un mur, il sera plus difficile à
distinguer et à saisir. L’interaction avec les murs tend donc à faire baisser, de façon très
faible, la taille moyenne des tas. Cette interaction étant faible, le rôle majeur est joué par
les interactions avec les objets saisissables et avec les autres robots.
3.2.3.2 Les interactions entre robot et robot
L’interaction avec d’autres robots est assez complexe, car ils sont mobiles, réagis-
sent aux perturbations et leur taille se situe juste à la limite des objets saisissables. Selon
l’éclairage, le point de vue, les mouvements et la direction du robot rencontré, le robot à
la recherche d’objets (appelé chercheur) peut reconnaître un robot qui se trouve sur son
chemin (appelé trouvé) comme étant un objet ou un mur. Dans le cas où le robot trouvé
est assimilé à un mur, l’évitement est enclenché et rien ne se passe. Si le robot trouvé est
reconnu comme un objet, plusieurs cas de figure peuvent se présenter, selon le comporte-
ment du robot trouvé:
1 Si le robot trouvé se déplace environ dans la même direction que le robot
chercheur, il peut y avoir poursuite sur une certaine longueur. Ce phéno-
mène ne dure normalement pas longtemps car le robot trouvé, qui est
souvent chercheur lui-même, détecte la présence du suiveur et réagit.
2 Si le robot trouvé est aussi chercheur lui-même, s’il détecte la présence
du robot chercheur et qu’il le prend pour un mur, deux cas de figure se
présentent: a) le robot chercheur ne transporte rien et il va essayer vaine-
ment de saisir l’autre robot (qui entre-temps se sera éloigné avec un com-
portement d’évitement). b) le robot chercheur transporte un objet et le
dépose à l’endroit où il a rencontré le robot trouvé.
3 Si le robot trouvé est aussi chercheur lui-même, s’il détecte la présence
du robot chercheur et qu’il le prend pour un objet, trois cas de figure se
présentent: a) aucun des deux robot ne transporte d’objet: les deux robot
vont essayer de se saisir mutuellement en se bloquant l’un l’autre. b) seu-
lement un des deux robots transporte un objet: si la détection se fait
simultanément sur les deux robots, l’un pose et l’autre saisi ce que le pre-
mier à posé. Il y a donc échange de l’objet. Si la détection n’est pas faite
simultanément il y a simplement création d’un tas de un objet. c) les deux
robots transportent un objet: les deux vont poser et former un tas de deux
objets.
4 Si le robot trouvé est en train d’effectuer une reconnaissance, une prise
ou une dépose (cas le plus fréquent), on retrouve les cas de figure a) et b)
du point 2.
En résumé, ces interactions entre robots causent, le plus souvent des cas, une perte
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les autres cas il y a principalement création d’un tas d’un seul objet, ce qui provoque une
diminution de la taille moyenne. Seulement dans un cas assez rare l’interaction donne
lieu à un tas de deux objets. 
L’interaction entre robots la plus intéressante en soi est celle rencontrée dans le cas
3b et qui consiste dans l’échange d’objets. Gaussier, tout en utilisant une autre technique
de saisie des objets, avait déjà remarqué ce comportement émergent. C’est en effet un
comportement qui n’est pas programmé explicitement dans les règles de conduite du
robot, tout comme le comportement principal d’entassement, et qui résulte essentielle-
ment d’une fausse détection (deux robots qui se prennent pour des objets). Dans le cas de
l’échange d’objets, l’effet du résultat par rapport à ce qui est programmé dans le robot est
encore plus étonnant, étant donné l’impression que l’observateur peut avoir que
l’échange est une vraie coordination, une concertation, une action qui semble basée sur
de la communication. Cette observation illustre très bien l’affirmation de Brooks qui dit
que l’”intelligence est dans les yeux de l’observateur” [Brooks91b] ainsi que les idées de
Braitenberg sur l’observation des résultats comportementaux obtenus par des structures
de contrôle simples [Braitenberg84].
3.2.3.3 Les interactions entre robot et objets
L’interaction entre le robot et les objets saisissables est essentiellement fonction de
la configuration de ces derniers et de la situation du robot chercheur (transportant ou pas
un objet). L’interaction se fait à deux reprises: lors de la pose (le robot transportant un
objet) et de la saisie (le robot n’ayant pas d’objet dans sa pince). Lors de la pose, c’est le
mécanisme de reconnaissance des objets qui règle le comportement du robot. Si le robot
reconnaît l’obstacle rencontré comme étant un objet, il va poser l’objet qu’il transporte.
Dans le cas contraire il va éviter l’obstacle rencontré et aucune pose n’aura lieu. 
Cette interaction entre robot et environnement est caractérisée essentiellement par
le type de détection qui dépend à son tour de la taille et la géométrie des tas d’objets. En
supposant une forme de tas linéaire, ce qui est la tendance naturelle dictée par l’algo-
rithme, on peut estimer géométriquement le type d’interaction robot-tas et en déduire des
caractéristiques probabilistes.
La figure 30 illustre une estimation géométrique des zones de reconnaissance qui
donnent lieu à la pose de l’objet. Le cas de la figure 30a représente la zone de reconnais-
sance d’un autre robot lorsqu’il est pris pour un objet. Ce cas correspondant à un tas de
taille nulle et peut donner lieu à un tas d’un objet. Dans les cas b), c), d) et e) sont repré-
sentées les zones de reconnaissance et pose pour des tas de taille 1, 2, 3 et 4. Les tas de
taille supérieure ont une zone de reconnaissance égale à celle de la figure 30e. 
Un des paramètres intéressants de ces aires de reconnaissance est le périmètre de
reconnaissance par rapport au périmètre total. En considérant que les objets utilisés ont
un diamètre de 17 mm, les robots un diamètre de 55 mm et la distance de détection des
objets est d’environ 25 mm, l’on obtient une estimation quantitative (tableau 2) des péri-
mètres présentés dans la figure 30.57L’interaction avec l’environnement
Figure 30:  Périmètre de détection (en tait épais) et zone de reconnaissance avec classification dans
la catégorie “objet” (en gris) en fonction de la taille du groupe d’objets. Pour des tas de taille supé-
rieure à 4 objets, la zone de détection reste identique à celle du tas de 4 objets
Tableau 2: Périmètres de détection et de reconnaissance d’un tas en fonction de sa taille
On peut appliquer la même analyse géométrique au mécanisme de prise d’objets.
Cette opération se compose d’une reconnaissance, dont les caractéristiques ont déjà été
mises en évidence plus haut, suivie par une manipulation mécanique de l’objet. C’est
cette dernière opération qui introduit le plus de contraintes, car plus limitée géométrique-
ment que la détection à cause de la forme mécanique du préhenseur de la pince. La
figure 31 illustre les zone d’accès de saisie, en fonction de la taille des tas dans lesquels
l’objet à saisir se trouve. Pour des objets isolés, la zone de saisie est identique à la zone
de reconnaissance. Pour des tas de plus grande taille, la zone d’accès est restreinte par la
forme mécanique de la pince. En effet, si la pince n’arrive pas à se glisser sur les côtés de
l’objet, celui-ci ne peut pas être saisi. 
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Figure 31:  Zones d’accès pour la prise d’un objet pour différentes configurations de tas. Pour des
tailles supérieures à 4 objets, la zone d’accès reste identique 
Aussi dans ce cas il est intéressant de quantifier les périmètres d’accès destructif
par rapport au périmètre total de détection du tas, en considérant comme base des para-
mètres identiques à ceux considérés pour le tableau 2. Ceci nous donnes les chiffres
reportées dans le tableau 3.
Tableau 3: Périmètres de détection et de destruction d’un tas en fonction de sa taille
Une analyse des données contenues dans les tableaux 2 et 3 permet une première
explication des fondements de l’interaction entre robot et objets. Le rapport entre le péri-
mètre de détection pour la pose et le périmètre total (tableau 2) donnent une estimation
de la probabilité de création d’un tas de taille supérieure lors de la détection d’un tas de
taille donnée. De façon similaire le rapport entre périmètre de prise pour la destruction et
périmètre total (tableau 3) donnent une estimation de la probabilité de destruction d’un
tas de taille donnée. Ces rapports ainsi que la différence entre eux (construction moins
destruction) sont représentés dans la figure 32. On peut ainsi facilement observer que la
probabilité relative de construction d’un tas, pour des tailles supérieures à un objet, est
toujours supérieure à la probabilité relative de destruction, ce qui permet de garantir une
certaine stabilité des tas. La différence entre probabilité de construction et de destruction
donne une indication quantitative de cette stabilité. Une comparaison de cette valeur sur
l’ensemble des tailles de tas montre que les tas comportant deux ou trois objets sont les
plus stables. Ce fait, associé à la faible stabilité des tas composé par un seul objet, expli-
que bien la forte croissance initiale de la taille moyenne des tas reportée dans la figure 29
à la page 55. Cette forte croissance se ralentit à une taille de tas se situant entre 2 et 3, ce
qui correspond aux configurations les plus stables.
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Figure 32:  Illustration graphique du contenu des tableaux 2 et 3
Cette première analyse ne tient toutefois pas compte de la quantité de cas de figure
que chaque taille de tas représente. Le cas de figure 30a, par exemple, à une plus grande
zone d’accès que le cas de figure 30b, mais, lors du début de l’expérience par exemple, il
y a beaucoup moins de robot que d’objets isolés. Si nous effectuons cette pondération en
considérant un environnement contenant 5 robots et que l’on observe le nombre maximal
de tas formé avec 20 objets on obtient le périmètre total de création ou destruction en
fonction de la taille des tas. Ces données sont représentées en figure 33.
Dans le graphique de la figure 33 on peut observer encore plus clairement qu’il y a
une très forte pression à détruire des tas formés par un seul objet, associée à une pression
à créer des tas composés de deux et trois éléments. La baisse nette d’aire d’accès pour
des tas plus gros stabilise la croissance de la taille des tas à une moyenne qui se situe bien
entre 2 et 3 objets.
Le mécanisme de base qui permet d’obtenir le comportement d’entassement
d’objets peut être déjà compris intuitivement par une analyse grossière des caractéristi-
ques géométriques et probabilistes de l’interaction entre le robot et l’environnement,
comme illustré dans cette section. Cette analyse reste toutefois statique, car elle ne tient
pas compte de l’évolution dynamique de l’environnement, les déplacements des robots et
la dynamique des tas dans leur taille et leur quantité.
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Figure 33:  Périmètres totaux de création ou destruction de tas en tenant compte du nombre maxi-
mal de tas possibles et fonction de leur taille
3.2.4 La modélisation de l’expérience par une machine à états
3.2.4.1 La représentation sous forme de machine à états
La dynamique de cette expérience peut être formalisée sous forme d’une machine à
états, dans laquelle on associe un nombre de tas à chaque taille possible. L’évolution de
la machine à états est dictée par les probabilités qu’ont les objets de passer d’un tas à un
autre. Ces probabilités sont décomposées en probabilités de quitter un tas (destruction) et
probabilités d’être posé sur un autre tas existant (création d’un tas de taille supérieure). 
Pour quatre tailles possibles de tas, une telle machine à états est représentée dans la
figure 34. A chaque itération, le nombre de tas de chaque taille est mis à jour en fonction
des transitions d’objets. Les passages d’objets d’un tas à l’autre sont faits proportionnel-
lement aux probabilités associées, correspondantes à celles représentées dans la
figure 32. Si par exemple il existe 10 tas de 3 objets et que la probabilité de destruction
(D3) est de 0.3, 3 tas seront détruits pour former 3 objets en transport et trois tas supplé-
mentaires de 2 objets. Pour garantir une certaine uniformité, tout passage est fait en nom-
bre entiers, en respectant en tout moment le nombre d’objets qui se trouvent dans
l’environnement. 
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Figure 34:  Graphe d’une machine à états représentant la dynamique du système de tas
On a fait évoluer ce modèle en considérant un environnement composé de 20
objets et d’un nombre de robots variant de 1 à 5. L’évolution de la taille moyenne des tas
selon ce modèle et ces paramètres est donné en figure 35.
Figure 35:  Evolution de la taille moyenne des tas en fonction du nombre de robots
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3.2.4.2 Discussion
Cette représentation confirme que le jeu de probabilités données par les caractéris-
tiques géométriques de l’interaction robot-environnement va dans la direction attendue, à
savoir une forte croissance initiale qui se stabilise autour d’une taille moyenne se situant
autour d’une valeur de 2.
Cette modélisation a toutefois des grosses lacunes au niveau de la quantification et
de la prise en compte de l’aspect temporel. Le premier problème, lié à la quantification,
est dû au fait que toute destruction ou création de tas doit prendre une valeur entière.
Ceci signifie, en absence d’aspect temporel, qu’une probabilité basse peut ne pas permet-
tre d’atteindre la valeur unitaire, ce qui annule l’effet de cette probabilité. L’effet de cette
limitation est dans la moyenne de taille de tas relativement basse atteinte par ce modèle.
Les probabilités de création de tas de plus grande taille étant basses, leur effet est annulé. 
Le manque de l’aspect temporel en soi provoque aussi d’autres problèmes. Le
nombre de robots influence ici seulement les probabilités de passage dues aux périmètres
de prise et de pose, et non pas le travail réalisé par unité de temps. Dans le graphique de
la figure 35 on remarque en effet qu’un robot atteint plus rapidement un grande taille
moyenne que les cinq robots, ce qui est le contraire de ce qui a été mesuré lors de l’expé-
rience (figure 29 à la page 55). Au niveau des périmètres en jeu, en effet, les cinq robots
offrent beaucoup plus de possibilités de création de tas de un seul objet. Le fait que les
cinq travaillent en même temps n’est par contre pas pris en considération.
3.2.5 La modélisation de l’expérience par une simulation
3.2.5.1 Le modèle de base de la simulation
Une simulation a donc été élaborée sur la base du fonctionnement probabiliste de
la machine à états présentée plus haut, mais avec la prise en compte de l’aspect temporel
et de la géométrie de l’environnement. L’essentiel de ce modèle temporel est présenté
dans la figure 36: pour chaque itération de simulation et chaque robot on établit, sur la
base de probabilités, si le robot détecte un obstacle dans l’environnement. 
Figure 36:  Modélisation temporelle des actions de plusieurs robots
Cette probabilité est établie selon une modélisation qui considère le robot comme
étant un point qui se déplace aléatoirement dans l’environnement. Les obstacles sont
représentés dans cet environnement par leur surfaces de détection (figure 37). Dans ce
modèle on considère que le robot rencontre un obstacle lorsqu’il touche une des surfaces
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de détection. La probabilité que ceci arrive correspond au rapport entre la somme des
surfaces de détection de tous les objets présents et la surface totale de l’environnement.
Le tableau 4 résume les données numériques nécessaires au calcul de cette probabilité.
Figure 37:  Surfaces prises en compte pour le calcul de la probabilité de détection d’un obstacle.
Cette probabilité est le rapport entre la surface totale de détection des objets et la surface totale de
l’environnement
Tableau 4: Surfaces de détection d’un tas en fonction de sa taille
A chaque rencontre d’obstacle, un tirage aléatoire permet de déterminer avec quel
tas on se trouve en contact et sur quelle partie du périmètre du tas la détection a été faite.
Selon la partie du périmètre rencontrée, le robot peut reconnaître le tas comme étant un
objet ou un mur. La figure 38 illustre graphiquement ce principe avec un exemple: On
considère un environnement dans lequel se trouvent un tas de un objet, deux tas de deux
objets et un tas de trois objets, ainsi qu’un robot. Si on aligne les périmètres de détection
on obtient la colonne de gauche. Pour chaque périmètre de détection (en trait épais) une
partie permet la prise d’un objet (en gris) et le reste ne donne pas lieu à une prise (en
blanc). Un nombre aléatoire est choisi afin de déterminer quel tas et quelle partie du tas
on détecte. Dans l’exemple de la figure 38, le nombre tiré est 0.48, qui sélectionne le pre-
mier tas de deux objets dans la partie de prise. La sélection d’une zone blanche (en tirant
0.1 par exemple) n’aurait donné lieu à aucune action. Une fois sélectionné le premier tas
de deux pour la prise, un objet est chargé sur le robot et le tas de deux objets devient un
tas de un objet. On trouve la nouvelle situation des périmètres sur la droite, avec en gris
les zones de pose. Lors d’une itération successive, à condition que l’environnement n’aie
pas changé et que le robot aie à nouveau détecté un objet selon le principe mentionné
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plus haut, la situation est celle de droite. Un tirage aléatoire permet aussi de définir quel
objet le robot a rencontré et si l’on peut poser l’objet. Dans le cas de la figure 38 la détec-
tion s’est faite sur le deuxième robot présent dans l’environnement, ce qui donne lieu à la
création d’un tas d’un objet isolé.
Figure 38:  Sélection aléatoire des tas concernés en tenant compte des probabilités relatives de ren-
contre dues aux périmètres de détection, de prise et de pose
3.2.5.2 Les résultats de la simulation
Cette simulation est basée sur les mêmes paramètres que les essais précédents. Le
nombre de robots a été fait varier de 1 à 5. Pour chaque cas, cinq simulations ont été fai-
tes et les résultats moyennés. La figure 39 illustre les courbes obtenues avec ce procédé.
Figure 39:  Taille moyenne des tas pour une simulation de l’expérience avec un à cinq robots et 20
objets. Ces valeurs sont le résultat d’un moyennage sur cinq simulations
tas de 1
tas de 2
tas de 2
tas de 3
tas de 1
tas de 1
tas de 2
tas de 3
tas de 0
(robot)
prise
dépose
0
1
0.48
tas de 0
(robot)
100806040200
1
2
3
4
5
1 robot
2 robots
3 robots
4 robots
5 robots
Itérations de simulation / 80
Taille moyenne des tas65L’interaction avec l’environnement
3.2.5.3 Discussion
Les valeurs simulées illustrées dans la figure 39 et celles mesurées de la figure 29
(page 55) ont beaucoup de similitudes. L’allure générale confirme les hypothèses faites
auparavant sur la croissance rapide initiale et la stabilisation à long terme. Dans cette
dernière simulation la taille des tas se stabilise à des valeurs légèrement plus hautes que
celles mesurées, mais ce point sera traité en détail plus loin. L’instabilité constatée sur les
mesures se retrouve dans la simulation, et est due principalement au manque de stabilité
qu’ont des tas de taille supérieure à 3. Aussi au niveau des performances entre les diffé-
rentes tailles de groupes de robots, en simulation on retrouve, surtout dans la partie ini-
tiale, une différentiation similaire à celle rencontrée dans l’expérience réelle. Aussi sur ce
point une discussion plus approfondie sera faite dans la section suivante.
Cette simulation permet donc de retrouver des comportements très similaires à cel-
les mesurées, ce qui permet d’affirmer qu’une bonne partie des éléments essentiel au
fonctionnement du système ont été pris en compte. Le comportement observé sur les
robots est donc bien basé sur des lois statistiques fondées sur les caractéristiques géomé-
triques de l’interaction entre le robot et son environnement. Cette interaction n’est pas
seulement la base de fonctionnement, mais est de loin le point essentiel et complexe de
l’expérience. L’affinement successif de la simulation fait dans cette section prouve cette
complexité: la recherche des paramètres n’a pas porté sur le comportement, très simple,
du robot, ni sur la forme de l’environnement en soi, mais sur les caractéristiques très
fines et complexes de la relation robot-environnement. Les résultats sont d’ailleurs satis-
faisants seulement grossièrement car, par exemple, la valeur asymptotique de la taille des
tas trouvée en simulation ne correspond pas à celle mesurée. Ceci est du à la multiplicité
des paramètres qui entrent en ligne de compte. Chaque paramètre peut être modifié et des
nouveaux paramètres peuvent être ajoutés. Un élément qui n’a pas été pris en compte
dans la simulation, par exemple, est le fait que les robots avaient de la peine à saisir des
objets proches des murs. Or cette caractéristiques est difficile à modéliser, car n’est pas
répétitive et est due à des fausses détections très difficilement caractérisables. Une possi-
bilité de modélisation consiste à réduire la surface de travail en tenant compte d’une
marge autour des murs. Pour tenir compte de cet effet au niveau de la prise, on peut cor-
riger le périmètre de prise par un facteur correspondant au rapport entre la surface utile et
la surface totale de l’environnement, la surface utile correspondant à la surface totale
moins les marges. Avec ces nouveaux paramètres, les courbes de la figure 39 subissent
des modifications importantes, comme le montre la figure 40 qui illustre la courbe de la
taille moyenne des tas dans le cas d’un robot. 
Ce changement de paramètre permettrait d’expliquer et corriger la valeur asympto-
tique des courbes de simulation, en atteignant un bon niveau de similitude avec les mesu-
res de la figure 29, mais ceci n’est pas réaliste. A ce niveau, les estimations deviennent
beaucoup trop grossières par rapport à la finesse d’ajustement des résultats, ce qui les
rend peu réalistes et donc peu utiles. On atteint donc ici les limites de la simulation, prin-
cipalement à cause de l’importance de beaucoup de comportements marginaux et diffici-
lement caractérisables qui influencent le système global.66 L’interaction avec l’environnement
Figure 40:  Effet de la prise en compte de l’influence des murs sur la courbe d’évolution de la taille
des tas avec un seul robot
Malgré la relative simplicité de cette expérience, nécessaire pour pouvoir analyser
les mécanismes et les résultats, ces observations permettent de mettre en évidence le rôle
très important de l’interaction entre le robot et son environnement, ainsi que sa com-
plexité. La simulation a permis de valider cette constatation, illustrant l’importance de
l’interaction géométrique entre robot et environnement. La simulation a montré aussi ses
limitations, même dans un cas aussi simple que celui-ci. Il est presque impossible de
modéliser l’interaction entre deux robots en mouvement, par exemple. Or, ce genre de
comportement joue un rôle important pour la valeur asymptotique du résultat. 
L’importance de l’interaction entre robot et environnement sera encore plus mise
en évidence et exploitée dans la deuxième expérience sur le comportement coopératif.
3.2.6 Le rôle de l’aspect collectif
L’aspect collectif, brièvement mentionné plus haut, est un autre point intéressant
de l’expérience. Dans le graphique de la figure 29 on peut déjà observer que l’exécution
du travail est accélérée par l’augmentation du nombre de robots. Gaussier [Gaussier94]
et Beckers [Beckers94] affirment et essaient de prouver leur conviction que cette accélé-
ration n’existe pas seulement au niveau du groupe pris dans son ensemble, mais aussi au
niveau de chaque robot pris individuellement. Ceci signifie, par exemple, que deux
robots pourraient effectuer le travail plus rapidement que deux fois le travail d’un seul
robot. En d’autres termes, la performance mesurée en quantité de travail par robot serait
augmentée par la présence de plusieurs robots. Ce fait serait motivé par l’apparition
d’interactions constructives entre robots, telles que la répartition des zones de travail, les
collaborations directes (échanges d’objets), etc. Ce genre de phénomène apparaît par
exemple lorsqu’un groupe de personnes, pour éteindre un incendie avec des sceaux
d’eau, forme une chaîne dans laquelle personne ne se déplace et les sceaux sont passé
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d’une personne à l’autre. Ceci garantit un apport continu et rapide d’eau qui est bien plus
efficace que si chaque personne faisait le trajet. 
On peut analyser cet aspect au niveau de notre expérience en retraçant le début du
graphe de la figure 29 (page 55) avec, au lieu de l’axe du temps, un axe représentant le
temps multiplié par le nombre de robot, comme le montre la figure 41.
Figure 41:  Quantification du travail d’entassement par robot individuel, en fonction du nombre de
robots travaillant dans la zone de travail
3.2.6.1 Discussion
La représentation de la figure 41 montre bien que dans les premières 5 minutes, un
robot travaillant seul est plus efficace que s’il travaillait en groupe. Cette caractéristique
générale a été retrouvée dans la simulation faite plus haut (section 3.2.5), comme le mon-
tre la figure 42 (dans le format correspondant à celui de la figure 41).
Figure 42:  Simulation de la quantification du travail d’entassement par robot individuel, en fonc-
tion du nombre de robots travaillant dans la zone de travail
8007006005004003002001000
1,0
1,5
2,0
2,5
3,0
1 robot
2 robots
3 robots
4 robots
5 robots
Temps * nombre de robots
en secondes * nombre de robots
Taille moyenne des tas
2621161161
1,0
1,5
2,0
2,5
3,0
3,5
4,0
1 robot
2 robots
3 robots
4 robots
5 robots
Itérations de simulation * nombre de robots / 30
Taille moyenne des tas68 L’interaction avec l’environnement
La diminution des performances dans le travail de groupe, dans ce cas bien particu-
lier, peut être expliquée par deux raisons principales, toutes deux liées aux types d’inter-
férences qui apparaissent entre les robots lors du travail collectif:
• Comme on l’a vu dans la liste des interférences possibles entre robots de la
page 56, la plupart des interférences robot-robot ne sont pas constructives.
L’interférence de type 1 n’a pas de répercussions, sinon que le robot cher-
cheur est derrière un autre robot et ne peut donc pas trouver de nouveaux
objets. L’interférence de type 2 cause de la perte de temps (cas a) ou la
création d’un tas d’un objet (cas b). Les interférences 3a et 3b causent
aussi de la perte de temps, alors que la 3c est la seule interférence cons-
tructive (formation d’un tas de deux objets) qui peut arriver. Pour l’interfé-
rence de type 4 on peut faire les mêmes observations que pour le type 2. Il
est donc clair que les interactions robot-robot qui apparaissent lors du tra-
vail collectif dégradent l’efficacité de l’individu.
• Quantitativement au niveau des probabilités de pose et de prise, on remar-
que que le périmètre de création de tas de 1 objet, tel qu’il est calculé dans
la figure 33 (périmètre de reconnaissance d’un robot multiplié par le nom-
bre de robots) est proportionnel au nombre de robots. Ceci signifie qu’un
robot seul a beaucoup moins de probabilités de créer des tas d’un seul
objet que s’il y a d’autres robots dans l’environnement. La seule possibilité
de former des tas d’un seul objet est de mal détecter un mur, ce qui arrive
rarement. Un robot seul travaillera donc de façon bien plus efficace.
Dans ce cas précis, donc, l’aspect collectif n’apporte pas d’éléments constructifs
dans le travail du groupe. La situation est donc similaire à celle d’un groupe de personnes
qui veulent faire toutes le même travail au même endroit et qui finissent par se gêner plus
que s’aider.
Dans l’expérience réelle et au delà des 500 secondes, c’est la configuration avec
trois robots qui se montre plus efficace. Malgré que Beckers ait trouvé aussi des résultats
analogues (meilleur résultat avec trois robots), ce résultat est très difficile à analyser, car
sur le graphique de la figure 41, après 600 secondes*robots on se trouve à comparer la
600ème seconde de vie du robot seul avec la 300ème seconde de vie des robots à deux,
avec la 200ème seconde de vie du triplet de robots etc. Or les conditions de l’environne-
ment et des robots varient au cours de l’expérience. La première partie de vie est donc
beaucoup plus représentative, car basée sur des conditions de base identiques. Ces condi-
tions sont toutefois basées sur une distribution uniforme des objets. Lorsque les objets
sont regroupés en tas et que la distance entre les objets augmente, l’augmentation du
nombre de robot peut avoir des effets bénéfiques sur les performances, en plus de l’inte-
raction 3c mentionnée plus haut: une bonne répartition géographique peut permettre une
meilleure efficacité en minimisant les déplacements. Les interférences dues à d’autres
robots peuvent sortir un robot d’une situation bloquée (robot enfermé derrière un tas
d’objets, robot bloqué dans une situation symétrique, parfois insoluble pour le réseau de
connexions implémenté dans cet algorithme). L’équilibre à long terme entre ces interfé-
rences bénéfiques et celles pénalisantes semble être dans ce cas très délicat, et pour cette
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Encore une fois, ces observations mettent en évidence l’importance que joue l’inte-
raction entre robot et environnement. On comprend bien ici qu’une petite modification
des caractéristiques de cette relation peut changer radicalement le comportement global
du système. La section suivante s’occupe justement de ce cas et illustre ce type de phéno-
mène par un exemple.
3.3 Le comportement coopératif
La première expérience décrite dans la section précédente peut être qualifiée de
collective, car elle compte un nombre de robots supérieur à un, mais ne comporte pas de
tâche nécessitant une réelle collaboration: chaque robot isolément, ayant un temps suffi-
sant, peut résoudre toute la tâche. La collaboration n’est pas seulement superflue, mais
dégrade les performances des robots par l’apparition d’interférences destructives. Dans
la deuxième expérience, que l’on va décrire ci-dessous, nous avons voulu faire réaliser
aux robots une tâche qui nécessite la coopération entre au moins deux robots. L’inspira-
tion pour cette deuxième expérience vient aussi de la biologie des fourmis et des expé-
riences faites à Bruxelles dans l’équipe de Deneubourg. Une des expériences qu’il a
réalisé consiste à mettre, dans les environs d’une fourmillière, une série de bâtonnets en
bois (allumettes) dans des trous faits dans le sol, de façon à que les bâtonnets sortent du
sol sur environ le quart de leur longueur. Ces bâtons peuvent être utilisés par les fourmis
comme matériel de construction. Or une fourmi seule n’arrive pas à sortir le bâton du
trou. D’autre part cette situation particulière ne se rencontre que rarement dans la nature
et ne peut donc pas être résolue avec des méthodes connues par les fourmis. La seule
solution consiste en effet à que plusieurs fourmis se mettent ensemble pour extraire, de
façon coordonnée, le bâton du trou. Pendant l’expérience avec les fourmis il a fallu peu
de temps pour qu’elles sortent les bâtons des trous. Deneubourg affirme que ce résultat
est le fruit d’un grand nombre de comportements simples qui font que de nombreuses
fourmis tirent sur les bâtons de façon aléatoire et finissent par le sortir. Il n’y aurait donc
ni communication explicite, ni collaboration concertée, mais simplement un large nom-
bre d’individus qui, faisant de façon répété et aléatoire le geste très simple de tirer sur le
bâton, finissent par le sortir.
3.3.1 Les données de l’expérience
Dans cette deuxième expérience nous avons testé ces idées en prenant les robots
programmés exactement comme pour la première expérience. Ces robots, comme les
fourmis dans l’expérience décrite plus haut, ne sont donc pas censés connaître le pro-
blème mais sont programmés pour saisir des objets et les déplacer. 
On a placé les robots dans un environnement de la même taille que celui de la pre-
mière expérience, mais avec un fond surélevé et ayant des trous placés de façon distri-
buée sur la surface. Dans ces trous étaient placés des bâtons d’environ 150 mm de
longueur, dépassant du sol d’environ 40 mm, comme le montre la figure 43a.
Comme dans le cas des fourmi, ici aussi un robot seul n’arrive pas à extraire un
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pince, qui fait que le bâton coince dans le trou (voir figure 43b). Il est donc nécessaire
qu’au moins deux robots se mettent ensemble pour que l’extraction puisse avoir lieu.
Figure 43:  a) Robot et bâton dans l’environnement de l’expérience. b) Situation de blocage
lorsqu’un robot essaie de sortir un bâton du trou
Afin que les robots ne restent pas bloqués en tirant sur le bâton, un délais de sept
secondes a été introduit dans l’algorithme de contrôle, afin qu’après ce délais, le robot
lâche sa prise, tourne de 180 degrés et continue sa recherche. Lorsque deux robots ont
sorti un bâton du trou, celui-ci a été enlevé de la pince des robots et remis dans le trou,
essentiellement afin d’éviter que les robots soient bloqués sur le trou.
Cette expérience a consisté à mettre 5 robots dans un environnement ayant de 2 à 6
bâtons. Chaque expérience a duré environ 20 minutes, correspondant à la durée des accu-
mulateurs sous la charge importante de la pince.
3.3.2 Résultats
La quantification de cette expérience a porté sur les essais de prise, suivis par une
réussite (sortie du bâton) ou pas. La plupart du temps les robots se déplacent aléatoire-
ment, trouvent un bâton (ou un autre robot), essaient de le saisir et après sept secondes
lâchent la prise et repartent. Seulement très rarement deux robots se succèdent pour tirer
sur le bâton dans la bonne séquence temporelle qui leur permet de sortir le bâton du trou.
Comme le montre la figure 44, il faut d’abord qu’un robot soulève le bâton au maximum
qu’il peut. Si exactement à ce moment un autre robot, étant arrivé du bon côté et ayant
reconnu le bâton, le saisis et commence à tirer, le bâton sera extrait dès que le premier
robot lâchera sa prise. Cette séquence temporelle est due au pur hasard, et ne comporte
rien d’autre que les mécanismes décrits plus haut. 
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Figure 44:  Séquence nécessaire pour sortir un bâton d’un trou
Le résultat principal de cette expérience est que les robots arrivent à extraire les
bâtons des trous. Du fait du faible nombre de robot et du grand nombre d’interférences,
l’extraction du bâton arrive très rarement. Dans les expériences faites, l’extraction est
arrivée 6 fois pour une durée d’expérimentation d’environ 110 minutes. 
Si on observe les très nombreux essais de saisie, on peut remarquer qu’il y en a
deux types différents: les essais faits sur un bâton, et les essais faits sur un autre robot
causés par une fausse détection. Le graphe de la figure 45 présente la quantité de ces évé-
nements prise sur une durée normalisée de 20 minutes. Il illustre la quantité de détections
et prises de bâtons, ainsi que les interférences dues aux fausses détections d’autres
robots, pris pour des bâtons.
Figure 45:  Quantification des essais de prise de bâtons et d’interférences en fonction du nombre de
bâtons présents dans l’environnement
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3.3.3 Discussion
Au niveau général comme au niveau du détail, on retrouve l’importance fondamen-
tale de l’interaction robot-environnement. 
En ce qui concerne les résultats détaillés des essais de prise, le rapport entre robots
et bâtons présents dans l’environnement joue un rôle important. Cette importance est due
au même phénomène d’interaction rencontré dans la première expérience, à savoir la
fausse détection d’autres robots. Cette interférence, associée à la présence relative
d’autres robots par rapport au nombre de bâtons, change fortement l’efficacité du sys-
tème, ce qui se remarque bien dans le graphique de la figure 45: malgré un nombre
d’actions totales qui reste presque constant, mis à part pour le cas extrême correspondant
à deux bâtons, le rapport entre les interférences et les essais de prise augmente lorsque le
nombre de bâtons diminue. Ce rapport dépend en effet fortement du rapport entre le
nombre de robots et celui de bâtons présents, ce qui détermine la probabilité de rencontre
d’un bâton par rapport à un autre robot. Cette relation est proche d’être linéaire, comme
le montre la figure 46. Naturellement d’autres interactions viennent se mêler à celle-ci,
comme le chevauchement d’interférences et prises, les détections “correctes” d’autres
robots considérés comme des obstacles, les blocages mutuels des robots, etc. On peut
facilement imaginer la complexité de l’interaction entre tous ces éléments, qui rend le
phénomène difficilement analysable. 
Figure 46:  Relation qui lie le comportement (prises et interférences) avec le nombre de robots et
bâtons présents dans l’environnement
Le nombre de robots était malheureusement limité à 5 pour des raisons de disponi-
bilités de matériel, ce qui est loin de simuler des conditions d’une fourmillière. Nous
avons toutefois retrouvé l’effet de probabilité associé au hasard que Deneubourg trouve
dans sa fourmillière et qui permet aux Khepera d’effectuer la tâche d’extraction des
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bâtons. Cette expérience semble donc confirmer les théories de Deneubourg.
Au niveau plus général de la tâche exécutée, il est très intéressant de voir comment
des robots programmés d’une façon déterminée et identique peuvent exécuter deux
tâches fondamentalement différentes dans deux environnements qui ne sont que légère-
ment différents. C’est en observant ce fait que l’on comprend mieux le rôle essentiel de
l’interaction robot-environnement. Dans les deux expériences cette interaction permet de
changer la fonctionnalité et l’efficacité des robots aux yeux de l’observateur. 
En observant la grande différence de résultat de ces deux expériences qui utilisent
les mêmes robots programmés de la même façon, on voit aussi l’importance de l’inter-
prétation de l’observateur. Dans les deux expériences l’observateur donne une interpréta-
tion complètement différente (coopération ou pas) pour un comportement de robot
identique.
3.4 Conclusion
Ces deux expériences, malgré leur simplicité, nous illustrent plusieurs aspects très
importants: 
• L’interaction du robot avec l’environnement joue un rôle fondamental pour
la réalisation d’une tâche donnée: la forme et le nombre des objets, le
nombre et la morphologie des robots, les caractéristiques des capteurs et
des actionneurs conditionnent fondamentalement tout le mécanisme de
fonctionnement. Une légère modification de ces conditions apporte des
changements très importants de l’efficacité jusqu’à changer fondamentale-
ment le rôle même du robot dans l’environnement. L’interaction entre
robot et environnement joue donc un rôle tout aussi important que l’algo-
rithme de contrôle qui gouverne le robot. Ceci est très clairement démon-
tré par les deux expériences décrites dans ce chapitre. Le changement
radical de mode de fonctionnement est dicté par un changement de l’inte-
raction robot-environnement, et non pas par un changement d’algorithme,
ce qui aurait pu aussi provoquer un tel effet.
• En regardant ces mêmes expériences et ce même aspect d’interaction sous
un autre point de vue, on peut observer qu’une bonne exploitation des
caractéristiques de l’interaction entre le robot et son environnement peut
permettre de réaliser des comportements très intéressants avec des structu-
res très simples par rapport à celles que l’on pourrait considérer à priori.
Ceci nécessiterait l’exploitation des mécanismes d’interaction en tant que
partie intégrante de la méthode de conception du système. Pour cette rai-
son et pour l’importance de cet aspect, il est essentiel de prendre en
compte les caractéristiques de l’environnement, du robot et de leur interac-
tion, comme par exemple les probabilités de création et destruction de tas
de la première expérience, afin de réaliser un système efficace. Cette
exploitation, une fois mise en oeuvre, doit permettre de simplifier la con-
ception. Ce type d’approche est opposée aux méthodes de conception clas-
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modéliser et à résoudre, comme le robot et sa tâche. Or l’interaction robot-
environnement, comme on l’a vu dans ces expériences, est très complexe
et souvent hors de portée de nos techniques d’analyse et de conception.
Elle est donc plus souvent simplifiée et minimisée qu’exploitée dans les
méthodes classiques basées sur une modélisation du système.
• Un autre point important, lié au précédent mais qui forme un point en soi,
est le fait qu’une structure de contrôle simple peut donner lieu à un com-
portement compliqué. Ce concept est bien illustré par les deux expériences
de ce chapitre, et doit être pris en considération dans les méthodes de con-
ception. La réalisation de tâches compliquées doit se faire en exploitant
intensément l’interaction robot-environnement, comme illustré au point
précédent.
• L’association de comportements simples et la bonne exploitation de l’inte-
raction robot-environnement donne lieu à ce que l’on appelle des compor-
tements émergents. Souvent ce concept d’émergence a des connotations
presque magiques: on programme un comportement et on en voit émerger
une autre. Le concept d’émergence est aussi souvent associé au concept
d’intelligence. “Si le robot fait une chose qui n’a pas été prévue, c’est qu’il
dispose d’une certaine intelligence”. C’est par exemple le cas de l’échange
d’objets entre deux robots qui apparaît dans la première expérience. Ce
comportement, vu de l’extérieur, est un nouveau comportement qui n’a pas
été programmé et qui émerge pendant l’expérimentation. De même pour
l’extraction des bâtons dans la deuxième expérience. Malgré cette conno-
tation très peu scientifique et trop souvent utilisée, ce terme désigne très
bien les phénomènes qui ont des caractéristiques bien déterminées pour
l’observateur mais qui résultent de la combinaison de conditions que
l’observateur ne relie pas directement entre elles et avec le résultat. Les
mécanismes de prise et pose d’objets dans la première expérience donnent
lieu à l’échange d’objets, que l’observateur voit comme étant un compor-
tement en soi d’une complexité supérieure à ce qui est programmé dans les
robots. Deux choses sont donc à retenir en ce qui concerne l’émergence:
premièrement il s’agit d’un phénomène tout à fait logique et intéressant,
car il permet d’exploiter la combinaison de conditions et de comporte-
ments. Deuxièmement, le phénomène d’émergence, d’un comportement
par exemple, a lieu principalement dans l’esprit de l’observateur. Ici
encore on retrouve le lien entre émergence et intelligence car pour ce der-
nier concepts aussi, Brooks affirme qu’il est essentiellement dans les yeux
de l’observateur [Brooks91b].
• Si l’intérêt pour les phénomènes émergents est clair, et qu’il est clair aussi
que ces phénomènes sont le résultat par excellence d’une approche bot-
tom-up, il reste un grand problème de fond quant à la conception d’un sys-
tème réel en utilisant cette approche. Dans les expérience décrites ci
dessus, les robots, l’environnement et les tâches observées ont été obtenus
par copie d’un exemple qui se trouve dans la nature. Dans le développe-
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exemple, le but est donné à l’avance et une approche purement émergente
ne peut pas être appliquée aveuglement. Il faut en effet diriger l’émer-
gence, ce qui introduit des éléments de l’approche top-down. Il est donc
nécessaire, afin d’obtenir des résultats utilisables, de se situer entre les
deux approches.
• Le parallélisme mis en oeuvre dans ces deux expérience est un élément
intéressant, même si l’efficacité individuelle des robots n’est pas forcé-
ment accrue. L’efficacité globale absolue est en effet accrue et ceci est déjà
un avantage. Un autre avantage est par exemple la robustesse aux pannes.
Dans les expériences il est arrivé qu’un robot soit coincé dans une situa-
tion imprévue ou difficile à résoudre (robot bloqué derrière un mur
d’objets, par exemple). Ceci n’a pas bloqué le fonctionnement du système,
car les autres robot ont continué à fonctionner. Bien au contraire, plusieurs
fois, les actions réalisées par les autres robots ont débloqué le robot en dif-
ficulté, en le ramenant à des situations connues. Ceci est un point positif de
l’interaction entre robots qui ne doit pas être sous-estimé. 
• Le phénomène au niveau comportemental de l’interaction entre des agents
simples et leur environnement pour atteindre des résultats qui à un niveau
plus global semblent complexes, peut être transposé à d’autres domaines,
comme par exemple celui des réseaux de neurones. Aussi dans ce cas on se
trouve face à des éléments simples qui intéragissent et donnent lieu à des
résultats complexes. Les méthodes qui s’appliquent à un domaine peuvent
probablement aussi être appliquées à l’autre. Ce sujet ne sera pas appro-
fondi dans le cadre de ce travail, mais est une des motivation de sa suite.
• Malgré le développement préalable d’outils de mesure et d’analyse du
comportement (voir aussi la section 2.3 L’outil Khepera), ces outils se sont
révélés peu adaptés aux besoins qui apparaissent lors d’expériences qui
impliquent un nombre de robots supérieur à un. Pour pouvoir continuer les
investigations dans le domaine du collectif il faudra donc prendre soin à
combler cette lacune.
En résumé l’interaction entre système de contrôle, robot et environnement, la sim-
plicité des approches et l’inspiration biologique semblent être des points très importants
qui permettent, si considérés attentivement, d’atteindre des résultats très intéressants.
Leur application est toutefois très délicate, comme le montre l’échec de l’approche de
l’intelligence artificielle classique ou de certain réseaux de neurones, qui se veulent ins-
pirés de la nature. Un effort tout particulier doit donc être fait pour comprendre les phé-
nomènes en jeu et développer des méthodologies de conception qui permettent d’utiliser
ces principes en association avec notre technologie. Finalement la modélisation reste très
limitée par la complexité des phénomènes en jeu, même pour des expériences comme
celles-ci qui paraissent simples.76 L’interaction avec l’environnement
 4 L’APPRENTISSAGE
L’expérience illustrée dans la section précédente démontre que le comportement
d’un robot mobile, s’il veut être efficace, doit être bien adapté à l’environnement dans
lequel le robot agit. Dans les exemples du chapitre précédent, cette adaptation du robot à
l’environnement a été finement ajustée, par le concepteur, sur l’exemple d’un modèle de
la nature, afin d’atteindre les résultats voulus. Ce type de conception est possible dans
des environnements et pour des tâches très simples ou en acceptant des tolérances de
comportement très grandes. Avec l’accroissement de la complexité de l’environnement
ou du comportement, la conception classique basée sur une modélisation du robot et de
son environnement devient vite infaisable. Afin d’éviter la modélisation réalisée par le
concepteur, il faut permettre au robot de construire ses connaissances et s’adapter sur la
base de son interaction avec l’environnement.
Afin de donner cette propriété au système de contrôle, le premier pas consiste à le
rendre adaptatif, en lui faisant apprendre certaines caractéristiques directement du monde
réel. L’apprentissage est un des mécanismes les plus utilisés à cet effet, surtout dans le
domaine des réseaux de neurones. Le présent chapitre a pour but de présenter l’approche
neuronale, d’introduire l’apprentissage et d’en vérifier les possibilités. Dans ce but, nous
analyserons une expérience utilisant cette technique dans un cas pratique de contrôle
d’un robot mobile.
4.1 Introduction aux réseaux de neurones biologiques
Le système de contrôle des animaux est essentiellement basé sur le système ner-
veux. La brique de base du système nerveux animal est un type de cellule particulier,
appelé neurone (figure 47). Organisé en réseau, ce type de cellule effectue la transmis-
sion des signaux entre capteurs et effecteurs ainsi que le traitement du signal transmis. Le
traitement élémentaire du signal est fait au niveau du neurone et au niveau de ses con-
nexions avec les autres neurones.
Le neurone est composé d’un corps principal, dans lequel se trouve le noyau, com-
plété par des ramifications ayant pour but de recueillir (les dendrites) et retransmettre
plus loin (les axones) le signal. A l’extrémité de l’axone se trouvent les synapses, qui,
connectées aux dendrites d’autres neurones, s’occupent de la transmission du signal
(figure 47).
La transmission du signal se fait par des impulsions électriques, appelées les poten-
tiels d’action, dont l’amplitude est d’environ 100mV. Ces potentiels d’action sont géné-
rés par un pompage d’ions qui a lieu au niveau de la membrane de la cellule. Lorsqu’un
neurone est excité, un potentiel d’action est généré à la racine de l’axone et se propage le
long de l’axone, à une vitesse d’environ 100m/s. La durée de l’impulsion à un point
donné est de l’ordre de la milliseconde. A son arrivée à la synapse, le potentiel d’action
est converti en signaux chimiques, à savoir les neuromédiateurs. Le neurone qui émet ce
signal est appelé neurone présynaptique. Les neuromédiateurs se diffusent dans la77L’apprentissage
synapse et se fixent à des récepteurs spécifiques qui se trouvent sur les dendrites du neu-
rone récepteur, appelé neurone postsynaptique. Cette fixation provoque un changement
de la perméabilité de la membrane du neurone postsynaptique. Chacune des synapses ne
produit qu’un effet faible. C’est l’intégration continue du neurone, faite de façon non-
linéaire, qui engendre un potentiel d’action.
Figure 47:  Structure d’un neurone biologique
Le système nerveux est un système adaptatif, capable d’apprentissage. Cette
faculté d’adaptation a ses racines dans la plasticité du neurone. Les signaux transmis ne
codent pas uniquement de l’information, mais modifient la structure et le métabolisme
du neurone. Un lieu privilégié de cette évolution semble être la synapse. L’efficacité
synaptique évolue constamment grâce, par exemple, à des variations des quantités de
neuromédiateurs libérés en fonction du potentiel d’action ou du nombre de récepteurs
fonctionnels. A un niveau structurel, l’activité neuronale peut modifier le nombre et la
localisation des synapses, soit en modifiant les terminaisons de l’axone, soit en remode-
lant les arborescences dendritiques.
Le mécanisme de base décrit ici est un modèle général, mais les neurones ne sont
pas tous identiques: dans le système nerveux, il existe une grande variété de neurones
avec des caractéristiques physiques et fonctionnelles différentes.
Finalement ces neurones, comme nous avons pu le voir à propos de leur structure,
sont organisés en réseaux. Le réseau global est normalement subdivisé en zones, dans
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lesquelles les neurones ont une structure, des formes et un rôle fonctionnel spécifiques.
Les interconnections sont très denses, avec des milliers de synapses par neurone. 
4.2 Les réseaux de neurones artificiels
Le neurone artificiel et les réseaux de neurones artificiels (RNA) essaient de copier
la version réelle. Cette copie peut être faite à différents niveaux, suivant le but visé. Les
biologistes, qui veulent utiliser les RNA pour comprendre leur modèle biologique,
essaient de s’approcher le plus possible de la réalité biologique en copiant la structure
des réseaux, la réponse du neurone ou d’un groupe de neurones ou la fonctionnalité
d’une zone [Franceschini92]. Les ingénieurs, intéressés par de nouveaux résultats dans le
domaine du traitement de l’information, dévient très facilement des modèles biologiques
pour différentes raisons: D’une part, le modèle biologique est compliqué et, d’autre part,
il est adapté à des problèmes différents de ceux rencontrés dans le monde technique.
Enfin ce n’est pas le modèle biologique qui motive les ingénieurs, mais les résultats que
l’on peut obtenir. Pour cette raison, très souvent, l’inspiration biologique est remplacée
par les méthodes de l’ingénieur qui permettent de maîtriser le problème et de le résoudre
de façon méthodologique. 
Dans le cadre de ce travail, nous nous situons entre ces deux tendances. Du côté
ingénieur nous visons à des résultats réels, tout en nous méfiant de l’approche classique
qui a causé tant d’échecs dans ce domaine. D’autre part la robotique mobile est probable-
ment la branche de l’ingénieur qui s’approche le plus à la réalité animale. Le robot
mobile autonome doit en effet faire face au même monde et au même problème que les
animaux. Ainsi, ce travail se concentre sur des modèles proches du biologiquement plau-
sible, en évitant les modèles de traitement de l’information utilisés pour la classification
et la reconnaissance de données, par exemple.
Le modèle utilisé principalement dans ce travail est le neurone très simplifié de
McCulloch et Pitts [McCulloch43], considéré comme un sommateur d’entrées pondérées
(figure 48). On considère ces entrées comme les axones d’autres neurones, les pondéra-
tions correspondent aux synapses et le sommateur au corps du neurone avec sa fonction
d’intégration. Une fonction de sortie permet de limiter la réponse du neurone dans un
domaine spécifique.
Figure 48:  Modèle du neurone de McCulloch et Pitts
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On appelle xi les stimulis d’entrée, wi les poids synaptiques, q  une valeur de seuil,
s  la fonction de sortie et y la valeur de sortie calculée de la façon suivante:
(Eq. 1)
La fonction s  de sortie peut prendre plusieurs formes, mais trois d’entre elles sont
les plus utilisées (figure 49).
Figure 49:  Fonctions de sortie utilisées fréquemment
a. La fonction linéaire
(Eq. 2)
Dans laquelle k est une constante.
b. La fonction échelon: 
(Eq. 3)
c. La fonction sigmoïdale: 
(Eq. 4)
Dans laquelle k contrôle l’inclinaison de la courbe: pour  la fonc-
tion sigmoïde est égale à la fonction échelon. Cette fonction correspond à
la tangente hyperbolique.
Comme dans le monde biologique, les RNA sont également organisés en réseaux.
Etant donné N neurones, il est possible de les connecter de différentes façons. Les archi-
tectures se distinguent par le nombre de couches de connexions synaptiques à travers les-
quelles le signal en entrée doit passer pour rejoindre les neurones de sortie, et par la
présence ou non de connexions récurrentes (figure 50).
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Figure 50:  Quelques exemples de structure de réseaux: a) à une couche, b) à deux couches (une
couche cachée), c) à une couche avec connexions récurrentes sur la couche de sortie, d) à deux cou-
ches avec connexions récurrentes sur la couche cachée. Les entrées latérales sur les neurones repré-
sentent les valeurs de seuil
Dans le premier cas de la figure 50, les informations sont introduites par les entrées
du réseau (en bas). En robotique mobile, ces informations proviennent généralement du
système sensoriel et sont transmises directement aux neurones de sortie, qui, générale-
ment, commandent directement des actionneurs du robot. Le traitement des informations
se fait par les connexions pondérées et par la fonction de sortie des neurones de la couche
de sortie. Dans le cas d’un réseau à plusieurs couches, un traitement ultérieur est fait par
les neurones de la couche intermédiaire, appelée la couche cachée, du fait que son activa-
tion n’est pas visible de l’extérieur. Des connexions récurrentes peuvent être ajoutées sur
n’importe quel neurone de n’importe quelle couche. Deux exemples sont illustrés dans la
figure 50 (c. et d.). Dans le cas de réseaux de neurones à temps discret (utilisé dans ce
travail), ces connexions donnent, en entrée du neurone au temps (t), l’état des neurones
de sa propre couche au temps (t-1). Alors que les sorties des réseaux a) et b) de la
figure 50 dépendent uniquement de la valeur d’entrée, les réseaux c) et d) peuvent tenir
compte de l’état précédent du réseau. Ces connexions permettent donc de réaliser une
sorte de mémoire interne au réseau.
4.2.1 Un exemple de réseau neuronal appliqué à la robotique mobile: les 
véhicules de Braitenberg
Un exemple très simple d’utilisation de ce type de structure pour le contrôle d’un
robot mobile a déjà été donné dans la section 3.2.1, pour réaliser des comportements
d’attirance et évitement d’obstacles. La structure de base a été proposée par Valentino
Braitenberg dans [Braitenberg84]. Dans son oeuvre, Braitenberg décrit 14 types de véhi-
cules contrôlés par des structures de contrôle imaginaires, ayant toutefois une inspiration
biologique neuronale. Une fois présenté le mécanisme de contrôle, Braitenberg imagine
le comportement des véhicules et l’analyse de ce comportement faite par une personne
ne connaissant pas le mécanisme de contrôle. Par ce type d’expériences imaginaires, il
essaie de montrer comment un comportement, qui peut paraître complexe, peut être
généré par un mécanisme très simple. Les véhicules 2 et 3 sont parmi les plus simples et
sont réalisables techniquement, ce qui n’est pas le cas des autres. Ils exploitent des fonc-
tionnalités sensorielles et motrices similaires à celles disponibles dans Khepera. 
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Figure 51:  Exemples de véhicules de Braitenberg, dotés de deux roues et de capteurs de lumière
sur l’avant
Quelques exemples de ces véhicules sont représentés dans la figure 51. Tous ces
véhicules disposent de deux roues à l’arrière et de deux capteurs de lumière à l’avant. Le
premier véhicule (figure 51 a) est contrôlé par des connexions excitatrices croisées qui
relient les capteurs aux moteurs. Ces connexions font que le véhicule a la tendance à se
tourner vers la lumière en accélérant la roue se trouvant du côté opposé à la source de
lumière. Sa vitesse est augmentée au fur et à mesure qu’il s’approche de la lumière et que
l’intensité de celle-ci s’accroît. Le véhicule b) de la figure 51 évite les sources de
lumière. Le véhicule c) a aussi un comportement d’évitement de la lumière, mais en inhi-
bant les roues au lieu de les accélérer. Le véhicule d), enfin, est attiré par les sources
lumineuses mais va ralentir en s’approchant de la source, jusqu’à s’arrêter.
Le principe de base de ces véhicules peut être généralisé à N capteurs et à une
interconnectivité totale entre capteurs et moteurs comme le montre la figure 52. 
Figure 52:  Généralisation du véhicule 3 pour la structure de Khepera
Ce nouveau véhicule généralisé est contrôlé par un réseau de neurones à une cou-
che ayant huit entrées, auxquelles on transmet les valeurs des capteurs de proximité ou
de lumière, et deux sorties, que l’on utilise pour commander les vitesses des deux roues
du robot. Selon le type des capteurs utilisés (de proximité ou de lumière), le signe et la
valeur des pondérations des connexions et de l’entrée de seuil, on peut générer une
grande diversité de comportements, allant de l’évitement d’obstacles au suivi de murs, à
la recherche d’objets, au suivi de lumière, etc. Deux de ces comportements ont été utili-
sés pour le comportement collectif décrit dans le chapitre 3, et le type de connexions uti-
lisées a été illustré dans la figure 24.
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4.3 Les techniques d’apprentissage
Une des bases de l’apprentissage et de la mémorisation semble être située au
niveau du changement des caractéristiques des synapses en fonction de l’activité pré- et
post-synaptique. Cette théorie avait déjà été développée par Hebb [Hebb49] et a été con-
firmée par des travaux récents [Conquet94]. 
Dans le domaine des réseaux de neurones artificiels, il existe plusieurs algorithmes
de modification des poids synaptiques, généralement associés à des types spécifiques de
réseaux, à savoir la méthode de rétropropagation du gradient sur des réseaux multicou-
ches [Rumelhart86], le modèle de Hérault et Jutten [Jutten88], les règles de Hebb, le
réseau et les méthodes d’auto-organisation de Kohonen [Kohonen88] pour en citer quel-
ques unes. Parmi ces méthodes, certaines sont purement mathématiques et ne se soucient
pas de la plausibilité biologique, comme la méthode de rétropropagation du gradient
(voir [Crick89]), par exemple. Le but de ce type d’algorithmes est de trouver les poids
synaptiques du réseau afin d’obtenir une fonction bien définie. Or, ces algorithmes, en
bonne partie à cause de leur manque de plausibilité biologique, posent beaucoup de pro-
blèmes lors de leur utilisation sur un système réel:
• Plusieurs de ces méthodes, comme la rétropropagation du gradient, impli-
quent qu’un maître connaît la réponse, soit partiellement, soit complète-
ment, ce qui est difficile à réaliser pour des systèmes complexes et
autonomes se déplaçant dans le monde réel.
• Beaucoup de méthodes (rétropropagation du gradient, réseau de Kohonen,
par exemple) différencient la phase d’apprentissage de la phase d’exploita-
tion du réseau. Or, cette différentiation ne peut pas exister si on veut obte-
nir un système continuellement adaptatif.
• Pour certaines méthodes, lors de l’apprentissage, l’ordre et la distribution
des exemples joue un rôle clé (réseau de Kohonen). Ceci crée un vrai pro-
blème lors d’applications réelles.
• Le nombre d’itérations pour atteindre la convergence est souvent tellement
élevé qu’il rend impossible toute implémentation réelle.
Ces méthodes, qui s’appliquent très bien à des problèmes d’optimisation ou de
modélisation de fonctions non-linéaires, trouvent donc difficilement une application dans
la robotique mobile réelle. Pour cette raison, dans ce travail, l’attention a été portée plu-
tôt vers les méthodes plus biologiquement plausibles et les plus facilement applicables à
des systèmes adaptatifs, à savoir les règles de Hebb. 
Toute règle de modification des poids synaptiques est basée sur l’équation
(Eq. 5)
Dans laquelle  est le poids de la connexion entre le neurone présynaptique i et
le neurone post-synaptique j au temps t,  est le même poids au temps (t-1),  est
la modification des poids au temps t. La valeur des poids n’est pas bornée.
La modification des poids dépend du type de règle appliquée. La règle de Hebb de
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base renforce les poids d’une connexion entre deux neurones actifs. Elle se formule de la
façon suivante:
(Eq. 6)
Avec  représentant l’activation du neurone pré-synaptique i,  l’activation du
neurone post-synaptique j. La valeur des activations des neurones est normalisée entre 0
et 1. La grande limitation de cette règle est qu’elle ne prévoit pas de réduction des poids
synaptiques. Ceci peut facilement mener les poids à une forte croissance, qui provoque
une plus forte activité dans le réseau, qui, à son tour, provoque une croissance des poids
encore plus forte et ainsi de suite. Ce problème est partiellement résolu par la règle post-
synaptique, qui ajoute à la règle de Hebb de base une diminution du poids lorsque le neu-
rone post-synaptique est actif alors que le neurone présynaptique ne l’est pas. Elle
s’exprime par la relation suivante:
(Eq. 7)
La règle pré-synaptique prévoit un mécanisme similaire, mais symétrique, rédui-
sant la valeur du poids lorsque le neurone pré-synaptique est actif alors que le neurone
post-synaptique ne l’est pas:
(Eq. 8)
La règle de Hebb généralisée, ou la règle de Hopfield [Hopfield82], enfin, combine
et généralise les deux règles précédentes: elle renforce le poids, quand les neurones pré-
et post-synaptiques sont dans le même état et le réduit, quand les deux neurones sont
dans des états différents.
4.4 Un exemple d’application en robotique mobile
Une structure qui utilise la règle hebbienne pour réaliser une adaptation continue à
l’environnement est le Distributed Adaptive Control (DAC). Ce modèle a été présentée et
étudiée en simulation par P. Verschure [Verschure92]. Il s’agit d’un modèle distribué et
auto-organisé inspiré du phénomène biologique du conditionnement classique
[Verschure91]. Ce modèle se base sur une structure neuronale qui contient implicitement
les principes fondamentaux de comportement du robot. Ces principes sont codés par
l’expérimentateur et dirigent le processus d’apprentissage. 
La structure neuronale est établie de façon à prendre en compte les caractéristiques
des capteurs et des actionneurs, comme de la morphologie de l’agent. Les principes de
comportement de l’agent sont codées dans cette structure neuronale sous forme de
réflexes de base, comme par exemple le fait de reculer et tourner à droite lors d’une colli-
sion avec un obstacle sur la gauche. Ces réflexes sont réalisés dans le réseau de neurones
par des connexions reliant directement les capteurs avec les unités motrices, et détermi-
nent entièrement les actions du robot dans ses premières phases de vie. Pour permettre au
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système de s’adapter à l’environnement, le système de contrôle dispose de données pro-
venant de capteurs distaux, qui donnent à l’agent plus d’informations sur l’environne-
ment. L’adaptation du système à l’environnement se fait à travers une intégration
progressive et continuellement revue de ces capteurs dans le comportement du robot.
Cette prise en compte est basée sur l’interaction robot-environnement et est dirigée par
les réflexes de base. Le mécanisme d’intégration est la règle hebbienne corrigée par un
terme d’oubli. Dans le cadre de ce travail, cette théorie a été transposée sur un robot réel
afin de mettre en évidence ses caractéristiques dans des problèmes d’évitement d’obsta-
cles et de vision simplifiée. La section suivante permet de clarifier les détails de fonction-
nement de ce modèle et illustre son fonctionnement sur un robot réel.
4.4.1 La structure du réseau
Pour mettre en évidence les possibilités et les limitations de cette approche, nous
avons choisi de mettre en oeuvre un expérience basée sur le comportement d’évitement
d’obstacles. Ce comportement se prête très bien aux comparaisons, car il a été obtenu
avec plusieurs techniques. 
La structure neuronale DAC utilisée dans notre expérience est représentée dans la
figure 53. Elle comprend essentiellement deux branches:
1 La branche réflexe: Elle relie les capteurs de collision (en haut à gauche)
aux neurones moteurs par les neurones du groupe US (expliqué au point
2). Les capteurs de collision ont une sortie binaire. Les connexions qui
forment cette branche sont fixes, à coefficient égal à un, et déterminées
par le concepteur. Elles traduisent les principes de comportement du
robot: si le robot touche un objet sur la droite, il tourne vers la gauche et
vice-versa.
Les neurones qui forment cette branche sont des neurones à sortie
binaire, ayant donc à leur sortie une fonction échelon caractérisée par un
seuil. L’activation d’un capteur de collision provoque l’activation d’un
neurone de la couche US (pour Unconditioned Stimulus), qui est considé-
rée comme une réponse inconditionnelle. Cette activation provoque le
déclenchement d’une action motrice. Les neurones moteurs sont trois et
déclenchent trois actions distinctes: éviter à droite, éviter à gauche et
avancer. L’action d’évitement est composée par un recul et une rotation
sur place dans la direction indiquée. Les activations provenant de la cou-
che US activent uniquement les deux neurones responsables de l’évite-
ment. Lorsqu’aucun de ces deux neurones est actif, le neurone
responsable de l’avancement est activé par défaut. Lorsqu’un des deux
neurones est activé, il prend la main. Lorsque les deux neurones d’évite-
ment sont activés, un des deux prend le contrôle, le choix étant fait de
façon aléatoire.
2 La branche de conditionnement: Elle relie des capteurs d’obstacles de
type distal (en bas à gauche sur la figure 53) à la couche des neurones US.
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l’environnement qui sont en relation avec la présence d’obstacles et qui
sont perçues en avance par rapport aux capteurs de collision. Ces capteurs
peuvent être des capteurs de distance (comme expérimenté en simulation
par Verschure) ou un système plus sophistiqué comme de la vision (uti-
lisé dans ce travail).
Les neurones présents à l’entrée de cette branche forment la couche CS
(pour Conditioned Stimulus). Ces neurones reçoivent en entrée les mesu-
res normalisées provenant des capteurs et ont une fonction de sortie
linéaire. Cette couche est reliée point à point avec la couche US. Ces con-
nexions, initialisées à zéro, sont soumises à une règle hebbienne modifiée
(Eq. 10).
Figure 53:  Structure de contrôle du robot basée sur le modèle DAC
L’activation du neurone j de la couche US est définie par la relation suivante:
(Eq. 9)
Dans laquelle  est l’entrée binaire provenant des capteurs de collision,  est le
poids de la connexion reliant le neurone i de la couche CS au neurone j de la couche US,
 est la sortie du neurone i de la couche CS, est le nombre de neurones de la couche
CS. Les poids  sont mis à jour selon la règle suivante:
(Eq. 10)
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•  est la sortie du neurone j du groupe US
•  est le poids de la connexion reliant le neurone i de la couche CS au
neurone j de la couche US
•  est la valeur moyenne de la couche US
•  est le nombre de neurones de la couche CS
•  est le gain d’apprentissage 
•  est le gain d’oubli. 
Le premier terme de cette équation correspond à une règle hebbienne pondérée par
un gain. La deuxième partie introduit un terme d’oubli, qui permet de réduire la valeur
du poids synaptique, si celui-ci n’est plus activé et que d’autres poids le sont (donné par
le terme ).
La structure du réseau de la figure 53 et les équations illustrées ci dessus permet-
tent de réaliser le comportement de conditionnement illustré au début de cette section
4.4: Dans une première phase de la vie du robot, le comportement du robot est totalement
défini par les connexions de la voie réflexe. Lorsqu’une collision a lieu et qu’un neurone
de la couche US est activé, un renforcement est réalisé sur les connexions qui relient ce
neurone à des neurones actifs dans la couche CS. Si cette situation se reproduit régulière-
ment, c’est-à-dire si des neurones de la couche CS sont représentatifs d’une détection
d’obstacle, la connexion correspondante entre couche CS et UR se renforce. Si, par con-
tre, cette situation se présente de façon aléatoire et ne représente donc pas une correspon-
dance entre capteurs distaux et de collision, le renforcement de la connexion est
contrebalancé par l’oubli.
L’apprentissage commence à influencer le comportement lorsqu’une connexion
entre CS et UR devient suffisamment importante pour que l’activité du groupe CS
déclenche à elle seule l’activité d’un neurone de la couche UR, provoquant une action de
la part du robot. A ce moment, le robot commence à utiliser ses capteurs distaux pour
détecter les obstacles.
4.4.2 Les données de l’expérience
Afin de tester le fonctionnement de ce type de réseau, il est nécessaire de disposer
de capteurs de collision ainsi que de capteurs distaux, ces derniers pouvant détecter les
obstacles. N’ayant pas de vrais capteurs de collision sur le Khepera, nous avons utilisé
les capteurs de distance seuillés à une valeur très élevée. Ceci permet d’obtenir une
valeur binaire qui devient active lorsqu’un objet se trouve à une distance du robot de
moins de 15 mm.
Pour réaliser les capteurs distaux, nous avons choisi d’utiliser la vision. Afin de
pouvoir utiliser la vision pour la détection d’obstacles, il faut des caractéristiques visuel-
les qui permettent de reconnaître les obstacles, voir d’en estimer la distance. Ceci est
possible en utilisant des objets striés, avec une fréquence spatiale de stries constante.
Ainsi les murs ont été recouverts de stries verticales noires de 4 mm de largeur et sépa-
rées de 4 mm de blanc, comme illustré dans la figure 54. Cette fréquence spatiale a été
choisie en fonction des possibilités de détection du système visuel, afin que celui-ci
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puisse détecter une variation de fréquence pour des distances du mur allant de 5 mm à 10
cm environ.
Figure 54:  Environnement utilisé pour l’expérience d’apprentissage, avec le robot au milieu. La
taille réelle est d’environ 58 x 48 cm.
Au niveau des capteurs visuels, le robot a été équipé de deux caméras linéaires de
64 pixels chacune, disposées comme le montre la figure 55. Chaque caméra a un angle de
vue de 35 degrés, et l’axe des deux caméras a été placé à environ 13 degrés de l’axe prin-
cipal d’avancement du robot. Les images obtenues de ce système sont formées de 64
pixels ayant 256 niveaux de gris chacun. Un capteur de luminosité ambiante, placé entre
les deux caméras, ajuste, en permanence, la sensibilité des caméras, ce qui correspond à
la fonctionnalité d’iris automatique. Ceci permet d’exploiter au mieux les caractéristi-
ques des capteurs en fonction de la luminosité.
Figure 55:  Photo du robot Khepera équipé du système de vision et vue du haut du positionnement
des deux caméras linéaires
Dans l’environnement décrit plus haut, les caméras linéaires permettent d’obtenir
une section horizontale de l’environnement strié. Le type d’image obtenue de ce système
placé face à un obstacle est décrit dans la figure 60. A cause de l’optique très imprécise88 L’apprentissage
de ce module de vision, les rayes projetées sur le capteur linéaire donnent lieu à des ima-
ges plus proches à de sinusoïdes qu’au signal carré idéal.
Afin de pouvoir mesurer la présence et la distance des obstacles à partir des images
des caméras, cette entrée visuelle a été filtrée en utilisant plusieurs filtres spatiaux, sensi-
bles à des fréquences spatiales différentes. Ces filtres spatiaux ont été implémentés en
utilisant des réseaux de neurones: Chaque valeur d’intensité d’un pixel a été introduite
comme entrée d’un réseau à une couche de connexions fixes reliant 32 entrées à 32 neu-
rones de sortie, comme le montre la figure 56. Au lieu de considérer tous les 64 pixels
disponibles sur la caméra, seulement un pixel sur deux (32 au total) a été pris en compte
pour cette expérience. Ce choix a été fait principalement à cause du temps d’exécution
des calculs de filtrage, ce calcul étant onéreux car exécuté sur le processeur du Khepera
même.
Figure 56:  Structure du réseau de neurones de filtrage et connexion au capteur linéaire de la
caméra.
Afin de réaliser un filtre, les poids des connexions doivent dépendre de la distance
spatiale du neurone de sortie par rapport a celui d’entrée, comme le montre la figure 57,
et cette dépendance doit suivre une loi en forme de chapeau mexicain:
(Eq. 11)
Dans laquelle d représente la distance entre le neurone de sortie et celui d’entrée et
les paramètres a et b permettent de définir la fréquence de filtrage. 
Figure 57:  Connexions de filtrage entre les entrées correspondantes aux intensités des pixels et la
couche des neurones de sorties, correspondant à l’image filtrée. Les poids des connexions suivent
une courbe en chapeau mexicain
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Avec de telles interconnexions, cette couche de traitement neuronal effectue un fil-
trage spatial passe-bande (pour une analyse approfondie voir [Hérault92], page 40).
Quatre de ces couches ont été implémentées afin de détecter de façon grossière
quatre gammes de fréquences appelées hautes fréquence (hf), moyennes hautes fréquen-
ces (mhf), moyennes basses fréquences (mbf) et basses fréquences (bf). Ces quatre cou-
ches sont toutes reliées à la même entrée, représentant les intensités des pixels. Leur
sorties représentent les parties des images qui contiennent la fréquence spatiale apparte-
nant à la bande sur laquelle le filtre est spécialisé. 
La figure 58 représente les valeurs des connections de ces quatre couches. Ces
valeurs sont représentées en fonction de la distance du neurone de sortie par rapport au
neurone d’entrée, selon la notation représentée dans la figure 57. Les valeurs numériques
ont été choisies de façon volontairement approximative, tout en mimant une fonction en
chapeau mexicain avec ses caractéristiques de base (intégrale nulle, points de croisement
avec l’axe des x espacés selon la fréquence).
Figure 58:  Valeurs des connexions entre un neurone de la couche d’entrée visuelle et la couche de
sortie filtrée, en fonction de la proximité du neurone de la couche de sortie et pour les quatre cou-
ches de traitement (hf, mhf, mbf et bf)
Une méthode simple pour arriver à déterminer la présence ou pas d’une certaine
fréquence spatiale dans une image en ayant à disposition la sortie des filtres, est de quan-
tifier l’activité de chaque couche de sortie correspondant à un filtre. Ceci a été réalisé en
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calculant la moyenne des activités de tous les neurones de chaque couche. Le calcul de la
moyenne correspond à une couche neuronale supplémentaire ayant une pondération uni-
forme et terminant sur un seul neurone de sortie. Comme le montre la figure 59 on
obtient ainsi quatre neurones (appelés hf, mhf, mbf et bf en correspondance des filtres
auxquels ils sont associés) qui quantifient la présence des différentes fréquences spatiales
dans l’image perçue par la caméra. A ces neurones on a ajouté une fonction de sortie qui
permet de mieux exploiter la dynamique de l’activité obtenue par le moyennage. En effet
le maximum de cette activité ne dépasse jamais la valeur 0.5 et atteint rarement des
valeurs supérieures à 0.3. D’autre part une activité est toujours présente, ce qui donne un
minimum d’activité se situant autour des valeurs 0.5 à 0.1. Ainsi la fonction de sortie
normalise entre 0 et 1 le domaine d’activité allant de 0.1 à 0.3.
Figure 59:  Structure de filtrage basée sur quatre filtres passe-bande et quatre neurones de sortie.
Ces neurones moyennent et normalisent l’activité des couches de sortie des filtres respectifs
L’activation de ces quatre neurones de sortie représente donc une sorte de spectre
de l’image présente sur la caméra. La figure 60 illustre quatre exemples d’images et
d’activités des quatre neurones associées. 
Figure 60:  Quatre exemples d’images provenant de la caméra, avec les niveaux de sortie des neuro-
nes de détection de fréquences spatiales
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On peut observer que les réponses donnent une indication de la fréquence prédomi-
nante dans l’image. Cette prédominance n’exclut toutefois pas la présence d’autres fré-
quences, les activités des autres neurones n’étant jamais nulles.
La structure de la figure 59 a été répétée deux fois, une fois pour chaque caméra du
robot. Nous avons donc ainsi obtenu 8 neurones qui forment le groupe de neurones CS
de la structure neuronale DAC présentée dans la figure 53. Le but de l’apprentissage est
donc d’associer l’activité de cette couches (liée à la présence d’obstacles grâce leur
caractéristiques visuelles) à celle de la couche d’évitement d’obstacles afin de réaliser ce
comportement à l’aide du système visuel uniquement.
4.4.3 Résultats
Un large nombre d’essais a été fait afin de trouver une bonne combinaison des trois
paramètres principaux de l’algorithme, à savoir le seuil des neurones du groupe US, le
gain d’apprentissage  et le gain d’oubli . Le choix de ces deux derniers paramètres est
particulièrement important, car leur interaction détermine la stabilité des poids du réseau.
D’autre part le choix du gain d’apprentissage et du seuil des neurones du groupe US
détermine la vitesse d’apprentissage.
Les expériences ont montré qu’un bon choix de paramètres pour la stabilité des
poids est une valeur des seuils à 0.2,  = 0.1 et  = 0.9. Cette stabilité n’est toutefois que
relative et limitée dans le temps. Des expériences de longue durée ont toujours mené à
une croissance générale des poids du réseaux qui provoque une généralisation de l’évite-
ment à n’importe quelle fréquence spatiale. Cette combinaison de paramètres permet de
limiter cet effet, mais donne lieu à des apprentissages très lents, nécessitant environ 20-
30 collisions avant de pouvoir commencer à réaliser des détections visuelles.
En augmentant le gain d’apprentissage à une valeur de 1.0 on peut obtenir un
apprentissage rapide qui aboutit au comportement d’évitement d’obstacles visuel après
quelques interactions avec l’environnement. La figure 61 illustre un cas d’apprentissage
rapide utilisant ces paramètres. Le robot commence par effectuer deux collisions fronta-
les avec les murs. Pendant ces premières expériences les connections entre la couche CS
et la couche US sont renforcées jusqu’à causer le déclenchement des neurones moteurs
par le seul stimuli visuel. C’est le cas, par exemple, des trois évitements successifs. Lors-
que le robot recommence à avancer et rencontre le mur à nouveau, le mur apparaît sous
un autre angle de vue, donnant lieu, sur la rétine du système visuel, à une autre fréquence
spatiale. Cette dernière n’est pas reconnue et il y a collision entre robot et mur. Ce type
de collision latérale-avant a lieu deux fois avant que le robot ne fasse une détection
visuelle, juste après ces deux collisions et se situant en bas à droite dans la figure 61.
Dans la suite du trajet le robot a encore des collisions lui permettant de consolider les
poids appris et d’apprendre les détections purement latérales. C’est seulement lors de son
passage sur la gauche de l’environnement que les détections se font uniquement visuelle-
ment.
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Figure 61:  Trajectoire du robot et réactions face aux murs
Figure 62:  Réaction du robot face à un changement d’environnement: Le mur en haut à droite a été
strié avec une fréquence spatiale plus basse, ce qui trompe le système visuel et cause des évitements
à une plus grande distance
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La réponse aux stimuli visuels a été testée, après une première phase d’apprentis-
sage de deux minutes et 30 secondes (environ 60 itérations d’apprentissage), dans l’envi-
ronnement présenté dans la figure 62. La description du comportement donnée dans cette
figure a été mesuré lors de la même expérience que la figure précédente, mais après que
le robot ait parcouru un tour supplémentaire de l’environnement.
L’environnement de la figure 62 est identique à celui présenté dans la figure 61, à
différence du mur en haut à droite, dont les bandes verticales ont une fréquence spatiale
plus basse (la moitié) que le reste de l’environnement. Lorsque le robot se trouve en face
de ce mur, il l’évite à une distance bien supérieure à celle habituelle. Ce mur à cette dis-
tance apparaît, en effet, optiquement similaire à un autre mur mais vu de plus près. Ceci
prouve bien le mécanisme de détection de distance basé sur les fréquences spatiales.
Le grand désavantage de l’utilisation d’un gain d’apprentissage élevé réside dans la
généralisation rapide de l’évitement à n’importe quelle fréquence spatiale. Les poids du
réseau tendent en effet à croître fortement au niveau de tout le réseau. Ce phénomène,
associé à celui de l’auto-excitation due à la règle de Hebb, donne lieu à des reconnaissan-
ces visuelles de plus en plus généralisées, qui portent à un système qui reconnaît
n’importe quelle fréquence spatiale comme étant un obstacle.
Lors de l’utilisation de paramètres plus stables (valeur des seuils à 0.2,  = 0.1 et
 = 0.9) on peut mieux observer la croissance des poids et leur signification. La
figure 63 illustre un exemple de la matrice d’interconnexion entre les neurones du groupe
CS et la moitié des neurones du groupe US responsables de la rotation à gauche. Cette
matrice a été obtenue lors d’une expérience similaire à celle illustrée dans la figure 61.
Figure 63:  Représentation des interconnections entre le groupe CS et la moitié du groupe US (cap-
teurs de collision à droite, numérotés selon la figure 52) créées par l’apprentissage effectué dans
l’environnement présenté en figure 54
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On peut observer que l’algorithme a trouvé une corrélation entre le fait de détecter
un objet avec le capteur numéro 4 (selon la figure 52) et le fait d’avoir une fréquence
moyenne-haute sur sa caméra de droite. Les fréquences plus basses sont aussi présentes,
mais en proportion mineure. Lors de collisions avec des obstacles pris sous un angle plus
élevé (collision détectée par le capteur numéro 5), l’association est faite avec des fré-
quences plus élevées, ce qui correspond bien à la vue des obstacles que le robot a dans
une telle situation.
Une autre association assez forte est faite entre les collisions avec des obstacles se
trouvant sur le flanc droit (capteur 5) et une présence de basses fréquences sur la gauche.
Ceci est principalement dû a un manque d’image nette sur la caméra de gauche lors de
telles collisions. 
4.4.4 Discussion
La méthode de conditionnement utilisée dans cette expérience a la particularité,
par rapport à d’autres méthodes d’apprentissage, de permettre de construire un compor-
tement complexe, ou basé sur des capteurs complexes, à partir de principes simples
codés dans les réactions de base du robot (évitement d’obstacles lors de collisions). Ces
principes codés dans les réactions de base ont une fonction similaire, par exemple, aux
règles de renforcement utilisé dans [Touzet96]. L’aspect très important, et qui est com-
mun à la plupart des approches d’apprentissage, est que ce comportement est construit
sur la base de l’interaction robot-environnement. La structure d’apprentissage permet en
effet de saisir les caractéristiques de l’environnement qui lui sont utiles en modifiant les
poids qui règlent le comportement du robot. La présence d’un terme d’oubli, plus parti-
culière à cette règle d’apprentissage, permet une remise en question continue des con-
naissances afin de les garder à jour.
Au delà du fonctionnement correct mis en évidence dans la section précédente, ce
type de structure se base sur un équilibre très délicat entre apprentissage et oubli, et pré-
sente le problème d’auto-excitation dû à la règle hebbienne. Ces problèmes de base sont
amplifiés par le fait que les différents filtres ont des chevauchements sur les fréquences,
ce qui cause des activités simultanées non nulles sur les différents neurones de détection
de fréquence (voir figure 60). L’auto-excitation peut ainsi se propager d’un neurone à
l’autre à travers tout le réseau.
Ce problème, qui apparaît de façon claire dans cette expérience, n’était pas telle-
ment gênant pour les expériences de Paul Verschure. Lors de ses simulations il utilisait,
comme entrées du groupe de neurones CS, la valeur de capteurs de distance ayant une
caractéristique très similaire à celle des capteurs de proximité de Khepera (voir la
figure 15 à la page 40 et [Verschure92b]). Or, les poids synaptiques de la structure DAC,
dans ce cas, ne font rien d’autre qu’introduire un seuil entre l’activité de ces capteurs et
celle des neurones du groupe US. L’apprentissage se réduit donc à l’augmentation de ce
seuil, ce qui est très peu sensible à la vitesse d’apprentissage et ne souffre pas de l’effet
d’auto-excitation. Au contraire, une auto-excitation appliquée à ce type de structure ne
fait qu’améliorer les performances du système.
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physique de l’environnement) simplifie la tâche et l’utilisation de la structure neuronale,
mais n’est pas du tout généralisable. Il suffit en effet d’avoir d’autres capteurs de distance
(qui, par exemple, rendent une valeur proportionnelle à la distance), et la structure
d’apprentissage n’est plus en mesure de faire des associations. Dans les systèmes biolo-
giques, il n’existe d’ailleurs que peu de structures neuronales dans lesquelles des neuro-
nes sensoriels sont actifs proportionnellement à une grandeur physique. Dans la plupart
des cas les neurones s’activent en correspondance à la présence d’un certain stimulus
bien caractérisé: Dans la cochlée, par exemple, il n’existe pas de neurone qui s’active
proportionnellement à la fréquence du son entendu, mais la structure est composée par
un ensemble de neurones, chacun actif à une certaine fréquence. C’est ce type de struc-
ture qui a été implémenté dans le système visuel décrit plus haut. Avec ce genre d’entrée,
le réseau DAC est en mesure de faire des associations bien plus générales entre les gran-
deurs physiques mesurées et les actions à entreprendre. Toutefois, dans ces conditions, le
problème d’auto-excitation des connexions devient très important.
Lors de ses derniers travaux sur le DAC, Paul verschure a proposé des améliora-
tions de la structure [Verschure92b] afin de limiter les effets d’auto-excitation. D’autres
extensions de la structure DAC ont étés proposées afin d’atteindre des comportements
plus complexes, mais toujours basés sur le conditionnement. 
Malgré les améliorations que l’on peut apporter à ce modèle, il reste de gros pro-
blèmes liés au choix des capteurs, des paramètres, des règles et de la structure du réseau.
Si on fait un mauvais choix de capteur (un capteur qui est normalement actif) et que
celui-ci excite continuellement un neurone, cette activation causera un apprentissage qui
n’a pas de raison d’être et qui causera des comportements pathologiques. Il est donc
nécessaire de choisir soigneusement ses capteurs et l’utilisation que l’on fait des données
que l’on en tire. Les paramètres de l’apprentissage sont un autre exemple de choix déli-
cat: L’équilibre entre le gain d’apprentissage et celui d’oubli est très difficile à atteindre,
mais est essentiel si l’on veut obtenir une mise à jour continue des connaissances du
réseau. Verschure et Almassy ont essayé de surmonter ce problème par l’utilisation
d’algorithmes génétiques [Almassy92]. Enfin la structure du réseau (figure 53) est très
peu flexible et conditionne fortement le type de comportement que l’on peut s’attendre,
limitant fortement l’autonomie du robot.
4.5 Discussion du problème de l’autonomie
Si cet algorithme possède une certaine autonomie dans son choix des caractéristi-
ques pertinentes observées dans l’environnement, la même autonomie est totalement
absente à tous les autres niveaux. L’émergence du comportement appris a lieu dans une
structure très rigide, dans laquelle la partie de conception du développeur joue un rôle
prépondérant. Cette structure va jusqu’à influencer fortement l’apprentissage, au point
que celui-ci se réduit à une simple adaptation de paramètres d’un mécanisme strictement
prédéfini. L’apprentissage se fait en effet sur des capteurs bien calibrés pour qu’ils aient
un sens, bien pré-traités pour qu’ils puissent être utilisés par la règle d’apprentissage,
dans le cadre d’une structure bien ajustée, etc. Le système visuel utilisé dans cette expé-
rience est un bon exemple: l’environnement a été modifié pour permettre une détection96 L’apprentissage
par le système visuel, ce dernier a été ajusté pour saisir les bons paramètres et les présen-
ter sous la bonne forme au réseau DAC proprement dit. L’apprentissage se limite finale-
ment à ajuster une très petite partie de l’ensemble des paramètres du système. Son
autonomie est ainsi très limitée, même s’il s’agit d’un premier pas dans la bonne direc-
tion.
Le manque d’autonomie n’est pas un problème en soi sans retombées pratiques.
Comme mentionné plus haut, l’importance que le concepteur a dans le choix de la struc-
ture, des capteurs, etc. fait que les caractéristiques apprises par le système sont celles que
le concepteur voit. Il est presque impossible que le système développe des capacités
n’ayant pas été envisagées par le concepteur, simplement parce que le système ne dis-
pose pas d’autres moyens que ceux soigneusement mis en place par le concepteur. Ceci
cause le problème bien connu en intelligence artificielle classique du frame of reference.
Le concepteur projette dans le système de contrôle sa façon de voir le monde, sa façon
d’analyser les données et ses connaissances des caractéristiques de l’environnement. Or,
la complexité de l’environnement est souvent hors de la portée du concepteur et ses
méthodes d’analyse trop restreintes: Nos façons de traiter et comprendre les données
sont dans la plupart des cas limitées aux systèmes linéaires, alors que, dans le monde
réel, dans les capteurs et les actionneurs, il n’y a que très peu de linéarités. Ceci fait que
les structures mises en place sont très souvent bien plus complexes que celles dont le
robot a besoin, et mal adaptées à la tâche et aux fonctionnalités du robot. Ainsi il est
essentiel qu’une partie de ces structures soit créée en fonction de l’interaction entre le
robot et son environnement.
Le fait de donner au système de contrôle une direction de développement, ici sous
forme de réflexes de base, est nécessaire. Comme nous l’avons vu au chapitre précédent,
il est nécessaire de diriger le développement, et celle-ci est une des façons possibles. Le
problème de cette méthode est que la spécification de la direction est très précise au point
de définir quels neurones doivent être activés par quels autres. Celle-ci est une autre forte
limitation de l’autonomie du système de contrôle, car elle ne laisse pas une grande marge
de manoeuvre au développement du système de contrôle. L’autonomie ne consiste pas
seulement dans la prise de décision, mais aussi et surtout dans la création des structures
qui permettent la prise de décision.
C’est à ce niveau que le plus grand travail doit être fait. La méthode de conception
doit laisser au système une grande marge de manoeuvre, tout en dirigeant le développe-
ment dans la direction souhaitée par le concepteur. Le chapitre suivant se penche sur la
méthode évolutionniste qui se propose d’aller dans cette direction.
Enfin, aussi cette expérience prouve que pour pouvoir mettre en évidence les pro-
blèmes ainsi qu’en étudier les solutions possibles, il est nécessaire de disposer d’un robot
réel. Comme dans le cas du chapitre précédent sur le comportement collectif, cette expé-
rience d’apprentissage et les problèmes qui y sont associés peuvent être correctement
analysés seulement s’ils sont menés sur un robot qui fait face aux problèmes dans le
monde réel. Les simulations faites par P. Verschure ont eu le mérite d’avoir très bien
dégrossi le problème, mais contenaient toujours des éléments irréalistes qui peuvent
cacher de gros problèmes. Dans son simulateur, par exemple, la position du robot ainsi97L’apprentissage
que ses déplacements étaient toujours donnés en coordonnées absolues, ce qui n’a pas de
sens pour un robot réel. Ce petit problème n’a heureusement pas causé de problèmes lors
de la transposition du simulé au réel, grâce au fait que d’autres mécanismes en contreba-
lançaient les effets. D’autres cas de transfert simulé-réel ont rencontré ce même pro-
blème sans arriver à le résoudre si facilement. La validation sur un système réel reste
finalement la seule validation crédible.98 L’apprentissage
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Si l’apprentissage présenté dans le chapitre précédent est une façon de saisir les
éléments importants de l’interaction robot-environnement, cette méthode a, comme on
l’a vu, de grandes limitations. Ce nouveau chapitre se propose d’explorer une autre
approche d’adaptation, basée sur le principe de l’évolution naturelle des espèces. Trois
expériences permettent de comprendre comment cette technique peut être utilisée sur un
robot mobile réel, comment on peut affiner cette technique en respectant quelques règles
inspirées de la nature et enfin comment on peut associer la technique évolutionniste à
celle de l’apprentissage. 
5.1 Les algorithmes génétiques
Les algorithmes génétiques (AG) sont généralement considérés comme une
méthode d’optimisation d’inspiration biologique [Goldberg89]. Le mécanisme duquel ils
s’inspirent est l’évolution darwinienne. Le concept de base est que les individus d’une
population qui, dans leur interaction avec l’environnement, sont les mieux adaptés à leur
environnement, peuvent se reproduire plus que les individus mal adaptés. Ceci permet à
l’espèce de s’adapter à son environnement et ainsi à mieux survivre, se reproduire etc.
Au niveau des AG en tant qu’outil d’optimisation mathématique, ce concept a été
réduit pour en faire un algorithme permettant de trouver des bonnes solutions (les indivi-
dus du concept évolutif) à un problème mathématique (l’environnement du concept évo-
lutif) selon une fonction d’évaluation donnée (le degré d’adaptation du concept évolutif).
Comme dans le modèle naturel, les AG sont basés sur le génotype, qui contient l’infor-
mation nécessaire à la création de l’individu et permet la transmission de cette informa-
tion d’une génération à l’autre. Dans ce génotype on décrit, sous une forme linéaire de
chaîne d’éléments d’information, les paramètres des solutions au problème posé. Pour
démarrer le processus de recherche, on génère une population de génotypes aléatoires
(figure 64). Chaque génotype est ensuite décodé pour créer un phénotype, qui est une
proposition de solution au problème, caractérisée par les paramètres contenus dans son
génotype. Chaque solution est ensuite testée, et son aptitude à résoudre le problème est
quantifiée dans une note basée sur une fonction d’évaluation (appelée aussi fitness). Une
fois récoltées les notes d’évaluation de toute la population, on procède à la reproduction
sélective de cette population pour créer une nouvelle population de génotypes, considé-
rée comme une nouvelle génération. Le type de sélection utilisé pour cette reproduction
peut varier, mais est toujours basé sur un avantage donné aux solutions ayant reçu une
bonne note d’évaluation. On peut ainsi appliquer des méthodes élitistes très strictes,
comme prendre les 20% meilleures solutions et les reproduire chacune 5 fois. Les
méthodes plus utilisées laissent plus de place au hasard, en donnant par exemple une
meilleure probabilité de reproduction aux solutions les meilleures, sans en garantir la
reproduction ni bloquer les possibilités de reproduction des solutions moins bonnes. Une
fois la reproduction effectuée, on applique deux autres opérateurs génétiques sur la nou-
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reproduire l’effet du croisement naturel, en coupant deux génotypes à un certain endroit
et en échangeant, entre les deux génotypes, une des deux parties ainsi formées. La muta-
tion change de façon aléatoire un paramètre d’un génotype choisi aléatoirement. Ces
deux opérateurs sont utilisés pour permettre une meilleure recherche des solutions dans
l’espace de recherche, par le mélange/partage des paramètres trouvés et par un bruit aléa-
toire. La population ainsi créée est reinjectée dans l’évaluation et le cycle est répété
jusqu’à ce que le résultat de l’évaluation est considéré comme suffisamment bon.
Figure 64:  Boucle de fonctionnement des algorithmes génétiques classiques
Les caractéristiques des algorithmes génétiques par rapport à d’autres méthodes
d’optimisation sont les suivantes:
• Ils travaillent sur une population de solutions et non pas sur une seule.
• Seulement la valeur ponctuelle de la fonction à optimiser est prise en
compte, et non pas sa dérivée ou d’autres valeurs annexes.
• Le codage des paramètres dans le génotype est complètement découplé du
problème et de la nature des solutions.
• Le fonctionnement de base est probabiliste et non déterministe.
Ces caractéristiques font que les AG sont utilisés pour résoudre des problèmes
complexes, difficiles à résoudre par les méthodes classiques à cause, par exemple, de la
forme de l’espace des solutions. Si d’un côté ils arrivent à résoudre des problèmes com-
plexes, les AG ont le désavantage d’être lents et permettent de trouver des solutions pro-
ches de l’optimum, mais ne garantissent rien quant à leur convergence et à la qualité de la
solution trouvée.
5.2 Les algorithmes génétiques, les réseaux de neurones et les robots 
mobiles
Dans le cadre des robots mobiles autonomes, l’un des principaux problèmes,
comme nous l’avons vu, est de créer un système bien adapté à l’environnement dans
lequel il opère et bien adapté à la tâche à exécuter. Or ce problème, par sa nature, par le
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type d’environnement auquel il fait face et par le genre de comportements qu’il nécessite,
est très similaire au problème d’adaptation des animaux dans des environnements natu-
rels. Les concepts originaux de l’évolution darwinienne comme ils ont étés décrits plus
haut sont ainsi parfaitement adaptés. Il est donc intéressant de retourner à l’origine des
algorithmes génétiques et appliquer la méthode évolutionniste en gardant l’aspect
d’adaptation à l’environnement, tout en appliquant les opérateurs génétiques nécessaires
dans un système technique tel qu’un robot (figure 65).
Figure 65:  Méthode d’application des AG aux robots mobiles réels
La fonction d’évaluation est, dans ce cas, une mesure de la performance du robot à
travers sa vie. Cette mesure permet d’éviter des descriptions trop précises de la tâche,
laissant une plus grande autonomie au robot. Les problématiques du monde réel, des
représentations internes, de la cohérence robot-système de contrôle-environnement sont
prises en charge par l’évolution grâce à l’interaction continue entre tous ces éléments.
C’est cette interaction qui crée, au fil des générations, la structure de contrôle la mieux
adaptée. Dans ce sens la méthode évolutionniste dépasse le simple rôle de méthode
d’optimisation, en prenant en main le développement d’un système de contrôle. 
L’interaction robot-environnement joue le rôle déterminant de canalisatrice du
développement, et doit être particulièrement soignée. C’est pour cette raison que la con-
trainte d’avoir un robot réel dans un monde réel a été encore plus prise en considération
lors des expériences suivantes. 
Le phénotype que nous avons utilisé est le réseau de neurones artificiel. Ce type de
structure se prête très bien à l’application des AG car sa structure est d’une granularité
assez fine pour permettre une bonne adaptabilité du système. De plus une petite variation
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au niveau de la structure ou des valeurs synaptiques des réseaux de neurones provoque
une petite variation au niveau comportemental du système, du moins pour des réseaux
sans rebouclements internes. Cette continuité est très utile pour garantir un bon fonction-
nement des algorithmes génétiques. 
5.3 Un premier test de faisabilité
La première expérience réunissant AG et réseaux de neurones sur un robot mobile
réel devait répondre à la question de base: Est-il possible d’appliquer des algorithmes
génétiques sur un robot réel? Par la suite il s’agissait d’observer les attitudes de l’AG à
saisir l’interaction robot-environnement et à l’exploiter au mieux. 
Afin d’avoir une large palette de comparaisons, la tâche visée dans cette première
expérience a été l’évitement d’obstacles. 
5.3.1 Description de l’expérience
Nous avons utilisé le robot Khepera, décrit dans la section 2.3 L’outil Khepera. Le
robot a été placé dans l’environnement décrit en figure 66. Cet environnement comporte
des obstacles qui sont tous du même type, mais qui créent des configurations géométri-
ques très variées. L’environnement a été volontairement fait en forme de couloir circu-
laire, de façon à avoir un chemin assez bien défini.
Le robot a été connecté à une station de travail SUN, selon la figure 19 à la page
45. Nous avons choisi de garder les processus nécessitant du temps réel strict (contrôle
des moteurs, échantillonnage des capteurs etc) sur le robot, mais d’exécuter la partie de
contrôle et de gestion de l’algorithme génétique sur la station de travail. Grâce aux gran-
des constantes de temps en jeu (supérieures à 20 ms) il est possible de contrôler sans pro-
blèmes le comportement du robot à travers la ligne sérielle.
Figure 66:  Environnement (50x80 cm) dans lequel le robot a été plongé lors du premier test102 L’évolution
Le réseau de neurones utilisé dans ce problème est basé sur les expériences précé-
dentes dans l’évitement d’obstacles (chapitre 3 L’interaction avec l’environnement) fai-
tes sur la base du véhicule de Braitenberg de type 3c (figure 24). Ces expériences avaient
été faites avec une structure d’interconnexions directes entre capteurs et moteurs comme
illustré en figure 67a. Les entrées reçoivent directement les valeurs normalisées des cap-
teurs, et les sorties commandent des régulateurs en vitesse qui contrôlent la vitesse de
rotation des roues. Ce réseau de neurones simplifié (uniquement une somme sans fonc-
tion non-linéaire à la sortie) est un des systèmes les plus performant et robustes que l’on
connaisse pour réaliser le comportement d’évitement d’obstacles avec les capteurs de
proximité présents sur le robot Khepera.
Figure 67:  Structures des réseaux (a) basé sur le véhicule 3c de Braitenberg, et adapté pour faire de
l’évitement d’obstacles (b) soumise à l’algorithme génétique
La structure de base utilisée pour l’évolution par algorithme génétique est présen-
tée dans la figure 67b. Elle est composée par une connectivité totale entre capteurs et
moteurs, similaire à celle du véhicule de Braitenberg, à l’exception des connexions
récurrentes et des fonctions sigmoïdales à la sortie des neurones. Ces deux améliorations
ont été faites pour améliorer les possibilités du réseau, surtout afin de pouvoir faire face à
des cul-de-sac étroits et symétriques. Dans ce dernier cas, en effet, le véhicule de Brai-
tenberg, en ayant une structure symétrique, n’arrive pas à trouver une voie de sortie. 
La structure du réseau étant fixe, l’évolution de ce réseau a porté uniquement sur
les poids des connexions. Le génotype contient, à la suite, tous les poids des connections
du réseau. Ces nombres sont considérés comme des cellules indivisibles, qui ne peuvent
pas être coupée pendant le croisement, par exemple, et dont la mutation se fait par addi-
tion d’un nombre aléatoire.
Pour la population de 100 individus soumise à l’algorithme génétique, chaque
génotype a été décodé pour générer un réseau neuronal. Le réseau ainsi crée a été testé
sur le robot connecté à la station de travail: Les valeurs des capteurs ont été introduites à
l’entrée du réseau et les sorties du réseau ont servi de consignes aux contrôleurs de
vitesse des moteurs. Les valeurs des capteurs et des moteurs étaient mises à jour toutes
les 330ms. La durée du test était de 20 secondes. Pendant toute la durée du test et à cha-
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que mise à jour du réseau, la vitesse des moteurs ainsi que l’activation des capteurs
étaient mesurée. La fonction d’évaluation du robot était calculée en sommant à chaque
itération la valeur issue de l’équation suivante:
(Eq. 12)
Dans laquelle:
• V est la vitesse moyenne des deux moteurs en valeur absolue
•  est la valeur absolue de la différence des vitesses des deux moteurs 
• i est la valeur maximale normalisée des 8 capteurs de proximité 
Dans cette fonction d’évaluation le premier terme récompense la vitesse du robot,
le deuxième récompense une trajectoire droite et le troisième l’éloignement des obsta-
cles. Le deuxième terme, qui est le moins explicite, est aussi celui qui a nécessité le plus
grand effort de recherche. Comme discuté plus loin, ce terme a été affiné par des expé-
riences successives. Finalement la fonction racine carrée est celle qui a mieux permis de
pénaliser fortement des faibles virages (différences de vitesses normalisées entre 0 et 1)
tout en garantissant une bonne dynamique, comme le montre la figure 68.
Figure 68:  Graphique illustrant l’effet du deuxième terme de la fonction d’évaluation. La fonction
racine carrée permet de pénaliser fortement des faibles différences de vitesse
Cette fonction d’évaluation a été calculée pour chaque mise à jour du réseau (tou-
tes les 330 ms) et moyennée sur toute la durée de la vie de l’individu. Entre le test de
deux individus successifs, le robot a été déplacé aléatoirement pendant 5 secondes afin
d’éviter trop d’influences du comportement d’un individu sur les chances du suivant.
L’algorithme génétique appliqué dans cette expérience est basé sur le logiciel
décrit dans [Floreano93] et suit très fidèlement l’algorithme et les paramètres décrits
dans [Goldberg89], avec fitness scaling et roulette wheel selection, biased mutation
[Montana89] et croisement en un point. 
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5.3.2 Résultats
Comme le montre la courbe des notes d’évaluation (figure 69), le comportement du
robot s’améliore au fil des générations.
Figure 69:  Courbes de la note d’évaluation moyenne sur toute la population et de celle du meilleur
individu pour les premières 100 générations. Ces données sont le résultat d’une moyenne sur trois
essais
Une analyse plus détaillée de l’évolution, illustrée dans la figure 70, montre qu’au
début les meilleurs individus se déplacent de façon rectiligne, mais lentement. Ils ont par
contre de la peine à discriminer correctement entre un obstacle et de l’espace libre, et ils
restent bloqués contre un mur de façon aléatoire, selon leur position initiale dans l’envi-
ronnement. 
Figure 70:  Evolution des trois composantes de la fonction d’évaluation au long des générations
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Une autre tendance lors des premières générations est celle de tourner sur place.
C’est tout au long des 30 premières générations que se construit le comportement d’aller
droit et d’éviter les obstacles. Après la trentième génération l’amélioration est essentiel-
lement due à une augmentation de la vitesse d’avancement, qui ne dépasse toutefois pas
les 50 mm/s, par rapport aux 80 mm/s que permet la structure de contrôle. Le comporte-
ment final est un évitement d’obstacles très robuste qui a été testé avec le même succès
dans d’autres environnements.
5.3.3 Discussion
Remarquons d’abord que l’algorithme génétique est arrivé à résoudre le problème
de la recherche des poids du réseau défini plus haut, pour arriver à générer un comporte-
ment d’évitement d’obstacles. Ce résultat prouve la faisabilité de l’approche et donne un
bon résultat, comparable à d’autres méthodes comme l’apprentissage par renforcement
[Touzet96] ou par auto-organisation [Gaussier94b]. En plus de cela, le comportement
généré arrive à résoudre des situations que le véhicule de Braitenberg n’arrivait pas à
résoudre. Le véhicule de Braitenberg, ayant une structure symétrique et sans mémoire,
n’arrive pas à sortir le robot de situations symétriques comme celle de la figure 71a, où il
reste piégé dans un coin. Le réseau généré par l’évolution arrive à éviter le blocage en
utilisant les connections récurrentes se trouvant sur les unités de sortie. Ces connections
lui permettent de réaliser une mémoire à court terme, suffisante pour faire tourner le
robot lors de situations comme celle illustrée dans la figure 71b.
Figure 71:  Comparaison du comportement du véhicule de Braitenberg (a) et du robot obtenu par
évolution (b). Les traits représentent la position du robot par une ligne reliant les deux roues. Cette
position a été mesurée par le système KPS et tracée toutes les 100 ms. On remarque que le véhicule
de Braitenberg reste bloqué dans les coins, tandis que le réseau évolué arrive à échapper de cette
situation
D’autres aspects intéressants sont plus cachés mais pas moins importants. Si l’on
observe les populations finales des différents expériences effectuées, on remarque que
tous les individus se déplacent en avant, à savoir du côté duquel se trouvent le plus grand
nombre de capteurs (le haut dans la figure 67). Or la fonction d’évaluation ne favorise
pas explicitement une direction d’avancement, du fait que toute expression de la vitesse
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est faite en valeur absolue. C’est au niveau de l’interaction entre le robot et l’environne-
ment que les robots allant en avant se trouvent avantagés par rapport à ceux qui reculent,
grâce au plus grand nombre de capteurs se trouvant à l’avant. Nous pouvons dire que la
direction d’avancement émerge de l’interaction entre robot et environnement sous la
pression de la fonction d’évaluation. Les AG sont ainsi en mesure de bien saisir et exploi-
ter les caractéristiques de cette interaction.
Si ces quelques résultats sont encourageants, il faut aussi considérer les aspects
négatifs de cette expérience. Le premier problème auquel nous avons du faire face est la
définition de la fonction d’évaluation. Beaucoup de critiques envers les algorithmes
génétiques argumentent que le temps que l’on gagne avec cette méthode par rapport à
une programmation classique, est perdu dans la définition très pointue de la fonction
d’évaluation. Dans notre expérience il faut admettre que c’était bien le cas. Nous avons
en effet commencé nos expériences avec une fonction d’évaluation similaire à celle
décrite plus haut, mais sans le deuxième terme qui récompense les trajectoires rectili-
gnes. De plus l’environnement était beaucoup plus ouvert que celui décrit en figure 66.
Les premiers résultats étaient des comportements qui consistaient à tourner en cercle,
avec un rayon adapté aux caractéristiques de l’environnement, ce qui maximise la vitesse
et minimise la collision avec des obstacles. Nous avons ainsi décidé de rétrécir les espa-
ces libres de l’environnement, mais les robots trouvaient toujours de la place pour tour-
ner en rond. Il a donc fallu ajouter un terme qui pénalise ce comportement. Plusieurs
essais ont été fait avant d’atteindre la formule décrite plus haut, comportant une racine
carrée qui permet de pénaliser fortement les plus petits virages, mais qui n’a aucune rai-
son théorique sinon celle de conduire à un résultat utilisable. Ce problème lié à la fonc-
tion d’évaluation est donc réel. Il est essentiellement dû au fait que dans cette expérience
le robot n’a aucune autre pression d’évolution que celle créée par la fonction d’évalua-
tion. Pour cette raison, des comportements qui nous semblent logiques (un animal va
d’abord en ligne droite), ne le sont pas pour le robot et doivent être spécifiés de façon très
détaillée. Le robot n’ayant pas besoin de manger, ni de chercher un partenaire ni rien
d’autre, il se contente de faire le minimum pour satisfaire la fonction d’évaluation. Pour
ce type de problèmes les critiques faites aux approches basées sur les algorithmes généti-
ques sont ainsi parfaitement fondées. Pour mieux exploiter les AG il faut approcher les
problèmes d’un point de vue plus “écologique”, dans le sens d’une meilleure harmonie
entre robot, tâche et environnement. Seulement de cette façon on peut arriver à réduire
l’aspect d’évolution forcée pour mieux exploiter l’interaction robot-environnement.
L’expérience suivante est un exemple allant dans cette direction.
Un deuxième aspect absent dans cette expérience est celui des représentations
internes. Le système développé ici est uniquement et parfaitement réactif, avec une
mémoire à très court terme. Est-il possible que l’évolution puisse créer les représentation
internes nécessaires au fonctionnement du robot? Si oui, sur la base de quelle structure et
de quelle façon? L’expérience suivante essaye de répondre aussi à ces questions.
Le troisième aspect nécessaire à un agent autonome et qui n’est pas présent dans
cette approche, est l’adaptation pendant la vie. On peut certainement considérer l’ensem-
ble du système évolutif comme adaptatif, mais l’adaptation nécessaire aux systèmes
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sidérablement les possibilités de faire face à un monde réel, dans lequel les changements
sont continus. La dernière expérience s’occupe spécifiquement de cette question.
Finalement un aspect non négligeable dans cette expérience est le temps d’évolu-
tion. L’expérience décrite ici (100 générations de 100 individus) a duré 2-3 jours sans
arrêt sur un robot. S’il est clair que quelques jours ne sont pas très longs, il faut considé-
rer que la tâche est particulièrement simple. Nous allons voir qu’avec une complexifica-
tion de la tâche, ce problème devient important et est une limitation majeure de cette
approche.
5.4 Amélioration de l’autonomie et de la fonction d’évaluation
Pour pallier aux défaut de la première expérience, nous en avons conçu une
deuxième plus écologique, dans laquelle on met l’accent sur les besoins du robot ainsi
que le rôle de son interaction avec l’environnement. Ceci a été fait dans le but de réaliser
des tâches plus complexes grâce à une motivation venant plus du robot et de son environ-
nement, que de la fonction d’évaluation. Ainsi nous avons repris la fonction d’évaluation
de l’expérience précédente, en enlevant le terme artificiel du milieu. On obtient la forme
réduite suivante:
(Eq. 13)
Dans laquelle:
• V est la vitesse moyenne des deux moteurs en valeur absolue
• i est la valeur maximale normalisée des 8 capteurs de proximité 
Cette expression pousse l’évolution vers un robot rapide et capable d’éviter les
obstacles.
En ce qui concerne les besoins et l’environnement du robot, nous avons simulé
l’équivalent d’une batterie qui alimente le robot. Cette batterie est pleine au début de la
vie et se décharge de façon linéaire en 20 secondes. Une fois vide elle provoque la mort
du robot. Le robot dispose de la valeur de la charge de la batterie en entrée de son réseau
de neurones et peut aller la recharger à un endroit précis de l’environnement, situé dans
un coin et dont le sol a été peint en noir (figure 72). La recharge se fait instantanément et
ramène la batterie, quel que soit son niveau de charge, au niveau plein correspondant à
une durée de vie de 20 secondes. La vie totale du robot a été limitée à une minute, afin de
ne pas rallonger excessivement l’expérience. Il faut noter que le robot n’a pas intérêt,
dans le sens de la fonction d’évaluation, à rester sur la zone de chargement. En effet
celle-ci se trouve entre deux murs, ce qui active les capteurs de proximité et rend nulle la
valeur rendue par la fonction d’évaluation.
Le robot a été équipé d’un capteur de couleur du sol, qui permet au système de
contrôle ainsi qu’au robot de savoir quand il se trouve sur le chargeur. Enfin une source
lumineuse a été placée au dessus du chargeur, afin que le robot puisse s’orienter dans
l’environnement. Pour la percevoir, deux capteur de proximité sont utilisés aussi comme
F V 1 i–( )×=108 L’évolution
capteurs d’intensité lumineuse et leur valeurs sont placées en entrée du réseau de neuro-
nes. L’environnement complet est présenté en figure 72.
Figure 72:  Environnement de la deuxième expérience, d’une taille de 50 x 50 cm
Le réseau de neurones soumis à l’évolution a naturellement aussi été modifié pour
pouvoir réaliser la nouvelle tache. Des entrées ont été ajoutées afin de pouvoir introduire
les données provenant du capteur de couleur du sol, de la batterie et de la luminosité
ambiante. Ensuite il faut considérer que cette nouvelle tâche comporte de la navigation
car le robot doit retrouver l’endroit de chargement. Nous avons ainsi arbitrairement
décidé de munir le réseau d’une couche caché de 5 neurones, munis de connexions récur-
rentes. La figure 73 illustre la structure du réseau en tenant compte des adaptations faites.
Figure 73:  Structure du réseau de neurones utilisé
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L’algorithme génétique ainsi que l’installation utilisés lors de cette expérience sont
identiques à ceux utilisés lors de l’expérience précédente. Dans ce cas aussi nous avons
codé les poids du réseau dans le génotype. La mise à jour du réseau a été faite toutes les
400 ms.
5.4.1 Résultats
La figure 74 montre la croissance régulière des performances des individus au
cours des générations.
Figure 74:  Performance moyenne de la population (trait continu) et du meilleur individu (pointillé)
en fonction des générations
Pour pouvoir mieux comprendre le comportement des individus, il est intéressant
de voir comment la recharge de la batterie est intégré dans le comportement. La figure 75
illustre la longueur de vie des meilleurs individus au fil des générations. Comme on peut
l’observer les premiers individus ne survivent que les 20 premiers secondes d’autosuffi-
sance de base de la batterie, correspondant à 50 mises à jour du réseau, alors qu’après la
200ème génération presque toujours le meilleur individu survit le temps maximum
accordé, une minute, correspondant à 150 mises à jour.
Figure 75:  Durée de vie du meilleur individu en fonction de la génération analysée
Lors des premières générations, les robots ont une tendance à améliorer leur per-
formance en suivant les règles dictées par la fonction d’évaluation. Ils ont la tendance à
aller vite et à éviter les obstacles. Déjà à partir des premières générations, quelques indi-
vidus, qui ne sont pas nécessairement les meilleurs du point de vue de la fonction d’éva-
luation, arrivent à survivre plus longtemps que les autres en allant se recharger. Ces
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individus disposent ainsi d’une plus grande durée de vie pendant laquelle il peuvent
accumuler des points d’évaluation. La combinaison des capacités de ces individus, par-
fois moyens mais avec une grande longévité, et des individus efficaces sous le point de
vue de la fonction d’évaluation mais incapables de se recharger, porte lentement à la
création d’individus bien adaptés. L’adaptation est faite par rapport à la fonction d’éva-
luation mais en tenant compte des besoins de survie propres au robot. Dans la 240ème
génération on arrive à trouver un individu qui arrive à se déplacer dans l’environnement
de façon relativement rapide, en évitant les obstacles et en rentrant à la station de charge-
ment approximativement toutes les 19 secondes. Ceci est un comportement proche de
l’optimal qui démontre l’affinement opéré par l’évolution.
Analysés de plus près, l’individu se montre capable de rentrer à la station de char-
gement dans le délai prévu (20 secondes) pour 88 parmi 100 positions et orientations tes-
tées dans l’environnement, comme le montre la figure 76. Dans le 12% des cas restant, le
robot arrive sur le chargeur dans les secondes suivant le délai fixé. Le réseau de neurones
arrive ainsi à s’orienter dans l’environnement et à retrouver le chargeur. Ce fait n’est pas
seulement prouvé par le succès du rechargement, mais aussi par le fait que le robot évite
soigneusement la zone de recharge s’il a des batteries chargées (figure 77a). Ceci est dû
au fait que le robot n’est pas récompensé pour ses actions tant qu’il se trouve sur la sta-
tion de chargement. Il a donc intérêt à ne pas s’approcher de cette zone tant qu’il en a pas
besoin.
Figure 76:  Plan qui illustre la capacité du système à atteindre le chargeur (en haut à gauche) depuis
les différentes parties de l’environnement. Les flèches indiquent les positions et les directions
depuis lesquelles le robot, parti avec une batterie chargée, arrive à atteindre le chargeur en moins de
20 secondes. Les traits barrés indiquent des positions et orientations depuis lesquelles le robot
n’arrive pas à atteindre le chargeur en moins de 20 secondes. Il est à noter que dans ces derniers cas,
le robot reste sans batterie très proche du chargeur, la plus grande distance mesurée dans ces cas
étant 3 cm.111L’évolution
Figure 77:  Trajectoire du robot lorsqu’il est positionné face à la zone de chargement (a.) avec la
batterie chargée et (b.) avec la batterie presque vide
Nous avons essayé d’analyser le type de représentation interne que le processus
d’évolution a formé au niveau du réseau de neurones. Pour faire cela nous avons d’abord
analysé l’activité des 5 neurones de la couche cachée pendant l’activité du robot, comme
le montre la figure 78. 
Figure 78:  Visualisation, en niveaux de gris, de l’activité des cinq neurones de la couche cachée en
fonction de la position du robot dans l’environnement et lors d’une trajectoire typique (dernier gra-
phique)
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Ceci a permis d’observer les corrélations entre l’activité des neurones et la situa-
tion ou la position dans laquelle se trouve le robot. Les neurones 0, 1 et 2 ont clairement
une activité corrélée avec la détection des murs et leur évitement. Le neurone 4 et de
façon plus faible le neurone 3, présentent par contre une activité corrélée avec le niveau
de charge de la batterie. Le neurone numéro 4, en particulier, devient actif lors de la fin
de vie des batteries. La figure 79 illustre l’activité de ce neurone en fonction de la posi-
tion et l’orientation statique du robot dans l’environnement. Cette activité est dépendante
de la position du robot, et permet d’identifier clairement la position du lieu de charge-
ment (en haut à gauche). Or un observateur attentif pourrait argumenter que le fait que la
source lumineuse soit au dessus du lieu de chargement facilite la tâche de navigation, la
réduisant à un simple suivi de source lumineuse. Pour vérifier la généralité de la repré-
sentation interne nous avons placé la source lumineuse dans un autre coin de l’environ-
nement, décalé de 90 degrés par rapport au lieu de chargement, puis laissé continuer
l’évolution. Après un nombre très limité de générations (entre 10 et 20) le robot avait
retrouvé le lieu de chargement et se comportait comme auparavant, arrivant à se rechar-
ger régulièrement toutes les 19 secondes. Au niveau des neurones de la couche cachée on
a pu observer une activité similaire à celle présentée en figure 79, mais tournée de 90
degrés. Cette activité a toutefois été observée sur le neurone 3. Ce test, répété et réussi
pour les quatre coins de l’environnement, prouve que la représentation interne est relati-
vement générale est peut facilement être adaptée à des nouvelles configurations.
Figure 79:  Activité du quatrième neurone de la couche cachée en fonction de la position du robot
dans l’environnement
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Le processus de navigation proprement dit, qui consiste dans l’utilisation de la
représentation décrite ci-dessus pour diriger le robot, n’a pas été étudiée en détail à cause
de la complexité des interactions présentes dans le réseau. La seule constatation est que
le comportement s’appuie sur une trajectoire de base dictée par un mécanisme interne,
qui apparaît aussi si la lumière est éteinte, comme le montre la figure 80. Par dessus ce
comportement vient se greffer une correction donnée principalement par le quatrième
neurone. Cette correction a lieu pendant les derniers gros virages faits lors de la rencon-
tre des murs, et lors de la dernière ligne droite vers le lieu de chargement.
Figure 80:  Trajectoire du robot et activation des neurones (représentation de la figure 78) avec la
source lumineuse éteinte
5.4.2 Discussion
Cette deuxième expérience montre bien comment la pression de l’environnement
et une sorte de métabolisme du robot peuvent diriger l’évolution d’un système soumis
aux algorithmes génétiques. Malgré la simplification de la fonction d’évaluation, le com-
portement développé par le système est nettement plus complexe que le précédent. 
La complexité de la tâche de navigation a poussé le système à créer une représenta-
tion interne. Les aspects importants dans ce choix sont doubles: D’une part la forme,
structure et fonctionnement de cette représentation ont étés modelés sur le problème
v_h0 v_h1
v_h2 v_h3
v_h4 map114 L’évolution
même, en tenant compte de l’environnement, du robot et de la tâche à réaliser. Ceci per-
met d’obtenir une représentation bien adaptée, ce qui simplifie énormément soit la struc-
ture de la représentation, soit celle nécessaire à son exploitation. Il n’existe pas
d’exemple similaires, à ma connaissance, qui utilisent seulement 5 neurones d’une cou-
che cachée pour réaliser une navigation, même aussi simple que celle-ci. L’imposition
d’une structure plus complexe qu’on aurait pu considérer comme utile pour cette tâche,
comme par exemple une carte de l’environnement, aurait introduit une complexité bien
supérieure à tous les niveaux, tout en étant probablement plus compréhensible lors de la
conception ou l’analyse [Gaussier94c].
D’un autre coté, et cela devient encore plus important, l’autonomie du système a
été étendue au choix, très controversé, de l’introduction ou pas d’une représentation
interne. Le choix fait normalement par les opposants ou les soutenant du besoin de repré-
sentations internes est une claire limitation de l’autonomie du robot. Dans notre expé-
rience, le système a choisi de façon autonome (à la structure du réseau près) de créer et
utiliser cette représentation interne, alors que son utilité peut même être mise en doute.
Finalement, la seule contrainte fixée dans la fonction d’évaluation est très intime-
ment liée à la tâche que l’on veut voir réalisée par le robot, sans tenir compte des besoins
propres ou intermédiaires du robot pour la réaliser. La fonction d’évaluation doit être
considérée comme un moyen pour décrire le but à atteindre, et non pas la tâche à exécu-
ter, comme nous l’avions fait dans la première expérience.
Si ces résultats positifs sont parfaitement dans la ligne du développement de robot
autonomes et sont prometteurs, un aspect négatif de l’expérience remet en question toute
l’approche. Le développement, comme nous l’avions déjà cité plus haut, prend beaucoup
de temps. Dans le cas de cette deuxième expérience, il a fallu environ trois semaines de
tests continus pour réaliser l’évolution, sans tenir compte des essais fait pour mettre au
point l’expérience, ce qui a pris des mois d’expérimentation continue. Ce fait montre
bien l’augmentation du temps nécessaire par rapport à l’augmentation de la complexité
de la tâche. Une simple extrapolation permet d’affirmer que cette méthode n’est pas
applicable dans cette forme pour des tâches d’une complexité plus importante.
Finalement l’adaptation pendant la vie de l’individu n’est pas présente dans cette
expérience. Cet aspect est le sujet principal de l’expérience suivante.
5.5 L’apprentissage et l’évolution
Si l’évolution permet de concevoir un système de contrôle en lui laissant une auto-
nomie importante tout en le façonnant sur la base de l’interaction robot-environnement,
cette adaptation a lieu uniquement au fil des générations. Si l’environnement subit un
changement, comme dans le cas du déplacement de la source lumineuse dans la dernière
expérience, le système nécessite le passage à travers plusieurs générations avant de
retrouver un comportement correct. La structure de contrôle de l’individu n’a en effet
aucune flexibilité au cours de la vie. Or, si l’adaptation au cours des générations est utile
et efficace, il est nécessaire de doter l’individu d’une possibilité d’adaptation au cours de
sa vie, l’apprentissage. 115L’évolution
L’apprentissage n’est pas seulement souhaitable pour améliorer les capacités
d’adaptation de l’individu pendant sa vie, mais peut avoir une influence intéressante sur
le processus d’évolution. Même dans le cas de non héritage des connaissances accumu-
lées par les parents, plusieurs chercheurs ont en effet mis en évidence que la combinaison
de méthodes d’apprentissage pendant la vie et l’évolution permettent d’obtenir des résul-
tats meilleurs que ceux obtenus par l’utilisation d’une seule de ces deux techniques.
Nolfi et al. [Nolfi90] ont montrés que la combinaison de méthodes de rétropropagation
du gradient et d’évolution appliquées à des agents autonomes permettent d’obtenir des
meilleurs résultats qu’avec l’application de l’évolution seule. 
Enfin l’utilisation des réseaux de neurones, qui se montrent très bien adaptés à
l’application des algorithmes génétiques, se prête très bien aussi à l’application de tech-
niques d’apprentissage. Il serait intéressant de profiter aussi de ces possibilités.
5.5.1 Les types d’apprentissage et de neurones considérés
Comme dans l’expérience sur l’apprentissage (chapitre 4), nous nous sommes inté-
ressés à des règles simples, locales et non supervisées. Le choix a porté encore une fois
sur des règles d’apprentissage hebbiennes. Afin de rendre les données de l’expérience le
plus proche possibles de la biologie et pour pouvoir appliquer les algorithmes généti-
ques, un certain nombre de choix ont dû être fait.
Premièrement il n’y a pas de consensus concernant la prédominance d’une règle
d’apprentissage en biologie. Vu la diversité des neurones et de leur fonctionnalités, il est
probable que des synapses différentes se basent sur des mécanismes d’adaptation diffé-
rents. Malgré cela les biologistes semblent avoir observé des mécanismes de renforce-
ment ou d’affaiblissement des connexions de type hebbien, c’est à dire basés sur des
correspondances d’activité entre le neurone pré-synaptique et post-synaptique. En
essayant de combiner ces deux considérations tout en exploitant la présence de l’évolu-
tion, nous avons laissé, pour chaque synapse, le choix entre quatre règles d’apprentissage
de type hebbien, à savoir pure, post-synaptique, pré-synaptique et basée sur la cova-
riance. Ces règles ont été modifiées afin d’obtenir quelques caractéristiques communes:
• Le poids synaptique ne peut pas croître indéfiniment, comme dans le cas
de la plupart des algorithmes d’apprentissage. Dans le cas de cette expé-
rience, la valeur des poids synaptique a été limitée entre 0 et 1. Cette
caractéristique semble plus réaliste que l’accroissement illimité (comme
dans la rétropropagation du gradient, par exemple). Cette limitation est
obtenue par l’introduction dans les règles d’apprentissage d’un terme qui
prend en compte le poids synaptique précédant l’adaptation.
• Contrairement aux règles d’apprentissage courantes, les règles d’adapta-
tion utilisées ici ne peuvent pas changer le signe des poids. Cette caracté-
ristique de la connexion (inhibitrice ou excitatrice) est définie
génétiquement et ne peut pas être changée pendant la vie. Ce choix est
motivé par l’existence de cette caractéristique en nature: Une connexion
neuronale biologique est de type excitateur ou inhibiteur mais ne change
pas de type au cours de l’apprentissage. Cette caractéristique donne116 L’évolution
d’ailleurs une meilleure stabilité au système.
Les règles ont pris la forme suivante:
1 La règle hebbienne pure a été modifiée pour satisfaire la contrainte de
limitation de la valeur du poids synaptique:
(Eq. 14)
Avec  représentant l’activation du neurone pré-synaptique i,  l’acti-
vation du neurone post-synaptique j,  le poids de la connexion entre
les neurones i et j, et  la modification des poids.
2 La règle hebbienne postsynaptique a aussi été modifiée:
(Eq. 15)
3 La règle hebbienne présynaptique prend la forme symétrique:
(Eq. 16)
4 Enfin, la règle de la covariance, ou règle de Hopfield [Hopfield82],
détecte et agit en fonction de la différence d’activité entre neurone pré- et
post-synaptique. Elle a aussi été modifiée pour accroître le poids synapti-
que si la différence entre les deux activations est inférieure à l’activation
moyenne d’un neurone (0.5), et le diminuer si la différence est supérieure
à cette valeur. Cette valeur de 0.5 est due aux fonctionnalités des neuro-
nes moteurs, pour lesquels les vitesses des moteurs (positives et négati-
ves) correspondent à une activité neuronale allant de 0 à 1, ce qui signifie
qu’une activité neuronale de 0.5 correspond à une vitesse nulle.
(Eq. 17)
Avec  étant la fonction sigmoïdale avec la forme suivante:
(Eq. 18)
 si la différence des deux activations est supérieure ou
égale à 0.5,  si la différence est inférieure à 0.5.
La mise à jour de la synapse est aussi légèrement corrigée par rapport à (Eq. 5):
(Eq. 19)
Dans laquelle  est le poids de la connexion entre le neurone présynaptique i et
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le neurone post-synaptique j au temps t,  est le même poids au temps (t-1),  est
la modification des poids au temps t et nous avons ajouté  qui représente le gain
d’apprentissage. Ce gain, déterminé par l’évolution et dont la description se trouve dans
le génotype, permet, si mis à 0, d’annuler l’apprentissage sur une synapse.
Un autre choix a porté sur la fonction d’activation des neurones. Dans les structu-
res neuronales biologiques on retrouve une grande variété de types de neurones ainsi que
de types d’influence que le signal synaptique peut provoquer dans la cellule postsynapti-
que. Nous avons voulu ici aussi diversifier les fonctionnalités des neurones en permettant
à l’algorithme génétique, pour chaque synapse, de choisir parmi deux types d’effets
[Kay94]: Le premier type d’entrée synaptique, utilisé dans les expériences précédentes,
active le neurone proportionnellement au signe et à la valeur du signal pondéré. Pour être
cohérent avec la terminologie de [Kay94], nous allons appeler ici ce type de synapse dri-
ving, et noter les poids correspondant . L’alternative à ce premier type de
synapse est appelé modulatory et son poids est noté . Les synapses de cette
dernière catégorie ne peuvent pas générer d’activation dans le neurone postsynaptique,
mais peuvent seulement en moduler l’activation existante. Cette modulation n’est pas
symétrique par rapport au zéro, mais par rapport à la valeur 0.5. Cela tient compte du fait
que, pour les neurones moteurs, la gamme des vitesses des moteurs (positive et négative)
correspond à une activité neuronale allant de 0 à 1, ce qui signifie qu’une activité neuro-
nale de 0.5 correspond à une vitesse nulle. La modulation a ainsi été réalisée de façon à
ne pas influencer le signe de la vitesse. Ce type de synapse modulatory veut simuler les
canaux à gain de contrôle dépendant de la tension du soma, tels qu’on les trouve dans les
cellules pyramidales [Engel92] [Singer90]. Les synapses qui portent ce type de signaux
correspondent normalement aux connexions horizontales à l’intérieur du cortex, et sont
modifiables comme les autres synapses.
La fonction d’activation qui permet de considérer ces deux types d’influences
synaptique a été prise des travaux de Kay et Phillips [Kay94] et prend la forme suivante:
(Eq. 20)
(Eq. 21)
(Eq. 22)
Dans laquelle y est la sortie du neurone, d est la somme des poids pondérés des
signaux provenant des neurones présynaptiques ayant une synapse de type driving et m
est la somme des poids pondérés des signaux provenant des neurones présynaptiques
ayant une synapse de type modulatory.
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L’influence des deux types de synapse sur le signal de sortie du neurone est illustré
dans la figure 81. Si la somme des signaux modulateurs est égale à zéro, l’équation (Eq.
20) correspond à une fonction sigmoïdale par rapport aux entrées de type driving. Si le
signal modulateur est positif, lorsque le neurone est activé positivement par les entrées
driving, l’activité est accentuée. De même si le signal modulateur et l’activité du neurone
sont les deux négatifs. Dans le cas où le signal modulateur et l’activité du neurone sont
de signe contraire, la sortie est atténuée.
Figure 81:  Activation en fonction des sommes pondérées des entrées driving et modulatory
5.5.2 Description de l’expérience et du réseau utilisé
Cette expérience est aussi un essai qui doit pouvoir être comparé avec d’autres
expériences similaires. Ainsi nous avons repris l’expérience d’évitement d’obstacles.
L’environnement et le but visé sont donc identiques à ceux décrits dans la section 5.3.
Le réseau complet utilisé dans cette expérience a une structure fixe similaire à celle
décrite dans la section 5.3 (page 102), à savoir huit entrées prenant la valeur des huit cap-
teurs de proximité, une couche cachée d’un seul neurone ayant une connection récurrente
et deux neurones de sortie dont l’activation commande la vitesse des deux moteurs
(figure 82a). De plus, des connections directes relient les entrées aux neurones de sortie.
Le neurone de la couche cachée remplace les connexions récurrentes sur les neurones de
sortie qui étaient présentes dans l’expérience de la section 5.3. Cette dernière modifica-
tion a été introduite afin de permettre une meilleure analyse des fonctionnalités associées
aux connections récurrentes. Les poids synaptiques de ce réseau peuvent être représen-
tées sous forme d’une matrice des connections, comme le montre la figure 82b. En entrée
de cette matrice se trouvent les entrées du réseau ainsi que la sortie du neurone de la cou-
che cachée au temps t. En sortie on obtient les activations des neurones de sortie ainsi
que l’activation du neurones de la couche cachée au temps t+1.
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Figure 82:  a. Structure du réseau avec une couche cachée de un neurone. b. Représentation du
réseau sous forme de matrice de synapses
5.5.3 Le codage du génotype
Le génotype code les caractéristiques individuelles de chacune des 27 synapses de
la matrice présentée dans la figure 82b.
Comme nous l’avons vu dans la section précédente, chaque synapse est caractéri-
sées par quatre propriétés, à savoir le type de connexion (inhibitrice ou excitatrice), le
type d’influence sur le neurone postsynaptique (driving ou modulatory), la règle
d’apprentissage appliquée (au choix parmi les quatre présentées dans la section 5.5.1) et
la valeur du gain d’apprentissage  (Eq. 19). Ces quatre paramètres sont codés sur 6 bits
comme le montre la figure 83. Ce codage ne permet pas de changement de la structure du
réseau. 
Figure 83:  Codage des caractéristiques d’une synapse dans le génotype
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Lors du décodage du génotype, on crée le réseau de neurones correspondant et on
initialise les poids des connexions avec des valeurs petites (entre 0 et 0.1) aléatoires.
Comme dans l’expérience de la section 5.3, l’activité du réseau est calculée toutes les
330ms. Dans cette expérience on effectue en même temps la mise à jour des valeurs
synaptiques.
5.5.4 Résultats
En environ 50 générations l’algorithme génétique a développé un individu capable
d’effectuer de l’évitement d’obstacles. Ce comportement ne dépend pas des poids synap-
tiques initiaux du réseau et est développé dans les 6 premiers échantillonnages du sys-
tème (moins que 2 secondes). Le comportement d’évitement d’obstacles est affiné dans
les 10-15 secondes qui suivent cet apprentissage rapide. Après 20 secondes d’apprentis-
sage, le comportement ne change pratiquement plus.
Généralement, le comportement qui a été développé est différent de celui rencontré
dans l’expérience décrit dans la section 5.3. Le robot effectue en effet une sorte de suivi
de mur, au lieu de l’évitement pur et brusque rencontré auparavant. Dans une première
phase le robot cherche une parois, qu’il garde à sa droite et suit à une distance d’environ
2 cm. Une action sur deux consiste à bouger vers la parois pour vérifier la présence du
mur. Si le mur est détecté, le robot continue sa trajectoire. Si la parois se montre être lon-
gue, le robot accélère et les oscillations de contrôle du mur sont atténuées. Dès qu’un
coin est rencontré ou la parois perdue, le robot s’arrête brusquement, fait marche arrière
en se tournant dans la bonne direction et repart en suivant la nouvelle parois. Déjà lors du
deuxième tour (figure 84b) le comportement est mieux adapté à l’environnement dans
lequel le robot se déplace: Les corrections sont moins brusques et la vitesse, générale-
ment plus basse, est légèrement augmentée lors des longues trajectoires droites. La
figure 84 illustre la trajectoire du robot lors du premier et du deuxième tour de l’environ-
nement. La vitesse atteint les mêmes valeurs que celles mesurées dans la première expé-
rience comportant les algorithmes génétiques (section 5.3).
Figure 84:  a. Trajectoire (sens contraire aux aiguilles d’une montre) du robot lors du premier tour
de l’environnement. b. Trajectoire lors du deuxième tour de l’environnement. Chaque trait corres-
pond à l’axe des roues et donne la position du Khepera toutes les 100 ms
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5.5.4.1 La dynamique du réseau
Si le comportement visé, à savoir l’évitement d’obstacles, est identique à celui de
la première expérience (section 5.3), le fonctionnement interne du réseau est lui totale-
ment différent, car l’apprentissage et la plasticité synaptique introduisent un degré de
liberté supplémentaire à la dynamique du réseau. Ce ne sont plus uniquement les activi-
tés de neurones qui varient et génèrent le comportement, mais aussi les valeurs synapti-
ques. 
La figure 85 illustre, selon la même disposition des synapses de la figure 82b, la
variation des poids synaptiques en fonction du temps et pendant les 30 premières secon-
des de fonctionnement du réseau. Sur chaque graphique, des indications permettent de
connaître les caractéristiques génétiques de la synapses, déterminées par l’évolution et
inscrites dans le génotype. Le premier symbole indique si la synapse est de type driving
(d) ou modulatory (m). Le deuxième paramètre indique le gain d’apprentissage arrondi.
La troisième indication donne le type d’apprentissage effectué sur la synapse: hebbien
pur (hebb), postsynaptique (post), présynaptique (pre) ou synchrone (syn). La caractéris-
tique inhibitrice ou excitatrice de la synapse est donnée par l’axe des ordonnées (positif
si la synapse est excitatrice, négatif si la synapse est inhibitrice).
On peut généralement observer qu’un premier apprentissage rapide de quelques
secondes permet d’atteindre un état dynamique stable, sur la base duquel se développe le
comportement de suivi de mur, basé sur des variations cycliques de plus petite intensité
et bien calibrées.
En analysant plus en détail les graphiques de la figure 85, nous pouvons mieux
comprendre la dynamique du système et le rôle que jouent les différentes synapses. Afin
de simplifier l’explication, nous allons regrouper les synapses et en analyser le rôle. Le
différents groupes de synapses sont caractérisés par une lettre qui fait référence à la
figure 85.
Tout d’abord nous pouvons observer que l’unité de la couche cachée n’est pas utili-
sée pour élaborer des données sensorielles pour l’évitement d’obstacles (groupe A). En
effet, les connexions entre cette unité et les capteurs frontaux ont toutes des poids synap-
tiques nuls, dus aux taux d’apprentissage nuls, à l’exception du deuxième capteur de
gauche. Le poids synaptique de ce dernier reste toutefois proche de zéro dans les condi-
tions normales de suivi de mur. L’unité cachée est toutefois maintenue active par les con-
nexions avec les capteurs arrière et par le rebouclement fait par la connexion modulatrice
excitatrice (groupe B). Grâce aux fortes connexions excitatrices qui lient l’unité cachée
aux deux neurones moteurs (groupe C), celle-ci active les moteurs et pousse ainsi le
robot à avancer.
Un autre groupe de connexions presque nulles et à gain d’apprentissage aussi nul,
est celui qui relie les capteurs de gauche avec les deux moteurs (groupe D). Ceci est dû
au comportement de suivi de la paroi fait sur la droite. La seule synapse qui a un gain
d’apprentissage non-nul, est la synapse qui relie le capteur tout à gauche, avec le moteur
de gauche. Cette connexion excitatrice permet d’éviter des obstacles qui apparaissent sur
la gauche, par exemple pendant les premières périodes d’approche d’une parois.122 L’évolution
Figure 85:  Poids synaptiques mesurés pendant les 30 premières secondes d’apprentissage du robot.
Les caractéristiques génétiques de chaque synapse sont données au niveau de chaque graphique: Le
premier symbole indique si la synapse est de type driving (d) ou modulatory (m). Le deuxième
paramètre indique le gain d’apprentissage (arrondi), la troisième indication donne le type d’appren-
tissage effectué sur la synapse (hebb = pure hebb, post = postsynaptique, pre = présynaptique et syn
= synchrone). La caractéristique inhibitrice ou excitatrice de la synapse est donnée par l’axe des
ordonnées (positif = excitatrice, négatif = inhibitrice)
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Le contrôle du comportement du robot se fait dans les connexions qui relient les
capteurs de droite et arrière, avec les deux moteurs (groupe E). Les connexions qui por-
tent au moteur de droite sont essentiellement excitatrices, sauf pour la connexion avec le
capteur arrière gauche. Cette excitation, ajoutée à la connexion fortement excitatrice du
neurone de la couche cachée, fait que la roue de droite va essentiellement seulement en
avant. Cette poussée est modulée par les deux capteurs de droite à connexion modula-
trice. Le capteur avant droite peut, de son côté, donner des fortes poussées avec sa con-
nexion driving qui, associées aux encore plus fortes inhibitions de la connexion
également driving sur le moteur gauche, permettent de reculer légèrement en faisant des
virages rapides lors de la détection frontale d’obstacles. Nous pouvons observer que
l’amplitude des poids de ces deux connexions diminue tout au long de la vie, ce qui cor-
respond à un affinement du comportement de suivi.
Les synapses les plus importantes sont les trois qui relient les capteurs de droite
avec le moteur de gauche (groupe F). La synapse qui correspond au capteur tout à droite,
toujours un peu actif lors du suivi de parois, a un poids qui est saturé à un lors des pre-
miers instants de vie du réseau. Cette connexion de type driving provoque une poussée
continue sur la roue de gauche, ce qui tend à pousser le robot contre la parois. Les deux
autres capteurs permettent de mesurer bien mieux la direction de la parois, et les con-
nexions entre ces capteurs et le moteur de gauche permettent d’utiliser cette information
pour compenser, en inhibant, la poussée de base du premier capteur. Ces compensations
ont un caractère oscillatoire qui permet de vérifier en continuation la courbure de la
parois.
Enfin nous pouvons remarquer que les différentes règles d’apprentissage ne sont
pas utilisées dans la même proportion et pour les mêmes fonctionnalités. La règle heb-
bienne pure, en particulier, a été utilisée seulement sur cinq synapses, dont trois avec un
gain d’apprentissage nul. Les deux autres synapses utilisent la règle hebbienne afin de
saturer le poids synaptique à un, de façon plus ou moins rapide selon le gain d’apprentis-
sage utilisé. Autrement les règles pre- et postsynaptiques sont nettement plus utilisées
que la règle synchrone. Cette dernière n’est utilisé que dans les connexions entre la cou-
che cachée et les neurones moteurs. Ceci montre que le rôle de l’unité caché est très lié à
ceux des moteurs, avec une influence mutuelle importante.
5.5.4.2 Les comportements appris et les comportements héréditaires
Afin de mieux comprendre l’influence de l’aspect héréditaire et de l’apprentissage,
le robot a été placé dans différentes situations.
Une première expérience a consisté à mettre le robot dans un espace ouvert, sans
obstacles. Dans cet environnement, le robot a un comportement qui alterne des longues
trajectoires rectilignes suivies de rotations rapides vers la gauche. Si ensuite le robot est
remis dans l’environnement dans lequel il a subi l’évolution, il acquiert rapidement le
comportement de suivi de mur. Remis dans l’espace ouvert, le robot a un tout autre com-
portement qu’au début, et alterne des rotation vers la droite avec des arrêts brusques. Ce
dernier comportement est compréhensible dans l’optique de la recherche d’une parois,
comportement qui n’était pas présent dans les mêmes conditions au début de la vie et qui
a été développé lors de l’introduction du robot dans l’environnement d’évolution.124 L’évolution
Une autre expérience similaire a consisté à placer le robot dans une environnement
complètement fermé, comme le montre la figure 86. Aussi dans ce cas le robot a été con-
fronté avec un environnement particulier qui limite la perception à des conditions fixes.
Si dans l’expérience précédente les capteurs ne pouvaient rien percevoir car l’environne-
ment était sans obstacles, ici les capteurs du robot sont toujours saturés, pour n’importe
quelle action du robot. Si le robot est placé dans cet environnement au début de sa vie, il
actionne ses roues pour avancer et pousse contre la parois (figure 86a). Si on place le
robot dans cet environnement après l’avoir placé dans son environnement d’évolution, le
robot tourne sur place, comportement qui pourrait être utile pour trouver une sortie
(figure 86b). On dirait donc que la première période de vie, si vécue dans un environne-
ment normal, permet au robot d’apprendre comment se comporter face aux parois, chose
qu’il n’apprend pas s’il est laissé dans un environnement complètement fermé depuis sa
naissance.
Figure 86:  Robot placé dans un environnement fermé. Si le robot est placé dans cet environnement
au début de sa vie, il développe le comportement décrit en a), à savoir il pousse contre la parois. Si
le robot est placé dans cet environnement seulement après avoir été placé dans une environnement
normal, il développe le comportement décrit dans b), à savoir il semble chercher une sortie en tour-
nant sur lui-même
5.5.5 Discussion
Grossièrement cette expérience et celle de la section 5.3 montrent une efficacité
similaire. Dans les deux cas le robot effectue un bon évitement d’obstacles et ne reste pas
bloqué comme l’était le type de véhicule de Braitenberg pris comme référence. Aussi
dans quelques choix des solutions il y a similarité: Dans les deux cas le robot va dans la
direction qui lui permet de mieux détecter les obstacles et les vitesses d’avancement se
ressemblent.
Prises plus en détail, ces deux expérience montrent toutefois des différences impor-
tantes et intéressantes. La première (section 5.3) a permis de développer un comporte-
ment uniquement instinctif, car hérité génétiquement, et fortement réactif. Dans la
dernière expérience le comportement instinctif est très limité (ligne droites et rotations
sur la droite) alors que le comportement d’évitement est appris lors de l’interaction avec
l’environnement. Le comportement en lui-même est moins réactif, car il s’adapte à
l’environnement à court et long terme. Dans le suivi de parois, par exemple, le robot
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accélère si la parois se montre assez longue. Dans son apprentissage à plus long terme et
au cours des explorations de l’environnement, le robot adapte son comportement pour
obtenir une trajectoire plus lisse. Dans cette deuxième expérience il y a ainsi une bien
plus grande adaptivité et richesse comportementale. L’interaction avec l’environnement
prend une plus grande importance, car exploitée à chaque instant pour une meilleure
adaptation à la situation particulière. A l’adaptation génétique, qui fait une évaluation
moyenne sur toute la durée de la vie, s’ajoute l’apprentissage continu, réalisé à chaque
instant. On arrive ainsi à exploiter l’interaction avec une parois longue ou courte, ainsi
qu’à exploiter la forme de l’environnement dès le deuxième tour.
Dans cette expérience il a aussi été possible d’observer des similitudes et des diffé-
rences avec le monde biologique. Il est clair que des comparaisons de ce type doivent
être faites avec prudence, car nous sommes loin de simuler la complexité biologique,
mais il est intéressant de les mettre en évidence pour voir quels mécanismes sont com-
muns ou différents dans les mondes biologique, qui a servi d’inspirateur, et robotique,
que l’on a obtenu avec la méthode évolutionniste. L’aspect similaire le plus intéressant
est obtenu au niveau comportemental. L’expérience de manque sensoriel lors de la nais-
sance de l’individu, qui ne lui permet pas de développer ses facultés, a aussi été observé
dans le monde animal [Wiesel82]. A côté de cette similitude il y a une différence intéres-
sante: Dans les modèles biologiques on a l’habitude de considérer les poids synaptiques
comme relativement stables ou qui changent lentement. Dans le réseau développé lors de
cette dernière expérience, certains changements de poids synaptiques sont rapides et
jouent un rôle presque au même niveau que les signaux qu’il pondèrent. La présence
d’un tel type de synapse n’est d’ailleurs pas exclu en nature. Il n’a pas été rencontré
jusqu’à présent, mais la difficulté de la mesure de l’efficacité synaptique ne permet pas
d’exclure cette hypothèse.
5.6 Discussion sur l’approche évolutionniste
Dans les trois expériences présentée dans ce chapitre, l’approche évolutionniste
s’est montrée très bien adaptée au développement de systèmes de contrôle de robots
mobiles autonomes et ceci pour plusieurs raisons:
• L’approche évolutionniste base son fonctionnement sur l’interaction entre
robot et environnement. Cet aspect est non seulement vital pour le succès
du développement du système de contrôle, mais est un point qui pose de
gros problèmes aux approches classiques par sa complexité. L’approche
évolutionniste arrive à éviter la modélisation de cette interaction tout en
l’utilisant dans son processus.
• L’évolution du système de contrôle dans le corps du robot permet
d’exploiter au mieux cette interaction et de créer un système cohérent.
L’évolution du système de contrôle prend naturellement en compte les
caractéristiques et les besoins physiques du robot jusqu’à aller à créer des
comportements pour les satisfaire (comme par exemples dans le cas du
besoin de recharger les batteries) sans que ceci soit défini dans la fonction
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• Le mécanisme d’évolution, s’il est bien mis en oeuvre et exploité, permet
de donner au robot une autonomie de décision très élevée. Ceci permet de
résoudre des gros problèmes tels que le choix des représentations internes,
leur exploitation ou encore le choix des lois d’apprentissage, comme l’ont
démontré la deuxième et la troisième expérience.
• Dans ces expériences nous avons appliqué les algorithmes génétiques à
des réseaux de neurones. L’utilisation des algorithmes génétiques permet
de façonner de façon très fine le système de contrôle, que ce soit un réseau
de neurones, comme dans notre cas, ou d’autres systèmes, comme par
exemple des classifier systems [Colombetti93].
Certains de ces aspects ont été mis en évidence aussi par d’autres groupes de
recherche [Cliff94][Brooks94], mais peu de ces travaux considèrent l’implémentation
sur un système réel (voir aussi [Husband94] pour une vue d’ensemble sur ce domaine).
Or l’adaptation du système à un environnement simulé, donc maîtrisable et modélisable,
n’a qu’un intérêt limité. Ce travail met en évidence qu’il est possible et intéressant de
réaliser l’évolution sur un système réel, en attaquant le problème de l’interaction robot-
environnement dans sa complexité réelle.
Les aspects très intéressants de l’approche présentée sont contrebalancés par un
grand problème, à savoir la durée d’évolution. La deuxième expérience a bien montré la
croissance importante du temps nécessaire au développement, en fonction de la com-
plexité de la tâche. Cette croissance est difficilement quantifiable et prévisible pour des
nouvelles expériences, car la complexité même de la tâche ne l’est pas. On voit toutefois
clairement que l’utilisation de cette technique ne peut pas être étendue de façon directe à
des applications réelles et industrielles. Il est donc nécessaire, si on veut profiter des
mécanismes intéressants de l’approche évolutionniste, d’améliorer la méthode présentée
pour la rendre utilisable. Ces modifications peuvent aller dans plusieurs directions:
• La granularité des éléments soumis à l’évolution (dans notre cas les poids
synaptiques, les règles d’apprentissage et d’autres paramètres des neuro-
nes d’un réseau fixe) peut être plus grossière, les composants de base pou-
vant être, par exemple, des comportements élémentaires. Cette approche a
le désavantage de limiter le champ d’action de l’algorithme génétique, en
lui laissant un choix restreint.
• L’algorithme génétique peut être implémenté sur une réelle population de
robots. Cette approche a le désavantage de nécessiter un équipement
important. Elle a toutefois l’avantage de pouvoir tenir compte de l’aspect
collectif de l’application.
• Il est possible, lors des premières générations, de laisser plus de place à la
simulation, pour ensuite retourner à l’implémentation réelle.
Cette dernière possibilité, discutée en détail dans [Nolfi94], semble être la plus
prometteuse. D’autres groupes ont utilisé cette approche: Colombetti et Dorigo
[Colombetti93] font évoluer en simulation un système de contrôle basé sur des classifier
systems, pour enfin le tester sur le robot réel. Dans cette direction les travaux les plus pro-
metteurs restent ceux de Nolfi [Nolfi95] qui arrive à obtenir, par évolution, des comporte-127L’évolution
ment de recherche, reconnaissance, prise et transport d’objets, testés en phase finale sur
un robot réel.
Une autre limitation des expériences présentées dans ce travail par rapport à des
applications réelles, consiste dans le fait que l’on a travaillé avec un robot miniature. La
miniaturisation a facilité énormément l’application de la méthode évolutionniste. La
résistance mécanique du robot, augmentée par la miniaturisation, joue en effet un rôle
essentiel dans l’application des algorithmes génétiques, essentiellement lors des premiè-
res générations. Grâce à cet effet, Khepera s’est affirmé comme étant l’outil idéal pour ce
type d’approche et est actuellement utilisé par les plus importantes équipes de recherche
en robotique évolutionniste. Le fait que ces chercheurs aient adopté Khepera ou d’autres
équipements spécialement bien adaptés à l’évolution et qu’ils soient toujours loin des
applications [Harvey94] prouve une fois de plus la difficulté du passage à l’implémenta-
tion sur des robots mobiles de taille réelle. Les applications industrielles impliquent des
robots adaptée à l’environnement dans lequel ils agissent. En taille réelle, il est impensa-
ble d’appliquer la méthode évolutionniste comme nous l’avons fait ici. Pour pouvoir
exploiter les aspects intéressants de l’approche évolutionniste, une solution envisageable
serait, comme indiqué auparavant, de dégrossir le problème par simulation. Le passage
entre simulation et application réelle pourrait être aidé par une étape intermédiaire, utili-
sant des robots mobile miniature comme nous l’avons fait dans ce travail. Cette combi-
naison de simulation - essais miniaturisé - application réelle est une des possibles
continuations de ce travail. Le robot Koala, présenté brièvement dans la section 2.3, a été
conçu dans cette optique. Avec sa structure très similaire à Khepera, il pourrait permettre
la continuation de l’évolution vers des applications réelles.
Si des travaux sur l’évolution du système de contrôle doivent continuer à être fait
sur des systèmes réels, il existe un large nombre de travaux de simulation sur la morpho-
logie même des agents qui peuvent très mal être traduits en pratique. Mis a part pour cer-
taines techniques très particulière, comme l’utilisation de tubes d’installations
électriques par [Jansen94], il serait intéressant de disposer de matériel réellement évolu-
tif, du point de vue électronique et matériel.128 L’évolution
 6 DISCUSSION ET CONCLUSIONS
Toutes les expériences présentées dans ce travail ont un point en commun: Elles
mettent en évidence le rôle clé de l’interaction robot-environnement. C’est à ce niveau
que se situe la complexité que beaucoup de méthodes de conception ne sont pas arrivées
à surmonter. Une bonne connaissance de cette interaction et son exploitation judicieuse a
permis déjà des résultats intéressants, comme ceux de Brooks et d’autres groupes qui se
sont penchés sur des problèmes précis. Dans ce travail, cet aspect a été illustré par les
deux premières expériences, l’une collective et l’autre coopérative. La prise en compte et
l’utilisation, lors de la conception, de l’interaction entre robot et environnement permet
d’effectuer des tâches plus complexes que ce que l’on peut attendre simplement du pro-
gramme de contrôle. Malheureusement on ne peut atteindre une si bonne connaissance
de l’interaction robot-environnement que pour des cas très limités et très simples. 
Pour surmonter ce problème on peut permettre au robot de saisir de façon auto-
nome les caractéristiques de cette interaction robot-environnement. De cette façon on
peut obtenir des systèmes adaptatifs comme celui de la troisième expérience, avec de
l’apprentissage. Les mécanismes d’adaptation sont toutefois souvent très dédiés au pro-
blème qu’ils doivent résoudre, ce qui les rend presque aussi limités que les systèmes con-
çus manuellement et décrits au début.
Il faudrait donc revoir les méthodes de conception et les baser sur cette interaction,
dans la direction illustrée par la quatrième expérience. C’est l’interaction qui devrait dic-
ter directement et très librement les choix de base du développement du système, comme
celui des représentations internes, illustrés dans la cinquième expérience. Afin d’exploi-
ter le plus possible cette interaction, au niveau de la méthode de conception comme au
niveau d’autres méthodes d’adaptation, l’apprentissage peut être introduit comme le
montre la sixième expérience. Les résultats prouvent que l’interaction robot-environne-
ment n’est pas seulement un aspect incontournable de la robotique mobile autonome,
mais peut être une base de développement. 
Les expériences faites ici et basées sur l’approche évolutionniste essaient d’illus-
trer une nouvelle voie de conception, mais restent très limitées à cause des problèmes
classiques. L’apport du concepteur reste très important, et canalise souvent de façon très
stricte les résultats. Le choix du nombre de neurones, de la taille du réseau, du type de
règles d’apprentissage, du type de capteurs, de la façon dont les roues sont contrôlées,
etc., restent un facteur décisif pour la réussite de la conception. On reste ainsi loin d’une
conception facilitée au point de ne pas demander au concepteur d’avoir des connaissan-
ces du problème.
Un autre aspect important d’une méthode de conception est qu’elle devrait permet-
tre au concepteur d’arriver au résultat avec un effort moins important que si le dévelop-
pement était fait complètement manuellement. On critique ainsi souvent les méthodes
évolutionnistes en affirmant que le temps de conception de la fonction d’évaluation cor-
respond à celui de résolution du problème par d’autres méthodes. Dans le cas de l’algo-
rithme d’évitement d’obstacles, ceci est sûrement vrai. Dans le cas de la navigation vers129Discussion et conclusions
le nid je pense qu’on s’approche à des performances similaires ou supérieures à celles
d’autres méthodes de conception. Je trouve en effet très difficile de concevoir un réseau
de neurones, ou une autre structure de contrôle de complexité similaire, de taille si
réduite et toutefois capable des performances obtenues par la méthode évolutionniste, en
particulier la rentrée régulière dans les 20 secondes. Ce résultat ne donne pas un avantage
net à la méthode évolutionniste, mais est encourageant et prouve que l’approche mérite
d’être approfondie.
Enfin les expériences évolutionnistes on mis en évidence un gros désavantage de
cette approche, à savoir la durée d’évolution. C’est surtout à ce niveau qu’il a un obstacle
important pour le développement d’applications réelles. C’est donc à ce niveau que doi-
vent se concentrer les efforts de recherche si on désire utiliser cette technique comme une
vraie méthodologie de développement de robots mobiles autonomes. Plusieurs voies sont
possibles et ont été évoqués dans la section 5.6. La plus prometteuse semble être celle de
la combinaison réel-simulé développée par étapes de complexité. Si des résultats ont déjà
été obtenus [Nolfi95][Jakobi95][Michel96], la complexité des comportements dévelop-
pés a toujours été limitée. Cette méthode doit donc être mise à l’épreuve avec des appli-
cations réelles.
Malgré l’impression que la simulation peut prendre une place dans les méthodes de
développement, l’importance de la relation entre le robot et son environnement est trop
grande et l’interaction trop complexe pour qu’en la modélisant et simulant on puisse
espérer avoir des résultats d’un niveau suffisant pour réaliser des applications. L’utilisa-
tion ou du moins la validation sur des robots réels est donc essentielle dans ces expérien-
ces.
Le gros problème de l’autonomie, même s’il mérite une place à part, est aussi inti-
mement lié à l’interaction robot-environnement. L’autonomie n’est en effet que la capa-
cité de gérer cette interaction. Créer l’autonomie sans tenir compte de cette interaction
est donc absurde. Il est ainsi fondamental de créer l’autonomie sur la base de cette inte-
raction. La cinquième expérience montre bien qu’il est possible de donner au système
l’autonomie en ce qui concerne le choix des structures de contrôle. Si ce choix est fait sur
la base des besoins du robot dans la gestion de son interaction avec l’environnement, ceci
peut porter à des résultats très intéressants, comme la gestion de la navigation faite avec
un réseau de neurones ayant une couche cachée composée de 5 neurones seulement. 
Ce dernier exemple ainsi que la toute première expérience montrent aussi qu’une
bonne exploitation de l’interaction robot-environnement peut porter à des simplifications
considérables dans la structure de contrôle du robot. Cet aspect a beaucoup de choses en
commun avec le côté coopératif vu dans la première expérience, ainsi que la “coopéra-
tion” des neurones à l’intérieur d’un réseau. La somme de comportements élémentaires
(travail collectif), ou de fonctions élémentaires (réseaux de neurones) pose déjà beau-
coup de problèmes de compréhension, même pour des systèmes relativement simples.
Au niveau de la somme des différents aspects de l’interaction robot-environnement on a
encore plus de problèmes de compréhension, car à l’aspect de combinaison s’ajoute la
complexité de chaque élément. Il est donc essentiel de continuer à étudier des méthodes
qui tiennent compte de ces aspects.130 Discussion et conclusions
L’interaction robot-environnement est probablement non seulement une des clés
d’accès aux problèmes de la complexité dans la direction du développement d’applica-
tions, mais aussi une clé d’accès à l’autonomie.
En guise de conclusion, on peut noter que ce travail, tout en essayant de poursuivre
des lignes prometteuses qui avaient déjà fait l’objet d’études précédentes, contient quel-
ques contributions originales pour le domaine de la robotique mobile:
• L’idée, aujourd’hui bien acceptée, qu’il est nécessaire de travailler avec un
robot mobile a été traduite en une méthodologie et des outils de travail sta-
bles et performants. L’électronique développée par Edo Franzi et la méca-
nique conçue par André Guignard ont été utilisées pour créer un
environnement de travail convivial, efficace et robuste. Ces outils et cette
méthode de travail ont contribué à répandre l’utilisation de robots mobiles
réels, et sont utilisés dans leur version commerciale par environ 350 utili-
sateurs.
• Les trois dernières expériences ont permis de mettre en évidence la faisa-
bilité ainsi que les avantages et les inconvénients de l’utilisation d’algo-
rithmes génétiques sur des robots réels, ce qui n’avait jamais été fait
auparavant. La première de ces trois expériences est reconnue comme
étant le premier essais en absolu de cette approche. Les deux autres expé-
riences ont mis en évidence des éléments très intéressants pour la compré-
hension des caractéristiques de la méthode évolutionniste. Ici aussi, l’outil
Khepera est pratiquement le seul utilisé dans la communauté scientifique
pour ce genre d’expérience, ce qui prouve la validité des outils mis en
place.131Discussion et conclusions
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