Currently portal imaging devices are used to obtain information on patient localization during radiation therapy treatments. Such obtained information is two dimensional in nature, limited to the plane of the captured image. It has been proposed that megavoltage computed tomography images be reconstructed to overcome this limitation. This study explores the feasibility of reconstructing tomographic images from fan-beam projection data acquired with a commercial portal imaging device on a standard radiotherapy linear accelerator. Several CT reconstruction algorithms are examined as to their performance and suitability for applications in radiation therapy verification. The results show that it is possible, using some of the iterative reconstruction techniques, to obtain an image useful for patient localization from only several ͑р10͒ projection views.
I. INTRODUCTION
The goal of radiation therapy is to deliver high dose to the target volume while sparing normal tissues outside of this volume. As this process is optimized, as in conformal therapy, the need for monitoring the accuracy in positioning of the patient becomes particularly urgent. Electronic portal imaging devices ͑EPIDs͒ have been introduced to obtain digital radiographs of patients during irradiations with the treatment beam. Digital image registration techniques have also been developed and applied to portal imagery, thus allowing for quantitative measurement of translational and rotational radiation field placement errors. This measurement, however, is limited to the two dimensions of the image plane, and may be affected by positioning errors occurring in the directions outside the image plane.
Obtaining an image from another angle can alleviate this problem. Gilhuijs et al. 1 have introduced a technique that utilizes three-dimensional ͑3D͒ information from treatment planning computed tomography ͑CT͒ scans of the patient obtained prior to treatment and a pair of portal or simulation images obtained at two different views of the patient in the treatment position. In this approach digitally reconstructed radiographs, generated from the CT data, are matched with the two portal or simulator images to determine the patient's position in 3D. The authors quoted high accuracy and reliability for this technique, provided the projectional ͑portal or simulation͒ radiographs contained enough bony structures on which the matching was based. While being capable of measuring the position of the patient in 3D this method does not actually reconstruct three-dimensional views of the anatomy. It therefore does not provide an option for visual verification of the measurement of patient position in 3D. Capability for independent checks of software performance is very important in critical applications such as the present one.
Other researchers investigated the possibility of obtaining a tomographic image of the patient during treatment using standard CT reconstruction techniques and specialized megavoltage photon detectors. Simpson et al. built a prototype megavoltage CT scanner employing a plastic scintillator detector array. 2 They were able to reconstruct useful CT images from 110 projectional views and with the dose delivered equal to approximately 12 cGy. They indicated the potential application of these images to portal verification and to treatment planning, since they contain information on attenuation properties of tissues measured directly with the megavoltage treatment beam. Further developments of this system lead to an improvement in quantum efficiency of the system by introducing crystalline scintillation detectors: a linear array of bismuth germanate ͑BGO͒ scintillators 3 and a twodimensional ͑2D͒ array cesium iodide ͑CsI͑Tl͒͒ crystals. 4 The optimized CsI͑T1͒ detector has been employed in a megavoltage CT system to acquire 2D projections and perform 3D reconstruction using the convolution-backprojection algorithm for cone-beam geometry. 5 Fairly good quality tomographic images were obtained from 180 projections, which were acquired with a dose of 40 cGy.
A test system for a single-slice megavoltage CT scanner was developed by Brahme et al. 6 It had first generation CT scanning geometry and utilized a single BGO/photodiode scintillation detector to collect projections. A conventional convolution-backprojection algorithm was used for reconstruction of tomographic images. Image quality was adequate for making anatomy comparisons with diagnostic CT scans; however, no estimates were given for the dose necessary for image formation.
In addition to the megavoltage CT systems based on specialized high-efficiency scintillation detectors there have also been attempts at using commercially available EPIDs for the collection of projectional data. EPIDs mounted on isocentrically rotating gantries of linear accelerators are geometrically equivalent to third generation CT scanners, which opens up the possibility of easy acquisition of projectional data. Recently, Guan and Zhu exploited this possibility and demonstrated the feasibility of tomographic reconstruction from megavoltage projections acquired with a commercial EPID. 7 In order to be able to limit the number of projections and the dose to patient they employed a variant of the algebraic reconstruction algorithm which, in a situation where the number of views ͑projections͒ is limited, generally offers better quality of the reconstructed image than the conventional convolution-backprojection technique. Images of phantoms were presented which were reconstructed using between 40 and 99 projections with the total dose corresponding to a 200 monitor unit ͑MUs͒ setting on the linear accelerator. The authors concluded that the efficiency of their megavoltage CT system would need to be improved before its clinical utility could be demonstrated. Similar studies were carried out by Midgley et al. 8 and by Hesse et al., 9 who used the convolution-backprojection method of reconstruction. They required large numbers ͑90-120͒ of projections and consequently high doses to produce tomographic images of useful quality.
The design of the tomotherapy treatment unit, 10 with the megavoltage x-ray source continuously and quickly rotating within a CT scanner-like gantry, is particularly amenable for incorporating tomographic imaging capabilities. Ruchala et al. demonstrated that adequate quality transsectional images could be reconstructed from megavoltage ͑MV͒ projections acquired on the University of Wisconsin prototype tomotherapy unit using a diagnostic CT xenon detector. 11 The dose delivered during the acquisition of projection data was acceptably low ͑8 -12 cGy͒ and with the large number of projectional views employed, the authors found the performance of the conventional filtered backprojection reconstruction algorithm comparable to that of the maximumlikelihood iterative method. In a subsequent study, Ruchala et al. showed that megavoltage CT ͑MVCT͒ on a tomotherapy unit can be used to obtain high quality data on electron density distribution within the patient, which in turn leads to an improved accuracy in dose calculations. 12 Megavoltage CT reconstruction during tomotherapy treatment delivery poses particular problems due to beam intensity modulation and incompleteness of the projection data. Ruchala et al. examined methods for overcoming these difficulties and demonstrated that images of useful quality can be reconstructed from data acquired during tomotherapy treatments. 13 Table I contains a brief summary of methods employed in the previously introduced MVCT systems.
The present study deals with the use of a commercially available EPID for fan-beam tomographic projection acquisition with a megavoltage photon treatment beam from a conventional linear accelerator. Our aim is to investigate the feasibility of reconstruction of useful tomographic images with very few ͑ϳ10͒ fan-beam projections. Using such a small number of projections would not only allow bringing the patient dose down to acceptable levels, but it would also facilitate the process of data acquisition. Performance of sev- eral, mainly iterative, tomographic reconstruction algorithms is investigated at low numbers of projectional views. In addition, aspects of clinical utility of reconstructed images for portal verification as well as for treatment planning are evaluated.
II. METHODS AND MATERIALS

A. CT reconstruction algorithms
In general, CT reconstruction involves estimating an image function from its measured integrals, taken along the projection ray lines. There are two main and conceptually different approaches to the solution of this problem. The first one, commonly referred to as the transform methods, is based on analytic formulas for the inversion of the integral projection equations. Detailed reviews of the transform methods can be found elsewhere, 14, 15 but in general the algorithms from this category require a large number of projectional views for a good quality reconstruction. Therefore they are not particularly suitable for the present application. The best-known transform method is the convolutionbackprojection algorithm, which is widely employed in commercial diagnostic CT scanners. In the present study, convolution backprojection was only used to provide a reference in comparisons with other, more suitable reconstruction methods.
The other general approach to CT reconstruction, known as iterative methods, involves searching for numerical solutions to discretized projection equations:
where P is a vector representing the measured projection values, X is the image vector, and M is a matrix that is used to calculate projection values from the image. M is sometimes referred to as the projection or the measurement matrix. The system of linear equations formed by the projections is very large and often underdetermined or overdetermined and inconsistent. Thus, typically there is no unique exact solution ͑reconstructed image͒ to the system of projection equations. An approximate solution that optimizes the consistency with the projection equations and with some possible additional criteria can be sought through an iterative process. Various iterative reconstruction methods differ in the chosen numerical optimization method and in the selection of optimization criteria ͑constraints͒. For comprehensive reviews of iterative reconstruction algorithms the reader is referred to Herman and Lent 16 and Censor, 17 but it is generally accepted that these methods are more robust and produce better results than transform methods, particularly in situations where the projection data set is limited or incomplete. Therefore the main focus of this study was on application of iterative, rather than transform, methods of reconstruction to megavoltage tomography.
The most popular subgroup of iterative methods is known under their common name of algebraic reconstruction techniques ͑ART͒. The original ART algorithm was introduced by Gordon et al., 18 but since then many variations and improvements have been proposed. The two main variants of ART are the additive ͑AART͒ and the multiplicative ͑MART͒ algorithms. In these algorithms the iterative adjustments to the reconstructed image are made by addition or multiplication, respectively. 16 Both AART and MART were employed in the present study. In order to improve their rate of convergence, they were implemented with the optimized access order for projections, as proposed by Guan and Gordon. 19 Another iterative method included in our comparative evaluation was based on searching for a least-squares solution to the projection equations using the conjugate gradient optimization technique. Implementation of the conjugate gradient reconstruction algorithm was borrowed from the RECLBL library. 20 It has been suggested that imposing additional criteria on the least-squares solution of the projection equations could improve the quality of the reconstructed image. One such criterion involved searching for the solution with minimum squared norm:
In Eq. ͑2͒ X denotes the reconstructed image vector and x i 's are its individual elements ͑pixels͒. Another criterion that has been proposed for applications in image restoration and reconstruction is maximization of image entropy. 21, 22 In this approach, from all feasible solutions that satisfy the constraints ͑i.e., projection equations͒ the one that maximizes the entropy functional is selected. The entropy of an image, S(X), is defined as
We have combined the minimum squared norm and the maximum entropy criteria into an algorithm that searches for the minimum of the following cost functional, C(X):
The first component in Eq. ͑4͒ represents the sum of squares of differences between the measured and the calculated projection samples. All three components of the cost functional are multiplied by appropriately chosen positive numbers a, b, and c. The magnitudes of these reflect the relative importance assigned to the contributions of different components to the overall cost. The dominating component is the sum of squares, which represents our specific knowledge about the image function derived from the projection measurements. The other two components are given smaller weightings. The ratios between the weightings used in this study are 10:1:1 (a:b:c). Also, it should be noted that the entropy component is included in the cost with a negative sign so that maximization of entropy corresponds to minimization of the cost functional.
In our iterative CT reconstruction method, we employ the simulated annealing algorithm for the minimization of the cost functional. Simulated annealing, which was originally described by Kirkpatrick et al., 23 has been shown to be a powerful optimization method particularly suitable for large scale systems. In our implementation of the simulated annealing algorithm, pixel values of the reconstructed image are being optimized with respect to the cost functional. Starting from a uniform image, pixel values are iteratively adjusted by a random value. If the change results in reduction of the cost, it is promptly accepted, otherwise the acceptance occurs only with the probability given by the adapted Boltzmann formula:
where ⌬C is the change in the cost functional and T is the ''temperature'' parameter of the system at the current iteration. The simulated annealing algorithm requires heuristic setting of the initial temperature and the rate at which it drops throughout the iterations. The suitable choice depends on the magnitude and behavior of the cost functional and has to be determined through experimentation.
B. Projection data acquisition
Megavoltage x-ray projection data for this study were acquired with a 6 MV beam from a radiotherapy linear accelerator ͑Mevatron KD-2, Siemens Medical Systems, Concord, CA͒. A commercial fluoroscopic EPID ͑Beamview PLUS , Siemens Medical Systems, Concord, CA͒ was used as the x-ray detector. Specialized, in-house developed software was used for digital acquisition and processing of projection images. The full field of view of the EPID detector is approximately 28.6 cmϫ21.4 cm at the isocenter plane. The digital image matrix consists of 512ϫ480 8 bit pixels. The field of view of the projection images was limited by the collimator to a 1-cm-wide horizontal strip. This way the effect of scatter on the transmission/attenuation measurements was minimized.
During acquisition of the projection images, the imaged objects ͑phantoms͒ were placed on the treatment couch and aligned with the axis of rotation of the gantry. Beginning with a gantry angle of 0, images were collected at evenly spaced intervals of angle of the gantry rotation. The angular interval was 11.25°, which yielded a total of 32 images ͑pro-jections͒ per phantom. The number of projections in the subset that was actually used in the reconstruction was varied as described in the following. The image acquisition scheme employed in the EPID includes video frame averaging for noise reduction. In routine portal imaging performed at this institution, typically 32 video frames are averaged to yield a single portal localization image. This corresponds to image acquisition time of approximately 1 s and provides a good compromise between reduction of the noise on one hand, and minimization of both the dose to the patient and the motion blur caused by patient movement, on the other. The same number of video frames was averaged during acquisition of the projection images. At the clinical linear accelerator dose rate of 200 MU/min, the dose delivered during the acquisition of one projection corresponded to ϳ3.6 MUs.
Images collected with the detector used in this study are subject to slight geometric distortions. They arise from both the variations in the geometrical alignment of the image detector with respect to the radiation source as well optical and electronic sources. The first type of distortion is more pronounced and occurs as a result of the detector sagging during gantry rotation. In order to be able to correct for all distortions, geometric calibrations of images were performed for the entire range of gantry motion. The calibrations involved imaging of a grid phantom in which a number of so-called ''tie'' points of known undistorted coordinates can be identified. The distortion was modeled with a third degree polynomial in two dimensions. The corresponding sets of the undistorted and distorted coordinates of the tie points were used to find the coefficients of the polynomial by least-squares fitting. After correction for distortions the projection images were resampled to the desired pixel size and reconstructed slice thickness. The eight central pixel rows were averaged into a one-dimensional projection array. Furthermore, the size of this array was reduced from the original 512 to 256 bins, which were computed as averages of two neighbors. Thus the resampled projections represented transmitted beam intensity measurements over an approximately 3.6-mm-thick slice, with the sampling aperture and interval of approximately 1.1 mm.
For the purpose of tomographic reconstruction, values of the path integral of the attenuation first have to be derived from the transmitted beam intensity data. This is done by calculating the natural logarithm of the ratio of the unattenuated and the transmitted beam intensity:
͑6͒
Unattenuated beam intensity samples, I 0 (i), were obtained from projection images acquired without any objects in the path of the beam.
In order to be able to use pixel values from the projection image to represent beam intensity in the path integral calculations, one has to calibrate the EPID response to the incident x-ray fluence ͑dose͒. If the EPID response were found to be nonlinear, this calibration would allow for correcting the transmitted beam intensity measurements, prior to the calculation of projection path integrals. The EPID pixel values were calibrated against ion chamber measurements, over the range of x-ray beam intensities encountered in clinical portal image acquisition. During the calibrations the beam intensity was varied by introducing attenuators of various thickness. The calibration results indicated that the EPID response was linear over the dynamic range of interest. Hence, no nonlinearity corrections were necessary for the calculation of path integrals.
C. Performance evaluation of megavoltage CT reconstruction
Quantitative and comparative evaluation of performance of the different CT reconstruction methods was carried out in three stages. A computer generated phantom was employed in the initial evaluation of the algorithms. The phantom simulated the cross section of a head and was originally introduced by Shepp and Logan. 24 As can be seen in Fig. 1 , eleven superimposed ellipses of different sizes, orientations, and densities relative to water, constitute the phantom. Attenuation coefficient values at megavoltage x-ray energies were used to generate synthetic projections of this phantom. In order to make the task of reconstruction from simulated projections as realistic as possible, the projections were modified by adding random noise. The noise distribution was Gaussian with the parameters corresponding to those observed in portal images collected by the EPID. The standard deviation of the additive noise component was set to 1% of the full dynamic range. The five different CT reconstruction algorithms evaluated on the ''megavoltage'' Shepp-Logan phantom included: convolution backprojection, additive and multiplicative ART ͑AART and MART͒, conjugate gradient, and our proposed maximization of entropy by simulated annealing ͑MESA͒. To evaluate the robustness of these methods in reconstruction from ''few-view'' data, the number of projections was varied. With each of the algorithms images were reconstructed consecutively from 16, 12, 10, 8, and 6 projections, which were evenly distributed over the 360°a ngle of rotation. The reconstructions were carried out on a 128ϫ128 pixel matrix. As objective and quantitative indicators of quality of the reconstruction we employed two measures of conformity of the reconstructed image to the original phantom, which were previously proposed by Guan and Gordon. 19 The first one, denoted as 1 , is defined as the linear correlation coefficient between the pixel values in the original ͑phantom͒ and the reconstructed images:
where x i and x i * are individual pixel values in the original and reconstructed images, respectively. The average pixel values for both images are denoted as x* and x . The second reconstruction quality indicator, 2 , is the rms difference ͑er-ror͒ between the two images:
.
͑8͒
Although these two indices cannot fully measure the usefulness of the megavoltage CT reconstruction techniques, they can provide a good indication of how the performance of each method is affected by noise in the projections and by the reduction in the number of projections used to reconstruct images.
In the second stage of the evaluation of the megavoltage CT reconstruction methods a physical phantom of simple geometry was employed. The phantom consisted of a solid disk of Plexiglas™, 10 cm thick and 25 cm in diameter, and five holes of 5 cm diameter at evenly spaced angles around the circumference of the phantom. Into these holes, cylinders made of various materials with electron and physical densities that are of interest were inserted. Figure 2 illustrates the geometry of the phantom and the insert materials. The purpose of the phantom is primarily to measure the contrast resolution in the megavoltage CT images and to determine their accuracy as a source of information on densities of imaged materials. This information would be useful in comparing the planned and the actual dose distributions in the patient. The projections of the phantom were collected using the procedure outlined in Sec. II B. Ideally, the pixel values of the reconstructed image should have a linear relationship to the attenuation coefficient and electron density of the material being imaged. The reconstructions of this phantom were used to calibrate this relationship and verify the linearity of the pixel response.
The final test of the megavoltage CT reconstruction methods was carried out by performing tomographic imaging of realistic anatomical structures. For this purpose an anthropo- morphic head phantom was selected, because of anatomical interest and size considerations. First, a reference image was acquired using a diagnostic CT scanner ͑Somatom Plus, Siemens Medical Systems, Erlangen, Germany͒. The procedure for acquiring this scan was the same as the one used for the purpose of radiotherapy treatment planning. In particular, reference marks were placed on the phantom to allow its position to be reproduced on the treatment table of the linear accelerator ͑linac͒. After transferring and aligning the phantom on the treatment couch of the linac, the phantom was rotated around the cranio-caudad axis by 5°. As mentioned previously, this rotation out of the image plane would be difficult to detect and in general impossible to measure accurately using conventional portal verification based on single projectional radiographs. A set of projections of the rotated head phantom was collected, according to the previously described procedure, and reconstructions of a transverse slice of the phantom were performed. As in previous experiments, the reconstructed image was created on a 128 by 128 pixel array, with a pixel size equal to approximately 2.2 mm. The number of projections used in reconstruction was 6 and 8. In order to establish whether the introduced rotational setup error can be accurately measured in the reconstructed megavoltage CT images, both of them were registered with the planning CT scan using a software package previously developed for portal image registration. 25 The anatomical feature used for registration between the ''planning'' and ''treatment'' CT images was the inside edge of the posterior section of the skull. The fact that this landmark is not rotationally symmetric made it suitable for image registration with respect to the angle of rotation. This feature was manually delineated in both images.
III. RESULTS AND DISCUSSION
The images of the megavoltage Shepp and Logan phantom, reconstructed with the five different algorithms included in the evaluation, are shown in Fig. 3 . For each of the algorithms three images are shown, corresponding to 6, 10, and 16 projections used in the reconstruction. Just a visual qualitative evaluation of these images indicates that the two advanced iterative reconstruction methods, namely MART and MESA, clearly outperformed the competition in this fewview reconstruction task. Both top performing algorithms were capable of producing good quality reconstructions of the test phantom from 10 or fewer projections. Quantitative and objective analysis of the reconstructed images, using the correlation ( 1 ) and rms error ( 2 ) quality indicators, confirms these subjective assessments. The resulting graphs of 1 and 2 as functions of the number of projections are shown in Figs. 4 and 5. In this comparison the MART algorithm performed the best overall. It can be seen that the correlation indices are closer for the different reconstruction methods when the number of projections is higher, but the advanced iterative methods are clearly superior when only a few projections are used. The reconstruction algorithms that showed the most promise in reconstruction of the Shepp and Logan phantom with few views are clearly MART and MESA.
Apart from the reconstruction accuracy, also computational complexity of different algorithms influences the choice of the method for practical implementation. In general, iterative methods are more computationally demanding, due to the iterative means of arriving at the reconstructed image. To compare the computational speed of the five different CT reconstruction methods used with the Shepp and Logan phantom, their execution times were measured on a Pentium III 733 MHz based PC. In this comparison the reconstructed image matrix was 128ϫ128 pixels, the projection array size was 256, and 10 projections were used in the reconstructions. As expected, convolution backprojection was by far the fastest algorithm and its running time was only 0.3 s. The three fastest of the iterative methods included in our comparison, namely the conjugate-gradient algorithm, MART, and AART, had execution times of 2.2, 2.6, and 2.7 s, respectively. This means that some of the best iterative performers, such as MART, can be practically implemented on a common PC. The most computationally demanding algorithm, based on simulated annealing ͑MESA͒, with the execution time of 25 min, would require a more advanced computer implementation to make its reconstruction times acceptable in practical use. It should also be pointed out here that the timing data should only be treated as a rough guide since no special effort was made to optimize codes for the different algorithms.
Figures 6͑a͒ and 6͑b͒ show images of the simple geometry phantom reconstructed from 10 projections using the MART and MESA algorithms, respectively. Approximately 36 MUs were used during the acquisition of the projection data for these reconstructions. This corresponded to approximately 20 cGy of dose delivered to the center of the phantom. The orientation of the phantom with its inserts in these images is the same as in the diagram of Fig. 2 . The lowdensity features at the bottom of the images came from a semihollow wooden support that was partially outside the field of view of the detector during the projection acquisition. Both algorithms proved to be very robust when projection data are incomplete. In each of the reconstructed images six regions of interest ͑ROIs͒ were defined as 5ϫ5 pixel squares ͑covering 11 2 mm 2 in the phantom͒ which were centered on the blocks of different materials constituting the phantom ͑5 insertsϩthe main body of the phantom͒. Within the ROIs, averages and standard deviations of the reconstructed linear attenuation coefficient values were calculated. From these parameters, calculated for the ROI centered on the water insert, a low contrast detectibility measure was derived as a ratio ͑expressed in percent͒ of the standard deviation to the average of the attenuation coefficient values. The low contrast detectibility index was approximately 6% for both the MART and the MESA reconstructed images. The signal-to-noise index, defined as the ratio of the full dynamic range of the reconstructed values to the standard deviation within the ROIs, was about 45.
After rescaling to the Hounsfield unit scale the average pixel values from the ROIs defined in the MESA recon- structed image were then graphed against the known electron densities of the phantom materials. The result is shown in Fig. 7 . Error bars represent the standard errors of the averages. It can be clearly seen from this graph that the relationship between the pixel values in the reconstructed images and the electron density is very linear over the entire range of densities that was studied. The linear correlation coefficient between the electron density and the pixel value was equal to 0.999 (pϽ0.0001).
In the final test series megavoltage CT images of the anthropomorphic head phantom were reconstructed using the MART and MESA algorithms. Figure 8͑a͒ and 8͑b͒ show the reconstructions for each method using 8 projections. The megavoltage CT images are shown after the anatomical features were marked. The results of the registrations with the corresponding diagnostic ͑treatment planning͒ CT of the phantom are shown in Figs. 9͑a͒ and 9͑b͒ . The cranial features were well matched to the reference diagnostic image. Both registrations, using MART and MESA, indicated a relative rotation of approximately 4°between the megavoltage and planning CT images. This is very close to the 5°rotation that was actually applied to the phantom while positioning it for the megavoltage CT scan.
IV. CONCLUSIONS
There are several conclusions that can be drawn from this work. The first one is that under the dose limiting constraints, which in commercial EPID-based megavoltage tomography translate to the limited number of projectional views, advanced iterative reconstruction algorithms by far outperform alternative approaches. This is particularly significant with respect to the conventional convolution-backprojection algorithm, which was a common choice in previous studies on megavoltage CT.
The second major conclusion of this study is that even few-view megavoltage tomography can be successfully used to determine attenuation coefficient and electron density of various materials within a wide range of densities of interest in radiation therapy. The standard deviation of the random error in the reconstructed attenuation coefficient for water was 6%. This reasonably good precision and the excellent linearity of the megavoltage CT numbers with respect to electron density, indicate that megavoltage CT data could be useful in dose distribution calculations. However, with the current relatively inefficient commercial EPID detectors, the dose delivered during the acquisition of projections is still somewhat high ͑several times higher than in diagnostic CT͒, even with the very efficient reconstruction methods employed in this study.
Third, one of the main conclusions of this work is that megavoltage CT would be useful for patient localization with as few as 6 -8 projections. The use of 6 -8 projections in reconstructing an image would result in a dose of less than 20 cGy delivered to the patient, using the projection collection mechanism described here. Using more efficient EPID detectors, which are currently in development, would further reduce the dose. 4, 26 The capability of megavoltage CT to accurately measure rotational treatment setup errors, occurring out of the plane of the EPID detector, was tested by performing image registrations between the diagnosticplanning and the megavoltage-treatment CT images. These tests indicated accuracy of about 1°. This is considered acceptable since typically a rotational setup error would have to be of much greater magnitude than that to have clinical impact.
The maximization of entropy by simulated annealing algorithm, developed for this study, has shown performance comparable to that of the MART algorithm. Considering that it is computationally much more demanding, at present MESA would not be the method of choice for clinical implementation of megavoltage CT. However, visual analysis of the simple geometry phantom images reconstructed by MART and MESA ͑cf. Fig. 6͒ suggests that MESA is somewhat more effective in suppressing the ''smearing'' artifacts occurring along the projection ray lines and normally present in images reconstructed from few views. This warrants further investigation into the possibility of improving both the annealing schedule to reduce the time required for the reconstruction and improving the cost function with an aim to further enhance image quality. Also, the continuously increasing availability of affordable computing power will make the computational burden associated with MESA less significant.
The demonstrated capability of reconstructing useful images from only a few projectional views opens up a new, potentially attractive alternative in megavoltage tomography. The work to date has concentrated on reconstructing CT images from many ͑on the order of 100͒ views. Such approaches would require detectors at least an order of magnitude more efficient in detecting x-ray quanta than those of the currently available commercial EPIDs, in order for the dose incurred during projection acquisition to be acceptably low. Apart from the early megavoltage tomography efforts made with 1D scintillation detectors, 2, 6 only one 2D prototype EPID detector has shown promise for satisfying the low dose criterion in many-view MVCT. 5 In addition to the dose, the logistics of working the projection acquisition scheme into the normal treatment routine would pose a problem in many-view tomography. Only the tomotherapy mode of treatment renders itself readily to acquisition of large numbers of projections in the same way as a diagnostic CT scanner. 11, 27 For conventional treatments on linear accelerators the acquisition of projections from many angles would have to be done separately from the normal treatment sequence. This would add to the complexity of the treatment and verification procedure and likely have a negative effect on patient throughput. On the other hand, projection acquisition in the few-view megavoltage tomography would be much easier to incorporate in the treatment procedure. This is particularly true with the advent of conformal radiation therapy where irradiation from several different directions may be required to achieve an optimized dose distribution. Typically, the number of different beam orientations in optimized conformal therapy 28 will be comparable to the number of views required in the few-view tomography. This may allow for using the treatment beam orientations in the projection acquisition and consequently easier integration of megavoltage tomographic verification with the treatment delivery process. An interesting development in that respect was recently presented by Guan et al., who investigated MVCT reconstruction from a mixture of full and truncated projection data. 29 The truncated projections can be easily acquired during treatments when the beam aperture is partly closed. It was shown that the use of truncated ''treatment'' projections could allow for a reduction in the number of required full-beam projections.
