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Abstract
In this paper it is shown that if Ω ⊂ RN is an open, bounded Lipschitz set, and if f :
Ω × Rd×N×N → [0,∞) is a continuous function with f(x, ·) of linear growth for all x ∈ Ω,
then the relaxed functional in the space of functions of Bounded Hessian of the energy
F [u] =
∫
Ω
f(x,∇2u(x))dx
for bounded sequences in W 2,1 is given by
F [u] =
∫
Ω
Q2f(x,∇
2
u)dx+
∫
Ω
(Q2f)
∞
(
x,
dDs(∇u)
d|Ds(∇u)|
)
d|Ds(∇u)|.
This result is obtained using blow-up techniques and establishes a second order version of the
BV relaxation theorems of Ambrosio and Dal Maso [2] and Fonseca and Mu¨ller [27]. The use
of the blow-up method is intended to facilitate future study of integrands which include lower
order terms and applications in the field of second order structured deformations.
Mathematics Subject Classification (2010): 49J45, 49Q20
Keywords: Bounded Hessian functionals, quasiconvexity, relaxation.
1 Introduction
Variational models involving higher order derivatives of the underlying fields are ubiquitous in the
mathematical analysis of materials and imaging science. As remarked by Demengel in [22], the
space of functions of bounded Hessian, BH , is the natural setting for the study of certain problems
in plasticity and elasto-plasticity (see e.g., [11] [14] [15] [19] [20] [21] [36] [39]). Similar function
spaces have been adopted in the study of structured deformations, which model geometrical changes
at microscopic and macroscopic scales. Here the first order theory fails to account for the effect
of microscopic jumps in the gradients and curvature effects, and the second order theory was
introduced in [38] using the space BH and related spaces SBH,SBV 2. Recent results in [6] discuss
the second order theory in the SBV 2 setting and establish relaxation and integral representation
theorems.
Recently, the field of image processing has seen progress using energies with second order terms.
The addition of a second order term in the Rudin-Osher-Fatemi TV denoising model can act as
a regularizing factor, preventing the so-called “staircasing effect”, as discussed in [7], [8], [9], [18].
More applications of second order terms in regularization and denoising may be found in [29], [30],
[42]. Further, second order energies have seen applications in variational image fusion [34] and
image colorization [31].
In this paper we prove an integral representation result in BH for relaxed functionals with
linear growth defined on W 2,1. To be precise, given an open bounded Lipschitz set Ω in RN we
define the functional
1
F [u] :=
∫
Ω
f(x,∇2u)dx, u ∈W 2,1(Ω,Rd)
where f : Ω×Rd×N×N → [0,∞) is a continuous function with f(x, ·) of linear growth for all x ∈ Ω,
we consider the weakly-∗ lower semicontinuous envelope in the space BH(Ω,Rd), namely
F [u] := inf
{
lim inf
n→∞
F [un] : un → u in L
1(Ω;Rd), sup
n
‖un‖W 2,1 <∞
}
.
In Theorem 4.1 we prove that that, under some growth and regularity hypotheses on f , we can
represent F as
F [u] =
∫
Ω
Q2f(x,∇
2u)dx+
∫
Ω
(Q2f)
∞
(
x,
dDs(∇u)
d|Ds(∇u)|
)
d|Ds(∇u)|,
where Q2f is the 2-quasiconvex envelope of f , and for x ∈ Ω, (Q2f)∞(x, ·) is the recession function
of Q2f(x, ·), defined via
g∞(H) := lim sup
t→+∞
g(tH)
t
, (1.1)
for a function g : Rd×N×N → [0,∞).
This result may be seen as a second order version of those of Ambrosio and Dal Maso [2] as
well as Fonseca and Mu¨ller [27] on first order linear growth functionals.
This paper is inspired by recent progress in the field of A-quasiconvexity, in the sense of Fonseca
and Mu¨ller as introduced in [28] (see also [17]). In [4], Arroyo-Rabasa, De Philippis, and Rindler
use a combination of the blow-up method and Young measures to prove a relaxation result in a very
general setting. Knowing that the space BH may be viewed through the lens of A-quasiconvexity,
this paper adopts some of these techniques to BH relaxation, using the explicit structure of BH
that leads to deterministic arguments that avoid the use of Young measures.
In a recent relaxation paper, Breit, Diening and Gmeineder [10] examine what they call A-
quasiconvexity. As they note in Section 5, with the existence of an annihilator L, this reduces to
what Dacorogna called A-B quasiconvexity [17], with A := L and B := A. Although BH may be
viewed within the context of A-quasiconvexity by restricting matrix-valued measures to lie in the
subspace Rd⊗RN×Nsym , it is not obvious that we can cast it in the framework of A-B quasiconvexity
as easily. Regardless, for their argument of lower-semicontinuity, Breit, Diening and Gmeineder
make use of [4], and thus do not provide a Young measure-free argument.
The goal of this paper is to establish a relaxation result in the space BH using purely blow-up
methods without reference to Young measures. In order to establish the upper bound, we prove an
area-strict density theorem in a very general setting, requiring no extra structure on the limiting
measure µ. We develop the direct argument with an eye towards ultimately including lower order
terms in the relaxation, which is necessary for related problems, including a second order theory
of structured deformations which allows for a Cantor part in the Hessian (see [25]).
While the arguments in this paper are only for the second order case, an extension to higher
order derivatives should be possible without much extra work. We note that a higher order relax-
ation result is addressed by Amar and De Cicco in [1]. However, to our knowledge there seems to
be a gap in the proof of lower semicontinuty in [1], in particular in what concerns the singular part.
The proof in our paper makes use of modern results which take a completely different approach in
proving lower semicontinuity.
This paper is structured as follows: In Section 2 we establish some preliminary Reshetynak
continuity results and geometric properties of 2-quasiconvexity. In Section 3 we prove an area-
strict density result for Radon measures (see Theorem 3.4), and we obtain a second order extension
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theorem in order to apply this theorem to BH . Section 4 contains the main result, Theorem 4.1,
which is achieved by a direct blow-up argument.
2 Preliminaries
Let d,N ∈ N, let Ω be an open, bounded subset of RN , and consider the space of functions of
Bounded Hessian
BH(Ω;Rd) := {u ∈W1,1(Ω;Rd) : D2u is a finite Radon measure}
= {u ∈ L1(Ω;Rd) : Du ∈ BV(Ω;Rd×N )}.
We define the unit cube Q := {x ∈ RN : |xi| ≤
1
2 for all 1 ≤ i ≤ N}, and we consider the cube
of side length r centered at x0, Q(x0, r) := x0 + rQ = {x0 + ry : y ∈ Q}.
For simplicity of notation, we will often denote the Lebesgue measure of a Borel set E ⊂ RN
via the notation |E| := LN (E).
We recall that if µ ∈ M(Ω;Rd) is a finite Radon measure, then there exist µac ∈ L1(Ω;Rd),
µs ∈M(Ω;Rd) with |µs| ⊥ LN Ω, and a |µs|-measurable function νµ =
dµs
d|µs|
with |νµ(x)| = 1 for
|µs| almost every x ∈ Ω, such that for every Borel set E ⊂ Ω we have
µ(E) =
∫
E
µac(x)dx +
∫
E
νµ(x)d|µs|(x),
and we write µ = µacL
N Ω + µs. In what follows, if the measure µ being referenced is clear in
the context, we will often drop the subscript and write νµ as ν. Similarly, the total variation |µ|
admits a Radon-Nikodym decomposition |µ| = |µ|acLN Ω + |µ|s. The next lemma establishes
that the total variation of the absolutely continuous and the singular part of a Radon measure
coincide, respectively, with the absolutely continuous and singular part of the total variation.
Lemma 2.1. Let µ ∈ M(Ω;Rd) be a finite Radon measure. Then |µ|ac(x) = |µac|(x) for LN
almost every x ∈ Ω and |µs| = |µ|s.
Proof. By the definition of a singular measure and the Radon-Nikodym decomposition, we can
split Ω into disjoint Borel sets A,B such that µ A = µacLN Ω, µ B = µs, |µs|(A) = |B| = 0.
We claim that
|µ| = |µ| A+ |µ| B
is the Radon-Nikodym decomposition of |µ| with respect to LN Ω. Indeed, for any Borel set E
such that |E| = 0, we have
(|µ| A)(E) = |µ|(E ∩A) = sup
{ ∞∑
i=1
|µ(Fi)| : Fi Borel, pairwise disjoint,
∞⋃
i=1
Fi = E ∩ A
}
.
Note that for any F ⊂ E ∩A, we have |µ(F )| = |µ(F ∩A)| = |(µ A)(F )| = 0, since µ A << LN
and F ⊂ E. We conclude that (|µ| A)(E) = 0 and thus |µ| A << LN . On the other hand, we
claim that the measure |µ| B is singular with respect to the Lebesgue measure. This follows from
the fact that |B| = 0 and (|µ| B)(A) = |µ|(A ∩B) = 0 since A and B are disjoint. We conclude
|µ| A = |µ|acLN Ω and |µ| B = |µ|s.
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Now, we show that for any Borel set P we have |µ| P = |µ P |. Indeed, if E is a Borel set,
then
|µ P |(E) = sup
{ ∞∑
i=1
|µ P (Fi)| : Fi Borel, pairwise disjoint,
∞⋃
i=1
Fi = E
}
= sup
{ ∞∑
i=1
|µ(P ∩ Fi)| : Fi Borel, pairwise disjoint,
∞⋃
i=1
Fi = E
}
≤ sup
{ ∞∑
i=1
|µ(Gi)| : Gi Borel, pairwise disjoint,
∞⋃
i=1
Gi = E ∩ P
}
(2.1)
= |µ|(E ∩ P ) = (|µ| P )(E). (2.2)
Given any family {Gi}∞i=1 as in (2.1), we can add G0 := E \ P which is disjoint from each of the
Gi, satisfies |µ(P ∩G0)| = 0 and
⋃∞
i=0Gi = E. Thus, we can bound (2.1) from above by
sup
{ ∞∑
i=0
|µ(P ∩Gi)| : Gi Borel, pairwise disjoint,
∞⋃
i=0
Gi = E
}
= |µ P |(E).
This, together with (2.2), yields |µ P |(E) = (|µ| P )(E) for every Borel set E, and so the
measures are equal. Thus we have
|µac|L
N Ω = |µacL
N Ω| = |µ A| = |µ| A = |µ|acL
N Ω,
therefore |µac(x)| = |µ|ac(x) for LN almost every x ∈ Ω and
|µs| = |µ B| = |µ| B = |µ|s.
We consider a functional F :W 2,1(Ω,RN )→ [0,∞] given by
F [u] :=
∫
Ω
f(x,∇2u)dx, u ∈W 2,1(Ω,RN ),
where f : Ω × Rd×N×N → [0,∞) is a continuous integrand satisfying the following hypotheses:
(H1) Linear growth at infinity: 0 ≤ f(x,H) ≤ C(1 + |H |) for all x ∈ Ω, H ∈ Rd×N×N and
some C > 0;
(H2) Modulus of continuity: |f(x,H) − f(y,H)| ≤ ω(|x − y|)(1 + |H |) for all x, y ∈ Ω, H ∈
Rd×N×N , where ω(s) is a nondecreasing function with w(s)→ 0 as s→ 0+.
In the proof of the main result, we will begin by demonstrating the lower bound under the
additional assumption:
(H3) Coercivity: f(x,H) ≥ c|H | for all x ∈ Ω, H ∈ Rd×N×N and some c ∈ (0, 1).
We say that a Borel measurable function g : Rd×N×N → [0,∞) is 2-quasiconvex if for every
H ∈ Rd×N×N and for all w ∈W 1,20 (Q;R
d), we have
g(H) ≤
∫
Q
g(H +∇2w(z))dz. (2.3)
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The notion of 2-quasiconvexity, introduced by Meyers in [37], is an extension of quasiconvexity
(see [16]) to second order integrands. In general, k-quasiconvexity is known to be a necessary and
sufficient condition for lower semicontinuity of integrands of kth order derivatives in the Sobolev
setting.
We also recall that the 2-quasiconvex envelope of g is given by
Q2g(H) := inf
{∫
Q
g(H +∇2w(z))dz | w ∈W 1,20 (Q;R
d)
}
for all H ∈ Rd×N×N .
From [28], Proposition 3.4, we have that for an upper semicontinuous function g : Rd×N×N → R,
Q2g is 2-quasiconvex. Given a continuous function f : Ω × Rd×N×N → [0,∞), with an abuse of
language we say that f is quasiconvex if f(x, ·) is quasiconvex for all x ∈ Ω, and Q2f(x, ·) denotes
the 2-quasiconvex envelope of f(x, ·).
Lemma 2.2. Let f : Ω × Rd×N×N → [0,∞) be a continuous function satisfying (H1), (H2) and
(H3). Then
|Q2f(x,H)−Q2f(y,H)| ≤
2C
c
ω(|x− y|)(1 + |H |) for all x, y ∈ Ω, H ∈ Rd×N×N
where ω, c, C are as in (H1)-(H3).
Proof. For any x, y ∈ Ω, H ∈ Rd×N×N and w ∈W 2,10 (Q;R
d) we have
∫
Q
f(x,H +∇2w(z))dz −
∫
Q
f(y,H +∇2w(z))dz
≤
∫
Q
|f(x,H +∇2w(z))− f(y,H +∇2w(z))|dz
≤
∫
Q
ω(|x− y|)(1 + |H +∇2w(z)|)dz (2.4)
by (H2). If f is coercive, then∫
Q
cω(|x− y|)(1 + |H +∇2w(z)|)dz ≤
∫
Q
ω(|x− y|)(1 + f(y,H +∇2w(z))dz, (2.5)
and so we have by (2.4) and (2.5),
Q2f(x,H)−
∫
Q
f(y,H +∇2w(z))dz ≤
1
c
∫
Q
ω(|x− y|)(1 + f(y,H +∇2w(z))dz. (2.6)
For η > 0 fixed, choose w such that∫
Q
f(y,H +∇2w(z))dz ≤ Q2f(y,H) + η,
so that (2.6) yields
Q2f(x,H)−Q2f(y,H)− η ≤
1
c
ω(|x− y|)(1 +Q2f(y,H) + η) ≤ 2
C
c
ω(|x− y|)(1 + |H |+ η)
where we used the fact that, by (H1), we have Q2f(y,H) ≤ C(1 + |H |). Letting η → 0 we have
Q2f(x,H)−Q2f(y,H) ≤ C˜ω(|x− y|)(1 + |H |)
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and by symmetry, the inequality holds where x and y are switched, yielding
|Q2f(x,H)−Q2f(y,H)| ≤ C˜ω(|x− y|)(1 + |H |). (2.7)
We will make use of the following lemma concerning the diagonalization of doubly indexed
sequences.
Lemma 2.3. Let X be a separable metric space, and let {µn,k}, {µn} ⊂M(X ;R
d), µ ∈M(X ;V )
be such that
µn,k
∗
⇀ µn as k →∞ for every n ∈ N,
µn
∗
⇀ µ,
and
lim sup
n→∞
lim sup
k→∞
‖µn,k‖ <∞.
Then, for every n ∈ N there exists kn such that
µn,kn
∗
⇀ µ as n→∞.
The proof of this lemma uses standard density arguments and we omit it here.
To prove Theorem 3.4 we will apply a lower semicontinuity theorem of Reshetnyak (see [41]).
Theorem 2.4. Let X be a locally compact, separable metric space and let {µn} be a sequence in
M(X ;Rd). If µn
∗
⇀ µ ∈M(X ;Rd), then
lim inf
n→∞
∫
X
G
(
dµn
d|µn|
(x)
)
d|µn| ≥
∫
X
G
(
dµ
d|µ|
(x)
)
d|µ|
for every continuous G : Rd → R positively 1-homogeneous and convex, satisfying the growth
condition |G(ξ)| ≤ C|ξ| for each ξ ∈ Rd and for some C > 0.
Our relaxation result relies on geometric properties of Hessians and 2-quasiconvex functions.
In particular, any 2-quasiconvex function is convex along certain directions, in analogy with qua-
siconvex functions being rank-one convex ([16], Theorem 1.7). More precisely, we will follow the
notation of Ball, Currie, and Olver [5]. By X(N, d, 2) we denote the space of symmetric bilinear
maps from RN × RN into Rd, noting that every Hessian matrix ∇2u(x0), with u : Ω → Rd and
x0 ∈ Ω, is in X(N, d, 2) when viewed as a bilinear map
(v1, v2) 7→
∂2u
∂v1∂v2
(x0).
We define the cone Λ(N, d, 2) as
Λ(N, d, 2) := {a⊗ b⊗ b : a ∈ Rd, b ∈ RN}.
Lemma 2.5. Let M = dim(X(N, d, 2)) = d(d+1)2 N . There is a basis {ξi}
M
i=1 ⊂ Λ(N, d, 2) for
X(N, d, 2) with |ξi| = 1 for every i ∈ {1, . . .M} and there exists c(N, d) > 0 such that for all
H ∈ X(N, d, 2) written as
H =
M∑
i=1
aiξi, ai ∈ R, i = 1, . . . ,M,
it holds that
1
c
|H | ≤
M∑
i=1
|ai| ≤ c|H |.
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Proof. Since tensors of the form
ek ⊗ ei ⊗ ej + ek ⊗ ej ⊗ ei, k = 1, . . . , d, and i, j = 1, . . . , N,
form a basis for X(N, d, 2), to see that we can form a basis contained in Λ(N, d, 2) it will suffice
to show that the span of Λ(N, d, 2) contains these basis vectors. When i = j, we trivially have
2ek ⊗ ei ⊗ ei ∈ Λ(N, d, 2),
and if i 6= j, we note that Λ(N, d, 2) contains
ek ⊗ (ei + ej)⊗ (ei + ej) = ek ⊗ (ei ⊗ ei + ej ⊗ ei + ei ⊗ ej + ej ⊗ ej)
which, combined with our above observation, implies that
ek ⊗ ei ⊗ ej + ek ⊗ ej ⊗ ei ∈ Span(Λ(N, d, 2)).
Thus we have Span(Λ(N, d, 2)) = X(N, d, 2) and we can select a basis for X(N, d, 2) consisting
of Λ(N, d, 2) tensors, and by scaling these appropriately we can guarentee |ξi| = 1 for every
i ∈ {1, . . . ,M}. Note that with H =
∑M
i=1 aiξi, ai ∈ R, i = 1, . . . ,M ,
‖H‖ :=
M∑
i=1
|ai|
defines a norm on X(N, d, 2), and the existence of a constant c > 0 such that
1
c
|H | ≤
M∑
i=1
|ai| ≤ c|H |
follows from the equivalence of norms on finite dimensional normed spaces.
Definition 2.6. We say that a function F : X(N, d, 2)→ R is Λ(N, d, 2)-convex if
F (tξ + (1− t)ξ′) ≤ tF (ξ) + (1− t)F (ξ′)
whenever (ξ − ξ′) ∈ Λ(N, d, 2), t ∈ (0, 1).
Theorem 3.3 in [5] relates 2-quasiconvexity to Λ(N, d, 2)-convexity.
Lemma 2.7. Let F : RN×d×d → R be continuous and 2-quasiconvex. Then F is Λ(N, d, 2)-convex.
Next we show that Λ(N, d, 2)-convex functions with linear growth are in fact Lipschitz con-
tinuous in all of X(N, d, 2). This lemma is a slight modification of a similar result on separately
convex functions in [26] Proposition 4.64. In this proof we use a mollification argument. Here,
and in what follows, φ ∈ C∞(RN ; [0,∞)) is such that supp(φ) ⊂ B(0, 1) and
∫
RN
φ(x)dx = 1. We
define the standard mollifiers φε(x) :=
1
εN φ(εx), ε > 0.
Lemma 2.8. Let f : Rd×N×N → R be a Λ(N, d, 2)-convex function such that
|f(H)| ≤ C(1 + |H |) (2.8)
for some C > 0 and all H ∈ Rd×N×N . Then
|f(H)− f(H ′)| ≤ C˜|H −H ′|
for all H,H ′ ∈ X(N, d, 2), where C˜ depends only on C,N and d.
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Proof. Step 1: First, consider the case where f ∈ C∞(RN×d×d). From Lemma 2.5 we can select
a basis {ξi} ⊂ Λ(N, d, 2) for X(N, d, 2). Fix H ∈ X(N, d, 2), which can be expressed as H =∑M
i=1 aiξi, ai ∈ R, i = 1, . . . ,M . Fix j ∈ {1, . . . ,M} and consider the function
g(t) = f
(
tξj +
∑
i6=j
aiξi
)
.
Since g is convex and smooth, it follows from [26] Theorem 4.62 that for every t, s ∈ R we have
g(t+ s)− g(t) ≥ g′(t)s.
In particular, letting s = 1 + |H | and t = aj ,
g′(t) =
∂f
∂ξj
(H) ≤
g(t+ s)− g(t)
s
≤
|f(H + (1 + |H |)ξj)|+ |f(H)|
1 + |H |
=
C(1 + |H |+ |ξj |(1 + |H |)) + C(1 + |H |)
1 + |H |
≤ 3C
1 + |H |
1 + |H |
= 3C,
by virtue of (2.8) and the fact that |ξj | = 1. Similarly,
g(t− s)− g(t) ≥ −g′(t)s
so
−g′(t) ≤
g(t− s)− g(t)
s
≤ 3C
1 + |H |
1 + |H |
= 3C
and thus ∣∣∣∣ ∂f∂ξj (H)
∣∣∣∣ ≤ 3C
for every j = 1, . . . ,M, and H ∈ X(N, d, 2). Let H,H ′ ∈ X(N, d, 2). By the mean value theorem,
we can find θ ∈ (0, 1) so that
|f(H)− f(H ′)| = |∇f(θH + (1− θ)H ′) · (H −H ′)| (2.9)
and we can decompose H −H ′ into
∑M
i=1 biξi so that
|∇f(θH + (1− θ)H ′) · (H −H ′)| =
∣∣∣∣
M∑
i=1
M∑
j=1
∂f
∂ξi
(θH + (1− θ)H ′)bjξi · ξj
∣∣∣∣
≤
M∑
i=1
M∑
j=1
3C|bj | ≤ 3cMC|H −H
′|
where we used Lemma 2.5. We conclude in view of (2.9).
Step 2: For an arbitrary Λ(N, d, 2)-convex function f satisfying (2.8), consider the mollified
functions fε := f ∗φε, ε > 0. Each function fε is still Λ(N, d, 2)-convex and for every H ∈ R
N×d×d
we have
|fε(H)| ≤
∣∣∣∣
∫
RN×d×d
φε(S)f(H − S)dS
∣∣∣∣ ≤ C
∫
B(0,ε)
φε(S)(1 + |H − S|)dS
≤ C(1 + |H |),
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and by Step 1
|fε(H)− fε(H
′)| ≤ C˜|H −H ′|
for every H,H ′ ∈ X(N, d, 2) for some C˜ independent of ε. Since fε → f pointwise as ε→ 0+, we
have our desired result.
To prove the upper bound, we will establish an area-strict density result in BH . The notion of
area-strict convergence, as discussed in [40], is as follows.
Definition 2.9. We say that a sequence of Radon measures {µn} ⊂ M(Ω;Rk) converges area-
strictly to µ ∈M(Ω;Rk) if µn
∗
⇀ µ, i.e.,∫
Ω
ψ · dµn →
∫
Ω
ψ · dµ for every ψ ∈ Cc(Ω;R
k),
and ∫
Ω
√
1 +
∣∣µnac∣∣2dx+ |µns |(Ω)→
∫
Ω
√
1 +
∣∣µac∣∣2dx+ |µs|(Ω).
We will make use of another Reshetnyak-type theorem found in [33] Theorem 5.
Theorem 2.10. Let f ∈ E(Ω;Rd×N) and let {µn} be a sequence of matrix valued measures on Ω
such that µn → µ area-strictly on Ω. Then
∫
Ω
f(x, µnac)dx+
∫
Ω
f∞
(
x,
dµns
d|µns |
)
d|µns | →
∫
Ω
f(x, µac)dx +
∫
Ω
f∞
(
x,
dµs
d|µs|
)
d|µs|,
where
E(Ω;Rd×N) :=
{
f : Ω× Rd×N → R | fˆ(x, ξ) := (1− |ξ|)f(x, (1 − |ξ|)−1ξ) as a function
in Ω×B(0, 1) has a continuous extension to Ω×B(0, 1)
}
.
We apply Theorem 2.10 to obtain the following result:
Theorem 2.11. Let f : Ω×Rd×N×N → [0,∞) be a 2-quasiconvex continuous integrand satisfying
the growth condition (H1). Then the functional
G[u] :=
∫
Ω
f(x,∇2u(x))dx+
∫
Ω
f∞
(
x,
dDs(∇u)
d|Ds(∇u)|
(x)
)
d|Ds(∇u)|(x)
is continuous with respect to area-strict convergence of D(∇u).
Proof. From Lemma 1 in [33], we know that since f is continuous and nonnegative with linear
growth, we can find gk, hk ∈ E(Ω;Rd×N×N) such that
gk(x,H)ր f(x,H), g
∞
k (x,H)ր f#(x,H),
hk(x,H)ց f(x,H), h
∞
k (x,H)ց f
#(x,H),
for every x ∈ Ω, H ∈ X(N, d, 2), where
f#(x,H) := lim inf
{
f(x′, tH ′)
t
: x′ → x,H ′ → H, t→ +∞
}
,
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and
f#(x,H) := lim sup
{
f(x′, tH ′)
t
: x′ → x,H ′ → H, t→ +∞
}
.
Let u ∈ BH(Ω;Rd) and let un ∈W 2,1(Ω;Rd) be such that un → u inW 1,1 and ∇2unLN Ω→
D(∇u) area-strictly. For every k we apply Theorem 2.10 to obtain
lim inf
n→∞
G[un] ≥ lim inf
n→∞
∫
Ω
gk(x,∇
2un)dx
=
∫
Ω
gk(x,∇
2u)dx+
∫
Ω
g∞k
(
x,
dDs(∇u)
d|Ds(∇u)|
)
d|Ds(∇u),
and
lim sup
n→∞
G[un] ≤ lim sup
n→∞
∫
Ω
hk(x,∇
2un)dx
=
∫
Ω
hk(x,∇
2u)dx+
∫
Ω
h∞k
(
x,
dDs(∇u)
d|Ds(∇u)|
)
d|Ds(∇u).
Taking the supremum over k, we apply Monotone Convergence to conclude
lim inf
n→∞
G[un] ≥
∫
Ω
f(x,∇2u)dx+
∫
Ω
f#
(
x,
dDs(∇u)
d|Ds(∇u)|
)
d|Ds(∇u)|. (2.10)
Similarly, since h1, h
∞
1 ∈ E(Ω;R
d×N×N ) we can apply Monotone Convergence to −hk,−h
∞
k to
conclude
lim sup
n→∞
G[un] ≤
∫
Ω
f(x,∇2u)dx+
∫
Ω
f#
(
x,
dDs(∇u)
d|Ds(∇u)|
)
d|Ds(∇u)|. (2.11)
A generalization of Alberti’s Rank One theorem to Hessians, proved in [23], Theorem 1.6, says
that
Ds(∇u)
|Ds(∇u)|
(x) ∈ Λ(N, d, 2) (2.12)
for |Ds(∇u)| almost every x. We claim that for all H ∈ Λ(N, d, 2)
f#(x,H) = f
#(x,H) = f∞(x,H). (2.13)
To see this, as in [33], we examine the expression
f(x′, tH ′)
t
=
f(x′, tH ′)− f(x′, tH)
t
+
f(x′, 0)
t
+
f(x′, tH)− f(x′, 0)
t
(2.14)
for x′ ∈ Ω, H ′ ∈ X(N, d, 2) and t > 0. By Lemma 2.7, f(x, ·) is Λ(N, d, 2)-convex with linear
growth. Hence by Lemma 2.8, f(x, ·) is Lipschitz on all of X(N, d, 2) and the Lipschitz constant
is independant of x. Thus, the first term in (2.14) will vanish as H ′ → H .
The second term clearly goes to zero as t → +∞, so we turn to the third term. We note that
for all H ∈ Λ(N, d, 2), y ∈ Ω,
f(y, tH)− f(y, 0)
t
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is an increasing function in t by Λ(N, d, 2)-convexity, and since f(y, ·) is Lipschitz, we have, recalling
(1.1),
lim
t→+∞
f(y, tH)− f(y, 0)
t
= sup
t>0
f(y, tH)− f(y, 0)
t
= f∞(y,H).
As f is continuous in y for every H , we can apply Dini’s Theorem to conclude that the convergence
as t → +∞ is locally uniform in y. Thus, the third term converges to f∞(x,H) as t → +∞ and
x′ → x.
In view of (2.10), (2.11), (2.12) and (2.13) we conclude that
lim
n→∞
G[un] = G[u].
3 Density Result
Here we prove a useful density result which states that we can approximate a measure in the
area-strict sense via smooth functions, as long as the domain is sufficiently regular. In order to
prove this, we will need the following estimates.
Lemma 3.1. Let Ω ⊂ RN be an open set. Let g : Rd → R be a convex function satisfying
|g(ξ)| ≤ C(1 + |ξ|) for some C > 0 and all ξ ∈ Rd, and let µ ∈ M(Ω,Rd). For every x ∈ Ω and
ε < ε0 := dist(x, ∂Ω),
g((µac ∗ φε)(x)) ≤ (g(µac) ∗ φε)(x),
and
g((µs ∗ 2φε)(x)) ≤
∫
Ω
g(2tε(x)ν(y))
tε(x)
φε(y − x)d|µs|(y), (3.1)
where tε ∈ C∞(B(x, ε)); [0,∞)) is given by
tε(x) =
∫
Ω
φε(y − x)d|µs|(y)dy,
and (3.1) holds whenever tε(x) > 0, a set of |µs| density 1.
Proof. Fix x ∈ Ω and note that ε < ε0 implies that B(x, ε) ⊂ Ω. By Jensen’s inequality,
g((µac ∗ φε)(x)) = g
(∫
Ω
φε(y − x)µac(y)dy
)
≤
∫
Ω
φε(y − x)g(µac(y))dy = (g(µac) ∗ φε)(x).
where we used the fact that
∫
Ω
φε(y − x)dy = 1.
For the singular part, we set tε(x) :=
∫
Ω φε(y−x)d|µs|(y)dy. If ε << 1, then tε ∈ C
∞(B(x, ε0); [0,∞)),
and if tε > 0 then the measure πε :=
1
tε
φε(· − x)|µs| is a probability measure. Thus, we can again
apply Jensen’s inequality to obtain
g((µs ∗ 2φε)(x)) = g
(∫
Ω
2φε(y − x)dµs(y)
)
= g
(∫
Ω
2tε(x)ν(y)dπε(y)
)
≤
∫
Ω
g(2tε(x)ν(y))dπε(y) =
∫
Ω
g(2tε(x)ν(y))
tε(x)
φε(y − x)d|µs|(y).
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In order to establish the lower bound for the singular part in both the density result and the
relaxation result, we invoke a lemma which can be found in [27], Lemma 2.13. To be precise,
Lemma 3.2. Let λ be a nonnegative Radon measure on RN . For λ almost every x0 ∈ RN and for
every 0 < σ < 1,
lim sup
r→0+
λ(Q(x0, σr))
λ(Q(x0, r))
≥ σN . (3.2)
We will use a modification of this lemma: in (3.2) we can choose r → 0+ so that, given another
Radon measure µ, neither µ nor λ charge the boundary of the larger cubes. Namely, we have the
following result.
Lemma 3.3. Let λ and µ be nonnegative Radon measures in RN . For every 0 < σ < 1, and for
λ almost every x0 ∈ RN , there exist rn → 0+ such that µ(∂Q(x0, rn)) = λ(∂Q(x0, rn)) = 0 and
lim
n→∞
λ(Q(x0, σrn))
λ(Q(x0, rn))
≥ σN .
Proof. Fix σ ∈ (0, 1) and x0 ∈ R
N so that, by Lemma 3.2, we can find ρn → 0
+ such that
lim
n→∞
λ(Q(x0, σρn))
λ(Q(x0, ρn))
≥ σN . (3.3)
For every n ∈ N, we can select δn < ρn such that
λ(Q(x0, σδn)) ≥
n
n+ 1
λ(Q(x0, σρn)).
Find r˜n ∈ (δn, ρn) such that µ(∂Q(x0, r˜n)) = λ(∂Q(x0, r˜n)) = 0. We obtain
λ(Q(x0, σr˜n))
λ(Q(x0, r˜n))
≥
λ(Q(x0, σδn))
λ(Q(x0, ρn))
≥
n
n+ 1
λ(Q(x0, σρn))
λ(Q(x0, ρn))
,
and by (3.3) we conclude that
lim inf
n→∞
λ(Q(x0, σr˜n))
λ(Q(x0, r˜n))
≥ σN .
Since the sequence
{λ(Q(x0,σr˜n))
λ(Q(x0,r˜n))
}
is bounded, we can extract a subsequence {rn}n∈N ⊂ {r˜n}n∈N
such that
lim
n→∞
λ(Q(x0, σrn))
λ(Q(x0, rn))
= lim inf
n→∞
λ(Q(x0, σr˜n))
λ(Q(x0, r˜n))
≥ σN .
We now state and prove the main result of this section.
Theorem 3.4. Let U be an open, bounded set in RN , let µ ∈ M(U ;Rd) be a Radon measure, and
let g : Rd → [0,∞) be a convex function such that
0 ≤ g(p) ≤ C(1 + |p|) for all p ∈ Rd and some C > 0 (3.4)
and ∣∣∣∣g(tp)t − g∞(p)
∣∣∣∣ ≤ Ctα (3.5)
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for some α > 1 and C > 0 and all p ∈ Rd with |p| = 1 and every t > 0. Then, for every Ω ⊂⊂ U
with |∂Ω| = |µ|(∂Ω) = 0,
lim
ε→0+
∫
Ω
g(µε)dx =
∫
Ω
g(µac)dx +
∫
Ω
g∞(ν)d|µs|
where µε := µ ∗ φε for ε > 0.
Proof. Step 1: Lower bound. We claim that∫
Ω
g(µac)dx +
∫
Ω
g∞(ν)d|µs| ≤ lim inf
ε→0+
∫
Ω
g(µε)dx. (3.6)
For this inequality, we use the fact that {µεLN Ω} converges weakly-∗ to µ, and that {|µεLN
Ω|} converges weakly-∗ to |µ| (See [3], Theorem 2.2). It should be noted that in this step we do
not need the assumption that |µ|(∂Ω) = 0.
We will apply the blow-up argument originally found in [27]. Choose εk → 0 which achieve the
liminf, and, for simplicity, using the notation µεk =: µk, we define the Radon measures
λk(E) :=
∫
E
g(µk(x))dx
for any Borel set E ⊂ Ω. Due to the growth condition (3.4), we have
λk(Ω) =
∫
Ω
g(µk(x))dx ≤
∫
Ω
C(1 + |µk(x)|)dx = C
(
|Ω|+
∫
Ω
|µk|dx
)
, (3.7)
and since {µkLN Ω} converge weakly-∗, the sequence {
∫
Ω |µk|dx} is bounded. We deduce that
{λk(Ω)} is bounded, therefore, along a subsequence (not relabled) we have λk
∗
⇀ λ for some
nonnegative finite Radon measure λ.
The growth conditions on g yield
λ << LN Ω+ |µ|. (3.8)
Indeed, let E be any Borel subset of Ω with |E| = |µ|(E) = 0. By inner regularity, it suffices to
show λ(K) = 0 for every K ⊂ E compact. For any such K, we have
|K| = |µ|(K) = 0. (3.9)
Define the open sets
Kδ := {x ∈ Ω : dist(x,K) < δ}.
Since ∂Kδ = {x ∈ Ω : dist(x,K) = δ} are an uncountable family of disjoint sets, we can select
δi → 0+ such that
|µ|(∂Kδi) = 0. (3.10)
We have by (3.7)
λ(K) ≤ λ(Kδi) ≤ lim inf
k→∞
λk(Kδi) ≤ lim inf
k→∞
C
(
|Kδi |+
∫
Kδi
|µk|dx
)
= lim
k→∞
C
(
|Kδi |+
∫
Kδi
|µk|dx
)
= C
(
|Kδi |+ |µ|(Kδi)
)
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by virtue of (3.10) and the fact that |µk|LN Ω
∗
⇀ |µ|. Since
⋂
δ>0Kδ = K, letting i→∞, we get
by (3.9)
λ(K) ≤ C
(
|K|+ |µ|(K)
)
= 0,
and this concludes (3.8).
We claim that
dλ
dLN
(x0) ≥ g(µac(x0)) for L
Na.e. x0 ∈ Ω, (3.11)
and
dλ
d|µs|
(x0) ≥ g
∞(ν(x0)) for |µs| a.e. x0 ∈ Ω. (3.12)
If (3.11) and (3.12) hold, then∫
Ω
g(µac(x))dx +
∫
Ω
g∞(ν(x))d|µs|(x) ≤ λ(Ω) ≤ lim inf
k→∞
λk(Ω) = lim
k→∞
∫
Ω
g(µk(x))dx
and this yields (3.6).
We begin by establishing the inequality for the absolutely continuous part, i.e., (3.11). For LN
almost every x0 ∈ Ω, we have
dλ
dLN
(x0) = lim
r→0
λ(Q(x0, r))
rN
exists and is finite,
lim
r→0
1
rN
∫
Q(x0,r)
|µac(x)− µac(x0)|dx = 0, (3.13)
lim
r→0
|µ|(Q(x0, r))
rN
= |µ|ac(x0) = |µac|(x0), (3.14)
and
lim
r→0
|µs|(Q(x0, r))
rN
= lim
r→0
|µ|s(Q(x0, r))
rN
= 0. (3.15)
where we have used Lemma 2.1 in (3.14) and (3.15). Choose rn → 0 such that |µ|(∂Q(x0, rn)) =
λ(∂Q(x0, rn)) = 0. Then
dλ
dLN
(x0) = lim
n→∞
λ(Q(x0, rn))
rNn
= lim
n→∞
lim
k→∞
λk(Q(x0, rn))
rNn
= lim
n→∞
lim
k→∞
1
rNn
∫
Q(x0,rn)
g(µk(x))dx. (3.16)
Define the functions vn,k(y) := µk(x0 + rny) for y ∈ Q. Apply a change of variables so that
(3.16) becomes
dλ
dLN
(x0) = lim
n→∞
lim
k→∞
∫
Q
g(vn,k(y))dy. (3.17)
Since µkLN Ω
∗
⇀ µ, we have that for every n ∈ N, the measures vn,k LN Q converge weakly-∗
to a measure πn given by
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πn(E) :=
(T#x0,rnµ)(E)
rNn
=
µ(x0 + rnE)
rNn
, for every Borel set E ⊂ Q, (3.18)
where T#x0,rnµ denotes the push-forward of µ under the mapping x 7→
x−x0
rn
. Indeed, by the standard
change of variables for push-forward measures (see [12], Theorem 3.6.1), for any test function
ψ ∈ Cc(Q) we have∫
Q
vn,k(y)ψ(y)dy =
∫
Q
µk(x0 + rny)ψ(y)dy =
1
rNn
∫
Q(x0,rn)
µk(x)ψ
(
x− x0
rn
)
dx
k→0
−→
1
rNn
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
dµ(x) =
1
rNn
∫
Q
ψ(y)d(T#x0,rnµ)(y)
=
∫
Q
ψ(y)dπn(y).
In turn, πn
∗
⇀ µac(x0)LN Q. To see this, fix any ψ ∈ Cc(Q). We have∣∣∣∣
∫
Q
ψ(y)dπn(y)−
∫
Q
ψ(y)µac(x0)dy
∣∣∣∣
=
1
rNn
∣∣∣∣
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
dµ(x)−
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
µac(x0)dx
∣∣∣∣
=
1
rNn
∣∣∣∣
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
(µac(x)− µac(x0))dx +
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
dµs(x)
∣∣∣∣
≤ ‖ψ‖∞
(
1
rNn
∫
Q(x0,rn)
|µac(x)− µac(x0)|dx+
|µs|(Q(x0, rn))
rNn
)
which goes to 0 as n→∞ by (3.13) and (3.15). Thus, πn
∗
⇀ µac(x0) LN Q. We also observe
lim sup
n→∞
lim sup
k→∞
‖vn,kL
N Q‖ = lim sup
n→∞
lim sup
k→∞
∫
Q
|µk|(x0 + rny)dy
= lim sup
n→∞
1
rNn
lim sup
k→∞
∫
Q(x0,r)
|µk|(x)dx
≤ lim sup
n→∞
|µ|(Q(x0, r))
rN
= |µ|ac(x0).
If we fix t ∈ (0, 1) and note that
lim
n→∞
lim
k→∞
∫
Q\tQ
|vn,k(y)|dy = lim
n→∞
lim
k→∞
1
rNn
∫
Q(x0,rn)\Q(x0,trn)
|µk(x)|dx
≤ lim
n→∞
|µ|(Q(x0, rn) \Q(x0, trn))
rNn
= lim
n→∞
(
|µ|(Q(x0, rn))
rNn
− tN
|µ|(Q(x0, trn))
tNrNn
)
= |µ|ac(x0)(1− t
N ),
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then by Lemma 2.3 we can find a diagonal sequence vn := vn,kn such that
lim
n→∞
lim
k→∞
∫
Q
g(vn,k(y))dy = lim
n→∞
∫
Q
g(vn(y))dy, (3.19)
lim
n→∞
∫
Q\tQ
|vn(y)|dy ≤ |µac(x0)|(1− t
N ), (3.20)
and vn
∗
⇀ µac(x0) LN Q.
Since g is convex, in view of Theorem 5.14 in [26] consider an affine function a + b · ξ ≤ g(ξ)
and observe that by (3.17) and (3.19),
dλ
dLN
(x0) = lim
n→∞
∫
Q
g(vn(y))dy ≥ lim inf
n→∞
∫
Q
(
a+ b · vn(y)
)
dy
= a+ lim inf
n→∞
∫
Q
b · vn(y)dy.
Let ψt ∈ Cc(Q; [0, 1]) be such that ψt = 1 in tQ. We have
lim inf
n→∞
∫
Q
b · vn(y)dy = lim inf
n→∞
(∫
Q
b · vnψtdy +
∫
Q
b · vn(1− ψt)dy
)
≥
∫
Q
b · µac(x0)ψtdy − lim sup
n→∞
|b|
∫
Q\tQ
|vn|dy
≥ b · µac(x0)t
N − |b||µac(x0)|(1 − t
N ),
where we have used (3.20). Thus for any t < 1 we have
dλ
dLN
(x0) ≥ a+ b · µac(x0)t
N − |b||µac(x0)|(1 − t
N ),
and sending t→ 1− yields
dλ
dLN
(x0) ≥ a+ b · µac(x0).
Since this holds for any affine function below g, we conclude that
dλ
dLN
(x0) ≥ g(µac(x0)).
To address the singular part, we fix σ ∈ (0, 1). The measures |µk|LN Ω are bounded in
total variation, so along a subsequence, not relabeled, they converge weakly-∗ to some nonnegative
Radon measure τ . We can decompose τ into measures τA and τB such that τA << |µs| and
τB ⊥ |µs|. Now, for |µs| almost every x0,
dλ
d|µs|
(x0) = lim
r→0
λ(Q(x0, r))
|µs|(Q(x0, r))
= lim
r→0
λ(Q(x0, r))
|µ|(Q(x0, r))
,
lim
r→∞
1
|µs|(Q(x0, r))
∫
Q(x0,r)
|µac|(x)dx = 0, (3.21)
∫
Q(x0,r)
|ν(x) − ν(x0)|d|µs|(x) = 0, (3.22)
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dτA
d|µs|
(x0) = lim
r→0
τ(Q(x0, r))
|µs|(Q(x0, r))
= lim
r→0
τ(Q(x0, r))
|µ|(Q(x0, r))
<∞, (3.23)
and by Lemma 3.3 we may select rn → 0 such that |µ|(∂Q(x0, rn)) = τ(∂Q(x0, rn)) = 0 and
lim
n→∞
|µ|(Q(x0, σrn))
|µ|(Q(x0, rn))
≥ σN . (3.24)
Note that in view of (3.8), λ(∂Q(x0, rn)) = 0 for all n ∈ N. We have
dλ
d|µs|
(x0) = lim
n→∞
λ(Q(x0, rn))
|µ|(Q(x0, rn))
= lim
n→∞
lim
k→∞
λk(Q(x0, rn))
|µ|(Q(x0, rn))
= lim
n→∞
lim
k→∞
1
|µ|(Q(x0, rn))
∫
Q(x0,rn)
g(µk(x))dx. (3.25)
Let
tn :=
|µ|(Q(x0, rn))
rNn
,
and define
vn,k(y) :=
µk(x0 + rny)
|µ|(Q(x0, rn))
rNn =
µk(x0 + rny)
tn
.
We apply a change of variables to (3.25) to get
dλ
d|µs|
(x0) = lim
n→∞
lim
k→∞
∫
Q
1
tn
g(tnvn,k(y))dy.
For a fixed n, as k →∞ we have vn,kLN Q
∗
⇀ πn, with
πn(E) :=
(T#x0,rnµ)(E)
|µ|(Q(x0, rn))
=
µ(x0 + rnE)
|µ|(Q(x0, rn))
, for every Borel set E ⊂ Q,
where, as in (3.18), T#x0,rnµ denotes the push-forward of µ under the mapping x→
x−x0
rn
. We note
also that
|vn,k| =
|µk|(x0 + rny)
|µ|(Q(x0, rn))
rNn ,
and hence |vn,k|L
N Q
∗
⇀ τn where
τn(E) :=
τ(x0 + rnE)
|µ|(Q(x0, rn))
.
Define the measures
ρn(E) :=
|µ|(x0 + rnE)
|µ|(Q(x0, rn))
, for every Borel set E ⊂ Q.
Then πn
∗
⇀ π, ρn
∗
⇀ ρ, for a Radon measure π ∈ M(Q;Rd) and ρ a finite nonnegative Radon
measure in M(Q), perhaps along a subsequence (not relabeled). We claim that
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π = ν(x0)ρ. (3.26)
Indeed, fix ψ ∈ Cc(Q). By Lemma 2.1 we have∣∣∣∣
∫
Q
ψ(y)dπn(y)−
∫
Q
ψ(y)ν(x0)dρn(y)
∣∣∣∣
=
1
|µ|(Q(x0, rn))
∣∣∣∣
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
dµ(x) −
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
ν(x0)d|µ|(x)
∣∣∣∣
≤
1
|µ|(Q(x0, rn))
∣∣∣∣
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
ν(x)d|µs|(x) −
∫
Q(x0,rn)
ψ
(
x− x0
rn
)
ν(x0)d|µ|s(x)
∣∣∣∣
+
1
|µ|(Q(x0, rn))
(∫
Q(x0,rn)
|ψ|
(
x− x0
rn
)
|µac|(x)dx +
∫
Q(x0,rn)
|ψ|
(
x− x0
rn
)
|µ|ac(x)dx
)
≤
‖ψ‖∞
|µ|(Q(x0, rn))
∫
Q(x0,rn)
|ν(x) − ν(x0)|d|µs|(x) +
2‖ψ‖∞
|µ|(Q(x0, rn))
∫
Q(x0,rn)
|µ|ac(x)dx,
which goes to 0 as n→∞ in view of (3.21) and (3.22). Since∫
Q
ψdπn →
∫
Q
ψdπ,
and ∫
Q
ψν(x0)dρn →
∫
Q
ψν(x0)dρ,
we conclude that π = ν(x0)ρ. We note that ρ(Q) ≥ σ
N . To see this, by (3.24) we have
ρ(Q) ≥ ρ(σQ) ≥ lim sup
n→∞
ρn(σQ) ≥ lim sup
n→∞
ρn(σQ)
= lim sup
n→∞
|µ|(Q(x0, σrn))
|µ|(Q(x0, rn))
≥ σN . (3.27)
Now, by (3.23),
lim
n→∞
lim
k→∞
‖|vn,k|L
N Q‖ = lim
n→∞
lim
k→∞
∫
Q
rNn
|µ|(Q(x0, rn))
|µk|(x0 + rny)dy
= lim
n→∞
1
|µ|(Q(x0, rn))
lim
k→∞
∫
Q(x0,rn)
|µk|(x)dx
≤ lim
n→∞
τ(Q(x0, rn))
|µ|(Q(x0, rn))
=
dτA
d|µs|
(x0) <∞,
hence by Lemma 2.3 we may diagonalize as in the absolutely continuous case, setting vn := vn,kn ,
obtaining
vnL
N Q
∗
⇀ ν(x0)ρ
dλ
d|µs|
(x0) = lim
n→∞
∫
Q
1
tn
g(tnvn(y))dy, (3.28)
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where we have used (3.24). Fix η > 0. For any p ∈ Rd and t > 0, we can apply (3.5) to p|p| and
t|p| which yields
g(tp)
t|p|
≥ g∞
(
p
|p|
)
−
C
|p|αtα
and thus
g(tp)
t
≥ g∞(p)−
C
|p|α−1tα
which implies that for |p| >
(
C
η
1
α−1
)
|t|
−α
α−1 we have
g(tp)
t
≥ g∞(p)− η.
Define the sets En := {|vn| >
(
C
η
) 1
α−1
|tn|
−α
α−1 }. Then,
lim
n→∞
∫
Q
1
tn
g(tnvn(y))dy ≥ lim sup
n→∞
∫
En
1
tn
g(tnvn(y))dy ≥ lim sup
n→∞
∫
En
g∞(vn(y))dy − η.
On the other hand,
lim sup
n→∞
∫
En
g∞(vn(y))dy ≥ lim inf
n→∞
∫
Q
g∞(vn(y))dy − lim sup
n→∞
∫
Q\En
g∞(vn(y))dy
and, since
lim sup
n→∞
∫
Q\En
g∞(vn(y))dy ≤ lim sup
n→∞
(
C
η
) 1
α−1
|tn|
−α
α−1 = 0,
because tn →∞ and α > 1 implies
−α
α−1 < −1,
lim
n→∞
∫
Q
1
tn
g(tnvn(y))dy ≥ lim inf
n→∞
∫
Q
g∞(vn(y))dy − η
for every η > 0, and so
lim
n→∞
∫
Q
1
tn
g(tnvn(y))dy ≥ lim inf
n→∞
∫
Q
g∞(vn(y))dy. (3.29)
Finally, by Theorem 2.4, since g∞ is convex and 1-homogeneous with the appropriate growth
condition, we have lower semicontinuity with respect to weak-∗ convergence, and so by (3.27),
(3.28) and (3.29) we obtain
dλ
d|µs|
(x0) ≥
∫
Q
g∞(ν(x0))dρ(y) ≥ g
∞(ν(x0))σ
N ,
and letting σ → 1− we conclude that
dλ
d|µs|
(x0) ≥ g
∞(ν(x0)).
Step 2: Upper bound. We claim that
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lim sup
ε→∞
∫
Ω
g(µε)dx ≤
∫
Ω
g(µac)dx +
∫
Ω
g(ν)d|µs|. (3.30)
We will use the blow-up method. Choose a sequence {εk} which achieves the limsup, and define
the measures
λk(E) :=
∫
E
g(µεk)dx for every Borel set E ⊂ Ω.
As in Step 1, we may pass along a subsequence to a weak-∗ limit
λ << LN + |µs|. (3.31)
To prove the upper bound, we will show that
dλ
dLN
(x0) ≤ g(µac(x0)) for L
Na.e. x0 ∈ Ω, (3.32)
and
dλ
d|µs|
(x0) ≤ g
∞(ν(x0)) for |µs| a.e. x0 ∈ Ω. (3.33)
Assuming (3.32) and (3.33), by our boundary regularity assumption on Ω and (3.31) we have
λ(∂Ω) = 0, and therefore
λ(Ω) = λ(Ω) ≥ lim sup
k→∞
λk(Ω) = lim sup
k→∞
λk(Ω),
while
λ(Ω) ≤
∫
Ω
g(µac(x))dx +
∫
Ω
g∞(ν(x))d|µs|(x),
and putting these together, we have (3.30). To prove (3.32), we know that for LN -almost every
x0, we have
dλ
dLN
(x0) = lim
r→0
λ(Q(x0, r))
rN
,
lim
r→0
|µs|(Q(x0, r))
rN
= 0, (3.34)
and
lim
r→0
∫
Q(x0,r)
|µac(x) − µac(x0)|dx = 0. (3.35)
For all such points x0, we can pick a sequence rn → 0 such that λ(∂Q(x0, rn)) = 0. Then,
dλ
dLN
(x0) = lim
n→∞
λ(Q(x0, rn))
rNn
= lim
n→∞
lim
k→∞
λk(Q(x0, rn))
rNn
,
and thus
dλ
dLN
(x0) = lim
n→∞
lim
k→∞
1
rNn
∫
Q(x0,rn)
g(µ ∗ φεk)dx
= lim
n→∞
lim
k→∞
1
rNn
∫
Q(x0,rn)
g(µac ∗ φεk + µs ∗ φεk)dx.
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By convexity of g, for any p, q ∈ Rd and θ ∈ (0, 1) we have
g(p+ q) ≤ θg
(
1
θ
p
)
+ (1 − θ)g
(
1
1− θ
q
)
,
hence
dλ
dLN
(x0) ≤ lim
n→∞
lim
k→∞
1
rNn
∫
Q(x0,rn)
[
θg
(
1
θ
µac ∗ φεk
)
+ (1− θ)g
(
1
1− θ
µs ∗ φεk
)]
dx
and in view of Lemma 3.1 we have
dλ
dLN
(x0) ≤ lim
n→∞
lim
k→∞
1
rNn
∫
Q(x0,rn)
[
θg
(
1
θ
µac
)
∗ φεk + (1− θ)g
(
1
1− θ
µs ∗ φεk
)]
dx. (3.36)
Moreover,
1− θ
rNn
∫
Q(x0,rn)
g
(
1
1− θ
µs ∗ φεk
)
dx ≤
1− θ
rNn
∫
Q(x0,rn)
C
(
1 +
∣∣∣∣ 11− θµs ∗ φεk
∣∣∣∣
)
dx
≤ (1− θ)C +
C
rNn
∫
Q(x0,rn)
|µs ∗ φεk |dx,
and this yields
lim
n→∞
lim
k→∞
1− θ
rNn
∫
Q(x0,rn)
g
(
1
1− θ
µs ∗ φεk
)
dx ≤ (1 − θ)C + C lim
n→∞
|µs|(Q(x0, rn))
rNn
= (1 − θ)C, (3.37)
where we have used (3.34) and, from [3], Theorem 2.2 that
lim sup
k→∞
∫
Q(x0,r)
|µs ∗ φεk |dx ≤ lim sup
k→∞
|µs|(Q(x0, rn + εk)) = |µs|(Q(x0, rn)).
In turn,
lim
n→∞
lim
k→∞
1
rNn
∫
Q(x0,rn)
θg
(
1
θ
µac
)
∗ φεkdx = limn→∞
1
rNn
∫
Q(x0,rn)
θg
(
1
θ
µac
)
dx
= θg
(
1
θ
µac(x0)
)
. (3.38)
To see why the last step above holds, note g is convex with linear growth, and so by regularity
properties of convex functions (see [26], Proposition 4.64) we have that g is Lipschitz with some
constant L > 0. Thus,
∣∣∣∣ 1rN
∫
Q(x0,r)
[
g
(
1
θ
µac(x)
)
− g
(
1
θ
µac(x0)
)]
dx
∣∣∣∣ ≤ 1rN
∫
Q(x0,r)
L
θ
|µac(x)− µac(x0)|dx
r→0
−→ 0
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by virtue of (3.35). By (3.36), (3.37), and (3.38), we have for every θ ∈ (0, 1) that
dλ
dLN
(x0) ≤ θg
(
1
θ
µac(x0)
)
+ (1 − θ)C,
and letting θ → 1−, by continuity of g we conclude that
dλ
dLN
(x0) ≤ g(µac(x0))
for LN almost every x0 ∈ Ω.
Next, we tackle the singular part, i.e., (3.33) . We know that for |µs| almost every x0, we have
dλ
d|µs|
(x0) = lim
r→0
λ(Q(x0, r))
|µs|(Q(x0, r))
,
lim
r→0
rN
|µs|(Q(x0, r))
= 0, (3.39)
lim
r→0
1
|µs|(Q(x0, r))
∫
Q(x0,r)
|µac|(x)dx = 0, (3.40)
and
lim
r→0
∫
Q(x0,r)
g∞(ν(x))d|µs|(x) = g
∞(ν(x0)).
We choose a sequence rn → 0 such that |µs|(∂Q(x0, rn)) = 0. Note that by (3.31) we also have
λ(∂Q(x0, rn)) = 0. We obtain
dλ
d|µs|
(x0) = lim
n→∞
λ(Q(x0, rn))
|µs|(Q(x0, rn))
= lim
n→∞
lim
k→∞
λk(Q(x0, rn))
|µs|(Q(x0, rn))
= lim
n→∞
lim
k→∞
1
|µs|(Q(x0, rn))
∫
Q(x0,rn)
g(µ ∗ φεk)dx.
Again appealing to convexity of g, we get
|µs|(x0) ≤ lim
n→∞
lim
k→∞
1
|µs|(Q(x0, rn))
∫
Q(x0,rn)
[
1
2
g(2µac ∗ φεk) +
1
2
g(2µs ∗ φεk)
]
dx. (3.41)
Since by (3.4)
1
2
g(2µac ∗ φεk) ≤ C(1 + |µac ∗ φεk |),
we have
lim
n→∞
lim
k→∞
1
|µs|(Q(x0, rn))
∫
Q(x0,rn)
1
2
g(2µac ∗ φεk)dx
≤ lim
n→∞
lim
k→∞
1
|µs|(Q(x0, rn))
∫
Q(x0,rn)
C(1 + |µac ∗ φεk |)dx
= lim
n→∞
C
|µs|(Q(x0, rn))
(
rNn +
∫
Q(x0,rn)
|µac|(x)dx
)
= 0, (3.42)
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where we used (3.39) and (3.40).
Next we restrict our attention to the singular part in (3.41). Noting that
|(φεk ∗ µs)(x)| ≤ (φεk ∗ |µs|)(x) =: tεk(x),
we have
∫
Q(x0,rn)∩{tεk<1}
g(2φεk ∗ µs(x))dx ≤ r
N
n ‖g‖L∞(B(0,2)) = Cr
N
n . (3.43)
Meanwhile, in the second region, using Lemma 3.1 we obtain
∫
Q(x0,rn)∩{tεk≥1}
g(2φεk ∗ µs(x))dx
≤
∫
Q(x0,rn)∩{tεk≥1}
∫
Ω
g(2tεk(x)ν(y))
tεk(x)
φεk (x− y)d|µs|(y)dx. (3.44)
Note that by (3.5), ∣∣∣∣g(2tεk(x)ν(y))tεk(x) − 2g∞(ν(y))
∣∣∣∣ ≤ Ctεk(x)α ,
and by (3.44) we have
∫
Q(x0,rn)∩{tεk≥1}
g(2φεk ∗ µs(x)) ≤
∫
Q(x0,rn)∩{tεk≥1}
∫
Ω
2g∞(ν(y))φεk (x− y)d|µs|(y)dx
+ C
∫
Q(x0,rn)∩{tεk≥1}
∫
Ω
1
tεk(x)
α
φεk(x− y)d|µs|(y)dx
≤
∫
Q(x0,rn)
2
(
g∞(ν(·))|µs| ∗ φεk
)
(x)dx
+ C
∫
Q(x0,rn)∩{tεk≥1}
1
tεk(x)
α−1
dx
≤
∫
Q(x0,rn)
2
(
g∞(ν(·))|µs| ∗ φεk
)
(x)dx + CrN , (3.45)
In view of (3.43), (3.45), we have shown for every θ that∫
Q(x0,rn)
g(2φεk ∗ µs(x))dx ≤
∫
Q(x0,rn)
2
(
g∞(ν(·))|µs| ∗ φεk
)
(x)dx + CrNn ,
therefore,
1
|µs|(Q(x0, rn))
lim
k→∞
∫
Q(x0,rn)
1
2
g(2φεk ∗ µs(x))dx
≤
∫
Q(x0,rn)
g∞(ν(x))d|µs|(x) + C
rNn
|µs|(Q(x0, rn))
, (3.46)
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and by (3.39), (3.42), (3.46) we conclude that
dλ
d|µs|
(x0) ≤ g
∞(ν(x0)).
In our application, we are interested in the case when the measure µ is the Hessian of a BH
function. It should be noted that the first order case, when µ is the gradient of some BV function,
an area-strict density theorem follows from the integral representation results of Fonseca and Mu¨ller
[27], and Ambrosio and Dal Maso [2], with no regularity assumption on the boundary.
To apply Theorem 3.4 to a given u ∈ BH(Ω;Rd), the main obstacle is finding an extension of u
to a larger set U such that |D(∇u)|(∂Ω) = 0. In order to achieve a fairly general class of domains,
we shall borrow from the construction of Stein [43].
First we will define the extension in the case where Ω is of type special Lipschitz. Recall that
we say a set Ω ⊂ RN is special Lipschitz if there is a Lipschitz function f : RN → R such that
Ω = {(x′, xN ) ∈ R
N : xN > f(x
′)} (3.47)
where we use the notation (x′, xN ) to identify R
N with RN−1 × R.
We begin with a simpler approximation lemma.
Lemma 3.5. Let Ω ⊂ RN be a special Lipschitz domain. For any u ∈ BH(Ω;Rd) there exists a
sequence {un} ∈ W 2,1(Ω;Rd) such that
lim
n→∞
‖un − u‖W 1,1(Ω;Rd) = 0 and sup
n
‖un‖W 1,2(Ω;Rd) <∞.
Proof. Consider a function f as in (3.47). Given any v ∈ L1(Ω) and δ > 0, we define its translation
Tδv ∈ L1(Ωδ) via
Tδv(x) := v(x
′, xN + δ)
where Ωδ := {(x
′, xN ) ∈ R
N : xN > f(x
′)− δ}.
Note that if L is the Lipschitz constant of f , then for x ∈ Ω and ε < δ1+L we have B(x, ε) ⊂ Ωδ,
so the function φε ∗ Tδv ∈ C∞(Ω) is well-defined. Since ∇Tδu = Tδ∇u and the translation is
continuous in the L1 norm, we have
lim
δ→0+
‖Tδu− u‖W 1,1(Ω;Rd) = 0.
By standard mollification results, we have for every δ > 0
lim
ε→0+
‖φε ∗ Tδu− Tδu‖W 1,1(Ω;Rd) = 0,
lim sup
ε→0+
‖φε ∗ Tδu‖W 2,1(Ω;Rd) ≤ ‖u‖BH(Ω).
This follows from the general fact that for any Radon measure µ ∈ M(Ωδ), if ε <
δ
1+L we have∫
Ωδ
|φε ∗ µ|dx ≤ |µ|(Ω).
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Indeed,∫
Ωδ
|φε ∗ µ|dx ≤
∫
Ωδ
∫
RN
φε(x− y)d|µ|(y)dx =
∫
RN
∫
Ωδ
φε(x − y)dx d|µ|(y)
=
∫
RN
∫
Ωδ∩B(y,ε)
φε(x− y)dx d|µ|(y) =
∫
RN
∫
(Ωδ−y)∩B(0,ε)
φε(z)dzd|µ|(y) (3.48)
using the substitution z = x − y. Now, if the set (Ωδ − y) ∩ B(0, ε) is nonempty, we must have
dist(y,Ωδ) < ε, and so y ∈ Ω because ε < δ. Thus we can bound (3.48) by∫
Ω
∫
B(0,ε)
φε(z)dzd|µ|(y) = |µ|(Ω).
Applying this to φε ∗ Tδu, we see that∫
Ω
|∇2(φε ∗ Tδu)|dx =
∫
Ω
|φε ∗D
2(Tδu)|dx =
∫
Ωδ
|φε ∗D
2u|dx ≤ |D2u|(Ω)
and similarly for φε ∗ Tδu and ∇(φε ∗ Tδu).
Thus, for any sequence δn → 0+ we can choose εn <
δn
1+L such that the smooth (and thus
W 2,1) functions φεn ∗ Tδnu converge to u with bounded W
2,1 norm.
Theorem 3.6. Let Ω ⊂ RN be a special Lipschitz domain. For any function u ∈ BH(Ω;Rd) there
is an extension E[u] ∈ BH(RN ;Rd) such that E[u] = u in Ω and |D(∇E[u])|(∂Ω) = 0.
The general theory of extending BH functions can be reduced to the theory of extending BV
functions. We recall that (see [24], 5.4.1) since Ω is Lipschitz, given w1 ∈ BV (Ω) and w2 ∈
BV (RN \ Ω), the function
w(x) :=
{
w1(x) for x ∈ Ω,
w2(x) for x ∈ RN \ Ω,
is a BV function with
Dw = Dw1 Ω +Dw2 (R
N \ Ω) + (Trace(w2)− Trace(w1))ν H
N−1 ∂Ω (3.49)
where ν is the outward normal vector to ∂Ω.
Let u ∈ BH(Ω). Since ∇u is a BV function, in view of (3.49) to guarentee that our extension
does not charge the boundary, it suffices to ensure that the traces of ∇u and of the extension
∇E[u] agree on the boundary ∂Ω.
We will be inspired by the construction given by Stein to introduce E[u], namely
E[u](x) :=


∫ ∞
1
u(x′, xN + λδ(x))ψ(λ)dλ for x ∈ R
N \ Ω,
u(x) for x ∈ Ω,
(3.50)
where δ ∈ C∞(RN ) is a regularized distance function, that is,
c dist(x, ∂Ω) ≤ δ(x) ≤ C dist(x, ∂Ω), (3.51)
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∣∣∣∣ ∂α∂xα δ(x)
∣∣∣∣ < Cα
(
1
dist(x, ∂Ω)
)1−|α|
, (3.52)
for every multi-index α and ψ : [1,∞)→ R is a continuous function with∫ ∞
1
ψ(λ)dλ = 1,
∫ ∞
1
ψ(λ)λkdλ = 0, k ∈ N, (3.53)
and
λkψ(λ)→ 0 as λ→ +∞ for all k ∈ N. (3.54)
In fact we will use a different regularized distance from the one used by Stein. In general
the distance function is a Lipschitz function, and thus will be differentiable almost everywhere.
However, the gradient of the regularized distance of Stein does not in general approach the gradient
of the distance function as a pointwise limit. We elect to use a regularized distance introduced by
Lieberman [35], defined as follows.
Definition 3.7. Let Ω be an open subset of RN . We define the signed distance to ∂Ω by
d(x) :=
{
dist(x, ∂Ω) for x 6∈ Ω,
−dist(x, ∂Ω) for x ∈ Ω.
For x ∈ RN , t ∈ R, define
G(x, t) :=
∫
|z|<1
d
(
x−
t
2
z
)
φ(z)dz
where φ = φ1 is a mollifier with supp(φ) ⊂⊂ B(0, 1). Then a regularized distance is given by the
equation
ρ(x) := G(x, ρ(x)). (3.55)
The regularized distance of Lieberman satisfies the necessary bounds (3.51), (3.52) as noted in
[35] Lemma 1.1, and hence it may be used as a substitute for the regularized distance of Stein.
In fact, in the construction of Stein, the function δ is not the regularized distance, but a scaled
multiple of it, where this scalar factor, depending on the Lipschitz constant of the domain, is chosen
so that for every x 6∈ Ω we have (see (3.50))
x+ δ(x)eN ∈ Ω.
In light of this freedom, we will make this factor slightly larger in order to guarantee the bound
∂δ
∂xN
(x) ≤ −2, (3.56)
and this is possible because it can be shown (see Lemma 3.8) that there exists a constant C =
C(Ω) > 0 such that
∂ρ
∂xN
(x) ≤ −C
for almost every x ∈ RN .
Lemma 3.8. Let Ω ⊂ RN be a special Lipschitz domain with constant L. Then for every x ∈ RN \Ω
∂ρ
∂xN
(x) ≤
−2
3
1
1 + L2
.
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First we note that since Ω is a special Lipschitz domain, for every x ∈ RN \ Ω and h > 0
sufficiently small so that x+ heN ∈ RN \ Ω, we have
d(x + heN) ≤ d(x) −
h
1 + L2
, (3.57)
where L is the Lipschitz constant of f . Indeed, let x ∈ RN \Ω and h > 0 be as above. Let y ∈ ∂Ω
be arbitrary. We claim that
d(x+ heN ) ≤ |x− y| −
h
1 + L2
. (3.58)
If y′ = x′, then x, x+ heN and y are colinear and
d(x+ heN ) ≤ |x+ hen − y| = |x− y| − h ≤ |x− y| −
h
1 + L2
.
Thus it suffices to prove (3.58) in the case where x, x+ heN , and y are not colinear. Since y ∈ ∂Ω
and Ω is special Lipschitz, we have the exterior cone condition
K = {z ∈ RN : zN ≥ f(y
′) + L|z′ − y′|} ⊂ Ω (3.59)
as z 6∈ Ω implies zN < f(z′) ≤ f(y′) + L|z′ − y′|. Noting that the point y + heN ∈ Ω is inside K
and the point x+ heN is outside of K, there is some z ∈ ∂K on the line from x+ heN to y+ heN .
Since z ∈ Ω, there is a point z˜ ∈ ∂Ω between x + heN and z such that z, z˜, x + heN are colinear.
Thus,
d(x + heN) ≤ |x+ heN − z˜| ≤ |x+ heN − z|. (3.60)
As x+ heN , z, y + hN are colinear we have
|x+ heN − z| = |x+ heN − y − heN | − |y + heN − z| = |x− y| − |y + heN − z|. (3.61)
We have zN = yN + L|z′ − y′| because z ∈ ∂K and y ∈ ∂Ω, and so
|y + heN − z|
2 = |z′ − y′|2 + (h− L|z′ − y′|)2. (3.62)
Consider the quadratic function
t 7→ t2 + (h− Lt)2
and observe that it is minimized at t = t∗ := hL1+L2 . By (3.62) we have
|y + heN − z|
2 ≥ (t∗)2 + (h− Lt∗)2 ≥ (h− Lt∗)2 = h2
(
1
1 + L2
)2
,
i.e.,
|y + heN − z| ≥
h
1 + L2
.
Taking this into account, (3.61) yields
|x+ heN − z| ≤ |x− y| −
h
1 + L2
which, with (3.60), implies
d(x+ heN ) ≤ |x− y| −
h
1 + L2
.
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Taking the infimum over all y ∈ ∂Ω, we deduce that
d(x + heN) ≤ d(x) −
h
1 + L2
.
By a reflection argument, for every x ∈ Ω, h > 0 sufficiently small so that x− heN ∈ Ω, we have
d(x − heN) ≥ d(x) +
h
1 + L2
. (3.63)
We consider the special Lipschitz set U whose boundary is given by the function g(x′) := −f(−x′).
Note that xN < g(x
′) if and only if −xN > f(−x′). Thus, U = −(RN \ Ω) and RN \ U = −Ω,
and so the signed distance function d˜ for U satisfies d˜(x) = −d(−x). Thus for all x ∈ Ω, h > 0
sufficiently small, by (3.63) applied to d˜ at −x we have
d˜(−x+ heN)) ≤ d˜(−x)−
h
1 + L2
,
and thereby
−d(x− heN) ≤ −d(x)−
h
1 + L2
,
or, equivalently,
d(x − heN) ≥ d(x) +
h
1 + L2
.
By (3.63), (3.57), and the fact that |∂Ω| = 0, we conclude that
∂d
∂xN
(x) ≤
−1
1 + L2
(3.64)
for almost every x ∈ RN . As d ∈ W 1,∞, φ ∈ C∞c , we can differentiate under the integral sign to
get
∂G
∂t
(x, t) =
∫
|z|<1
−∇d
(
x−
t
2
z
)
·
z
2
φ(z)dz
and thus, since ‖∇d‖∞ ≤ 1 and
∫
B(0,1)
φ = 1, we obtain
∣∣∣∣∂G∂t
∣∣∣∣ ≤ 12 . (3.65)
On the other hand, we have
∂G
∂xN
(x, t) =
∫
|z|<1
∂d
∂xN
(
x−
t
2
z
)
φ(z)dz
and so by (3.64),
∂G
∂xN
(x, t) ≤
−1
1 + L2
. (3.66)
We differentiate (3.55) to obtain
∂ρ
∂xN
(x) =
∂G
∂xN
(x, ρ(x)) +
∂G
∂t
(x, ρ(x))
∂ρ
∂xN
(x).
Solving this equation for ∂ρ∂xN yields
∂ρ
∂xN
(x) =
∂G
∂xN
(x, ρ(x))
1− ∂G∂t (x, ρ(x))
≤ −
(
2
3
)
1
1 + L2
where we have used the bounds (3.65) and (3.66).
We now have the tools to prove Theorem 3.6.
Proof of Theorem 3.6. We claim that the function
E[u](x) :=


∫ ∞
1
u(x′, xN + λδ(x))ψ(λ)dλ for x ∈ RN \ Ω,
u(x) for x ∈ Ω,
(3.67)
is our desired extension. First, we prove that E[u] ∈ BH(RN ;Rd). Consider an approximating
sequence {un} ⊂ W 2,1(Ω;Rd) as in Lemma 3.5. Since {un} is bounded in W 2,1(Ω;Rd) and the
extension operator E is a continuous linear operator
E :W 2,1(Ω;Rd)→W 2,1(RN ;Rd),
the sequence {E[un]} is bounded in W 2,1(RN ;Rd), and thus, along a subsequence (not relabeled),
there is a function v ∈ BH(RN ;Rd) such that
E[un]→ v in W
1,1(RN ;Rd).
We claim that v = E[u]. To see this, first take (x′, xN ) ∈ RN \ Ω. Then,
∣∣E[u](x)− E[un](x)∣∣ ≤
∫ ∞
1
C|u(x′, xN + λδ(x)) − un(x
′, xN + λδ(x))|dλ
=
∫ ∞
δ(x)
C
δ(x)
|u(x′, xN + s)− un(x
′, xN + s)|ds.
For fixed xN and ℓ > 0, we can integrate both sides with respect to x
′ over the set RN−1∩{δ(·, xN ) ≥
ℓ} to get
∫
RN−1∩{δ(·,xN )≥ℓ}
|E[u](x′, xN )− E[un](x
′, xN )|dx
′
≤
C
ℓ
∫
RN−1∩{δ(·,xN )≥ℓ}
∫ ∞
ℓ
|u(x′, xN + s)− un(x
′, xN + s)|dsdx
′
=
C
ℓ
∫
RN−1∩{δ(·,xN )≥ℓ}
∫ ∞
ℓ+xN
|u(x′, τ)− un(x
′, τ)|dτdx′
≤
C
ℓ
∫
Ω
|u(x′, τ)− un(x
′, τ)|dx′dτ.
For any T <∞ we integrate over xN ∈ (0, T ) to get∫ T
0
∫
RN−1∩{δ(·,xN)≥ℓ}
|E[u](x)− E[un](x)|dx ≤ C
T
ℓ
∫
Ω
|u(x′, τ)− un(x
′, τ)|dx′dτ.
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Since for every fixed T and ℓ, the right hand side goes to 0 as n→∞, we see that {E[un]} con-
verges to E[u] in L1loc(R
N \Ω;Rd). However, we also know that {E[un]} converges inW 1,1(RN ;Rd)
to v, so we must have E[u] = v, and therefore E[u] ∈ BH(RN ;Rd). We claim that
Trace(E[u]; ∂(Ω
c
)) = Trace(u; ∂Ω)
and
Trace(∇E[u]; ∂(Ω
c
)) = Trace(∇u; ∂Ω).
To see this, we will use the following characterization of the trace operator, found in [24]
Theorem 5.3.2. Since E[u] is a BV function, for HN−1 almost every x0 ∈ ∂(Ω
c
), we have
Trace(E[u]; ∂(Ω
c
))(x0) = lim
r→0+
∫
Ωc∩B(x0,r)
E[u](x)dx.
= lim
r→0+
∫
Ωc∩B(x0,r)
∫ ∞
1
u(Fλ(x))ψ(λ)dλdx (3.68)
= lim
r→0+
∫ ∞
1
∫
Ωc∩B(x0,r)
u(Fλ(x))dx ψ(λ)dλ, (3.69)
where
Fλ(x) := x+ λδ(x)eN , x ∈ Ω
c
,
with
∇Fλ(x) = I + λeN ⊗∇δ(x)
and
det(∇Fλ(x)) = 1 + λ
∂δ
∂xN
(x) ≤ −1 (3.70)
where we have used (3.56) and the fact that λ ≥ 1. In particular this implies that Fλ is a local
diffeomorphism. Thus we have u ◦ Fλ ∈ BV (Ω
c
;Rd) for every λ ≥ 1, and
lim
r→0
∫
Ω
c
∩B(x0,r)
u(Fλ(x))dx = Trace(u ◦ Fλ; ∂(Ω
c
))(x0) = Trace(u; ∂Ω)(Fλ(x0))
= Trace(u; ∂Ω)(x0) (3.71)
for HN−1 almost every x0 on ∂Ω, since Fλ(x) = x on ∂Ω. We also observe that since Ωc is locally a
set of finite perimeter, for HN−1 almost every x0 ∈ ∂Ω we have there is r0 such that for r ∈ (0, r0)
we have
Ωc ∩B(x0, r)
rN
≥
1
3
. (3.72)
Now, for all λ ≥ 1 we obtain
∣∣∣∣
∫
Ωc∩B(x0,r)
u(Fλ(x))dx
∣∣∣∣ ≤ 1|Ωc ∩B(x0, r)|
∫
Fλ(Ωc∩B(x0,r))
|u(y)|
| det(∇Fλ(F
−1
λ (y)))|
dy
≤
1
|Ωc ∩B(x0, r)|
∫
Ω∩B(Fλ(x0),Cλr)
|u(y)|dy
=
1
|Ωc ∩B(x0, r)|
∫
Ω∩B(x0,Cλr)
|u(y)|dy (3.73)
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for some constant C(Ω), where we use (3.70) and the facts that since λ ≥ 1
|Fλ(x) − Fλ(x0)| = |x− x0 + λ(δ(x) − δ(x0))eN | ≤ λ|x − x0|+ λLip(δ)|x − x0|,
which, since Fλ(x0) = x0, yields
Fλ(B(x0, r)) ⊂ B(x0, Cλr)
for some constant C > 0. Applying (3.72), we can estimate
|Ω ∩B(x0, Cλr)|
|Ωc ∩B(x0, r)|
≤
|B(x0, Cλr)|
1
3r
N
=
3CNλNrN
rN
= C(Ω)λN . (3.74)
Now,
lim
s→0+
1
|Ω ∩B(x0, s)|
∫
Ω∩B(x0,s)
|u(y)|dy = Trace(|u|; ∂Ω)(x0)
implies that there is some s0 > 0 such that for 0 < s < s0 we have
1
|Ω ∩B(x0, s)|
∫
Ω∩B(x0,s)
|u(y)|dy ≤ 2Trace(|u|; ∂Ω)(x0).
Thus, for λ < s0Cr we have
1
|Ω ∩B(x0, Cλr)|
∫
Ω∩B(x0,Cλr)
|u(y)|dy = 2Trace(|u|; ∂Ω)(x0)
and for λ ≥ s0Cr we have
1
|Ω ∩B(x0, Cλr)|
∫
Ω∩B(x0,Cλr)
|u(y)|dy ≤
1
|Ω ∩B(x0, s0)|
∫
Ω
|u(y)|dy,
and thus for every λ ≥ 1 we have the bound
1
|Ω ∩B(x0, Cλr)|
∫
Ω∩B(x0,Cλr)
|u(y)|dy ≤ max
{
2Trace(|u|; ∂Ω)(x0),
1
|Ω ∩B(x0, s0)|
∫
Ω
|u(y)|dy
}
=:M. (3.75)
By (3.73), (3.74) and (3.75), for every λ ≥ 1, we have
sup
r∈(0,r0)
∣∣∣∣
∫
Ωc∩B(x0,r)
u(Fλ(x))dx
∣∣∣∣ ≤ C(Ω)λNM, (3.76)
and so ∣∣∣∣
∫
Ωc∩B(x0,r)
u(Fλ(x))dx · ψ(λ)
∣∣∣∣ ≤ C(Ω)MλN |ψ(λ)| ∈ L1([1,∞)) (3.77)
for all r ∈ (0, r0), where we used (3.54). Thus we can apply the Dominated Convergence theorem
in (3.69) to conclude, by (3.71), and we conclude that
Trace(E[u]; ∂Ω
c
)(x0) = lim
r→0+
∫ ∞
1
∫
Ωc∩B(x0,r)
u(Fλ(x))dx ψ(λ)dλ
=
∫ ∞
1
Trace(u; ∂Ω)(x0)ψ(λ)dλ = Trace(u; ∂Ω)(x0), (3.78)
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where we have used (3.53). To see that the trace of ∇E[u] on ∂Ω
c
agrees with the trace of ∇u on
∂Ω, for i ∈ {1, ..., N}, note that
∂
∂xi
E[u](x) =
∫ ∞
1
∂u
∂xi
(Fλ(x))ψ(λ)dλ +
∫ ∞
1
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)λψ(λ)dλ. (3.79)
Fix x0 ∈ ∂Ω such that Trace(∇u; Ω)(x0) exists. Just as in (3.78),
lim
r→0+
∫
Ωc∩B(x0,r)
∫ ∞
1
∂u
∂xi
(Fλ(x))ψ(λ)dλ dx = Trace
(
∂u
∂xi
; ∂Ω
)
(x0)
We claim that
lim
r→0+
∫
Ωc∩B(x0,r)
∫ ∞
1
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)λψ(λ)dλ = 0, (3.80)
Note that if (3.80) holds, we conclude that
Trace
(
∂E[u]
∂xi
; ∂Ω
c
)
= lim
r→0+
(∫
Ωc∩B(x0,r)
∫ ∞
1
∂u
∂xi
(Fλ(x))ψ(λ)dλ +
∫ ∞
1
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)λψ(λ)dλ
)
= Trace
(
∂u
∂xi
; ∂Ω
)
(x0).
We will prove (3.80) by showing that for every sequence rn → 0+, there is a subsequence rnk → 0
+
such that
lim
k→∞
∫
Ωc∩B(x0,rnk )
∫ ∞
1
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)λψ(λ)dλ = 0.
By Fubini’s theorem, ∫
Ωc∩B(x0,r)
∫ ∞
1
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)λψ(λ)dλ dx
=
∫ ∞
1
∫
Ωc∩B(x0,r)
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)dx λψ(λ)dλ.
Now, for any sequence rn →∞, since
∂δ
∂xi
∈ L∞(RN ) the sequence
∫
Ωc∩B(x0,rn)
∂δ
∂xi
(x)dx
is bounded and we can find a convergent subsequence such that
lim
k→∞
∫
Ωc∩B(x0,rnk )
∂δ
∂xi
(x)dx exists. (3.81)
We denote this limit D(x0). Now, again by the characterization of traces in [24] Theorem 5.3.2,
for all λ ≥ 1 we have
lim
k→∞
∫
Ωc∩B(x0,rnk )
∣∣∣∣ ∂u∂xN (Fλ(x)) − Trace
(
∂u
∂xN
; ∂Ω
)
(x0)
∣∣∣∣dx = 0.
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Thus, for every λ ≥ 1 we obtain∣∣∣∣
∫
Ωc∩B(x0,rnk)
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)dx −D(x0)Trace
(
∂u
∂xN
; ∂Ω
)
(x0)
∣∣∣∣
≤
∣∣∣∣
∫
Ωc∩B(x0,rnk)
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x) − Trace
(
∂u
∂xN
; ∂Ω
)
(x0)
∂δ
∂xi
(x)dx
∣∣∣∣
+
∣∣∣∣
∫
Ωc∩B(x0,rnk )
Trace
(
∂u
∂xN
; ∂Ω
)
(x0)
∂δ
∂xi
(x)−D(x0)Trace
(
∂u
∂xN
; ∂Ω
)
(x0)dx
∣∣∣∣
≤
∥∥∥∥ ∂δ∂xi
∥∥∥∥
∞
∫
Ωc∩B(x0,rnk )
∣∣∣∣ ∂u∂xN (Fλ(x))− Trace
(
∂u
∂xN
; ∂Ω
)
(x0)
∣∣∣∣dx
+
∣∣∣∣Trace
(
∂u
∂xN
; ∂Ω
)
(x0)
∣∣∣∣
∣∣∣∣
∫
Ωc∩B(x0,rnk)
∂δ
∂xi
(x)dx −D(x0)
∣∣∣∣.
Letting k →∞, using (3.81) we conclude that
lim
k→∞
∫
Ωc∩B(x0,rnk)
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)dx = Trace
(
∂u
∂xN
; ∂Ω
)
(x0)D(x0).
By the same argument as for (3.76) we have
sup
k
∣∣∣∣
∫
Ωc∩B(x0,rnk )
∂u
∂xN
(Fλ(x))dx
∣∣∣∣ ≤ C(Ω)λN
and so it follows from ∂δ∂xi ∈ L
∞(RN ) that
λψ(λ)
∫
Ωc∩B(x0,rnk )
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)dx ∈ L1([1,∞)). (3.82)
By the Dominated Convergence theorem, we have
lim
k→∞
∫ ∞
1
∫
Ωc∩B(x0,rnk)
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)dx λψ(λ)dλ
=
∫ ∞
1
Trace
(
∂u
∂xN
; ∂Ω
)
(x0)D(x0)λψ(λ)dλ = 0, (3.83)
where we use the fact that
∫∞
1
λψ(λ)dλ = 0. Thus in fact
lim
r→0+
∫
Ωc∩B(x0,r)
∫ ∞
1
∂u
∂xN
(Fλ(x))
∂δ
∂xi
(x)λψ(λ)dλ = 0.
We conclude that the traces of E[u] and ∇E[u] on ∂(Ω
c
) align with those of u and ∇u on ∂Ω.
Thus, we have our desired extension.
Remark 3.9. We remark that in the previous proof we did not use the full strength of properties
(3.53) and (3.54). Indeed, (3.53)1 was needed in (3.78) and (3.53)2 was used with k = 1 in (3.83).
In (3.77) it sufficed to have λN+2ψ bounded, while (3.82) would hold with λN+3ψ bounded.
Theorem 3.10. Let Ω ⊂ RN be an open, bounded Lipschitz set. For any function u ∈ BH(Ω;Rd)
there exists an extension E[u] ∈ BH(RN ;Rd) such that |D(∇E[u])|(∂Ω) = 0.
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Proof. Since Ω is a Lipschitz domain, we can cover Ω by bounded open U0 ⊂⊂ Ω and U1, . . . , Uk
such that Ui ∩ ∂Ω is the graph of a Lipschitz function. We may also choose a smooth partition of
unity ψ0, . . . , ψk suboordinate to this cover.
For i ≥ 1, the domains Ui are the subgraphs of Lipschitz functions, so we can find special
Lipschitz domains Ωi such that Ωi∩Ui = Ui∩Ω. Thus, by extending the functions ψiu from Ui∩Ω
to Ωi by zero, we can consider them to be defined on the special Lipschitz domains Ωi. By Lemma
3.6, we can find BH functions E[ψiu] ∈ BH(R
N ;Rd) which satisfy Trace(E[ψiu];Ui ∩ ∂Ω
c
) =
Trace(ψiu;Ui ∩ ∂Ω) and Trace(∇E[ψiu];Ui ∩ ∂Ω
c
) = Trace(∇(ψiu);Ui ∩ ∂Ω).
Define the function E[u] via
E[u] :=
k∑
i=0
E[ψiu],
where, for the sake of notation, E[ψ0u] is just the function ψ0u extended by 0 to R
N . As E[u] is
the sum of functions in BH(RN ;Rd), it is clearly in BH(RN ;Rd), and inside Ω we have
E[u] =
k∑
i=0
E[ψiu] =
k∑
i=0
ψiu = u.
It suffices to verify that ∇E[u] has the correct trace on ∂Ω
c
. To see this, note that
Trace(∇E[u]; ∂Ω
c
) =
k∑
i=0
Trace(∇E[ψiu]; ∂Ω
c
)
=
k∑
i=0
Trace(∇(ψiu); ∂Ω ∩ Ui)
=
k∑
i=0
Trace(u⊗∇ψi + ψi∇u; ∂Ω ∩ Ui)
=
k∑
i=0
Trace(u; ∂Ω ∩ Ui)⊗∇ψi + ψiTrace(∇u; ∂Ω ∩ Ui)
= Trace(∇u; ∂Ω),
where in the last line we use the fact that
∑k
i=0∇ψi = ∇(
∑k
i=0 ψi) = ∇(1) = 0.
Since Trace(∇E[u]; ∂Ω
c
) = Trace(∇u; ∂Ω), we conclude that |D(∇E[u])|(∂Ω) = 0.
We now present the second order version of Theorem 3.4.
Corollary 3.11. Let Ω ⊂ RN be a bounded Lipschitz domain. For any function u ∈ BH(Ω;Rd)
there exist smooth functions un such that un → u in L1, ∇un → ∇u in L1, ∇2unLN
∗
⇀ D(∇u),
and ∫
Ω
√
1 + |∇2un|2dx→
∫
Ω
√
1 + |∇2u|2 + |Ds(∇u)|(Ω).
34
Proof. Since Ω is Lipschitz, by Theorem 3.10 there is a function E[u] ∈ BH(RN ;Rd) with E[u] = u
in Ω and |D(∇E[u])|(∂Ω) = 0.
Let un := E[u] ∗ φ1/n. Since ∇
2un = D(∇E[u]) ∗ φ1/n, we can apply Theorem 3.4 to the
measure µ := D(∇E[u]) using the integrand
g(p) :=
√
1 + |p|2, g∞(p) = |p|,
noting that g satisifes conditions (3.4) and (3.5).
4 Main Result
In what follows, Ω ⊂ RN is an open, bounded Lipschitz domain. We define the functional F :
W 2,1(Ω;Rd)→ [0,∞] by
F [u] :=
∫
Ω
f(x,∇2u(x))dx, for u ∈W 2,1(Ω;Rd),
where f is a continuous integrand satisfying the following hypotheses:
(H1) Linear growth: 0 ≤ f(x,H) ≤ C(1 + |H |) for all x ∈ Ω, H ∈ Rd×N×N and some C > 0;
(H2) Modulus of continuity: |f(x,H) − f(y,H)| ≤ ω(|x − y|)(1 + |H |) for all x, y ∈ Ω, H ∈
Rd×N×N , where ω(s) is a nondecreasing function with w(s)→ 0 as s→ 0+.
The relaxation of F onto the space BH(Ω;Rd) is given by
F [u] := inf
{
lim inf
n→∞
F [un] : un → u in L
1(Ω;Rd), sup
n
‖un‖W 2,1 <∞
}
.
Our main result is the following integral representation theorem.
Theorem 4.1. If f satisfies (H1) and (H2), then for every u ∈ BH(Ω;Rd) we have
F [u] =
∫
Ω
Q2f(x,∇
2u)dx+
∫
Ω
(Q2f)
∞
(
x,
dDs(∇u)
d|Ds(∇u)|
)
d|Ds(∇u)|.
We will prove this in two steps. Setting
G[u] :=
∫
Ω
Q2f(x,∇
2u)dx+
∫
Ω
(Q2f)
∞
(
x,
dDs(∇u)
d|Ds(∇u)|
)
d|Ds(∇u)|,
we will show that F ≤ G and G ≤ F .
Theorem 4.2. For all u ∈ BH(Ω;Rd), we have F [u] ≤ G[u].
Proof. We first prove this upper bound for u ∈ W 2,1(Ω,Rd). By the definition of F , it suffices
to find a sequence of functions {un} ⊂ W 2,1(Ω,Rd) such that un → u in L1(Ω;Rd), ‖un‖W 2,1
bounded, and
lim inf
n→∞
∫
Ω
f(x,∇2un)dx ≤
∫
Ω
Q2f(x,∇
2u)dx.
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The existence of such a sequence is guaranteed by the integral representation of the weakly lower
semi-continuous envelope in W 2,1(Ω,Rd) from [13], Theorem 1.3. In addition, necessary and suffi-
cient conditions on lower-semicontinuity of second order vector valued functionals can be found in
[37], Theorem 4. Thus, for any u ∈ W 2,1(Ω,Rd) we have
F [u] = G[u]. (4.1)
Next we show that for any u ∈ BH(Ω;Rd) we have F [u] ≤ G[u]. By Corollary 3.11, we can find
un ∈ W 2,1(Ω,Rd) so that un → u in W 1,1, ∇2unLN
∗
⇀ D(∇u), and the convergence is area-strict,
i.e.,
lim
n→∞
∫
Ω
√
1 + |∇2un|2 dx =
∫
Ω
√
1 + |∇2u|2 dx+ |Ds(∇u)|(Ω).
In particular we note that since un → u in W 1,1 and ∇2unLN
∗
⇀ D(∇u) we must have ‖un‖W 2,1
bounded.
Since Q2f is continuous and 2-quasiconvex with linear growth, Theorem 2.11 applies. Thus, G
is continuous with respect to area-strict convergence, and so
F [u] ≤ lim inf
n→∞
F [un] = lim
n→∞
G[un] = G[u]
where we use (4.1) on each of the un.
First, we will prove the lower bound for coercive integrands. We claim that in fact, if we have
the lower bound for coercive integrands, we have it in general.
Lemma 4.3. If F ≥ G for every integrand satisfying (H1), (H2), and (H3), then F ≥ G for every
integrand satisfying (H1) and (H2).
Proof. Let f be a continuous integrand satisfying (H1) and (H2), and consider the coercive inte-
grand fε := f + ε| · |. We observe that
Q2(fε) ≥ Q2f + ε| · |
since | · | is convex. Furthermore, by basic properties of limits,
(Q2(fε))
∞ ≥ (Q2f + ε| · |)
∞ = (Q2f)
∞ + ε| · |.
Now, for any sequence {un} ⊂W 2,1(Ω,Rd) with un → u in L1, supn ‖un‖W 2,1 <∞, we have
lim
n→∞
∫
Ω
f(x,∇2un(x))dx ≥ lim
n→∞
∫
Ω
[
f(x,∇2un(x)) + ε|∇
2un(x)|
]
dx− lim
n→∞
∫
Ω
ε|∇2un(x)|dx
≥
∫
Ω
Q2f(x,∇
2u(x))dx +
∫
Ω
(Q2f)
∞
(
x,
dDs(∇u(x))
d|Ds(∇u(x))|
)
d|Ds(∇u(x))| − εC
where we have used the lower bound for fε and the fact that {
∫
Ω
|∇2un|} is bounded. Letting
ε→ 0, we have
lim
n→∞
F [un] ≥ G[u]
and, taking the infimum over all such sequences, we conclude that
F [u] ≥ G[u].
We will now prove our theorem in the case where f is coercive.
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Theorem 4.4. Assume that f satisfies (H1), (H2) and (H3). For all u ∈ BH(Ω;Rd), we have
G[u] ≤ F [u].
Proof. Let u ∈ BH(Ω;Rd) be given, and let {un} ⊂ W 2,1(Ω,Rd) be an arbitrary sequence with
un → u in L
1(Ω;Rd) and supn ‖un‖W 2,1 <∞. By compactness, we can extract a subsequence (not
relabeled) such that un → u in W 1,1, ∇2un LN Ω
∗
⇀ D(∇u) and the value of
lim inf
n→∞
f(x,∇2un)
is unchanged. We proceed according to the blow-up method. Define nonnegative Radon measures
µn via
µn(E) :=
∫
E
f(x,∇2un)dx for every Borel set E ⊂ Ω.
Without loss of generality we may assume that {µn(Ω)} is bounded, and so, passing to a subse-
quence (not relabled), we can find a Radon measure µ such that µn
∗
⇀ µ.
We consider the Radon-Nikodym decomposition of µ with respect to |D(∇u)|,
µ =
dµ
dLN
LN Ω +
dµ
d|Ds(∇u)|
|Ds(∇u)|+ µs,
where µs is a nonnegative Radon measure such that µs ⊥ |D(∇u)|.
We claim that
dµ
dLN
(x0) ≥ Q2f(x0,∇
2u(x0)) for L
Na.e. x0 ∈ Ω, (4.2)
and
dµ
d|Ds(∇u)|
(x0) ≥ (Q2f)
∞
(
x0,
dDs(∇u)
d|Ds(∇u)|
(x0)
)
for |Ds(∇u)| a.e. x0 ∈ Ω. (4.3)
If (4.2) and (4.3) hold, then we have
lim inf
n→∞
∫
Ω
f(x,∇2un)dx = lim inf
n→∞
µn(Ω) ≥ µ(Ω)
=
∫
Ω
dµ
dLN
dx +
∫
Ω
dµ
d|Ds(∇u)|
d|Ds(∇u)|+ µs(Ω) ≥ G[u].
The arbitrariness of the sequence {un} would yield F [u] ≥ G[u]. The remainder of this proof
is dedicated to proving (4.2) and (4.3).
Step 1: We claim that for LN a.e. x0 ∈ Ω, we have
dµ
dLN
(x0) ≥ Q2f(x0,∇
2u(x0)).
Note that the measures {|∇2un|L
N Ω} are bounded in total variation, so, along a subsequence,
(not relabled), we have |∇2un|
∗
⇀ ν for some measure ν. By the Lebesgue Differentiation theorem,
for LN a.e. x0 ∈ Ω we have
dµ
dLN
(x0) = lim
ε→0+
µ(Q(x0, ε))
εN
, (4.4)
∇2u(x0) = lim
ε→0+
D(∇u)(Q(x0, ε))
εN
, (4.5)
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0 = lim
ε→0+
|Ds(∇u)|(Q(x0, ε))
εN
, (4.6)
dν
dLN
(x0) = lim
ε→0+
ν(Q(x0, ε))
εN
<∞. (4.7)
Select εk → 0 such that µ(∂Q(x0, εk)) = ν(∂Q(x0, εk)) = |D(∇u)|(∂Q(x0, εk)) = 0, and write
dµ
dLN
(x0) = lim
k→∞
µ(Q(x0, εk))
εNk
= lim
k→∞
lim
n→∞
µn(Q(x0, εk))
εNk
= lim
k→∞
lim
n→∞
1
εNk
∫
Q(x0,εk)
f(x,∇2un)dx.
With x = x0 + εky, we obtain
dµ
dLN
(x0) = lim
k→∞
lim
n→∞
∫
Q
f(x0 + εky,∇
2un(x0 + εky))dy
≥ lim
k→∞
lim
n→∞
∫
Q
Q2f(x0 + εky,∇
2un(x0 + εky))dy. (4.8)
Define functions vn,k ∈ W 2,1(Q;Rd) by
vn,k(y) :=
un(x0 + εky)− Pε,ky − aε,k
ε2k
−
1
2
∇2u(x0)(y, y),
where aε,k :=
∫
–
Qvn,k and Pε,k :=
∫
–
Q∇vn,k, selected so that each vn,k and its gradient have average
zero. By (4.8) we get
dµ
dLN
(x0) ≥ lim
k→∞
lim
n→∞
∫
Q
Q2f(x0 + εky,∇
2u(x0) +∇
2vn,k(y))dy. (4.9)
For fixed k, the measures {∇2vn,k LN Q} converge weakly-∗ to the measure λk given by
λk(E) :=
D(∇u)(x0 + εkE)
εNk
−∇2u(x0)L
N (E), for every Borel set E ⊂ Q,
and by {λk} converge weakly-∗ to 0. to see this, fix any ψ ∈ Cc(Q). We have
∣∣∣∣
∫
Q
ψ(y)dλk(y)
∣∣∣∣ = 1εNk
∣∣∣∣
∫
Q(x0,εk)
ψ
(
x− x0
εk
)
dD(∇u)(x) −
∫
Q(x0,εk)
ψ
(
x− x0
rn
)
∇2u(x0)dx
∣∣∣∣
≤
1
εNk
∣∣∣∣
∫
Q(x0,εk)
ψ
(
x− x0
εk
)
(∇2u(x)−∇2u(x0))dx
∣∣∣∣
+
∣∣∣∣
∫
Q(x0,εk)
ψ
(
x− x0
εk
)
dDs(∇u)(x)
∣∣∣∣
≤ ‖ψ‖∞
(
1
εNk
∫
Q(x0,εk)
|∇2u(x)−∇2u(x0)|+
|Ds(∇u)|(Q(x0, εk))
εNk
)
which goes to 0 as k →∞ by (4.5) and (4.6).
We also note that for any n, k we have
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|∇2vn,k(y)| ≤ |∇
2un(x0 + εky)|+ C
for some C > 0. For fixed k we have
|∇2un(x0 + εk·)|L
N Q
∗
⇀
T#x0,εkν
εNk
where T#x0,εkν denotes the push-forward of ν under the mapping which takes x 7→
x−x0
εk
. Since by
(4.7) we have
lim sup
k→∞
lim sup
n→∞
∫
Q
|∇2un(x0 + εky)|dy = lim sup
k→∞
lim sup
n→∞
1
εNk
∫
Q(x0,εk)
|∇2un(x)|dx
≤ lim sup
k→∞
ν(Q(x0, εk))
εNk
<∞
we conclude that
lim sup
k→∞
lim sup
n→∞
∫
Q
|∇2vn,k(y)|dy <∞.
Thus by Lemma 2.3 we can find a diagonalized sequence vk := vnk,k such that {∇
2vkLN Q}
converges weakly-∗ to the constant measure 0 and {|∇2vk|L
N Q} converges weakly-∗ to some
nonnegative Radon measure π. Using the modulus of continuity of Q2f , see (2.7), and (4.9) we
have
dµ
dLN
(x0) ≥ lim
k→∞
∫
Q
Q2f(x0 + εky,∇
2u(x0) +∇
2vk(y))dy
≥ lim
k→∞
∫
Q
Q2f(x0,∇
2u(x0) +∇
2vk(y))dy −
∫
Q
C˜ω(εk)(1 + |∇
2vk(y)|)dy
≥ lim
k→∞
∫
Q
Q2f(x0,∇
2u(x0) +∇
2vk(y))dy
because
∫
Q
|∇2vk(y)|dy is bounded and ω(εk)→ 0.
In order to apply 2-quasiconvexity, we have to use aW 2,10 (Q;R
N ) perturbation of ∇2u(x0). For
δ < 1, let φδ ∈ C∞c (Q; [0, 1]) be such that φ = 1 on Qδ = Q(0, 1−δ), supp(φ) ⊂ Qδ/2 = Q(0, 1−
δ
2 ),
‖∇φ‖∞ ≤
C
δ , ‖∇
2φ‖∞ ≤
C
δ2 for some C > 0, and let zk,δ := φδ vk. In view of the definition of
2-quasiconvexity (2.3), for every k and δ we have∫
Q
Q2f(x0,∇
2u(x0) +∇
2zk,δ(y))dy ≥ Q2f(x0,∇
2u(x0)). (4.10)
On the other hand, setting Sδ := Qδ/2 \Qδ, we obtain
∫
Q
Q2f(x0,∇
2u(x0) +∇
2zk,δ(y))dy =
∫
Qδ
Q2f(x0,∇
2u(x0) +∇
2vk(y))dy
+
∫
Sδ
Q2f(x0,∇
2u(x0) +∇
2zk,δ(y))dy +Q2f(x0,∇
2u(x0))|Q \Qδ/2| (4.11)
and, as k goes to infinity,
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lim
k→∞
∫
Sδ
Q2f(x0,∇
2u(x0) +∇
2zk,δ(y))dy ≤ C lim
k→∞
(
δ +
∫
Sδ
(
1
δ2
|vk|+
1
δ
|∇vk|+ |∇
2vk|
)
dy
)
,
(4.12)
where we have used the growth condition (H1) and the fact that Q2f ≤ f .
As we have ∇2vk
∗
⇀ 0 and the average of vk and ∇vk are 0, {|vk|} and {|∇vk|} are vanishing
in L1(Q). To see this, let {vki} be an arbitrary subsequence of {vk}. We observe that, by the
Poincare´-Wirtinger inequality for BV functions (see [24], 5.6.1), we must have that {vki} and
{∇vki} are bounded in L
1. Since we have a bounded sequence in BH , we can extract a further
subsequence, not relabled, and a function v ∈ BH such that
lim
i→∞
∫
Q
|vki(x)− v(x)|dx = lim
i→∞
∫
Q
|∇vki(x) −∇v(x)|dx = 0
and
D(∇vki )
∗
⇀ D(∇v) in Q.
However, because D(∇vki )
∗
⇀ 0, we have D(∇v) = 0 and therefore ∇v is a constant function.
Since Q is connected and
∫
Q
∇v = 0, we must have ∇v = 0. Similarly, this implies that v is a
constant function, and
∫
Q
v = 0 implies v = 0. Thus, we have
lim
i→∞
∫
Q
|vki(x)|dx = lim
i→∞
∫
Q
|∇vki(x)|dx = 0.
Due to the arbitrariness of the subsequence of {vk}, we conclude that it is true for our original
sequence. As vk and ∇vk are going to 0 in L1, (4.12) becomes
lim
k→∞
∫
Sδ
Q2f(x0,∇
2u(x0) +∇
2zk,δ(y))dy ≤ Cδ + Cπ(Sδ).
Thus, we have that for every δ < 1, using (4.10) and (4.11),
lim
k→∞
∫
Q
Q2f(x0,∇
2u(x0) +∇
2vk(y))dy ≥ lim
k→∞
∫
Qδ
Q2f(x0,∇
2u(x0) +∇
2vk(y))dy
≥ Q2f(x0,∇
2u(x0))− Cδ − C|Q \Qδ/2| − Cπ(Sδ).
Note that for every δ > 0, Sδ ⊂ Q \Qδ and (Q \Qδ) ց ∅ as δ → 0+. Thus, as we let δ decrease
to 0, we have
lim
k→∞
∫
Q
Q2f(x0,∇
2u(x0) +∇
2vk(y))dy ≥ Q2f(x0,∇
2u(x0)).
Step 2: We show that |Ds(∇u)| a.e. x0 ∈ Ω, we have
dµ
d|Ds(∇u)|
(x0) ≥ (Q2f)
∞
(
x0,
dDs(∇u)
d|Ds(∇u)|
(x0)
)
.
Since the measures {|∇2un|LN Ω} are bounded in total variation, along a subsequence, (not
relabled), we have |∇2un|
∗
⇀ π for some Radon measure π. Further we can decompose π into
Radon measures πA and πB such that πA << |Ds(∇u)| and πB ⊥ |Ds(∇u)|.
By standard properties of BV functions, we know that for |Ds(∇u)| a.e. x0 ∈ Ω we have
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dµ
d|Ds(∇u)|
(x0) = lim
ε→0+
µ(Q(x0, ε))
|Ds(∇u)|(Q(x0, ε))
,
dDs(∇u)
d|Ds(∇u)|
(x0) = lim
ε→0+
D(∇u)(Q(x0, ε))
|Ds(∇u)|(Q(x0, ε))
, (4.13)
dπA
d|Ds(∇u)|
(x0) = lim
ε→0+
π(Q(x0, ε))
|Ds(∇u)|(Q(x0, ε))
<∞, (4.14)
lim
ε→0+
πB(Q(x0, ε))
|Ds(∇u)|(Q(x0, ε))
= 0, (4.15)
lim
ε→0+
1
|Ds(∇u)|(Q(x0, ε))
∫
Q(x0,ε)
∣∣∣∣ dπAd|Ds(∇u)| (x)−
dπA
d|Ds(∇u)|
(x0)
∣∣∣∣d|Ds(∇u)|(x) = 0, (4.16)
and
lim
ε→0+
|Ds(∇u)|(Q(x0, ε))
εN
=∞. (4.17)
Fix σ ∈ (0, 1). By Lemma 3.3 we can select εk → 0 such that |Ds(∇u)|(∂Q(x0, εk)) =
µ(∂Q(x0, εk)) = π(∂Q(x0, εk)) = 0, and
lim
k→∞
|Ds(∇u)|(Q(x0, σεk))
|Ds(∇u)|(Q(x0, εk))
≥ σN . (4.18)
We have
dµ
d|Ds(∇u)|
(x0) = lim
k→∞
µ(Q(x0, εk))
|Ds(∇u)|(Q(x0, εk))
= lim
k→∞
lim
n→∞
µn(Q(x0, εk))
|Ds(∇u)|(Q(x0, εk))
= lim
k→∞
lim
n→∞
1
|Ds(∇u)|(Q(x0, εk))
∫
Q(x0,εk)
f(x,∇2un)dx.
With the change of variables x = x0 + εky, we obtain
dµ
d|Ds(∇u)|
(x0) = lim
k→∞
lim
n→∞
εNk
|Ds(∇u)|(Q(x0, εk))
∫
Q
f(x0 + εky,∇
2un(x0 + εky))dy
≥ lim
k→∞
lim
n→∞
εNk
|Ds(∇u)|(Q(x0, εk))
∫
Q
Q2f(x0 + εky,∇
2un(x0 + εky))dy. (4.19)
Note that by (4.17)
tk := ε
−N
k |Ds(∇u)|(Q(x0, εk))→∞
as k →∞. We define functions Vn,k ∈ L1(Q,Rd×N×N) by
Vn,k(y) :=
1
tk
∇2un(x0 + εky)
and consider the associated matrix-valued measures Σn,k
Σn,k(E) :=
∫
E
Vn,k(y)dy =
1
|Ds(∇u)|(Q(x0, εk))
∫
x0+εkE
∇2un(x)dx
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for every Borel set E ⊂ Q. Note that the total variation of Σn,k is given by
|Σn,k|(E) =
1
|Ds(∇u)|(Q(x0, εk))
∫
x0+εkE
|∇2un(x)|dx =
(|∇2un|LN Ω)(x0 + εkE)
|Ds(∇u)|(Q(x0, εk))
.
Observe that we can now write (4.19) as
dµ
d|Ds(∇u)|
(x0) ≥ lim
k→∞
lim
n→∞
1
tk
∫
Q
Q2f(x0 + εky, tkVn,k(y))dy. (4.20)
For fixed k, we have Σn,k
∗
⇀ Σk and |Σn,k|
∗
⇀ πk as n→∞, where
Σk(E) :=
D(∇u)(x0 + εkE)
|Ds(∇u)|(Q(x0, εk))
and πk(E) :=
π(x0 + εkE)
|Ds(∇u)|(Q(x0, εk))
for every Borel set E ⊂ Q. Letting k →∞, by (4.13) we have
Σk
∗
⇀
dDs(∇u)
d|Ds(∇u)|
(x0)ρ (4.21)
where ρ denotes the weak-∗ limit of |Σk|. This follows from an identical argument to the claim in
(3.26). Indeed, in what follows, we will denote
H(x) :=
dDs(∇u)
d|Ds(∇u)|
(x)
for the sake of notation. Fix ψ ∈ Cc(Q). We have
∣∣∣∣
∫
Q
ψ(y)dΣk(y)−
∫
Q
ψ(y)H(x0)d|Σk|(y)
∣∣∣∣
=
1
|Ds(∇u)|(Q(x0, εk))
∣∣∣∣
∫
Q(x0,εk)
ψ
(
x− x0
εk
)
dD(∇u)(x)
−
∫
Q(x0,εk)
ψ
(
x− x0
εk
)
H(x0)d|D(∇u)|(x)
∣∣∣∣
≤
1
|Ds(∇u)|(Q(x0, εk))
∣∣∣∣
∫
Q(x0,εk)
ψ
(
x− x0
εk
)
H(x)d|Ds(∇u)|(x)
−
∫
Q(x0,εk)
ψ
(
x− x0
εk
)
H(x0)d|Ds(∇u)|(x)
∣∣∣∣
+
1
|Ds(∇u)|(Q(x0, εk))
(∫
Q(x0,εk)
|ψ|
(
x− x0
εk
)
|∇2u|(x)dx
+
∫
Q(x0,εk)
|ψ|
(
x− x0
εk
)
H(x0)|∇
2u|(x)dx
)
≤
‖ψ‖∞
|Ds(∇u)|(Q(x0, εk))
∫
Q(x0,εk)
|H(x)−H(x0)|d|Ds(∇u)|(x)
+
2‖ψ‖∞
|Ds(∇u)|(Q(x0, εk))
∫
Q(x0,εk)
|∇2u(x)|dx,
which goes to 0 as k →∞ in view of (4.13) and (4.17). Since
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∫
Q
ψH(x0)d|Σk| = H(x0)
∫
Q
ψd|Σk| → H(x0)
∫
Q
ψdρ,
we have shown that ∫
Q
ψdΣk → H(x0)
∫
Q
ψdρ.
Note that by (4.18),
ρ(Q) ≥ ρ(σQ) ≥ lim
k
|Σk|(σQ) ≥ lim
k
|D(∇u)|(Q(x0, σεk))
|Ds(∇u)|(Q(x0, εk))
≥ σN . (4.22)
We also have for any Borel set E ⊂ Q,
lim
k→∞
πk(E) = lim
k→∞
π(x0 + εkE)
|Ds(∇u)|(Q(x0, εk))
= lim
k→∞
πA(x0 + εkE)
|Ds(∇u)|(Q(x0, εk))
≤ lim
k→∞
dπA
d|Ds(∇u)|
(x0)
|Ds(∇u)|(x0 + εkE)
|Ds(∇u)|(Q(x0, εk))
+ lim
k→∞
1
|Ds(∇u)|(Q(x0, εk))
∫
x0+εkE
∣∣∣∣ dπAd|Ds(∇u)| (x) −
dπA
d|Ds(∇u)|
(x0)
∣∣∣∣d|Ds(∇u)|(x)
= lim
k→∞
dπA
d|Ds(∇u)|
(x0)
|Ds(∇u)|(x0 + εkE)
|Ds(∇u)|(Q(x0, εk))
by (4.14), (4.15) and (4.16). Thus, taking E := Q \ σQ we see by (4.18) that
lim
k→∞
πk(Q \ σQ) ≤ C(1 − σ
N ) (4.23)
for some C > 0. By (4.14), we have
lim
k→∞
lim
n→∞
|Σn,k|(Q) = lim
k→∞
1
|Ds(∇u)|(Q(x0, εk)
lim
n→∞
∫
Q(x0,εk)
|∇2un(x)|dx
≤ lim
k→∞
π(Q(x0, εk))
|Ds(∇u)|(Q(x0, εk))
=
dπA
d|Ds(∇u)|
(x0) <∞
and by Lemma 2.3 we can consider a diagonalized sequence of the {Vn,k} and {Σn,k} so that, using
(4.20), (4.21) and (4.22), we obtain Vnk,kL
N Q = Σnk,k
∗
⇀ H0ρ. Note also that
lim
k→∞
lim
n→∞
|Σn,k|(Q \ σQ) = lim
k→∞
lim
n→∞
1
|Ds(∇u)|(Q(x0, εk))
∫
Q(x0,εk)\Q(x0,σεk)
|∇2un(x)|dx
≤ lim
k→∞
1
|Ds(∇u)|(Q(x0, εk))
π(Q(x0, εk) \Q(x0, σεk))
= lim
k→∞
πk(Q \ σQ) ≤ C(1 − σ
N )
by (4.23). Hence, without loss of generality we can choose our diagonalized sequence so that
lim
k
|Σnk,k|(Q \ σQ) ≤ C(1 − σ
N ) (4.24)
and
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dµ
d|Ds(∇u)|
(x0) ≥ lim
k→∞
lim
k→∞
1
tk
∫
Q
Q2f(x0 + εky, tkVn,k(y))dy
= lim
k→∞
1
tk
∫
Q
Q2f(x0 + εky, tkVnk,k(y))dy,
where
H0 = H(x0) =
dDs(∇u)
d|Ds(∇u)|
(x0) ∈ Λ(N, d, 2). (4.25)
by the generalized form of the Alberti rank-one theorem (2.12). Applying the modified modulus
of continuity from (2.7) to (4.20), we have
dµ
d|Ds(∇u)|
(x0) ≥ lim
k→∞
∫
Q
1
tk
Q2f(x0 + εky, tkVnk,k(y))dy
≥ lim
k→∞
∫
Q
1
tk
Q2f(x0, tkVnk,k(y))dy −
1
tk
∫
Q
ω(εk)(1 + |tkVnk,k(y)|)dy
= lim
k→∞
∫
Q
1
tk
Q2f(x0, tkVnk,k(y))dy −
∫
Q
ω(εk)
(
1
tk
+ |Vnk,k(y)|
)
dy
= lim
k→∞
∫
Q
1
tk
Q2f(x0, tkVnk,k(y))dy, (4.26)
since {
∫
Q
|Vnk,k(y)|dy} is bounded (as Vnk,kL
N Q is weakly∗ converging) and tk →∞.
We claim that for any η > 0 we can find M such that if t > M then
Q2f(x0, tH)
t
≥ (Q2f)#(x0, H)− η (4.27)
for every H with |H | = 1, where, we recall,
(Q2f)#(x,H) := lim inf
{
Q2f(x′, tH ′)
t
: x′ → x,H ′ → H, t→∞
}
,
To see this, we first prove that the function (Q2f)# is Lipschitz in its second argument. Indeed,
let x ∈ RN and H,F ∈ Rd×N×N be fixed. Let us take any family of sequences xn → x, tn → t,
and Hn → H . Note that the sequence Fn := Hn + F −H is then converging to F , so
(Q2f)#(x, F ) ≤ lim
n→∞
Q2f(xn, tnFn)
tn
≤ lim
n→∞
Q2f(xn, tnHn)
tn
+ L|F −H |
where L is the Lipschitz constant of Q2f from Lemma 2.8, noting that this constant depends only
on the growth constant C and the dimensions N and d. But, since this holds for any xn → x,
tn → t, Hn → H , we must have
(Q2f)#(x, F ) ≤ (Q2f)#(x,H) + L|F −H |
and, by symmetry, we conclude that (Q2f)# is Lipschitz continuous in its second argument. Now,
we claim that (4.27) holds. If not, then there exists η > 0, {Hn} with |Hn| = 1 and tn →∞ such
that
Q2f(x0, tnHn)
tn
< (Q2f)#(x0, Hn)− η. (4.28)
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Without loss of generality, since the unit sphere is compact, we can assume that Hn → H for some
H with |H | = 1. Thus, letting n→∞ in (4.28), we obtain
Q2f#(x0, H) ≤ lim
n→∞
Q2f(x0, tnHn)
tn
≤ lim
n→∞
Q2f#(x0, Hn)− η
= Q2f#(x0, H)− η
where we have used the fact that (Q2f)# is Lipschitz continuous in its second argument. This
is a contradiction, so we conclude (4.27). In turn, (4.27) implies that for any H˜ and t such that
|H˜ | > Mt we have
Q2f(x0, tH˜)
t
≥ (Q2f)#(x0, H˜)− η|H˜ | (4.29)
by letting H := H˜
|H˜|
in (4.27). Consider the set
Ek :=
{
x ∈ Q : |Vnk,k(x)| >
M
tk
}
.
We have by (4.29)
∫
Q
1
tk
Q2f(x0, tkVnk,k(y))dy ≥
∫
Ek
1
tk
Q2f(x0, tkVnk,k(y))dy
≥
∫
Ek
[
(Q2f)#(x0, Vnk,k(y))− η|Vnk,k(y)|
]
dy
≥
∫
Ek
(Q2f)#(x0, Vnk,k(y))dy − η
∫
Q
|Vnk,k(y)|dy (4.30)
We can write
∫
Q
(Q2f)#(x0, Vnk,k(y))dy =
∫
Ek
(Q2f)#(x0, Vnk,k(y))dy +
∫
Q\Ek
(Q2f)#(x0, Vnk,k(y))dy
≤
∫
Ek
(Q2f)#(x0, Vnk,k(y))dy +
∫
Q\Ek
C|Vnk ,k(y)|dy
≤
∫
Ek
(Q2f)#(x0, Vnk,k(y))dy + C
M
tk
,
and thus ∫
Ek
(Q2f)#(x0, Vnk,k(y))dy ≥
∫
Q
(Q2f)#(x0, Vnk,k(y))dy − C
M
tk
. (4.31)
As discussed in Theorem 2.11, the function (Q2f)#(x0, ·) is positively 1-homogeneous and
Λ(N, d, 2)-convex. Since H0 ∈ Λ(N, d, 2) (see (4.25)), by [32], Theorem 1.1, we can find an affine
function L(H) = b+ ξ ·H such that L ≤ (Q2f)#(x0, ·) and
L(H0) = (Q2f)#(x0, H0). (4.32)
Then,
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lim sup
k→∞
∫
Q
(Q2f)#(x0, Vnk,k(y))dy ≥ lim sup
k→∞
∫
Q
(
b+ ξ · Vnk,k(y)
)
dy
= b+ lim sup
k→∞
∫
Q
ξ · dΣnk,k(y). (4.33)
Let ψσ ∈ Cc(Q; [0, 1]) be such that ψσ = 1 in σQ. We have
lim sup
k→∞
∫
Q
ξ · dΣnk,k(y) = lim
k→∞
∫
Q
ψσ(y)ξ · dΣnk,k(y) + lim sup
k→∞
∫
Q
(1− ψσ(y))ξ · dΣnk,k(y)
=
∫
Q
ξ ·H0ψσ(y)dρ(y) + lim sup
k→∞
∫
Q
(1− ψσ(y))ξ · dΣnk,k(y)
≥ ξ ·H0 σ
N − C lim sup
k→∞
|Σnk,k|(Q \ σQ) (4.34)
for some C > 0, where we used (4.22). In view of (4.24),
lim sup
k→∞
|Σnk,k|(Q \ σQ) ≤ C(1− σ
N ), (4.35)
therefore, by (4.33),
lim sup
k→∞
∫
Q
ξ · dΣnk,k(y) ≥ ξ ·H0σ
N − C(1 − σN ),
and so by (4.33), (4.34), and (4.35)
lim inf
k→∞
∫
Q
(Q2f)#(x0, vnk,k(y))dy ≥ b+ ξ ·H0σ
N − C(1 − σN )
≥ σN (Q2f)#(x0, H0)− C(1 − σ
N ),
where we used (4.32). Putting this together with (4.26), (4.30) and (4.31), we have
dµ
d|Ds(∇u)|
(x0) ≥ lim
k→∞
∫
Q
1
tk
Q2f(x0, tkVnk,k(y))dy
≥ lim
k→∞
[ ∫
Ek
(Q2f)#(x0, Vnk,k(y))dy − η
∫
Q
|Vnk,k(y)|dy
]
≥ lim sup
k→∞
(∫
Q
(Q2f)#(x0, Vnk,k(y))dy − C
M
tk
)
− ηC
≥ σN (Q2f)#(x0, H0)− C(1 − σ
N )− ηC.
Given the arbitrariness of η > 0, we conclude that
dµ
d|Ds(∇u)|
(x0) ≥ σ
N (Q2f)#(x0, H0)− C(1− σ
N )
for every σ ∈ (0, 1), thus, as we send σ → 1− we conclude that
dµ
d|Ds(∇u)|
(x0) ≥ (Q2f)#(x0, H0) = (Q2f)
∞(x0, H0)
since, as noted in (2.13), Q2f# = Q2f∞ on Λ(N, d, 2).
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