On the finite series expansion of multivariate characteristic functions  by Wolfe, Stephen J
JOURNAL OF MULTIVARIATE ANALYSIS 3, 328-335 (1973) 
On the Finite Series Expansion of 
Multivariate Characteristic Functions 
STEPHEN J. WOLFE 
Department of Mathematics, University of Delaware, Newark, Delaware 19711 
Communicated by E. Lukacs 
Three theorems are obtained that relate the asymptotic behavior of a distribu- 
tion function with the behavior of its characteristic function at the origin. 
These theorems generalize one dimensional results that have been obtained by 
the author and by others. 
1. INTRODUCTION 
A description of the elementary properties of multivariate characteristic 
functions can be found in [2]. We adopt the usual vector notation. Bold face 
symbols of the form x and X will be used to denote vectors and vector random 
variables. The norm of a vector x will be denoted by ( x (. Euclidean n space 
will be denoted by Ii,. If A C R, , F( x is an n-dimensional multivariate ) 
distribution function, and g(x) is a Borel-measurable function from R, to R, , 
then the Lebesgue-Stieltjes integral of f(x) with respect to F(x), taken over the 
set A, will be denoted by 
In this paper, we prove the following three theorems that relate the asymptotic 
behavior of a multivariate distribution function F(x) with the behavior of its 
characteristic functionsf(t) at the origin. 
THEOREM 1. Let k be a positive even integer. The following three statements 
are equivalent: 
(1) s 
1 x Ik C(x) < m; 
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(2) All partial derivatives of the kth order off(t) exz3 at the origin; 
(3) There exists a kth degreepolynomial Pk(t) such that 
f(t) = Pk(f) + 41 t I”) as I t I + 0. 
If one of the above statements holds, then the coefficients aq,..,,k of the term 
tlkl, .,., t$ of Pk(t), where k, + ... + k, = k, satis-es the relationshzp 
THEOREM 2. Let k be a positive odd integer. The following three statements are 
equivalent: 
(5) liw+, JMGT x? ... x2 dF(x) exists for all positive integers kI ,..., k, 
such that kI + .*. + k, = k and slX,,r dF(x) = o(TWk) as T-+ j-00; 
(6) Allpartial derivatives of the kth order off(t) exist at the origin; 
(7) There exists a kth degree polynomial Pk(t) such that 
f(t) = p&j + o(l t I”> as I t I - 0. 
I f  one of the above statements holds, then the coejGnt a, ,...,Ic of the term 
tp .*. t3 in P*(t), where k, + *.* + k, = k, satisfies the relati&ship” 
63) ahI,..., = kl!y!,kk , lim j- 
?s’ r-m Iska 




. . . k,! at? .-. at? ’ 
THEOREM 3. Let k be a positive integer and let k < h < k + 1. Then 
(g) L,r 
dF(x) = o(T-“) as T --+ +co, 
if and only if there exists a kth degree polynomial PE(t) such that 
(lo) f(t) = P&j + o(l t I”) as I t I - 0. 
This theorem remains true if o is replaced by 0. 
Theorem 1 generalizes one dimensional results that are well known. Theorem 2 
generalizes results of Pitman [4] and Wolfe [SJ. Theorem 3 generalizes a theorem 
of Wolfe [5]. 
The proofs of Th eorems 1 and 3 can be obtained quite easily from the proofs 
of the corresponding one dimensional results. The proof of Theorem 2 is more 
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involved. We will say that a multivariate distribution function has all symmetric 
moments of the kth order if it satisfies the first part of condition (5). Note that 
this definition involves only one limiting operation, It follows from the proof of 
Theorem 2 that if f(t) h as all partial derivatives of the kth order at the origin, 
where k is an odd integer, then the values of the mixed derivatives at the origin 
do not depend upon the order in which the differentiation is performed. This 
fact is not obvious since the existence of partial derivatives of the kth order at 
the origin, where k is an odd integer, does not imply the existence of the partial 
derivatives in a neighborhood of the origin. If k is an even integer and the 
partial derivatives of the kth order exist at the origin, then the partial derivatives 
are continuous on Rn . It follows that the values of the mixed partial derivatives 
on R, do not depend on the order in which the differentiation is performed. 
2. SOME LEMMAS 
We now state and prove some lemmas that will be used in the proofs of the 
theorems. 
LEMMA 1. If A > 1 and G(x) is a completely additive setfunction defined on R, 
such that G(R,,) < 03, then the folhwirg three statements are equivalent: 
(11) s , I ,/W = o(T-“1 as T++co; 
I 
1 x I”+’ dG(x) = o(T) as T-++co; 
IxlCT 
s ,x,>T 1 x IA-l dG(x) = o(T-‘) as T-++w. 
LEMMA 2. Assume that k is a nonnegative integer, k < h < k + 1, and G(x) 
is a completely additive set function defined on R, such that G(R,) < w. If (11) 
holds then it follows that 
and 
s 
1 x lk dG(x) = o(T*-A) a T--++w 
IXl>T 
s 
/ x lk+l dG(x) = o(T~+‘-~) as T-+4-w. 
IXKT 
LEMMA 3. Let F(x) be an n-dimensional multivari~te distribution firnction and 
let0 <y <&If 
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then it follows that 
I 
1 x I’ dF(x) < co. 
48 
LEMMA 4. Let X = (XI ,..., X,) be an n-dimensional vector valued random 
variable. Let F(x) be the distribution function of X and let Fi(xi) be the distribution 
function of Xi for 1 < i < II. Let h > 0. If 
1 - Fi(xi) + F<(--xi) = o(I xi I-“) as xi-+co 
for 1 < i f n. Then 
s , ,>TdF(x) = 4T-Y as T-+ +a~. x 
If 0 < y < W let 
H(Y) = J& dW. 
The function H(y) is defined and nondecreasing for y > 0. Also 
I , x ,>TdW = j-r dH(y), 
s IXKT 1 x Jhfl dG(x) = IoT y”+l dH( y), 
and 
s irl>T 1 x IA-1 dG(x) = jTW yA-” dH(y). 
Thus, Lemma 1 follows from a lemma of Pitman [4]. 
It can be shown in a similar manner that Lemma 2 follows from the well 
known one dimensional result and ,Lemma 3 follows from statements in the 
proof of [5, Theorem 31. Lemma 4 follows from the fact that 
J’[lXI > Tl <P[I&l > T/n]+-+J’[lX,,I > T/n] 
< i [l - Fi(xi/n) +Fd-xi/n)]. 
i-l 
3. PROOF OF THEOREM 1 
Let X = (X1 ,..., X,,) be a vector valued random variable with distribution 
function F(x) and characteristic function f(t). Let F&q) and fi(ti) denote the 
distribution function and characteristic function of X, for 1 Q i < II. 
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Statement (2) follows from statement (1) by the Lebesgue dominated con- 
vergence theorem. If (2) holds, then (1) follows from Fatou’s lemma, and (3) 
follows from (1) by the Lebesgue dominated convergence theorem. 
Assume that (3) holds. By setting tj = 0 forj # i, it can be shown thatf$(tJ 
has an expansion of the form 
ff(ti) = i. C&i + OCti”) as ti + 0. (12) 
It follows that 
for 1 < i < 12, and, thus, (1) holds (see [3]). It is easily seen that if (3) holds 
then the coefficients of Pk(t) must satisfy (4). 
4. PROOFOF THEOREM 2 
Assume that condition (5) holds. It follows from Lemma 3 that 
s 1 x Ik-1 C(x) < co. % 
Let j, ,..., j, be nonnegative integers such that jr + *** + j, = k - 1 and let 
Then 
cl&i) - 4i(O) = ik-1 
s 
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Lemma 1 can be used to show that 
G (’ ti U2) l,.l,l,,t., I I x Ik+l w4 + WI 4 I> J;,,>,,,t,, I x F-l w4 I 
= o(l) as ti -+ 0 
and 
G (I ti lb) s,.,,,,,, I x lk+’ W4 + U/i ti I) [,x,>,,,t I 
, I x I”+Wx) 
= o(l) as ti + 0. 
Since (5) implies that the limit as ti + 0 of 1s exists, it follows from (13) 
that f(t) has all partial derivatives of the Kth order at the origin. Thus, (6) 
holds. 
Assume that (6) holds. Thenfi(ti) has a derivative of the kth order at 0 for 
1 f i < n and it follows from a theorem of Pitman [4] that 1 -F,(q) + F,(--xi) = 
o(x;~) as xi -+ 00 for 1 < i < k, from Lemma 4 that 
I , ,,Td~(~) = o(T-‘) as T+ +m, x 
from (13) that F(x) has all symmetric moments of the kth order, and from 
Lemma 3 that 
I 
) x p-1 dF(x) < a3. 
%I 
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Thus, f(t) has an expansion of the form 
f(t) = s,” g (ij(tx)j/j!) S(x) 
‘= 
= h + Jz + Js + J4 - 
By a lemma of Feller [I, p. 5121, 
I 
eie - i au/j! / < 1 0 Ik+l/(K + l)!. 
j-0 
This lemma and Lemma 1 imply that 
and 
= 4 t I”) as 1 t 1 + 0. 
Thus, condition (7) holds where the coefficients of the Kth order terms of Pk(t) 
satisfy (8). 
Finally, assume that condition (7) is satisfied. Then eachf,(tJ has an expansion 
of the form (12) and it follows from [5, Theorem B] that 1 - F,(q) + Fi( -xi) = 
o(x;~) as x, + co for 1 < i < K and from Lemma 3 that 
s , ,,/w = 4T-k) as T-+c0. I 
Theorem 1 and (14) can be used to show that 
WI t lk> [wkI) J;,,,,,,,, tx W4 - Q,(t)] = 41) (15) 
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as ) t 1 -+ 0 where Qlc(t) denotes the sum of all kth order terms of Pk(t). The 
left side of (15) consists of a sum of expressions of the form 
where k, + **. + k, = k and u~~....,~, is the coefficient of t3 a*= t2 in Pk(t)- 
By taking the limit of the left side of [ 151 as 1 t 1 + 0 along different lines passing 
through the origin, it is possible to derive a system of linear equations and to 
show that 
i” 
akp...,k, = k,, 
2’ 
. . . k, !  ;z s ,&t -” ‘“,n dF(x) 
for all k, ,..., k, such that k, + .*. + k, = k. Thus, F(x) has all symmetric 
moments of the kth order and (5) holds. 
5. PROOF OF THEOREM 3 
Assume that F(x) satisfies condition (9). Then f(t) has an expansion of the 
form (14) and it follows from Lemma 2 that Js = o(I t 1”) as I t I --+ 0 and 
J,, = o(l t 1”) as I t 1 -+ 0. Thus, (10) holds. 
Assume conversely that (10) holds. Then fi(ti) has an expansion of the form 
f&) = 5 bj&j + o(I ti I”) as ti -+ 0 
j=O 
for 1 < i < 71. It follows from [5, Theorem 31 that 1 - Fi(xi) + F,(--x,) = 
o(l xi I-“) as xi + co for 1 < i < n and from Lemma 4 that (9) holds. 
The proof of the Theorem remains valid when o is replaced by 0. 
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