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ABSTRACT
This paper proposes a gaze prediction model for open signed
video content. A face detection algorithm is used to locate
faces across each frame in both proﬁle and frontal orienta-
tions. A grid-based likelihood ratio track before detect rou-
tine is used to predict the orientation of the signer’s head,
which allows the gaze location to be localised to either the
signer or the inset. The face detections are then used to nar-
row down the gaze prediction further. The gaze predictor is
able to predict the results of an eye tracking study with up to
95% accuracy, and an average accuracy of over 80%.
Index Terms— Video contexts, video coding, gaze track-
ing
1. INTRODUCTION
Open sign language is the term used to describe video with
an in vision signer and is used as an alternative to subtitles,
which are often inadequate at conveying concecpts, such as
emotion. Figure 1 shows a sample frame from open signed
video footage.
Fig. 1: A sample frame from one of the ‘holby’ open signed
video sequences
Open sign language is an excellent candidate for percep-
tual video coding due to the well-deﬁned nature of the gaze
patterns, as shown in [1], [2], [3] and [4]. Previous work has
been done on analysing the gaze patterns of sign language in
various forms, including videoconferencing [4] and open sign
video [2], and both went on to code video with perceptually
varying quality. It was shown that within the sign language
context it is possible to make coding gains without loss of
intelligibility or perceived quality.
In order to improve on these techniques we look at im-
proving the gaze prediction routine, speciﬁcally for open sign
lanugage. Previous work into gaze prediction has often in-
volved the concept of saliency [5], where low-level features
of the video (such as colour contrast, intensity, orientation
etc.) are combined into a saliency map, and this is then used
to plot predicted gaze patterns. Due to the bottom-up nature
of this scheme it has been shown to be inadequate for many
speciﬁed contexts, sign language included [2].
An eye tracking study was carried out (see Section 2)
which shows that the orientation of the signer’s head is an ex-
cellent cue as to whether or not the viewers would be looking
at the signer or the inset video. Therefore we ﬁrst propose a
grid-based likelihood ratio tracking system to predict the ori-
entation of a face (i.e. frontal or proﬁle), before utilising this
tracker to construct a gaze prediction routine for open signed
video. The gaze predictor outputs the most likely locations
of an eye ﬁxation for each frame. These locations can be
used for various applications including to modulate a variable
quality coder, or add region-based error protection.
This paper is organised as follows: Section 2 details an
eye tracking study carried out with open sign language mate-
rial, including, in Section 2.1, some observations of the col-
lected data. Section 3 introduces the proposed gaze predic-
tion technique, with the face detector being detailed in Sec-
tion 3.1, the track before detect routine in Section 3.2, and the
gaze predictor in Section 3.3. Section 4 demonstrates results
from both the tracker and the gaze predictor, before the paper
is concluded in Section 5, including a discussion on further
work.
2. EYE TRACKING STUDY
Five participants, each of whom is ﬂuent in British Sign
Language (BSL), were shown a random selection of open
signed clips at standard deﬁnition (720×576, 25fps). There
were 30 clips in total, sourced from 3 separate programmes
originally broadcast by the British Broadcasting Corporation
(BBC). Eye tracking was carried out using a tobii x50 eye
tracker system, with the video displayed on a widescreen
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plasma television, setup according to the ITU recommended
guidelines [6]. This resulted in an eye gaze location, per
participant, for every frame.
2.1. Eye Tracking Results and Analysis
Previous work [2] has shown that in open signed material
there are two especially important regions - the signer’s face
and, to a lesser extent, the inset showing the original video.
As a tool to help verify results, the source video frames
were manually classiﬁed, in 2 categories - ‘signer signing?’
(yes or no) and ‘signer’s facial orientation’ (frontal, proﬁle or
unknown). In over 95% of the 7000 frames classiﬁed, when
the face was frontal then the signer was signing. This sug-
gests that the orientation of the signer’s face is a good cue for
whether or not signing is taking in any given frame.
We also investigate whether or not the orientation of the
head is a good measure for whether or not the viewers are
looking at the signer. Equation 1 shows how to calculate the
proportion of eye gaze locations which are correctly predicted
by the facial orientation of the signer, pcorrect. Here a gaze lo-
cation is ‘correct’ if it is on the signer when the face is frontal
or is not on the signer when the face is proﬁle.
pcorrect =
|Fpro ∩ S|+ |Ffro ∩ S|
|S ∪ S|
(1)
Ffro and Fpro are the sets of gaze locations when the sign-
ers face is frontal and proﬁle respectively, and S is the set of
gaze locations in which the viewer is ﬁxated on the signer.
Using the previously described ground truth data, the pro-
portion of accurately ‘predicted’ locations is found to be 80%.
This implies that a predictor based on the orientation of the
face of the signer would yield impressive results for gaze lo-
cation prediction. Therefore a model for the orientation of the
face of the signer is proposed in Section 3, which uses face de-
tections and a tracker in an attempt to discover the orientation
of the head of the signer. Although based on the orientation
of the signer’s head, this model is ultimately attempting to
predict whether a viewer will be ﬁxating on the signer or the
inset for a given frame.
3. PROPOSED TECHNIQUE
3.1. Face Detection
The proposed gaze detector is based very heavily on face lo-
cations in a given frame for predicting the eye gaze position.
We utilise the face detector proposed by Viola and Jones [7],
which uses a cascade framework and Haar-like features to de-
tect faces. The detector works on an individual frame basis,
and detects faces of varying sizes based on a set of similar
features. The detector is run with both frontal and proﬁle fea-
ture cascades, so that 2 sets of detections are made. Each
detection is speciﬁed by a box, within which a face has been
detected. Figure 2 shows a sample frame and its associated
face detections.
(a) Frame from a ‘holby’ sequence, with correctly de-
tected faces
(b) Frame from a ‘meaning’ sequence, demonstrating
an error with the face detection
Fig. 2: Output from the face detector with the solid line rep-
resenting a frontal detection, and the hashed line a proﬁle de-
tection
Although the detector can make correct detections (Figure
2(a)), it can also make incorrect detections, such as the proﬁle
detection on the signer’s face in ﬁgure 2(b). Therefore it is not
possible to simply rely on the output of the face detector. This
motivates the introduction of a tracker, which will decide how
likely a face of a given orientation is at a given time.
3.2. Face Tracker
We use a grid based likelihood ratio tracker [8, pages 10.25 -
10.31] in order to detect not only the location of a face, but
whether or not a face of a particular orientation (frontal or
proﬁle) exists at a given time. This will result in a surface
which represents the likelihood ratio of a face existing at a
given point versus no face being present in the frame at all.
We deﬁne states s ∈ S as triples (sx, sy, sd), which can be
thought of as multiple grid-planes, each representing a track-
ing direction, sd ∈ D. Here we choose |D| to be 4, repre-
senting perpendicular directions in the 2-dimensional plane
(up, down, left and right). Measurements ξk ∈ Ξ represent
the locations of detected faces in frame k as detected by the
face detector from Section 3.1, and can be expressed as a co-
ordinate pair (ξx,k, ξy,k). The likelihood ratio for frame k is
written Λk(s), ∀s ∈ S. The likelihood ratio recursion begins
with a motion update, shown in Equation 2.
Λ−k (s|sd) = R(Πk(sd), sd) ∗
fd
|fd|
(2)
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where ∗ represents a convolution, Λ−k (s|sd) is the motion
update likelihood ratio for a given direction plane sd and
R(H, v) rotates the plane H by vπ2 , v ∈ {0, 1, 2, 3}. Πk(d)
is the result of leaking likelihood ratio between directional
planes, shown in Equation 3:
Πk(d) =
∑
i∈D
Λk−1(s|sd = i) · l(i, d) (3)
l(i, d) is the leak coefﬁcient from direction plane i to plane
d. In our implementation we choose a rotationally symmetric
function such that l(i, d) = 0.5 · δβ,0 + 0.1 · δβ,1, where δi,j
is the kronecker delta and β = |i − d| (mod |D|). d, i ∈
{0, 1, 2, 3} in this work, since |D| = 4. fd is a vector of ﬁlter
coefﬁcients deﬁned in Equation 4:
fd(i) =
{
1 0 ≤ i < cd
e−τ(i−c) cd ≤ i < n
(4)
fd(i) is the ith coefﬁcient of the motion prediction ﬁlter of
length n. The ﬁlter is designed such that pixel movements
up to distance cd are equally likely, after which the likelihood
dies away exponentially. Values of cd = 3 for horizontal
direction planes, and cd = 1 for the vertical planes were used,
along with a decay factor of τ = 0.25.
The next step of the recursion involves calculating the
likelihood ratio Lk(ξ|sx, sy) for frame k, measurement ξ,
given the states deﬁned by sx and sy (the measurements
are independent of direction). Equation 5 shows how this is
calculated.
Lk(ξ|sx, sy) = e
−[(ξx−sx)
2+(ξy−sy)
2]/2σ2 (5)
ξ is a detection at point (ξx, ξy), and σ2 is the variance of the
2-dimensional Gaussian.
Finally the likelihood ratio surface is updated with the
new information as detailed in Equation 6.
ln Λk(s) = lnΛ
−
k (s) + lnLk(ξk|s) for s ∈ S (6)
This recursive system is repeated through the frames of
the video and a likelihood ratio surface evolves. Since we are
interested in the likelihood ratio of a detection at any point
in the image plane, we marginalise over the different direc-
tional planes to form a 2-dimensional likelihood ratio surface,
Λ˜k(x, y), as shown in Equation 7.
ln Λ˜k(x, y) =
∑
sd∈D
ln Λk(s|sd) (7)
3.3. Gaze Predictor
We propose a gaze predictor which is based on the face de-
tections from Section 3.1 and the likelihood ratio tracker from
Section 3.2. The tracker is used to decide whether or not the
gaze is concentrated on the signer or the inset. Two sepa-
rate trackers are run on a predeﬁned bounding box around the
signer’s face simultaneously - one tracking frontal face views,
the other proﬁle. The output of each of these trackers is a like-
lihood ratio surface for each frame, Λ˜frok for the frontal tracker
and Λ˜prok for the proﬁle tracker for frame k. Comaparison of
the maxima of these surfaces allows a prediction of whether
or not the viewer will be looking at the signer or the inset.
Equation 8 describes the prediction process, with d being a
constant.
Gksign =
{
1 if max (ln Λ˜frok )−max (ln Λ˜
pro
k ) > d
0 otherwise (8)
The gaze predictor speciﬁes that if Gksign = 1, i.e. the
signer is signing, then the gaze prediction will be at the loca-
tion of the maximum of Λ˜frok , i.e. the tracked location of the
head of the signer. If Gksign = 0 then the viewer will be look-
ing at the inset, and hence the predictor returns this region.
4. RESULTS
We use the eye tracking data collected as detailed in Section
2 to verify both the face tracker and gaze predictor.
4.1. Face Tracking Results
The face tracker is used to predict whether or not the viewers
will be concentrating on the signer or elsewhere for any given
frame. To this end we investigate the accuracy of Gksign. We
deﬁne Gksign = 1 to be correct if the viewer is looking at the
signer’s face for frame k. From this we calculate recall, which
is a measure of the proportion of false negatives recorded. In
this scenario we are primarily concerned in minimising the
false negatives, since it is more important to correctly predict
ﬁxations on the signer than it is to predict them on the inset.
Equations 9 and 10 deﬁne precision and recall respectively,
and Figure 3 shows how they variy with d (from Equation 8)
for a set of 30 sequences.
Precision = Number Correct
Number Correct + False Positives (9)
Recall = Number Correct
Number Correct + False Negatives (10)
As can be seen in Figure 3 it is possible to attain a 95%
recall value with d = −5. This is the value of d used in this
work, as it yields high recall, but a suitably small number of
false positive detections (the precision is over 80%).
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Fig. 3: Average Precision and Recall for ‘meaning’ se-
quences, varying with d from Equation 8
4.2. Gaze Prediction Results
In order to assess the accuracy of the gaze predictor presented
in Section 3.3 the results of the eye tracking study are com-
pared to the gaze predictor. Since the gaze predictor returns
boxes of high gaze likelihood, either the face of the signer or
the inset, we say an eye track result has been correctly pre-
dicted if it falls within the predicted region for a given frame.
From this we calculate a percentage of the eye tracking results
that were correctly predicted by the gaze predictor.
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(a) Accuracy results predicting gaze location as either signer
or inset
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(b) Accuracy results when localising the ‘inset’ predictions to
face detections
Fig. 4: Percentage of eye track locations correctly predicted
by the gaze tracker for 30 different clips. Including the mean
and a standard deviation either side of the mean.
Figure 4(a) shows the individual results for 30 different
video sequences. The results vary from 70% to 95%, with the
mean being 86%. These results, however, only localise the
gaze prediction to either the signer’s face or the inset video. In
order to attempt to further localise the gaze prediction within
the inset we use the face detections found in Section 3.1 -
deﬁning an eye gaze location within the inset as predicted
correctly if it is within the bounding box of a face detection.
Figure 4(b) shows the results for the same 30 clips as before,
which vary from 60% to 95%, with the mean being 79%.
5. CONCLUSIONS AND FUTURE WORK
In this paper a gaze prediction technique based on face detec-
tion and tracking has been described. A grid-based likelihood
ratio tracker has been developed which will allow decisions
regarding the orientation of a face (frontal or proﬁle) to be
made using detections from an error-prone detector. It has
been shown that the face tracker can achieve a recall of over
95% when comparing the output with gaze locations from
an eye tracking study. The gaze prediction routine has been
shown to achieve an average of over 80% correct gaze loca-
tions, when compared with the same eye tracking study.
Improvements could be made to this system by introduc-
ing face tracking across the entire frame, as opposed to mainly
around the signer, however this would result in a correspond-
ing increase in computational complexity. Introducing the
cues demonstrated in [2] could also see an improvement in
performance. The gaze predictions can be used for a vari-
ety of applications, including variable quality coding and er-
ror protection. These applications require a subjective quality
study to be undertaken to investigate the effects noticed by
viewers.
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