We investigate the computational complexity of the following restricted variant of
Introduction
A graph H = (V H , E H ) is subgraph-isomorphic to a graph G = (V G , E G ) if there exists an injective map η from V H to V G such that {η(u), η(v)} ∈ E G holds for each {u, v} ∈ E H . The problem Subgraph Isomorphism is a fundamental problem in graph theory: given a pair of graphs G and H, determine if H is subgraph-isomorphic to G. We call G a base graph and H a pattern graph. The problem generalizes many other combinatorial problems such as Hamiltonian Path, Clique, and Bandwidth. Hence Subgraph Isomorphism is NP-complete in general [10] . For instance, the problem is NP-complete even in the case where the base graph is a tree and the pattern graph is a set of paths [10] .
By a slight modification of Damaschke's proof in [7] , Subgraph Isomorphism is hard when G and H are disjoint unions of paths. Since the classes of proper interval graphs and of bipartite permutation graphs contain the disjoint unions of paths, Subgraph Isomorphism is hard on proper interval graphs and bipartite permutation graphs. The construction strongly relies on the disconnectedness. We ask whether the hardness of the problem also relies on the disconnectedness. Thus we consider the following problem in which both G and H are connected.
Problem 1 (Spanning Subgraph Isomorphism).
Instance: A pair of connected graphs G = (V G , E G ) and H = (V H , E H ), where |V G | = |V H |.
Question: Is H subgraph-isomorphic to G?
Spanning Subgraph Isomorphism is NP-complete even for bipartite graphs and for chordal graphs, since Hamiltonian Path on these classes is NP-complete [10, 1] . Subgraph Isomorphism on cographs is also NP-complete (see [6] ). Meanwhile, the computational complexity of Subgraph Isomorphism on interval graphs seems still not to be known since Johnson posed the question [16] .
Our contributions. We study Spanning Subgraph Isomorphism for the classes of proper interval graphs, of bipartite permutation graphs, and of trivially perfect graphs. For these classes, Hamiltonian Path, Clique, and Bandwidth are known to be solvable in polynomial time [17, 3, 11, 19, 14, 30] . It is also known that the graph isomorphism for them can be solved in polynomial time [5, 21] .
We first show that Spanning Subgraph Isomorphism is NP-complete even for proper interval graphs, bipartite permutation graphs, and trivially perfect graphs. Thus our results answer the question by Johnson [16] . Next we study Spanning Subgraph Isomorphism for subclasses of the classes above such as the classes of chain graphs, of cochain graphs, and of threshold graphs. We show that Spanning Subgraph Isomorphism is NP-complete even if the base graphs are in these subclasses. We finally show that Subgraph Isomorphism, a generalization of Spanning Subgraph Isomorphism, can be solved in linear time if both the base and pattern graphs are in these subclasses. The algorithms are simple and consider only the degree sequences of graphs. Fig. 1 presents a summary of our results. See standard textbooks [4, 27] for graph classes and relationships among them.
Related topics. Subgraph Isomorphism for connected outerplanar graphs is NP-complete [28] , while it can be solved in polynomial time for two-connected outerplanar graphs [28, 20] . More generally, it is known that Subgraph Isomorphism for k-connected partial k-trees can be solved in polynomial time [23, 12] . Eppstein [9] gave a k O(k) n-time algorithm for Subgraph Isomorphism on planar graphs, where k is the number of vertices in the pattern graph. Recently, Dorn [8] has improved the running time to 2 O(k) n.
Another related topic may be the induced subgraph isomorphism problem. Damaschke [7] showed that Induced Subgraph Isomorphism on cographs is NP-complete. He also showed that Induced Subgraph Isomorphism is NP-complete for graph classes that include the disjoint unions of paths, and thus for proper interval graphs. Marx and Schlotter [22] showed that Induced Subgraph Isomorphism on interval graphs is W [1]-hard when parameterized by the number of vertices in the pattern graph, but fixed-parameter tractable when parameterized by the numbers of vertices to be removed from the base graph. Heggernes et al. [15] showed that Induced Subgraph Isomorphism on proper interval graphs is NP-complete even if the base graph is connected, while the problem can be solved in polynomial time if the pattern graph is connected. Furthermore, they showed that Induced Subgraph Isomorphism is fixed-parameter tractable when parameterized by the number of the connected components in the pattern graph, if the base graph is an interval graph and the pattern graph is a proper interval graph.
Kilpelainen and Mannila [18] showed the NP-completeness of the unordered tree inclusion problem. In the problem, we are given two rooted unordered trees T 1 , T 2 with labels for each vertex, and asked that ''By contracting some edges, can T 2 be obtained from T 1 ?''. (After a contraction, the vertex that corresponds to the contracted edge {u, v}, where u is the parent of v, has the label of u.) This fact is interesting since Subgraph Isomorphism for trees can be solved in polynomial time [10] .
For proper interval graphs and bipartite permutation graphs, there are enumeration and random generation algorithms that involve their characterizations by balanced parentheses [26, 25] . These characterizations can be used to efficiently solve the graph isomorphism problem for them. One might think that these characterizations can be used also for Spanning Subgraph Isomorphism. By our results in this paper, this is not the case unless P = NP. Terminologies and notations. All graphs in this paper are undirected and simple. Recall that we say a graph 
NP-completeness
We show that Spanning Subgraph Isomorphism (Problem 1) is NP-complete for proper interval graphs, bipartite permutation graphs, and trivially perfect graphs. Since the problem is in NP for arbitrary graphs, we need to show that the problem is NP-hard for these three graph classes. We show this by reducing from 3-Partition defined as follows.
Problem 2 (3-Partition (cf. [10])).
Instance: Positive integers a 1 , . . . , a 3m and a bound B ∈ Z + such that  j∈{1,...,3m} a j = mB and B/4 < a j < B/2 for each j ∈ {1, . . . , 3m}. An instance is represented as (a 1 , . . . , a 3m ; B). Question: Can {1, . . . , 3m} be partitioned into m disjoint sets A (1) ,
It is well known that 3-Partition is strongly NP-hard, meaning that it is NP-hard even when every a j (j ∈ {1, . . . , 
Proper interval graphs
A proper interval graph is the intersection graph of a family of closed intervals of the real line where no interval is properly contained in another [24] . The class of proper interval graphs is known to be equivalent to the class of unit interval graphs [24, 2] , where a graph is unit interval if it is the intersection graph of a family of closed unit intervals of the real line.
Theorem 1. Spanning Subgraph Isomorphism is NP-complete for proper interval graphs.
Proof. Let (a 1 , . . . , a 3m ; B) be an instance of 3-Partition. We construct proper interval graphs G and H in polynomial time.
Construction of G and H. Let
2 . Roughly speaking, graph H = (V H , E H ) consists of 3m disjoint cliques, each of which has Ma i vertices, and these cliques are sequentially connected by paths on m − 1 vertices (see Fig. 2 ). More precisely, let
Hence
The edge set E H is described as follows. Every X
, where the end y
and the other end y
is linked to 
There is no other edge in H. It is not difficult to see that H is a proper interval graph (see Figs. 2 and 3).
Next we define graph
each of which has MB vertices, and these cliques are sequentially connected by cliques of size 3m 2 (see Fig. 2 ). More precisely, let
where |U
Every
= ∅ for convenience. Those edges are all of E G . It is not difficult to see that G is a proper interval graph and |E G | > |E H | (see Figs. 2 • η(y
and 3).

If 3-Partition has a solution then H is subgraph-isomorphic to G. Suppose
] contains a Hamiltonian cycle, which implies that a desirable embedding exists. Therefore, H is subgraph-isomorphic to G.
If H is subgraph-isomorphic to G then 3-Partition has a solution.
Suppose that η is a subgraph-isomorphism from H to G. Let
We first show that A
and there is no edge between U (i) and U (i ′ ) . Also, it can be observed that for each j ∈ {1, . . . , 3m} there is an index i such that η(
] for some i ′ . This is impossible because
|.
Now we show that
|, a contradiction. 
Bipartite permutation graphs
A graph G = (V , E) with V = {1, 2, . . . ,
Theorem 2. Spanning Subgraph Isomorphism is NP-complete for bipartite permutation graphs.
Proof (Sketch). Since the proof is just a bipartite analogue of the one of Theorem 1, we only sketch the difference of the construction and the main steps of the proof of correctness. Let (a 1 , . . . , a 3m ; B) be an instance of 3-Partition. We construct bipartite permutation graphs G and H in polynomial time. j+1) ). Like the inequality (1), the following is the key inequality for showing the existence of such a map:
Construction of G and H. Recall that
(i−1) X ∪ U (i) X ∪ T (i) X , T (i−1) Y ∪ U (i) Y ∪ T (i) Y ) is a biclique for i ∈ {1, . . . , m}, where T (0) X = T (0) Y = T (m) X = T (m) Y = ∅. j∈A (i) X (j) to U (i) X and  j∈A (i) Y (j) to U (i) Y ; η maps each P (j,j+1) with j ∈ A (k) and j+1 ∈ A (k ′ ) to a subset of  k ′ i=k (T (i) X ∪T (i) Y ). η maps Q to the remaining vertices  m−1 i=1 (T (i) X ∪ T (i) Y ) \ η(  3m−1 j=1 P (j,1 2      3m−1  j=1 P (j,j+1)      = (3m − 1)m ≤ 3m 2 − 2 = |T (i) X | − 2 = |T (i) Y | − 2.
If H is subgraph-isomorphic to G then 3-Partition has a solution.
Similar to the case of proper interval graphs, let η be a subgraph-isomorphism from H to G, and let A
The remaining steps are almost the same with the facts (X (j) , Y (j) ) is a biclique for each j, there is no edge between U (i)
| for any i and j, and | 
for any i.
Trivially perfect graphs
A graph is trivially perfect if the size of the maximum independent set is equal to the number of maximal cliques for every induced subgraph [11] . Trivially perfect graphs can be characterized as the intersection graphs of families of nested, i.e., non-overlapping, closed intervals of the real line [4] . 
in 3-Partition. We omit the detail.
More on the hardness of Spanning Subgraph Isomorphism
In this section, we consider the cases where the base graph has a very simple structure. More precisely, we study the problems for deciding whether a connected graph H is subgraph-isomorphic to a connected graph G, where G is a chain graph, a cochain graph, or a threshold graph. As we will show, the problems are NP-hard even if H has some restrictions.
Definitions of subclasses
It is easy to see that if there exists such an ordering on X , then there exists an ordering (y 1 , y 2 , . . . , y q ), also called an inclusion ordering, on Y such that
Threshold graphs, chain graphs, and cochain graphs are defined with inclusion orderings as follows. A graph is a threshold graph if its vertex set can be partitioned into X and Y so that X is a clique, Y is an independent set, and X has an inclusion ordering [11] . A bipartite graph G = (X, Y ; E) is a chain graph if there is an inclusion ordering on X [4] . A graph is a cochain graph if its complement is a chain graph; in other words, a graph is a cochain graph if its vertex set can be partitioned into X and Y so that X and Y are cliques and X has an inclusion ordering. We write G = (X, Y ; E) if its complement is a chain graphḠ = (X, Y ;Ē).
Hardness results
Throughout this subsection, let I be an instance (a 1 , . . . , a 3m ; B) of 3-Partition. Two bipartite graphs G I = (X G , Y G ; E G ) and H I = (X H , Y H ; E H ) are defined as follows (see Fig. 7) . Both sets X G and Y G of G consist of m disjoint parts X of size B (in G I ) or a i (in H I ) . Each segment between two independent sets implies that these independent sets form a biclique.
is in Y 
Lemma 4. I is a yes-instance of 3-Partition if and only if there exists a subgraph-isomorphism η from H I to G I such that η(X H ) = X G (and thus η(Y H ) = Y G ).
A graph is cobipartite if its complement is bipartite. From the definition, every cochain graph is cobipartite. 
Linear-time algorithms
In this section, we show that Subgraph Isomorphism can be solved in linear time for chain graphs, cochain graphs, and threshold graphs. Note that here we study the original problem Subgraph Isomorphism, and thus two input graphs may have different numbers of vertices and could be disconnected. Since Subgraph Isomorphism is a generalization of Spanning Subgraph Isomorphism, we can conclude that Spanning Subgraph Isomorphism for these graph classes can be solved in linear time as well.
For the classes of threshold graphs, of chain graphs, and of cochain graphs, linear-time certifying recognition algorithms are presented by Heggernes and Kratsch [13] .
Threshold graphs
Recall that a graph is a threshold graph if its vertex set can be partitioned into X and Y so that X is a clique, Y is an independent set, and X has an inclusion ordering [11] . The degree sequence (d(v 1 ), . . . , d(v n )) of G is the nonincreasing sequence of the degree of the vertices of G. Given a degree sequence, we define N * (v i ) as follows:
This notation gives the following nice property. 
Lemma 8 ([11]). Let G be a threshold graph with the vertex
On the other hand, since {v i , v j } ̸ ∈ E G , there exists an index i ′ such that i
By Lemma 9, given two threshold graphs G and H, it suffices to compare their degree sequences for solving Subgraph Isomorphism. Since the degree sequence of a graph can be obtained in linear time, we have the following theorem. 
Chain graphs
Recall that a bipartite graph G = (X, Y ; E) is a chain graph if there is an inclusion ordering on X [4] . By the definition, a chain graph consists of a connected chain graph and a (possibly empty) set of isolated vertices. 
Proof. For the only-if-part, suppose that d(x
follows that X H contains at least i vertices of degree at least d(x 
By the definition, N(y
Otherwise, the parity of the distance between some vertices becomes invalid. The existence of such a map can be determined in O(n) time by Lemma 11.
Cochain graphs
Recall that a graph is a cochain graph if its complement is a chain graph. The following fact connects the concepts of subgraph-isomorphism and of complement graphs.
Lemma 13. If |V H | = |V G |, then H is subgraph-isomorphic to G if and only ifḠ is subgraph-isomorphic toH.
Proof. Let η be a subgraph-isomorphism from H to G. Now {η(u), η(v)} ∈ E G for any edge {u, v} of H. In other words, {η −1 (u), η −1 (v)} ̸ ∈ E H for any nonedge {u, v} of G. Hence η −1 is a subgraph-isomorphism fromḠ toH. The other direction can be shown in the same way. Proof. Let G = (X G , Y G ; E G ) and H = (X H , Y H ; E H ) be cochain graphs. We want to find a subgraph-isomorphism from H to G, or decide that there is no such mapping. We first compute the degrees of the vertices and inclusion orderings in linear time.
Let (x 1 , . . . , x p ) and (y 1 , . . . , y q ) be inclusion orderings on X G and Y G , respectively. Observe that if H is subgraph-isomorphic to G, then there exists a subgraph-isomorphism η from H to G such that η(X H ∪ Y H ) = {x 1 , . . . , ′ if and only ifḠ ′ is subgraph-isomorphic toH. Now we use the algorithm for chain graphs presented above, sinceḠ ′ andH are chain graphs. Observe that in the algorithm for chain graphs, all the steps except for the computation of the degrees and inclusion orderings can be done in O(n) time. Since we already know this information, we can check whetherḠ ′ is subgraph-isomorphic toH in O(n) time. We have O(n) possible guesses for s. For each guess, we take O(n) time. Thus this phase can be done in O(n 2 ) time. Since the cochain graph has Ω(n 2 ) edges, this is still linear time.
Future work
We showed several hardness and tractability results. For example, we showed that Spanning Subgraph Isomorphism is NP-complete for proper interval graphs, and that Subgraph Isomorphism is linear-time solvable for cochain graphs. An interesting open problem is the complexity of Subgraph Isomorphism where the base graph G is a proper interval graph and the pattern graph H is a cochain graph. Also it is interesting to study the case where G is a bipartite permutation graph and H is a chain graph, and the case where G is a trivially perfect graph and H is a threshold graph. The answers for these questions would provide more sharp contrasts of the complexity of Subgraph Isomorphism in graph classes.
