INTRODUCTION
Ultrasound (US) imaging is an important technology for medical imaging because it is free of ionizing radiation, inexpensive, quick, and convenient. Despite the profound advantages, US images are inherently granular, due to noise speckle, which constitutes a major image quality degradation factor.
Speckle mainly occurs when the spacing of the scattering centers is of the same order as the wavelength. The target tissue may be thought of as a random spatial distribution of many small Rayleigh scatterers. 1 At any time, the scatterers within the resolution cell reflect a particular distribution of spherical wavelets. In fact, owing to Rayleigh scattering, the amount of scattering increases as the fourth power of the emitted US frequency. In the case of constructive interference between the backscattered wavelets, a high amplitude "echo" is detected during the addition of these wavelets in space. On the contrary, when destructive interference occurs the "echo" has low amplitude. 1 The result is the appearance of a "speckle" pattern giving the impression of tissue texture that does not correspond to the actual tissue microstructure. In fact, speckle noise degrades image quality, fine details, and edge definition, and it deteriorates the physician's interpretation and diagnosis efficiency. In addition, it is considered a limiting factor in the performance of quantitative procedures such as segmentation and pattern recognition algorithms. However, some groups have reported employing the presence of speckle toward tissue tracking. 2 Effective speckle suppression while preserving actual tissue structure is considered of high value as a preprocessing step toward an efficient segmentation as well as an efficient tool for improving US image quality and possibly the diagnostic potential of medical US imaging.
Numerous approaches have been proposed for speckle reduction. The most recent include approaches employed in either the spatial or wavelet domain. In the spatial domain several nonlinear filters have been proposed such as the Laplacian pyramid-based diffusion filtering, 3 the matrix anisotropic diffusion filtering, 4 the adaptive center weighted Rayleigh maximum-likelihood filter, 5 the adaptive histogrambased smoothing procedure, 6 the Bayesian nonlocal meansbased filter, 7 the 2D textural homogeneity and directional average filters combination, 8 the Rayleigh-trimmed combined with the anisotropic diffusion filters, 9 the adaptive directional filter, 10 and the convex variational modeling.
11
In the wavelet domain, Pizurica et al. 12 employed the statistical distributions of the wavelet coefficients to classify them as useful image features or noise on the other. Gupta et al. 13 also employed a maximum a posteriori estimation via a locally adaptive wavelet domain Bayesian estimator to remove speckle considering that it follows the Rayleigh distribution. Zhang and Gunturk 14 applied a bilateral filtering to the approximation (low-frequency) subbands of a signal decomposed using a wavelet filter bank. The multiresolution bilateral filter is combined with wavelet thresholding to form a new image-denoising framework.
Herein, we propose a method that introduces a novel speckle noise reduction algorithm that employs the classification robustness of fuzzy c-means clustering and the multiscale properties of the wavelet transform toward distinguishing edge from speckle in US images. This discrimination is made by combining the wavelet local maxima distribution at different frequency bands via a coarse-to-fine enhanced fuzzy c-means (EFCM) clustering strategy with spatial and interscale constraints.
The structure of the present study is organized as follows: First, the speckle model adopted by the proposed method is presented. Afterward, the 2D dyadic wavelet transform (DWT) is introduced, followed by the estimation of the initial edge map. Consequently, we present the spatial and interscale information captured and employed as input to the EFCM objective function based on the interscale clustering and spatial properties of wavelet local maxima at each scale. The quantified results of the proposed method in several US images compared with other similar approaches are given, a thorough discussion is included, and some conclusions are consequently drawn.
MATERIALS AND METHODS

2.A. US image acquisition
The study comprised of 34 2D US images from 34 patients; 13 thyroid US images, 11 breast US images, and 10 liver US images. The scanning methods employed were transverse and longitudinal cross-sections for the thyroid and breast US images (10 transverse and 3 longitudinal for thyroid and 11 transverse for breast) and transverse and sagittal crosssections for the liver US images (seven transverse and three sagittal). The acquisition protocol parameters for the three anatomic structures researched in the present study are presented in Table I . All US examinations were performed on a Logiq 9 General Electric digital US system (GE Healthcare, Little Chalfont, United Kingdom) at the "Thriassio" General Hospital of Elefsina. Data were acquired from October 2013 to January 2014. All the protocol settings remained constant for each anatomic region throughout that period.
Rayleigh scattering is considered the major cause of speckle appearance in US images. It is proportional to the fourth power of the resonant frequency of the US transducer. To cover the whole range of emission frequencies, the radiologists participating in the study were asked to choose representative human structures with variable depth positioning in the body. Superficial structures (breast and thyroid with highresonant frequencies) as well as in-depth structures (liver with low-resonant frequency) were selected for quantification and image quality evaluation studies. The different depths in the human body of the selected structures were considered adequate to cover the normal range of frequencies available in a US system (2-10 MHz). Different body structures are located within the covered depths and will behave similarly in terms of speckle formation.
2.B. Modeling speckle noise for US images
The speckle model employed in the majority of despeckling strategies in the time domain considers the envelopedetected radio frequency (RF) signal to have a Rayleigh distribution. Thus, speckle can be considered multiplicative noise. However, because the US machine undergoes signal processing stages, the finally formatted US image speckle is no longer multiplicative in the sense that the signal's mean is proportional to the variance rather than to the standard deviation. Most wavelet-based methods, adapted for additive Gaussian white noise, apply a logarithmic transform in the speckle image and approximate speckle as additive noise.
The proposed method adopted the speckle model presented in studies by Foucher et al., 15 Argenti et al. 16 and Dai et al., 17 and omitted the log-transform of the US image to avoid the mean bias correction problem and decomposed the multiplicative speckle model into an additive model with signaldependent noise. The multiplicative speckle model at pixel position [x,y] is expressed in the following form:
where f (x, y) is an unknown 2D function, such as the original image to be recovered without noise. I(x, y) is the corrupted formatted US image with noise and r(x, y) is a random variable that represents speckle. We consider speckle as fully developed (large number of small scatterers in each resolution cell) and that its magnitude follows the Rayleigh probability density function:
Its mean and variance are 18
The multiplicative model is converted into an additive model:
where [r(x, y) − 1] is a random variable with zero mean and variance σ 2 , whereas N σ (x, y) represents an additive signal dependent to the noise term, which is proportional to the signal to be estimated.
2.C. Wavelet transform
Wavelet transform is a multiresolution analysis technique that has been developed and applied in various fields, such as astronomy, finance, quantum physics, signal processing, video compression, and image processing. 19 Throughout this study, the 2D redundant DWT was employed for multiresolution analysis. Let θ (x, y) be a symmetrical smoothing function approximating the Gaussian distribution. The DWT of a function f (x, y) ∈ L 2 R 2 is the set of functions W 1 2 j f (x, y) , W 2 2 j f (x, y) which are, respectively, the partial derivative along the horizontal and vertical orientation of the convolution of f (x, y) by the smoothing functionθ (x, y), dilated along a dyadic sequence (2 j ) j ∈ Z and are given by
where ψ 1 2 j and ψ 2 2 j are the analyzing wavelets and j is the dyadic scale.
We performed the wavelet analysis with the DWT using Mallat's filters. 20 These filters are considered locally adaptive in small neighborhood areas and are suitable for fast implementation of discrete algorithms and exact reconstruction. The redundant wavelet transform presented in this study is in fact shift invariant, and it is widely used for pattern recognition, feature extraction, and edge detection purposes. 
2.D. Initial interscale candidate edge selection
To capture the intra-and interscale magnitude behavior properties of wavelet coefficients, we employed an initialization step that detected all wavelet local maxima across scales and characterized them as candidate edges. Equation (5) indicates that the aforementioned set of functions can be viewed as the two components of the gradient vector of f (x, y) smoothed by θ (x, y) at each scale 2 j :
The modulus-angle representation of the gradient vector is given by
and
The sharper variation points of f * θ 2 j (χ, y) at a scale 2 j corresponding to edges are characterized from the local maxima of M 2 j f (x, y) along the gradient direction given by A 2 j f (x, y). The quantification of the gradient direction A 2 j f (x, y) was made on the basis of an 8-value grid covering the perimeter {0 -2π } of a circle. These values are
At each scale 2 j we called modulus maxima (MM) of the DWT, the point (x, y) where the modulus of the gradient vector M 2 j f (x, y) was maximum compared to its neighbor's local position in the direction specified by A 2 j f (x, y). Each time such a point was detected, the position of the resultant local maxima as well as the values of the modulus M 2 j f (x, y) and the angle A 2 j f (x, y) were recorded at the corresponding locations. All MM detected across scales at that stage were considered as candidate edges from which the initial clustering centers and the degree of membership could be obtained for the subsequent EFCM algorithm.
2.E. FCM clustering
The FCM algorithm is an iterative clustering algorithm in which each data point is assigned to a cluster to a degree specified by a fuzzy membership grade. The procedure for assigning each cluster is considered an iterative optimization procedure that minimizes a cost function when pixels close to the centroid of their clusters are assigned to high membership values. 21 This membership function represents the probability that a pixel belongs to a specific cluster. Let V = {v 1 ,. . . , v n } be the set of n image pixels, and let C be the number of clusters.
The cost or objective function for FCM is described as follows:
subject to
where m ∈ (1, ∞) controls the fuzziness of the resulting partition, u ij denotes the membership of data pixel v j to fuzzy cluster i whose value is between [0,1]; μ i is the cluster center of fuzzy cluster i, and v j − μ i 2 represents the Euclidian distance between pixel v i and the cluster center μ i .
The FCM cost function is minimized when high membership values are assigned to pixels whose intensities are close to the centroid of their clusters and low membership values are assigned when the point is far from the centroid. The membership degrees and the cluster centers are updated according to the following formulas:
Starting with an initial guess for each cluster center, the FCM converges to a solution for μ i representing the local minimum or a saddle point of the cost function. Convergence can be detected by comparing the changes in the membership function or the cluster center at two successive iteration steps.
2.F. EFCM edge detection
All edge pixels from US image f (x, y) can be located by following the wavelet transform MM up to the finer scale. Coarse scales are considered the bigger dyadic scales (e.g., 2 3 , 2 4 ), whereas fine scales are referred to as smaller dyadic scales (e.g., 2 1 , 2 2 ). The main objective of the proposed method was to isolate all important edges belonging to anatomic structures. The detection procedure begins at a coarse scale and adaptively decreases the scale to gather the necessary details by means of a back-propagation EFCM algorithm.
The main idea of the back-propagation maxima tracking is that if an edge appears in a coarser level 2 j , it should also appear in finer level 2 j−1 . In other words, any wavelet transform MM at a coarse scale can also be tracked at a finer scale with an approximate position and angle value (intrascale properties) combined with certain magnitude behavior as a part of a connected interscale chain (interscale properties) that is never interrupted when the scale decreases. 22 Prior to this EFCM back-propagation tracking of MM in wavelet space, the majority of some false maxima at the coarser scale are removed through a simple 70th percentile thresholding; all maxima values below 70% of the MM magnitude are discarded. 23 These maxima either are not suppressed by the smoothing function or are created by numerical errors in regions where the wavelet transform is close to zero.
Despite the robustness of the standard FCM algorithm, it introduces some limitations such as sensitivity to noise, initial center values, and lack of spatial context information. To overcome these shortcomings, we employed the MM behavior across scales first. It produced a new mapping, and the FCM objective function was subsequently modified so as to combine the position and angle attributes of each MM in a coarse-to-fine manner in the wavelet domain. The maxima tracking between different scales toward an interscale chain is considered a challenging task. The position, angle, and magnitude investigation was implemented at each scale within a different neighborhood taking into account the different size of the decomposition Mallat's filter. The coarse information was traced within large neighborhoods, whereas the fine information was traced in small neighborhoods.
The adaptively decreasing interscale investigation window, which is also termed the cone of influence in coarse-to-fine approaches, avoids matching errors created from either small maxima or large maxima groups. Small groups might not constitute an exact match, and large ones may produce inaccurate interscale linking if the two successive structures are locally distorted.
A square window of width K at a coarse resolution 2 j corresponded to square windows with approximate sizes of K/2 and K/4 at finer resolutions 2 j−1 and 2 j−2 [ Fig. 1(a) ]. For each of the MM present in the coarser scale of the initial edge mask, the cone of influence was constructed on the basis of the filter length per scale and its angle value information [ Fig. 1(b) ]. For simplicity, each cone of influence herein is notated as l which includes all available local maxima detected in all scales with a different length per scale and certain angle direction. In each cone of influence l, a coarse-to-fine interscale ratio measure was formulated to determine the rate at which MM values decreased or increased. This procedure involved linking MM within the cone of influence by observing the modulus magnitude behavior versus the scale. We denoted by MM 2 j ,l the MM magnitude at the resolution scale 2 j , which belongs to the cone of influencel, and we defined the interscale dependency estimator over a number of scales as
When S i, l is equal and/or greater than one there is a decrease as the scale decreases, whereas if it is less than one there is an increase as the scale decreases. The logarithm in Eq. (13) was employed in order to make S i, l behave as a rough estimate of the local Lipschitz exponent that can discriminate image edges from noise singularities. 22 The dependency estimator describes the "collective" evolution of the wavelet MM inside the cone of influence centered at the spatial position and was employed as input in the following EFCM algorithm.
Under this context, the MM that increase with scale and are close to each other under the specified angle should be kept together and form an interscale chain. In more detail, maxima across scales with certain dependency estimator behavior while taking into account space proximity are considered as important properties toward speckle from edge detection. The EFCM algorithm considers each MM represented by its spatial position and its dependency estimator value within the cone of influence defined by the angle value. A 3D feature map was constructed in which each MM from the initial edge map was represented by its spatial coordinates (x, y) and by its interscale magnitude dependency value (S) with the immediate finer scale in each cone of influence:
where 
T comprising intrascale x position, y scale number, and s interscale dependency estimator value. The partition matrix should satisfy the same constraints satisfied in the standard FCM. Employing the Euclidian distance the cost function to be minimized is of the following form:
where n is the number of samples in the cone of influence.
The new membership degrees and the cluster center were updated according to the following formulas:
The implementation of the proposed method requires the computation of the wavelet transform for scales 2 1 to 2 j . The choice of the parameter j depends on the individual application every time. For edge detection and segmentation methods, the choice of j is crucial. The employed EFCM algorithm considers a prerequisite that the two sharp variations are isolated. As the dilation of the wavelets and the smoothing function are increased, the resulting edges begin to overlap. To estimate the optimum dyadic level, the location of each sharp variation is associated with the MM. In this study, we experimentally found that the localization of MM increased from j = 1 to 3. From this scale and subsequently, the evolution of MM across scales produced localization and numerical errors. In fact, the majority of local maxima tracked at scale j = 3 are converged into a single maxima at j = 4, whereas a small fraction demonstrated irregular behavior. For these reasons, the scale value of j = 3 was used in the current study.
The EFCM back-propagation edge detection was used between 2 3 -2 2 and 2 2 -2 1 pair of scales iteratively with its fuzziness value set at m = 2 to further reduce the computation time. Each MM magnitude at the coarsest scale of the two successive iterations was considered the initial edge cluster center. In cases where two maxima had certain attributes to be chained between the two scales, a single pass of the EFCM algorithm for the corresponding cone of influence was adequate. Owing to initial candidate edge selection, not all wavelet coefficient samples of each cone of influence corresponded to actual MM; thus, the number of samples that served as input to the EFCM was less than the total coefficient number, which in turn also speeded up the processing time. If a single coarse local maximum computed to back-propagate in more than one finer local maxima, only the one having the largest maximum was considered to belong to the maxima chain.
The back-propagating maxima chains derived by the proposed algorithm can be considered as an edge map that corresponds to important image structures. The despeckling procedure implemented in this study suppressed all wavelet coefficients at all scales that did not belong to a backpropagating maxima chain. The remaining coefficients at all scales including the coarse image for completeness were used in the inverse DWT to obtain the US image with speckle suppression.
The proposed method can be summarized as follows:
1. DWT implementation for resolution scales 2 j , 1 ≤ j ≤ 3. 2. Candidate edge computation across scales based on the modulus magnitude and angle values (intrascale properties) employing Eqs. (7) and (8). 3. For all MM in the coarse scale 2 j cone of influence implementation according to the filter length and angle values in the prior scale 2 j−1 (Fig. 1 ). 3.1. A 3D feature map construction according to the dependency estimator and spatial coordinates inside each cone of influence [Eq. (14)]. 3.2. EFCM algorithm employment toward MM chaining across scales that correspond to edges (value assignment = 1) and discarding of speckle or nonedge (value assignment = 0) MM in each cone of influence. 4. Repeat step number 3 between scales 2 j−1 (with the remaining MM from the previous steps) and 2 j − 2 . 5. Repeat steps 3.1 and 3.2 by updating membership functions and fuzzy cluster centers using Eqs. (16) and (17). 6. Final edge map detection across scales. 7. Reconstruction of the despeckled image by applying the inverse wavelet transform based on the remaining wavelet coefficients that correspond to detected edges.
The speckle suppression performance of the proposed method was compared with two other denoising methods: (a) Pizurica's wavelet domain noise filtration technique for medical imaging and (b) built-in speckle reduction imaging (SRI) mode in the Logiq 9 GE US system. Regarding Pizurica's method optimum results were acquired with 7 × 7 window size and a value of 5 as a threshold multiplication factor and 4 wavelet decomposition scales. The SRI algorithm analyzes US images in a pixel-by-pixel manner and classifies each as "mostly speckle" or "mostly feature." This is done by comparing neighboring pixels to determine if variations have a sharp difference, follow a trend, or are random in nature. Random variations are subsequently suppressed. The SRI algorithm is offered with five (1, 2, 3, 4, and 5) different scales from low to high depending on its suppression performance. SRI provided maximum performance with a setup value of 3. The comparison procedure was made via speckle suppression index (SSI), peak signal to noise ratio (PSNR), and edge preservation index (EPI). SSI was based on the following equation:
where X and Y are the original US image and the despeckled image, respectively. The index tends to be less than 1 if the filtering performance is efficient in reducing speckle noise. 24 Lower values indicate better performance of speckle filtering. PSNR computes the mean squared reconstruction error after denoising. It is given by
where MSE is mean square error and is given by
L is the dynamic range of the US image pixel intensities (L = 2 8 − 1 = 255) and M = N the size of the two images. Higher PSNR values imply higher denoising performance. 24 The evaluation of the edge preservation ability during the denoising procedure of all methods was made via the EPI and defined by 25 
EPI
where X and Y are speckle and despeckled images, respectively, filtered by a 3 × 3 pixel standard approximation of the Laplacian operator, and is given by
In case of optimum edge preservation, the EPI approximates the value 1. In experimental results, the closer the EPI is to 1, the better are the edge preservation properties of each algorithm. The developed algorithm was checked on a Windows 7 PC with a dual-core AMD 64 Athlon processor running at 2.8 GHz and 4 GB of RAM.
2.G. Image evaluation
To assess US image quality for the three different processing algorithms, we performed image improvement scoring.
All US images of the thyroid, breast, and liver were evaluated by two senior radiologists, who were blinded to the image processing method. The radiologists were asked to assess the following features using a 0-2 scale (0: no improvement, 1: slightly improved, and 2: significantly improved):
1. Removal of speckle/granular pattern; 2. Preservation of structural boundaries and resolvable details; 3. Contrast enhancement between small structures and the surrounding environment; 4. Revealing of small structures not clear in the original image; 5. Improvement of diagnostic evaluation procedure.
The total image score was calculated by summing the individual scores given for the 5 items (e.g., for each image, the minimum score was 0 * 5 = 0 and the maximum score was 2 * 5 = 10). The mean total image scores of each anatomic location were analyzed using one-way analysis of variance (ANOVA). Dunn's and Tukey's multiple comparison tests were performed to compare the mean total scores achieved in each frame by the three different processing modalities (GraphPad PRISM statistical software package, version 5; San Diego, California, USA).
RESULTS
We processed 34 US images depicting thyroid, breast, and liver anatomic structures using the proposed method and compared the findings with those obtained using SRI and Pizurica's algorithms.
The performance of all despeckling methods on several US images depicting liver, thyroid, and breast is demonstrated in Figs. 2-4 and Table II. To evaluate the US images processed using the three different methods, we compared the radiologists' scores for each of the five features evaluated among the three examined anatomic locations (Table III) . No statistically significant difference was found between the two radiologists' scores for each feature assessed (p > 0.05 for each feature assessed, nonparametric Wilcoxon matched pairs test).
In all, 136 images were visually evaluated (34 images for each of the following methods: B mode, EFCM, SRI, and Pizurica's method). According to both radiologists, the EFCM algorithm achieved significantly superior scores compared with Pizurica's method in all anatomic structures. Specifically, in breast images, the mean total scores of both EFCM and SRI were superior compared with the mean total score of Pizurica's method (radiologist 1: 6.1 ± 1.8 vs 5.8 ± 1.7 vs 2.5 ± 1.7, respectively; radiologist 2: 6.1 ± 1.8 vs 6.0 ± 1.7 vs 2.7 ± 1.5; p < 0.0001, one-way ANOVA). According to Tukey's multiple comparison test there was no significant difference between EFCM and SRI scores (p > 0.05). In liver images, the mean total score of EFCM was significantly higher than that of Pizurica's method (radiologist 1: 8.4 ± 1.5 vs 2.2 ± 1.8; radiologist 2: 8.4 ± 1.6 vs 2.8 ± 1.7 p < 0.0001, one way ANOVA). No statistically significant differences were detected between EFCM and SRI (radiologist 1: 8.4 ± 1.5 vs 5.3 ± 1.5; radiologist 2: 8.4 ± 1.6 vs 5.7 ± 1.4, respectively; p > 0.05, Dunn's multiple comparison test) or between SRI and Pizurica's method (radiologist 1: 5.3 ± 1.5 vs 2.2 ± 1.8; radiologist 2: 5.7 ± 1.4 vs 2.8 ± 1.7, respectively; p > 0.05, Dunn's multiple comparison test). Finally, in thyroid images, both EFCM and SRI achieved significantly superior total scores compared with Pizurica's method (radiologist 1: 9.0 ± 0.9 vs 9.1 ± 0.8 vs 3.1 ± 1.1; radiologist 2: 8.8 ± 0.7 vs 8.9 ± 0.7 vs 3.1 ± 1.0; p < 0.0001, one way ANOVA), whereas SRI and EFCM achieved similar scores (radiologist 1: 9.1 ± 0.8 vs 9.0 ± 0.9; radiologist 2: 8.9 ± 0.7 vs 8.8 ± 0.7, respectively; p > 0.05, Dunn's multiple comparison test).
DISCUSSION
In US image speckle noise reduction, a compromise between reducing noise and preserving significant image details must be found. For this compromise to be optimum, the noise reduction algorithm has to adapt to image discontinuities. The wavelet multiscale decomposition provides the framework for such spatially adaptive algorithms to be implemented. By representing the essential information existing within a US image with relatively few large coefficients (MM) at different resolution scales, additive speckle noise can be effectively suppressed by manipulating these coefficients. These wavelet coefficients describe the intensity profile of the local variations of an image for a given scale. High coefficient values are obtained when the size of the dilated wavelet approximates the scale of the heterogeneous area causing in that location an image irregularity. In image areas where variations are smooth, the coefficients tend to approximate zero values. Consequently, these large coefficients arise from the wavelet transform, providing a classification map in which any kind of change (abrupt or smooth) that exists in an image on a particular scale can be detected. The MM representation across scales comprises all important information from which an efficient clustering algorithm can compute an interscale maxima chain so as to discriminate edge information from speckle noise. The presented despeckling approach by incorporating the interscale persistence (EFCM algorithm) and intrascale clustering properties (edge map initialization) of wavelet MM produces an effective noise reduction scheme in terms of speckle suppression and edge preservation on US images. It must be pointed out that the iterative clustering procedure was performed with the lowest possible number of local maxima because the local maxima number decreases when the scale increases. The assignment procedure within each cone of influence employed the MM from the coarser scale as the initial edge cluster center. As a result, the computational complexity of the implemented algorithm was reduced even more. Moreover, the proposed method managed to isolate all important structures at all scales suppressing all maxima belong to the speckle cluster at all computed scales, even at the finer one (2 1 ), despite the fact that in that scale, the US image was dominated by noise. In both other denoising techniques employed for comparison reasons in this study, a fine tuning in the SRI parameter value and window size as well as the multiplication factor was necessary to achieve optimum results. With regard to the SRI method lower scale values (1,2) exhibited better edge preservation properties but lower speckle suppression performance, whereas higher values (4, 5) produced reverse results. The latter implies that when the suppression procedure dominates, edges become less prominent. When suppression is mild, edges remain intact. Optimal compromise for speckle suppression and edge preservation was achieved with a scale value set to 3. With regard to Pizurica's method, window size was highly correlated with the resolution of the US image. Small sizes best fit with US images acquired with high frequencies, whereas large sizes match better with low-resolution structures existing in higher depths. The multiplication factor presents the same behavior as the scale value of the SRI method. Large values suppress speckle more efficiently, whereas small values maintain edges.
Most other published denoising approaches mainly focus on the speckle reduction properties of their methods and rarely exploit their edge preservation capabilities.
Sudha et al. 26 developed a new method for speckle suppression in medical US images in the wavelet domain using a weighted variance for estimating the threshold and multiscale product scheme for thresholding the coefficients.
Guo et al. 27 integrated a 2D homogeneity and a directional average filter that were based on a texturally homogeneous histogram. The pixels in the nonhomogeneous set were handled by the directional average filters iteratively, and the speckle was removed without blurring the edges.
Sudha et al. 28 introduced a wavelet-based thresholding scheme for noise suppression in US images via a Bayes shrinkage function.
Karthikeyan and Chandrasekar 29 implemented a hybrid model by using a combination of fourth-order partial differential equation anisotropic diffusion and a relaxed median filter to remove the speckle noise. Damodaran et al. 30 developed a discrete topological derivative method in which a topological derivative for an appropriate function associated with the US B-scan image gradient via a diffusion factor k is employed to reduce speckle.
Damodaran et al., 30 Sudha et al. 26, 28 and Karthikeyan et al. 29 achieved PSNR values of 28 db, 27-32 db, and 22.95 db, respectively. Guo et al. 27 on the other hand achieved a PSNR value of 25 db and an EPI that varied from 0.5 to 0.9.
Most of these algorithms provide adequate despeckling performance; however, in many instances, valuable diagnostic information cannot be preserved. In studies by Damodaran et al., 30 Sudha et al., 26, 28 and Karthikeyan et al., 29 the algorithms employed were oriented to speckle suppression and not to edge preservation. In a study by Guo et al., 27 the compromise between the prerequisites of an effective speckle suppression algorithm (speckle suppression and edge preservation) led to moderate speckle suppression and edge preservation. In addition, these methods suffer also from parameterization. Thresholding values, averaging filters, shrinkage, or derivative functions are highly dependent on the resolution of the US image.
The proposed method is case and depth independent because it is used within the wavelet domain and not in the original gray-scale image. Moreover, the EFCM algorithm employed the interscale properties (coarse to fine corresponds to low to high resolution) and the intrascale behavior (compared with the neighboring values within scale-dependent size) of MM representation. It thus addresses all the aforementioned restrictions existing in the previous studies. In addition, by expanding the intrascale properties of MM representation, the EFCM algorithm can compute intrascale maxima chains, providing a multiscale structure representation that could be used for segmentation purposes.
Regarding the processing time of each algorithm, the SRI algorithm ran in real-time, whereas the EFCM and Pizurica's algorithms had execution times of approximately 3.4 and 7.8 s, respectively. A speeding optimization process is under development toward subsecond processing time for the EFCM algorithm by means of parallel processing running in multiple cores of the computer employed in the current study.
In an attempt to evaluate the clinical implication of the proposed multiresolution EFCM algorithm, two independent experienced radiologists quantified the imaging improvement of each of the three methods. Image quality was assessed based on questions regarding the removal of the specklegranular pattern, preservation of the structural boundaries and resolvable details, contrast enhancement between small structures and the surrounding environment, revealing of small structures not clear in the original image, and improvement of the diagnostic evaluation procedure. According to both radiologists' evaluations, the suggested EFCM algorithm significantly improved image characteristics compared with standard baseline B-mode images, suggesting that it could contribute to diagnostic accuracy of US in both superficial and in-depth structures. Interestingly, the multiresolution EFCM performed better, with a median score of 9, in both liver and thyroid images compared with breast images in which the median total score achieved was 6. This was due to the low scores achieved by the EFCM algorithm in revealing small structures that were not clear in the original image and in the overall improvement of the diagnostic evaluation of the breast. On the other hand, the algorithm proposed herein resulted in superior scores in all anatomic locations compared with Pizurica's method, whereas significantly higher scores were reported compared with the SRI algorithm for liver images. This was mainly due to the enhanced removal of the specklegranular pattern and the superiority of the EFCM algorithm in preserving structural boundaries and resolvable details resulting in better overall liver diagnostic evaluation compared with the SRI algorithm. For thyroid and breast images, EFCM performed equally to the SRI. The optimized results provided by the proposed method in all anatomic structures (superficial and in depth) prove that the EFCM algorithm is versatile and case and resonant frequency independent.
CONCLUSION
With the proposed speckle reduction algorithm, several issues were addressed to improve wavelet-based US image denoising using robust clustering algorithms. A new EFCM clustering model was introduced to reduce noise and preserve details. A dependency estimator that combines coefficients' magnitudes and their evolution through scales was also introduced. The latter parameter combined with space proximity was employed in an EFCM algorithm for efficient denoising. The advantage of the proposed filtering scheme was demonstrated on different US images visualizing different anatomic structures and with different filtering methods in terms of noise suppression and edge preservation performance.
The proposed multiscale EFCM despeckling algorithm provided better results compared with SRI and Pizurica's methods via speckle reduction (both on SSI and PSNR) and edge preservation (via EPI). Also, according to the US image evaluation study, the proposed method improves the diagnostic evaluation procedure. The proposed algorithm improved
