We obtain Marcinkiewicz-Zygmund strong laws of large numbers for weighted sums of pairwise positively quadrant dependent random variables stochastically dominated by a random variable X ∈ L p , 1 p < 2. We use our results to establish the strong consistency of estimators which emerge from regression models having pairwise positively quadrant dependent errors.
Introduction
The classical Kolmogorov's strong law of large numbers is, perhaps, the most famous strong limit theorem in Probability Theory. Originally presented in 1933 by Andrei Nikolaevich Kolmogorov (see [13] ), it can be stated as follows: if X 1 , X 2 , . . . is a sequence of independent and identically distributed random variables such that E X 1 exists then X 1 + X 2 + . . . + X n n a.s.
−→ E X 1 .
In [25] , Walk gave an elegant short proof for a Kolmogorov's strong law of large numbers under very general assumptions by using a Tauberian theorem. In this paper, we shall follow Walk's statement to establish a Kolmogorov's strong law of large numbers for weighted pairwise positively quadrant dependent random variables. This result improves the corresponding one announced in [16] for sequences of (positively) associated random variables. Further, we shall give Marcinkiewicz-Zygmund's strong law of large numbers for weighted pairwise positively quadrant dependent random variables by using a maximal inequality recently presented in [20] for these dependent structures.
In last section, we provide some statistical applications of our results, namely, in strong consistency of estimators which arise in regression models. Our statements not only extend 2 Almost sure convergence
In the past, many authors have considered limit theorems involving pairwise positively quadrant dependent random variables (see, [3] , [4] , [22] or [23] among others). We shall proceed their study by establishing strong limits for weighted sums of these dependent random variables.
The concept of positively quadrant dependence for a pair of random variables due to Lehmann [15] can be given for sequences of random variables as follows: a sequence {X n , n 1} of random variables is said to be pairwise positively quadrant dependent (pairwise PQD) if P {X k x k , X j x j } − P {X k x k } P {X j x j } 0 for all reals x k , x j and all positive integers k, j such that k = j.
Let X, Y be random variables and ℓ a positive constant. Throughout, we shall consider the function g ℓ (t) := max(min(t, ℓ), −ℓ) = (t ∧ ℓ) ∨ (−ℓ) and the covariance quantity where ∆ X,Y (x, y) := P {X x, Y y} − P {X x} P {Y y}. Further, a random sequence {X n , n 1} is stochastically dominated by a random variable X if there exists a constant C > 0 such that sup n 1 P {|X n | > t} C P {|X| > t} for all t > 0 (see, for instance, [19] ). Now, we state and prove a Kolmogorov's strong law of large numbers for weighted pairwise positively quadrant dependent random variables.
Theorem 1 Let {X n , n 1} be a sequence of pairwise PQD random variables stochastically dominated by a random variable X ∈ L 1 . If {a n } is a sequence of constants satisfying sup n 1 n −1 n k=1 a 2 k < ∞ and
Proof. By writing a n = a + n − a − n , we may suppose without loss of generality that a n is nonnegative for each n. Setting
According to Abel's identity (see [1] , page 77), we have
by Lemma 4 of [16] , we obtain
On the other hand, a n Y ′ n 0 and Lemma 1 of [19] yields
(see, for instance, Remark 3 of [25] ). Noting that a n Y ′′ n 0,
one can argue as above to conclude that
Hence, (2.5) and (2.6) yield
it follows that a.s. X n = X ′ n for all but a finite number of values of n, entailing
From the dominated convergence theorem we have E|X|I {|X|>n} = o(1) as n → ∞, implying lim sup
and (2.7) holds establishing the thesis.
Remark 1
We observe that condition (2.2) can be replaced by the weaker condition
by waiving Lemma 4 of [16] in the upper bound (2.4). When a n = 1 for all n, Theorem 1 equipped with (2.8) instead of (2.2) extends Corollary 1 of [20] to p = 1.
Our Theorem 1 extends Theorem 1 of [16] to sequences of pairwise PQD random variables when p = 1. Recall that positively quadrant dependent random variables are not necessarily (positively) associated (see, for instance, [6] or [24] ). Furthermore, the normalising constants in Theorem 1 improve the considered ones in Theorem 2 of [20] for p = 1. It is worthy to note that for the special case p = 1, the previous approach leads to sharped results discarding the direct use of any maximal inequality which is, in fact, the key ingredient in both [16] and [20] . In particular, Theorem 1 with weights a n = 1 for all n does not require the finiteness of the variance in each random variable unlike Theorem 1 of [3] .
The statement below gives us the almost sure convergence for weighted sums of pairwise PQD random variables when the moment condition of the random variable X in Theorem 1 is strengthened.
Theorem 2 Let 1 < p < 2 and {X n , n 1} be a sequence of pairwise PQD random variables stochastically dominated by a random variable X ∈ L p . If {a n } is a sequence of constants satisfying sup n 1 n −1 n k=1 a 2 k < ∞ and
Proof. As in the proof of Theorem 1, we shall assume a n 0 for all n. Considering X ′ n := g n 1/p Log 2(p−1)/p n (X n ) and X ′′ n := X n − g n 1/p Log 2(p−1)/p n (X n ) it follows that {a n X ′ n , n 1} is a sequence of pairwise PQD random variables. From Lemma 1 of [20] we obtain, for each ε > 0 and a fixed n 0 ,
In order to prove
Since p 2 t p Log 2 t is an asymptotic inverse of t 1/p /Log 2/p t (see [2] , page 28), we get
where v −1 (t) denotes the inverse of v(t) = C(p)/(t 2 Log 2 t), t > 0 and according to Fubini's theorem, we obtain
Thus, gathering (2.11), (2.12), (2.13) and (2.14) we obtain (2.10) by using (2.9). Hence,
a.s.
−→
Notice that if the weights {a n } satisfy a n = 1 for all n and {X n , n 1} is a sequence of pairwise PQD random variables such that
for any 1 k < j and all x, y ∈ R, then condition (2.2) can be simplified to
(see Remark (6) of [16] ) or even to
which is weaker than (2.16) (recall that t → G X k ,X j (t) is nondecreasing), since
and also
Similarly, under the assumptions of Theorem 2, and the extra conditions a n = 1 for all n, (2.15), one can prove that (2.9) is simplified to
for some constant C > 0; moreover, (2.9) can still be replaced by (the weaker condition)
We point out that the identical distribution of {X n , n 1} is not a sufficient condition to obtain (2.15) as the next example shows: supposing the following joint probability function of (X k , X j ), k < j, we have P {X n = 0} = 1/2 = P {X n = 1} for each n 1 and
for all x, y < 1.
Applications

Linear errors-in-variables regression model
Consider the simple linear errors-in-variables regression model,
where α, β are unknown parameters, x 1 , x 2 , . . . are (non-random) constants and {ε n , n 1}, {δ n , n 1} are two sequences of random variables. Recall that the model (3.1) not only furnishes an approximation to real world situations but also it helps us understand the theoretical underpinnings of methods for other models (see [9] ). Rewriting (3.1) as an ordinary regression model having stochastic regressors and errors ε k − βδ k , i.e.
η n = α + βξ n + (ε n − βδ n ) (n 1), formally, we can obtain the least-squares estimators of β and α as
and
respectively (see [21] ).
In [21] , necessary and sufficient conditions were given to ensure the strong consistency of β n and α n assuming that {(ε n , δ n ), n 1} is a sequence of independent random vectors, {ε n , n 1} is a sequence of i.i.d. random variables and {δ n , n 1} is a sequence of i.i.d. random variables satisfying E ε 1 = E δ 1 = 0, 0 < E δ 2 1 < ∞, 0 < E ε 2 1 < ∞. Later, admitting that {(ε n , δ n ), n 1} is a sequence of stationary α-mixing random vectors, sufficient conditions were given in [8] to get the strong consistency of α n and β n . More recently, necessary and sufficient conditions for the strong consistency of these estimators were obtained in [12] when {(ε n , δ n ), n 1} is a sequence of identically distributed ψ-mixing random vectors.
In order to broaden further the dependence structure of the random components in the model (3.1), we shall establish sufficient conditions for the strong consistency of both estimators, α n and β n , under sequences {ε n , n 1} and {δ n , n 1} of pairwise PQD random variables.
Here, x n := n k=1 x k /n and other similar notations, such as δ n or ξ n are defined in the same way.
Theorem 3 Suppose that in model (3.1), {ε n , n 1} is a sequence of pairwise PQD random variables stochastically dominated by a random variable ε ∈ L 2 ,
and {δ n , n 1} is a sequence of pairwise PQD random variables stochastically dominated by a random variable δ ∈ L 2 ,
Proof. Supposing ε + n := ε n ∨ 0 and ε − n := (−ε n ) ∨ 0, it is straightforward to see that (ε + n ) 2 , n 1 is a sequence of pairwise PQD random variables stochastically dominated by ε 2 . Since
we obtain
By analogous reasoning we can conclude lim sup
from (3.5) and (3.6). Moreover,
Thus, (3.8) entails
−→ 0 and also
we obtain β n a.s.
−→ β from (3.7), (3.8), (3.9) and (3.10). On the other hand,
According to Theorem 1, ε n a.s.
−→ 0 and δ n a.s.
−→ 0. Hence, it suffices to prove
We have
Moreover,
Thus,
and (3.11) holds from (3.10), (3.12), (3.13) and (3.14). The proof is complete.
Remark 3 Let us note that if x n is bounded then condition n|x n |(|x
, n → ∞ is sufficient to obtain strong consistency of both estimators α n and β n ).
Multiple regression model
Consider the multiple regression model
where X n = x ij 1 i n,1 j p is a known n × p matrix of rank p, β = (β 1 , . . . , β p ) ′ is the p-dimensional parameter vector, ε n = (ε 1 , . . . , ε n ) ′ the n-dimensional error vector and y n = (y 1 , . . . , y n ) ′ the n-dimensional observation vector with prime denoting transpose. For n p,
is the least-squares estimate of β.
Non-stochastic regressors
The strong consistency of the least squares estimates in multiple regression models having non-stochastic regressors was studied in the past by many authors (see, [5] , [7] or [14] , among others). In the following, the strong consistency for least-squares estimators of unknown parameter vector is given. It extends Theorem 1 of [17] to sequences {ε n , n 1} of pairwise PQD random variables.
Theorem 4 Suppose that in model (3.15), {ε n , n 1} is a sequence of identically distributed pairwise PQD random variables such that ε 1 ∈ L r for some 1 r < 2 and E ε 1 = 0. If X ′ n X n is non-singular for some n n 0 , the design levels {x ij , 1 j p, i 1} satisfy sup n 1 n k=1 x 2 kj /n < ∞ for all j,
Proof. From the expression of β n , it follows that the strong consistency of the least-squares estimate is equivalent to
(see [11] , page 280). Hence,
−→ 0 when r = 1 by Theorem 1; from Theorem 2, we get
−→ 0 whenever 1 < r < 2 establishing the thesis.
Stochastic regressors
In model (3.15), let us assume that the design levels {x ij , 1 j p, i 1} are random variables. If the errors ε 1 , ε 2 , . . . are pairwise PQD and identically distributed random variables then we can use Theorem 1 to prove the strong consistency of β n .
In what follows, we shall define ρ(A) = sup {|λ| : λ ∈ Spec(A)} where Spec(A) is the spectrum of the matrix A = a ij 1 i,j p . The column space of the matrix M = m ij 1 i n,1 j p will be indicated by Col(M). Given a n-dimensional vector a we shall use ||a|| to denote the Euclidean vector norm, that is, ||a|| = √ a ′ a.
Theorem 5 Suppose that in model (3.15), {ε n , n 1} is a sequence of pairwise PQD random variables stochastically dominated by a random variable ε ∈ L 2 satisfying (3.4). If {x ij } (i = 1, 2, . . . ; j = 1, . . . , p) is an arbitrary double array of random variables such that X ′ n X n is non-singular a.s. for some n p, ρ (X ′ n X n ) −1 = o n −1 a.s. then β n a.s.
−→ β.
Proof. From Proposition 1 of [18] , we have
where P Col(Xn) ε n is the orthogonal projection of ε n on Col(X n ). Using Gram-Schmidt process we can construct an orthonormal basis {w n,1 , . . . , w n,p } of Col(X n ) such that
where · , · denotes the usual inner product in R n . From Cauchy-Schwarz inequality we have, for each j = 1, . . . , p, The proof is complete.
Simple ridge regression model
In model (3.15), suppose p = 1 and the so-called ridge estimator
where κ = σ 2 n / β 2 n , x n = (x 1 , . . . , x n ) ′ and σ 2 n = (y n − x n β n ) ′ (y n − x n β n )/(n − 1) (see [10] , page 9). Theorem 6 Suppose model (3.15) with p = 1 and {ε n , n 1} a sequence of pairwise PQD random variables stochastically dominated by a random variable ε ∈ L 2 satisfying (3.4). If {x n , n 1} is an arbitrary sequence of random variables such that n j=1 x 2 j = 0 a.s. for some n 1, −→ β and the strong consistency of the ridge estimator γ n is established.
Remark 4
Under the assumptions of Theorem 6 and from (3.19), we can conclude also the strong consistency of the shrinkage estimator θ n = β n /(1 + ̺), where ̺ = n j=1 x 2 j −1 σ 2 n / β 2 n (see [10] , page 9).
