We present analytical gradients and nonadiabatic couplings for a state-average density matrix renormalization group self-consistent-field (SA-DMRG-SCF) wavefunction. Our formalism follows closely the state-average complete active space self-consistent-field (SA-CASSCF) ansatz, which employs a Lagrangian, and the corresponding Lagrange multipliers are obtained from a solution of the coupled-perturbed CASSCF (CP-CASSCF) equations. We introduce a definition of the MPS Lagrange multipliers based on the mixed-canonical form of the MPS, such that the sweep procedure is avoided in the solution of the CP-CASSCF equations. We employ our implementation for the optimization of a conical intersection in 1,2-dioxetanone, where we are able to fully reproduce the SA-CASSCF result up to arbitrary accuracy.
I. INTRODUCTION
Multiconfigurational methods are tailored for molecular systems exhibiting strong electronic correlation, as found in many transition metal complexes, 1-9 bond dissociation processes and excited electronic states.
6,10-13
Excited electronic states are of key importance for photoinduced phenomena, including light-matter interaction with DNA, [14] [15] [16] light harvesting, photocatalysis and artificial photosynthesis, [17] [18] [19] [20] as well as photodynamic cancer therapy.
21-24
The majority of modern multiconfigurational methods are based on the complete active space self-consistent field (CASSCF) method, [25] [26] [27] [28] which, however, scales exponentially with the number of active orbitals, and as such, has been effectively limited to about 18 active orbitals. 29 Only recently, this limit has been raised to 20 orbitals through massive parallelization. 30 One successful remedy to the exponential scaling problem of CASSCF has been the quantum chemical density matrix renormalization group (DMRG).
31-50 DMRG was originally introduced by White 51, 52 to solid state physics in 1992, but has found numerous applications in quantum chemistry since then. [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] Combined with the selfconsistent field orbital optimization (DMRG-SCF), [71] [72] [73] [74] [75] the method is able to approximate a CASSCF wavefunction to arbitrary accuracy with polynomial scaling 33 by reducing the size of the configurational space amidst the optimization of a so-called matrix product state (MPS) wavefunction, 76,77 therefore allowing for much larger active spaces than traditional CASSCF. Many problems in quantum chemistry tackled by DMRG and DMRG-SCF [78] [79] [80] [81] [82] [83] [84] [85] [86] require only the calculation of electronic energies and properties. However, in photochemistry, many phenomena rely on optimizing excited state structures, locating conical intersections and potential energy surface crossings or on performing abinitio molecular dynamic simulations. These tasks require not only the efficient calculation of the energy of the ground and excited electronic states, but also of energy gradients and nonadiabatic couplings.
The most efficient way to calculate gradients is through the derivation of analytical expressions, as originally introduced by Pulay. [87] [88] [89] [90] Accordingly, an analytical formulation for nonadiabatic couplings has been introduced by Yarkony and co-workers. 91 Analytical gradients are easily evaluated for a fully variationallyoptimized wavefunction with the help of the HellmannFeynman theorem. 92, 93 Single-state multiconfigurational self-consistent-field (MCSCF) wavefunctions are fully variationally optimized, and hence the state-specific CASSCF analytical gradient formulation 94 has appeared shortly after CASSCF has been introduced. The same holds true for single-state DMRG-SCF gradients, which have been introduced by Liu et al. 95 and Hu and Chan 96 and have found several applications in ground and excited state structure optimizations [95] [96] [97] and resonance Raman spectra. 98 However, state-specific MCSCF methods have disadvantages, especially when applied to excited states. First, a specific state may not be tracked easily. For example, the so-called root flipping, i. e. a change of the excited state order during orbital optimization may occur (although the problem can be partially alleviated if the state with the maximum overlap to the state of interest is followed during the optimization). 96, 98 Second, a statespecific optimization does not guarantee orthogonality of the individually optimized states to each other that greatly simplifies the calculation of excited state properties and, in particular, of nonadiabatic couplings. 91, 99, 100 One possible remedy for the disadvantages of the state-specific optimization is the state-average MC-SCF ansatz , [101] [102] [103] where several states are optimized simultaneously using a single set of molecular orbitals (MOs) which yields the best average energy of the states of interest. In the state-average ansatz, the root flipping problem does not occur 101 and the states are necessarily orthogonal. However, with state-averaged MCSCF the gradient formalism loses its simplicity as the wavefunction is no longer fully variational. Nevertheless, the HellmannFeynman theorem can still be applied with the help of Lagrange multipliers 104, 105 that are obtained from the solution of the so-called coupled perturbed multiconfiguration self-consistent field (CP-MCSCF) equations.
106,107
Stålring et al. 105 were the first to describe an SA-MCSCF analytic gradient formulation based on Lagrangians. Recently, Snyder et al.
108,109 presented a GPU-based implementation of SA-CASSCF analytic gradients, following the work of Stålring et al.
Besides the gradients, the solution of the CP-MCSCF equations may also be used to calculate analytical nonadiabatic couplings in the SA-MCSCF formalism 91, 110 and for the second-order MCSCF orbital optimization procedure.
111-119
While the SA-CASSCF analytical gradient problem may be considered solved, this is not the case for stateaverage DMRG-SCF (SA-DMRG-SCF) analytical gradients. The main challenge that remains is an adequate definition of the Lagrange parameters for the gradient calculation. For traditional MCSCF wavefunctions one usually expresses these in the configuration basis, which is impractical for MPS wavefunctions optimized by DMRG due to the exponential growth of the number of configurations with the number of active orbitals. In our previous work on a second-order DMRG-SCF optimization scheme 75 we presented expressions for the MPS variational parameters and for the state-average Hessian. In this work we further develop the concept of variational parameters in an MPS wavefunction and employ them in a formulation for SA-DMRG-SCF analytical gradients and nonadiabatic couplings.
II. THEORY
As the SA-DMRG-SCF analytical gradient theory is closely related to SA-CASSCF analytical gradient theory, we will begin with a brief recap of the former. Further information can be found in Ref. 105 and especially the excellent paper by Snyder et al. 109 . In particular, we adopt the notation of the latter work. The theory for the nonadiabatic couplings follows very closely the gradient theory -the differences between the two will be presented in Sec. II F.
A. Single-state CASSCF gradients
In single-state (or state-specific) CASSCF, 120 a wavefunction is defined as a linear combination of configurations |φ I :
where the expansion coefficients c I are called the CI coefficients and the configurations φ I are chosen in such a way that they represent all possible excitations within a pre-defined active orbital space and do not include any excitations outside this space. The CI coefficients are obtained by diagonalizing the matrix of the non-relativistic electronic Hamiltonian
(2) in the basis of the configurations φ I . Here, t|h|u and (tu|vw) are the one-and two-electron integrals in a given orthonormal molecular orbital basis, respectively, and a † tτ and a tτ are creation and annihilation operators, respectively, for an orbital t and spin τ . E core is the sum of the energy contribution from the inactive (doubly occupied) orbitals and the nuclear repulsion energy. The wavefunction |Φ is a function of a set of variational parameters, namely the orbital rotational parameters κ and CI coefficients c
and is variationally optimized with respect to these parameters to yield a minimum single-state CASSCF energy
with γ pq and Γ pqrs being the one-and two-particle reduced density matrices (RDMs), respectively. Since the optimized wavefunction |Φ is then fully variational with respect to all of its variational parameters, the energy gradient with respect to some perturbation x (e. g. nuclear displacement) may be calculated according to the the Hellmann-Feynman theorem:
B. SA-CASSCF analytical gradients
In SA-CASSCF, the wavefunction is determined by a variational optimization of the state-average energy of several states Ψ
where ω Ψ is the weight of a state Ψ, and the sum of all weights equals to 1. In this paper we will only consider a situation where all weights are equal, although Stålring et al. 105 and Snyder et al. 109 have also considered a non-equal-weights situation. Similarly to the single-state case, the state-average energy depends on a set of variational parameters
where κ are the orbital parameters and c Ψ are the CI parameters for state Ψ.
The optimization procedure ensures that the stateaverage energy is variational with respect to the orbital parameters, whereas the individual state-specific energies are variational only with respect to their own CI parameters, but not with respect to CI parameters of other states or orbital parameters.
Hence, the gradient cannot be calculated according to the Hellmann-Feynman theorem. Following the method of the Lagrange multipliers, we may construct a Lagrangian function L Θ for state L Θ starting from the energy expression (4)
whereκ Θ pq andc Θ ΨI are the Lagrange multipliers corresponding to the orbital and CI parts, respectively. L Θ is variational with respect to all parameters and, therefore, the Hellmann-Feynman theorem applies. The Lagrange multipliers can be obtained by exploiting the fact that the Lagrangian must be variational with respect to all of its parameters:
The first two equalities in Eq. (10) 
or in matrix form
As can be seen from Eqs. (11) and (12) After solving Eq. (13), we may construct the Lagrangian of Eq. (9), and calculate the gradient as follows:
The first two terms in Eq. (14) originate from the Hellmann-Feynman theorem. They seem identical to Eq. (5), but the one-and two-particle reduced density matrices have been replaced by their effective counterparts, γ Θ,e and Γ Θ,e , that are given by:
whereγ andγ, as well asΓ andΓ are the orbital and the CI contributions to the RDM, respectively:
Here γ pqrs are matrix elements of the one-and two-particle transition density matrices, respectively, between state Ψ and a state with the Lagrange parameters c Θ Ψ as the CI coefficients. The last term in Eq. (14) is dubbed the "connection" term by Stålring et al. 105 , and is evaluated from the effective CI Lagrangian and the derivative of the MO overlap matrix.
108,109
In practice, the CP-MCSCF equations (13) are not solved directly, since the cost of evaluating and storing the full Hessian is too large. Instead, iterative solvers such as the preconditioned conjugate gradient (PCG) 105 or the direct inversion of the iterative subspace (DIIS) 109 are employed, which only require the computation of matrix-vector products between the Hessian and a trial vector, i. e. H OOκΘ , H COκΘ , H COcΘ and H CCcΘ , with κ Θ andc Θ as trial vectors, which become equal to the corresponding Lagrange multipliers upon convergence. Although these quantities must be recalculated each iteration (by contrast, the Hessian needs to be calculated only once), one must store only a trial vector of size n κ + n c instead of a full Hessian matrix. In addition, as will become evident in Section II E, evaluating certain matrix-vector products offers further computational advantages compared to evaluating the corresponding Hessian matrix elements.
C. DMRG and DMRG-SCF
Most commonly, DMRG for quantum chemistry is formulated in a matrix product state (MPS) formulation, 76,77 where the wavefunction is represented as a matrix product state:
Hence, the CI coefficients in Eq. (1) are encoded as a product of three-dimensional tensors M σ l , |σ = |σ 1 , . . . , σ L represents the occupation number vector in analogy to the configurations in Eq. (1), and L is the number of active orbitals. We may occasionally call the quantities M σ l a l−1 a l the elements of an MPS tensor at site (orbital) l. For the optimization, it is important to express the MPS in a mixed-canonical form 43 at an arbitrary site l:
where the tensors with elements A σi a l−1 ai are leftnormalized and tensors with elements B σi a l−1 ai are rightnormalized, respectively.
122
In contrast with the CASSCF/CI wavefunction in Eq. (1), for which all the CI coefficients are determined in one step, DMRG optimizes MPS wavefunctions iteratively with one (or two adjacent, see below) M σ l MPS tensors at a time, while ensuring that maximum dimensions of these matrices do not exceed a certain value m, which is denoted as the bond dimension or number of renormalized block states. Due to this systematic dimension reduction, the exponential scaling of Eq. (1) is reduced to polynomial scaling. In analogy to Eq. (21), also operators may be represented as matrix product operators (MPOs):
(We shall not go into detail here on how to obtain the MPO representation for various operators: this has been described in detail in our previous work.
123 ) In that case, the optimization of a MPS wavefunction is formulated as the variational optimization of the entries of a single (or two adjacent) MPS tensors to minimize the expectation value of the energy E Ψ = Ψ|Ĥ|Ψ , under the constraint that the wavefunction is normalized:
Inserting the MPO expression for the HamiltonianĤ into the expression for the expectation value of the energy, we obtain
where we have regrouped the multiplication by indices σ i , σ i in the last step. We may now define left boundaries recursively as
and analogously right boundaries
Assuming that the left and right boundaries have been constructed from left-and right-normalized tensors, respectively, inserting the definition of boundaries into Eq. (24) yields an eigenvalue equation Hv = λv, where H is the local Hamiltonian matrix at site l with matrix elements
and
where we combined one set of indices (a l−1 σ l a l ) into one composite index to form the matrix H and the vector v. After the lowest (or several lowest, see below) eigenvalue(s) λ have been obtained, the corresponding eigenvector(s) are reshaped again into the MPS tensor M σ l a l−1 a l . A subsequent normalization and truncation procedure such as singular value decomposition (SVD) ensures that the maximum dimension of M σ l a l−1 a l does not exceed m. A basis transformation finalizes the local optimization at site l, generating a new mixed-canonical form of the MPS at site l + 1. The process (sweep) is repeated until the final site L is reached and then its direction is reversed. In passing, we note that commonly two adjacent MPS tensors are optimised simultaneously (two-site DMRG), 43 which is, however, not an important aspect for the purpose of this work. For further details on the DMRG optimization procedure we refer the reader to Refs. 43,122,123. After optimization of the MPS wavefunction, we can easily obtain one-and two-particle density matrices as expectation values of operators within the MPS-MPO framework of DMRG. 43, 122 This allows us to formulate a (SA-)DMRG-SCF procedure in an analogy with the (SA-)CASSCF procedure, with the CI coefficient optimization step in CASSCF replaced by a DMRG procedure in DMRG-SCF. 71, 75 Importantly, Eqs. (4) and (6) remain the same.
D. Definition of variational parameters for analytical gradients for SA-DMRG-SCF
The straightforward derivation of the state-average gradient for an MPS wavefunction by means of Eqs. (10)- (13) is far from trivial. Unlike the expansion of Eq. (1), the CI coefficients are not explicitly available for a MPS wavefunction. Hence, one must define an analogous set of MPS parameters which are equivalent to the CI parameters c 1 , c 2 , . . . , c n in Eq. (7). To obtain such parameters, let us define two auxiliary MPSs in orbital subspaces spanned by sites 1 to l − 1 and l + 1 to L:
Inserting these equations into the mixed-canonical representation of our MPS at site l (Eq. (22)) yields
where |σ l is the local basis state for orbital l, corresponding to its four possible occupations: unoccupied, spin-up, spin-down, and doubly occupied. Grouping the indices (a l−1 σ l a l ) as in Eqs. (30) and (31), we arrive at an expression for |Ψ equivalent to Eq. (1):
(From now on indices I and J in equations containing MPS will refer to the grouped indices (a l−1 σ l a l ), in analogy to CI configurations, which are also labelled I in Eq. (1 Such definition of MPS parameters places a constraint on some properties of the MPS. The configuration basis |φ i in Eq. (1) is, by definition, the same for all states in the state-average description. This is not necessarily true for a set of MPS, if they are optimized individually because |a l−1 and |a l (Eq. 34) will be different for each state. Moreover, in this case not even the dimensions of the individual M σ l a l−1 a l may be the same for all states. Consequently, for our definition of MPS parameters to be valid, the basis |Φ i in Eq. (35) must also be the same for all states in the state-average description. This can be ensured if all MPS are optimized and brought into a mixed-canonical form simultaneously, where the truncation and the basis transformation step during the sweeps are the same for all states. In practice, this means employing common left-and right boundaries for all states by following the procedure described in Ref. 124 . We have implemented such a procedure in our new DMRG MPS-MPO solver: the details of the implementation are, however, beyond the scope of this work and will be described in a future publication.
It remains to be specified at which site l we write the MPS in Eq. (22) to define our MPS parameters, as the choice is, in principle, arbitrary. However, the site must be chosen a priori before solving the CP-MCSCF equations. We will call this site the linear response site for convenience. At first glance, there should be no difference, because for an optimized MPS wavefunction all mixed canonical forms at all possible linear response sites l are equivalent. However, the number of MPS parameters is not the same for different choices of l: with sites towards the middle of the lattice, the number of parameters grows, and so does the accuracy of the gradient calculation. We will demonstrate this with an example in Section III B. In passing we note that in Ref. 75 we have employed a similar definition of MPS parameters, where, in contrast to this work, i) two-site tensors at the first two sites have been employed in the definition instead of simple one-site MPS tensors at an arbitrary site and ii) the requirement of the same local basis |Φ i for several states was not met. As we will see later in Section III B, linear response sites in the middle of a lattice give a greater variational flexibility of the wavefunction compared to the sites at the edge as in Ref. 75 . Two-site tensors as in Ref. 75 are also not needed here due to the aforementioned variational flexibility.
E. Implementation of SA-DMRG-SCF analytical gradients
The definition of MPS parameters in Subsection II D and the identification of a local optimization of an MPS tensor M σ l a l−1 a l as CI problem allow us to formulate the SA-DMRG-SCF analytical gradient theory very closely following the SA-CASSCF theory, i. e. by applying Eqs. (10)- (13) to SA-DMRG-SCF wavefunctions (which have been optimized as described in Subsection II D). This has another advantage, namely that we may derive our implementation from an existing SA-CASSCF analytical gradient implementation. In this work, we have based our implementation on the SA-CASSCF analytical gradient implementation in OpenMOLCAS. 105, 125, 126 It employs the PCG method to solve the CP-MCSCF equations (13) iteratively, evaluating the Hessian-trial vector products in each iteration.
Below we shall outline the quantities required for the analytical gradient calculation, whose evaluation is specific to the MPS wavefunction.
a. Transition density matrices. Evaluation of transition density matrix elements may be performed with the help of Eq. (25) . 123 For an MPS
an expectation value Ψ|Ŵ|Ψ may be calculated as
To exploit this for the one-and two-particle transition density matrix elements γ 109 , who update the CI coefficients but retain the basis intact; by analogy, we update only the vector v i in Eq. (35) and therefore only the MPS tensor at site l. Furthermore, in the framework of SA-DMRG-SCF, |Ψ always differs from |Ψ only by a single tensor, as multiple states are optimized with a common boundary. However, after a complete sweep the differing site is always at the beginning of the lattice. Hence, to bring the MPS into a usable form, we must perform a simultaneous canonization of all states. Details on this procedure are beyond the scope of this work and will be described in a future publication. 
Also in DMRG this equation constitutes the left-hand side of the local eigenvalue equation for the optimization of an MPS tensor, and, as such, belongs to the core part of our DMRG MPS-MPO implementation. With the above quantities, we may setup the CP-MCSCF equations and evaluate the gradients. We will closely follow the work of Snyder et al. 109 on SA-CASSCF gradients and present here only DMRG-specific steps in order to be as brief as possible.
Equivalently to SA-CASSCF theory, we must set up and solve the CP-DMRG-SCF equations
where the only difference to Eq. (13) 109 ). To express the remaining Hessian-trial vector products, we introduce the generalized orbital gradient matrix T(Ψ,Ψ). This matrix has been introduced first in Snyder et al. 109 (see Eqs. (35)- (37) therein). However, in our implementation we followed Refs. 105,125 and the standard textbook by Helgaker, Jørgensen and Olsen.
127 The equations for the calculation of the matrix elements T pq (Ψ,Ψ) as employed in our implementation are provided below:
where the generalized Fock matrix F pq (Ψ,Ψ) is calculated as
if the first index is inactive and the second is arbitrary and as, (45) if the first index is active and the second is arbitrary, and
if the first index is virtual. I F pq and A F pq (Ψ,Ψ) are the inactive and active Fock matrices, respectively:
. (48) Eqs. (44)- (48) 
where T pq (Ψ,ṽ Θ Ψ ) indicates a matrix element of the T matrix calculated for a state |Ψ , where the MPS tensor at the linear response site l has been replaced by the corresponding block of the trial vector of MPS parameters v Θ Ψ , and an unmodified state |Ψ . The H COκΘ product is evaluated from
with
The modified sigma vectorΣ (53) and(
is employed instead of the Hamiltonian in the form of Eq. (2). We should also note that calculating the H COκΘ product yields another computational advantage to the calculation of the full Hessian block H CO (in addition to the obvious advantage of not storing the full Hessian). The calculation of H CO would require one-and two-particle RDM derivatives with respect to MPS parameters, 75, 111 which we have shown in previous work, 75 has the cost of an evaluation of a transition density matrix for each single MPS parameter. As the number of MPS parameters may become extremely large, albeit limited by m, the cost of evaluating RDM derivatives would easily become a bottleneck of the calculation. However, calculating H COκΘ by means of Eq. (50) 
Here we must again calculate a sigma vectorΣ After solving the CP-DMRG-SCF equations we obtain a set of the orbital and MPS parametersκ andv Θ , which allow us to construct the effective one-and two-particle RDMs from Eqs. (15)- (20) . The transition density matrices γ , reshaped accordingly, and evaluating the transition density matrices between the unmodified Ψ and the modified state. Finally, the effective density matrices allow us to construct the Lagrangian in Eq. (9) and evaluate the gradient according to Eq. (14) . This is completely identical to the SA-CASSCF procedure and has been described extensively in Refs. 105 and 109.
F. Nonadiabatic couplings
As in the SA-CASSCF case, 109,128 the calculation of the nonadiabatic couplings for two states Θ and Λ, Θ | ∂/∂x | Λ , is very similar to the calculation of the gradients, with the following differences:
• The orbital gradient g Θ in the CP-MCSCF equations (13) or (42) is replaced by the generalized orbital gradient T(Θ, Λ) with the average being calculated over two different states (Θ and Λ).
• In the expressions for the effective one-and twoparticle RDMs (Eqs. (15) and (16)) the statespecific density matrices γ Θ and Γ Θ are replaced by the symmetrized transition density matrices γ ΘΛ and Γ ΘΛ , respectively.
• For calculation of the nonadiabatic couplings from the Lagrangian, Eq. (14) is scaled by (E Θ − E Λ )
and gains an additional term, becoming
where AS f pq is the contribution that arises from the antisymmetric transition density matrix γ 109 In SA-CASSCF nonadiabatic coupling theory, this contribution is termed "configuration state function (CSF) contribution", 128 however here we prefer not to use this term as we do not operate in CSF basis in DMRG. to approximate the CASSCF energy to an accuracy of 10 −8 Hartree. Although DMRG-SCF makes energy and gradient calculations for large active spaces accessible, in this work we restrict ourselves to a problem that can still be treated with the standard CASSCF for the sake of comparison.
For our first example, cyclobutadiene (Section III B), a full-valence active space, consisting of 12 electrons in 12 orbitals, with Dunning's cc-pVDZ 130 basis set was chosen. The optimized orbitals in both SA-CASSCF and SA-DMRG-SCF calculations turned out to be identical, as expected, and the maximum number of renormalized block states m in DMRG-SCF was set to 2000.
For our second example, the 1,2-dioxetanone (Section III C), an active space of 16 electrons in 13 orbitals, along with the ANO-RCC-VDZP basis set 131 was employed as suggested in Ref. 132 . The maximum number of renormalized block states m was raised to 5000, again to reproduce the CASSCF energy to an accuracy of 10 −8 Hartree. In this subsection we examine how the choice of the linear response site determines the error in gradients and nonadiabatic couplings, with cyclobutadiene as an example. The automerization reaction of cyclobutadiene is the most prominent example of a process primarily driven by heavy-atom tunnelling. [133] [134] [135] As such, it has been subject to ab-initio dynamic simulations, 136 which necessitate the usage of nuclear gradients. A single molecular structure along the automerization reaction path from Ref. 136 has been chosen for our example below. Figure 1 shows the mean absolute error of gradients of the S 1 state and the nonadiabatic couplings between the S 0 and S 1 states for various linear response sites, along with the corresponding number of MPS parameters. The mean absolute error is defined as
where g
DMRG-SCF i
and g
CASSCF i
are DMRG-SCF and CASSCF gradients or nonadiabatic couplings, respectively, and n is their total number. Both errors clearly show their minimum in the middle of the lattice, where the number of MPS variational parameters of the wavefunction is the largest. Note that here, i. e., for sites 6 and 7, the number of MPS Lagrange multipliers is equal to the number of CI Lagrange multipliers in the CASSCF reference calculations, and therefore one would expect that in case of a perfect match of CASSCF and DMRG-SCF wavefunctions the gradients should also be identical. Still, we observe a small error of approximately 10 −7 Hartree/bohr, which is attributed to the small numerical differences between CASSCF and DMRG-SCF wavefunctions, caused by nonzero convergence thresholds for the orbital optimization, DMRG sweeps, and the PCG method in CP-DMRG-SCF equations. By tightening the convergence thresholds the error decreases. Consequently, for the subsequent examples, we chose a linear response site in the middle of the lattice for the best accuracy.
With linear response sites towards the edge of the lattice, the gradient error increases by up to three orders of magnitude, as also the variational flexibility of the wavefunction decreases. However, by varying the lin-ear response site we may trade the gradient accuracy against the computational cost, as CP-DMRG-SCF equations with fewer Lagrange multipliers converge faster. This allows one to provide a good approximation to the DMRG-SCF gradient for cases where no tight convergence is required. The largest variational flexibility, and therefore, potentially the lowest DMRG-SCF gradient error would most likely be obtained with a sweep-like procedure, where CP-DMRG-SCF equations are solved for every site and the nonvariational contributions to the RDMs are obtained at the end of the sweep. Such a procedure is subject of our future work, but we would expect it to have a very high computational cost due to the sweeping procedure. The current algorithm, based on a single linear response site, as we see here, already achieves a very good accuracy at a rather moderate computational cost by solving CP-DMRG-SCF equations only once.
Surprisingly, the nonadiabatic couplings show errors up to four orders of magnitude larger than the gradients. However, the error in nonadiabatic couplings can be attributed to their larger sensitivity to the wavefunction quality in general: in a DMRG-SCF calculation with an extremely tight energy convergence threshold for the sweep of 10 −12 Hartree the average deviation of the couplings from their SA-CASSCF counterparts could be reduced to 7 × 10 −6 Hartree/bohr. The sensitivity of nonadiabatic couplings to the quality of the reference wavefunction is not limited to DMRG-SCF but can be observed between several reference CASSCF calculations: a SA-CASSCF calculation with a lower Davidson diagonalization threshold of 10 −9 Hartree yields nonadiabatic couplings which differ on average by 1.3 × 10 −7 Hartree/bohr from the original CASSCF calculation. Note that these deviations in the nonadiabatic couplings have no practical effect on a conical intersection optimization, as we will see below.
C. 1,2-Dioxetanone: Optimization of a conical intersection 1,2-dioxetanone (Fig. 2a) is a simple chemoluminescent compound, whose thermal dissociation mechanism, along with those of its substituted derivatives have been extensively studied in chemo-and bioluminescence studies.
132,137-145 Liu et al. 132 performed an extensive computational study on the dissociation pathway of 1,2-dioxetanone and located two conical intersections between the σσ * and the nσ * states along the pathway. In the vicinity of these conical intersections both states share a significant biradical character, which mandates a multiconfigurational treatment such as CASSCF. We performed an optimization of the first (σσ * ),(nσ * ) conical intersections along the reaction path, named by Liu et al. 132 as " 1 σσ * -TS", both with CASSCF and DMRG-SCF. The optimization run for both methods is presented in Table I . At each step the energies and the gradients are nearly identical, and the discrepan- cies are very small -below 2.8 × 10 −6 Hartree for the energies, 6 × 10 −5 Hartree/Bohr for gradient norms and 6.3 × 10 −5 Hartree/Bohr for the maximum gradient element -in all cases well below the convergence thresholds for the optimization. These small discrepancies again decrease even further by tightening the convergence thresholds. The optimized structures are also essentially identical for both methods: the maximum absolute difference in the Cartesian coordinates is 2 × 10 −4Å for both optimized structures. The most important bond lengths and angles of the optimized structure are presented in Fig. 2b . As we see, a conical intersection optimization with our SA-DMRG-SCF analytical gradient and nonadiabatic coupling ansatz is able to accurately reproduce the SA-CASSCF optimization result. Having established that our SA-DMRG-SCF gradient ansatz is able to reproduce SA-CASSCF gradients to an accuracy that is only dependent on convergence thresholds in cases where an m value is sufficiently large to reproduce the SA-CASSCF wavefunction to arbitrary accuracy, we now study the gradient error for smaller m values, i. e., when the approximation of the SA-CASSCF wavefunction by a SA-DMRG-SCF wavefunction is of a reduced quality. For this, a gradient calculation has been performed for the S 0 optimized structure (i. e. the starting structure for the optimization in Section III C) with SA-DMRG-SCF (16, 13) , but with several m values varying from 200 to 6000. Fig. 3 shows the mean and maximum absolute gradient error for each m, along with the average energy error. We recognize that for large m values (m ≥ 2000), the gradient error is one to two orders of magnitude larger than the energy error, and that an m value which is sufficient to converge the energy up to an error of 10 −8 Hartree is not sufficient to converge the gradient to the same accuracy as the energy. Even a much larger value (m = 6000) does not converge the gradient to the same accuracy, although the error decreases by another order of magnitude. We expect that tightening the convergence threshold for the energy along with larger m values would improve the convergence even further. However (as we see both from this result and the conical intersection optimization in the previous section) even at m = 2000, the gradient error is well below typical convergence thresholds for optimizations and can therefore be neglected for practical applications.
However, for small m values we see an interesting development: although the maximum gradient error is approximately the same or larger than the energy error, the mean gradient error is actually smaller. The crossover of the mean energy and gradient errors occurs around m = 1000. While we believe that this result is caused by a fortituous error cancellation, it implies that for typical DMRG-SCF calculations, which are performed for active spaces inaccessible by standard CASSCF the accuracy of the gradient error is of the same order of magnitude or smaller than the energy error. In other words, in these calculations we may extract energies and gradients of a similar accuracy from the same wavefunction without further refinements such as imposing tighter convergence thresholds. 
IV. CONCLUSIONS
In this paper, we presented for the first time the implementation of a Lagrangian-based ansatz for the analytical state-average DMRG-SCF gradients and nonadiabatic couplings which requires construction and solution of CP-MCSCF equations. Our ansatz generalizes the SA-CASSCF gradients theory first presented by Stålring et al. 105 in 2001 to wavefunctions encoded as MPSs. We derive the Lagrange multipliers in the CP-MCSCF equations from the mixed-canonical representation of the MPS wavefunction at one particular site, here called the linear response site, which can be chosen arbitrarily. The choice of the linear response site can be made a tradeoff between accuracy and computational cost. We further argue that for the validity of our definition of MPS Lagrange multipliers the MPS for all states must be optimized simultaneously with common left and right boundaries. Finally, we showed that our SA-DMRG-SCF gradient and nonadiabatic coupling ansatz will exactly reproduce SA-CASSCF gradients and nonadiabatic couplings, respectively, if the SA-DMRG-SCF wavefunction reproduces the SA-CASSCF wavefunction exactly. If this is not the case, both gradients and, in particular, nonadiabatic couplings show errors that are larger than the errors in energy. We have demonstrated the feasibility of our method in practical applications by performing a conical intersection optimization of 1,2-dioxetanone, reproducing the result of a SA-CASSCF conical intersection optimization. Our development, in addition to applications for conical intersection optimization for systems with large active spaces, paves the way for surface hopping studies and other excited state studies with DMRG.
