Abstract. An adaptive finite element method is adopted to simulate the steady state coupled Schrödinger equations with a small parameter. We use damped Newton iteration to solve the nonlinear algebraic system. When the solution domain is elliptic, our numerical results with Dirichlet or Neumann boundary conditions are consistent with previous theoretical results. For the dumbbell and circular ring domains with Dirichlet boundary conditions, we obtain some new results that may be compared with future theoretical analysis.
Introduction
Nonlinear Schrödinger equations model a wide range of problems in physics, such as particle movement and Bose-Einstein condensation. If Ω denotes a bounded domain in two-dimensional or three-dimensional space, we consider the following two coupled Schrödinger equations in H 1 (Ω) × H 1 (Ω):
subject to either Dirichlet boundary conditions
or Neumann boundary conditions 2 with a smooth boundary ∂ Ω, ǫ is a positive parameter, µ 1 and µ 2 are positive constants, β ∈ is also a constant, and n denotes the unit outward normal at x ∈ ∂ Ω. The corresponding energy functional is (1.4) and solutions of the system (1.1) correspond to critical points of J ǫ -i.e. ∇J ǫ (u, v ) = 0, where ∇J is the Fréchet derivative. Since there is a canonical identification between a Hilbert space and its dual, we always identify the Fréchet derivative with its canonical dual. As in Ref. [4] , we consider the Nehari manifold
Any nontrivial positive solution of (1.1) in H 1 (Ω) × H 1 (Ω) belongs to the manifold (1.5). Among the nontrivial positive solutions, the one or more with the least energy are called the least energy solutions. The least energy solutions of the system (1.1) are minimums of J ǫ on N (ǫ, Ω) -i.e. J ǫ (u, v ) .
The system (1.1) arises in the Hartree-Fock theory for a double condensate -i.e. a binary mixture of Bose-Einstein condensates in two different hyperfine states |1〉 and |2〉 (cf. Ref. [1] ). Physically, u and v are corresponding condensate amplitudes such that ε 2 = ħ h 2 /(2m) and µ j = −(N j − 1)U j j where ħ h is the Planck constant, m is the atom mass, and N j is a fixed number of atoms in the hyperfine state | j〉. Moreover, we have N 1 , N 2 ≥ 1, β = −N 2 U 12 and U i j = 4πħ h 2 /m a i j , where a j j ( j = 1, 2) and a 12 are the intraspecies and interspecies scattering lengths. The sign of the scattering length a 12 determines whether the interactions of states |1〉 and |2〉 are repulsive or attractive. When a 12 > 0 (i.e. β < 0), the interactions of the states |1〉 and |2〉 are repulsive, and when a 12 < 0 (i.e. β > 0) the interactions of the states |1〉 and |2〉 are attractive -cf. Ref. [2] . For atoms of the single state | j〉, when a j j < 0 (i.e. µ j > 0) the interactions of the single state | j〉 are attractive.
For the case when ǫ = 1 , Ω = R 2 , there are many contributions on the bound states of the system (1.1). For example, Sirakov [7] discusses when the β problem (1.1) has or has not a least energy solution, and Wang et al. [12] construct an unbounded sequence of nonradial positive vector solutions of segregated type in the repulsive case and an unbounded sequence of non-radial positive vector solutions of synchronised type in the attractive case -cf. also Bartsch et al. [8] and Lin & Wei [4] [5] [6] on the bound states of Schrödinger systems.
When ǫ is a random positive parameter and Ω is a bounded domain, there are also many articles on the bound states of the system (1.1). Lin & Wei [4] considered the system (1.1) subject to the Dirichlet boundary condition (1.2). They proved that a least energy solution exists by minimising the Nehari manifold for β < β 0 and discussed the asymptotic behaviour as ǫ → 0, where 0 < β 0 < µ 1 µ 2 is a constant depending only on n. Specifically, if d ist(P, ∂ Ω) denotes the distance function of point P in Ω to ∂ Ω, they showed that when β < 0 the maximum points of the two components of the least energy solution to the system (1.1) approach different local maximum points of d ist(P, ∂ Ω) as ǫ → 0, whereas when 0 < β < β 0 the maximum points of the two components of the least energy solution approach each other as ǫ → 0. More recently, Tang [10, 13, 14] considered the system (1.1) with the Neumann boundary condition (1.3). For any ǫ > 0, Tang [10] proved that when β < min{µ 1 , µ 2 } or β > max{µ 1 , µ 2 } the system (1.1) has a least energy solution (u ǫ , v ǫ ) that achieves c ǫ but when min{µ 1 , µ 2 } < β < max{µ 1 , µ 2 } the system (1.1) has no solution, and discussed the asymptotic behaviour of (u ǫ , v ǫ ) as ǫ → 0. Thus if P ǫ and Q ǫ are the respective local maximum points of u ǫ and v ǫ and H(P) denotes the mean curvature on ∂ Ω, he proved that when ǫ becomes sufficiently small both P ǫ and Q ǫ are located on the boundary of Ω. Furthermore, when 0 ≤ β < min{µ 1 
e. P ǫ and Q ǫ converge to the same point on the boundary, which is the maximum point of its mean curvature. For β < 0 on the other hand, when ǫ → 0 and |P ǫ − Q ǫ |/ǫ → ∞ and P ǫ → P and Q ǫ → Q, then P and Q must be different maximum points of the mean curvature on the boundary except when the mean curvature of the boundary has only one maximum point. Tang [13] also showed there exist solutions to the system (1.1) with multi-peaks, where all peaks lie on the boundary of the domain and are located either near the local maxima or near the local minima of its mean curvature. He also proved the existence of segregated solutions (u ǫ , v ǫ ) such that both of u ǫ and v ǫ admit more than one local maximum; and furthermore, that as ǫ → 0 the maximum points for u ǫ and v ǫ respectively concentrate at different local maximum or local minimum points of the mean curvature H(P).
There are numerical simulations producing positive solutions of the system (1.1) for the scalar case −ǫ 2 △u + u = u 3 , u > 0 , x ∈ Ω (with β = 0) for Dirichlet or Neumann boundary conditions -cf. Refs. [3, 11, 15] . For the Dirichlet boundary condition, Chen et al. [3] introduced the Mountain Pass Algorithm (MPA) to obtain the interior single-peak solution on an elliptic domain when ǫ ≥ 10 −1 . Ávilaa et al. [15] extended the MPA idea to consider singularly perturbed problems, and developed a finite element approach combined with steepest descent calculations to obtain some interior single-peak solutions on a circular domain when ǫ ≥ 10 −6 , or on a dumbbell domain when ǫ ≥ 10 −5 . For the Neumann boundary condition, Xie et al. [11] developed a modified Local Maximum Method (LMM) that produced boundary single-peak solutions, boundary multiple-peak solutions, and interior single-peak solutions. We use a local refinement adaptive finite element method (FEM) to calculate positive solutions of the system (1.1) with finite energy on three different kinds of domain. In our simulations, the parameter ǫ can go down to 10 −4 . For an elliptic domain with Dirichlet or Neumann boundary conditions, our numerical results are consistent with theoretical results -cf. Refs. [4, 10, 13, 14] . Furthermore, for dumbbell and circular ring domains we report some new phenomena for Dirichlet boundary conditions. We introduce our numerical scheme in Section 2, and in Section 3 discuss our numerical results for the system (1.1) with each of the two different kinds of boundary condition and the different domains Ω. Our conclusions are summarised in Section 4.
Finite Element Method with Adaptive Grid Refinement

Weak solutions and finite element discretisation
We now consider the numerical solution of the system (1.1) subject to the boundary condition (1.2) or (
where (., .) Ω denotes the L 2 inner product on Ω. Clearly, any weak solution U ∈ V × V is a critical point of the energy functional (1.4). This discrete variational formulation (2.1) is to be solved approximately to produce
We choose the finite element subspace
where Γ h is a decomposition of Ω, C consists of triangles with diameter h C , and P 1 (C) is the space of all linear functions on C. We choose a nodal basis {φ
and the discrete system (2.2) can be converted to a system of nonlinear algebraic equations for the vectors u = (u i )
where the matrix A = B 0 0 B with the entries of the sub-matrix
T (where T denotes the transpose), and the vector on the right hand side corresponding to the nonlinearity is where
Algorithm and relative descriptions
Now we are ready to provide our finite element method with adaptive grid refinements for finding multiple solutions to the singularly perturbed system (1.1).
Algorithm 2.1. A finite element method with adaptive grid refinements.
Step1. Generate an initial mesh τ 0 on Ω.
Step 2. Set the permissible nonlinear iterative residual Tol > 0 , the refinement number l = 0 , the permissible maximal number of triangles Maxt, the permissible maximal number of refinements Ngen, and an initial guess U 0 .
Step 3. Set the iteration j = 0 , line search step length α = 1 , and calculate the residual nr2 = r
Step 4.
, go to Step8; otherwise, go to Step5.
Step 5.
Step 6. Update U
Step 7. Calculate the updated residual nr r = r
, and go to Step5; otherwise, set nr2 = nr r, j = j + 1, α = 1 and go to Step 4.
Step 8. Calculate error estimates for the adaption ERRF, and choose the triangle selection method to provide the required refined triangles M. If M is not empty, and the existing number of triangles < Maxt and l < Ngen, go to Step 9; otherwise, output U l , stop.
Step 9. Refine mesh on the required refined triangles τ l ⊂ τ l+1 , interpolate U l → U l+1 ∈ τ l+1 , set l = l + 1 and go to Step3. Remark 2.1. In Step 7, the symbol α defines the Armijo-Goldstein line search step size, which improves the convergence from bad initial guesses by choosing the largest step size from the sequence 1, 1/2, 1/4, · · · such that
to guarantee a reduction of the residual norm by at least 1 − (α/2).
Remark 2.2. In
Step 8, the error estimate ERRF in each triangle K of the mesh includes the residual error and jump error -i.e. (1.000,0.001),(-1.000,-0.001) 1.00e-03 6.675e-06 2.0415 1.1807 (1.000,2.59e-4),(-1.000,-2.59e-4) (1.000,2.59e-4),(-1.000,-2.59e-4) 1.00e-04 6.694e-08 2.0450 1.1826 (1.000,1.39e-5),(-1.000,-1.39e-5) (1.000,1.39e-5),(-1.000,-1.39e -5) where
)| e is the jump of ∇U h across e ∈ ∂ K , and ξ and η are parameters.
Numerical Results
As previously mentioned, we undertook numerical simulations for three different types of solution domain -viz. elliptic, dumbbell and circular ring. For the elliptic domain, we used both Dirichlet and Neumann boundary conditions. For the dumbbell or circular ring domain, we only considered the Dirichlet boundary condition. Theoretical analysis has shown that the value of β decides the solution branches [4, 10, 13, 14] . In our numerical simulations, we adopted the fixed parameter values µ 1 = 1 and µ 2 = 2, and varied the parameter β ≥ 0 --and in general, when 0 ≤ β < 1 or β > 2 we found solution branches.
Elliptic domain
For the elliptic domain Ω = {(x, y)|x 2 + 4 y 2 < 1}, we set the permissible residual
According to the definition of H(P) and d ist(P, ∂ Ω), we know that H(P)
has two local maximum points located at (1, 0) and (−1, 0), and also two local minimum points located at (0, 0.5) and (0, −0.5), while d ist(P, ∂ Ω) has only one local maximum point located at (0, 0). Under either homogeneous Dirichlet or Neumann boundary conditions, we chose reasonable initial data and obtained the following results.
Homogeneous Neumann boundary condition
(I) Choosing β = 0.5 and the initial data
, we obtained positive solutions for the system (1.1) and the asymptotic behaviour evident in Table 1. When β = 0.5, there is a positive synchronised numerical solution (u h , v h ), where both u h and v h have two spikes -cf. Fig. 1 . We see that the peaks of u h and v h become sharper and narrower as ǫ decreases. Secondly, we set ǫ = 0.1 and adopted the values β = 0.999, 2.001 and 2.5, producing the solutions shown in Fig. 2 for the same initial data
2 , for β = 0.5 and 2.5 we obtained positive solutions for the system (1.1) as shown in Fig. 3 
have two spikes that behave synchronously. As ǫ → 0, the maximum values of u h and v h tend to constants, while the location of one peak tends to (0,0.5) and the other to (0, −0.5).
(III) Choosing β = 0.5 and various initial data, we obtained two different types of positive solution for the system (1.1). These two types of positive segregated numerical solution (u h , v h ) are shown in Table 3 and Fig. 4 . Both u h and v h have only one spike, and as ǫ decreases the peaks of u h becomes sharper and narrower. When ǫ → 0, the location of the peak of u h tends to (−1, 0) and the peak of v h to (1, 0), and the peak of u h tends to (0, 0.5) and the peak of v h to (0, −0.5), respectively.
(IV) Choosing the initial data
2 , we obtained a positive least energy solution of the system (1.1) for β = 0.5 and 2.5 as shown in Fig. 5 . The asymptotic behaviour is evident in Table 4 , showing the positive synchronised numerical solution (u h , v h ). Both u h and v h have only one spike and are synchronous, and as ǫ decreases the peak of u h and v h becomes sharper and narrower. When ǫ → 0, the peak of both u h and v h tends to (−1, 0). 
ÙÖ ÇÒ ¹×Ô × Ö Ø ×ÓÐÙØ ÓÒ¸´ µ¸´ µ × ÓÛ Ø ×ÓÐÙØ ÓÒ
(u h , v h ) Û Ò ǫ = 0.1 ÓÖ Ø Ò Ø Ð Ø u 0 = 0.5 cos(1− x 2 −4 y 2 )−2(1− x 2 −4 y 2 ) 2 (x +0.2) 2 , v 0 = 0.5 cos(1− x 2 −4 y 2 )−2(1− x 2 −4 y 2 ) 2 (x −0.2) 2 Ò u 0 = 0.5 cos(1− x 2 −4 y 2 )−2(1− x 2 −4 y 2 ) 2 ( y −0.2) 2 , v 0 = 0.5 cos(1− x 2 −4 y 2 )−2(1− x 2 −4 y 2 ) 2 ( y +0.2) 2Ö ×Ô Ø Ú ÐÝº Ì Ð Ø × Ò ÙÖ × ÓÛ× u h Ò Ø Ö Ø × v h º Ì Ð ¿ ×ÝÑÔØÓØ Ú ÓÙÖ Ó Ø ÓÒ ¹×Ô × Ö Ø ×ÓÐÙØ ÓÒ´β = 0.5µº ǫ J ǫ (u h , v h ) u h,ma x v h,
−4 y
2 ) 2 , we obtained a positive interior solution of the system (1.1) for β = 0.5 and 2.5 -cf. Fig. 6 . The asymptotic behaviour is evident in Table 5 , which shows the positive numerical solution (u h , v h ) where u h and v h both have only one spike and are synchronous. As ǫ decreases, the peak of u h and v h becomes sharper and narrower. When ǫ → 0, the location of the peak of u h and v h tends to (0,0). 
Homogeneous Dirichlet boundary condition
(VI) For β = 0.5 and the initial data
we obtained a least energy solution of the system (1.1) when β = 0.5 and 2.5 as shown in Fig. 7 . The asymptotic behaviour is evident in Table 6 when β = 0.5 and β = 2.5 for a positive numerical solution (u h , v h ). Both u h and v h have only one spike and are synchronous, and as ǫ decreases the peak of u h and v h becomes sharper and narrower. When ǫ → 0, the location of the peak of u h and v h tends to (0,0). 
Dumbbell domain
}, r ∈ [0.05, 0.5], and the permissible residual tol = ǫ × 10 −8 . We know that d ist(P, ∂ Ω) has two local maximum points located at (−1.5, 0) and (1.5, 0). For the homogeneous Dirichlet boundary condition, we chose some reasonable initial data to obtain our results.
(VII) For the initial data
we obtained a least energy solution as shown in Fig. 8 . The asymptotic behaviour is evident in Table 7 . When β = 0.5 and β = 2.5, there is a positive synchronised numerical solution (u h , v h ). Both u h and v h have only one spike and are synchronous. As ǫ decreases, the peak of u h and v h becomes sharper and narrower. When ǫ → 0, the location of the peak of u h and v h tends to (−1.5, 0). (VIII) Choosing the initial data we obtained a two-spike solution as shown in Fig. 9 . The asymptotic behaviour is evident in Table 8 . When β = 0.5 and β = 2.5, there is a positive synchronised numerical solution.
Both u h and v h have two spikes and are synchronous, and as ǫ decreases the peaks of u h and v h becomes sharper and narrower. When ǫ → 0, the location of one peak of u h and v h tends to (−1.5, 0) and the other to (1.5, 0).
(IX) Choosing β = 0.5 and the initial data
we obtained a segregated solution as shown in Fig. 10 and Table 9 . Both u h and v h have only one spike and are segregated, and as ǫ decreases the peak of u h and v h becomes sharper and narrower. When ǫ → 0, the location of the peak of u h tends to (−1.5, 0) and the location of the peak of v h tends to (1.5, 0). 
Circular ring domain
We set Ω 8 = {(x, y)|x 2 + y 2 < 1}, Ω 9 = {(x, y)|x 2 + y 2 < 0.25}, Ω = Ω 8 \Ω 9 and the permissible residual tol = ǫ × 10 −8 for the circular ring domain. We know that d ist(P, ∂ Ω)
has an infinite local maximum point located on the circle {(x, y)|x 2 + y 2 = 0.75 2 }. For the homogeneous Dirichlet boundary condition, we chose some reasonable initial data to obtain our results.
(X) Choosing the iterative initial data u 0 = 0.3|1 − x|, v 0 = 0.18|1 − x|, we obtained a least-energy solution of the system (1.1) as shown in Fig. 11 . The asymptotic behaviour is evident in Table 10 . There is a positive synchronised numerical solution (u h , v h ). Both u h and v h have only one spike and are synchronous. As ǫ decreases, the peak of u h and v h becomes sharper and narrower. When ǫ → 0, the location of the peak of u h and v h tends to (−0.75, 0).
(XI) For the initial data u 0 = 1. 
Conclusions
We have simulated the steady state coupled Schrödinger equations with the adaptive finite element method combined with damped Newton iteration. Our numerical results are summarised as follows.
1. For an elliptic domain and the homogeneous Neumann boundary condition, when 0 ≤ β < min{µ 1 , µ 2 } or β > max{µ 1 , µ 2 } the system (1.1) has two-spike synchronised solutions with both peaks located at the local maximum or minimum points of H(P) -cf. items I and II in the section above. There also exist solutions with a peak located at one local maximum (or minimum) point of the H(P), and we found that the segregated solution only occurs when 0 ≤ β < min{µ 1 , µ 2 } -cf. items III and IV. As ǫ → 0, the maxima of u h and v h tend to constant values. These results are consistent with the theoretical results of Refs. [10, 13, 14] . We found an interior spike synchronised solution with peak located at a local maximum point of d ist(P, ∂ Ω) when 0 ≤ β < min{µ 1 , µ 2 } or β > max{µ 1 , µ 2 }, as expected by many analysts -cf. item V. Under the homogeneous Dirichlet boundary condition, we found that when 0 ≤ β < min{µ 1 , µ 2 } or β > max{µ 1 , µ 2 } the system(1.1) has a least energy solution with peak located at a local maximum point of d ist(P, ∂ Ω) -cf. item VI. Our results are consistent with the theoretical results of Ref. [4] .
2. For a dumbbell domain and the homogeneous Dirichlet boundary condition, when 0 ≤ β < min{µ 1 , µ 2 } or β > max{µ 1 , µ 2 } we found that the system (1.1) has synchronised least energy solutions with peaks located at one local maximum point of d ist(P, ∂ Ω), consistent with the theoretical results of Ref.
[4] -cf. item VII. When 0 ≤ β < min{µ 1 , µ 2 } or β > max{µ 1 , µ 2 } the system (1.1) has two-spike synchronised solutions with peaks located at local maximum points of d ist(P, ∂ Ω), and we also found the system (1.1) has segregated solutions only when 0 ≤ β < min{µ 1 , µ 2 } in -cf. items VIII and IX. Some researchers have conjectured that these types of solutions occur, but no corresponding theoretical result has been obtained yet.
