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Abstract. We exhibit the first examples of hyperbolic three-manifolds for which the Seiberg-
Witten equations do not admit any irreducible solution. Our approach relies on hyperbolic
geometry in an essential way; it combines an explicit upper bound for the first eigenvalue on
coexact 1-forms λ˚1 on rational homology spheres which admit irreducible solutions together
with a version of the Selberg trace formula relating the spectrum of the Laplacian on coexact
1-forms with the volume and complex length spectrum of a hyperbolic three-manifold. Using
these relationships, we also provide precise numerical bounds on λ˚1 for several hyperbolic
rational homology spheres.
In the last three decades, both hyperbolic geometry and Floer homology have played a
central role in the study of the geometry and topology of three-dimensional manifolds (see
for example [1], [16], [29], [31], [43]). Despite this, and even though both subjects have by
now reached their maturity, their mutual interaction (if any) remains extremely mysterious.
For example, while the computation of the Floer homology for the Seifert fibered case is
very well-understood in explicit, geometric terms [13], [38], the Floer homology of hyperbolic
manifolds has eluded similar descriptions. Because Mostow rigidity implies that the geometric
invariants of a hyperbolic three-manifold are indeed topological invariants, the following is a
very natural yet outstanding problem one encounters.
Question. For a hyperbolic three-manifold Y , is there any relationship between the topological
invariants arising from the hyperbolic geometry of Y (e.g. the volume, injectivity radius,
lengths of geodesics, etc.) and the invariants arising from Floer homology?
In the present paper we discuss, for a hyperbolic-three manifold Y with b1pY q “ 0, a
relationship between the existence of irreducible solutions to the Seiberg-Witten equations on
Y and the hyperbolic geometry of Y . As a testing ground, we explore this relationship for
the first 50 manifolds in the Hodgson-Weeks census, which is a (conjecturally complete) list
of hyperbolic three-manifolds with volume ă 6.5 and injectivity radius ą 0.15 [22]. Our main
application is the following.
Theorem 1. Let Y be one of the hyperbolic three-manifolds from the Hodgson-Weeks census
listed in Table 1. Then the Seiberg-Witten equations on Y (for the hyperbolic metric) do not
admit any irreducible solutions1.
The only previously known examples of Riemannian rational homology three-spheres with
no irreducible solutions were provided by manifolds with positive scalar curvature, and the
1This result (and the following Theorem 2) takes as input the computations of the length spectrum provided
by the length spectrum() method of SnapPy version 2.6.1 [8]. These are very accurate (especially for the
small manifolds we are dealing with in the paper), but are not yet certified using interval arithmetic in the
current version. There is promising work towards this end [44] using the certified hyperbolic structure produced
in [21].
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Hantzsche-Wendt manifold (the only rational homology three-sphere with a flat metric), [30].
In this sense, the manifolds in Table 1 are also the first examples of hyperbolic three-manifolds
for which the set of solutions to the Seiberg-Witten equations is determined explicitly.
Census label Volume Injectivity radius
0 0.94270. . . 0.29230. . .
2 1.01494. . . 0.41572. . .
3 1.26371. . . 0.28753. . .
8 1.42361. . . 0.17618. . .
12 1.54356. . . 0.16768. . .
13 1.54356. . . 0.28903. . .
14 1.58316. . . 0.27889. . .
15 1.58316. . . 0.38874. . .
16 1.58864. . . 0.26727. . .
22 1.83193. . . 0.26532. . .
25 1.83193. . . 0.26531. . .
28 1.88541. . . 0.29230. . .
29 1.88541. . . 0.19853. . .
30 1.88541. . . 0.19853. . .
31 1.88541. . . 0.29230. . .
32 1.88591. . . 0.20593. . .
33 1.91084. . . 0.22107. . .
39 1.96274. . . 0.21576. . .
40 1.96274. . . 0.28904. . .
42 2.02395. . . 0.17922. . .
44 2.02988. . . 0.43127. . .
46 2.02988. . . 0.27177. . .
49 2.02988. . . 0.21564. . .
Table 1. The hyperbolic manifolds of Theorem 1.
As a direct consequence of Theorem 1, the manifolds in Table 1 are L-spaces, i.e. their
reduced Floer homology groups HM vanishes. This had been previously shown by Dunfield
[11] in the setting of Heegaard Floer homology; the latter is known to be isomorphic to
monopole Floer homology (see [28], [9] and subsequent papers). In fact, he has determined
exactly which spaces in the Hodgson-Weeks census are L-spaces; in this regard, Table 1
comprises 23 of the 28 L-spaces with label less than 49.
Remark 1. As a matter of nomenclature, we will refer to rational homology spheres admitting
a metric with no irreducible solutions as minimal L-spaces.
As mentioned above, the proof of Theorem 1 exploits in an essential way the fact that the
underlying manifold is equipped with a hyperbolic metric. While we do not know a direct
way to relate the latter to the Seiberg-Witten equations, we use as stepping stone the spectral
geometry of the Hodge Laplacian acting on coexact 1-forms. Recall that on a Riemannian
3-manifold with b1pY q “ 0 the Hodge decomposition implies the direct sum decomposition of
1-forms
Ω1pY q “ dΩ0pY q ‘ d˚Ω2pY q
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into exact and coexact ones; and the Hodge Laplacian ∆ “ pd` d˚q2 preserve such a decom-
position. We denote the spectrum of ∆ acting on coexact 1-forms d˚Ω2pY q by
0 ă λ1˚ ď λ2˚ ď λ3˚ ď . . . .
In the present paper, we will be mostly interested in the first eigenvalue λ1˚ . While not
much is known in general about this quantity, it has recently attracted attention due to its
relationship with a deep conjecture of Bergeron and Venkatesh [5] regarding the growth of
torsion in the cohomology of arithmetic hyperbolic three-manifolds under towers of coverings.
In our setting, its appearance as a stepping stone is synthesized in the following diagram.
Non-existence of ir-
reducible solutions
to the Seiberg-
Witten equations
Hyperbolic geometry
lower bounds representation theory
First eigenvalue on
coexact 1-forms λ1˚
Before discussing such relationship, let us point out another of its applications.
Theorem 2. For the hyperbolic three-manifolds from the Hodgson-Weeks census listed in
Table 2, we can provide precise numerical bounds for the value of λ1˚ .
Remark 2. It is interesting to compare these computations with the case of the first eigenvalue
of functions (or, equivalently, on closed 1-forms). While there are some numerical results in
the latter case (especially in the astrophysics literature, see [24], [10]), these are based on
heuristic computations. As we will see, a key input in the proof of Theorem 2 is given by the
computations of the topological invariants arising from Seiberg-Witten theory.
Census label λ1˚ lower bound λ1˚ upper bound Volume Injectivity radius
1 0.33749 0.33983 0.98136. . . 0.28904. . .
4 0.61613 0.64594 1.28448. . . 0.24015. . .
6 0.58541 0.60133 1.41406. . . 0.39706. . .
7 0.27882 0.28224 1.41406. . . 0.18244. . .
9 0.43598 0.97651 1.44070. . . 0.18076. . .
19 0.68344 0.82304 1.75712. . . 0.35268. . .
23 0.50310 0.51433 1.83193. . . 0.24060. . .
24 0.31571 0.32022 1.83193. . . 0.26531. . .
34 0.00131 0.00537 1.91221. . . 0.24958. . .
45 0.60516 0.76929 2.02988. . . 0.27176. . .
47 0.37043 0.38036 2.02988. . . 0.21563. . .
48 0.28543 0.29030 2.02988. . . 0.27176. . .
Table 2. Bounds for λ1˚pY q for the hyperbolic manifolds Y of Theorem 2.
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The estimate in the diagram above uses the following refinement of the main theorem of
[34] as one key input. See also §1 for a more detailed discussion.
Theorem 3. Let Y be a hyperbolic rational homology three-sphere. If the Seiberg-Witten
equations admit an irreducible solution, then λ1˚ ď 2.
On the other hand, the relationship between hyperbolic geometry and spectral geometry
is provided by a specialization of the celebrated Selberg trace formula, which provides, for a
Lie group G and a lattice Γ in it, a link between geometry and spectral theory (which can
be thought as a non-abelian generalization of the classical Poisson summation formula). For
simplicity, consider first the case of a compact surface X equipped with a hyperbolic metric,
which corresponds to G “ PSLp2;Rq and Γ “ pi1pXq. In this case, it was proved by Selberg
(see [20]) that once we label the eigenvalues
0 ă λ1 ď λ2 ď λ3 ď . . .
of the Laplacian ∆ acting on functions on X as λj “ r2j ` 1{4 with rj P Rě0 Y r0, 1{2s
?´1,
the following identity holds for g P C8c pRqeven :
8ÿ
j“0
pgprjq “ volpXq
2pi
ż 8
0
pgprqr tanhprqdr ` 1
2
ÿ
γ‰1
`pγ0q
e
`pγq
2 ´ e´ `pγq2
gp`pγqq.
The sum on the right hand side runs over all non-trivial closed geodesics γ on X. These
correspond to non-trivial conjugacy classes in pi1pXq. Here `pγq denotes the length of γ, and
γ0 is the primitive geodesic of which γ is a multiple of.
The Selberg trace formula is a very powerful tool as it allows to extract seemingly inacces-
sible information regarding spectral geometry of X via the understanding of the lengths of its
geodesics; and the latter quantities are directly computable from the traces of the elements
pi1pXq Ă PSLp2;Rq.
In the present paper, we will derive a specialization of the general Selberg trace formula
that relates, for a closed oriented hyperbolic three-manifold Y, the following quantities:
‚ on the spectral side, the square roots of the eigenvalues of the Laplacian on coexact
1-forms tj “
b
λj˚ ;
‚ on the geometric side, the volume volpY q and the complex lengths C`pγq of the closed
geodesics γ of Y .
Recall here that for a closed geodesic γ in a hyperbolic three-manifold there is a notion of
holonomy holpγq, namely how a orthonormal framing for the normal bundle of γ is rotated
under parallel transport along γ. The complex length of γ is then given by
C`pγq :“ `pγq ` i holpγq P R` i pR{2piZq.
As in the case of surfaces, these are directly computable in term of the traces of elements
pi1pY q Ă PSLp2;Cq. The formula is then the following.
Theorem 4 (Explicit Selberg trace formula for coclosed 1-forms on closed hyperbolic 3-man-
ifolds). Let Y be a closed oriented hyperbolic three-manifold, and let H be an even, smooth,
compactly supported, R-valued function on R. Then the following identity holds.
´1
2
Hˆp0q`1
2
8ÿ
j“0
Hˆptjq “ volpY q
2pi
¨`Hp0q ´H2p0q˘`ÿ
γ‰1
`pγ0q¨ cospholpγqq|1´ eC`pγq| ¨ |1´ e´C`pγq|H p`pγqq .
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Figure 1. Surgery diagrams for the Weeks and Meyerhoff manifolds, which
are respectively the manifolds labeled 0 and 1 in the Hodgson-Weeks census.
The link on the left is the Whitehead link, while the knot on the right is the
figure eight knot.
The smoothness of H above can be relaxed to allow much slower decay of pH (see Theorem 9
for a more precise description of the decay condition).
Taking as input computations of volume and length spectrum of Y provided by SnapPy
[8], this formula can be used to show that for a given value t P Rě0, t2 is not an eigenvalue of
the Laplacian on coexact 1-forms on Y . The specific procedure we use, inspired by the work
of Booker and Strombergsson related to Selberg’s 1{4-conjecture [6], is discussed thoroughly
in §3.1. Granted this, let us discuss the logic behind the proof of our main results:
‚ For the spaces in Theorem 1, we will use the Selberg trace formula to show that t2 is
not a coclosed, 1-form eigenvalue for any t2 P r0, 2s. Combined with Theorem 3, this
implies that there are no irreducible solutions to the Seiberg-Witten equations.
‚ For the spaces in Theorem 2, it is known that their reduced Floer homology HM
is non-vanishing. This implies that for an arbitrarily small regular perturbation, the
Seiberg-Witten equations admit irreducible solutions, so that λ1˚ P p0, 2s. On the other
hand, using Theorem 4 one can give in these a precise constraint on which elements
in r0,?2s can possibly be eigenvalues, which combined with the existence result from
Seiberg-Witten theory implies the precise bounds in Table 2.
We conclude this introduction by discussing the two simplest examples in which our main
results apply, see Figure 1. The manifolds in the picture represent the ones labeled 0 and
1 in the Hodgson-Weeks census. Both of these manifolds play a special role in hyperbolic
geometry; the manifold on the left, the Weeks manifold, is known to have the smallest volume
0.94... among closed, orientable hyperbolic three-manifolds [17], while the one on the right,
the Meyerhoff manifold, which has volume 0.98... was believed to have smallest volume for a
long time. Using the surgery diagrams in Figure 1, one can determine their Floer homology
HM and show, in particular, that Weeks is an L-space while Meyerhoff is not. Such a drastic
difference is not reflected in basic quantities that are studied in hyperbolic geometry, as for
example these manifolds have very similar volume and injectivity radius. On the other hand,
these manifolds are drastically different from the point of view of the spectral geometry of
coexact 1-forms, as for Weeks λ1˚ ą 9 while for Meyerhoff λ1˚ „ 0.33. We will provide a
qualitative discussion of this drastic difference, in these and in more general examples, in §5.
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Plan of the paper. In §1 we provide some background material on monopole Floer homology,
and discuss its relation with spectral geometry and in particular Theorem 3. In §2 we prove
the version of the Selberg trace formula relevant to our problem stated in Theorem 4. In §3 we
discuss the computational technique of Booker and Strombergsson, and in §4 the outputs are
presented. Finally, in §5 we discuss the limitations of our method and some natural problems
that arise.
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collaboration, and the IAS for making it possible. We would like to thank Nathan Dunfield
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L-spaces. We would also like to thank Akshay Venkatesh for some helpful conversations. The
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1. The Seiberg-Witten equations and monopole Floer homology
In this section we review the basic setup of Seiberg-Witten theory on a (closed, oriented,
connected) three-manifold Y . We refer the reader to [33] for a more thorough introduction
and to [30] for the quintessential reference.
1.1. The geometric setup. Consider on Y a Riemannian metric and a spinc structure s.
For our purposes, the best way to think about the latter is a rank two hermitian bundle
S Ñ Y together with a bundle map
ρ : TY Ñ HompS, Sq,
called Clifford multiplication, satisfying ρpvq2 “ ´|v|21S . In coordinates, this means that for
any oriented frame e1, e2, e3 at a point y, we can find a basis of Sy so that ρpeiq is the Pauli
matrix σi:
σ1 “
ˆ
i 0
0 ´i
˙
, σ2 “
ˆ
0 ´1
1 0
˙
, σ3 “
ˆ
0 i
i 0
˙
.
We can then consider the configuration space CpY, sq consisting of pairs pB,Ψq where:
‚ Ψ is a spinor, i.e. a section of ΓpSq.
‚ B is a spinc connection on S, i.e. a unitary connection for which ρ is parallel, or,
equivalently
(1) ∇BpρpXqΨq “ ρp∇XqΨ` ρpXq∇BΨ
for any vector field X and spinor Ψ. Here ∇ is the Levi-Civita connection and ∇B
the covariant derivative associated to B.
The condition (1) implies that the SOp3q-part of a spinc connection B is determined by the
Levi-Civita connection; as a consequence, B is determined by the connection Bt induced on
the determinant line bundle detpSq. In particular, the space of spinc connections is an affine
space over Ω1pY ; iRq.
The space of configurations CpY, sq is acted on by the group of automorphisms of the spinc
structure, i.e. the gauge group GpY, sq “ MapspY, S1q, via
u ¨ pB,Ψq “ pu˚B, u ¨Ψq,
where u˚B “ B ´ u´1du is the pullback connection.
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The stabilizer under the gauge group of the configuration pB,Ψq is trivial when Ψ is not
identically zero. On the other hand the stabilizer of a configuration of the form pB, 0q is given
by the constant gauge transformations, so it is identified with S1. We call the configurations
of the first kind irreducible, while the configurations of the second kind reducible.
For a fixed base connection B0, the Chern-Simons-Dirac functional
L : CpY, sq Ñ R
is defined to be
LpB,Ψq “ ´1
8
ż
Y
pBt ´Bt0q ^ pFBt ` FBt0q `
1
2
ż
Y
xDBΨ,Ψydvol.
Here FBt denotes the curvature of the connection B
t (hence a imaginary valued 2-form), and
DB is the Dirac operator associated to the connection B, i.e. the composition
ΓpSq ∇BÝÑ ΓpT ˚X b Sq ρÝÑ ΓpSq.
While the functional is invariant only under the action of the connected component of the
gauge group, it descends to a well defined functional
L : CpY, sq{GpY, sq Ñ R{p2pi2Zq
on the moduli space of configurations. The critical points of the Chern-Simons-Dirac func-
tional are given by the solutions pB,Ψq of the system
1
2
ρpFBtq ´ pΨΨ˚q0 “ 0
DBΨ “ 0
to which we refer to as the Seiberg-Witten equations on Y .
1.2. Monopole Floer homology and its applications. One can apply the ideas of Morse
homology to the Chern-Simons-Dirac functional L on the moduli space of configurations in
order to define homological invariants of three-manifolds which are topological (i.e. indepen-
dent of the initial choice of the metric). The final result is a package of invariants called
monopole Floer homology [30]. There are several complications to be handled, most notably
the need to introduce a suitable space of regular perturbations to the equations in order to
achieve transversality, and the S1-symmetry of the functional. In the setup of [30], the latter
is dealt with suitably blowing up the configurations space, and leads to the construction of
S1-equivariant Floer homology group.
The simplest invariant arising from this construction is the reduced monopole Floer ho-
mology group HM pY q, which plays a central role when studying gluing formulas for the
4-dimensional Seiberg-Witten invariants (see the classical reference [37] for the latter). It
has also recently gained attention as it contains significant information regarding three-
dimensional geometric structures. An object of central study in three-dimensional geometry
are coorientable taut foliations, i.e. coorientable 2-dimensional foliations F equipped with a
closed 2-form ω which is positive on the leaves of F . While criteria for the existence of such
foliations has been provided by Gabai for manifolds with b1pY q ą 0 [15], a general character-
ization in the case of rational homology spheres is missing. In this sense, the following Floer
theoretic obstruction from [32] plays a central role.
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Theorem 5 (Theorem 2.1 of [32]). Suppose Y has b1pY q “ 0. If it admits a coorientable taut
foliation, then HM pY q ‰ 0.
This highlights the class of L-spaces, i.e. three-manifolds b1pY q “ 0 and HM pY q “ 0.
This notion corresponds to the analogous notion of L-space in Heegaard Floer homology
(i.e. spaces for which HFredpY q “ 0) via the isomorphism between the theories (see [28],
[9], and subsequent papers). In fact, it was conjectured by Ozsva´th and Szabo´ that the
converse of Theorem 5 holds. Furthermore, the concepts of L-spaces and taut foliations are
also conjecturally related to the existence of left-invariant orders on the fundamental group
of Y [4]. Such conjectures have been proved in the case of graph manifolds [19], and have
been verified in some families of hyperbolic three-manifolds [11].
Even though the definition of the invariant HM pY q involves the solution of certain non-
linear PDEs, its computation can be carried over in several cases (including those in Figure
1) using topological techniques, most notably surgery exact triangle [32]). It can also be
computed in a (practically infeasible) purely combinatorial fashion [42].
1.3. Relation with spectral geometry. We will focus from now on the case of a rational
homology sphere Y . If Y admits a metric for which (suitable small perturbations of) the
Seiberg-Witten equations do not admit irreducible solutions, then HM pY q “ 0. On the other
hand, very little is known in general known about the set of solutions to the Seiberg-Witten
equations itself other than manifolds which have positive scalar curvature or are flat (see [30]).
In this case, one can show that the equations do not admit irreducible solutions for suitable
small perturbations by means of a Bochner type argument involving the Weitzenbo¨ck formula.
The case of Seifert manifolds can be understood if one studies a different set of equations where
the Levi-Civita connection is replaced by a non standard reducible one [38]. As a refinement
of argument in the first case, we will now discuss the following.
Theorem 6. Let Y be a rational homology sphere equipped with a Riemannian metric g.
Let λ1˚ be the least eigenvalue of the Laplacian on coexact 1-forms, and s˜ppq the sum of the
two least eigenvalues of the Ricci curvature at p. If λ1˚ ą ´infpPY s˜ppq{2 then on pY, gq the
Seiberg-Witten equations have no irreducible solutions.
Theorem 6 is a slight refinement of the main result of [34], for which the stronger assumption
λ1˚ ą ´infpPY s˜ppq is required. As for a hyperbolic metric s˜ “ ´4 everywhere, Theorem 3
follows.
While there are qualitative results on the behavior of λ1˚ for hyperbolic three-manifolds
[25],[36], the goal of this paper is to find examples of hyperbolic three-manifolds for which
the explicit bound λ1˚ ą 2 holds. In fact, the slight improvement on the main theorem from
[34] provided by the inequality in Theorem 6 will be crucial for drawing conclusions in many
of the examples of Theorem 1.
The main theorem of [34] uses, at one important step, the inequality
(2) |∇ξ|2 ď |Ψ|2|∇BΨ|2 for ξ “ ρ´1pΨΨ˚q0;
this holds for any configuration pB,Ψq, not necessarily solving the Seiberg-Witten equations.
The key observation behind the improvement in Theorem 6 is the following refinement for a
configuration pB,Ψq which does solve the Seiberg-Witten equations.
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Proposition 1. Let pB,Ψq be a solution to the Seiberg-Witten equations, and ξ “ ρ´1pΨΨ˚q0.
Then the pointwise identity
|∇ξ|2 ` |dξ|2 “ |Ψ|2|∇BΨ|2
holds.
Before proving this, let us discuss another nice identity.
Lemma 1. Given a solution pB,Ψq to the Seiberg-Witten equations, we have
˚dξ “ iImxΨ,∇BΨy.
Proof. Fix an oriented orthonormal frame e1, e2, e3 syncronous at p, and consider a basis of
the spinor bundle S for which ρ is represented by the Pauli matrices. We will write in this
basis Ψ “ pα, βq and ∇BΨ “ p∇α,∇βq with
∇α “
ÿ
αie
i, ∇β “
ÿ
βie
i.
The Dirac equation DBΨ “ 0 is then equivalent to the system
iα1 ´ β2 ` iβ3 “ 0
´iβ1 ` α2 ` iα3 “ 0.
We have by definition
pΨΨ˚q0 “
„
1
2p|α|2 ´ |β|2q αβ¯
α¯β 12p|β|2 ´ |α|2q

.
so that
(3) ξ “ ´i
ˆ
1
2
p|α|2 ´ |β|2qe1 ´ Impα¯βqe2 ` Repα¯βqe3
˙
.
We compute the ´ie1 ^ e2 component of dξ (recalling that Repizq “ ´Impzq):
“´ Repα2α¯´ β2β¯q ´ Impα¯1β ` α¯β1q
“ ´ Repα2α¯´ β2β¯q ` Repiα¯1β ` iα¯β1q
“ ´ Repα2α¯´ β2β¯q ` Rep´iα1β¯ ` iα¯β1q
“ ` Repα¯p´α2 ` iβ1qq ` Repβ¯pβ2 ´ iα1qq
“ ` Repα¯iα3qq ` Repβ¯iβ3q
“ ´ Impα3α¯` β3β¯q.
where we used the Dirac equation. Hence the ie3 component of ˚dξ is Impα3α¯` β3β¯q, which
is the imaginary part of xΨ, p∇Bqe3Ψy. The computation for the remaining two components
is analogous. 
Proof of Proposition 1. In the notation of the lemma above, we have
(4) |Ψ|2|∇BΨ|2 “ p|α|2 ` |β|2q ¨ p|∇α|2 ` |∇β|2q.
The computation in the previous lemma shows that
|dξ|2 “ |Impα¯∇α` β¯∇βq|2 “ |Impα¯∇α´ β∇βq|2
Recalling that Repβ∇βq “ Repβ¯∇βq, we have from equation (3) that
|∇ξ|2 “ |Repα¯∇α´ β∇βq|2 ` |Impα¯∇β ` p∇α¯qβq|2 ` |Repα¯∇β ` p∇α¯qβq|2
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Therefore
|∇ξ|2 ` |dξ|2 “ |α¯∇α´ β∇β|2 ` |α¯∇β ` p∇αqβ|2
Expanding, the mixed terms cancel out and we are left with (4). 
Finally, we can discuss how the refinement of Theorem 6 works in light of this estimate
Proof of Theorem 6. Let us quickly review the proof of the slightly weaker inequality of [34]
(we refer the reader to the paper for more details). We assume for simplicity of notation that
the metric is hyperbolic, so that the Ricci curvature is constantly ´2; in particular, we will
prove the statement of Theorem 3. Given a solution pB,Ψq to the Seiberg-Witten equations,
the Weitzenbo¨ck formula implies the identity
∆|Ψ|2 “ 2xΨ,∇B˚∇BΨy ´ 2|∇BΨ|2 “ ´|Ψ|4 ` 3|Ψ|2 ´ 2|∇BΨ|2.
Multiplying this by |Ψ|2, and integrating over the manifold, we obtain by Green’s identity
(5)
ż
|Ψ|6 ´ 3|Ψ|4 ` 2|Ψ|2|∇BΨ|2 “ ´
ż
|Ψ|2∆|Ψ|2 “ ´
ż
|d|Ψ|2|2 ď 0.
The Bochner formula states that on 1-forms pd ` d˚q2 “ ∇˚∇ ` Ric, so that for our form
ξ “ ρ´1pΨΨ˚q0, which is coclosed, we have
}∇ξ}2L2 “ }dξ}2L2 ` 2}ξ}2L2 ě p2` λ1˚q}ξ}2L2
where we used the variational definition of λ1˚ in the last inequality. Hence, the weak inequality
(2) implies ż
|Ψ|2|∇Bξ|2 ě }∇ξ}2L2 ě p2` λ1˚q}ξ}2L2 “
1
4
p2` λ1˚q}Ψ}4L4 ,
where we used the pointwise identity |ξ|2 “ 14 |Ψ|4. Combining this with p5q we getż
|Ψ|6 ` 1
2
pλ1˚ ´ 4q|Ψ|4 ď 0.
so that if λ1˚ ą 4, Ψ is identically zero, i.e. the Seiberg-Witten equations have no irreducible
solutions.
Let us now show how to refine the inequality. Using the identity in Proposition 1 we obtainż
|Ψ|2|∇Bξ|2 “ }dξ}2L2 ` }∇ξ}2L2 “
“ 2}dξ}2L2 ` 2}ξ}2 ě p2` 2λ1˚q}ξ}2L2 “
1
2
pλ1˚ ` 1q}Ψ}4L4 .
Combining this with (5), we see that the inequalityż
|Ψ|6 ` pλ1˚ ´ 2q|Ψ|4 ď 0.
holds, so that if λ1˚ ą 2, Ψ is identically zero. 
Let us point out that as a consequence of our discussion, if Y is a hyperbolic rational
homology sphere with λ1˚ ą 2, then it is an L-space. The converse of this is not true. For
example, consider K to be the p´2, 3, 7q-pretzel knot. This is a hyperbolic knot, and it is
well known that it admits a lens space (hence L-space) surgery [12]. In particular, for n large
enough the manifold S3npKq obtained by n-surgery is an L-space [32] and is also hyperbolic by
a celebrated result of Thurston. Furthermore, for this family of hyperbolic three-manifolds the
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diameter goes to infinity while the volume stays bounded above. Then a result of McGowan
[36] implies that λ1˚pYnq converges to zero, see also §5.
2. The trace formula
Fix a smooth compactly supported test function H on R. Our goal in §2 is to explain
how, by specializing the trace formula appropriately, the geometric side can be re-expressed
as sampling lengths of closed geodesics on M “ ΓzH3 via H and the spectral side can be
re-expressed as sampling the Fourier transform pH at (square roots of) eigenvalues of the
Laplacian acting on coexact 1-forms on M. For our intended applications, expressing the
trace formula completely explicitly in these terms is crucial.
2.1. The trace formula via representation theory. Let G be a Lie group and let Γ Ă G
be a discrete, cocompact subgroup. Subsequent sections will focus on G “ PGL2pCq, the
orientation-preserving isometry group of H3 “ PGL2pCq{PU2, but the present discussion
holds in full generality.
Let dg be a Haar measure on G. As a representation of G, the Hilbert space L2pΓzGq
decomposes as
L2pΓzGq “ à
piP pGmΓppiq ¨ pi,
where the sum runs over pG, all irreducible representation of G. Above,
mΓppiq :“ dim HomGppi, L2pΓzGqq P Zě0
is the multiplicity with which pi occurs in the decomposition of L2pΓzGq. Because Γ is cocom-
pact, the above sum is discrete: mΓppiq is non-zero for only countably many pi.
Theorem 7 (Selberg trace formula). For every smooth compactly supported function f on
G, there is an equality
(6)
ÿ
pi
mΓppiq ¨ traceppipfdgqq “
ÿ
rγs
volpΓγzGγ , dgγq ¨Oγ
ˆ
f
dg
dgγ
˙
.
The right side of (6) is called the geometric side of the trace formula. The left side of (6) is
called the spectral side of the trace formula.
Explanation of notation from the above statement of the trace formula is in order:
- For a function f on G and a representation pi of G, we define
pipfdgq :“
ż
G
fpgqpipgqdg.
If f is smooth, compactly supported and pi is unitary, then pipfdgq is a compact
operator, trace class in fact. On the spectral side of the trace formula, traceppipfdgqq
denotes its trace.
- The geometric side of the trace formula is summed over all conjugacy classes in Γ.
- Gγ and Γγ respectively denote the centralizer of γ in G and in Γ.
- dgγ denotes a choice of Haar measure on Gγ .
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- Oγ
´
fdg, dgdgγ
¯
denotes the orbital integral of fdg over the conjugacy class of γ:
Oγ
ˆ
fdg,
dg
dgγ
˙
:“
ż
GγzG
fpg´1γgq dg
dgγ
.
Both the orbital integral and the volume of the centralizer volpΓγzGγ , dgγq depend
on the choice of dgγ , but their product does not.
Proof. This was proven by Selberg. He computes the trace of the convolution operatorRpfdgq,
where R denotes the regular representation of G on L2pΓzGq in two different ways. Equality
in the trace formula reflects the fact that the trace of this linear operator can be expressed
both as the “sum of its eigenvalues” (the spectral side) and as the “sum of the diagonal matrix
entries” (the geometric side). 
2.2. Notation for G “ PGL2pCq. Let B denote the upper triangular matrices of G “
PGL2pCq. Let K “ PU2pCq denote a maximal compact subgroup (the stabilizer of eK in the
action of G on X “ G{K). Let A be the subgroup of diagonal matrices with real entries, both
entries having the same sign. Let U be the maximal compact subgroup of T (diagonal unitary
matrices). Let N be the subgroup of unipotent upper triangular matrices. Let W “ NpT q{T,
the Weyl group of T.
For S Ă G consisting of semisimple elements, let Sreg denote those elements of s which are
regular, i.e. for which the centralizer of S is a maximal torus.
2.2.1. Haar measures. For the rest of §2, we will make the following choice of Haar measures:
- dk denotes the volume 1 Haar measure on K.
- da “ du, where A “
"ˆ
eu 0
0 1
˙*
and du is standard Lebesgue measure on R.
- dt “ 12pidθdu, where T “
"ˆ
eu`iθ 0
0 1
˙*
and dθ and du are standard Lebesgue
measure on R{Z and R.
- dn is the standard Euclidean measure dxdy on N “
"ˆ
1 x` iy
0 1
˙*
.
- dg is the Haar measure da dn dk.
- Let δpbq :“ |det pAdpbq|nq| , the modulus character of B.
2.3. The geometric side of the trace formula in geometric terms. Because M “ ΓzH3
is compact, every 1 ‰ γ P Γ is regular hyperbolic: h´1γh “ tγ P Treg. This choice of h is
unique up to right multiplication by NpT q. Let dgγ on the centralizer Gγ
dgγ “ pconjugation by hq˚dt
Because the Haar measure dt is invariant under NpT q, the above specification of dgγ is
well-defined. In particular,
Oγ
ˆ
f
dg
dgγ
˙
“ Otγ
ˆ
f
dg
dt
˙
.
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2.3.1. Regular orbital integrals. Let t P Treg be regular. Let f be a smooth, compactly sup-
ported function on G. The following computation of the orbital integrals of f is classical (due
to Harish-Chandra):
Ot
ˆ
f
dg
dt
˙
“
ż
N
ż
K
fpk´1n´1tnkqdkdn
“
ż
N
ż
K
fpk´1tpt´1n´1tnqkqdkdn
The Jacobian of the change of variables t´1n´1tnØ n is the constant δptq´1{2|Dpt´1q|1{2,
where Dptq is the Weyl discriminant Dptq :“ detp1´Adptqtzgq|. Thus,
Ot
ˆ
f
dg
dt
˙
“ |Dpt´1q|´1{2δptq1{2
ż
N
ż
K
fpk´1tnkqdkdn
“ |Dpt´1q|´1{2Sfptq,
where
Sfptq :“ δptq1{2
ż
N
ż
K
fpk´1tnkqdkdn
is the Satake-Harish-Chandra transform of f.
Remark 3. A priori defined only on Treg, the function Sfptq evidently extends to a smooth,
compactly supported, W -invariant function on T.
2.3.2. The Weyl discriminant. Suppose t “
ˆ
z 0
0 1
˙
P PGL2pCq. We readily calculate that
Dptq “ p1´ zq2p1´ z´1q2.
2.3.3. Volumes of centralizers of regular elements. Let 1 ‰ γ P Γ. The centralizer Γγ equals
xγ0y, where γ0 P Γ is primitive. Therefore,
volpΓγzGγ , dgγq “ volpxγ0yzGγ , dgγq
“ volpxtγ0yzT, dtq.
Suppose
tγ0 “
ˆ
z 0
0 1
˙
P PGL2pCq.
With respect to our chosen Haar measures,
volpxtγ0yzT, dtq “ |z| “ `pγ0q,
where `pγ0q denotes the translation length of γ0, or equivalently the hyperbolic length of
the closed geodesic in M “ ΓzH3 corresponding to (the conjugacy class of) γ0.
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2.3.4. The identity contribution to the trace formula. With respect to our chosen Haar mea-
sure dg “ da dn dk,
volpΓzG, dgq “ volpMq.
Thus, the contribution of the identity term to the trace formula equals
volpMq ¨ fp1q.
The next proposition expresses fp1q in terms of the Satake-Harish-Chandra transform
Sfptq.
Proposition 2. There is an equality
fp1q “ ´c
ˆ
d2
du2
` d
2
dθ2
˙
Sf |t“1
for some constant c ą 0.
Proof. We refer the reader to [27, XI, Lemma 11.1]. 
Remark 4. Proposition 2 is equivalent to the statement that the Plancherel density on{PGL2pCqtempered “ tpiit,n : n P Z, t P Ru is proportional to pt2 ` m2qdt on the pn “ mq-
component of the (tempered) unitary dual; here dt is standard Lebesgue measure on R. See
§2.4.1 for notation and for the parametrization of the unitary dual of PGL2pCq.
2.4. The spectral side of the trace formula in geometric terms.
2.4.1. Parametrizing irreducible, unitary representations of PGL2pCq. Below is the complete
list of irreducible, unitary representations of PGL2pCq [27, II §4]:
- The trivial representation 1.
- Let n P Z, s P C. Let χ : B Ñ Cˆ denote the character
χs,n :
ˆ
a ˚
0 d
˙
ÞÑ |a{d|s ¨
ˆ
a{d
|a{d|
˙n
“: χs
ˆ
a ˚
0 d
˙
¨ χn
ˆ
a ˚
0 d
˙
.
Denote by pis,n the unitarily induced representation pis,n :“ IndGBχs,n. Recall that
unitarily normalized induction means the ordinary induction of χ¨δ1{2, where δ denotes
the modulus character
ˆ
a ˚
0 d
˙
ÞÑ |a{d|2. All irreducible unitary representations of
G, besides the trivial representation, are of the form pis,n. However, the condition that
pis,n is unitary severely restricts the possible s, n.
– If χ is unitary, then the unitary induction IndGBχ admits a natural unitary struc-
ture. In particular, pis,n admits a natural G-invariant inner product if s P iR. The
representations pis,n, s P iR, are called unitary principal series representations.
They are all irreducible [27, Proposition 2.6].
– For s P r´1, 1szt0u, the representation pis,0 are all irreducible and admit a strange
G-invariant inner product. These representations are known as complementary
series representations.
Furthermore, the only coincidences among the representations pis,n are
pis,n – pis¯,´n.
See Corollary 1 for an explanation of these coincidences.
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2.4.2. Calculating traceppis,npfdgqq.
Proposition 3. With respect to the Haar measure dg “ da dn dk,
traceppis,npfdgqq “ xSfpχ´1s,nq,
where p¨ denotes the Fourier transformpF pχq “ ż
T
F ptqχ´1ptqdt.
Proof. We refer the reader to [27, X, §3]. 
2.4.3. Contribution of the trivial representation to the spectral side.
Proposition 4. For the Haar meaures dt, dg “ da dn dk,
tracep1pfdgqq “ 1|W |
ż
T
Dpt´1q1{2 ¨ Sfptqdt.
Proof. This is a direct consequence of the Weyl integration formula:
tracep1pfdgqq “
ż
G
fpgqdg
“ 1|W |
ż
T
|Dpt´1q|
ż
T zG
fpg´1tgqdg
dt
dt
“ 1|W |
ż
T
|Dpt´1q|1{2 ¨
ˆ
|Dpt´1q|1{2Ot
ˆ
f
dg
dt
˙˙
dt
“ 1|W |
ż
T
|Dpt´1q|1{2 ¨ Sfptqdt.

2.5. Geometric formulation of the trace formula (preliminary form). Combining
Proposition 3 and Proposition 4, the spectral side of the trace formula for fdg equals
(7) spectral sidepfdgq :“
ÿ
s,n
mΓppis,nq ¨ xSfpχ´1s,nq ` 1|W |
ż
T
|Dpt´1q|1{2 ¨ Sfptqdt.
Combining the calculation of regular orbital integrals from §2.3.1 with Proposition 2, the
geometric side of the trace formula for fdg equals
(8) geometric sidepfdgq :“ ´c
ˆ
d2
du2
` d
2
dθ2
˙
Sf |t“1 `
ÿ
rγs‰1
|Dpt´1γ q|´1{2 ¨ Sfptγq,
where the sum runs over all non-trivial conjugacy classes in Γ. The constant c is the same
as in the statement of Proposition 2.
Having expressed all terms of the trace formula, applied to fdg, in terms of Sf, it is essential
to understand the image of the Satake-Harish-Chandra transform. This was answered by
Bouaziz [7] for all real semisimple groups G. We state Bouaziz’s theorem only in the special
case G “ PGL2pCq.
Theorem 8 (Bouaziz). Every smooth, compactly supported, W -invariant function on T is of
the form Sf for some smooth, compactly supported function f on G.
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Proof. See [7]. 
Corollary 1 (Coincidences among the pis,n). The representations pis,n and pis1,n1 are isomor-
phic iff ps1, n1q “ ps, nq or ps¯,´nq.
Proof. The representations pis,n and pis1,n1 are isomorphic iff they have equal traces, i.e.
traceppis,npfdgqq “ traceppis1,n1pfdgqq for all smooth, compactly supported functions f on
G. Equivalently,
Sfpχ´1s,nq “ traceppis,npfdgqq
“ traceppis1,n1pfdgqq by assumption
“ Sfpχ´1s1,n1q
for all smooth compactly supported f. By Theorem 8, the latter is equivalent topHpχ´1s,nq “ pHpχ´1s1,n1q
for all even, compactly supported functions H on T. This is only possible if ps1, n1q “ ps, nq
or ps¯,´nq, hence the conclusion. 
Corollary 2 (Preliminary geometric trace formula). Let H be any smooth, compactly sup-
ported, W -invariant function on T. There is an equalityÿ
s,n
mΓppis,nq ¨ pF pχ´1s,nq ` 1|W |
ż
T
|Dpt´1q|1{2 ¨ F ptqdt
“ ´c ¨ volpMq ¨
ˆ
d2
du2
` d
2
dθ2
˙
F |t“1 `
ÿ
rγs‰1
`pγ0q ¨ |Dpt´1γ q|´1{2 ¨ F ptγq,
where c is the constant from Proposition 2.
Proof. This follows by Bouaziz’s characterization of the image of the Satake transform because
spectral sidepfdgq “ geometric sidepfdgq for all smooth compactly supported test functions
f on G. 
2.6. A trace formula for eigenvalues of coexact 1-forms on ΓzH3. Specializing the
geometric trace formula of Corollary 2 appropriately, we’ll arrive at a trace formula for the
(square roots of) eigenvalues of the Laplacian acting on coexact 1-forms on M “ ΓzH3.
To do so, we need to express Laplace eigenforms and their eigenvalues on M in represen-
tation theoretic terms.
2.6.1. Differential forms and representation theory. Let H3 “ G{K. Let θ : g Ñ g be the
Cartan involution fixing K; for K “ PU2 Ă G “ PGL2pCq, the corresponding Cartan
involution equals θpZq “ ´Zt.
Let p be the -1 eigenspace of θ. We can naturally identify p “ TeKpH3q. The Killing form
B induces a positive definite inner product on p:
xX,Y y0 “ ´BpX,Y q.
The inner product x¨, ¨y0 is PU2-invariant and thus propogates to an invariant metric on all of
H3. We call this metric gKilling. Note that 14gKilling equals the standard curvature ´1 metric
on H3.
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Lemma 2 (Matsushima). For p “ 0, 1, 2, 3, there is a natural identification
ΩppΓzH3q “ HomKp^pp, C8pΓzGqq
and a Hilbert space decomposition
L2ΩppΓzH3q “ à
piP pGmΓppiq ¨HomKp^
pp, piq.
In fact, as the next Lemma shows, the decomposition from Matsushima’s Lemma 2 is a
refinement of the spectral decomposition of the Laplacian on p-forms.
Proposition 5 (Kuga’s Lemma, [2], Lemme 1.1.1). Let Γ Ă G be discrete, cocompact. For
every irreducible representation pi Ă L2pΓzGq, every ^qp-isotypic vector of pi corresponds
to a q-form Laplacian eigenvector on ΓzX of eigenvalue λ “ ´Cppiq, where Cppiq denotes
the Casimir eigenvalue of pi. Furthermore, every q-form Laplacian eigenvector on ΓzX of
eigenvalue λ arises in this way.
Owing to Lemma 2, to understand the (coexact) 1-form spectrum on M “ ΓzH3, we need
to understand which pis,n admit a ^1p-isotypic vector. Owing to Lemma and Proposition 5,
we need to calculate the Casimir eigenvalue of pis,n.
2.6.2. K-isotypic vectors in pis,n. We may think of vectors in pis,n as functions j onG satisfying
jpbgq “ δ1{2pbqχs,npbqjpgq. Recall our notation: B XK “ U “
"ˆ
eiθ 0
0 1
˙*
. Let
χn : U Ñ Cˆˆ
eiθ 0
0 1
˙
ÞÑ einθ,
so χn “ ResUBχs,n. There is a natural isomorphism
ResKGpis,n Ñ IndKU χn
j ÞÑ j viewed as a function on K.
The inverse isomorphism:
IndKU χn Ñ ResKGpis,n
j ÞÑ j˜pbkq :“ δ1{2pbqχs,npbqjpkq.
By the Peter-Weyl Theorem,
IndKU χn “ HomU
`
χ´n, L2pKq
˘
“ HomU
˜
χ´n,
à
ρ
Vρ b V _ρ
¸
“à
ρ
HomU pχ´n, Vρq b V _ρ ,
where ρ runs over all irreducible representations of K. Thus, we identify
HomKp^pp, pis,nq “ HomU pχ´n,^pp_q for p “ 0, 1, 2, 3.
In particular,
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- pis,0 Ă L2pΓzGq gives rise to Laplace eigenforms on M “ ΓzH3 of the same eigen-
value in degrees 0,1,2,3. These equal f, df, ˚f, ˚df for the Laplace eigen 0-form f
corresponding to the ^0p-isotypic vector of pis,0 by Kuga’s Lemma.
- pis,˘1 Ă L2pΓzGq gives rise to Laplace eigenforms of the same eigenvalue in degrees
1,2. These equal ω, d˚ω for the Laplace eigen 2-form ω on M corresponding to the
^2p-isotypic vector of pis,1 by Kuga’s Lemma.
- pis,n Ă L2pΓzGq, n ‰ 0,˘1, does not contribute to the 1-form spectrum of M.
Test functions H in the geometric trace formula (Corollary 2) isolating the representations
pis,˘1 will thus isolate the coexact 1-form spectrum on M.
2.6.3. The Casimir eigenvalue of pis,n. Recall that the Casimir operator C P CenterpUpgqq is
defined by
C :“
ÿ
i
XiX
_
i ,
where Xi runs over any basis of g and X
_
i runs over its dual basis with respect to the Killing
form
BpX,Y q :“ tracepadpXqR ˝ adpY qRq.
We write subscript R to emphasize that we must view adpXq, adpY q as R linear transfor-
mations of the complex vector space g. A direct check then shows
BpX,Y q “ 2< tracepadpXqC ˝ adpY qCq
where the subscript C emphasizes that, in the second formula for BpX,Y q, we must view
adpXq and adpY q as C-linear transformations of the C-vector space g.
An R-basis for g is given by
H “
ˆ
1 0
0 0
˙
, E “
ˆ
0 1
0 0
˙
, F “
ˆ
0 0
1 0
˙
, iH, iE, iF.
Calculating from the definition, we can write
(9) C “ 1
4
H ¨H ´ 1
4
H ´ 1
4
piHq ¨ piHq ´ 1
4
H ` E ¨ pstuffq ` piEq ¨ pstuffq,
where stuff P g Ă Upgq.
The representation pis,n is irreducible. Therefore, C acts on pis,n by a scalar. Let f P pi8s,n,
i.e. a smooth function on G transforming according to the rule fpbgq “ δpbq1{2χs,npbqfpgq for
all b P B. It suffices to evaluate Cfp1q.
Note that for all T P Upgq,
pET ¨ fqp1q “ EpTfqp1q
“ d
dt
|t“0pTfqpetEq
“ d
dt
|t“0pTfqp1q
“ 0.
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Similarly, ppiEqT ¨ fqp1q “ 0. By (9),
pCfqp1q “
ˆˆ
1
4
H ¨H ´ 1
2
H ´ 1
4
piHq ¨ piHq
˙
¨ f
˙
p1q
“ 1
4
B2
BuBt |p0,0qfpe
uHetHq ´ 1
2
B
Bt |0fpe
tHq ´ 1
4
B2
BuBt |p0,0qfpe
tiHeuiHq
“ 1
4
rps` 1q2 ´ 2ps` 1q ` n2sfp1q
“ 1
4
ps2 ` n2 ´ 1qfp1q.
Therefore
Cppis,nq “ 1
4
ps2 ` n2 ´ 1q.
In particular, by Kuga’s Lemma Proposition 5, the ^1p isotypic vector in pis,˘1 corresponds
to a coexact Laplace eigen 1-form on ΓzH3 of Laplace eigenvalue ´14s2, when H3 is endowed
with the metric gKilling. In the standard curvature ´1 metric on H3, this eigenvalue becomes
´s2.
2.6.4. Specializing the geometric trace formula to isolate coexact 1-forms. Specialize the test
function F from Corollary 2 equal
F
ˆ
eu`iθ 0
0 1
˙
“ Hpuq cos θ
for H an even, compactly supported, R-valued function on R. For this test function F. We
unravel every term in the geometric trace formula from Corollary 2 as explicitly as possible:
- Simplifying pF :
pF pχ´1s,nq “ pHp´sqzcos θp´nq “
#
1
2
pHp´sq if n “ ˘1
0 otherwise.
- Per the discussion from §2.4.1, the representations pis,˘1 are unitary iff s “ it for some
t P R. By Corollary 1, every such representation is isomorphic to piit,`1 for a unique
t P R.
- By Lemma 5, the calculations from §2.6.2, and the relationship between Laplacian
and Casimir eigenvalues calculated in §2.6.3, it follows that
mΓppiit,1q `mΓppi´it,1q “ mΓpt2q,
the dimension of the t2 Laplace eigenspace acting on coexact 1-forms on ΓzH3.
- Because H is R-valued, pF pχit,1q “ pF pχ´it,1q. Combined with the previous point:
mΓppiit,1q pF pχ´1it,nq `mΓppi´it,1q pF pχ´1´it,nq “ 12mΓpt2q pHptq.
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- Let z “ eu`iθ. The contribution of the trivial representation to the geometric trace
formula for the test function F equals
“ 1|W |
ż
T
|Dpt´1q|1{2F ptqdt
“ 1
2
¨ 1
2pi
ż ż
|1´ z| ¨ |1´ z´1| ¨Hpuq ¨ cos θ du dθ because |W | “ 2
“ 1
2
¨ 1
2pi
ż ż
|z| ¨ |1´ z´1|2 ¨Hpuq ¨ cos θ du dθ
“ 1
2
¨ 1
2pi
ż ż
eu ¨ p1´ e´u´iθq ¨ p1´ e´u´iθq ¨Hpuq ¨ cos θ du dθ
“ 1
2
¨ 1
2pi
ż ż
peu ` e´u ´ 2 cos θq ¨ cos θ ¨Hpuq dθ du
“ ´1
2
ż
Hpuq du
“ ´1
2
pHp0q.
- Suppse tγ “
ˆ
z “ eu`iθ 0
0 1
˙
P T. The regular terms on the geometric side of the
geometric trace formula for the test function F :
“ `pγ0q ¨ |Dpt´1γ q|´1{2 ¨ F ptγq
“ `pγ0q ¨
`|1´ z| ¨ |1´ z´1|˘´1 ¨Hpuq cos θ
“ `pγ0q ¨
´
|1´ eC`pγq| ¨ |1´ e´C`pγq|
¯´1 ¨Hp`pγqq ¨ cospholpγqq.
Recall that `pγq,holpγq, and C`pγq respectively denote the length, holonomy, and
complex length of the conjugacy class rγs. In particular C`pγq :“ `pγq ` iholpγq.
- The identity contribution to the trace formula for the test function F :
“ ´c ¨ volpMq ¨
ˆ
d2
du2
` d
2
dθ2
˙
F |t“1
“ ´c ¨ volpMq ¨
ˆ
d2
du2
` d
2
dθ2
˙
pHpuq cos θq|pu,θq“p0,0q
“ c ¨ volpMq ¨ pHp0q ´H2p0qq.
Combining everything:
Corollary 3 (Preliminary geometric trace formula for coexact 1-forms). Let H be any smooth,
compactly supported, even, R-valued function on R. There is an equalityÿ
λ“coexact 1-form eigenvalue
1
2
mΓpλq ¨ pH ´?λ¯´ 1
2
pHp0q
“ c ¨ volpMq ¨ `Hp0q ´H2p0q˘` ÿ
rγs‰1
`pγ0q ¨
´
|1´ eC`pγq| ¨ |1´ e´C`pγq|
¯´1 ¨Hp`pγqq ¨ cospholpγqq.
In the above formula, c is the constant from Proposition 2.
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2.6.5. Evaluating the missing constant c in the geometric trace formula. We use Weyl’s law
to evaluate the missing constant c in the geometric trace formula from Corollary 3.
Fix a smooth, compactly supported, real valued even test function H with Hp0q ‰ 0. Let
Hν “ H ¨ peiνu ` e´iνuq. Integrating spectral side of the trace formula from Corollary 3 for
the test function Hν over ν P r´X,Xs yields
2Nd˚,1pXq ¨ 2pi ¨ 1
2
Hp0q ` lower order,
where Nd˚pXq denotes the number of coexact 1-form eigenvalues on M “ ΓzH3 satisfying?
λ ď X. By Weyl’s law [3, Corollary 2.43],ż
νPr´X,Xs
spectral side for Hν dν „ 2Nd˚,1pXq ¨ 2pi ¨ 1
2
Hp0q
„ 2 ¨ 2pi ¨ 1
2
¨ 2 ¨ volpMqp4piq3{2Γp3{2` 1qX
3.
On the other hand,ż
νPr´X,Xs
geometric side for Hν dν „ c ¨ volpMq ¨ 2 ¨Hp0q ¨ 2X
3
3
.
Equating the above two asymptotic expansions yields
c “ 1
2pi
.
2.6.6. Geometric trace formula for coexact 1-forms: final form. Having finally evaluated the
missing constant c in §2.6.5 we may now state a complete form of the trace formula.
Corollary 4 (Geometric trace formula for coexact 1-forms: final form). Let H be any smooth,
compactly supported, even, R-valued function on R. There is an equalityÿ
λ“coexact 1-form eigenvalue
1
2
mΓpλq ¨ pH ´?λ¯´ 1
2
pHp0q
“ volpMq
2pi
¨ `Hp0q ´H2p0q˘` ÿ
rγs‰1
`pγ0q ¨
´
|1´ eC`pγq| ¨ |1´ e´C`pγq|
¯´1 ¨Hp`pγqq ¨ cospholpγqq.
Proof. This follows immediately from Corollary 3 together with our determinantion c “ 12pi
from §2.6.5. 
By a limiting argument, we can prove that the trace formula is applicable for a much
broader class of test functions H. We use this broader class of test functions extensively in
§3.1.
Theorem 9. Let δ ą 5{2. Let H be an even, compactly supported, R-valued test function
satisfying
ş
R
ˆˇˇˇ pHptqˇˇˇ2 ` ˇˇˇ pH 1ptqˇˇˇ2˙`?1` t2˘2δ ă 8. Then the trace formula from Corollary 4
is valid for H.
Proof. See §A. 
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3. Methods for ruling out small eigenvalues
Suppose we have available a trace formula which expresses a spectral sum
(10)
ÿ
j
pHptjq
in explicitly computable terms for every nice test function H. For example,
- The Selberg trace formula for the 0-form spectrum of hyperbolic surfaces has the
above form. In that context, tj “
b
λj ´ 14 for the eigenvalues of the Laplacian on
the hyperbolic surface ΓzH2, and the trace formula expresses the spectral sum (10) in
terms of H sampled at lengths of closed geodesics.
- The trace formula from Corollary 4 and Theorem 9 for the coexact 1-form spectrum
of hyperbolic 3-manifolds has the above form. In that context, tj “
b
λj˚ for the
eigenvalues λj˚ of the Laplacian acting on coexact 1-forms on the hyperbolic 3-manifold
ΓzH3, and the trace formula expresses the spectral sum (10) in terms of H sampled
at the lengths of closed geodesics (weighted by their holonomy).
The following simple Lemma underlies the most effective method we know for proving that
t ‰ tj for any j:
Lemma 3. Let H be a nice test function for which the trace formula computing (10) applies.
Suppose that pH ě 0 and that pHptq ąÿ
j
pHptjq.
Then for every j, t ‰ tj .
Proof. If t “ tj , then pHptq is but one summand in the full spectral sum. Because pH ě 0, it
must be less than the full spectral sum. 
Call a test function H admissible if pH ě 0 and if the trace formula computing (10) is valid
for the test function H. Define
IR,t :“ infpH admissible, pHptq“1,supppHqĂr´R,Rs
ÿ
j
pHptjq.
If IR,t ă 1, then t ‰ tj for every j; a test function which nearly realizes the infimal value
IR,t is a witness to that fact that t is not among the tj by Lemma 3.
3.1. Excluding eigenvalues: the method of Booker and Strombergsson. While the
proofs of the two main results of the paper, Theorems 1 and 2, both involve proving restrictions
on the value of
a
λ1˚pMq, their nature is rather different.
- In Theorem 2, the entire interest lies in finding a narrow window in r0,?2s in whicha
λ1˚pMq certifiably lies.
- In Theorem 1, we need only show that
a
λ1˚pMq R r0,
?
2s. To demonstrate the latter,
there is no specific need to find narrow windows in p?2,8q in which λ1˚pMq certifi-
ably lies. However, localizing the value of
a
λ1˚pMq gives independently interesting
information about M.
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Both problems can be attacked with the method of Booker and Strombergsson [6]. But for
completeness, we next describe a cruder approach yielding examples for Theorem 1, i.e M for
which
a
λ1˚pMq ą
?
2.
To find examples for Theorem 1, it is natural to apply the trace formula to admissible test
functions H0 for which xH0 looks like 1r´?2,?2s (or any H0 for which pH0 is large on r´?2,?2s
and decays quickly to 0); such H0 might allow us to use Lemma 3 effectively. Regarding
the evaluation of
ř
j
xH0ptjq via the trace formula, recall that the prime geodesic theorem for
closed, hyperbolic 3-manifold M states:
#tprimitive closed geodesics on Mof length ď Ru „ e
2R
2R
.
To evaluate the test function H0 on that many (complex) lengths and sum them is exponen-
tially difficult in R. For this reason, it is only possible, in practice, to evaluate the spectral
side of the trace formula, via the geometric trace formula from Corollary 4 and Theorem 9
for admissible function H0 supported on r´R0, R0s for some relatively small R0. See §4 for
discussion of practical choices for R0. Of course, by the uncertainty principle, restricting the
support of H0 makes it difficult to localize xH0.
We applied the above approach with H0pxq “ β˚βp5x{2q where βpxq “ e´1{p1´t2q is a cutoff
function. The function H0 is supported in r´5, 5s, and we accordingly sampled the geodesics
in that range. Using the above, we were able to show that Theorem 1 holds for 19 of the 23
manifolds in Table 1: in particular if
ř
j
xH0ptjq ă 0.01, then λ1˚ ą 2. Furthermore, because
smallness of
ř
j
xH0ptjq correlates strongly with largeness of aλ1˚ , the size of the latter spectral
sum provides heuristic information about the distribution of
a
λ1˚ in our sample of census
manifolds; we refer the reader to §5, and in particular Figure 5, for a more detailed discussion.
We emphasize, however, that IR0,t provides more specific and interesting information about
the location of the tj :
- t “ tj implies that IR0,t ě 1
- The pointwise limit of IR,t is the characteristic function of the tj , i.e.
lim
RÑ8 IR,t “
#
mΓpt2j q if t “ tj
0 otherwise.
In particular, one might hope that if “M is small relative to R “ R0,” e.g. if injpMq is
significantly less than 12R, the function t ÞÑ IR0,t approximates the characteristic function oftt1, t2, . . .u (with multiplicities). Furthermore, t ÞÑ IR0,t potentially does better at excluding
eigenvalues, via Lemma 3, than any fixed admissible function H0 supported on r´R0, R0s
because
IR0,t ď
ř xH0ptjqxH0ptq .
We do not know how to compute the function t ÞÑ IR0,t for any R0 on any hyperbolic 3-
manifold M. However, the method of Booker and Strombergsson [6] finds an upper bound
JR0,t ě IR0,t which is explicitly computable via the trace formula. They applied their method
to exclude eigenvalues on (congruence arithmetic) hyperbolic surfaces less than 14 , but their
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method is equally applicable whenever a trace formula is available in the sense of (10). Their
method runs as follows:
- Let h0, . . . , hn be even, R-valued functions on R supported in r´R02 , R02 s for which
S :“ th˚h : h “ ři xihiu consists entirely of admisible functions for the trace formula
(10). Define
JR0,t :“ inf
H“h˚h_PS,phptq“1
ÿ
j
pHptjq
“ infř
xixhiptq“1
ÿ
j
˜
nÿ
0“1
xi phiptq¸2
“ infř
xixhiptq“1
nÿ
a,b“0
xaxb
ÿ
j
xhaptjq phbptjq
“ inf
xct,xy“1
xAx, xy,
where x¨, ¨y denotes the standard dot product on Rn, A is the matrix with entries
Aa,b “
#
2
ř
j
{ha ˚ hbptjq if a ‰ bř
j
{ha ˚ haptjq if a “ b. ,
and ct “
¨˚
˝ xh1ptq...xhnptq
‹˛‚.
– Clearly,
IR0,t ď JR0,t
because I is the infimum of the same quantity over a larger space of functions.
– JR0,t is explicitly computable. It is the minimum of a (positive definite) quadratic
form on Rn subject to a linear constraint. We calculate by Lagrange multipliers:
JR0,t “ 1xA´1ct, cty .
The matrix A is explicitly computable using the trace formula (10).
4. Computations
4.1. Main computation. We discuss the proof of Theorem 1, our main result. We restricted
our investigation to manifolds M from the Hodgson-Weeks census with labels from 0, . . . ,
49. The Hodgson-Weeks census consists of 11, 031 closed, orientable hyperbolic 3-manifolds
which is a good approximation to the (finite) set of hyperbolic three-manifolds with volume
at most 6.5 and injectivity radius at least 0.15. Volume increases with the census label, and
the first manifold in the list (the Weeks manifold) is known to be the compact hyperbolic
three-manifold with the least volume. Census manifolds include many of the least complex
closed, hyberolic 3-manifolds, and those census manifolds with labels 0, . . . , 49 are among
the least complex of them. For reasons we will explain in §5, the smallest coexact 1-form
eigenvalue λ1˚pMq tends to be small for complex M. So, we limited our search for λ1˚pMq ą 2
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to the simplest M we could find. Our computations make essential use of the 3-manifold
software SnapPy developped by Culler, Dunfield, and Goesner.
We applied the method of §3.1 to the trace formula from Corollary 4 (more precisely: the
slightly broader version from Theorem 9). More specifically, we used the same shape of test
functions as in [6] with the following parameters (notation from §3.1):
- h :“ ` 12δ1r´δ,δs˘˚2 .
- hkpxq :“ 12 phpx´ kδq ` hpx` kδqq . For these choices,
{ÿ
xkhkptq “
ˆ
sinpδtq
δt
˙2 ÿ
xk cospkδtq.
- δ satisfying δ ¨ p2n` 4q ď R.
- n “ 19.
It is straightforward to check that the functions ha˚hb satisfy the smoothness hypothesis of
Theorem 9 and hence are admissible for the trace formula therein. The test function hx0,...,xn “
přxkhkq˚2 is supported on r´p2n ` 4qδ, p2n ` 4qδs. Hence, the constraint δ ¨ p2n ` 4q ď R
guarantees that every hx0,...,xn is supported on r´R,Rs.
For the closed, hyperbolic 3-manifold M, the only way we know to compute the matrix A
from §3.1 is to compute volpMq and the full complex length spectrum of M up to real length
R and sample these complex lengths via the test functions ha ˚ hb, 0 ď a, b ď n ` 1, per the
geometric side of the trace formula from Theorem 9, to recover the spectral side. Conveniently,
SnapPy has built-in functions in the main class Manifold to compute the volume and the
complex length spectrum up to a specified real length cutoff!
4.1.1. Choosing R. Heuristically, we expect
Ht :“ h
´
“
ÿ
xkhk
¯
minimizing
ÿ zh ˚ hptnq subject to phptq “ 1
« inf
admissible H,Hptq“1,supppHqĂr´R,Rs
ÿ pHptnq
“: JR,t.
Evidently, JR,t decreases with R. So in principle, one would obtain the most useful infor-
mation by taking R as large as possible. However, enumerating the complex length spectrum
up to real length R is prohibitively computationally intensive even for moderately large R.
Indeed, it is known that the number of primitive geodesics of length at most R is approxi-
mately e2R{2R [41]; in practice, the time needed to compute the spectrum seems to be around
Ce6R (see Table 3). For practical purposes, R “ 6.5 seemed to be a reasonable cutoff. For
most of the manifolds we tested, this computation took between 20 and 30 minutes (even
though in some special cases, including those of Table 3, it took much longer), and we expect
the computation for R “ 7 to typically take about a couple of hours. Of course, this time
constraint limits the applicability of our method.
4.1.2. Choosing n. For the particular test functions h, hk that we use, note that
pha ˚ hbqpxq “ 1
4
ÿ
λ,µPt˘1u
ph ˚ hqpx` pλa` µbqδq.
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Cutoff Census 0 Census 1
4.0 0.07 0.06
4.5 0.45 0.32
5.0 4.66 3.40
5.5 86.79 62.32
6.0 1290.23 1127.64
Table 3. The time (in seconds) needed to compute the spectrum at cutoff R
for the manifolds Census 0 and 1 (on an 3.1 GHz Intel Core i5).
To compute A, we calculated the geometric side of the trace formula for the „ constant ¨n
different test functions h˚hpx`kδq, k “ ´2n, . . . , 2n. Computing the matrix A´1 then requires
inverting the pn` 1q ˆ pn` 1q-matrix A.
To balance information gained with computational complexity, the specific choice n “ 19
suited our purposes.
4.2. Results of main computation. We computed function JR0,t, described in general
terms in §3.1, relative to the functions h, hk described in §4.1 and the parameters pR0, n, δq “
p6.5, 19, 6.52¨19`4q explained in §4.1.1, 4.1.2. Recall that if t2 is an eigenvalue of the Laplacian
acting on coexact 1-forms on M, then JR0,tpMq ě 1.
4.2.1. Examples of hyperbolic, minimal L-spaces. In Table 4, we record
PossibleSmallSpectrumpMq :“ tt P r0, 4s : JR0,tpMq ě 1u
for several small census manifolds.
For all M listed in Table 4, PossibleSmallSpectrumpMq is disjoint from r0,?2s. If aλ1˚pMq
lies in r0,?2s at all, then it must lie in PossibleSmallSpectrumpMq. Because PossibleSmallSpectrumpMq
is disjoint from r0,?2s for all M tabulated above, it follows that aλ1˚pMq ą ?2 for all M
from Table 4.
Remark 5. For every entry in the above table, it is in principle possible that
a
λ1˚ R PossibleSmallSpectrumpMq
which would mean that
a
λ1˚ ą 4. To convince ourselves this is not so:
- We applied the trace formula to test functions of the shape Ha “
´
d2
dx2
` a2
¯
¨e´x2{2 for
various 0 ă a ă 4. The Fourier transform pH is a constant multiple of `´t2 ` a2˘ e´t2{2
and hence is positive if |t| ď a and negative otherwise. In particular, if ř xHaptnq ą 0,
then
a
λ1˚ ď a.
For various a “ apMq, chosen near troughs of the graph of JR0,¨pMq, the approximate value
of
ř
n
xHaptnq, as computed via the trace formula from Theorem 9 truncated at R0 “ 6.5, was
“quite positive.” One could estimate the size of the tail (beyond our cutoff R0 “ 6.5) to
rigorously prove positivity, but we will not attempt to do so here.
4.2.2. Narrow λ1˚-intervals for non-L-spaces. In Table 5, we record the same information as in
Table 4 for some small census manifolds previously proven to be non-L-spaces. In particular,
Dunfield has determined exactly which manifolds in the Hodgson-Weeks census are L-spaces
in the setting of Heegaard Floer homology; in his approach, many of the spaces in the census
are shown to be L-spaces via surgery exact triangles, using the fact that they are obtained by
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Census label Volume Injectivity radius PossibleSmallSpectrum(M)
0 0.94270 . . . 0.29230 . . . r2.962, 3.124s
2 1.01494 . . . 0.41572 . . . r3.086, 3.302s Y r3.977, 4s
3 1.26371 . . . 0.28753 . . . r2.145, 2.222s Y r3.617, 4s
8 1.42361 . . . 0.17618 . . . r2.031, 2.263s Y r3.234, 4s
12 1.54356. . . 0.16768. . . r1.658, 1.686s Y r2.478, 2.778s Y r3.720, 4s
13 1.54356. . . 0.28903. . . r1.520, 1.672s Y r2.108, 2.213s Y r3.140, 4s
14 1.58316 . . . 0.27889 . . . r2.018, 4s
15 1.58316 . . . 0.38874 . . . r2.396, 2.595s Y r3.248, 4s
16 1.58864. . . 0.26727. . . r1.809, 1.847s Y r2.519, 3.013s Y r3.221, 4s
22 1.83193. . . 0.26532 . . . r1.680, 1.721s Y r2.48, 4s
25 1.83193 . . . 0.26531 . . . r2.323, 2.597s Y r3.283, 4s
28 1.88541. . . 0.29230. . . r1.659, 1.689s Y r2.543, 4s
29 1.88541. . . 0.19853. . . r1.540, 1.934s Y r2.247, 3.554s Y r3.951, 4s
30 1.88541. . . 0.19853. . . r1.541, 1.704s Y r2.156, 4s
31 1.88541 . . . 0.29230 . . . r2.172, 3.015s Y r3.864, 4s
32 1.88591. . . 0.20593. . . r1.740, 1.794s Y r2.491, 4s
33 1.91084. . . 0.22107. . . r1.710, 1.799s Y r2.214, 2.731s Y r3.012, 4s
39 1.96273 . . . 0.21576 . . . r2.108, 2.780s Y r3.061, 4s
40 1.96274. . . 0.28904. . . r1.842, 1.855s Y r2.829, 3.365s Y r3.634, 4s
42 2.02395. . . 0.17922. . . r1.779, 4s
44 2.02988 . . . 0.43127 . . . r2.717, 4s
46 2.02988. . . 0.27177. . . r1.992, 4s
49 2.02988. . . 0.21564. . . r1.681, 1.894s Y r2.681, 4s
Table 4. The hyperbolic manifolds of Theorem 1.
Dehn filling on cusped manifolds which admit lens space fillings. More in general, all spaces
in the census arise as branched double covers of links in S3, hence their Floer homology can
be computed using softwares developed in the setting of bordered Heegaard Floer homology
[45]. Via the isomorphism proved in [28], [9], and the subsequent papers, this also provides a
list of which manifolds in the Hodgson-Weeks census are L-spaces in the setting of monopole
Floer homology.
As for non L-spaces the Seiberg-Witten equations admit irreducible solutions, Theorem 3
implies that
a
λ1˚pMq ď
?
2 for every non-L-space M. Thus,
b
λ1˚pMq P r0,
?
2s X PossibleSmallSpectrumpMq for every non-L-space M.
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Census label Volume Injectivity radius PossibleSmallSpectrumpMq
1 0.98136 . . . 0.28904 . . . r0.580, 0.583s Y r3.163, 4s
4 1.28448 . . . 0.24015 . . . r0.784, 0.804s Y r2.220, 3.403s Y r3.964, 4s
6 1.41406 . . . 0.39706 . . . r0.765, 0.776s Y r2.305, 3.383s
7 1.41406 . . . 0.18244 . . . r0.528, 0.532s Y r3.346, 4s
9 1.44069 . . . 0.36152 . . . r0.660, 0.988s Y r3.348, 4s
19 1.75712 . . . 0.35268 . . . r0.826, 0.908s Y r1.987, 4s
23 1.83193 . . . 0.24060 . . . r0.709, 0.718s Y r2.391, 2.797s Y r3.045, 4s
24 1.83193 . . . 0.26531 . . . r0.561, 0.566s Y r3.043, 4s
34 1.91221 . . . 0.24958 . . . r0.036, 0.074s Y r3.049, 4s
45 2.02988 . . . 0.27176 . . . r0.777, 0.878s Y r1.925, 4s
47 2.02988 . . . 0.21563 . . . r0.608, 0.617s Y r2.637, 4s
48 2.02988 . . . 0.27176 . . . r0.534, 0.539s Y r3.121, 4s
Table 5. Bounds for
a
λ1˚pMq for the hyperbolic manifolds M of Theorem 2.
In particular, per Table 5, b
λ1˚pCensus1q P r0.580, 0.583sb
λ1˚pCensus4q P r0.784, 0.804sb
λ1˚pCensus6q P r0.765, 0.776sb
λ1˚pCensus7q P r0.528, 0.532s
...
and so on.
4.3. Pictures bounding PossibleSmallSpectrumpMq. Recall that JR0,tpMq is designed to
approximate
lim
RÑ8 IR,t “
#
mΓpt2j q if t “ tj
0 otherwise.
(see §3.1 for further discussion). This bears out in pictures. We include pictures of the graphs
of t ÞÑ JR0,tpCensusiq for i “ 0, 1, 2.
In all three pictures, we expect the first peak of the graph to occur near
paλ1˚ ,multiplicity of the λ1˚-eigenspace for coexact 1-formsq.
Indeed, the fact that the vertical coordinate just barely exceeds a positive integer is a non-
trivial check on our computations. To compute the intervals from PossibleSmallSpectrumpMq,
we solved for JtpMq “ 1 (up to tolerance 10´6) via bisection.
When the graph of JtpMq is peaked just barely above vertical coordinate m for some integer
m ą 1, the eigenvalue windows are likely much narrower than we claim. For example, note
that
tt P r0, 4s : JtpCensus0q ě 3u Ă r3.036, 3.040s.
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Figure 2. The graph of t ÞÑ JR0,tpCensus0q for t P r0, 4s.
So if the λ1˚-eigenspace for Census 0 really is 3-dimensional, as Figure 2 suggests, thena
λ1˚pCensus0q P r3.036, 3.040s. Likewise, if the λ1˚-eigenspace for Census 2 really is 4-dimensional
as Figure 4 suggests, then
a
λ1˚pCensus2q Ă r3.177, 3.183s.
Remark 6. The trace formula is unable to distinguish between two parameters tn, tn`1 which
are very close versus equal on the nose. We do not know, in general or even in the particular
examples of Census 0 and Census 2, how to compute the multiplicity of an eigenvalue having
multiplicity greater than 1. On the other hand, as Census 2 admits an orientation reversing
isometry [23], the multiplicities of the eigenvalues are all even; in particular, Figure 4 suggests
that the first eigenvalue has multiplicity 4.
5. Limitations and further directions
Even though our results can be seen a first step toward understanding the relation between
Floer homology and hyperbolic geometry in dimension three, our approach has some signif-
icant limitations; we now discuss these and also some natural questions and problems these
lead to.
30 FRANCESCO LIN AND MICHAEL LIPNOWSKI
Figure 3. The graph of t ÞÑ JR0,tpCensus1q for t P r0, 4s.
While our test was successful when study small manifolds in the census, it can be seen that
with few exceptions (e.g. Census 52, 58 and 97) all the manifolds with label bigger than 50
have λ1˚ ď 2. This should be compared with the computations of Dunfield [11], which imply
that a big proportion of manifolds in the census are L-space. This observation leads the
obvious question of whether there are infinitely many manifolds with λ1˚ ą 2, or the following
more general question:
Question 1. Fix  ą 0. Does the set
S “ tclosed, hyperbolic M : H˚pM,Qq “ H˚pS3,Qq and λ1˚ ą u
have any discernable structure? In particular, is S always a finite set?
While we do not have a completely satisfactory answer to the above question, there are some
clear restrictions on the local geometry of the elements in S. The discussion which follows is
inspired by the work of McGowan [36] (which in fact provides more refined estimates regarding
the number of small eigenvalues, provided upper bounds on the volume).
Recall that a hyperbolic tube T with complex length `eiϑ0 is obtained by quotienting the
cylinder
tpr, t, ϑq|0 ď r ď R, 0 ď T ď `, θ P S1u
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Figure 4. The graph of t ÞÑ JR0,tpCensus2q for t P r0, 4s.
equipped with the hyperbolic metric
dr2 ` cosh2rdt2 ` sinh2rdϑ2.
via the identification
pr, 0, ϑq „ pr, `, ϑ` ϑ0q.
We refer to R as the radius of the tube. The subset r “ 0 is a geodesic called the core
geodesic. Consider now on a tube T of radius R a 1-form of type α “ fprqdt. A form of this
kind is always coclosed. Furthermore, we have
dα “ f 1prqdr ^ dt.
Now, |dr ^ dt| “ 1{coshprq. Choosing f to be a standard pyramid shaped function on r0, Rs,
we see that the Rayleigh quotient of α is approximatively
(11)
ş
T |dα|2ş
T |α|2
«
şR
0 |f 1|2drşR
0 |f |2dr
,
which converges to zero for R going to infinity. Hence, give  ą 0, there is a universal upper
bound of the diameter of a tube T Ă Y for a hyperbolic rational homology sphere with λ1˚ ą .
Using this, we have the following.
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Proposition 6. Let Y be a hyperbolic 3-manifold. There exists R, δ ą 0 satisfying
- if Y contains an embedded ball of radius R ě R0, then λ1˚pY q ď .
- if injpY q ă δ, then λ1˚pY q ď .
In particular, S is contained in the set of all M for which the local injectivity radius function
has range contained in rδ,Rs.
Proof. For the lower bound, we invoke [17, Theorem 3.2] which says: if there is an embedded
geodesic γ of real length `, then γ is the core of an embedded tube with radius rp`q with
rp`q Ñ 8 as ` Ñ 0. Because λ1˚ ą  imposes a universal upper bound on the diameter of
an embedded tube, the latter implies that ` is bounded below. Thus, the injectivity radius,
which equals half the length of the shortest closed geodesic ([35], Proposition 4.3.2), must be
bounded below too.
To see that there is an upper bound on the local injectivity radius, parametrize the hyper-
bolic ball of radius R as p0, Rq ˆS2 equipped with the metric dr2` sinh2prqgS2 , where gS2 is
the metric on the unit sphere in R3. Consider then for a fixed non-zero closed 1-form β on S2
the forms of the type gprqβ. This are always coclosed, and a computation analogous to (11)
shows that its Rayleigh quotient only depends on the Rayleigh quotient of g. In particular,
when R goes to infinity, this can be made to go to zero. 
Corollary 5. For every , V ą 0 there exists only finitely many hyperbolic three-manifolds
with λ1˚ ą  and vol ă V .
Proof. This follows directly from the previous proposition combined with the fact that there
are only finitely many manifolds with volume bounded above and injectivity radius bounded
below [18]. 
One is then lead to ask where do the limitations of our approach stem from. Aside from
the applicability of the Booker method to provide effective computations of λ1˚ , the main
problem is that the bound we are using, i.e. λ1˚ ď 2 when the Seiberg-Witten equations
admit irreducible solutions, is rather crude. In particular:
‚ it does not use the hyperbolic metric in an essential way. In fact, Theorem 6 shows
that λ1˚pMq ď 2 provided M is a Riemannian 3-manifold for which the Seiberg-Witten
equations on M admit irreducible solutions and that s˜pMq “ ´4;
‚ more importantly, in the proof of Theorem 6, we use the estimate ||dξ||2L2 ě λ1˚}ξ}2L2 .
While this holds for any coclosed 1-form ξ on Y , one could expect that a sharper
estimate holds when ξ arises from a solution to the Seiberg-Witten equations.
For example, we just saw that the smallness of λ1˚ for manifolds with large embedded balls
or short geodesics is caused by 1-forms of a special kind; it would be interesting to understand
if forms of small Rayleigh quotient on a tube or a ball can arise from the solutions to the
Seiberg-Witten equations. More generally, we have the following.
Question 2. Suppose M is a closed, hyperbolic rational homology sphere. Can one improve
upon the upper bound λ1˚ ď 2, which holds for all Riemannian 3-manifolds M satisfyingrspMq “ ´4, using explicit and computable geometric data arising from the hyperbolic geometry
of M (e.g. the injectivity radius)?
In fact, even though our methods are conclusive only in some examples, there seems to
be an intriguing correlation between the size of λ1˚ and the property of being L-spaces (see
Figure 5). A better understanding of this experimental observation could lead to interesting
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Figure 5. We have plotted, among the first 100 manifolds in the Hodgson-
Weeks census, the L-spaces in blue and the non L-spaces in red. The y-
axis records the volume, while the x-axis records the value of the spectral
sum
ř
Hˆptjq obtained by using H0pxq “ β ˚ βp5x{2q where βpxq “ e´1{p1´t2q
is a cutoff function (see the discussion of the naive attempt in §3.1). The
function H0 i supported in r´5, 5s, and we accordingly need as input the length
spectrum with cutoff R “ 5. Heuristically, the graph should be interpreted
as follows: a low value of the spectral sum suggests a big value for λ1˚ ; in
particular, the manifolds with spectral sum ă 0.01 have t1 ą
?
2.
geometric characterizations of hyperbolic L-spaces in terms of explicit quantities of interest
in hyperbolic geometry.
We conclude with a final question.
Question 3. Is there an L-space Y which is not a minimal L-space? In other words, is
there an L-space Y , such that for each choice of metric, the Seiberg-Witten equations admit
irreducible solutions?
By constrast, the construction of [14] shows that there is always a metric for which the
equations admit irreducible solutions.
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Appendix A. Limiting argument: Proof of Theorem 9
Proof. Let δ ą 52 . Express δ “ α` β with α ě 1 and β ą 32 . Let xty :“ p1` t2q
1
2 . Then
ˇˇˇˇ
ˇÿ
n
pHptnq
ˇˇˇˇ
ˇ “ ˇˇˇÿ pHptnqxtnyα`βxtny´αxtny´β ˇˇˇ
ď
cÿˇˇˇ pHptnqxtnyα`β ˇˇˇ2 xtny´2α ¨bÿxtny´2β by Cauchy-Schwartz.
By the local Weyl law,
(12) #ttn P rN,N ` 1su ď DN2
for some D ą 0. Since 2β ą 3, it follows that the second summand above is convergent. Say
it equals C. We continue:
“ ?C ¨
cÿˇˇˇ pHptnqxtnyα`β ˇˇˇ2 xtny´2α
ď ?C ¨
gffe 8ÿ
N“0
sup
tPrN,N`1s
ˇˇˇ pHptqxtyα`β ˇˇˇ2 ¨ pxNy´2α ¨# ttn P rN,N ` 1suq
ď ?C?D ¨
gffe 8ÿ
N“0
sup
tPrN,N`1s
ˇˇˇ pHptqxtyα`β ˇˇˇ2 by (12) because α ě 1.
There is also the Sobolev inequality
(13) sup
tPra,bs
|Gptq|2 ď E ¨
´
||G||2L2ra,bs ` ||G1||2L2ra,bs
¯
for all smooth functions G on ra, bs and some constant E uniform in b´ a.
Applying this to G “ pHptqxtyα`β, we have
||G1||2L2rN,N`1s ď ||
d
dt
pHptqxtyα`β||2L2rN,N`1s ` || pHptq ddtxtyα`β||2L2rN,N`1s
ď || d
dt
pHptqxtyα`β||2L2rN,N`1s ` F || pHptqxtyα`β||2L2rN,N`1s,
for some constant F ě 1 independent of N. We continue
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ď ?C?D?E?F ¨
gffe 8ÿ
N“0
|| pHptqxtyα`β||2
L2rN,N`1s ` ||
d
dt
pHptqxtyα`β||2
L2rN,N`1s
ď ?C?D?E?F ¨
gffe 8ÿ
N“0
|| pHptqxtyα`β||2
L2rN,N`1s ` ||
d
dt
pHptqxtyα`β||2
L2rN,N`1s
ď ?C?D?E?F ¨
c
|| pHxtyα`β||2
L2pRq ` ||
d
dt
pHxtyα`β||2
L2pRq
ď ?C?D?E?F?2δ
dż
R
ˆˇˇˇ pHptqˇˇˇ2 ` ˇˇˇ pH 1ptqˇˇˇ2˙ xty2δ
Thus, the linear functional
(14) H ÞÑ
ÿ pHptnq,
corresponding to the regular spectral contribution to the trace formula for the test func-
tion H, is continuous in the (weighted) Sobolev space W defined by the norm ||H|| :“dş
R
ˆˇˇˇ pHptqˇˇˇ2 ` ˇˇˇ pH 1ptqˇˇˇ2˙ xty2δ.
It is also readily checked (using again the Sobolev inequalities) that the linear functionals
H ÞÑ Hp0q ´H2p0q
H ÞÑ pHp0q
H ÞÑ
ÿ
1‰γ,`pγqďR
cγHp`pγqq,
corresponding respectively to the identity contribution, and the trivial representation con-
tribution, and the regular geometric contribution to the trace formula for the test function
H, are continuous on W.
If H is supported on r´R,Rs, then for every  ą 0, there is a sequence Hm of smooth
functions supported on r´pR ` q, R ` s converging to H in the W -topology2. Take such a
sequence Hm with  chosen so that there are no closed geodesics of length in pR,R ` q. It
follows that the trace formula is valid for H by taking the limit of both sides of the trace
formula applied to Hm. 
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