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Abstt'act 
The Hadamard matrix H e. of order 2" can be obtained by m - I times of Kronercker 
products from the Hadamard matrix H 2 of order 2. In this paper we first point out that the 
Srivastava's problems for positive integers t and m is equivalent to finding a submatfix A* 
consisting of N(t, m) rows of the H2- such that the number N{t, m) of rows is minimal and any 
t columns of A* are linearly independent. For 2 ~< t ~< 3 and 2"- ~ ~< t ~< 2% the minimum 
number N(t, m) of rows of A* is given and the method for constructing A* is presented. For 
4 ~< t < 2 m- 1 we point out the upper bound on N(t, m) and conjecture that this upper bound is 
the minimum number of rows of A*. 
1. lntroduetlon 
Let m and N L ~. positive integers, and let K(N x m) be an arbitrary C0,1) matrix 
K with N rows and m columns. Let Ki denote the ith (i = 1,2 . . . . .  m) column of K, 
and let K be assumed to be over GF(2). Let o~. be the set of integers {1, 2 . . . . .  m} and 
let ~,, be the class of all the 2" distinct subsets of ¢0", so that Q~, includes the empty set 
Cdenoted by p). Thus [24 = {p, { 1 }, {2}, {3}, {4}, { 1,2}, { 1, 3}, { i,4}, {2, 3}, {2, 4}, {3, 4}, 
{ 1,2,3}, { 1,2,4}, { 1,3,4}, {2, 3,4}, {1,2,3,4}}. Let ACN x 2' )  be tbe C0,1) matr~: whose 
columns correspond to the elements of f~., and which is obtained as follows. The 
column of A corresponding top has 0 everywhere. Also, if {i~, i2 . . . . .  i.}, 1 ~< u ~< m, is 
any element of f~', then the column corresponding to {il,i2 . . . . .  i.} is 
(Ki, + K~ + ... Ki.). Let A* be the matrix over the real field obtained from A by 
replacing 0 by 1 and 1 by - 1, and A and A* are called as the corresponding (0,1) 
matrix and (1, - 1) matrix to K (or K and f~'), respectively. 
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If K is a (0,1) matrix with 2 m rows and m columns, any two rows of K are different, 
that is, the rows of K are the m-dimension binary reoresentations of the integers 
0,1 . . . . .  2" - 1, then the (1, - I) matrix corresponding toK is a Hadamard matrix of 
order 2 m. This Hadamard matrix is isomorphic to the Hadamard matrix H2- of order 
2% where H2- = H2 ® H2 ® "-- ® H.,, the Kronercker product of m Hadamard 
matrices H2. So it is assumed that all Hadamard matrices considered in this paper 
are of this kind. It is easy to see that the first row and first column of H2- have 1 
everywhere. 
Let t be a positive integer and B be a real matrix, then B is said to have the property 
P,, if every set of t columns of B is linearly independent. Thus, for certain choices of K, 
the matrix A* corresponding to K will have property P,. Srivastava presented the 
following two problems [3]: 
(1) What is the minimum value of N for which there exists a (0,1) matrix K(N × m) 
such that the corresponding matrix A*(N x 2") has the property P,. 
(2) Obtain a K with minimal number N of rows such that A ~ has the property Pt. 
If K(N x m) is the matrix constructed for solving Srivastava's problems and has the 
minimum number of rows, then the rows of K are different from each other. Then 
K may be extended by adding some (0,1) rows into the (0,1) matrix with 2" rows and 
m columns whose rows are the m dimension binary representations of integers 0, 
1 . . . . .  2" -1 .  Thus the matrix A* corresponding to K are the submatrix of 
Hadamard matrix H2-. It can be seen that Srivastava's problems are equiva!ent to 
constructing a submtrix A* of N rows of H, .  such that A* has the minimum number 
N of rows and the property P,. 
In Section 2 we shall prove the following theorem. 
Theorem 1. For any positive integers t and m, t <~ 2", let N(t, m) denote the minimum 
positive integer N such that there exists (0, 1) matrix K(N ×m) and the matrix 
A*(N x 2") corresponding to K has the property Pv Then 
m+l ,  2~t~3,  
N(t ,m)=~2 ~-1  2 m-~<~t<~2 m- l ,  
[2% t = 2". 
and the method for constructing (0,1) matrices is also presented in Section 2. An upper 
bound on the minimum number N(t, m) is obtained in Section 3. 
2. Proof of Theorem 1 
Let A~ and A* be the ith columns of A and A*, respectively. Let 
Ai = (ail,ai2, ,aiN) T and A* * * .... a'N) T for 1, 2 . . . . .  2% . . . .  (a~l, ai2, i = respectively. 
We sh~li prove Theorem 1 by the following three lemmas. 
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Lemma 1. I f  t <~ t' <~ 2% then N(t,m) <<. N(t', m); 
I f  t <~ 2 ~ and m <<. m', then N(t, m) <~ N(t, m'). 
Lemma 2. 
N(l, m) = m 
K= 
which is (0, 
For an), positive integer m and t=2 or t=3,  if t <~2% then 
+ 1, and in this case 
00 . . . . . .  0101 
1) matrix with (m + 1) rows and m columns. 
Proof. Let A be the (0, 1) matrix corresponding to K. Then the columns of A except 
their first elements which are 0 are the binary representation of integers 
0,1 . . . . .  2 ~ - 1. Any two columns of A are different. The first rcw of A* which 
corresponds to K is the all-ones vector. If some two columns A~* and A~ of A* are 
linearly dependent, then there exist two nonzero real number ~i, ~j such that 
• iA* + ~iA* = 0. Since A* is (1, - 1) matrix and the first row of A* is the all-ones 
vector, ~i = -~; .  Hence. A* = A* and fu~herrnore Ai = A s. This is impos~b!e~ Thus, 
A* has the property P2 and N (2, m) ~< m + 1. 
Now we prove that A* has also the property P3. If some three columns of A*, say, 
AI ,A2,  A*, are linearly dependent, then there exist nonall-zero real numbers 
• 1,%,%, such that ulA* + u2A~ + ~aA~ =0.  By aTl =a~l  = a~l = I, we have 
• l + ~2 + ~ta = 0. Furthermore, by a*~ {-1 ,  1} we have a* i = a*j = a~j for otherwise 
we may assume that aTj--a~' i#a~ i for some A then ~ l+~2-~a=O-  By 
• t + ~2 + ~a = 0 we have ~3 = 0. A* and A~ are linearly dependent. This contradicts 
to the fact that A* has the property P2- Thus a*j = a*~ = a]j for every j and 
AT = A~ =A~. But this is impossible. So A* has the property Pa and 
N(3, m) ~< m + 1. 
Conversely, if N(2, m) ~< m, then A is a (0,1) matrix with at most m rows and 2 ~' 
columns. The number of all m-dimension different (0,1) column vectors is 2% hence 
A contains the two same columns or the all-zero column and the all-one column. This 
implies that some two columns of A* are linearly dependent. 
Hence N(2, m)/> m + 1 and so N(2,m) = m + 1. By N(3, m) >1 N(2, m), N(3, m) = 
m+l .  []  
l~mm 3. (1) For positive integer m and t = 2% N(t ,m)= 2 m and K is a foUowing 
matrix: 
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. . . . . .  O1 
.. . . . .  10 
.. . . . .  11 
""iillli'i'l L I I  
whose rows are the m-dimension binary representations o f integers 0,1 . . . .  ,2"  - 1. 
(2) For the positive integer m >1 2 and 2 m- 1 <~ t <~ 2 m - 1, N(t,  m) = 2 m - 1, and K is 
the matr ix obtained by deleting any one row o f  the matr ix R. 
Proof. (1) N(2 ~', m) >/2 m is obvious. If K = R, then the matrix A* corresponding to 
K is Hadamard matrix H2- of order 2% which has rank 2 =. So N(2 m, m) = 2 m. 
(2) We first prove that if A* is the matrix obtained by deleting any two rows of H2-, 
then there exist some 2 m- ~ columns of A* which are linearly dependent. 
Any two rows of H2~ may be changed by multiplying any row or column by - 1 
into the following forms: 
11 11- -1 - -1  1 - -  " 
Let fl~ = (1 ... 1) and f12 = li ... 1 - ! ... - 1). Since the above transformation does 
not change the linear independence of the columns of matrix, we may assume that A* 
is a matrix obtained by deleting the two rows fl~ and f12 for H2,. H2- is orthogonal 
matrix. Any row ~i of A* is orthogonal with fit = (11 ... 11), and the half of elements 
of ~ti are 1 and half are - I. So the columns AI,A2,* * ... , A*, of matrix A* satisfy the 
following relation: 
A* + A* + ... +A~' .=0.  
Let x denote the number of l 's in the first 2 m- t elements of the row ~q of A*. Then 
the number of ( -  l)'s in the first 2 m- 1 elements of ~q is 2 m- t _ x, and the num- 
bers of l 's and ( -  l)'s in the last 2 ~'- ~ elements of ~q are 2 '~- ~ - x and x, respectively. 
By the orthogonal ity of ~ti and f12 = (1 ... 1 - 1 ... - 1), we have x - (2 m- t _ x) - 
{(2 =-  t _ x) - x) = 0, that is, x = 2 =-  2. Hence, the sums of the first and the last 2 m- t 
elements of ~ti are 0, respectively, Thus, 
A* + A~ + ... + A~, .=O,  
A~- ,+~ +A~-  ,+2+ "'" +A~-=0 
and the first 2 m- t columns of A* are linearly dependent. Hence N(2 m- t, m) >1 2 m - 1. 
Next we prove that any matrix obtained by deleting any one row from H2- has the 
pro lxrty P2-- ~. With the above same reason we may assume that the deleted row is 
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Pl = (1 ... 1) and the obtained matrix is denoted by A*. Let AT denote the ith 
columns of A*, that is, 
A*- -  * * - (AI,  A2 . . . . .  A*-). 
Since the rows of A* are orthogonal with/~1, 
a~ + A~ + .-. + A*- = 0. 
A* is (2 m - 1) x 2 m matrix, and its rows are orthogonal.  Hence the row rank of A* is 
2 M - 1 and therefore the column rank is also 2 m - I. Without loss of generality, we 
may assume that A* . . . . .  A~._ 1 are linearly independent. 
If some 2 m - I columns of A* are linearly dependent, then these columns must 
contain the last column A*. of A*. So we may assume that the 2 m - 1 co|umns which 
are linearly dependent are A*, A* . . . . .  A~, and there exist non-all-zero number ~,  
i = 2, 3 . . . . .  2 m and ~2- # 0 such that 
• 2A~ -t- g3A~ -I- "'" + 0~2-- A~. = 0. 
Notice that 
A* + A* + ... +A*.=O,  
then 
~2-A* -I- (0~2- -  ~2)A* + "'" 4" (~2" - rt2"- I )A~- -  1 = 0. 
This implies that * * A I ,  A2 . . . . .  A~'._ 1 are linearly dependent. This is impossible. Hence, 
A* has the property P2- -  1, and N(2 m - 1, m) ~< 2 m - 1. For  2 m- 1 ~< t ~< 2 m - 1, 
2 m - 1 ~< N(2 m- 1, m) <<. N(t, m) <~ N(2 m - 1, m) ~< T '  - I. 
Hence N(t, m) = 2 m - 1. This completes the proof  of Theorem 1. 1"3 
By Theorem 1 Srivastava's problems for m = 2, 3 are solved completely. 
By Lemmas 2 and 3, if A* has the property P~ for some t, 2 i ~< t < 2 ~+ 1 _ 1 then A* 
has the property Pt for every t, 2 ~ ~< t ~< 2 i+ 1 _ I, for i = 1 or i -- m - 1. Here we 
conjecture that this is also true for every i, 1 ~< i ~< m - 1. 
3. Upper bouds  
Let A and B be the submatrices consisting of  some rows of H2-. Since H2 . . . .  H2 
/ _ _  
( :  of .m0 row. ....  no,o ®H2-, 
/ 
(~ .-AB) f°r simplicity" 
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Theorem 2. Let A and B be the submatrices consisting of  some rows of  H2.. Assume that, 
for i <~ m - 2. A has the property Pt for every t(2 i ~< t < 2 i+1 - 1) ,,,~d the minimum 
number of  rows, and B has the property Pt for every t(2 i+ 1 << t < 2 i+2 - 1) and the 
minimum number of  rows. Then tp(A,B) has the property P, for every t, 
2 I+1 ~< t ~ 2 i+2 -- 1. 
Proof. For 2 ~+ 1 ~< r ~< 2 I+2 - 1, if some r columns of tp(A, B) are linearly dependent, 
then since B has the property Pt for 2 i+~ ~< t ~< 2 i+2 -- 1, these r columns are not 
completely contained in the first 2 m columns or in the last 2 m columns of tp(A, B). 
AI A2)  is the submatrix of columns of Hence we may assume that Bt - B2 consisting r 
/ 
tp(A, B) and its columns are linearly dependent. If BI and Bz have not the same 
columns, then (B~ Bz) is a matrix which consists of r different columns of B. So the 
r different columns of B is linearly independent, and furthermore, the columns of 
B~ - B2,] are linearly independent. This is a contradiction. Hence 81 and B2 must 
contain the same columns and it is assumed that the n columns of BI are the same with 
the n columns of B2, n/> 1, B~ and B2 has the following forms: 
BI = (bib2 ... b,, b,,+ l ... b,), 
B2 = (bib2 ... b, b,+ l ... bz,_,,), 
where b~ is the column vector and btb2 ... b, b,+ ~ ... b, b,+ ~ ... b2, - ,  are different 
from each other and linearly independent. 
By the construction of tp(A, B), A~ and Az has the following forms: 
AI = (al ... a, a,+ 1 --- a,), 
A2 = (al ... an a,+ 1 ... a~,-~). 
Then 
.,A, on on.l o ,a ,  ano ,+,  o .n , 
BI - Bz J  ~bl ... b, b,+ l . . .  b ,  - b l  . . .  - b ,  - b ,+  l . . .  - b2 , - , ) "  
Since its columns are linearly dependent, there exist non-all-zero number 
~q, ~t2 . . . . .  ~,, ~t], a~ . . . . .  0t, 1 such that () (o:) 
al +~t2 + -.. +~t, +~t] + + =0 
:q bl b2 b - bl - -  b2r -a /  
Since bl . . . . .  b2, - .  are linearly independent, we have 
• 1 =~t~ . . . .  , : t ,=~l, ,~,+~ . . . . .  ~ ,=0 
1 ~ . . .  ~1  
:Xn + 1 ~- O. 
and 
2(a, + az + ... + a,) --- 0. 
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But A has the property Pt(2 ~ ~< t ~< 2 ~+ t _ 1). Then n t> 2 i+ t and the number of 
fA l  A2'~ 
columns ot ~B, - -  B2~] is at least 2n t> 2 i+2. This is impossible since r ~< 2 i+2 - -  1. 
Hence ¢p(A, B) has the property P, for 2 i + t ~< t ~< 2 j + 2 _ 1. []  
By Theorem 4, we can get the inequality N(tt, m) + N(t2, m) >1 N(t3, m + 1) for 
2 i ~ tt ~< 2 i+t - 1, 2 i+l ~ t2 ~< 2 i+2 - 1 and 2 ~÷t ~< t3 ~< 2 i+2 - 1 < 2 m+t. 
Since N(t, m) has been determined for m = 2 and 3, by the above inequality, we can 
get the upper bound on N(t, m) for any t and m. This upper bound is also equal to 
N(t, m) for 2" -  t ~< t ~< 2 m. 
Again by Lemmas 2 and 3, it can be seen that the obtained values of N(t, m) and the 
included matrix are the same in the Theorem 2. Hence, we have the reason to present 
the following conjecture. 
Conjecture: For 2 i~t~ <2 i+~ <2" ,  2 i+1 ~t 2 <2 i+2 ~<2 m and 2 ~÷1 ~<t3 < 
2 '+2 ~. 2 m+ :
N(tl, m) + N(t2, m) = N(t3, m + 1) 
and the matrices which can make the above equality hold can be obtained from the 
matrices for m = 3 by the method presented in Theorem 2. 
The Conjecture is true for m = 2 by Theorem 1. 
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