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Many systems near criticality can be described by Hamiltonians involving several relevant couplings
and possessing many nontrivial fixed points. A simple and physically appealing characterization of
the crossover lines and surfaces connecting different nontrivial fixed points is presented. Generalized
crossover is related to the vanishing of the RG function Z−1
t
.
An explicit example is discussed in detail based on the tetragonal GLW Hamiltonian.
PACS Numbers: 05.10.Cc, 05.70.Fh, 75.10.Hk, 75.10.-b
According to Wilson Renormalization Group (WRG)
theory, the critical properties of physical systems under-
going second order phase transitions are well described
by the infrared behavior of (quantum) field theories be-
longing to the appropriate universality class.
In practice, however, it is usually quite hard to repro-
duce the experimental conditions corresponding to strict
criticality and to verify the scaling predicted by (mass-
less) field theory. Scaling is obscured by the influence
of non-universal subleading contributions related to the
presence of irrelevant operators in the effective Hamil-
tonian, but these effects are depressed in the proximity
of a critical point and, under definite assumptions about
the range of physical parameters explored, one may often
show that a limited number of parameters is sufficient for
a description of physics in the critical region.
In such situations the field theoretical approach is not
helpless, and in particular one may show that, when the
dynamics is dominated by the competition of a few fixed
points of the RG trasformations, one may describe the
behavior of the system in terms of “effective” exponents,
whose values depend on the relative distance of the con-
crete physical situation from the competing fixed points.
This dependence of the effective exponents from some
nonuniversal parameter is usually termed “crossover”,
and it has been showed that crossover phenomena can
be consistently studied in the context of (massive) field
theory, and the functional dependence of the exponents
is amenable to the coupling dependence of the standard
RG functions.
Accurate theoretical and numerical studies of this phe-
nomenon have been presented in the literature, mainly fo-
cussing however on the crossover between a trivial (Gaus-
sian) fixed point and an attractive Wilson-Fisher point,
in the presence of short or medium-range interactions.
[1–5] However there are physical situations character-
ized by the presence of a larger number of nontrivial
fixed points. While only one among them is fully attrac-
tive and represents the physics of the second-order phase
transition, the other nontrivial points exert some attrac-
tion on the RG trajectories, and as a consequence we
may expect that, in the neighbourhood of criticality, the
system be quite accurately described by points in the pa-
rameter space which lay near or above special RG trajec-
tories connecting the different fixed points. Generalized
crossover exponents may be defined along these trajecto-
ries. Their values will in general interpolate between the
values taken by the standard critical exponents at differ-
ent critical points. In experimental measurements, under
proper assumptions, it is reasonable to expect that sets
of measured exponents will correspond to specific points
along these curves.
It may therefore be useful to find intrinsic characteri-
zations of these generalized crossover curves, which only
in very simple and specific examples can be deduced di-
rectly from inspection of the relevant RG equations.
In order to study this problem, we found convenient
to take a specific field-theoretical model, which was re-
cently discussed in literature as the Tetragonal Landau-
Ginzburg Wilson Hamiltonian (TLGW) [6,7]. We found
that it has a sufficiently wide variety of fixed points to
allow a rather general discussion of the issue at hand.
The results we obtained in this specific example can be
easily extended to many other systems where a similar
multiplicity of non trivial fixed points is present.
Our starting point is the following Hamiltonian:
H[φ] =
∫
ddx


1
2
∑
i,a
[
∂µφ
2
a,i(x) + rφ
2
a,i(x)
]
+
1
4!
∑
i,j,a,b
(u0 + v0δij + w0δijδab)φ
2
a,i(x)φ
2
b,j(x)

 (1)
where a, b = 1, 2, . . .M and i, j = 1, 2, . . .N .
The models withM = 2 are physically interesting since
they should describe the critical properties in some struc-
tural and antiferromagnetic phase transitions and they
are sufficiently general for the purpose of illustrating our
results.
1
The RG functions βu, βv, βw and ηφ, ηt are known up
to six loops, and it is possible to study the fixed points of
the models and their stability properties by solving the
equations for the common zeroes of the β−functions and
evaluating the eigenvalues of the stability matrix. [7]
The ǫ−expansion analysis of the tetragonal Hamilto-
nian indicates the presence of eight fixed points. Not all
of them however do actually represent different indipen-
dent physical situations, because of the symmetry
(u0, v0, w0)→ (u0, v0 +
3
2
w0,−w0) (2)
possessed by the above Hamiltonian in the case M = 2.
One may verify that, while the four fixed points lying
on the w0 = 0 plane are really distinct, the two fixed
points corresponding to w0 < 0 can be obtained from
the two points in the half space w0 > 0 by a symmetry
transformation. We may therefore restrict ourselves to
w0 ≥ 0 with no loss of generality.
The six distinct fixed points can be classified according
to their symmetry properties; with obvious notation we
shall identify them by the following names:
G = Gauss→ (u0 = v0 = w0 = 0)
I = Ising → (u0 = v0 = 0) ∼ I
′
H = Heisenberg → (v0 = w0 = 0)
XY → (u0 = w0 = 0)
T = Tetragonal→ (w0 = 0)
C = Cubic→ (v0 = 0) ∼ C
′
The symmetry properties of the Hamiltonian reflect
themselves into symmetries of the β−functions. These
in turn imply the existence of subspaces of the parame-
ter space (u0, v0, w0) which are stable under RG trans-
formations. One may easily show that, to all orders of
perturbations theory, the following initial conditions are
preserved by RG transformations:
• u0 = 0: a plane including G, I, I
′ and XY .
• w0 = 0: a plane including G, H , XY and T .
• v0 = 0: a plane including G, H , I and C.
• v0 +
3
2w0 = 0: a plane including G, H , I
′ and C′.
An analysis of the stability matrix can be performed in
full parameter space and in each of the invariant sub-
spaces, leading to the following general conclusions:
• G is completely unstable w.r. to any perturbation.
• H , I and I ′ are attractive w.r. to the Gaussian
point, else unstable w.r. to all perturbations.
• C, C′ are stable in the subspaces v0 = 0 and
v0+
3
2w0 = 0 respectively, but their stability matrix
possesses a negative eigenvalue in full parameter
space.
• XY is certainly stable in the subspace u0 = 0 and
probably also in full parameter space, in which case
T has a direction of instability in the w0 = 0 sub-
space, leading towards XY . [7]
Most previous studies of crossover have been concerned
with “crossover lines” connecting the Gaussian fixed
point G with nontrivial fixed points along RG trajecto-
ries. In the model at hand, the straight lines connecting
G to the points I(I ′), XY and H are such crossover lines,
and the corresponding crossover exponents can be easily
related to the RG functions obtained by specializing the
general expressions to the values taken along these lines:
βI(w) ≡ βw(0, 0, w), ηtI (w) ≡ ηt(0, 0, w),
βH(u) ≡ βu(u, 0, 0), ηtH (u) ≡ ηt(u, 0, 0),
βxy(v) ≡ βv(0, v, 0), ηtxy (v) ≡ ηt(0, v, 0)
In particular, the function Z−1t , related to the renor-
malization of the one-particle irreducible two-point func-
tion with an insertion of the operator
∑
i φ
2
a,i(x), can be
evaluated along the crossover lines simply by integrating
the corresponding differential equation
[
β(z)
∂
∂z
+ ηt(z)
]
Z−1t (z) = 0 (3)
where z is the generic coupling which parametrizes the
crossover line.
It it relevant to our purposes to notice that, being z∗
the fixed point value of the coupling, such that β(z∗) = 0,
as a consequence of the above equation the function
Z−1t (z), under the “nontriviality” assumption ηt(z
∗) < 0,
enjoys the property Z−1t (z
∗) = 0. We may appreciate
that other choices of the renormalization function Z, dif-
fering from Zt by powers of Zφ, will not alter our conclu-
sion as long as the corresponding nontriviality condition
η(z∗) < 0 is satisfied.
In models characterized by a multidimensional param-
eter space, this notion of crossover must be supplemented
with a description of the RG trajectories connecting dif-
ferent nontrivial fixed points. As we shall immediately
show, it is in general possible to define “crossover sur-
faces” in parameter space, enjoying the property that
all the RG trajectories connecting nontrivial fixed points
(and obviously the points themselves) lay upon these sur-
faces.
The formal proof of this statement for the above dis-
cussed tetragonal model goes as follows: we introduce
the renormalization function Z−1t (u¯, v¯, w¯) satisfying by
definition the partial differential equation:
[
βu¯
∂
∂u¯
+ βv¯
∂
∂v¯
+ βw¯
∂
∂w¯
+ ηt
]
Z−1t (u¯, v¯, w¯) = 0 (4)
with the boundary condition Z−1t (0, 0, 0) = 1.
2
Z−1t (u¯, v¯, w¯) obviously reduces to the above defined
functions Z−1t (z) whenever any two out the three cou-
plings u¯, v¯, w¯ are set equal to zero.
Let us now consider the two-dimensional surface iden-
tified by the condition:
Z−1t (u¯, v¯, w¯) = 0
As a consequence of the differential equation obeyed by
Z−1t (u¯, v¯, w¯) and of the above condition, the vector field
~β ≡ [βu¯(u¯, v¯, w¯), βv¯(u¯, v¯, w¯), βw¯(u¯, v¯, w¯)] is ortogonal to
the vector field ~∇Z−1t ≡
[
∂Z−1
t
∂u¯
,
∂Z−1
t
∂v¯
,
∂Z−1
t
∂w¯
]
when the
two vectors are evaluated at any point of the surface
Z−1t = 0, where
~β · ~∇Z−1t = 0
Therefore the RG trajectories going through any point
of the surface Z−1t = 0 are found to stay on the sur-
face itself, since the local tangent to the trajectory, i.e.
the vector field ~β, is ortogonal to a vector normal to the
surface (the gradient field ~∇Z−1t ). Our proof is now com-
pleted by the observation that all nontrivial points lay on
the surface because, as previously discussed, they must
satisfy the property Z−1t (z
∗) = 0.
An interesting consequence of our result is obtained
by considering the intersections of the crossover surface
Z−1t (u¯, v¯, w¯) = 0 with the RG-stable planes obtained by
setting u0 = 0, v0 = 0, w0 = 0 and v0 +
3
2w0 = 0 respec-
tively. These intersections are obviously simple curves
on the invariant planes, connecting couples of nontriv-
ial fixed points and defining RG trjectories in the corre-
sponding restricted parameter subspaces.
For the sake of definiteness let us consider the plane
u0 = 0: the function Z
−1
t (0, v¯, w¯) satisfies the RG equa-
tion[
βv¯(v¯, w¯)
∂
∂v¯
+ βw¯(v¯, w¯)
∂
∂w¯
+ ηt(v¯, w¯)
]
Z−1t (v¯, w¯) = 0. (5)
It is straightfoward to show, by applying the implicit
function theorem, that the function v¯(w¯) defined by the
condition Z−1t (v¯, w¯) = 0 satisfies the ordinary differential
equation
dv¯
dw¯
=
βv¯(v¯, w¯)
βw¯(v¯, w¯)
(6)
characterizing all RG trajectories in the (v¯, w¯) plane, and
furthermore it connects the unstable fixed points I, I ′ to
the stable point XY .
One cannot fail to notice that in deriving our result
we only made use of very general properties of RG func-
tions and equations. Therefore we can draw the general
conclusion that the condition Z−1t = 0 may unambigu-
ously characterize the “crossover surface” in wide classes
of Hamiltonian systems involving many relevant param-
eters.
APPENDIX A: THE LARGE N LIMIT
A rather explicit illustration of the mechanism de-
scribed in the present paper is obtained by considering
the tetragonal model in the limit of an infinite number
of field components (N → ∞). At variance with stan-
dard O(N) vector models, the tetragonal model does not
became trivial on this limit, because nontrivial contribu-
tions to all orders of v¯ and w¯ couplings are still present.
However some semplifications occur which make our dis-
cussion, while stile quite general, formally much simpler.
In the large N limit is possible to show that the RG
functions take the following form:
βu¯(u¯, v¯, w¯) = A(v¯, w¯) · u¯−B(v¯, w¯) · u¯
2 (A1)
βv¯(u¯, v¯, w¯) = β˜v¯(v¯, w¯) (A2)
βw¯(u¯, v¯, w¯) = β˜w¯(v¯, w¯) (A3)
ηφ(u¯, v¯, w¯) = η˜φ(v¯, w¯) (A4)
ηt(u¯, v¯, w¯) = η˜t(v¯, w¯) +B(v¯, w¯) · u¯ (A5)
The system of equations β˜v¯(v¯, w¯) = 0 and β˜w¯(v¯, w¯) = 0
admits four sets of solutions (v¯∗, w¯∗). For each set one
finds two fixed points, corresponding to the values u¯∗ = 0
and u¯∗ =
A(v¯∗, w¯∗)
B(v¯∗, w¯∗)
.
Because of the above relationships, the differential
equation satisfied by the function Z−1t (u¯, v¯, w¯) can be
solved in the large N limit by the Ansatz
Z−1t (u¯, v¯, w¯) = Z˜
−1
t (v¯, w¯) [1− u¯ · Y (v¯, w¯)] (A6)
leading to the equations:
[
β˜v¯(v¯, w¯)
∂
∂v¯
+ β˜w¯(v¯, w¯)
∂
∂w¯
+ η˜t(v¯, w¯)
]
Z˜−1t (v¯, w¯) = 0 (A7)
[
β˜v¯(v¯, w¯)
∂
∂v¯
+ β˜w¯(v¯, w¯)
∂
∂w¯
+A(v¯, w¯)
]
Y (v¯, w¯) =
B(v¯, w¯). (A8)
The first equation looks like eq.(5) and it is simply the
restriction of the evolution to the u0 = 0 plane; we can
repeat our general arguments, obtaining in particular the
RG trajectory that connects the I and XY fixed points.
Notice however that, since the condition Z˜−1t (v¯, w¯) = 0
is independent of u¯, it defines a surface in full parame-
ter space, and the above discussion shows that the fixed
points C and T must lay on this surface.
Once the functions Z˜−1t and Y (v¯, w¯) have been deter-
mined, it is easy in the large N limit to reconstruct the
full Z−1t = 0 surface, which can be simply described by
the above condition and by the function:
u¯(v¯, w¯) =
1
Y (v¯, w¯)
(A9)
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FIG. 1. Crossover trajectories connecting the Ising and the
O(2N) fixed points to the Cubic one, in the limit of an infinite
number of field components (N → ∞).
Notice that, as a consequence of eq.(A8), the function
u¯(v¯, w¯) does not depend on the detailed form of the RG
function η˜t, as expected from our general arguments.
The intersections of the crossover surface with the
planes v¯ = 0 and w¯ = 0 can now be found in a rather
explicit form, by exploiting the above simplifications.
In terms of the generic variable z we obtain the relevant
equations:[
β˜(z)
∂
∂z
+ η˜t(z)
]
Z˜−1t (z) = 0 (A10)
[
β˜(z)
∂
∂z
+A(z)
](
1
u¯(z)
)
= B(z) (A11)
It is straight-forward to solve the linear equations, ob-
taining
Z˜−1t (z) = exp
[
−
∫ z
0
η˜t(z
′)
β˜(z′)
dz′
]
(A12)
u¯(z) =
X(z)∫ z
0
B(z′)
β˜(z′)
X(z′)dz′
(A13)
where X(z) = exp
[∫ z
0
A(z′)
β˜(z′)
dz′
]
(A14)
It is easy to check that u¯(z) is a RG trajectory and
that in the limits z → 0, z → z∗ (β˜(z∗) = 0) we have
u¯(0) = A(0)
B(0) and u¯(z
∗) = A(z
∗)
B(z∗) respectively, consistent
with the boundary conditions at the fixed points.
The above expressions lend themselves to simple ana-
lytical integration in the one-loop approximation and to
easy numerical integration in the more general case.
For the sake of illustration we computed explicitly the
crossover lines on the (u,w) plane. Fig.1 shows the re-
sults of our numerical integration of the equations, when
resummed six-loop RG functions are employed.
The straight line connecting I to C is the intersection
of the v¯ = 0 plane with the Z˜−1t = 0 surface.
APPENDIX B: AN EFFECTIVE ONE-LOOP
MODEL
It is possible to find a set of one-loop truncated RG
equations which retains all the essential features of the
above described model and lends itself to analytic inte-
gration, thus offering a rather explicit illustration of our
results.
Our starting point is the set of equations:
βu = −u+ a(v + w)u + u
2, βv = −v + v
2 (B1)
βw = −w + 2vw + 2w
2, ηt = −u− b(v + w) (B2)
where some trivial rescaling of the couplings is under-
stood.
The properties and symmetries of the fixed points are
the same as in our general discussion, and in particular
when 1 ≤ a ≤ 2 also the stability properties are exactly
reproduced. By direct integration one can find that:
Z˜−1t (v, w) = (1− v)
b
2 (1− v − 2w)
b
2 (B3)
and, being F the standard hypergeometric function:
Y (v, w) = (B4)
(−1)
a
2w1−a(v2 + 2vw)
a
2
−1
[
(1 +
v
w
)F
(
1
2
,
a
2
,
3
2
, (1 +
v
w
)2
)
−(1− 2v +
v
w
(1 − v))F
(
1
2
,
a
2
,
3
2
, (1− 2v +
v
w
(1− v))2
)]
.
One may easily check that the surface described by
the function u(v, w) = Y −1(v, w) and the condition
Z˜−1t (v, w) = 0 enjoys all the properties discussed in the
text.
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