Abstract-Automatic person identification is an important task in computer vision and related applications. Multimodal biometrics involves more than two modalities. The proposed work is an implementation of person identification fusing face and ear biometric modalities. We have used PCA based neural network classifier for feature extraction from the images. These features are fused and used for identification. PCA method was found better if the modalities were combined. Identification was made using Eigen faces, Eigen ears and their features. These were tested over own created database.
I. Introduction
An essential feature of new applications services employ each its own authentication method and use different credentials. Biometrics deals with identification of a person based on biometric traits such as face, fingerprint, iris etc. As a result, biometric recognition using a single biometric trait or modality may not be robust and it has a limited ability to overcome the problem due to spoofing. The biometric technologies can be combined to provide enhanced security over a single modal biometrics, which is called as multimodal biometric system [1] . A multimodal bio-metric system integrates multiple source of information obtained from different biometric sources. Multimodal biometrics system involves various levels of fusion, namely, sensor level, feature level, matching score level, decision level and rank level [2] [3] [4] . Identity management system is challenging task in providing authorized user with secure and easy access to information and services across a wide verity of network system. Biometrics refers to the use of physiological or biological characteristics to measure the identity of an individual [5] . These features are unique to each individual and remain unaltered during lifetime. Many problems arise because of the variation in several parameters such as scale, lighting, poor illumination and other environmental parameters [6, 7] . Usually, biometric techniques are developed to give binary decisions that accept the authorized persons and reject the impostors or unauthorized entities. Mainly, there are two types of errors that occur in biometric systems namely false acceptance (FA) errors which let the impostor in, and false rejection (FR) errors that keep the authorized personnel out. In this paper, we evaluate and compare the false acceptance rate (FAR) and the false rejection rate (FRR) of multimodal biometric prototypes. The system error of a multimodal biometric system is a combination of the FAR and the FRR from different biometric technologies. Unlike in the case of a single biometric measurement, the combination of several measurements makes it The remaining section of this paper is organized as follows: Section 2 describes related research in this field, Section 3 gives brief description of Principle component analysis as a pre-processing technique classifiers and Section 4 discusses the preprocessing steps involved to recognize face and ear images and to perform the implementation of PCA evaluation. Section 5 includes a method of combining the face matching score and the ear matching score. The proposed method has been tested on self created database. Experimental results have been analyzed in and conclusions are reported.
II. Related Research
In recent years, multimodal biometrics has received significant attention from both research communities and biometrics market. A numerous research contributions in the field of biometrics can be seen in current literatures. As sensor level fusion consolidates the information at very early stage, it is expected to hold more information as compared to any other level of fusion. Existing literatures reported some research works on sensor level fusion [8] [9] [10] [11] [12] [13] [14] [15] [16] Here there is no scope for weighting [13] . Vatsa et al. (2008) proposed a weighted image fusion using 2V-SVM where weights are assigned by finding the activity level of visible and thermal face image [18] . Kisku et al. (2009) proposed a sensor level fusion scheme for face and palm print biometrics where face and palm print are decomposed using Haar wavelet and then average of wavelet coefficients is fused as image of face and palm print. Finally, inverse wavelet transform is carried out to form a fused image of face and palm print. Feature level fusion involves consolidating the evidence presented by two biometric feature sets of the same individual. Thus as compared to match score level or decision level fusion, the feature level exhibits rich set of information. The majority of the work reported on feature level fusion is related to multimodal biometric system. Feng et al. (2004) proposed the feature level fusion of face and palm print in which Principle Component Analysis (PCA) and Independent Component Analysis (ICA) are used for feature extraction [10] . Zhao et al. (2000) implemented a multimodal biometric system using face and palm print at feature level. Here, Gabor features of face and palm prints are obtained individually. Extracted Gabor features are then analyzed using linear projection scheme such as PCA to obtain the dominant principal components of face and palm print separately [6] . Jing et al. (2007) employed Gabor transform for feature extraction and then Gabor features are concatenated to form fused feature vector. Then, to reduce the dimensionality of fused feature vector, non linear transformation techniques such as Kernel discriminate Common Vectors are employed [7] . Ross et al. (2003) proposed a multimodal biometric system using Face and hand geometry at feature level. Face is represented using PCA and LDA while 32 distinct features of hand geometry is extracted and then concatenated to form a fused feature. Then, Sequential Feed Forward Selection (SFFS) is employed to select the most useful features from the fused feature space [12] . The majority of the works reported on multimodal biometric are confined to score level fusion. Score level fusion techniques can be divided into three different categories (1) Transformation based methods (2) Classifier Based Methods (3) Density based score fusion. In transformation based method, scores obtained from different modalities are normalized so that, they will lie in the same range weights are calculated depending on the individual performance of the modalities. In classifier based score fusion, a pattern classifier is used to indirectly learn the relationship between the vectors of match scores provided by the 'K' biometric matchers. 
III. Principal Component Analysis
Principal Component Analysis (PCA) is one of the most popular face recognition algorithms. The databases for the proposed work contains train subjects and test subjects. For testing the biometric system, face or ear images were used from test subjects (same persons of the train set). The first step is to train the PCA using the training set, in order to generate eigenvectors. The mean image is computed of the training data as:
Each training image is subtracted as: 
The vectors Uk and scalars λk are the eigenvectors and eigenvalues, respectively of the following covariance matrix (CM):
The mean image Ψ of the gallery set is computed. Then this is projected onto the "face space" or "ear space" spanned by the M eigenvectors derived from the training set [4] . This gives:
Euclidian distance is calculated to classify the new face or ear class as follows:
where, dk is a vector describing the k th face or ear class.
Each face in the training set is transformed into the face space and its components are stored in memory. The system computes its Euclidian distance from all the stored faces. Fig. 2 shows a general view of identification process. 
IV. Implementation of PCA
Usually a face image and ear image of size p × q pixels is represented by a vector in p.q dimensional space. In practice, however, these ( p.q) dimensional spaces are too large to allow robust and fast object recognition. A common way to attempt to resolve this problem is to use dimension reduction techniques. one of the most popular techniques for this purpose are Principal Components Analysis (PCA) PCA implementation consists in classifying faces of 50 people including girls and boys to recognize. The information extracted from each face is represented by the distances corresponding to the 50 people. For each person, we can handle a large input vector, facial image, only by taking its small weight vector in the face space. The first step is to train the PCA using the training set and then each face in the training set is transformed into the face space and its components are stored in memory. Fig. 3 shows the training set of face images. Two dimensional images are considered as a vector, by concatenating each row or column of the image. Each classifier has its own representation of basis vectors of a high dimensional face vector space. The dimension is reduced by projecting the face vector to the basis vectors, and is used as the feature representation of each face images [8] [9] [10] [11] [12] .The face recognition system consist the feature extraction techniques such as PCA is applied to the original input face image first. Fig. 4 shows a normalized training set of face images with normalized face images. Fig. 5 shows mean image which is computed by addition of all training images and dividing the image by number of images. Fig. 6 shows Eigen faces that can be viewed as feature set. When a particular face is projected onto the face space, its vector into the face space describes the importance of each of those features in the face. The face is expressed in the face space by its Eigen face coefficients (or weights). Fig. 7 shows the input image and reconstructed image. Fig. 8 shows weight of input face and the distance of input image. Their weights are stored. An acceptance or rejection is determined by applying a Euclidian distance comparison producing a distance, as mentioned in Table  1 . 
V. Results
A database of faces and ears is created that consist of 50 person's images for face and ear using high quality camera and sufficient light. Fig. 15 shows cropped and resize data sample for faces and ears. Before performing recognition based on fusion of ear or face, input images should be pre-processed and normalized. First only face images or ear images in the profile face images are cropped. Both face and ear face images are filtered and transformed into the size of 170×190 pixels. Redistribution of intensity values of the images is carried out using histogram equalization, thereby producing an image with equally distributed intensity value. Training set for face or ear images per person are used as the gallery and test data images are used as the probe. The dimension of the training samples space of face or ear is reduced applying PCA. The minimum-distance classifier is used for classification. Euclidian distance for faces and ears has been shown in Table 1 . Firstly, face and ear algorithms are tested individually and individual weight for face is found to be 92% and for ear 96% as shown in Table 2 . However, in order to increase the accuracy of the biometric system as a whole the individual results are combined at matching score level. At second level of experiment the matching scores from the individual traits are combined and final weight is calculated. The overall performance of the system has increased showing weight for face and ear of 98.24% with FAR of 1.06 and FRR of 0.93 respectively. 
VI. Conclusion
Recently, several contributions have been made in the field of biometrics and investigations have been carried out in the domain of multi-modal biometrics. Good combination of multiple biometric traits and various fusion methods is achieved to get the optimal identification results. In this paper, PCA based multimodal biometrics has been presented using ears and faces modalities for self-created databases. Multimodal biometrics have resulted improved performance in terms of recognition accuracy, FAR and FRR. 
