Spherical needlets are highly localized radial polynomials on the sphere S d ⊂ R d+1 , d ≥ 2, with centers at the nodes of a suitable quadrature rule. The original semidiscrete spherical needlet approximation has coefficients defined by inner product integrals. We use an appropriate quadrature rule to construct a fully discrete version. We prove that the fully discrete spherical needlet approximation is equivalent to filtered hyperinterpolation, that is to a filtered Fourier-Laplace series partial sum with inner products replaced by appropriate quadrature sums. We establish L p -error bounds and rates of convergence, 2 ≤ p ≤ ∞, for the fully discrete needlet approximation of functions in Sobolev spaces
Introduction
Spherical wavelets [11] have wide applications in areas such as signal processing [16] , geography [10, 31, 32] and cosmology [17, 28, 37] . The classical continuous wavelets represent a complicated function by projecting it onto different levels of a decomposition of the L 2 function space on the sphere. A projection, often called "a detail of the function", becomes small rapidly as the level increases. This multilevel decomposition proves very useful in solving many problems. [24, 25] showed that the details of the spherical wavelets may be further broken up into still finer details, which are highly localized in space. This new decomposition of a spherical function is said to be a needlet decomposition.
Narcowich et al. in recent work
Needlet approximation in its original form is however not suitable for direct implementation as its needlet coefficients are integrals. In this paper, we introduce a discrete spherical needlet approximation scheme by using spherical quadrature rules to approximate the inner product integrals and establish its approximation error for functions in Sobolev spaces on the sphere. Numerical experiments are carried out for this fully discrete version of the spherical needlet approximation.
Before we describe spherical needlets and the discrete spherical needlet approximation we need some definitions. For d ≥ 2, let R d+1 be the real (d + 1)-dimensional Euclidean space with inner $ This research was supported under the Australian Research Council's Discovery Project DP120101816. The first author was supported under the University International Postgraduate Award (UIPA) of UNSW Australia.product x · y for x, y ∈ R d+1 and Euclidean norm |x| := √
x · x. Let S d := {x ∈ R d+1 : |x| = 1}
denote the unit sphere of R d+1 . The sphere S d forms a compact metric space, with the metric being the geodesic distance dist(x, y) := arccos(x · y) for x, y ∈ S d . 
where Γ(·) denotes the gamma function and a b means c b ≤ a ≤ c b for some positive constants c, c , and the asymptotic estimate uses [9, Eq. 5.11.12]. The linear span of H d , = 0, 1, . . . , ν forms the space P d ν of spherical polynomials of degree up to ν. Let P (α,β) be the Jacobi polynomial of degree for α, β > −1. We denote the normalised Legendre or Gegenbauer polynomial by
Given N ≥ 1, for k = 1, . . . , N , let x k be N nodes on S d and let w k > 0 be corresponding weights. The set {(w k , x k ) : k = 1, . . . , N } is a positive quadrature (numerical integration) rule exact for polynomials of degree up to ν for some ν ≥ 0 if
w k p(x k ), for all p ∈ P d ν .
Spherical needlets [24, 25] are a type of localized polynomial on the sphere associated with a quadrature rule and a filter. Let R + := [0, +∞). 
We may define a filtered approximation V T,g on L 1 (S d ), T ≥ 0 as an integral operator with the filtered kernel v T,g (x · y): for f ∈ L 1 (S d ),
Note that for T < 1 this is just the integral of f .
We are now ready to define a needlet, following [24] who used a C ∞ (R + ) filter and [25] . Let the needlet filter h be a filter with truncation constant 2 and specified smoothness κ ≥ 1 (see Figure 1 in Section 5 for an example with κ = 5) satisfying h ∈ C κ (R + ), supp h = [1/2, 2]; (5a)
Condition (5b) is equivalent, given (5a), to the following partition of unity property for h 2 , ∞ j=0 h t 2 j 2 = 1, t ≥ 1.
For j = 0, 1, . . . , we define the (spherical) needlet quadrature {(w jk , x jk ) : k = 1, . . . , N j }, w jk > 0, k = 1, . . . , N j ,
exact for polynomials of degree up to 2 j+1 − 1.
A (spherical) needlet ψ jk , k = 1, . . . , N j of order j with needlet filter h and needlet quadrature (6) is then defined by
or equivalently, ψ 0k (x) := √ w 0k ,
From (5a) we see that ψ jk is a polynomial of degree 2 j − 1. It is a band-limited polynomial, so that ψ jk is L 2 -orthogonal to all polynomials of degree ≤ 2 j−2 .
For f ∈ L 2 (S d ), the original (spherical) needlet approximation with filter h and needlet quadrature (6) is defined (see [24] ) by
Note that V need L (f ; x) is a polynomial of degree at most L−1 since ψ jk is a polynomial of degree 2 j −1,
is constant for L between consecutive powers of 2. We shall call (f, ψ jk )
the semidiscrete (spherical) needlet coefficient and V need L (f ; ·) the semidiscrete (spherical) needlet approximation to distinguish them from their fully discrete equivalents which we shall now introduce.
The discrete (spherical) needlet approximation is defined by discretizing the inner-product integral
with another quadrature rule. For ν ≥ 0 and N ≥ 1, the discretization quadrature rule is
exact for polynomials of degree up to ν.
Let C (S d ) be the space of continuous functions on
The discrete (spherical) needlet coefficient of f for Q N and ψ jk is (f, ψ jk ) Q N . We then define the discrete needlet approximation of degree L by
Let h be a needlet filter with κ ≥ d + 1 and let H s (S d ) with s ≥ 0 be a Sobolev space on S d , see Section 2.3 for the definition. In Theorem 4.5, we prove as a special case that for ν = 3L − 1, i.e.
Q N = Q(N, 3L − 1), the L 2 error using the approximation (10) for f ∈ H s (S d ) and s > d/2 has the convergence order L
where the constant c depends only on d, s, , h and κ. This contrasts with the corresponding result for semidiscrete needlet approximation, see [24] and Theorem 3.12:
Thus discretization of the needlet approximation causes a loss of order of approximation for f in a Sobolev space. The loss of order in the fully discrete case seems inevitable, given that the approximation (10) needs point values of f , and hence needs f ∈ H s (S d ) with s satisfying the embedding condition s > d/2 to ensure the continuity of f . The semidiscrete approximation, in contrast, does not require the continuity of f , and does not need s > d/2.
In Sections 3 and 4 we establish the connection to wavelets, and prove that the needlet approximation is equivalent to a filtered approximation and that the discrete needlet approximation is equivalent to filtered hyperinterpolation [34] -a fully discrete version of the filtered approximation. These connections draw attention to the fact that the discrete needlet approximation considered in the present paper is not of itself new: what we have done is to express the filtered hyperinterpolation approximation in terms of a frame {ψ jk } of the polynomial space where the frame has strong localization properties. The benefit will become apparent, however, if we take advantage of the local nature of the approximation to carry out local refinement. We make a preliminary study of local refinement of this kind in a numerical experiment in Section 5, though in this paper we do not develop the local theory. Rather, our main emphasis in this paper is on establishing the necessary theoretical tools for the discrete needlet approximation, on demonstrating the precise relationship between the various approximations, and on obtaining a global error analysis for f in Sobolev spaces.
We note that Mhaskar [21, 22] proposed a full-discrete filtered polynomial approximation which is equivalent to filtered hyperinterpolation. A central assumption in [21, 22] , in addition to polynomial exactness, is that a Marcinkiewicz-Zygmund (M-Z) inequality is satisfied. Quadrature rules with positive weights and polynomial exactness automatically satisfy an M-Z inequality (see Dai [7, Theorem 2.1] and Mhaskar [22, Theorem 3.3] ). However, neither decomposition of wavelets into needlets nor numerical implementation were studied in [21, 22] .
The paper is organised as follows. Section 2 gives necessary preparations. Section 3 studies the semidiscrete needlet approximation and its L p approximation errors for f in Sobolev spaces on S d , and its connection with the filtered approximation and continuous wavelets. In Section 4, we discuss the fully discrete needlet approximation and prove its approximation error for f ∈ H s (S d ) and exploit its relation to the filtered hyperinterpolation approximation and discrete wavelets. In Section 5, we
give numerical examples of needlets and then some numerical experiments. Sections 6 and 7 give the proofs for the results in Sections 3 and 4 respectively.
Preliminaries
The
The ceiling function x is the smallest integer at least x and the floor function x is the largest integer at most x. For integer k ≥ 0 and real a ≥ k, let
Γ(a−k)Γ(k+1) be the extended binomial coefficient. We use "L" as a nonnegative integer and "T " as a positive real number.
be the L p -function space with respect to the normalised Riemann surface
Since each pair of 
A zonal function is a function K : S d × S d → R that depends only on the inner product of the 
Let
This with the orthogonality of Y ,m together gives the orthogonality of P (d+1) and P (d+1) :
Let v(x · y) and g(x · y) be two zonal functions of the form
Then (14) gives, for
Sobolev spaces on the sphere
Let s ∈ R + . We define
where λ is given by (11) .
The generalised Sobolev space W s p (S d ) with s > 0 may be defined as the set of all functions
We have the following two embedding lemmas for W s p (S d ), see [15] and also [12, Eq. 14, p. 420]. Given a nonnegative integer κ, let C κ (S d ) denote the set of all κ times continuously differentiable functions
Reproducing kernel Hilbert spaces
When p = 2, W s p (S d ) becomes a reproducing kernel Hilbert space. For brevity, we write (17) and
From (18), we have
explicit form
Filtered operators, needlets and wavelets
In this section, we study the properties of the filtered kernel, needlets and wavelets, and their relationships.
Semidiscrete needlets and continuous wavelets
We now point out the relation between spherical needlets and spherical wavelet decompositions.
Let h be a needlet filter satisfying (5) . Obviously the semidiscrete needlet approximation (8) can be
where U j (f ) is the contribution to the semidiscrete needlet approximation for level j:
In the language of wavelets, we may consider U j (f ; x) to be the level-j "detail" of the approximation
Needlets have a close relation to filtered polynomial approximations. At the heart of this relationship is the following expression, due to [24] , and stated formally in Theorem 3.9 below: if ψ jk denotes the needlets of order j ≥ 0 with needlet filter h and needlet quadrature (6) , then
in which the filter on the right-hand side, it should be noted, is h 2 , the square of the needlet filter.
This means that the level-j contribution to the semidiscrete needlet approximation can be written, using (21), as
To obtain the full semidiscrete needlet approximation we need to sum over j. For this purpose we introduce a new filter H related to the needlet filter h:
and use the property
which is an easy consequence of (5). We note that this implies
. . , and as a result the semidiscrete needlet approximation can be expressed as
with J := log 2 (L) .
Filtered operator and its kernel
Recall the definition (3) of a filtered kernel. The convolution of two filtered kernels is also a filtered kernel. In particular, we have Proposition 3.1. Let d ≥ 2 and let g be a filter. Then for T ≥ 0 and x, z ∈ S d ,
Proof. For 0 ≤ T < 1, by (3), both sides of (25) equal 1. We now prove (25) for T ≥ 1. By (3) and (15),
thus completing the proof.
When the filter is sufficiently smooth, the filtered kernel is strongly localized. This is shown in the following theorem proved by Narcowich et al. [25, Theorem 3.5, p. 584] . For integer κ ≥ 0, let
be the set of all κ times continuously differentiable functions on R + .
Theorem 3.2 ([25]). Let g be a filter in
for some a > 0. Then
where the constant c depends only on d, g and κ.
We give an alternative proof of Theorem 3.2 in Section 6, using different techniques.
Remark. 
holds for all positive integers κ.
From Theorem 3.2, we may prove the boundedness of the L 1 -norm of the filtered kernel, see [25, Corollary 3.6, p. 584]:
For completeness, we give the proof of Theorem 3.3 in Section 6.
Applying the convolution inequality of [1, Eq. 1.14, p. 207-208] to (4) gives
Thus by Theorem 3.3, the operator norm of the filtered approximation
g satisfying the condition of Theorem 3.2:
Corollary 3.4. Let g satisfy the condition of Theorem 3.2 and let 1 ≤ p ≤ ∞. Then the filtered
The error of best approximation for functions in a Sobolev space has the following upper bound, see [15] and also [23, p. 1662] .
where the constant c depends only on d, p and s.
The filtered approximation V L,H has a near-best approximation error for sufficiently smooth H in the sense of being within a constant factor of a best approximation error, as shown by the following lemma.
Theorem 3.6. Let d ≥ 2 and 1 ≤ p ≤ ∞ and let H be the filter given by (23) with h ∈ C κ (R + ) and
where the constant c depends only on d, H and κ.
The proof of Theorem 3.6 is given in Section 6.
Remark. and Sloan [33] . Rustamov proved (27) for H ∈ C ∞ (R + ) and 1 ≤ p ≤ ∞ while Sloan showed (27) for
and H ∈ C d+1 (R + ), and even for certain piecewise polynomial filters H belonging
Lemma 3.5 and Theorem 3.6 give the error of the filtered approximation for Sobolev spaces:
With the assumptions of Theorem 3.
where the constant c depends only on d, p, s, H and κ.
Semidiscrete needlet approximation
The smoothness of the filter makes the needlet ψ jk localized. 
where the constant c depends only on d, h and κ.
The following theorem shows, as foreshadowed in (22), that an appropriate sum of products of needlets is exactly a filtered kernel. It is implicit in [24] .
Theorem 3.9 (Needlets and filtered kernel). Let h be a needlet filter, see (5), and let H be given by (23) . For j ≥ 0 and 1 ≤ k ≤ N j , let ψ jk be needlets with filter h and needlet quadrature (6). Then,
For completeness we give a proof.
Proof. For j = 0, by (7a) and (3),
For j ≥ 1, using (7b) and the fact that the filter h has support [1/2, 2], we have (noting h(2) = 0)
Since {(w jk , x jk ) : k = 1, . . . , N j } is exact for polynomials of degree 2 j+1 − 1, the sum N j k=1 over quadrature points in (29) is equal to the integral over S d . Then by (14) and the definition of the filtered kernel, see (3), the equation (29) gives
This proves (28a).
For J ≥ 0, by (30) and (24), we now have, using h(0) = 0,
This completes the proof.
Theorem 3.9 with (4) leads to the following equivalence of the filtered approximation with filter H and the semidiscrete needlet approximation (8).
Theorem 3.10. Under the assumption of Theorem 3.9, for f ∈ L 1 (S d ) and J ≥ 0,
Theorems 3.6 and 3.10 imply that the semidiscrete needlet approximation has a near-best approximation error.
, be the semidiscrete needlet approximation with needlets ψ jk , see (7), for filter smoothness
where the constant c depends only on d, the filter h and κ.
. By Theorem 3.10, the approximation by the semidiscrete needlets V need 2 J (f ) is equivalent to that by filtered approximation (27) of Theorem 3.6 together with Theorem 3.10 and the non-increasing monotonicity of the sequence 
, where the constant c depends only on d, p, s, h and κ.
Discrete needlet approximation
To implement the needlet approximation in a numerical computation, we need to discretize the
We make use of the quadrature rule in (9) to replace the continuous inner product by a discrete version. In this section, we estimate the error by the discrete needlet approximation for the Sobolev space W s p (S d ), 2 ≤ p ≤ ∞.
Discrete needlets and filtered hyperinterpolation
Let ψ jk be needlets satisfying (7), and let Q N := Q(N, ) := {(W i , y i ) : i = 1, . . . , N } be a discretization quadrature rule that is exact for polynomials of degree up to some , yet to be fixed.
Applying the quadrature rule
, we obtain the discrete needlet coefficient
This turns the semidiscrete needlet approximation (8) into the (fully) discrete needlet approximation:
In a similar way to the semidiscrete case, cf. (31) of Theorem 3.10, the discrete needlet approximation (33) is equivalent to filtered hyperinterpolation, which we now introduce.
The filtered hyperinterpolation approximation with a filtered kernel v T,g in (3) and discretization quadrature Q N in (9) is
as named by Sloan and Womersley [34] ; see also [18] and [14] .
Theorem 4.1. Let h be a needlet filter given by (5) and let the filter H be given by (23) .
and J ≥ 0,
Remark. Note that in Theorem 4.1 we do not yet require the number N of nodes of the discretization quadrature to depend on the degree 2 J of the discrete needlet approximation.
Proof. Applying (28b) of Theorem 3.9 to v 2 J−1 ,H (y i · x), cf. (34), and using (32), we have
which gives (35).
Error for filtered hyperinterpolation
By Theorem 4.1, the discrete needlet approximation, if regarded as a function over the entire sphere, reduces to the filtered hyperinterpolation approximation. In this section, we estimate the approximation error of the filtered hyperinterpolation or discrete needlet approximation for f in Sobolev
where the constant c depends only on d, s, filter H and κ. We now want error bounds for V L,H,N .
For that discrete version of the filtered approximation, Le Gia and Mhaskar [18] , and Sloan and
Womersley [34] obtained the truncation error (36) for f ∈ W s ∞ (S d ) with s > 0, as stated in Theorem 4.2 below. Given L ∈ Z + , let
be a discretization quadrature exact for polynomials of degree up to 3L − 1.
Theorem 4.2 ([18, 34])
. Given a needlet filter h, let V L,H,N be the filtered hyperinterpolation in (34) with Q N given by (37) and filter H given by (23) and satisfying
where the constant c depends only on d, s, H and κ.
The proof of Theorem 4.2 uses the same argument as the proof of (36) , that is, it uses the fact that V L,H,N is bounded on C (S d ) and is thus a near-best approximation operator for f ∈ C (S d ), and that the upper bound of the error of best approximation for f ∈ W s ∞ (S d ) has convergence order L −s , see Lemma 3.5. This strategy, however, is less effective for p < ∞ since we do not have the boundedness
In the following theorem, we make use of the localization of the filtered hyperinterpolation approximation to prove that the truncation error of
for any given 0 < < s − d/2. Theorem 4.3. Given a needlet filter h, let V L,H,N be the filtered hyperinterpolation approximation in (34) with Q N given by (37) and filter H given by (23) and satisfying H ∈ C κ (R + ) for κ ≥ d + 1, and
where the constant c depends only on d, s, , H and κ. Remark. We note that [22, Theorems 3.1 and 3.3] will imply a result of similar nature to Theorem 4.3 but here we offer a more direct proof. 
where the constant c depends only on d, p, s, , H and κ. L,N be the discrete needlet approximation given by (10) with needlet filter h ∈ C κ (R + ) and κ ≥ d + 1 and with discretization quadrature Q N in (37). Then, given 0
, where the constant c depends only on d, p, s, , h and κ.
Discrete needlets and discrete wavelets
Let Q N be a discretization quadrature rule given by (9). The discrete needlet approximation V need L,N in (10) can be written, for f ∈ C (S d ) and
where U jN is the level-j contribution of the discrete needlet approximation defined by
Using (28a) then gives
where the filtered kernel v 2 j−1 ,h 2 (x · y) is given by (3).
Using (28b) and (40) with (4) gives the following representation of filtered hyperinterpolation in terms of U jN .
Theorem 4.6. Let d ≥ 2 and let U jN (f ) be the level-j contribution of the discrete needlet approximation in (38) and let H be the filter given by (23) . Then for f ∈ C (S d ) and J ≥ 0, Corollary 4.7. Let h be a needlet filter given by (5) and let the filter H be given by (23) . For
where J := log 2 (L) .
The theorem below shows that the L p -norm of U jN (f ) decays to zero exponentially with respect to order j. This means that the different levels of a discrete needlet approximation have different contributions and U jN (f ) thus forms a multilevel decomposition. We can hence regard U jN (f ) as a discrete wavelet transform.
Theorem 4.8. Let d ≥ 2 and let U jN be the level-j contribution of the discrete needlet approximation in (38) and let the needlet filter h satisfy h ∈ C κ (R + ) and κ ≥ d + 1, and let 2 ≤ p ≤ ∞ and s > d/p.
where the constant c depends only on d, p, s, , h and κ.
Remark. When p = ∞, can be replaced by zero.
Proof of Theorem 4.8. Theorem 4.6 shows that U jN (f ) is the difference of two filtered hyperinterpolation approximations: for j ≥ 1,
This with Corollary 4.4 gives
Numerical examples
In this section we give a computational strategy for discrete needlet approximation and show the results of some numerical experiments. For the semidiscrete needlet case the approximation is not computable, but we are able to infer the error indirectly by using the Fourier-Laplace series of the test function to evaluate the L 2 error. The last part gives an example of a localized discrete needlet approximation with high accuracy over a local region. 
Synthesis: Compute the discrete needlet approximation
Needlet filters. Here ψ jk (x i ) is computed by (7b) where the normalised Legendre polynomial P (d+1) (t) is computed by the three-term recurrence formula, see [9, § 18.9(i)] and the needlet filter may be computed as follows. For construction of other needlet filters, see e.g. [20, 24] .
Given κ ≥ 1, let p(t) be a polynomial of degree 2κ + 2 of the form
where the coefficients a k are uniquely determined real numbers satisfying p(0) = 1 and the ith derivatives of p(t) at t = 0 for 1 ≤ i ≤ κ + 1 are zero. Clearly, p(1) = 0 and all the jth derivatives of p(t), 1 ≤ j ≤ κ, at t = 1 are zero. Then it can be shown that
, elsewhere is a filter h satisfying (5). This section uses κ = 5, where the coefficients in (42) are: a 6 = 924, a 7 = −4752, a 8 = 10395, a 9 = −12320, a 10 = 8316, a 11 = −3024, a 12 = 462, giving the filter h illustrated in Figure 1 . Figure 2 shows an order-6 needlet with the filter given in Figure 1 . We see that it is very localized.
Quadrature rules. We use symmetric spherical designs for integration on S 2 , as recently developed by Womersley [40] , for both the needlet quadrature rule and the discretization quadrature rule. Let t be a non-negative integer. A symmetric (if x i is a node so is −x i ) spherical t-design is a quadrature rule with equal weights and exact for all polynomials of degree at most t. In these experiments the rules have 2
Cost of algorithm. Using a symmetric spherical t-design, a needlet quadrature rule for level j has N j ≈ 2 2j+1 nodes, giving a total of
2J nodes for all J levels as the symmetric spherical t-designs are not nested. Similarly, a discretization quadrature rule exact up to degree 3 × 2 J − 1 has N ≈ 9 2 × 2 2J nodes. Thus the analysis step to evaluate the needlet coefficients requires 
Needlet approximation for the entire sphere
This section illustrates the discrete needlet approximation of a function f that is a linear combination of scaled Wendland radial basis functions on S 2 , see [39] . The advantage of this choice is that the Wendland functions have varying smoothness, and belong to known Sobolev spaces.
Let (r) + := max{r, 0} for r ∈ R. The original Wendland functions are [39] The normalised (equal area) Wendland functions as defined in [6] are
The Wendland functions scaled this way have the property of converging pointwise to a Gaussian as k → ∞, see Chernih et al. [6] . Thus as k increases the main change is to the smoothness of f . We write φ(r) := φ k (r) for brevity if no confusion arises. be six points on S 2 and define [19] f
where | · | is the Euclidean distance.
Narcowich and Ward [26] and Le Gia, Sloan and Wendland [19] proved that f k ∈ H k+ 3 2 (S 2 ). Figure 3 shows the picture of f 2 , which belongs to H 7 2 (S 2 ). The function f k has limited smoothness at the centers z i and at the boundary of each cap with center z i . These features make f k relatively difficult to approximate in these regions, especially for small k. L 2 approximation error. We show the L 2 errors when using V need L and by V need L,N . For V need L,N (f ) we compute its L 2 error by discretizing the squared L 2 -norm by a quadrature rule. We cannot compute We make use of the Fourier-Laplace coefficients of f to compute the L 2 -error of the semidiscrete needlet approximation over the entire sphere, as follows. By Theorem 3.10 and the definition of the filtered approximation, see (3) and (4), and the addition theorem, see (13) , the Fourier coefficients of
We expand φ( √ 2 − 2t) in terms of P (t):
where P (t) is the Legendre polynomial of degree and
Using the addition theorem again,
which with (43) gives 
This with (44) and the addition theorem together gives
where we use the Gauss-Legendre rule to compute the one-dimensional integral (45) for φ to the desired accuracy. Figure 4a shows the L 2 -error of the semidiscrete needlet approximation V need
where we used the filter h of Figure 1 , with H then given by (24) , and the degree of semidiscrete needlet approximation is L = 2 J , J = 1, . . . , 6, and the truncation degree in (46) is taken as high as 500.
The slight fluctuation of the L 2 -errors of the semidiscrete needlet approximation for f 4 is partly due to the truncation error for the Fourier coefficients of φ 4 .
Either (41) and (3), or the needlet decomposition (10) can be used to compute the fully discrete needlet approximation V need L,N (f ). Some discussion of efficient implementation can be found in [14] . We then approximate the L 2 error by a quadrature rule ( w i , x i ) : i = 1, . . . , N , as follows.
(47) Figure 4b shows the corresponding L 2 -error for the discrete needlet approximation V need L,N (f k ), where we used the same needlet filter, and used symmetric spherical designs for both needlets and discretization, and the degree of discrete needlet approximation is L = 2 J , J = 1, . . . , 6. We used a symmetric spherical 275-design (with N = 37952 nodes and equal weights w i = 1/ N ) to approximate the integral in (47).
For each k, the L 2 -errors of the semidiscrete and fully discrete needlet approximations converge at almost the same order (with respect to degree L). This suggests that the theoretical result for the discrete needlet approximation may be improved. The figure also shows that the convergence order becomes higher as the smoothness of f increases, which is consistent with the theory.
Local approximation by discrete needlets
In the following example, we show the approximation error using discrete needlets for f 2 given by (43), using all needlets at low levels and needlets with centers in a small region at high levels.
In general, let X be a compact set of S d . We define the localized discrete needlet approximation
where U jN (f ; x), given by (39) , is the level-j contribution of the discrete needlet approximation. The idea is that on the compact set X we seek a more refined needlet approximation -that is, we "zoom-in" on the set X.
Let X := C (z 3 , r), the spherical cap with center z 3 := (0, 1, 0) and radius r. Figure 6 shows the pointwise absolute error of the localized discrete needlet approximation V need 4, 6 ,N (C (z 3 , π/6) ; f 2 ; x). In the exterior of the cap C (z 3 , π/6), the approximation used needlets up to level 4, with the largest absolute error, about 1.2 × 10 −4 , at the centers z i , i = 3. In the cap, the approximation is a combination of needlets at the low levels 0 to 4 with those at high levels 5 and 6.
We observe that the localized discrete needlet approximation has good approximation near the center of the local region but with less computational cost since the levels 5 and 6 used only a fraction of the full set of needlets, approximately |C (z 3 , r) |/|S 2 | = (1 − cos(r))/2 (about 6.7% when r = π/6).
This localization is an efficient way of constructing a discrete needlet approximation for a specific region. Figure 5 shows the centers of the needlets for level 4 (larger points) and those in the cap C (z 3 , π/6) for level 6 (smaller points) of the localized discrete needlet approximation V need 4, 6 ,N (C (z 3 , π/6) ; f 2 ; x). The smaller points illustrate where the high levels of the localized discrete needlet approximation focused. At level 6, the needlet quadrature used the symmetric spherical 63-design, which has totally 8130 nodes over the sphere and 544 nodes in the cap. The localized discrete needlet approximation at this level used only needlets with centers at these 544 nodes for the local region.
Proofs for Section 3
In the proof of Theorem 3.2 we use the following lemma to bound A k (T, ), where
Note that A k (T, ) vanishes for ≤ aT − k, because of the assumed constancy of g on [0, a]. This is a crucial property for establishing the following lemma. 
where the constant in the big O depends only on d, k, g and κ.
Proof. For a sequence u , let
denote the first order forward difference of u , and for i ≥ 2, let the ith order forward difference be defined recursively by
We now prove the estimate in (49), making use of the obvious identity
By (48), for k ≥ 2
In addition, let δ 1 ( ) :
where R −j ( ), k − 1 ≤ j ≤ 2k − 2, is a rational function of with degree 1 deg(R −j ) ≤ −j and hence
For g ∈ C κ (R + ) and 0 ≤ i ≤ k ≤ κ, we have by induction the following integral representation of
. This together with (52) and (53) gives (49), on noting that T in (49).
Proof of Theorem 3.2. In this proof, let r := (d − 2)/2, T 1 := aT and T 2 := bT . We only need to consider T sufficiently large to ensure that 0 
and by [35, Eq. 4.1.1, p. 58], P (α,β) (1) = +α . Then we find using (1) and (2) that
where the last equality uses (54) and summation by parts κ times, and A κ (T, ) is given by (48). 
Applying Lemma 6.1 with (55) and (56) gives (bearing in mind that r = (d − 2)/2)
.
From this and T 1 T T 2 together with
The estimates for the above two cases imply (26) , thus completing the proof.
Proof of Theorem 3.3. We only need to prove the result for T ≥ 1. Using the property of a zonal
By (26),
where the constants depend only on d, g and κ. This estimate with (57) gives
where since κ ≥ d + 1, both integrals are bounded independently of T , thus completing the proof.
Proof of Theorem 3.6. The strategy for proving (27) of Theorem 3.6 is similar to that in [30] . Since
and hence, from Corollary 3.4,
which holds for all p ∈ P d L , thus completing the proof.
Proofs for Section 4
Let C (x, θ) := {y ∈ S d : x · y ≥ cos θ} denote a spherical cap with center x and radius θ ∈ (0, π].
Then the volume of the cap is
The following lemma, from [ 
For a filter g and s > 0, the filtered Bessel kernel [2, Eq.
where b (−s) is given by (16) . And let
Let K (s) (x·y) be the reproducing kernel for H s (S d ) with s > 0, see (20) . Applying (15) to K (s) (x·y) and v
(s )
T,g (x · y), s ≥ 0, gives the following lemma, which we will use in the proof of Lemma 7.4
Lemma 7.2. Let d ≥ 2, s > 0, s ≥ 0 and g be a filter. Then for T ∈ R + ,
Given s > 0, let A , ≥ 1, be a real sequence satisfying
. . , N } be a positive quadrature rule exact for the polynomials of degree up to 2L. Let g be a filter in C κ (R + ) with 1 ≤ κ < ∞ such that g(t) is a constant in [0, a] for some a > 0, and let A satisfy (60) with s > 0. Then,
where the constant in the big O term depends only on d, s , g and κ.
Proof. From Theorem 3.2,
where c d,s is given by (60) and we used (12) and (1) in the first and second inequalities respectively.
We now show that the double sum I * N is bounded independently of N , i.e. I * N = O d,κ (1) . To show this, we split I * N into two sums:
and prove that both of I * N,1 and I * N,2 are bounded. For I * N,1 , using Lemma 7.1,
where the third inequality used (58). For I * N,2 in (62) we use
<dist(y i ,y i )≤π
We follow the argument of Brauchart and Hesse [3, p. 57-59] to estimate f i . For 1 ≤ i ≤ N , let By integration by parts,
Applying Lemma 7.1 to F i (θ) in (64) and using (58), we have
This with |F i (π)| ≤ 1 and (65) gives, using d − κ − 1 < −1, 
where the constant c depends only on d, s, , H and κ.
Proof. For f ∈ H s (S d ), we can write f (x) = f, K (s) (· · x)
and hence
Applying the Cauchy-Schwarz inequality, we obtain
where B s,L,H,N (y) :=
Hence using reproducing kernel property, see (19) ,
This together with Proposition 3.1 gives
Applying Lemma 7.2 to the two integrals of (68) gives
where v (2s)
L,H 2 (y i · y i ) is given by (59) and the second equality used L (x · y) is a polynomial of degree L and the remainder is
Since the filtered kernel v L,H 2 (y i · y i ) is a polynomial of y i (and also y i ) of degree up to 2L and the discretization quadrature rule Q N is exact for polynomials of degree up to 3L,
We can hence rewrite (69) as
where we used Lemma 7.2 again. Applying Lemma 7.3 with s = s − 
Taking the L 2 -norm of both sides of (67) and by (72), we arrive at (66).
Proof of Theorem 4.3. For f ∈ H s (S d ) with s > d/2, by Corollary 3.7 and Lemma 7.4
