Abstract. In this paper we consider the numerical solution of convex optimization problems with nondifferentiable cost functionals. We propose a new algorithm, the e,-subradient method, a large step, double iterative algorithm which converges rapidly under very general assumptions. We discuss the application of the algorithm in some problems of nonlinear programming and optimal control and we show that the r,-subgradient method contains as a special case a minimax algorithm due to Pshenichnyi [5] .
Further necessary conditions for optimal control problems with nondifferentiable cost functionals were given by Luenberger 15] . Some additional results along the same lines can be found in the thesis by Ghanem [36] . Such 19] and for minimax problems by Danskin, Dem'yanov and Pschenichyni I20], I21], [5] . Among existing nonlinear programming algorithms, the convex cutting plane algorithm 25], 37] can be used for the solution of convex nondifferentiable optimization problems.
In the area of descent numerical methods a minimization algorithm has been reported by Ermol'ev 223, 23 and credited to Shor 24] . This algorithm is applicable to unconstrained convex programming problems with nondifferentiable cost. It reportedly has slow convergence properties 333 although computational examples using the algorithm are not available in the English literature. A similar algorithm has been proposed by Polyak 33] . Decent algorithms for the solution of minimax problems have been given by Dem'yanov [21] , Pshenichnyi [5] , Birzak and Pshenichnyi I26, and Levitin 34] . It should be noted that many optimization problems with nondifferentiable cost functionals can be converted into minimax problems. The generalization of the steepest descent method for the numerical solution of optimization problems with nondifferentiable cost functions was given by Luenberger [15] ; however, a proof of convergence of this algorithm is not presently available. The problem appears to be that the algorithmic map in this algorithm is not closed (using Zangwill's terminology [25] Let x be a point such that f(x) < oe and e > 0 any positive scalar. A vector x* R" is said to be an e-subgradient of f at x if (1) f (z) >=f (x)-e + z-x,x*) for allzR", where (.,.) denotes the usual inner product in R". The set cf(x) of all e-subgradients at x will be called the e-subdifferentiol of f at x. This set is nonempty, closed and convex. It is evident that for 0 < e < ;2 we have
A useful characterization of the set c3f(x) is given by the equation I10, p. 220] (2) where (3) cf(x) {x*lf*(x*) + f(x) <x,x*5 e}, f*(x*) sup{{x,x*) f(x)} is the conjugate convex function off [10] . The This implies by using (4)
Since c.f(x) is closed this implies that 0e #f(x) which contradicts the hypo-
In the case where 0 q #f(x), a possible method for finding a vector p(x)e R"
such that SUpx,ex) (x*, p(x)) < 0 is the following. Let Propositions and 2 form the basis for the algorithm that we shall present. The former provides a termination criterion for the algorithm. The latter states that whenever the value f(x) exceeds the optimal value by more than e, then by a descent along a vector y satisfying (5) we can decrease the value of the cost by at least e. Consider the following algorithm.
t3-SUBGRADIENT METHOD.
Step 1. Select a vector Xo such that f(xo) < m, a scalar Co > 0 and a scalar a, 0<a< 1.
Step 2. Given x, and e, > 0, set e,+l ake,, where k is the smallest nonnegative integer such that 0 Step 3. Find a vector y, such that (8) sup (y., x*) < O.
x*eOe lf(xn)
Step 4. Set x,+ Xn -t-2,y,, where 2, > 0 is such that f(x,,) f(x,+ 1) > re'n+ 1"
Return to Step 2.
It should be mentioned that if x, is not a minimizing point of f there always exists a nonnegative integer k such that 0 q ca.f(x,), since by Proposition 1 we
Also by Proposition 2 there exists a scalar 2, such that (9) f (Xn) f (Xn -+-I[nXn) n+ 1, thus showing that Step 4 can always be carried out. In fact, one can show that the set of all scalars 2, satisfying (9) is an open bounded interval or an open half-line. One way of finding a scalar 2, satisfying (9) is by means of the one-dimensional minimization f(x, + 2,y,)= minf(x, + ,l>0 assuming the minimum is attained. This in turn can be guaranteed whenever the set of minimizing points of J' is nonempty and compact, since in this case all the level sets of fare compact [.10, Cor. 8.7.1. We note also that Steps 2 and 3 can be carried out by means of an auxiliary minimization problem as will be discussed in detail in the next section.
We now prove the convergence of the :-subgradient method. 
proving (11) for n 1. Since 1/2 < a < 1, the last inequality implies that f(xl) infx f(x) < tl and the same argument as above can be used to prove (11) for n 2 and every n. Q.E.D.
It is evident now from (11) that a substantial reduction of the value of the cost functional is possible by choosing the value of the parameter a high enough. On the other hand, a value of the parameter a close to unity leads to an increased number of iterations in order to find the scalar e,+ from t, in Step 2 of the algorithm. Thus, in practice, one must settle on a compromise value for the parameter a depending on how difficult it is to carry out a single check 0 e C3ak,f(x,) in Step 2.
Another possibility is to modify the algorithm so that the value of the parameter a is adjusted during the iterations in Step 2 on the basis of information already obtained. A number of convergent schemes are possible. We do not discuss these schemes since they are not theoretically interesting but rather relate to the intelligent programming of the method.
We now turn to the important question of how the calculation of the direction of descent is to be carried out once the value of the parameter a is selected. As mentioned in the previous section it is possible to carry out Steps 2 (12) has a nonzero optimal value. Let if* be the optimal solution of problem (12) for the first such integer k. Then a suitable direction of descent y, satisfying (8) in Step 3 of the algorithm is given by (13) One efficient method for solving the minimization problem (12) At first sight it would therefore appear that the -subgradient method can be applied only to the limited class of functions for which the e-subdifferential cf(x) has a convenient characterization. We shall demonstrate in what follows in this section that this is not the case and, in fact, the method can be applied to most functions likely to be encountered in practice. This is due to the fact that problem (16) can be cast into the usual nonlinear programming framework even if a convenient closed form characterization of the set Of(x) is not available.
By making use of the characterization (2) of the e-subdifferential f(x) in terms of the conjugate convex function f*, problem (16) can be written as (17) 
This latter problem is in the standard nonlinear programming framework whenever the functions f belong to the class of simple functions mentioned earlier. 
Similarly, one can write the optimization problem (17) [25] , [37] such that ff
subject to x e X. Furthermore, it is known [15] that if k is a scalar such that (23) k > max {/1, "'", then ff is an optimal solution to the problem (24)
subject to x e X. Conversely, every optimal solution of problem (24) is an optimal solution of problem (22) so that the two problems are equivalent and either one of the two can be solved in place of the other. Concerning the selection of the scalar k, it can be easily proved that if is a strict lower bound for the optimal value of problem (22) We shall close this section by showing explicitly the form of the auxiliary minimization problem (17) for a specific problem. The auxiliary optimization problem to be solved in Steps 2 and 3 of the -subgradient method is minimize Ix* subject to f*(x*) + f(x) (x*, x) <= a%. By using (18) and (20) where y is a scalar auxiliary variable. This latter problem can be solved by any of the existing algorithms for differentiable functions such as, for instance, the eperturbation feasible direction method [25] . Also problem (26) can be solved by using Dem'yanov's minimax algorithm [21] which is closely related to the feasible direction method mentioned above. It appears that either one of the two algorithms is preferable to the ;-subgradient method for the solution of problem (26). This is due to the considerable computation necessary in order to find the direction of descent in the c-subgradient method. More generally, one can say that if the optimization problem can be converted to a nonlinear program where all functions involved are differentiable, standard methods should, in most cases, be preferable over the e-subgradient method.
The e-subgradient method, however, should be considered advantageous when applied to problems which cannot be converted to nonlinear programming problems involving differentiable functions since it has the advantage of fast convergence. One class of such problems is characterized by the presence of terms of the form maxyy (x, y) either in the cost function or the constraints. The first known algorithm involving functions of the form maxyy (x, y) is the one of Pshenichnyi [5] (29) . The set X(T) of reachable states x(T) at time T corresponding to the constraints (30), (31) is convex and compact by a theorem of Neustadt 30, and its support function is given by ([31] , [32] For the problem that we consider there is some difficulty associated with the one-dimensional line search in Step 4 of the e-subgradient method since it is not easy to check feasibility of any given terminal state. This difficulty can be circumvented by finding a point along the direction of descent such that the value of the function F has decreased by e or a little less. It can be easily seen that such a point is feasible and that the algorithm will still be convergent.
5. Conclusions. The :-subgradient method is a descent algorithm which can solve efficiently some convex minimization problems with nondifferentiable cost functionals which cannot be solved by standard nonlinear programming methods. It converges fast under very general assumptions but requires the solution of an auxiliary optimization problem in order to determine the direction of descent at each iteration. Presently, we do not have any computational experience with the method. It is hoped that such computational experience will be gained in the near future.
