In this paper, we propose an improved preconditioned algorithm for the conjugate gradient squared method (improved PCGS) for the solution of linear equations. Further, the logical structures underlying the formation of this preconditioned algorithm are demonstrated via a number of theorems. This improved PCGS algorithm retains some mathematical properties that are associated with the CGS derivation from the bi-conjugate gradient method under a non-preconditioned system. A series of numerical comparisons with the conventional PCGS illustrate the enhanced effectiveness of our improved scheme with a variety of preconditioners. This logical structure underlying the formation of the improved PCGS brings a spillover effect from various bi-Lanczos-type algorithms with minimal residual operations, because these algorithms were constructed by adopting the idea behind the derivation of CGS. These bi-Lanczos-type algorithms are very important because they are often adopted to solve the systems of linear equations that arise from large-scale numerical simulations.
Introduction
In scientific and technical computation, natural phenomena or engineering problems are described through numerical models. These models are often reduced to a system of linear equations:
where A is a large, sparse coefficient matrix of size n n × , x is the solution vector, and b is the right-hand side (RHS) vector.
The conjugate gradient squared (CGS) method is a way to solve (1) [1] . The CGS method is a type of biLanczos algorithm that belongs to the class of Krylov subspace methods.
Bi-Lanczos-type algorithms are derived from the bi-conjugate gradient (BiCG) method [2] [3], which assumes the existence of a dual system
Characteristically, the coefficient matrix of (2) is the transpose of A. In this paper, we term (2) a "shadow system".
Bi-Lanczos-type algorithms have the advantage of requiring less memory than Arnoldi-type algorithms, another class of Krylov subspace methods.
The CGS method is derived from BiCG. Furthermore, various bi-Lanczos-type algorithms, such as BiCGStab [4] , GPBiCG [5] and so on, have been constructed by adopting the idea behind the derivation of CGS. These bi-Lanczos-type algorithms are very important because they are often adopted to solve systems in the form of (1) that arise from large-scale numerical simulations.
Many iterative methods, including bi-Lanczos algorithms, are often applied together with some preconditioning operation. Such algorithms are called preconditioned algorithms; for example, preconditioned CGS (PCGS). The application of preconditioning operations to iterative methods effectively enhances their performance. Indeed, the effects attributable to different preconditioning operations are greater than those produced by different iterative methods [6] . However, if a preconditioned algorithm is poorly designed, there may be no beneficial effect from the preconditioning operation.
Consequently, PCGS holds an important position within the Krylov subspace methods. In this paper, we identify a mathematical issue with the conventional PCGS algorithm, and propose an improved PCGS 1 . This improved PCGS algorithm is derived rationally in accordance with its logical structure.
In this paper, preconditioned algorithm and preconditioned system refer to solving algorithms described with some preconditioning operator M (or preconditioner, preconditioning matrix) and the system converted by the operator based on M, respectively. These terms never indicate the algorithm for the preconditioning operation itself, such as "incomplete LU decomposition", "approximate inverse", and so on. For example, for a preconditioned system, the original linear system (1) becomes
under the preconditioner
Here, the matrix and the vector in the preconditioned system are denoted by the tilde ( )  . However, the conversions in (3) and (4) are not implemented; rather, we construct the preconditioned algorithm that is equivalent to solving (3). This paper is organized as follows. Section 2 provides an overview of the derivation of the CGS method and the properties of two scalar coefficients ( k α and k β ). This forms an important part of our argument for the preconditioned BiCG and PCGS algorithms in the next section. Section 3 introduces the PCGS algorithm. An issue with the conventional PCGS algorithm is identified, and an improved algorithm is proposed. In Section 4, we present some numerical results to demonstrate the effect of the improved PCGS algorithm with a variety of preconditioners. As a consequence, the effectiveness of the improved algorithm is clearly established. Finally, our conclusions are presented in Section 5.
Derivation of the CGS Method and Preconditioned Algorithm of the BiCG Method
In this section, we derive the CGS method from the BiCG method, and introduce the preconditioned BiCG algo-1391 rithm.
Structure of the BiCG Method
BiCG [2] [3] is an iterative method for linear systems in which the coefficient matrix A is nonsymmetric. The algorithm proceeds as follows: 
( ) ( ) ( )
where k α and k β are based on (5) and (6) .
Using the polynomials of Theorem 1, the residual vector for the linear system (1) and the shadow residual vector for the shadow system (2) can be written as
( )
These probing direction vectors are represented by 
Derivation of the CGS Method
The CGS method is derived by transforming the scalar coefficients in the BiCG method to avoid the T A matrix [1] . The polynomial defined by (10)- (13) is substituted into (14) and (15) 
and the following theorem can be applied. 
to (16) (8) and (9) for BiCG are squared to give:
Further, we can apply ( )
from (18), and substitute 
End Do
The following Proposition 5 and Corollary 1 are given as a supplementary explanation for Algorithm 2. These are almost trivial, but are comparatively important in the next section's discussion.
Proposition 5 There exist the following relations: 
by (7), and I denotes the identity matrix.
Equation (24) is derived as follows. Applying (18) to (16), we obtain ( ) 
Derivation of Preconditioned BiCG Algorithm
In this subsection, the preconditioned BiCG algorithm is derived from the non-preconditioned BiCG method (Algorithm 1). First, some basic aspects of the BiCG method under a preconditioned system are expressed, and a standard preconditioned BiCG algorithm is given. When the BiCG method (Algorithm 1) is applied to linear equations under a preconditioned system:
we obtain a "BiCG method under a preconditioned system" (Algorithm 3). We denote this as "PBiCG". In this paper, matrices and vectors under the preconditioned system are denoted with "
Algorithm 3. BiCG method under the preconditioned system:
We now state Theorem 6 and Theorem 7, which are clearly derived from Theorem 1 and Theorem 2, respectively. 
where λ  is the variation under the preconditioned system, and
PBiCG k β in these relations are based on (26) and (27).
Using the polynomials of Theorem 6, the residual vectors of the preconditioned linear system (25) and the shadow residual vectors of the following preconditioned shadow system:
can be represented as
respectively. The probing direction vectors are given by
5 If we wish to emphasize different methods, a superscript is applied to the relevant vectors to denote the method, such as
respectively. Under the preconditioned system, # 0 r is set in such a way as to satisfy the conditions ( ) 
Next, we derive the standard PBiCG algorithm. Here, the preconditioned linear system (25) and its shadow system (31) are formed as follows:
Definition 1. On the subject of the PBiCG algorithm, the solution vector is denoted as
PBiCG k PBiCG # k p , respectively. Using this notation, each vector of the BiCG under the preconditioned system given by Algorithm 3 is converted as below:
x . Furthermore, the residual vectors of the linear system and shadow system of the PBiCG algorithm are written as
Substituting the elements of (40) into (36) and (37), we have
Consequently, (26) and (27) become 
Before the iterative step, we give the following Definition 2.
Definition 2. For some preconditioned algorithms, the initial residual vector of the linear system is written as
P 0 r and the initial shadow residual vector of the shadow system is written as P # 0 r before the iterative step. We adopt the following preconditioning conversion after (40). , x . In this section, we have shown that k α in BiCG is equivalent to k α in CGS using (19), and that k β in
Remark 2. Because we apply a preconditioning conversion such as
BiCG is equivalent to k β in CGS using (20). In the next section, we propose an improved PCGS algorithm by applying this result to the preconditioned system.
Improved PCGS Algorithm
In this section, we first explain the derivation of PCGS, and present the conventional PCGS algorithm. We identify an issue with this conventional PCGS algorithm, and propose an improved PCGS that overcomes this issue. Figure 1 illustrates the logical structure of the solving methods and preconditioned algorithms discussed in this paper. 
Derivation of PCGS Algorithm
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Typically, PCGS algorithms are derived via a "CGS method under a preconditioned system" (Algorithm 5). Algorithm 5 is derived by applying the CGS method (Algorithm 2) to the preconditioned linear system (25). In this section, the vectors and k α , k β are PCGS elements, except for those before the iteration (Definition 2).
If we wish to emphasize different methods, we apply a superscript to the relevant vectors, such as 
The conventional PCGS algorithm (Algorithm 6) is derived via the CGS method, as shown in Figure 1 , but this algorithm does not reflect the logic of subsection 2.2 in its preconditioning conversion. In contrast, our proposed improved PCGS algorithm (Algorithm 7) directly applies the derivation from BiCG to CGS to the PBiCG algorithm, thus maintaining the logic from subsection 2.2.
Conventional PCGS and Its Issue
The conventional PCGS algorithm is adopted in many documents and numerical libraries [4] [9] [11] . It is derived by applying the following preconditioning conversion to Algorithm 5:
This gives the following Algorithm 6 ("Conventional PCGS" in Figure 1 ). 
End Do This PCGS algorithm was described in [4] , which proposed the BiCGStab method, and has been employed as a standard approach as affairs stand now.
This version of PCGS seems to be a compliant algorithm on the surface, because the operation ( ) 
This is different to the conversion given by (40), and we cannot obtain equivalent coefficients to (43) and (44) using (53).
Derivation of the CGS Method from PBiCG
In this subsection, we present an improved PCGS algorithm ("Improved PCGS" in Figure 1 ). We formulate this algorithm by applying the CGS derivation process to the BiCG method directly under the preconditioned system 
and apply the following Theorem 8. 
to (54) and (55). Then, 
Further, we can apply (56), and substitute 
)
As a consequence, the following improved PCGS algorithm is derived Table 1 . Numerical results for a veriety of test problems (CGS). 
