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Abstract
A subset A of a metric space (X; d) is a preber (or a gated set) of X if, for every x2X , there
exists y2A such that d(x; z) = d(x; y) + d(y; z) for every z 2A. In a graph endowed with the
structure of metric space associated with the geodesic distance, the prebers induce a convexity.
In this paper, we introduce the class of ber-complemented graphs for which the inverse image of
every preber, by any projection map, onto a preber is a preber. From this property we deduce:
(1) a procedure of construction by amalgamation or by expansion where the minimal prebers
with respect to inclusion (called elementary prebers) work like building stones and depend on
each class of graphs; (2) a theorem of canonical isometric embedding into a Cartesian product
of graphs whose factors, called elementary graphs, are induced by elementary prebers. Then,
we study the topology of these graphs, with respect to the convexity induced by the prebers,
in order to determine its subbase and to characterize compact ber-complemented graphs. From
this, we deduce that every ber-complemented graph without isometric ray contains a Cartesian
product of elementary graphs which is invariant under every automorphism. As a consequence,
this theory gives a global approach to obtain several previous results related to median graphs,
quasi-median graphs, pseudo-median graphs, weakly median graphs, bridged graphs, and extend
them to the innite case. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Cartesian product; Convexity; Fixed point property; Preber; Median graph; Quasi-
median graph
1. Introduction
A subset A of a metric space (X; d) is a preber (or a gated set) of X if, for
every x2X , there exists y2A such that d(x; z) = d(x; y) + d(y; z) for every z 2A.
The element y, necessarily unique for every x, denes a projection map projA of X
onto the preber A. For a graph endowed with the structure of metric space associated
with the geodesic distance, the prebers induce a convexity on its vertex set, called
the p-convexity. Obviously, any projection map onto a preber A transforms every
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preber in a preber (that is, projA is a convex-to-convex function with respect to
the p-convexity, or simply a CC-function). Here, we study the graphs in which these
projection maps also invert every preber into a preber (according to van de Vel [41],
one says that projA is a convexity-preserving function with respect to the p-convexity,
or a CP-function). Thus, we dene the ber-complemented graphs as graphs which
have the ber-complementation property:
The inverse image of every preber by any projection map onto a preber is a
preber.
This study is motivated by several observations on some classes of graphs derived
from the concept of median (a median of a triple of vertices (x1; x2; x3) is a vertex that
lies simultaneously on shortest x1x2- , x2x3- and x3x1-paths, and a median graph is a
graph in which every triple of vertices has a unique median).
The notion of preber introduced by Goldman and Witzgall [23] and developed
by Dress and Scharlau [19] generalizes some properties of the bers of a Cartesian
product. In general, a metric space contains few nontrivial prebers. However, several
classes of graphs have a rich structure and this concept is particularly suitable for
their study: we can cite the median graphs, and the derived classes. For instance, the
median graphs, rst introduced by Avann [1] and Nebesky [32], have been investigated
among other by Mulder [31], Bandelt and Hedlkova [5], which established that every
median graph is an isometric subgraph of some hypercube, that a nite graph is a
median graph if, and only if, it can be obtained by processes called gated expansion
and gated amalgam; moreover, this extensive study enabled Bandelt and van de Vel
[11] for the nite case and Tardif [38] for the innite case to show that every median
graph contains a nite hypercube which is invariant under any automorphism (provided
a special condition of compacticity is satised in the innite case, that is the absence
of isometric rays). These authors used in their proofs three important features of the
convex structure associated with the vertex set of a median graph with respect to the
geodesic convexity: (1) the fact that, in every median graph, both geodesic convexity
and p-convexity coincide; (2) the separation property S3 (a convex structure C has the
separation property S3 whenever for every C 2C and x 62 C there exists a half-space H
in C with C H and x 62 H); (3) the Helly property extended to innite families, or
strong Helly property (that is, every (nite or innite) family of pairwise intersecting
convex sets has a nonempty intersection). The rst one is really the most outstanding,
since the properties of the p-convexity are natural extensions of those of the geodesic
convexity in median graphs.
Thus, several generalizations of median graphs have been introduced, in association
with the denition of a ternary operation on the vertex set extending the median oper-
ation called quasi-median (or pseudo-median in [31]). Among them are quasi-median
graphs, pseudo-median graphs, weakly median graphs (see [3,4,7,9,31,42,43]) which
are instances of weakly modular graphs (see Section 4.3). The referenced studies deal
with properties related to a common description of the structure of these graphs by
means of properties of the prebers (which generate a convexity coarser than the
geodesic convexity) and extend some results on median graphs to the pseudo-median
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graphs and the weakly median graphs in the nite case in [7,3] or to the quasi-median
graphs in the innite case in [15]. The above cited results depend on a property of the
prebers of these graphs, which is not yet explicitly mentioned, except for the median
graphs with respect to the geodesic convexity (however, which is the cornerstone in
many papers): the inverse image of every vertex by a projection map onto any preber
is a preber. In fact, this property is equivalent to the close ber-complementation
property, and we will show how the behavior of these median-like classes of graphs
is simply derived from this (roughly speaking, the ber-complementation property ex-
presses prebers work more analogously to the bers of a Cartesian product). In [13],
we dened the pre-median graphs as weakly modular graphs not containing the graph
K2;3 and the graph K2;3 with an extra edge as induced subgraphs and we proved that
every pre-median graph is ber-complemented. This class contains the class of weakly
median graphs and the class of bridged graphs. Therefore, all general results of this
paper hold for these classes and their subclasses.
In this paper, our rst purpose is to describe the structure of the ber-complemented
graphs: we bring out that the minimal prebers with respect to inclusion (called the
elementary prebers) work like building stones and that any ber-complemented graph
can be viewed as an assembly, with respect to some precise rules, of ber-complemented
graphs with a unique elementary preber (or elementary graphs). For instance, up to
isomorphism, the only elementary median graph is K2, the elementary quasi-median
graphs are the complete graphs. The rst main result related to the structure of the
ber-complemented graphs describes a characterization as well as an algorithmic pro-
cess to build such a nite graph by gated amalgamations or by gated expansions [9,10].
Theorem. Let G be a nite connected graph. The following are equivalent:
(i) G is a ber-complemented graph;
(ii) G can be obtained from K1 by a sequence of gated expansions with respect to
elementary graphs;
(iii) G can be obtained from Cartesian products of elementary graphs by a sequence
of gated amalgamations.
The second main theorem also expresses a large generalization of previous results
related to the median-like graphs:
Theroem. Any ber-complemented graph G embeds isometrically into the Cartesian
product of the elementary graphs induced by the classes of the parallelism relation
between the elementary prebers of G.
We continue our description of the structure of the ber-complemented graphs with
the study of the topology generated on the vertex set by the p-convex sets as closed
sets. It is possible to specify the copoints of the p-convexity, which constitute the
subbase (in terms of closed sets) of this topology. The next main result highlights the
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link between compacticity and absence of isometric ray and generalizes a result of
Tardif [38] on median graphs for the topology generated by half-spaces with respect
to the g-convexity:
Theorem. Let G be a ber-complemented graph and let T be the topology on V (G);
a subbase of which is the family of the copoints of G. Then;
1. (V (G);T) is compact if and only if the family of prebers of G has the strong
Helly property;
2. the following are equivalent:
(i) (V (G);T) is a compact Hausdor space;
(ii) the family of prebers of G has the strong Helly property and all elementary
prebers of G are nite;
(iii) G contains no isometric rays and all elementary prebers of G are nite.
Bandelt and van de Vel [11,12] gave two characterizations of median graphs which
are hypercubes: a median graph is an hypercube if and only if the union of every pair
of disjoint half-spaces (with respect to the g-convexity) induces the graph, or if and
only if it contains no pair of disjoint and comparable half-spaces (its depth is equal to
1). We prove that analogous properties hold in a ber-complemented graph with respect
to the p-convexity: a ber-complemented graph is a Cartesian product of elementary
graphs if and only if the union of every family of pairwise disjoint copoints induces
the graph, or if and only if it contains no pair of disjoint and comparable copoints.
Then both characterizations enable us to obtain the last main theorem related to the
existence of an invariant subgraph under every automorphism, which generalizes a
theorem of Tardif on median graphs [38] as well as a theorem of Chastand and Polat
on quasi-median graphs [15]:
Theorem. Every ber-complemented graph G without isometric rays contains an in-
variant elementary box which is generated by nitely many elementary prebers of
G (an elementary box is a subgraph isomorphic to a Cartesian product of elementary
prebers of G).
This study shows that the topology T is a suitable extension to ber-complemented
graphs of that dened on median graphs with the family of half-spaces as a subbase and
gives immediate consequences for various classes of median-like graphs. Some other
problems were considered through this topology (Tardif [38] established the existence
of a common invariant nite hypercube for every commuting family of endomorphisms
in a compact median graph) or with the means of prebers: every median graph is a
retract of an hypercube [2]; every quasi-median graph is a retract of a Hamming graph
[43,14]. Thus, the object of Part II of this work is to prove a retraction theorem for
ber-complemented graphs, from which we will deduce a property of common nite
invariant subgraph for any commuting family of endomorphisms.
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2. Notation and denitions
2.1. Basic concepts
The graphs we consider are connected, undirected, without multiple edges and loops.
If G is a graph, we denote by V (G) its vertex set and by E(G) its edge set. For
AV (G), the subgraph of G induced by A is denoted by G[A], or by A whenever no
confusion is likely, and the subgraph induced by V (G)−A is simply denoted by G−A.
A path P = hx0; x1; : : : ; xni, or an x0xn-path, is a graph with V (P) = fx0; x1; : : : ; xng,
xi 6= xj if i 6= j and E(P) = ffxi; xi+1g: i = 0; 1; : : : ; n− 1g. A ray or one-way innite
path is dened similarly. For x2V (G); NG(x) is the neighbourhood of x in G. Some
graphs are described with the usual notations up to isomorphism: Kn is the complete
graph with n vertices, Km;n is the complete bipartite graph with maximal independent
sets of cardinalities m and n; Cn is the elementary cycle with n vertices.
Every graph is endowed with the structure of metric space associated with the
geodesic distance: dG(u; v) is the length of a shortest uv-path and such a path is
called an uv-geodesic. A subgraph H of G is isometric if dH coincides with dG on H .
For any two vertices u and v of G, the interval IG(u; v) is dened by
IG(u; v) = fw2V (G): dG(u; w) + dG(w; v) = dG(u; v)g:
A subset C of V (G) is geodesically convex (or g-convex) whenever IG(x; y)C
for all x; y in C. The g-convex hull of AV (G) is the smallest g-convex subset of
V (G) that contains A as well as the intersection of all g-convex sets that contain A.
2.2. Cartesian products
The Cartesian product of a family of graphs (Gi)i2I is the graph denoted by i2I Gi
with
Q
i2I V (Gi) as vertex set and such that, for every vertices u and v, fu; vg is an
edge whenever there exists a unique j2 I with fprj(u); prj(v)g2E(Gj) and pri(u) =
pri(v) for every i2 J − f jg (where pri is the ith coordinate function of
Q
i2I V (Gi)
onto Gi). The Cartesian product of two graphs G1 and G2 will be denoted by G1 G2.
A Hamming graph is the Cartesian product of complete graphs and an hypercube (or
a cube) is the Cartesian product of K2.
Let G= i2I Gi. For every x2V (G) and for every J  I , the ber G(J; x) (or G(j; x)
if J = f jg) is the subgraph of G induced by
fy2V (G): (8i2 I − J )(pri(y) = pri(x))g:
A subgraph B of G = i2I Gi is a box if B = i2I pri(B); the box generated by a
subset F of the vertex set of a connected component of G is the smallest box B that
contains F , that is B= i2I Gi[pri(F)]. Note that every ber is a box of G.
In order that the product of any innite family of connected graphs is connected,
we will consider the following weaker concept (see [36,29]): given some vertex a of
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G = i2I Gi, one denes the weak Cartesian product ai2I Gi as the subgraph of G
induced by the vertex set
fx2V (G): pri(a) 6= pri(x) for at most nitely many i2 Ig:
Clearly, a weak Cartesian product is connected whenever each of its factors is con-
nected (in fact, when all factors are connected, ai2IGi is the connected component of
G containing a). The Cartesian product coincides with the weak Cartesian product, pro-
vided I is nite. For these reasons, both of them will be indierently designed by the
expression ‘Cartesian product’ and we will consider implicitly a connected component
of any Cartesian product. Hence, for every vertices x and y in the same component
of G, the sum dG(x; y) =
P
i2I dGi(pri(x); pri(y)) contains only nitely many nonzero
terms.
2.3. Morphisms
Let H and G be two graphs. A map f :V (G) ! V (H) is a contraction (or
a homomorphism) if, for every edge fx; yg of G, either ff(x); f(y)g2E(H) or
f(x)=f(y). Note that a contraction is a distance nonincreasing map, that is, for every
x; y2V (G), dH (f(x); f(y))6dG(x; y). Such a map is denoted simply by f :G ! H .
A distance preserving contraction (that is, an injective contraction) is called an isomet-
ric embedding. A contraction f :G ! H is an isomorphism whenever f is a bijection
and f−1 is a contraction; so, G and H are isomorphic, which is denoted by G  H .
A contraction f:G ! G is an endomorphism and an isomorphism f:G ! G is an
automorphism. An endomorphism f of G (strictly) stabilizes a subgraph H of G
if f(H) = H , and a subgraph H is said to be invariant if it is stabilized by every
automorphism of G.
For any contraction f:G ! i2IGi where G is connected, and for every a2V (G),
f(G) is included in f(a)i2I Gi and we can use without ambiguity the notation i2IGi in
place of f(a)i2I Gi.
3. Prebers
3.1. Prebers of a metric space
A subset A of a metric space (X; d) is a preber of X if, for every x in X , there
exists y in A such that d(x; z) = d(x; y) + d(y; z) for every z in A. The element y in
this denition, necessarily unique, is called the projection of x onto the preber A and
the so dened map is denoted by projA. Note that trivially the one-element sets and X
are prebers and every preber is g-convex.
The notion of preber introduced by Goldman and Witzgall [23] and developed by
Dress and Scharlau [19], Wilkeit [42] and Tardif [37] generalizes the properties of
bers in a Cartesian product. Prebers are also called gated sets and the projection of
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an element x onto a gated set A is the gate of x in A (see [19,10,43]). We recall some
properties of the prebers in a metric space which occur in the context of the metric
structure of graphs. One can nd all proofs in the above-mentioned references.
Lemma 3.1. Let (X; d) be a metric space. Then;
1. if A is a preber of X and if B is a relative preber of A; then B is a preber of
X and projB = proj
0
B  projA; where proj0B is the projection map of A onto B;
2. if A is a preber of X; then for every x; y2X ,
d(projA(x); projA(y)) + jd(x; projA(x))− d(y; projA(y))j6d(x; y):
From this, it results in the particular case of the metric space (V (G); dG) associated
to a graph G:
 projA(x) = projA(y) for every y in IG(x; projA(x));
 if x and y are adjacent vertices with distinct (and necessarily adjacent) projections
onto a preber A, then dG(x; A) = dG(y; A).
Lemma 3.2. Let (X; d) be a metric space and let A and B be two prebers of X:
1. If A\B 6= ;; then A\B is a preber of (X; d) and projA\B=projAprojB=projBprojA.
2. The sets A0 := projA(B) and B
0 := projB(A) are isomorphic prebers. For every
a2A0 and b2B0; d(a; b) = d(A0; B0) whenever a = projA0(b) and b = projB0(a).
Moreover; the map a 7! d(a; projA(a)) is constant on A0 and d(a; a0)=d(projA(a);
projA(a
0)) for every a; a0 2A0.
Lemma 3.3. (1) The family of the prebers of a metric space satises the Helly prop-
erty (every nite family of pairwise nondisjoint prebers has a nonempty intersection).
(2) Let (X; d) be a complete metric space. If F is a family of prebers with a
nonempty intersection; then
T
F is a preber of X.
With the means of Lemma 3.2(2), we can dene a parallelism relation between
prebers which is an equivalence relation and extends the natural parallelism between
bers of a Cartesian product.
Denition 3.4. Two prebers A and B of a metric space (X; d) are parallel if
the restriction of projA to B is an isomorphism (whose inverse is the restriction of
projA to B).
By Lemma 3.3(2), the preber generated by a subset F of a complete metric space
X , denoted by pref (F), is the smallest preber of X containing F as well as the
intersection of all prebers containing F (this property occurs in the particular case of
graphs which are complete metric spaces as discrete spaces).
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Lemma 3.5. If H is an isometric subgraph of a graph G; then every preber W of
G contained in V (H) is a preber of H.
Proof. Let x2V (H) and let W V (H) be a preber of G. Put x0 := projW (x). By the
denition of prebers, for every y2W , x0 2 IG(x; y). Since H is an isometric subgraph,
dH (x; y) = dG(x; y) = dG(x; x0) + dG(x0; y) = dH (x; x0) + dH (x0; y); thus x0 2 IH (x; y),
which proves that W is a relative preber of H .
Now, we present two other consequences of the discrete structure of graphs: the rst
is related to the prebers in a Cartesian product of graphs (a general description of
the structure of the prebers of a Cartesian product of metric spaces can be found in
[37]), and the second is related to the abstract convexity.
Let (Gi)i2I be a family of connected graphs and G := i2I Gi. Recall that by the
implicit hypothesis in Section 2.2, we consider only some component of G. For any
two vertices x= (xi)i2I and y= (yi)i2I of G which belong to the same component H
of G, the sum dG(x; y) =
P
i2I dGi(xi; yi) contains only nitely many nonzero terms.
Thus, it is straightforward to check that for every vertex x of H , the vertex set of
every ber G(J; x) where J is nite, is a preber of H , and that if W is a preber of
H , then for every i2 I , pri(W ) is a preber of Gi. Conversely, we have the following
result.
Lemma 3.6. Let (Gi)i2I be a family of connected graphs and G := i2I Gi. If for
every i2 I; Wi is a preber of Gi; then; for every component H of G; the set W :=H\
( i2I Wi) is a preber of H.
Proof. Let x2H and z 2W , with xi=pri(x) and zi=pri(z) for every i2 I . Since Wi is a
preber of Gi, there exists yi 2V (Gi) such that dGi(xi; zi)=dGi(xi; yi)+dGi(yi; zi). Since
x and z belong to the same component, there exist only nitely many indices i with
dGi(xi; zi) 6= 0, and thus nitely many indices i with dGi(xi; yi) 6= 0 and dGi(yi; zi) 6= 0.
It results that the vertex y := (yi)i2I belongs to the component H . Moreover, dG(x; z)=
dG(x; y) + dG(y; z), thus W is a preber of H .
3.2. Prebers in a graph and p -convexity
Lemma 3.7. The family of the prebers of a graph is stable under increasing nested
unions.
Proof. Let (Wn)n>0 be an increasing sequence of prebers of a connected graph G
and let x2V (G). By Chastand and Polat [15, Proposition 3:2] for all n>0 the ver-
tices of the sequence (yk)n>k dened by yk := projWk (x) belong to an xy0-geodesic.
Thus, the sequence (yn)n>0 remains constant beyond some range n0. Hence, for ev-
ery z 2Sn>0Wn; yn0 belongs to IG(x; y) and is the projection of x onto Sn>0Wn. SoS
n>0Wn is a preber of G.
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Note that the family of the prebers of a graph G does not contain the empty set
and is not a convexity. However, although we do not extend the projection map onto
the empty set, the family p containing all the prebers of G and the empty set is a
convexity on V (G) called the p-convexity by Lemma 3.3 and Lemma 3.7 (see [41];
a convexity of a set X is a family of subsets of X which contains X and the empty
set, and which is stable for intersections and nested unions).
Denition 3.8. Let G be a graph. A subset A of V (G) is p-convex if it is the empty
set or a preber of G.
4. Fiber-complemented graphs
In a Cartesian product of graphs, observe that, rst, the projection map onto a ber
inverts a one element set into a ber, secondly, the minimal bers with respect to
inclusion are generated by any of its edges. Thus, we are led naturally to introduce
two new concepts related to prebers, which extend to them these two features:
1. the ber-complementation property;
2. the description of the elementary prebers, which are minimal prebers with respect
to inclusion.
4.1. The ber-complementation property
Denition 4.1. A connected graph G is a ber-complemented graph if it has the fol-
lowing Property (P):
(P) For every preber W of G, for every x2W; proj−1W (x) is a preber of G.
In fact, this property expresses a more general feature of the prebers of a graph.
Let (P0) be the so-called ber-complementation property:
(P0) For every preber W of G, for every preber V of W; proj−1W (V ) is a preber
of G.
Theorem 4.2. A connected graph G has Property (P) if and only if it has
Property (P0).
Proof. Since every one element set is a preber, it suces to prove that Property (P)
implies Property (P0).
Let W be a preber of a graph G which has Property (P), and let V be a pre-
ber of W (and a preber of G as well). Put Wu := proj
−1
W (u) for every u2W and
BV :=
S
u2V Wu (note that by Property (P), every Wu is a preber of G). For any
a2V (G)−(BV [W ), let a0 := projW (a), b0 := projV (a0) := projV (a) and b := projWb0 (a).
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In order to prove that BV is a preber, we will prove that for every x2BV , b belongs
to the interval I(a; x).
First, if x belongs to Wb0 , then b2 I(a; x) and we are done. Otherwise, notice that
it suces to prove that b belongs to the interval I(a; y) where y is the projection of
a onto Wx0 with x0 := projV (x). Furthermore, d(a; x
0)= d(a; b)+ d(b; x0) and d(a; x0)=
d(a; y)+d(y; x0) since b and y belong to I(a; x0). We denote by U the inverse image of
y by the projection map onto the preber Wx0 . Obviously, U is a preber by Property
(P), which contains the vertex a.
Put b1 := projU (b). Thus, b1 belongs to I(b; y) and to I(b; a). Put b
0
1 := projW (b1); by
the p-convexity of V , b01 2V and consequently b1 2BV . Furthermore, since b1 2 I(b; a)
and b1 2BV , b1 belongs to Wb0 ; thus b1=b, y=projWx0 (b) and d(b; x0)=d(b; y)+d(y; x0)
since y2 I(b; x0). Hence, d(a; y) = d(a; b) + d(b; y), which proves that b2 I(a; y) and
completes the proof.
Remark 4.3. According to van de Vel [41, Chapter I, Section 1:11] and by Theorem
4.2, a ber-complemented graph G is a graph for which for every preber W the
map projW : G ! W is a CP-function (a convexity-preserving function, which inverts
convex sets into convex sets), as well as a CC-function (a convex-to-convex func-
tion, which maps convex sets to convex sets) by Lemma 3.2, with respect to the p-
convexity.
Now, we give some basic properties of ber-complemented graphs. The proof of the
rst lemma is immediate since the intersection of two prebers is a preber whenever
it is nonempty.
Lemma 4.4. Let G be a ber-complemented graph. Then every preber of G induces
a ber-complemented graph.
Theorem 4.5. The class of ber-complemented graphs is closed under Cartesian
product.
Proof. Let (Gi)i2I be a family of ber-complemented graphs and G := i2I Gi. By the
implicit hypothesis in Section 2.2, we have to prove that every component of G is
ber-complemented.
Let W be a preber of G, included in some component H of G and put Wi := pri(W ).
For any x = (xi)i2I in W , let V = proj−1W (x). Put V
0 :=H \ ( i2I proj−1Wi (xi)), with
Wi := pri(W ). We will prove that V = V
0.
Since W is a preber, for every y=(yi)i2I in V and every z=(zi)i2I in W; dG(y; z)=
dG(y; x)+dG(x; z). By projection onto each factor, we deduce that for every yi 2 pri(V )
and for every zi 2Wi; dGi(yi; zi) = dGi(yi; xi) + dGi(xi; zi); thus yi 2 proj−1Wi (zi) and
pri(V ) proj−1Wi (xi). Hence V V 0.
Conversely, let y = (yi)i2I in V 0. For every z = (zi)i2I in W , and for every i2 I ,
dGi(yi; zi)=dGi(yi; xi)+dGi(xi; zi). Since y and z belong to the same component of G,
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the sum
P










dGi(xi; zi) = dG(y; x) + dG(x; z)
which expresses that x = projW (y); consequently, V
0V and V = V 0.
By Lemma 3.6, V 0 is a preber of H . It results that every component of G is a
ber-complemented graph.
Lemma 4.6. Two prebers A and B of a ber-complemented graph G are parallel if
and only if the partitions fproj−1A (a): a2Ag and fproj−1B (b): b2Bg of V (G) coincide.
Proof. Suppose that A and B are parallel prebers of the ber-complemented graph
G. By Lemma 3.2(2), for every a2A, proj−1A (a) meets B in a single vertex b=projB(a),
and by Lemma 3.2(1), for every x2 proj−1A (a), projB(x)=b. Thus, proj−1A (a) proj−1B (b).
Since we can exchange a and b, we deduce the equality proj−1A (a)=proj
−1
B (b) and the
partitions coincide.
Conversely, if A and B are two prebers of G with fproj−1A (a): a2Ag=fproj−1B (b):
b2Bg, then A = projA(B) and B = projB(A) and A and B are parallel prebers by
Lemma 3.2(2) and Denition 3.4.
4.2. Elementary prebers and elementary graphs
Denition 4.7. A preber of a graph G is an elementary preber of G if it is mini-
mal with respect to inclusion and non trivial (i.e., dierent from a one vertex set). A
graph G with more than one vertex and containing exactly one elementary preber
(its vertex set) is called an elementary ber-complemented graph (or simply, an
elementary graph).
Clearly, every elementary preber of a graph induces an elementary graph and ev-
ery elementary graph is a ber-complemented graph whose vertex set is the preber
generated by any of its edges. The next lemma is more specic about the converse.
Lemma 4.8. A graph G is an elementary graph if and only if it is a ber-
complemented graph whose vertex set is the preber generated by one of its edges.
Proof. Suppose that G is a ber-complemented graph and V (G) = pref (fa; bg), for
some fa; bg2E(G). If V (G) is not a minimal preber, then there exits a nontrivial
preber W strictly included in V (G), which does not contain fa; bg. Let c := projW (a)
and d := projW (b).
If c = d, then proj−1W (c) contains both a and b, and it is a preber since
G is ber-complemented. Thus, it contains pref (fa; bg), which contradicts the fact
V (G) = pref (fa; bg).
If c 6= d, without loss of generality, we can suppose that d(a; c)> 1. Thus, there
exists some e2NG(a)\ IG(a; c). Let W 0 := pref (fa; eg); W 0 does not contain b since b
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does not belong to the preber proj−1W (c). Consequently b2W 00 := proj−1W 0 (a). Therefore,
W 00 contains pref (fa; bg), but not e, which contradicts the hypothesis.
Thus V (G) is a minimal preber and G is an elementary graph.
Now, we give immediate consequences of this denition according to the general
properties of the prebers in Section 3.1 and the above lemma (we say that a set of
vertices is -closed if, whenever it contains two vertices of a triangle (a complete
graph with three vertices), it contains the third as well [31]).
Lemma 4.9. (1) Let W be a preber of a graph G and let S be an elementary
preber of G. Then one and only one of the following assertions occurs:
(a) W \S=;; in this case; projW (S) and projS(W ) are one element sets or projW (S)
is parallel to S;
(b) W \ S is a one element set fxg with fxg= projW (S) = projS(W );
(c) W \ S = S.
(2) Two distinct elementary prebers of a graph are disjoint or have exactly one
common vertex.
(3) Two elementary prebers S and T of a graph are parallel if and only if projS(T )
is not a one element set.
(4) Every graph which is the -closure of one of its edges is an elementary graph.
4.3. Prebers and median-like graphs
In general, metric spaces are relatively poor in prebers. However, some classes of
graphs have a rich structure and the concept of preber is particularly ecient for their
study, e.g., median graphs, quasi-median graphs, pseudo-median graphs, etc. (globally,
we call such graphs median-like graphs). It is well known that median graphs are
ber-complemented with respect to g-convexity [5,12,40]; moreover, the procedure of
gated expansions introduced by Mulder in [30] and developed in [31] is based on the
ber-complementation property and these facts have motivated our work. Some basic
properties of the median-like graphs are suitable to this ber-complementation property.
Denition 4.10. (1) A graph G has the triangle property, or 5-property, if, for every
vertices u; v; w with dG(v; w)=1 and dG(u; v)=dG(u; w)=k > 1, there exists a common
neighbor x of v and w with dG(u; x) = k − 1.
(2) A graph G has the quadrangle property, or -property, if, for every vertices
u; v; w; z with dG(v; w)= 2, dG(u; v)=dG(u; w)=dG(u; z)− 1= k > 1 and z a common
neighbor of v and w, there exists a common neighbor x of v and w with dG(u; x)=k−1.
The 5- and -properties were introduced by Bandelt and Mulder [6] to describe
pseudo-modular graphs. Bandelt and Mulder [8] and Chepoi [16] (and more recently in
[4] in the context of weakly modular interval spaces) dened and studied the weakly
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modular graphs which are graphs with both 5- and -properties. This class of graphs
contains various subclasses, among which we can cite the pseudo-modular graphs [6],
the quasi-median graphs [31,18,42], the bridged graphs [21], the weakly median graphs
[16], and all their subclasses (e.g., the median graphs). Most of these classes can also
be dened in terms of existence of quasi-median for each triple of vertices.
Denition 4.11 (Mulder [31]). A quasi-median of a triple of vertices (u1; u2; u3) of a
graph G is a triple of vertices (x1; x2; x3) such that
1. xi and xj lie on an uiuj-geodesic, i; j2f1; 2; 3g;
2. dG(x1; x2) = dG(x2; x3) = dG(x3; x1) = k;
3. k is minimal with respect to these conditions and it is called the size of the
quasi-median.
If k=0, then the quasi-median is reduced to a single vertex which is called a median
of the triple (u1; u2; u3).
With a characterization of weakly modular graphs in terms of intervals due to Chepoi
[16, Theorem 2], one can easily check that in any weakly modular graph, every triple
of vertices has a median or a quasi-median (see [13]). We recall that
 a weakly median graph is a weakly modular graph in which every triple of vertices
has a unique quasi-median;
 a pseudo-median graph is a weakly median graph in which every triple of vertices
has a unique quasi-median of size at most 1;
 a quasi-median graph is a weakly median graph which does not contain the graph
K4 minus an edge as an induced subgraph;
 a median graph is a triangle-free quasi-median graph, and a bipartite quasi-median
graph as well;
 a bridged graph is a weakly modular graph without any isometric 4-cycle as an
induced subgraph and a chordal graph is a bridged graph without induced cycle of
length greater than 3.
The smallest connected graphs which are not ber-complemented are the graph K2;3
and the graph K2;3 with an extra edge (Figs. 1 and 2). Note that both graphs are weakly
modular graphs. Thus, we introduced in [13] a new class of graphs, called premedian
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graphs, as a subclass of the class of weakly modular graphs and we will prove that
every premedian graph is ber-complemented.
Denition 4.12. A connected graph G is a premedian graph if
1. G is weakly modular;
2. None of the graphs of Figs. 1 and 2 is an induced subgraph of G.
Theorem 4.13. Every premedian graph is ber-complemented.
The proof needs two preliminary lemmas.
Lemma 4.14 (Chepoi [16, Theorem 7]). A nonempty subset W of the vertex set of
a weakly modular graph is a preber if and only if it is g-convex and -closed.
Lemma 4.15 (Chepoi [17, Lemma 8]). Let G be a weakly modular graph and let
C V (G). Then C is not g-convex if and only if there exists a common neighbor
a2G − C of two vertices c1 and c2 of C with dC(c1; c2) = 2.
Proof of Theorem 4.13. Let x be a vertex of any preber W of a premedian graph
G. Suppose that U =proj−1W (x) is not a preber. By Lemma 4:14, U is not convex or
not -closed.
Claim. If G is a premedian graph; then G does not contain three edges fu1; u2g,
fx1; x2g; fx2; u3g with dG(u1; x1)=dG(u1; x3)=dG(u2; x2)=k and dG(u1; x2)=dG(u2; x1)=
dG(u2; x3) = k + 1.
Proof. If k =1, the ve vertices induce one of the two forbidden graphs of Denition
4.12. If k>2, the - or the 5-property implies that there exists a vertex x0 adjacent to
x1 and x3 such that dG(u1; x0)=k−1 and thus dG(u2; x0)=k. Again by the -property
there exists a vertex x00 adjacent to x2 and x0 such that dG(u2; x00) = k − 1. This vertex
x00 cannot be adjacent to x3 since dG(u2; x3)=k+1 and thus, the vertices x0; x00; x1; x2
and x3 induce one of the two forbidden graphs of Figs. 1 and 2 of Denition 4.12.
(a) If U is not -closed, then there exist two vertices u and v in U that belong
to a triangle whose third vertex w is not in U , with w0 := projW (w). The properties
of the prebers in Lemma 3.1 imply that u; v; w are at the same distance k from W .
Thus, dG(x; v) = dG(x; w) = dG(w0; u) = dG(w0; v) = k + 1 and we obtain the forbidden
conguration of the claim.
(b) If U is not g-convex, by Lemma 4.15, there exists a vertex w not in U adjacent
to two vertices u and v of U such that dU (u; v) = 2. If w is adjacent to the common
neighbor t of u and v in U , we recognize the above case which implies the presence of
the forbidden subgraph of Fig. 2. Else let w0 := projW (w). Note that the three vertices
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u; v; w are at the same distance k from W . We obtain again dG(u0; v) = dG(u0; w) =
dG(w0; u) = dG(w0; v) = k + 1 and the forbidden conguration of the claim.
It results that U is a preber of G and G is a ber-complemented graph.
Examples 4.16. Clearly, the class of premedian graphs contains the class of weakly
median graphs and its subclasses, and the class of bridged graphs. Thus, one can deduce
immediately the following assertions from the above-mentioned literature:
1. Every median graph is ber-complemented. The graph K2 is the only elementary
median graph (up to isomorphism) and the elementary prebers of a median graphs
are its edges (note that the p-convexity and the g-convexity coincide in every
median graph; see [31,5]).
2. Every quasi-median graph is ber-complemented. The elementary quasi-median
graphs are the complete graphs and every elementary preber of a quasi-median
graph induces a complete subgraph which is maximal with respect to inclusion
(see [43,10]).
3. Every pseudo-median graph is ber-complemented. The elementary pseudo-median
graphs are the snakes (a snake is a 2-connected chordal graph such that for every tri-
angle there are at most two triangles sharing an edge with it and no edge is in three
triangles), the wheels (a wheel is an elementary cycle with an extra vertex adjacent
to all vertices of the cycle) and the complete graphs possibly minus a matching.
Every elementary preber of a pseudo-median graph G induces a subgraph of G iso-
morphic to one of these graphs which is maximal with respect to inclusion (see [9]).
4. Every weakly median graph is ber-complemented. The elementary prebers of
a nite weakly median graph G induce subgraphs which are 5-wheels, complete
graphs possibly minus a matching, 2-connected weakly median bridged graphs, and
are maximal with respect to inclusion (see [3]).
5. Every bridged graph (resp. chordal graph) is ber-complemented. The elementary
bridged graphs (resp. chordal graphs) are the 2-connected bridged graphs (resp.
chordal graphs) (see [21]).
However, it is an open problem to characterize and describe all ber-complemented
graphs or all elementary graphs. The graph of Fig. 3 is an instance of weakly modular
elementary graph which is not a premedian graph. The graph consisting of a cycle of
length four with, for each edge e of this cycle, a new vertex adjacent to both endpoints
of e is an elementary graph which is not weakly modular.
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5. Structure of a ber-complemented graph
5.1. Description of the structure
This section is devoted to the description of the structure of the ber-complemented
graphs as a consequence of Denition 4.1 in association with the notion of elementary
preber. We introduce the following notations:
Notation 5.1. Let S be an elementary preber of a graph and let x2 S.
 WS(x) := proj−1S (x);
 US(x) := fy2WS(x): y has a neighbor in G −WS(x)g.
Theorem 5.2. If S is an elementary preber of a ber-complemented graph G and if
BS :=
S
y2S US(y); then for every x in S;
1. US(x) and WS(x) are prebers and there is no edge between G − WS(x)g and
WS(x)− US(x);
2. for every y in S distinct from x; the prebers US(x) and US(y) are parallel;
3. for every elementary preber T parallel to S; the families fWS(y): y2 Sg and
fWT (z): z 2Tg coincide; the families fUS(y): y2 Sg and fUT (z): z 2Tg coincide;
and G[BS ]  G[T ] G[US(x)];
4. G  G[S] G[US(x)] if and only if WS(y) = US(y) for every y2 S;
5. for every y in S distinct from x; BS is the preber of G generated by US(x)[fyg;
and WS(x) [ BS is the preber of G generated by WS(x) [ fyg.
Proof. (1) Let S be an elementary preber of a ber-complemented graph G. For
every x2 S, WS(x) is a preber by Denition 4.1, and by the denition of US(x), there
are no edges between G −WS(x) and WS(x)− US(x).
Let x2 S and u2US(x); u is a neighbor of some v not in WS(x) which maps onto
y := projS(v) where y is a neighbor of x with d(x; u) = d(y; v) by Lemma 3.1. Put
T := pref (fu; vg); by Lemma 4.9(3), T is an elementary preber parallel to S, and by
Lemma 4.6, the partitions fWS(y): y2 Sg and fWT (z): z 2Tg coincide.
Put Ux := projWS (x)(WS(y)) (Ux is a preber by Lemma 3.2) and let a be a vertex of
US(x); a is a neighbor of some b2US(z) where z is a neighbor of x. The elementary
preber T 0 := pref (fa; bg) is parallel to S and T . It induces the same partition of V (G)
as S and T . Thus T 0 meet WS(y) in some vertex c which is a neighbor of a and a2Ux.
It results that Ux = US(x) and US(x) is a preber.
(2) Since we can exchange x and y in the above proof, then
US(y) = projWS (y)(WS(x));
hence US(x) and US(y) are parallel prebers by Lemma 3.2(2). It follows immediately
that for every x and y in S, US(x) and US(y) are parallel prebers and G[BS ] 
G[S] G[US(x)].
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(3) Let T be an elementary preber parallel to S. For every y2 S, T meet each
preber US(y) in one vertex z with z := projT (y). Since WS(y)=WT (z), then US(y)=
UT (z) and the families fUS(y): y2 Sg and fUT (z): z 2Tg coincide. It results that
G[BS ]  G[T ] G[US(x)].
(4) G = G[BS ] if and only if WS(y) = US(y) for every y2 S by the denition of
BS ; G[BS ]  G[S] G[US(x)] by the third part of the theorem.
(5) We will show that BS is a preber of G.
Let z 2V (G) − BS . There exists x2 S such that z 2WS(x). Let z0 = projUS (x)(z).
Since there is no edges between WS(x) − US(x) and G − US(x), for every t 2BS ,
IG(z; t) contains z0. Thus BS is a preber of G with z0 = projBS (z).
Hence BS=pref (US(x)[fyg) and WS(x)[BS=pref (WS(x)[fyg) for any y2 S−fxg.
5.2. Expansions and amalgamations
The procedures of gated expansions and gated amalgamations in [9,10] are dened
from a concept introduced by Isbell [28] and Mulder [31]. In order to obtain our rst
main theorem, we extend the denition of a gated expansion given in [10] to the
ber-complemented graphs.
Denitions 5.3. (1) Amalgamations: If W1 and W2 are prebers of a graph G with
W1 [W2 = V (G), W1 \W2 6= ; and no edges between W1 −W2 and W2 −W1, then G
is the gated amalgam (or simply the amalgam) of its prebers W1 and W2.
(2) Expansions: If U;W1; W2; : : : ; Wn are prebers of a graph G with
Sn
i=1 Wi=V (G),
Wi \Wj = U and no edges between Wi − U and Wj − U for all i 6= j and if C is an
arbitrary elementary graph with n vertices, a gated expansion (or simply an expansion)
with respect to C;W1; W2; : : : ; Wn consists of the disjoint union of copies of the graphs
induced by W1; W2; : : : ; Wn where the copies of U induce a subgraph isomorphic to
G[U ] C.
Theorem 5.4. Let G be a nite connected graph. The following assertions are
equivalent:
(i) G is a ber-complemented graph;
(ii) G can be obtained from K1 by a sequence of gated expansions with respect to
elementary graphs;
(iii) G can be obtained from Cartesian products of elementary graphs by a sequence
of gated amalgamations.
This theorem extends to ber-complemented graphs several previous results and pro-
pounds a global frame to their formulation (see [31] for the median graphs, Ban-
delt et al. [10] for quasi-median graphs, Bandelt and Chepoi [3] for weakly median
graphs). Furthermore, such a description is used to develop recognizing algorithms
124 M. Chastand /Discrete Mathematics 226 (2001) 107{141
for quasi-median graphs [31,18,43,22,25]. The case of pseudo-median graphs is more
specic since this class is not closed by Cartesian product [9].
Theorem 5.4 admits the following corollary which gives a characterization of some
classes of premedian graphs closed by Cartesian product (median graphs, quasi-median
graphs, weakly median graphs; see Example 4:16).
Corollary 5.5. Let C be a class of ber-complemented graphs closed by Cartesian
product. A nite graph G belongs to C if and only if it is a ber-complemented graph
whose elementary prebers induce elementary graphs of C.
The proof of Theorem 5.4 needs two preliminary lemmas:
Lemma 5.6 (Bandelt et al. [10, Lemma 1]). Let S and T be sets inducing connected
subgraphs in a graph G. If S \ T is a preber of S and there are no edges between
S − T and T − S; then T is a preber of S [ T .
Lemma 5.7. The amalgam of two ber-complemented graphs is a ber-complemented
graph.
Proof. Let W1 and W2 be two prebers of a graph G with W1[W2=V (G), W1\W2 6= ;
and no edges between W1 −W2 and W2 −W1.
Claim. Let V be a set of vertices of G; inducing a connected subgraph; with
Vi :=V \ Wi for i = 1; 2. If Vi is a preber of Wi for i = 1; 2; then V is a preber
of G.
Proof. If one of the Vi is empty, then we have nothing to prove. Suppose that both
V1 and V2 are nonempty. By the hypothesis and by Lemmas 3.1 and 3.2, V1, V2 and
V1 \ V2 are prebers of G.
Let x2W1−W2 and y2V2−V1. In order to prove that V is a preber with projV (x)=
projV1 (x) in this case, we will establish that d(x; y)=d(x; z)+d(z; y) with z := projV1 (x).
Since V2 is a preber, d(x; y) = d(x; t) + d(t; y) with t := projV2 (x). Now, t belongs
to the preber V1 \ V2; thus d(x; t) = d(x; z) + d(z; t). Moreover, t = projV1\V2 (x) =
projV2  projV1 (x) = projV2 (z) by Lemma 3.2. Hence d(x; t) = d(x; z) + d(z; t). Finally,
we obtain d(x; y) = d(x; z) + d(z; t) + d(t; y) = d(x; z) + d(z; y), which completes the
proof, the other cases being immediate.
It results that V is a preber of G with the projection map dened by projV (x) :=
projV1 (x) or projV2 (x) according to whether x belongs to W1 or to W2 −W1.
Suppose that W1 and W2 induce ber-complemented graphs. Let W be a preber of
G and let x2W . We will prove that V := proj−1W (x) is a preber of G.
Put Vi :=V \ Wi for i = 1; 2. Three cases arise according to whether x belongs to
W1 \W2, W1−W2 or W2−W1; however, the second and third cases are quite similar:
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1. x2W1 \W2: Clearly, for i = 1; 2, Vi := projiW−1(x), where projiW is the projection
map of Wi onto W \Wi. By hypothesis, Wi induces a ber-complemented graph.
Thus Vi is a preber of Wi for i = 1; 2, and V = V1 [ V2 is a preber of G by the
Claim.
2. x2W1 − W2: In this case, V1 = proj1W−1(x), and V1 is a preber of W1 by the
hypothesis on W1 and also a preber of G.
If W meets W2, then V2 − V1 = ; by the g-convexity of W2; thus V = V1 and V is
a preber of G.
Otherwise, W W1−W2. Note that a vertex y belongs to V2 if and only if projW1 (y)
belongs to V1 \ V2. It results that V2 = proj2W1\W2−1(V1 \ V2), where proj2W1\W2 is
the projection map of W2 onto W1 \W2. By hypothesis on W2, V2 is a preber of
W2 and also is a preber of G. Hence V =V1[V2 is a preber of G by the Claim.
Thus the proof of Lemma 5.7 is complete.
Proof of Theorem 5.4. (i) ) (ii): Let G be a ber-complemented graph and suppose
that G 6= K1. According to the notations of Section 5.1 and by Theorem 5.2, G contains
some elementary preber S associated to the partition fWS(x): x2 Sg of V (G) and the
family fUS(x): x2 Sg. For any a and b in S, we denote by ab the isomorphism
between US(a) and US(b) and we dene an equivalence relation S on V (G) by
xSy , y = ab(x) for some a; b in S:
The S -classes are the elementary prebers parallel to S and all the one element
sets fzg with z in some WS(x) − US(x). Consider the graph G0 deduced from G by
contracting each S -class into a single vertex: the vertex set of G0 is the set of the
S -classes and, for every distinct elements x0 and y0 in V (G0), fx0; y0g is an edge
of G0 if and only if fx; yg2E(G), where x and y are some elements of x0 and y0,
respectively. If we denote by U 0S(x) the quotient set of US(x) and by W
0
S(x) the quotient
set of WS(x), then for every a; b2 S, U 0S(a) and U 0S(b) coincide in G0. Let U 0 :=U 0S(a);
thus W 0S(a) \W 0S(b) =U 0 if a and b are distinct. Since, for every x2 S the subgraphs
of G0 induced by U 0 and W 0S(x) are isomorphic to those induced in G by US(x) and
WS(x), respectively, the set U 0 is a preber of G0. Moreover, if x and y are distinct
elements of S, there are no edges between the sets W 0S(x)−U 0S(x) and W 0S(y)−U 0S(y).
Hence, by Lemma 5.6, the sets W 0S(x) are prebers of G
0.
According to Denition 5:3(2), it results that G is the expansion of G0 with respect
to G[S] and the family fW 0S(x): x2 Sg.
In order to complete the proof by induction on the number of vertices, it remains
to prove that G0 is a ber-complemented graph.
Suppose that S = fx1; : : : ; xng. By Lemma 4.4, the prebers Wi :=WS(xi) and US(xi)
are ber-complemented subgraphs of G; thus there quotient sets W 0i and U
0 are ber-
complemented subgraphs of G0. Since U 0 =W 0i \W 0j for i 6= j, G0 is the result of the
successive amalgams of W 01 and W
0






n. By Lemma 5.7, each
of these amalgams is a ber-complemented graph; thus G0 is ber-complemented.
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(ii) ) (iii): Let G be the graph obtained from some G0 by expansion with respect
to W 01 ; W
0
2 ; : : : ; W
0





Wi and Ui be their copies in G. If for some j, Wj − Uj is nonempty, then clearly G
is the amalgam of its proper subsets Wj and
S
i 6=j Wi, and we are done by induction
on the number of vertices.
Otherwise, if for every i, Wj − Uj = ;, then G0 = G0[U ] and G = G0 C. Since
by induction, G0 can be obtained by successive amalgams of Cartesian products of
elementary graph H1; : : : ; Hk , then G can be obtained by successive amalgams of
H1 C; : : : ; Hk C and we are done.
(iii) ) (i): We proceed by induction on the number of vertices. By Theorem 4.5, ev-
ery Cartesian product of elementary graphs is ber-complemented, and by Lemma 5.7,
every amalgam of ber-complemented graphs is a ber-complemented graph. Thus,
every graph obtained by successive amalgams of Cartesian product of elementary
graphs is ber-complemented, which completes the proof of Theorem 5.4.
6. Decomposition of a ber-complemented graph
6.1. Edge colouring of a ber-complemented graph
Let G be a ber-complemented graph. By Theorem 5.2, it is possible to describe
the class of a given elementary preber S with respect to the parallelism relation (cf.
Lemma 3.2). We assign the same colour to the edges of the subgraphs induced by
each of the prebers of this class. By this denition, a ber-complemented graph is
monochrome if and only if it is an elementary graph. We will use the above dened
notation in Notation 5.1.
Let  :E(G) ! I be this colouring. For each colour i2 I , the relation on V (G)
dened by
aib, a and b are in the same component of G − −1(i)
is an equivalence relation whose classes are fWS(x): x2 Sg for some elementary pre-
ber S whose edges are in the colour class −1(i).
Let Ci be the graph whose vertex set and edge set are
V (Ci) = fWS(x): x2 Sg and E(Ci) = f(WS(x); WS(y)): fx; yg2E(G[S])g
(by Theorem 5.2 this denition is independent of the choice of a representative in the
parallelism class of S). For every i2 I , Ci is isomorphic to the graph induced by any
elementary preber of G with i-coloured edges.
Let SG be the set of the graphs Ci for all i2 I . There exists a natural bijection
from SG into the set of the classes of the parallelism relation on G. Note that this
colouring coincides with the canonical edge colouring dened by Mulder [31] for the
quasi-median graphs and the same processes as in [14] can be used to establish an
isometric embedding theorem and a decomposition theorem.
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6.2. Isometric embedding
Graham and Winkler [24] and later Imrich [27] established a theorem of isometric
embedding into a Cartesian product of graphs by means of the transitive closure ^ of
the Djokovic relation  dened on the vertex set E(G) by
fa; bgfc; dg,d(a; c)− d(a; d) 6= d(b; c)− d(b; d):
If  : E(G) ! J is the canonical surjection with respect to the equivalence re-
lation ^, then it is possible as in Section 6.1 to associate with every ^-class an
equivalence relation  j on V (G) and a graph Tj with V (Tj) = V (G)= j and E(Tj) =
ffa= j; b= jg: fa; bg2E(G); a= j 6= b= jg. By Graham and Winkler’s Theorem, the
canonical injection  : G ! j2J Tj is an isometric irredondant embedding and each
factor is irreducible and this embedding is called the canonical isometric embedding
of G (an isometric embedding  : G ! j2J Tj is irredondant if for every j2 J ,
prj  (G) = Tj and a connected graph T is irreducible if there exists no irredon-
dant isometric embedding  such that  :T ! T1 T2 where T1 and T2 are nontrivial
factors).
Theorem 6.1. Any ber-complemented graph G embeds isometrically into the Carte-
sian product C2SGC.
Proof. According to that precedes, it suces to prove that every ^-class is included
in some colour class.
Let fa; bg and fc; dg be two edges of E(G) with dierent colors i and j; put
S := pref (fa; bg), that is, the preber generated by fa; bg. c and d are adjacent vertices
of some WS(x) with x := projS(c)=projS(d). Then d(a; c)−d(a; d)=d(x; c)−d(x; d)=
d(b; c)−d(b; d) and no i-colored edge can be in relation with respect to  with fa; bg.
It results that the color class of fa; bg contains its ^-class.
The edge coloring is a relation coarser than the relation ^. In fact, the equality of
both relations on G is equivalent to the same equality on every elementary graph C
of SG. If an elementary graph C is the -closure of any of its edges, then obviously
the relations coincide on C since  is transitive on every triangle K3. However, there
exist elementary graphs which are not the -closure of any of their edges (for instance,
the graph of Fig. 3 is an elementary graph with one ^-class, although the -closure
of any edge does not coincide with V (G)), and it is an open problem to characterize
graphs in which both relations coincide. In [13], we showed that every elementary
premedian graph is the -closure of each of its edges. Thus, the irreducible factors of
a pre-median graph are well dened.
Corollary 6.2. Let G be a premedian graph. Then the isometric embedding
 : G ! C2SG C is the canonical isometric embedding in the sense of Graham and
Winkler [24].
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In the following, we will identify G with its image by  in H= C2SGC and we will
consider G as an isometric subgraph of H , and more precisely as an isometric subgraph
of the component of H containing the image by  of any vertex of G (see Section 2.3;
this fact will still be implicit). In particular the notion of box in a Cartesian product
is extended to that of a box in a ber-complemented graph.
Denition 6.3. (1) An induced subgraph of G is a box in G whenever it is a box
in H .
(2) A box B in G is called an elementary box of G if B is a ber of H (i.e., the
nontrivial factors of B are elementary prebers of G).
Corollary 6.4. Let G be a ber-complemented graph which is an isometric subgraph
of H = C2SG C. Then;
1. the vertex set of every elementary box in G is a preber of G;
2. if W is a preber of G; then for every C 2SG; prC(W ) is equal either to V (C)
or to a one-vertex subset of V (C).
Proof. (1) Let B be en elementary box in the ber-complemented graph G. Since B is
a ber of H = C2SG C, V (B) is a preber of H included in G; thus, it is a preber
of G by Lemma 3.5.
(2) For every y in W and every x in V (G) put x0 := projW (x). Then dH (x; y) =
dH (x0; y)+dH (x0; y) since G is an isometric subgraph of H . Thus, dC(prC(x); prC(y))=
dC(prC(x); prC(x
0)) + dC(prC(x
0); prC(y)). Hence prC(W ) is a preber of C. The
preber of C are V (C) and its one-element subsets since C is an elementary ber-
complemented graph. The corollary follows.
6.3. Decomposition
The object of this section is to characterize the ber-complemented graphs which
are Cartesian products of elementary graphs. Sabidussi [36], and later Miller [29] for
the weakly Cartesian product, introduced the relation ^ as the transitive closure of the
relation  =  [  where  is dened on E(G) by
fa; bgfc; dg
, fa; bg and fc; dg are adjacent and not in an induced 4-cycle of G:
Let J :=E(G)=^ be the set of the ^-classes. With the canonical surjection
 : E(G) ! J one can dene a family of equivalence relations ( j)j2J on V(G)
by
a jb , a et b are in the same component of G −  −1(i)
and a family of graphs (Tj)j2J . By Sabidussi (and Miller)’s Theorem the bijection
 : G ! j2J Tj such that, for every a2V (G), (a) := (a= j)j2J is an isomorphism
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and each factor Tj is indecomposable (a connected graph is indecomposable if there
exists no isomorphism  : G ! G1 G2 where G1 and G2 are nontrivial factors).
Lemma 6.5. Let G be a ber-complemented graph. Then the relation ^ contains the
color relation on V (G).
Proof. Let G be a ber-complemented graph and let fa; bg2E(G). We will show that
the color class of fa; bg is included in its ^-class. Put S := pref (fa; bg).
First, every elementary graph C is indecomposable since, by denition, V (C) is the
unique preber of C dierent from a one element set. Hence, the edge set of G[S]
is included in fa; bg=^. Moreover, since ^ contains , fa; bg=^ contains at most one
edge of each elementary preber T parallel to S (this edge is fprojT (a); projT (b)g).
Thus, by transitivity, fa; bg=^ contains all the edges of the subgraphs induced by the
elementary prebers parallel to S, which is precisely the color class of fa; bg.
Theorem 6.6. Let G be a ber-complemented graph. The following are equivalent:
(i) G is a Cartesian product of elementary graphs;
(ii) each factor of the decomposition of G in indecomposable factors in sense of
Sabidussi is an elementary graph;
(iii) G  C2SGC and every C 2SG is an indecomposable factor;
(iv) WS(x) = US(x) for every elementary preber S of G and every x in S;
(v) G contains no g-convex path P= ha; b; ci of length 2 such that fa; bg and fb; cg
are dierently colored.
Proof. The equivalences (i) , (ii) , (iii) result from Sabidussi’s Theorem [36],
Theorem 6.1 and Lemma 6.5.
(iii) ) (iv) results from Theorem 5.2(4) since a ber of the Cartesian product is
isomorphic to a factor and is an elementary preber of G.
(iv)) (ii): Suppose that G is a ber-complemented graph whose decomposition in
indecomposable factors is the Cartesian product j2J Tj. Let Tj be an arbitrary factor. A
copy T of Tj is a p-convex subgraph of G as a ber of the Cartesian product, which
contains some elementary preber S. Since WS(x) = US(x) for every x in S, then
G = G[S] G[US(x)] by Theorem 5.2(4) and the ^-class of the edges of G[S] is a
factor of the decomposition of G. Thus Tj  G[S] and the factors of the decomposition
of G are indecomposable.
(ii) ) (v): Suppose that the Cartesian product of elementary graphs G contains a
g-convex path P = ha; b; ci of length 2 where fa; bg and fb; cg are dierently colored.
Then both edges belong to the same ^-class and a factor of G is not a monochrome
ber-complemented graph. Thus, this factor is not elementary, which contradicts the
conditions in (ii).
(v)) (iv): Suppose that there exist an elementary preber S and x2 S with WS(x) 6=
US(x). Let a2WS(x) − US(x) be a neighbor of b in US(x). This vertex b belongs to
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some elementary preber S 0 parallel to S. Let c be a neighbor of b in S 0. Thus the
path ha; b; ci satises the conditions in (v).
7. Topology generated by the prebers
7.1. Copoints of the p -convexity and topology on the vertex set
Here we present another consequence of Theorem 5.2 which is related to the
p-convexity as dened in Section 3.2.
Theorem 7.1. Let G be a ber-complemented graph and let x2V (G). A preber W
of G is maximal with respect to the property x 62 W if and only if there exist an
elementary preber S containing x and a vertex y in S−fxg such that W=proj−1S (y).
Proof. Let S be an elementary preber and let y2 S−fxg, with WS(y)=proj−1S (y). For
every z in V (G)−WS(y), the preber generated by WS(y)[fzg contains z0 := projS(z)
and the preber
S
t2S US(t) by Theorem 5.2(5). Thus, it contains x. It results that
WS(y) is a preber which is maximal with the property x 62 WS(y).
Conversely, let W be a preber of G which is maximal with respect to the property
x 62 W . Put x0 := projW (x). S is the elementary preber generated by the edge incident
to x of some xx0-geodesic. Put y := projS(x
0).
By Lemma 3.2, the sets projS(W ) and projW (S) are parallel prebers, eventually
equal if S \W 6= ;, and included in S and W , respectively. Since y = projS(x0) and
S is an elementary preber, then projS(W ) is equal to S or to fyg. If projS(W ) = S,
then S and projW (S) are parallel with projW (x) 6= x0, which contradicts the hypothesis.
If projS(W ) = fyg, then W WS(y). Now WS(y) is a preber which is maximal with
respect to the property x 62 WS(y) by the rst part of the proof and so is W by
hypothesis, thus W =WS(y).
Remark 7.2. (1) Let C be a convex structure on a set X and let x2X . An element
C of C which is maximal with the property x 62 C is called a copoint at x (see [41]).
Hammer [26] used the expression semi-space instead of copoint and showed that the
family of all copoints of a convexity C is the unique minimal family which generates
the elements of C by intersection. The notion of copoint is obviously dependent of
the convexity. However, in this paper we consider only copoints with respect to the
p-convexity.
(2) In a median graph the p-convexity and the g-convexity coincide, thus the
half-spaces with respect to g-convexity in [11,12,38] also are the copoints with respect
to p-convexity. More generally, the behavior of the prebers should be compared to
that of the half-spaces in convex median structures [5,39]: a half-space is a copoint of
a convex structure satisfying the separation property S3 and the nearest-point function
coincides with the projection map onto a preber.
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By Theorem 7.1 and Remark 7.2(1) we get immediately the following corollary.
Corollary 7.3. For every ber-complemented graph G; the family
F= fproj−1S (fxg): S is an elementary preber of G; x2 Sg
is the subbase of the p-convexity on V (G) (i.e.; every p-convex set of V (G) is an
intersection of elements of F).
Notation 7.4. We denote by T the topology on a metric space generated by the family
of p-convex sets (i.e., every closed set of T is an arbitrary intersection of nite unions
of p-convex sets).
By Corollary 7.3, the topology T on the vertex set of a ber-complemented graph
G is the weak topology, a subbase of which is (in terms of closed sets) the family
F of all copoints of G. We denote by (V (G);T) this topological space. Note that,
by Remark 7.2(2), the topology T coincides with the topology dened by Tardif [38]
on median graphs with the family of the half-spaces as a subbase with respect to the
g-convexity.
7.2. Compact ber-complemented graphs
In this section devoted to the property of compacticity of the topological space
(V (G);T), we refer to the edge coloring dened in Section 6.1 and to the notations
introduced in Notation 5.1. A classical criterion of compacticity in Graph Theory is the
absence of isometric ray. First, we recall a characterization of graphs without isometric
rays by means of a property which we name the strong Helly Property, in opposite
with the (weak) Helly Property presented in Lemma 3.3 which occurs in any graph.
Lemma 7.5 (Chastand and Polat [15, Proposition 2.4]). If G is a graph without iso-
metric rays; then any (nite or innite) family of pairwise nondisjoint prebers has
a nonempty intersection.
Lemma 7.6. If x and y are two vertices of a ber-complemented graph; then any
two xy-geodesics have exactly the same number of edges of each color.
Proof. The edge coloring of a ber-complemented graph G can be naturally extended
to an edge coloring of H = C2SGC. Let fa; bg be an edge of H . If fa; bg be-
longs to the color class of a factor C in SG, then either fprC(a); prC(b)g2E(C)
or prC(a) = prC(b). For x and y in V (H) the projection of any xy-geodesic onto
C is a prC(a) prC(b)-geodesic. Thus, the number of edges with the color of C in this
xy-geodesic is equal to dC(prC(x); prC(y)). Since dH (x; y)=
P
C2SG dC(prC(x); prC(y)),
it results that two xy-geodesics have the same number of edges with the color of C
and this property also is satised in the isometric subgraph G.
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Lemma 7.7. Let H be a connected subgraph of a ber-complemented graph G and
let e2E(G). If the color of e does not occur in E(H); then e is not an edge of
G[pref (H)].
Proof. Suppose that the edge e is i-colored and let S be the elementary preber gen-
erated by e. Since the i-colored edges are only the edges of the matchings between
the prebers WS(x) for every x in S and H contains no i-colored edges, it results that
V (H) is included in a preber WS(x) for some x in S and thus pref (H) is included
in WS(x) and it does not induce a graph with an i-colored edge.
Theorem 7.8. A ber-complemented graph G contains no isometric ray if and only
if the family of the prebers of G has the strong Helly property and no elementary
preber contains an isometric ray.
Proof. We will prove that a ber-complemented graph without elementary preber
with an isometric ray contains an isometric ray if and only if it contains an innite
family of pairwise intersecting prebers with an empty intersection.
Let P= hx0; x1; x2; : : :i be an isometric ray of a ber-complemented graph G with the
above-dened edge coloring and let Ci be the graph associated with the color i.
Claim. If P contains innitely many i-colored edges; then Ci contains an isometric
ray.
Proof. Let S be an elementary preber of G which induces a subgraph with i-colored
edges and put P0 := projS(P). The length of the projection onto S of any nite path
QP is equal to the number of i-colored edges in Q by Corollary 7:6, thus P0 is an
isometric ray in S. This proves the claim.
It results that by hypothesis, there exists no color, such that innitely many of them
occur in P. We dene the innite sequence (xnk )k>0 of vertices of P as follows.
Put xn0 := x0. Suppose that xnk−1 is already dened. Let nk be the least integer
greater than nk−1 such that, for every n>nk , the edges fxn; xn+1g and fxnk ; xnk+1g
have dierent colors. Put Wk :=
S
j>k pref (fxnj ; xnkg) for every k>0. Wk is a preber
as an increasing union of prebers. Moreover the sequence (Wk)k>0 is a decreasing
chain of pairwise intersecting prebers. Since fxnk−1 ; xnk−1+1g is an edge whose color
does not occur in the ray hxnk ; xnk+1; : : :i, then by Lemma 7.7, xnk−1 does not belong
to Wk .
The x0; xnk -geodesic included in P contains at least k dierent colors which do not
occur in Wk . Put y0 := projWk (x0). In every x0y0-geodesic we can nd edges with at
least k dierent colors by Corollary 7:6. Consequently, dG(x0; Wk)>k for every k>0
and
T
k>0Wk = ;. So we nd an innite family of pairwise intersecting prebers with
an empty intersection.
The converse is a consequence of the strong Helly property (see Lemma 7.5).
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Lemma 7.9. Let G be a ber-complemented graph. The topological space (V (G);T)
is Hausdor if and only if all elementary prebers of G are nite.
Proof. Suppose that all elementary prebers of G are nite. Let x and y be two
vertices of G, let S be the elementary preber generated by the edge incident to x in
some xy-geodesic and put y0 := projS(y). With the usual notation, for every a in S,
WS(a) := proj
−1
S (a). Then the complementary set of WS(a) in V (G) is
S
b2S−fagWS(b)
which is a nite union of copoints by Theorem 5.2. Consequently WS(a) is an open set
of (V (G);T). It results that both WS(x) and WS(y0) are disjoint open sets containing
respectively x and y. Thus (V (G);T) is a Hausdor space.
Conversely, suppose that G contains an innite elementary preber S and let x and
y be two vertices of S. Suppose that there exist two disjoint open sets containing x and
y, whose complementary sets in V (G) are, respectively, the closed sets B and A which
cover V (G) (A and B are intersections of nite unions of copoints). Without loss of
generality, we can consider a closed set X containing x but not y and a closed set Y
containing y but not x, where X and Y are nite unions of copoints with X [Y=V (G).
A copoint is a preber and, by Lemma 4.9, a preber meeting an elementary preber
S contains either one vertex of S or all the vertices of S. Thus, since X is a nite
union of copoints which do not contain y, no copoint of this union contains S and
X contains only nitely, many vertices of S. Since Y has the same properties, X [ Y
does not contain the innite set S and there exist no closed sets A and B satisfying
the above conditions. Thus if (V (G);T) is Hausdor, then G does not contain any
innite elementary preber.
Now we can prove the main theorem on the topological space (V (G);T).
Theorem 7.10. Let G be a ber-complemented graph and let T be the topology on
V (G); a subbase of which is the family of the copoints of G. Then;
1. (V (G);T) is compact if and only if the family of prebers of G has the strong
Helly property;
2. the following are equivalent:
(i) (V (G);T) is a compact Hausdor space;
(ii) the family of prebers of G has the strong Helly property and all elementary
prebers of G are nite;
(iii) G contains no isometric rays and all elementary prebers of G are nite.
Proof. (1) A theorem of Alexander states that a topological space is compact if and
only if a subbase F of closed sets has the nite intersection property (that is, every
family of elements of F has a nonempty intersection whenever each of its nite
sub-family has one), thus the result follows from this (we recall that in every metric
space the family of prebers has the (weak) Helly property).
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(2) By Lemma 7.9, (V (G);T) is Hausdor if and only if all its elementary prebers
are nite. Thus,
(i), (ii) results from (1);
(ii) , (iii) results from Theorem 7.8 (the elementary prebers of G contain no
isometric rays since there are nite).
Corollary 7.11 (Tardif [38, Theorem 1.1]). If G is a median graph; then (V (G);T)
is compact whenever it contains no isometric rays.
8. Automorphisms of a ber-complemented graph without isometric rays
8.1. Maximal copoints of a graph
Denitions 8.1. A maximal preber of a graph G is a preber which is non trivial
(i.e., a preber dierent from V (G) and from a one-vertex set) and maximal with
respect to inclusion. Clearly maximal prebers also are maximal copoints.
Let H be the family of the maximal prebers W such that G − W contains no
maximal preber. We put G0 :=G[
T
H] (G0 :=G if H is empty).
Isbell [28, Theorem 6.7] gave a characterization of cubes as median graphs which
was reformulated by Bandelt and van de Vel [11] (see [39]):
A median graph G is a cube if and only if V (G) = D1 [ D2 for every pair D1; D2
of disjoint half-spaces of G.
This characterization can be extended to the ber-complemented graphs by consider-
ing copoints instead of half-spaces. Moreover, Bandelt and van de Vel [12] dened the
depth of a convex structure as the supremum of the length of the chains of half-spaces.
We dene here, a more generally notion of depth:
The depth of a convex structure is the supremum of the length of the chains of
copoints.
Theorem 8.2. Let G be a ber-complemented graph. The following assertions are
equivalent:
(i) G is a Cartesian product of elementary graphs;
(ii) for every maximal family F of pairwise disjoint copoints; G[
S
F]=G (a family
F of copoints is maximal whenever F =F0 for every family F0 of copoints
with FF0);
(iii) G does not contain two distinct and comparable copoints (i.e.; the depth of G
is equal to 1).
The proof needs two preliminary lemmas.
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Lemma 8.3. Let G be a graph with the family H of prebers and the subgraph G0
as dened in Denition 8:1. Then;
1. for every W and W 0 in H; W \W 0 6= ;;
2. V (G0) is a preber of G if it is nonempty;
3. if G is nonempty and without isometric rays; then G0 is nonempty.
Proof. (1) Let W and W 0 be two elements of H and suppose that W \W 0 = ;. Put





W (x) induces a connected subgraph of G with A=W \B. Moreover
there are no edge between W − A and B − A, and A is a relative preber of B since
W is a preber. By Lemma 5.6, since V (G) =W [B, it results that B is a preber. If
W \W 0= ;, then W 0B−A and W 0 6= B, which is incompatible with the maximality
of W 0 since B is a preber which does not contain any z in W −A. Thus, W \W 0 6= ;.
(2) The intersection of any family of prebers of a graph is either empty or a
preber by Lemma 3.3.
(3) The elements of H are pairwise non disjoint by (1). Thus, by Lemma 7:5 (the
strong Helly Property), if G contains no isometric rays, then
T
H is nonempty.
Lemma 8.4. Let G be a ber-complemented graph; with the family H of prebers
as dened in Denition 8:1:
1: W is a maximal preber of G if and only if; for every x in W; proj−1W (x) is an
elementary preber of G or is equal to fxg and G −W is a nonempty connected
graph.
2: A preber of G belongs toH if and only if it is a maximal copoint which contains
strictly an other copoint.
Proof. (1) Let W be a maximal preber of G. Clearly G − W is connected and
nonempty.
Let x2W with proj−1W (x) 6= fxg, let y be a neighbour of x in G −W and let S be
the elementary preber generated by fx; yg. The maximality of W implies that W is a
copoint at y. Consequently, with the notations introduced in Notation 5:1, W =WS(x)
by Theorem 7.1 and V (G) = pref (W [ fyg) =W [ (Sz2S US(z)) by Theorem 5.2. It
results that for every z 2 S−fxg, WS(z)=US(z) and US(x)=ft 2W : proj−1W (t) 6= ftgg.
Thus, for every t 2US(x), proj−1W (t) is an elementary preber parallel to S by Theorem
5.2 again.
Conversely, let W be a preber of G such that for every x in W , proj−1W (x) is either
an elementary preber of G or equal to fxg. If x2W is such that proj−1W (x) is an
elementary preber S, then necessarily S \W = fxg and W WS(x). Suppose that W
does not meet some elementary preber S 0 parallel to S and put x0 := projS0(x). Then x
0
does not belong to
S
z2S US(z) which is a preber by Theorem 5.2 and the projection
of x0 onto W \ (Sz2S US(z)) is x00 = projW (x) by Lemma 3.2. Thus x00 is an element
of W such that proj−1W (x
00) is not equal to an elementary preber, which contradicts
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the hypothesis on W . It results that W meets all prebers parallel to S, US(x)W
and furthermore WS(z) = US(z) for every z 2 S − fxg. Now suppose that there exists
z in W such that proj−1W (z) is an elementary preber T not parallel to S. By Theorem
5.2(1), there is no path in G −W from a vertex of T − fzg to a vertex of S − fxg,
which contradicts the connectivity of G −W .
It follows that W =WS(x) and





= pref (WS(x) [ fyg)
for every y in V (G)−W by Theorem 5.2(5), which proves the maximality of W .
(2) If W is an element of H, then it is a copoint at every vertex in V (G) − W
and thus it is a maximal copoint. Moreover, it results from (1) that there exist an
elementary preber S in G and x2 S with W =WS(x) 6= US(x). If y in WS(x)−US(x)
is a neighbor of z in WS(x) and if T := pref (fy; zg), then WT (y) is a copoint at z
strictly included in W .
Conversely, let W be a maximal copoint strictly containing another copoint. As a
maximal copoint, W is a maximal preber and by (1) there exist an elementary preber
S of G and a vertex x in S with W =WS(x) and WS(y) 6= US(y) for every y2 S−fxg.
Since W strictly contains an other copoint, then WS(x) 6= US(x). Furthermore, for every
y2 S −fxg, US(y) is not a maximal preber since it is included in
S
t2S US(t) which
is a preber dierent from V (G). Consequently, W is an element of H.
Proof of Theorem 8.2. We use the notations dened in Notation 5:1.
Remark. Let W be a copoint of G. By Theorem 7.1, there exist an elementary preber
S of G and a vertex x2 S with W = WS(x). Let W 0 be a copoint included in W . If
W 0 meets US(x), it contains a vertex y0 in some elementary preber S 0 parallel to S
with y0 = projS0(y). Then W
0 =WS0(y0) =WS(y) by Theorem 5.2 and thus W 0 =W .
It results that if W 0 is strictly included in W , then W 0WS(x)− US(x).
(i) ) (ii): Let F be a maximal family of copoints of G and let W 2F. There
exist an elementary preber S and a vertex x of S with W =WS(x) by Theorem 7.1.
Let W 0 be an other element of F. Since G is a Cartesian product, W 0 meets some
elementary preber S 0 parallel to S. Since S 0 also meets W , S 0 is not included in W 0
and S 0 \ W 0 contains a unique vertex y0 of S 0, and thus W 0WS0(y0). Otherwise,
since G is a Cartesian product, WS0(y0) = US0(y0) by Theorem 6.6, W 0 =WS0(y0) by
the above remark and W 0 = WS(y) with y = projS(y
0). It follows that F is equal
to the family fWS(y): y2 Sg which is a partition of V (G) by Theorem 5.2 and thusS
F= V (G).
(ii)) (iii): Suppose that there exists a copoint W strictly containing another one. We
will construct a maximal family F0 of copoints with
S
F0 6= V (G) as follows. There
exist an elementary preber S and x2 S with W = WS(x). Every copoint W 0 strictly
included in W is included in WS(x)−US(x) by the above remark. Let F00 a maximal
family of copoints included in WS(x)−US(x). Then F0 :=F00[fWS(y): y2 S−fxgg
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is a maximal family of copoints with
S
F0 6= V (G) since no element of F0 contains
the vertex x.
(iii) ) (i): If G is not a Cartesian product of elementary graphs, then, by Theorem
6:5, it contains two adjacent edges fa; bg and fb; cg which induce a p-convex path
of length 2 and generate two distinct elementary prebers S and T , respectively. Thus
WT (c) is included in WS(b). Since b 62 WT (c), this inclusion is strict and WS(b) is a
copoint at a strictly containing a copoint at b.
Corollary 8.5. Let G be a ber-complemented graph without isometric rays. If G is
not a Cartesian product of elementary graphs; then G 6= G0.
Proof. If G is not a Cartesian product of elementary graphs, then by Theorem 8.2,
there exists a chain of copoints with length greater than 1. We will show that this
length is nite if G contains no isometric rays.
Let (Cn)n>0 be an increasing chain of copoints of G. For every n>0, Cn is a copoint
at some vertex yn which is a neighbor of some xn 2Cn. Let Sn be the elementary
preber generated by xn and yn. By Theorem 7.1, Cn = WSn(xn) and thus, Cn+1 is
a copoint at some yn+1 2WSn(zn) for some zn 2 Sn such that zn = projSn(yn+1). Put
Tn :=
S
x2Sn−fzngWSn(x) (note that Tn is the union of copoints at zn). The complement
of Tn in V (G) is WSn(zn) by Theorem 5.2 and thus, for every k >n, Ck − Tn = Ck \
WSn(zn) is a nonempty preber not containing Cn. Then ((
S
k>0 Ck) − Tn)n>0 is a
family F of pairwise intersecting prebers. Hence for every n>0, CnTn,
T
F is
included in the intersection of the family ((
S
k>0 Ck) − Cn)n>0 which is empty. By
Theorem 7.10, this fact contradicts the absence of isometric rays in G. Thus the chain
(Cn)n>0 is nite.
It results that every strictly increasing chain of copoints is nite. Consequently,
the greatest element of a maximal chain is a maximal copoint which strictly contains
another one and thus it belongs to H by Lemma 8.4. Then G0 6= G since H is
nonempty.
8.2. Invariant subgraphs by automorphisms
Lemma 8.6. Let G be a ber-complemented graph with the family of prebers H
and the subgraph G0 as dened in Denition 8:1:
(1) If f is an automorphism of G; then for every W 2H; f(W ) belongs to H.
(2) If G0 is nonempty; then G0 is an invariant ber-complemented subgraph of G.
Proof. (1) Since f preserves the distances, f(W ) is a preber of G. This preber is
an element of H since, if there exists a preber W 0 in H strictly containing f(W ),
then f−1(f(W )) will be a preber dierent from V (G) and strictly containing W ,
which contradicts Lemma 8.4.
Condition (2) is an immediate consequence of (1).
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Denition 8.7. For every graph G and every ordinal , we dene by induction G()
as follows:
 G(0) :=G;
 G(+1) := (G())0;
 G() := T< G() if  is a limit ordinal.
The ordinal (G) is the least ordinal  with G(+1) = G() and G(1) :=G((G)).
By this denition and Lemma 8.3 it results by induction on  that for every ordinal
, V (G()) is either empty or a preber of G, and if G is nonempty and without
isometric rays, then G(1) is nonempty. Now, we can state the main theorem of this
section and corollaries related to some subclasses.
Theorem 8.8. Every ber-complemented graph G without isometric rays contains an
invariant elementary box which is generated by nitely many elementary prebers of
G (i.e.; with nitely many non trivial factors which are elementary graphs).
Proof. G() is a ber-complemented graph for every ordinal , since its vertex set is a
preber of a ber-complemented graph, and G(1) is an invariant ber-complemented
subgraph of G by Lemma 8.6. Otherwise, by Corollary 8.5, G(1) is a Cartesian product
of elementary graphs. Since V (G(1)) is a preber of G, then for every C 2SG,
prC(G
(1)) is equal either to C or to a one-vertex set included in C by Corollary 6.4
and every nontrivial factor of G(1) is isomorphic to some elementary preber of G.
The absence of isometric rays implies that there are nitely many factors.
Corollary 8.9. (1) Every median graph without isometric rays contains an invariant
nite cube [38, Theorem 1:2(1)].
(2) Every quasi-median graph without isometric rays contains an invariant
Hamming graph with nitely many factors [15, Theorem 4:8].
(3) Every pseudo-median graph without isometric rays contains an invariant
elementary box generated by nitely many elementary prebers (this box is the
Cartesian product of an elementary pseudo-median graph and a nite cube).
(4) Every weakly median graph without isometric rays contains an invariant ele-
mentary box generated by nitely many elementary prebers (this box is the Carte-
sian product of elementary weakly median graphs).
8.3. Invariant regular subgraphs
Some elementary graphs are regular graphs (the complete graphs possibly minus
a perfect matching), some other strictly contain an invariant regular subgraph (by
example, every nite bridged graph is dismantlable [20] and contains an invariant
complete graph (proof in [11]). More generally, so are the rayless strongly dismantlable
graphs [34] and in particular the Helly graphs and the bridged graphs [35].
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If the factors of the invariant box in Theorem 8.8 had the same property, this box
would also contain a regular invariant subgraph and we could generalize the results of
Bandelt and Mulder [9] for nite pseudo-modular graphs and of Bandelt and Chepoi
[3] for weakly median graphs.
Problem. Which are the (innite) elementary graphs which contain an invariant reg-
ular subgraph?
8.4. Endomorphisms
With Theorem 8.8 we can simply study the endomorphisms (or contractions) of a
rayless interval-nite (i.e., whose intervals are nite) premedian graph by means of
two lemmas.
Lemma 8.10 (Chastand and Polat [15, Lemma 4:13]). Let G be a rayless graph. If
all intervals of G are nite; then the g-convex hull of every nite set of vertices of
G is nite.
Lemma 8.11 (Polat [33, Corollary 2:4]). Every contraction of a connected rayless graph
stabilizes a nonempty nite subgraph.
Theorem 8.12. If G is a rayless interval-nite premedian graph; then every
contraction of G strictly stabilizes a nite subgraph which is a Cartesian product
of elementary premedian graphs.
Proof. Let f be an endomorphism of a rayless interval-nite premedian graph G. By
Lemmas 8:10 and 8:12 there exists a nite subset F of V (G) with f(F)=F and with
a nite g-convex hull F0. By convexity, G[F0] is premedian.
For every n>0, put Fn+1 :=f(Fn) \ F0 and F :=
T
n6=0 Fn. Since F0 is nite and
F  F , then F is a nite nonempty subset of V (G) with f( F)= F . We will prove that
G[ F] is a premedian graph. Obviously, G[ F] does not contain the graphs of Figs. 1
and 2 of Denition 4.12 as induced subgraphs. It suces to check that F has the 5-
and the -property.
Let u; v; w be three vertices of F with dG(u; v) = dG(u; w) = k and dG(v; w) = 1 and
let X be the set of the neighbors x in F0 of v and w such that dG(u; x) = k − 1 (note
that X is nonempty since G[F0] is premedian).
We will show that X \ F is nonempty. First, notice that there exists an integer
p with fp(x) = x for every x in F0 by the niteness of X . Thus for every m>0,
dG(fmp(u); fmp(v)) = dG(u; v) = k and for every n>0, dG(fn(u); fn(v)) = k since f
is a contraction. It results that for every x in X and for every n>0, fn(x) belongs
to Fn: this fact is obvious for n = 0. Suppose that fn(x)2Fn for some n 6= 0. Then
fn+1(x)2F0 since x2 IG(u; v) and F0 is g-convex, thus fn+1(x)2f (Fn) \ F0 = Fn+1.
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Consequently, fmp(x)2X \Fmp for every m>0. Thus, X \Fmp 6= ; and X \Fn 6= ;
for every n>0. Hence X \ F 6= ; and F has the 5-property. One can prove analogously
that F has the -property too.
Then F is a nite nonempty premedian graph and the restriction of f to F is an
automorphism of G[ F]. It results by Theorem 8.8 that G[ F] contains a nite invariant
subgraph which is a Cartesian product of elementary premedian graphs.
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