Abstract: A system of dynamically consistent nonlinear evaluation (F-evaluation) provides an ideal characterization for the dynamical behaviors of risk measures and the pricing of contingent claims. The purpose of this paper is to study the representation for the F-evaluation by the solution of a backward stochastic differential equation (BSDE). Under a general domination condition, we prove that any F-evaluation can be represented by the solution of a BSDE with a generator which is Lipschitz in y and uniformly continuous in z.
Introduction
The notion of g-expectation was introduced by Peng [12] in 1997 via the solution of a BSDE. g-expectation is a dynamically consistent nonlinear expectation and it has many applications in utilities and risk measures. An axiomatic system of dynamically consistent nonlinear expectation (F-expectation for short) was introduced by Coquet et al. [3] in 2002. It was shown in Coquet et al. [3] that, under a certain domination condition, any F-expectation can be represented as a g-expectation. Note that the g-expectation involved in the representation theorem in [3] was defined by a BSDE with a generator Lipschitz in z and independent of y. As an extension of the representation in [3] to a Lévy filtration, Royer [18] obtained a corresponding representation by g-expectations defined via BSDEs with jumps. In 2012, Cohen [2] obtained a corresponding representation, within a general filtration, by a g-expectation defined via a BSDE in a general probability space. Note that the domination conditions in [18] and [2] are both similar to that of [3] . Consequently, the g-expectations involved in the representation theorems in [18] and [2] are both defined by BSDEs with Lipschitz generators. In 2008, Hu et al. [7] considered a quadratic F-expectation, and showed that, under three domination conditions, any quadratic Fexpectation can be represented as a g-expectation defined by a BSDE with a quadratic growth. Recently, under a domination condition more general than that of [3] , Zheng and Li [19] obtained a representation theorem by a g-expectation defined by a BSDE whose generator is independent of y, uniformly continuous in z.
It is well known that the famous Black-Scholes option pricing model is a linear BSDE. Peng [16] defined a g-evaluation by the solution of a nonlinear BSDE and used this g-evaluation as a general pricing model. For quadratic g-evaluations, we refer to Ma and Yao [11] . In [14, 16] , Peng introduced an axiomatic system of dynamically consistent nonlinear evaluation (Fevaluation for short). The concept of F-evaluation is a natural extension of the concept of F-expectation. In [13, 14] , Peng proved that any F-evaluation E s,t [·] is a g-evaluation under the following domination condition:
where E µ,µ s,t [·] is a g-evaluation defined by the solution of a BSDE with a generator of the form g(y, z) = µ|y| + µ|z| for some constant µ > 0. Note that the g-evaluation involved in the representation theorem in [14] is defined by a BSDE whose generator is Lipschitz in y and z. Recently, based on the representation in [14] , Hu [6] obtained a representation for F-evaluations with L p terminal variables (p > 1) under the domination condition (1.1).
The main reason for studying this topic is that the axiomatic systems of F-evaluations and F-expectations provide an ideal characterization of the dynamical behaviors of risk measures and the pricing of contingent claims (see [14, 16] ). The representation theorems for F-evaluations and F-expectations mean that any risk measure and the pricing of contingent claims can be represented as the solution of a BSDE under some conditions. Peng raised the following interesting question in [14] : are the notions of g-expectations and g-evaluations general enough to represent all "regular enough" dynamically consistent nonlinear expectations and evaluations? This paper is devoted to this question. We will show that any F-evaluation E s,t [·] is a g-evaluation, provided that the following general domination condition holds:
where E µ,φ s,t [·] is a g-evaluation defined by the solution of a BSDE with a generator of the form g(y, z) = µ|y|+φ(|z|), where µ > 0 is a constant and φ(·) : R + → R + , is a continuous, increasing, subadditive function with φ(0) = 0 and satisfies a linear growth condition. The g-evaluation in our representation theorem is defined by a BSDE whose generator is Lipschitz in y and uniformly continuous in z.
The main result of this paper is an extension of the main results in [3, 13, 14] . It also generalizes the main result in our recent work [19] . The paper [19] used a method developed in [3] and heavily dependent on the translation invariance of the F-expectation. The present paper follows the methods developed in [14] , but the argument is by no means easy. For example, some of the estimates crucial in the proof of the main result of [14] are not true in our setting. We have to develop some techniques to overcome the various difficulties arising from the lack of Lipschitz continuity. Estimate on the solution of the BSDEs and the localization technique play important roles in our proofs. We now point out a few differences between the present work and [14] .
(i) In [14] , the introduction of E s,t [·; K] needs some convergence results which guaranteed by the estimates in [14, Theorem 4.1 and Corollary 5.8]. We establish these convergence results in our setting by using an approximation method. We also use a different method to prove the E s,t [·] admits a RCLL version (see Lemma 3.11).
(ii) In [14] , the definition of E σ,τ [·] with σ, τ ∈ T 0,T and the proof of optional stopping theorem for E s,t [·]-supermartingales depend on some L 2 estimates given in [14, Corollary 10.15 and Lemma 10.16] . In this paper, we prove a crucial estimate for E g s,t [·; K] in the L ∞ sense for bounded terminal variables and bounded K of the form K t = t 0 γ s ds (see Lemma 2.6 ). This estimate helps us to get some important convergence results (see Lemma 4.2) . With the help of these convergence results, we extend the definition of F-evaluation E s,t [·; K] to E σ,τ [·; K] with σ, τ ∈ T 0,T for a special kind of K. Moreover, we also prove an optional stopping theorem for locally bounded E s,t [·; K]-supermartingales (see Lemma 4.7).
(iii) In [14] This paper is organized as follows. In the next section, we will recall the definitions of gevaluation, g-martingale and prove some important convergence results and estimates. In Section 3, we will recall the definitions of F-evaluation E s,t [·], E s,t [·]-martingale and prove some useful properties. In Section 4, we will establish an optional stopping theorem for locally bounded E s,t [·; K]-supermartingales. In Section 5, we will give a Doob-Meyer decomposition for locally bounded E s,t [·]-supermartingales. In Section 6, we will prove the main result of this paper: a representation theorem for F-evaluations.
g-evaluations and related properties
In this paper, we consider a complete probability space (Ω, F, P ) on which a d-dimensional standard Brownian motion (B t ) t≥0 is defined. Let (F t ) t≥0 denote the natural filtration generated by (B t ) t≥0 , augmented by the P -null sets of F. Let |z| denote the Euclidean norm of z ∈ R d and T > 0 be a given time horizon. For stopping times τ 1 and τ 2 satisfying τ 1 ≤ τ 2 ≤ T, let T τ 1 ,τ 2 be the set of all stopping times τ satisfying τ 1 ≤ τ ≤ τ 2 . Let T 0 τ 1 ,τ 2 be a subset of T τ 1 ,τ 2 such that any member in T 0 τ 1 ,τ 2 takes values in a finite set. For τ ∈ T 0,T , we define the following usual spaces:
for convention and make the same treatment for the above notations of other spaces.
In this paper, we consider a function g
For the function g, in this paper, we make the following assumptions:
• (A1). There exists a constant µ > 0 and a continuous function φ(·), such that dP × dt − a.e., ∀(
where φ(·) : R + → R + , is subadditive and increasing with φ(0) = 0 and has a linear growth with constant ν, i.e., ∀x ∈ R d , φ(|x|) ≤ ν(|x| + 1);
• (A3). dP × dt − a.e., g(t, 0, 0) = 0.
For each (t, y, z) ∈ [0, T ] × R × R d and m > (µ ∨ ν) for µ and ν given in (A1), we define
where Q is the rational set. Note that if g satisfies (A1) and (A2), then by Lepeltier and San Martin [10, Lemma 1], for each (t, y, z)
is increasing (resp. decreasing) in m and converges to g(t, y, z), as m → ∞. We also have for each t ∈ [0, T ], g m (t, y, z) (resp. g m (t, y, z)) is Lipschitz in (y, z) with constant m and linear growth in (y, z) with constant (µ ∨ ν). For τ ∈ T 0,T , we consider the following BSDE with parameter (g, ξ, K, τ ) :
If the generator g satisfies (A1) and
Note that since φ given in (A1) is subadditive and increasing, then we have µ|y| + φ(|z|) satisfies (A1) and (A2). Thus BSDE with parameter (µ|y| + φ(|z|), ξ, K, τ ) (resp. (−µ|y| − φ(|z|), ξ, K, τ )) has a unique solution.
Now, we introduce the definition of g-evaluation, which is introduced by Peng [14, 16] in Lipschitz case, then by Ma and Yao [11] in quadratic case.
and (Y t , Z t ) be the solution of BSDE with parameter (g, ξ, K, τ ). We denote the
), if g = µ|y| + φ(|z|) (resp. g = −µ|y| − φ(|z|)) for function φ(·) and constant µ > 0, and denote E g σ,τ by E µ,µ σ,τ (resp. denote
The following Remark 2.2 contains two simple properties of
Remark 2.2 Let g satisfy (A1) and (A2), σ, τ ∈ T 0,T and σ ≤ τ.
(ii) by comparison theorem (see Jia [8, Theorem 3.6 .3]), we can get
from the similar argument as Peng [14, Corollary 4.4] .
In the following, we will prove some convergence results and estimates for solutions of BSDEs under (A1) and (A2), which play an important role in this paper. 
By (2.3), we have for each s ∈ [0, T ],
and
By (2.4)-(2.9), we can complete the proof. ✷ Lemma 2.6 Let g satisfy (A1) and (A2) with g(
.
Proof
. By Fan and Jiang [5, Lemma 4], we have
Then, by (A1), we have
For X ∈ L ∞ (F τ ), we consider the following BSDE:
By linearization for (2.12) and K s = t 0 γ s ds, we have
where 
where
Let Q be a probability measure such that
From this, it follows that
Thus we have
(2.15)
Similarly, we have
(2.16) On the other hand, by comparison theorem (see Jia [8, Theorem 3.6 .3]), we have ∀s ∈ [0, T ],
Thus by (2.15)-(2.17), (2.11), the continuity of φ and φ(0) = 0, we have
as n → ∞. The proof is complete. ✷
Lemma 2.7 Let g satisfies (A1) and (A2) with
Clearly, g X satisfies (A1) and (A2) with g X (s, 0, 0) ∈ L ∞ F (0, T ). Then by the uniqueness of solutions, we can check that for each s ∈ [0, T ],
Thus by Lemma 2.6, (2.18) and (A1), we have
Proof. For m > (µ ∨ ν), let g m and g m be defined as in (2.1) and (2.2), respectively. Firstly, we can get
In the above, C is a constant only dependent on m, µ and T, the first inequality is due to "Consistency", the second inequality is due to the fact g m and g m are both Lipschitz with constant m and (ii) in Remark 2.2, the third inequality is due to Lemma 2.6, the last equality is due to Lemma 2.7. Similarly, we also have
Then we can complete this proof from the following inequality
In the above, C is a constant only dependent on m and T, the first inequality is due to the arguments of (2.8) and (2.9), the second inequality is due to the fact g m and g m are both Lipschitz with constant m and (ii) in Remark 2.2, the third inequality is due to the fact τ ≤ τ n , the fourth equality is due to Peng [14, Lemma 10.14, Equation (10.31)], (2.19), (2.7), (2.20) and (2.6). ✷
Dynamically consistent nonlinear evaluations
In this section, we will give the definitions of F-evaluation (E s,t [·]) 0≤s≤t≤T and related Fevaluation (E s,t [·, K]) 0≤s≤t≤T introduced by Peng [14, 16] . F-evaluation provides an ideal characterization for the dynamical behaviors of the risk measures and the pricing of contingent claims (see Peng [14, 16] for details).
Definition 3.1 Define a system of operators:
The system is called a filtration consistent evaluation (F-evaluation for short), if it satisfies the following aximos:
Now we further give some conditions for F-evaluation E s,t [·], where (H1) is the E µ,φ s,t -domination property mentioned in the Introduction (see (1.2)).
where µ and φ(·) is the constant and function given in (A1), respectively.
• (H2). For each 0 ≤ s ≤ t ≤ T, we have E s,t [0] = 0, P − a.s. • (H3). "0-1 Law": For each 0 ≤ s ≤ t ≤ T and ξ ∈ L 2 (F t ), we have Now, we give the definition of F-expectation introduced in Coquet et al. [3] and Peng [16] . F-expectation is a special case of F-evaluation. For the representation of F-expectations by solutions of BSDEs, we refer to Coquet et al. [3] , Hu et al. [7] and Zheng and Li [19] for Brownian filtration and Cohen [2] and Royer [18] for general filtration. 
The system is called a filtration consistent condition expectation (F-expectation for short), if it satisfies the following aximos:
F (0, T ), using the method in Peng [14, Section 5] . We only sketch this definition. We divide this definition into two steps.
Step I. Firstly, we define the space of step processes: D 2,0 
and for each K, K ′ ∈ D 2,0
We further have the following consequence.
Proof. By Proposition 3.5, Lemma 2.5 and the fact E 
The proof is complete. ✷
Step II. 
By Definition of E s,t [·; K], Proposition 3.5 and Lemma 2.5, we can get Proposition 3.7, immediately. We omit its proof.
For F-evaluation E s,t [·; K], we further have the the following properties.
Proof. By (3.1), we have ∀s ∈ [0, t],
By (3.3), (H2) and (3.2), we have ∀s ∈ [0, t], P − a.s.,
Then we obtain (i). We can easily check ∀s ∈ [0, t], 
Thus, (ii) is true. The proof is complete. ✷
Proof. By (3.2) and the proof of Proposition 3.6, we can complete this proof. ✷
Lemma 3.11 Let F-evaluation E s,t [·] satisfy (H1) and (H2). Then for each
Proof. Given t ∈ [0, T ]. As (2.1) and (2.2), we can find two functions g i (y, z) : R × R d → R, i = 1, 2, which both satisfy (A2) and are both Lipschitz in (y, z) with some constant C 0 , such that for each (y, z) ∈ R × R d , g 1 ≤ −µ|y| − φ(|z|) and g 2 ≥ µ|y| + φ(|z|).
By (i) in Corollary 3.8 and comparison theorem (see Jia [9, Theorem 3.1]), we have for each X ∈ L 2 (F t ) and s ∈ [0, t] 
(3.8) We also have for r ∈ [0, t),
where C is a constant only dependent on T and C 0 . In (3.9), the first inequality is from an element estimate of BSDE (see Briand et al. [1, Proposition 2.2]), the second inequality is from (3.7) and Cauchy-Schwarz inequality, the equality is due to the fact g 2 satisfies (A2). By "Consistency" of E r,t [·], (ii) in Corollary 3.8 and (3.4), we have P − a.s.,
(3.10)
By (3.8)-(3.10), we get that for r ∈ [0, t), E r,t [X] = Y r , P − a.s. The proof is complete. ✷
We will always take a RCLL version of E r,t [·] . Furthermore, we have In this section, we will firstly extend the definition of F-evaluation E s,t [·] to E σ,τ [·] with σ, τ ∈ T 0,T . We divide this extension into three steps.
Step I. Let F-evaluation E s,t [·] satisfy (H1) and (H2). By the same argument as Peng [ 
Lemma 4.1 The system of operators
Step II. In this step, we will extend the definition of
, with σ, τ ∈ T 0,T for bounded terminal variable. We need the following convergence results.
Lemma 4.2 Let F-evaluation E s,t [·] satisfy (H1) and (H2)
. Let τ ∈ T 0,T and {τ n } n≥1 ⊂ T 0 0,T be a decreasing sequence such that for each n ≥ 1, τ n ≥ τ. Then we have
, and τ n − τ ∞ → 0, as n → ∞, then we have
Proof. By (4.2), we have
Then by Lemma 2.6, we obtain (i). By (4.2), we have
Then by Lemma 2.8, we obtain (ii). By "Consistency", (4.2) and Lemma 2.6, we can deduce
Then by Lemma 2.7, we can obtain (iii). The proof is complete. ✷ By (iii) in Lemma 4.2, the following Definition 4.3 is well defined.
Definition 4.3 Let F-evaluation E s,t [·] satisfy (H1) and (H2),
Lemma 4.4 The system of operators
E σ,τ [·] : L ∞ (F τ ) −→ L ∞ (F σ ), σ ≤ τ, σ, τ ∈ T 0,T , satisfy (i) Monotonicity: E σ,τ [ξ] ≥ E σ,τ [η], P − a.s., if ξ, η ∈ L ∞ (F τ ) and ξ ≥ η, P − a.s.; (ii) E τ,τ [ξ] = ξ, P − a.s., if ξ ∈ L ∞ (F τ ); (iii) Consistency: E σ,ρ [E ρ,τ [ξ]] = E σ,τ [ξ], P − a.s., if σ ≤ ρ ≤ τ and ξ ∈ L ∞ (F τ ), ρ ∈ T 0,T ; (iv) "0-1 Law": 1 A E σ,τ [ξ] = E σ,τ [1 A ξ], P − a.s., if A ∈ F σ , ξ ∈ L ∞ (F τ ); (v) For K t = t 0 γ s ds with γ s ∈ L ∞ F (0, T ), E σ,τ [·; K] satisfies
the above (i)-(iii) and
Proof. For τ ∈ T 0,T , we can find a decreasing sequence {τ n } n≥1 ⊂ T 0 0,T such that τ n −τ ∞ → 0, as n → ∞, by setting 
− X| = 0, P − a.s. Then (ii) is true. Now, we prove (iii). For δ ∈ T 0 0,T , let {ρ n } n≥1 ⊂ T 0 0,T be a decreasing sequence such that ρ n ≤ δ and ρ n − ρ ∞ → 0, as n → ∞.
By (vi) in Lemma 4.1 and Lemma 2.6, we have E δ∧·,δ [X] ∈ D ∞ F (0, δ). By this and dominated convergence theorem, we have
Thus by (4.5), (ii) in Lemma 4.2 and Definition 4.3, we can get
By this and (4.4), we have
. Thus, we have
By Definition 4.3, we have
From this, (4.3) and the same proof of (i) in Lemma 4.2, we can get
By (4.6), (4.7) and Definition 4.3, we have
Thus, (iii) is true. By (v) in Lemma 4.1 and the similar argument as (i)-(iv), we can obtain (v).
Step III. For τ ∈ T 0,T , we denote the following space:
Consequently, by (4.3), we have
By this and Lemma 2.5, we have for
By (4.3), (4.8) and Lemma 2.
From this and the same proof of Proposition 3.6, it follows that 
satisfies the above (i)-(iii) and
Proof. Clearly, we only need prove (v) and (vi). Given τ ∈ T 0,T , for σ, τ ′ ∈ T 0,T and σ ≤ τ ′ ≤ τ, we can firstly prove (vi) and that E σ,τ ′ [·; K] satisfies (i) by Lemma 4.4 and Definition 4.5, immediately. Then we can prove that E σ,τ ′ [·; K] satisfies (ii) by (vi) like the proof of (ii) in Lemma 4.4. In the following, we will prove
For ρ ∈ T 0,T and σ ≤ ρ ≤ τ ′ . by (vi), comparison theorem and "Consistency", we have P − a.s.,
Similarly, we have P − a.s.,
Thus, by the above two inequalities and Lemma 2.5, we have
as n → ∞. Similar argument as the above gives
as n → ∞. By (v) in Lemma 4.4, we have
From the above three equalities, it follows that
. By (4.9), for A ∈ F σ , we have
as n → ∞. Thus, by (v) in Lemma 4.4, we have
The following Lemma 4.7 is an optional stopping theorem for locally bounded E s,t [·; K]-supermartingales, which is crucial in the proof of Lemma 4.8 and Proposition 5.5.
Lemma 4.7 Let F-evaluation E s,t [·] satisfy (H1) and (H2),
Proof. We only prove the E s,t [·; K]-supermartingales case. The E s,t [·; K]-submartingales case is similar. we prove it by two steps.
Step 
Step B. Let σ, τ ′ ∈ T 0,T , σ ≤ τ ′ ≤ τ, and {τ ′ n } n≥1 ⊂ T 0 0,T is a decreasing sequence such that τ ′ n − τ ′ ∞ → 0. By Step A, we have
and 
By (4.10) and (4.12), we complete this proof. ✷
Lemma 4.8 Let g satisfy (A1) and (A2),
Proof. By Remark 3.3 and the above arguments of this section, we can get the optimal stopping theorem (Lemma 4.7) also holds true for Y t . That is, for σ,
By (i) in Remark 2.2 and (4.13), for σ, τ ′ ∈ T 0,T satisfying σ ≤ τ ′ ≤ τ, we have 
From this, we can get
The proof is complete. ✷ Now, we give the following Lemma 4.9, which is important in the proof of Theorem 5.4.
Lemma 4.9 Let F-expectation E s,t [·] satisfy (H1) and (H2),
K t = t 0 γ s ds with γ s ∈ L ∞ F (0, T ). Let τ ∈ T 0,T and X ∈ L ∞ (F τ ). For σ ∈ T 0,T satisfying σ ≤ τ, we set Y τ,X,K σ := E σ,τ [X; K].
Then there exists a pair
Proof. By (vi) in Lemma 4.4 and "Consistency", for σ, τ ′ ∈ T 0,T satisfying σ ≤ τ ′ ≤ τ, we have
Clearly, one can find the proof of Lemma 4.8 is based on (4.13). Thus, by (4.14), we can get there exists a process A − s ∈ D 2 F (0, τ ), which is increasing with
Similarly, we also can show there exists a process A + s ∈ D 2 F (0, τ ), which is increasing with A + 0 = 0 such that for each t ∈ [0, T ], we have 
, Lemma 2.6 and Lemma 4.9.
Doob-Meyer decomposition of E s,t [·]-supermartingales
In this section, we will study the Doob-Meyer decomposition of E s,t [·]-supermartingales. It is obtained in a locally bounded case. Given a function f : Ω × [0, T ] × R −→ R, in this paper, we always suppose f satisfy the following Lipschitz condition:
Now, we consider the following BSDE denoted by E(f, X, T ) under F-evaluation E s,t [·] :
Proof. For y s ∈ S ∞ F (0, T ), set
Since f satisfies Lipschitz condition, y s ∈ S ∞ F (0, T ) and f (·, 0) ∈ L ∞ F (0, T ), thus we have
Then by Remark 4.10, we have I(y s ) ∈ S ∞ F (0, T ). Thus
By (4.3), for each y 1 s , y 2 s ∈ S ∞ F (0, T ), we have
By Lemma 2.6, we can get
Thus from above three inequalities, there exists a constant β > 0 such that if T ≤ β, we have
Consequently, in the case that T ≤ β, I(·) is a strict contraction. The proof is complete. In the case that T > β, we can complete the proof using a "patching-up" method given in Hu et al. [7, Proposition 4.4] . We take a partition of [0, T ] : 0 = t 0 < t 1 < · · · < t N = T such that max n |t n − t n−1 | ≤ β. In view of Lemma 2.6, we can prove E(f, t N , X) has a unique solution on [t N −1 , t N ] by the above argument, we denote the solution by y N s , s ∈ [t N −1 , t N ]. Similarly, we can solve E(f, t n−1 , y n t n−1 ) on [t n−2 , t n−1 ], and denote its solution by y n−1 s , s ∈ [t n−2 , t n−1 ], 2 ≤ n ≤ N . Now, we set y s := y n s , s ∈ [t n−1 , t n ], 1 ≤ n ≤ N, we will show y t is a solution of , we can get the following comparison theorem for E(f, T, X). We omit its proof here.
Let y s be the solution of E(f, T, X) andȳ s be the solution of the following E(f + η s , T,X):
Then we have ∀s ∈ [0, T ],ȳ s ≥ y s , P − a.s. (ii) Theorem 5.1 and Theorem 5.2 are for E(f, T, X) with given deterministic terminal time T. In fact, we can also obtain the same conclusion for E(f, τ, X) with τ ∈ T 0,T , from the same arguments.
The following Theorem 5.4 is a Doob-Meyer type decomposition for locally bounded E s,t [·; K]-supermartingales, which generalizes the corresponding result in Lemma 4.9.
and there exists a pair
and ∀t ∈ [0, T ],
Z r dB r , P − a.s.
Moreover for any
Proof. For n ≥ 1, we consider the following BSDE under F-evaluation E s,t [·]:
By Theorem 5.1 and Remark 5.3, the above BSDE (5.1) has a unique solution y n t ∈ S ∞ F (0, τ ). Then we have the following Proposition 5.5. 5) and ∀t ∈ [0, T ],
We further have Proposition 5.6 There exists a constant C independent on n, such that
Proof. The proof is similar as Zheng and Li [19, Proposition 4 .2], we give it here for convenience. In this proof, C is assumed as a constant independent on n, its value may change line by line. By Proposition 5.5, we get that
By (5.6), (5.4), (5.8) and the fact that φ has a linear growth, we have
Applying Itô formula to |y n t | 2 , and by (5.4), (5.8), the fact that φ has a linear growth, and the inequality 2ab ≤ βa 2 + b 2 β , β > 0, we have
By above two inequalities, we can complete the proof. ✷ By (5.4), (5.8), (i) in Proposition 5.6 and linear growth of φ, there exists a constant C independent n such that
as n → ∞. By above arguments, we can apply the monotonic limit theorem (see Peng [15, Theorem 2.1] or Peng [16, Theorem 7.2] ) to the forward version of (5.6), then we can get
where Then by this and Lebesgue dominated convergence theorem, we have Thus y t∧τ is continuous, then by (5.11), we can get A t ∈ S 2 F (0, τ ) and by the monotonic limit theorem in Peng [15, 16] again, we further have 
as n → ∞. By this and Definition 4.5, we can get that ∀t ∈ [0, T ], 
Thanks to (5.10), (5.13)-(5.17), we can complete this proof by passing to limit (a subsequence) of (5.4), (5.6) and (5.7). ✷
Representation of F -evaluations by g-evaluations
The following representation theorem for F-evaluations is the main result of this paper. 
Theorem 6.1 Let F-evaluation E s,t [·] satisfy (H1) and (H2). Then there exists a unique func-
Clearly, for t ∈ [0, T ), we have |B τt − B t | = 1 on {τ t < T }, and τ t > t, P − a.s. 
By (6.14), (6.11) and (6.5), there exists a constant C only dependent on y, z, µ, ν and T such that −n C(|y| 2 + |z| 2 + 1), (6.16) where C is a constant only dependent on µ, ν and T . For s ∈ [0, T ), we set τ s := lim inf n→∞ τ t n is . Clearly, τ s is a stopping time, and we can get for a.e. ω ∈ Ω, there exists a sequence {τ t The proof is complete. ✷
We denote the limit of g n (s, y, z) in L 2 F (0, T ) by g(s, y, z). We can further get the following properties.
By this and the proof of uniqueness of solutions of BSDEs in Fan and Jiang [5, Theorem 2], we can get ∀s ∈ [0, t], P − a.s., Y t,X s =Ȳ t,X s . For X ∈ L 2 (F t ), we set X n = (X ∨ (−n)) ∧ n. Thus, we have E s,t [X n ] = E . In Theorem 6.1, if the F-evaluation become an F-expectation, then (H1) will become (H1) in Zheng and Li [19] , and by Zheng and Li [19, Remark 3 .1], the Fevaluation will satisfy translation invariance ((H2) in Zheng and Li [19] ). By this, we can further get that g in Theorem 6.1 will be independent on y (see Jia [8 where φ 1 (·) and φ 2 (·) are functions given in (A1).
In general, the solution of BSDE with generator g = φ 1 (|y|) + φ 2 (|z|), denoted by E φ 1 ,φ 2 s,t
[·], is not unique (see Jia [8, Remark 3.2.5]). Consequently, under (H4), we can not obtain a representation theorem like Theorem 6.1 using the method in this paper.
