Abstract. We consider bootstrap percolation on the Hamming torus and calculate the threshold functions for subgraphs of different dimensions to become open. We show that the threshold function for 1-dimensional subgraphs is distinct from higher dimensional subgraphs, while the threshold functions for i dimensional subgraphs, i ≥ 2, are very closely bunched.
Introduction
Bootstrap percolation is a model for various physical phenomena including crack formation, clustering, sandpiles, and the Ising model of ferromagnetism which was introduced in 1979 by Chalupa, Leith and Reich [7] . For more applications and background see J. Adler and U. Lev, Bootstrap Percolation: visualizations and applications [1] .
Given a graph G = (V, E), bootstrap percolation with threshold T is defined as follows. Given an initial configuration ω ∈ {0, 1} V , bootstrap percolation is an increasing sequence ω = ω 0 , ω 1 , . . ., defined by ω i+1 (v) = 1 if ω i (v) = 1 or w∼v ω i (w) ≥ T 0 else.
The initial configuration ω is random; {ω(v) : v ∈ V } is a collection of i.i.d. Bernoulli random variables with parameter p = p(n). The central question in bootstrap percolation is to determine the critical probability p c = p c (n) such that P pc (ω ∞ = 1) = 1/2. Bootstrap percolation has been studied on various graphs. The first results were by van Enter and Schonmann, who proved that the critical probability for Z d is either 0 or 1 according to whether T ≤ d or T > d [10] . Aizenman and Lebowitz considered bootstrap percolation on the finite grid [n] d and T = 2, and showed that the critical probability is on the order of ( 1 log n ) d−1 [2] . Later, Cerf and Cirillo for d = T = 3, and
Cerf and Manzo for general d and T showed that the critical probability is on the order of (log T −1 n) −d+T −1 , with log T −1 denoting the iterated logarithm [6] [5] .
The first sharp description of the critical probability was due to Holroyd, who showed that for d = T = 2, p = π 2 18 log n + o 1 log n [8] .This result is highly celebrated as it revealed different results than simulations indicated due to a "crossover" phenomenon. Later Balogh, Bollobas, and Morris determined the sharp description of the critical probability for d = T = 3, and Balogh, Bollobas, Duminil-Copin, and Morris found the critical probability for all d and T [3] [4] .
Besides varying the dimension of the lattice or its threshold, one can also vary what the neighborhood of a point is. In [6] Holroyd, Liggett and Romik study k-boostrap percolation in two dimensions, in which the neighborhood of a point consists of the k − 1 points in each axis-parallel direction, with the percolation threshold T = k. In this case they determine that the critical probability is asymptotically π 2 3k(k+1) log n [9] . In this paper we consider bootstrap percolation on the Hamming torus with vertex set V = [n] d , where v and w are adjacent iff v − w has exactly one nonzero coordinate. This model is similar in spirit to taking k = ∞ of the above model. That is, the neighborhood of a point v is the union of the axis-parallel lines through v (although the threshold T remains fixed). With such large neighborhoods, we get a qualitatively different critical probability than in the above results. Instead of having p c = O( 1 log(n) ) as we saw when d = T = 2, it is easy to see that the critical probabilities in our model are of the order n −1−β for β > 0. In addition, the models above exhibit a single sharp threshold, below which growth stopped quickly and was limited to small subgraphs; and above which the entire graph became open with high probability. When d = 2 we see a similar phenomenon. We find a critical probability p c such that when p = o(p c ), then with high probability ω 0 = ω ∞ ≪ 1; and when p grows faster than p c , then with high probability ω ∞ = 1. We also determine the exact function p c in this case.
However, in dimensions 3 and greater we find two distinct thresholds. Below the first threshold, growth is small. Between the two thresholds, there is a high probability of lines (one-dimensional subgraphs) becoming open, but asymptotically almost surely there are no two dimensional subgraphs that are eventually open and the graph itself does not percolate. Above the second threshold, 2-dimensional subgraphs become open with high probability. We can also define a similar such threshold for subspaces of dimension i,
It remains an open question to determine if the thresholds for dimension i are distinct for i ≥ 2. In the next section we give rigorous (but not the strongest) statement of our results. In the subsequent sections we state (and prove) our results in their full generality.
Statement of Results
Let F be a family of subsets of [n] d . Then
is an increasing function in p. For F i the collection of i-dimensional subgraphs of G, there exists a threshold function p c (i, d) such that
If ω i (v) = 1 we say v is open at step i, and a set
The smaller that i, is the easier it is to calculate p c (i, d). For i = 0 we have a second critical probability. We would like to define p * c (0, d) to be the threshold function for ω ∞ = ω 0 . Unfortunately, this is not an increasing event. So instead we define p * c (0, d) to be the threshold function for the event Above Threshold = ∃v :
We conjecture that for all i ≥ 1 and d, p c has the following form.
Conjecture 2.1. For all i and d and n sufficiently large
We make substantial progress to proving that this is the case for all i and d, but in general we are only able to prove that if n is sufficinetly large with T then
In general for fixed n, d and i we get bounds on the critical p, but the precise bounds that we get are quite messy to state. In the rest of this section we put all of our results in a common form. Many of the theorems have are given in a stronger form in the following sections. When d = 2 we get our most precise answer.
We are also able to calculate p * c (0, d) and p c (1, d) for all d ≥ 2 quite precisely as well.
We can also get good bounds on p c (2, d), the threshold for existence of two dimensional subspaces in the final configuration. Theorem 2.3. Fix d and T . For n sufficiently large
There has been no attempt to optimize the constants 1 and 4d 2 + 2 in the above theorem. The higher the dimensions i and d become the more difficult it becomes to calculate p c (i, d). However Theorems 2.2 and 2. 
Proof. It is easy to see that
To see this last inequality note that when n ≥ 3T and d = j + 1
The event on the left hand side implies that ω ∞ = 1 and thus
and inductively
By coupling it is easy to see that ω chosen when p = 10T p c (2, 3) stochastically dominates the union of 10T independent ω ′ chosen with p = p c (2, 3) . Then by the definition of p c (2, 3)
The event on the left hand side implies ω| ∞ = 1 and thus
And putting this all together for all d ≥ 3 and 2
which is the desired result.
Remark 2.5. The above theorems hold for n sufficiently large. We could calculate how large n needs to be. Doing so involves a close look at the constants in the following sections. These constants depend on T . In order to get the all the proofs to work we must choose n to be roughly e T 3/2 . As our calculations were optimized for ease of calculation, not to get the best possible bounds, we do not worry about for exactly which values of n our theorems apply.
The rest of the paper is organized as follows. In Section 3 we find the threshold function for the twodimensional case. In Section 4 we establish the threshold function for a line to become open. In Section 5 we establish an upper bound on the threshold function for a plane to become open and in Section 6 we establish a lower bound the threshold function for a plane to become open.
2-dimensional results
In the two-dimensional case we can describe the limiting behavior exactly as n → ∞. Let k = ⌈T /2⌉ and p = an Proof. The probability that a given horizontal line satisfies the conditions is bounded below by
There are n horizontal lines so the mean number of such lines goes to ∞. Therefore the probability that there are less than A of them goes to 0.
Let E horiz be the event that some horizontal line has at least k points initially open, and E vert the corresponding event for vertical lines.
Lemma 3.3. Let E horiz • E vert be the event that E horiz and E vert occur disjointly. Then
Proof. Since E horiz and E vert are increasing events, by the FKG inequality we have P (E horiz ∩ E vert ) ≥ P (E horiz )P (E vert ). By the BK inequality we have
happens only if some point is open but each crossline has exactly k − 1 open. The probability of which is bounded (by the union bound) by
But E horiz is exactly the union of n independent events with probability asymptotically
; so by Poisson approximation, the chance of its success is asymptotically
Let F be the event that the entire graph becomes open; i.e. F = {ω ∞ = 1}.
Proof. If T is odd no percolation can take place unless there is some line with at least k points initially open. So F ⊆ E horiz ∪E vert . If T is even, then by the pigeonhole principle and Lemma 3.1, P (F \(E horiz ∪E vert )) → 0. Now suppose T is odd and E horiz ∪ E vert occurs. Finally, suppose T is even and E horiz ∩ E vert occurs. With probability going to 1, we may assume Theorem 3.5. Let T ≥ 3, p = an
Proof. This follows from Lemmas 3.3 and 3.4. For a set S ⊂ V and x ∈ N, let Initial (S, ≥ x) be the event that the set S has at least x points initially open, i.e.
One-dimensional subgraphs
One mechanism for a line L to become open is for it to start with α ≤ T vertices initially open, and to intersect one line with T − α sites (not on L) initially open and T other lines, each with T − α − 1
Initial (S,
For a point v ∈ V , let P 1,2 (v) be the e 1 , e 2 -parallel plane through v:
Let L 2 (v) be the e 2 -parallel line through v: Remark 4.2. F L is chosen due to the independence of the events involved, which makes computations easier. A more natural definition would not restrict the orientations of the lines, or the left/middle/right sections thereof. By restricting the event in this way we reduce the probability of F L by a constant factor, independent of n.
, where f (n) is any function such that f (n) → ∞. We will show that in this regime some line becomes open asymptotically almost surely.
Then for any c > 0, the probability that there exists an e 1 -parallel line L in P 1,2 (v) such that F L occurs is at least cn 2−d for n sufficiently large.
Proof. First note that when
The right hand side is greater than 1 except if d = T = 3. For now we assume that at least one of d and T are greater than 3.
The three events that define F L depend on disjoint sets of sites, so they are independent. Also only the first depends on L.
Provided that f (n) does not grow too quickly the right hand side is much smaller than 1/n so we get
The second probability is bounded below by the probability that a
random variable is at least one. If f (n) doesn't grow too fast then (n/3)p T −α (1 − p) n−(T −α) < 2 and
The third probability is bounded below by the probability that a
random variable is at least T . Its expected value is
As this goes to infinity the probability that it is bigger than any fixed number goes to 1. Multiplying together the probabilities we get for any c
As the probability of this event is monotone in f (n) we can remove our restriction that f (n) does not grow too fast, and the lemma is true. The case when d = T = 3 is almost identical except the roles of the first and second events are reversed. This happens because α = 1 < T − α = 2. This is the only choice of d and T for which α < T − α. We leave the details to the reader.
where the union is taken over all e 1 parallel lines. Thus with probability going to 1, some line becomes open after three steps.
Proof. We can choose n d−2 distinct v i such that P 1,2 (v i ) are disjoint. Then the events that there exist L in P 1,2 (v i ) where F L occurs are independent. Thus P(∪ L F L ) is bounded below by the probability that a
is at least one. The expected value of the latter is
Proof. We compute the expected number of points that become open at the first stage. First let f (n) → 0. Using the union bound,
Proof of Thm 2.2. Combining Theorems 4.4 and 4.5 proves the result. The assuption that T ≥ 3 is needed so that α ≥ 1.
Sufficiency for planes
As with lines, we will give a critical probability and an event F P such that if F P occurs, then the plane P becomes open, and such that ∪ P F P occurs asymptotically almost surely. Again we will restrict the event F P for ease of calculation.
Fix a point v = (v 1 , v 2 , . . . , v n ). As before, define P = P 1,2 (v) to be the e 1 , e 2 plane containing v. Split P into four quadrants Q i , i = 1, . . . , 4, with the same usual labeling as the quadrants in R 2 (with the origin (n/2, n/2).)
and quarter lines QL 2 (c) QL 2 (c) = {(c, e, v 3 , . . . , v d ) : 3n/4 < e ≤ n}. Fix some α, 1 ≤ α ≤ T -we will determine α later. Let A P be the event that in the bottom half of quadrant 1, at least α e 1 -parallel lines have
points initially open:
and B P be the event that in quadrant 2 there are at least T e 2 parallel quarter lines with
vertices initially open and in quadrants 3 and 4 there are at least T e 1 -parallel lines that have
vertices initially open:
Lemma 5.1. If P is a plane parallel to the e 1 e 2 plane and F P occurs, then the entire plane P is open after four steps. We set p = n −1− 2 T −α . We will determine α later, such that the following holds:
First we work on showing that the probability of B P is close to one.
Lemma 5.2. Let α be as above and p = n
Then for a given quarter line QL,
Proof. B P is the intersection of two independent events (referencing quadrant 2 and quadrants 3,4). We will show that the Q 2 event occurs with probability going to 1. This clearly implies that the probability of the Q 3 ∪ Q 4 event, and therefore of B P , goes to 1 as well. Since
is a binomial random variable with n/2 trials and ≥ cn −1 f (n)
T −α 2 probability of success, its means approach ∞. Thus we may use Poisson approximation to conclude that the chance that X < T converges to 0. Now we calculate the probability of A P .
Proof. As long as f (n) does not grow too quickly, we have for some c > 0 that
Multiplying by n T +α T −α completes the proof.
Now we are finally ready to choose α. Let it be any integer satisfying
Proof. Fix a plane P . Since
is a binomial random variable with n/4 trials, by Lemma 5.5 we have
Therefore, P 1 AP is a binomial random variable with means
The exponent of n is nonnegative because of (5.2) Since f (n) → ∞, we can apply Poisson approximation to conclude
Proof. Consider a family of n d−2 disjoint planes. Then the events {A P } are independent of the events {B P } as they depend on disjoint sets of vertices.
Necessity for planes
In the previous sections we have seen several ways for a vertex to become open. Among these are Let Plane Active be the event that some plane becomes open. Let A be some integer, 1 ≤ A ≤ T , which we will specify later. Let E be the event that there exists a vertex v such that:
( Our goal is to show that for a value of p (to be specified later) that P(Plane Active) is small. We do this by showing that both P(E) and P(Plane Active \ E) are small.
For each vertex v, let E v be the event that v satisfies (1)- (4) , and of such vertices, v is among the first to become open. If the event E occurs then one such vertex must become open at least as soon as all others, so E ⊆ ∪ v E v , and by the union bound we have P(E) ≤ n d P(E v ).
Lemma 6.1. Let p = f (n)n −1−β with f (n) → 0 as n → ∞, and β = ( Proof. We observed above that P(E) ≤ n d P(E v ). Now if E v occurs, by (2) at least T − A vertices in the neighborhood of v must be initially closed but become open strictly before v; therefore, they violate at least one of (1)-(4). But since they start closed and become open, they must violate one of (2) Rearranging the inequality β > ( Proof. There are d
