Abstract For any complex α with non-zero imaginary part we show that BernsteinWalsh type inequality holds on the piece of the curve {(e z , e αz ) : z ∈ C}. Our result extends a theorem of Coman-Poletsky [4] where they considered real-valued α.
Introduction
In pluripotential theory, one is often interested in growth of polynomials of several variables. A classical Bernstein-Walsh inequality [9] gives important implications in this direction. Recently, there has been significant research work carried in obtaining Bernstein-Walsh type inequalities, see e.g [1, 2, 3, 4, 5, 6, 7, 8] . We now recall the result of Coman-Poletsky in [4] .
Let α ∈ (0, 1)\Q and K ⊂ C 2 be a compact set given by K = {(e z , e αz ) : |z| ≤ 1}. Define E n (α) = sup{ P ∆ 2 : P ∈ P n , P K ≤ 1},
where P n is the space of polynomials in C[z, w] of degree at most n, ∆ 2 is the closed bidisk {(z, w) ∈ C 2 : |z|, |w| ≤ 1}, and · ∆ 2 , · K are the uniform norms defined on compact sets ∆ 2 and K, respectively. Let e n (α) := log E n (α). Then, ComanPoletsky prove Theorem 1. For any Diophantine α ∈ (0, 1) one has n 2 log n 2 − n 2 ≤ e n (α) ≤ n 2 log n 2 + 9n 2 + Cn, for any n ≥ 1, where constant C > 0 depends on α.
Here, term 'Diophantine' comes from the Diophantine approximation theory and is an exponent that tells how well a real number can be approximated by rationals. For a proper definition see [4] . As a consequence of Theorem 1 one gets the Bernstein-Walsh type inequality
for any (z, w) ∈ C 2 , P ∈ P n and E n (α) = e e n (α) is determined by the theorem above. We note that the inequality (2) holds for any α ∈ C and finding the optimal bounds for e n (α) is what makes it challenging in general. The proof of Theorem 1 makes use of the well-developed continued fraction expansion theory. We note that the theorem considers real-valued α's only. In this note, we aim to extend Theorem 1 to complex α's.
We now state our main result.
We remark here that our proof of Theorem 2 closely follows that of [4] . However, in our case we do not need to appeal to continued fraction theory and as a result our proof requires less effort. Nonetheless, it holds true for all non-real complex numbers α.
Proof of main result
In this section we prove our main result Theorem 2. For any real x let x denote the closest integer to x. We need the following lemma.
Proof. We argue as in Lemma 2.4 of [4] . Using Stirling formula
Hence, when j 0 < x, we get
On the other hand, for x ≤ j 0 ≤ y, we obtain
However, | j 0 − kα| ≥ |kα 2 |, which finishes the proof. ⊓ ⊔
It is easy to see that the space P n of polynomials in C[z, w] of degree at most n has dimension equal to N + 1, where N := (n 2 + 3n)/2. We are now ready to proceed with the proof of Theorem 2.
Proof. Our argument closely follows that of [4] . We first obtain the upper estimate for the exponent e n (α). For a given polynomial R(λ ) = ∑ m j=0 c j λ j of a single variable we let D R denote the following differential operator
Then, ∀α ∈ C, we have
Let P(z, w) = ∑ j+k≤n c jk z j w k ∈ P n , n ≥ 1, be given with P K ≤ 1, where as before K = {(e z , e αz) : |z| ≤ 1}. We set
To obtain the upper bound for e n (α) it suffices to estimate the coefficients c lm from above. To this end, we define the following polynomials R lm of degree N
Using (3) we have
Using Cauchy's estimates | f (t) (0)| ≤ t! ≤ N t for t ≤ N, we arrive at
where the last inequality follows from Vieta's formulas and the fact that
We now study the lower estimates on |β lm | which will lead to upper estimate for c lm . Clearly,
From Lemma 1 we see that
Thus,
Thus, using (4) we arrive at log |c lm | ≤ n 2 log n + 3.7n 2 − log|β lm | ≤ n 2 2 log n + 5.95n 2 − n log|α 2 |.
Recalling N = (n 2 + 3n)/2 and using (1) we obtain that
Since log(N + 1) ≤ N = (n 2 + 3n)/2 ≤ 2n 2 for all n ≥ 1, we get that
which gives the upper estimate. We now turn to obtaining lower estimate for e n (α). To this end, we would like to construct a polynomial whose ∆ 2 -norm is large compared to its K-norm. We want to show that we can pick coefficients of P(z, w) = ∑ k+ j≤n c jk z k w j ∈ P n such that the Maclaurin series expansion of f (t) := P(e t , e αt ) = ∑ j+k≤n c jk e (k+α j)t is f (t) = ∑ ∞ k=N a k t k , that is, f (t) has zero of order N at 0, where as before dim P n = N + 1. In other words, we want f (k) (0) = 0 for all 0 ≤ k ≤ N − 1. Thus, we get a system of N linear equations 
is invertible. Hence, it suffices to show that a j = a k unless j = k. Indeed, k 1 + α j 1 = k 2 + α j 2 implies α 2 j 1 = α 2 j 2 , but α 2 = 0 so that we must have j 1 = j 2 . This in turn gives k 1 = k 2 . So, the system has a solution and we can make sure that f (t) = P(e t , e αt ) = t N g(t) for some entire holomorphic function g(t). We set h(t) := f (t)/ P K . Then, h ∆ = f ∆ / P K = 1 as P K = sup |z|≤1 |P(e z , e αz )| = sup |z|≤1 | f (t)|. Fix r ≥ 1 (to be determined later) and consider |t| = r, then, Maximum Modulus Principle for holomorphic functions yields sup |t|=r |h(t)| = sup |t|=r | f (t)| P K ≥ r N sup |t|=r |g(t)| P K = r N sup |t|=r |g(t)|
Equation (2) gives | f (t)| = |P(e t , e αt )| ≤ P K E n (α)e n log + max{|e t |,|e αt |} , Hence, r N ≤ sup |t|=r |h(t)| ≤ E n (α)e nr for any r ≥ 1. Now taking r = N/n we get e n (α) ≥ N log(N/n) − N ≥ n 2 2 log n − n 2 .
This finishes the proof. ⊓ ⊔
