Monte Carlo ͑MC͒ techniques can be used to build a simulation model of an electron accelerator to calculate output factors for electron fields. This can be useful during commissioning of electron beams from a linac and in clinical practice where irregular fields are also encountered. The Monte Carlo code BEAM/EGS4 was used to model electron beams ͑6-20 MeV͒ from a Varian 2100C linear accelerator. After optimization of the Monte Carlo simulation model, agreement within 1% to 2% was obtained between calculated and measured ͑with a Si diode͒ lateral and depth dose distributions or within 1 mm in the penumbral regions. Output factors for square, rectangular, and circular fields were measured using two different plane-parallel ion chambers ͑Markus and NACP͒ and compared to MC simulations. The agreement was usually within 1% to 2%. This study was not primarily concerned with minimizing the simulation time required to obtain output factors but some considerations with respect to this are presented. It would be particularly useful if the MC model could also be used to calculate output factors for other, similar linacs. To see if this was possible, the primary electron energies in the MC model were retuned to model a recently commissioned similar linac. Good agreement between calculated and measured output factors was obtained for most field sizes for this second accelerator.
I. INTRODUCTION
With, the ever-increasing computing power of relatively inexpensive computers available today, full three-dimensional Monte Carlo ͑MC͒ based treatment planning of patients is rapidly becoming a reality. [1] [2] [3] This is especially true for electron beams, as even today a treatment plan can be obtained in reasonable computing times. 4 A useful by-product of the commissioning stage of an electron linac for a Monte Carlo treatment planning system is the possibility of calculating output factors by using the MC simulations to obtain the dose along the central axis of a homogeneous water phantom for the field in question and the calibration field. If dose is prescribed to a point in a treatment plan, then output factors are not required, since Monte Carlo treatment planning systems are able to calculate absolute doses ͑or monitor units͒, in terms of, e.g., dose per particle in the simulation. 5 Meanwhile it is useful to generate output factors using MC simulations.
Output factors for clinical electron beams are known to depend in a fairly unpredictable way on the electron energy and the geometry of the jaws, applicator, and the final fielddefining cutout. 6, 7 This therefore makes analytical calculation of output factors difficult, 8, 9 especially for irregular and small fields. This was recently discussed by Kapur et al. 10 Furthermore, measurement of output factors for the smallest fields used in clinical practice is beset with practical difficulties. Small fields often do not exhibit a flat dose distribution near the central axis and, therefore, dose measurements with a detector of finite lateral dimensions will always yield an average dose that is too low compared to the dose at the central axis. As a result, calculated dose distributions in treatment planning for small-field electron beams that are scaled with the output factor will underestimate the true dose. On the other hand, with an accurate Monte Carlo model of an electron linac, output factors can be calculated in a relatively straightforward way, even for the smallest and most irregular fields. An excellent recent review of Monte Carlo simulation techniques for electron beams can be found in Ma and Jiang. 11 In the present work, a detailed Monte Carlo model of a Varian 2100C linac, capable of delivering electron beams with nominal energies of 6, 9, 12, 16, and 20 MeV, was constructed using the MC code BEAM/EGS4. 12 By comparing measured and calculated dose distributions in a water phantom, the MC simulation parameters were adjusted to give a reasonable match between measurements and calculation. For the [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] MeV energy range and a selection of square, rectangular, and circular fields, output factors were calculated and compared to measurements. A similar work, limited to square fields and three electron energies ͑6, 12, and 20 MeV͒ was recently presented by Kapur et al. 10 It would be particularly useful if an MC model developed for a specific linac could also be used to model other similar linacs. By making minor adjustments to the MC model, a recently commissioned similar Varian 2100CD linac, with the same nominal electron energies but with different primary electron energies, was modeled in this study. It will be shown that the MC model can generate output factors for both linacs.
II. MATERIALS AND METHODS
A. Measurements
The Varian 2100C linac of the Royal Marsden Hospital (RMH)
Dose distributions in water for electron beams of 6, 9, 12, 16, and 20 MeV for a Varian 2100C linac were measured in a water tank (60ϫ60ϫ60 cm 3 ) with a p-type Si diode and RFA scanning system ͑Scanditronix, Uppsala, Sweden͒. A second diode was used as reference monitor at the level of the applicator. Fields were shaped with a type III applicator. The reference 10ϫ10 cm 2 open field was defined by a stainless steel aperture and all the other fields by a cerrobend cutout, positioned in a stainless steel aperture in the lower scraper of the applicator. Depth dose distributions were obtained for fields of 10ϫ10 cm 2 , 9ϫ5 cm 2 , 14ϫ8 cm 2 , and 14ϫ3 cm 2 at a source-to-surface distance ͑SSD͒ of 100 cm with the diode axis parallel to the beam axis. Lateral profiles were scanned with the diode axis perpendicular to the beam axis at the depth of the maximum dose (d max ) and approximately at the depth where the central axis depth dose reaches 50% (R 50 ). The fields used for the profile measurements were the same as for the depth dose measurements. The rectangular fields were scanned along the shortest dimension. No attempt was made to correct the measured lateral dose profiles in the penumbral region where the water-to-silicon stopping power increases by a few percent. 13 This would have slightly improved the agreement in the penumbra ͑see below͒.
Output factors ͑OF͒ for electron beams are defined in this work as
where D max (E,S,SSD) is the maximum dose on the central axis for a certain beam energy E and a field S at a sourceto-surface distance SSD. The factor in the denominator has the same meaning for the reference field, which is taken to be 10ϫ10 cm 2 at 100 cm SSD throughout this work. Output factors were measured using two plane-parallel ion chambers; a Markus chamber ͑PTW, Freiburg, Germany͒ and a NACP chamber ͑Scanditronix, Uppsala, Sweden͒. The former has a collecting volume with a diameter of 5.3 mm whereas for the NACP chamber this is 10 mm. Since the lateral profiles for the smallest fields are not flat near the central axis, the larger ion chamber should not be used to determine the output factors for these fields. The Markus ion chamber was used in a solid water phantom of 30ϫ30 ϫ25 cm 3 ͑PTW, Freiburg, Germany͒ while the NACP chamber was positioned in a water phantom of 50ϫ50ϫ40 cm 3 ͑Quados Ltd., Camberley, UK͒. Measurements were done in steps of 1 to 2 mm at a few depths ͑typically 3 to 4͒ around the suspected d max . All measurements for this linac were carried out at an SSD of 100 cm. The stopping power ratios, water to air, necessary to convert the measured depthionization to depth-dose, were taken from IAEA report 381.
14 ͑The stopping power ratios, water to air, could have been obtained in this work by calculating electron fluence at the depth were the stopping power ratio is desired. The results would not have been significantly different from using the tabulated IAEA stopping power ratios, therefore, it was decided not to calculate electron fluences in water in this work.͒ These are based on the stopping powers of ICRU Report 37. 15 The position of d max for the dose distribution is obtained after this correction. Besides stopping power corrections, electron fluence perturbation corrections for the Markus chamber are in principle required.
14 Perturbation corrections for the NACP ion chamber are usually assumed unity.
14 These recommendations usually pertain to larger electron fields and are not necessarily applicable in small fields. Since we are mainly concerned with ratios of doses in this work, fluence perturbation factors were assumed to be of less relevance. However, significant deviations between measured and calculated output factors in small fields for the NACP chamber will be reported here.
The Varian 2100CD linac of the University College London HospitalsÕMiddlesex Hospital (UCLH)
At about the same time that the MC model was being developed for the Varian 2100C linac of the RMH, a new 2100CD was being commissioned at the Middlesex Hospital in London. Both linacs have the same nominal electron energies ͑6, 9, 12, 16, and 20 MeV͒. As part of the commissioning procedure, a large set of output factors for square and circular fields defined by cerrobend cutouts in a type III applicator were measured. The measurements were done in two steps, mostly with a NACP ion chamber and also a Markus ion chamber for the smallest field sizes. The output factors ͑relative to the reference 10ϫ10 cm 2 field at 100 cm SSD͒ for the standard stainless steel applicator apertures provided with the linac were measured in a solid water phantom. The output factors for all the other cerrobend cutouts were measured, relative to their standard applicator in the same geometry, in a water phantom, using the RFA scanning system to position the ion chamber and to the search for d max . 16 The conversion from measured depth-ionization data to depthdose data was carried out as described in the previous section.
B. Simulations
The Monte Carlo model
A Monte Carlo model was built for the RMH Varian 2100C linac for 6, 9, 12, 16, and 20 MeV electron beams, using the Monte Carlo code BEAM/EGS4, 12 which is based on the EGS4 coupled photon-electron transport code. 17 The geometry and composition of the scattering foils, the monitor ion chamber, the shielding, the upper and lower jaws, and the applicators and their scrapers were obtained from information supplied by the manufacturer. It is our belief that the necessity to obtain the linac geometry from the manufacturer is a potential drawback to MC simulations, as this information is almost never complete and sometimes even incorrect, as will be discussed later. The geometry of the homemade cerrobend cutouts that are inserted in the lowermost scraper of the applicator was obtained from direct measurements. Figure 1 shows a schematic representation of the MC model of the 2100C linac. The top and middle scraper of the applicator were modeled by the BEAM Component Module ͑CM͒ PYRAMIDS to take into account the slight divergence of the scraper faces. Circular cutouts in the bottom scraper were modeled with the CM CONS3R. Square and rectangular cutouts were modeled with the CM BLOCK. This way, the model also allows modeling of irregular fields. The light field mirror, which overlaps with the shielding, is omitted from the model because it is deemed to have an insignificant effect on the dose calculations. For dose calculations in water, either the CM CHAMBER was used in BEAM simulations or the MC code DOSXYZ 18 was used, as explained in the following sections.
Obtaining the primary electron energy
The mean energy of the five electron beams ͑6, 9, 12, 16, and 20 MeV͒ at the water surface at 100 cm SSD for the reference field of 10ϫ10 cm 2 was estimated from the measured half-value depth in water, R 50 , according to the procedure outlined in IAEA report 381.
14 From this, an initial estimate of the energy of the primary electron beam, assumed monoenergetic, was derived. Electrons with this primary energy were set in motion at the level of the vacuum exit window and transported throughout the complete geometry of the linac in an initial MC simulation. Included in the simulation was the particle transport and depth dose calculation in a water phantom for the 10ϫ10 cm 2 reference field, using the BEAM Component Module ͑CM͒ CHAMBER. 12 From the difference between the measured and calculated depth dose distributions, an improved guess of the primary electron energy was obtained. The simulation was then repeated and the whole process was reiterated until the difference between measured and calculated R 50 and R p ͑electron practical range͒ was less than 1 mm. The resolution of the measurements and calculations were 1 and 2.5 mm, respectively, in this part of the work. In each simulation typically (20-50)ϫ10 6 primary electrons were transported. The values obtained for the primary electron energies for the RMH 2100C linac are shown in Table I . Also shown in that table are the measured R 50 and the calculated average electron energy at the phantom surface, 14 Ē 0 . In all simulations an electron transport cutoff for the kinetic energy of 500 keV was used in the shielding ring and jaws. This means that transport of electrons with a residual range of р0.2 mm is terminated in these high-Z linac components. In the rest of the geometry ͑scattering foil, applicator, cutout, water͒, an electron transport cutoff of 200 keV was used. In water this means that electrons with a residual range of р0.5 mm are no longer transported. The photon transport cutoff was 10 keV throughout the whole geometry. The EGS4 parameter AE was set to 10 keV, PEGS4 data was consistent with ICRU37 15 data. Electron range rejection was used for electrons below 1.5 MeV. This means that above this energy, bremsstrahlung photons are produced correctly in the high atomic number materials that constitute the linac geometry. Ignoring bremsstrahlung production below 1.5 MeV will have a negligible effect on the dose distributions.
Verifying the Monte Carlo model
After the fine-tuning of the primary electron energy, new simulations were performed to verify the MC model with respect to the measured dose distributions in water. A primary electron beam radius of 0.95 mm was found to give good agreement between calculated and measured lateral dose profiles. By varying this radius from 0 to 2 mm, it was found that calculated dose distributions and fluences do not depend critically on it. Primary electrons with the above determined energies were transported from the exit vacuum window until after the shielding ring ͑level AAЈ in Fig. 1͒ where transport was terminated. Up to that level the geometry of the linac is invariant, so this part of the geometry has to be simulated only once. In the end plane of the shielding ring, a phase-space ͑phsp͒ file containing information on the position, direction, energy, type, and prehistory of all the particles reaching that plane was recorded. This file would contain information on typically 15ϫ10 6 particles ͑photons and electrons͒, obtained by transporting typically (20-40) ϫ10 6 primary electrons. There are only a limited number of jaw settings and applicator sizes for electron beams. Therefore, in the next step, (40-100)ϫ10 6 particles were sampled from the phsp file obtained in the previous step and transported from right after the shielding ring until after the second scraper in the applicator ͑level BBЈ in Fig. 1͒ , where a second phsp file was constructed. In a third simulation, about 1ϫ10 8 particles were transported from after the second scraper until after the field-defining cutout in the third scraper ͑level CCЈ in Fig. 1͒ . The final phsp file would typically contain information on (10-20)ϫ10 6 particles, of which a large fraction are contaminating photons, mainly created in the scattering foil and the cutout. In the final step, dose calculations in a voxel geometry in a water phantom were done using the MC code DOSXYZ. 18 Typically 25ϫ10 6 particles would be sampled from the final phsp file for the calculation of the depth dose distribution and 1ϫ10 8 particles for the calculation of the lateral dose profiles. In view of the number of particles in each phsp file and of the number of sampled particles in each step, the simulations involved recycling of the phsp file less than five times. This low recycling rate should not introduce any statistical artifacts in the dose calculations. Since we were only dealing with symmetrical fields in this study, the DOSXYZ parameter ISMOOTH was set to unity, which allowed mirroring of particles over the four quadrants of the field. 18 This helps even more to avoid rerunning identical particles with identical random numbers, which would cause incorrect estimates of the statistical variance of the calculated absorbed doses. The dimensions of the scoring voxels in the DOSXYZ simulations were 10ϫ10ϫ2.5 mm 3 for the depthdose calculations and 4ϫ4ϫ4 mm 3 for the calculations of the lateral dose profiles. The calculation of the final phsp at the linac exit typically takes, depending on the field size and electron energy, between 5 and 10 h on a PentiumIII 500MHz PC, running the Linux operating system. The dose calculations in water typically took 2-5 h. With these simulation times, the statistical variation on the calculated doses was usually around 0.5%.
Monte Carlo calculation of output factors
The phsp files that were obtained right after the second scraper ͑level BBЈ in Fig. 1͒ in the applicator were used to calculate output factors for a selection of rectangular, square, and circular fields. Particles were sampled from the phsp file and transported further down the linac and into a water phantom. This was done using BEAM simulations with the CM CHAMBER as phantom. Typically 50ϫ10 6 particles would be transported. The resolution of the dose scoring voxels in the phantom was 2 mm along the beam direction. The radius of the simulated circular scoring regions was 2.5 mm or 5.0 mm in accordance with the dimensions of the collecting volumes of the Markus and NACP ion chambers, respectively. The simulations of the final cutout and water phantom typically took between 2 and 10 h on a PentiumIII 500MHz PC, depending on field size and electron energy.
The change in measured output from an electron accelerator for a fixed number of monitor units can in principle be influenced by head scatter and by backscatter from the jaws towards the monitor ion chamber. For photon beams, Ahnesjö and Aspradakis extensively discussed this in a recent review paper. 19 Head scatter is taken into account in the MC simulations but potential changes in monitor chamber backscatter with varying field size are not expressed in the calculated output factors. Therefore a separate Monte Carlo study was performed to obtain the contribution of backscattered particles from the jaws into the monitor ion chamber. 20 From this study it was concluded that for the 6 MeV electrons the change in contribution from backscatter in the monitor chamber for the range of jaw settings used was less than 0.5%. For the higher electron energies this difference is even smaller. Therefore this effect was not taken into account in the present output factor calculations.
Retuning the Monte Carlo model for a similar linac
The Monte Carlo model for the 2100C linac of the RMH was also used to simulate a similar 2100C linac at the Middlesex Hospital ͓University College London Hospitals ͑UCLH͔͒ that was being commissioned at the time of this study. The UCLH linac has a similar set of nominal electron energies ͑6-20 MeV͒. It was decided to verify whether the RMH model could be used to calculate output factors for the UCLH linac. For the 6, 9, 12, 16, and 20 MeV electron beams the primary electron energy was returned in order to match the measured and calculated depth dose curves in water for the reference 10ϫ10 cm 2 field. The values obtained for the primary electron energies for the UCLH 2100CD linac are shown in Table I . Especially for the highest energies these primary energies are substantially lower than the ones for the RMH 2100C linac. It can also be noted that the electron energies at the phantom surface, Ē 0 , are much closer to the nominal electron energies for the RMH linac than for the UCLH linac. Measured and calculated lateral dose profiles for 10ϫ10 cm 2 fields for the UCLH 2100CD linac were found to agree well at three depths ͑0.5 cm, d max , and around R 50 ). With the retuned primary electron energies, a set of output factors was calculated for electron beams of 6, 9, 12, and 20 MeV for a selection of square and circular fields. Besides the primary electron energies and the cutout dimensions, the MC model for the UCLH linac was identical to the one for the RMH linac. for electron beams of 6-20 MeV. The calculated depth doses were obtained after fine-tuning of the primary electron energy. The statistical uncertainty on the MC calculated results is between 0.5% and 1% for most points except in the Bremsstrahlung tail where the statistical uncertainty on the very low relative dose ͑between 0.6% of the dose at d max for 6 MeV and 6% for 20 MeV͒ is between 2% and 5%. The MC curves were normalized with respect to the measurements by matching the integrated areas under the curves between a depth of 0.5 cm and the depth where the relative dose has decreased to 70%. This procedure ensures that the statistical uncertainty in a single MC dose point or the uncertainty in any measurement point does not inadvertently affect the normalization. Also shown in both figures is the absolute difference between calculations and measurements. For both fields a good agreement was obtained between measurements and calculations. The maximum deviation is about 2.5% and Ϫ4.0% but is well within Ϯ1% for most points. There are only a few points with deviations exceeding 2.5% for the lowest electron energies and all of these occur at depths beyond R 50 . A similar good agreement was obtained for two more fields; 14ϫ8 cm 2 and 9ϫ5 cm 2 ͑results not shown͒. Expressed in another way: in the high-dose gradient region, the difference between calculated and measured depth doses is never more than 1 mm. For the high-energy electron beams a general trend was noted: the dose difference (calcϪmeas.) is negative near the surface and then becomes positive at greater depths. This would improve if the slight increase of the water-to-silicon stopping power ratios with depth would be taken into account. 13 For example, the waterto-silicon stopping power ratio for 20 MeV electrons was found to increase by about 2% from d max to a depth of 8 cm. 13 For the 6 MeV beam, the calculated downward slope of the depth dose curve is steeper than the measured one. This means that for this energy a better fit could have been obtained by introducing a small energy spread in the primary electron source.
III. RESULTS AND DISCUSSION

A. Dose distributions in water
A comparison between measured and calculated lateral dose profiles at the depths of maximum dose on the central axis is shown in Fig. 4 for a range of fields. The results for electron energies of 6, 9, and 16 MeV show a good match between simulations and measurements; the difference for points at the dose plateau is usually within 1% and the difference in the 20%-80% penumbras is never worse than 1 mm. The lateral dose profiles were also measured and calculated at R 50 . There the agreement is slightly less good than at d max , but never worse than 2 mm ͑results not shown͒. This is of no importance for the determination of output factors. It can be noticed that the calculated doses in the penumbral regions at d max are in most cases slightly higher than the measurements. This is partly due to volume averaging in the 4 mm voxels.
In principle, a small correction of the measured data points by about 1% is required to take into account the increase in the water-to-silicon stopping power ratio, S Si w , with decreasing electron energy in the penumbras. 13 Since we did not calculate electron spectra in the penumbral regions in this study, we cannot accurately estimate the S Si w and therefore did not include this small correction in our work. The correction would have brought the measured results closer to the calculated ones, but since we are mainly interested in calculation of output factors in this work, it is primarily the dose distribution at the central axis that is of importance.
The calculated and measured lateral dose profiles for all the fields for the other two energies ͑12 and 20 MeV͒ are in equally good agreement, with one exception. For the 10 ϫ10 cm 2 field for the 20 MeV electrons we found that the results of the calculations at d max are up to 4% lower than the measurements in the shoulders of the lateral profiles. This difference is unexplained but is possibly caused by a slight inaccuracy in the model of the scattering foils for the 20 MeV beam or in the model of the primary electron beam itself. This will also not affect the output factor calculations in this work. In the 20%-80% penumbra, the difference was less than 1 mm. At R 50 , the difference between calculated and measured lateral profile was smaller than 1% in the central field and smaller than 1 mm in the 20%-80% penumbra.
In general we found that a highly precise model is required for the geometry and composition of especially the scattering foils, the applicator scrapers, and the cutouts in order to match the calculated and measured depth and lateral dose distributions. For example, an initially incorrect material in the applicator scrapers led to significant differences ͑up to 10% too high in the buildup region͒ between measured and calculated depth dose and lateral dose profiles.
B. Output factors for rectangular, square, and circular fields
Tables II and III show a comparison between measured and calculated output factors for a selection of circular, rectangular, and square fields for 6-20 MeV electron beams. In Table II the measured output factors were obtained with a Markus ion chamber whereas in Table III results of measurements with a NACP ion chamber are reported. The results from simulations in each table take the ion chamber diameters into account. Field sizes exceeding 15ϫ15 cm 2 are hardly ever used in our center and were therefore not included in the study. For most cases the agreement is within 1% to 2%. A few cases with differences exceeding 2% have been highlighted in the tables. From the two tables it is obvious that the 9 MeV beam has the largest differences. It is interesting to note that for this beam quality we obtained a very good fit between measured and calculated relative dose distributions, as shown in the previous section. Although we tried to model the 8ϫ6 cm 2 cutout accurately, the predicted output from the MC simulations remained significantly lower than the measured one. We have no explanation for the discrepancy. Differences exceeding 2% were also obtained for some of the cases for the 2 cm diameter circular cutout. For this cutout, which is normally too small to be used in a clinical situation, the positioning of the ion chamber becomes very critical due to the nonflatness of the lateral dose profiles. The NACP ion chamber was considered too large to measure the OF for the 2 and 3 cm diameter circular cutouts. For the fields where both the Markus chamber and the NACP chamber were used to determine output factors, agreement was obtained within 1%, with the exception of the smallest fields for the lowest energies ͑Tables II and III͒. For these cases, the output factors measured by the NACP chamber were always smaller than the ones obtained with the Markus chamber. This can be expected in view of the larger diameter of the NACP chamber and the nonflatness of the lateral dose profiles for small fields.
Even if the calculated results for these small fields agree with the ones measured with an ion chamber with relatively large lateral dimensions, such as the NACP ion chamber, they cannot be used as output factors to scale doses in dose distributions. To obtain the appropriate output factors for small fields, one should use a small enough dosimeter such that the nonflatness of the dose profile has a small effect on the dose integration. Alternatively, Monte Carlo simulations TABLE II. Comparison of calculated and measured output factors at 100 cm SSD for circular and rectangular fields for electron beams of 6-20 MeV of the RMH Varian 2100C linac. The measurements were done with a Markus ion chamber in a solid water phantom. The relative differences (measuredϪcalculated) are also given. Relative differences are given as ͑measϪMC͒/meas. TABLE III. Comparison of calculated and measured output factors at 100 cm SSD for circular, rectangular, and square fields for electron beams of 6-20 MeV of the RMH Varian 2100C linac. The measurements were done with an NACP ion chamber in a water phantom. Relative differences are given as ͑measϪMC͒/meas.
with small enough scoring voxels can be used. However, one should not overlook the fact that the dose voxels in a treatment plan also have finite dimensions. Ideally, the dimensions of the detector or the size of the scoring voxels in Monte Carlo simulations that are used to obtain the output factors should closely match the dimensions of the voxels in the treatment planning system. One should also be aware of the fact that Monte Carlo based treatment planning systems in principle allow the calculation of absolute dose distributions in patient geometries including all heterogeneities without the need for the concept of an output factor at all.
When using output factors clinically, one should also realize that not only the absolute dose per monitor unit varies with cutout, but that also the position of d max shifts significantly towards the surface for the smallest fields. By using the results of the MC simulations it was found that, for example, for the 2 cm circular cutout, d max shifts towards the surface by 0.5 cm for 6 MeV electrons and up to about 1 cm for 20 MeV electrons. For this particular example, d max for the 2 cm diameter field is situated approximately at 1 cm depth for all energies in the study ͑6-20 MeV͒. Table IV shows a more detailed comparison between the measured and calculated position of d max for a selection of fields for 6-20 MeV electron beams. For most cases, the measured and calculated position of d max agree within Ϯ1 mm. For the higher energies ͑16 and 20 MeV͒ the differences can be somewhat larger but this is of less significance since our calculated depth dose curves demonstrate that for these energies a clear dose plateau exists around d max . Positioning of the ion chamber for the measurements then becomes less critical. This can also be seen in Fig. 3 for the 14ϫ3 cm 2 field.
C. Considerations for particle transport in beam shaping cutout and contaminating photons
Detailed Monte Carlo investigations of the contribution from direct and scattered particles to the accelerator output can be found in Kapur et al., 10 Zhang et al., 21 and Ding and Rogers. 22 Although in this study we were not primarily investigating the simulation time required to calculate output factors for electron beams, we did some preliminary work with regard to increasing the simulation efficiency. For example, Fig. 5 shows the dose decrease in the voxel where the dose is a maximum if no particle transport is carried out at all in the cutout material. This means that only the electrons and photons in the beam aperture are transported. This will of course decrease the dose in the maximum voxel since the contribution from scattered particles from the cerrobend material is missing but this will happen for all the fields, including the reference field. From Fig. 5 it can be seen that the dose decrease is the largest for the smallest fields. Since output factors are ratios of two doses which will both decrease if particle transport in the cerrobend is omitted, the effect on the output factor should be less than on the individual doses. This is confirmed by the results in Table V where for a selection of fields the difference is given between output factors measured with a Markus chamber and obtained from simulations of only the aperture particles. It can FIG. 5 . Relative dose decrease in the voxel with maximum dose if particle transport in the beam defining cerrobend cutout is omitted in the simulations for a selection of fields for electron beams of 6-20 MeV. Statistical uncertainties ͑1͒ are usually smaller than 1%. 4 be seen that for most cases the agreement is still well within Ϯ2% but there are individual cases where the differences exceed 4% to 5%. By omitting the relatively slow transport of all particles in the cutout material, the efficiency of the simulation, as measured by ϭ(T 2 ) Ϫ1 , where T is the total simulation time and is the relative error on the mean of the calculated dose, was found to increase drastically. This is caused by the fact that, for the same , the simulation time T decreases drastically if no particles are tracked through the high-Z metal of the cutout.
Particularly for the smaller cutouts, instead of omitting all particle transport in the cutout material, particle transport could be performed in a thin region in the cutout surrounding the aperture ͑the ''skin''͒. This should improve the accuracy of the results compared to simulations of only the direct beam, while at the same time the simulation efficiency should increase significantly. This idea was already introduced in a previous study. 23 Figure 6͑a͒ illustrates what happens to calculated output factors for fields of 2 and 5 cm diameter and a 10ϫ10 cm 2 field of 9 MeV electrons when particle transport is limited to a skin of a few millimetres. It can be seen that only for skin thicknesses smaller than 1 mm the calculated output factors deviate more than 2% for some cutouts. From simulations in the energy range 6-20 MeV, it was found that a skin thickness of 1 mm is sufficient for 6, 9, and 12 MeV electron beams. For 16 MeV beams a skin of 5 mm is required and for 20 MeV beams a skin of up to 25 mm is necessary to avoid deviations of more than 2%. Figure  6͑b͒ shows the concomitant increase in simulation efficiency with decreasing skin thickness for a 9 MeV electron beam, normalized to 10 mm skin thickness. It was found that the numerical values of the efficiencies were almost independent of beam energy. From Fig. 6͑b͒ it is clear that if one limits particle transport to a skin of 1 mm for a 9 MeV beam and a 2 cm diameter cutout, an increase in simulation efficiency of about a factor of 2 will result.
For electron beams with energies up to 13 MeV it was already noted by Zhang et al. 21 that a large fraction of the particles in the phsp file at the end plane of an electron linac are contaminating photons. In this work we arrived at the same conclusion; for the higher electron energies studied in this work we found that, especially for the smallest cutouts and the particle transport cutoffs used by us, often more than 90% of the particles to be transported in the water phantom are photons. Photon fluences obtained from Monte Carlo simulations show that in Varian linacs the contaminating photons are mainly derived from the scattering foils and, for the smallest fields, also from the cutout material. While the photons often constitute the majority of the particles, they contribute very little to the dose in the water phantom. This can be seen in Table VI where the contribution from the contaminating photons in the electron beams ͑6-20 MeV͒ to the total dose at d max in water is given for a number of small and larger fields. Since there are many photons in the phsp file at the linac exit, a large fraction of the calculation time is spent in tracking them and their secondaries in the water phantom in the calculation of the small photon dose. The statistical uncertainty on the photon dose in a typical output factor calculation where all the photons in the phsp file are transported amounts to about 3%-10% at d max . Because the photon contribution is small, one could easily relax this statistical uncertainty to, say 25%, without significantly influencing the calculated total dose or its uncertainty. This means that it would suffice to transport only a fraction of the contaminating photons, thereby reducing the simulation time significantly. ͑The statistical weight of the photons has to be adjusted according to the sampled fraction in order to ensure a correct calculation of the total dose. For example, if only half of the photons in the phsp file are sampled, their statistical weight has to increase by a factor of 2.͒ Furthermore, for the calculation of output factors, where dose ratios are needed, one could even consider omitting transport of all photons. Table VI shows that for low and high electron beam energies this would lead to a comparable dose reduction for both the small fields and the reference field so that the effect on the dose ratio in the output factors might be very small. From this table it is clear that omitting photon transport in the phantom from Monte Carlo output factors calculations introduces an extra systematic uncertainty of maximum 2% to 3% for the highest energies and much lower for the low energies.
When only the electrons in an electron beam are transported in a phantom, the simulation time required to transport N electrons is longer than the time required to transport N particles ͑mostly photons͒ in a full simulation. On the right-hand scale of Fig. 7͑a͒ , the ratio of the number of particles simulated per time unit for only electrons compared to both electrons and photons is plotted. From the graphs with the full symbols it can be seen that it will take roughly ten times longer to transport N electrons instead of N particles for a 2 cm diameter field. For a 10ϫ10 cm 2 field, this ratio depends on the beam energy; it takes roughly two times longer to transport N electrons instead of N particles for 6 MeV electrons, whereas for 20 MeV electrons it takes about five times longer. This is a reflection of the fact that the number of photons in a 10ϫ10 cm 2 field increases approximately linearly with electron energy, while for a 2 cm field the vast majority ͑more than 90%͒ of the particles in the beam are photons for all electron beam energies. While the simulation time for electrons is longer than for photons, electrons deposit more energy per particle and, therefore, for the same number of simulated particles, the statistical uncertainty is decreased if only electrons are simulated. This is illustrated in Fig. 7͑b͒ where relative depth dose curves are plotted for 2 cm diameter and 10ϫ10 cm 2 The change in statistical uncertainty and simulation time when photon transport in the phantom is omitted is combined in the simulation efficiency, . From Fig. 7͑a͒ ͑left axis and open symbols͒ it can be seen that for the larger 10ϫ10 cm 2 field, omitting photon transport does not increase the simulation efficiency significantly. In contrast, for the small 2 cm diameter field, the efficiency increases roughly threefold for 6 MeV electrons, whereas for 20 MeV it is roughly 15-fold. From this we can conclude that only for small fields, and especially at high energies, the simulation efficiency will increase drastically when only the electrons in the beam are incident on the water phantom. One has to bear in mind, however, that it is precisely for these fields where the potential increase in systematic uncertainty on calculated output factors when photons are omitted is the largest ͑Table VI͒.
D. Calculation of output factors for a similar linac
After retuning the primary electron energies in the Monte Carlo model, as explained in an earlier section, the model was used to calculate output factors for a selection of fields for electron beams of 6, 9, 12, and 20 MeV of the Varian 2100C linac of the Middlesex Hospital ͑UCLH, London͒. Table VII compares the measured and calculated output factors for a series of mainly small fields. Most of the data points were obtained with an NACP ion chamber in a solid water phantom. The smaller Markus ion chamber was used for the smallest fields (2ϫ2 cm 2 , 3ϫ3 cm 2 , 4ϫ4 cm 2 , 3 cm diameter͒ in a water phantom. When the 10 mm diameter NACP chamber was used to determine the OF for these small fields, it was found that the measurements gave results which were 20%-30% lower than the MC calculated OF ͑the MC scoring region had the same lateral dimension as the collecting volume of the NACP chamber͒. This confirms the fact that the OF have to be measured with an ion chamber that is small enough to avoid significant dose perturbations.
The differences exceeding 2% between measured and calculated output factors in Table VII have been highlighted. On the whole, we can conclude that the retuned model can be used to calculate output factors for the electron beams of a similar linac as the one for which it was developed. Most calculated results for the set of mainly small fields are well within Ϯ 2%. In particular, the 20 MeV model seems to be highly adaptable. In our study, it was found that the agreement between calculated and measured OF became worse with increasing SSD, especially for the 6 and 9 MeV beams. In a recent study 24 it was shown that good agreement can be obtained when MC models are retuned for different linacs.
IV. CONCLUSIONS
A detailed Monte Carlo model was developed for electron beams ͑6-20 MeV͒ of a Varian 2100C linac. With this model, accurate calculations of dose distributions in water are possible. The agreement between measured and calculated dose distributions in water is within 1% to 2% or 1 mm for the lateral dose profiles. Output factors for a selection of fields in the 6-20 MeV energy range were obtained by using two different plane parallel ion chambers. The agreement between the output factors obtained from measurements and from Monte Carlo simulations, which took into account the different lateral dimensions of the ion chambers, was usually within 2%. The model was also used to calculate output factors at three different SSDs for a second, recently commissioned, Varian 2100C linac with somewhat lower primary electron energies. Also for this machine, the agreement between measured and calculated output factors was usually within 2%.
We conclude that Monte Carlo simulations can be used to calculate output factors for clinical electron beams. With regard to the efficiency of the output factor calculations, and keeping in mind that calculated output factors are derived from two separate simulations, we suggest that particle transport should be limited to only those particles that contribute significantly to the dose ratio. Particle transport in the cutout can be limited to a thin ''skin'' region, surrounding the beam aperture. The thickness of this skin was found to be 1 mm for TABLE VII. Measured and calculated output factors for the 6, 9, 12, and 20 MeV electron beams of the UCLH Varian 2100CD linac. Measurements were done with NACP and Markus ion chambers in solid water or water phantoms. Relative differences are given as ͑measϪMC͒/meas. 6, 9, and 12 MeV beams, whereas for the higher electron energies of 16 and 20 MeV, a skin of 5 and 25 mm, respectively, was required. Especially for low energy electron beams, this would result in an increase in simulation efficiency of about a factor of 2 for the smallest cutouts. It has to be remarked that for low energy electron beams, the calculations are much faster than for higher energies.
A further increase in simulation efficiency to calculate output factors can be gained by using only the electrons in the beam for the phantom simulations since the photons have been shown to have only a marginal effect on the dose ratio. This holds especially for the smallest fields and the highest electron energies.
