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コンピュータ将棋における 2段階合議システムの提案
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Abstract: This paper proposes two-stage council systems for computer shogi. Here, shogi is to be Japanese
chess. The proposed systems are developed from a single-stage council algorithm, which we call simply the
council algorithm. Shogi software adopting the council algorithm has continued a remarkable development since
Akara 2010 beats the Women’s Osho on November 20, 2010. Akara 2010 consists of four thinking routines, that
is, Geki-sashi, GPS, Bonanza, and YSS. The council algorithm derives the best next move with consideration
for some candidate moves obtained from several thinking routines. In most cases, there are two kinds of council;
one is a simple majority council and the other is an optimistic one. The existing council algorithm holds a
council just one time. On the other hand, the proposed two-stage council systems, which have two stages, do
twice councils on each stage with diﬀerent types of councils. The eﬃcacy of two-stage council systems was
conﬁrmed by the following ﬁve numerical experiments: 1) advantages of the proposed systems based on wins
and losses, 2) the optimal number of systems in each stage, 3) a diﬀerence in winning percentage between black
and white, 4) impacts of increasing number of systems in each stage on winning percentage, and 5) comparison
with other major software. The experiment of No. 3) was veriﬁed by using one-way analysis of variance, and
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目と 2 段階目のシステム数増加が勝率に与える影響、5) 他
のソフトウェアとの対戦比較。
2. コンピュータ将棋のアルゴリズム














































とき、このモデルでは、グループとしての正解率 P を式 (1)
で計算する。







きの正解率 Q を計算すると式 (2) のように表すことができ
る。ただし nは奇数である。
Q = pn + nCn−1pn−1(1− p)
+ nCn−2pn−2(1− p)2









































合議の正解率と個人単体の正解率の差 F (p) は
F (p) = Q− p (3)
である。式 (3)で n = 3, 5, 7 のときを図示すれば、図 1のよ











































































歩 香 桂 銀 金 角 飛
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と 成香 成桂 成銀 馬 竜 王
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図 3 王と駒との距離による加算点
表 2 四段目以内に進入した駒の価値の加算点
歩 香 桂 銀 金 角 飛
10 60 70 100 120 180 200
と 成香 成桂 成銀 馬 竜 王
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表 3 終盤での王と駒との距離による加算点
筋 0 1 2 3 4 5 6 7 8
+8 50 50 50 50 50 50 50 50 50
+7 50 50 50 50 50 50 50 50 50
+6 62 60 58 52 50 50 50 50 50
+5 80 78 72 67 55 51 50 50 50
+4 100 99 95 87 78 69 50 50 50
+3 140 130 110 100 95 75 54 50 50
+2 170 160 142 114 98 80 62 55 50
+1 170 165 150 121 94 78 58 52 50
0 170 145 137 115 91 75 57 50 50
−1 132 132 129 102 94 71 51 50 50
−2 100 97 95 85 70 62 50 50 50
−3 90 85 80 68 60 53 50 50 50
−4 70 66 62 55 52 50 50 50 50
−5 54 53 51 50 50 50 50 50 50
−6 50 50 50 50 50 50 50 50 50
−7 50 50 50 50 50 50 50 50 50
−8 50 50 50 50 50 50 50 50 50
















ころに利きがあるので 200点 (= max{200, 80})、金が王
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析 10) とフリードマン検定 11) の説明を簡単に行う。
4・1 一元配置分散分析
一元配置分散分析には次の前提がある。
• 帰無仮説 H0: 各群の母平均は等しい。
• 対立仮説 H1: 各群の母平均は等しくない。
• 有意水準 α で両側検定を行う。
検定手順は以下の通りである。
1. 群の数を J、全ケース数を I、第 j群のケース数を Ij、全
体の平均値を X、第 j 群における平均値を Xj とする。










Ij · (Xj −X)2 (5)
Sw = St − Sb (6)
3. 表 4に示すような分散分析表を作る。
4. 検定統計量 F0 値を式 (7)より計算する。
F0 = Vb/Vw (7)
5. 第 1自由度が dfb、第 2自由度が dfw の F分布を仮定し
て有意確率 P を F分布表で求める。
6. 帰無仮説の採否を決める。
• P > α のとき、帰無仮説を採択する。つまり各群
の母平均は等しい。





変動要因 平方和 自由度 平均平方
群間 Sb dfb =J − 1 Vb = Sb/dfb
群内 Sw dfw=I − J Vw=Sw/dfw
全体 St=Sb + Sw dft =I − 1 Vt = St/dft
表 5 フリードマン検定の記号の定義
対象 処理 1 処理 2 · · · 処理 c
1 X11 X12 · · · X1c






r Xr1 Xr2 · · · Xrc
4・2 フリードマン検定
フリードマン検定の前提として以下がある。
• 帰無仮説 H0: 処理に差はない。
• 対立仮説 H1: 処理に差がある。
• 有意水準 α で両側検定を行う。
検定の手順は以下の通りである。
1. r 種類の対象に c種の処理を行い、観測値 Xij を得たと
する。記号の定義を表 5に示す。
2. 各対象ごとに観測値の小さい順に順位をつける。
3. 各処理ごとに順位の和 Rj を計算する。
4. 式 (8) により検定統計量 χ20 を求める。χ
2
0 は自由度が






R2j − 3r(c+ 1) (8)
5. 有意確率 P を χ2 分布表で求める。
6. 帰無仮説の採否を決める。
• P > α のとき、帰無仮説を採択する。つまり処理
に差はない。
• P  α のとき、帰無仮説を棄却する。つまり処理
に差がある。
5. 数値実験












パターン 1 単純多数決 楽観的合議
パターン 2 楽観的合議 単純多数決
パターン 3 楽観的合議 ×3, 単純多数決 ×2 単純多数決
パターン 4 楽観的合議 ×3, 単純多数決 ×2 楽観的合議
表 7 2段階合議システムの勝敗
合議アルゴリズム 単純多数決 楽観的合議
パターン 1 19勝 11敗 21勝 9敗
パターン 2 17勝 13敗 20勝 10敗
パターン 3 16勝 14敗 12勝 18敗
パターン 4 17勝 13敗 15勝 15敗
表 8 2段階合議システムの勝率
合議アルゴリズム 単純多数決 楽観的合議
パターン 1 56.7% 66.6%
パターン 2 63.3% 70.0%
パターン 3 53.3% 40.0%
















合議の組み合わせを表 6 のように与える。パターン 3 は
楽観的合議の結果を 3個、単純多数決の結果を 2個得たあと
にその結果を単純多数決で合議をして最終的な手を決定して
























































数は 1段階目を 3個で固定、2段階目を 3～14個とした場合


















































変動要因 平方和 自由度 平均平方 F0 値
群間 150 1 150 64.285











図 5の 2段階合議システムのパラメータはシステム数 (n)





対戦結果の勝率を表 9 に示す。また、表 9 を有意水準
1%で一元配置分散分析を行ったときの分析表を表 10 に示
す。実験では、群の数 (J)を 3、全ケース数 (I)を 6、各群
のケース数 (Ij)を 2として一元配置分散分析を行った。
表 10より F0 値が 64.285、第 1自由度が 1、第 2自由度が
4なので、α = 0.01の F分布に従って有意確率 P は 0.001




















ステム数を 1段階目 3～20個、2段階目を 3個で固定した場







実験では、表 5 の種類数 (r) を 18、対象数 (c) を 2 とし




表 12より χ20 値が 0.25、自由度が 1なので、χ
2 分布より
有意確率 P は 0.617となる。有意確率 P -値が 0.617で有意
水準の 0.05 より大きいので、1 段階目と 2 段階目のシステ
ム数で特に差はないと判断できる。このことから、システム










































2 段階合議システム 2勝 8敗 3勝 7敗 5勝 5敗
















ステム数、3) 先手と後手の勝率における差異、4) 1 段階目
と 2 段階目のシステム数増加が勝率に与える影響、5) 他の
ソフトウェアとの対戦比較、以上 5点である。
実験結果から以下の 5 つのことが明らかとなった。1) 2
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段階合議システムは通常の合議アルゴリズムよりも優位であ
る。2) 2 段階合議システムのシステム構成は 1 段階目が楽
観的合議 ×9、2段階目が単純多数決 ×11が最良である。3)
2 段階合議システムでは先手の方が後手よりも有利である。
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