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Abstract 
Bearings are one of the most commonly-used and crucial components in the majority 
of rotating machines in industrial applications. Failure of this component is common and can 
lead to machine breakdown. If it is not detected in time, bearing faults can even lead to 
catastrophic failures. An effective diagnostic system provides early warning and fault 
identification such that any machine breakdown can be avoided. Condition monitoring can 
benefit plant operators resulting in shorter downtimes, higher operation reliability, reduced 
operations and maintenance cost, and more effective maintenance and logistics planning. 
However, machines and associated systems today are increasingly complex, while diagnostic 
techniques have been mainly applied to relatively simple rotating machines. Therefore, there 
is a need for research on condition monitoring techniques that can be applied to complex 
systems in variable operating conditions.  
This thesis presents a study on bearing condition monitoring under variable operating 
condition using Support Vector Machines. Data collected from multiple sensors including 
accelerometers, acoustic emission sensors and tachometers are used for the studies presented 
in this thesis. Support Vector Machines are an efficient method for classification and 
prediction, and shows outstanding performance in modelling and generalization.  
The study begins with collecting bearing condition monitoring data. Vibration 
analysis is a well-established technique, while acoustic emission is gaining an increasing 
amount of attention especially on its capability to detect bearing incipient fault such as 
subsurface cracks. Existing studies so far have not demonstrated AE’s diagnostic capabilities 
using naturally-damaged bearing, and only a very few studies adopt envelope and 
cyclostationary analysis on bearing fault diagnosis with this sensor technology. Due to the 
second-order cyclostationary nature of bearing signals and the success of envelope analysis in 
analysing bearing signals, the diagnostic and prognostic studies presented in this thesis make 
use of both envelope analysis and cyclostationary analysis to analyse vibration and acoustic 
emission bearing signals that will be collected from bearing diagnostics and run-to-failure 
prognostic experiments through a bearing diagnostic test-rig and a bearing prognostic test-rig.  
Using the collected data, the effectiveness and diagnostic capability of cyclostationary 
analysis will first be assessed using feature analysis with support vector machine. A diagnostic 
study is then conducted, investigating the diagnostic effectiveness of acoustic emission and its 
superiority to vibration, especially in the detection of bearing subsurface cracks. Through 
comparison of AE with vibration signals, this study confirms AE’s superiority in detecting 
subsurface cracks in bearings and the absence of vibration symptoms of subsurface cracks. 
This diagnostic study has also shown the crucial ability of the cyclic logarithmic envelope 
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spectrum in separating different cyclostationary sources within a single AE signal, and could 
be particularly useful in complex industrial machines. 
Based on the findings of this diagnostic study, features that are demonstrated to be 
effective and informative in bearing diagnostics are then extracted and used in a prognostic 
investigation. The prognostic study uses support vector regression, carrying out multi-step-
ahead predictions. Vibration RMS and rotating speed are used in the prediction with the 
proposed prognostic method. Results show that the proposed prognostic approach can make 
accurate prediction and effectively capture the system’s dynamics and speed variation, given 
that the bearing data is collected under variable operating condition. The potential of acoustic 
emission in bearing prognostics is also explored through predictions using different 
combinations of prognostic features from acoustic emission.  
Overall, the diagnostic study has successfully demonstrated acoustic emission’s 
superiority in bearing incipient fault detection; and the prognostic study has developed an 
effective prognostic approach to capture the system’s dynamics with speed variations and 
make accurate predictions. Using the prognostic methodology in this thesis, the addition of 
acoustic emission features to the prediction is found to bring improvement to the prediction 
performed with vibration RMS and rotating speed only when appropriate AE features (in this 
case, AE CS2 feature) are used. Future work includes establishing the AE features that are 
advantageous in prognostics, estimating remaining useful life of rolling element bearing and 
further exploring the usage and application of acoustic emission in bearing prognosis.  
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Chapter 1: Introduction 
1.1 Background 
Bearings are one of the most widely-used and critical components present in the 
majority of rotating machines in industrial applications. Failure of this component is one of 
the most common reasons for machine breakdown; and if not detected in time, it can lead to 
catastrophic failures. Therefore, condition-based monitoring (CBM) is widely adopted for 
early detection of bearing faults.  
A comprehensive condition monitoring program in CBM has three phases including 
detection, diagnosis and prognosis. Diagnosis generally involves fault detection, isolation and 
identification. It detects abnormal condition, determines the defective component and 
estimates the nature and extent of the fault. This phase provides interrogation and state 
awareness, and acts as an input to the prognostic process. In the past decades, bearing fault 
diagnosis has attracted a considerable amount of interest among researchers. More recently, 
the field of bearing prognostics has gained significant attention from the research community. 
Prognosis refers to the prediction of remaining useful life (RUL) of a component, or estimates 
the probability that a component can still function before failure occurs, through conducting 
analysis of the collected condition monitoring data. This enables failure prediction in machines, 
resulting in benefits such as shorter downtimes, higher operation reliability, reduced 
operations and maintenance cost, and more effective maintenance and logistics planning. An 
increasing number of bearing prognostics studies have been conducted. However, most 
existing studies mainly focus on machines operating at constant speed, which may not be 
practical considering the machines and associated systems in real applications becoming 
increasingly complex. As such, a diagnostic and prognostic study on bearings operating at 
variable speeds has been conducted in this research, investigating bearing fault diagnosis and 
prognosis as a whole.  
Vibration measurement and analysis is widely considered as the most effective and 
well-established technique for bearing condition monitoring. A large majority of bearing 
failure is caused by contact fatigue, which can be characterized by the formation of micro 
cracks beneath the contact surface where the alternating shear stress reaches a maximum value. 
The subsurface crack nucleation and propagation is the first phase of the three phases in 
bearing degradation: crack nucleation and propagation, spalling and fast deterioration. Since 
subsurface crack do not generate any impulses produced by surface striking, which is the key 
to the mechanism of how vibration fault signals are generated, it can be difficult for vibration 
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measurement to detect any subsurface crack. It can, however, detect spalls, through which 
surface alteration is caused and vibration fault signals are induced.  
In the past decade, an increasing number of bearing condition monitoring studies on 
acoustic emission can be seen, suggesting its superior capability for bearing diagnosis. 
Acoustic emission is suggested to have the capability of detecting bearing incipient faults. 
However, all these studies are based on artificially-seeded bearing defects or through 
modification to the bearing components. While envelope analysis and cyclostationary analysis 
is the most suitable method to analyse bearing signal for its second-order cyclostationary 
nature, there are only a few bearing diagnostic studies with acoustic emission that use envelope 
and cyclostationary analysis.  
Prognostic models can be categorized into model-based, data-driven based, and 
combination models. Since model-based methods require a complete understanding of the 
specific mechanistic knowledge and theories relating to the systems which can be very difficult 
to build for practical applications with varying dynamic responses and complex damage 
evolution processes, data-driven model which use condition monitoring data in analysis and 
prediction is used. There are a number of prognostic techniques that can be applied to variable 
operating condition. Among these techniques, support vector machine (SVM) is selected due 
to its high generalization performance even in the case high-dimension data and a small set of 
training samples, thanks to the statistical learning theory that SVM relies on in generalizing 
unseen data. There are also reports demonstrating that SVM performs better than artificial 
neural network. Computation time is another consideration in the selection. Techniques such 
as Gaussian process regression require higher computation time than SVM.  
In variable operating condition, shaft rotating speed can also provide dynamics 
information of bearings in data analysis. Specifically, it can give information to interpret the 
quantity of feature values. In this research, bearing diagnostic and prognostic studies will be 
conducted using data from multiple sensors including accelerometer, acoustic emission sensor 
and tachometer. The combination of the data collected from these sensors can provide an 
effective methodology for bearing condition monitoring. This will be demonstrated in this 
research.  
 
 
1.2 Aim and Objectives 
The aim of this research is to introduce a fault diagnostic and prognostic system for 
rolling element bearings which operate at variable speeds. The system can effectively diagnose 
and predict bearing faults, which can reduce machine downtime and improve performance 
reliability. To achieve this aim, the following key objectives are focused upon in this research:  
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• To investigate the diagnostic capability and suggested superiority of acoustic 
emission for rolling element bearing using experimentation, and make comparison 
with vibration 
• To evaluate cyclostationary indicators for bearing diagnostics at different bearing 
degradation stages  
• To identify effective digital signal processing techniques for variable-speed 
bearing data pre-processing, fault diagnosis and prognosis  
• To identify an effective approach to improve prediction accuracy for data under 
variable operating condition using support vector regression 
 
1.3 Research Gap 
There are mainly four issues in the research gap before conducting this research: 
 
• Acoustic emission for bearing incipient fault detection 
The existing studies on acoustic emission and bearing incipient fault diagnostics 
have suggested the superiority of acoustic emission for bearing incipient fault 
detection, e.g. Ref. [1–10]. However, all these studies are conducted based on 
bearing seeded defect or through modification to the bearing components. No 
studies of this type have been conducted using naturally-damaged bearings.  
 
• Variable-speed operating condition 
Most bearing condition monitoring studies consider only constant speed operation 
condition. An approach on how to accommodate different speeds is needed.  
 
• Cyclostationary analysis for AE-based bearing diagnostic and prognostic studies  
Cyclostationary analysis is the most suitable method for analysing bearing signals 
since the nature of bearing signals is second-order cyclostationary. 
Cyclostationary analysis provides more information for bearing diagnostics and 
prognostics. However, cyclostationary analysis is not commonly used in AE-
based bearing diagnostic and prognostic studies.  
 
 
• Bearing microscopic analysis 
Most studies focus on the detection of artificially seeded faults. Moreover, studies 
comparing AE with vibration suggest the possibility to detect subsurface crack 
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with AE but do not confirm the presence of this type of faults with proper 
inspection of the faulty bearings. In other words, no studies have confirmed 
whether the suggested faults through the detected fault symptoms on the 
spectrums really exist in the test bearing. This research will conduct bearing 
microscopic analysis to the test bearing to confirm for the first time the correct 
detection of a subsurface crack by AE.  
 
• Acoustic emission for bearing prognosis 
The existing studies have suggested the potential of acoustic emission in bearing 
prognosis, e.g. Ref. [11–13]. However, no studies have been conducted to explore 
this potential.  
 
1.4 Research Questions 
Bearing fault diagnosis and prognosis is the focus of this research. There are several 
elements that are lacking in the research field. The research questions that this thesis will look 
into include the following:  
 
1. Sensor: Does acoustic emission contain significantly more information for bearing 
diagnostics than vibration?  
A number of existing studies, which are mainly based on seeded defects or bearings with 
alterations to its components, suggested AE’s superiority over vibration in detecting bearing 
incipient faults. However, no verification as to the presence of the subsurface crack has been 
made so far in any study. This research will investigate whether AE is more superior to 
vibration in detecting subsurface crack through experimentation. Detailed signals processing 
analysis will also be conducted. Comparisons will also be made between acoustic emission 
and vibration to investigate if acoustic emission signals are more informative in bearing faults 
than vibration signals.  
 
2. Features: which features are the best for bearing diagnostics in different phases of bearing 
degradation?  
Since bearing signals are of second-order cyclostationary nature, cyclostationary analysis 
and envelope analysis are among the most suitable signal processing techniques to analyse the 
bearing signals. This research aims at looking into whether advanced AE cyclostationary 
analysis can be of any benefits to bearing fault diagnostics. Different cyclostationary indicators 
will also be assessed as to its effectiveness in being applied to bearing diagnostics. 
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3. Operating Condition: what is the effect of shaft rotating speed on the diagnostic 
capabilities of sensors and features?  
For bearings operating under variable-speed operating condition, this research will 
investigate how the shaft rotating speed affects the diagnostic capability of vibration and 
acoustic emission signals, and whether the shaft rotating speed can improve the diagnostic 
capabilities of the signals. Proper techniques and measures need to be used to enable the 
bearing diagnostic system to adjust to the speed variation in the bearing data.  
 
4. Prognostics: How do the previous questions apply to prognostics? How can the answers 
to the previous questions be extended to prognostics?  
A few diagnostic studies on acoustic emission have suggested its potential for bearing 
prognostics. However, studies of acoustic emission to bearing prognostics are rare. This 
research will apply acoustic emission to prognostic predictions and explore its potential in 
bearing prognostics.  
Moreover, given the suitability of cyclostationary and envelope analysis to analysing 
bearing signals, this study will apply these signal processing techniques to bearing prognostics, 
and to study different features that perform well in bearing prognostics.  
In prediction, rotating speed has never been included as one of the features for prediction 
of rolling element bearing failure under variable-speed operating condition. With the concept 
as presented above that shaft rotating speed can provide more information to the bearing data, 
shaft rotating speed will be used as a feature for prognosis.  
Furthermore, rolling element bearings’ prognostic studies under variable speed are lacking 
in the research field. The existing prognostic studies are based on a constant speed ranging 
from 1200 rpm to over 10000 rpm. This research will study rolling element bearings running 
at variable speed and produce naturally-developed bearing faults not only to investigate the 
diagnostic fault symptoms at different speeds (e.g. 1300 rpm and 300 rpm), but also to study 
the way to adjust the predictions to the speed variation and obtain satisfactory prediction 
results.  
 
 
1.5 Contributions and Significance  
Machines and the associated systems are increasingly complex. Currently, most 
bearing diagnostic and prognostic studies are conducted for machines with constant 
operating speed. However, variable-speed operating condition can be found in industrial 
applications such as wind turbine, mining equipment and ordinary machines during speed-
up and ramp-down processes. Fault diagnostics and prognostics help prevent bearing failure 
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which can lead to severe equipment damage and unscheduled downtime. In this research, 
variable-speed operating condition is taken into account when conducting the bearing 
diagnostic and prognostic studies.  
The diagnostic study in this research study has demonstrated AE’s superior 
capability and higher sensitivity over vibration in detecting a naturally developed bearing 
subsurface crack with experimental proof. The existing studies of bearing subsurface crack, 
which suggested that AE can detect bearing subsurface crack and performs well in bearing 
incipient fault detection, have so far relied on either artificially-seeded defects or through 
modifications to the bearing components; and investigate the subsurface crack problem by 
for example, applying subsurface stress theory such as Thomas and Hoersh theory in Ref. 
[2]. This suggestion is confirmed for the first time by this research study through bearing 
run-to-failure experiments, comprehensive microscopic analysis, and envelope and 
cyclostationary analysis in detecting a naturally developed bearing subsurface crack without 
any artificially seeded defects or modifications to components of the bearing.  
This concept of AE for bearing incipient fault is important to improve system 
reliability and stability with reduced machine downtime, and reduce operations and 
maintenance costs in the condition monitoring of many industrial applications, by 
experimentally confirming the type of signals that performs better in incipient fault detection. 
It also gives insight to the research field regarding AE’s potential in being applied to other 
applications for diagnosis and prognosis due to its superior sensitivity in detecting incipient 
faults.   
In the prognostic study of this research, vibration RMS is also included as the main 
prognostic feature in this study for its traditional role in the ISO Standard definition of 
machine condition and component failure. Rotating speed is included as one of the 
prognostic features for the first time, to provide this information and help interpret the 
vibration RMS levels which changes according to different operating speeds. This has proven 
to be important in prognostics that involve variable-speed bearing data. The prognostic 
analysis also takes into account the historical and current data in predictions through applying 
nonlinear autoregressive exogenous model structure to the prognostic features. This study 
suggests a prognostic methodology that can track the bearing fault propagation under 
variable-speed operating condition. 
The consideration of variable-speed in bearing fault diagnosis and prognosis 
becomes increasingly important as the systems in industrial applications are growing in its 
complexity. This study has made contributions by providing a new methodology that is 
effective to deal with the speed variations of the bearing data in diagnostics and prognostic 
predictions.   
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This prognostic study has also explored the potential of applying acoustic emission 
to prognosis. This potential has long been suggested in studies, but study on this topic is still 
rare. RMS and cyclostationary features from AE signals were used as prognostic feature 
input with the vibration RMS and rotating speed to examine the diagnostic potential of each 
of the AE features. Investigation revealed that using the prognostic approach of this 
prognostic study with the appropriate choice of AE features, acoustic emission can improves 
the prognostic predictions compared with using only vibration RMS and rotating speed. This 
study demonstrated that the prediction performance using AE CS2 feature (specifically, AE 
TLk in log scale in this study) improves the prediction performance, whereas using AE RMS 
with vibration RMS and rotating speed only brings degraded prediction performance.  
 
1.6 Thesis Outline 
The remaining chapters of this thesis are arranged as follows. Each chapter finishes 
with a chapter summary.  
Chapter 2 provides a literature review on bearing dynamics and degradation; bearing 
diagnostic signals including vibration and acoustic emission; and basic introductions of 
signal processing including a general discussion on commonly used signal processing 
techniques, followed by further elaboration on techniques that are used in this study. This 
begins with a basic introduction of signal classification, and continues with elaboration on 
statistical descriptions, spectral and cyclic frequencies of bearing analysis, envelope analysis, 
cyclostationary analysis, signal domains and order tracking. The chapter also provided a 
review on two classification algorithms for diagnostics and a number of prognostic 
techniques that are applicable to variable operating conditions.  
Chapter 3 presents the methodology of this research. The experimental setup and test 
descriptions for both diagnostic and prognostic studies are illustrated separately, followed by 
descriptions of the proposed diagnostic and prognostic model. The descriptions begin with 
first explaining the roles of diagnostics in the diagnostic and prognostic system, followed by 
elaborating the feature extraction process for the bearing diagnostic study in this research. 
The different aspects of prognostics models such as the definition of rolling element 
bearing’s failure, the reason for choosing support vector regression for this prognostic study, 
as well as illustrating the process of identifying fault initiation time in bearing data, are 
provided. The section is completed with further details about the proposed prognostic model.  
Chapter 4 presents a feature analysis, assessing three cyclostationary indicators and 
make comparison with vibration and AE, serving as a preliminary study regarding the 
effectiveness of cyclostationary analysis in the application of bearing diagnosis.  
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Chapter 5 presents the diagnostic results of a test bearing with a naturally developed 
subsurface crack on the outer race. This chapter begins with bearing microscopic analysis, 
which includes the physical inspection of the bearing rolling elements using optical 
microscope, inspection of the bearing outer race surface by dye penetrant test and inspection 
of the subsurface of bearing outer race by scanning electron microscope. Further 
examinations by envelope analysis and cyclostationary analysis a then presented.  
Chapter 6 illustrates the process of identifying fault initiation time in different bearing 
datasets, followed by performing prognostic study using different features. The details and 
procedures of fault initiation time identification, the prognostic model and the importance of 
vibration RMS and rotating speed in bearing prognostic study are discussed in the chapter.  
Finally, conclusions and future work are presented in Chapter 7. A list of publications 
is included after Chapter 7, followed by a list of references.  
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Chapter 2: Literature Review 
2.1 Bearing Dynamics and Degradation 
Bearings are one of the most commonly-used and critical components present in the 
majority of rotating machines in industrial applications. Bearing problems account for over 
40% of all failure in industrial and commercial machines, and rolling element bearings are one 
of the most widely-used industrial machine elements and are used in many electric machines 
especially in inductor motors for rotor support [14, 15]. This component can easily be damaged, 
which leads to problems to machine performance. Bearing failure is one of the most common 
reasons for machine breakdown, and if it is not detected in time, it can lead to catastrophic 
failures.  
There are generally two kinds of bearing faults including generalized roughness such 
as brinelling, and single-point faults (spalls) [16]. Contact fatigue, which usually leads to 
single-point faults, accounts for a large percentage of bearing failure [14, 17, 18]. [19, 20]. 
This is supported by a reliability analysis for rail bearings conducted by Ferreira et al. [17]. 
Approximately 47,000 bearings under real conditions of use were investigated in the study, 
which found that approximately 80% of the bearings failed by contact fatigue: outer-race 
fatigue accounts for 58%, inner race fatigue 13%, roller fatigue 3% and micro fatigue 4%. 
Generally, the fatigue failure is characterized by the formation of micro cracks beneath the 
contact surface where the alternating shear stress reaches a maximum value [19]. Failure can 
occur in the raceways or the rolling elements in rolling bearings by flaking due to the 
coalescence of the micro cracks initiated by the repeated contact stress [17, 19]. Apart from 
bearing failure by contact fatigue, other failure causes can be lack of lubrication or 
maintenance, impact loads, improper mounting, wrong choice of a design for the application, 
and other environmental factors such as corrosive media and operating temperature [14, 19, 
21]. These causes can also lead to damages on the bearing outer race, inner race or the rolling 
elements. 
Bearing degradation through contact fatigue typically progresses in three stages: crack 
nucleation and propagation, spalling and fast deterioration [13, 22, 23]. 
Phase 1. In the crack nucleation and propagation stage, subsurface cracks develop in 
the races without any visible modification of the contact surfaces. When the cracked area is 
loaded, the subsurface crack experiences stress from the loading which leads to its propagation. 
The theoretical analysis and experimental observations conducted by Chen et al. [24] 
concluded that subsurface cracks initiate due to the combined action of the inclusion local 
stress field and the maximum reversed shear stress, which is statistically the applied stress. 
Chen et al. [24] studied and observed the crack initiation and propagation on bearing steel 
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using an optical microscope. It is recorded that the shortest visible crack length is 10 – 15 𝜇m, 
and that the nucleation period for a crack is only about 10% of the bearing’s useful life. 
Metallograph and scanning electron micrograph are shown in the study, illustrating both crack 
initiation and propagation. The illustrations suggested that microcracks, i.e. subsurface cracks, 
initiated at the same time from both tips of the inclusions in the steel and grow in opposite 
directions. As the main crack develops, a branching secondary crack will occur close to the 
location of the main crack initiation. The main crack and secondary crack will propagate 
towards the rim surface simultaneously and, lastly, spalling occurs. Subsurface crack studies 
conducted by Deng et al. [25, 26] concluded from the observation of failed ball bearings that 
subsurface cracks are approximately parallel to the spalling surface along the axial direction.  
Phase 2. The second stage is spalling, which happens when the crack reaches the 
surface leading to loss of material and a change in the geometry of the contact. Since energy 
collections are required for the growth of the spall, a spall defect grows discontinuously and 
its spall area increases abruptly whenever materials are broken away from a running surface 
[13]. During this stage, more sub-surface cracks may nucleate and propagate if the bearing 
continues to experience the stress from the loading. As shown in many studies (e.g. [27–31]), 
vibration and acoustic emission can be used to detect bearing fault at this degradation stage.  
Phase 3. After the spall is developed in the bearing, the component deteriorates 
rapidly to complete failure. Sudden increase in system vibration can be observed, and damage 
to other components in the system may be resulted if the operation is not terminated.  
The next section will present the most common types of signals for diagnosing bearing 
fault – vibration and acoustic emission. They behave differently at different stages of bearing 
degradation. The discussion in the next section will also include the effect of different stages 
of bearing degradation on vibration signals and acoustic emission signals. 
 
2.2 Bearing Diagnostic Signals 
Two major types of signals for bearing fault diagnostics include vibration and acoustic 
emission. Vibration analysis is one of the most common and reliable methods for condition 
monitoring. In the last decades, an increasing number of research studies are conducted, 
focusing on acoustic emission for bearing diagnosis, suggesting its superior sensitivity and 
capability in bearing incipient fault detection. Analytical techniques using either type of 
diagnostic signals are described in this section.  
 
2.2.1 Vibration Analysis  
Vibration analysis is a well-established technique for bearing condition monitoring 
and has been the industry standard in this aspect for decades. It has been used extensively in 
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different bearing diagnostic studies and was proven to be an effective method for the detection 
of bearing faults [32]. Vibrations are excited by dynamic forces generated in the rotation and 
contact of rolling elements. The response to this excitation contains periodic and random 
components, and depends on the frequency response function of the bearing and machine in 
which it is installed  [33]. In particular, resonances amplify particular areas of the excitation 
spectrum, resulting in a vibration spectrum which has a spectral content that reflects both the 
spectral characteristics of the excitation (e.g. rotational speed-linked quantities) and natural 
frequencies of the system. While the excitation-related frequencies are generally known a 
priori based on the kinematics of the bearing and machine, the frequency response of the 
system can be studied experimentally via model analysis or determined with various levels of 
approximation, which depends also on the complexity of the machine, using finite-element 
models of the system. In practice, the measurement of vibration signals involves installing a 
transducer as close as possible to the bearing that is being monitored in order to obtain the 
clearest fault signal [34, 35].  
At Phase 1 of the bearing degradation stage as discussed in the last section (crack 
nucleation and propagation), when the crack propagates under surface, it is difficult for the 
traditional vibration measurements and analysis to detect subsurface cracks of bearings due to 
the mechanism of vibration measurement as explained in the beginning of this sub-section, 
and the fact that subsurface cracks do not generate any impulses produced by surface striking. 
Bearing spalls, i.e. the third stage of bearing degradation stage, can however be detected using 
vibration measurement and analysis.  
At Phase 2 of the degradation stage (spalling), as the localised faults appear in a 
bearing race, the impacts of each rolling element with the spall generate cyclically repeating 
vibration bursts (one burst for each impact).  Each vibration burst is locally dominated by the 
natural frequencies of the machine (free vibrations), whereas the repetition of the bursts is 
“timed” by the frequency of contact between the damaged and the mating surfaces, i.e. the 
bearing characteristic fault frequencies BPFO, BPFI [16, 36]. The fault frequencies are 
determined by the bearing geometry, location of the fault and shaft speed; and can help identify 
the defective component in the machine and the defect location. The four characteristic fault 
frequencies of a ball bearing can be expressed by the following equations.  
 
 Outer-Race Ball Pass Frequency 𝐵𝑃𝐹𝑂 (𝐻𝑧) =
𝑛
2
(
𝑁
60
)(1 −
𝑑
𝐷
cos𝛽) ( 1 ) 
 Inner-Race Ball Pass Frequency 𝐵𝑃𝐹𝐼 (𝐻𝑧) =
𝑛
2
(
𝑁
60
)(1 +
𝑑
𝐷
cos𝛽) ( 2 ) 
 
Ball Spin Frequency 𝐵𝑆𝐹 (𝐻𝑧) =
𝐷
𝑑
(
𝑁
60
) [1 − (
𝑑
𝐷
)
2
cos𝛽] 
( 3 ) 
 Train or Cage Frequency 𝐹𝑇𝐹 (𝐻𝑧) =
1
2
(
𝑁
60
) (1 −
𝑑
𝐷
cos𝛽) ( 4 ) 
Multi-Sensor Condition Monitoring of Bearings Using Support Vector Machines 
 
12 
 
 
where 𝑑 is the rolling element diameter, 𝐷 is the bearing pitch diameter, 𝑛 is the number of 
rolling elements, 𝑁 is the shaft speed in RPM and 𝛽 is the contact angle.  
 This cyclic repetition is however not strictly periodic (i.e. almost-periodic) due to 
randomly varying slip in the contact between the rollers and races. Some slip is inevitable 
since the load angle, which determines the effective rolling radius, changes with the position 
of each rolling element in the bearing, as the ratio of local radial to axial load changes [37]. 
Each rolling element has a different effective rolling radius and tries to roll at different speed, 
while the cage in the bearing keeps the rolling elements moving at the same mean speed, 
causing some random slip (normally 1-2%). Most established bearing models consider natural 
vibration bursts as a (pseudo-) random carrier with a power spectral density characterised by 
the resonance frequencies of the machine. The cyclic repetition of the bursts is described as a 
periodic modulation. Basically, the randomness introduced by the slip and the slightly varying 
system properties during the shaft rotation are all transferred to the carrier (i.e. natural 
vibration). As a result, the signals from rolling element bearing faults are modelled as second-
order cyclostationary signals (CS2) [38]. 
In addition to the inability to detect faults in Phase 1, vibration-based bearing 
condition monitoring shows a drawback in the healthy stage of bearing degradation: even in 
healthy conditions (and especially under high bearing load) vibrations may still show a 
misleading BPFO symptom due to a BPFO periodic stiffness variation (itself caused by the 
varying position of rolling elements in time) [39, 40], thus potentially leading to false positives 
in an automated diagnostic algorithm.  
For the detection of phase 2 faults, a number of comprehensive bearing theoretical 
vibration fault models were developed, considering different factors or conditions that may 
affect the vibration response of the faults. McFadden and Smith (1984) and McFadden and 
Toozhy (2000) [41, 42] described the vibration signals produced by a single point fault on the 
inner race of a rolling element bearing under constant radial load by a model which takes into 
account the bearing geometry, shaft speed, bearing load distribution, transfer function and the 
exponential decay of vibration. The response of the bearing and machine to the impulses 
produced by the defect is described as:  
 𝑥(𝑡) = [𝑑(𝑡)𝑞(𝑡)𝑎(𝑡)] ∗ 𝑚(𝑡) ( 5 ) 
The component 𝑑(𝑡) is the pattern of impulses generated by rolling elements striking the 
defect under a uniform load, 𝑞(𝑡) considers the changes in load distribution experienced by 
the spall around the bearing, 𝑎(𝑡) describes the variations in transfer function between the 
measurement location and the point at which the impulse occurs, and 𝑚(𝑡) is a real function 
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expressing the decay of a unit impulse. Each term in this equation is graphically represented 
in Figure 1. Further details of the model can refer to McFadden and Smith (1984) [41] and 
McFadden and Toozhy (2000) [42].  
 
Figure 1 Components of a vibration signal model [41, 42]  
 
 This vibration model was then refined by Ho & Randall [34] with consideration of the 
random slip as explained in the beginning of this section. The model of vibration signal is 
written as:  
 
𝑥(𝑡) = ∑ 𝐴𝑖ℎ(𝑡 − 𝑖T − 𝜏𝑖) + 𝑛(𝑡)
+∞
𝑖=−∞
 ( 6 ) 
where 𝑛(𝑡) is the environmental noise, 𝑇 is the average time between two impacts, and ℎ(𝑡) 
is the impulse response generated by a single impact (in this case considering a time-invariant 
frequency response function). The time of impact is assumed to be sufficiently short compared 
to the reciprocal of the dominant resonance frequency so that the waveform ℎ(𝑡) is identical 
regardless of the shape of the impact. 𝐴𝑖 denotes as the amplitude of the 𝑖th impact force and 
𝜏𝑖, named as jitter, denotes as the time lag (delay/anticipation) from the mean period 𝑇 due to 
the presence of the random slip. This jitter is different for each 𝑖th impact. Therefore, this 
signal model 𝑥(𝑡) is represented by a series of repetitive impulse response of the structure 
ℎ(𝑡) triggered by the impacts of the rolling elements with the fault and modulated by the 
impulsive excitation amplitude 𝐴𝑖 [43]. The train of impacts is a quasi-periodic phenomenon 
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characterised by an average expected period 𝑇  (deterministically known considering the 
kinematics of the bearing) and the random jitter 𝜏𝑖 . The relative balance between the 
deterministic part and the stochastic part depends on the degree of randomness in the 
occurrence of the impacts generated by a defect and on the dominant frequency in the resulting 
vibration signal. The limitation of this model is that it considers only the fixed shaft speed for 
the rotating bearing since the period 𝑇 in the function will become a variable instead of a 
constant when the shaft speed varies. Therefore, the period 𝑇 should be in angular domain 
instead of time domain so that the signal model can be applied to variable shaft speed.  
Antoni [44] suggested a more practical model by considering the random slip in 
rolling element bearings, as well as the speed fluctuation. The vibration signal 𝑥(𝜃) can be 
modelled in the angular domain of the shaft 𝜃 as:  
 
𝑥(𝜃) = ∑ 𝐴𝑖ℎ(𝜃 − 𝑖Θ − 𝜓𝑖) + 𝑛(𝜃)
+∞
𝑖=−∞
 ( 7 ) 
where ℎ(𝜃) is the impulse response to a single impact as measured by the sensor; and Θ is the 
average shaft angular interval between two consecutive impulses. The index 𝑖 denotes the 
occurrence of the 𝑖 th impact and 𝑛(𝜃)  accounts for an additional background noise that 
accompanies all other vibration sources. 𝜓𝑖 and 𝐴𝑖 account for the randomness of the jitters in 
the angular domain and the magnitude of the 𝑖 th impact, respectively. Since ℎ (structural 
impulse response) is in reality a function of 𝑡, this model is only an approximation, valid under 
the assumption that the impulse response function ℎ(𝜃) is dependent on the angular variable 
𝜃 and not on time 𝑡. The approximation, however, works well only in the case of small speed 
fluctuations around an average rotating speed. In other words, this model solves the problem 
of “angular-cyclicity”, which is induced by variable shaft speed, at the expense of a small error 
in ℎ, which should be defined in time domain 𝑡 instead of angular domain 𝜃.  
 To deal with this limitation (the error in approximating ℎ from the previous model), 
Borghesani et al. [45] proposed a bearing signal model that allows describing highly variable 
speed:  
 
𝑥(𝑡) = ∑ 𝐴𝑖ℎ(𝑡 − 𝑇𝑖) + 𝑛(𝑡)
+∞
𝑖=−∞
   𝑤𝑖𝑡ℎ    𝑇𝑖 = ∑
Θ
?̅?𝑘
+ 𝜓𝑖
𝑖
𝑘=1
 ( 8 ) 
where ?̅?𝑘  is the average angular speed in between the (𝑘 − 1)th and the 𝑘th impact. The 
impulse train is effectively dominated by an average angular period Θ, while the impulse 
response is defined in the time domain, where it keeps the same form for each impact.  
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2.2.2 Acoustic Emission 
In the last decade, the number of studies related to the use of acoustic emission sensors 
in place of accelerometers for the detection of bearing faults has increased dramatically. 
Acoustic Emissions (AE) are defined as transient elastic waves within a material caused by 
the release of strain energy. They are produced by the sudden internal stress redistribution due 
to the changes in the internal structure of the material; for example, due to crack initiation and 
growth [3]. The capability of detecting crack propagation is highly promising for the 
identification of bearing degradation in its earliest stages, and suggests a potential superiority 
with respect to the traditional vibration-based diagnostics, which are by nature constrained to 
the analysis of faults that have already caused a macroscopic variation of the contact surfaces 
(i.e. spalls) [46, 47]. 
Acoustic emission sensors and accelerometers are both piezoelectric transducers. 
While the latter require a macroscopic motion of the sensor itself, AE probes detect high-
frequency stress waves reaching the surface of the machine. As a consequence of this different 
physical domain, accelerometers operate at much lower frequencies than AE sensors, typically 
up to 10-20 kHz instead of hundreds of kHz, corresponding to larger wavelengths and therefore 
involving motion of the structure as a whole. The low frequency vibrations from small race 
defects generate negligible energy to the system compared with the surrounding noise, thus 
hindering early detection of faults through accelerometers. On the contrary, acoustic emissions 
in the frequency range around or above 100 kHz are generally characterised by a lower number 
of noise sources, thus enabling to detect the progression of damage as it happens [7]. AE, as a 
result, has been taken as a formalized structural evaluation method in civil applications since 
the early 1980’s and it is very popular in the integrity monitoring of reinforced polymeric 
vessels [48, 49].  
At the healthy stage of bearing degradation, AE should be less sensitive to the false 
alarm phenomenon caused by a misleading BPFO symptom in vibration, as discussed in the 
last sub-section, owing to the slow and smooth nature of the stiffness modulation, far below 
the typical frequency ranges of AE transducers.  
At the crack nucleation and propagation stage (Phase 1), the growth of the subsurface 
cracks is expected to induce AE bursts, as documented in studies in different application fields 
(mainly civil engineering and materials science) [1, 50, 51]. In the case of bearing, a chain of 
AE bursts is expected to occur at a characteristic frequency 𝛼 characterised by the location of 
the crack. As for vibration bursts, which are usually only induced at the next stage (spalling), 
the bursts should occur at the bearing characteristic fault frequencies BPFO, BPFI, BSF and 
FTF, coherently with the cyclic loading of the cracked location. For instance, a crack on the 
outer-race of the bearing is expected to induce AE bursts at a cyclic frequency 𝛼 = BPFO, with 
resulting peaks at this cyclic frequency and its multiples on cyclic frequency indicators such 
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as squared-envelope spectrum (SES) and cyclic modulation spectrum (CMS). Most acoustic 
emission sensors have narrow frequency responses, thus the 𝑓 -location of any relevant 
detected AE signals must be at the resonance of the AE sensor. The cyclostationary analysis 
should therefore focus on the spectral frequency 𝑓 of the resonance of the sensor and the cyclic 
frequency 𝛼 of the characteristic fault frequency.   
In both crack propagation and spalling phases, AE signals are very impulsive and 
contain a lot of CS2 components. The numerous CS2 components with impulsive bursts from 
the signals bring a disadvantage of CMS – the cyclic leakage problem. This phenomenon, 
detailed in [52], is exacerbated by the AE narrow band sensor, which forces all CS2 
components to concentrate at spectral frequency 𝑓 of the sensor resonance. Cyclic logarithmic 
envelope spectrum (CLES) has been proposed in the same paper as an efficient and effective 
counter-measure.  
A series of preliminary studies on bearing AE have suggested a higher potential of AE 
(vs vibration) in detecting incipient faults, i.e. its fault detection capability once the bearing 
degrades to crack propagation [1–10]. All experimental studies conducted so far, except those 
by Mba and his team at Cranfield University [1–6, 53], have focused on seeded surface spalls 
and scratches, and despite suggesting a higher sensitivity of AE sensors, they have not 
investigated the possibility of detecting subsurface cracks. In the aforementioned studies at 
Cranfield University, the authors have shown a superiority of AE over vibrations in the 
diagnostics of naturally developed bearing faults (albeit on a modified thrust bearing race), 
however they did not verify the presence of a sub-surface crack through inspection before it 
actually developed into a spall. In particular, one of these studies indicated that a sub-surface 
crack could have been the source of anomalous AE bursts which were recorded prior to any 
spall formation on the surface [1]. Hawman and Galinaitis [7] found that vibration monitoring 
cannot detect initial spalling of an outer race unless the defect size reached 0.065 in. wide by 
0.005 in. deep, while AE monitoring showed strong indication when the defects are as small 
as 0.010 in. wide with the same depth, and could locate the bearing defect. The study of 
Elmaleeh and Saad [8, 54] showed the effectiveness of statistical parameters of AE in 
distinguishing between healthy and defective bearings, while He and Zhang [55] demonstrated 
that approximate entropy can effectively analyse the complexity of AE signals and be used as 
a nonlinear feature parameter of AE for defect detection and evaluation of rolling element 
bearings.  
The AE model is expected to be analogous to the vibration ones presented in the 
previous sub-section, in that they are both expected to contain cyclically repeating bursts 
whose “timing” is linked to the characteristic frequencies of the bearing (BPFO, BPFI, etc.). 
However, unlike vibration signal models where ℎ(𝑡) represents the impulse response triggered 
by surface spalls, AE signal models for bearing degradation are expected to include a different 
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function ℎ′(𝑡), which represents a single elastic-wave burst generated by a subsurface crack 
or surface spall when a fast release of elastic energy occurs (e.g. crack propagation, impact). 
The amplitude of the 𝑖th impact force 𝐴𝑖 is also expected to be different from the vibration, 
and can be denoted as 𝐴′𝑖. The model of AE signal can be expressed as:  
 
𝑥(𝑡) = ∑ 𝐴′𝑖ℎ′(𝑡) + 𝑛(𝑡)
+∞
𝑖=−∞
   ( 9 ) 
where 𝐴′𝑖  denotes as the amplitude of the 𝑖 th impact force, ℎ′(𝑡)  denotes as a series of 
repetitive impulse response of elastic-wave bursts to the impact triggered by the defect.  
To the best of the author’s knowledge, no studies on AE signals modelling for rolling 
element bearings have been conducted. The most relevant study on AE signal modelling was 
conducted by Filonenko et al. [56]. It develops AE signal models for a tribosystem. The model 
is formed at the stage of normal wear of friction pair and is built upon the basis of information 
about the normal wear process, connected with the destruction of the secondary structures of 
type I (plastic deformation) and type II (fragile destruction). This is, however, not in the scope 
of this study and this model will not be elaborated in this study.  
Although AE signal model may be different from the vibration signal model of 
bearings, the two types of signals generated from bearings are similar in structure in terms of 
having a sequence of impulse responses at natural frequency. This suggests that the 
cyclostationary properties of AE signals from a defective bearing are the same as vibration 
signals. There are very few studies studying acoustic emission and cyclostationarity for 
bearing defects [57]. The most relevant study was that conducted by Kilundu et al. [57]. The 
study was conducted under constant speed of 1500 rpm with seeded bearing defects, 
comparing cyclic spectral correlation and envelope spectrum when they are applied to AE 
analysis.   
In the existing literature discussed so far, there is no study that investigates acoustic 
emissions from naturally-developed cracks in commercially available bearings. Seeded 
defects are commonly used in bearing fault diagnostic studies. As for the few studies that 
focused on AE of naturally developing faults, modifications to the bearing’s components are 
carried out before the run-to-failure experimental test. In both cases, no verification of the 
actual existence of a naturally-developed crack is carried out. However, the evidence from the 
verification is crucial in demonstrating the major suggested advantage of AE over vibration.  
The rapidly growing number of bearing AE studies have used a variety of techniques 
for the analysis of these signals, only seldom justifying the choice of the methodology based 
on actual (or expected) characteristics of the signals. 
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Table 1 lists the features adopted in existing AE studies related to bearing defect 
detections using vibration and AE signals. These existing diagnostic studies using acoustic 
emission are based on artificially seeded defects, or through modification to the bearing’s 
components. Advanced cyclostationary and signal processing techniques have never been used 
to investigate the diagnosis and prognosis on naturally developed faults.  
 
Table 1 Features adopted in existing studies of acoustic emission. 
Studies Adopted/Studied Features 
Elforjani and Mba [3] 
Information entropy; 
Signal shape factor; 
Enveloping and spectrum analysis including fast Fourier 
transform, Prony’s energy method, Eigen-analysis, auto-
regressive and continuous wavelet transforms; and 
Statistical indicators including root mean square (RMS), crest 
factor, shape factor, and impulse factor 
Al-Ghamd and Mba [46] AE RMS, AE kurtosis, AE burst amplitude, AE burst duration 
Hawman and Galinaitis 
[7] 
AE signal envelope and power spectrum; 
AE pulse and related features such as statistics of pulse data and 
statistics of AE pulse envelope; 
AE signal demodulation by RMS computation; 
fast Fourier transform 
Elforjani and Mba [1] 
AE parameters including counts, RMS, average signal level in 
decibels, maximum amplitude and absolute energy (joules) 
Elforjani and Mba [2] AE energy 
Eftekharnejad et al. [4] 
For both vibration and AE signal: 
Frequency spectrum; 
Band-pass filtering and envelope spectrum through Hilbert 
transform; 
Spectral kurtosis through kurtogram computation; 
Signal-to-noise crest factor 
Elforjani and Mba [5] AE energy 
Elforjani and Mba [6] AE transient burst periodicity  
Elmaleeh and Saad [8] 
Frequency spectrum; 
AE statistical parameters including signal amplitude, kurtosis, 
standard deviation, crest factor and skewness 
Nienhaus et al. [9] AE burst, maximum AE amplitude, AE RMS 
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Elmaleeh and Saad [54] 
Frequency spectrum; 
AE statistical parameters including signal amplitude, kurtosis, 
standard deviation, and crest factor 
He and Zhang [55] Approximate entropy 
Kilundu et al. [57] 
Spectral correlation; 
Envelope analysis 
Mba [58] 
AE parameters including counts, RMS, energy, amplitude and 
events 
Morhain and Mba [59] 
AE parameters including RMS, amplitude, energy and AE 
counts 
  
 
2.3 Signal Processing  
A comprehensive condition monitoring program in CBM has three phases including 
detection, diagnosis and prognosis. Diagnosis generally involves fault detection, isolation and 
identification. It detects abnormal condition, determines the defective component and 
estimates the nature and extent of the fault [60–62]. This phase can improve system reliability 
and effectiveness of maintenance and logistics planning [63–66] through providing 
interrogation and state awareness; and acts as an input to the prognostic process. In the past 
decades, bearing fault diagnosis has attracted a considerable amount of interest among 
researchers. 
Fault diagnosis can be accomplished by analysing the collected signals using digital 
signal processing techniques which will be introduced in this section. Using the result of the 
analysis, a decision about whether the component is damaged can be made.  
Signal processing begins with data acquisition. This stage involves using sensors to 
collect the required signals / variables such as speed or temperature and turn them into 
electronic signals. After the signals are collected, conditioning such as amplification, filtering 
and modulation/demodulation may be performed in order to reduce the sensitivity of the 
signals to interference [67]. Optimization techniques by a digital signal processor are then 
adopted for the processing, sorting and manipulation of the signals.  
The most common and basic way of analysing the signals is statistical methods. 
Features such as root mean square, peak amplitude, kurtosis and crest factor are extracted from 
the signals for observing the signals’ behaviour or for further processing. Fast Fourier 
transform (FFT) is another common approach to analyse the signals. It involves converting a 
digital signal from time domain into frequency domain using Discrete Fourier Transform. This 
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method can identify and isolate certain frequency components of interest such as the bearing 
fault frequencies as discussed in Section 2.1 for bearing fault diagnosis.  
However, FFT cannot provide any information about the time dependence of the 
spectrum of the signal analysed since this technique is based on stationary assumption and the 
results are averaged over the entire duration of the signal [68]. In other words, this method 
only provides analyses in terms of the statistical average in the time or frequency domain, but 
cannot reveal the local features in both time and frequency domains simultaneously [69]. This 
therefore becomes a problem when analysing non-stationary signals from cases such as 
varying rotating speed or applied load of the machines. The statistics of non-stationary signals 
change with time. These cases require two dimensional functions of time and frequency. This 
can be achieved by time-frequency analysis approaches such as Short-Time Fourier Transform 
(STFT), Wigner-Ville distribution, and Hilbert-Huang transform (HHT) which can compute 
the frequency and amplitude of nonlinear and non-stationary signals. Zhao et al. [70] applied 
adaptive STFT for estimating the instantaneous frequency to eventually achieve bearing fault 
detection without a tachometer installed. Soualhi et al. [71] applied HHT to extract new health 
indicators from stationary / non-stationary vibration signals so as to know the condition status 
of the bearing; followed by support vector machine and support vector regression for 
estimating bearing’s remaining useful life.   
Wavelet transform is another popular time-frequency analysis technique. This 
technique can be divided into discrete wavelet transform (DWT) and continuous wavelet 
transform (CWT). This method is suggested to extract very weak signals for which Fourier 
transform becomes ineffective [40]. This technique has been applied to various machine fault 
diagnosis, especially to rolling element bearings [72–78]. For example, Kankar et al. [73] 
successfully applied DWT as a thresholding method for denoising the acoustic emission 
signals so that the denoised acoustic emission signals can detect and identify the types of the 
bearing defects. A similar application was found in a study conducted by Jena and Panigrahi 
[79], in which wavelet packet transform, being the generalization of the DWT, was applied to 
denoise vibration and acoustic emission signals before further processing for gear and bearing 
fault detections. On the other hand, Prabhakar et al. [78] applied DWT for analysing the 
bearing signals and detecting ball bearing defects. It was found that the impulses in vibration 
signals due to bearing defects are distinctive in wavelet decompositions.   
When it comes to demodulation analysis, envelope analysis is the most commonly-
used method. Demodulation analysis is needed due to the fact that the signals from the faulty 
rolling bearing are modulated, and therefore, it requires demodulation analysis such as 
envelope analysis to extract the relevant diagnostic information from the collected signals. The 
information of the impulse in each period and the level of severity in each impulse can be 
known from the envelope signal. As a result, the condition and fault pattern of the investigated 
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component should be reflected in the fault characteristic parameters defined from the envelope 
signal. In a bearing fault diagnostic study conducted by Sun et al. [80], envelope analysis was 
applied with DWT for extracting the characteristic spectrum of rolling bearing vibration 
signals. The idea is that DWT translates vibration signals into time-frequency representation, 
while a characteristic spectrum can be obtained by envelope analysis of wavelet coefficients 
at high frequencies where the fault information is mainly contained. The concept of the 
envelope of bearing vibration signals can also be seen in the study conducted by Boskoski et 
al. [81], in which an entropy feature with the statistical properties of the envelope of bearing 
vibration signals was proposed for bearing fault prognostics by trying to quantify the variation 
in the envelope distribution from the presence of bearing surface fault.  
Other signal processing techniques such as kurtogram, cepstrum analysis, time 
synchronous averaging and order tracking have also been used for bearing fault diagnosis. 
Kurtosis is a measure of peakedness, so it performs well in measuring the signal impulsiveness 
and is a good indicator for fault detection in rotating components. Spectral kurtosis, which is 
the kurtosis taken in the frequency domain of the signal, was introduced to measure the 
variation of the signal impulsiveness with frequency. This feature is then further extended to 
STFT-based spectral kurtosis, which is estimating the spectral kurtosis based on the STFT. 
The map formed by the STFT-based spectral kurtosis as a function of the frequency and the 
window length is called kurtogram [82]. Kurtogram can be used to design a band-pass filter 
which can be applied to increase the signal-to-noise ratio and thus, preserve the impulse nature 
of signal. Eftekharnejad et al. [4] successfully adopted spectral kurtosis analysis and kurtogram 
to show their effectiveness in denoising both vibration and acoustic emission data from a faulty 
roller bearing. A review on the development of kurtogram, STFT-based spectral kurtosis and 
adaptive spectral kurtosis can be found in Wang et al. [82]. On the other hand, Dalpiaz et al. 
[83] investigated the different signal processing techniques including cepstrum analysis, 
spectrum correlation density and time-synchronous averaging (TSA) for gear fault diagnosis, 
and make comparison with their proposed fault detection approach based on time-frequency 
and cyclostationary analysis.  
An effective signal processing technique for fault diagnosis under variable speed 
operating condition which is order tracking has become popular. This technique makes use of 
the angular domain of a signal for processing the non-stationary time domain signal through 
constant angle increment resampling [84]. Yang et al. [84] successfully applied order tracking 
with local mean decomposition and the proposed variable predictive model based class 
discriminate for fault diagnosis of roller bearing. 
To remove or reduce noise and effects from sources other than the component of 
interest, time synchronous averaging is one of the commonly-used techniques. This technique 
has been applied to bearing diagnostics. Brie [85] used TSA to extract bearing signal from the 
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gear vibration signal collected from the experiment by reducing the effects from other sources 
such as gears and shafts. Dalpiaz et al. [83] also conducted a study comparing TSA with other 
signal processing techniques such as cepstrum analysis.  
Time-domain analysis, envelope analysis, cyclostationary analysis, and order tracking 
and time synchronous averaging are used as signal pre-processing techniques in this research 
for variable-speed bearing fault diagnosis and the subsequent prognosis. The fundamentals 
and basis of these techniques will be further explained in the following sub-sections. In 
Chapter 3 regarding the methodology of this research, the usage of these techniques for this 
research will be further elaborated.  
The presentations of the different techniques will begin with a basic introduction of 
cyclostationary processes and the classification of cyclostationary signals due to the second-
order cyclostationary (CS2) nature of bearing signals as mentioned in Section 2.2 and the 
importance in understanding cyclostationarity while analysing bearing signals.  
 
 
2.3.1 Signal Classification under the Cyclostationary Framework 
A cyclostationary process is a stochastic process that exhibits periodicity in its 
statistical moments [44]. It extends the class of stationary signals to those signals that have 
their statistical properties change periodically with time [86]. Although this type of 
cyclostationary (CS) signals are generated by some periodic mechanism, the signals are 
generally not periodic but random in their nature. Due to the hidden periodicities in CS signals, 
extra information can be found in this type of signals. The most common cyclostationary 
signals are first order (CS1) and second order (CS2) [44]. Both orders of cyclostationarity can 
be seen as a combination of a random and a deterministic periodic part. Consider a periodic 
signal 𝑝(𝑡) (period 𝑇) and a stationary random signal 𝑟(𝑡). A CS1 signal 𝑥(𝑡) can be obtained 
by summation of the two components, which result in a non-stationary random signal with 
periodic mean 𝜇x(t) (period 𝑇): 
 𝑥(𝑡) = 𝑝(𝑡) + 𝑟(𝑡) ( 10 ) 
 𝜇𝑥(𝑡) ≜ 𝐸{𝑥(𝑡)} = 𝜇𝑥(𝑡 + 𝑇) ( 11 ) 
where 𝐸{∙} refers to ensemble average. CS1 vibrations are periodic waveforms generate by 
dynamic sources such as imbalances, misalignments, etc. with possibly additive stationary 
random noise [44].  
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Figure 2. First-order cyclostationary signal 
 
CS2 signals cyclostationary signals whose second-order moments are periodic. They 
can be represented as a product of the periodic and random components defined before:  
 𝑥(𝑡) = 𝑝(𝑡) ⋅ 𝑟(𝑡) ( 12 ) 
In particular, their autocorrelation function 𝑅2𝑥(𝑡1, 𝑡2) is periodic with period 𝑇:  
 𝑅2𝑥(𝑡1, 𝑡2) ≜ 𝐸{𝑥
∗(𝑡1)𝑥(𝑡2)} = 𝑅2𝑥(𝑡1 + 𝑇, 𝑡2 + 𝑇) ( 13 ) 
 
 
Figure 3. Second-order cyclostationary signal 
 
2.3.2 Overall Statistical Description 
The simplest way to describe random signals (including cyclostationary signals) is 
through statistical indicators such as the ones listed in Table 2. These indicators can be 
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extracted from the collected signals so as to interpret and extract essential information. For a 
signal with 𝑛 data points 𝑥1, 𝑥2, … 𝑥𝑛, the 𝐾-th statistical moment is defined as: 
 
𝑚𝐾 =
1
𝑛
∑ 𝑥𝑖
𝐾
𝑛
𝑖=1
 ( 14 ) 
 
This traditional approach is strictly valid only under the assumption that the signal is 
stationary (i.e. every sample comes from the same time-invariant distribution). 
 
 Table 2 Time-domain features  
Statistical Features Equations 
Root Mean Square (RMS) √𝑚2 
Skewness 𝑚3 − 3𝑚2𝑚1 + 2𝑚1
3 
Kurtosis 𝑚4 − 3𝑚2
3 − 4𝑚3𝑚1 + 12𝑚2𝑚1
2 − 6𝑚1
4 
Shape Factor 
√𝑚2
𝑚1
 
Crest Factor 
𝑥𝑝𝑒𝑎𝑘 𝑣𝑎𝑙𝑢𝑒
√𝑚2
 
 
RMS is traditionally used to measure the signals’ energy statistically and has been 
widely used in machine condition monitoring [87]. Kurtosis is defined as the fourth moment 
of the distribution and measures the relative peakedness or flatness of a distribution as 
compared to a normal distribution [88]. Kurtosis provides a measure of the size of the tail of 
distribution and is used to indicate the major peaks in a set of data. Despite strictly non-
applicable to non-stationary signals, for cyclostationary signals RMS conveys the time-
average power of the signal, while kurtosis is sensitive to the amount of power fluctuation in 
time. In this sense kurtosis is both an indicator of “peakedness” of a distribution (under 
stationary conditions) and non-stationarity (in case of a non-stationary signal). 
 
2.3.3 Spectral and Cyclic Frequencies of Bearing Analysis 
In bearing condition monitoring, fault symptoms in vibration / acoustic emission 
signals are characterised by two frequency domains: spectral frequency and cyclic frequency. 
When the spall of the bearing impacts with a rolling surface, a vibration burst characterised by 
a spectral frequency 𝑓 will be generated. These bursts occur at every impact with the localised 
damage, thus repeating at a specific and known cyclic frequency 𝛼, related to the geometry of 
Chapter 2:Literature Review 
25 
 
the bearing, fault location and the rotating speed (bearing characteristic fault frequencies). In 
other words, the cyclic frequency α describes the rate of repetition of the shocks when a defect 
impacts a rolling surface, and each time a burst happens, the spectral content of the generated 
vibration is concentrated around the spectral frequency 𝑓. 
In bearing diagnosis, the cyclic frequency behaviour is extracted by taking the 
envelope of the signals. This can be done by envelope analysis, which is a particular tool within 
the cyclostationary analysis framework.  
 
 
2.3.4 Envelope Analysis 
 The statistical moment-based description of signals is very limited for bearings, due 
to the strongly non-stationary nature of bearing-fault symptoms. Envelope analysis and 
cyclostationary analysis are the more suitable approaches to analyse rolling element bearing 
signals due to the intrinsic CS2 nature of these processes [38]. This section will briefly 
introduce envelope analysis, followed by another section introducing cyclostationary analysis.  
 Envelope analysis has been used in rolling element bearing diagnostics for over three 
decades for extracting the diagnostic information contained in the raw signals from defective 
bearing [37, 38]. It is considered as one of the most direct and established approaches for CS2 
analysis and is a popular technique because of its simplicity in its application, the effectiveness 
and the low computational cost [45, 52]. This method is widely-used for demodulation to 
extract the fault feature of a rolling element bearing since vibration signals from faulty roller 
bearings contain the feature of modulation [80]. Due to the randomly varying slip problem in 
rolling element bearings as explained in Section 2.1 and the realistic variation of ℎ(𝑡) due to 
the varying configuration of the machine, the model of Section 2.1 can be interpreted as an 
amplitude modulation of random natural-frequency vibrations by the kinematics of the bearing 
component contact. The impulses produced by the bearing faults are not exactly periodic. The 
high harmonics of the repetition frequency, therefore, become smeared together in the 
spectrum of the signals. When the envelope of the signal is taken through amplitude 
demodulation, the repetition frequency of the pulses can then be revealed by the low harmonics 
of the spectrum of the envelope, which are not smeared.  
 In envelope analysis, a signal is first bandpass filtered in a high frequency band in 
which the fault impulses are amplified by structural resonances [37]. Amplitude demodulation 
is then performed by Hilbert transform to form the envelope signal. Hilbert transform (HT) is 
one of the integral transforms, i.e. in the same category as Laplace or Fourier transform. The 
HT of the function 𝑥(𝑡) is defined by an integral transform:  
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𝐻[𝑥(𝑡)] = ?̃?(𝑡) = 𝜋−1 ∫
𝑥(𝜏)
𝑡 − 𝜏
𝑑𝜏 
∞
−∞
𝑥(𝑡) = 𝑝(𝑡) + 𝑟(𝑡) ( 15 ) 
In this procedure, the positive side of the spectrum is inversely transformed to the time 
domain, which gives a complex time signal, i.e. the analytic signal, with its imaginary part 
being the Hilbert transform of the real part. Functions 𝑥(𝑡) and ?̃?(𝑡) forms a complex signal 
by: 
 𝑋(𝑡) = 𝑥(𝑡) + ?̃?(𝑡) ( 16 ) 
where the complex signal 𝑋(𝑡), which is also called an analytic or quadrature signal, is a two-
dimensional signal whose value at some instant in time is specified by its real part and 
imaginary part 𝑥(𝑡)  and ?̃?(𝑡) . The envelope signal obtained from this HT process went 
through an analytical signal transformation which removes the negative frequency components. 
An example is shown in Figure 4 where a signal 𝑥, represented by blue curve in the top graph, 
is band-pass filtered to obtain the red curve in the top graph. Using Hilbert transform on the 
filtered signal with a squaring operation, a squared envelope is obtained, which is shown in 
the bottom graph. The envelope curve can clearly show the instances when the spall impacts 
with a rolling surface. Each peak is describing each time the spall impacts with a rolling surface. 
 
Figure 4. Envelope signal by Hilbert transform. 
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Envelope analysis is further developed to obtain squared envelope spectrum (SES), 
which is currently one of the most popular envelope analysis outcomes and it is the most wide-
spread methodology for the assessment of bearing condition. Steps for obtaining SES are as 
follows. A second-order cyclostationary signal 𝑥(𝑡𝑛) (with number of samples 𝑁𝑠, sampling 
rate 𝐹𝑠 , and DFT 𝑋(𝑓𝑝)) is first band-pass filtered in the band Δ𝑓𝑝𝑎𝑠𝑠 = [𝑓ℓ, 𝑓ℎ] = [ℓ, ℎ] ⋅
𝐹𝑠 2𝑁𝑠⁄ . The selection of the band-pass filtering band can take into account the carrier 
frequency range. For example, an accelerometer has its operating frequency range from 0.5 
Hz to 10 kHz. In processing the vibration signals collected by this accelerometer, the band-
pass frequency range should be set within this range with the lower bound set at a higher value 
(e.g. 1000 Hz) to eliminate the high noise contents at the lower frequency band of the vibration 
signals contributed by the electrical and mechanical harmonics of the shaft rotation, and the 
higher bound set at half the vibration sampling rate. However, if a narrow-band acoustic 
emission resonant sensor is used and its operating frequency range is, for example, 50 to 400 
kHz with the peak sensitivity at 150 kHz, the band-pass frequency range tightly around the 
peak sensitivity, e.g. 145 to 155 kHz since the signals collected from the acoustic emission 
resonant sensor is the most reliable at its peak sensitivity. The band-pass filtering band depends 
on the type of sensors and its operating frequency range.  
The filtered signal is subjected to analytic signal transformation (removal of the 
negative frequency components) based on Hilbert transform. Then the square absolute value 
of the resulting analytical signal is taken, producing the squared-envelope 𝐸𝑥
2. 
 
 𝐸𝑥
2(𝑡𝑛) = |∑𝑋(𝑓𝑝)𝑒
2𝜋𝑗
𝑝𝑛
𝑁𝑠
ℎ
𝑝=ℓ
|
2
  ( 17 ) 
 
Finally, the SES can be obtained through discrete Fourier transform of the squared-
envelope. A further absolute-square operation is performed to obtain the magnitude of SES.  
SES is a function of cyclic frequency 𝛼, so it can be used to observe the cyclic frequency 
behaviour of the signals such as bearing fault frequency peaks for fault diagnosis. The process 
is illustrated in the left flow chart of Figure 5.  
 𝑆𝐸𝑆𝑥(𝛼𝑎) = |
1
𝑁𝑠
∑ 𝐸𝑥
2(𝑡𝑛)𝑒
−2𝜋𝑗
𝑎𝑛
𝑁𝑠
𝑁𝑠−1
𝑛=0
|
2
 ( 18 ) 
 
The limitation of SES is that it has cyclic leakage problem that fault symptoms may 
be masked by other strong sources. Considering this limitation of SES, log-envelope spectrum 
(LES) has recently been proposed to improve the performance under multiple CS2 components 
[89]. The computation of LES is very similar to SES. The signal needs to go through the same 
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band-pass filtering process as SES. The logarithm of the squared band-pass filtered signal is 
then taken, followed by discrete Fourier transform. A further absolute-square operation will 
generate log-envelope spectrum of the signal. The process of extracting LES is shown in the 
flow chart on the right-hand-side of Figure 5. 
 
 
 
 
Figure 5 Computation of SES and LES  
 
The limitation of both SES and LES is that they do not describe the carrier 
characteristics and focus only on an a-priori chosen range of carrier frequencies [𝑓𝑙 , 𝑓ℎ]. Based 
on the squared envelope, cyclostationary indicators have become popular tools to extend the 
cyclostationary analysis to both carrier and modulation. The indicators are elaborated in the 
next section.  
 
2.3.5 Cyclostationary Analysis 
Cyclostationary analysis is another important tool that is used throughout this study in 
diagnosis and prognosis. Given the CS2 nature of bearing signals, cyclostationary analysis 
provides more information and is more suitable than assuming stationarity of bearing signals.  
Filtered Signal 
Vibration / AE Signal 
Hilbert Transform 
Squared Envelope 
Band-Pass Filter 
Discrete Fourier Transform 
Squared Envelope 
Spectrum 
Squaring 
Log-Envelope 
Squaring the Absolute Value Logarithmic Operation 
Log-Envelope 
Spectrum 
Discrete Fourier Transform 
Squaring Squaring 
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Second-order cyclostationary (CS2) analysis is generally based on indicators derived 
from the cyclic power spectrum [90]. An intuitive description of the CS2 indicators is derived 
from the envelope spectrum [90, 91], which is also the basis of most procedures for the 
calculation of different CS2 indicators. Based on the squared envelope, two sophisticated 
cyclostationary indicators have become popular tools to extend the cyclostationary analysis to 
both carrier and modulation: the cyclic modulation spectrum (CMS) and the cyclic modulation 
coherence (CMC) [91].  
A second-order cyclostationary (CS2) signal is shown in diagram (v) of Figure 6. This 
signal is constructed by amplitude-modulating a random signal (diagram (i)) with a periodic 
signal (figure (iii)). The power spectral density (PSD) of the random carrier is shown in figure 
(ii), while the Fourier series of the periodic modulation is shown in figure (iv).  
 
Figure 6. Second-order cyclostationary signal illustration. 
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Figure 7. CMS of CS2 signal demonstration. 
 
The same CS2 signal from Figure 6 is shown in diagram (i) of Figure 7. The CMS of 
this CS2 signal is shown in diagram (iv) of this figure, demonstrating that CMS has the 
capability of presenting both the spectral and cyclic characteristics of the CS2 signal, including 
the PSD of the random carrier as shown in diagram (iii) and the Fourier series of the periodic 
modulation as shown in diagram (ii). However, a recent study has demonstrated that, in the 
case of multiple CS2 sources with overlapping carrier frequencies, CMS and CMC are often 
unable to avoid mutual masking effects of the different components, with a high risk of 
incorrect diagnostics [52]. In the same study, a newly-proposed indicator called cyclic 
logarithmic envelope spectrum (CLES) was proposed as a solution to the problem. 
The squared envelope can be used to obtain more sophisticated cyclostationary 
indicators, namely cyclic modulation spectrum (CMS), cyclic modulation coherence (CMC) 
and the recently-proposed cyclic logarithmic envelope spectrum (CLES). In this research, SES 
is used and these three cyclostationary indicators will first be assessed and selected, then used 
in the diagnostic and prognostic studies.  
The procedures for the calculation of these indicators share a series of initial common 
steps. The first consists of separating the spectral content of the signals using short-time 
Fourier transform (STFT), equivalent to a filter-bank. The resulting band pass filtered signals 
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are then enveloped by an absolute value/squaring operation (obtaining the spectrogram). The 
STFT step can be represented by: 
 𝑋(𝑡𝑘, 𝑓𝑏) = ∑ 𝑥[𝑛 + 𝑘𝑅]𝑒
−2𝜋𝑗
𝑏𝑛
𝑁𝑤
𝑁𝑤−1
𝑛=0
 ( 19 ) 
The STFT of a delta-correlated, zero-mean white noise signal 𝑥[𝑛],sampled at 𝐹𝑠, is 
defined as the DFT of short signal records of length 𝑁𝑤, overlapping 𝑁𝑤 − 𝑅 samples.  
The enveloping procedure in this case is represented by the squaring and normalisation 
of 𝑋(𝑡𝑘 , 𝑓𝑏) to obtain the evolution of power spectral density in time domain (spectrogram): 
 𝑃𝑥(𝑡𝑘 , 𝑓𝑏) =
|𝑋(𝑡𝑘, 𝑓𝑏)|
2
𝐹𝑠𝑁𝑤
 ( 20 ) 
where 𝑓𝑏 represents spectral frequency of the signal and 𝑡𝑘 represents cyclic frequency of the 
signal.  
The CMS is finally obtained by applying the Fourier transform along the remaining 
time domain axis, resulting in a second frequency domain 𝛼 function: 
 𝐶𝑀𝑆𝑥(𝛼𝑎, 𝑓𝑏) = |
∑ 𝑃𝑥(𝑡𝑘, 𝑓𝑏)𝑒
−2𝜋𝑗
𝑎𝑘
𝐾𝐾−1𝑘=0
𝐾
|
2
 ( 21 ) 
The “traditional” frequency axis 𝑓𝑏 is referred to as “spectral” frequency, in contrast 
to the newly obtained “cyclic” frequency axis 𝛼. 
The CMC is obtained from the normalized CMS by 𝐶𝑀𝑆(𝑓, 0): 
 𝐶𝑀𝐶(𝛼𝑎, 𝑓𝑏) =
𝐶𝑀𝑆(𝛼𝑎 , 𝑓𝑏)
𝐶𝑀𝑆(0, 𝑓𝑏)
 ( 22 ) 
CLES is a modified version of CMC, obtained by calculating the logarithm of 𝑃𝑥 
before executing the second Fourier transform: 
 𝐶𝐿𝐸𝑆(𝛼𝑎 , 𝑓𝑏) = |
∑ log (𝑃𝑥(𝑡𝑘, 𝑓𝑏))𝑒
−2𝜋𝑗
𝑎𝑘
𝐾𝐾−1𝑘=0
𝐾
|
2
 ( 23 ) 
With respect to the basic CMS, CMC is expected to be least affected in its amplitude 
by the operating conditions (e.g. speed), while CLES has been introduced for its superior 
robustness to cyclic leakage [52]. 
Cyclostationary indicators are functions of spectral frequency 𝑓 and cyclic frequency 
𝛼. Cyclostationary indicators are usually presented in 𝛼-𝑓 cyclostationary plane, which is 3-
dimensional with x- and y-axis being the spectral frequency and cyclic frequency, and z-axis 
being the amplitude of the cyclostationary indicators. Therefore, cyclostationary indicators can 
reveal the features of the signals at different spectral frequencies and cyclic frequencies. 
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2.3.6 Signal Domains and Order Tracking 
In applications with variable speed operating condition, before performing 
cyclostationary analysis, the collected time domain signal first needs to be transformed into 
angular domain using techniques such as order tracking which will be introduced in the next 
sub-section. The signal domain transformation is similar to the approximation of the structural 
impulse response performed in the bearing signal model by Antoni [44] as discussed in Section 
2.2.1, so in performing the signal domain transformation, the speed variation is expected to 
have only small fluctuations. Before explaining the techniques, this sub-section will give a 
basic introduction of signal domains.  
Time domain signals can be transformed to angular domain so that the signals under 
variable operating speeds can be analysed. Under constant speed, a signal is assumed to have 
a period 𝑇 where 𝑇 is a constant. However, under varying speeds, the period varies with time 
and is no longer a constant. In this case, transforming the time domain to angular domain to 
conduct the analysis can help by considering the number of revolutions / the shaft angles 
instead of the time duration that the bearing has rotated. The period T in time domain would 
be transformed to an average angular period Θ. This is similar to how Antoni [44] modelled 
the bearing signals in angular domain instead of time-domain, as discussed in Section 2.2.1.  
The time-to-angular domain transformation is commonly done by computed order 
tracking (COT). In COT, the data sampled at constant increments of time, ∆𝑡, is first recorded. 
Once the signal has been sampled, resampling is then carried out by software using the 
tachometer signal to extract signal amplitudes at constant increments of shaft angle, ∆𝜃. More 
examples and analysis related to COT can refer to Ref. [92].  
2.4 Classification Algorithms for Diagnostics  
After pre-processing the collected signals, classification may be performed for 
diagnosis. This section will describe data classification techniques, which are commonly used 
in anomaly detection. Anomaly detection is described as detection for abnormal system 
behaviour that has not been previously observed [93]. The increasingly complex machineries 
in practical situations make it infeasible and unpractical to identify all possible system failures 
under all possible operating conditions. The benefit in anomaly detection is that it focuses on 
detecting and quantifying deviations from learned “normal” behaviour, and thus, the entire set 
of possible faults is not needed [94].   
Two effective and popular data classification methods – Gaussian models and support 
vector machines including one-class and two-class classification will be introduced.  
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2.4.1 Gaussian (Mixture) Models 
A Gaussian Mixture Model (GMM) is a statistical model that represents the 
distribution of a vector in the probability space using a weighted sum of probability density 
functions of multiple Gaussian distributions [95]. It is commonly used as a parametric model 
of the probability distribution of continuous measurements or features in systems. GMM is a 
robust method with high performance and does not require any a priori knowledge about 
different failures since this model is based on unsupervised learning to organize itself 
according to the nature of the input data with the corresponding distributions [96]. Therefore, 
a GMM is very suitable to be applied to real-world examples. This advantage is confirmed in 
a study by Yu [97] developing a GMM-based bearing performance assessment model. GMM 
can recognize the slight degradation of bearing at early stage.  
In fault diagnosis, a GMM represents a fault condition. Model training is carried out 
by giving feature vectors for each condition to estimate the parameters of the GMM. The most 
well-established and popular method for parameter estimation of GMM is maximum 
likelihood estimation.  
Gaussian models can be fitted on feature sets to describe the distributions of healthy 
and faulty components using maximum likelihood estimation. Then the separation of the two 
sets can be calculated as the complement of the overlap between the healthy and faulty feature 
distributions, which has been successfully utilized in a number of fault detection applications 
[93, 94, 98]. The overlap is computed as follows. Let  𝑝𝐻(𝑦) and 𝑝𝐹(𝑦)  be the probability 
density function of the healthy and faulty features respectively. The overlap between these two 
distributions is defined as: 
 
 𝑂𝐻𝐹 =
〈𝑝𝐻(𝑦), 𝑝𝐹(𝑦)〉
‖𝑝𝐻(𝑦)‖‖𝑝𝐹(𝑦)‖
 ( 24 )  
 
where 〈⋅,⋅〉  denotes the inner product of the two distributions and ‖𝑔(𝑥)‖ =
√〈𝑔(𝑥), 𝑔(𝑥)〉.  In the case of two univariate Gaussian distributions considered here, the 
expression for the inner product has the form: 
 
 〈𝑝𝐻(𝑦), 𝑝𝐹(𝑦)〉 = ∫
1
2𝜋𝜎𝐻𝜎𝐹
exp [−
(𝑦 − 𝜇𝐻)
2
2𝜎𝐻
2 −
(𝑦 − 𝜇𝐹)
2
2𝜎𝐹
2 ]
∞
−∞
 𝑑𝑦 ( 25 ) 
 
where 𝜇𝑘 and 𝜎𝑘, 𝑘 ∈ {𝐻, 𝐹} are the mean and standard deviation of the features of 
the healthy and faulty tests respectively. It can be shown that the overlap expression has a 
closed form: 
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 𝑂𝐻𝐹 = √
2𝜎𝐻𝜎𝐹
𝜎𝐻
2 + 𝜎𝐹
2 exp [−
(𝜇𝐻 − 𝜇𝐹)
2
2(𝜎𝐻
2 + 𝜎𝐹
2)
] ( 26 ) 
 
which satisfies 0 < 𝑂𝐻𝐹 ≤ 1. The separation is simply the complement of the overlap, 
i.e. 1 − 𝑂𝐻𝐹. Clearly, the separation is zero when the distributions are identical, and one when 
the distributions do not overlap at all. 
 
2.4.2 Support Vector Machine 
A Support Vector Machine (SVM), also known as a maximum margin classifier, has 
been proved effective in anomaly detection [99]. It optimizes a boundary curve by maximizing 
the distance of the closest point to the boundary curve [100]. It is an efficient method for 
classification and prediction with a small number of samples. Satisfactory results were 
obtained when applied to machine fault diagnosis including studies focusing on bearings 
[101]. It is used in machine fault diagnosis, e.g. studies in [102–104] focusing on bearing fault 
detections and diagnosis, and machine learning, e.g. [105], since it shows outstanding 
performance in modelling and generalizing when compared with other methods such as neural 
network. 
Consider a set of data points (𝑥1, 𝑦1), (𝑥2, 𝑦2), … (𝑥ℓ, 𝑦ℓ) with 𝑥𝑖𝜖𝑅
𝑛 𝑎𝑛𝑑 𝑦𝑖𝜖{−1,1} 
are the class labels and ℓ is the total number of training samples. A SVM seeks a decision 
boundary:   
 𝑓(𝑥) = 𝜔 ∙ 𝜙(𝑥) + 𝑏 ( 27 ) 
where 𝜙(𝑥)  represents a potentially-nonlinear mapping from the input space 𝑥 . 
However, in this paper, linear SVM is used, where 𝜙(𝑥) = 𝑥 (with a misclassification penalty 
parameter, 𝐶 = 1). The predicted class labels using ( 9 ) are:  
 
 𝑦?̂? = {
   1       𝑓(𝑥𝑖) ≥ 0
−1      𝑓(𝑥𝑖) < 0
 ( 28 ) 
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Figure 8 Hyperplane separating two classes of data with points on one side labelled 𝒚𝒊 = +𝟏 
and points on the other side labelled 𝒚𝒊 = −𝟏 [106] 
 
The hyperplane is defined by a number of support vectors, which are a subset of the 
training data available for both cases. SVM aims at finding an optimal separating hyperplane 
which creates the maximum distance between the plane and the nearest data, i.e. the maximum 
margin. As shown in Figure 9 below, SVM works in a way that the margin represented by the 
dotted line is maximized, then a boundary is placed in the middle of this margin between the 
two points [107].  
 
Figure 9 SVM classification of two classes [107] 
 
The two-class SVM is a supervised learning algorithm, which means that it is based 
on labelled training data; while in unsupervised learning, the training data is unlabelled. This 
is especially advantageous for anomaly detection since labels of the data are not always 
available [108]. One-class SVM which is an extension of the original SVM algorithm was then 
introduced.  
Support Vectors: the 
nearest data points that 
used to define the 
margin 
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In one-class SVM, all samples are mapped into a feature space 𝐻 using a pre-selected 
kernel function. The algorithm then returns a function which takes the value +1 in a ‘small 
region capturing most data points, and -1 elsewhere. The hyperplane, as a result, separates the 
mapped vectors from the origin with maximum margin.  
Consider 𝑥1, 𝑥2, … , 𝑥ℓ be training examples belonging to one class 𝑋, where 𝑋 is a 
compact subset of 𝑅𝑛. Let Φ:𝑅𝑛 → 𝐻 be a kernel map which transforms the training examples 
into the feature space 𝐻. To separate the dataset from the origin, the following quadratic 
program is involved:  
 min
𝜔∈𝐹,𝝃∈ℝℓ,𝜌∈ℝ
1
2
‖𝜔‖2 +
1
𝜈ℓ
∑𝜉𝑖 − 𝜌
𝑖
 ( 29 ) 
 subject to (𝜔 ∙ Φ(xi)) ≥ 𝜌 − 𝜉𝑖 , 𝜉𝑖 ≥ 0, 𝑖 = 1,… , ℓ   ( 30 ) 
where 𝜈 ∈ (0,1] is a parameter controlling the trade-off between maximizing the distance 
from the origin and containing most of the data in the region created by the hyperplane and 
corresponds to the ratio of “outliers” in the training dataset [108, 109]. In one-class SVM, the 
“outliers” are those data points that fall on the wrong side of the separating hyperplane. If 
𝜔 𝑎𝑛𝑑 𝜌 solves this problem, then the decision function:  
 𝑓(𝑥) = 𝑠𝑖𝑔𝑛((𝜔 ∙ Φ(𝑥)) − 𝜌 ( 31 ) 
 will be positive for most examples 𝐱𝑖 contained in the training set.  
In two-class SVM, the free hyperparameters to optimize are the regularization 
constant C and the kernel parameter ( 𝛾  in RBF kernel). In one-class SVM, the free 
hyperparameters to optimize include 𝜈 and the kernel parameter. Parameter optimization for 
SVM, known as SVM model selection, has been well-studied. It will be further discussed in 
Section 2.5.9.  
 
2.5 Prognostic Techniques for Variable Operating 
Conditions 
 Prognostics typically refers to the estimate of remaining useful life (RUL) and 
prediction of the future health condition [110–115] sometimes through the inclusion of 
condition monitoring data and sometimes through knowledge about a component such as the 
component’s life cycle loading and failure mechanism models, control models and some other 
phenomenologically descriptive models of the system to assess product reliability and estimate 
the system’s remaining life [63]. Estimation of the RUL of a machine requires a predictive 
model which infers the machine’s current condition from historical data from machines of the 
same class [61, 116]. The model predicts defect evolution in time and can enable superior time 
allocation for maintenance operation [114, 117]. In condition monitoring of offshore wind 
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turbine, prognosis is claimed to be the largest probable payoff among all condition monitoring 
technologies [116]. A well-developed prognostic system can accurately estimate if the 
damaged component can survive for several weeks, months or years under normal operating 
conditions. It provides a probabilistic forecast that is specific to each machine. The risk of 
running a machine with damage indications can, therefore, be balanced against the lost revenue 
while waiting for maintenance [116].  
Since this research looks into the variable-speed operating condition for bearing, 
prognostic techniques that can be applied to variable operating conditions such as varying 
speed or variable load are important. This section will begin with the basic categorization of 
prognostic models.  
Prognostic models can be categorized into model-based, data-driven based, and 
combination models [61, 110, 113]. Model-based methods use a physical model of the 
machine and describe system behaviour using physical laws linked with mathematical models 
[61, 62, 118]. The models can be a set of algebraic and differential equations [118]. They 
require a complete understanding of the specific mechanistic knowledge and theories relating 
to the systems and are therefore very difficult to build for practical applications with varying 
dynamic responses and complex damage evolution processes [61, 65, 110]. An et al. [119] and 
Sikorska et al. [62] provided overviews on physical models with examples. The most common 
behavioural models developed are crack propagation failure models [120–126]. Howard et al. 
[127] provided a simplified gear dynamic model considering the effect of friction on the 
resultant gear case vibration. More recently, Shao et al. [126] established a dynamic model 
and three-dimensional finite element analytical model of cracked gear structure based on 
cracked beam theory. Daigle [128] developed a concurrent damage progression model with a 
physics-based model of a centrifugal pump. Aside from studying gear crack propagation and 
damage progression, their research also focused on predicting fatigue damage in composites, 
e.g. reference [129, 130]. Some other relevant examples can be found in Heng et al. [65].  
Data-driven approaches make use of condition monitoring data for analysing and 
predicting current and future health conditions instead of building particular physical models 
based on comprehensive system physics and human expertise [65, 118, 119]. Most of the data-
driven approaches originated from the theory of pattern recognition [61]. They can be 
practically applied to non-linear reliability prediction and require relatively higher 
computation effort than model-based methods [131, 132]. The prediction accuracy of data-
driven methods and its uncertain distribution depends on the availability in the training set of 
examples of the phenomena influencing the degradation process [133]. The limitation of these 
approaches is that it is not guaranteed to work properly in situations that are not included in 
the database used to train the models [134]. Data-driven methods are mainly Artificial 
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Intelligence (AI) techniques such as neural networks or statistical methods such as regressive 
models and state space models [61, 118, 134].  
There are many existing studies focusing on RUL prognosis of bearings, but life 
estimation for bearings is still challenging due to the randomness of the bearing failure time, 
the difference in working condition for different bearings, and also various causes contributed 
to the bearing failure [135, 136]. In this research, data-driven approach is adopted due to the 
difficulty in developing a model-based prognostic model for rolling element bearings with 
varying dynamic responses and other complex factors that can be applied in many different 
types of rotating machines. A number of data-driven prognostic techniques that can be applied 
to rotating machinery under variable-speed operating condition are reviewed in this section. 
The review contains both statistical and AI techniques. Table 3 lists the advantages and 
disadvantages of the prognostic models that will be discussed in greater details in the following 
sub-sections.  
 
Table 3 Comparison of prognostic techniques for variable operating conditions 
Approach Advantages Disadvantages 
Match 
Matrix 
• Feasible for non-stationary processes [117, 
137] 
• Can deal with high dimensional feature space 
[117, 137] 
• Provides better long term prediction than 
ARMA [117, 137] 
• Can predict what kind of failure will happen 
when providing signatures corresponding to 
several failure modes [117] 
• Requires sufficient historical data 
from different operation cycles [117, 
137] 
• Requires degradation data in the 
historical data [117, 137] 
• Can be computationally inefficient 
when the datasets are large [117] 
Particle 
filtering 
• Provides non-linear projection, as well as 
multivariate and dynamic processes 
modelling [62, 65, 137–140] 
• Applicable to non-linear system, non-linear 
and/or non-Gaussian noise [62, 137–140] 
• Can extend to state estimation in multi-step-
ahead prediction by applying with a 
recursive integration process based on both 
Importance Sampling and Kernel PDF 
approximation [65] 
• Higher accuracy than other existing filtering 
algorithms [62, 137, 141] 
• Requires significant resources 
including computation time and 
historical data to perform well in 
systems with higher dimension or 
more particles [65, 137] 
• Can be more computationally 
intensive than basic Kalman filters 
[62, 141] 
• Particle depletion problem can occur 
[119, 138, 139] 
• Requires a large number of data to 
avoid degeneracy problem [62, 140, 
142] 
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• Sequential importance sampling (SIR) helps 
increase accuracy and avoid degeneracy 
[142] 
• Needs a threshold level [141, 143] 
• Needs to define equations dictating 
system dynamic and measurement 
model [137, 140] 
Extended 
Kalman 
Filtering 
• Applicable to nonlinear dynamic systems 
with satisfactory performance [144, 145] 
• Simple and efficient filtering process [62, 
144] 
• Applicable to real-time applications [144] 
• Requires measurement data  [62, 
144] 
• Higher computation cost than the 
basic Kalman filtering technique  
[62, 144] 
• Needs to define equations dictating 
system dynamic and measurement 
model [137, 140] 
Hidden 
Markov 
model 
(HMM) 
and 
hidden 
semi-
Markov 
model 
(HSMM) 
• Can perform fault and degradation diagnosis 
on non-stationary signals and random 
dynamic systems [115, 118, 137, 146] 
• Suitable for multi-failure  modes [137] 
• Can distinguish different types and states of 
bearing faults by training [65, 115] 
• Can model different stages of degradation so 
failure trend does not need to be monotonic 
[62] 
• Can model spatial and temporal data [62, 118] 
• Does not require specific knowledge of failure 
mechanism progression [62] 
• Quick management of incomplete data sets 
[62, 118] 
• Provides confidence limits as part of their 
RUL prediction [118, 147] 
• Strong mathematical structure and forms a 
solid theoretical foundation for use [147] 
• Ease of model interpretation [147] 
• Had many successful practical applications 
[147] 
• Not applicable in cases of observable 
failure state [137] 
• Requires large amount of training 
data, proportional to the number of 
hidden states, for accurate modelling 
[62, 137, 147] 
• Computationally intensive, 
particularly for a large number of 
hidden states [62, 146] 
• Prognosis projection relies on a 
failure threshold  [118, 146, 147] 
• Difficult to relate defined health state 
change point to the actual defect 
progression due to the 
impracticability of physical 
observation of a defect in the 
operating unit [65] 
• Unable to model previously 
unanticipated faults and/or root 
causes [62]  
• Unable to model temporal structure 
by HMM due to its state duration 
follows an exponential distribution 
[143, 146, 147] 
• Can only be an estimation due to the 
unobservable true state transition 
[143] 
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Gaussian 
Process 
Regression 
(GPR) 
• Can compute degradation prediction for 
non-linear and complex regression and 
classification problems, as well as modelling 
nonlinear dynamic systems [148] 
• Perceived as a generalization of weighted 
nearest neighbour regression and therefore, 
can be directly applied to modelling non-
stationary underlying functions [149] 
• A flexible, probabilistic nonparametric 
technique offering uncertainty prediction 
through the variance around the mean 
prediction of the Gaussian process model 
[135, 148, 150, 151] 
• Adapts to environments and learns from 
experience [137] 
• High adaptability to handle high 
dimensional data and can achieve accurate 
prediction even when the sample size is 
small [136, 148, 151, 152] 
• Smooth construction of simulated outputs 
making exactly the same value as every 
measured point/data [137] 
• Allows non-parametric learning of a 
regression function from noisy data, 
avoiding simple parametric assumptions 
[153–155] 
• Provides both a regression function and 
uncertainty estimates (error bars) depending 
on the noise and variability of the data [154, 
155] 
• Heavy computation burden, 
especially when the training datasets 
are large [154, 156] 
• Only suitable for Gaussian likelihood 
[137] 
• Assumes all points are normally 
distributed and error between every 
point is correlated [119] 
• Difficult to find optimal values of the 
scale parameters [119] 
• Assumes the noise in the training 
data to be uniform over the entire 
input domain ((homoscedasticity) 
[149] 
Support 
Vector 
Machine 
(SVM) 
• Robust and accurate results with high 
dimension or non-linear input data [157–159]  
• Dynamic SVMs model introduced by Cao and 
Gu [160] can model non-stationary time series 
better than the standard SVM 
• High accuracy with the maximized decision 
boundary [159, 161]  
• Efficient for small or large dataset and real- 
time analysis [159, 161] 
• No standard method to choose the 
kernel function which is the key 
process for SVM  [159, 161]  
• Numerical stability problems exist in 
constrained quadratic programming 
[158] 
• Unable to provide the remaining 
useful time directly [162] 
• Hard to construct a univariate time 
series, which are equally spaced 
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• Good generalization performance guaranteed 
[131, 159, 161] 
• An effective prediction method for small 
samples [162] 
• Successfully applied to fault diagnosis of 
machinery [162] 
• Good generalization performance on a limited 
number of learning patterns [163] 
sampling and independent of time 
with the dependence relationship 
among the former or latter data, by 
the remaining life, which itself is 
time, and the sampling time [162] 
• Need to choose parameters 
specifically for the problem at hand 
while minimizing the expectation of 
test error; and improper choice can 
lead to overfitting and underfitting 
situations [163] 
• Classification and regression results 
by SVM as point estimates only 
[163] 
Artificial 
Neural 
Network 
(ANN) 
• Can model complex, multi-dimensional, 
unstable or  non-linear systems [62, 65, 137, 
164] 
• High capabilities in approximation, 
classification and noise-immunity through 
non-linear information processing [65] 
• More capable of capturing and modelling 
complex phenomena without a priori 
knowledge [62, 65] 
• Remarkable ability in generalizing and 
deriving meaning from imprecise or 
complex data  [65, 165] 
• Can learn how to do tasks based on the 
training data or initial experience and create 
its own representation and organization of 
the information received during learning 
[65, 137] 
• Fast computation and real time operation 
due to parallel model structure [65] 
• Fast in handling multivariate analysis [65] 
• Fault tolerance behaviour via redundant 
information coding, enables the network to 
still retain some capabilities even with 
network damage [65] 
• Provides confidence limits from underlying 
model [62] 
• Requires data pre-processing to 
limit the number of data inputs and 
reduce model complexity [62, 137] 
• Requires large amount of training 
data that have to be representative 
of true data range and its variability 
[62, 65, 137] 
• Trial and error to determine the 
most appropriate model can be time 
consuming [62, 137] 
• Operates as a “black box” without 
documentation of qualitative 
information of the model; not clear 
about how decisions are reached in 
a trained network [65, 119, 137, 
164, 165] 
• Assumes that condition indices 
deterministically represent actual 
asset health [65] 
• Assumes that failure occurs once 
the condition index exceeds a 
presumed threshold [65] 
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Fuzzy 
logic 
• Enables condition classification based on 
histories [137] 
• Can deal with incomplete, noisy or 
imprecise data [62, 65, 137] and complex or 
unknown systems [137] 
• More compatible with human reasoning 
process than traditional symbolic approach 
[137] 
• Helpful in developing uncertain models of 
data [137] 
• Requires fewer rules than expert systems 
[62] 
• Easy to interpret due to its expression in 
linguistic rules, resulting in a transparent 
model structure [165] 
• Emphasizes the most recent condition 
information [65] 
• Provides confidence limit on the output 
[62] 
• Does not provide indication of time 
to failure or probability of failure 
[65] 
• Not feasible when membership 
functions are complicated to be 
determined [137, 166] 
• Linguistic terms may compromise 
the accuracy of the model [137] 
• Lacks learning and adjusting 
capability and requires  domain 
experts to develop the fuzzy rules 
which are sometimes difficult to 
determine [62, 166, 167] 
 
Neuro-
Fuzzy(NF) 
Network 
• Overcomes the disadvantages of fuzzy 
system by integrating it with neural 
network to train the fuzzy structure and 
parameters [165–167] 
• Very reliable and robust prognostic 
technique with high forecasting accuracy 
[166]  
• Fast and accurately capture and model the 
system dynamic behaviour so that it can be 
further utilized to perform prognosis of 
machine health [166, 168] 
• The most promising flexible-model 
technique in areas with high uncertainty 
and complexity [165, 166, 169] 
• Model design based on linguistic rules 
making it easy to comprehend [165, 169] 
• Can apply to deal with non-stationary 
operating condition [167, 170] 
• Inherent non-linear nature [165, 169] 
• Short prediction horizons [65] 
• Require considerable amount of 
historical data with the 
corresponding degradation states 
and prior knowledge of the system, 
or else it will suffer from poor 
prediction accuracy in case of 
small training dataset or with fast 
dynamic fluctuations, such as 
during the chipping of gear tooth 
surface material or just prior to 
gear failure [65, 165, 169, 171] 
• Unable to update the system states 
in real time using the updated 
online new data [168] 
• With fixed reasoning structures but 
without sufficient adaptive 
capability to accommodate time-
varying dynamic effects [172] 
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• Parallel processing and fault-tolerance 
abilities [165, 169] 
 
 
2.5.1 Match matrix 
The Match matrix (MM), first introduced by Liu et al. [117], strives to achieve 
accurate long-term prediction. It has been applied to non-stationary multivariate time series 
and non-linear dynamical systems through measures of similarity that form a MM. Often 
described as an enhanced Autoregressive Moving Average (ARMA) model, MM utilizes 
historical data from various operations for robust prediction [137].  
The basic concept of match matrix is given as follows. Assume that a feature vector 
sequence containing P feature vectors {𝑓𝑐𝑢𝑟𝑟𝑒𝑛𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
1
, 𝑓𝑐𝑢𝑟𝑟𝑒𝑛𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
2
, … , 𝑓𝑐𝑢𝑟𝑟𝑒𝑛𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑃
}  describes the 
current maintenance cycle  and a feature vector sequence containing Q feature vectors 
{𝑓𝑝𝑎𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
1
, 𝑓𝑝𝑎𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
2
, … , 𝑓𝑝𝑎𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑄
} describes the past maintenance cycle. The degradation patterns in 
the two runs can be compared through a Q x P matrix S, which is referred to as the MM [117]. 
Each element in matrix S, 𝑠𝑖,𝑗  shows the similarity between the 𝑗𝑡ℎ feature vector 𝑓𝑐𝑢𝑟𝑟𝑒𝑛𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑗
of 
the current run and the 𝑖𝑡ℎ feature vector 𝑓𝑝𝑎𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑖
 of the past run. Comparisons between different 
feature vectors of the current run and that of the past run form a match matrix. The mean index 
of similarities by comparing each current run with the Q feature vectors of the past run is 
computed and applied as inputs to the linear parametric prediction technique such as ARMA 
modelling. Users can refer to Liu et al. [117] for more details and examples about this 
algorithm. This method can generate longer prediction horizons and can effectively include 
large amounts of historical data into the prediction process. However, this technique will be 
very inefficient and time-consuming for large datasets due to the comparisons between 
historical and current maintenance cycles within the match matrices. Based on this study, 
Bleakie and Djurdjanovic [173] improved the prediction accuracy and the computation 
efficiency by introducing the weighted likelihood estimation-modified expectation-
maximization algorithm to estimate parameters of Gaussian mixture model (GMM) for feature 
vectors corresponding to cycles 𝑖 + 1, 𝑖 + 2,… at any cycle 𝑖. Also, a set of vectors composed 
of similarities between feature vectors observed at cycle number 𝑐  with feature vectors 
observed at cycle 𝑐 in all previous runs are observed where 𝑐 ∈ {0,1,2,… , 𝑖}. These similarity 
measures can then be used to skew the GMMs of feature vectors corresponding to future cycles 
of the current run (cycles 𝑖 + 1, 𝑖 + 2,…) towards feature vectors from previous runs that in 
the past cycles showed more similarity with the current run. This ultimately enables continuous 
learning as the system progresses through its lifetime. Results showed that the proposed 
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method improved match matrix and ARMA models in terms of the computation effort and the 
analytical tractability.  
 
2.5.2 Particle filtering 
Particle filters are usually referred to as sequential Monte Carlo (SMC) methods using 
a statistical method called Bayesian inference. The implementation of this technique was first 
proposed by Gorden et al. [138] for recursive Bayesian filters. They termed the technique as 
bootstrap filter, known by others as Sampling Importance Resampling (SIR) filter. These 
filters represent the posterior distribution of the state variables through a particle system. When 
new information is received, this system evolves and adapts recursively. Using the SIR filter, 
the number of samples required to approximate the future state probability distributions can 
be significantly reduced and hence, the computation can be more efficient [114]. Point mass, 
or particles, representing probability densities can be applied to any state-space model [140]. 
The particles contain information of unknown parameters, which are estimated and updated as 
a form of the probability density function (PDF) in the Bayesian update process using 
observations [174]. This powerful sampling-based inference algorithm for dynamic Bayesian 
networks is feasible for any kind of probability distribution, non-linearity and non-stationarity 
[175].  It can deal with non-linear and non-Gaussian noise situations, as well as multivariate 
and non-standard posterior distributions [62, 138]. SIR forms the basis for most particle filters 
that have been developed until recently [140].  
However, the particle system can collapse to a single point after a sequence of updates 
due to the vulnerability of the filter. Carpenter et al. [139] tried to modify this technique by 
introducing a monitoring approach to the efficiency of these filters. Through quantifying the 
sample impoverishment, the collapsing problem in the particle system is alleviated. The 
proposed improved particle filter, known as the improved reweighted filter, can reduce the 
computation cost, monitor the sample impoverishment problem and do the compensation 
dynamically via the adjustment of the number of particles at critical stages. The superior 
performance of the proposed improved filter was validated by comparing three other Monte 
Carlo filters, including multinomial reweighted filter, two stage sampling algorithm and 
standard SIR filter in a classic bearings-only tracking problem. More studies on recovering the 
particle depletion problem can be found in Refs. [176–178].  
The superior performance of particle filtering was further confirmed by Arulampalam 
and Ristic [141] through their comparative study with extended Kalman filtering technique. 
Particle filtering is superior to the extended Kalman filtering as it can deal with non-Gaussian 
and non-linear situations and with higher accuracy. The extended Kalman filter can only 
approximate Gaussian processes and is discussed in Section 3.3. The SIR resampling 
procedures were also applied to carry out resampling for limiting the degeneracy of the 
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proposed sequential importance sampling (SIS) filter in a research study by Doucet et al. [142]. 
For other literature on resampling methods the readers may wish to access Refs. [179–182]. 
The SIS algorithm, another variant of the particle filtering method other than SIR, is a Monte 
Carlo method which provides the basis for most sequential Monte Carlo (SMC) filters 
developed recently [140]. Based on this approach, Zio and Peloni [114] developed a 
methodology to estimate the RUL of components and confirmed that this technique offers a 
sound framework for prognosis by making estimations without assumptions of linearity and 
Gaussian noise, as well as accounting for the uncertainties in the estimation. A more detailed 
review of particle filtering including the algorithms, properties and examples can be found in 
An et al. [174] and Arulampalam et al. [140]. 
Particle filtering has been applied to forecasting and prognosis extensively. A recent 
study developed a new stochastic modelling approach based on particle filtering for bearing 
prognosis accommodating the usual challenges of varying operating conditions, model 
dynamics and prognosis uncertainty. The approach was tested in a bearing test-rig; resulting 
in reduced modelling uncertainty and improved prediction accuracy [183]. Other related 
prognostic application studies based on particle filtering can be found in Refs. [184–188]. 
 
2.5.3 Extended Kalman filtering 
Although particle filtering performs better than extended Kalman filtering in many 
ways as discussed, the advantages of the extended Kalman filtering is that computation time 
is shorter and the Range-Parameterised Extended Kalman Filtering (RPEKF) is only 
marginally worse than particle filtering, as shown in a comparative study on angle-only 
tracking problem by Arulampalam and Ristic [141]. Extended Kalman filtering delivers 
satisfactory performance with much less computation time. Particle filtering required 1.5 
seconds for processing one measurement while EKF required only a few milliseconds in the 
comparative study [141].  
Kalman filtering is used to perform estimation in a linear model using measurement 
data taken over time to produce estimates of unknown variables that are more precise than a 
single measurement [189]. It is a process that is governed by a linear stochastic differential 
equation and can be non-stationary [190]. When the model is nonlinear, a linearization 
procedure via local approximation to the current mean and covariance is performed in Kalman 
filtering and the filtering equations are derived. It is referred to as Extended Kalman filter 
(EKF), known as the nonlinear version of the Kalman Filtering [141, 144, 191]. Both Kalman 
filtering and EKF are applicable to non-stationary processes and they do not degrade the filter 
performance. Only EKF can be applied to non-linear systems. EKF is one of the most 
commonly used methods among the recursive Bayesian solutions. In the early days, EKF was 
formulated in Cartesian coordinates to solve the angle-only tracking problem. The result was 
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not stable and had erratic filter behaviour although it generated satisfactory results [192]. 
Stability and accuracy was improved by formulating EKF in modified polar (MP) coordinates, 
known as Modified Polar coordinate EKF [193]. Another EKF known as the Range-
parameterised EKF was then proposed, configuring the EKF in Cartesian coordinates with a 
set of weighted EKFs each having a different initial range estimate [194, 195]. Both algorithms 
form the basis of EKF. Details of this algorithm can be found in Kavitha and Vijayachitra 
[189]. This technique can handle nonlinear models with simple and efficient filtering process 
and can be applied to real-time applications.  
EKF can be applied generally to nonlinear dynamic systems. The most commonly 
applied areas are system identification and state estimation [145, 196–198]. For example, a 
recent study by Kavitha and Vijayachitra [189] applied EKF to state estimation of wind 
turbines, which has high nonlinearity due to the variation of wind speeds during  operation. 
The study shows that EKF provided high accuracy for the highly nonlinear systems. EKF has 
also been applied to speed sensorless vector control of an induction motor. Speed of the motor 
and rotor flux is estimated by EKF for vector control and overall speed control [199]. The 
study shows satisfactory performance in the estimated speed over the entire speed-control 
range. A recently published paper by Kulikov and Kulikova [200] presented an improved EKF 
by reducing the errors in the linearization and discretization procedures. Variable-stepsize 
ordinary differential equation (ODE) solvers are introduced with automatic global error 
control so as to reduce the discretization error to negligible and hence, improve the 
performance of EKF. This improved method can be applied to non-linear stochastic dynamic 
systems with rare observation information. Other applications with nonlinear dynamic context 
such as estimation of the planar orbit of a satellite and nonlinear model predictive control for 
dynamic optimization and control are presented in Refs. [144, 201]. Hajimolahoseini et al. 
[202] used frequency tracking algorithm based on EKF on non-stationary systems with success.   
EKF has been extensively applied with satisfactory performance, but performs poorly 
when trying to approximate non-Gaussian processes. EKF does not assume linearity in the 
underlying processes, but the linearization procedure by local approximation is required to 
perform state prediction. Although some modified versions of EKF were proposed to solve 
this problem, the Gaussian noise assumption is still required. It limits the applicability of EKF 
to real-world problems. More research is warranted to overcome this limitation. 
 
2.5.4 Hidden Markov Model and Hidden Semi-Markov Model  
Hidden Markov Model (HMM) is a statistical approach based on the principle of 
Markov chains for modelling signals that evolve through a finite number of states. A Markov 
chain is a sequence of states where each depends only on the event immediately preceding it 
[147]. The states are assumed to be hidden and are the sources of observations. A HMM 
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represents stochastic sequences as Markov chains. The states are not directly observed, instead, 
they are associated with a probability function. A random sequence is then generated by a 
random walk in the chain and an observation. A first order HMM holds the assumption that 
the current state is the only factor affecting system behaviour. The objective is to characterize 
the states given the observations. In a basic HMM, it is assumed that the state transition matrix 
and the observation models do not change over time. It implies that this model only takes into 
account stationary or time-invariant parameters. Non-stationary signals can be approximated 
by a piecewise stationary model. The task requires determining many more states and a large 
number of free and independent parameters, which increase the level of difficulty in training 
[203]. However, it is argued that only a finite number of states are needed to model non-
stationary practical signals [204].  
The Markov chain in a HMM establishes the temporal evolution of the process’s 
statistical properties. A HMM can capture all the inherent signals’ non-stationarity with a 
Markov chain if the average state-change is efficient enough and the number of states is 
sufficient. It is stated that Markov chain model based on the transition probability matrix is 
suitable for analysing a random dynamic system [115]. HMM is also suitable for non-linear 
systems. HMM can estimate data distribution of normal operation with nonlinear and 
multimodal characteristics, assuming that predictable fault patterns are not available [205]. 
Overall, HMM is applicable to nonlinear and non-stationary systems. Modelling discrete 
observations are termed discrete HMMs while modelling continuous observations are called 
continuous HMMs. A more comprehensive description on the theoretical background and 
properties of this technique can be found in Yu [205].  
HMMs have solid theoretical foundation for use in a wide variety of applications. The 
model has also been shown to be effective in various applications such as speech and writing 
recognition, medical diagnostics and machinery diagnostics [118, 147, 204]. It was also found 
that in about 360 references in ten years, HMM is widely accepted and utilized in various 
applications such as acoustics, control, communications, signal processing and others [206]. 
Unlike Artificial Neural Networks which are discussed in Section 3.7, HMMs are easy to 
interpret. However, HMMs cannot model temporal structures and suffer from inaccurate 
durational modelling problems. Moreover, the Markov chain assumptions limit the 
practicability of the technique.  
A Hidden Semi-Markov Model (HSMM) is a HMM with temporal structures [147, 
207] and is an improvement to the HMM model. The difference between HMM and HSMM 
is that HSMM is not bound by the Markov chain assumption and thus is more powerful in 
modelling and analysing real problems. HSMM also overcomes the limitations of inaccurate 
durational modelling of HMMs by replacing the duration PDF with some probability functions 
that are closer to real-life applications. Hence, the modelling accuracy can be improved. In 
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HMM, each state can emit a sequence of observations while HSMM models the observations 
during the stay in state 𝑖 as a whole. 
HMM is still being developed, even though the technique was first introduced in the 
late 1960s [208, 209] and gained popularity in the 1980s and 1990s. HMM or HSMM is not 
popularly used in prognostics but has been gaining more attention in recent years [115, 118, 
146, 147, 207, 210–215]. The  technique was first applied to prognostics by Baruah and 
Chinnam in 2005 [204]. HMMs were successfully applied to model sensor signals from 
machines and also to perform state identification and RUL estimation of metal cutting tools. 
They also showed that HMMs can reasonably and easily represent the most relevant aspects 
of sensory signals with satisfactory diagnostic accuracy. HMMs can still provide accurate 
results when raw signals have not been pre-processed. Other prognostics studies that involve 
non-linear and non-stationary operating conditions have been reported in the literature. Dong 
and He [207] presented an integrated approach for multi-sensor equipment diagnosis and 
prognosis estimating RUL of components using HSMM. They also introduced new forward 
and backward variables for higher computational efficiency. Tobon-Mejia et al. [216] 
proposed a technique based on HMM for estimating the RUL of bearings and the associated 
confidence value. They used the Wavelet Packet Decomposition and the proposed HMM-
based technique to conduct health assessment and the subsequent estimations. Liu et al. [211] 
developed a new online prognostic method based on HSMM to estimate the RUL of equipment. 
Their method was successfully applied to monitoring a hydraulic pump. Peng and Dong [210] 
presented a non-stationary segmental HSMM-based prognostic model to predict the RUL of 
hydraulic pumps. Zhou et al. [212] developed a HMM-based real-time failure prognostic 
method for monitoring a continuous stirred tank reactor.  
 
2.5.5 Gaussian Process Regression 
Gaussian Process (GP) is a random process and is defined as a collection of random 
variables with joint multivariate Gaussian distribution [136, 148, 217]. It is completely 
described by a mean function and covariance function [136, 154]. GP can achieve non-
parametric learning of regression functions from noisy data and is perceived as functions 
having Gaussian distributions [153, 154]. The predicted mean value is a linear combination of 
the covariance function [136, 150] through the computation of GP. 
Gaussian Process Regression (GPR) is one of the applications of GPs. GPR is a 
flexible, probabilistic nonparametric Bayesian model that allows a priori probability 
distribution to be defined over the space of functions directly [135, 136, 217]. Being one of 
the most important Bayesian machine learning methods, GPR estimates the posterior 
degradation for non-linear regression through constraining the prior distribution to fit the 
available training data [136, 150]. A GPR model is first fed with training data and the output 
Chapter 2:Literature Review 
49 
 
is predicted through weighting targets with respect to distance between training and test input 
[148]. The prediction output is a Gaussian probability distribution and is expressed by its mean 
and variance. Variance is the measure of confidence in the predicted mean value of the output 
[135, 148, 150, 151].  
GPR requires a prior knowledge of the form of covariance function [136, 150]. 
Selection of covariance function must be carried out by users, but corresponding 
hyperparameters can be learnt from the training data using a gradient based optimizer such as 
maximizing the marginal likelihood of the observed data with respect to hyperparameters 
[136]. GPR used in most studies assumes a zero mean function and commonly adopts the 
squared exponential covariance function [151, 153, 218, 219]. Although stationarity is 
assumed when specifying a GP prior, several approaches for specifying non-stationary GP 
models can be adopted to make the model applicable to non-stationarity, e.g. in reference [220]. 
GPR with non-stationary covariance functions can be generated successfully. One can find 
more theoretical details of this technique in reference [135, 136, 154, 155].  
GP models have recently been used in modelling nonlinear dynamic systems. This 
technique has great potential given the limitations of traditional methods such as Artificial 
Neural Network (ANN), fuzzy logic models, or Local Model Network (LMN). These 
traditional techniques lack in transparency in that the physical properties of the system cannot 
be identified from the model structure. They are also proven to be less useful for large data 
sets and multi-dimensional operating space, which is often the case in industry – a problem 
known as the curse of dimensionality [148, 151, 221]. In contrast to these techniques, GP 
model performs well with small training datasets. For high dimensional data, it has high 
adaptability and can achieve accurate predictions even with small sample sizes [136, 148, 151, 
152]. The outputs are a regression function and uncertainty estimates. Prior knowledge such 
as linear local models can be included in the model [148].  
In spite of all the advantages of GPR, one major drawback is the computational 
demand due to its non-parametric nature. To fix this issue, a number of approaches have been 
suggested such as sparse approximation [222, 223], which leads to other problems: the whole 
dataset is assumed to be available before training, which means that the training is conducted 
in batch mode. A solution to resolve the problem is to allow training of GPs using online data 
[224]. For example, identifying and creating clusters on the incoming data points, partitioning 
the training data into separate data sets, as well as transforming GP regression into a Kalman 
filtering and smoothing estimation can also speed up the GPR computation [219, 225]. 
However, these approaches can only deal with one-dimensional inputs. Huber [154, 155] 
recently proposed two approaches to implement recursive Gaussian Process online regression 
in the context of non-stationary processes to resolve the above-mentioned issue. These 
approaches process online data and perform training in a recursive manner. They also 
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incorporate the sparse representation concept to allow a large number of inputs with arbitrary 
dimension. The author deals with two situations: one with known hyperparameters and the 
other with unknown hyperparameters which will need to learn (estimate) the hyperparameters 
from the data. The first situation with known hyperparameters will use the approach (RGP) 
presented in Huber [155] while the latter situation with unknown hyperparameters will adopt 
the approach (RGP*) presented in Huber in 2014 [154].  
The application and development of GPR mainly deal with nonlinear and non-
stationary problems.  GPR is also used to dynamically model the assessment of bearing 
degradation and estimate its RUL. Accurate results were obtained in experimental work [135, 
136]. It was also found that prediction using GPR is faster, more accurate and stable than 
Wavelet Neural Network especially when training data is limited. Rottmann and Burgard [149] 
also proposed a technique based on GP models in a non-stationary operating environment. The 
technique was validated by a miniature blimp steered by three motors, and resulted in high 
prediction accuracy. GP models were also used in nonlinear dynamic system identification 
problems and were applied to rotating machinery by Azman and Kocijan [148] in a laboratory 
set up comprising a pilot plant with two tanks, a pump and a motor system. From a study by 
Heyns et al. [226] on vehicle response calibration using GPR, it was found that GPR performs 
better than polynomial and neural network models. Other examples can be found in the 
following references [150, 227–237].  
 
2.5.6 Artificial Neural Network 
Artificial Neural Networks (ANNs) are widely used in data-driven prognostics. ANNs, 
also known as the non-linear information processors, process data with input layers, hidden 
layers and output layers. ANNs consist of processing elements “nodes” and “neurons” which 
interact with each other through numerically weighted connections [61, 62, 238]. A complex 
regression function can be established with a set of input, output and a network training 
procedure. Training procedures can be categorized into supervised training and unsupervised 
training. The former uses a specified sequence of input and output in training the network 
while the latter does not require outputs for all inputs and is used to search for patterns or 
groups in the network inputs. ANNs derive the RUL from a mathematical representation of 
the system determined from the observed data of the failure process.  
ANN can be divided into two kinds: feed-forward network and dynamic network. In 
feed-forward network, the inputs for each layer depend on the outputs of the previous layer. 
The set of outputs does not affect the response to the next set of inputs. In dynamic network, 
the inputs to a particular layer depend on the output of the previous nodes and the previous 
iterations of the network itself [62]. It is noted that the main difference between different types 
of network is the type of activation function used by the hidden neurones in the hidden layer. 
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Hidden layer, which connects input layer with output layer, extracts and learns the useful 
features of the input patterns to predict the output of the network and presents it in the output 
layer. Some common types of ANN will be briefly discussed below:  
• Feed-forward neural network (FFNN) – Supervised Machine Learning Algorithm 
FFNN is the most commonly used neural network structure in machine fault diagnosis 
[164, 239]. Its structure is similar to nonlinear regression models [238]. FFNN can perform 
arbitrary approximation with only one hidden layer, as well as be used to make single-
step-ahead and multiple-step-ahead predictions [65]. Multi-layer perceptron (MLP) is an 
FFNN with one or more layers between the input and output layers. Training is usually 
conducted by inputting a set of examples with targeted outputs. The network will learn the 
patterns from the inputs and adjust the weights of the internal connections to reduce the 
errors between the network and target outputs. Rules are generalized after this process and 
the system will be ready to respond to new input data [240]. Details of MLP regarding the 
algorithm with practical examples can be obtained in Refs. [240, 241].   
• Radial basis functions network (RBFN) – Supervised Machine Learning Algorithm 
RBFN, being a type of FFNN, can model complex mappings due to its non-linear 
approximation properties [65, 242]. The efficient learning process in RBFN has two stages. 
First, the number of required hidden neurons that reflect the distribution of training data 
in the input space is required. Second, the connections between hidden and output layers 
are adjusted for optimal fit to the data [240]. RBFN trains quicker than FFNN and can deal 
with non-linear problems with complex mappings while FFNN uses multiple intermediary 
layers for modelling [23, 242]. However, RBFN can be more complicated than MLPs 
since it needs to determine the optimal number of hidden neurons and the optimal size of 
the receptive field, which can be challenging [240]. Furthermore, deciding the centres and 
the standard deviations of RBF activation functions is a difficult task. Some researchers 
suggest that the efficiency of RBFN can be improved by redistributing centres to locations 
where input training data has significant effect [243]. The vectors in training data need to 
be examined manually [65]. The network is also limited in identifying temporal 
relationships in the time series [117]. In most application studies of RBFN so far, e.g. Refs. 
[243–247], this technique has only been applied to limited prognostic studies. 
• Recurrent neural network (RNN) – Supervised Machine Learning Algorithm 
RNN is a commonly applied technique for predicting non-linear time series data. The 
special feature of RNN is the additional feedback links that delay and store information 
from the previous time steps, i.e. it has the ability to process nonlinear dynamic 
information [166, 248]. Thus, RNN is considered as an implementation of a nonlinear 
ARMA model. Training of RNNs is based on the principle of propagating the error back 
to previous layers of the network and is done using a supervised learning algorithm by 
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making comparison between the actual response of each neuron in the output layer of the 
network and the desired response at each time-step. Weight changes are made by the 
training algorithm at each time-step, which is referred to as incremental training.  Details 
of the network structure and the theoretical foundation of RNN can be obtained in Malhi 
et al. [248]. RNN can learn the pattern of non-linear temporal data and capture the 
dynamics of non-stationary and non-Gaussian time series with its recurrent connections 
which store the time dependencies of previous process realizations [65, 117]. Comparing 
RNN with RBFN and MLP, which all have nonlinear approximation features, RNN 
outperforms the rest with its ability to consider temporal dependencies via local or global 
feedback connections in the network. Therefore, RNN can approximate a wide variety of 
nonlinear dynamical systems. The limitations of RNN are: the difficulty in determining 
the optimal number of hidden neurons and the proper RNN structure, as well as the 
possibilities that the network output can be unstable, stable and oscillating, or behaving 
chaotically [117].   
• Self-organizing map (SOM) – Unsupervised Machine Learning Algorithm 
Self-organizing map (SOM), also known as Kohonen Map, implements an orderly 
mapping of a high-dimensional distribution onto a regular low-dimensional grid [249]. 
Complex and nonlinear statistical relationships between high-dimensional data items are 
converted into simple geometric relationships on a low-dimensional display.  The 
information is compressed but the most important topological and metric relationships of 
the input data are preserved. SOM is a popularly used unsupervised ANN that organizes 
itself according to the nature of the input data, and is suitable for visualizing high-
dimensional data [66]. It is a powerful clustering and visualizing tool [250]. Generally 
speaking, supervised learning networks perform better than unsupervised ones [23]. 
However, SOM can automatically detect features inherent to the problem while those 
supervised learning networks require target values corresponding to the data vectors to be 
known [66]. SOM can monitor health degradation of machines without a priori knowledge 
of abnormal patterns – a special property of SOM which makes it very useful for real-life 
applications. Moreover, SOM has excellent generalization capabilities with which 
interpolation can be carried out between the previously encountered inputs. SOM can also 
effectively analyze complex industrial processes with its ordered signal mapping property. 
SOM has been applied to engineering systems for pattern recognition, process monitoring 
and control, and fault diagnosis [66, 251]. 
 
ANNs have been used in applications such as power generation, robotics, controls and 
medicine [252]. They have excellent learning and generalization abilities and can derive 
meaning from complicated or imprecise data. They can also create their own representation of 
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the information received. These outstanding features make ANNs a powerful data modelling 
tool. They can be applied to problems which are nonlinear, high-order, and with time-varying 
dynamics since they can capture and implicitly represent complex relationships without the 
need for any a priori assumptions about the nature of the interactions between variables [65, 
164, 240, 241, 252]. ANN computation is very efficient due to their parallel model structure. 
It performs well in approximation, classification and noise-immunity due to its nonlinear 
information processing capability. 
RBFN, MLP and RNN are the most extensively applied techniques for complex 
nonlinear time series predictions because of their abilities to approximate nonlinear functional 
and dynamic dependencies [117]. ANNs have been applied to a number of complex problems 
in the area of prognosis of rotating machinery. Mahamad et al. [238] applied ANN to RUL 
estimation of bearings and obtained good prediction performance. Ahmadzadeh and Lundberg 
[241] developed a prognostic technique based on the Feed-forward back-propagation neural 
network (FFBPNN) that can predict the RUL of grinding mill liners without the need to stop 
operations for inspections. However, one limitation of FFBPNN is the requirement for large 
amounts of training data, which reduces the practicability of the technique. Another study 
using the same kind of neural network structure was conducted by Rodriguez et al. [252] who 
estimated the RUL of steam turbine blading. The complex behaviour in the life cycle 
assessment of blades of steam turbines can be effectively modelled using the proposed ANN 
model. Heng [23] successfully applied FFNN with two estimators to bearing RUL prediction. 
Malhi and Gao [248] applied RNN to predict the bearing degradation and obtained good 
prediction accuracy. Chen et al. [253] developed a new fault prognostic method using A-priori 
knowledge-based adaptive neuro-fuzzy inference system (APK-ANFIS), a hybrid system that 
combines both ANN and fuzzy system logic to automatically detect pitch faults in wind 
turbines. The developed approach was tested and verified in a wind farm. References [254–
256] provide additional applications of ANN. ANN can estimate actual failure time with long 
prediction horizons when it is used for exponential projection or data interpolation. However, 
all degradation is assumed to follow an exponential pattern in projection. Each historical 
dataset requires training one ANN for both of these applications, which can be computationally 
inefficient [65].  
Although ANN has been applied to numerous applications, it has two main limitations. 
The first is a lack of transparency, or lack of documentation on how decisions are reached in 
a trained network. Some argue that the increase in model complexity reduces transparency and 
that the rules can actually be extracted from trained ANNs to explain how decisions are 
reached [65, 252] - an area that requires more development. The second problem is related to 
the optimisation of results. Standard methods to determine the optimal structure of the network 
are yet to be established. Also, criteria to select the best training algorithms for fast 
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convergence of a given new pattern has not yet been developed [137, 252]. The results 
presented by the network are not accompanied by any explanation for their significance [252]. 
Also, standard rules regarding how much and what type of training data should be chosen for 
optimising the network have not been derived. 
 
2.5.7 Fuzzy logic 
Fuzzy logic can overcome the problems of ANNs due to its higher level of 
transparency and openness.  A fuzzy logic system is a nonlinear mapping of an input data 
vector with a scalar output. The method is based on the principle of Zadeh’s fuzzy set theory, 
representing and reasoning the ambiguous, missing or noisy input information in a human way 
through its formal mathematical framework [257]. The modelling of the system behaviour is 
performed in continuum mathematics of fuzzy sets and thorough simulation. The nonlinear or 
complex input data can be expressed as fuzzy sets [258]. Simple and empirically derived IF-
THEN rules (fuzzy rules) are used in a fuzzy logic system. These rules are intentionally made 
imprecise and descriptive. Since fuzzy logic allows a ‘degree of truth’ in describing continuous 
and overlapping states, uncertainty in maintenance scheduling processes can be managed [61, 
62]. This method can also accommodate measurement uncertainty and imprecision in the 
estimation. Input data is converted into fuzzy representations and then entered into a 
comparison process with fuzzy rule sets [62]. A sound introduction of Fuzzy logic can be 
found in Mendel [259]. 
Fuzzy logic can handle non-linear, non-stationary, and complex system modelling and 
regression with either numerical data or linguistic knowledge [259]. It is usually applied to 
prognosis by combining other techniques such as expert systems and ANN. Zio and Di Maio 
[257] proposed an approach based on fuzzy similarity analysis for estimating the RUL of a 
system. The method was tested and proven effective by a case study in a nuclear reactor 
providing thermal power. Other application examples using fuzzy logic can be found in Refs. 
[198, 221, 260]. 
 
2.5.8 Neuro-fuzzy (NF) system 
NF systems are neural network-based fuzzy systems. A fuzzy logic system 
incorporates prognostic knowledge from expertise and online/offline learning for conducting 
predictive reasoning. A fuzzy inference structure is determined by expertise and its 
membership functions (MFs) are optimized and trained using Neural Networks [166, 167, 261]. 
The system has 6 layers in total [167]. The first layer is input layer, the second describes each 
input fuzzy set in membership functions, the third is the inference layer containing all the fuzzy 
rules, the fourth is the normalization layer generating normalized firing strength, which is then 
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used in the fifth layer, and finally, the sixth layer is the output layer computing the weighted 
average of output signals.  
The robustness of this technique is due to the combination of two complementary tools: 
fuzzy systems and neural networks. Neural networks have low-level computational structures 
that perform well when dealing with raw data, while fuzzy logic deals with higher-level of 
reasoning but lacks the ability to perform learning and adjustment [167]. As a result, NF 
systems make good use of the benefits of fuzzy logic and neural networks. This technique has 
an easy rule-based design with linguistic modelling features, learning and fault-tolerance 
ability, and parallel processing functions. NF systems are nonlinear in nature and can be 
applied to complex systems [169]. A limitation of NF systems is that implementation relies 
heavily on prior knowledge of a system and the availability of empirical data.  
NF systems have been successfully applied to many applications including forecasting, 
identification, control, image recognition and other areas with high level of uncertainty. 
Signals from rotating machines and their components such as bearings are usually non-linear, 
non-Gaussian and non-stationary and present difficulties in modelling. The following studies 
all show that NF systems can overcome these difficulties and have been used in prognostic 
studies effectively. Wang et al. [166] applied an NF system to predict online rotating machine 
faults. The system was evaluated using vibrations from a worn gear, a chipped gear tooth, and 
a cracked gear tooth, as well as data related to gear pitting damage and shaft misalignment. 
The study demonstrated the robust and reliable features of NF systems in predicting machine 
health condition with its quick and accurate assessment of system dynamic behaviour. Their 
superior performance was further confirmed by the studies of Zhao et al. [167] in bearing 
prognosis and Wang et al. [172] in machinery prognosis. Zhao et al. [167] pointed out that an 
NF system performs better than RBFN in terms of accuracy, reliability, and dynamic 
modelling and tracking. Wang et al. [172] used an NF system for machinery condition 
prognostics and proved its high accuracy in forecasting. Their technique effectively captured 
the dynamics of the system and accommodated the system’s varying conditions. They also 
showed that an NF system performs better than RNN when sufficient training data is available 
[65]. Jang et al. [261] found that an NF system predicts more accurately than FFNNs in time 
series studies. Other applications in the use of NF systems for prognostics can be found in 
Refs. [168, 169, 171, 262].  
More research studies focusing on tackling the limitation of NF systems are required. 
In existing literature, NF systems are shown to be more effective than other popular non-linear 
prognostic techniques such as RNN and RBFN only when training data is sufficient. More 
research studies should be conducted in the use of NF systems for sparse data. 
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2.5.9 Support Vector Regression 
Support vector regression (SVR) is one of the two categories in support vector 
machines (SVMs) [263]. The other category of SVMs is support vector classification (SVC). 
SVMs are a set of machine learning algorithms based on statistical learning theory introduced 
by Vapnik in early 1990s [100, 264, 265]; and can be used for classification, regression and 
outliers detection. It was originally used in pattern recognition studies and was not applied to 
nonlinear regression estimation and time series forecasting until the introduction of Vapnik’s 
𝜀 insensitive loss function. SVR, proposed by Vapnik et al. in 1997 (Ref.[266]) is the most 
common application form of SVMs.  
SVM optimizes a boundary curve by maximizing the distance of the closest point to 
the boundary curve. In standard SVM, the samples are assumed to have two classes, namely 
positive class and negative class. Support vectors are a subset of the training data used to define 
the boundary curve that separates the data into two classes. SVM seeks to find an optimal 
separating hyperplane with the maximum distance between the plane and the nearest data, i.e. 
the maximum margin. SVR is closely related to this concept in terms of theory and 
implementation. 𝜀-insensitive zone in the error loss function is introduced by Vapnik in 1995 
[265]. Training vectors within this zone are deemed as correct, whereas those outside this zone 
are deemed as incorrect and contribute to the error loss function. These incorrect vectors 
become support vectors [267].  
The fundamentals and basis of SVR are illustrated as follows. Consider a set of data 
points (𝑥1, 𝑦1), (𝑥2, 𝑦2), … (𝑥ℓ, 𝑦ℓ)with 𝑥𝑖𝜖𝑋 ⊆ 𝑅
𝑛 𝑎𝑛𝑑 𝑦𝑖𝜖𝑌 ⊆ 𝑅 , ℓ is the total number of 
training samples. The data points are randomly and independently generated form an unknown 
function. SVM approximate the function using the equation:  
 𝑓(𝑥) = 𝑤 ∙ 𝜙(𝑥) + 𝑏 ( 32 ) 
where 𝝓(𝒙) represents the high dimensional feature spaces and is nonlinearly mapped from 
the input space x. The weight coefficient 𝐰 and the bias 𝐛 are estimated by minimizing the 
regularized risk function Eq. ( 33 ):  
 Minimize:  
1
2
||𝑤||
2
+ 𝐶
1
ℓ
∑ 𝐿𝜀(𝑦𝑖, 𝑓(𝑥𝑖))
ℓ
𝑖=1  ( 33 ) 
 𝐿𝜀(𝑦𝑖, 𝑓(𝑥𝑖)) = {
|𝑦 − 𝑓(𝑥)| − 𝜀,            |𝑦 − 𝑓(𝑥)| ≥ 𝜀
0                                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 ( 34 ) 
The term of ||𝑤||
2
 is called regularized term. Minimizing this term will make a 
function as flat as possible, and thus it controls the function capacity. The second term 
𝐶
1
ℓ
∑ 𝐿𝜀(𝑦𝑖, 𝑓(𝑥𝑖))
ℓ
𝑖=1  is the empirical error measured by the 𝜀-insensitive loss function Eq. 
( 34 ). This loss function allows the designed function Eq. ( 32 ) to be represented by sparse 
data points. 𝐶 is referred to as the regularization constant. 𝜀 is the tube size of SVMs. Both are 
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user-defined and determined empirically. To estimate 𝑤  and 𝑏 , a slack variable 𝜉𝑖
(∗)
 is 
introduced (𝜉𝑖
(∗)
 is denoted as 𝜉𝑖
∗ and 𝜉𝑖). Eq. ( 33 ) is transformed to the primal objective 
function Eq. ( 35 ):  
 Minimize:  
1
2
||𝑤||
2
+ 𝐶 ∑ (𝜉𝑖 + 𝜉𝑖
∗)ℓ𝑖=1  ( 35 ) 
 
subject to  𝑦𝑖 − 𝑤 ∙ 𝜙(𝑥𝑖) − 𝑏 ≤ 𝜀 + 𝜉𝑖 
                           𝑤 ∙ 𝜙(𝑥𝑖) + 𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗ 
                           𝜉𝑖
(∗)
≥ 0, 𝑖 = 1,… ℓ 
 
Finally, Lagrange multipliers are introduced and the optimality constraints are used. 
The decision function of  Eq. ( 32 ) has the following explicit form: 
 𝑓(𝑥) = ∑(𝛼𝑖 − 𝛼𝑖
∗)𝐾(𝑥𝑖, 𝑥𝑗) + 𝑏
ℓ
𝑖=1
 ( 36 ) 
In Eq. ( 36 ), 𝐾(𝑥𝑖 , 𝑥𝑗) is the kernel function. Any function that satisfies Mercer’s 
condition can be used as the kernel function, which means  𝐾(𝑥𝑖, 𝑥𝑗) must be a systematic 
function that satisfies ∫𝐾(𝑥𝑖, 𝑥𝑗)𝑔(𝑥𝑖)𝑔(𝑥𝑗) 𝑑𝑥𝑖𝑑𝑥𝑗 ≥ 0 for any 𝑔 for which ∑𝑔(𝑥𝑖)
2 𝑑𝑥𝑖 is 
finite [160]. Some common kernels include linear, polynomial, Gaussian radial basis (RBF) 
and sigmoid functions. Polynomial and RBF kernels are widely used due to their good 
properties in favourable performance in solving non-linear cases. Generally speaking, the RBF 
kernel function is preferred instead of polynomial kernel function because RBF kernel function 
is insensitive to outliers and does not require inputs to have equal variances [268]. However, 
polynomial kernels can generate excellent performance. Users are required to tune parameters 
of the kernels, such as the order of the polynomial in the polynomial function, and the spread 
𝛾 in RBF kernel. The polynomial and RBF kernels are expressed in Eq. ( 37 ) and ( 38 ).  
𝐾(𝑥𝑖 , 𝑥𝑗) = exp (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2
) ;   𝛾 =
1
2𝜎2
> 0 ( 37 ) 
𝐾(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖
𝑇 ∙ 𝑥𝑗 + 1)
𝑑
 ( 38 ) 
𝛾 is the kernel parameter in RBF kernel that defines the width, while degree 𝑑 is the 
kernel parameter in polynomial kernel. Users are required to choose the kernel function when 
using this technique. The selection plays an important role in the performance of the technique 
since it influences the decision boundary. 𝛼𝑖
(∗)
 are referred to as Lagrange multipliers, which 
satisfy the equalities (𝛼𝑖 ∗ 𝛼𝑖
∗) = 0, 𝛼𝑖 ≥ 0  and 𝛼𝑖
∗ ≥ 0  where 𝑖 = 1, . . , ℓ  and they are 
obtained by maximizing the dual function of Eq. ( 35 ), which has the following form:   
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𝑊 (𝛼𝑖
(∗)) = ∑𝑦𝑖(𝛼𝑖 − 𝛼𝑖
∗)
ℓ
𝑖=1
− 𝜀 ∑𝑦𝑖(𝛼𝑖 + 𝛼𝑖
∗)
ℓ
𝑖=1
−
1
2
∑∑(𝛼𝑖 − 𝛼𝑖
∗)
ℓ
𝑗=1
(𝛼𝑗 + 𝛼𝑗
∗)
ℓ
𝑖=1
𝐾(𝑥𝑖 , 𝑥𝑗) 
( 39 ) 
subject to 
∑(𝛼𝑖 − 𝛼𝑖
∗)
ℓ
𝑖=1
= 0 
0 ≤ 𝛼𝑖
(∗) ≤ 𝐶, 𝑖 = 1,…ℓ 
 
Based on the Karush-Kuhn-Tucker conditions stating that the product between the 
variables and constraints is equal to zero at the optimal solution, only a number of coefficients 
(𝛼𝑖 − 𝛼𝑖
∗) will assume to be nonzero. The corresponding training data points which have 
approximation errors ≥ 𝜀 are referred to as support vectors. According to Eq. ( 36 ), it is 
evident that only the support vectors are used to determine the decision function as the values 
of (𝛼𝑖 − 𝛼𝑖
∗) for the other training data points are equal to zero. As support vectors are usually 
only a small subset of the training data points, this characteristic is referred to as the sparsity 
of the solution.  
In SVR, the free hyperparameters to optimize include the regularization constant C, 𝜀 
and kernel parameter. Same as the free hyperparameters for one-class and two-class SVM 
mentioned in Section 2.4.2, selection of hyperparameters in SVM or SVR greatly affect the 
performance and efficiency of the algorithm [269–271]. As mentioned in Section 2.4.2, the 
SVM model selection problem, has been well-studied but still, there is still no standard method 
to optimize the SVM parameters. There are many approaches to deal with this model selection 
problem, such as support vector count, grid-search, gradient descent, genetic algorithms or 
particle swarm optimization, e.g. Ref. [269, 270, 272–275].  
Grid search is the simplest method, which chooses a hyperparameter value set with 
the highest classification/regression accuracy within the search interval, which is set by 
defining upper and lower limits as well as the jumping interval in the search. The main 
limitation in this method is the difficulty in defining a proper sampling step without prior 
knowledge [276, 277]. 
The most common model selection method is cross validation due to their simplicity, 
reliability and interpretability. Cross validation method is widely used by many researchers 
for choosing proper hyperparameters or evaluating the performance of a given algorithm, 
especially for SVMs, see for example [74, 102, 106, 131, 267, 278–288]. In ten-fold cross 
validation, for example, the data is broken into 10 sets with even size. Nine of them are trained 
while the remaining set is input as a test set. The training and testing is repeated 10 times in 
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this way. Finally a mean accuracy during this process is taken as an evaluation of the 
classification result. In the end, proper kernel parameters are given at the end of the evaluations.  
However, when the number of training samples is small, a leave-one-out cross 
validation method is preferred. In this strategy, given there are in total ℓ samples. Each training 
sample is reserved for testing the accuracy of the classifier trained on the remaining ℓ − 1 
samples. This training and testing process is repeated ℓ times, each time leaving out a different 
sample. The accuracy is then evaluated on the test sample (either 100% if correctly classified, 
or 0% if incorrectly) and a mean accuracy over the ℓ  folds is used to evaluate overall 
classification performance. In this research study, cross-validation and leave-one-out cross 
validation method are adopted for model selection in one-class SVM, two-class SVM, as well 
as SVR.  
SVR has been used as a basis for several different approaches that have been proposed 
to deal with non-stationary and non-linear modelling problems. Non-stationary time series 
prediction using a modified SVR was first proposed by Cao and Gu [160]. The proposed 
technique, named as dynamic SVM (DSVM), modified two constants in the standard SVR and 
was more accurate in prediction when dealing with non-stationary time series. The technique 
was effectively applied to four different kinds of non-stationary and non-linear data. Hong and 
Pai [289] proposed a forecasting method based on SVR to forecast the annual electricity load. 
The non-stationarity of the data was handled through the Simulated Annealing (SA) algorithm. 
Fan and Tang [131] also used the standard SVR and Empirical Mode Decomposition (EMD) 
for long-term prediction of non-stationary time series data with monotonic trends. It was 
shown that the proposed method can produce accurate results with few training samples. The 
method was validated using a satellite momentum wheel with satisfactory results. Chen et al. 
[162] tackled the practical difficulty in prognostics due to a lack of experimental data. They 
proposed a Multivariable SVM (MSVM) technique that can predict nonlinear functions which 
are affected by several factors in small sample sizes. The method was validated by a bearing 
run-to-failure experiment under constant rotation speed and load condition with satisfactory 
results.   
As for research studies related to bearing prognosis using SVR, this type of studies is 
much fewer than fault diagnosis. Wang et al. [290] successfully applied SVR with least mean 
square algorithm and used Gaussian mixture model-based health indicator for prognosis of 
rolling element bearings, achieving high prediction accuracy and effective health indicator. 
Zhang et al. [291] proposed adaptive support vector regression (ASVR) machine by setting 
the width of an error-insensitive tube as variable determined by the distribution characteristics 
of the localized time series. ASVR is shown to perform better than standard SVR in 
verification of pump applications. Chen et al. [292] successfully applied multivariable support 
vector machine which is a combination of multivariate regression and SVM for bearings’ RUL 
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prediction. Yaqub et al. [293] utilized optimally parameterized wavelet transform and multi-
step SVR to predict the nonlinear crack propagation in the rotary machine and showed that it 
performs better than standard SVR. Soualhi et al. [71] investigated detection, diagnostic and 
prognostic aspects of bearing degradation. Hilbert-Huang transform (HHT) is used to extract 
new health indicators; SVM is used for fault detection and analysis; and SVR is used for RUL 
prediction. It was justified that using HHT, SVM and SVR can improve bearing health 
monitoring. Benkedjouh et al. [263] investigated tool condition assessment and life prediction 
by applying nonlinear feature reduction and SVR; and the technique was successfully 
validated by high speed milling machine. Some studies are dedicated to improving the 
prediction accuracy of SVR. Li et al. [294] improved the prediction accuracy of least square 
SVR using extend Kalman filter-based particle filter and the result was validated on bearings’ 
run-to-failure data. Dong et al. [295] applied local tangent space alignment (LTSA) for feature 
extraction and pre-processing, and enhanced the prediction accuracy of SVR by utilizing self-
organizing map and Markov model for adjustment of the SVR results. It was shown that this 
technique performs better than Neural Network using time domain and frequency domain 
features, or SVR or HMM using features extracted by principal component analysis (PCA).  
To the best of the author’s knowledge, the existing bearing prognostic studies are all 
under constant speed operating condition whereas variable operating speed condition is 
commonly found in various industrial applications such as wind turbine, tramway and plane 
motors. All the above-mentioned SVR prognostic studies are based on constant speed ranging 
from 1200rpm to 10400 rpm. The following table (Table 4) shows some examples of 
prognostic studies on rolling element bearing which all under constant speed.   
 
Table 4 Examples of some existing prognostic studies 
Authors Proposed Techniques Bearing Rotating Speed 
Hong and Zhou 
[135] 
Gaussian Process Regression 
A constant speed of 
2000rpm 
Soualhi et al. 
[171] 
Hidden Markov models and Adaptive 
Neuro-fuzzy Inference System 
A constant speed of 
2000rpm 
Chen et al. 
[162] 
Multivariable Support Vector 
Machine 
A constant speed of 
1500rpm 
Maio et al. 
[296] 
Relevance Vector Machines and 
Exponential Regression 
A constant speed of 
2200rpm 
Huang et al. 
[255] 
Self-Organizing Map and Back 
Propagation Neural Network 
A constant high speed of 
4000rpm 
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Research studies on bearing prognosis under variable operating speed is needed. This 
is the scope of investigation in this research. More specifically, the aim of this research is to 
investigate the feasibility and performance of SVR in bearing RUL prediction under variable 
speed condition. The methodology of this research will be further elaborated in the next 
chapter.  
 
2.5.10 Summary of Prognostic Techniques 
The prognostic techniques that were reviewed in this chapter can accommodate 
variable operating condition. However, they still require further development to address the 
limitations of these techniques while exploiting their strengths so that their performance in 
prognosis can be improved.  
The Gaussian mixture model and statistical pattern recognition are two techniques that 
can handle complex data. However, both techniques have rarely been applied to prognosis and 
especially in rotating machines studies. Gaussian process regression and match matrix can be 
computationally inefficient while particle filtering, hidden Markov model, artificial neural 
network and neuro-fuzzy system require considerable amounts of historical data in order to 
perform prognosis. Figure 10 shows the requirements of the prognostic techniques that were 
reviewed in this chapter. These requirements limit the applicability of the techniques to real-
world implementation. Besides, techniques that require considerable amount of computation 
time cannot be used to perform real-time prediction which is crucial for machines that require 
short lead time for maintenance.  
 
Figure 10 Resource requirement of different prognostic techniques 
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2.6 Chapter Summary  
This chapter presented literature review on a series of topics. Firstly, bearing dynamics 
and degradation were described, illustrating the kinds of bearing faults, bearing characteristics 
fault frequencies, the stages of bearing degradation and the dynamics during each degradation 
stage. Bearing diagnostic signals including vibration analysis and acoustic emission were then 
introduced by providing vibration bearing fault models and discussing the AE-related studies 
on bearing fault detection and diagnosis. It brings out an important message that there is no 
study focusing on AE and bearing fault diagnosis using advanced cyclostationary and signal 
processing analysis. Moreover, all existing studies which focus on AE and bearing fault 
detection and diagnosis used artificially-seeded bearing defects or through modification to the 
components of the bearing. There has so far been no study using run-to-failure bearing data to 
investigate AE for bearing incipient fault detection.  
Signal processing techniques were then introduced by first discussing the signal 
classification, followed by a general discussion of the commonly used signal processing 
techniques. Signal domains and the overall statistical description were the next things to be 
introduced. After these basic introductions, further elaboration on individual signal processing 
techniques that are closely related to this research study has been given. The techniques that 
were elaborated include envelope analysis, cyclostationary analysis, order tracking and time 
synchronous averaging.  
Before moving on to describing prognostic techniques, classification algorithms for 
diagnostics which mainly presents Gaussian Mixture Models and Support Vector Machines 
were explained. The last section of this chapter comprehensively reviewed a number of 
prognostic techniques for variable operating condition. The reviewed prognostic techniques 
include match matrix, particle filtering, extended Kalman filtering, hidden Markov model 
(HMM) and hidden semi-Markov model (HSMM), Gaussian process regression (GPR), 
support vector machine (SVM), artificial neural network (ANN), fuzzy logic and neuro-fuzzy 
(NF) network.  
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Chapter 3: Methodology of this Research 
The methodology of this research involves a number of processes as shown in the 
flowchart in Figure 11 below. This research has two major components – diagnostics and 
prognostics. The different parts in the components are for investigating the research question 
raised in Section. 1.3.  In the first component – diagnostics, it is further divided into two parts.  
The first part is feature analysis, making use of the bearing diagnostic data that was 
collected from the diagnostic test-rig. This analysis includes assessing cyclostationary 
indicators through extraction from vibration and AE signals, with further synthesis and 
separation to explore the diagnostic effectiveness of those cyclostationary indicators. This can 
answer the research question Q. 2 regarding the effectiveness of features in bearing diagnostics. 
This part also studies the effect of speed on the cyclostationary indicators, as well as the effect 
of speed on bearing fault classification between healthy and faulty diagnostic data at different 
speeds. These investigations lead to answer to research question Q. 3 regarding the effect of 
speed on the diagnostic capabilities of features, i.e. cyclostationary indicators in this part. This 
part will be presented in Chapter 4.  
The second part of the diagnostic study is bearing diagnostic study using bearing run-
to-failure data, collected from the prognostic test-rig. Bearing microscopic analysis including 
dye penetrant test and inspection on scanning electron microscope was conducted, in order to 
confirm the bearing fault condition. Feature extraction was also conducted through 
cyclostationary analysis. Combining the observations from bearing microscopic analysis and 
the extracted indicators in cyclostationary analysis, research question 1 to 3 can be answered. 
Specifically, SES is extracted from vibration and AE signals, and comparisons between the 
SES from the two types of signals are made. The comparison can answer the research question 
Q. 1, regarding whether AE contains significantly more information for bearing diagnostics 
than vibration. SES is also extracted at different speeds, which allows the observation of the 
effect of speed on the fault symptoms on SES from the different types of signals. This can 
answer the research question Q. 3 regarding the effect of speed on diagnostic capabilities of 
acoustic emission and features, i.e. SES in this case. Furthermore, SES is extracted at different 
bearing degradation stages. The bearing fault progression can be observed on the SES from 
vibration and AE signals. Cyclostationary indicators CMS and CLES are extracted to 
investigate the most effective diagnostic feature for bearing diagnosis along the bearing fault 
progression. The observation can lead to answer to research question Q. 2, studying the 
features that are good for bearing diagnostics at different phases of bearing degradation. This 
part will be presented in Chapter 5.  
The second component of this research is prognostics. This component takes in the 
findings and observations from the previous component, which reveals the most effective 
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second-order cyclostationary features for bearing diagnosis of this research study, and 
confirms the effectiveness of acoustic emission in bearing incipient fault detection. Features 
that perform well in bearing diagnostics are then extracted from the bearing run-to-failure data 
for prognosis. This investigates the research question Q. 4, regarding what features are good 
for bearing prognostics along the bearing operating life. After feature extraction and selection, 
one-class SVM classification is then performed to identify the fault initiation time in the 
bearing datasets so that the data after the fault initiation can be used for prediction. Multiple-
step-ahead predictions are conducted in this research. Predictions with only vibration features 
will be conducted, followed by predictions with also the AE features, to investigate the 
research question Q. 4 regarding whether acoustic emission contain more information for 
bearing prognostics. This prognostic study will also include feature such as rotating speed to 
see if the speed variation along the bearing run-to-failure data can be addressed by carrying 
out prediction with rotating speed. This will bring the answer to research question Q. 4 in terms 
of the effect of speed in prognostic capabilities. This component will be presented in Chapter 
6.  
In the following sections of this chapter, more details on the processes will be provided.  
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Figure 11 Methodology of this research 
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3.1 Experimental Setup 
Two test-rigs are used in this research, one for bearing diagnostic data and one for 
bearing prognostic data. The descriptions of the test-rigs will be provided in the following.  
 
3.1.1 The Prognostic Test-Rig 
A bearing run-to-failure test rig used in the experimental study is shown in Figure 12. 
This test rig is comprised of a variable-speed motor, shaft assembly, two support bearings, a 
load applicator, and a test bearing. Directly above the test bearing, an accelerometer, an 
acoustic emission sensor and a temperature sensor are mounted and their outputs are connected 
via a computer and data processing unit with incorporated specialised software for data 
acquisition to enable the test bearing’s run-to-failure vibration, acoustic emission and 
temperature data to be collected. The collected vibration signal from the accelerometer went 
through an anti-aliasing module in the data acquisition system. The electrical control panel 
controls the motor speed and other electrical components. It consists of power monitor and 
digital speed displays, speed controller (Reliance SP120 AC drive) and ABB AC motor. The 
details of the different components used in the test-rig are shown in Table 5. 
 
 
Figure 12. Bearing run-to-failure experimental test-rig 
 
Chapter 3:Methodology of this Research 
67 
 
Table 5. Specifications of test-rig components 
Test-Rig Components Details 
Vibration Sensor 
PCB 352C34: High sensitivity, ceramic shear ICP 
accelerometer, 100 mV/g, 
0.5 Hz to 10 kHz 
Acoustic Emission 
Sensor 
Physical Acoustics R15α - 150 kHz general purpose sensor 
Temperature Sensor 
Basic temperature sensor for safety purposes and health 
monitoring 
Acoustic Emission 
Amplifier 
Mistras AE Amplifier AE5A 
Support Bearing 
YAR 211-2F Y-bearings with grub screws, supplied by SKF 
Outer Diameter: 69 mm 
Bore: 55 mm 
Width: 55.6 mm 
Dynamic Load Rating: 43600 N 
Static Load Rating: 29000 N 
Test Sample Bearing 
6806 sealed deep grove ball bearing, supplied by RBI (RB 
Tech) 
Outer Diameter: 42 mm 
Bore: 30 mm 
Width: 7 mm 
Dynamic Load Rating: 4003 N 
Static Load Rating: 3247 N 
 
Experiment in this test-rig is conducted under variable speed operating condition with 
speed ranging from 210 rpm to 1300 rpm. The radial load applied throughout the experiment 
is kept constant at 5700 N. The radial load imposed exceeds the recommended dynamic and 
static load parameters of the bearing. This choice is aimed at producing bearing faults in a 
sufficiently short time horizon. The sampling rate for vibration signal collection is set at 51.2 
kHz and that for AE signal collection is set at 1 MHz. The run-to-failure test is set to stop 
running using a limit threshold for the 1 second vibration RMS, set at 245.25 m/s2 (half the 
maximum accelerometer threshold, considered harmful for the test-rig integrity). More 
information regarding the duty cycle will be given in Chapter 5.   
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3.1.2 The Diagnostic Test-Rig  
A secondary test-rig is used for collecting bearing healthy and faulty data, which will 
be used for further diagnostic analysis. This test-rig was built in 2006 and used to imitate 
bearing and gearbox faults on low speed machinery under various loading conditions, with a 
particular focus on simulating wind turbine drive-train conditions. The generator, which is a 
permanent magnet synchronous generator (PMSG), was added to the test-rig by the workshop 
of the School of CPME, QUT before the experimentation.  
Different sections of the test-rig is shown in Figure 13 and a more detailed description 
of the equipment is given in reference [297] (which is also the source of some of the following 
figures). The rig is powered by an induction motor driving a reduction gearbox which enables 
it to simulate the torque due to incoming wind. A variable speed controller allows setting the 
rotating speed of the input shaft, while a 1xRev tachometer (marked as ‘a’ in Figure 13) 
provides an accurate measurement for signal processing and test classification purposes. A 
slotted circular disk (marked as ‘b’ in Figure 13) is installed on the main shaft allowing the 
mounting of imbalances and the reproduction of nX synchronous torque/speed disturbances 
(e.g. tower shadow). The shaft is supported by the main bearing and coupled to a synchronous 
generator which sinks in a resistive load. 
The main bearing pedestal holds a B&K 4384 piezo-accelerometer (nominal 
frequency range: 0.1-12600 Hz, ‘c’ in Figure 13) and a PAC R6α AE sensor (with nominal 
range 35-100 kHz, but velocity-sensitive also below 35 kHz, ‘d’ in Figure 13). Specifications 
of some major components of the wind turbine drivetrain simulator are listed in Table 6.  
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Figure 13: Instrumented wind turbine drivetrain simulator at QUT 
 
 
Table 6. Specification of the LSMFS 
Component Parameter Properties 
Driving Motor 
Phase 3 
Power rating 1.5 kW 
Power factor 0.85 
Max Current 5.72 A 
Max Speed at 50 Hz 1430 rpm 
Driving gearbox (used 
for speed reduction) 
Model A4 12 UR, P 90 
Type Helical bevel 
Ratio 10.1:1 
No. of stage 2 
Main shaft Input torque 94.1 Nm 
Main bearing 
Model NF 307/ NJ 307 
BPFO (NxSpeed) 4.85 
BPFI (NxSpeed) 7.15 
FTF (NxSpeed) 0.4 
BSF (NxSpeed) 2.5 
PMSG 
 
Model 190ATK2M1C0100 
No. of phase 3 
No of pole pairs 6 
Rated power 1.1 kW 
Load Type Resistive 
Resistance 140 Ohm (per phase) 
 
(a) 
(c) 
(d) 
(b) 
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Signal acquisition has been performed at a sampling frequency of 512 kHz for the AE sensor 
and 25.6 kHz for the accelerometer sensor with a signal length of 100 seconds each. 
Experiments have been performed to simulate both healthy bearing and faulty bearing with 
outer race defect. Outer-race fault has been artificially seeded to the rolling element bearing 
for experimentation, as shown in Figure 14. A total of 7 tests have been performed for the 
healthy case and that of 20 tests for outer race defect case while the shaft speeds varied between 
30 and 140 rpm approximately.  
Figure 14: Rolling element bearing with artificially-seeded outer race fault. 
 
3.2 The Proposed Diagnostic and Prognostic Model 
3.2.1 The Role of Diagnostics 
Firstly, in-depth bearing diagnostics using envelope and cyclostationary analysis has 
been carried out so as to detect incipient fault and spalls on bearing races or rolling elements. 
Features selected in this research, including the squared envelope spectrum, cyclostationary 
indicators and statistical indicators such as RMS, need to be analysed in order to check how 
much diagnostic information they can provide.  
Secondly, diagnostics is required to decide the time to begin doing prognostics. At 
different bearing degradation stages as presented in Section 2.1, bearing degradation can only 
be tracked starting from the first stage – crack nucleation and propagation. Therefore, fault 
symptoms will only begin to show in the signals after the fault has initiated. As such, 
prognostics are performed when bearings begin to fail. The time step at which the test bearing 
began to fail, i.e. the breakpoint, needs to be identified for prognostic studies.   
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The diagnostics conducted will be presented in Chapter 4 and 5, showing the findings 
on diagnostic effectiveness of cyclostationary and envelope analysis and acoustic emission for 
bearings. After confirming the effectiveness of these techniques, it can then be applied to 
prognostics which will be presented in Chapter 6, for exploring the potential of these 
techniques including acoustic emission in bearing prognostics.  
 
3.2.2 Features Extraction for Diagnostic Analysis 
Given the CS2 nature of the bearing signals as explained in Section 2.2.1 due to the 
random slip in bearing rotation, cyclostationary and envelope analysis are claimed as the most 
suitable methods to analyse rolling element bearing signals as mentioned in Section 2.3. These 
two techniques will be used for signal processing in the diagnostic studies of vibration and AE 
signals. In the first part of the diagnostic study, evaluation of the diagnostic capability and 
effectiveness of cyclostationary analysis is carried out, assessing cyclostationary indicators 
including CMS, CMC and CLES. This first part uses bearing diagnostic data from the 
diagnostic test-rig. The second part consists of comparison of the diagnostic capabilities 
between vibration and AE signals through SES. Further cyclostationary analysis of AE signals 
with cyclostationary indicators CMS and CLES will also be conducted in the diagnostic study.  
Further to the evaluation of cyclostationary analysis, AE signal is also evaluated. Since 
AE bursts are expected as early as the first phase of bearing degradation (crack nucleation and 
propagation) as illustrated in Section 2.1 and 2.2.2, this concept suggests that AE signals can 
give earlier fault detection of rolling element bearings than vibrations. Therefore, the second 
part of the diagnostic study first investigates whether AE signals can detect bearing incipient 
faults, followed by a comparison of diagnostic capabilities between AE and vibration signals 
in bearing fault detection to investigate whether AE signals is superior to vibration signals in 
terms of bearing incipient fault detection, and whether it contains essential bearing diagnostic 
information. The diagnostic study will use bearing run-to-failure experimental data for the 
investigation, provided that AE’s superiority in detecting bearing incipient faults through 
detecting the propagating subsurface crack in naturally damaged bearing has long been 
suggested in various existing studies but using artificially-seeded bearing faults or by 
modification to bearing components. This diagnostic study will demonstrate AE’s capability 
in bearing subsurface crack detection. With envelope analysis and cyclostationary analysis 
being claimed as the most suitable methods to analyse the rolling element bearing signals due 
to its CS2 nature as mentioned in Section 2.3, these two techniques will be used for signal 
processing in the diagnostic studies of vibration and AE signals. The diagnostic capabilities of 
these two types of signals will be compared through SES. Further cyclostationary analysis of 
AE signals with cyclostationary indicators CMS and CLES will also be conducted in the 
diagnostic study.  
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The extraction of SES, CMS and CLES can refer to Section 2.3. The band-pass 
filtering frequency band for vibration signal is from 1 kHz to 25.6 kHz (half the vibration 
sampling rate of 51.2 kHz) so that it can eliminate the high “noise” contents at the lower 
frequency band of the vibration signals which are mainly attributed to the electrical and 
mechanical harmonics of the shaft rotation. Since the AE sensor that was used to collect the 
AE signals has its peak sensitivity at 150 kHz, the band-pass filtering frequency band for AE 
signals is set at 145 kHz to 155 kHz, knowing that AE signals collected within this frequency 
band is the most reliable. Each value of the envelope and cyclostationary indicators was 
extracted from 10 second of the signals. 
 
 
3.2.3 Definition of Rolling Element Bearing’s Failure  
Sikorska et al. [62] reviewed a number of different definitions of prognostics and 
revealed that the definitions of prognostics generally involves predicting the time progression 
of a specific failure mode from its incipience to the time of component failure. However, 
definition of component failure varies between different people or organizations and it is hard 
to derive a precise definition of failure.  
In this research, author thinks that it is the best to define failure by looking into the 
international standards. According to ISO13381-1 standard, a failure needs to be defined in 
terms of the monitored parameters/descriptors; and prognosis is an estimation of time to failure 
and the probability of one or more existing and future failure modes [21]. Furthermore, ISO 
10816 standard provides general guidelines on the measurement and evaluation of mechanical 
vibration of different kinds of machinery such as steam and gas turbines, production motors, 
etc. [298]. Measurement of Root Mean Square (RMS) value of vibration velocity is suggested 
for machinery evaluation in the guidelines for this type of measurement can adequately 
characterize the operating conditions of the rotating shaft elements with respect to their 
trouble-free operation and that in most cases, vibration velocity is sufficient to characterize the 
severity of vibration over a wide range of machine operating speeds [298]. Moreover, RMS of 
vibration velocity is related to the vibration energy. The guideline suggested evaluation zone 
limits for some types of machines. For example, large steam turbines and generators running 
at 1500 rpm or 1800rpm with RMS level greater than 5.3mm/s is considered unsatisfactory for 
long-term continuous operation and can only be operated for a limited period in this condition, 
known as zone C; and that with RMS level greater than 8.5mm/s is considered to be of 
sufficient severity to cause damage to the machine, known as zone D. The different evaluation 
zones are briefly described below:  
a) Zone A: the vibration of newly commissioned machines would normally fall within this 
zone. 
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b) Zone B: Machines with vibration within this zone are normally considered acceptable for 
unrestricted long-term operation.  
c) Zone C: Machines with vibration within this zone are normally considered unsatisfactory 
for long-term continuous operation. Generally, the machine may be operated for a limited 
period in this condition until a suitable opportunity arises for remedial action.  
d) Zone D: Vibration values within this zone are normally considered to be of sufficient 
severity to cause damage to the machine.  
In addition to these international standards presented above, RMS is also perceived as 
the most commonly measured parameters and is always used for evaluation of degradation 
performance [299, 300]. With this clearer concept of failure definition and the standard metrics 
for measurement and evaluation in the prognostic studies, as well as the lack of bearing 
prognostic study under variable speed condition as pointed out in Section 2.5, effort were made 
in this research to relate RMS with variable speed for bearing prognostics. Therefore, this 
study will not only use RMS of the vibration signals as one of the prognostic features, but also 
as a feature of prediction output due to its important role in the definition of bearing failure. 
 
 
3.2.4 Selection of Prognostic Algorithm – Support Vector Regression 
This research dedicates to develop a prognostic technique that can be applied to 
accommodate the variable-speed operating condition. Among the potential prognostic 
techniques presented in Section 2.4, support vector regression is selected after evaluating the 
pros and cons of each potential technique.  
The selection is mainly due to a number of reasons. In general, most machine learning 
algorithms such as neural network (ANN) and fuzzy logic can suffer from the curse of 
dimensionality. However, this problem can be reduced in SVM by reducing the risk of 
overfitting the training data since SVM has high generalization performance even in the case 
high-dimension data and a small set of training samples. Statistical learning theory, which is a 
theoretical approach to understanding learning and the ability of learning machines to 
generalize, is what SVM relies on to generalize well to unseen data [106, 301–303]. Moreover, 
some prognostic techniques such as neuro-fuzzy system and hidden Markov model have the 
limitation of heavy historical data requirement. SVM, on the other hand, is an efficient method 
for classification and prediction with small samples.  
It was reported that SVR performs better than ANN in prediction. A number of studies 
on SVR, such as Ref. [267, 295, 303–307], showed that SVR has outstanding performance in 
modelling and generalizing, and that it has higher efficiency in prediction compared with other 
methods such as Artificial Neural Network (ANN). Among these studies, some manifested 
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SVR’s superior performance over ANN and pointed out that ANN generally has convergence 
problem, while SVR can achieve better prediction performance.  
Empirical risk minimization principle is adopted in ANN, while structural risk 
minimization principle is used in SVM [304]. In other words, ANN searches to minimize the 
misclassification error or deviation from correct solution of the training data, while SVM 
searches to minimize an upper bound of generalization error which improves the 
generalization performance [289]. The solution of SVM can be global optimum while that of 
ANN may fall into a local optimal solution.  
Moreover, a number of potential prognostic techniques such as Gaussian process 
regression and match matrix have computation workload problem in case of large datasets. 
However, SVM uses Sequential Minimal Optimization (SMO) algorithm to optimize the 
model. This optimization process enables the model to efficiently handle large scale problems 
[106]. This technique is considered as a very suitable technique to be taken in those studies 
that require large features handling [131, 264, 308].  
To further study this selection, a simple comparative study has been conducted, 
comparing SVR with GPR.  This performance comparison between SVM and GPR are based 
on normalized root-mean-square error (NRMSE) and the computation time. NRMSE is root 
mean square error (RMSE) normalized by the range of the observed data. NRMSE can 
measure the quality of the prediction performance and is often used as a measure of prediction 
accuracy [131, 309, 310]. It is defined as follows: 
𝑅𝑀𝑆𝐸 = √
∑ (𝑦?̂? − 𝑦𝑡)2
𝑛
𝑡=1
𝑛
 
𝑁𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸
𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛
=
√∑ (𝑦?̂? − 𝑦𝑡)
2𝑛
𝑡=1
𝑛
𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛
  
where n is the number of samples, 𝑦?̂? is the prediction for the t-th output observation, 
𝑦𝑡  is the t-th observation, and 𝑦𝑚𝑎𝑥  and 𝑦𝑚𝑖𝑛  are the maximum and minimum value of 
observed data  respectively.  
Run-to-Failure bearing experimental data that was used in this comparative study is 
taken from FEMTO-ST Institute [311]. Further details of the datasets can be referred to the 
website in Ref. [311]. Two datasets were adopted for comparing SVR and GPR. Both datasets 
were under the operating condition of constant rotating speed of 1800 rpm and radial load of 
4000 N. One dataset was used for training, while the other was used for testing. The same 
training and testing dataset were input into both models for prediction. The details and setting 
of the two techniques in this comparative study is listed in Table 7.  
As you can see in Figure 15 and Figure 16, the prediction results using SVM and GPR 
present similar trends in the predicted RUL. The RUL prediction result using SVM show 
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negative RUL (obviously not possible), which is caused by no constraint set to limit the 
predicted values. More importantly, the NRMSE of SVM Regression result is 0.1677 while 
that of GPR result is 0.1873. Computation time for SVM was 23 seconds while GPR took 
2866 seconds. This result indicates that SVM can outperform GPR in terms of the prediction 
accuracy and the computation time. The following two figures show the remaining useful life 
prediction by both models. While a detailed comparative study is outside the scope of this 
research, this example indicates that SVR is a promising method for regression which has yet 
to be widely explored for bearing prognostics. 
 
Table 7 Details of SVM and GPR in the comparative study 
 GPR SVM 
Implementation GPML toolbox [312] LIBSVM toolbox [313] 
Model details A zero mean function and a 
composite covariance function 
which composed of:  
- isotropic rational quadratic 
covariance function (covRQiso) 
- squared exponential covariance 
function with ARD (covSEard) 
- isotropic squared exponential 
covariance function (covSEiso) 
- Radial basis function kernel 
- Five-fold cross validation for 
optimizing the three SVR 
hyperparameters (C, 𝛾  and 𝜀) 
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Figure 15 Remaining useful life prediction by SVM regression model 
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Figure 16 Remaining useful life prediction by Gaussian process regression model 
 
From the considerations mentioned above and the presented comparative study, 
support vector regression is chosen as the technique in this research for prediction.  
 
 
3.2.5 Fault Detection and Fault Initiation Time 
Feature classification is performed before the feature is input into the prognostic 
algorithm for failure prediction since healthy data points which cover at least half of a bearing 
run-to-failure dataset is likely to bias the overall dynamics of the bearing data input to the 
prediction algorithm. The prediction algorithm should generate predicted values based on the 
bearing input which can reveal the necessary dynamics information when bearing faults 
nucleate. As a result, the prediction result will tend to be distracted from the dynamics of 
healthy bearings. Taking this concern into account, feature classification is performed so that 
only the bearing data after the bearing fault initiation will be used as prognostic input, to ensure 
unbiased prediction result can be obtained.  
In this classification process, one-class support vector machine is used to classify the 
RMS data points in each bearing dataset into two classes, namely healthy and faulty classes. 
The point separating the two classes is named as breakpoint in this research, which is the point 
classified to be when the bearing began to fail. The classification is carried out to identify the 
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breakpoint so that prediction can be carried out using only the data in the faulty class to avoid 
the distraction of the regular dynamics of the data points in healthy class, which is different 
from that in the faulty class. 
In this one-class SVM classification process, RBF kernel will be used with the gamma 
fixed at the default value of one divided by the number of input features. The free 
hyperparameter 𝜈 will then be optimized on a range from 10−6 to 10−0.001with a total of 50 
logarithmically spaced points spaced uniformly in this range using ten-fold cross validation. 
Examples of using cross validation to optimize one-class SVM can be seen in existing studies 
such as Ref. [286–288].  
In the optimization process, the first 30% of the selected prognostic features in one 
bearing run-to-failure dataset is input into the optimization process. The reason for the 
percentage to be 30% is because only healthy bearing data points are input into the one-class 
SVM as the ‘normal’ data for training to help the subsequent classification process in 
identifying the ‘outliers’, which are those data points who fall on the wrong side of the 
hyperplanes in classification. In the ten-fold cross validation, the input data is randomly 
divided into ten parts, each of them being used as a testing set once. An average value of the 
ten cross validation accuracies is then calculated and serves as the accuracy of the particular 
parameter 𝜈  value that was used in the training. This process is then repeated until all 
accuracies for all values in the optimizing range of 𝜈 are obtained. The parameter value that 
produces the highest cross validation accuracy is used to train all training data to obtain a 
model, which will then be used to classify the complete bearing dataset (100% instead of 30% 
of the selected features) in order to determine this test set’s breakpoint. This process repeats 
in the same way for other bearing datasets, until all datasets have been classified with a 
breakpoint.  
 
3.2.6 The Proposed Prognostic Model 
The features starting from the classified breakpoint to the bearing failure will be used 
for prediction. This step relies on the identified breakpoint in the previous feature classification 
process. This process is illustrated in Figure 17, showing a feature dataset with a classified 
breakpoint. The data starting from the classified breakpoint to the end of the feature set, which 
is covered by the red arrow in the figure, will be taken for the subsequent prognostics. After 
these steps, the processed prognostic features in a form of matrix will then be transformed to 
an autoregressive matrix which allows the subsequent SVR algorithm consider not only the 
current data points but also the historical data for the predicting the future data points.  
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Figure 17. Prognostic feature taken for prognostics using the classified breakpoint.  
 
Consider the RMS observations 𝑅𝑡, 𝑅𝑡−1, 𝑅𝑡−2, … at time 𝑡, and the known rotation 
speeds 𝜔𝑡+1, 𝜔𝑡, 𝜔𝑡−1, 𝜔𝑡−2, … . (note that 𝜔𝑡+1  is assumed to be known since in most 
practical situations the operating parameters are decided and set well in advance). In this thesis, 
the time evolution RMS is modelled by Nonlinear Autoregressive eXogenous (NARX) model 
structure to predict the RMS.  For example, the one-step ahead prediction of RMS, ?̂?𝑡(1), can 
be predicted as  
 ?̂?𝑡(1) = 𝑓(𝑅𝑡, 𝑅𝑡−1, 𝑅𝑡−2, … , 𝑅𝑡−(𝑛𝑎−1), 𝜔𝑡+1, 𝜔𝑡, 𝜔𝑡−1, 𝜔𝑡−2, … , 𝜔𝑡−(𝑛𝑎−1)) ( 40 ) 
where 𝑛𝑎 is the pre-defined autoregressive order.  
In multi-step-ahead prediction, the current time 𝑡 is moved one time step by one time 
step and in moving one time step, the prognostic feature input is updated with the most recent 
data points. No predicted values are used in the prediction. In this research study, predictions 
of 1-step-ahead, 10-step-ahead, 25-step-ahead, 50-step-ahead, 75-step-ahead and 100-step-
ahead were carried out. The prognostic model can be expressed as follows:  
 ?̂?𝑡(ℓ) = 𝑓(𝑅𝑡 , 𝑅𝑡−1, 𝑅𝑡−2, … , 𝑅𝑡−(𝑛𝑎−1), 𝜔𝑡+ℓ, 𝜔𝑡 , 𝜔𝑡−1, 𝜔𝑡−2, … , 𝜔𝑡−(𝑛𝑎−1),
𝐴𝑡 , 𝐴𝑡−1, 𝐴𝑡−2, … , 𝐴𝑡−(𝑛𝑎−1), 𝐵𝑡 , 𝐵𝑡−1, 𝐵𝑡−2, … , 𝐵𝑡−(𝑛𝑎−1)) 
( 41 ) 
where 𝐴 and 𝐵 are the potential additional prognostic features. To illustrate the exact process 
of the prediction, Table 8 shows the process of ℓ-step-ahead prediction with the autoregressive 
order set at 𝑛𝑎. Parameters 𝐾1, 𝐾2, … , 𝐾𝑛𝑎 and 𝐸1, 𝐸2, … , 𝐸𝑛𝑎 in the table refer to features 
obtained in addition to RMS, for predictions.  
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Table 8 ℓ-step-ahead prediction information  
Input to downsample before prediction: To predict Current 𝒕 
𝑹𝟏, 𝑹𝟐, … ,
𝑹𝒏𝒂 
𝐾1, 𝐾2, … ,
𝐾𝑛𝑎 
𝐸1, 𝐸2, … ,
𝐸𝑛𝑎 
𝜔1, 𝜔2, … ,
𝜔𝑛𝑎 , ω𝑛𝑎+ℓ 
?̂?𝑛𝑎+ℓ 𝑛𝑎 
…
 
…
 
…
 
…
 
…
 
…
 
 
Since the autoregressive matrix can be large when 𝑛𝑎  is large, a logarithmically 
spaced autoregressive is used to both emphasize recent behaviour and capture long-term 
trends. More specifically, the indexes of the samples to include in the autoregressive can be 
expressed as 2𝑖 is used where 𝑖 = 0,1,2,… , 𝑛  and 2𝑛 must be smaller than the autoregressive 
order. For example, if 200 recent data points are used for prediction, instead of having the 
feature input of the most recent 200 data points in the first prediction, one would use the data 
points at time steps of 20, 21, 22, 23, 24, 25, 26, 27 with the time step at 20 being the current 
data point and 27 < 200. The key advantage of the downsampling is that this measure can 
reduce the amount of data input into the algorithm and it was found that prediction algorithm 
performs better due to less distraction by a large amount of input data. Thus, prediction 
accuracy can be improved. 
The prognostic datasets will then be divided into training sets and validation set. RBF 
kernel is used in prognostics of this study for its applicability and capability in modelling 
nonlinear problems. Training sets will be used for optimization of three free hyperparameters 
in SVR (C,𝛾 ,𝜀 ) through ten-fold cross validation on 𝐶 = 2−5, 2−4, 2−3, 2−2, … , 215  , 𝛾 =
2−15, 2−14, 2−13, 2−12, … , 23 and epsilon 𝜀  in a range from 0.01 to 10 with a total of 10 
logarithmically-spaced grid points. The optimization ranges for the free hyperparameters set 
based on an existing studies regarding SVR model selection [314]. There are, therefore, 3990 
potential hyperparameter combinations in total. 
Table 9 shows the process of optimization. In the optimization process, a cross 
validation procedure is used where each of the training datasets will be used as a testing set 
once, while training on the remaining training datasets; and produces the corresponding cross 
validation accuracy. Table 9 shows an example of using three datasets as training sets. One of 
the training dataset is used as for testing during optimization, while the remaining two training 
sets are used for training under a specific parameter set, in order to obtain a cross validation 
accuracy for this specific parameter set. An average of the computed cross validation 
accuracies under the same hyperparameter combination set will be taken as the average cross 
validation accuracy of that particular hyperparameter set, i.e. e.g., 𝐴1 for the evaluation of the 
first potential hyperparameter set. This is repeated until the average cross validation accuracies 
of all potential parameter sets are computed, i.e.  
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𝐴𝑖 in Table 9 where 𝑖 = 1,2,… 3990. The parameter set with the highest accuracy will be 
selected and used in the final training process with all the training sets to obtain a model.  
 
Table 9 Process of parameter optimization in SVR  
SVR Training  
Cross 
Validation 
Accuracy 
 Average 
Cross 
Validation 
Accuracy 
Parameter 
Combination 
Set 
Test 
Set 
Training Set   
1 1 2, 3, 4, 5, … 10 
 
Prediction 
𝐴11 
 
Average 
𝐴1 
1 2 1, 3, 4, 5 … 10 𝐴12 
1 3 1, 2, 4, 5, … 10 𝐴13 
…  …  …  …  
     
2 1 2, 3, 4, 5, … 10 𝐴21 
𝐴2 
2 2 1, 3, 4, 5 … 10 𝐴22 
2 3 1, 2, 4, 5, … 10 𝐴23 
…  …  …  …  
     
3 1 2, 3, 4, 5, … 10 𝐴31 
𝐴3 
3 2 1, 3, 4, 5 … 10 𝐴32 
3 3 1, 2, 4, 5, … 10 𝐴33 
…  …  …  …  
     
: : : : : 
: : : : : 
     
3990 1 2, 3, 4, 5, … 10 𝐴39901 
𝐴3990 
3990 2 1, 3, 4, 5 … 10 𝐴39902 
3990 3 1, 2, 4, 5, … 10 𝐴39903 
…  …  …  …  
3990 10 1, 2, 3, 4, … 9 𝐴399010 
  
Using the trained model with the optimized hyperparameter set, a validation dataset 
will then be input to SVR, to make RMS prediction on the validation dataset using the 
aforementioned methods.   
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3.3 Chapter Summary  
This chapter introduced the methodology of this research study. It first presented the 
diagnostic and prognostic test-rigs and their respective test descriptions. This is followed by 
introducing various aspects regarding the proposed diagnostic and prognostic model in this 
research. The role of diagnostics is first explained; followed by feature extraction for 
diagnostic analysis. In the diagnostic study, feature analysis needs to be first conducted to 
evaluate the diagnostic effectiveness of cyclostationary analysis, followed by bearing 
diagnostic study to assess AE’s bearing diagnostic capability. In this research, an important 
definition – a definition of failure in rolling element bearings – was described in this chapter. 
RMS is used as one of the prognostic feature input and also the feature for prediction output 
in this research according to the recommendation in ISO Standard 10816.  
A justification of the selection of prognostic algorithm for this research study – 
support vector machine is then provided. This choice is justified by a number of reasons 
discussed, completed by a performance comparative study with Gaussian Process Regression.  
Finally, the prognostic process starting from prognostic feature classification by one-
class SVM and the subsequent prediction procedures were explained. The prognostic model 
for multi-step-ahead predictions was described.  
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Chapter 4: Feature Analysis 
 
This chapter investigates bearing diagnostic capabilities and effectiveness of 
cyclostationary analysis by evaluating three second-order cyclostationary features – CMS, 
CMC and CLES. Both vibration and acoustic emission signals were used in this evaluation 
with the same methodology. Given the CS2 nature of the bearing signals, this evaluation serves 
as an important reference on the effectiveness of cyclostationary analysis in bearing 
diagnostics such that further diagnostic and prognostic analysis can be carried out with this 
technique after confirming its diagnostic capabilities.  
The analysis conducted in this chapter use bearing diagnostic data collected through 
the diagnostic test-rig. The focus of the experiment for this research study is on the main 
bearing. Healthy and faulty bearing data with artificially seeded bearing defect at speeds 
varying between 30 and 140 rpm are obtained. The effectiveness assessment of the different 
indicators is performed in this analysis with further comparisons between the indicators using 
a classifier-based approach.  
 
4.1 Feature Extraction and Synthesis  
The first step to evaluate the effectiveness of the cyclostationary indicators consists of 
the calculation of CMS, CMC and CLES. The basis and fundamentals of calculating these 
three indicators were elaborated in Section 2.3. Given the high resolution of the feature spaces 
(𝑓-𝛼) in both the vibration and AE cases, an integration of the CMS, CMC and CLES values 
was performed over rectangular 𝑓 - 𝛼  windows. For each acquisition the result of the 
integration consists of CMS, CMC and CLES matrices, each with 50 uniformly spaced 𝛼𝑚 
points in the range 0-10 times the shaft speed (considering a BPFO of 4.85 times the shaft 
speed) and 10 uniformly distributed 𝑓𝑛 points in the available frequency range. The available 
frequency range considering both the sampling theorem and the sensor limits has been set as 
[0 – 12.8] kHz for the vibration data and [0 – 100] kHz for the AE data. 
An example of the integration result is provided in Figure 18, which shows on the top 
the original AE CLES indicator and at the bottom the corresponding integrated version of 
vibration samples.  
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Figure 18: Example of integration of CS2 indicator: 
(top) original CLES for faulty bearing at 70 rpm, (bottom) corresponding integrated CLES. 
 
The matrices for the different healthy and faulty tests were assembled together in three 
dimensional matrices: 
 
• CMSVB
H (𝛼𝑚, 𝑓𝑛 , 𝑘) , CMCVB
H (𝛼𝑚, 𝑓𝑛, 𝑘)  and CLESVB
H (𝛼𝑚, 𝑓𝑛, 𝑘) , representing the 
three indicators, obtained on the vibration measurements of the healthy bearing 
tests (𝑘 = 1,… ,7) 
• CMSAE
H (𝛼𝑚, 𝑓𝑛, 𝑘) , CMCAE
H (𝛼𝑚, 𝑓𝑛, 𝑘)  and CLESAE
H (𝛼𝑚, 𝑓𝑛, 𝑘) , representing the 
three indicators, obtained on the AE measurements of the healthy bearing tests 
(𝑘 = 1,… ,7) 
• CMSVB
F (𝛼𝑚, 𝑓𝑛 , 𝑘) , CMCVB
F (𝛼𝑚, 𝑓𝑛, 𝑘)  and CLESVB
F (𝛼𝑚, 𝑓𝑛, 𝑘) , representing the 
three indicators, obtained on the vibration measurements of the damaged bearing 
tests (𝑘 = 1,… ,20) 
• CMSAE
F (𝛼𝑚, 𝑓𝑛, 𝑘) , CMCAE
F (𝛼𝑚, 𝑓𝑛, 𝑘)  and CLESAE
F (𝛼𝑚, 𝑓𝑛, 𝑘) , representing the 
three indicators, obtained on AE measurements of the damaged bearing tests (𝑘 =
1,… ,20) 
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4.2 Separation 
A Gaussian model was fitted, for each feature and 𝛼𝑚, 𝑓𝑛  point using maximum 
likelihood, e.g. for the fixed cyclic spectral location (𝛼?̅?,𝑓?̅?), two Gaussian distributions were 
fitted on the healthy bearing tests {CMSVB
H (𝛼?̅?, 𝑓?̅?, 𝑘), 𝑘 = 1,… ,7} and the faulty bearing tests 
{CMSVB
F (𝛼?̅?, 𝑓?̅?, 𝑘), 𝑘 = 1,… ,20}. 
The separation of the set of healthy and faulty tests was calculated as described in 
Section 2.4. Once the separation is obtained for each feature and cyclic-spectral point 𝛼𝑚, 𝑓𝑛, 
the separation index can be represented as a matrix for each CS2 indicator and sensor 
technology. These separation matrices are shown in Figure 19. A high value of separation 
(darker) indicated that the distribution the feature of healthy and faulty signals are significantly 
different, while a low value (brighter) indicates that the two sets of values (healthy and faulty) 
are substantially belonging to identical distributions. 
 
 
Figure 19: Separation of the features’ Gaussian distributions: (left) vibration; (right) AE 
 
For both vibration and AE signals, the CLES shows a high degree of separation at the 
cyclic frequency corresponding to the BPFO (4.9x) and its second harmonics. The spectral 
frequency ranges for vibrations and AE show that the signal is particularly strong in the 
middle-low frequency range (in AE terms) with the upper half of the vibration bandwidth 
carrying fault symptoms. At non-symptomatic cyclic frequencies (𝛼 ≠ 𝑛 ⋅ BPFO) the CLES is 
performing well, substantially showing very low separation (almost always <20%). 
CMC shows separation levels similar to CLES for BPFO multiples, proving a 
sensitive indicator. However, the high level of separation for non-symptomatic cyclic 
frequencies (up until 70% for the highest spectral bands) indicates the exposure of this 
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indicator to the risk of false alarms and masking by non-bearing related CS2 sources. This 
cyclic leakage has been discussed in [52], and proves the advantages of CLES. An additional 
test to practically demonstrate the masking risk has been conducted on the same test-rig adding 
a percussor on the disk of the input shaft. The percussor consists of a stiff rubber cantilever 
beam fastened at one of its ends to the frame of the test-rig, while a small steel bolt is fastened 
at the free end. Three bolts are fastened on the outer radius of the rotating disk at an angular 
distance of 120° and the percussor is positioned so that the disk bolts hit the percussor bolts 
when rotating (Figure 20). A strong 3x revolution impulsive excitation is resulting from the 
repeated impact between the percussor and the disk bolts, resulting in CS2 vibrations with a 
spectral support (𝑓) similar to the bearing fault case and with cyclic frequency 3x the shaft 
speed. The test is representative of many asymmetric machine cases, such as the tower shadow 
in a wind turbine. 
 
Figure 20: Percussor mounted on the test-rig 
 
Figure 21 represents the results of vibration-based CMS, CMC, and CLES for a 
percussor test with a faulty bearing at 100 rpm: on the left the three indicators are shown in 
logarithmic scale, while on the right an 𝛼-axis zoom around the BPFO is displayed in linear 
scale. Both show clearly the effect of the percussor masking the bearing fault in CMS and 
CMC, while the 4.9x cyclic frequency bearing symptoms are still clear in the CLES. 
 
Percussor 
Disk bolts 
hitting the 
percussor 
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Figure 21: Effect of cyclic leakage on the three features in a percussor test with faulty 
bearing at 100 rpm 
 
As anticipated, CMS shows the same problem, with a higher degree of amplification 
(up to 100% separation for non-symptomatic cyclic frequencies). The amplification is 
probably an effect of the wider distributions for both heathy and damaged bearings, given the 
high dependency of CMS on speed. To analyse this effect CMS, CMC and CLES values for 
specific 𝛼 , 𝑓  locations have been plotted versus rotating speed (measured thanks to a 
tachometer), on the tests performed without the percussor (same tests used to obtain Figure 
19). 
Figure 22 (percussor is removed for all other results) shows the effect of speed (rpm) 
on healthy (blue) and damaged (red) bearing CMS. The selected 𝛼 values are the BPFO (solid 
lines) and a non-symptomatic frequency (2x) at the bearing symptomatic cyclic frequency 4.9x 
(solid lines). The diagrams are all related to a spectral frequency band centred on 
𝑓 = 10.9 kHz. As visible on all the tests with damaged bearings, the influence of speed is 
significant, resulting in highly variable (orders of magnitude) CMS amplitudes for the faulty 
cases. 
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Figure 22: Speed effect on the vibration-based CS2 indicators. Selected cyclic-spectral 
locations: 𝛼 = 4.9x - 𝑓 = 10.9 kHz for bearing symptomatic (BPFO) and 
𝛼 = 2.0x - 𝑓 = 10.9 kHz for non-symptomatic (Vibration) 
 
The normalisation of the CMC significantly reduces this dependency, with a very flat 
behaviour of the feature in damaged conditions. However, the 1-order of magnitude bias of 
the red dotted line shows again the effect of the cyclic leakage.  
The CLES has a mild dependency on speed, which tends to flatten out for high speed 
values. The total absence of any bias on the non-symptomatic α feature (red dotted line) shows 
again the advantage of the recently introduced indicator. 
Results for AE are reported in Figure 23. The diagrams are all related to a spectral 
frequency band centred on 𝑓 = 55 kHz (selected for the high level of separation in CMC and 
CLES), whereas the 𝛼 locations have been kept as in the vibration example. The observed 
behaviour of the three CS2 analysis techniques is similar to the vibration case. However an 
even stronger effect of speed is observed. Both vibrations and AE show a progressive loss of 
diagnostic capabilities for low speeds (under 40-50 rpm). AE signals do not show any evidence 
of superior diagnostic information in this range of speeds: on the contrary, they seem even 
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more sensitive to this problem. The effect of speed is further investigated in the next subsection 
quantifying the accuracy of the diagnostic procedures on different ranges of speed. 
 
Figure 23: Speed effect on the AE-based CS2 indicators. Selected cyclic-spectral locations: 
𝛼 = 4.9x - 𝑓 = 55 kHz for bearing symptomatic (BPFO) and 𝛼 = 2.0x - 𝑓 = 55 kHz for non-
symptomatic (AE Signals) 
 
 
4.3 Accuracy 
To further investigate the effect of speed, SVM classification was performed to 
examine the effect on the classification results when dealing with different speeds. SVM is 
used to classify the healthy and the faulty bearing data using the three cyclostationary 
indicators including CMS, CMC or CLES in logarithmic scale. Two features are obtained for 
each indicator: both at 𝛼 = BPFO and each at a different spectral frequency 𝑓. The two 𝑓 
values were chosen 5.8 and 10.9 kHz for vibration samples and 15 and 50 kHz for AE, due to 
the high separation at these cyclic-spectral locations. As illustrated in Figure 18, value 1 in y-
axis means spectral frequency 𝑓 = 12.8 kHz. The most sensitive spectral frequencies can be 
observed at y = 0.85 and y = 0.45 with cyclic frequency 𝛼 = BPFO in the bottom graph of the 
figure. These two y values refer to spectral frequency 𝑓 = 10.9 and 5.8 kHz respectively.  They 
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are, therefore, selected for further analysis of vibration samples. The same method is used to 
select the two most sensitive spectral frequencies in acoustic emission. In this case, the two 
most sensitive spectral frequencies for acoustic emission are 15 and 50 kHz.  
Since two spectral frequencies are used for each type of sensor, 2-dimensional feature 
space in SVM is used to show both spectral frequencies for each indicator. In the following 
figures, for SVM result using vibration samples, x-axis of the feature space is 5.8 kHz and y-
axis is 10.9 kHz, while for SVM result using AE samples, x-axis of the feature space is 15 kHz 
and y-axis is 50 kHz. Figure 24, Figure 25 and Figure 26 show respectively the results of the 
SVM training for CMS, CMC and CLES using all available vibration samples (left) and all 
vibration samples obtained at speeds greater than 50 rpm (right). No clear difference is 
noticeable in the SVM plots across the three different indicators, while a persistent problem is 
showed by all cyclostationary features when dealing with speeds below 50 rpm. At these 
operating conditions, no difference between healthy and faulty bearings is detected by the 
signal processing techniques. 
 
  
Figure 24: SVM training result using CMS at BPFO– (left) speed range of 30-140 rpm; 
(right) speed range of 50-140 rpm (vibration) 
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Figure 25: SVM training result using CMC at BPFO– (left) speed range of 30-140 rpm; 
(right) speed range of 50-140 rpm (vibration) 
 
  
Figure 26: SVM training result using CLES at BPFO– (left) speed range of 30-140 rpm; 
(right) speed range of 50-140 rpm (vibration) 
  
To have a quantitative measure of feature quality, the mean leave-one-out cross-
validation accuracy (see Section 2.4.2) is calculated, based on the vibration features described 
above. The results of the cross-validation are presented in Table 10.  The observations obtained 
from the training plots are confirmed by these results, with equivalent performances of the 
three indicators, all ineffective at low speed (below 50 rpm). 
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Vibration 
Classification Accuracy 
Full dataset 
Classification Accuracy 
Speed ≥ 50 rpm 
CMS Classification 83.33% 100% 
CMC Classification 83.33% 100% 
CLES Classification 79.17% 100% 
Table 10: Summary of classification accuracy for vibration based-features 
 
The three cyclostationary indicators calculated on AE signals (Figure 27, Figure 28 
and Figure 29) show performances similar to the vibration-based features. However, even 
narrowing the analysis to speeds greater than 50 rpm, AE-based CMS shows risks of 
misclassification, with the high spectral frequency range (𝑓 = 50 kHz) unable to provide useful 
information to the classification algorithm.  
 
  
Figure 27: SVM training result using CMS at BPFO– (left) speed range of 30-140 rpm; 
(right) speed range of 50-140 rpm (AE Signals) 
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Figure 28: SVM training result using CMC at BPFO– (left) speed range of 30-140 rpm; 
(right) speed range of 50-140 rpm (AE Signals) 
 
  
Figure 29: SVM training result using CLES at BPFO– (left) speed range of 30-140 rpm; 
(right) speed range of 50-140 rpm (AE Signals) 
 
These observations are again confirmed by the cross-validation results (Table 11). 
 
Acoustic Emission 
Classification 
Accuracy 
Full dataset 
Classification Accuracy 
Speed ≥ 50 rpm 
CMS Classification 75% 94.12% 
CMC Classification 79.17% 100% 
CLES Classification 79.17% 100% 
Table 11: Summary of classification accuracy for AE based-features 
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4.4 Chapter Summary 
This study has demonstrated the bearing diagnostic capability and effectiveness of 
cyclostationary analysis through the evaluation of three cyclostationary features, namely CMS, 
CMC and CLES. Their effectiveness is assessed with support vector classification. The same 
methodology is applied to compare vibration and AE measurements. The investigation focused 
specifically on the effect of speed (and particularly low speed).  
In comparison with the cyclostationary indicators, CLES has the highest degree of 
separation of Gaussian models, i.e. difference in the distribution between healthy and faulty 
bearing data, at the cyclic frequency equivalent to fault frequency BPFO and its second 
harmonics. It demonstrates its sensitivity in bearing diagnosis. CMC shows a similar level of 
separation as CLES for the BPFO multiples but with high level of separation (up to 70% for 
the highest spectral bands) at non-symptomatic cyclic frequencies, while CMS failed to 
distinguish the difference in the distributions of healthy and faulty data. This part of analysis 
has answered the research question Q. 2 regarding features that are effective for bearing 
diagnostics.  
The effect of rotating speed on CS2 indicators was also examined. This leads to an 
answer to the research question Q. 3 regarding the effect of shaft rotating speed on the 
diagnostic capabilities of features. The examination of the speed effect has revealed the 
superior diagnostic performance of CLES and CMC with respect to CMS, thanks to the lower 
dependency of the amplitude of the indicators on speed. CLES has also demonstrated a strong 
resiliency to the presence of non-fault symptomatic CS2 components, making it suitable to 
diagnostic of complex machines.   
The indicators extracted from the healthy and faulty bearing data were also classified 
using support vector machine. This part can also bring answer to the research question Q. 3 by 
showing in the results that all indicators have equally failed in the diagnostic task at speeds 
below 50 rpm. This problem was also proven to be equivalent for both vibration and AE signals, 
which showed substantially equivalent performances in terms of separation and accuracy.  
In this process, a methodology for the quantitative evaluation and benchmarking of 
signal processing techniques and sensor technologies has been successfully developed and 
applied. Future research will focus on the investigation of different vibration and AE sensors 
allowing the extension of the diagnostic capabilities to lower speed ranges. 
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Chapter 5: Bearing Diagnostic Capabilities of 
Acoustic Emission 
This chapter presents the comparative study conducted to compare the diagnostic 
capabilities and sensitivity of acoustic emission signals and vibration signals to bearing outer 
race and ball faults from the perspective of signal processing and cyclostationarity using 
cyclostationary indicators and related analytical techniques. 
In the bearing run-to-failure experiment of this research, the machine is operated 
through a duty cycle which is repeated until the bearing reaches failure (an automatic safety 
trip is triggered by vibration RMS). The duty cycle includes constant-speed sections at speeds 
of 210, 250, 300, 500 and 1300rpm, in order to verify the effectiveness of the different 
detection methods in different conditions. For each speed a 120 seconds run is executed in 
each cycle. The duty cycle of this experiment is presented in Table 12. It is noted that vibration 
signals are collected continuously at all times (including the first 840 s fast-degradation period), 
while AE signals are collected for 100 seconds only in each speed condition to reduce data 
storage requirements. Table 12 shows one cycle of the entire experimental speed and signal 
collection period (one cycle lasts for about 26 minutes).  
 
Table 12. Duty cycle of the experiment 
Speeds 
[rpm] 
Operation Duration 
(vibration signals 
collected at all time) [s] 
Starting Time for 
AE Signal 
Acquisition  [s] 
Duration of AE 
Signal Acquisition 
[s] 
1300 840 0 0 
210 
120  100 
220 
250 
300 
500 
1300 
 
Among all test bearings, failure can be caused by damage of rollers, outer-race or 
inner-race. Microscopic analysis is needed to look into the damage on test bearings due to their 
small size. Therefore, only one example is done in detail because of time restriction. The 
inspection and analysis results of this example is shown in this chapter. The test bearing 
presented in this chapter reached the pre-set vibration limit after 4 full duty cycles, or more 
precisely, after 118 minutes of operation, corresponding to 113,240 shaft revolutions.  
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Figure 30. Vibration RMS of the bearing in this diagnostic study. 
 
Although a range of speeds was used in the test, only bearing signals at 300 and 1300 
rpm are used in the analysis of this diagnostic study. Due to the lengthy reporting that analysing 
all speeds would result in, a low speed and a high speed are selected for detailed analysis. In 
this case, low speed at 300rpm and high speed at 1300rpm are selected for detailed analysis. 
The results at the other low speeds, such as 210pm or 500rpm are similar to the low speed 
300rpm. At these two rotating speeds, the average fault frequencies and the characteristic 
harmonic orders of the test bearing (denoted as Nx) are listed in Table 13. 
 
Table 13. Fault frequencies and the characteristic harmonic orders at 300 and 1300 rpm 
 Nx 1300 rpm 300 rpm 
Ball Pass Frequency Outer (BPFO) 8.66 183 Hz 39.62 Hz 
Ball Pass Frequency Inner (BPFI) 10.33 219 Hz 47.26 Hz 
Ball Spin Frequency (BSF) 5.65 120 Hz 25.83 Hz 
Fundamental Train Frequency (FTF) 0.46 9.65 Hz 2.09 Hz 
 
 
5.1 Bearing Microscopic Analysis  
The test bearing was found to have developed an extensive ball fault, captured in 
Figure 31. 
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Figure 31. A damaged ball from the test bearing at the end of the test. 
 
There was no apparent spalling present on the races. To confirm the condition of the 
outer race, a dye-penetrant test was carried out. Figure 32 shows the condition of the bearing 
outer ring after application of dye-penetrant. No surface defects were found in the dye 
penetrant test.  
In order to check for the presence of any subsurface cracks, the bearing outer ring was 
then cut along the centre of the raceway, as illustrated by the sectioning plane in Figure 33. 
The surface was then polished to facilitate the observation of the potential localised cracks.  
A fatigue crack was found at 2000× magnification by scanning electron microscope 
(Zeiss SEM) inspection, as shown in Figure 34. The 75 𝜇m long crack has an orientation which 
is consistent with the theory of subsurface cracks propagation, i.e. the direction is parallel to 
the contact surface. This crack is close to the contact surface of the outer race, at about 80 𝜇m 
depth. The crack is likely to have developed from non-metallic inclusion, acting both as a 
crack source and stress concentration factor.  
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Figure 32. Images of dye penetrant test results on the bearing outer race. The four pictures 
show views which are rotated 90° around the bearing axis (covering the entire surface). 
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Figure 33. Grinding and inspection to the cross-section of bearing outer race.  
(cutting plane and cross section have been drawn on the outer-ring). 
 
 
Figure 34. A subsurface fatigue crack located under the surface of bearing outer race by 
grinding, polishing and inspection under scanning electron microscope. (75 𝜇m long crack 
located 80 𝜇m below the raceway surface) 
 
Outer ring raceway surface 
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5.2 Envelope Analysis   
The vibration and acoustic emission signals collected at low speed (300 rpm) and high 
speed (1300 rpm) tests were first analyzed with SES. In the following figures, different fault 
frequencies of the bearing are marked in the graphs. BPFO is denoted as 𝑂1; twice the BPFO 
is denoted as 𝑂2; BPFI is denoted as 𝐼1; twice the BPFI is denoted as 𝐼2; BSF is denoted as 𝐵1; 
twice the BSF is denoted as 𝐵2; FTF is denoted as 𝐹1 and twice this value is marked as 𝐹2 in 
the graphs.  
Figure 35 provides a progressive overview of the SES throughout the degradation 
process of the bearing from its healthy condition to its failure. The four figures on the left 
depict the SES extracted from vibration signals at four stages of the bearing’s operating life, 
namely: Healthy, 33%, 66% and 100% of the test duration; while the four figures on the right 
show the SES from AE signals at the four stages of degradation. The SES graphs in Figure 36 
are extracted from signals running at 300 rpm, with the same illustration settings as Figure 35. 
The vertical red lines in the background of all SES graphs in Figure 35 and Figure 36 represent 
the mean rotational speed of the bearing obtained from the ten-second signals used to compute 
each SES graph. 
Combining information from all the different SES diagrams, it is possible to identify 
symptoms of mixed outer-race and rolling element faults, i.e. BPFO- and BSF-related peaks. 
This result is well aligned with the conclusions drawn from the surface and section analyses 
presented in the previous section.  
Results show that AE signals can detect ball faults at low speeds, i.e. 300 rpm in this 
case. Smeared peaks are detected at the range of 2×BSF on the SES graph of AE at low rotating 
speed in Figure 36, indicating that there is a ball fault (impacting twice per ball revolution, 
inner/outer race contacts). The smeared peaks on the SES graphs are due to slippage and 
microscopic (almost not localised) defects when there is a ball fault. The smeared peak at 
2×BSF on the vibration SES at 1300 rpm is only visible at the very last stage of the bearing’s 
useful life, as can be seen in the diagrams on the left of Figure 35. The 2×BSF smeared peaks 
are also not found on AE SES at 1300 rpm throughout the bearing fault progression, probably 
due to the extreme level of peak smearing in the operation at high speed (kinematics of rolling-
sliding dominated by slippage). Overall, vibration signals cannot detect a ball fault until the 
fault becomes very severe which can lead to the total failure of the component, while AE can 
detect a ball fault when the defect begins to develop. It can be observed from the AE-SES that 
there are three main ball failure progression stages, namely: new, progressing (33% and 66%) 
and failure, with increasing levels of SES amplitude. 
This failure progression is also observed in the growth of the amplitudes of the BPFO 
peak on AE SES at 1300 rpm. As can be seen in Figure 35, when the bearing is new, no obvious 
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BPFO peak can be observed on AE SES at 1300 rpm. The BPFO peak only becomes distinct 
starting at 33% of the run-to-failure test time, and maintains a fairly similar amplitude for both 
33% and 66% test times. The peak’s amplitude then increases four-fold at the point of test 
termination, potentially showing an accelerating crack propagation.  
In Figure 36, a prominent BPFO peak is only visible in the AE SES at 300 rpm at 33% 
of the test time, and vanishes in the following SESs. Significantly smeared peaks at 2×BSF, 
on the other hand, are present since the beginning of the test (indicating that the high load 
produces a damage on the roller early in the run-to-failure test) and keep a similar amplitude 
at 33% of the test time. The disappearance of the BPFO peak can be attributed to two reasons. 
Firstly, the BPFO peak becomes weaker due to lower kinetic energy involved in the impacts 
at the lower speed of 300 rpm (compared to 1300 rpm). The second reason is that the weaker 
BPFO peak is masked by the cyclic leakage of the 2×BSF smeared peaks as the ball fault 
develops. The 2×BSF smeared peaks drastically increase in amplitude from 33% to 66% of 
the test time, and soar (3 order of magnitude more) in the last stage of the bearing test. This 
supports the hypothesis of the masking of the BPFO peak after 33% of the test time, when the 
2×BSF starts growing. 
As for the reason why the 2×BSF smeared peaks are not visible on AE SES at 1300 
rpm, it is believed that the balls rotate with a higher degree of randomness at higher speed and, 
therefore, the frequencies of ball rotation are smeared to a higher degree with dominating 
slippage so that the smeared peak becomes invisible on the AE SES spectrum. 
As is clear in Figure 35, there is a sharp peak at the BPFO on the vibration SES in the 
very beginning of the bearing’s life. This can be attributed to the healthy baseline being biased 
by the varying stiffness during bearing rotation [39] (a phenomenon exacerbated by the 
overloading of the bearing), and/or small raceway imperfections, which are smoothened and 
removed soon in operation. This will be further studied and discussed in section 5.3. The 
vibration SESs at 1300 rpm and 300 rpm, as shown in the four figures on the left of Figure 35 
and Figure 36 respectively, cannot show any symptoms of bearing outer-race fault since no 
peaks are detected at the range of BPFO, except the peak at BPFO when the bearing was still 
healthy. The disappearance of the BPFO peak in the SES is either due to the increased level 
of SES noise, combined with a smearing of the stiffness modulation peak, or to the removal 
of the surface imperfections from the raceway. 
Looking at the cage frequencies, no obvious progression of the peak amplitude can be 
observed in Figure 35 and no prominent peak at cage frequencies can be found in Figure 36.   
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Figure 35. Run-to-failure progress of the bearing on SES of vibration signals (left figures) 
and SES of AE signals (right figures) at 1300 rpm. (vertical red lines correspond to the 
harmonics of the shaft speed) 
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Figure 36. Run-to-failure progress of the bearing on SES of vibration signals (left figures) 
and SES of AE signals (right figures) at 300 rpm. (vertical red lines correspond to the 
harmonics of the shaft speed) 
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The main novel conclusion from the combined analysis of AE signals and SEM 
images is the verification of the AE’s capability of detecting subsurface cracks at early stage 
of bearing failure, otherwise invisible to vibration monitoring, especially at low speed. This 
provides for the first time a confirmation of previous hypotheses on the superiority of AE 
versus vibration in early detection of bearing faults. 
 
5.3 In-Depth Second-Order Cyclostationary Analysis  
In order to further investigate the reason why a peak at BPFO appeared on the 
vibration SES while the bearing was still healthy, the vibration signal of the healthy bearing 
was analyzed using FFT. Under overload operating conditions, the stiffness of the bearing 
changes due to the heavy stress experienced in the bearing outer-race and rolling elements. 
The varying stiffness is caused by load transmission through a finite number of rolling 
elements whose position changes in time [39]. This stiffness modulation is probably the cause 
of the BPFO peak in the SES and it is visible also in the signal’s DFT (Figure 37) in the very 
beginning of the bearing experiment. This figure is shown in log-log scale in Figure 38, as a 
support of the choice for the SES band-pass filter (1000 Hz - Nyquist limit). The same signal 
was used to compute the SES graph shown on the top left graph in Figure 35. Both the FFT 
and SES show a peak at the BPFO frequency range in the healthy and overloaded bearing. 
 
Figure 37. The healthy bearing – FFT of vibration signals. 
 
Chapter 5:Bearing Diagnostic Capabilities of Acoustic Emission 
105 
 
 
Figure 38. Healthy bearing – FFT in log scale of vibration signal. 
 
Similar to Figure 35 and Figure 36, Figure 39 and Figure 40 show a progressive 
overview of the symptoms of the bearing degradation process in the cyclic modulation 
spectrum of AE signals at 1300 rpm and 300 rpm respectively. Figure 41 and Figure 42 show 
a progressive overview in cyclic logarithmic envelope spectrum at 1300 rpm and 300 rpm 
respectively. The AE cyclostationary analysis was restricted to the frequency range around the 
peak sensitivity of the AE sensor (150 kHz), i.e. 130 kHz to 160 kHz.  
The CMS at 1300 rpm and 300 rpm (Figure 39 and Figure 40 respectively) clearly 
show a spectral dominance around the peak sensitivity 𝑓 = 150 kHz. A visible peak at cyclic 
frequency 𝛼 equals to BPFO can be found in CMS at 1300 rpm from 33% to 100% of the test 
time, while no obvious ball fault symptom is found. This can be attributed to the severe 
smearing of BSF peaks due to high random slip, as already suggested in the discussion of SES 
results. On the contrary, at 300 rpm the BSF symptoms are clearer, probably due to the lower 
slippage at lower speed, while BPFO peaks only appear at 33% of the test duration. This is 
possibly explained by the increasing dominance of BSF symptoms (ball surface degradation) 
which, due to cyclic leakage, obscure the much fainter symptoms of outer-race sub-surface 
faults.  
To verify and solve the cyclic leakage problem, Figure 41 and Figure 42 report the 
CLES analysis of the same data. As expected, the 1300 rpm tests still do not show any BSF 
peak, thus confirming that their absence is not due to cyclic leakage, but probably due to slip. 
On the contrary, the 300 rpm diagrams clearly show both BSF and BPFO harmonics, with the 
fainter outer-race fault symptoms now uncovered from the cyclic leakage masking. This result 
also shows the importance of CLES in analysing early bearing faults, in presence of other 
strong cyclostationary sources (in practice represented by other components in the system), 
which might mask the fault symptoms.  
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Figure 39. Run-to-failure progress of the bearing on CMS of AE signals at 1300 rpm. 
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Figure 40. Run-to-failure progress of the bearing on CMS of AE signals at 300 rpm. 
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Figure 41. Run-to-failure progress of the bearing on CLES of AE signals at 1300 rpm 
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Figure 42. Run-to-failure progress of the bearing on CLES of AE signals at 300 rpm. 
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5.4 Chapter Summary 
This chapter presented a comparative study on the diagnostic capabilities and 
sensitivity of acoustic emission signals and vibration signals to bearing outer race and ball 
faults using signal processing and cyclostationary techniques. Existing studies related to 
bearing subsurface cracks only made use of artificially-seeded defects or by modifications to 
the components of the bearing. In the result presented in this chapter, bearing that is used in 
this study is damaged naturally through bearing run-to-failure experiment and is free of any 
artificially seeded defects or modifications to its components. 
Bearing microscopic analysis, which is crucial to this diagnostic study, was conducted. 
It includes firstly, the physical inspection of the rolling elements to confirm an extensive ball 
fault; secondly a dye penetrant test to the bearing outer race to confirm that there is no surface 
alteration; and finally, the observation of the outer race’s subsurface under SEM after 
sectioning and polishing to confirm that there is a subsurface crack in the bearing outer race.  
Cyclostationary analysis was also conducted through extracting envelope indicators 
and cyclostationary indicators. Envelope indicator SES is extracted from vibration signals and 
is compared with SES from AE signals to investigate the suggested superiority of AE in 
bearing diagnostics and potentially prognostics. Results revealed that AE signals can 
effectively show the incipient outer race fault symptoms on the SESs at 1300 rpm, and ball 
fault at 300rpm. Vibration signals, on the other hand, failed to show any outer race fault 
symptoms and can only detect ball fault at the last stage of the bearing’s useful life. The SES 
extraction at different speed has brought an answer to the research question Q. 3 regarding the 
speed effect on the diagnostic capability of acoustic emission and the features. The results has 
showed that at different speeds, SES can show different types of fault symptoms with 
difference in kinetic energy involved in the fault symptoms at different speeds.   
For the first time, bearing diagnostic study on subsurface crack is conducted using 
naturally-damaged bearing with bearing condition confirmed through bearing microscopic 
analysis. This study successfully provides a definitive evidence for the first time the superior 
capability of AE in detecting bearing subsurface cracks through comprehensive inspection 
testing and cyclostationary analysis. By comparing AE results with vibration signals, this 
diagnostic study has confirmed AE’s superiority in detecting incipient faults in bearings and 
the absence of vibration symptoms of subsurface cracks. This has effectively answered the 
research question Q. 1 regarding whether acoustic emission has significantly more information 
than vibration. This study has showed that acoustic emission has more information than 
vibration in bearing incipient fault detection.  
The study also showed the progressive increase of fault symptoms in AE SES, 
indicating a potential for crack propagation monitoring and prognostics. This can lead to an 
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answer to research question Q. 2 regarding the feature to be effective for bearing diagnostics 
at different degradation phases of bearing.  
On the other hand, cyclostationary indicators CMS and CLES at different bearing 
degradation stages at two different speeds were studied. From the result of this study, the 
ability of CLES of separating different sources of AE, even in the case of strong difference in 
their power, has proven crucial in the matter of multiple cyclostationary components; and 
could be particularly useful in complex industrial machines. AE cyclostationary analysis was 
also found robust and almost insensitive to false alarms caused by stiffness variations; whereas 
vibration could lead to false BPFO positives in the case of highly loaded healthy bearings. 
This part of the analysis can bring an answer to research question Q. 2 regarding effective 
features for bearing diagnostics. This analysis found the same conclusion as the feature 
analysis presented in Chapter 4, that CLES has shown its advantages and effectiveness in 
bearing diagnostics, compared with cyclostationary indicators such as CMS.  
Despite the possibility of the other explanations for the CS2 symptoms at BPFO 
frequencies (e.g. surface discontinuity), the evidence collected in this study support the 
conclusion that the subsurface crack observed under the microscope is the source of the CS2 
BPFO peak in acoustic emission.  
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Chapter 6: Bearing Run-To-Failure Test 
Analysis 
 
The result of the feature analysis and diagnostic study presented in the last two 
chapters has important implications for prognostics. The feature analysis has confirmed the 
effectiveness of cyclostationary analysis and AE in bearing diagnostics, particularly the 
superior diagnostic performance of CLES and CMC. Since diagnosis serves as an important 
reference to the prognostic process, AE signals and cyclostationary indicators will be used to 
extract features for prognosis so as to explore the prognostic potential of acoustic emission 
signals. This will be elaborated in the following sections.  
The prognostic study presented in this chapter use vibration RMS as the main 
prognostic feature due to its important role in defining bearing failure and as a recommended 
parameter in ISO Standard for condition monitoring. The bearing data in this study was 
collected under variable speed operating conditions. There is a lack of prognostic studies that 
investigate variable operating conditions. This study aims at developing an effective 
prognostic approach that can properly account for speed variations of the bearing data.  
 
6.1 Fault Detection and Fault Initiation Time 
The prediction begins with classification by one-class support vector machine to 
identify the fault initiation time (i.e. the breakpoint) in each bearing dataset, which is the 
feature departure from normal behaviour in the run-to-failure experiment. Different prognostic 
inputs lead to different classification results in the identification process and therefore, this 
section presents the classification results of four different combinations of prognostic feature 
input. In the classification result of each feature combination set, the feature input is first 
illustrated. The selected set of features is input into the one-class SVM algorithm for 
classification. The classification result and descriptions will then be provided.  
As presented in Section 3.2.5, the hyperparameter optimization process is then carried 
out using cross validation to search for the optimal hyperparameter from the first 30% of the 
complete dataset. One-class classification was then performed using the optimal 
hyperparameter, with classification input as a complete set of features of a bearing dataset [108, 
109].  
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6.1.1 Vibration RMS and Rotating Speed 
The prognostic study begins with feature extraction from bearing run-to-failure data. 
Vibration RMS is first included as an input feature due to its traditional role in the ISO 
Standard definition of machine condition / failure. This feature is also used as the prediction 
output in prediction because it defines bearing failure, as discussed in 3.2.3. RMS was taken 
from the raw vibration signal, with each value extracted from every 10 seconds of the vibration 
data. 
Among the bearing datasets that have been collected from the bearing run-to-failure 
experiments, some bearing datasets such as the example shown in Figure 43 failed to show 
any failure symptom from the feature trend; and some collected in the absence of the AE 
amplifier leading to unreliable AE signals. From these criteria and considerations, four bearing 
datasets have been selected, as shown in Figure 44.  
 
 
Figure 43 Bearing dataset example – failure without symptom 
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Figure 44 Vibration RMS – four bearing datasets 
 
Since vibration RMS that was collected under variable-speed operating condition is 
highly dependent on rotating speed. Rotating speed data is also included as one of the 
prognostic features for prediction in order to capture the trend and property changes in the 
signals due to the speed variation. To author’s best knowledge, rotating speed has not been 
included to any prognostic studies for in bearing applications. This is one of the novelties in 
this research, to examine if including speed data to the prediction can address the issue of 
speed variation in the data. The shaft rotating speeds from the same four bearing datasets as 
shown in the last sub-section above are shown in Figure 45.  
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Figure 45 Shaft rotating speed – four bearing datasets 
 
The result of the feature classification without speed input is shown below in Figure 
46 to Figure 49. The classification results are shown on the top graph of these figures, while 
the corresponding vibration RMS feature is shown in the bottom graph of the figures. In the 
top graph, the blue curve represents the predicted labels of the data points; the red solid line 
represents the moving average of the ten previous data points with the current data point when 
calculating the moving average. Given that the classified labels can oscillate along the time 
axis, the moving average can better reveal the overall changes of the predicted labels. The red 
dotted line shows the extent of the input data for training, i.e. the first part of the data points 
up to the red dotted line are taken for training.  
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Figure 46. Bearing set 1: feature classification – vibration RMS and speed input 
 
 
Figure 47. Bearing set 2: feature classification – vibration RMS and speed input 
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Figure 48. Bearing set 3: feature classification – vibration RMS and speed input 
 
 
Figure 49. Bearing set 4: feature classification – vibration RMS and speed input 
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Figure 46 shows the classification result for the first bearing set. The classification 
clearly divides the first set into two parts at time step of 3826. It means that the bearing fault 
was initiated at this time step. This is the time step when data begins to be consistently labelled 
as -1, i.e. ‘abnormal’ or ‘outlier’ class in one-class SVM. In the process of identifying the 
breakpoint from the classification result, the breakpoint is the point where the algorithm begins 
to consistently and frequently classify the data into abnormal class. The breakpoint is set at a 
time step when data points start to be consistently labelled as outliers. Consistent outlier 
labelling is, for example, when the next few (3 in this study) consecutive data points after that 
specific time step were labelled as outliers, or when data points starting from that time step 
were frequently labelled as outliers.  
In Figure 47, after some oscillations of the predicted labels in the first part of the 
second bearing dataset, consistent data labelling can be observed after the time step of 1656. 
After the time step of 3321, all data points are classified as outliers. The breakpoint for this 
dataset is set at 1656. Figure 48 shows the classification result for bearing set 3. The first 
instance when the data has been classified as outliers is at the time step of 72. Consistent data 
labelling can be seen starting from the time step of 130, where the next few consecutive data 
points are classified as outliers. Data points after the time step 476 are all classified as outliers. 
The breakpoint for this bearing dataset is, therefore, set at 130. Classification for the last 
bearing set is shown in Figure 49. Data points after the time step of 1707 start to be frequently 
classified as outliers.  With some further oscillations of the classified labels after this time step, 
all data points after time step 3778 are classified as outliers. Therefore, breakpoint for this 
bearing set is set at 1707, at which data begins to be consistently labelled as outliers.  
From the classification results overall, the classified breakpoints for the four bearing 
datasets with only the input of vibration RMS are: 3826, 1656, 130 and 1707. This 
classification result shows that the use of vibration RMS and rotating speed results in clear 
identification of fault initiation time with the speed variation being taken into account and the 
RMS data reveals clear information in the classification process. The next sub-sections will 
explore the possibility of adding AE features to the feature input to try to have earlier detection 
of the fault initiation time.  
 
 
6.1.2 Vibration RMS, AE RMS and Rotating Speed  
Since AE signals have been showed in Chapter 4 and 5 to contain significant 
diagnostic information to detect the fault in bearings, features extracted from AE signals are 
considered and used as prognostic features, to explore the potential of acoustic emission in 
prognosis. This will also help explore whether adding AE features to the classification process 
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can result in earlier detection of the fault initiation times for different bearing datasets. This 
process begins with RMS values from AE signals. 
RMS from AE signals is included as one of the prognostic features to study in this 
thesis since the property of RMS being an interpreter of the signal energy is the same as in 
both vibration and AE signals. AE RMS of the four bearing sets is shown below in Figure 50. 
Compared with vibration RMS, it can be observed especially in set 3, that AE RMS can capture 
the fault propagation trend well even at lower speeds, revealing an increasing level of signal 
energy through the increasing AE RMS levels along the bearing life. These characteristics 
cannot be clearly seen in vibration RMS.  
With also the suggestion through the diagnostic study the superiority of AE signals, 
AE RMS is, therefore, used in this prognostic study for prediction to explore if the addition of 
AE RMS features can improve the responsiveness of the prognostic algorithm and the 
prediction results in general. Due to AE sensor’s peak sensitivity at 150 kHz, AE signal is first 
band-pass filtered at 145 – 155 kHz before extracting the RMS values. The input features in 
this section include vibration RMS, AE RMS and rotating speed.  
 
 
Figure 50 AE-RMS – four bearing datasets 
 
The classification result with feature input including vibration RMS, AE RMS and 
speed is shown in Figure 51 to Figure 54. The classified labels for the input data points, which 
are shown in the blue line of the top graphs of the figures, will be used as a reference to decide 
the breakpoint for each bearing set. The legend of the graphs is the same as the one explained 
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in the previous sub-section, with the red solid line being the moving average, and the red dotted 
line showing the extent of the data points used for training. The two graphs at the bottom of 
each figure shows the main input features, which in this case include AE RMS and vibration 
RMS.  
Figure 51 shows the classification results for the first set. The predicted labels start its 
frequent oscillations at the time step of 1571 until 3752, after which all data points are 
classified as outliers with only one short oscillation instance. Due to the frequent outlier 
labelling after time step 1571, this times step is set as the breakpoint for this bearing set. In 
Figure 52 showing the classification result for bearing set 2, data points after time step 1225 
begin to be constantly classified as outliers until the time step of 3462. This suggests that the 
speed variation of the data is not accommodated well. After the time step of 3462, data points 
are all classified as outliers. With the data constantly being labelled as outliers after the time 
step of 1225, this time step is set as the breakpoint for this dataset. As for bearing set 3, Figure 
53 shows that data starts to be consistently labelled as outliers at the time step of 48. After this 
time step of 155, all data points are classified as outliers. The breakpoint of this dataset is set 
at 48. In Figure 54 showing the classification result of bearing set 4, data starts to be 
consistently labelled as outliers at the time step of 1378. After the time step of 3743, all data 
points are labelled as outliers. The breakpoint for this bearing dataset, therefore, is set at 1378.  
From the results overall, the classified breakpoints for the four bearing datasets with 
the input of vibration RMS, AE RMS and rotating speed are: 1571, 1225, 155 and 1378.  
Comparing this result with the one presented in the previous sub-section, it seems that the 
oscillation behaviour of the classified labels are worsened after adding the AE RMS feature. 
The classification result do not show any advantage of using AE RMS for better identification 
of fault initiation time comparing with using only vibration RMS and rotating speed, given the 
fact that the AE RMS feature changes in a very similar way as vibration RMS. The 
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classification result shows less clear separation between the healthy and faulty data, and it 
seems that speed variation in the data is not accommodated well.  
 
Figure 51. Bearing set 1: feature classification – vibration & AE RMS input with speed. 
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Figure 52. Bearing set 2: feature classification – vibration & AE RMS input with speed. 
 
 
Figure 53. Bearing set 3: feature classification – vibration & AE RMS input with speed. 
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Figure 54. Bearing set 4: feature classification – vibration & AE RMS input with speed. 
 
6.1.3 Vibration RMS, AE CS2 Feature (LogTLk) and Speed  
Apart from AE RMS, second-order cyclostationary (CS2) features are also extracted 
from AE signals using cyclostationary and envelope analysis from bearing run-to-failure AE 
datasets because the CS2 feature of CLES has been proven effective for bearing diagnostics 
and its capability to avoid cyclic leakage problem from the diagnostic study. As mentioned in 
Section 2.3.5, CS2 analysis is based on indicators derived from cyclic power spectrum such as 
CMS, CMC and CLES. The band-pass filtering frequency band during the computation of 
LES is narrowly set at 145 kHz – 155 kHz. This narrow-band nature of the pre-LES filter 
makes the LES very similar to taking CLES along the cyclic frequency 𝛼-axis at spectral 
frequency 𝑓 = 150 𝑘𝐻𝑧, which is the peak sensitivity of the AE sensor. Seeing that the 
diagnostic effectiveness of the cyclostationary indicator CLES has been demonstrated with the 
low dependency of its amplitude on speed and its ability in separating different sources of AE 
even in the case of strong difference in their power, CS2 features that are closely related to 
LES will be selected. It is believed that the features from LES contain the most detailed 
diagnostic information from the AE bearing signals. The features extracted from LES of AE 
signals are listed in Table 14.  
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Log scaled values of these features were also calculated so that the log value can better 
interpret the changes of some features especially during the rapid increase at the end of the 
dataset when the bearing failed. The computation of SES and LES can refer to Section 2.3.3. 
In the discrete Fourier transform process when extracting LES, a windowing operation with 
Hann windows is performed for minimizing the leakage effect on the maximum peak values 
that will be taken from the spectrum at a specific frequency band which depends on what 
feature is to be extracted. The Hann window was computed by the equation as follows:   
 𝑤(𝑛) = 0.5 (1 − cos (2𝜋
𝑛
𝑁
)) , 0 ≤ 𝑛 ≤ 𝑁 ( 42 ) 
 
Table 14: Potential CS2 AE features for prognostics. 
AE CS2 Features Information 
AE LK Sum of all the peaks on AE LES in a frequency range of 0 – 1000 Hz 
OLk The maximum peak on AE LES at BPFO ± 2% 
ILk The maximum peak on AE LES at BPFI ± 2% 
SLk The maximum peak on AE LES at BSF ± 2% 
FLk The maximum peak on AE LES at FTF ± 5% 
TLk Sum of OLk, ILk, SLk and FLk 
  
The feature AE LK examines the peak at frequency range from 0 to 1000 Hz on LES, 
while AE OLk, ILk, SLk and FLk and TLk specifically focuses on the different fault frequency 
ranges of the test bearings on LES. Since AE TLk is the sum of all the maximum peaks of all 
the four fault frequencies, AE TLk is selected instead of OLk, ILk, SLk and FLk which only 
look into one particular fault frequency. Given that AE TLk in log scale can better interpret 
the changes of some features especially during the rapid increase at the end of the dataset when 
the bearing failed, this feature will be included as a prognostic feature in this study. This sub-
section will present the classification result using this AE Log TLk feature with vibration RMS 
and rotating speed, while the next sub-section will present the classification result using this 
AE Log TLk feature with vibration RMS, AE RMS and rotating speed. The feature AE TLk 
in log scale from the four bearing datasets is shown in Figure 55. High degree of variability 
and peakiness can be observed in this feature of all four bearing sets. The feature maintains a 
general increasing trend along the time axis, showing the tracking of the bearing propagation 
trend.  
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Figure 55 Log AE TLk – four bearing datasets 
 
One-class support vector machine is used to identify the breakpoint for each set given 
the feature input in this case being vibration RMS, AE Log TLk and rotating speed. The one-
class classification results for all four bearing sets are shown in Figure 56 to Figure 59. The 
blue curves in the top graphs of each figure shows the predicted labels for the data points 
throughout each bearing dataset. Same as the legend explained in previous sub-sections, the 
red solid line is the moving average; and the red dotted line showing the extent of the data 
points used for training. The two graphs at the bottom of each figure display the main feature 
input including vibration RMS and AE Log TLk. In the following, descriptions of breakpoint 
identification of different bearing sets will be provided; together with comparisons made 
between the result in this sub-section and the result presented in Section 6.1.1 in order to 
evaluate the values of adding AE Log TLk feature to the feature input of vibration RMS and 
rotating speed in the classification process. 
The breakpoint classification for the first set is shown in Figure 56. The classification 
shows that the data classification results in three phases. The first one is healthy data; the 
second one is the transition phase between healthy and faulty; and the third one is the faulty 
phase. In this classification result of bearing set 1, data points are mostly classified as healthy 
before the time step of 2566, at which oscillations of the classified labels begin until the time 
step of 3754. The oscillations show that the data are in between the margin of healthy and 
outliers region. Comparing this result with Figure 46 where only vibration RMS and rotating 
speed of the same dataset are input, this classification result with the addition of AE Log TLk 
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gives a better overall picture as to the fault initiation with the additional phase of transition 
instead of one clear separation point between healthy and faulty condition of the bearing. 
Moreover, the addition phase also means that the detection of fault initiation is earlier with 
this new AE CS2 feature added in the classification process. Since the data labelling only 
becomes more consistent at the time step of 3754, this time step is set as the breakpoint of this 
dataset.  
In Figure 57 showing the classification result for the second bearing set, consistent 
data labelling begins at time step 2714. This time step, therefore, is set as the breakpoint for 
this dataset. Comparing this classification result with Figure 47, the addition of AE Log TLk 
feature gives a clearer separation between healthy and faulty data with reduced oscillations of 
the classified labels. In Figure 58, the bearing set 3 has its first data point being classified as 
an outlier at the time step of 72 and after the time step of 237, data points are consistently 
classified as outliers. A significant portion of the data points after time step 237 was classified 
as outliers. Therefore, the breakpoint for this dataset is set at 237. As can be seen by the moving 
average curve in the figure, it shows clearly the transition phase that this classification result 
allows. Starting from the time step of 237, the moving average of the classified labels starts to 
decrease, indicating that the data in this time phase are in the separating margins between 
healthy and outlier classes. Comparing this classification result with Figure 48 using only 
vibration RMS and speed, the addition of AE Log TLk allows earlier detection of the fault 
initiation and clearer separation between the healthy and faulty condition with relatively more 
data points being classified as outliers at an earlier time step than using only vibration RMS 
and speed.  
As for the feature classification for bearing set 4 as shown in Figure 59, the 
classification clearly divided the dataset into two parts at the time step of 3744, with 
oscillations of the classified labels before this time step. This time step, therefore, is set as 
breakpoint for this dataset. Comparing this result with Figure 49 that uses only vibration RMS 
and rotating speed, this result has a clearer identification of the fault initiation time.  
To conclude, the set of breakpoints for the four bearing datasets using the optimal one-
class SVM hyperparameters is 3754, 2714, 237 and 3744 for bearing dataset 1, 2, 3 and 4 
respectively. The addition of AE Log TLk to the feature input of vibration RMS and rotating 
speed produces clearer classification results and allows earlier detection of fault initiation in 
different datasets.  
It is important to note that although consistent labelling is used for the selection of the 
breakpoint of each dataset in this study. The number of consecutive points in the definition of 
the consistent labelling (3 in this study) is arbitrary. A more robust sensitivity analysis should 
be introduced in future study for the selection of the breakpoints in bearing run-to-failure 
datasets.  
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Figure 56. Bearing set 1: feature classification – vibration RMS, AE Log TLk, speed. 
 
 
Figure 57. Bearing set 2: feature classification – vibration RMS, AE Log TLk, speed. 
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Figure 58. Bearing set 3: feature classification – vibration RMS, AE Log TLk, speed. 
 
 
Figure 59. Bearing set 4: feature classification – vibration RMS, AE Log TLk, speed. 
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6.2 Bearing Fault Prognostics 
In this section, the details of the prognostic algorithm will first be elaborated, followed 
by prediction results with different combinations of prognostic features for predictions and to 
explore whether adding features from acoustic emission signals can actually improve the 
prediction of using vibration features. 
 
6.2.1 Prognostic Algorithm 
With the identified breakpoint for each bearing dataset, the features starting from the 
identified breakpoint of the corresponding bearing set to the last data point of the features were 
first extracted. This is the step 1 of the prognostic study after the classification for fault 
initiation time. Step 2 is to transform the extracted parts of the features from all bearing sets 
to NARX model structure for the time evolution of the features to be considered in prognostics 
of this study. The fault prognostic model used in this study combines SVR and NARX models, 
which allow the consideration of historical data and shaft rotating speeds to predict RMS 
values ℓ steps ahead through the selected prognostic features including vibration RMS and 
shaft rotating speeds.  
In the prognostic model which considers historical data, the number of historical data 
to be considered in every prediction step, i.e. the autoregressive order, needs to be pre-set. In 
the bearing run-to-failure experiments under variable operating condition, one complete duty 
cycle running all different speeds takes 1560 seconds to finish. This is equivalent to 156 points 
of the data since one feature data point is extracted from every ten seconds of data. Therefore, 
the autoregressive matrix should include approximately the 156th point so as to give the 
algorithm about one cycle of data to learn and take into account in the prediction the dynamics 
at different speeds of the cycle as the bearing operates at this cycle repeatedly from healthy to 
failure. To ensure sufficient data points are provided to the algorithm, the autoregressive 
matrix includes the 159th value, allowing a few more data points than one complete duty cycle. 
Since such a large number of points may adversely affect the parameter identification 
(overfitting), a logarithmic spacing is selected, taking the samples with indices  2𝑖 − 1 where 
𝑖 = 0,1,2,… , 𝑛 with 2𝑛 ≤ 159. 
Given historical vibration RMS observations 𝑅𝑖 where 𝑖 = 𝑡, 𝑡 − 1, 𝑡 − 2,… , 𝑡 − 2
𝑛  
at time 𝑡, the objective is to predict 𝑅𝑡+ℓ. Other types of features may also be given to assist 
the prediction. This will be explored later in the next few sections. To elaborate the concept 
here, two more features from the observations are used as input for prediction in addition to 
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𝑅𝑖. One feature is a system parameter for the operation: rotating speed in this example, denoted 
as 𝜔𝑖, while another feature obtained from observation denoted as 𝐴𝑖. To predict 𝑅𝑡+ℓ  ℓ steps 
ahead at time 𝑡, the prediction in this study takes all features from observations up to the time 
step 𝑡 in addition to the system parameter (rotating speed in this example) at the predicting 
time step 𝑡 + ℓ . The prediction input becomes (in the case of no downsampling of the 
autoregressive)  
 
𝑅𝑡−𝑘 , 𝐴𝑡−𝑘 , 𝜔𝑡−𝑘  , 𝜔𝑡+ℓ    𝑘 = 0,1,2, . . , 𝑛𝑎 − 1 
or 
𝑅𝑡−(2ℎ−1), 𝐴𝑡−(2ℎ−1), 𝜔𝑡−(2ℎ−1), 𝜔𝑡+ℓ     ℎ = 0,1,2,…𝐻 , 2
𝐻 < 𝑛𝑎  
 
when the autoregressive is downsampled. To present it in another way, at autoregressive order 
of 159 and 2𝐾 < 159, 𝐾 is equal to 7 so that 27 = 128 < 159. Therefore, the taken time steps 
of prediction input includes the most recent time step 𝑡 and 𝑡 − 1, 𝑡 − 3, 𝑡 − 7, 𝑡 − 15, 𝑡 −
31, 𝑡 − 63 and 𝑡 − 127. The reasons for the downsampling operation and the downsampling 
factor were both elaborated in Chapter 3.  
In order to validate the prediction capability of the model, predictions of 1-step-ahead, 
10-step-ahead, 25-step-ahead, 50-step-ahead, 75-step-ahead and 100-step-ahead will be 
carried out. It means that ℓ equals to from the above model is equal to 1, 10, 25, 50, 75 and 
100.  
Each bearing prognostic dataset is used once as a validation set with the remaining 
sets being used for training. Cross validation is carried out to optimize the hyperparameters in 
SVR before training and making prediction on the validation set. The details of feature pre-
processing and the optimization process with data training and testing can be referred to 
Section 3.2.6.  
 
6.2.2 Prediction with Vibration RMS and Rotating Speed 
The four bearing datasets and the corresponding classified breakpoints will be used 
for prediction with input of only the vibration RMS and the shaft rotating speed. The prediction 
takes the input features with downsampling at a factor of 2𝑖. The details of the prediction are 
listed in Table 15. 
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Table 15 Prediction with vibration RMS and speed  
Dataset Bearing set 1, 2, 3, 4 
Training & Testing Set Each set used as a testing set once 
Input Features Vibration RMS, Rotating Speed 
Autoregressive Order (𝒏𝒂) 159 
Classified Breakpoint 3826, 1656, 130 and 1707 for set 1, 2, 3 and 4 
Model – Original Matrix 
?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−𝑘, 𝜔𝑡−𝑘 , 𝜔𝑡+ℓ) 
where 𝑘 = 0,1,2,… , 𝑛𝑎 − 1, 
𝑅𝑖 is vibration RMS, 𝜔𝑖 is rotating speed, and  
ℓ is the number of steps ahead in prediction.  
Downsampling Factor 2ℎ − 1, ℎ = 0,1,2, … ,𝐻 and 2𝐻 < 𝑛𝑎  
Model – Data Points for 
Prediction 
?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−(2ℎ−1), 𝜔𝑡−(2ℎ−1), 𝜔𝑡+ℓ) 
with data points taken from the original matrix in 
every prediction step. 
 
 Multi-step-ahead prediction results will be shown in the following, with each of the 
four specific sets used as a validation set and the remaining set used as training sets. In the 
multi-step-ahead prediction, the current time is moved every step with the most updated data 
point provided to the prediction algorithm in every step. In this prediction, vibration RMS is 
taken into account in every predicted value and were given up to the current time 𝑡. The 
rotating speed is provided to the prediction algorithm up to time 𝑡, in addition to the rotating 
speed data at the time step of 𝑡 + ℓ where ℓ = 1, 10, 25, 50, 75 or 100 depending on which 
step-ahead prediction that is being performed. The prediction step shifts one step by one step 
and the algorithm is given more updated data point as the prediction continues. The actual 
prediction process is illustrated in Table 16. 
 
Table 16 ℓ -step-ahead prediction information  
Input to downsample before prediction:  To predict Current 𝒕 
𝑹𝟏, 𝑹𝟐, … , 𝑹𝟏𝟓𝟗 𝜔1, 𝜔2, … , 𝜔159, ω159+ℓ ?̂?159+ℓ 159 
𝑹𝟐, 𝑹𝟑, … , 𝑹𝟏𝟔𝟎 𝜔2, 𝜔3, … , 𝜔160, ω160+ℓ ?̂?160+ℓ 160 
…
 
…
 
…
 
…
 
 
The model of downsampled input features can be presented as:  
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 ?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−(2ℎ−1), 𝜔𝑡−(2ℎ−1), 𝜔𝑡+ℓ) ( 43 ) 
where 𝑓(⋅) is the SVR function, ℎ = 0, 1, 2, … , 7 with 27 < 159.  
 
The prediction results will be presented in the next sub-section in a flow from 1-, 10-, 
25-, 50-, 75-, and 100-steps-ahead. The predicted curves are represented in red, and the actual 
values are represented in blue. It is noted that in one-step-ahead prediction, the first 159 data 
points in both curves are identical since they are the points given to make the prediction. For 
ten-step-ahead predictions and onwards, the first 159 + ℓ number of data points are identical 
in both curves, where ℓ = 10, 25, 50, 75, or 100. This is due to the first prediction made at 
time step of 159, forecasting a specific number of steps ahead in the bearing life; and the 
predicted value for ℓ-step-ahead prediction only begins at the time step of 159 + ℓ.  
 
 
One-Step-Ahead Prediction 
 
Figure 60. One-step-ahead – vibration RMS & speed, validation set – set 1 
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Figure 61. One-step-ahead – vibration RMS & speed, validation set – set 2 
 
 
Figure 62. One-step-ahead – vibration RMS & speed, validation set – set 3 
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Figure 63. One-step-ahead – vibration RMS & speed, validation set – set 4 
 
Ten-Step-Ahead Prediction 
 
Figure 64. 10-step-ahead – vibration RMS & speed, validation set – set 1 
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Figure 65. 10-step-ahead – vibration RMS & speed, validation set – set 2 
 
  
 
Figure 66. 10-step-ahead – vibration RMS & speed, validation set – set 3 
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Figure 67. 10-step-ahead – vibration RMS & speed, validation set – set 4 
 
Twenty-Five-Step-Ahead Prediction 
 
Figure 68. 25-step-ahead – vibration RMS & speed, validation set – set 1 
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Figure 69. 25-step-ahead – vibration RMS & speed, validation set – set 2 
 
 
Figure 70. 25-step-ahead – vibration RMS & speed, validation set – set 3 
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Figure 71. 25-step-ahead – vibration RMS & speed, validation set – set 4 
 
Fifty-Step-Ahead Prediction 
 
Figure 72. 50-step-ahead – vibration RMS & speed, validation set – set 1 
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Figure 73. 50-step-ahead – vibration RMS & speed, validation set – set 2 
 
 
Figure 74. 50-step-ahead – vibration RMS & speed, validation set – set 3 
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Figure 75. 50-step-ahead – vibration RMS & speed, validation set – set 4 
 
Seventy-Five-Step-Ahead Prediction 
 
Figure 76. 75-step-ahead – vibration RMS & speed, validation set – set 1 
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Figure 77. 75-step-ahead – vibration RMS & speed, validation set – set 2 
 
 
Figure 78. 75-step-ahead – vibration RMS & speed, validation set – set 3 
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Figure 79. 75-step-ahead – vibration RMS & speed, validation set – set 4 
 
One Hundred-Step-Ahead Prediction 
 
Figure 80. 100-step-ahead – vibration RMS & speed, validation set – set 1 
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Figure 81. 100-step-ahead – vibration RMS & speed, validation set – set 2 
 
 
Figure 82. 100-step-ahead – vibration RMS & speed, validation set – set 3 
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Figure 83. 100-step-ahead – vibration RMS & speed, validation set – set 4 
 
 Each of the four bearing sets being used as a validation set, while the remaining sets 
being used as training sets. In the results presented above, the results are obtained by a 
proposed prediction approach using SVR with NARX model structure to take into account the 
historical data points in prediction, as well as using shaft rotating speed data as one of the 
prognostic features for providing additional information and help interpreting the RMS levels 
to the prediction algorithm.  
As can be seen in one-step-ahead prediction with only vibration RMS and the shaft 
rotating speed data, the proposed approach can capture the speed variations accurately. The 
prediction results are quite close to the actual values, showing the effectiveness of the proposed 
method with the rotating speed data in predicting RMS data that experience variable speeds 
along the bearing operating life.  
Looking at the multi-step-ahead prediction results in general, the fault propagation 
trend can be tracked well until 75-step-ahead prediction which can be seen that beyond this 
number of steps, the predictions cannot effectively capture the speed variations accurately. As 
the number of step-ahead increases, prediction accuracy decreases.  
 
6.2.3 Prediction with Vibration RMS, AE RMS and Rotating Speed 
The details of the prediction are shown in Table 17. The multi-step-ahead prediction 
is performed in the same way as explained in Section 6.2.2, the only difference is the feature 
input. In this prediction, vibration RMS and AE RMS are taken into account in every predicted 
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value and were given up to the current time 𝑡. The rotating speed is provided to the prediction 
algorithm up to time 𝑡, in addition to the rotating speed data at the time step of 𝑡 + ℓ where 
ℓ = 1, 10, 25, 50, 75 or  100  depending on which step-ahead prediction that is being 
performed.The prediction process is illustrated in Table 18.  
 
Table 17 Prediction with vibration RMS, AE RMS and speed 
Dataset Bearing set 1, 2, 3, 4 
Training & Testing Set Each set used as a testing set once 
Input Features Vibration RMS, AE RMS, Rotating Speed 
Autoregressive Order (𝒏𝒂) 159 
Classified Breakpoint 1571, 1225, 155 and 1378 for set 1, 2, 3 and 4 
Model – Original Matrix 
?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−𝑘, 𝐸𝑡−𝑘, 𝜔𝑡−𝑘 , 𝜔𝑡+ℓ) 
where 𝑘 = 0,1,2,… , 𝑛𝑎 − 1,  
𝑅𝑖 is vibration RMS, 𝜔𝑖 is rotating speed, 𝐸𝑖 is AE 
RMS, and ℓ is the number of steps ahead in 
prediction.  
Downsampling Factor 2ℎ − 1, ℎ = 0,1,2,… , 𝐻  and 2𝐻 < 𝑛𝑎 
Model – Data Points for 
Prediction 
?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−(2ℎ−1), 𝐸𝑡−(2ℎ−1), 𝜔𝑡−(2ℎ−1), 𝜔𝑡+ℓ) 
with data points taken from the original matrix in 
every prediction step. 
 
Table 18 ℓ -step-ahead prediction information  
Input to downsample before prediction: To predict Current 𝒕 
𝑹𝟏, 𝑹𝟐, … ,
𝑹𝟏𝟓𝟗 
𝐸1, 𝐸2, … ,
𝐸159 
𝜔1, 𝜔2, … ,
𝜔159, ω159+ℓ 
?̂?159+ℓ 159 
𝑹𝟐, 𝑹𝟑, … ,
𝑹𝟏𝟔𝟎 
𝐸2, 𝐸3, … ,
𝐸160 
𝜔2, 𝜔3, … ,
𝜔160, ω160+ℓ 
?̂?160+ℓ 160 
…
 
…
 
…
 
…
 
…
 
 
The model of downsampled input features can be presented as:  
 ?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−(2ℎ−1), 𝐸𝑡−(2ℎ−1), 𝜔𝑡−(2ℎ−1), 𝜔𝑡+ℓ) ( 44 ) 
where 𝑓(⋅) is the SVR function, ℎ = 0, 1, 2, … , 7 with 27 < 159.  
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Same as the prediction results presented in the last section, each of the four bearing 
sets is used as a validation set with the remaining sets being used as training sets. One-step-
ahead prediction result is presented below. Focusing on the comparison between these results 
and the predictions using only vibration RMS and rotating speed, it can be seen from the results 
that the prediction performance is inferior to the prediction with only vibration RMS and 
rotating speed. With the addition of AE RMS feature, the predicted values are not always close 
to the actual values, implying that the addition of AE RMS to the vibration feature input does 
not bring improvement to the prediction performance.  
 
One-Step-Ahead Prediction 
 
Figure 84. One-step-ahead – vibration RMS, AE RMS & speed, validation set – set 1 
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Figure 85. One-step-ahead – vibration RMS, AE RMS & speed, validation set – set 2 
 
 
Figure 86. One-step-ahead – vibration RMS, AE RMS & speed, validation set – set 3 
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Figure 87. One-step-ahead – vibration RMS, AE RMS & speed, validation set – set 4 
 
 
6.2.4 Prediction with Vibration RMS, AE CS2 Feature (LogTLk) and Speed  
The prediction performance with an additional feature of AE RMS did not enhance 
the prediction results of using only the vibration RMS and speed. It may be because the AE 
RMS does not specifically focus on the CS2 nature of bearing signals and the fault frequencies 
of the test bearings. In this section, AE CS2 feature – AE TLk will be added to the prognostic 
feature input of vibration RMS and rotating speed, instead of AE RMS, in order to further 
explore the potential of AE features improving the prediction performance.  
Using the identified breakpoints for the four bearing datasets, predictions of one-step-
ahead, 10-step-ahead, 25-step-ahead, 50-ahead, 75-step-ahead and a 100-step-ahead were 
carried out. The details of these predictions are listed in Table 19. The multi-step-ahead 
prediction in this section is conducted in the same way as the prediction presented in the 
previous sections. The difference is the prognostic feature input being a combination set of 
vibration RMS, AE Log TLk and rotating speed. The first two features are taken into account 
in every predicted value and were given up to the current time 𝑡. The rotating speed is provided 
to the prediction algorithm up to time 𝑡, in addition to the rotating speed data at the time step 
of 𝑡 + ℓ where ℓ = 1, 10, 25, 50, 75 or 100 depending on which step-ahead prediction that is 
being performed. The prediction process is illustrated in Table 20.  
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Table 19 Prediction with vibration RMS, AE Log TLk and speed 
Dataset Bearing set 1, 2, 3, 4 
Training & Testing Set Each set used as a testing set once 
Input Features Vibration RMS, AE Log TLk, Rotating Speed 
Autoregressive Order (𝒏𝒂) 159 
Classified Breakpoint 3754, 2714, 237 and 3744 for set 1, 2, 3 and 4 
Model – Original Matrix 
?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−𝑘 , 𝐶𝑡−𝑘 , 𝜔𝑡−𝑘, 𝜔𝑡+ℓ) 
where 𝑘 = 0,1,2,… , 𝑛𝑎 − 1,  
𝑅𝑖 is vibration RMS, 𝐶𝑖 is AE Log TLk, 𝜔𝑖 is rotating 
speed, and ℓ is the number of steps ahead in 
prediction.  
Downsampling Factor 2ℎ − 1, ℎ = 0,1,2,… , 𝐻  and 2𝐻 < 𝑛𝑎  
Model – Data Points for 
Prediction 
?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−(2ℎ−1), 𝐶𝑡−(2ℎ−1), 𝜔𝑡−(2ℎ−1), 𝜔𝑡+ℓ) 
with data points taken from the original matrix in 
every prediction step. 
 
 
Table 20 ℓ -step-ahead prediction information 
Input to downsample before prediction: To predict Current 𝒕 
𝑹𝟏, 𝑹𝟐, … , 𝑹𝟏𝟓𝟗 𝐶1, 𝐶2, … ,
𝐶159 
𝜔1, 𝜔2, … ,
𝜔159, ω159+ℓ 
?̂?159+ℓ 159 
𝑹𝟐, 𝑹𝟑, … , 𝑹𝟏𝟔𝟎 𝐶2, 𝐶3, … ,
𝐶160 
𝜔2, 𝜔3, … ,
𝜔160, ω160+ℓ 
?̂?160+ℓ 160 
…
 
…
 
…
 
…
 
…
 
 
The model of downsampled input features can be presented as:  
 ?̂?(𝑡 + ℓ) = 𝑓(𝑅𝑡−(2ℎ−1), 𝐶𝑡−(2ℎ−1), 𝜔𝑡−(2ℎ−1), 𝜔𝑡+ℓ) ( 45 ) 
where 𝑓(⋅) is the SVR function, ℎ = 0, 1, 2, … , 7 with 27 < 159.  
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Each of the four bearing sets is used as a validation set with the remaining sets being 
used as training sets. Prediction result of one-step-ahead is shown below in Figure 88 to Figure 
91. Each of the four bearing sets is used as a validation set with the remaining sets being used 
as training sets. It can be seen from the prediction result of one-step-ahead as shown below 
that the predicted values are close to the actual values. In order to know whether the addition 
of this AE CS2 feature add any value to the prediction performance, 25-, 50- and 100-step-
ahead predictions were carried out. Results are shown in Figure 92 to Figure 103. Comparing 
these results with the ones presented in Section 6.2.2 using only vibration RMS and rotating 
speed, the prediction results in this sub-section shows less oscillation and fluctuation in the 
predicted curves, showing the effectiveness of using the proposed methodology with this AE 
CS2 feature for prediction of RMS data that encounters speed variations during operations.  
From the results presented in this section, it can be concluded that the addition of AE 
Log TLk feature improves the prediction performance when compared with using only 
vibration RMS and rotating speed; whereas adding AE RMS to the vibration feature input 
increases the prediction error.  
 
One-Step-Ahead Prediction 
 
 
Figure 88. One-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 1 
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Figure 89. One-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 2 
 
 
Figure 90. One-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 3 
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Figure 91. One-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 4 
 
Twenty-Five-Step-Ahead Prediction 
 
Figure 92. 25-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 1 
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Figure 93. 25-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 2 
 
 
Figure 94. 25-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 3 
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Figure 95. 25-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 4 
 
Fifty-Step-Ahead Prediction 
 
Figure 96. 50-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 1 
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Figure 97. 50-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 2 
 
 
Figure 98. 50-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 3 
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Figure 99. 50-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 4 
 
One-Hundred-Step-Ahead Prediction 
 
Figure 100. 100-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 1 
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Figure 101. 100-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 2 
 
 
Figure 102. 100-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 3 
 
Multi-Sensor Condition Monitoring of Bearings Using Support Vector Machines 
 
158 
 
 
Figure 103. 100-step-ahead – vibration RMS, AE Log TLk & speed, validation set – set 4 
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6.3 Chapter Summary 
The prognostic study presented in this chapter provides answer to research question 
Q. 4. This chapter begins with a section illustrating the process and the results of identifying 
the fault initiation time in different bearing datasets. Vibration RMS and rotating speed are 
then discussed, providing the reasons of including vibration RMS and shaft rotating speed as 
the main features in the predictions. Four bearing datasets are used with their fault initiation 
times, i.e. breakpoint that separates a bearing dataset into healthy data and outliers (abnormal 
data), being identified separately using one-class support vector machine. Ten-fold cross 
validation was used to optimize the hyperparameters in one-class SVM. Apart from vibration 
RMS and rotating speed, AE features are added to the feature input to explore the possibility 
of earlier detection of fault initiation.  
Vibration RMS and rotating speed are first used as a combined feature set in the 
classification process. Seeing the effectiveness of AE signals in bearing incipient fault 
diagnosis from the diagnostic study presented in Chapter 5, RMS values extracted from AE 
signals was first added to the feature input in addition to vibration RMS and rotating speed. 
CS2 features were then extracted from the LES of AE signals, given that the diagnostic 
effectiveness of the cyclostationary indicator CLES in bearing was confirmed even with noises 
of multiple other CS2 components in the system through the feature analysis and the diagnostic 
study presented in Chapter 4 and 5 respectively. The potential of the extracted features from 
LES in this study are explored by applying AE TLk in log scale to the feature input of vibration 
RMS and rotating speed. The three feature combination sets are used in the classification 
processes for four different bearing data sets.  
In this classification process, it was found that adding AE RMS feature to the feature 
input of vibration RMS and rotating did not improve the classification result since the results 
with AE RMS appear to have more oscillations of the classified labels. This can be because 
the AE RMS varies in a very similar way as the vibration RMS along the time axis. On the 
other hand, the addition of AE Log TLk feature to the feature input of vibration RMS and 
rotating speed contributes to better identification of fault initiation time, generating clearer 
separation between the healthy and faulty data and allowing earlier detection of fault initiation 
times for the bearing datasets. In some datasets, it is also observed that an additional transition 
phase between healthy and faulty condition of the bearing can be observed in the classification 
results and thus, giving a better overall concept of the fault initiation of the bearing datasets.  
The section of identifying fault initiation time is followed by another section detailing 
the prognostic algorithm for RMS prediction using SVR and NARX model structure of the 
features. The NARX model structure helps the prediction algorithm to consider the historical 
data points for every prognostic feature input. The same feature combination sets as were used 
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in the classification process are used in this prediction section. The prognostic potential of 
acoustic emission can then be explored through this prognostic study, to examine whether 
prediction using AE features will improve the prediction accuracy of using only vibration 
RMS and rotating speed.  
Using the breakpoints identified for different bearing datasets, the data points starting 
from the identified breakpoint until the end of the dataset are extracted and used in prediction. 
Predictions of 1-step-ahead, 10-step-ahead, 25-step-ahead, 50-step-ahead, 75-step-ahead, and 
100-step-ahead were then carried out. Looking at one-step-ahead prediction result using only 
vibration RMS and rotating speed, the predicted values are quite close to the actual values, 
demonstrating the effectiveness of the proposed prediction approach using SVR with NARX 
model structure with rotating speed data in capturing the speed variations accurately.  
After adding AE RMS to the prognostic feature input, results show no improvement 
to the prediction performance compared with the prediction using only vibration RMS and 
rotating speed. Prediction with the CS2 feature of AE TLk in log scale is then applied to the 
prognostic study with vibration RMS and rotating speed. In contrary to the prediction result 
with AE RMS, the result using AE Log TLk improves the prediction results when compared 
with using only vibration RMS and rotating speed. Speed variations are accommodated in the 
prediction with the predicted curves showing less oscillations and fluctuations than the ones 
obtained using only vibration RMS and rotating speed. The comparisons reach a conclusion 
that acoustic emission can improve the performance of the prognostic predictions, but it needs 
to use an effective feature such as AE CS2 features to account for the CS2 nature of the bearing 
signals. Incorrect choice of the AE features can result in degraded prediction performance, 
such as the one using AE RMS as shown in this chapter.  
This chapter has explored AE signals’ potential in being applied to prognostics. This 
prognostic study has first demonstrated the effectiveness and the applicability of the data 
analysis and proposed prognostic method to predicting bearing data under variable-speed 
operating condition. It then showed that acoustic emission, through extracting its AE CS2 
feature – AE Log TLk, has potential in prognosis.  
More future work is needed, including establishing more AE features that can improve 
the prediction performance of using only vibration features. Moreover, seeing the 
effectiveness of acoustic emission in early bearing fault detection, future work also includes 
constructing a methodology that can make use of its diagnostic sensitivity in prognosis for 
predicting failure at an earlier time. Apart from predicting a specific feature, the multi-step-
ahead prediction can be extended to estimating the remaining useful life of bearings.   
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Chapter 7: Conclusions and Future Work 
 
7.1 Conclusions 
This thesis presented diagnostic and prognostic studies on rolling element bearings 
under variable operating conditions. The research questions mentioned in Section 1.3 can be 
answered by the studies presented in this thesis. The study can be concluded in a number of 
points.  
Firstly, given the second-order cyclostationary nature of bearing signals, 
cyclostationary and envelope analysis are claimed as the most suitable tools to analyse bearing 
signals. To demonstrate this statement, assessment of three cyclostationary indicators (CMS, 
CMC and CLES) is first conducted, specifically focusing on the effect of speed on these 
indicators. This assessment using bearing data collected from a diagnostic test-rig has found 
that CLES has higher capability and sensitivity in detecting bearing faulty data, compared with 
the other two indicators. This gives an answer to the second research question that CLES is 
effective for bearing diagnostics. 
In studying the effect of speed on these indicators, CLES and CMC are found to have 
superior diagnostic performance with respect to the traditional CMS indicator since their 
amplitudes depend less on speed. This thesis also demonstrated that CLES’s ability of 
separating different sources of acoustic emission signals even in the presence of other strong 
cyclostationary sources from other components in the system. This ability is crucial especially 
in the case of having multiple cyclostationary components, so it can be useful in complex 
industrial machines. This part of the feature analysis answers the research question Q. 3 
regarding the investigation of speed effect on the diagnostic capabilities of features.  
The fault classification results in this analysis found that given a number of data points 
of the three cyclostationary indicators at various speeds, the classification performance 
between healthy and faulty data points at speeds above 50 rpm using support vector machine 
are substantially equivalent for both types of signals. It, however, failed to classify between 
healthy and faulty data points at speeds below 50 rpm. This result gives some insight to the 
third research question as well.  
A diagnostic study using bearing run-to-failure data collected from the prognostic test-
rig is then conducted. It begins with bearing microscopic analysis which includes firstly, the 
physical inspection of the rolling elements to confirm an extensive ball fault; secondly a dye 
penetrant test to the bearing outer race to confirm that there is no surface alteration; and thirdly, 
the observation of the outer race’s subsurface under SEM after sectioning and polishing. The 
microscopic analysis aims at confirming the condition of the bearing: a subsurface crack in the 
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bearing outer race and a severe ball fault. This type of bearing microscopic analysis has not 
been conducted in any existing studies to confirm the presence of a subsurface crack in the 
bearing outer race. This confirmation is crucial and necessary for the following investigations 
using envelope analysis and cyclostationary analysis.  
Envelope analysis and cyclostationary analysis confirmed that AE signals can 
effectively detect incipient faults through showing fault symptoms on the squared-envelope 
spectrums. This study found that incipient outer race fault symptoms are shown on the 
squared-envelope spectrums at 1300 rpm, and ball fault symptoms at 300 rpm. Vibration 
signals, on the other hand, failed to show any outer race fault symptoms and can only detect 
ball fault at the last stage of the bearing’s useful life. Therefore, this study has provided a 
definitive proof for the first time the superior capability of AE in detecting bearing subsurface 
cracks through comprehensive inspection testing and cyclostationary analysis. By comparing 
AE results with vibration signals, this diagnostic study has confirmed AE’s superiority in 
detecting incipient faults in bearings and the absence of vibration symptoms of subsurface 
cracks.  
The progressive increase of fault symptoms in squared-envelope spectrums of AE 
signals also indicated its potential to be used in crack propagation monitoring and prognostics. 
The diagnostic study also showed the robustness of AE cyclostationary analysis and almost 
insensitive to false alarms caused by stiffness variations, which is not the case for vibration 
signals.  
This analysis also gives answers to the first three research questions. The 
demonstrations that acoustic emission does contain significantly more information than 
vibration in bearing incipient fault detection gives answer to the first research question. The 
SES extraction at different speeds and the fact that acoustic emission can detect different types 
of fault at different speeds in this diagnostic study gives insight to the third research question 
regarding the effect of speed on the diagnostic capabilities of features. The fault progression 
on SES and the demonstration of the diagnostic effectiveness of CLES have both given answer 
to the second research question, regarding what features to be effective for bearing diagnostics.  
With the suggestion from the diagnostic study that acoustic emission contains 
significant diagnostic information about bearing faults, acoustic emission is applied to 
identifying fault initiation time of different datasets, followed by feature predictions in the 
prognostic part of this research. In the classification process in identifying the fault imitation 
time, results show that adding AE RMS feature to the feature input of vibration RMS and 
rotating did not improve the classification result since the results with AE RMS appear to have 
more oscillations of the classified labels. On the other hand, the addition of AE Log TLk 
feature to the feature input of vibration RMS and rotating speed contributes to better 
identification of fault initiation time and clearer separation between the healthy and faulty data. 
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It also allows earlier detection of fault initiation times for the bearing datasets with additional 
transition phase between healthy and faulty condition of the bearing.  
The prognostic study takes in the breakpoints identified in the classification for RMS 
prediction. Bearing prediction is carried out with a number of important settings developed in 
this research. Firstly, Vibration RMS is used in as a prognostic feature input as well as a 
prediction output since it is a recommended parameter for machine condition monitoring 
according ISO Standard and its important role in defining bearing failure. Secondly, rotating 
speed is included as one of the prognostic feature for the first time, in order to provide the 
prognostic algorithm with the essential information such as the dynamics changes in signals 
during speed variations. This has proved critical to the prediction of rolling element bearings 
that are operated under variable speed. The prediction of vibration RMS under variable 
operating condition is strongly affected by the speed variation, so rotating speed data can 
supply more information about the dynamics of the operations and help interpret the RMS 
levels. Thirdly, the prediction is carried out using SVR with features transformed to NARX 
model structure, which allows the algorithm to consider the historical and current data when 
predicting future data points; instead of only inputting the current data point of different 
features, like most existing studies do.  
Predictions of 1-step-ahead, 10-step-ahead, 25-step-ahead, 50-step-ahead, 75-step-
ahead, and 100-step-ahead were carried out. The proposed prognostic approach has effectively 
predicted the vibration RMS features and captured the speed variations accurately. The multi-
step-ahead prediction results can still track the fault propagation trend well, up until 75-step-
ahead prediction. At 100-step-ahead prediction, the predicted values failed to accurately 
capture the speed variations. The prediction accuracy decreases as the number of step-ahead 
increases. This prognostic study, however, has demonstrated the effectiveness and the 
applicability of the data analysis and proposed prognostic method to predicting bearing data 
under variable-speed operating condition. 
The prognostic study then attempted to add features from AE signals and investigate 
whether it can further improve the prediction result. AE RMS is first added to vibration RMS 
and rotating speed for prediction since the diagnostic study suggested AE’s diagnostic 
capability for bearings. However, prediction performance did not improve. CS2 feature TLk 
was then extracted due to the diagnostic effectiveness and advantages of cyclostationary 
indicators (more specifically, the cyclostationary indicator CLES) being confirmed and 
demonstrated from the feature analysis presented in Chapter 4 and the diagnostic study 
presented in Chapter 5. Prediction using this feature with vibration RMS and rotating speed 
was carried out. Results show that the addition of AE CS2 feature – AE TLk in log scale, 
improves the prediction performance through the comparison with the predictions using only 
vibration RMS and rotating speed. Provided that the addition of AE RMS to the vibration 
Multi-Sensor Condition Monitoring of Bearings Using Support Vector Machines 
 
164 
 
feature input generates degraded prediction performance, it reveals that it is important to 
choose an appropriate AE feature for prognosis. In this case, not only is the AE Log TLk 
feature extracted from LES, which has been demonstrated with its bearing diagnostic 
effectiveness in bearing and takes into account the CS2 nature of the bearing signal; but this 
feature also specifically focuses on the various bearing fault frequencies. These characteristics 
give this CS2 feature advantages over AE RMS.  
In this exploration of acoustic emission’s potential in prognosis and investigation of 
whether acoustic emission can be extended to prognostics for improving the prediction 
performance of using only vibration features and rotating speed, this study has successfully 
demonstrated that acoustic emission can help improve the prognostic predictions when 
appropriate features such as AE Log TLk are used. As to whether all AE CS2 features has the 
capability to improve the prediction performance, this is among one of the future work.  
 
7.2 Future Work 
The following tasks are recommended for future research:  
• Establish AE features for bearing prognosis under variable operating condition  
• Investigate AE’s ability to monitoring subsurface crack nucleation and 
propagation 
• Investigate AE’s capability in bearing prognosis on spalls (e.g. monitoring 
bearing’s conditions in run-to-failure experiments, tracking the cyclic behaviours, 
etc.) through collecting and analysing data from the same types of rolling element 
bearings at different failure severity levels 
• Construct a methodology of AE that can make use of its diagnostic sensitivity in 
prognosis for predicting failure at an earlier time 
• Establish a correlation between AE fault symptoms and crack dimension or 
propagation speed 
• Investigate the sensitivity of AE’s diagnostic capability and performance to 
different shaft rotating speeds 
• Further study second-order cyclostationary analysis for effective prognostic 
features that are applicable to variable operating conditions 
• Extend the bearing multi-step-ahead prediction to estimate remaining useful life  
• Investigate how to improve support vector regression specifically for variable 
operating conditions 
• Investigate different vibration and AE sensors which allow the extension of the 
diagnostic capabilities to lower speed ranges. 
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