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On note S := P1(C) la sphe`re de Riemann. D’apre`s le The´ore`me d’Uniformi-
sation, toute surface compacte de genre 0 munie d’une structure projective est
isomorphe a` S. Pour d ≥ 1, notons Ratd l’ensemble des fractions rationnelles
f : S → S de degre´ d. En particulier, Aut(S) := Rat1 est l’ensemble des transfor-
mations de Moebius. Il agit sur Ratd par conjugaison :
Aut(S)× Ratd 3 (φ, f) 7→ φ ◦ f ◦ φ−1 ∈ Ratd.
Le quotient ratd de Ratd par cette action de Aut(S) est l’un des objets d’e´tude
principal du chercheur en dynamique holomorphe. Il est non compact et il serait
inte´ressant de trouver une “bonne” compactification, c’est a` dire une compactifi-
cation qui rende compte des proprie´te´s dynamiques des e´le´ments au voisinage des
points rajoute´s.
Conside´rons une suite de classes de conjugaison de fractions rationnelles diver-
gentes dans ratd. Les valeurs d’adhe´rence des suites de repre´sentants (fn)n sont des
applications constantes ou de degre´ strictement infe´rieur a` d. Mais meˆme lorsque
toutes les valeurs d’adhe´rence sont des constantes, il arrive que l’on trouve un
certain k ≥ 1 pour lequel (fkn)n converge vers une fonction g non-constante et
donc dynamiquement inte´ressante. On dit que g est une limite renormalise´e.
On voudrait proposer une compactification qui rende compte de ce phe´nome`ne.
Supposons que l’on ait une telle suite (fn)n et un tel k ainsi qu’une telle limite g.
Comme g est non constante, elle a des points pe´riodiques et pour n assez grand, les
applications fn ont des points pe´riodiques proches. Pour que notre compactification
de´tecte ces points pe´riodiques, une fac¸on naturelle de faire est de travailler avec
des suites de fractions rationnelles dynamiquement marque´es.
Soit X un ensemble fini de plus de trois e´le´ments.
De´finition (Sphe`re marque´e). Une sphe`re marque´e (par X) est une injection
x : X → S.
Un portrait F de degre´ d ≥ 2 est une paire (F, deg) ou`
– F : Y → Z est une application entre des ensembles finis Y et Z et
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– deg : Y → N− {0} est une fonction ve´rifiant∑
a∈Y
(
deg(a)− 1) = 2d− 2 et ∑
a∈F−1(b)
deg(a) = d pour tout b ∈ Z.
Typiquement, Z ⊂ S est un ensemble fini, F : Y → Z est la restriction d’une
fraction rationnelle F : S → S a` Y := F−1(Z) et deg(a) est le degre´ local de F
en a. Dans ce cas, la formule de Riemann-Hurwitz et les conditions sur la fonction
deg impliquent que Z contient l’ensemble VF des valeurs critiques de F et donc
que F : S− Y → S− Z est un reveˆtement.
De´finition (Fraction rationnelle marque´e). Une fraction rationnelle marque´e par
F est un triplet (f, y, z) ou`
– f ∈ Ratd
– y : Y → S et z : Z → S sont des sphe`res marque´es,
– f ◦ y = z ◦ F sur Y et
– degy(a)f = deg(a) pour a ∈ Y .










Supposons de plus que X ⊆ Y ∩ Z.
De´finition (Fraction rationnelle dynamiquement marque´e). Une fraction ration-
nelle dynamiquement marque´e par (F, X) est une fraction rationnelle (f, y, z)
marque´e par F telle que y|X = z|X .
On notera RatF l’ensemble des fractions rationnelles marque´es par F et RatF,X
l’ensemble des fractions rationnelles dynamiquement marque´es par (F, X).
Le groupe Aut(S) agit sur RatF par pre´-composition et post-composition : une
paire de transformations de Moebius (φ, ψ) ∈ Aut(S) × Aut(S) envoie la fraction
rationnelle marque´e (f, y, z) ∈ RatF sur
(φ ◦ f ◦ ψ−1, ψ ◦ y, φ ◦ z) ∈ RatF















On notera ratF le quotient de RatF par l’action de Aut(S)× Aut(S).
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De meˆme, le groupe Aut(S) agit sur RatF,X par conjugaison : une transforma-
tion de Moebius φ ∈ Aut(S) envoie la fraction rationnelle dynamiquement marque´e
(f, y, z) ∈ RatF,X sur
(φ ◦ f ◦ φ−1, φ ◦ y, φ ◦ z) ∈ RatF,X .
On notera ratF,X le quotient de RatF,X par l’action de Aut(S).
D’apre`s les travaux d’Adam Epstein et Xavier Buff, ratF et ratF,X sont des
varie´te´s lisses. Si cardX ≥ 3, si (f, y, z) ∈ RatF, alors f est de´termine´e par la
paire de sphe`res marque´es (y, z). En effet, une fraction rationnelle est entie`rement
de´termine´e par la connaissance des pre´-images, avec multiplicite´s, de n’importe
quel triplet de points. Ainsi [F ] ∈ rat F,X vit naturellement dans le produit des
espaces des modules des sphe`res a` points marque´s par Y et par Z. Rappelons la
de´finition de ces espaces.
De´finition (Espace des modules). L’espace des modules ModX est l’espace des
sphe`res marque´es par X modulo post-composition par des transformations de Moe-
bius.
Il existe une compactification naturelle de ModX introduite par Deligne et
Mumford dans [DM].
Ainsi le point de vue de ce manuscrit est de conside´rer ratF comme un sous es-
pace de ModY ×ModZ , de le compactifier via une compactification correspondante
a` celle de Deligne-Mumford. Nous allons voir que les e´le´ments de cette compactifi-
cation peuvent eˆtre identifie´s a` des classes d’isomorphismes de reveˆtements d’arbres
de sphe`res posse´dant une dynamique et que l’existence d’une sphe`re pe´riodique
correspond a` celle d’une limite renormalise´e.
Plan. Dans le chapitre 1, nous introduisons la notion de reveˆtements d’arbres de
sphe`res. Un arbre de sphe`res T marque´ par X est la donne´e de :
– un arbre combinatoire T dont les feuilles sont les points de X, et
– pour chaque sommet interne v de T , une injection iv : Ev → Sv de l’ensemble
Ev des areˆtes adjacentes a` v dans une sphe`re topologique Sv.
On note Xv := iv(Ev) et av : X → Sv l’application de´finie par av(x) := iv(e) si x
et e sont dans la meˆme composante connexe de T − {v}.
Un reveˆtement F : T Y → T Z entre deux arbres de sphe`res marque´s par Y et
Z est la donne´e de
– une application continue F : T Y → TZ qui envoie feuilles sur feuilles, som-
mets internes sur sommets internes, et areˆtes sur areˆtes,
– pour chaque sommet interne v de T Y et w := F (v) de TZ , un reveˆtement
ramifie´ fv : Sv → Sw ve´rifiant les trois conditions suivantes :
– la restriction fv : Sv − Yv → Sw − Zw est un reveˆtement,
– fv ◦ iv = iw ◦ F ,
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– si e est une areˆte reliant v et v′, alors le degre´ local de fv en iv(e) est e´gal
au degre´ local de fv′ en iv′(e).
Nous verrons qu’un reveˆtement d’arbres de sphe`res F a un degre´, note´ deg(F).
Dans le chapitre 2, nous montrons que nous pouvons associer un syste`me dyna-
mique a` certains reveˆtements d’arbres de sphe`res. Plus pre´cise´ment, nous dirons
que (F , T X) est un syste`me dynamique d’arbres de sphe`res si :
– F : T Y → T Z est un reveˆtement d’arbres de sphe`res,
– T X est un arbre de sphe`res compatible avec T Y et T Z , c’est-a`-dire :
– X ⊆ Y ∩ Z
– chaque sommet interne v de TX est un sommet interne commun a` T Y et
TZ ,
– SXv = SYv = SZv et
– aXv = a
Y
v |X = aZv |X .
Les reveˆtements de sphe`res marque´es (une sphe`re marque´e est une injection
de X dans S) dynamiques jouent un roˆle particulier car nous verrons qu’ils sont
identifie´s a` des e´le´ments de Ratd.
Soit (F , T X) un syste`me dynamique d’arbres de sphe`res. Un cycle de sphe`res de
pe´riode p ≥ 1 est une collection de sphe`res (Svk)k∈Z/pZ ou` les vk sont des sommets
internes de TX ve´rifiant F (vk) = vk+1. Son degre´ est le produit des degre´s des
reveˆtements le long du cycle. On dit que le cycle est critique si son degre´ est au
moins 2. On dit que le cycle est post-critiquement fini si toutes les orbites des
points critiques des reveˆtements le long du cycle sont finies (en particulier si le
cycle est de degre´ 1).
The´ore`me 1. Si (F , T X) est un syste`me dynamique d’arbres de sphe`res alors il y
a au plus 2deg(F)−2 cycles de sphe`res critiques qui ne sont pas post-critiquement
finis.
Les sphe`res marque´es s’identifient naturellement avec des arbres de sphe`res
marque´s n’ayant qu’un seul sommet interne, les fractions rationnelles marque´es
avec des reveˆtements de sphe`res marque´es, et les fractions rationnelles dynami-
quement marque´es avec des syste`mes dynamiques de sphe`res marque´es.
Dans le chapitre 3, nous conside´rons des reveˆtements holomorphes d’arbres de
sphe`res marque´s munis d’une structure projective. Nous introduisons les notions
de convergence :
– d’une suite de sphe`res marque´es vers un arbre de sphe`res marque´es,
– d’une suite de reveˆtements de sphe`res marque´es vers un reveˆtement d’arbres
de sphe`res marque´s,
– d’une suite de syste`mes dynamiques de sphe`res marque´es vers un syste`me
dynamique d’arbres de sphe`res marque´s.
Nous e´tablirons des proprie´te´s des syste`mes dynamiques d’arbres de sphe`res marque´s
x
qui sont limites de syste`mes dynamiques de sphe`res marque´es ainsi qu’une classi-
fication de ce qui arrive en degre´ 2.
The´ore`me 2. Soit (F , T X) un syste`me dynamique d’arbres de sphe`res de degre´ 2,
dont le portrait F posse`de trois feuilles fixes non critiques. Supposons que (F , T X)
soit limite d’une suite de reveˆtements de sphe`res marque´es dont la classe dans rat2
diverge. Alors
– l’application F a au plus deux cycles critiques de sphe`res et ils sont de degre´
2 ;
– s’il y en a un, le sommet w0 se´parant les trois points fixes est fixe et fw0 est
d’ordre fini k0.
Notons v0 le sommet se´parant w0 et les deux feuilles critiques, alors
1. soit v0 est oublie´ par F
k avec k < k0, alors v0 n’est pas pe´riodique et il y a au
plus un seul cycle qui est alors de pe´riode k′0 ≥ k0 et son reveˆtement associe´
a un point fixe super-attractif ;
2. soit v0 n’est pas oublie´ par F
k0 ; dans ce cas v0 est pe´riodique de pe´riode k0
et
(a) son reveˆtement associe´ a un point fixe parabolique ;
(b) s’il y a un second cycle critique alors il est de pe´riode k′0 > k0, son
reveˆtement associe´ a un point fixe super-attractif et celui associe´ a` v0 a
un point critique qui est une pre´image ite´re´e du point fixe parabolique.
Dans le chapitre 4 nous passons au quotient sur les classes d’isomorphismes
d’arbres de sphe`res et donnons une topologie a` cet ensemble compatible avec les
notions de convergences de´finies pre´ce´demment. Nous rappelons alors comment les
e´le´ments de la compactification de Deligne-Mumford des sphe`res a` points marque´s
peuvent eˆtre interpre´te´s comme des arbres de sphe`res a` points marque´s et d’ou`
provient sa structure de varie´te´ projective.
Dans le chapitre 5 nous passons au quotient sur les classes d’isomorphismes
de reveˆtements d’arbres de sphe`res (non dynamiques) et donnons une topologie a`
cet ensemble compatible avec les notions de convergences de´finies pre´ce´demment.
Nous en de´duisons notamment une compactification de ratF.
Dans le chapitre 6 nous faisons de meˆme sur les reveˆtements dynamiques d’arbres
de sphe`res et identifions ratF,X avec les syste`mes dynamiques de sphe`res. Nous don-
nons alors une compactification de ratF,X dont les e´le´ments ajoute´s s’interpre`tent
en terme de syste`mes dynamiques sur des arbres de sphe`res :
The´ore`me 3. Les e´le´ments du compactifie´ de ratF,X sont naturellement associe´s
a` des syste`mes dynamiques d’arbres de sphe`res.
Nous explorerons alors le lien entre syste`mes dynamiques d’arbres de sphe`res
et limites renormalise´es. Nous en concluons par exemple que les the´ore`mes 1 et 2
xi
re-de´montrent les re´sultats de J.Kiwi dans [K2] et [K3], ce qui sera explicite´ dans
le chapitre 7, ou` nous identifions quelques travaux existants qui ont un fort lien





1.1.1 Arbres et sous-arbres
De´finition 1.1 (Graphe). Un graphe T est la re´union disjointe
– d’un ensemble fini V appele´ ensemble des sommets et
– et d’un ensemble fini E d’e´le´ments de la forme {v, v′} avec v, v′ ∈ V , appele´
ensemble d’areˆtes.
On dit que {v, v′} est une areˆte entre v et v′. Pour tout v ∈ V on note Ev
l’ensemble des areˆtes contenant v. On appelle valence de v et note val(v) le cardinal
de Ev.
Dans un graphe T , un chemin est une application injective t : [1, k] → T telle
que pour j ∈ [1, k − 1],
– si t(j) est un sommet, alors t(j + 1) est une areˆte et t(j + 1) ∈ Et(i) et
– si t(j) est une areˆte, alors t(j + 1) est un sommet et t(j) ∈ Et(j+1).
On dit que ce chemin relie t(1) a` t(k). On confondra souvent par abus le chemin
et son image.
De´finition 1.2. Un graphe est dit connexe si toute paire de sommets distincts est
relie´e par un chemin.
Dans un graphe T , un cycle est une application injective t : Z/kZ → T telle
que pour j ∈ [1, k − 1],
– si t(j) est un sommet, alors t(j + 1) est une areˆte et t(j + 1) ∈ Et(j) et
– si t(j) est une areˆte, alors t(j + 1) est un sommet et t(j) ∈ Et(j+1).
De´finition 1.3 (Arbre). On appelle arbre tout graphe connexe et sans cycle.
1
Figure 1.1 – Un exemple d’arbre ou` les sommets sont sche´matiquement
repre´sente´s par des points et les areˆtes entre sommets par des segments reliant
les points correspondants.
La non existence de cycle est e´quivalente a` l’unicite´ des chemins reliant deux
sommets fixe´s (voir par exemple [Di, Theorem 1.5.1]).
De´finition 1.4. Si T est un arbre, on notera [v1, v2] l’unique chemin de T reliant
v1 a` v2.
Le chemin t sera souvent note´ aussi [t(1), t(3), t(5), . . . , t(k))] si t(1) et t(k) sont
des sommets ou ]t(2), t(4), t(6), . . . , t(k − 1))[ si t(1) et t(k) sont des areˆtes.
Notons qu’un sous-graphe connexe d’un arbre est un graphe connexe et sans
cycles. C’est donc un arbre. On parle alors de sous-arbre.
Dans un arbre, on appelle feuille tout sommet de valence 1. On appelle sommets
internes les sommets de valence plus grande. On note IV l’ensemble des sommets
internes (IV pour ”Internal Vertex”).
1.1.2 Topologie
Un graphe T sera muni de la topologie pour laquelle les ferme´s sont les sous-
graphes de T .
Alors, les parties connexes T ′ de T sont celles telles que deux e´le´ments distincts
de T ′ peuvent toujours eˆtre relie´s par un chemin dont l’image est contenue dans
T ′
De´finition 1.5 (Composante connexe). Si T ′ est une partie d’un graphe T , on





Figure 1.2 – Sur cet exemple, la branche Bv(e) (ou Bv(v
′)) est repre´sente´e en
bleu.
De´finition 1.6 (Branche). Si v est un sommet d’un arbre T et si ? ∈ T −{v}, on
appelle branche de ? sur v, et on note Bv(?), la composante connexe de T − {v}
qui contient ?.
Soit v ∈ V . Comme T est un arbre, pour tout e´le´ment ? ∈ T−{v}, on trouve un
unique chemin reliant v a` ?. Ce chemin, par de´finition, contient une unique areˆte
e ∈ Ev. Cela montre que toute branche sur v est de la forme Bv(e) avec e ∈ Ev.
Une des principales caracte´ristiques des branches, c’est qu’elles contiennent au
moins une feuille.
Lemme 1.7. Dans un arbre ayant au moins deux sommets, toute branche contient
au moins une feuille.
De´monstration. Prenons un sommet v et une areˆte e ∈ Ev d’un arbre ayant au
moins deux sommets. Si Bv(e) ne contenait pas de feuilles, on pourrait cre´er des
chemins de longueur infinie. En effet, comme e est une areˆte, il y a ne´cessairement
au moins un chemin reliant v a` un autre sommet v′(par le chemin (e)) et si ce
sommet n’est pas une feuille, il posse`de une autre areˆte et on peut recommencer
cette e´tape a` partir du sommet v′. La possibilite´ d’un chemin infini contredit la
finitude du nombre de sommet d’un arbre. 
De´finition 1.8 (Anneau). Si v1 et v2 sont deux sommets internes de T , l’anneau
A :=]]v1, v2[[ est l’intersection des deux branches Bv1(v2) et Bv2(v1). On de´finit
aussi [[v1, v2]] := A.
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Notons que A = A ∪ {v1, v2}. Plus ge´ne´ralement, on peut donner la de´finition
suivante.





Bv(w) et [[V ]] := ]]V [[.
Il se peut que ]]V [[ soit l’ensemble vide.
1.1.3 Caracte´ristique
Dans ce qui suit, nous introduisons un objet dit caracte´ristique qui est sem-
blable a` la caracte´ristique d’Euler et nous servira quand nous aurons introduit les
reveˆtements d’arbres de sphe`res a` e´noncer une formule de Riemann-Hurwitz.
De´finition 1.10 (Caracte´ristique d’une partie). La caracte´ristique d’un sommet
v d’un graphe T est
χT (v) := 2− val(v).






On notera simplement χ(T ′) lorsqu’il n’y aura pas d’ambiguite´. Voir Figure 1.3
pour un exemple.
Lemme 1.11. Pour tout arbre T , on a χT (T ) = 2.
De´monstration. Observons d’abord que dans un graphe, chaque sommet v est
relie´ a` val(v) areˆtes et chaque areˆte est relie´e a` 2 sommets. Par conse´quent,∑
v∈V
val(v) = 2card(E).
Par ailleurs, dans un arbre, on a la relation cardV = cardE + 1 (voir par exemple
[Di, Corollaire 1.5.3]). Par conse´quent




2− val(v)) = 2cardV − 2cardE = 2.

Rappelons que l’adhe´rence d’une partie est le plus petit ferme´ la contenant (cf
figure 1.3).
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De´finition 1.12. Si T ′ ⊆ T , on note
– T
′
l’adhe´rence de T ′ dans T et
– ∂TT
′ := T
′ − T ′ la frontie`re de T ′ dans T .
Lemme 1.13. Si T ′ est un ouvert connexe de T , alors la frontie`re ∂TT ′ est l’en-
semble des sommets v ∈ T −T ′ appartenant a` une areˆte de T ′. L’adhe´rence T ′ est
un sous-arbre de T dont l’ensemble des sommets internes est IV ∩ T ′.
De´monstration. L’adhe´rence de T ′ est le plus petit sous-graphe de T contenant
T ′. Il doit contenir tous les sommets v ∈ T appartenant a` une areˆte de T ′. Il
n’y a pas besoin de rajouter d’autres sommets ou d’autres areˆtes pour obtenir un
graphe. Cela montre que ∂TT
′ est l’ensemble des sommets v ∈ T −T ′ appartenant
a` une areˆte de T ′.
L’adhe´rence d’un ouvert connexe est un sous-graphe connexe de T . C’est donc
un sous-arbre de T . Les sommets de ∂TT
′ sont des feuilles de T
′
sinon T ′ = T
′−∂TT ′
ne serait pas connexe. Comme T ′ est ouvert, pour tout sommet v de T ′, on a
Ev ⊂ T ′. Par conse´quent la valence de v dans T ′ est la meˆme que celle de v dans
T . Cela montre que les sommets internes de T
′
sont les sommets internes de T
contenus dans T ′. 
Lemme 1.14. Si T ′ est une partie non vide, ouverte et connexe de T , alors
χT (T
′) = 2− card∂TT ′.
De´monstration. Dans T
′
, chaque sommet v de T ′ a valence val(v) et chaque
sommet de ∂TT
′ a caracte´ristique 1. D’apre`s le lemme 1.11, on a








χT (v) = χT (T
′) + card∂TT ′.

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Lemme 1.15. Soit T’ une partie non vide, ouverte et connexe de T. On a
1. χT (T
′) ≤ 2 ;
2. χT (T
′) = 2 ssi T ′ = T ;
3. χT (T
′) = 1 ssi T ′ est une branche de T .
4. χT (T
′) = 0 ssi T ′ est un anneau de T .
De´monstration. D’apre`s le lemme pre´cedent, χT (T
′) = 2− card∂TT ′.
1) e´vident.
2) χT (T
′) = 2 ssi ∂TT ′ = ∅ ssi T ′ est a` la fois ouverte et ferme´e ssi T ′ = T .
3) Si T ′ est une branche sur un sommet v, alors ∂TT ′ = {v} et donc χT (T ′) = 1.
Re´ciproquement, si χT (T
′) = 1, alors ∂TT ′ contient un unique sommet v. On note
e = {v, v′} l’areˆte de T ′ contenant v et on pose B := Bv(e). Comme T ′ est connexe,
contenue dans T −{v} et contient e, on a T ′ ⊆ B. Etant donne´ que T ′ ∩B = ∅, la
branche B est la re´union disjointe des deux ouverts T ′ et B−T ′ = B−T ′. Comme
B est connexe, on a B − T ′ = ∅ et donc B = T ′.
4) Si T ′ est un anneau ]]v1, v2[[, alors ∂TT ′ = {v1, v2} et donc χT (T ′) = 0.
Re´ciproquement, si χT (T
′) = 0, alors ∂TT ′ contient exactement deux sommets v1
et v2. Les deux sommets v1 et v2 e´tant dans la frontie`re de T
′, on a force´ment
T ′ ⊆ A :=]]v1, v2[[. Comme pre´ce´demment, on peut alors e´crire A = T ′ unionsq (A− T ′)
et en de´duire que A− T ′ = A− T ′ = ∅. Par conse´quent, A = T ′. 
1.2 Application d’arbres combinatoires
De´finition 1.16 (Application d’arbres). Une application F : T → T ′ est une
application d’arbre si
– T et T ′ sont des arbres ;
– l’image d’un sommet est un sommet : F (V ) ⊆ V ′ ;
– l’image d’une areˆte entre deux sommets est l’areˆte entre les images de ces
sommets : si {v, w} ∈ E, alors F ({v, w}) = {F (v), F (w)} ∈ E ′.
Dans la suite de cette partie, F : T → T ′ est une application d’arbres.
Observons que si U est un sous-graphe de T , alors F (U) est un sous-graphe de
T ′ et inversement, si U ′ est un sous-graphe de T ′, alors F−1(U ′) est un sous-graphe
de T . En particulier, la pre´image des ferme´s sont des ferme´s :
Proposition 1.17. Les applications d’arbres sont continues, et l’image d’un sous-
arbre est un sous-arbre.
De´monstration. L’image d’un connexe par une application continue est un
connexe. 
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FFigure 1.4 – Un exemple d’application d’arbres : l’image d’un sommet est le
sommet qui se trouve sur la meˆme ligne horizontale que celui-ci. Notons qu’il n’y
a pas force´ment surjectivite´ !
1.3 Arbres de sphe`res
Par la suite, X, Y et Z de´signeront des ensembles finis contenant au moins 3
e´le´ments.
De´finition 1.18 ( Arbre marque´). Un arbre T marque´ par X est un arbre dont
les feuilles sont les e´le´ments de X.
Un arbre marque´ par X sera note´ TX . Tout objet Obj relie´ a` T ? sera note´ Obj?.
Par exemple EY est l’ensemble des areˆtes de T Y .
De´finition 1.19 (Arbre de sphe`res marque´). Un arbre de sphe`res T X (marque´
par X) est la donne´e de :
– un arbre combinatoire TX et
– pour tout sommet interne v de TX ,
– une sphe`re topologique Sv et
– une injection iv : Ev → Sv.
Lorsque l’arbre combinatoire ne posse`de qu’un unique sommet interne, on parle
de sphe`re marque´e (par X).
Pour e ∈ Ev, on dira que iv(e) est le point d’attache de e sur v. Pour simplifier les
notations on notera souvent ev := iv(e) et meˆme parfois iv(v
′) := ev si v′ ∈ Bv(e).
On de´finit Xv := iv(Ev) l’ensemble des points d’attache sur la sphe`re Sv.
Remarque 1.20. Se donner les applications iv : Ev → Sv, c’est la meˆme chose
que de se donner des applications av : X → Sv telles que av(x1) = av(x2) si et
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Figure 1.5 – Un arbre de sphe`res dont l’arbre combinatoire est le meˆme que celui
de la figure 1.2
seulement x1 et x2 sont dans la meˆme branche sur v, c’est a` dire av(x) := iv(e) si
x appartient a` Bv(e). On notera parfois T := (T, (av)v∈IV ).
Exemple. [Sphe`res marque´es] Un arbre marque´ par X ne posse´dant qu’un seul
sommet interne est e´quivalent a` la donne´e de ce sommet et d’une injection de X
dans ce dernier. On parle alors de sphe`re marque´e.
1.4 Reveˆtement d’arbres de sphe`res
1.4.1 De´finitions et degre´
Un reveˆtement d’arbre de sphe`res est l’enrichissement d’une application d’arbre
combinatoire par la donne´e en chaque sommet d’un reveˆtement ramifie´ dont le lieu
de ramification est contenu dans l’ensemble des points d’attache des areˆtes.
De´finition 1.21 (Reveˆtement). Un reveˆtement d’arbre de sphe`res F : T Y → T Z
est la donne´e de :
– une application d’arbres F : T Y → TZ qui envoie feuilles sur feuilles et
sommets internes sur sommets internes ( F (Y ) ⊆ Z et F (IV Y ) ⊆ IV Z ) et
– pour tous sommets internes v ∈ IV Y et w := F (v) ∈ IV Z, un reveˆtement
topologique ramifie´ fv : Sv → Sw tel que
1. la restriction fv : Sv − Yv → Sw − Zw est un reveˆtement ;
2. fv ◦ iv = iw ◦ F sur Ev ;
3. si e = {v1, v2} ∈ EY est une areˆte entre deux sommets internes, alors
degev1fv1 = degev2fv2.
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Exemple. [Reveˆtement de sphe`res] Un reveˆtement d’arbre de sphe`res F : T Y → T Z
tel que T Y et T Z sont des sphe`res marque´es (d’uniques sommets respectifs v et v′)
est e´quivalent a` la donne´e d’un reveˆtement ramifie´ entre les uniques sommets in-
ternes de T Y et T Z qui tel que les points d’attache d’areˆtes sont les pre´-images des
points d’attache d’areˆtes et qu’ils contiennent les points de ramification. On parle
alors de reveˆtement de sphe`res marque´es et on confond F et le triplet (fv, aYv , aZv′).
Pour tout sommet interne v ∈ IV Y , on notera pour simplifier deg(v) := deg(fv).
De meˆme pour tout x ∈ Sv on notera deg(x) := degxfv. La condition 3 assure que
l’on peut de´finir un degre´ pour toute areˆte e entre deux sommets internes v1 et v2
de T Y , que l’on notera
deg(e) := degev1fv1 = degev2fv2 .
Toute feuille y ∈ Y est relie´e a` un unique sommet interne v par une areˆte e, on
peut donc de´finir
deg(y) := deg(e) := degevfv.
Ceci de´finit une application degre´ pour l’application F : Y → Z.
De´finition 1.22. On appelle sommet critique (resp. feuille critique) de F tout
sommet de T Y (resp. toute feuille y ∈ Y ) ayant un degre´ supe´rieur a` 1. On appelle
alors mult (y) := deg(y) − 1 la multiplicite´ de y. On note CritF l’ensemble des
feuilles critiques de F .








Lemme 1.23. Si e ∈ Ev, alors De = Dv.
De´monstration. Si v est une feuille, alors les pre´-images v′ de v sont les feuilles
sur lesquelles sont rattache´es les pre´-images e′ de e. Le re´sultat est e´vident puisque
par de´finition deg(v′) = deg(e′).
Si v est un sommet interne, notons X l’ensemble des points x qui appartiennent
a` une sphe`re Sv′ avec F (v′) = v et fv′(x) = ev. Soit x ∈ X. Etant donne´ que
ev ∈ Zv et que fv′ : Sv′ − Yv′ → Sv − Zv est un reveˆtement, on a ne´cessairement
x ∈ Yv′ . Par conse´quent, x est le point d’attache d’une areˆte e′ de T Y qui s’envoie









Figure 1.6 – Un reveˆtement d’arbre de sphe`res de degre´ 3. La sphe`re du niveau
le plus haut est envoye´e par un reveˆtement de type z3, les deux sphe`res reliant c2
a` celle-ci sont envoye´es avec un reveˆtement de type z3 sur leurs images, les autres
par un reveˆtement de type identite´.



















Par conse´quent, si e est une areˆte entre deux sommets v et w, alors Dv = De =
Dw. Comme l’arbre T
Z est connexe, ce nombre est donc constant. Il ne de´pend ni
de e ni de v. On note D ce nombre que l’on appelle le degre´ de F .
Corollaire 1.24. L’application F : T Y → TZ est surjective.
De´monstration. Pour tout sommet v de TZ , on a Dv 6= 0. 
Le lemme suivant et son corollaire permettent de visualiser la disposition de
l’ensemble des sommets critiques sur un arbre.
Lemme 1.25. Soit F : T Y → T Z un reveˆtement d’arbres de sphe`res. Tout sommet
critique appartient a` un chemin reliant deux feuilles critiques et dont tous les
sommets sont critiques.
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De´monstration. Soit v un sommet critique de F . Alors fv a au moins deux
points critiques distincts. Il y a donc au moins deux areˆtes critiques attache´es a` v.
Donc v est sur un chemin constitue´ de sommets critiques.
Soit [v1, v2] un tel chemin compose´ d’un nombre maximal de sommets. Par
maximalite´ du chemin, il n’y a qu’une seule areˆte critique attache´e sur v1. Si v1
n’e´tait pas une feuille, alors fv1 n’aurait qu’un seul point critique, ce qui n’est
pas possible. Donc v1 est une feuille. De meˆme, v2 est une feuille, ce qui donne le
re´sultat annonce´. 
Rappelons que la caracte´ristique d’un sommet v de TX est χTX (v) := 2−val(v),
c’est-a`-dire la caracte´ristique d’Euler de Sv −Xv.
On a une formule de Riemann Hurwitz naturelle pour les reveˆtements d’arbres
de sphe`res ou` χT fait l’office de caracte´ristique d’Euler.
Proposition 1.26 (Formule de Rieman-Hurwitz). Soit F : T Y → T Z un reveˆtement
de degre´ D. Soit T ′′ un sous-graphe de TZ et T ′ := F−1(T ′′). Alors
χTY (T











deg(v′) · χTZ (v) = D · χTZ (v′′). (1.1)
Par ailleurs, comme la caracte´ristique d’une feuille est 1, pour toute feuille y de
T Y ,on a
χTY (y) = deg(y)−mult (y).









En sommant les e´galite´s (1.1) et (1.2) pour tous les sommets v′′ ∈ IV Z ∩ T ′′ et
toutes les feuilles z ∈ T ′′ ∩ Z, on reconnaˆıt la formule souhaite´e. 
1.4.2 Conse´quences de la formule de Riemann-Hurwitz
Corollaire 1.27. Si F : T Y → T Z est un reveˆtement de degre´ D, alors l’arbre
T Y a 2D − 2 feuilles critiques compte´es avec multiplicite´s.
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De´monstration. On applique la formule de Riemann-Hurwitz pour T ′ = T Y et
T ′′ = TZ , en utilisant le fait que χTY (T Y ) = χTZ (TZ) = 2 (voir lemme 1.11.) 
Rappel. Un portrait F de degre´ d ≥ 2 est une paire (F, deg) ou`
– F : Y → Z est une application entre des ensembles finis Y et Z et
– deg : Y → N− {0} est une fonction ve´rifiant∑
a∈Y
(
deg(a)− 1) = 2d− 2 et ∑
a∈F−1(b)
deg(a) = d pour tout b ∈ Z.
Le couple (F |Y , degF |Y ) de´finit donc un portrait.
Corollaire 1.28. Si F : T Y → T Z est un reveˆtement de degre´ D, alors
2− card(Y ) = D · (2− card(Z)).
De´monstration. On applique la formule de Riemann-Hurwitz pour T ′ = T Y −Y
et T ′′ = TZ − Z, en utilisant le fait que χTY (T ′) = 2 − cardY et χTZ (T ′′) =
2− card(Z) (voir lemme 1.14). Comme T ′ n’a pas de feuilles de T Y , on a donc le
re´sultat souhaite´. 
Ainsi le degre´ de F est borne´ en fonction de card(Y ) et card(Z).
Lemme 1.29. Soit F : T Y → T Z un reveˆtement d’arbres de sphe`res. Soit T ′′
ouvert connexe non vide de TZ et T ′ une composante connexe de F−1(T ′′). Alors,
l’application F : T ′ → T ′′ de´finie par
– F := F : T
′ → T ′′ et
– f v := fv si v ∈ V ′ − Y ′
est un reveˆtement d’arbres de sphe`res.
De´monstration. En effet pour tout sommet v ∈ V ′ − Y ′, les areˆtes de v dans
T
′
sont les meˆmes que celles dans T donc f v ve´rifie bien les conditions requises.
De plus les feuilles de T
′
sont soit des feuilles de T et donc sont envoye´es sur des
feuilles de TZ donc des feuilles de T
′′
, soit ce sont des e´le´ments de T
′−T ′ et donc,
comme des sommets adjacents sont envoye´s sur des sommets adjacents et que leurs
images ne sont pas dans T ′′, ils sont envoye´s sur des e´le´ments de T
′′− T ′′ qui sont
donc des feuilles de T
′′
. 
On notera deg(F|T ′Y ) := degF de´finie ci-dessus et multT ′Y := deg(F|T ′Y )− 1.
On a alors la formule de Riemann-Hurwitz restreinte une composante connexe
de la pre´-image.
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Proposition 1.30. Soit F : T Y → T Z un reveˆtement d’arbres de sphe`res. Soit
T ′′ un sous arbre de TZ. Soit T ′ une composante connexe de F−1(T ′′). Alors on a
χTY (T




De´monstration. E´tant donne´ que χTY (T
′) = χT̂ ′(T
′) et χTZ (T ′′) = χT̂ ′′(T
′′),
le re´sultat suit imme´diatement en appliquant la formule de Riemann-Hurwitz au
reveˆtement F : T ′ → T ′′. 
Corollaire 1.31. Si T ′′ est une branche et deg(F : T ′ → T ′′) > 1, alors T ′
contient au moins une feuille critique.
Si T ′′ est une branche et deg(F : T ′ → T ′′) = 1, alors T ′ est une branche.
Corollaire 1.32. Si B est une branche de T Y ne contenant pas de feuille critique,
alors son image F (B) est une branche et F : B → F (B) est une bijection.
De´monstration. Soit v ∈ V et e tels que B = Bv(e), T ′′ la branche de F (e)
qui contient F (v) et T ′ la composante de F−1(T ′′) qui contient v. Alors, T ′ est
sous-arbre deB et donc multT ′ = 0 par hypothe`se. D’apre`s la formule de Riemann-
Hurwitz,
χTY (T
′) = deg(F : T ′ → T ′′) · χTZ (T ′′)−multT ′ = deg(F : T ′ → T ′′) · χTZ (T ′′).
On en de´duit que deg(F : T ′ → T ′′) = 1 et χTY (T ′) = 1. En particulier, T ′ est une
branche et donc B = T ′. De plus, F (B) = T ′′ et le degre´ de F : B → F (B) est
e´gal a` 1, comme requis. 
On peut de´duire de la meˆme manie`re le cas des anneaux de la formule de
Riemann-Hurwitz.
Corollaire 1.33. Si A est un anneau de T Y ne contenant pas de feuille cri-
tique, alors son image F (A) est un anneau et A est une composante connexe de
F−1(F (A)). On a aussi alors F (A) = F (A). Si de plus A =]]v1, v2[[ ne contient pas
d’e´le´ment critique, alors F : A→ F (A) et F : A→ F (A) sont des bijections.
De´monstration. Posons A =]]v1, v2[[. Si A = {{v1, v2}} le re´sultat de´coule direc-
tement de la de´finition des applications d’arbre combinatoires. On suppose donc
que ce n’est pas le cas. Rappelons que A est le sous-arbre de T Y de´finit en rajoutant
v1 et v2 a` l’ensemble des sommets de A.
Notons e1 et e2 les deux areˆtes reliant v1 et v2 au reste de A. Soit v un sommet
de A, T ′′ la composante connexe du graphe (V Z , EZ−{F (e1), F (e2)}) qui contient
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F (v) et T ′ la composante de F−1(T ′′) qui contient v. Alors T ′ est un sous-arbre
de A et mult (T ′) = 0. D’apre`s la formule de Riemann-Hurwitz
0 = χTY (A) ≥ χTY (T ′) = deg(F : T ′ → T ′′) · χTZ (T ′′).
Les composantes connexes du graphe (V Z , EZ−{F (e1), F (e2)}) sont de caracte´ristique
positive ou nulle dans TZ . Par conse´quent,
0 = χTY (A
′) = χTY (T
′) = χTZ (T
′′).
Cela montre que A = T ′ et F (A) = T ′′.
Supposons maintenant que A ne contienne pas de sommet critique. Alors les
areˆtes e1 et e2 sont e´galement de degre´ 1 et l’application F : T ′ → T ′′ n’a pas de
feuilles critiques. Elle est donc de degre´ 1, ce qui montre que F : A → F (A) est
une bijection. En particulier F : A→ F (A) est une bijection.
Comme les images de deux sommets adjacents sont des sommets adjacents, on
en de´duit les re´sultats sur les adhe´rences. 
Corollaire 1.34. Soit B une branche sur v dans T Y contenant au plus une seule
feuille critique c. Alors F (B) est la branche sur F (v) attache´e en aF (v)(F (c)).
De´monstration. D’apre`s le lemme 1.33, F ([[v, c]]) = [[F (v), F (c)]] donc en par-
ticulier F (B) = F (]]F (v), F (c)[[) ∪ {F (c)} qui est bien une branche sur F (v). Par
ailleurs l’areˆte de B sur v est envoye´e sur l’areˆte attache´e en aF (v)(F (c)). 
Notons que les corollaires 1.32 et 1.33 peuvent aussi se de´montrer graˆce au
lemme suivant qui nous sera fort utile.
Lemme 1.35. Si [v1, v2] est un chemin de T
Y ne passant que par des sommets
de degre´ 1, alors F est bijective sur l’ensemble de ces sommets vers l’ensemble de
leurs images. Son image est l’ensemble des sommets du chemin [F (v1), F (v2)].
De´monstration. Notons T ′ le sous-arbre constitue´ par les sommets de [v1, v2].
D’apre`s le lemme 1.17, F (T ′) est un sous-arbre de T Y . Prenons une de ses feuilles.
Elle est de la forme F (v) avec v ∈ T . Supposons que v 6= v1 et v 6= v2. Alors
les deux areˆtes de v dans T ′ s’envoient sur l’unique areˆte de F (v) ∈ F (T ′) et
comme les points d’attache des areˆtes s’envoient sur le points d’attaches des areˆtes
images, on a un point de SF (v) qui a deux pre´-images, ce qui contredit le fait que
les sommets de T ′ sont de degre´ 1. Ainsi F (T ′) est un sous-arbre avec au plus deux
feuilles. On en conclut que F (T ′) est constitue´ des sommets de [v1, v2]. 
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1.4.3 Reveˆtements holomorphes
De´finition 1.36 (Structure projective). Une structure projective sur un arbre de
sphe`res T marque´ par X est la donne´e pour tout v ∈ IV d’une structure projective
sur Sv.
D’apre`s le The´ore`me d’Uniformisation, c’est la meˆme chose de se donner une
structure complexe sur Sv et de se donner une classe d’home´omorphismes σ : Sv →
S ou` σ est e´quivalent a` σ′ de`s lors que σ′ ◦σ−1 est une transformation de Moebius.
Un tel σ sera appele´ une carte projective sur Sv. Lorsque la sphe`re topologique Sv
est muni d’une telle structure projective, on la note Sv.
De´finition 1.37 (Reveˆtements holomorphes). Un reveˆtement d’arbres de sphe`res
munies de structures projectives F : T Y → T Z est dit holomorphe si pour tout
sommet interne v, fv : Sv → SF (v) est holomorphe.






Dans cette partie on suppose que l’on a X ⊆ Y ∩ Z.
2.1 Syste`me dynamique et arbres stables
De´finition 2.1 (Arbre compatible). Un arbre TX est compatible avec un arbre
T Y si
– X ⊆ Y ;
– IV X ⊆ IV Y ;
– pour tous sommets v, v′ et v′′ de V X , v′ et v′′ sont dans la meˆme branche de
TX sur v si et seulement si v′ et v′′ sont dans la meˆme branche de T Y sur v.
Pour la suite, il sera utile de pouvoir identifier si un sommet est dans TX . Les
deux lemmes qui suivent donne un moyen de faire ceci dans certains cas particu-
liers.
De´finition 2.2. Dans un arbre T , nous dirons qu’un sommet v se´pare trois som-
mets v1, v2 et v3 si les vi sont dans des composantes distinctes de T − {v}.
Lemme 2.3. Soient v1, v2 et v3 trois sommets distincts de T . Alors,
– soit v1, v2 et v3 sont sur un meˆme chemin,
– soit il existe un unique sommet v qui se´pare v1, v2 et v3.
De´monstration. Posons
[v1, v2] = [v1, u1, u2, . . . , uk, v2] et [v1, v3] = [v1, w1, w2, . . . , wk′ , v3].
Si u1 6= w1 alors [v3, wk′ , . . . w1, v1, u1, , . . . , uk, v2] serait un chemin reliant les
vi ce qui est absurde. Ainsi u1 = w1. Soit i maximum tel que ui = wi. Alors
[v2, uk, . . . , ui = wi, . . . , wk′ , v3] est un chemin et v1 ∈ Bv({v, ui−1}), v2 ∈ Bv({v, ui+1})
et v3 ∈ Bv({v, wi+1}). On vient donc de montrer l’existence.
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Par ailleurs, s’il existe deux sommets distincts v et v′ se´parant les vi, alors
ils sont sur le chemin [v1, v2]. Supposons par exemple que v1, v, v
′ et v2 soient
aligne´s dans cet ordre. Comme v1 et v3 ne sont pas dans [v, v2], on en de´duit que
[v1, v]∪ [v, v′] et [v3, v]∪ [v, v′] sont des chemins et donc v1 et v3 sont sur une meˆme
branche de v′, ce qui est absurde car v′ se´pare les vi. 
Lemme 2.4. Si TX est compatible avec T Y et si un sommet interne v ∈ IV Y
se´pare trois sommets v1, v2 et v3 de V
X , alors v ∈ TX .
De´monstration. D’apre`s le lemme 2.3, il y a un sommet interne vX de TX qui
se´pare v1, v2 et v3 dans T
X . Par compatibilite´, ce sommet se´pare v1, v2 et v3 dans
T Y . D’apre`s le lemme 2.3, vX = v. 
Notons qu’un sommet interne v ∈ IV Y se´parant trois sommets de TX a alors
au moins valence 3. Ainsi dans certains cas nous nous restreindrons aux cas des
arbres dont tous les sommets internes sont de ce type.
De´finition 2.5 (Arbre stable). Un arbre T est dit stable si tout sommet interne
a au moins valence 3.
Inte´ressons-nous maintenant aux arbres de sphe`res.
De´finition 2.6. Un arbre de sphe`res T X est compatible avec un arbre de sphe`res
T Y si
– TX est compatible avec T Y ,
– pour tout sommet interne v de TX , on a
– SXv = SYv (SXv = SYv si projectives) et
– aXv = a
Y
v |X .
Nous allons voir que si F : T Y → T Z est un reveˆtement d’arbres de sphe`res
et si T X est compatible avec T Y et T Z , on peut parler de syste`me dynamique
d’arbres de sphe`res.
De´finition 2.7 (Syste`me dynamique). On appelle syste`me dynamique d’arbres de
sphe`res un couple (F , T X) tel que
– F : T Y → T Z est un reveˆtement d’arbres de sphe`res ;
– T X est compatible avec T Y et T Z.
La figure 2.1 donne un tel exemple de syste`me dynamique.
Exemple. [syste`me dynamique de sphe`res] Soit (F : T Y → T Z , T X) soit un
syste`me dynamique tel que F est un reveˆtement de sphe`res marque´es. Alors TX
doit posse´der un seul sommet interne et comme T Y et TZ n’en posse`dent qu’un
seuls, le sommet interne de TX est le meˆme que celui v de T Y et de TZ . On




v ) et le couple (F , T X). On parle de syste`me dynamique
de sphe`res marque´s par F := (F, deg).
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2.2 Dynamique d’arbres combinatoires
Comme V X est un ensemble de sommets commun aux arbres T Y et TZ , on peut
ite´rer F tant que les images successives des sommets restent dans V X . De´finissons
par re´currence pour k ≥ 1






Si v ∈ Prep(F ), alors F k(v) est bien de´fini et appartient a` IV X pour tout k ≥ 0.
Comme Prep(F ) est fini et invariant par F , tout sommet v de Prep(F ) est
(pre´)pe´riodique pour F . Il se peut que Prep(F ) soit vide comme dans l’exemple
de la figure 2.1.
Si v ∈ IV Y−Prep(F ), alors il existe un plus petit rang k ∈ N tel que F k(v) /∈
V X . On dira que v est oublie´ par F k ou tout simplement que v est oublie´ si k = 0.
Sur la figure 2.1, les sommets internes de T Y en bas du dessin sont oublie´s par F 3.
Se limiter a` de la dynamique sur les sommets serait ignorer la structure d’arbre.
Le lemme suivant est une expression forte de ce que requiert la compatibilite´.
Lemme 2.8. Soit B ⊂ TZ une branche sur v ∈ V X . Si B contient un sommet de
V X alors son point d’attache est dans Xv.
De´monstration. Soit ce sommet est une feuille et dans ce cas c’est trival. Soit
ce n’est pas une feuille et alors B contient une feuille de TX ce qui nous rame`ne
au cas pre´ce´dent. 
2.3 Dynamique sur les arbres de sphe`res
Si F : T Y → T Z est un reveˆtement d’arbres de sphe`res, on note
– ΣY la re´union disjointe des sphe`res Sv avec v ∈ IV Y et
– ΣZ la re´union disjointe des sphe`res Sw avec w ∈ IV Z .
On de´finit l’application f : ΣY → ΣZ par
f(z) := fv(z) si z ∈ Sv avec v ∈ IV Y .
Si (F , T X) est un syste`me dynamique d’arbres de sphe`res, on note
– ΣX ⊆ ΣY ∩ ΣZ la re´union disjointe des sphe`res Sv avec v ∈ IV X
– pour k ≥ 1, Σk ⊆ ΣX la re´union disjointe des sphe`res Sv avec v ∈ IV (F k)

















Figure 2.1 – Sur cet exemple, les sommets internes non identifie´s dans T Z et T Y
sont repre´sente´s en noir alors que ceux qui sont identifie´s le sont avec la meˆme
couleur. Le couple (F , T X) forme un syste`me dynamique. Le sommet interne ad-
jacent a` c2 s’envoie sur le sommet bleu par un reveˆtement de degre´ 2, qui s’envoie
sur le sommet rouge avec le meˆme reveˆtement, qui est alors envoye´ sur le sommet
noir du haut de T Z par un reveˆtement de degre´ 3. Tous les autre reveˆtements sont
de degre´ 1. Ainsi tous les sommets internes de T Y sont oublie´s par la dynamique.
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Comme F envoie IV (F k+1) dans IV (F k), on a f(Σk+1) ⊆ Σk. De plus, Σ est
l’intersection de´croissante des Σk et
f(Σ) ⊆ Σ.
L’orbite d’un point z dans Σ est l’ensemble O(z) := {fk(z), k ≥ 0}. Deux points
de Σ sont dans la meˆme grande orbite si leurs orbites respectives s’intersectent.
On note GO(z) l’ensemble des points de Σ qui sont dans la meˆme grande orbite
que z. On dit que l’orbite d’un point z dans Σ est infinie si le cardinal de O(z)
est infini. On note GOC∞ l’ensemble des grandes orbites qui contiennent un point
critique dont l’orbite est infinie.
Nous pouvons de´sormais nous inte´resser aux dynamiques possibles de notre
objet : un reveˆtement d’arbre peut-il avoir des sphe`res pe´riodiques ? de quelle
pe´riode ? combien ? peut-on les classifier ? Nous avons le re´sultat suivant.
The´ore`me 2.9 (Cycles de sphe`res). Soit (F , T ) un syste`me dynamique d’arbres
de sphe`res. Alors, cardGOC∞ ≤ 2deg(F)− 2.
De´monstration. Soit c ∈ Σ un point critique de f tel que GO(c) ∈ GOC∞. Alors
c appartient a` une sphe`re Sv avec v ∈ Prep(F ). Pour k ≥ 0, on note vk := F k(v)
et ck := f
k(c). Comme card{ck} =∞, il existe un k0 ≥ 1 tel que
– ck est un point d’attache d’une areˆte dans T Y pour k < k0 et
– ck0 n’est pas le point d’attache d’une areˆte de T
Y
(en effet, le nombre de points d’attache d’areˆtes dans T Y est fini).
Pour k ∈ [0, k0 − 1], on note
– BYk la branche de T
Y sur vk attache´e a` ck,
– BZk+1 la branche de T
Z sur vk+1 attache´e a` ck+1 et
– B˜k = B
Y
k ∩ F−1(BZk+1).





Etant donne´ que ck0 n’est pas un point d’attache de T
Y , tout sommet de Bc est
oublie´ par un ite´re´ de F . Autrement dit, Bc ∩ Prep(F ) = ∅.
Lemme. L’ouvert Bc contient une feuille critique.
De´monstration. Soit k1 = 0 et B
Y
0 = B˜0. La formule de Riemann-Hurwitz
implique que
1 = χTY (B˜0) = deg(F : B˜0 → BZ1 ) · χTZ (BZ1 )−mult (B˜0)
≥ deg(F : B˜0 → BZ1 )−mult (Bc).
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Etant donne´ que c est un point critique de fv, on a
deg(F : B˜0 → BZ1 ) ≥ deg(v) ≥ 2.
Donc mult (Bc) ≥ 1 et Bc contient au moins une feuille critique.
Soit k1 ≥ 1 et B˜k1−1 n’est pas une branche. D’apre`s le Lemme 1.15, on a
χTY (B˜k1−1) ≤ 0. La formule de Riemann-Hurwitz implique que
0 ≥ χTY (B˜k1−1) = deg(F : B˜k1−1 → BZk1) · χTZ (BZk1)−mult (B˜k1−1)
≥ 1−mult (Bc).
Donc mult (Bc) ≥ 1 et Bc contient au moins une feuille critique. 
Lemme. Soient c ∈ Σ et c′ ∈ Σ deux points d’attache critiques dont les orbites
sont infinies et disjointes. Alors Bc ∩Bc′ = ∅.
De´monstration. Si Bc ∩ Bc′ 6= ∅, alors F (Bc) ∩ F (Bc′) 6= ∅ et on peut trouver
deux entiers k et k′ tels que la branche de TZ attache´e en ck rencontre la branche
de TZ attache´e en c′k′ . Dans ce cas,
– soit vk = v
′
k′ et ck = c
′
k′ , ce qui contredit le fait que les orbites de c et c
′ sont
disjointes ;
– soit vk est contenu dans la branche de T
Z attache´e sur v′k′ . Comme Prep(F )∩
V Z ⊂ V X , le fait que Bc′ ∩ Prep(F ) = ∅ contredit le lemme 2.8 ;
– soit v′k′ est contenu dans la branche de T
Z attache´e sur vk. Comme Prep(F )∩
V Z ⊂ V X , le fait que Bc ∩ Prep(F ) = ∅ contredit le lemme 2.8 .

Revenons a` la de´monstration du the´ore`me. Soient c1, . . . , cN des points cri-
tiques ayant des orbites disjointes de cardinal infini. Les ouverts Bc1 , . . . , BcN sont
disjoints et contiennent chacun une feuille critique de T Y . Il y a 2deg(F)−2 feuilles
critiques. Donc N ≤ 2deg(F)− 2. 
Corollaire 2.10. Il y a au plus 2·deg(F)−2 cycles critiques de sphe`res pe´riodiques
dont le reveˆtement associe´ est non post-critiquement fini.
De´monstration. En effet, si un tel cycle de sphe`res existe, alors elles portent




Dans ce chapitre, nous introduisons des notions de convergence pour des arbres
de sphe`res et des reveˆtements d’arbres de sphe`res. Les arbres sont tous suppose´s
munis d’une structure projective et les reveˆtements holomorphes. Nous verrons
plus tard, lorsque nous e´tudierons les classes d’isomorphismes d’arbres, que ces
notions passent bien au quotient et sont compatibles avec la dite compactification
de Deligne-Mumford.
3.1 Convergence de sphe`res marque´es
Dans cette partie nous de´finissons des notions de convergences qui ne sont pas
Haussdorff : il n’y a pas unicite´ de la limite. Le but de cette partie n’est pas de
de´finir une topologie. La question d’unicite´ sera aborde´e dans la partie 4 (lemme
5.7) et seulement dans le cas des arbres stables ou` nous verrons que deux limites
d’une meˆme suite sont isomorphes.
Rappelons qu’une sphe`re marque´e par X est une injection a : X → S. Il nous
arrivera de confondre la sphe`re marque´eA avec l’arbre de sphe`res marque´es n’ayant
qu’un seul sommet interne, la sphe`re correspondante e´tant S et le marquage e´tant
donne´ par a : X → S.
De´finition 3.1. Une suite An de sphe`res marque´es an : X → Sn converge vers un
arbre de sphe`res T X si pour tout sommet interne v de T X , il existe des isomor-
phismes (projectifs) φn,v : Sn → Sv tels que φn,v ◦ an converge vers av.




Exemple. Supposons que X := {x1, x2, x3, x4}. Pour n ≥ 1, soit An la sphe`re
marque´e an : X → S de´finie par :
an(x1) := 0, an(x2) := 1, an(x3) := n et an(x4) :=∞.
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Soit T X l’arbre de sphe`res projectives marque´ par X ayant deux sommets internes
v et v′ de valence 3 avec Sv := Sv′ := S,
av(x1) := 0, av(x2) := 1, av(x3) := av(x4) :=∞,
av′(x1) := av′(x2) := 0, av′(x3) := 1 et av′(x4) :=∞.
En conside´rant les isomorphismes φn,v : S→ Sv et φn,v′ : S→ Sv′ de´finis par :
φn,v(z) := z et φn,v′(z) := z/n (cf figure 3.2),
on montre que An −→
φn
TX .
Lemme 3.2. Soient v et v′ deux sommets internes distincts de T X ayant au moins
trois areˆtes chacun et une suite de sphe`res marque´es (An)n telle que An −→
φn
T X .
Alors, la suite d’isomorphismes (φn,v′ ◦ φ−1n,v)n converge localement uniforme´ment











































































De´monstration. Comme v et v′ ont trois areˆtes chacun et que toute branche
posse`de au moins une feuille d’apre`s le lemme 1.7, il existe quatre points marque´s
x1, x2, x3, x4 ∈ X tels que le sommet v se´pare x1, x2 et v′ et le sommet v′ se´pare
x3, x4 et v.
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Posons alors, pour j ∈ {1, 2, 3, 4},
ξj := av(xj), ξ
′
j := av′(xj), ξj,n := φn,v ◦ an(xj) et ξ′j,n := φn,v′ ◦ an(xj).
Par hypothe`se, ξj,n → ξj et ξ′j,n → ξ′j quand n → ∞. De plus, ξ3 = ξ4 = iv(v′)
et ξ′1 = ξ
′
2 = iv′(v). Quitte a` post-composer φn,v et φn,v′ par des automorphismes
de Sv et Sv′ qui convergent vers l’identite´ quand n → ∞, ce qui ne change pas la
limite de φn,v′ ◦ φ−1n,v, on peut supposer que pour tout n,













Conside´rons alors les cartes projectives σ sur Sv et σ′ sur Sv′ de´finies par :
– σ(ξ1) = 0, σ(ξ2) = 1 et σ(ξ3) =∞ ;
– σ′(ξ′1) = 0, σ
′(ξ′4) = 1 et σ
′(ξ′3) =∞.
La transformation de Moebius Mn := σ
′ ◦ φn,v′ ◦ φ−1n,v ◦ σ−1 fixe 0 et ∞ et envoie







Par conse´quent,Mn converge localement uniforme´ment vers l’application constante
nulle en dehors de l’infini. Ainsi, φn,v′ ◦ φ−1n,v = σ′−1 ◦Mn ◦ σ converge localement
uniforme´ment vers la constante (σ′)−1(0) = iv′(v) en dehors de σ−1(∞) = iv(v′).

3.2 Convergence de reveˆtement de sphe`res marque´es
3.2.1 De´finitions et premie`res proprie´te´s
A` toute fraction rationnelle marque´e (f, y, z), on peut associer un reveˆtement
d’arbres de sphe`res entre une sphe`re marque´e par Y via l’application y et une
sphe`re marque´e par Z via l’application z.
Rappel. Un portrait F de degre´ d ≥ 2 est une paire (F, deg) ou`
– F : Y → Z est une application entre des ensembles finis Y et Z et
– deg : Y → N− {0} est une fonction ve´rifiant∑
a∈Y
(
deg(a)− 1) = 2d− 2 et ∑
a∈F−1(b)
deg(a) = d pour tout b ∈ Z.
De´finition 3.3 (Convergence non dynamique). Soit F : T Y → T Z un reveˆtement
d’arbres de sphe`res marque´es et F son portrait. Une suite Fn := (fn, aYn , aZn ) de
reveˆtement de sphe`res marque´es converge vers F si elles ont pour portrait F et si
pour toute paire de sommets internes v et w := F (v), il existe des suites d’isomor-
phismes φYn,v : SYn → Sv et φZn,w : SZn → Sw tels que
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– φYn,v ◦ aYn : Y → Sv converge vers aYv : Y → Sv,
– φZn,w ◦ aZn : Z → Sw converge vers aZw : Z → Sw et
– φZn,w ◦ fn ◦ (φYn,v)−1 : Sv → Sw converge localement uniforme´ment en dehors
de Yv vers fv : Sv → Sw.





Lemme 3.4. Soit F : T Y → T Z un reveˆtement d’arbres de sphe`res de portrait
F et de degre´ D, soit v ∈ IV Y avec deg(v) = D et soit Fn := (fn, aYn , aZn ) une




F . Alors, la suite des
φZn,F (v) ◦ fn ◦ (φYn,v)−1 : Sv → SF (v) converge uniforme´ment vers fv : Sv → SF (v).
De´monstration. On pose w := F (v). On choisit des cartes projectives σv : Sv → S
et σw : Sw → S telles qu’aucun point de Yv ou de Zw ne soit envoye´ a` l’infini. On
pose
gn := σw ◦ φn,w ◦ fn ◦ φ−1n,v ◦ σ−1v et g := σw ◦ fv ◦ σ−1v .
Par hypothe`se, la suite (gn)n converge localement uniforme´ment vers g en dehors
de σv(Yv). Les D poˆles de gn (en comptant les multiplicite´s) convergent donc vers
les D poˆles de g. En particulier, si U est un voisinage suffisamment petit de σv(Yv),
alors
– pour n assez grand, gn est holomorphe sans poˆles dans U et
– gn − g converge uniforme´ment vers 0 au bord de U .
D’apre`s le principe du module maximum, gn − g converge uniforme´ment vers 0
dans U . Par conse´quent, gn converge localement uniforme´ment vers g au voisinage
de tout point de S et comme S est compacte, gn converge uniforme´ment vers g sur
S. 
De´finition 3.5 (Convergence dynamique). Soit (F : T Y → T Z , T X) un syste`me
dynamique d’arbres de sphe`res de portrait F. Une suite (Fn, aYn , aZn )n de syste`mes





F avec φYn,v = φZn,v
pour tout sommet v ∈ IV X . On dit que (F , T X) est dynamiquement approximable
par (Fn)n.
On notera alors φn au lieu de φ
?
n lorsqu’il n’y aura pas de confusion possible.
Corollaire 3.6 (du lemme 3.4). Soit (F , T X) un syste`me dynamique d’arbres de
sphe`res de degre´ D, dynamiquement approximable par Fn := (fn, aYn , aZn ). Sup-
posons que v ∈ IV X est un sommet fixe tel que deg(v) = D. Alors la suite des
[fn] ∈ ratD converge vers la classe de conjugaison [fv] ∈ ratD.
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Rappelons que f : ΣY → ΣZ est de´finie par f(z) := fv(z) si z ∈ Sv avec
v ∈ IV Y , que ΣX ⊆ ΣY ∩ ΣZ et que Σk est l’ensemble des points z ∈ ΣY tels que
f j(z) ∈ ΣX pour 1 ≤ j ≤ k−1. Nous noterons Y (fk) l’ensemble des points z ∈ Σk
pour lesquels il existe j ∈ [1, k] tel que f j(z) soit le point d’attache d’une areˆte







Lemme 3.7. Soit (F , T X) dynamiquement approximable par (Fn)n. Si v ∈ IV (F k)
et si w := F k(v), alors (φn,w ◦ fkn ◦ φ−1n,v)n converge localement uniforme´ment vers
fk en dehors de Y (fk).
De´monstration. En effet, il s’agit de remarquer que
φn,v′ ◦ fkn ◦ φ−1n,v = φn,v′ ◦ fn ◦ φ−1n,Fk−1(v) . . . ◦ φn,F 2(v) ◦ fn ◦ φ−1n,F (v) ◦ φn,F (v) ◦ fn ◦ φ−1n,v
et donc il y a convergence uniforme locale tant que le domaine que l’on ite`re ne
rencontre pas de point d’attache d’areˆte. 
Lemme 3.8. Soit (F , T X) dynamiquement approximable par (Fn)n. Si v ∈ IV (F k)
et si F k(v) ∈ Bw(e), alors (φn,w ◦ fkn ◦ φ−1n,v)n converge localement uniforme´ment
vers la constante iw(e) en dehors de Y (f
k).
De´monstration. En effet, on a
φn,w ◦ fkn ◦ φ−1n,v = (φn,w ◦ φ−1n,Fk(v)) ◦ (φn,Fk(v) ◦ fkn ◦ φ−1n,v).
D’apre`s le lemme 3.7, l’application de droite converge localement uniforme´ment
en dehors de Y (fk) vers une application dont l’image e´vite ZFk(v) et d’apre`s le
lemme 3.2, l’application de gauche converge localement uniforme´ment vers iw(e)
en dehors de iFk(v)(w) ∈ ZFk(v). 
3.2.2 Lemme des branches
Dans cette partie, nous nous inte´ressons a` certaines proprie´te´s des branches
des reveˆtements d’arbres de sphe`res limite d’une suite de syste`mes dynamiques de
sphe`res. Nous commenc¸ons par le lemme suivant qui lui est ge´ne´ral :
Lemme 3.9. Si une branche B sur un sommet v s’envoie sur une branche, et si
on note d le degre´ du point d’attache de l’areˆte de B sur v, alors le nombre de
feuilles critiques dans B, en comptant les multiplicite´s, est d− 1.
De´monstration. On applique la formule de Riemann-Hurwitz a` B puis a` B et
on obtient directement le re´sultat. 
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Corollaire 3.10. En particulier, si d = 1, alors il n’y a pas de sommet critique
dans la branche.
Montrons le re´sultat suivant :
Lemme 3.11 (Branches). Soit F un syste`me dynamique d’arbre de sphe`res tel
qu’on ait une suite de syste`mes dynamiques de sphe`res marque´es qui converge
dynamiquement vers F . Soit v un sommet interne pe´riodique, soit a0 ∈ Sv et B
une branche sur v (dans TX) telle que pour tout k ∈ N, l’image de la branche de
T Y attache´e en fk(a0) est incluse dans la branche de T
Z attache´e en fk+1(a0). Si
B contient un sommet interne pe´riodique alors le cycle de ce sommet est de degre´
1 et a0 est pe´riodique.
De´monstration. Notons B?k la branche attache´e en f
k(a0) dans T
?. Soit v′ un
sommet dans BX0 pe´riodique. On note vk := F
k(v) et v′k := F
k(v′). Comme les
ite´re´s de v′ sont dans les B?k, l’orbite de a0 par f est pe´riodique.
Supposons donc que a0 est pe´riodique de pe´riode k0 et que le sommet v
′ est de
pe´riode k′ multiple de k0. Comme v0 et v′0 sont dans Z, on trouve z et z
′ ∈ Z tels
que le chemin [z, z′]Z passe par v0 et v′0 dans cet ordre. Pour ? ∈ {v0, v′0} ⊂ TZ ,
on se donne des cartes projectives σ? telles que
σ? ◦ a?(z) =∞ et σ? ◦ a?(z′) = 0.
Prenons φYn et φ
Z
n comme dans la de´finition 3.5. Alors, quitte a` post-composer
les isomorphismes φZn,? par des automorphismes de S? qui tendent vers l’identite´
quand n→∞, on peut supposer que
φZn,? ◦ an(z) = a?(z) et φZn,? ◦ an(z′) = a?(z′).
On de´finit alors des cartes projectives sur Sn par σn,? := σ? ◦ φZn,?.
Les applications de changement de cartes σn,v′ ◦σ−1n,v fixent 0 et∞. Ce sont donc
des similitudes de centre 0. On de´finit λn par σn,v′ = λnσn,v. Comme les sommets
v et v′ ont au moins trois areˆtes, le lemme 3.2 assure que λn →∞.
Soit D ⊂ Sv un disque contenant av(z′). Comme f |ΣX est continue on peut
supposer D suffisamment petit pour que ses k′ ite´re´s par f ne contiennent au plus
qu’un unique point d’attache qui est l’ite´re´ de a0.
Notons Dn := (φ
Z
n,v)
−1(D). Montrons que dans la carte σn,v, on peut prendre
n assez grand pour que l’application fk
′
n n’ait pas de poˆles sur le disque Dn. Pour
tout k > 0, comme F (BYk−1) ⊆ BZk , pour n assez grand le disque Dn,k e´vite les
points d’attache des areˆtes des e´le´ments z ∈ Z −BZk . Comme φZn,v(∂Dn,k)→ ∂Dk,
on conclut d’apre`s le principe du maximum que φZn,v(Dn,k)→ Dk. Comme D0 = D
ne contient pas de poˆles de fk
′





Dans les cartes σn,v et σn,v′ , l’application f
k′
n : Dn → Sn − {an(z)} admet des
de´veloppements en se´ries entie`res en an(z
′) de la forme
σn,v ◦ fk′n =
∑
j∈N





c′n,j · σjn,v′ .




Conside´rons maintenant les de´veloppements en se´ries de Laurent de fk
′
: Sv → Sv
au voisinage de a0 = av(z
′) dans la carte σv et celui de fk
′
: Sv′ → Sv′ au voisinage
de av′(z
′) dans la carte σv′ ,
σv ◦ fk′ =
∑
j∈Z





c′j · σjv′ .
Si F k(v) = v alors le lemme 4.8 affirme que φn,v ◦ fkn ◦ φ−1n,v converge localement
uniforme´ment vers σv ◦ fk ◦ σ−1v sur D − {av(z′)} et donc uniforme´ment sur D
par principe du maximum, e´tant donne´ que ces applications n’ont pas de poˆles
dans D. En se plac¸ant dans la carte σv, on a donc la convergence cn,j −→
n→∞
cj. Si
F k(v) 6= v, le lemme 4.9 qui permet de conclure que cn,j −→
n→∞
0 = cj. De meˆme,
on a la convergence c′n,j −→
n→∞
c′j. En particulier, comme c
′
n,j = 0 pour j < 0, on a
c′j = 0 et cj = 0 (on retrouve le fait que a0 est fixe par f
k′).
Si F k(v) 6= v, les coefficients cj sont tous nuls, ce qui force les coefficients c′j a`
eˆtre e´galement tous nuls : contradiction.
Il faut donc que F k(v) = v. Si l’on note d le degre´ local de fk
′
en a0, alors cj = 0
pour j < d et cd 6= 0. En passant a` la limite sur c′n,j = λ1−jn cn,j, comme λn → ∞,
on obtient c′1 = c1 et c
′
j = 0 si j > 1. Ainsi, si d > 1, les coefficients c
′
j sont de
nouveau tous nuls : contradiction. Le seul cas possible est donc d = 1. Or d est
le produit des dk, ou` dk est le degre´ du point d’attache de l’areˆte de B
Y
k . Ainsi, si
d = 1, alors tous les dk sont e´gaux a` 1, et donc les branches B
Y
k ne contiennent pas
de sommets critiques d’apre`s le corollaire 3.10. Par conse´quent, fk
′
est de degre´ 1,
ce qui implique que l’application fk
′
: Sv′ → Sv′ soit de degre´ 1 et qui est absurde.

3.2.3 Lemmes des anneaux
Dans cette partie nous proposons d’e´tudier encore les reveˆtements d’arbres de
sphe`res (stables) qui sont limites de syste`mes dynamiques de sphe`res marque´es.
Nous essaierons d’utiliser les proprie´te´s usuelles sur les anneaux de ces dernie`res
pour en de´duire les deux lemmes suivants.
Pour les deux lemmes, nous faisons les hypothe`ses suivantes :
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– (F : T Y → T Z , T X) est un syste`me dynamique d’arbre de sphe`res tel qu’on





n ) vers F et T Z est stable ;
– v ∈ IV (F k0) et v′ ∈ IV (F k0) sont des sommets distincts et on pose vk :=
F k(v) et v′k := F
k(v′) pour 0 ≤ k ≤ k0 ;
– l’anneau ]]vk, v
′
k[[
Y ne contient pas de feuille critique pour 0 ≤ k ≤ k0 − 1.
D’apre`s le corollaire 1.32,AYk :=]]vk, v
′
k[[
Y est une composante connexe de F−1(AZk+1)
avec AZk+1 := F (A
Y
k ) =]]vk+1, v
′
k+1[[
Z . D’apre`s le lemme 1.29, F : AYk → AZk+1 est
un reveˆtement d’arbres de sphe`res dont on note Dk le degre´.
Lemme 3.12 (Anneau non critique). Supposons que Dk = 1 pour 0 ≤ k ≤ k0−1.
Alors,
Si [vk0 , v
′
k0
] ⊆ [v, v′] ou [v, v′] ⊆ [vk0 , v′k0 ] alors
A) soit vk0 = v et v
′
k0
= v′ et alors iv(v′) et iv′(v) sont fixe´s par fk0 et le produit
des multiplicateurs associe´s est 1 ;
B) soit vk0 = v
′ et v′k0 = v et alors iv(v
′) et iv′(v) sont e´change´s par fk0 et le
multiplicateur du cycle associe´ est 1.
Lemme 3.13 (Anneau critique). Supposons que Dk ≥ 2 avec 0 ≤ k ≤ k0 − 1.
Alors on ne peut pas avoir [vk0 , v
′
k0
] ⊆ [v, v′].
La suite de cette partie est consacre´e a` la de´monstration simultane´e de ces deux
re´sultats.
Choix de cartes. Posons w := vk0 et w
′ := v′k0 . Supposons que [w,w
′]Z ⊆ [v, v′]Z
ou que [v, v′]Z ⊆ [w,w′]Z . Dans le cas non critique, il faut montrer que [w,w′]Z = [v, v′]Z
et dans le cas critique, il faut montrer que [w,w′]Z 6⊆ [v, v′]Z .
Soient z, z′ ∈ Z tels que le chemin [z, z′]Z passe par v et v′ dans cet ordre et
par w et w′, non ne´cessairement dans cet ordre. Pour tout sommet interne ? sur
le chemin [z, z′]Z , on se donne des cartes projectives σ? telles que
σ? ◦ a?(z) = 0 et σ? ◦ a?(z′) =∞.
Prenons φYn et φ
Z
n comme dans la de´finition 3.5. Alors, quitte a` post-composer
les isomorphismes φZn,? par des automorphismes de S? qui tendent vers l’identite´
quand n → ∞, on peut supposer que pour tout sommet interne ? sur le chemin
[z, z′],
φZn,? ◦ an(z) = a?(z) et φZn,? ◦ an(z′) = a?(z′).
On de´finit alors des cartes projectives sur Sn par σn,? := σ? ◦ φZn,?.
Les applications de changement de cartes fixent 0 et ∞. Ce sont donc des
similitudes de centre 0. On de´finit λn, µn, ρn et ρ
′
n par (cf figure 3.3) :
σn,v′ = λnσn,v et σn,w′ = µnσn,w




Notons que comme les sommets v, w, v′ et w′ ont au moins trois areˆtes, le lemme
3.2 donne le comportement de λn, µn, ρn et ρ
′










































Figure 3.3 – Une repre´sentation simplifie´e des notations introduites dans le
de´monstration du lemme 3.12.
Anneaux. (cf figure 3.3) Rappelons que Y (fk0) est l’ensemble des points de Σk0
dont l’image par un ite´re´ fk avec k ∈ [1, k0] est le point d’attache d’une areˆte dans
T Z . C’est un ensemble fini qui contient iv(v′) et iv′(v).
Soit D ⊂ Sv (respectivement D′ ⊂ Sv′ un disque contenant iv(v′) (respective-
ment i′v(v)) suffisamment petit pour que son adhe´rence ne contienne pas d’autre
point de Y (fk0) que iv(v







Nous allons montrer les assertions suivantes :
1. pour n suffisamment grand,An est un anneau contenu dans Sn−{an(z), an(z′)} ;
2. fk0n (An) est contenu dans Sn − {an(z), an(z′)} ;
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3. tout compact de D−{iv(v′)} est inclus dans φn,v(An) pour n assez grand et
φn,w◦fk0n ◦φ−1n,v converge localement uniforme´ment vers fk0 dans D−{iv(v′)} ;
4. φn,v′(An) mange tout compact de D
′ − {iv′(v)} et φn,w′ ◦ fk0n ◦ φ−1n,v′ converge
localement uniforme´ment vers fk0 dans D′ − {iv′(v)}.
Point 1. Notons Mn := φn,v′ ◦ φ−1n,v. D’apre`s le lemme 4.3, pour n assez grand,
Mn(∂D) est contenu dans un voisinage de iv′(v) e´vitant ∂D
′. Alors, An est un
anneau. Quand n → ∞, φn,v ◦ an(z) converge vers av(z) qui n’est pas, par hy-
pothe`se, dans l’adhe´rence de D. Par conse´quent, pour n assez grand, Dn ne
contient pas an(z). De meˆme, pour n assez grand, D
′
n ne contient pas an(z
′
n) .
Alors, An ⊂ Sn − {an(z), a′n(z)}.
Point 2. Soient D1 ⊂ Sv1 un disque contenant f(D) mais pas d’autre point d’at-
tache d’areˆte de T Z que f(iv(v′)) et D′1 ⊂ Sv′1 un disque contenant f(D′) mais pas
d’autre point d’attache d’areˆte de T Z que f(iv′(v)). Comme dans le point 1, pour
n assez grand,




Etant donne´ que φn,v1 ◦ fn ◦ φ−1n,v converge uniforme´ment vers f au voisinage de
∂D et que φn,v′1 ◦fn ◦φ−1n,v′ converge uniforme´ment vers f au voisinage de ∂D′, pour
n assez grand on a fn(∂An) ⊂ A1,n.
Comme dans le point 1, pour n assez grand, An e´vite an
(










En re´sume´, fn(∂An) ⊂ A1,n et fn(An) e´vite au moins un point dans chaque
composante du comple´mentaire de A1,n. Il suit du principe du maximum que
fn(An) ⊂ A1,n.
Pour n assez grand, D−av(v′) (resp. D′−av′(v)) e´vite av
(
Y (fk0)−]]v, v′[[) (resp
av′
(
Y (fk0)−]]v, v′[[)), donc D1 − aF (v)(F (v′)) (resp. D′1 − aF (v′)(F (v))) e´vite
aF (v)
(
Y (fk0−1)−]]F (v), F (v′)[[) (resp aF (v′)(Y (fk0−1)−]]F (v), F (v′)[[)). Ainsi on peut




1 et re´ite´rer cela k0−1 fois. Cela montre que fk0n (An) e´vite an(Z−]]vk0 , v′k0 [[),
en particulier an(z) et an(z
′).
Points 3 et 4. Ces points suivent du lemme 3.7.
De´veloppement en se´ries de Laurent et convergence.
Dans les cartes σn,v au de´part et σn,w a` l’arrive´e, l’application
fk0n : An → Sn − {an(z), an(z′)} admet un de´veloppement en se´rie de Laurent de
la forme





Dans les cartes σn,v′ au de´part et σn,w′ , ce de´veloppement en se´rie de Laurent
devient
σn,w′ ◦ fk0n =
∑
j∈Z
c′n,j · σjn,v′ .
Comme on a
σn,v′ = λnσn,v et σn,w′ = µnσn,w,





Conside´rons maintenant le de´veloppement en se´rie de Laurent de fk0 : Sv → Sw
au voisinage de avz dans les cartes σv au de´part et σw a` l’arrive´e




ainsi que celui de fk0 : Sv′ → Sw′ au voisinage de av′(z′) dans les cartes σv′ au
de´part et σw′ a` l’arrive´e
σw′ ◦ fk0 =
∑
j∈Z
c′j · σjv′ .








Puisque Fn → F et que pour tout 0 ≤ k < k0, φ−1n,vk(∂Dk,n) e´vite Zv, on a
σvk+1 ◦ (φn,vk+1 ◦ fn ◦ φ−1n,vk) ◦ σ−1vk → σvk+1 ◦ fvk ◦ σ−1vk
uniforme´ment sur σ−1vk (φ
−1
n,vk
(∂Dk,n)). Donc par composition, on a
σw ◦ (φn,w ◦ fk0n ◦ φ−1n,v) ◦ σ−1v → σw ◦ fk0 ◦ σ−1v
uniforme´ment sur σ−1v (∂D).
D’autre part on a
(σw ◦ φn,w) ◦ fk0n ◦ (φ−1n,v ◦ σ−1v ) = σn,w ◦ fk0n ◦ σ−1n,v.
Comme la convergence uniforme des fonctions implique celle des coefficients des
se´ries de Laurent, on a bien cn,j −→
n→∞




Cas A. Supposons que le chemin de z a` z′ dans TZ passe par w et w′ dans cet
ordre. D’une part, on a σn,w = ρnσn,v avec ρn ∈ C− {0} et d’apre`s le lemme 3.2 :
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– ρn → 0 si et seulement si le chemin de z a` z′ passe par v avant de passer par
w et
– ρn → ∞ si et seulement si le chemin de z a` z′ passe par w avant de passer
par v.




n ∈ C− {0} et
– ρ′n → 0 si et seulement si le chemin de x a` x′ passe par v′ avant de passer par
w′ et
– ρ′n → ∞ si et seulement si le chemin de x a` x′ passe par w′ avant de passer
par v′.
Notons que










D’autre part, le de´veloppement de fk0 : Sv → Sw au voisinage de z dans les
cartes σv au de´part et σw a` l’arrive´e est celui d’une fonction de´finie au voisinage de
l’infini et qui envoie l’infini sur l’infini avec degre´ local d0. Par conse´quent, cj = 0
si j ≥ d0 +1 et cd0 6= 0. De meˆme, le de´veloppement de fk0 : Sv′ → Sw′ au voisinage
de z′ dans les cartes σv′ au de´part et σw′ a` l’arrive´e est celui d’une fonction de´finie
au voisinage de 0 et qui envoie 0 sur 0 avec degre´ local d0. Par conse´quent, c
′
j = 0
si j ≤ d0 − 1 et c′d0 6= 0.












On en de´duit que ρn → 0 si et seulement si ρ′n → 0. De meˆme, ρn → ∞ si et
seulement si ρ′n →∞. Etant donne´ que [w,w′]Z ⊆ [v, v′]Z ou [v, v′]Z ⊆ [w,w′]Z , la
seule possibilite´ est que ρn et ρ
′
n ne tendent ni vers 0 ni vers l’infini, ce qui implique
que v = w et v′ = w′. On peut alors choisir σv = σw et σv′ = σw′ , ce qui implique
λn = µn et donc c1 = c
′
1. Le multiplicateur de f
k0 en z est 1/c1 et le multiplicateur
de fk0 en z′ est c′1. Le produit des multiplicateurs vaut 1 comme requis.













Ainsi en supposant que w ∈ [v, v′], c’est a` dire ρn → C? ∪ {∞}, on de´duit que
ρ′n →∞, c’est a` dire que w′ /∈ [v, v′]. Le cas w′ ∈ [v, v′] est syme´trique.
Cas B. Supposons que le chemin de z a` z′ dans TZ passe par w′ et w dans cet
ordre. D’une part, on a σn,w = ρnσn,v′ avec ρn ∈ C− {0} et d’apre`s le lemme 3.2 :
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– ρn → 0 si et seulement si le chemin de z a` z′ passe par v′ avant de passer par
w et
– ρn → ∞ si et seulement si le chemin de z a` z′ passe par w avant de passer
par v′.




n ∈ C− {0} et
– ρ′n → 0 si et seulement si le chemin de z a` z′ passe par v avant de passer par
w′ et
– ρ′n → ∞ si et seulement si le chemin de z a` z′ passe par w′ avant de passer
par v.
Notons que
ρ′nσn,v = σn,w′ = µnσn,w = µnρnσn,v′ = µnρnλnσn,v
et donc
ρ′n = µnρnλn.
D’autre part, le de´veloppement de fk0 : Sv → Sw au voisinage de z dans les
cartes σv au de´part et σw a` l’arrive´e est celui d’une fonction de´finie au voisinage
de l’infini et qui envoie l’infini sur 0 avec degre´ local d0. Par conse´quent, cj = 0 si
j ≥ d0−1 et c−d0 6= 0. De meˆme, le de´veloppement de fk0 : Sv′ → Sw′ au voisinage
de z′ dans les cartes σv′ au de´part et σw′ a` l’arrive´e est celui d’une fonction de´finie
au voisinage de 0 et qui envoie 0 sur l’infini avec degre´ local d0. Par conse´quent,
c′j = 0 si j ≤ −(d0 + 1) et c′−d0 6= 0.














On en de´duit que ρn → 0 si et seulement si ρ′n → 0. De meˆme, ρn → ∞ si et
seulement si ρ′n →∞. Etant donne´ que [w,w′]Z ⊆ [v, v′]Z ou [v, v′]Z ⊆ [w,w′]Z , la
seule possibilite´ est que ρn et ρ
′
n ne tendent ni vers 0 ni vers l’infini, ce qui implique
que v = w′ et v′ = w. On peut alors choisir σv = σw′ et σv′ = σw, ce qui implique
λnµn = 1 et donc que le multiplicateur du cycle, c’est-a`-dire c
′
−1/c−1 vaut 1 comme
requis.
















Ainsi en supposant que w ∈ [v, v′], c’est a` dire ρn → C?∪{∞}, puisque λd0−1n →
∞ on de´duit que ρ′n → ∞, c’est a` dire que w′ /∈ [v, v′]. Le cas w′ ∈ [v, v′] est
syme´trique.
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Remarque 3.14. Pour la de´monstration nous avons simplement utilise´ la stabilite´
en F k(v) et F k(v′) pour 0 ≤ k ≤ k0.
3.3 Cas du degre´ 2
On souhaite maintenant e´tudier les limites renormalise´es dans le cas de frac-
tions rationnelles de degre´ 2. Rappelons qu’une fraction rationnelle de degre´ 2 a
exactement 3 points fixes compte´s avec multiplicite´s. Nous travaillerons dans le
cadre d’un portrait ayant trois points fixes distincts, en supposant e´galement que
ces points fixes ne sont pas des points critiques du portrait (les points fixes ne sont
pas superattractifs).
The´ore`me 3.15 (Classification). Soit (F , T X) un syste`me dynamique d’arbres
de sphe`res de degre´ 2, dont le portrait F posse`de trois feuilles fixes non critiques.
Supposons que (F , T X) soit limite dynamique d’une suite de syste`mes dynamiques
de sphe`res marque´es (fn, yn, zn)n et que ([fn])n diverge dans rat2. Alors
– l’application F a au plus deux cycles critiques de sphe`res et ils sont de degre´
2 ;
– s’il y en a un, le sommet w0 se´parant les trois points fixes est fixe et fw0 est
d’ordre fini k0.
Notons v0 le sommet se´parant w0 et les deux feuilles critiques, alors
1. soit v0 est oublie´ par F
k avec k < k0, alors v0 n’est pas pe´riodique et il y a au
plus un seul cycle qui est alors de pe´riode k′0 ≥ k0 et son reveˆtement associe´
a un point fixe super-attractif ;
2. soit v0 n’est pas oublie´ par F
k0 ; dans ce cas v0 est pe´riodique de pe´riode k0
et
(a) son reveˆtement associe´ a un point fixe parabolique ;
(b) si il y a un second cycle critique alors il est de pe´riode k′0 > k0, son
reveˆtement associe´ a un point fixe super-attractif et celui associe´ a` v0 a
un point critique qui est une pre´image ite´re´e du point fixe parabolique.
Notation. Pour la suite, on note donc c′ cette feuille critique et c l’autre.
Remarque 3.16. Notons que dans le cas 2 le cycle critique de sphe`res dont il est
question est non post-critiquement finie car tout bassin d’un point fixe parabolique
contient un point critique (voir par exemple [M3]).
Notation. Rappelons tout d’abord que F ayant degre´ 2, il n’a que deux feuilles
critiques que nous noterons c et c′ et donc tous les sommets qui sont critiques sont
ceux de C2 := [c, c
′]. On notera ck := F k(c) et c′k := F

















Figure 3.4 – Un exemple de syste`me dynamique de degre´ 2 ne satisfaisant pas les
conclusions du the´ore`me 3.15. A` gauche est repre´sente´ T X , a` droite en haut T Y et
en bas T Z . Les feuilles ci repre´sentent le cycle de pe´riode 8 du point critique. Les
feuilles ai forment un cycle de meˆme pe´riode. Sur T X , le sommet rouge (resp. noir,
bleu) rempli est critique et de pe´riode 8 (resp. 4, 2) dont l’orbite est l’ensemble


































































































Figure 3.5 – E´nume´ration des configurations possibles (quitte a` changer le nom
des points qui marquent) des reveˆtements d’arbres de sphe`res marque´s par un
portrait correspondant a` une fraction rationnelle f de degre´ 2 ayant points fixes
α, β et γ non super-attractifs et deux points critiques c et c′. On note v := f(c) et
v′ := f(c). L’arbre T Y est repre´sente´ a` gauche et l’arbre TZ correspondant est a`
sa droite. Les feuilles pre´-fixes de F ne sont pas nomme´es.
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Le sommet w0 est fixe (the´ore`me 3.15). On de´montre le lemme un peu plus
pre´cis suivant :
Lemme 3.17. Soit (F , T X) dynamiquement approximables par une suite de frac-
tions rationnelles (fn, yn, zn)n marque´es par F. Notons w0 le sommet se´parant les
trois points fixes. Supposons qu’il y ait un cycle critique de sphe`res. Alors, w0 est
fixe et
1. soit w0 est de degre´ 2, il n’y a pas d’autre cycle critique de sphe`res et ([fn])n
converge dans rat2,
2. soit w0 est de degre´ 1 et fw0 est conjugue´ a` une rotation d’ordre fini.




3 les branches de T
Y sur w0 contenant




3 les branches de T
Z sur w0 correspon-
dantes.
Cas 1. Le sommet w0 se´pare les points critiques. Dans ce cas, son degre´ est e´gal
a` 2 et chaque branche sur w0 contient au plus un point critique. Par conse´quent,
chaque branche sur w0 contenant un point fixe s’envoie sur la branche sur F (w0)
contenant ce meˆme point fixe (corollaire 1.34).
Cas 1.a (cf figure 3.5, B, Pol, Triv) Les trois branches sur w0 contenant les trois
points fixes ont des images distinctes. Dans ce cas, F (w0) se´pare les trois points
fixes et F (w0) = w0. D’apre`s le lemme des branches (3.11), il n’y a pas d’autre
cycle critique de sphe`res et, d’apre`s le lemme 3.4, ([fn])n converge dans rat2.
Cas 1.b (cf figure 3.5, C1, W) Deux des branches sur w0 contenant des points
fixes, disons BY1 et B
Y
2 , ont la meˆme image. Cette branche contient les deux points
fixes pre´ce´dents. Elle contient donc le chemin entre ces deux points fixes, en par-
ticulier le sommet w0. Maintenant F (B
Z
3 ) est une branche contenant le troisie`me
point fixe et e´vitant w0 ∈ F (BY1 ) = F (BZ2 ). Par conse´quent F (BZ3 ) ⊂ BZ3 . D’apre`s
le lemme des branches (3.11), BZ3 ne rencontre pas de cycle critique de sphe`res. Or,
le ferme´ connexe T ′ := T Y−(BY1 ∪BY2 ) contient le chemin critique et BZ3 . Son image
est un ferme´ connexe contenant F (BZ3 ) et e´vitant w0 ∈ F (BY1 ) = F (BZ2 ). L’image
du chemin critique est donc entie`rement contenue dans BZ3 . Par conse´quent, il ne
peut pas y avoir de cycle critique de sphe`res.
Cas 2. Le sommet w0 ne se´pare pas les points critiques. Dans ce cas, son degre´
est e´gal a` 1.




3 ne contiennent pas de
feuille critique. Dans ce cas leurs images sont des branches distinctes sur F (w0),
contenant chacune un point fixe. Par conse´quent, F (w0) se´pare les trois points





3 sont fixes et donc que fw0 est l’identite´.
Cas 2.b Les deux feuilles critiques sont dans une meˆme branche sur w0 contenant
un point fixe, disons BY1 . Alors F (B
Y
2 ) et F (B
Y
3 ) sont des branches distinctes sur
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F (w0). Si F (w0) 6= w0 (cf figure 3.5, A1), alors une de ces branches, disons BY2 ,
contient son image et l’autre, disons BY3 , est contenue dans son image. D’apre`s
le lemme des branches (3.11), BY2 ne rencontre pas de cycle critique de sphe`res.
Notons w′0 la seconde pre´image de F (w0) et A l’anneau ]]w0, w
′
0[[ qui contient le
chemin critique. Alors, B := F (A) est une branche sur F (w0) qui e´vite les trois
points fixes. Elle est donc contenue dans BY2 . Par conse´quent, il ne peut pas y avoir
de cycle critique de sphe`res. Ainsi on a donc bien F (w0) = w0 et donc les points
d’attache de BY2 et B
Y
3 sont fixes et donc que fw0 est conjugue´ a` une rotation (cf
figure 3.5, A2, A3, C2, Stand et Parb).
Reste a` prouver que cette rotation est d’ordre fini, ce qui conclut la de´monstration.
Comme F posse`de un cycle de sphe`res critique, le chemin critique posse`de un
sommet interne critique et pe´riodique v′ ∈ BY1 . On peut alors trouver un sommet
v0 ∈ BY1 tel que [w0, v′] = [w0, v0] ∪ [v0, v′] et que les sommets de [v0, v′] soient
tous les sommets critiques de [w0, v
′]. Alors [w0, v0] s’envoie bijectivement sur son
image dans une branche B˜ sur v0 et [v0, v
′] s’envoie bijectivement sur son image
sur une branche B˜′ sur v0. On a B˜ 6= B˜′ sinon l’areˆte sur v0 aurait trois pre´-
images. On en de´duit donc que F ([w0, v





′) est fixe et donc fw0 est l’identite´. Sinon
Bw0(F (v
′)) est une branche qui contient un sommet pe´riodique donc on peut ite´rer
F tant que son image est une branche, ce qui est le cas tant que ses ite´re´s sont
disjoints de Bw0(v
′) puisque c’est la seule branche sur w0 qui contient des sommets
critiques (lemme 1.32). Ainsi tant que fk(aw0(v
′)) 6= aw0(v′), le sommet F k(v′) est
dans la branche attache´e en aw0(F
k(v′)) = fk(aw0(v
′)) donc v′ n’est pas de pe´riode
k. On en de´duit donc que aw0(v
′) est pe´riodique et donc que fw0 est une rotation
d’ordre fini. 
Remarque 3.18. Comme ([fn])n diverge dans rat2 on en conclut que nous sommes
dans le cas 2. Ainsi w0 est bien d’ordre fini que l’on pose e´gal a` k0.
Supposons que v′ soit un sommet interne critique pe´riodique. Posons BY0 la
branche sur w0 contenant les deux points critiques (et donc v
′) et pour 1 ≤ k ≤ k0,
notons B?k ∈ IV ? la branche attache´e en a?w0(F k(v′)). On a F : BYk → BZk+1 est
une bijection.
Le sommet w0 n’e´tant pas critique, il n’appartient pas a` [c, c
′].On note v0 ∈ TX
le sommet se´parant c, c′ et w0.
Point 2a du the´ore`me 3.15. On suppose ici que v0 n’est pas oublie´e par Fk0 .
L’anneau A0 :=]]w0, v0[[ ne contient pas de sommets de degre´ 2 donc par le corollaire
1.33 on de´duit que F est injective sur A0. De plus, comme les e´le´ments de C2 sont
de degre´ maximum, F est injective sur A0 ∪C2. D’apre`s la remarque 3.18, si pour
1 ≤ k < k0, F est bijective de BYk vers BZk+1. Ainsi, le sommet vk := F k(v0) ∈ BZk
et donc vk0 ∈ B0.
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Figure 3.6 – Exemple du cas absurde de la de´monstration du point 2 avec k0 = 3
On a alors trois cas : vk0 ∈ [w0, v0], v0 ∈ [w0, vk0 ] ou vk0 ∈ A0− [w0, v0]. Dans les
deux premiers cas, comme pour 1 ≤ k < k0 on a F k(A0 ∪ C2) est inclus dans Bk
qui ne contient que des sommets de degre´ 1, le lemme Anneau non critique (3.12)
applique´ a` F k(A0) assure que vk0 = v0. Le sommet v0 est donc pe´riodique. C’est le
seul sommet de degre´ deux de son cycle. Comme aw0(v0) est un point fixe de f
k0
de multiplicateur 1, d’apre`s ce meˆme lemme la fraction rationnelle fk0 : Sv0 → Sv0
posse`de un point fixe parabolique en iv0(w0). Montrons que le troisie`me cas est
absurde, ce qui conclura la de´monstration.
En effet, si on est dans ce cas, vk0 , v0 et w0 ne sont pas sur un meˆme chemin.
Il y a donc un sommet vˆ0 ∈ [w0, v0] qui se´pare vk0 , v0 et w0. Par ailleurs, tout
cycle critique de sphe`res doit correspondre a` un cycle de sommets qui intersecte
C2 puisque par de´finition un cycle de sphe`res critique n’a pas degre´ 1. Soit v
′
0 un
sommet dans cette intersection. Les sommets v′0 et v0 sont sur une meˆme branche
de vˆ0 disjointe de celle qui contient vk0 . Comme A0 ∪ C2 est en bijection avec son
image ainsi que ses k0 ite´re´s, on en de´duit que vk0 et v
′
k0
sont sur une meˆme branche





. Ces quatre sommets e´tant
tous dans A0 et n’e´tant pas oublie´s par F
k0 , on en de´duit par le lemme 2.4 que les
k0 ite´re´s de vˆ0 sont de´finis.
Comme A′0 :=]]w0, vˆ0[[⊂ A0, ses k0 ite´re´s sont envoye´s bijectivement sur leurs
images qui sont les ]]w0, vˆk[[ qui ne contiennent tous a` l’exception peut-eˆtre de
]]w0, vˆk0 [[ que des sommets de degre´ 1. Or w0, vˆ0 et v0 sont aligne´s dans cet ordre,
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donc pour 0 ≤ k ≤ k0, il en est de meˆme pour w0, vˆk et vk ainsi donc vˆ0 et vˆk0
sont tous deux sur le chemin [w0, vk0 ]. Donc on a l’inclusion ]]w0, vˆ0[[⊂]]w0, vk0 [[ ou
l’inclusion inverse. Ainsi graˆce au lemme Anneau non critique (3.12) on a vˆ0 = vˆk0 .
On est donc dans une situation similaire a` celle de la figure 3.6.
Comme nous l’avons fait dans les cas pre´ce´dents pour v0, nous pouvons montrer
que le reveˆtement associe´ au cycle contenant vˆ0 a un point fixe de multiplicateur
1 graˆce au lemme Anneaux non critiques. Comme vˆ0 est de degre´ 1, ce reveˆtement
dans une carte projective est l’identite´ ou bien une translation. Si c’est une transla-
tion alors la branche Bvˆ0(v
′
k0
) serait d’orbite infinie ce qui contredit l’existence dans




ceci contredisant le fait que v′0 est dans l’orbite de v
′
k0
. On arrive donc encore a`
une absurdite´.
Notation. Comme sur la figure 3.7, notonsD?i := T
?−D?vi(v0). Notons α := av0(w0)
le point fixe parabolique et x′0 sa pre´-image par f
k0 . Si il y a une branche dans T Y
attache´e en x′0 sur v0, on la note B
′
0. Sinon on note B
′
0 = ∅.
Remarque 3.19. Comme D?k ⊂ B?k, d’apre`s la remarque 3.18 on a F : DYk → DZk+1
est une bijection pour 1 ≤ k < k0. Puisque α n’est pas critique, B′0 ne contient que
des e´le´ments de degre´ 1 donc le corollaire 1.32, on de´duit que F (B′0) est la branche
sur v1 attache´e en f(α) c’est a` dire F (B
′
0) = Bv0(w0). On de´duit que B
′
0 6= ∅. En
outre, comme F : T Y → TZ est surjective, on en de´duit que F (D0 −B′0) = D1.
Corollaire 3.20. Il existe une feuille critique c0 telle que Bv0(c0) ne contienne
pas de cycle de sphe`res critique.
De´monstration. Le point fixe parabolique f(α) de fk0 : Sv0 → Sv0 attire l’or-
bite d’un point critique z0 (cf [M3] par exemple). La branche B de T
Y sur v0
correspondante a` ce point critique contient une feuille critique c0.
Si B contient un sommet pe´riodique, alors ses ite´re´s sont de´finis tant que ce
sont des branches. Les ite´re´s de av0(c0) e´vitent α, puisque ce dernier est pre´fixe
donc les ite´re´s de B sont toutes des branches. En effet, soit elles sont dans D0−B′0
et on peut appliquer le corollaire 1.34, soit elles sont dans les Di avec i > 0 et alors
on a le corollaire 1.32. On en de´duit par le lemme 3.11 que B ne contient pas de
cycle de sphe`res critique. 
Notation. Pour la suite, on note donc c′ cette feuille critique et c l’autre.
Point 2b du the´ore`me 3.15.
Tout cycle de sphe`res critique est de degre´ au moins 2 donc posse`de un sommet





0 la pe´riode de ce cycle.
Notons D′k := T
Y − Bv′k(w0). Montrons que F (D′k) = D′k+1 et f(av′k(w0)) =
av′k+1(w0). D’apre`s la remarque 3.19, c’est vrai pour tout k lorsque v
′
k /∈ B′0 et
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Figure 3.7 – Repre´sentation simplifie´e d’un T X pour un exemple de reveˆtement
F : T Y → T Z limite de fraction rationnelles de degre´ 2 qui posse`de deux cycles
de sphe`res critiques. L’une de pe´riode 3 et l’autre de pe´riode 5 avec les notations
introduites dans la de´monstration du the´ore`me 3.15.
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l’on a toujours f(av′k(w0)) = av′k+1(w0). Supposons que v
′
k ∈ B′0. Comme on a
D′k = Bv0(v
′
k)−]]v0, v′k[[ et que F est bijective sur Bv0(v′k), on en de´duit que
F (D′k) = Bv1(v
′
k+1)−]]v1, v′k+1[[= D′k+1.
De plus F est une bijection entre les areˆtes de v′k et celles de v
′
k+1. On en de´duit
que f(av′k(w0)) = av′k+1(w0).
De F (D′k) = D
′
k+1 de´duit alors graˆce au lemme 3.11 que D
′
0 ne contient pas
de sommet interne pe´riodique critique donc quitte a` avoir suppose´ que v′0 soit la
sphe`re de degre´ 2 du cycle qui est la plus proche de w0, on en de´duit que v
′
0 est
le seul sommet critique du cycle et donc que le reveˆtement associe´ est de degre´ 1.
Comme f(av′k(w0)) = av′k+1(w0) et av′0(w0) est critique, ce reveˆtement est conjugue´
a` un polynoˆme quadratique.
Montrons que k′0 > k0. Comme fv0 est de degre´ 2, le point fixe parabolique
ne peut pas avoir comme pre´-image un point critique donc v′0 ∈ D0 − B′0. Ainsi
d’apre`s la remarque 3.19 les v′k sont dans les Dk pour 0 ≤ k ≤ k0 et donc k′0 ≥ k0.





k(v′0)[[ ce qui contredit le
lemme 3.13.




i le premier ite´re´ de v
′
0 dans
B′0. D’apre`s ce qui pre´ce`de, pour 0 ≤ k < k+ k0 ≤ i on a F k0 :]]v0, v′k[[→]]v0, v′k+k0 [[
est une bijection. Ainsi
fk0+i ◦ av0(v′0) = fk0 ◦ f i ◦ av0(c0) = fk0 ◦ av0(vi) = fk0(x′0) = α.
Donc fk0v0 a bien un point critique qui est une pre´-image du point fixe parabolique.
Montrons en raisonnant par l’absurde qu’un des ite´re´s de v′0 est dans B
′
0, ce qui
conclut la de´monstration. Si ce n’est pas le cas, on peut appliquer le lemme 3.11
a` la branche B := Bv0(c) puisque les ite´re´s de B sont dans les Di pour i 6= 1 ou
dans D0 −B′0 d’apre`s la remarque 3.19 et que ces ite´re´s sont disjoints de Bv0(c′).
Point 1 du the´ore`me 3.15.
Soit v′0 un sommet critique pe´riodique le plus proche de w0 (s’il y en a plusieurs
a` e´gale distance, on fait un choix arbitraire). On note v′k son k-ie`me ite´re´. D’apre`s
la remarque 3.18, les k0 ite´re´s de v
′
0 sont bien de´finis. Et les k0 − 1 premiers sont
tous non critiques. On a v′k0 ∈ B0. Notons B′0 la branche (dans T Y ) attache´e en
l’unique point de Sv0 qui a meˆme image que av0(w0). On a plusieurs cas :
– v′k0 ∈ [w0, v0] ;
– v′k0 ∈ B0 − [w0, v0] ∪B′0 ;
– v′k0 ∈ B′0.
Dans le premier cas on a alors [[w0, v
′
k0
]] ne contient pas de sommet critiques.
On peut ite´rer cet anneau k0 fois encore et si v
′
2k0
∈ [w0, v′k0 ], on est dans les
hypothe`ses du lemme Anneau non critique (3.12) et donc v′k0 = v
′
2k0
6= v′0 ce qui
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est absurde. Si ce n’est pas le cas, on se retrouve dans le cas de la figure 3.6 et on
conclut comme on l’a fait dans le point 2 a` une absurdite´.
Dans le second cas, si de plus v′k0 ∈ Bv0(v′k0) alors on ve´rifie comme dans le
point 2 que Bv′0(v
′
2k0
) ve´rifie les conditions du lemme des branches 3.11. On en
conclut donc que v′0 = v
′
2k0
et qu’il n’y a pas d’autre cycle pe´riodique passant
par cette branche. Le cycle est donc bien de degre´ 2 et de plus le point d’attache
av′0(v0) est critique et de pe´riode k0. Si v
′
k0
/∈ Bv0(v′k0), alors v′k0 /∈ [v0, v′0] sinon ce
serait v′k0 le sommet pe´riodique critique le plus proche de w0. Ainsi, le sommet v0
se´pare donc w0, v
′
k0
et v′2k0 . Comme [v
′
k0
, v′2k0 ] s’envoie bijectivement sur son image
en e´tant sa seule pre´-image, f(v0) se´pare F (w0), F (v
′
k0
) et F (v′2k0) donc est dans
TX . On montre de-meˆme que les k0 ite´re´s de v0 sont dans T
X , ce qui contredit les
hypothe`ses sur v0.
Dans le troisie`me cas, on ite`re encore jusqu’a` se retrouver dans un des cas
pre´ce´dents et comme dans le point 2, on prouve que les D′k := T
Y − Bv′k(w0)
s’envoient sur les D′k+1, on en conclut donc de la meˆme fac¸on que pre´ce´demment
que le cycle de v′0 est de degre´ 2 et que le reveˆtement associe´ posse`de un point
critique fixe.
Fin du the´ore`me 3.15.




0]∪ [v′0, c]. Or on sait que [c′, v0]−{v0} ne contient pas de sommets pe´riodiques
d’apre`s le corollaire 3.20, que [v0, v
′
0]−{v0, v′0} non plus par de´finition de v′0 et que
[v′0, c] car [v
′






Dans tout ce qui suit, les arbres sont suppose´s stables, munis de structures
projectives et les reveˆtements sont suppose´s holomorphes.
4.1 Classes d’isomorphismes d’arbres combina-
toires et partitions
De´finition 4.1 (Isomorphisme d’arbres marque´s). Un isomorphisme d’arbres marque´s
par X est une application d’arbre bijective qui est l’identite´ sur X.
Notons PXv := {Bv(e) ∩X | e ∈ Ev}. Notons PX l’ensemble des partitions de
X.
Lemme 4.2. Pour tout v ∈ IV X , PXv est une partition de X.
On rappelle qu’une partition ne contient pas l’e´le´ment ∅.
De´monstration. En effet, v est relie´ a` tout e´le´ment de X par un chemin car un
arbre est un graphe connexe. Ce chemin est unique car un arbre est sans cycle.
Ces chemins commencent tous par une areˆte de Ev donc on peut associer a` tout
point de X un unique e´le´ment de Ev. Le lemme 1.7 assure que toute branche est
non vide donc tous les Bv(e) sont non vides. 
Soit ψ l’application de´finie de l’ensemble des arbres marque´s par X vers l’en-
semble des partitions de PX qui a` T associe
ψ(T ) = {PXv |v ∈ IV X}.
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Le but de cette partie est de caracte´riser l’image de cette application et de
montrer que celle-ci permet de caracte´riser les classes d’isomorphismes des arbres
combinatoires marque´s par X.
De´finition 4.3 (Ensemble admissible de partitions). Un ensemble P de partitions
est dit admissible s’il ve´rifie les proprie´te´s suivantes :
1. toute partition P ∈ P contient au moins trois e´le´ments distincts,
2. pour toute partition P ∈ P et tout partie B ∈ P , ou bien il existe une
partition P ′ ∈ P contenant X −B, ou bien B = {x} avec x ∈ X,
3. si P1 ∈ P et P2 ∈ P sont deux partitions distinctes, alors P1 ∩ P2 = ∅.
Nous allons de´montrer le the´ore`me suivant :
The´ore`me 4.4. Si T est un arbre combinatoire (stable), alors ψ(T ) est un en-
semble admissible de partitions. Les arbres T et T ′ sont isomorphes si et seule-
ment si ψ(T ) = ψ(T ′). Tout ensemble admissible de partition est l’image d’un arbre
stable.
Corollaire 4.5. L’application ψ induit une bijection entre l’ensemble des classes
d’isomorphisme d’arbres stables et l’ensemble des ensembles admissibles de parti-
tions.
La suite de cette partie se concentre sur la de´monstration de ce the´ore`me.
Le lemme ci-dessous est un outil fondamental qui illustre comment on peut se
servir des branches pour utiliser pleinement la proprie´te´ de stabilite´.
Lemme 4.6. Soit TX un arbre stable. Soit [v, v′, v′′] un chemin de TX . Alors
Bv′(v
′′) ∩X ( Bv(v′) ∩X.
De´monstration. Posons e := {v, v′}. Si x ∈ Bv′(v′′) ∩ X alors e /∈ [v′, x] donc
{v, {v, v′}} ∪ [v′, x] est un chemin reliant v a` x donc x ∈ Bv(v′) ∩X. La stabilite´
assure qu’il existe une troisie`me areˆte {v′, v′′′} sur v′. On a donc de meˆme Bv′(v′′′)∩
X ⊂ Bv(v′) ∩ X. Or par de´finition Bv′(v′′) ∩ X et Bv′(v′′′) ∩ X sont disjoints et
d’apre`s le lemme pre´ce´dent, ce sont des ensembles non vides. On a donc Bv′(v
′′)∩
X ( Bv(v′) ∩X. 
On en de´duit les proprie´te´s suivantes :
Lemme 4.7. Soit TX un arbre stable. Soient v et v′ deux sommets de TX . Soit
e ∈ Ev ∩ [v, v′] et e′ ∈ Ev′ ∩ [v, v′]. Alors, pour toute areˆte e′′ ∈ Ev′ − {e′}, on a
Bv′(e
′′) ∩X ( Bv(e) ∩X.
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De´monstration. Montrons que si [v0, v1, v2] un chemin de T
X , alors
Bv1(v2) ∩X ( Bv0(v1) ∩X.
Posons e := {v0, v1}. Si x ∈ Bv1(v2)∩X alors e /∈ [v1, x] donc {v0, {v0, v1}}∪ [v1, x]
est un chemin reliant v0 a` x donc x ∈ Bv0(v1) ∩X. La stabilite´ assure qu’il existe
une troisie`me areˆte {v1, v3} sur v1. On a donc de meˆme Bv1(v3)∩X ⊂ Bv0(v1)∩X.
Or par de´finition Bv1(v2) ∩ X et Bv1(v3) ∩ X sont disjoints et d’apre`s le lemme
pre´ce´dent, ce sont des ensembles non vides. On a donc Bv1(v2)∩X ( Bv0(v1)∩X.
On de´montre bien le lemme en appliquant un nombre de fois fini ce re´sultat sur
toutes les portions du chemin [v, v′] qui contiennent trois sommets. 
Lemme 4.8. Si T est stable alors ψ(T ) est un ensemble admissible de partitions.
De´monstration. La proprie´te´ 1 est vraie car les arbres sont stables.
Pour la proprie´te´ 2, prenons de tels P ∈ ψ(T ) et B ∈ P . Alors B est associe´ a`
une areˆte e = {v, v′} sur v un sommet interne d’un arbre. Soit v′ est une feuille
x et alors tout e´le´ment de X−{x} est relie´ a` x par un chemin contenant l’areˆte e
donc on est dans le second cas annonce´. Soit v′ est un sommet interne et donc on
est dans le premier cas d’apre`s le cas d’e´galite´ du lemme 4.7.
Pour la proprie´te´ 3, d’apre`s le lemme 4.7, si deux sommets sont distincts, alors
on trouve un chemin les reliant. Soit B un e´le´ment commun a` P1 et P2. Trois
cas se pre´sentent : soit les areˆtes associe´es a` B sont dans ce chemin, soit aucune
d’entre elles, soit une seule d’entre elles. Dans le premier cas, on prend un e´le´ment
B′ ∈ P1 distinct de B (puisque T est stable) et le lemme 4.7 donne B′ ⊂ B, ce
qui est absurde car P1 est une partition. Dans le second cas, le lemme 4.7 donne
B ( (X−B), absurde. Dans le troisie`me cas le lemme 4.7 ame`ne une contradiction.

Prenons un ensemble admissible de partitions P . Posons VT = P ∪X. Posons
ET l’ensemble des {P1, P2} pour tout P1 ∈ P et P2 ∈ P tels qu’on ait Bi ∈ P1 et
B2 ∈ P2 ve´rifiant B1 ∪ B2 = X avec B1 ∩ B2 = ∅ et des {P0, x} ve´rifiant P0 ∈ P
et {x} ∈ P0.
Lemme 4.9. Le graphe T est un arbre et ψ(T ) = P.
De´monstration. Montrons d’abord que T est un arbre.
Affirmation : Soit x ∈ X. Tout sommet v1 ∈ VT−{x} peut eˆtre relie´ au
sommet x de fac¸on unique. De plus si la premie`re areˆte de ce chemin est {P1, P2},
alors x ∈ P1. (Nous montrerons cette affirmation apre`s cette de´monstration, lemme
4.10).
On a donc :
-connexite´ : pour relier deux sommets distincts v et v′, on prend x ∈ X et des
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chemins [v, v1, . . . , vk, x] et [v
′, v′1, . . . , v
′
k′ , x]. On a ne´cessairement vk = vk′ car
il n’y a qu’une seule areˆte reliant x a` un sommet de T . Conside´rons le premier
e´le´ment que ces chemins ont en commun vi = v
′
i′ , on a alors le chemin cherche´ en
conside´rant [v, v1, . . . , vi−1, vi, v′i′ , v
′




-absence de cycles : supposons que l’on a un cycle C = [v1, v2, . . . vk] ∪ {{vk, v1}}.
On trouve par l’affirmation un chemin [v1, v
′
2, . . . , v
′
k′ , x] pour un certain x ∈ X
avec x 6= v1. Soit i le plus grand indice tel que C passe par v′i. Posons alors j tel
que v′i = vj. Alors l’existence de [v1, v2, . . . , vj−1, v
′
i, . . . , v
′
k′ , x] et de
[v1, vk, vk−1, . . . , vj−1, v′i, . . . , v
′
k′ , x] contredit l’unicite´ dans l’affirmation.
-stabilite´ d’apre`s la premie`re proprie´te´ et par construction les feuilles de notre
arbre sont les e´le´ments de X.
Montrons maintenant que l’on a ψ(T ) = P . Soit v1 ∈ VT . Notons P = {p1, . . . , pk}
la partition associe´e aux areˆtes {pi, ?} de v1. La fin de l’affirmation assure que l’on
a B
{pi,?}
v1 ⊆ p1. Or P est une partition donc il y a e´galite´, ce que l’on voulait
de´montrer. 
Montrons l’affirmation.
Lemme 4.10. Soit x ∈ X. Tout sommet v1 ∈ VT−{x} peut eˆtre relie´ au sommet
x de fac¸on unique. De plus si la premie`re areˆte de ce chemin est {P1, P2}, alors
x ∈ P1.
De´monstration. On cherche un chemin [v1, v2, v3, . . . , vk, x].
Si v1 ∈ X alors la troisie`me proprie´te´ donne l’existence d’un sommet v2 tel
que {v1} appartienne a` la partition, ce qui permet de se ramener au cas v1 /∈ X.
Trouvons les vi de fac¸on re´cursive.
Prenons pour hypothe`se de re´currence : on a trouve´ v2, . . . , vi tels que [v1, v2, . . . , vi]
soit un chemin et la partie Bi de X de vi contenant x est inclue dans celle de vi−1
contenant x. Supposons-la vraie pour un certain i ∈ N.
Soit Bi cette partie. Si Bi = {x} alors par construction {vi, {x}} ∈ ET et
donc [v1, v2, . . . , vi, {x}] est le chemin cherche´. Sinon, on trouve vi+1 contenant
X−Bi ∈ VT . Ainsi {vi, vi+1} ∈ ET . Par ailleurs si Bi+1 est la partie de vi+1
contenant x alors Bi+1 et X−Bi sont deux e´le´ments de la partition vi+1 donc on
a bien Bi+1 ⊂ Bi. On a donc bien la proprie´te´ au rang i+ 1.
Notre construction s’arreˆte car les inclusions de Bi sont strictes. Par ailleurs on
a toujours x ∈ Bi. Si vk est le dernier sommet du chemin construit alors vk = x
car sinon la construction ne se serait pas arreˆte´e.
On a bien l’unicite´ de ce chemin car l’hypothe`se Bi+1 ⊂ Bi est ne´cessaire et
induit l’unicite´ des choix des sommets a` chaque e´tape.
Par construction, on a bien la seconde partie de du lemme. 
Nous venons de montrer que l’application ψ est une surjection vers l’ensemble
des ensembles admissibles de partitions.
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De´monstration. (the´ore`me 4.4) Reste a` montrer que cette application passe au
quotient sur les classes d’arbres en une application bijective. Il suffit de montrer que
l’application qui a` une areˆte sur un sommet associe sa branche passe au quotient.
Prenons T et T ′ sont deux arbres dans la meˆme classe, et F la bijection sur
l’ensemble des sommets respectant les areˆtes. Soit v ∈ VT , e ∈ Ev et x ∈ X∩Bv(e).
Alors si [v, v1, . . . , vk, x] est un chemin, [F (v), F (v1), . . . , F (vk), F (x) = x] l’est
aussi donc x est dans BF (v)(F (e)).
Par ailleurs, si deux arbres marque´s ont meˆme image, le nombre de sommets
internes et leur nombre d’areˆtes est le meˆme puisqu’il y a une et une seule partition
associe´e a` chaque sommet interne. Les sommets adjacents aux sommets qui sont des
e´le´ments de X sont de´termine´s par la troisie`me proprie´te´. Ceux qui sont adjacents
a` ces derniers le sont par la deuxie`me proprie´te´ et ainsi de suite on montre que la
structure reliant les sommets les uns aux autres est rigide et que donc ces deux
arbres sont dans la meˆme classe. 
4.2 Classes d’isomorphismes d’arbres de sphe`res
et topologie
De´finition 4.11 (Isomorphisme d’arbres de sphe`res). Un isomorphisme d’arbres
de sphe`res marque´s par X est un reveˆtement d’arbres de sphe`res marque´s de degre´
1 qui est l’identite´ sur X.
Notons qu’alors l’application d’arbres combinatoires associe´e est un isomor-
phisme d’arbres combinatoires.
On de´finit sur l’ensemble TX des arbres de sphe`res marque´s par X une relation
d’e´quivalence donne´e par : T ∼ T ′ si et seulement s’il existe un isomorphisme
M : T → T ′ d’arbres de sphe`res marque´s par X. Notons qu’alors pour tout
v ∈ IVT , mv : Sv → SM(v) est un isomorphisme et aM(v) = mv ◦ av. On notera
parfois T ∼M T ′.
On notera TX l’ensemble des arbres de sphe`res marque´s par X. On appelle
l’espace des modules des arbres de sphe`res marque´s par X et note ModX l’en-
semble TX quotiente´ par cette relation d’e´quivalence. Remarquons que ModX est
l’ensemble des classes d’isomorphismes de sphe`res marque´es.
Remarque 4.12. La classe d’isomorphisme d’un arbre de sphe`res posse´dant un
unique sommet interne v marque´ par X est de´termine´e par l’e´le´ment [av] ∈ ModX .
On confondra ModX et ModX .
Rappel. L’espace des modules ModX des sphe`res a` points marque´s par X est
l’ensemble des injections de X dans Smodulo post-composition par une application
de Moebius. Il est muni d’une structure de varie´te´ quasi-projective. En effet, si
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l’on choisit trois points distincts de X, on peut associer a` tout e´le´ment de ModX
l’ensemble des birapports de ces derniers avec les e´le´ments de X restants et cela
ne de´pend pas des repre´sentants choisis.
Cette me´thode fait jouer un roˆle particulier aux trois points choisis initialement.
Une manie`re d’e´viter cela est de conside´rer QuadX l’ensembles des quadruplets
d’e´le´ments distincts de X et de conside´rer le plongement :
B : Mod(X)→ SQuadX
qui a tout [i] ∈ Mod(X) associe la collection des birapports
[i(x1), i(x2), i(x3), i(x4)](x1,x2,x3,x4)∈QuadX .
C’est cette approche que nous allons suivre pour donner a` ModX une structure
de varie´te´ projective.
Notons TripX l’ensembles des triplets d’e´le´ments distincts de X. Conside´rons un
arbre combinatoire T marque´ par X. Prenons t := (x0, x1, x∞) ∈ TripX. D’apre`s
le lemme 2.4, les sommets x0, x1 et x∞ sont se´pare´s par un unique sommet v. On
parle de sommet se´parant le triplet t ou on dira par abus que le triplet est se´pare´
par ce sommet.
Par ailleurs, si T est l’arbre combinatoire d’un arbre de sphe`res T , l’application
av donne des images distinctes aux e´le´ments de t. Il existe alors une unique carte
projective σt : Sv → S ve´rifiant σt ◦ av(x0) = 0, σt ◦ av(x1) = 1 et σt ◦ av(x∞) =∞.
De´finition 4.13 (t-cartes). L’application σt est appelle´e la t-carte de T . L’appli-
cation
αt := σt ◦ av : X → S
est appele´e le marquage de la t-carte de T .
Le lemme suivant justifie que l’on puisse parler de t-carte d’une classe d’iso-
morphisme d’arbre de sphe`res, que l’on note aussi par abus αt.
Lemme 4.14. Si T ∼ T ′ alors pour tout t ∈ TripX on a αt = α′t.
De´monstration. Supposons que T ∼M T ′. Soit v ∈ V et v′ ∈ V ′ les sommets
associe´s au triplet t. Alors M envoie les branches sur v sur des branches de M(v)
(corollaire 1.32 ; or c’est l’identite´ sur X donc v′ := M(v) se´pare les e´le´ments de t.
Soit σt : Sv → Cˆ ve´rifiant σt ◦ av(x?) = ? et σ′t : Sv′ → Cˆ l’e´quivalent pour v′.
Comme σ′t ◦mv ◦ σ−1t fixe trois points c’est l’identite´. Pour tout x ∈ X, on a alors
σt ◦ av(x) = σ′t ◦mv ◦ σ−1t ◦ σt ◦ av(x) = σ′t ◦ av(x).

Rappelons que QuadX est l’ensemble des quadruplets d’e´le´ments distincts de
X.
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De´finition 4.15 (Topologie). On de´finit l’application suivante :
B : ModX → SQuadX
qui a tout [T ] ∈ModX associe la collection des (αt(x))(t,x)∈QuadX.
L’application B de´finit une topologie sur ModX . Le lemme suivant implique
que cette topologie est se´pare´e.
Lemme 4.16. L’application B est injective.
De´monstration. Soit T un arbre de sphe`res marque´ par X. Pour t ∈ TripX
fixe´, la donne´e des αt(x) permet de reconstruire l’application av lorsque t de´finit
le sommet v de T . Comme les arbres sont stables, pour tout sommet v ∈ VX on
a card(Ev) ≥ 3 et on peut donc toujours trouver e´le´ment de TripX se´pare´ par v.
Ainsi, le the´ore`me 4.4 assure que la classe de T est de´termine´e de fac¸on unique. 
Corollaire 4.17. L’application B est un home´omorphisme sur son image qui
munit donc ModX d’une structure de varie´te´ quasi-projective lisse qui est la meˆme
que celle de ModX (via l’identification).
De´monstration. En effet ModX et SQuadX sont des espaces lisses et la restriction
de B a` ModX est alge´brique. 
Commenc¸ons par nous assurer que cette topologie est bien compatible avec celle
que nous avons introduite au chapitre 3.
Lemme 4.18. Soient (An) et (A′n) deux suites de sphe`res marque´es par X et
soient T et T ′ deux arbres de sphe`res marque´s par X.
1. (passage au quotient)
– Si T ∼ T ′, alors An → T ⇐⇒ An → T ′.
– Si An ∼ A′n′, alors An → T ⇐⇒ A′n → T .
2. (unicite´ de la limite) Si An → T et An → T ′, alors T ∼ T ′.
De´monstration. SiAn →φn T et T ′ ∼M T alorsAn →φ′n T ′ avec φn,v = mv ◦ φ′n,v.
Par ailleurs siAn ∼M A′n →φ′n T alorsAn →φ′n◦M T ce qui conclut la de´monstration
du point 1.
Pour le point 2, supposons que An →φn T et An →φ′n T ′. Pour tout sommet
interne v de T , on a φ′−1n,v ◦ φn,v → mv un isomorphisme. En effet, si on prends
un t ∈ TripX se´pare´ par v, alors σ′t ◦ φ′−1n,v ◦ φn,v ◦ σ−1t est une transformation de
moebius qui fixe 0, 1 et ∞ et donc c’est l’identite´. Ainsi φ′−1n,v ◦ φn,v → σ′−1t ◦ σt qui
est bien un isomorphisme. 
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Lemme 4.19. L’application B de´finit la meˆme notion de convergence que celle
des arbres de sphe`res sur ModX , c’est a` dire :
An → T si et seulement si B([An])→B([T ]).
De´monstration. Le lemme 4.18 assure que ces deux formulations sont e´quivalentes.
Supposons que An −→
φn
T . Soit t ∈ TripX. Soit x ∈ X n’apparaissant pas dans t.
Soit σn,t la t-carte de An. Soit φt la t-carte de T . Soit v le sommet de T de´fini par
t. Alors mn := σt ◦ φ−1n,v ◦ σn,t (cf diagramme ci-dessous) est une transformation de
Moebius qui fixe 0, 1 et ∞ donc mn est l’identite´.
X
an //











σn,t ◦ an(x) = mn ◦ σn,t ◦ an(x) = σv ◦ φn,v ◦ an(x)→ σt ◦ av(x).
Ainsi αn,t → αt donc B([An])→ B([T ]).
Si par ailleurs B([An])→ B([T ]), pour tout sommet interne v de T notons tv
un triplet de´finissant v et σn,tv la tv-carte de An. Posons φn,v := σ−1n,tv ◦ σtv . On
ve´rifie alors bien que φn,v ◦ an → av. 
Remarque 4.20 (Convergence d’arbres stables). Soit (Tn)n une suite d’arbres marque´s
par X. Pour tout t ∈ TripY on note vn,t le sommet de T Yn se´parant t.
Soit T ∈ModX . Par de´finition de B on de´duit que la suite (Tn)n converge vers
T si
∀t ∈ TripX,∃φXn,vn,t ∈ Aut(Svn,t ,Sv), φXn,vn,t ◦ an,vn,t → av.
Notation. On notera φXn,t := φ
X
n,vn,t .
4.3 Compacite´, varie´te´ projective
Dans cette partie nous de´montrons le the´ore`me suivant :
The´ore`me 4.21. L’espace ModX est l’adhe´rence de ModX (dans SQuadX), c’est
a` dire :
B(ModX) = Ad(B(ModX)).
Ce re´sultat sera montre´ par double inclusion (lemmes 4.23 et 4.26). On en de´duit
le corollaire suivant :
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Corollaire 4.22. L’espace topologique ModX est compact, c’est l’adhe´rence de
ModX .
De´monstration. En effet, B(ModX) est un ferme´ dans un compact donc est
compact. 
Cette compactification correspond a` celle de Deligne-Mumford (cf [DM]), ceci
peut eˆtre vu dans [B] par exemple. Par la suite on fera l’abus de dire qu’il s’agit
de la compactification de Deligne-Mumford. Il est connu que B(ModX) est une
sous-varie´te´ projective lisse donc est muni ici d’une structure de varie´te´ projective
lisse (ce qui n’est pas utilise´ dans la suite).
Lemme 4.23. L’ensemble ModX est dense dans ModX . En particulier on a
B(ModX) ⊆ Ad(B(ModX)).
Pour de´montrer ceci, nous utilisons la notion d’enveloppe convexe :
De´finition 4.24 (Enveloppe convexe). Pour tout arbre combinatoire T et tout
ensemble de sommet V ′ ⊂ T , l’enveloppe convexe de V ′ est le sous arbre constitue´
par les chemins reliant les e´le´ments de V ′.
Notons qu’alors c’est le plus petit sous-arbre de T contenant V ′ (enveloppe
connexe).
De´monstration. Graˆce au lemme 4.19, les deux formulations sont bien e´quivalentes :
il suffit donc de montrer que tout arbre de sphe`res marque´ par X est limite de
sphe`res marque´es par X. Posons X = {x1, x2, . . . , xn0}. Soit 3 ≤ k ≤ n0. Notons
Xk := {x1, . . . , xk} et Convk l’ensemble des sommets de valence supe´rieure a` 3 de
l’enveloppe convexe de Xk dans T . Montrons par re´currence sur k que l’on peut
trouver une suite de sphe`res (An)n marque´es par Xk et pour tout sommet interne
v ∈ Convk une suite d’isomorphismes φn,v : Sn → Sv tels que φn,v ◦ an → av.
Si k = 3, Convk est constitue´ d’un unique sommet v. Prenons pour tout n ∈ N
une sphe`re munie d’une structure complexe Sn et une quelconque injection an :
Xk → Sn. Comme Xk n’a que trois e´le´ments, il existe un unique isomorphisme
φn,v : Sn → Sv tel que φn,v ◦an et av sont e´gaux sur Xk. On a alors bien φn,v ◦an →
av.
Supposons que la proprie´te´ soit vraie pour un certain k avec 3 ≤ k < n0. Notons
(Sn)n et (φn,v)n∈N,v∈Convk les suites donne´es par l’hypothe`se de re´currence. Soit v0
le sommet de Convk+1 le plus proche de xk+1 (au sens du nombre de sommets dans
[v0, xk+1]).
































Comme φn,v ◦ an → av et que Bv0(xk+1) ∩ Xk = ∅, U n’a qu’un nombre fini
d’e´le´ments dans un voisinage suffisamment petit de av0(xk+1). On peut donc trou-
ver une suite (cn)n d’e´le´ments de Sv0−U tels que cn → av0(xk+1). On pose a′n :
Xk+1 → Sn e´gal a` an sur Xk et tel que a′n(xk+1) := cn. Comme cn /∈ U , an est une
injection et on a par ailleurs φn,v ◦ a′n(xk+1)→ av(xk+1). Par ailleurs le lemme 3.2
nous assure que pour tout autre sommet de Convk on a φn,v ◦a′n(xk+1)→ av(xk+1).
Si v0 /∈ Convk, alors v0 se trouve sur un chemin entre deux sphe`res ou bien il
existe une feuille x ∈ Xk telle que x et v0 soient adjacentes.
Dans le premier cas, prenons ces deux sphe`res v1 ∈ B1, v2 ∈ B2 de Convk
ou` B1 et B2 sont deux branches sur v0 (cf Figure 4.1). Posons X
i = Bi ∩ Xk.
On sait que v1 est sur un chemin [z1, z
′
1] avec z1, z
′
1 ∈ X1 et que v2 est sur un
chemin [z2, z
′
2]. On de´finit les triplets t1 := (z1, z
′
1, z2) de´finissant la sphe`re v1 et
t2 := (z2, z
′
2, z1) de´finissant la sphe`re v2. Rappelons que σt? est la t?-carte de T . Si






σt1 ◦ φn,v1 ◦ an(Xk),
et xn =
√
λn + ε avec ε ∈ C inde´pendant de n et choisi tel que (xn)n e´vite U1. On
de´finit an(xk+1) := φ
−1
n,v1
◦σ−1t1 (xn). (Par de´finition, on a φn,v1◦an(xk+1)→ av2(xk+1)
et Mn(xn) = λn/(
√
λn + ε)→∞, on a aussi φn,v2 ◦ an(xk+1)→ av2(xk+1).)
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Soit φn,v0 : Sn → Sv0 l’unique isomorphisme tel que
φn,v0(an(z1)) = av0(z1), φn,v0(an(z2)) = av0(z2) et φn,v0(an(x)) = av0(x).
Soit t := (z1, x, z2) et σt la t-carte de T . Posons Nn := σt0 ◦ φn,v0 ◦ φ−1n,v1 ◦ σ−1t1 . On
remarque que ∀z ∈ Cˆ, Nn(z) = z/(xn). Comme pour tout x ∈ X1, σt1 ◦φn,v1 ◦an(x)
tend vers une limite fini, on a
σt = φn,v0(an(x)) = Nn(σt1 ◦ φn,v1 ◦ an(x))→ 0 = σt ◦ av0(x).
Par un raisonnement similaire sur v2, on montre que pour tout x ∈ X2 on a bien
aussi φn,v0 ◦ an(x)→ av0(x). Alors pour tout v ∈ Convk, d’apre`s le lemme 3.2, on
a bien φn,v ◦ a′n(xk+1)→ av(xk+1).
Dans le cas ou` il existe une feuille x ∈ Xk telle que x et v0 soient adjacentes,
alors v0 est adjacent a` un unique sommet interne v1 de Convk et se´pare les sommets
x, v0 et v1. On de´finit an(xk+1) comme e´tant une suite telle que φn,v1 ◦ an(xk+1)→
φn,v1(xk) et an|Xk+1 reste injective. On ve´rifie alors comme pre´ce´demment que l’on
a bien ce que l’on cherchait en prenant φn,v0 l’unique isomorphisme qui envoie les
points d’attache des branches contenant x, xk et x
′ de Sn sur ceux que Sv. 
Remarque 4.25. Ce lemme peut se de´montrer en faisant des recollements de sphe`res
prive´es d’un nombre fini de points. Cette me´thode est appele´e le ”plumbing” (plom-
berie). Nous utilisons ce point de vue par exemple dans la de´monstration de la
proposition 5.14.
Lemme 4.26. L’ensemble B(ModX) est un ferme´ et
Ad(B(ModX)) ⊆ B(ModX).
De´monstration.
Soit (Tn)n une suite quelconque de sphe`res marque´es par X. Pout tout t ∈
TripX,on note σn,t la t-carte de Tn, on a alors σt,n◦an,t converge vers une application
que l’on note at : X → Cˆ.
Chaque at de´finit une partition Pt de X constitue´e des classes de la relation
d’e´quivalence x ∼ x′ si et seulement si at(x) = at(x′). Montrons que l’ensemble P
des Pt pour t ∈ TripX forme un ensemble admissible de partitions.
-Proprie´te´ 1. Les images des e´le´ments de t sont distinctes donc Pt contient au
moins trois e´le´ments.
-Proprie´te´ 2. Soit Pt ∈ P et B ∈ Pt. Par de´finition, pour tout e´le´ment x /∈ B,
on a at(x) /∈ at(B) = {?}. Soit t0 un triplet de points ayant au moins deux
e´le´ments de X−B. D’apre`s le lemme 3.2, la sphe`re Pt0 a un ensemble B0 contenant
X −B. Si B0 = X−B on a ce que l’on cherchait. Sinon B0 ∩B 6= ∅. On conside`re
alors un autre triplet t1 ∈ (X−B)× (B0 ∩B)×B qui contient aussi une areˆte B1
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contenant X−B mais telle que card(B1) < card(B0). On continue jusqu’a` ce que
l’on ait card(Bi) = card(X−B).
-Proprie´te´ 3. Notons d’abord que si t est un triplet d’e´le´ments de x dans des
parties distinctes de Pt′ alors on a Pt = Pt′ . Soit t1 et t2 tels qu’on ait B ∈ Pt1 ∩Pt2
est non vide. Supposons par l’absurde que Pt1 6= Pt2 mais B ∈ Pt1 ∩ Pt2 . On peut
alors trouver x1, x2 ∈ B2 ∈ Pt2 tels que x1 et x2 sont dans des e´le´ments distincts
de Pt1 . Comme Pt2 a au moins trois e´le´ments on prendx3 /∈ B2.Soit xB ∈ B.
notons t′2 := (x1, x3, xB) et t
′
1 = (x1, x2, x3). D’apre`s la remarque qui pre´ce`de on
a Pt1 = Pt′1 et Pt2 = Pt′2 . D’apre`s le lemme 3.2, comme an,t′2(x1) et an,t′2(x2) ont
meˆme limite, an,t′1(x3) et an,t′1(x4) aussi. Comme x4 ∈ B on a donc x3 ∈ B ce qui
est absurde.
D’apre`s le corollaire 4.5, l’ensemble P de´termine un unique arbre combinatoire
a` isomorphisme pre`s et a` chacun de ses sommets, la partition associe´e correspond
a` la partition associe´e a` un at. Fixons un arbre combinatoire T dans cette classe
d’isomorphisme et pour chacun de ses sommets interne v un triplet vt telle que la
partition de atv corresponde a` la partition de v. Posons φn,v = an,tv et Sv = S pour
tout v ∈ IV . T muni des sphe`res Sv et des av := atv est un arbre de sphe`res T et





5.1 Isomorphismes de reveˆtements d’arbres
De´finition 5.1 (Reveˆtements isomorphes). On appelle isomorphisme entre les
reveˆtements d’arbres de sphe`res F1 : T Y1 → T Z1 et F2 : T Y2 → T Z2 une paire
d’isomorphisme d’arbres de sphe`res (MY ,MZ) tels que :
– T Y1 ∼MY T Y2 et T Z1 ∼MZ T Z2 ;
– pour tous sommets v1 ∈ T Y1 , v2 := MY (v1) ∈ T Y2 , w1 := F 1(v1) ∈ TZ1 et
w2 := F








mZw1 // Sw2 .
On note alors F1 ∼ F2 ou F1 ∼(MY ,MZ) F2. Comme MY et MZ sont inver-
sibles, c’est une relation d’e´quivalence. Les classes d’e´quivalence de cette relation
sont appele´es classes d’isomorphismes de reveˆtements d’arbre de sphe`res.
Notons que deux reveˆtement d’arbres de sphe`res isomorphes ont meˆme degre´.
Ainsi on appelle degre´ d’une classe d’isomorphisme de reveˆtements d’arbres de
sphe`res le degre´ d’un de ses repre´sentants. De meˆme, tous les reveˆtements dans
une meˆme classe ont le meˆme portrait, on peut donc de´finir le portrait d’une classe
comme e´tant celui d’un de ses repre´sentants.
Notation. On notera RevF l’ensemble des reveˆtements d’arbres de sphe`res F
de portrait F = (F |Y , deg|Y ) et RevF ceux entre deux arbres qui de plus ne
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comportent chacun qu’un seul sommet interne (on parle alors respectivement de
reveˆtements d’arbres de sphe`res marque´s par F et de reveˆtements de sphe`res
marque´es par F). On notera revF le quotient de RevF par cette relation d’e´quivalence
et revF celui de RevF.
5.2 Reveˆtements marque´s, topologie
Rappelons que TX de´signe l’ensemble des arbres de sphe`res marque´s par X.
De´finissons
I : RevF → TY × TZ
qui a` F : T Y → T Z associe (T Y , T Z). Le but de ce qui suit est de de´montrer la
proposition suivante par re´currence sur le cardinal de Y .
Proposition 5.2. L’application I : RevF → TY × TZ est injective.
Cette proposition repose sur un lemme bien connu :
Lemme 5.3. Deux applications de la sphe`re de Riemann dans elle meˆme telles que
les pre´-images de trois points distincts co¨ıncident (avec multiplicite´) sont e´gales.
Montrons le lemme suivant :
Lemme 5.4. Tout arbre stable qui posse`de un sommet interne en a un qui n’est
relie´ qu’avec au plus un seul sommet interne.
De´monstration. En effet, prenons une feuille. Prenons un chemin partant de
cette feuille ayant un nombre maximal d’areˆtes (le nombre de sommet e´tant fini,
celui d’areˆte l’est aussi). Si ce chemin est vide c’est que l’arbre n’est constitue´ que
d’un sommet, ce qui est exclu. De meˆme le cas ou` l’arbre n’a que deux sommets
est exclu. Supposons que nous ne sommes pas dans ces cas.
Dans ce cas, le chemin est de la forme
C = [v1, v2, . . . , vk−1, vk].
avec vk−1 6= v1. Notons que vk est ne´cessairement une feuille car sinon, il posse´derait
une areˆte vers un autre sommet permettant de prolonger le chemin (le sommet
au bout de cette areˆte n’apparait pas dans le chemin sinon on aurait un cycle).
Si vk−1 ne ve´rifie pas la proprie´te´ voulue alors vk−1 a une areˆte vers un autre
sommet interne v′k qui n’apparaˆıt pas dans le chemin (sinon on aurait un cycle).
Celui-ci e´tant un sommet interne a aussi une autre areˆte vers un sommet v′k+1
n’apparaissant pas dans le chemin. C ′ = [v1, v2, . . . , vk−1, v′k, v
′
k+1]. serait un chemin
plus long que C. Ce qui serait absurde. Ainsi vk−1 ve´rifie la proprie´te´ voulue. 
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De´monstration. (Proposition 5.2) Comme annonce´, faisons un raisonnement
par re´currence sur le cardinal de Y .
Commenc¸ons par le cas card(Y ) = 3. Soit F ∈ RevF avec F : T Y → T Z ,
montrons que F est de´termine´ de fac¸on unique par I(F). Si Y a seulement trois
e´le´ments alors T Y a un seul sommet interne v. Alors TZ n’a aussi qu’un seul
sommet interne v′ qui est l’image de v. L’application d’arbre combinatoire est donc
bien uniquement de´termine´e. Par ailleurs comme Z a trois e´le´ments et comme l’on
connait toutes leurs pre´-images, on connait les pre´-images de trois points d’attaches
de trois areˆtes sur Sv′ par fv et donc fv est aussi de´termine´ de fac¸on unique.
Soit Y ′ un ensemble de cardinal n > 3. Supposons que I soit injective pour tout
ensemble Y ve´rifiant card(Y ) < n. Montrons que c’est aussi le cas pour Y = Y ′.
Soit F : T Y → T Z dans RevF. Supposons que l’on connait (T Y , T Z) et montrons
que F est alors de´termine´ de fac¸on unique.
Si T Y n’a qu’un seul sommet interne alors on raisonne comme pour l’initiali-
sation. On suppose de´sormais que ce n’est pas le cas. D’apre`s le lemme 5.4, T Y
posse`de un sommet interne w0 qui n’est adjacent qu’a` un seul sommet interne.
Soient y une feuille adjacente a` w (elle existe car T Y est stable). L’image de w0 est
ne´cessairement adjacente a` z := F (y) qui est une feuille, v := F (w0) est de´termine´e
de fac¸on unique. Comme il y a plusieurs sommets internes, v est aussi adjacent a`
un sommet sommet interne v′. Les pre´-images de v sont adjacentes a` celle des z.
De meˆme celles de v′ sont tous les sommets internes (sinon v′ serait une feuille)
adjacents a` v. Ainsi les pre´-images de v et v′ sont de´termine´es de fac¸on unique.
Supposons maintenant que w soit une pre´-image quelconque de v. Comme TZ
est stable v est adjacent a` un certain z′′ ∈ Z−{z}. Donc on connait les pre´-images
de deux de ses points par fw. Posons e := {v, v′}. Comme on connait les pre´-images
de v′ et de v, les pre´-images par fw du point d’attache de e sur v sont les points
d’attache sur w des areˆtes de w reliant w a` des sommets internes. Comme on
connait la pre´-image de trois points distincts de v par fw, alors fw est de´termine´
de fac¸on unique.
Nous avons de´termine´ la pre´-image par F de B := Bv′(e). Posons T
′′ := V Z−B
et T ′ := T Y−F−1(B) = F−1(T ′′). Montrons que F |T ′ est de´termine´e de fac¸on
unique. Graˆce aux lemmes 1.13 et 1.29, on construit un reveˆtement d’arbres de
sphe`res F : T ′ → T ′′. Les feuilles de T ′ qui ne sont pas des feuilles de T Y sont alors
les e´le´ments de F−1(v) et sur les sommets internes de v ∈ T ′ on a F (v) = F (v) et
f v = fv. Or T
′ est un arbre marque´ par des e´le´ments de Y et des pre´-images de v
donc on connait le portrait de F |T ′ . De plus card(B ∩ Z) ≥ 2 et les e´le´ments de




a au maximum card(Z) − 1
feuilles et T
′
a au maximum n− 1 feuilles. L’hypothe`se de re´currence assure donc
que F |T ′ (et donc F |T ′) est de´termine´e de fac¸on unique.
Ainsi F est de´termine´ par I(F) de fac¸on unique sur F−1(B) et toutes les
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composantes connexes de son comple´mentaire. 
L’application I passe naturellement au quotient en une application injective
[I] : revF →ModY ×ModZ .
Notons pi1 la projection sur la premie`re coordonne´e.
De´finition 5.5 (Topologie). On de´finit l’application
I : revF →ModY en posant I := pi1 ◦ [I]
Proposition 5.6. L’application I : revF →ModY est injective.
De´monstration. Prenons F : T Y → T Z un reveˆtement d’arbre de sphe`re. Soit v0
un sommet donne´ par le lemme 5.4. Pose v′0 son image. Soit V0 les feuilles adjacentes
a` v0. Le portrait (F, deg) permet alors de de´terminer les images des e´le´ments de V0
qui doivent tous eˆtre adjacents a` v′0. Les autres pre´-images de v0 sont adjacentes
aux e´le´ments de F−1 ◦ F(V0). Comme nous l’avons fait dans la de´monstration
pre´ce´dente, les lemmes lemmes 1.13 et 1.29 permettent alors de retrouver les autres
sommets de l’arbre TZ et l’application F a` partir de T Y −F−1(v′0) par re´currence
sur le nombre de sommets de T Y .
Ainsi, il est possible de reconstruire a` partir de T Y l’arbre combinatoire TZ
ainsi que l’application d’arbre combinatoire. Montrons que les points d’attache
des areˆtes de TZ sur les sommets de T Z sont bien de´finis a` post-composition par
automorphisme pre`s. Pour cela il suffit de montrer que pour chaque sommet interne
de TZ , les points d’attache de toutes les areˆtes sur ce sommet sont de´termine´es
par la connaissance de seulement trois quelconques d’entre elles.
Pour chaque sommet interne v de TZ , on suppose que l’on connait les points
d’attaches z0, z1 et z∞ de trois areˆtes e0, e1, e∞ distinctes sur v. Pour toute pre´-
image w de v, on sait qu’il existe un unique reveˆtement holomorphe fw : Sw → Sv
qui envoient les pre´-images de l’areˆte e0 (resp. e1, e∞) sur z0 (resp. z1, z∞). Si e est




On de´finit une topologie sur l’ensemble des classes d’isomorphismes des reveˆtements
d’arbres de sphe`res graˆce a` I. Ve´rifions que cette topologie est compatible avec ce
qui a e´te´ fait dans ce qui pre´ce`de.
Lemme 5.7. Soient (fn) et (f
′
n) deux suites de sphe`res marque´es par F et soient
F et F ′ deux arbres de sphe`res marque´s par X.
1. (passage au quotient)
– Si F ∼ F ′, alors fn → F ⇐⇒ fn → F ′.
62
– Si fn ∼ f ′n, alors fn → F ⇐⇒ f ′n → F .
2. (unicite´ de la limite) Si fn → F et fn → F ′, alors F ∼ F ′.









F ′ avec ψ?n,v := M?v ◦ φ?n,v.





F alors f ′n −→
(MY ◦φYn ,MY ◦φZn )
F .
On peut donc passer cette notion de convergence au quotient.









F ∼(MY ,MZ) F ′ avec m?v := lim
n→∞
ψ?n,v ◦ (φ?n,v)−1.




n,v ◦ (φ?n,v)−1)? ◦a?n,v tend vers a′?v sur Y qui contient
au moins trois points donc mv est bien un isomorphisme. 
Corollaire 5.8. La notion de convergence de´finie sur RevF implique celle donne´e
par la topologie provenant de I :
si fn → F alors I([fn])→I([F ]).
De´monstration. En effet, si (fn : AYn → AZn ) → (F : T Y → T Z), alors par
de´finition on a AYn → T Y , c’est a` dire I(fn)→ I(F) donc par passage au quotient
I([fn])→I([F ]). 
Nous de´montrerons la re´ciproque dans la partie suivante.
5.3 Compacite´
Le but de cette partie est de montrer le re´sultat suivant :
The´ore`me 5.9. L’espace topologique revF est l’adhe´rence de revF :
I(revF) = Ad(I(revF)).
Ainsi l’espace revF est un espace compact qui s’injecte dans un produit de P1.
Plus particulie`rement nous allons montrer que l’application I est un home´omorphisme
sur son image et que revF est un ouvert dense de revF. Ce re´sultat sera montre´
par double inclusions (propositions 5.14 et 5.13).
Commenc¸ons par remarquer un re´sultat fondamental :
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Lemme 5.10. Soit (fn : S→ S)n suite de fractions rationnelles de meˆme degre´s.
Alors, il existe une suite extraite (fnk)nk et une suite de transformations de moe-
bius (Mnk)nk telle que (Mnk ◦ fnk)nk converge vers une fraction rationnelle f non
constante uniforme´ment en dehors d’un nombre fini de points.
De´monstration. Posons x0 =∞. On extrait afin d’avoirXn := f−1n (fn(x0))→ X
avec multiplicite´s. Soit y0 ∈ C−X. On extrait afin d’avoir Yn := f−1n (fn(y0))→ Y
avec multiplicite´s. Soit z0 ∈ C−X ∩ Y . De nouveau, on extrait afin d’avoir Zn :=
f−1n (fn(y0))→ Z.
Par construction, pour tout n on peut trouver une transformation de Moebius
ve´rifiant :
Mn ◦ fn(x0) =∞, Mn ◦ fn(y0) = 0, Mn ◦ fn(z0) = 1.
On a alors









Cette suite de fraction converge uniforme´ment vers une fraction non constante
en dehors d’un nombre finis de points qui correspondent aux ze´ros communs de∏
x∈X(w − x)mx et
∏
y∈Y (w − y)my . 
Proposition 5.11. Soit (Fn)n une suite dans RevF,X . Si (I([Fn]))n converge dans
SQuadY alors (Fn)n converge vers un reveˆtement d’arbres de sphe`res F .
De´monstration. Soit (Fn : T Yn → T Zn )n une suite d’e´le´ment de RevF telle que
([I](Fn))n converge dans TY. Supposons que T Yn →φYn T Y .
Posons σZn : SZn → S des isomorphisme quelconques. Pour tout sommet interne
v de T Y , on pose f˜n,v := (σZn )−1 ◦ fn ◦φYn,v. Par le lemme 5.10, quitte a` extraire on
trouve une suite d’isomorphismes (Mn,v : S→ S)n telles que (Mn,v ◦ f˜n,v)n converge
uniforme´ment en dehors d’un nombre fini de points vers un morphisme f˜v : Sv → S
holomorphe non constant. On pose
– σZn,v := Mn,v ◦ σZn ;
– a˜v = lim σ
Z
n,v ◦ aZn ;
– Yv = av(Y ) et Z˜v = a˜v(Z).





















Lemme. Soit γz le bord d’un petit disque autour de z ∈ Z˜v. Soit y ∈ Yv tel que
f˜v(y) = z. Alors il existe γy entourant y tel que f˜v(γy) = γz et f˜n,v(γy)→ γz.
De´monstration. En effet, si γz est suffisamment petit, f˜
−1
v (γz) est aussi un lacet
γy qui est le bord d’un disque contenant y et aucun autre e´le´ment de Yv. Comme
sur Sv−Yv, il y a convergence uniforme, on en de´duit bien que f˜n,v(γy)→ γz. 
Lemme. Pour tout v ∈ IV Y , on a cardZ˜v ≥ 3.
De´monstration. Prenons des disques autour des Z˜v. Supposons n assez grand
pour que les f˜n,v(Y ) soient dans ces disques. Notons DZ l’ensemble S prive´ de
ces disques et DY := f
−1
v (DZ). La formule de Riemann-Hurwitz donne −3 ≥
χ(DY ) = deg(fv)χ(DZ) car Sv a au moins trois areˆtes et DY n’a pas de points




















Ainsi carda˜v(Z) ≥ 3. Soit tv un triplet de points de Z qui ont des images
distinctes deux a` deux par a˜v. Soit v
′ l’unique sommet de TZ de´finit par tv. Comme
sur le diagramme ci-dessus on note σn,v′ := φ
Z
n,v′ ◦ σ−1n,v. Par le choix de tv, on sait
que σn,v′ converge vers un isomorphisme σv′ . Ainsi σn,v′ ◦ f˜n,v → σv′ ◦ f˜v := fv
localement uniforme´ment en dehors d’un nombre fini de points et deg(fv) ≥ 1.
On a donc fn,v := φ
Z
n,v′ ◦ fn ◦ (φYn,v)−1 → fv localement uniforme´ment en dehors
d’un nombre fini de points et deg(fv) ≥ 1.
Lemme. L’application F : V Y → V Z qui a` v de´fini par t associe le sommet de´fini
par tv se prolonge en une application d’arbre.
De´monstration. Soient v1 et v2 deux sommets adjacents dans T
Y relie´s par
une areˆte e et v′1 et v
′
2 leurs images respectives. Soit D1 (reps. D2) un disque
topologique de bord C1 (resp. C2) voisinage de ev1 (reps. ev2) ne contenant que ce
point d’attache d’areˆte. Notons An := (φ
Y
n,v1
)−1(D1) ∩ (φYn,v2)−1(D2) ⊂ Sn, notons
C ′? := fv?(C?) et A
′
n := fn(An). On suppose de´sormais n suffisamment grand pour
que An soit un anneau et ne contienne aucun point d’attache d’areˆtes. Ainsi A
′
n
ne contient non plus aucun point d’attache d’areˆtes. Comme les points critiques
de fn sont des points d’attache d’areˆtes, An ne contient pas de points critiques et
A′n est aussi un anneau.
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?) → C ′?,
le lemme 3.2 permet de conclure que φZn,v′(A
′
n) a pour limite Sv′ prive´ des points





pas de points d’attache d’areˆte, Sv′ n’a que deux points d’attache d’areˆtes et donc
ceci contredit la stabilite´ de TZ . Ainsi F envoie deux sommets adjacents sur deux
sommets adjacents. 
En particulier nous avons vu que l’image du point d’attache de e sur v? est le
point d’attache de F (e) sur v′? qui n’est autre que fv?(ev?).
Lemme. L’application F : T Y → T Z de´finie par F et les fv est un reveˆtement
d’arbre de sphe`res.
De´monstration. Soit v′1 := F (v1) avec v1 ∈ IV Y . Soit e′ := {v′1, v′2} une areˆte
de TZ . Soit C ′1 (resp. C
′





contenant un seul point d’attache sur v′1 (resp. sur v
′







2) et supposons n assez grand pour que ce soit un anneau.




n). Par la formule de Riemann-Hurwitz





dant An et D1,n le disque borde´ par C1,n contenant An. On suppose n assez grand
pour que la partition de an(Y ) (resp. an(Z)) donne´e par les deux composantes
connexes de Sn−An (resp. Sn−A′n) est constante.
Soient z2 ∈ Z ∩ Bv′1(F (e)) et z1 ∈ Z ∩ Bv′2(F (e)). Alors an(z1) et an(z2) sont
respectivement dans chacune des deux composantes connexes de Sn−A′n. Quitte
a` choisir une carte projective σn telle que σn ◦ an(z1) = 0 et σn ◦ an(z2) = ∞, on
peut supposer que Sn = S et que an(z1) = 0 et an(z2) =∞.
Notons
n0 := card{y ∈ Y ∩D1,n | fn(y) = 0}
et
n∞ := card{y ∈ Y ∩D1,n | fn(y) =∞}.
Le degre´ local de fv1 en iv1(e) est le meˆme que celui de de fv1 sur C1,n qui est aussi
celui de fn sur (φ
Y
n,v1
)−1(C1,n), c’est a` dire
degfv1 (e) = n0 − n∞.
Notons que ces deux cardinaux ne de´pendent pas du couple z1 et z2 choisit dans
ces composantes connexes de Sn−A′n. De meˆme ces cardinaux sont les meˆmes si
on conside`re D2 a` la place de D1 car An ne contient pas de valeur critiques. En
faisant le meˆme raisonnement sur v2 on a degfv1 (e) = degfv2 (e).
En particulier si on a n0 6= 0 donc φn,v1(D1,n) contient un point d’attache
d’areˆte ; ainsi toute pre´-image d’un point d’attache d’une areˆte est le point d’at-
tache d’une areˆte. Comme l’image de tout point d’attache d’areˆte est une areˆte,
66
fv : Yv → ZF (v) est bien un reveˆtement. De plus les points critiques de fv sont
les limites des points critiques de φZn,F (v) ◦ fn ◦ (φYn,v)−1 donc ce sont des points
d’attache d’areˆtes. 







Corollaire 5.12. La topologie donne´e par I est compatible avec la notion de
convergence de´finie sur RevF :
fn → F si et seulement si I([fn])→I([F ]).
De´monstration. Le sens direct est donne´ par le corollaire 5.8. Re´ciproquement si
I([Fn : AYn → AZn ])→I([F : T Y → T Z ]) alors par la proposition 5.11, Fn converge
vers un reveˆtement d’arbres de sphe`res F ′ donc I([Fn])→I([F ′]). On en de´duit que
I([F ′]) = I([F ]) et donc F = F ′ par la proposition 5.6. 
Proposition 5.13. L’ensemble I(revF) est ferme´, en particulier
Ad(I(revF)) ⊆ I(revF).
De´monstration. Ce re´sultat de´coule directement de la proposition 5.11 et du
corollaire 5.12.

Proposition 5.14. L’ensemble RevF est dense dans RevF. En particulier on a
I(revF) ⊆ Ad(I(revF)).
De´monstration. Soit F : T Y → T Z dans RevF. Dans toute cette de´monstration
on fixe des cartes projectives des sphe`res des sommets de T Y et T Z et on les
confond avec ces derniers. Soit 1 > ε > 0. Fixons e une areˆte entre deux sommets
v1, v2. Notons v
′
i := F (vi) et e
′ := F (e) l’areˆte qui est donc entre v′1 et v
′
2.
Soit A′1 (resp. A
′
2) un anneau entre les cercles de rayon ε
2 et ε centre´ sur le point







1 → A′2 un biholomorphisme qui e´change les
bords des deux anneaux (envoie le cercle de rayon ε2 sur A′1 sur celui de rayon ε
sur A′2 et inversement).
Soit Ai la pre´-image de A
′
i sur vi. On suppose ε suffisamment petit pour que les
Ai soient dans un voisinage des evi qui s’envoient avec un degre´ e´gal a` degfvi (evi)
et que ce voisinage ne contienne qu’un seul point d’attache d’areˆte. Comme F est
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un reveˆtement d’arbre de sphe`res, on a degfv1 (ev1)=degfv2 (ev2) =: de. On choisit
un des de biholomorphismes φ
e













Comme F : EY → EZ est surjective, on obtient en re´pe´tant ce proce´de´ des
familles Φ de biholomorphismes associe´s aux areˆtes entre les sommets internes de
T Y et Φ′ associe´s aux meˆmes de TZ . On suppose ε suffisamment petit pour que
tous les anneaux de´finis ne se coupent pas. Pour tout sommet interne v de T ?,
notons S?ε,v la sphe`re S?v prive´ des disques topologiques ferme´s autour des points
d’attaches d’areˆtes reliant a` des sommets internes qui sont borde´s par les Ai (resp.










Tout e´le´ment y de Y est un sommet de T Y qui a une unique areˆte donc est
adjacent a` un unique sommet interne vy de T
Y . Notons ey le point d’attache de
cette areˆte sur vy. On de´finit une famille d’injections a
Y
ε : Y → SYε qui a` y associe
vy.
Lemme. Pour ε assez petit, SYε munie de aY est une sphe`re marque´e AYε et lorsque
ε→ 0, on a
AYε → T Y .
De´monstration. L’ensemble forme´ par les sommets internes de T Y et les areˆtes
les reliant est un sous-arbre T ′ de T Y . Il ve´rifie donc cardV ′ = cardE ′ + 1(voir
par exemple [Di, Corollaire 1.5.3]). Par ailleurs la caracte´ristique d’Euler de SYε est
e´gale a` la somme de celle des Sˇεv puisque celle d’un anneau est 0. Or les Sˇεv sont des
sphe`res prive´es d’un disque pour chacune des areˆte de v ∈ T ′. La caracte´ristique
d’Euler de SYε est donc∑
(2− cardE ′v) = 2cardV ′ − 2cardE ′ = 2(cardV ′ − cardE ′) = 2.
Or comme T Y est connexe donc SYε l’est aussi et ainsi SYε est une sphe`re topolo-
gique. Comme Φ est une famille d’isomorphismes, SYε est munie d’une structure
complexe. On a donc bien montre´ que SYε munie de aYε est une sphe`re marque´e par
Y qu’annotera AYε .
Par ailleurs, pour tout v ∈ IV Y , si on pose φε,v un isomorphisme qui est de´fini
par l’identite´ sur Sˇεv, on a bien AYε →φε T Y puisque les Sˇεv tendent vers les Sv. 
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On construit de la meˆme manie`re une famille d’injection aZε : Z → SZε puis les
arbres de sphe`res associe´s AZε et on a AZε → T Z .
Lemme. Les applications : Fε := (F|SYε : AYε → AZε ) forment une famille de
reveˆtements de sphe`res marque´es (pour ε suffisamment petit) et [Fε]→ [F ].
De´monstration. Pour ε suffisamment petit, les SYε,v pour v ∈ IV Y forment un
recouvrement de SYε et l’application Fε restreinte a` ces dernie`res est bien holo-
morphe donc fε est bien holomorphe. Par de´finition (Fε|Y , deg|Y ) = F et donc fε
est bien un reveˆtement sur les areˆtes. Ainsi, pour ε suffisamment petit, Fε est un
reveˆtement de sphe`res. Par ailleurs, d’apre`s le lemme pre´ce´dent on a [T Yε ]→ [T Y ]
donc par de´finition [Fε]→ [F ]. 





Dans toute cette partie les arbres sont suppose´s stables, munis d’une structure
projective et les reveˆtements holomorphes. On suppose que X ⊂ Y ∩ Z.
On a QuadX ⊂ QuadY. Notons piY,X la projection naturelle SQuadY → SQuadX .
Dans ce qui suit allons de´finir une application ΠY,X de l’ensemble des arbres de
sphe`res marque´s par Y vers ceux marque´s par X qui passe au quotient par la
relation d’isomorphisme naturel de chaque coˆte´ en une application ΠY,X .











Il de´coulera du lemme 6.3 que cette application est bien de´finie. Elle est continue
et surjective (lemme 6.4). Dans cette partie nous nous inte´ressons aux liens entre
cette application et les arbres compatibles d’une part et les syste`mes dynamiques
ou approximables par des suites de fractions rationnelles d’autre part.
6.1 Arbres compatibles
Soit T Y un arbre de sphe`res marque´ par Y .
Notons P l’ensemble des partitions de X associe´es aux sommets de Y qui
se´parent trois e´le´ments de X.
Lemme 6.2. L’ensemble P est un ensemble admissible de partitions.
De´monstration. 1. Par de´finition les sommets dont on regarde les partitions
se´parent trois e´le´ments de X.
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2. Soit P une partition correspondante a` un sommet v ∈ T Y et B ∈ P . Soit
B = {x}, soit cardB > 1 et dans ce cas, la branche sur V correspondante a` B
contient au moins un sommet interne qui se´pare deux e´le´ments de X. Soit v′ un des
sommets dans cette branche les plus proche de v (au sens de la longueur de [v, v′]).
Soit e′ l’areˆte sur v′ reliant v a` v′. Alors Bv′(e′) = (X−B).En effet, supposons que
ce ne soit pas le cas, on trouve un e´le´ment x ∈ B ∩Bv′(e′). Soit alors x1 ∈ B−{x}
et x2 ∈ X−B. Le sommet de´finit par le triplet (x1, x, x2) est alors entre v et v′
(car x, x2 ∈ Bv′(e′) et x, x1 ∈ B) ce qui contredit la minimalite´ de v′.
3. Supposons par l’absurde que l’on ait v1 et v2 deux sommets de T
Y dont les
partitions de X associe´es sont P1 et P2 et telles que P1∩P2 3 B(6= ∅). Soit B1(resp.
B2) la branche de v1 (resp. v2) correspondante a` B. Comme B ∈ B1 ∩ B2 on a
v1 ∈ B2 (ou v1 ∈ B2 qui se traite de fac¸on syme´trique). Soit e1 l’areˆte sur v1 le
reliant a` v2. Comme v1 se´pare trois e´le´ments de X, on trouve x ∈ X−(B∪Bv1(e1))
ce qui est absurde car x /∈ Bv1(e1) donc x ∈ B2 ∈ X = B. 
D’apre`s le corollaire 4.5, l’ensemble P de´termine une unique classe d’isomor-
phisme d’arbres combinatoires [TX ]. Pour tout t ∈ TripX, on note vt le sommet
de´finit par t dans T Y . Notons T X l’arbre de sphe`res dont l’arbre combinatoire
est le repre´sentant de [TX ] dont chaque sommet interne associe´s a` un triplet t est
vt et l’application associe´e a` chaque sommet interne v de´fini par un triplet t est
av := avt|X . On note ΠY,X(T Y ) := T X .
Lemme 6.3. L’application ΠY,X est le quotient de l’application ΠY,X par la rela-
tion d’e´quivalence d’isomorphismes entre arbres de sphe`res marque´s.
De´monstration. En effet, si T Y1 ∼M T Y2 alors on a Π(T Y1 ) ∼M Π(T Y2 ). La
formule de´coule directement de la de´finition de ΠY,X et comme piY,X est continue
on en de´duit directement que l’application est continue. Par ailleurs, ΠY,X agit sur
les sphe`res marque´es simplement en restreignant l’application de marquage donc
c’est bien l’application de´finie auparavant. 
Lemme 6.4. L’application ΠY,X est surjective.
De´monstration. D’apre`s le lemme pre´ce´dent il suffit d’exhiber pour tout arbre
de sphe`re T X marque´ par X un arbre de sphe`re T Y tel que T X = ΠY,X(T Y ). Le
cas Y = X est trivial. Supposons que x ∈ X soit adjacent a` un sommet interne v.
Soit v0 /∈ V X et a0 une application de Y dans une sphe`re Sv0 telle que la partition
associe´e soit {{x}, {X − {x}}} ∪ (Y −X), on de´finit alors l’arbre T Y par
– V Y = Y ∪ V X ∪ {v0} ;
– EY = EZ ∪ {{x, v0}, {v0, v}} ∪ {{v0, y}, y ∈ Y −X} ;
– si w ∈ IV X − {v} et y ∈ Y −X, aw(y) = aw(x) ;
– av0 = a0.
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On ve´rifie alors aise´ment que l’on a bien un arbre de sphe`res stable tel que
T X = ΠY,X(T Y ). 
Rappelons la de´finition d’arbres de sphe`res compatibles :
De´finition 6.5. Un arbre de sphe`res T X est compatible avec un arbre de sphe`res
T Y si
– TX est compatible avec T Y ,
– pour tout sommet interne v de TX , on a
– SXv = SYv (SXv = SYv si projectives) et
– aXv = a
Y
v |X .
Lemme 6.6. T X est compatible avec T Y si et seulement si
T X = ΠX,Y (T Y ).
De´monstration. Supposons que T X est compatible avec T Y . Alors Tout t ∈
TripX de´finit un unique sommet vt de ΠY,X(T X) et un unique sommet v′t de T X . On
a T X est compatible pour (T Y , T Z) si et seulement si ∀t ∈ TripX , aXv′t = aYv′t |X = avt
si et seulement si T X = ΠX,Y (T Y ).
Re´ciproquement, si T X = ΠX,Y (T Y ), les sommets de T X sont bien des sommets
de T Y et par construction on a bien aXv = aYv |X pour tout v ∈ IV X . 
Lemme 6.7. Si ΠY,X([T Y ]) = [T X ] alors, il existe T˜ Y ∈ [T Y ] tel que
ΠY,X(T˜ Y ) = T X .
De´monstration. La classe d’arbre combinatoire de T˜ Y est celle de [T Y ]. Pour
tout t ∈ TripX , notons vY le sommet de´fini par t dans T Y et vX celui dans T X .
Soit φt : SvY → SvX un isomorphisme quelconque. On pose le sommet de´fini par t
dans T˜ Y e´gal a` vX et on le munit de φt ◦ avY . Pour tout autre sommet, de´finit par
un triplet t′ ∈ TripY, on prend le sommet de´finit par le meˆme triplet dans T Y que
l’on munit du meˆme marquage. On ve´rifie alors aise´ment que ΠY,X(T˜ Y ) = T X . 
6.2 Compactification de ratF,X
De´finition 6.8 (Syste`mes dynamiques conjugue´s). Deux syste`mes dynamiques
d’arbres de sphe`res (F1, T X1 ) et (F2, T X2 ) sont conjugue´s si : F1 ∼(MY ,MZ) F2 et
∀v ∈ IV X ,mYv = mZv .
Notation. On notera RevF,X l’ensemble des syste`mes dynamiques de sphe`res
marque´s par F et RevF,X l’ensemble des syste`mes dynamiques d’arbres de sphe`res
de portrait F. On notera revF,X et revF,X leurs classes de conjugaisons respectives.
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Remarque 6.9. L’ensemble ratF,X s’identifie naturellement a` revF,X .
Proposition 6.10. L’espace revF,X est compact.
De´monstration. En effet, l’espace revF,X est un ferme´ dans revF puisque l’on a
revF,X = revF ∩Π−1Y,X(Mod(X)).

Lemme 6.11. Si [T X ] est compatible avec [T Y ] et [T Z ], alors on trouve T˜ Y ∈ [T Y ]
et T˜ Y ∈ [T Y ] tels que T X est compatible avec T˜ Y et T˜ Z.
De´monstration. En effet d’apre`s le lemme 6.7, il existe T˜ Y ∈ [T Y ] tel que
ΠY,X(T˜ Y ) = T X et il existe T˜ Z ∈ [T Z ]) tel que ΠY,X(T˜ Z) = T X . 
Plus pre´cise´ment, on de´finit :
De´finition 6.12 (Converge compatible). On dit que que (T Yn )n converge compa-
tiblement vers (T X , T Y ) si :
– T X = ΠY,X(T Y ) ;
– T Yn →φYn T Y et ΠY,X(T Yn )→φXn T X avec





Remarque 6.13. En particulier, si T Yn → T Y , on a T Yn ≺−→ ΠY,X(T Y ).
De´finition 6.14 (Convergence dynamique). Soit (Fn : T Yn → T Zn )n une suite de
reveˆtements de sphe`res. La suite (Fn, T Xn )n converge dynamiquement vers
(F : T Y → T Z , T X) si
– les (Fn, T Xn )n sont des syste`mes dynamiques ;
– T Yn ≺−→
φYn
T Z et T Yn ≺−→
φZn
T Z ;






Notons qu’alors (F , T X) est aussi un syste`me dynamique. On notera alors
(Fn, T Xn ) ≺−→
φn
(F , T X).
Proposition 6.15. Si (Fn, Tn)n est une suite de syste`mes dynamiques qui converge
vers un syste`me dynamique (F , T ), alors elle converge aussi dynamiquement vers
ce dernier.
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De´monstration. Supposons que Si (Fn, T Xn )n est une suite de syste`mes dyna-






Pour tout t ∈ TripX, on pose φ˜Yn,t = φXn,t et φ˜Zn,t = φXn,t (voir notations suivant la
remarque 4.20). Ensuite, pour tout triplet t ∈ TripY − TripX, on pose φ˜Yn,t = φYn,t
et pour t ∈ TripZ − TripX, on pose φ˜Zn,t = φZn,t.
Pour tout t ∈ TripX, on pose (φ˜Yn,t)−1◦φ˜Yn,t tend vers l’identite´ de St car converge
vers l’identite´ sur les trois e´le´ments de t. On a donc bien
(Fn, T Xn ) ≺−→˜
φn
(F , T X).

Corollaire 6.16 (Repre´sentants compatibles). Si ([Fn])n est une suite convergente
dans revF,X , si ([Tn])n est une suite convergente dans ModX et les (Fn, Tn) sont
des syste`mes dynamiques, alors on peut trouver (F , T ) ∈ RevF,X ×ModX tels
que (Fn, T Xn )n converge dynamiquement vers (F , T X).
Application 6.17. Toute suite d’e´le´ments de ratF convergente dans revF converge
dans revF,X et meˆme converge dynamiquement.
Proposition 6.18. On a les inclusions suivantes :
Ad(ratF,X) = Ad(revF,X) ( revF,X ( revF.
De´monstration. D’apre`s l’application 6.17, il suffit d’exhiber un e´le´ment de
RevF,X ne ve´rifiant pas les conclusions du lemme 3.12. On a un tel exemple dans
la figure 3.4. 
Remarque 6.19. Si un syste`me dynamique d’arbres de sphe`res marque´s (dans
revF,X) ve´rifie les deux lemmes des anneaux et le lemme des branches, il est







Lorsqu’un syste`me dynamique (holomorphe) d’arbres de sphe`res posse`de un
cycle de sphe`res critique de pe´riode k, on obtient pour tout sommet v du cycle un
reveˆtement f (k) de la sphe`re Sv dans elle-meˆme en composant les reveˆtements le
long du cycle. Si ce reveˆtement d’arbre de sphe`res est approximable par une suite
de fractions rationnelles (fn)n dynamiquement marque´es (ie limite de syste`mes
dynamiques de sphe`res dynamiquement marque´es), d’apre`s le lemme 3.4 on conclut
que f (k) est une limite renormalise´e de (fn)n.
Inversement, si l’on a une limite renormalise´e pour une suite de fractions ra-
tionnelles (fn)n marque´es par un portrait F, alors cette limite posse`de une infinite´
de cycles de points re´pulsifs donc au moins deux qui e´vitent les points marque´s.
En perturbant cette limite renormalise´e on peut suivre ce cycle. Ainsi pour n as-
sez grand les fn ont un tel cycle et on peut le marquer. Quitte a` en ignorer les
premiers termes, la suite de fractions rationnelles avec ce cycle dynamiquement
marque´ converge vers un syste`me dynamique d’arbre de sphe`res qui contient un
cycle critique. Le nouveau syste`me dynamique d’arbre de sphe`res limite fait ainsi
apparaitre la limite renormalise´e observe´e en premier lieu.
Question 7.1. Comment savoir quels points marquer pour faire apparaˆıtre des
cycles de sphe`res critiques ?
Notons qu’en ge´ne´ral ce n’est pas une question simple. Par exemple nous avons
vu que dans le cas du degre´ 2, le cycle critique semble pouvoir avoir n’importe
quelle pe´riode (ce que les travaux d’Epstein-Petersen de´veloppe´s dans la partie 7.3
confirment et que l’on peut aussi de´duire de [D2]) donc on ne peut eˆtre suˆr de faire
apparaˆıtre a` coup suˆr tous les cycles critiques simplement en connaissant le degre´
des fractions de notre suite.
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7.2 Exemple a` partir de la remarque de Milnor
Dans cette partie nous nous proposons de comprendre sur un exemple comment
effectuer un calcul de limites renormalise´es dans le cas du degre´ 2. Le the´ore`me
3.15 permet de savoir en effet comment les trouver mais ne permet pas de prouver
leur existence.
Dans [M1] J. Milnor remarque que l’on a une relation surprenante : l’ensemble
des fractions rationnelles de degre´ 2 ayant un cycle de pe´riode 2 et de multiplicateur
-3 (note´ Per2(−3)) posse`de toujours un cycle de pe´riode 3 et de multiplicateur 1
(note´ Per3(1)).
Lors d’une session MRC programme en Juin 2013 organise´e a` Snowbird, Laura
De Marco et Jan-Li Lin a` Snowbird se sont inte´resse´s a` cette de´composition et
ont e´tudie´ la famille Per2(−3). Pour cette dernie`re, on a une parame´trisation (non
injective) par :
fa :=
(1 + 3a)(−a+ z)
(1− a)(3az + z2)
dont le cycle de pe´riode 2 et de multiplicateur−3 est {0,∞}. Cette parame´trisation
n’est pas injective. Lorsque a→ 1, la famille fa diverge et [fa] diverge dans rat2.
Dans ce cas nous avons trouve´ deux limites renormalise´es et la connaissance de
la dynamique limite nous donne les re-normalisations a` regarder.
Comme on a un cycle persistant de pe´riode 2 qui converge lorsque a → 1, on
sait que pour une certaine normalisation le second ite´re´ de fa converge vers une
fraction rationnelle quadratique avec un point fixe parabolique et qui se´pare les
points critiques. Comme les points critiques de fa sont −a et 3a qui convergent
donc vers des limites diffe´rentes, nous sommes dans cette normalisation. Par calcul
on ve´rifie que l’on a
f 2a → f 21 := z(3 + z)/(z − 1) quand a→ 1 (cf figure 7.1).
L’infini est bien un point fixe parabolique pour f 21 . On peut e´galement ve´rifier
que la sphe`re fixe est bien dans la branche accroche´e en l’infini (deux des points
fixes de fa convergent vers l’infini). Le troisie`me point fixe est constant et e´gal a`
1 qui est la seconde pre´-image de l’infini pour f 21 . Par ailleurs on remarque que
−1 est un point critique de f 21 et que f 21 (−1) = 1 donc −1 est pre´fixe (et donc
l’autre point critique 3 est dans le bassin parabolique de l’infini). Il n’y a donc
pas de contradiction a` l’existence d’une seconde limite renormalise´e. La remarque
de J.Milnor sugge`re de regarder s’il n’y a pas une limite renormalise´e d’ordre 3
marque´e par un cycle de pe´riode 3. On serait alors dans la situation de la figure
7.2.
On sait qu’une telle sphe`re serait marque´e par le point critique qui tend vers 1














Figure 7.1 – La sphe`re jaune est fixe et le reveˆtement associe´ est −Id. Les sphe`res
vertes ont pe´riode 2 et portent un cycle de pe´riode 2 (a1 → a2 → a1) de multi-


















Figure 7.2 – La sphe`re jaune est fixe et le reveˆtement associe´ est −Id. Les sphe`res
vertes ont pe´riode 2 et portent un cycle de pe´riode 2 (a1 → a2 → a1) de multi-
plicateur −3. Sur la sphe`re verte de droite la limite renormalise´e a un point fixe
parabolique en l’infini, c1 est dans son bassin direct et c0 est envoye´ apre`s deux
ite´re´s sur l’infini. Les sphe`res rouges forment un cycle de pe´riode 3 et portent
un cycle de pe´riode 3 et de multiplicateur 1 (p1 → p2 → p3 → p1). La limite
renormalise´e associe´e a` la sphe`re en haut a` droite est un polynoˆme quadratique.
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tend vers −1 et apre`s calcul on se rend compte qu’il y en a bien un (et un seul).
Notons p3a ce point.
On choisit la transformation de Moebius Ma telle que








Ainsi si une telle limite renormalise´e existait, la branche contenant un des points
critiques serait a` l’infini et fixe et l’autre serait en 0, donc on obtiendrait un
polynoˆme quadratique de la forme z2 + C avec c ∈ C. Apre`s calcul on trouve :
lim
a→1
Ma ◦ f 3a ◦M−1a (z) = z2 + 1/4.
7.3 Exemple d’Epstein-Petersen
Ce qui suit est inspire´ d’un travail en cours d’A. Epstein et C.L. Petersen ([EP])
ou` l’on trouvera toutes les de´monstrations manquantes.
Fixons un polynoˆme quadratique dans le membre p/q avec p < q avec le point
critique c0 pe´riodique. Alors le point critique ”libre” ne s’e´chappe pas. La dy-
namique du polynoˆme dans le bassin de l’infini est donc conjugue´e a` celle de
l’application z → z2 sur disque unite´. On peut alors bouger continuˆment dans
Peri(e
ipip/q) ⊂ Rat2 de fac¸on a` changer le multiplicateur ρ du point fixe initia-
lement a` l’infini pour lui faire parcourir I := [0, eipip/q[ et on obtient un chemin
(Pρ)ρ∈I dans Rat2. Lorsque ρ → eipip/q on a Pρ diverge dans Rat2 et meˆme [Pρ]
diverge dans rat2 d’apre`s [P] (heuristiquement, on aurait sinon une fraction ration-
nelle qui serait l’accouplement de deux polynoˆmes du meˆme membre de l’ensemble
de Mandelbrot, cf [M2] pour un bon re´sume´ sur les accouplements).
Il semble qu’il y ait alors une seconde limite renormalise´e qui est un polynoˆme
quadratique correspondant a` celui auquel s’identifie le parame`tre si et seulement
si l’on se trouve dans une copie primitive du Mandelbrot( cf figure 7.3).
7.4 Compactification de Milnor
Le point de vue de J. Milnor. Dans [M1], J. Milnor propose la parame´trisation
des fractions rationnelles de degre´ 2 par les multiplicateurs en deux des points fixes.
Il est donc tout naturel de se demander si notre compactification est diffe´rente.
Nous rappelons ici un calcul de ce papier qui est aussi a` la base de [E].
Pour cela nous commenc¸ons par rappeler la parame´trisation de J. Milnor.
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Figure 7.3 – Apre`s avoir applique´ la me´thode de Epstein-Petersen, le parame`tre
en vert donne l’arbre T X similaire a` celui de la figure 7.1 et celui en rouge a` la
figure 7.2.
Toute fraction rationnelle f de degre´ 2 posse´dant trois points fixes a, b, c dis-




avec αβ 6= 1,
ou` α, β, γ sont les multiplicateurs respectifs de a = 0, b =∞, c.
Ainsi si une suite de fractions rationnelles (fn)n de degre´ 2 diverge, on a l’un
des multiplicateurs qui diverge. Supposons par exemple que γn →∞.






1− γn = 1 et donc αnβn → 1.
Supposons que βn → β∞ ∈ C?. Alors fn → (β∞ · Id) localement uniforme´ment en
dehors d’un point qui est la limite des points critiques des fn.
Notre point de vue.
Conside´rons une fraction rationnelle f de degre´ 2 ayant 3 points fixes distincts
α, β, γ et non super-attractif. On de´finit X = {α, β, γ}. Par la formule de Riemann-
Hurwitz on sait que f a exactement deux points critiques que nous noterons c et
c′ et donc deux valeurs critiques v l’image de c et v′ l’image de c′. On pose Z :=
X∪{v, v′} et Y := f−1(Z). On de´finit F := (f |Y , degf |Y ) le portrait correspondant.
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Conside´rons l’ensemble des fractions rationnelles de degre´ 2 ayant 3 points fixes
distincts et non super-attractif. On peut donc de´finir des injections x, y et z telles
que toutes ces fractions rationnelles sont marque´es par (f, y, z) et telles que l’on
ait y|X = z|X . Toutes ces fractions rationnelles ont alors F pour portrait. Ainsi
cet ensemble est ratF et donc inclus dans ratF,X .
On peut maintenant s’inte´resser a` ce qui peut apparaˆıtre dans ratF,X . On prend
F ∈ ratF,X . L’ application F est de degre´ 2. D’apre`s le lemme 1.25, et le corollaire
1.27, F n’a que deux feuilles critiques c et c′ et les sommets critiques sont ceux sur
le chemin les reliant. Sur la figure 3.5 sont repre´sente´s les diffe´rentes applications
d’arbres combinatoires possibles pour un tel F (quitte a` changer le nom des feuilles
fixes, des feuilles critiques ou leurs images). En bleu clair est repre´sente´ le sommet
w0 se´parant les trois feuilles critiques.
Le sommet w0 est entoure´ de jaune quand il est critique, c’est-a`-dire dans les
configurations B, Pol et Triv. D’apre`s le corollaire 3.6, les reveˆtements convergent
dans rat2. Dans les cas Pol et Triv, on reconnaˆıt les limites qui sont respectivement
des classes de polynoˆmes et de fractions rationnelles qui n’ont pas de points fixes
super-attractifs ni de points paraboliques. Dans le cas B, on reconnaˆıt la classe
des polynoˆmes ayant un point fixe super-attractif, c’est a` dire celle de z → z2.
Le sommet w0 est non fixe pour les configurations A1,C1 et W donc il n’y a
pas de limites renormalise´es.
Notons v0 le sommet critique le plus proche de w0.
Dans les configurations C2 et Parb, le sommet v0 et son image sont sur le
chemin [w0, α], on est en mesure d’appliquer le lemme anneau non critique et l’on
en conclut que v0 est fixe, ainsi on est dans l’adhe´rence de rat2. Dans le cas C2
on remarque que le point critique qui est le point d’attache de la branche de c′ sur
v0 est fixe et il est la limite d’un point fixe donc nous sommes dans le cas de la
classe des polynoˆmes et il y a de plus un point fixe double donc ce polynoˆme est
conjugue´ a` z → z2 + 1/4. Dans le cas Parb il y a aussi un point fixe double et un
troisie`me point fixe non critique distinct de ce dernier donc on est dans la classe
des fractions rationnelles paraboliques sans point fixe super-attractif.
Dans les cas A2, A3 et DParb, le sommet w0 est fixe et le reveˆtement associe´
est l’identite´ puisqu’il fixe les points d’attache des branches contenant les points
fixes. S’il y a un cycle critique, alors c’est v0 et d’apre`s le the´ore`me 3.15, il est
de pe´riode 1 donc d’apre`s le corollaire 3.6, les reveˆtements convergent dans rat2.
On voit que si on est dans l’adhe´rence de rat2 alors la limite est une classe de
reveˆtements non polynomiaux ayant un point fixe triple dans les cas A2 et DParb
et double dans le cas A3.
Dans la configuration Stand, le reveˆtement associe´ a` w0 n’est pas l’identite´ car
le point d’attache de la branche contenant α n’est pas envoye´ sur lui-meˆme. On
en de´duit alors que le sommet v0 n’est pas fixe.
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Question 7.2. Peut-on montrer qu’effectivement le sommet v0 est bien fixe dans
les cas A2, A3 et DParb ?
Si c’est le cas, notre compactification contient tous les e´le´ments de la com-
pactification de J.Milnor de rat2 ⊂ CP 2 avec en plus un e´clatement aux point
correspondant a` la fraction rationnelle ayant un point fixe triple.
7.5 Exemples de J. Kiwi
Dans [K3] au chapitre 2, sont e´nume´re´s plusieurs exemples de familles pour
lesquelles on a des limites renormalise´es.
Polynoˆmes de degre´ 3.
L’ensemble des polynoˆmes de degre´ 3 ayant un point critique de pe´riode exac-
tement 3 note´ Per3(0) peut eˆtre parame`tre par
Fc(w) := α(c)w
3 + β(c)w2 + 1
avec α(c) := c
3+2c2+c+1
c(c+1)2
et β(c) := c− α(c) et c 6= 0,∞.
Supposons que l’on marque l’orbite pe´riodique critique et les racines de la
composante hyperbolique de ce cycle (qui forme lui aussi un cycle de pe´riode
3). Lorsque l’on fait tendre c vers 0 et l’infini, on voit apparaˆıtre six diffe´rents
reveˆtements d’arbres de sphe`res qui sont les centres des six composantes hyperbo-
liques de Per3(0) pour lesquelles l’un des points critiques libres est dans le bassin
de l’infini. Tous ont un cycle de sphe`res critique de pe´riode trois et de degre´ 2 :
pour trois d’entre eux c’est z → z2 et les trois autres sont les trois polynoˆmes
quadratiques ayant un point critique de pe´riode 3. Notons que dans ces compo-
santes hyperboliques de Per3(0), les polynoˆmes sont quadratique-like et que la
dynamique sur leur Julia est quasi-conforme´ment conjugue´e a` la dynamique sur la
limite renormalise´e correspondante.
C’est un cas particulier de ce qui est discute´ dans la partie 7.6.2 et en 7.7.1.
Exemple de fractions rationnelles quadratiques.
Pour tout a ∈ C, on se donne les familles






− at5, t ∈ C− {0}.
Lorsque t → 0, si l’on marque les trois points fixes, on obtient un reveˆtement
de sphe`res qui posse`de une sphe`re fixe pour laquelle on a une rotation d’ordre 2.
Si l’on marque alors les points critiques et les valeurs critiques, on obtient alors
un cycle critique de sphe`res de pe´riode 2 conforme´ment au the´ore`me 3.15 qui est
conjugue´e a`
g(z) :=
z2 + z − 1
z − 1 ,
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qui a bien un point fixe parabolique (a` l’infini). De plus si l’on marque un cycle
de pe´riode 3, on obtient un autre cycle de sphe`res critique de pe´riode 3 qui est
conjugue´e a` z → z2 + a. On obtient donc une dynamique tre`s similaire a` celle de
la figure 7.2.
7.6 Limites renormalise´es et espaces de Berko-
vich
7.6.1 Sur les espaces de Berkovich
Historique.
L’utilisation des espaces de Berkovich en dynamique peut eˆtre perc¸u pour la
premie`re fois dans la the`se de J.Rivera-Letelier (voire [R]). Ne´anmoins il y est
plutoˆt question de dynamique sur des boules. A` peu pre`s en meˆme temps on trouve
les travaux de R.L.Benedeto sur de la dynamique p-adique mais qui n’utilisent
pas vraiment les espaces de Berkovich. On a ensuite les travaux de M.Baker et
R.Rumely ([BR]) d’une part et ceux de J.Rivera-Letelier et Charles Favre ([FR])
d’autre part puis une succession de nombreux autres travaux faisant apparaˆıtre
une ouverture sur l’arithme´tique ou bien sur l’e´tude de familles analytiques. Sans
trop m’attarder sur les travaux de J. Kiwi que je vais plus de´velopper dans ce qui
suit, je citerai par exemple trois papiers re´cents de ma connaissance parmi d’autres
qui me paraissent d’un grand inte´reˆt et permettent d’illustrer l’interaction entre
la dynamique holomorphe et les espaces de Berkovich : [BD], [DF] et [FG].
Ide´e globale.
Tout ce qui va suivre est en grosse partie une re-formulation grossie`re de [K3]
et est fortement inspire´ des nombreux expose´s de Charles Favre que j’ai pu suivre
et de discussions avec J. Kiwi. Tre`s peu de preuves seront donne´es car le lecteur
est tre`s fortement incite´ a` jeter un coup d’oeil a` cette re´fe´rence.
Soit (ft)t∈D(0,1)⊂C, une famille holomorphe de fractions rationnelles telles que
– ft ∈ Ratd si t 6= 0
– f0 /∈ Ratd.
L’ide´e de de´part est de conside´rer que l’on a une seule fraction rationnelle a`
coefficients dans C[[t]]. On conside`re C[[t]] comme un sous-ensemble d’un corps
muni d’une norme non-archime´dienne. On conside`re ensuite que cette fraction ra-
tionnelle induit une dynamique sur l’espace des semi-normes multiplicatives appele´
l’espace de Berkovich. Nous allons de´finir ceci plus pre´cise´ment.
Pour d’autres re´fe´rences sur ce the`me, le lecteur peut se re´fe´rer a` [J], [K3], [K1]
et [BR] et pour des notions plus globales [FJ].
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Corps non-archime´dien.
Le corps que nous conside´rons ici est L, le comple´te´ de C〈〈t〉〉 (la cloˆture
alge´brique du corps des se´ries de Puiseux formelles). Il est muni d’une norme
qui correspond a` l’ordre d’annulation en 0 : si z =
∑
j≥jo cjt
j/m ∈ L − {0} (avec
cj ∈ C,m ∈ N, j0 ∈ Z), alors on de´finit la norme de z comme :
|z|L := exp(−min{j/m | cj 6= 0}).
Notons que |z| s’annule ou prend ses valeurs dans eQ.
C’est une norme non-archime´dienne (ou ultrame´trique) c’est-a`-dire :
– |.|L est une norme
– ∀a, b ∈ L, |a+ b|L ≤ max(|a|L, |b|L).
On note P1L l’espace projectif de´fini sur le corps L.
Droite projective de Berkovich.
On appelle semi-norme multiplicative sur L[X], une fonction sur |.|x : L[X]→ R+
ve´rifiant :
1. |0|x = 0 ;
2. |1|x = 1 ;
3. |fg|x = |f |x|g|x et
4. |f + g|x ≤ |f |x + |g|x.
Exemple. Voici deux exemples fondamentaux de semi-normes multiplicatives sur
L[X] :
– pour tout a ∈ L, on pose
P → |P |a := |P (a)|L,
– pour tout z0 ∈ L et tout r ∈ R?+ on pose B(z0, r) := {z ∈ L | |z − z0|L ≤ r}
et
P → |P |B(z0,r) = max
z∈B(z0,r)
|P (z)|L.
On de´finit l’espace analytique au sens de Berkovich A1,anL comme l’ensemble
des semi-normes multiplicatives sur L[X] dont la restriction a` L est la norme |.|L
que l’on munit de la topologie de la convergence faible. Cet espace est appele´ la
droite affine (au sens de Berkovich). Le the´ore`me suivant duˆ a` Berkovich permet
de mieux se repre´senter cet espace :
The´ore`me 7.3 ([B]). Toute semi-norme multiplicative |.|B est re´alise´e comme :








pour une suite de´croissante de disques : B(z0, r0) ⊇ B(z1, r1) ⊇ B(z2, r2) ⊇ . . . .
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En particulier, si l’intersection des B(zi, ri) n’est pas vide on est dans l’un des
cas de´crits dans l’exemple pre´ce´dent. Si ce n’est pas le cas on parle de point de
type 4 (nous ne nous inte´resserons pas ici a` ces points la`). On notera
B(z0, r) := |.|B(z0,r)
et on identifie par abus B(z0, 0) a` z0. La droite projective P1Berk est obtenue a` partir
de A1,anL en ajoutant la fonction envoyant tout polynoˆme de degre´ non nul sur ∞
etz ∈ L sur |z|L. Cet espace est alors compact.
Espace de boules et structure d’arbre.
On a la proprie´te´ bien connue suivante (cf [J] par exemple) :
Proposition 7.4. L’espace P1Berk a une structure d’arbre re´el.
Pour bien comprendre a` la main quelle est cette structure nous devons d’abord
e´tudier l’espace des boules (du type B(z0, r) := {z ∈ L | |z − z0|L ≤ r} avec
z ∈ L et r ∈ R+) dans L. Les normes non-archime´diennes ont quelques proprie´te´s
diffe´rentes de celle des normes archime´diennes par exemple les deux proprie´te´s
suivantes :
1. Tout e´le´ment d’une boule est le centre de cette boule :
∀z ∈ B(z0, r), B(z, r) = B(z0, r).
2. L’intersection de deux boules est vide ou alors l’une est incluse dans l’autre.
Nous nous inte´resserons ici seulement a` l’ensemble des boules incluses dans
B(0, 1), ce qui est suffisant pour donner une intuition pour comprendre l’ensemble
de toutes les boules.
L’ide´e est de penser chacun des chemins comme une concate´nation de chemins
appele´s rayons de la forme ⋃
r∈I
{B(z, r)}, I ⊂ R+.
Ainsi chaque e´le´ment z ∈ B(0, 1) est relie´ a` l’e´le´mentB(0, 1) puisqueB(0, 1) = B(z, 1)
d’apre`s la proprie´te´ 1.
Le the´ore`me 7.3 permet d’identifier P1Berk prive´ des points de type 4 avec l’espace
des boules dans L, on en de´duit une structure d’arbre sur P1Berk. On peut se
repre´senter cette structure d’arbre comme vivant dans R+ × P1L comme sur la
figure 7.4.
Les e´le´ments qui nous inte´ressent sont les boules de rayon nul dits de type 1 et
les points de branchements dits de type 2. Notons que les points de types 1 et 4

















Dans ce qui suit nous identifions l’e´quivalent du passage a` la limite dans le
contexte des espaces de Berkovich.
Dans un corps non-archime´dien, trois sous-ensembles apparaissent de fac¸on tre`s
naturelle ; ce sont l’anneau des entiers OL := {z ∈ L | |z|L ≤ 1}, son unique ide´al
maximal ML := {z ∈ L | |z|L < 1} et L˜ := OL/ML que l’on appelle le corps
re´siduel.
Heuristiquement, pour at ∈ C〈〈t〉〉, on a at ∈ OL si a0 6= ∞ et at ∈ ML si
a0 = 0. Plus ge´ne´ralement, L˜ s’identifie a` C via c ∈ C→ c+ML.
On appelle re´duction la projection canonique
ρ : OL → C ≈ L˜.
On a alors :
Lemme 7.5. Soit at ∈ O ∩ C〈〈t〉〉. Alors ρ(at) = a0.
Espace tangent en B(0, 1) et re´duction.
On de´finit l’espace tangent TB′ en un point de B′ ∈ P1Berk de type 2 comme e´tant
l’ensemble des branches en ce point. Pour tout ct ∈ L, on note TB′ct la branche au
point B′ contenant ct. On note B := B(0, 1).
Lemme 7.6. Deux e´le´ments at et bt de L appartiennent a` la meˆme branche du
point B si et seulement si ρ(at) = ρ(bt) 6=∞.
87
De´monstration. Ide´e : il suffit de remarquer que deux points sont dans la meˆme
branche si et seulement si ils sont dans une meˆme boule de diame`tre strictement
infe´rieur a` 1. 
Remarque 7.7. De fac¸on plus ge´ne´rale, l’espace tangent en tout point de type 2
s’identifie a` P1C.
Dynamique.
Pour tout Pt := X
d + a1(t).X
d−1 + . . . + ad(t) ∈ K[X] avec ∀i, ai(t) ∈ L, on
peut montrer que l’on a
P (B(0, r)) = B(ad(t), max
i∈[1,d]
(|ai(t)|L.rd−i)).
Ainsi tout polynoˆme de´finit une dynamique sur P1Berk. Plus pre´cise´ment :
– si P est un polynoˆme et x une semi-norme multiplicative sur L[X] alors P (x)
est la semi-norme envoyant Q sur |Q ◦ P |x
– si x est donne´ par le sup sur une boule B alors P (x) est le sup sur la boule
P (B).
Pour montrer la meˆme chose pour les fractions rationnelles en ge´ne´ral, c’est
un peu plus complique´. La projection ρ s’e´tend naturellement en une projection
ρ : L[X] → C[X]. On e´tend alors la re´duction a` ρ : L(X) → C(X). Plus par-
ticulie`rement, si Ft = Pt/Qt avec Pt, Qt ∈ L[X] et F0 6= 0 et F0 6= ∞, on ob-
tient par re´duction deux polynoˆmes ρ(Pt) et ρ(Qt). On note H(Pt) les ze´ros de
PGCD(Pt, Qt). On a alors la proposition suivantes :
Proposition 7.8 ([K3] Lemma 3.2). Si deg(ρ(Pt)/ρ(Qt)) > 0 et (ft)t∈D(0,1)−{0}
est une famille holomorphe de fractions rationnelles associe´e a` une application









localement uniforme´ment sur tout compact de P1C−H(Ft).
On voit donc que l’ensemble des branches prive´ d’un nombre fini de branches
d’un point donne´ est envoye´ par une fraction rationnelle (dont on peut calculer le
degre´) sur l’ensemble des branches prive´ encore d’un nombre fini de branches d’un
unique autre point. Ainsi les fractions rationnelles de´finissent aussi une dynamique
sur P1Berk. On a alors la proprie´te´ suivante :
Proposition 7.9 ([K3] Proposition 3.3). L’application Ft fixe B si et seulement
si degρ(Ft) > 1. Si c’est le cas, alors elle induit une application tangente DBFt :
TBP1Berk → TBP1Berk et
DBFt = ρ(Ft).
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Ainsi pour avoir des limites non constantes, l’ide´e est de chercher des familles
de fonctions qui fixent B. Une famille de fractions rationnelles joue un roˆle tre`s
particulier : la famille des transformations de Moebius. On appelle transformation
de Moebius sur L, une fraction rationnelle a` coefficient dans L qui est de degre´ 1.
On a alors le re´sultat fondamental :
Proposition 7.10. L’ensemble des transformations de Moebius agit de fac¸on tran-
sitive sur l’ensemble des points de type 2.
Graˆce a` ces trois propositions, on a le corollaire suivant :
Corollaire 7.11. Soit B(z, r) ∈ P1Berk. Soit Mt et Nt des transformations de
Moebius telles que Mt(B(z, r)) = B et Nt(B) = Ft(B).
Alors N−1t ◦ Ft ◦Mt converge lorsque t → 0 vers une fraction rationnelle non
constante localement uniforme´ment en dehors d’un nombre fini de points.
Et donc :
Corollaire 7.12. Si Ft fixe un point B(z0, r) alors il existe une transformation
de Moebius Mt telle que M
−1
t ◦ Ft ◦Mt converge lorsque t → 0 vers une fraction
rationnelle non constante localement uniforme´ment en dehors d’un nombre fini de
points.
Lien avec la compactification de Deligne-Mumford.
Prenons une famille de fonctions holomorphes (ft)t∈[01] telles que ft ∈ Ratd si
t 6= 0 et f0 /∈ Ratd.
Supposons que pour tout t ∈]0, 1[, ft soit marque´ par (f,X). On suppose que
le marquage est lisse c’est a` dire que iYt et i
Z
t , les applications de marquage de ft,
ve´rifient :
∀(y, z) ∈ Y × Z, ∃yt, zt ∈ L,∀t ∈]0, 1[, iYt (y) = yt, et iZt (z) = zt.
On associe au marquage des ft un arbre de sphe`res T Y de la fac¸on suivante :
Conside´rons l’enveloppe convexe des yt dans P1Berk. On peut en de´duire un
unique arbre combinatoire (sans cycles) marque´ par les yt dont tous les sommets
internes ont valence 3. En confondant les y et yt, on obtient un arbre stable T
Y
marque´ par Y .
La remarque 7.7 assure que l’espace tangent en tout sommet interne de T Y
est une sphe`re topologique. Ainsi, a` chaque sommet interne B′ de T Y , on associe
l’application de marquage qui a` tout point y associe la branche de TB′ a` laquelle
yt appartient. On obtient alors un arbre de sphe`res T Y . On fait de meˆme avec les
zt pour obtenir un arbre T Z marque´ par Z.
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Proposition 7.13. Pour toute suite (tn)n dans ]0, 1[ qui tend vers 0, la suite de
sphe`res marque´es iYtn (resp. i
Z
tn) tend vers T Y (resp. T Z).
De´monstration. D’apre`s la proposition 7.10 on peut choisir pour tout sommet
interne B′ de T Y (par exemple) une transformation de Moebius φt,B′ (sur L) qui
envoie ce sommet sur B. Alors on a
φtn,B′ ◦ iYtn → ρ(iYt ) = iY .

Conside´rons maintenant que ft(X) ∈ L(X). Ainsi ft(X) qui agit sur SBerk en
envoyant pour tout y ∈ Y l’e´le´ment yt sur zt = ft(yt). De meˆme nous avons vu
que ft(X) a une action sur les espaces tangents de chacun des sommets internes
de T Y .
Lemme 7.14. Tout sommet interne de T y est envoye´ sur un sommet interne de
T Z. Et si pour tout B′ ∈ IV Y on pose fB′ = DB′ft, alors F : T Y → T Z est un
reveˆtement d’arbre de sphe`res.
On en de´duit le the´ore`me suivant :
The´ore`me 7.15. Pour toute suite (tn)n dans ]0, 1[ qui tend vers 0, la suite de
reveˆtements de sphe`res marque´es (ftn)n converge vers le reveˆtement d’arbres marque´
F : T Y → T Z.
De´monstration. D’apre`s ce qui a e´te´ fait pour la de´monstration de la propo-
sition 7.13, pour tous sommets internes BY et BZ de T Y et T Z on trouve des
transformations de Moebius (sur L) φYt et φZt tels que φYt (BY ) = B et φZt (BZ) = B
et l’on a alors S?n −→
φ?tn






(apre`s avoir ve´rifie´ que les convergences sont locales uniformes en dehors des
areˆtes). 
On retrouve les re´sultats de J. Kiwi concernant les limites renormalise´es non
post-critiquement finies et la classification des limites renormalise´es en degre´ 2.
Notons toutefois quelques diffe´rences :
– pour le premier re´sultat, J. Kiwi utilise un the´ore`me de Rolle la` ou` ici on
utilise la formule de Riemann-Hurwitz,
– pour le second re´sultat, J. Kiwi utilise la formule des indices pour trouver
son point fixe (similaire a` ce qui est fait dans [M1] et [E]), alors qu’ici une
e´nume´ration des divers cas possibles suffit,
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– toujours pour le second re´sultat , J. Kiwi montre que dans tous les cas on a
k′0 > k0.
Notons que les liens que nous avons e´tablis ici sont bien connus par les ge´ome`tre
alge´bristes (voir par exemple [BPR]). Lorsque l’on marque un ensemble X” ⊃ X
de points, l’application ΠX′,X de la partie 6.1 donne une ”inclusion” des arbres
obtenus. Il semblerait que l’espace de Berkovich ou au moins une partie de celui-ci
puisse apparaˆıtre comme la limite projective du marquage de points.
Ainsi on peut re´pondre partiellement a` la question 7.1. En effet, l’espace de
Berkovich semble contenir une infinite´ d’informations (heuristiquement ”tous les
marquages possibles”) et donc l’ide´e est de chercher quels sont les points que l’on
doit marquer dans ce dernier.
7.6.2 Re´solution des singularite´s et se´ries de Puiseux dans
Pern(0).
L’ensemble des polynoˆmes de degre´ 3 unitaires et centre´s parame´tre´ par leurs
coefficients en font une varie´te´ complexe de dimension 2. Posons Pern(0) le sous-
ensemble des polynoˆmes qui posse`dent un point critique de pe´riode exactement
n. C’est une courbe alge´brique qui touche l’infini en exactement deux points (voir
[BM]). La me´thode de Newton (voire [Cu] par exemple) permet de parame´trer des
germes de courbes au voisinage de ces points graˆce a` des se´ries de Puiseux. Dans
[BKM], A. Bonifant, J. Kiwi et J. Milnor se servent de ces se´ries de Puiseux pour
donner un nom a` chacune des composantes d’e´chappement de Pern(0) (lieux ou`
le point critique libre est dans le bassin de l’infini) et ensuite montrer que Per4(0)
est connexe en obtenant des images locales de cette varie´te´ sur ordinateur,.
Ce travail est fortement relie´ au travail de L. De Marco commence´ avec C. T.
McMullen puis continue´ avec K.Pilgrim faisant intervenir des arbres dynamiques
pour compter les composantes d’e´chappement et dont les liens avec mon travail
sont rappele´s pans la partie 7.7.1.
7.7 Stretching et arbres de sphe`res
7.7.1 Arbres et polynoˆmes
Dans cette partie nous nous inte´ressons aux travaux de L. De Marco initie´s avec
C. T. Mc Mulen dans [DMc] puis poursuivi avec K. Pilgrim dans [DP1], [DP2],
[DP3] et [DP4] (voir aussi [DS1], [DS2] et [D1]).
Polynoˆmes et fonction de Green.
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Commenc¸ons par rappeler quelques ge´ne´ralite´s sur Polyd. On appelle Julia rem-
pli d’un polynoˆme P ∈ Polyd l’ensemble :
JP := {z ∈ C | |P n(z)| → ∞}.
C’est un compact et son comple´mentaire, appele´ bassin d’attraction de l’infini, est
connexe que l’on note B∞. Lorsqu’un point critique est dans ce dernier, on dit
qu’il s’e´chappe. On note Poly?d ⊂ Polyd l’ensemble des polynoˆmes ayant au moins
un point critique qui s’e´chappe. Pour tout e´le´ment de P ∈ Poly?d, l’ensemble JP
est non connexe. Si de plus tous les points critiques de P s’e´chappent, alors JP est
un ensemble de Cantor.
On de´finit la fonction de Green par la proposition suivante :
Proposition 7.16. Pour tout P ∈ Polyd la suite de fonctions (gn)n de´finies sur
C par gn(z) = 1dn log+ |P n(z)| converge uniforme´ment sur tout compact vers une
fonction gP continue appele´e fonction de Green qui ve´rifie gP ◦P = d.gP . De plus
JP = g
−1
P (0). Cette fonction se prolonge continuˆment en une fonction S→ [0,+∞]
en posant gP (∞) = +∞.
Pour tout e´le´ment z ∈ BP∞
– soit un des ite´re´s de z est un point critique et la composante connexe de
g−1P (gp(z)) contenant z est une courbe posse´dant un point double, on parle
de courbe de niveau critique,
– soit la composante connexe de g−1P (gp(z)) contenant z est une courbe simple
ferme´e lisse.
Rappels sur les arbre de DeMarco-McMullen et DeMarco-Pilgrim.
L’arbre de DeMarco-McMullen TP est de´fini comme le passage au quotient sur
C qui identifie les e´le´ments qui sont sur la meˆme composante connexe d’une courbe
de niveau de la fonction de Green. Par exemple comme JP = g
−1
P (0), deux e´le´ments
de JP qui sont dans la meˆme composante connexe de ce dernier sont alors identifie´s.
Notons qu’alors tout polynoˆme quasi-conforme´ment conjugue´ a` P a le meˆme arbre
de DeMarco-McMullen.
L’arbre TP est connexe car deux d’e´le´ments de C peuvent eˆtre relie´s par un
chemin et les classes des e´le´ments de ce chemin forment alors chemin dans le
quotient. On peut se repre´senter cet ensemble comme sur la figure 7.5.
Notons que les points associe´s aux courbes critiques qui s’e´chappent sont les
points de branchements car toute courbe critique se´pare JP en plusieurs com-
posantes qui ne contiennent pas l’infini. Notons VgP l’ensemble des composantes
connexes des courbes de niveau de gP . On a alors le lemme suivant :
Lemme 7.17. Soit v un point de branchement associe´ a` une courbe critique C.
Deux e´le´ments de VgP −C sont dans une meˆme branche de v si et seulement si ils
















Figure 7.5 – A` gauche quelques courbes de niveau de la fonction de Green et a`
droite une repre´sentationn des points de branchement correspondants dans l’arbre
de DeMarco-McMullen correspondant a` ces courbes de niveaux.
On en de´duit que TP est sans cycles. Par ailleurs, comme P pre´serve les niveaux
de la fonction de Green et est continu, il de´finit une dynamique et un degre´ sur
TP .
Stretching (cf [BH], [DP1] et [BN]).
Supposons que P ∈ Poly?d et notons c le point critique maximisant gP . On
de´finit alors l’anneau
AP := {z ∈ BP∞ | d.gP (c) ≤ gP (z) ≤ d2.gP (c)}.
Il existe une application holomorphe
φAP : AP → C−D(0, 1) telle que φAP (g−1P (d.gP (c))) = ∂D(0, 1).
Posons ht : z → zt pour tout t ∈ [1,+∞[. On de´finit sur AP une structure
quasi-conforme en tirant en arrie`re la structure conforme sur C par ht puis par φAP .
Comme tout e´le´ment de BP∞ a un e´le´ment de son orbite dans AP , on de´finit ensuite
une structure quasi-conforme sur tout BP∞ prive´ de la grande orbite des points
critiques tirant en arrie`re et poussant en avant (ce qui demande de´monstration)
la structure quasi-conforme de´finie sur AP . On de´finit donc une structure quasi-
conforme invariante par P sur C prive´ d’un ensemble de points de mesure nulle en
comple´tant cette structure pas la structure conforme sur JP .
D’apre`s le the´ore`me de redressement de structure quasi-conforme (Morey-Alfors-
Bers-...), on peut redresser cette structure en une structure conforme et on ob-
tient une famille continue de polynoˆmes (Pt)t∈[1,+∞[ qui est quasi-conforme´ment
conjugue´s a` P sur C et tels que
Mod(APt) = t.Mod(AP ) pour tout t ∈ [1,+∞[.
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Cette construction donne alors un mouvement holomorphe du bassin de l’infini
m : [1,+∞[×BP∞ → S.
On a le lemme suivant :
Lemme 7.18. Soit I un chemin dans TP ne contenant pas de points de branche-
ment. Notons A l’ensemble des points de S dont la classe appartient a` I. Alors A
est un anneau et Mod(mt(A))→ +∞.
Remarque 7.19. Notons que comme ces polynoˆmes sont conjugue´s, ils ont le meˆme
arbre de DeMarco-McMullen.
Lien avec Deligne-Mumford.
Soit X un sous ensemble fini d’e´le´ments de S contenant ∞. L’ensemble des
classes des e´le´ments de X de´finissent un sous-ensemble fini [X] d’e´le´ments de T P .
On associe a` [X] l’arbre combinatoire TXP marque´ par X construit comme suit.
– Les sommets internes de TXP sont
– les points de branchement de l’enveloppe convexe de [X] et
– les e´le´ments de [X].
– Ses feuilles les e´le´ments de X.
– Ses areˆtes sont
– entre les couples de sommets internes distincts dont l’enveloppe convexe
ne contient pas de point de branchement ou d’e´le´ments de [X]
– entre chaque feuille x ∈ X et le sommet [x].
Supposons que P soit dynamiquement marque´ par (X, Y, Z). On en de´duit que
pour tout t ∈ [1,+∞[, Pt est marque´ par (X, Y, Z) en posant
∀x ∈ X, iXt (x) = mt(x),
et de meˆme pour Y et Z. On en de´duit l’existence d’un syste`me dynamique d’arbres
de sphe`res stables (P∞ : T Y → T Z , T X) dynamiquement approximable par les
(Ptn)n pour toute suite tn → +∞.
On a alors :




P les enveloppes connexes stables respec-
tives de X, Y et Z de l’arbre de TP . On a alors les re´sultats suivants :
– Les arbres T ?P sont isomorphes aux T
? pour tout ? ∈ {X, Y, Z}.
– L’application P∞ est isomorphe a` l’application induite par P : T YP → TZP .
De´monstration. (Plan) La de´monstration du premier point s’appui essentielle-
ment sur le fait suivant : les branches sur les sommets internes stables de TX et
TXP induisent les meˆmes partitions et on conclut avec le the´ore`me 4.4. Ceci de´coule
essentiellement de la remarque suivante.
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Si deux points x 6= x′ ∈ X dans la meˆme branche de TXP sur un sommet interne
v qui se´pare trois sommets internes [x], [x1] et [x2], alors par construction, [x] et
[x′] sont aussi dans la meˆme branche de TP sur v. On trouve un intervalle non vide
I d’areˆte de TP sans point de branchement qui se´pare v de [x] et [x′]. Notons A
l’ensemble des points de S dont la classe appartient a` I et At := mt(A). D’apre`s




La courbe C := v est incluse dans un composante connexe de S − A qui contient
donc aussi x1 et x2. Ainsi mt(x1) et mt(x2) sont dans la meˆme composante connexe
de S−At. On en de´duit que sur Sv, av(x) et av(x′) sont se´pare´s de av(x1) et av(x2)
par un anneau de module infini. Or av(x1) 6= av(x2) par de´finition du sommet v,
donc on a av(x) = av(x
′) c’est a` dire x et x′ sont sur la meˆme branche sur v ∈ TX .
Pour le second point, il suffit de remarquer que P envoie les composantes
connexes de courbe de niveau se´parant 2 points du Julia sur des composantes
connexes de courbe de niveau se´parant l’image de ces derniers. 
Remarque 7.21. Nous venons d’observer que l’arbre de DeMarco-McMullen TP
est un ”sous-arbre” de l’espace de Berkovich associe´ a` l’ensemble des polynoˆmes
obtenus en faisant du stretching et du wringing a` partir de P , ce qui est implicite
dans [K1].
Par ailleurs, dans les travaux de L. De Marco et K. Pilgrim, il est introduit
une version enrichie de ces arbres qui consiste a` se rappeler en chaque sommet
de l’allure de la courbe critique correspondante. Ceci permet de compter certaines
classes de conjugaison conforme de composantes d’e´chappement. Il y a fort a` penser
que les applications associe´es aux sommets internes de T Y permettent de retrouver
cette information.
Exemple.
Conside´rons P ∈ Perp(0) ∩ Poly?3 pour un certain n ≥ 2. Notons c le point
critique de P qui s’e´chappe et c′ celui de pe´riode n. On pose X = {P k(c) | k ∈
N} ∪ {∞}. On retrouve le ”spin” de l’arbre des travaux de L. De Marco et K.
Pilgrim.
Si le deuxie`me point critique est pe´riodique, on marque en plus son orbite dans
X ainsi que l’orbite (de pe´riode n) de la racine de la composante hyperbolique de
JP contenant le point critique. On obtient alors un cycle critique de sphe`res de
degre´ 2 qui est un polynoˆme de degre´ 2 avec un point critique de pe´riode divisant
n.
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7.7.2 Arbres d’anneaux de Hermann
Dans cette partie nous nous inte´ressons aux travaux de Mitsuhiro Shishikura
sur les configurations d’anneaux de Herman dans [S1] et [S2].
Comme pre´ce´demment, il existe une me´thode pour faire du stretching sur des
cycles d’anneaux de Hermann pour changer leurs modules et les faire tendre vers
l’infini en se de´plac¸ant dans Ratd. En raisonnant de fac¸on tre`s similaire on peut
montrer que si l’on choisit judicieusement des points a` marquer dans le bord des
anneaux du cycle d’anneaux de Herman, on obtient alors un reveˆtements entre
arbres de sphe`res dont les areˆtes sont les anneaux sur lesquels on a fait cette
chirurgie et les sommets sont identifiables avec les composantes connexes de S
prive´ de l’ensemble de ces anneaux. L’application d’arbres combinatoires semble
alors eˆtre la meˆme application d’arbres que celle donne´e par M. Shishikura.
7.8 Arbres de sphe`res et multicourbe pince´e
Une grosse partie des travaux de cette the`se peuvent eˆtre re´-interpre´te´s en
termes de multicourbes sur des familles de sphe`res prive´es d’un nombre fini de
points qui se pincent lorsque des points ont meˆme limite. Dans ce contexte, les
arbres de sphe`res apparaissent de fac¸on tre`s naturelle. L’espace de Teichmuller peut
eˆtre vu comme le reveˆtement universel de l’espace des modules. Il y a donc un tre`s
fort lien entre ce travail et celui de Nikita Selinger ([S]) ainsi que ceux de Sarah
Koch et J.A. Hubbard ([Ko] et [HK]) et bien d’autres. De fac¸on plus ge´ne´rale,
les accouplements de polynoˆmes font apparaˆıtre naturellement des applications




[ACG] E. Arbarello, M. Cornalba, P.A. Griffiths, Geometry of Algebraic
Curves, A series of Comprehensive Studies in Mathematics Vol. 268, volume
II, Springer, 2010.
[BD] M. Baker, L. De Marco , Special curves and postcritically-finite polyno-
mials,Forum of Mathematics, Pi. 1, e3, 2013.
[BR] M. Baker, R. Rumely , Potential Theory and Dynamics on the Berkovich
Projective Line,Mathematical Surveys and Monographs, Vol 159, 2004.
[BPR] M. Baker, S. Payne, J. Rabinoff, Nonarchimedean geometry, tropi-
calization, and metrics on curves, on ArXiv
[B] V.G.Berkovich, Spectral theory and analytic geometry over non-
Archimedian fields, Vol 33, Mathematical Surveys and Monographs, AMS,
Providence RI, 1990.
[BKM] A. Bonifant, J. Kiwi, J. Milnor, Cubic polynomial maps with periodic
critical orbit. II, Escape regions. Conform. Geom. Dyn. 14, 2010.
[BM] A. Bonifant, J. Milnor, Cubic polynomial maps with periodic critical
orbit. I., Complex dynamics, 333-411, A K Peters, Wellesley, MA, 2009.
[BN] B.Branner, N.Fagella, Quasiconformal Surgery in Holomorphic Dyna-
mics, Cambridge studies in advanced mathematics 141, 2013.
[BH] B.Branner, j. A. Hubbard, The iteration of cubic polynomials. I, The
global topology of parameter space. Acta Math. 160, no. 3-4, 143 ?206, 1988.
[B] X. Buff, J. Fehrenbach, P. Lochak, L. Schneps, P. Vogel, Groupes
modulaires et the´orie des champs, Panorama et synthe`ses N.7, SMF 1999.
[Cu] S. D. Cutkosky, Resolution of singularities, volume 63 of Graduate Studies
in Mathematics, AMS, Providence RI, 2004.
[Ch] A. Che´ritat, Tan Lei Shishikura’s example of non-mateable degree 3 poly.
without a levy cycle, sur ArXiv.
[DM] P. Deligne, D. Mumford, The irreducibility of the space of curves of a
given genus, Inst. Hautes E´tudes Sci. Publ. Math.,1969.
97
[D1] L. De Marco, Combinatorics and topology of the shift locus, Conformal
Dynamics and Hyperbolic Geometry, AMS Contemporary Mathematics. Vo-
lume in honor of Linda Keen’s birthday. 573, 2012.
[D2] L. De Marco, Iteration at the boundary of the space of rational maps, Duke
Math. Journal. 130, 169-197, 2005.
[DF] L. De Marco, X. Faber, Degenerations of complex dynamical systems,
Soumis pour publication, 2013.
[DMc] L. De Marco, C. T. Mc Mullen, Trees and the dynamics of polyno-
mials, Ann. Sci. Ecole Norm. Sup. 41, 2008.
[DP1] L. De Marco, K. Pilgrim, Hausdorffization and polynomial twists, Dis-
crete Contin. Dyn. Sys., Ser. A. 29, no. 4, 2011.
[DP2] L. De Marco, K. Pilgrim, Polynomial basins of infinity, Geom. Funct.
Anal. 21, no. 4, 2011.
[DP3] L. De Marco, K. Pilgrim, Critical heights on the moduli space of poly-
nomials, Advances in Mathematics. 226, 2011.
[DP4] L. De Marco, K. Pilgrim, The classification of polynomial basins of
infinity, Submitted for publication, 2012.
[DS1] L. De Marco, A. Schiff, Enumerating the basins of infinity for cubic
polynomials,J. Difference Equ. Appl. 16, 2010.
[DS2] L. De Marco, A. Schiff, The geometry of the critically-periodic curves
in the space of cubic polynomials,Experimental Math. 22, no. 1, 2013.
[Di] R. Diestel, Graph Theory, Graduate Texts in Math, third edition, Springer,
2006.
[E] A. Epstein, Bounded hyperbolic components of quadratic rational maps,
Ergodic
[EP] A. Epstein, C.L. Petersen, Limits of Polynomial-like Quadratic Rational
Maps II, work in progress.
[FG] C. Favre, T. Gautier, Distribution of postcritically finite polynomials, sur
ArXiv.
[FJ] C. Favre, M. Jonsson, The Valuative Tree, Springer, 2008.
[FR] C. Favre, J. Rivera-Letelier, The´ore`me d’e´quidistribution de Brolin en
dynamique p-adique C. R. Math. Acad. Sci. Paris 339, no. 4, 271 ?276, 2004.
[HK] J.A. Hubbard, S. Koch, An analytic construction of the Deligne-Mumford
compactification of the moduli space of curves, Journal of Differential Geo-
metry, a` parraitre.
[J] M. Jonsson, Dynamics on Berkovich Spaces in Low Dimensions, a` paraitre
dans Berkovich spaces and applications. Se´minaires et Congre´s.
98
[K1] J. Kiwi, Puiseux series polynomial dynamics and iteration of complex cubic
polynomials, Annales de l’Institut de Fourier, 2006.
[K2] J. Kiwi, Puiseux Series Dynamics of Quadratic Rational Maps, to appear.
[K3] J. Kiwi, Rescaling Limits of Complex Rational Maps, on arXiv. Theory and
Dynamical Systems, Cambridge University Press, 2000.
[Ko] S. Koch, Teichmu¨ller theory and critically finite endomorphisms, Advances
in Mathematics, Vol. 248, 2013.
[M1] J. Milnor, Geometry and Dynamics of Quadratic Rational Maps, Experi-
mental,Volume 2, Issue 1,1993.
[M2] J. Milnor, Pasting together Julia sets : a worked out example of mating.,
Experiment. Math. 13, no. 1, 55 ?92, 2004.
[M3] J. Milnor, Dynamics in One Complex Variable, Annals of Mathematics
Studies, third edition, Princeton University Press, 2006.
[P] C.L.Petersen, On The Pommerenke Levin Yoccoz inequality, Ergod. Th.
& Dynam. Sys. , 13, pp 785-806, 1993.
[R] J.Rivera-Letelier, Dynamique des fonctions rationnelles sur des corps
locaux., Geometric methods in dynamics. II. Aste´risque No. 287, xv, 147-
230, 2003.
[S] N. Selinger, Thurston’s pullback map on the augmented Teichmu¨ller space
and applications, Invent. Math. 189, no. 1, 111-142, 2012.
[S1] M. Shishikura, Trees associated with the configuration of Herman rings,
Ergodic Theory & Dynamical Systems, 9, 543-560,1989.
[S2] M. Shishikura, A new tree associated with Herman rings, held in RIMS,
Kyoto University, Surikaisekikenkyusho Kokyuroku, No. 1269, 75-92, 2002.
[W] X. Wang, Dynamics of McMullen maps and Thurston-type theorems for
rational maps with rotation domains.
99
Résumé. Cette thèse est consacrée à l'introduction d'une 
compactification des familles de fractions rationnelles dynamiquement 
marquées de degré d>1 utilisant la compactification de Deligne-
Mumford dans le cas particulier du genre zéro.  
 
Nous montrerons que les éléments du compactifié peuvent être 
identifiés à des revêtements d'arbres de sphères dynamiques dont 
nous donnerons quelques propriétés propres. 
Dans ce cadre nous pouvons retrouver les résultats démontrés à ce 
jour par  J. Kiwi sur les limites renormalisées sans utiliser les espaces 
de Berkovich et ré-interpréter d'autres travaux. 
 
 
Mots-clefs: dynamique holomorphe, géométrie algébrique, 
compactification de Deligne-Mumford, espace des modules de 
sphères à points marqués, arbres de sphères, limites renormalisées. 
 
Abstract. In this thesis we  introduce a compactification of families of 
rational maps dynamically marked of degree d>1 using the Deligne-
Mumford compactification in the special case of genus zero. 
 
We show that elements of the compactified space can be identified 
with dynamical covers of trees of spheres and give some of their 
properties. With this compactification we can reprove results of J. Kiwi 
on rescaling-limits without using Berkovich spaces and give an 
interpretation of other works. 
 
Key-words: holomorphic dynamics, algebraic geometry, Deligne-
Mumford compactification, modulo space of marked spheres, trees of 
spheres, rescaling-limits. 
