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Electronic correlations in multiorbital systems
by
José María Pizarro Blanco
Abstract
The role of electronic correlations in Condensed Matter is at the heart of various important
systems, like magnetic materials, superconductors, topological materials, optical lattices, etc.
Electronic correlations are those which change the motion of individual electrons when con-
sidering the interaction with other electrons in the material. Among the available systems to
study electronic correlation effects, in this thesis I focus on unconventional superconductors,
specifically in high-Tc iron-based superconductors, and on two-dimensional materials, like
the recent magic-angle twisted bilayer graphene or the itinerant ferromagnet Fe3GeTe2.
In the first chapter, I will briefly review the band theory and Fermi liquid theory for solid
systems. In certain situations, the long-range character of the Coulomb interaction can
be safely ignored, and short-range Coulomb interaction will result in various interesting
behaviors, such as the Mott insulator and the Hund metal, which can change the expectations
from band theory. I will constraint to onsite (local) correlations, i.e. those between electrons
sitting in the same lattice site. I will also briefly review some of the most important properties
of unconventional superconductors and two-dimensional materials.
In the second chapter, I will review the effects of local correlations in multiorbital systems.
I will compare with experimental results for high-Tc iron-based superconductors with the
expectations given by local correlations, arguing that the iron superconductors are in the
Hund metal regime, in which the Hund’s coupling plays a major role.
Last chapters are dedicated to the work done during this thesis. I studied the effects of local
correlations in various high-Tc iron superconductors, as well as in the magic-angle twisted
bilayer graphene. A brief chapter about my ongoing work in Fe3GeTe2 is presented at the
end of the thesis. Through this thesis, I used the Slave-Spin Mean-Field technique to address
the local correlations behavior in these multiorbital systems.
In the third chapter, we proposed to search a new family of high-Tc superconductors in
the chromium analogues of iron-based superconductors. We argue that, due to the similar
strength of electronic correlations, plus a superconducting instability driven by magnetic
fluctuations, chromium-based pnictides and chalcogenides could host unconventional super-
conductivity. This argument is based on the fact that iron-based superconductors can be
viewed as electron-doped Mott insulators, where the strength of correlations increases when
doping these iron superconductors with holes, and decreases when doping them with elec-
trons. In this picture, chromium pnictides and chalcogenides will be the hole-doped Mott
insulator, and we found a similar trend: electronic correlations increase when doping the
cromium-based systems with electrons (and decrease when doping with holes).
In the fourth chapter, I studied the strength of local correlations in the quasi-1D two-leg
ladder iron-based superconductor BaFe2S3 for two different pressures. Contrary to other
iron-based superconductors, BaFe2S3 (and related materials) is an insulator. Other authors
have pointed out that these quasi-1D systems are Mott insulators. In this chapter, I calcu-
lated the strength of local correlations to check the behavior of these systems at T = 0K.
I found a metallic behavior instead, so that we concluded by stating that the insulating
behavior could be driven by finite temperature effects. I found a substantial Fermi sur-
face reconstruction due to local correlations, contrary to what happen in other iron-based
superconductors.
In the fifth chapter, I studied the nature of the insulating states in magic-angle twisted
bilayer graphene. I implemented the Zeeman effect in the Slave-Spin Mean-Field formalism
to address the behavior of the insulating states when varying an onsite magnetic field in
the local correlations picture. I found that the behavior is opposite to the experimental
evidences. We argued that local correlations by themselves cannot explain the insulating
states in magic-angle twisted bilayer graphene. We reviewed the last works done in non-local
correlations in other lattices, concluding that the insulating states in magic-angle twisted
bilayer graphene could be explained by using the non-local correlations picture.
In the sixth chapter, I obtained the band structure and tight-binding model of the 2D itin-
erant ferromagnet Fe3GeTe2. This is a brief chapter about the current status on my work
in this system.
A final chapter is devoted to the conclusions and a final overview that can be extracted from
this thesis. Various appendices indicate the details of the techniques used during this thesis,
as well as some interesting mathematical proofs.
Keywords: Unconventional superconductivity, strongly correlated electron systems, Mott
insulator, multiorbital systems, Hund metal, metal-to-insulator transition, many-body tech-
niques, Slave-Spin Mean Field formalism, local correlations, magic-angle twisted bilayer
graphene.
Correlaciones electrónicas en sistemas multi-orbitales
por
José María Pizarro Blanco
Resumen
Las correlaciones electrónicas en Física de la Materia Condensada juegan un papel fundamen-
tal en varios sistemas importantes, como son los materiales magnéticos, los superconductores,
los materiales topológicos, las redes ópticas, etc. Las correlaciones electrónicas son aquellas
que modifican el movimiento de electrones individuales cuando se considera su interacción
con otros electrones dentro del material. Dentro de los sistemas disponibles para estudiar los
efectos de las correlaciones electrónicas, en esta tesis voy a centrarme en los superconductores
no convencionales, específicamente en los superconductores de alta Tc basados en hierro, y en
sistemas bidimensionales, como el recientemente descubierto grafeno bicapa rotado en ángulo
mágico o el ferromagneto itinerante Fe3GeTe2.
En el primer capítulo, resumiré brevemente la teoría de bandas y la teoría del líquido de Fermi
para sistemas sólidos. En ciertas situaciones, el cáracter de largo alcance de la interacción
de Coulomb puede ignorarse, y la interacción de Coulomb de corto alcance resulta en varios
comportamientos interesantes, tales como el aislante de Mott y el metal de Hund, los cuales
cambian las expectativas dadas por la teoría de bandas. Me centraré en las correlaciones en
el mismo sitio (locales), es decir, aquellas entre electrones que están localizados en el mismo
sitio de la red. También resumiré brevemente algunos de las propiedades más importantes
de los superconductores no convencionales y de los materiales bidimensionales.
En el segundo capítulo, repasaré los efectos de las correlaciones locales en sistemas multi-
orbitales. Compararé los resultados experimentales para los superconductores de alta Tc
basados en hierro con las expectativas dadas por las correlaciones locales, y argumentaré que
los superconductores de hierro están en el régimen del metal de Hund, en el cual el acoplo
Hund juega un papel esencial.
Los últimos capítulos están dedicados a los trabajos realizados durante esta tesis. Estudié los
efectos de las correlaciones locales en varios superconductores de alta Tc de hierro, así como
en el grafeno bicapa rotado en ángulo mágico. Al final de la tesis hay un capítulo dedicado
a mi trabajo actual en el Fe3GeTe2. A lo largo de la tesis, he usado la técnica de Espines
Esclavos en Campo Medio para estudiar el comportamiento de las correlaciones locales en
estos sistemas multi-orbitales.
En el tercer capítulo, propusimos buscar una nueva familia de superconductores de alta Tc
en sistemas de cromo, análogos a los superconductores basados en hierro. Argumentamos
que debido a que las correlaciones electrónicas tienen una magnitud similar, y asumiendo
que la inestabilidad superconductora es debida a fluctuaciones magnéticas, los pnicturos y
calcogenuros basados en cromo podrían dar lugar a una fase superconductora no convencional.
Este argumento está fundamentado en el hecho de que los superconductores basados en
hierro pueden verse como aislantes de Mott dopados con electrones en donde el valor de las
correlaciones electrónicas aumentan cuando se dopan estos superconductores de hierro con
huecos, mientras que disminuyen cuando se dopan con electrones. De acuerdo a esta idea, los
pnicturos y calcogenuros de cromo se comportan como aislantes de Mott dopados con huecos,
y encontramos unas tendencias similares: las correlaciones electrónicas aumentan cuando se
dopan los sistemas basados en cromo con electrones (y disminuyen cuando se dopan con
huecos).
En el capítulo cuarto, estudié el valor de las correlaciones electrónicas en el superconductor
basado en hierro quasi-1D en escalera de dos patas BaFe2S3 para dos presiones distintas. Al
contrario que en otros superconductores basados en hierro, BaFe2S3 (y otros materiales rela-
cionados) es un aislante. Otros autores señalaron que estos sistemas quasi-1D son aislantes
de Mott. En este capítulo, calculé el valor de las correlaciones electrónicas para estudiar el
comportamiento de estos sistemas a T = 0K. Encontré un comportamiento metálico en vez
de aislante, por lo que concluimos que el comportamiento aislante en este sistema podría ser
debido a los efectos de incluir una temperatura finita. Encontré una reconstrucción substan-
cial de la superficie de Fermi debida a las correlaciones electrónicas, diferente a lo que sucede
en otros superconductores basados en hierro.
En el quinto capítulo, estudié la naturaleza de los estados aislantes en el grafeno bicapa rotado
en ángulo mágico. Implementé el efecto Zeeman en el formalismo de Espines Esclavos en
Campo Medio para estudiar el comportamiento de estos estados aislantes cuando un campo
magnético en el mismo sitio varía, considerando solo las correlaciones locales. Encontré que
el comportamiento es el opuesto al obtenido experimentalmente. Argumentamos que las
correlaciones locales por sí solas no pueden explicar los estados aislantes en el grafeno bicapa
rotado en ángulo mágico. Examinamos los últimos trabajos hechos en otras redes para las
correlaciones no locales, y concluimos que los estados aislantes en el grafeno bicapa rotado
en ángulo mágico podrían explicarse teniendo en cuenta las correlaciones no locales.
En el capítulo sexto, obtuve la estructura de bandas y el modelo de enlaces fuertes del
ferromagneto itinerante 2D Fe3GeTe2. Éste es un capítulo breve sobre el estado actual de
mi trabajo en dicho material.
El capítulo final está dedicado a las conclusiones y un resumen final de las ideas que pueden
extraerse de esta tesis. Varios apéndices indican los detalles de las técnicas usadas durante
esta tesis, así como algunas demostraciones matemáticas interesantes.
Palabras clave: Superconductividad no convencional, sistemas de electrones fuertemente
correlacionados, aislante de Mott, metal de Hund, transición metal-aislante, técnicas de mu-
chos cuerpos, formalismo de espines esclavos en campo medio, correlaciones locales, grafeno
bicapa rotado en ángulo mágico.
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Introduction
1.1 Motivation of this thesis
A solid material is a system formed by an infinite arrange of atoms ordered in a specific
pattern, called the lattice [1]. The material can be obtained by infinitely reproducing the
unit cell in the real space, which is the most basic unit arrangement of atoms that describes
the system. Each material has a different unit cell, with a different symmetry pattern and/or
formed by different atoms. In a first approximation, ions (the atomic nucleus plus the core
electrons) in the unit cell are siting motionless in their sites (Born-Oppenheimer approxima-
tion), and valence electrons will move through the system according to the band theory of
solids.
In band theory, the eigenstates and eigenvalues satisfy the Bloch theorem, which states
that electrons move in the average periodic potential created by the motionless atoms. The
eigenvalues are also called electronic band energies Ekνσ, and they are defined in the k-space
in the so called first Brillouin zone (BZ), which is the Fourier transformed (FT) unit cell,
ν is the band index and σ is the spin index. At the practical level, the electronic band
energies (or equivalently the band structure) are obtained by Density Functional Theory
(DFT) calculations, explained more in detail later on and inAppendix A. In this framework,
the electronic band structure can be extracted from the hybridization of atomic-like orbitals
s, p, d, f ,..., which come from each atom of the unit cell. The number of bands will be
determined by the number of atoms in the unit cellNuc, the number of orbitalsN of each atom
(where the total number of orbitals per unit cell can be alternatively defined as Norb = NucN)
and the spin degree of freedom for a given system. In DFT calculations, some effects coming
from the electron-electron repulsion are included in the average periodic potential in which
electrons move.
The number of (valence) electrons per unit cell is given by the total number of valence
electrons coming from each atom in the unit cell. Thus, the band energies are filled bottom-
up until all the electrons are distributed (following the Pauli exclusion principle) in the band
structure. At T = 0K, the last filled band energy is defined as the Fermi energy εF . The
Fermi energy is defined as the chemical potential at zero temperature, εF = µ(T = 0K),
where the chemical potential is the change in energy when a new particle is added to the
system. At finite and low temperature T , electrons distribute in the band energies following
the Fermi-Dirac distribution function.
1
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A major success of band theory is the ability to predict a metallic or insulating behavior
for a given material. Then, if εF crosses the bands, the system is a metal (Figure 1.1(a)),
while if there is an energy gap between εF and the next available energy, the system is an
insulator (Figure 1.1(c)). Then, for an odd number of electrons per unit cell, the system
will be always behave as a metal, whether if it has an even number of electrons per unit cell,
band theory predicts that the system can behave as a metal or an insulator.
When εF crosses the bands, the closed surfaces in the first BZ with band energies Ekνσ = εF
are defined as the Fermi surface. The notation hole- or electron-pocket is used to denominate
the closed surfaces which have positive or negative curvature for Ekνσ close to εF , respectively,
see Figure 1.1(b). For a given band Ek, the electron effective mass m0 can be defined as
m0 = |∇2kEk/~|−1. This parameter states the variation of the electron mass when the electron
is moving in the periodic potential of a solid.
Figure 1.1: (a) Band structure (dashed black line marks εF ) and (b) Fermi surface for a
model proposed for metallic LaFeAsO in the unfolded BZ (see Section 1.5.2). The Fermi
surface is formed by various hole- (red lines) and electron-pockets (blue lines). Dashed black
line in the Fermi surface marks the ~k-path followed to obtain the band structure. Taken
and adapted from [2]. (c) Band structure calculation for semiconducting silicon (εF fixed
at 0 eV ). A (indirect) gap opens at εF , where gap ∼ 1 eV . Taken and adapted from [3].
In band theory, when a new particle (hole or electron) is added to the system, εF shift
downwards or upwards and the Fermi surface changes. This shift is said to be a rigid-band
shift, i.e. the band structure remains unchanged while εF moves. The parent compound
of a material is defined as the system with no external particles added and no external
perturbations, such as pressure, magnetic or electric fields.
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A priori, the Fermi level shift when new particles are added into the system should not
be rigid, due to the fact that the new particle will interact with the other electrons in
the material, and hence the band structure should change. Nevertheless, band theory and
rigid-band shift work on the basis of the Fermi liquid theory (FLT) for solids [4, 5], see
Section 1.2.2. FLT justifies the success of band predictions in most of the materials. In
this framework, the excitations (i.e. when a new particle is added to the system) are described
as single-particle states in the low T and low energy regime. These excitations have a finite
lifetime, which in the FLT at low T will be large enough close to the Fermi level to legitimate
the single-particle description. In FLT, the low temperature-dependent electronic properties,
such as the resistivity ρ(T ), the specific heat C(T ) or the susceptibility χ(T ), can be obtained
and compared with experimental results.
However, there are some situations in which FLT, and hence the band theory can fail. In
these cases, the experimentally observed band structure and electronic properties deviate
from the DFT calculations. For example, the observed band structure of some metals is
much narrower than calculated using DFT [6], or an expected metallic material behaves as an
insulator [7]. These behaviors result from the effects of the electronic correlations. Including
these electronic correlations will describe how electrons change their motion through the
material when they interact with other electrons. Then, further models and approximations
beyond DFT are needed to describe such new systems, usually called strongly correlated
electron systems (SCES) [4, 5, 8]. This is the case for the previously commented situations,
when the band structure narrows in a metal or when an expected metal behaves as an
insulator, the so called Mott insulator [7].
Among the systems which show increased electronic correlation effects, in this thesis I will
focus on high-Tc iron-based superconductors (FeSCs) [5, 9] and 2D materials [10, 11], specifi-
cally in magic-angle twisted bilayer graphene (MA-TBG) and Fe3GeTe2 (FGT). I will specif-
ically focus on studying such systems when considering the interaction between electrons in
the same lattice site, in the so called local approximation (see next section). A major ques-
tion that I would like to answer through this thesis is: what is the strength of these electronic
correlations and how does it relate with the experimental properties observed?. This question
is crucial in order to understand the origin of various phases, like magnetism, superconduc-
tivity, etc, that appear in such systems
The strength of electronic correlations can be modeled by a parameter called the quasiparticle
weight Z. Alternatively, in the local approximation, the effective mass renormalization, or
mass enhancement can be defined as m∗/m0 = 1/Z, where m0 is the non-correlated electron
mass obtained from DFT [4, 5]. The quasiparticle weight is a well defined quantity (for a
metal) in the FLT and ranges from 0 < Z < 1. For 0.7 < Z ≤ 1, the general expectations
from band theory are recovered, and the system is said to be weakly correlated. For Z < 1, the
system start to become more and more correlated, progresively entering in the regime which
is known as the correlated metal. When the system becomes the special insulator, called the
Mott insulator, Z = 0. In this situation, FLT breaks down and further approximations are
needed to describe the physics of the system. Due to the relation between Z and m∗ found
in the local approximation, Z can be identified as a renormalization pre-factor of the band
structure ∼ ZEk, hence when electronic correlations increase, the bands become narrower.
We will later see that this effect translates into a non-rigid shift when the chemical potential
varies because Z depends on the electronic filling.
The mass renormalization m∗/m0 = 1/Z gives a physical explanation of what is occurring
in the system: at m∗ = m0 (Z = 1), the electron has an effective mass which is equal to
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the non-correlated one; when correlations increase, m∗ > m0 (Z < 1), the electrons start
to become heavier, so their motion is stopped progresively, increasing the resistivity of the
material; at m∗ → ∞ (Z = 0), electrons are infinitively heavy, so they will prefer to stay
motionless in the system, and the material becomes an insulator. Note that this description
is based on the Brinkman-Rice picture of the Mott transition (see next sections).
The metal-to-insulator transition described above, also called the Mott transition, is at the
heart of various SCES, such as unconventional superconductors, various two-dimensional
(2D) materials, see Section 1.3, or for ultra-cold atoms in optical lattices.
1.2 Many-body hamiltonian and the concept of correlation
In this section, I will formally introduce the hamiltonian which describes a solid material,
also called a many-body hamiltonian, and the concept of electronic correlations. I will follow
a similar derivation as the ones done in [11–13].
The hamiltonian of a solid material, with NI ions and Nel electrons, can be written as:
H = − ~2M
NI∑
α
∇2α︸ ︷︷ ︸
TI
− ~2m
Nel∑
i
∇2i︸ ︷︷ ︸
Tel
+
NI∑
α 6=β
ZαZβe
2
|~Rα − ~Rβ|︸ ︷︷ ︸
VI−I
−
NI∑
α
Nel∑
i
Zαe
2
|~ri − ~Rα|︸ ︷︷ ︸
VI−el
+
Nel∑
i 6=j
e2
|~ri − ~rj |︸ ︷︷ ︸
Vel−el
(1.1)
where atomic units ε0 = 1/4pi) have been used. M and m are the free ion and electron
masses, ~Rα is the ion α position, ~ri is the electron i position and Zα is the atomic number
of the α ion. Various kinetic and interaction energy operators have been defined: TI is the
ionic kinetic energy, Tel is the electronic kinetic energy, VI−I is the ion-ion interaction, VI−el
is the ion-electron interaction and Vel−el is the electron-electron interaction.
Due to the massive character of ions when compared with electrons (M  m), ions move
much slowly than electrons, so in a first approximation, ions can be treated as sitting motion-
less, considering TI as a perturbation H = HBO + TI (Born-Oppenheimer approximation),
where:
HBO = Tel︸︷︷︸
Tˆ
+VI−I + VI−el︸ ︷︷ ︸
Vˆext
+Vel−el︸ ︷︷ ︸
Vˆee
(1.2)
The hamiltonian HBO = Tˆ + Vˆext + Vˆee, with Tˆ being the kinetic energy of the electrons,
Vˆext the external potential generated by the ions in which the electrons are moving and Vˆee
is the electron-electron interaction. From now on, TI effects will be neglected.
DFT is the most widely used approximation to solve the many-body hamiltonian Eq. (1.2),
see Appendix A. DFT allows to calculate the band structure Ekνσ for different materials.
Each atom in the unit cell is considered to contribute with its atomic orbitals. The number
of bands ν equals the number of orbitals per unit cell and spin 2Norb. When treating Tˆ , the
eigenstates are described as a linear combination of single-particle states, hence the electrons
will behave almost independently of each other (they are not electronically correlated). Also,
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when treating Vˆee, a Hartree-like approximation is made, and hence the exchange effects are
almost neglected. Thus, the DFT hamiltonian H0 can be written as:
H0 = Tˆnoncorr + Vˆext + Vˆ Hee + VˆXC (1.3)
where Tˆnoncorr refers to the non-correlated kinetic energy of the electrons, Vˆ Hee is the electron-
electron interaction in the Hartree approximation and VˆXC encodes the electronic correlation
and the exchange effects. In the most common DFT approaches, such as local density
approximation (LDA) or generalized gradient approximation (GGA), VˆXC is approximated
by different functions, see Appendix A for a brief discussion, and biggest correlation and
exchanges effects are neglected. Thus, we can conclude by considering the most common
DFT band structure calculations (LDA or GGA) as the weakly correlated limit, and adding
new particles to the system will rigidly shift (i.e. the band structure remains unchanged) the
Fermi energy εF .
1.2.1 Tight-binding models
The hamiltonian Eq. (1.3) can be translated into a tight-binding model [1, 12]. During this
thesis, I will mainly use the second quantization notation. For a tight-binding model in the
second quantization notation, H0 is encoded in the hopping integrals tijmn. These hopping
integrals describe the possible hopping processes for an electron in an orbital n at the lattice
site j which hops to an orbital m in a lattice site i. Then, H0 can be written as:
H0 =
∑
mn
∑
ij
∑
σ
tijmnd
†
imσdjnσ (1.4)
where dimσ (d†imσ) annihilates (creates) an electron in a lattice site ~i, in a orbital m and
with spin σ. ∑ij runs for all the neighbors around the considered origin lattice site. tijmn
can be complex numbers and they usually receive names such as nearest or first neighbor,
next-nearest or second neighbor, etc., refering to the distance from the origin. Tight-binding
models will only include up to a certain number of neighbor hoppings.
The dispersion relations εkmn are defined by the FT of the hopping terms in Eq. (1.4), as
shown in Eq. (1.5), and the band structure Ekν is obtained by diagonalizing the hamiltonian
defined by H0 =
∑
kmnσ εkmnd
†
kmσdknσ. Tight-binding models can be used as simple models
to address different physical behaviors, as for example, when considering the 2D square
lattice, in a single-orbital system with only nearest neighbors t included:
εkmn =
∑
ij
tijmne
−i~k·~ij → ε2D squarek = 2t (cos kx + cos ky) (1.5)
Tight-binding models are applied to study real materials. In order to calculate the hopping
parameters for a real material, a procedure called Wannier parametrization is used, see
Section A.2. In this procedure, a set of targeted band energies Ekν are fitted to a set of
hopping integrals tijmn. The goal of a Wannier parametrization is to be able to reduce the
original ν bands problem, to a smaller set of bands which gives enough information to explain
the physics in a given material. Usually, bands around the Fermi level and well separated by
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a gap from next bands can be targeted to obtain the tight-binding model, see red bands in
Figure 1.2(a). In some cases, there is not a clear gap between the targeted bands and the
next bands (they are said to be entangled), and the procedure will give a less accurate result,
see Figure 1.2(b). The orbitals for which tijmn are obtained are called Wannier orbitals, and
they are not necessarily the same as the atomic orbitals. The degree of similarities between
Wannier and atomic orbitals depend on how entangled the targeted and untargeted bands
are. In most of the cases, and through all this thesis, I will focus on Wannier orbitals which
have the same symmetry than the atomic orbitals, hence we can distinguish Wannier orbitals
like s, px, py and pz, dzx, dyz, dx2−y2 , dz2 or dxy, etc, depending on their quantum angular
momentum numbers l = 1, 2, . . . and ml = −l, . . . ,+l
Figure 1.2: (a) Disentangled bands (red points) and Wannier parametrization fitting (red
lines) for SrV O3. The perfect fitting is done in a set of bands which are well separated from
other untargeted bands. (b) Same for LaFeAsO in the folded BZ, see Section 1.5.2, which
shows some entanglement between the Fe d bands around the Fermi level and the next bands.
The Wannier fitting (green lines) is done in a set of bands which are entangled with other
untargeted bands. The fitting shows discrepancies in certain areas (see E − EF ∼ 2 eV ),
but the Wannier fitting gives good enough results to address the electronic properties at low
energies. Taken and adapted from [14].
In principle, the orbitals with the same l and different ml will be energetically degenerated in
each atom. However, due to the environment that surrounds each lattice site in the unit cell,
a crystal field spltting m appears, which is m = tij=0mm . i.e. an onsite energy which breaks the
ml-orbital degeneracy [5, 8]. The crystal field splitting is an electrostatic interaction between
the electrons in each site with their surrounding ions. Different crystal structure symmetries
will have different crystal fields. As an example in perovskite structures (see Figure 1.3),
for d orbitals in a cubic symmetry, the crystal field effect breaks the degeneracy between
(dzx, dyz, dxy) (also called t2g orbitals) and (dx2−y2 , dz2) (also called eg orbitals), while for
d-orbitals in a tetragonal symmetry, all the orbitals except (dzx, dyz) are non-degenerated.
The total bandwidth W of a given band structure is the difference between the minimum
and maximum band energies (for example, in Figure 1.1(a), W = 12 eV ). It is related with
the hopping integrals tijmn, so W approximately states the kinetic energy of the electrons in
a given material. In a multiorbital system, each orbital will approximately contribute to
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Figure 1.3: Crystal field splitting in (a) cubic and (b) tetragonal symmetries for per-
ovskite crystal structures. The original d orbitals (marked as a dark blue line) become
non-degenerated due to environment and the shape of each orbital (marked as light blue
lines). Taken and adapted from [5]. (c) Total (black lines) and orbital-resolved (colored
lines) DOS for SrV O3. d orbitals from V are mostly located from −1 eV to 5 eV . Figure
obtained by GGA DFT calculations implemented in the Wien2k code.
the band structure in a certain energy window. This energy window can be identified as
an orbital-resolved bandwidth Wm. These parameters will be useful when talking about the
strength of electronic correlations in the next chapters. In Figure 1.3(c), I show the total
and orbital-resolved density of states (DOS) for the SrV O3, where W ≈ 18 eV , and V d
orbitals are mainly contributing around the Fermi level, with WV d ≈ 6 eV , WV d eg ≈ 3.5 eV
and WV d t2g ≈ 2.5 eV . The DOS is defined as the number of accessible states per energy by
the electrons of a given material, so it gives the degeneracy of a given band energy Ekν .
1.2.2 Fermi liquid theory (FLT)
In this section, I will review the FLT for solid state systems, by following [4, 5]. I have already
mentioned that it is not trivial to see that, when adding a new electron into a material, the
band structure remains unchanged while the Fermi level is rigidly shifted. FLT justifies the
applicability of this single-particle states approximation for DFT band structure calculations
for most of the materials. FLT is a low energy and low temperature theory, in which there is
a one-to-one correspondence between the low energy excitations (called quasiparticles) and
the real particles of the system. Then, the quasiparticles have the same charge |e| and spin
1/2 than the real particles. FLT is a phenomenological theory, but it can be justified by
perturbative arguments (by using Green’s function formalism, see the end of this section),
so it is not restricted to weak interactions. FLT fails when dealing with various situations,
such as for Mott insulators, Luttinger liquids, strange metal phases, etc.
In FLT, for a non-interacting hamiltonian H0, the interactions between electrons Uˆ are
adiabatically turned on, i.e. the ground state of H0 evolves smoothly with Uˆ , until there is a
direct connection with the ground state of the interacting hamiltonian H0 + Uˆ . For magnetic
or superconducting phase transitions, the Mott transition, etc, FLT breaks down.
Then, let’s assume a many-body system with N particles and the ground states of the non-
interacting |Ψgs > and interacting |Ψ∗gs > hamiltonians are connected adiabatically. If a
new particle is added to H0, the new state will be |P >= c†kσ|Ψgs >, where c†kσ creates a
particle in a excited state of the non-interacting hamiltonian H0 with k and spin σ. When
Chapter 1. Introduction 8
Uˆ is turned on, the system evolves adiabatically from its initial state |P > to a final state
|QP >= Uˆ |P >. Then, quasiparticles can be defined as the elementary excitations of the
interacting hamiltonian |QP >= a†kσ|Ψ∗gs >, where a†kσ creates a quasiparticle in a excited
state of the interacting hamiltonian H0 + Uˆ with k and spin σ, with a†kσ = Uˆc
†
kσUˆ
†. Thus,
the elementary excitations of the interacting system (H0 + Uˆ) are the quasiparticles, and not
the real particles.
The electronic particle operator ckσ can be written in a perturbative way in terms of Uˆ , not
restricted to weak Uˆ (and dropping out the spin indices σ for simplicity):
c†k =
√
Zka
†
k +
∑
k4+k3=k2+k
A(k4, k3, k2, k)a†k4a
†
k3
ak2 + · · ·︸ ︷︷ ︸
decay proccesses
(1.6)
Zk is defined as the quasiparticle weight (mentioned in the previous section), and it is given
by Zk = | < Ψ∗gs|akc†k|Ψ∗gs > |2 > 0, so it is the overlap between particle and quasiparticle
states. The quasiparticle weight takes values 0 < Zk < 1, so when Zk ≈ 1, the weakly
correlated limit is recovered, whether for Zk = 0, FLT breaks down. When Zk decreases, the
strength of correlations increases. Then, Zk can be used to measure the strength of electronic
correlations. Higher-order terms in Eq. (1.6) describe the decay processes of an electron into
several exciations. Then, there is a part of the electron that cannot be expressed in terms
of quasiparticles. This is the so called incoherent part. As a consequence, the quasiparticles
will have a finite lifetime τ .
The single-particle states approximation makes sense if Zk is a finite number and if the
quasiparticles live long enough. It can be shown that in 3D and at low ω (|ω − µ|  µ) and
low T (T  µ = kBTF ):
1
τ
∝ (ω − µ)2 + T 2 (1.7)
where ω is the frequency of the elementary excitations, µ is the chemical potential (the change
in the total energy when an excitation is created in the system) and TF is the characteristic
temperature of the Fermi liquid metal (Fermi temperature). The quadratic dependencies
ensure the long-lived quasiparticles at low T and energies. The quasiparticle stability re-
quires that Γ/ω ∼ ω  1, which is satisfied for 3D1, see Eq. (1.7). Then, the stability
condition states that the decay rate of the quasiparticles have to be much smaller than their
characteristic energies.
The quasiparticle weight Zk is obtained from the excitation spectra. The excitation spectra,
or alternatively the spectral function A(k, ω), is the distribution of excitations which are cre-
ated when a particle (real electrons) is added/removed from the system. It can be measured
by photoemission spectroscopy (PES). The spectral functions for a non-interacting and in-
teracting system are shown in Figure 1.4. For a non-interacting system, A(k, ω) is a delta
function. For an interacting system, the excitation spectra is formed by the so called quasi-
particle peak (also called the coherent part), plus a continuum of states which are excited
by the added/removed particle (the incoherent part). The continuum of states is the contri-
bution of the decay proccesses, see Eq. (1.6). The delta function adquires a width Γ related
1In 2D Γ/ω ∼ ω lnω and stability can be recovered. Interestingly, in 1D systems, Γ/ω ∼ const, so
quasiparticles are not stable, and hence FLT breaks down. This is the situation for the Luttinger liquids.
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with the decay of a quasiparticle which is not an eigenstate of the interacting hamiltonian,
Γ = 1/τ .
Figure 1.4: (a) Spectral function for a non-interacting hamiltonian. In this case, A(k, ω)
is a delta function for ω = Ek. (b) Spectral function for the interacting hamiltonian. The
quasiparticle peak can be identified at ω = Ek with a width Γ. Apart from the quasiparticle
peak, there is a continuum of excitation energies for ω > Ek and < Ek. Taken and adapted
from [4].
The spectral function can be written in terms of the retarded propagator G(k, ω):
A(k, ω) = − 1
pi
ImG(k, ω) (1.8)
In Green’s function formalism, the retarded propagator G(k, ω) is the probability amplitude
for a particle being added/removed from the system, moving through it and ending in a
state (k, ω). Then, G(k, ω) describes the propagation of a particle when it moves through
a material, interacting with other electrons. It is a complex quantity which encodes all the
information about the full interacting hailtonian H0 + Uˆ . G(k, ω) can be written using the
Dyson equation:
G(k, ω) = 1
ω − ε0k + µ− Σ(k, ω)
= 1
ω − ε′k + µ− i ImΣ(k, ω)
(1.9)
where ε0k is the dispersion energies of the non-interacting system (see Eq. (1.5)), ε′k = ε0k +
ReΣ(k, ω), µ is the chemical potential and Σ(k, ω) is the self-energy. The self-energy is a
complex quantity which accounts for the effects of Uˆ not included in the hamiltonian H0, so
it will describe the quantities that we have previously seen for the quasiparticles, Zk and τ .
We will see in the next paragraphs that ReΣ(k, ω) is related with Zk and ImΣ(k, ω) with
τ .
The poles ωpole of G(k, ω) (i.e. the ω values at which G(k, ω) diverges) will describe the
energies of the excitations of the interacting system, i.e. the quasiparticles. In FLT, the
stability conditation states that Γ/ω = 1/τω  1. By definition 1/τ = ImΣ(k, ω), then the
applicability of FLT requires that ImΣ(k, ω)/ω  1 and ImΣ(k, ω)  ε′k. For T = 0K
and small frequencies (note that Σ(k, ω) ≈ ReΣ(k, ω)), Σ(k, ω) can be Taylor expanded and
retain only up to linear-ω terms [15]:
Σ(k, ω) ≈ ReΣ(k, 0) + ω ∂ReΣ(k, ω)
∂ω
∣∣∣∣
ω→0
(1.10)
where the quasiparticle weight Zk is defined as:
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Zk =
1
1− ∂ReΣ(k,ω)∂ω
∣∣∣
ω→0
(1.11)
and Σ(k, ω) ≈ ReΣ(k, 0)+ω(1−1/Zk), so in the FLT the real part of the self-energy depends
linearly on ω with a factor which depends on the quasiparticle weight Zk. The propagator
is redefined as:
G(k, ω) = Zk
ω − Zk(ε′k − µ)
(1.12)
Eq. (1.12) features a pole at ωpole = Zk(ε′k − µ), where Zk plays the role of weighting this
pole (hence the name of Zk). It appears as a pre-factor of ε′k, so the energies will suffer a
renormalization due to this Zk.
Around the Fermi surface kF , Σ(k, ω) can be further expanded to obtain the effective
mass renormalization, (m∗/m0)k ≈ (1− ∂ReΣ(k,ω)/ ∂ω
∣∣∣
k→kF
)/(1− ∂ReΣ(k, ω)/∂ω|ω→0). If
Σ(k, ω) is k-independent (as I will discuss in Section 1.3 and during a great part of the
thesis), 1− ∂Σ′(k, 0)/∂k|k→kF = 1, and then:
m∗
m0
= 1
Z
(1.13)
In this case, the mass renormalization for k-independent self-energy gives a clear physical
meaning for Z: at m∗ = m0 (Z = 1), the electron has an effective mass which is equal to
the non-correlated one, so the system behaves as a non-correlated metal, m∗ < m0 (Z < 1),
the electrons become heavier, so the system progresively moves from a weakly correlated
metal (0.7 < Z ≤ 1) to a moderately (0.3 < Z . 0.7), and then a strongly (0 < Z . 0.3)
correlated metal; at m∗ →∞ (Z = 0), electrons are infinitively heavy, so they will prefer to
sit motionless in the material, and the system behaves as an insulator. Now, we will see how
to measure the mass renormalization.
Measurable thermodynamic quantities can be extracted by using the Landau’s free energy
functional F [δnˆk], where nˆk = a†kak is the quasiparticle number operator. This functional is
obtained by an expansion of H0 + Uˆ around the equilibrium density of quasiparticles, which
is a small quantity:
F [δnˆk] = Fgs +
∑
k
∂F
∂δnˆk
∣∣∣∣
δnˆk→0︸ ︷︷ ︸
E∗
k
δnˆk +
∑
kk′
∂2F
∂δnˆk∂δnˆk′
∣∣∣∣∣
δnˆk,k′→0︸ ︷︷ ︸
fk,k′
δnˆkδnˆk′ + · · · (1.14)
where δnˆk is the deviation from the equilibrium density of quasiparticles, Fgs refers to the
non-interacting ground state free energy (system without quasiparticles), E∗k is the single-
quasiparticle energy and fk,k′ is the residual quasiparticle-quasiparticle interaction (gives
the decay processes). They are related with quantities such as the quasiparticle weight
Zk, the mass renormalization m∗/m0, the lifetime τ , etc. Here, I will just mention that the
electronic excitation terms of various thermodynamics quantities, like the specific heat C(T ),
the resistivity ρ(T ) or the spin susceptibility χs(T ), can be obtained as:
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
C(T ) ∼ γT 2
ρ(T ) ∼ ρ0 +AT 2
χs(T ) ∼ const. = χs0
(1.15)
The factors γ, A and χs0 can be obtained from E∗k and fk,k′ . They depend on the effective
mass renormalization as γ ∝ m∗, A ∝ (m∗)2 and χs0 ∝ m∗, so they increases when electronic
correlations increase. Then, the ratio m∗/m0 = 1/Z can be obtained when comparing the
experimental values of γ, A and χs0 with the results calculated in DFT, e.g. m∗/m0 =
γexp/γDFT (see next chapter). When comparing with the experimental results, Eq. (1.15)
could show other T dependencies, like electron-phonon contributions (for example, βT 4 term
in C(T )), or from non-Fermi liquid behaviors. In Section 2.3.1, we will further discuss the
experimental results for the quantities of Eq. (1.15) in FeSCs.
1.3 Single-orbital systems
A first approximation to study the physics of many SCES is the so called Hubbard model. In
the spatially localized Wannier orbital basis, Eq. (1.3) can be rewritten in second quantization
to include strong correlation/interaction effects. In the real space [13]:
H =
∑
mn
∑
ij
∑
σ
tijmnd
†
imσdjnσ︸ ︷︷ ︸
weaklycorrelated H0
+ 12
∑
mm′nn′
∑
ijkl
∑
σσ′
U ijklmnm′n′d
†
imσd
†
jnσ′dlm′σ′dkn′σ︸ ︷︷ ︸
correlated Uˆ
(1.16)
where U ijklmm′nn′ is the interaction integral between electrons initially with lm′σ′, and kn′σ
and which end in imσ and jnσ′. This is the electronic correlations term Uˆ .
In the k-space, and taking into account the momentum conservation:
H =
∑
k
∑
mn
∑
σ
εkmnd
†
kmσdknσ +
1
2
∑
mm′nn′
∑
kk′Q
∑
σσ′
UQmnm′n′d
†
k+Qmσd
†
k′−Qnσdk′m′σ′dk n′σ
(1.17)
where Q gives the momentum exchange due to the interaction UQ. Eq. (1.16) and Eq. (1.17)
are equivalent. When the Uˆ effect is strong enough, DFT band structure calculations fail,
and further approximations have to be taken into account.
Two main regimenes can be differentiated when looking into the range of the electronic
interaction Uˆ : short- and long-range interactions [4]. Like the Coulomb interaction between
electrons goes like ∼ 1/r, it has a long-range character. However, other electrons in the
system can screen this Coulomb interaction, reducing its long-range character. In order
to have this situation, there has to be a minimum electron density needed to screen this
interaction. When the screening is large enough, the long range character of the Coulomb
interaction can be safely ignored, and short-range interactions will dominate the physics of
the system.
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During this thesis, I will focus on studying short-range interactions, in the limit of onsite
interactions. The onsite interactions are restricted to the electrons in the same lattice site.
These interactions do not necessarily imply an ordering of the system. In the case of the
onsite interactions:
U ijklmnm′n′ = Umnm′n′δ
ijδikδil (1.18)
For a single-orbital system, the so called Hubbard model can be derived:
H =
∑
ij,σ
(tijd†iσdjσ + h.c.) + U
∑
i
n̂i↑n̂i↓ (1.19)
In this model, U gives the onsite interaction (also called Hubbard interaction) and n̂iσ =
d†iσdiσ is the occupation number operator. The onsite interaction term gives the repulstion
energy between two electrons which are in the same lattice site. We will see in the next
section that due to the onsite interaction U , double occupied lattice sites (i.e. two electrons
with opposite spins in the same lattice site) will be suppressed, as shown in Figure 1.6.
Within the limit of onsite interactions, two situations can be separated: local and non-local
correlations. In the local correlations picture, only correlations between electrons in the same
lattice site (also called onsite correlations) are considered, and further neighbor correlations
are neglected. In this case, Σ(ω) is k-independent, and hence all the observables, like Z. In
the non-local correlations picture, the correlations between an electron in a site with those
in neighbor sites are also included, then Σ(k, ω) is k-dependent and also other observables
as Zk.
Although the Hubbard model Eq. (1.19) looks quite simple, it can capture the essential
physics behind complicated systems, such as the high-Tc cuprates [7] or ultra-cold atoms in
optical lattices [16]. The most suprising feature of this model is the Mott transition. In
various materials, DFT band structure shows a metallic behavior (with an odd number of
electrons per unit cell), but the experiments remark their insulating behavior in the para-
magnetic (PM) state. This insulating behavior comes from local correlation effects, and it
is known as the Mott insulator. We will further explore this insulating state in the next
sections.
1.3.1 The Mott transition
Let’s consider a simple model to see the effect of U [5, 8]. Suppose a single-orbital system,
where only nearest neighbor hoppings t are included. Consider the large-U limit, with t ≈
0. Each lattice site can hold 2 electrons with different spin. Due to the effect of U , 2
electrons in the same lattice site will repel each other. Then, adding the second electron
in an already occupied lattice site (also called double occupancy) costs an energy U , see
Figure 1.5(a). This results in the non-rigid band shift, i.e. both the chemical potential and
the energies change when adding extra particles into the system. Now, when considering the
hopping t 6= 0, the non-degenerated energy levels of Figure 1.5(a) will adquire a width,
as shown in Figure 1.5(b). These are the so called Hubbard bands, which belong to the
continuum of states which is not in the quasiparticle state, see Section 1.2.2. Note that the
Hubbard bands represent non-degenerated single and double occupied bands which cannot
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be explained by the single-particle approximation done in band theory, in constrast to typical
band insulators (see Figure 1.1(c)).
Figure 1.5: (a) Energy levels in the large-U limit (i.e. t ≈ 0) for an atom, where adding a
second electron will cost an energy U . These energy levels are labeled by single and double
occupancy, so they have a single slot for electrons. (b) When including the hoppings, these
energy levels adquire a width of the order of the bandwidth W . The dispersive single and
double occupancy levels are also called Hubbard bands, which belong to the continuum of
states which are not in the quasiparticle state. Adapted from [5].
Now, let’s assume that the system is at half-filling, i.e. the number of electrons per atom is
ne = 1. Considering the ratio U/W (which is the ratio between the interaction energy and
the effective kinetic energy), with W the bandwidth, two regimenes can be differentiated:
whenW  U , the kinetic energy gain is larger than the interaction energy cost for the double
occupancy, hence the electrons will move almost freely through the lattice (Figure 1.6(a)),
while if W  U , the interaction energy cost wins over the kinetic energy, so electrons in the
same site repels each other, hence sitting motionless at each lattice site (Figure 1.6(b))2.
Figure 1.6: Sketch of the Mott transition in a single-orbital system at half-filling, where
the effective kinetic energy is identified by the total bandwidth W . (a) W  U , the system
behaves as a metal and (b) W  U , the system becomes a Mott insulator. Adapted from
[5].
2Note that in a model like this one, non-local AFM correlations (note that the spins in Figure 1.6
are distributed anti-parallel from one atom to another, see Section 1.3.2) will tend to stabilize the Mott
insulating state at an infinitesimal U ≈ 0, hence the limit U/W does not make sense. However, in the
local correlations picture, there is not such magnetic correlations playing any role, and the Mott transition is
displaced to U > 0.
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If only the hopping amplitudes are considered, a metallic solution is found. By introducing
the onsite interaction, at a certain value of U , the metal-insulator transition can occur
without any symmetry breaking. Thus, the system does not necessarily order magnetically.
This is what is called the Mott transition, while the insulator is called Mott insulator. The
Mott transition will occur at a critical interaction Uc 'W and the gap will be of the order of
gap ∼ U −W [17]. In Figure 1.7(a), I have sketched the Mott transition explained above.
Note that this transition will only occur at half-filling, once the system is doped (with holes
or electrons) away from half-filling, the system behaves metallically (the chemical potential
lies in a partially filled Hubbard band), so that the Mott insulator is only found at half-filling.
Figure 1.7: Sketches of the (a) Mott-Hubbard and (b) Brinkman-Rice metal-to-insulator
transitions. Green dotted line marks the chemical potential µ when the system is at half-
filling ne = 1. In the Mott-Hubbard transition, the system starts in the Mott insulating
state, and the kinetic energy W is progresively turned on. Uc is defined at the energy at
which the upper and lower Hubbard bands merge. In this picture, the metallic phases are
not properly described, and U effect is overestimated. In the Brinkman-Rice transition,
the system starts in the non-correlated metallic state, and the interaction U is progresively
turned on. Uc is defined at the energy at which the quasiparticle peak disappears (Z = 0). In
this picture, the Mott insulating phase cannot be described, and U effect is understimated.
Adapted from [5].
This previous picture is what can be alternatively called the Mott-Hubbard transition [8]. It
starts from the insulating state, by considering the Hubbard bands and progresively turns
on the kinetic energy W . In this picture, all the spectral weight goes to the Hubbard bands.
Thus, while it captures the essence of the Mott transition, it does not properly describe the
metallic state.
An alternative point of view starts from the metallic side and turns on the interactions U
[5, 8]. In this picture, the ground state wavefunction of the interacting system |Ψ∗gs > evolves
with a variational parameter η, which is related with the concentration of double occupied
states. At U = 0, η = 1 and at U →∞, η = 0. This variational parameter η is also related
with the quasiparticle weight Z, see Section 1.2.2.
This is the so called Brinkman-Rice transition [8]. In Figure 1.7(b), I have sketched such
transition, where the quasiparticle weight Z (which appears as a renormalization factor of
the bandwidth ∼ ZW ) is progresively reduced until it disappears at the Mott transition
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at Uc ' 2W . However, this picture is based on the FLT for solids, and hence it cannot
provide further information about the Mott insulator and the Hubbard bands (e.g., the gap
magnitude cannot be obtained), and U effect is understimated.
The quasiparticle weight Z is the order parameter of the Mott transition [5]. In the local
correlations picture, it can be shown that 1/Z = m∗/m0, see Eq. (1.13), where m0 is the non-
correlated effective mass (i.e. obtained from the tight-binding model, see Section 1.2.1) and
m∗ is the correlated effective mass. The quasiparticle weight evolves from Z = 1 (m∗ = m0)
in the non-correlated metal to Z = 0 (m∗ → ∞) in the Mott insulator. When 0.7 < Z ≤ 1
(1 ≤ m∗/m0 < 1.4), the system is said to be a weakly correlated metal, and descriptions based
on a DFT band structure calculations and tight-binding models will give good predictions.
At 0 < Z . 0.3 (3 . m∗/m0 < ∞) is in a strongly correlated metallic state, and DFT
calculations and tight-binding models will leave out the most important local correlations
effects. In between, a moderately correlated metal exits with 0.3 < Z . 0.7 (1.4 . m∗/m0 <
3).
The behavior explained above for local correlations is robust against any considered tight-
binding model, as shown in Figure 1.8 for 2D square and triangular lattices, at half-filling
ne = 1 and only nearest neighbor hoppings t included, and solved using the slave-spin mean-
field (SSMF) formalism, see Section 1.4.1, and the detailed discussion in Appendix B.
Only the energy scales at which the effects occur will change from one model to another.
For Figure 1.8, the total bandwidth for each lattice is W square = 8t and W triangular = 9t,
and hence U squarec ∼ 13t < U triangularc ∼ 15.6t (note that U squarec ∼ 1.6W and U triangularc ∼
1.7W ).
Figure 1.8: Z versus U/t comparison between 2D square and triangular single-orbital
tight-binding models at half-filling. Only nearest neighbor hoppings t are considered. The
triangular lattice is less correlated than the square (it requires a bigger Uc to become a Mott
insulator) due to its larger bandwidth W triangular = 9t > W square = 8t. I have obtained
Usquarec ∼ 13t and U triangularc ∼ 15.6t. Figure obtained using SSMF U(1) formalism, see
Appendix B.
A more complete description requires both Mott-Hubbard and Brinkman-Rice pictures be-
ing applied at the same time, and it is provided by numerical calculations using Dynamical
Mean-Field Theory (DMFT) [17]. A description of DMFT calculations is presented in Sec-
tion 1.4.1. In DMFT close to the transition for a given U/W value, two solutions are
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possible: a metallic one where the Hubbard bands start to form, with a fully gap (∼ U −W )
opening at Uc 1 ∼ W , and an insulating one where the quasiparticle peak disappears at
Uc 2 ∼ 2W . The Mott transition is then defined as the minimum of the Landau’s free energy
F , which at T = 0K coincides with Uc 2, and results in a first order transition (for finite T ,
see Section 1.3.3).
In Figure 1.9(a), the DMFT spectral function for the Mott transition in the Bethe lat-
tice3 can be seen [17]. When the ratio U/W increases, the quasiparticle peak at ω = 0
narrows, while the Hubbard bands start to form around ω ≈ ±2D (where D = W/2 is the
half-bandwidth), and a gap opens between them, at Uc 1 as previously pointed out. The
narrowing of the quasiparticle peak with increasing U/W is related with the decrease (in-
crease) of Z (m∗/m0), hence with the narrowing of the band energies. In Figure 1.9(b), the
photoemission spectra, i.e. the spectral function A(ω), see Section 1.2.2) for SrV O3 (and
Ca-doped SrV O3) clearly shows the coexistance of the quasiparticle peak and the Hubbard
bands [18].
Figure 1.9: (a) DMFT spectral function for a single orbital in the Bethe lattice. ω is in
units of the half-bandwidth D = W/2. Modified from [17] to include the ratio U/W . At
Uc 1 ∼ W a gap (∼ U −W ) fully opens between the Hubbard bands, and at Uc 2 ∼ 2W
the quasiparticle peak dissapears, i.e. Z = 0. At T = 0K, the Mott transition occurs at
Uc = Uc 2 ∼ 2W . (b) Photoemission spectra of the strontium vanadate SrV O3, where the
quasiparticle peak (around ∼ 0.3 eV ) and the lower Hubbard band (around ∼ 2 eV ) can be
clearly seen. Taken from [18].
An important result from this improved perspective is the fact that Z vanishes at the Mott
transition, while double occupancy does not (see next section) [17]. Thus, Z is the correct or-
der parameter of the Mott transition. In the Brinkman-Rice picture and for a single-orbital
system, when Z = 0, the local total charge correlations CnT (which are the fluctuations
around the equilibrium charge in each site) are also 0, hence the Mott insulator implies a
localization of the local charge. Another important property is that local spin correlations
CS (which are the fluctuations around the equilibrium spin in each site) are maximum at the
Mott insulator, signaling that atoms are in a local high-spin state (each atom is maximally
3The Bethe lattice is an infinite dimensional hypercubic lattice, where εk = 2t
∑∞
d=1 cos kd and it has
a semicircular DOS. It is widely used in DMFT calculations due to the fact that this technique is exact in
infinite dimensions.
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spin polarized). In Figure 1.10, I present the color maps for Z, CnT and CS in the U/W
versus the number of electrons per atom ne phase diagram, for the 2D square lattice with
only nearest neighbor hoppings t [5]. These plots are obtained by using the SSMF formalism.
Except for half-filling ne = 1, the system will behave as a metal. Yellow-red areas in Fig-
ure 1.10(a) mark the weakly and moderately correlated metal, while purple region marks
the strongly correlated metal behavior, in which 0 < Z . 0.3. In this situation, DFT band
structure calculations will fail when predicting the correct band structure, due to the large
renormalization.
Figure 1.10: Color maps for (a) Z, (b) local total charge correlations CnT and (c) local
spin correlations CS in the U/W versus ne phase diagram. Solved using a 2D square lattice
with only nearest neighbor hoppings in the SSMF Z2 formalism. The Mott transition is
marked by a thick line at ne = 1. When the Mott transition is reached, Z = 0, charge
fluctuations are suppressed and the atoms become maximally spin polarized. Taken and
adapted from [5].
Calculating Z and when possible, comparing with the experiment, is then an important first
step in any SCES, in order to know the degree of electronic localization, and hence the most
suitable space (real space using Eq. (1.16), or k-space using (1.17)) to describe the system.
1.3.2 Short-range magnetic correlations for the Mott insulator
In the previous sections, we have discussed the Mott transition without the presence of
any magnetic (or orbital) tendencies. This emphasizes that the Mott insulator does not
necessarily require any magnetic tendency. Nevertheless, short-range magnetic correlations
can be promoted. In order to treat magnetic correlations, we have to go beyond local
correlations approximation, including neighbor correlations into the calculations (this is the
so called non-local correlations picture). In this section, I will briefly discuss the short-range
magnetic correlations in the large-U limit, i.e. deep in the Mott insulating phase [8].
At half-filling, Eq. (1.19) in the large-U limit can be rewritten as the Heisenberg hamiltonian:
H = J
∑
ij
~Si · ~Sj (1.20)
where J = 4t2/U (obtained from second order perturbation theory for the hopping term t) is
the exchange interaction and ~Si are the spin operators in each lattice site i. Note that J can
depend on i, j if second, or higher-order neighbor exchanges are included, resulting in a similar
hamiltonian to Eq. (1.20), but placing Jij inside the summatory. When including a modified
hopping hamiltonian in a second step [8], it receives the name of t − J model. If J > 0,
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antiferromagnetic (AFM) correlations are promoted, and hence the spins in neighboring
lattice sites will align antiparallel, while if J < 0, ferromagnetic (FM) correlations are then
promoted, so there is a parallel alignement. Note again that this tendencies do not require
a long-range order.
In the case of single-orbital systems, AFM correlations are always promoted. This occurs
because a virtual hopping process (as the one described in Figure 1.6) creates an inter-
mediate empty and doubly occupied state, with an energy U . The associated energy gain
if the spins of neighboring sites are antiparallel is ∼ −t2/U (calculated from second-order
perturbation theory for the hopping), while for parallel spins is zero (due to the Pauli exclu-
sion principle). Then, due to the energy gain, AFM correlations are promoted. Due to this
virtual proccesses, double occupancy at the Mott insulator is not strictly zero, as anticipated
in the previous section [17]. Depending on the lattice symmetry, magnetic frustration varies,
so the tendency towards the AFM correlations in higher frustrated lattices will decrease, but
the character of these correlations will remain AFM.
1.3.3 Temperature effect in local and non-local correlated systems
In this section, I will review the behavior of the Mott transition in both local and non-local
correlation pictures with the temperature T , mainly following [19–21]. The behavior of the
Mott transition will change with T . Figure 1.11 shows the T vs Ur = (U − Uc)/Uc phase
diagram for both local and non-local correlations solved by cellular DMFT (cellDMFT) for a
single-orbital at half-filling system in a 2D square lattice. In cellDMFT, non-local correlations
between electrons in different real space sites are taken into account. The range of these non-
local correlations depends on the size of the cluster used (in Figure 1.11, it is a 2×2 cluster
in the square lattice). The Mott transition at finite T is given by Uc, defined as the minimum
in the Landau’s free energy F .
Figure 1.11: T/t versus Ur/t (with Ur = (U − Uc)/Uc) phase diagram for (a) non-local
and (b) local correlations in the square lattice. Yellow area (in between Uc 1 and Uc 2 lines)
marks the coexistance of both metallic and insulating behaviors. Dashed line inside the
yellow region marks the Mott transition Uc. In both cases, a critical point appears at
T/t ≈ 0.1. Above T/t = 0.1, there is a crossover between a bad metal and bad insulator.
Orange hexagon marks the pseudogap region. Taken and adapted from [19].
A main feature of non-local correlations when compared with local correlations is that both
Uc 1 (in local correlations describes a fully opened gap between the Hubbard bands) and Uc 2
(in local correlations, the quasiparticle peak disappears), and hence Uc decrease. In CDMFT
Chapter 1. Introduction 19
calculation for a 2D square lattice at half-filling, Unonlocalc ∼ 6t, while U localc ∼ 12t. Unonlocalc
increases approaching U localc if the system is more frustrated, i.e. if the magnetic non-local
correlations are suppressed. Frustration occurs, for example, when adding further neighbor
hoppings t′ to the tight-binding model for the 2D square lattice Eq. (1.4).
In Figure 1.11, most left-sided line marks Uc 1, while right-sided line marks Uc 2. Yellow area
marks the coexistence of both metallic (quasiparticle peak) and insulating (gap separating
the Hubbard bands) states, and dashed line marks the Mott transition Uc. These three
lines end in a second order critical point, and at larger T there exist a crossover between
bad metallic and bad insulating behavior (dashed yellow line). At large T and U , local
correlations dominate the physics behavior. The Mott insulating state is the ground state
for both local and non-local correlations pictures [19]. At lower T and U , the behavior is
different for both cases. For local correlations, the metallic state is the ground state, whether
for non-local correlations, the Mott insulator is the ground state due to AFM short-range
correlations [19].
Close to critical interaction for the Mott transition in the non-local correlations picture
Unonlocalc (see orange pentagon in Figure 1.11(a)), the system shows a small gap in A(k, ω)
at the chemical potential, but without the disappearance of the quasiparticle peak, which
is splitted. This regime is totally different from local correlations, where once the Mott
insulating phase is reached, the Mott gap is fully open (∼ U−W ) and the quasiparticle peak
vanish [17]. For U > Unonlocalc , the gap is fully formed and it recovers the local correlations
expectations, with gap ∼ U −W .
1.4 Multiorbital systems
The Hubbard hamiltonian of Eq. (1.19) describes a single-orbital system for onsite inter-
actions. In order to generalize this model to the multiorbital case, we have to take into
account various considerations [22]. From Eq. (1.18), it can be seen that there are, in princi-
ple, N4 different spin-independent interaction terms Umnm′n′ . However, not all of them are
allowed (due to the Pauli exclusion principle) or independent from each other. For exam-
ple, Umnm′n′ ≡ Um′nmn′ ≡ Umn′m′n ≡ Um′n′mn. Also, terms which only mix three different
orbitals, such as Ummnn′ , vanish. In conclusion, there are four independent interaction terms:

Umm = Ummmm
U ′mn = Umnmn
JH mn = Umnnm
J ′mn = Ummnn
(1.21)
where the parameters are defined as (see below for the interacting hamiltonian form and the
inclusion of the spin indices): Umm is the intraorbital interaction, U ′mn is the interorbital
interaction for electrons with anti-parallel spins, U ′mn − JH mn is the interorbital interaction
for electrons with parallel spins, JH mn is the Hund’s coupling and J ′mn is the pair-hopping
term. The Hund’s coupling term comes from two contributions, the interorbital interaction
for electrons with anti-parallel spins and the spin-flip term, in which the electrons jump from
one atom to another flipping their spin.
Then, the multiorbital system is described by the so called Hubbard-Kanamori hamiltonian:
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H =
∑
ij,mn,σ
(
tijmn + δmnδij=0m
)
d†imσdjnσ︸ ︷︷ ︸
H0
+
∑
i,m
Ummnˆim↑nˆim↓ +
∑
i,m<n,σ
U ′mnnˆimσnˆinσ¯ +
∑
i,m<n,σ
(
U ′mn − JH mn
)
nˆimσnˆinσ︸ ︷︷ ︸
Hdens
−
∑
i,m<m′
JH mnd
†
im↑dim↓d
†
in↓din↑ +
∑
i,m 6=n,σ 6=σ′
J ′mn
2 d
†
imσd
†
imσ′din′σ′din′σ︸ ︷︷ ︸
Hadd
(1.22)
where H = H0 +Hdens +Hadd, with H0 describing the tight-binding model, Hdens being the
density-density interaction hamiltonian and Hadd including both spin-flip and pair-hopping
processes. H = H0 +Hdens is also known as the Ising hamiltonian, and the essential physical
effects discussed in this thesis are encoded in it. The study of the Ising hamiltonian will be
central during this thesis.
In a first approximation, interactions can be written orbital-independent U , U ′, JH and J ′.
Even if this approximation looks very crude, it gives good enough results in many materials. If
the system is rotationally invatiant, the relations U ′ = U − 2JH and J ′ = JH can be invoked
[23]. Even if the system is not fully rotationally invariant, these relations approximately
hold for various materials, such as FeSCs. Thus, the effects of local correlations have been
reduced to 2 independent parameters, U and JH . For real materials, these parameters can
be estimated by using constraint Random Phase Approximation (cRPA) calculations [24],
or by comparing with experiments and taking the most appropiated interaction parameter
values [9, 25] (see Chapter 4).
When solving Eq. (1.22) considering only local correlations, new interesting features appear
due to the addition of the orbital degree of freedom:
• The Mott transition occurs not only at half-filling, but also at other integer fillings ne,
where ne is the number of electrons per atom.
• A new interaction energy scale emerges, the Hund’s coupling JH , and its role in the
metallic and Mott insulating states is crucial and depends on the specific ne/N value,
where N is the number of orbitals per atom.
• If the orbitals are non-equivalent, they will behave differently with (U, JH , ne/N), so
there is an orbital selectivity of the electronic correlations. This can be translated into
an orbital dependent quasiparticle weight Zm.
These consequences are more extensively discussed in Chapter 2. Up to now, it is important
to note that the appearance of the Hund’s coupling, and the phenomenology resulting from
it, led the scientific community to introduce a new type of correlated metallic state, the
Hund metal [5, 9, 15, 26–37]. . The interplay and possible connections between Hund metals
and Mott insulators are also discussed in Chapter 2. In Hund metals, a bad metallic
behavior (i.e. higher resistivity which comes from an increase of the mass enhancements, see
Eq. (1.15)) is promoted for increasing JH , the atoms are highly (local) spin polarized and
there is an orbital decoupling (different orbitals will be decoupled from each other).
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Finally, orbital selectivity of the electronic correlations can make the system enters in an
orbital selective Mott phase (OSMP), as studied by several authors [6, 38–41]. The OSMP
is realised when some Zm = 0 while others remain finite Zn6=m 6= 0, see Section 2.2.4. The
Hund’s coupling promotes orbital decoupling favouring this situation. Nevertheless, in the
presence of finite interorbital hoppings tmn, the OSMP evolves into a system in which both
weakly (0.7 < Z ≤ 1) and strongly correlated (0 < Z . 0.3), and even moderately correlated
(0.3 < Z . 0.7) electrons coexist in different orbitals at the same time [5, 9, 15, 36, 37].
Different experimental probes [9, 15, 33, 34, 42–44] can be tested to check the effect of
the correlations in multiorbital system, similarly to the single-orbital case: angle-resolved
photoemission spectroscopy (ARPES), low-T specific heat, optical conductivity, resistivity
and magnetic susceptibility measurements, etc., see Eq. (1.15). All of these experimental
techniques are sensible to the band structure (specially ARPES), and hence to the possible
renormalization or deviations from the DFT calculated band structure, hence they are sensi-
ble to (m∗/m0)m. Thus, quasiparticle weights Zm (1/Zm = (m∗/m0)m) can be extracted. In
Section 2.3.1, we will get into more details when studying FeSCs and the role of electronic
correlations in these materials.
In the next section, I will briefly review some of the most widely used techniques to study
local correlations in multiorbital systems, which are able to study the the Mott insulator and
Hund metal phenomenology in such multiorbital systems.
1.4.1 Brief description of local correlations theoretical techniques
Various theoretical techniques have been developed to calculate the effect of the local corre-
lations. DMFT [17] is a technique specially adequate to address the Mott transition and the
strength of correlations. This technique is able to calculate the local spectral function A(ω)
with the information related with the quasiparticle peak and the continuum of states at the
same time. In DMFT, localized electrons in a lattice site interact with a bath of delocalized
electrons, thus capturing the real space localized and delocalized character of the electrons
in a SCES. This means that DMFT can capture at the same time the role played by the
localized electrons, which contribute to the Hubbard bands, and the delocalized ones, which
contribute to the quasiparticle peak.
Other techniques, such as Gutzwiller approximation (GA) [8] or slave-particle mean-field
techniques [25, 38, 45–47], like slave-boson [45], slave-rotor [46] or slave-spin [25, 38, 47], are
based on the Brinkman-Rice picture of the Mott transition, hence they follow the FLT. They
are nevertheless very useful. They can trace down Zm when going from the non-correlated
metal Zm = 1 to the Mott transition, where all Zm = 0. These techniques are computa-
tionally faster and they are easier to implement. The basic approximation behind GA is the
projection out of the double occupied states when the system progresively approaches the
Mott transition. The projection out of double occupied states is made by finding the vari-
ational parameter η for the interacting ground state |Ψ∗gs >. For slave-particle mean-field
techniques, Zm appear as multiplying pre-factors of εkmn by doing an changing from the
original Hilbert basis
{
d†imσ, dimσ
}
to a new expanded space, where more degrees of freedom
are added to obtain these pre-factors in the hamiltonian.
During this thesis, I will use the slave-spin mean-field (SSMF) formalisms to explore the
effects of local correlations in multiorbital systems, specifically in FeSCs and 2D materials.
Up to date, Hadd, i.e. the pair-hopping and spin-flip terms, seeEq. (1.22), is not considered
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in the calculations, due to the fact that it is unknown how to include it, see Appendix B.
In this technique, the original Hilbert space is expanded in a new space with pseudospin
operators
{
O†imσ, Oimσ
}
and auxiliary fermion operators
{
f †imσ, fimσ
}
. After doing a couple
of mean-field approaches, H0 is rewritten for the auxiliary fermion operators Hf , while Hdens
is rewritten for pseudospin operators HPS . Both non-interacting H0 and interacting Hdens
hamiltonians have been then separated for each degree of freedom, H = Hf + HPS , where
these two hamiltonians are coupled via a set of orbital-dependent parameters, called Lagrange
multipliers λm. The hamiltonians Hf and HPS , written in Eq. (1.23) in the k-space, have to
be solved self-consistenly. The values of Zm and λm depend on the values of the pseudospin
operators. A more extense and detailed discussion, as well as the derivation of Eq. (1.23),
can be seen in Appendix B.

Hf =
∑
k,mn,σ
√
ZmσZnσεkmnf
†
kmσfknσ +
∑
k,m,σ
(
m − µ− λmσ + λ0mσ
)
f †kmσfkmσ
HPS =
∑
m,σ
hmσ
(
O†mσ +Omσ
)
+
∑
m,σ
λmσ
(
Szmσ +
1
2
)
+HPSdens
(1.23)
λ0mσ is a correction factor which appear to recover the non-interacting limit, and HPSdens is
the Hdens hamiltonian rewritten for pseudospin operators, see Eq. (B.9). Here, Zmσ appear
as pre-factors which renormalize the band structure, as already pointed out.
Compared with other slave-particle theories, the SSMF formalisms [25, 38, 47] allow to treat
multiorbital systems in an economical way, using only 2N pseudospin operators, while the
slave-boson technique [45] normally increases its number of variables in an exponential way
with N . The SSMF formalisms permit a treatment of non-degenerated orbitals problem,
while slave-rotor technique [46] cannot account for such systems. During the last decade,
the SSMF technique has become an useful tool to study the strength of correlations in
multiorbital systems, specially by comparing SSMF with experimental results in FeSCs, see
Chapter 2.
1.5 Unconventional superconductors
Superconductors are materials in which the resistivity at a certain critical temperature Tc goes
to zero. They also repel the magnetic field (Meissner effect) [48]. In all the superconductors,
the electrons are said to be paired, forming the so called Cooper pairs, and moving through
the material without resistance.
Within all the superconductors, two main families can be distinguished: conventional and
unconventional superconductors. Conventional superconductors are those systems in which
the pairing instability is due to phonons, while for unconventional superconductors is still
under debate. According to the Bardeen-Cooper-Schrieffer (BCS) theory for conventional
superconductors, electron-phonon coupling is the responsible of this pairing instability. The
pairing instability in unconventional superconductors is not yet known, and it is accepted that
it does not occur due to phonons. It is believed that magnetic fluctuations play a major role
[4]. Nowadays, the record Tc belongs to conventional superconductors, with Tmaxc ∼ 260K
at huge pressures ∼ 190− 200GPa in LaHx [49]. At ambient pressure, the maximum Tc is
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found in unconventional superconductors, specifically in a high-Tc cuprate superconductor,
Hg0.8Cu0.2Ba2Ca2Cu3O8+δ with Tmaxc ∼ 134K [50].
A key difference between conventional and unconventional superconductors is the initial the-
ory that explain the non-superconducting compound. In conventional superconductors, the
non-superconducting (metallic) phase can be properly described by FLT and DFT band
structure calculations. In most unconventional superconductors, the electronic correlations
are important in the non-superconducting phase. For example, the parent compound (i.e.
the system without doping or external perturbations) of the cuprates [51] or organic su-
perconductors [52] are Mott insulators, while the parent compound of the heavy-fermion
superconductors [51] or FeSCs [9, 53] are correlated metals. They also have a tendency to
show ordered phases, such as magnetism (see below). In this thesis, I will focus on studying
the non-superconducting (and not ordered) phase for various unconventional superconduc-
tors, specifically in FeSCs, as well as in 2D materials such as MA-TBG, see Section 1.6.1.
Generally, something similar occurs in most of the unconventional superconductors (see Fig-
ure 1.12): the parent (and at ambient pressure) compound develops a magnetic order,
normally antiferromagnetic (AFM) or ferromagnetic (FM) (this is not strictly true in all
the unconventional superconductors, as for example in κ − (ET )2Cu2(CN)3 [52], as shown
in Figure 1.12(d) or in FeSe [54]), which disappears once doping or pressure is applied.
When the magnetic dome disappears, a superconducting dome emerges. More complicated
situations may also appear [51, 54]: presence of a pseudogap state, strange metal behaviors,
asymmetry for electron and hole dopings, etc. However, the previous behavior of magnetism
being supressed plus superconductivity emerging, seems to be robust feature in most of these
systems, so in this introduction, I will focus the discussion around this general situation,
specifically for AFM systems.
By following the phase diagram, it has been proposed that magnetic fluctuations are playing
a major role in the superconducting instability [4]. An important question emerges when
studying the strength of electronic correlations in order to describe the magnetic phase:
should the model which describes the magnetism starts from a weakly correlated regime for
delocalized electrons or from a strongly correlated regime for localized spins (as described
in Section 1.3.2) to describe the magnetism [9]? Answering this question is crucial to
understand the initial model used to describe the unconventional superconductivity.
In the weakly correlated limit, for highly delocalized electrons, magnetism is described by
a tendency to diverge for the spin susceptibility χspin [8]. The spin susceptibility is derived
from the Fermi surface, in which nesting features (a portion of the Fermi surface can be
superposed on another portion when displaced by a wavevector ~Q, called the nesting vector)
promote the magnetic instability. For ~Q = ~0, the system shows FM behavior, while for
non-zero ~Q it shows different AFM orders. In Figure 1.13(a), calculations for χspin are
shown for the same model as in Figure 1.1(a)-(b) for LaFeAsO, where only the 2D square
layers of Fe atoms is considered (see discussion in Section 1.5.2). ~Q = (pi, 0) and (0, pi),
which is recognised as a stripe-like AFM order (parallel spin alignement in one axis defined
by ~Q, while antiparallel alignement in the perpendicular axis), see Section 1.5.2.
In the strongly correlated limit (large-U limit), for totally localized spins, magnetism is de-
scribed by the minimum in the ground state energy obtained from a Heisenberg-like hamilto-
nian, similar to Eq. (1.20) [8]. In Figure 1.13(b), Heisenberg model results for first J1 and
second J2 neighbor exchanges are presented for the same compound as in Figure 1.13(a),
LaFeAsO. Depending on the ratio J1/2J2, different AFM order are promoted. For the
ground state energy (right part of Figure 1.13(b)), J2 > J1/2 and γ refers to the angle
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Figure 1.12: Phase diagrams for compounds belonging to the various families of unconven-
tional superconductors: (a) heavy-fermion superconductors, (b) cuprates, (c) FeSCs and
(d) organic superconductors. The superconducting dome usually emerges when an AFM
phase is suppressed by doping or pressure. Both phases may coexist. Different metallic and
insulating behaviors have been seen in these compounds. For the cuprates, an additional
line T ∗ marks the existence of the pseudogap phase. For FeSCs, there is a tetragonal-to-
orthorhombic transition at Ts as a prelude of the AFM phase, which is called the nematic
transition. Both the nematic and AFM phases are suppressed with doping or when pressure
is applied. In the organic superconductor case, the Mott insulating state can be accompa-
nied by a spin liquid phase, which also suppress when doping or pressure is applied. Taken
and adapted from [51, 52].
in the vertex of the 2D square lattice of Fe atoms, where for a perfect square γ = 90 ◦,
all the magnetic orders are degenerated. For γ > 90 ◦, the AFM2 order (recognised as the
checkerboard AFM order) is always the ground state.
In Chapter 2, we will explore the ongoing work in the moderately to strongly correlated
metallic regime [9].
The superconducting order parameter (related with the supercoducting gap) φ, in absence
of spin-orbit coupling, can be decoupled into φ = ψorbitalϕspin, where ψ states the orbital
symmetry (dictated by L = 0, 1, 2, . . .) and ϕ the spin symmetry. Two different types of
superconducting order parameter can be distinguished, spin-singlet, for which the orbital
part has s-, d-, ... wave symmetry, and spin-triplet, for which it has p-, f -, ... wave symmetry.
Spin-singlet superconducting order parameter is promoted by AFM correlations, while spin-
triplet is promoted by FM correlations [4].
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Figure 1.13: (a) Weakly correlated picture of magnetism for FeSCs, where the Fermi
surface is plotted at the left and χspin is plotted at the right. Nesting vector is given by
~Q = (±pi, 0) or (0,±pi), signaling a stripe-like AFM order. The scattering originates between
α hole pockets (0, 0) and β electron pockets at (±pi, 0) and (0,±pi). Taken and adapted from
[2]. (b) Localized picture of magnetism for FeSCs, where the Heisenberg exchanges are
plotted in the left and the energy per unit cell in terms of γ (where γ is the angle defined in
the Inset) is plotted in the right. Depending on the ratio J1/J2, one or another AFM order
is promoted, and for J2 > J1/2, AFM2 (checkerboard AFM) is always the ground state for
γ > 90 ◦. Taken and adapted from [55].
Spin fluctuation pairing theory is a weakly correlated theory in which spin fluctuations χspin
enhance the pairing instabitility [56]. The symmetry of the superconducting order parameter
is given by the largest eigenvalue of the pairing vertex Γνµ(~k,~k′), where Γνµ is a scattering
matrix (for two bands ν and µ which are connected by ~Q) which depends on the interaction
parameters and on the spin and the charge susceptibilities. The largest eigenvalue of Γνµ
gives the largest contribution from spin fluctuations to the pairing instability.
In the case of strongly correlated theories, exchanges Ji are decoupled in the superconducting
pairing channel with a mean-field approach. The superconducting order parameter symmetry
will depend on the exchanges Ji.
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In the next sections, I will very briefly discuss the general phenomenology of heavy-fermion
and high-Tc cuprates superconductors, and more in detail about FeSCs.
1.5.1 Cuprates & other unconventional superconductors
The heavy-fermion superconductors were discovered in 1978 [57], in CeCu2Si2. In these
systems [51], the Tc is usually low (not larger than ∼ 2K) and the magnetic moment is high,
in contrast with conventional superconductors, which do not show any magnetic moments
preceeding the superconducting phase. In some of these compounds the effective masses
can be up to thousands times the one expected from DFT calculations (they are strongly
correlated metals), hence the name of the family. The crystal structure of heavy-fermion
superconductors is formed by layers of the rare-earth element. In this system, both itinerant
(coming from the f orbitals) and localized electrons coexist at the same time.
There are some heavy-fermion superconductors which show AFM ordering, and superconduc-
tivity emerges when magnetism is suppressed, such as CeRhIn5 as shown in Figure 1.3(a),
while others show a FM order, like UGe2 or URhGe. In the latter case, superconductiv-
ity is completely inside the FM dome [58], while for AFM compounds some coexistance
between AFM order and superconductivity appears in some compounds [59], as shown in
Figure 1.12(a).
Later in 1986 [60], Bednorz and Muller gave birth to a new (and the most famous) family of
unconventional superconductors, the high-Tc cuprates. They discovered superconductivity
in BaxLa2−xCuO4 with Tc ∼ 30K. Rapidly since then, a lot of effort for finding new
superconductors in these family rose up Tc to 93K in Y Ba2Cu3O7 (equivalently called
YBCO, or Y-123) [61]. Up to date, the largest Tc in the cuprates was found in Hg-1223
under pressure, with Tc ≈ 164K [62]. The parent compound, i.e. the undoped system (see
below), of high-Tc cuprates shows a Mott insulating behavior, and a checkerboard AFM
phase for T < TN ∼ 300K, see Figure 1.14(a). The unconventional superconducting
dome emerges around the AFM phase for both electron- and hole-doped cuprates, as shown
in Figure 1.12(b). These systems are still under a huge debate about the physics and
different phases that appear in them, as shown in Figure 1.14(a) for hole-doped cuprates.
The crystal structure of the cuprates is formed by square layers of CuO2 and spacer layers
[63]. In Figure 1.14(b), the crystal structure of Hg-1201 is shown, where the spacer layers
are made of Ba, Hg and O. CuO2 layers control the physics of the cuprates. In the undoped
systems [7], Cu atoms are filled with ne = 9 electrons in 5 d orbitals, where dx2−y2 remains
at half-filling. This dx2−y2 orbital is well separated from other orbitals, due to crystal field
effects. Thus, the system is effectively behaving as a single-orbital system with one electron
per site. Due to its quasi-2D crystal structure, cuprates can be modeled using a 2D square
tight-binding model. As expected from the non-interacting limit, the system should behaves
as a metal, with the Fermi level crossing the bands. Suprisingly, the undoped compounds
are insulators, while at a certain doping, there is a insulator-to-metal transition.
More specifically, dx2−y2 orbital hybridizes with px and py orbitals coming from O, forming
bonding and antibonding orbitals as a linear combination in the CuO2 plane. The CuO2
antibonding orbital will remain at half-filling, then, single-band undoped cuprates can be
seen as Mott insulators, as explained in Section 1.3. In fact, it is a charge-transfer (Mott)
insulator, because the smallest direct gap opens between the valence O p bands and the
upper Hubbard band (U pushes the lower Hubbard band below the valence O p band).
Nevertheless, cuprates are generally referred to as Mott insulators.
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Figure 1.14: (a) Sketch of the hole-doped phase diagram for the cuprates, where various
phases can be seen, like AFM checkerboard phase with a characteristic TN , pseudogap state
with T ∗, the unconventional superconducting dome with Tc and the strange metal and
Fermi liquid metal states. Taken and adapted from [51]. (b) Crystal structure of Hg-1201
cuprate superconductor, where CuO2 layer is known to control the electronic properties of
the cuprates. Taken and adapted from [63].
The undoped compound shows an AFM phase with checkerboard pattern ~Q = (pi, pi), as
anticipated for 2D square lattices in Section 1.3.2 for Heisenberg-like models [8]. In such
a situation, AFM correlations are promoted for J > 0. The AFM phase is suppressed with
doping.
The superconducting order parameter symmetry has been measured to be d-wave like, specifi-
cally dx2−y2 [4]. It is believed that magnetic correlations are behind the pairing enhancement.
As the undoped compound is a Mott insulator, most of the theories work with strongly cor-
related models, such as the Heisenberg-like models, like Eq. (1.20). Nevertheless, there are
also weakly correlated models applied for the overdoped superconducing dome, i.e. the part
which is closer to the Fermi liquid metal.
For the doped compound, at T ∗ > TN there is a crossover into an exotic pseudogap state
[64–66]. In this state, the Fermi surface as observed in ARPES, exhibits an arc of gapless
excitations, i.e. it is not closed in the BZ, as shown in Figure 1.15(a). The Fermi surface
in the weakly correlated metal state (see purple region in Figure 1.14(a)) is plotted in the
background as a black line. There is still a lot of discussion about the origin of the pseudogap
state and how it is the complete Fermi surface.
The strange metal regime is a metallic state with a linear-T term in the resistivity. This
term does not follow the FLT expectations, see Eq. (1.15). A lot of effort has been put
to understand this phase, and its origin it is believed to be related with the presence of a
quantum critical point (QCP) inside the superconducting dome [67]. A QCP is a critical
point found at T = 0K which is driven by quantum fluctuations. The QCP has consequences
at T > 0K, as shown in the phase diagram of Figure 1.15(b).
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Figure 1.15: (a) Unclosed Fermi arcs appearing in the pseudogap state of cuprates. The
Fermi surface of the normal metallic state is plotted in the background. (b) QCP phase
diagram for the cuprates. The influence of the QCP at T = 0K can be seen for T > 0K.
Taken and adapted from [51].
1.5.2 Iron-based superconductors
In 2008 [68], high-Tc superconductivity was found in a new family of compounds, the FeSCs.
They discovered Tmaxc ∼ 26K, in electron-doped LaFeAsO. Different crystal structures
have been obtained, but they all share the same FePn or FeCh (with Pn = As, P and
Ch = S, Se) layer, where Fe atoms are tetrahedrally coordinated by Pn or Ch atoms [53].
Usually, FeSCs are named according to their chemical formula, hence 1111 iron pnictide
will refer to LaFeAsO or to a related compound. Among the different compounds, it can be
distinguished 1111 (like LaFeAsO), 111 (like LiFeAs), 122 (like BaFe2As2), 11 (like FeSe),
1144 (like KCsFe4As4), etc, iron pnictides or chalcogenides. I will study and discuss more in
detail the 123 FeSCs compounds in Chapter 4, which shows various important differences
with the other FeSCs compounds. I will focus in this introduction in the discussion for 1111
and 122 FeSCs.
Figure 1.16(a) shows the crystal structure for the 122 FeSCs, BaFe2As2 [69]. In this
crystal structure, FeAs (or FeCh) layer is sandwiched between spacers (in the case of the
figure, the spacers are Ba atoms), similar to what happens in high-Tc cuprates. There are
2 Fe atoms per unit cell, as seen in Figure 1.16(b) for the FeAs plane. Pnictogen and
chalcogen atoms are tetrahedrally coordinating the Fe atoms.
The parent compound of FeSCs is metallic [9, 53]. The physics in FeSCs is controlled by
Fe orbitals, see Figure 1.17(a). In Figure 1.17(a), the total and orbital-resolved DOS
is plotted for LaFeAsO, where the interstitial refers to the electronic charge in between
Fe atoms (this effect comes from As p orbitals influence). All the 5 d contributes around
the Fermi level [70, 71], with similar crystal field energies, so effective tight-binding models
should include, at least, 5 d orbitals [72–74], see Figure 1.17(b), in contrast to single-orbital
cuprates. When only taking into account the Fe atoms, the total number of bands is 10 (2
Fe atoms × 5 d orbitals). The parent compound has 6 electrons per Fe atom, ne = 6 (which
is one extra electron than half-filling, which is defined as ne = N = 5, where N is the number
of d orbitals per Fe atom). Some authors have argued about the importance of the Pn or Ch
atoms, and there are claims that p orbitals should be included in the minimal tight-binding
model, giving rise to the d, dp and dpp models. In any case, d model is shown to give good
enough predictions for most FeSCs, and here I will focus on the d model phenomenology.
Total bandwidth is estimated W ∼ 4− 5 eV for d models. In the tetragonal phase, dzx and
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Figure 1.16: (a) Crystal structure and Fe layer in 122 iron arsenide BaFe2As2, where
FeAs layers are separated by spacer Ba. Taken and adapted from [69]. (b) FeAs layer
with unit cell (green dashed line) included with 2 Fe atoms per unit cell. Fe atoms form a
2D square lattice and are tetrahedrally coordinated by As atoms. Adapted from [5].
dyz are degenerated, as shown in Figure 1.3(b). Fermi surfaces shows a quasi-2D behavior,
see Figure 1.17(c), where almost cylindrical pockets along Z can be seen. Then, the tight-
binding model for FeSCs is usually written for the 2D square layer of Fe atoms. The BZ
for the 2 Fe atoms in the unit cell is also called folded BZ (see next paragraph), and it is
formed by two hole pockets centered at Γ = (0, 0) and two electron pockets at M = (pi, pi).
In Figure 1.17(d), I present the 2D Wannier parametrization of the 3D bands obtained
for FeSe. Some discrepancies can be seen, but both the bandwidth and the Fermi surface
obtained in DFT calculations are approximately reproduced by the Wannier tight-binding
fitting.
An useful procedure can be done to reduce the difficulty of the problem, the so called unfold-
ing of the BZ [74]. This is a 45 ◦ rotation plus an unfold in the y direction of the unit cell.
By this procedure, the BZ has enlarged, while the unit cell is reduced, with respect to their
original shapes in the folded BZ. After this unfolding, the number of atoms in the unit cell is
reduced to 1 Fe atom. So instead of having 10 bands, 5 bands are obtained for the Fe atom
with 5 d orbitals. In Figure 1.18(a)-(b), I have sketched this procedure, labeling each
folded and unfolded BZ situation with 2Fe or 1Fe, respectively. I also show the resulting
BZs in both folded and unfolded cases in Figure 1.18(c). The 2D Fermi surface for both
cases are shown in Figure 1.18(d), (e), where two hole pockets are centered at Γ for both
cases, whether two electron pockets appear at M2Fe and X1Fe/Y1Fe.
Most of the FeSCs are AFM metals with TN ∼ 100−150K with a stripe-like order ~Q = (pi, 0)
and (0, pi) for the unfolded BZ [9], as shown in Figure 1.18(f). Due to its metallic character,
some approaches are based on a weakly correlated picture of magnetism [2, 77–79], in which
χspin is peaked at ~Q, as shown in Figure 1.13(a), with ~Q being the scattering between Γ
hole andX/Y electron pockets. On the other hand, there are calculations in the large-U limit
[55, 80] for FeSCs with first J1 and second J2 neighbor exchanges, where the (pi, 0) ground
state requires J2 > J1/2, as shown in Figure 1.13(b). The magnetic moment measured
by neutron scattering experiments is ∼ 0.5 − 1µB per Fe atom. From the large-U limit
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Figure 1.17: (a) Total (black line) and orbital-resolved (color lines) DOS. Fe d orbitals
mostly contribute between −2 and 2 eV , with a small contribution from electronic charge in
the interstitial region of Fe atoms. (b) DFT band structure around the Fermi level with
d orbital character included, and (c) 3D Fermi surface for undoped LaFeAsO at ne = 6,
remarking the quasi-2D character of FeSCs. Taken and adapted from [71]. (d) 2D Wannier
tight-binding fitting (red line) of the 3D band structure (black line) for FeSe. Taken and
adapted from [75].
calculations, the expected magnetic moment should be = 4µB/Fe, much larger than the
observed experimentally. On the other hand, DFT calculations predicted magnetic moments
∼ 1.5− 2µB/Fe, also larger than the obtained experimentally.
ARPES and quantum oscillations (QOs) experiments [42] showed the existence of quasi-
particles with m∗/m0 ∼ 2 − 3 (Z ∼ 0.3 − 0.5) for the parent compound of FeSCs, hence
emphasising the importance of electronic correlations. Due to the multiorbital character of
FeSCs, it has been argued that both weakly and strongly correlated electrons coexist at the
same time in different orbitals. In this situation, magnetic moments at Fe sites appear due to
Hund’s coupling JH polarization [35]. I will discuss more in detail these ideas in Chapter 2.
AFM transition follows a previous tetragonal-to-orthorombic structural transition at Ts ≥
TN , also known as nematic transition [54], which breaks the x and y symmetry, hence the
degeneracy between dzx and dyz orbitals. It has an electronic origin, rather than driven by
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Figure 1.18: (a), (b) Sketch of the unfolding procedure, with unit cell included in both
the folded (green dashed lines) and unfolded BZ (orange dashed lines), (c) folded (green
square) and unfolded (orange square) BZs. Adapted from [5]. 2D Fermi surfaces in both
(d) folded and (e) unfolded BZ for FeSCs. Taken and adapted from [76]. I included the
nesting vectors ~Q = (pi, 0) and (0, pi). (f) Stripe-like AFM order in 2D square of Fe atoms.
Note that stripe aligned in X or Y directions is equivalent for the tetragonal phase (Fe
atoms form a perfect square). Adapted from [5]
phonons. Whether it comes from orbital/charge fluctuations or spin fluctuations is something
still under debate. The spin fluctuations seem more plausible due to the fact that magnetism
and nematic phases suppresses following the same trend.
Due to the metallic character of FeSCs, spin fluctuation pairing theory was proposed to
obtain the superconducting order parameter in FeSCs [56]. Magnetic fluctuations with ~Q =
(pi, 0) promotes a spin-singlet superconducting order parameter [77]. Experiments confirmed
the spin-singlet superconducting order parameter symmetry. In Figure 1.19, the s±-wave
symmetry proposed for FeSCs is shown. s±-wave symmetry is present on most of the FeSCs.
I conclude by noting that there are still many questions open in FeSCs, in particular for the
initial model needed to describe magnetism. In future chapters, I will study local correlations
in order to shed light about the strength of such correlations in these systems.
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Figure 1.19: Schematic superconducting order parameter s± symmetry obtained for
FeSCs. The different color marks the different sign for the superconducting order parameter.
Taken and adapted from [56].
1.6 2D materials
In this section, I will follow the discussion made in [10, 11] for the role of electronic corre-
lations in 2D materials. In the last decades, 2D materials have received a lot of attention,
specially since the discovery of how to produce graphene by exfoliating graphite. 2D materi-
als can be grouped in: graphene-like systems, hexagonal boron nitride (hBN), phosphorene,
transition metal dichalcogenides (TMDCs), such as MoX2, NbX2, TaX2, etc (with X = S
or Se), transition metal monochalcogenides (TMMCs), like FeSe and SnS, and transition
metal trichalcogenides (TMTCs), such as TiS3. Other 2D materials, like Fe3GeTe2, have
been recently isolated. These systems are simple to produce in a 2D version due to the
weak van-der-Waals (vdW) forces acting between the layers that form the 3D system, which
permit an easy exfoliation of the layers from the bulk crystal, and an easy adaptation to
the substrates. Then, it is also simple to build a huge variety of heterostructures to produce
different technological devices. In Figure 1.20, the crystal structure and band structure of
various 2D materials, such as graphene, hBN, phosphorene and MoS2, are presented.
Figure 1.20: Crystal and band structures for various 2D materials: (a) graphene, (b)
hBN, (c) phosphorene and (d) MoS2. Graphene shows the famous Dirac points at K due
to the hexagonal symmetry of its lattice. The Fermi velocity (in the non-interacting limit)
v0 = ∇kEk = 106ms−1 indicates the huge mobility of the electrons in graphene. The other
compounds are semiconductors whose gap can be tuned in different ways (see main text).
Taken and adapted from [10].
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One of the most important properties of 2D materials is that they are very sensible to
changes in the enviroment that surrounds the surface (because the portion of atoms in the
surface is comparable to those in the volume). Then, the number of layers NL, different
substrates, or dielectric environments, and strain effects will change the electronic properties
(in addition to doping or pressure). Moreover, doping can be induced in a non-invasive way
by an external gate voltage, rather than by implementation or diffusion as in 3D materials.
In Figure 1.21(a) and (b), the bandgap evolution for phosphorene [81] in terms of NL and
for MoS2 in terms of strain [82], respectively, are shown.
The interaction effects will be important in some of these systems. In Figure 1.21(c) and
(d), we can see the phase diagrams of 1T − TaS2 when pressure is applied [83] and the
hole-doped magic-angle twisted bilayer graphene (MA-TBG) [84]. Superconducting domes
emerge in both cases when the Mott insulating phase is suppressed, similar to what happens
in high-Tc cuprate superconductors.
Figure 1.21: (a) Band gap versus NL for phosphorene. Both theoretical and experimental
results are included. Band gap shows a exponential decay with NL. Taken from [81]. (b)
Direct band gap verus strain for MoS2. Again, band gap shows a exponential decay with
strain. Taken from [82]. (c), (d) Pressure and doping phase diagrams for 1T−TaS2 and MA-
TBG, respectively. Both compounds show a rich phase diagram, where superconductivity
emerges when a Mott insulating state is supressed. Non-invasive doping can be induced in
2D materials by an external gate voltage. Taken and adapted from [83, 84].
There are still a lot of questions open for the role of the electronic correlations in 2D materials.
In this thesis, I am going to focus on studying the effect of local correlations in MA-TBG, and
some properties of Fe3GeTe2 (FGT). Here, I will briefly discuss the basic phenomenology
of MA-TBG, and in Chapter 5 we will get more into the details after the works by Cao et
al. were published [84, 85]. In Chapter 6, I will study FGT and the current status of our
calculations in this system.
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1.6.1 Twisted bilayer graphene (TBG)
In this section, I will discuss the known phenomenology of twisted bilayer graphene systems
[86–93], before the discoveries by Pablo Jarillo’s group [84, 85].
Graphene is formed by a hexagonal lattice of carbon atoms, in which the unit cell is made
of two carbon atoms, usually called A and B. The band structure of graphene is formed by
two linear dispersions which cross at the so called Dirac points, which corresponds to the K
and K ′ points of the hexagonal BZ (see below) [94]. The region close to each Dirac point is
called valley, and these two valleys K and K ′ are spin-degenerated.
Twisted graphene systems are heterostructures of NL graphene layers rotated by a certain set
of angles θNL−1. In these circumstances, a moiré pattern (also called superlattice) emerges,
which is described by the alignement of atoms in each graphene layer. For example, in
twisted bilayer graphene (TBG), we can distinguish between AA regions, where A atom
of the bottom graphene layer is aligned with the A atom of the top layer, AB (and BA)
regions, where A (B) atom of the bottom layer is aligned with B (A) atom of the top one,
see Figure 1.22(a). Similar reasoning will result for twisted trilayer graphene (TTG) [95].
Note that twisted heterostructures might be built of different 2D materials. During this
thesis I will focus on TBG.
Figure 1.22(a) shows the corresponding superlattice that emerges in TBG, where AA
regions form a triangular symmetry superlattice and AB/BA regions form a hexagonal
symmetry superlattice. The superatomic distance λ depends on the rotation angle θ, λ ∼
a/(2 sin (θ/2)), where a = 2.46 Å is the graphene lattice parameter. Due to the emergence
of a larger superlattice, the BZ is reduced, which receives the name of mini-BZ, see Fig-
ure 1.22(b). In the band structure of TBG, there are two doubly-degenerated Dirac points
located at K lξ with l = 1, 2 being the layer index for each ξ = ± valley [89, 93]. The parent
compound of TBG has the Fermi level εF located at these Dirac points (similar to single-layer
graphene).
Figure 1.22: (a) Superlattice and (b) resulting mini-BZ (black hexagons) of TBG at a
given rotation angle θ. The size of the mini-BZ is inversely proportional to the size of the
superlattice λ. AA, AB and BA regions included as a eye-guide. There are two doubly-
degenerated Dirac points located at Klξ with l = 1, 2 being the layer index for each ξ = ±
valley. Taken and adapted from [85].
An interesting behavior appears for the band structure in terms of the rotation angle θ, see
Figure 1.23. Two different regimes can be found: for θ > 6 ◦, both graphene layers behave
independently of each other, while for smaller angles θ < 6 ◦, both layers start to interact.
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The layer interaction is identified by a hybridization hopping, which will produce gaps, called
the superlattice gaps, in the band structure. Assuming that there is no corrugations (out-
of-plane distortions in the interlayer space in such a way that the distance is the widest in
AA regions and the narrowest in AB/BA regions between the two layers) this behavior can
be understood by an angle-dependent hybridization hopping w(θ) between the layers, where
around the Dirac points [89]:
w(θ) ≈

0 if θ > 6 ◦
~v0kθ
2 if θ < 6
◦ (1.24)
With kθ ∝ sin θ and v0 = 106ms−1 the Fermi velocity of non-interacting single-layer graphene
(proportional to m0). In the hybridized case, the hybridization gaps appear between the
bands around the Fermi level and the higher-in-energy bands, see Figure 1.23(b). For
a set of slightly incommensurate angles below 2 ◦, the bandwidth W of the bands around
the Fermi level strongly reduces down to a few dozens of meV , see Figure 1.23(c). In
this situation, the renormalized (due to the interacting layers) Fermi velocity of TBG is
vF → 0. The angles at which these flat bands emerge are called the magic angles θmagic, see
Figure 1.23(d). The first magic angle occurs at θmagic1 ≈ 1.05 ◦.
Figure 1.23: (a)-(c) Sketch of the band evolution for TBG. For θ > 6 ◦, two independent
graphene layers are obtained, as shown in (a). For θ < 6 ◦, hybridization gaps of size ≈ 2w
emerge between the bands around the Fermi level and the higher in energy bands. For even
smaller angles θ < 2 ◦, a set of incommensurate magic angles appears at which vF → 0, and
flat bands emerge. Taken and adapted from [85]. (d) vF /v0 in terms of α2 ∼ θ−2, showing
the cyclic behavior of vF /v0. The first magic angle appears at θmagic1 ≈ 1.05 ◦. Inset: vF /v0
versus θ, where it can be seen the dependence with the rotation angle, for θ > 6 ◦, vF ∼ v0,
and both graphene layers behave as isolated one from another. Taken from [89].
A popular approach to describe the band structure of TBG, based on a low-energy model
(also called low-energy continuum model), is used to describe the flat bands dispersion around
the Dirac points [89, 93]. It can be shown that the intervalley hopping parameters will decay
exponentially, hence there is an approximate ξ valley degeneracy forK lξ Dirac points. Adding
the spin degree of freedom, the TBG non-interacting hamiltonian can be build by 4×4 block
matrices, with non-zero diagonal 4×4 blocksHξ, and zero off-diagonal blocks. The derivation
of the non-interacting hamiltonian for the other valley H− can be done by changing ~k → −~k
in the equations of H+ (see below). Hξ is written in the lattice sites basis of each layer,
{A1, B1, A2, B2}:
H0 ≈
(
H+ 0
0 H−
)
→ Hξ ≈
(
h1 hθ †
hθ h2
)
(1.25)
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where hl (with l = 1, 2) are the intralayer hamiltonians and hθ is the interlayer hamiltonian.
These terms can be written as:
hl = −~v0
(
~k − ~K lξ
)
· (ξσx, σy)
hθ =
(
hA2A1 hA2B1
hB2A1 hB2B1
) (1.26)
where σx and σy are the 2× 2 Pauli spin matrices. hij terms depend on the angle-dependent
interlayer hopping w(θ). In fact, it can be proved there are two angle-dependent interlayer
hoppings w and w′ contributing to the diagonal and off-diagonal elements of hθ, respectively.
w′ 6= w accounts for corrugation effects in TBG [93]. If the two graphene layers do not
have any interlayer corrugation, then w′ 6= w. In Figure 1.24, the band structure close to
the Dirac points is shown for both cases at the first magic angle are shown. Note that for
w′ = w, there is no superlattice gap (the gap between the flat bands and the next bands)
in the valence (E < εF ) part, but for w′ 6= w both superlattice gaps are recovered, hence
remarking the importance of corrugation effects in MA-TBG. The resulting flat bands show
a very flat dispersion around K l, and reach extreme values at Γ. Note that the Fermi level
εF is located at the Dirac points K l. In total, there are 4 bands forming the flat bands.
Figure 1.24: Flat bands at the first magic angle for (a) non-corrugated and (b) corrugated
effects included in the low-energy continuum model. The flat bands around Kl with l = 1, 2
show a parabolic dispersion, and reach extreme values at Γ. Dirac points at Kl are doubly-
valley degenerated. In total, there are 4 bands forming the flat bands. Taken and adapted
from [85, 93].
In Chapter 5, I will discuss more extensively the current status of MA-TBG experimental
and theoretical advances.
1.7 Organization of this thesis
In Chapter 2, I will present an introduction to the electronic correlations in multiorbital
systems by considering only the effects of local correlations. First, I will focus in the case
of equivalent orbitals systems, and I will review the behaviour of Zm in terms of U , JH and
ne/N . A new regime called the Hund metal is found for a certain region of the (U, JH , ne/N)
space. This metallic state shows sizable electronic correlations (Zm values are low), the
atoms are maximally spin polarized and there is an orbital decoupling behavior. Secondly,
I will study the effect of local correlations in real materials, with special focus on FeSCs.
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The experimental features to identify the local correlation effects in real materials are also
presented at this point.
Chapters 3, 4, 5 and 6 are devoted to present the contributions done during the thesis.
In Chapter 3 [96], I will show the results obtained for the chromium pnictide analogue of
the FeSCs, where Cr atoms are considered instead of Fe ones. The main idea in this work
is to present a plausible new unconventional superconducting family based on chromium
instead of iron, where the main difference is the electronic filling of each transition metal
atom (ne = 6 electrons in 5 d orbitals in Fe, and ne = 4 in 5 d orbitals in Cr). We
proposed that, for a similar crystal and band structure, and a similar strength of the electronic
correlations, Cr-based materials could host unconventional superconductivity. First, I will
check if the behavior of increasing electronic correlations when moving towards half-filling
(ne = 5 electrons in 5 d orbitals) in a multiorbital system (see Chapter 2) occurs for
a 5 d orbitals tight-binding model (proposed for FeSCs) from both ne = 6 and ne = 4.
As an example, we considered LaCrAsO. Then, DFT band structure calculations, and a
Slater-Koster tight-binding model are obained for LaCrAsO. I will study the effects of local
correlations by using SSMF Z2 formulation. The magnetic and superconducting instabilities
are studied using the renormalized band structure and by using multiorbital Random Phase
Approximation (RPA). We will conclude by stating that, due to the presence of similar
values for Zm, and AFM tendencies, a new family of unconventional superconductors might
be found in Cr pnictides and chalcogenides.
In Chapter 4 [97], I will study the effect of local correlations in the quasi-one dimensional
123 FeSC, BaFe2S3. The differences of this material with respect to other FeSCs is that the
crystal structure is quasi-1D and the parent compound is an insulator. The superconductivity
emerges when applying pressure at the same time that the metallicity is recovered. I use
the tight-binding proposed for this material [98] for zero pressure and the pressure around
which superconductivity emerges. I will calculate local correlations by using SSMF U(1)
formulation. At zero pressure, the system shows very strong correlations (Zm ∼ 0.03− 0.06)
for dzx- and dyz-like orbitals, much stronger than in other quasi-2D FeSCs. For the pressure
at which superconductivity emerges, Zm values are close to those of other FeSCs. I will show
that, contrary to other FeSCs, the Fermi surface suffers a huge reconstruction due to local
correlations. This reconstruction will affect the typical weakly correlated approaches, which
are based on the Fermi surface topology.
In Chapter 5 [99], I will study the nature of the insulating states found in MA-TBG. I
will consider a hexagonal lattice symmetry with two orbitals and nearest neighbor hoppings
(t ∼ 2meV ) tight-binding model, in order to mimic the four bands obtained for the flat
bands. A discussion about the current status of experimental and theoretical calculations in
MA-TBG is presented. I will check if the experimental observations [85] can be explained in
terms of a Mott insulating state including only local correlations, in particular: increasing
the external magnetic field B and the temperature T promotes metallicity, and the gap found
∼ 0.3meV is two orders of magnitude smaller than the bandwidth ∼ 10meV . For this work,
I have implemented the Zeeman term in the SSMF U(1) formalism and study the effect of B
in the Zmσ. I will conclude by stating that local correlations cannot explain the experimental
features. We will propose to go beyond local correlations, including non-local correlations to
explain the behavior found in this system.
In Chapter 6, I will present my current calculations in the 2D room-temperature itinerant
ferromagnet Fe3GeTe2 (FGT). I will comment the recent results in bulk and low dimensional
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FGT, and the importance of finding a room-temperature ferromagnet free of rare-earth el-
ements. I will perform DFT calculations for this material, and I will compare the band
structure for bulk and single-layer FGT. I will then derive the Wannier tight-binding model
for single-layer FGT, including Fe d, Ge p and Te p orbitals.
The final Chapter 7 is devoted to the conclusions extracted from this thesis.
In the Apendices section, Appendix A gives a brief introduction of DFT and Wannier
parametrization calculations, Appendix B gets into the physical details and mathematical
derivations of SSMF, and Appendix C gives some useful mathematical proofs.
Chapter2
Local electronic correlations in
multiorbital systems: the Hund
metal
2.1 Introduction
In this chapter, I summarize the most important results for local correlations in multiorbital
systems. I will follow the discussions in [5, 9, 15, 26–37, 100–104]. But before starting the
discussion for multiorbital systems, I am going to summarize some results from the previous
chapter for the effects of local correlations in single-orbital systems, see Section 1.3.
I have already presented the Hubbard hamiltonian in Eq. (1.19) for onsite interactions and
single-orbital systems [105–108]. The local correlations physics which control this hamilto-
nian will depend on the ratio U/W , with U being the onsite Hubbard interaction (related
with the double occupancy interaction energy cost) and W the bandwidth (related with the
kinetic energy gain of the electrons when they hop through the system). At half-filling (one
electron per atom, i.e. ne = 1), the system can undergo a metal-to-insulator transition, called
the Mott transition, at a critical interaction Uc at which the electrons become localized at
the atomic sites. The Uc value depends only weakly on the lattice symmetry, and it ranges
Uc ∼ 1.5 − 2W at T = 0K [17]. The insulating state is called the Mott insulator. Out of
half-filling (ne > 1 or ne < 1), the system is metallic for all U .
The quasiparticle weight Z is the order parameter for the Mott transition [5]. In the local
correlations picture, it can be shown that 1/Z = m∗/m0, see Eq. (1.13), where m0 is the non-
correlated effective mass (obtained from the tight-binding model) and m∗ is the correlated
effective mass. The quasiparticle weight evolves from Z = 1 (m∗ = m0) in the non-correlated
metal to Z = 0 (m∗ → ∞) in the Mott insulator. When 0.7 < Z ≤ 1 (1 ≤ m∗/m0 < 1.4),
the system is said to be a weakly correlated metal, and descriptions based on a DFT band
structure calculations and tight-binding models will give good predictions. At 0 < Z . 0.3
(3 . m∗/m0 < ∞), the system is a strongly correlated metal, and DFT calculations and
tight-binding models will leave out the most important local correlations effects. In between,
a moderately correlated metal exits with 0.3 < Z . 0.7 (1.4 . m∗/m0 < 3).
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In the Brinkman-Rice picture of the Mott tansition1 [4, 5], Z acts as a renormalization pre-
factor of the band energy, hence when Z is reduced the bandwidth W will also shrink, see
Figure 1.7(b). When varying the filling of the system (for example, by doping), this will
produce a non-rigid band shift of the Fermi level εF , in contrast with what happens in the
non-correlated limit, where εF is rigidly shifted when the filling varies.
In single-orbital systems, the Mott insulating state is characterized by a vanishing quasipar-
ticle weight Z = 0 and a suppression of local charge correlations CnT , see Figure 1.10. Due
to the clear relation between Z and CnT , a low Z value signals the charge localization in
each atom, with a low CnT value. We will see that in multiorbital systems, this equivalence
is not straightforward.
In order to study local correlations effects in multiorbital systems, I will discuss the solutions
for Eq. (1.21), mainly using slave-spin mean-field (SSMF) formalisms, which are briefly
described in Section 1.4.1, and more in detail in Appendix B.
In the SSMF framework, Hadd is neglected, see Eq. (1.22). Up to date, it is not known
how to properly include it in SSMF calculations. Also, I will assume: (i) orbital-independent
interactions U , U ′, JH and J ′ and (ii) rotational invariance relations are invoked U ′ = U−2JH
and J ′ = JH (even if the orbitals are not fully spherical) [23]. U and JH are positive (see
Chapter 5 for negative JH discussion), and the maximum value JH/U = 1/3, which occurrs
to maintain the interaction (U − 3JH) (see Eq. (1.22)) repulsive. In SSMF, the two coupled
hamiltonians of Eq. (1.23) have to be solved self-consistenly, as described in Section B.5.
Then, for spin-degenerated systems, the orbital-dependent quasiparticle weights Zm can be
obtained in terms of the interaction parameters U and JH , as well as in terms of the number
of electrons per atom ne and the number of orbitals per atom N . Equivalently, I will use the
total filling per atom, orbital and spin x = ne/2N defined between x ∈ [0, 1], where x = 0 is
the fully-emptied, x = 1 is the totally-filled and x = 1/2 is the half-filled system.
In a multiorbital system, we can define other useful quantities, such as the orbital filling per
spin nmσ (nmσ ∈ [0, 1], with nmσ = 0 being the emptied orbital and nmσ = 1 the totally
occupied orbital), and the orbital-resolved bandwidth Wm, which is an estimation of the
energy window in which each orbital contributes to the band structure, see Figure 1.3(c).
The description of SSMF for the Mott transition captures the Brinkman-Rice picture, see
Figure 1.7(b) [4, 5]. The quasiparticle weights evolve from the weakly correlated metal,
where all Zm ≈ 0.8 − 1, to the Mott insulating state where all Zm = 0. When adding the
orbital degree of freedom, the strongly correlated metal state where all Zm ∼ 0.1 − 0.5 can
be also found, as in the case of a single-orbital system (see Section 1.3). But then, new
additional cases can appear, where weakly (0.7 < Zm ≤ 1), moderately (0.3 < Zn . 0.7)
and strongly (0 < Zp . 0.3) correlated orbitals coexist at the same time. For example, when
some Zm = 0 but others are Zn 6=m 6= 0, the system is in the so called orbital selective Mott
phase (OSMP) [6, 38–41]. I will comment later on that iron-based superconductors (FeSCs)
can be seen as systems where weakly, moderately and strongly correlated orbitals coexist
[5, 9, 15, 36, 37].
The band energy is renormalized by these Zm factors (or equivalently, the orbital mass
enhancements (m∗/m0)m), until the bands dissappear at the Mott transition, see Fig-
ure 1.7(b). Thus, once the Mott insulator is reached, SSMF cannot provide further in-
formation. As already mentioned, this technique will allow for a faster treatment of local
correlations effects, where hundreds of points can be obtained without increasing too much
1During this chapter and the next ones, we will focus in this picture, as already pointed out in Chapter 1.
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the time spent by the calculations. At T = 0K and for equivalent orbitals systems, SSMF
gives good results when comparing with other more sofisticated techniques, such as Dynam-
ical Mean-Field theory (DMFT) (see comparison in Figure 2.3) [35]. In the case of real
materials, like FeSCs, SSMF gives also good predictions when comparing with the experi-
mental results [9, 34, 42–44].
In Section 2.2, I will study the most important features of multiorbital systems by exploring
the equivalent orbitals systems when varying U , JH , ne and N [5, 15, 35]. I will explain in
detail the Hund metal phenomenology, as well as its relation with Mott insulator physics. I
will briefly review the orbital selective Mott transition (OSMT) for non-equivalent orbitals
systems [38, 39]. In Section 2.3, I will focus on the theoretical and experimental results
obtained in FeSCs [9, 33, 34, 42–44]. I will show that FeSCs can be seen as multiorbital
systems in which weakly, moderately and strongly correlated orbitals coexist at the same
time. In Section 2.4, a brief summary of the chapter is given.
2.2 Equivalent orbitals systems
Local correlations effects are robust from one lattice to another, and the details of the dis-
persion relations (like the lattice symmetry or the number of hoppings included) are not
very important when studying this phenomenology in a first approximation. The parameters
which control the effects of local correlations are the total bandwidth W , the interaction
energy scales U and JH , the number of electrons per atom ne and the number of orbitals per
atom N . Thus, the results obtained for simple toy models, as the ones presented here, can
be used to give a first approximation for the phenomenology present in many real materials,
such as FeSCs. In this section, I will review the results on equivalent orbitals systems (see
next paragraph) and the local correlations phenomenology when varying U , JH , ne and N .
In a system of N equivalent orbitals, these orbitals have the same dispersion relation and
zero crystal field splittings. Except otherwise indicated, I will consider a 2D square lattice
symmetry, in which only intraorbital nearest neighbor hoppings t are included, then only
intraorbital dispersion relations will be non-zero εkm = −2t(cos kx + cos ky). All the results
are presented in units of t or W = 8t (or equivalently, half-bandwidth D = W/2). In some
cases (as in Figure 2.3), Bethe lattice is considered, which is an infinite-dimensional lattice
with εkm = −2t
∑∞
d=1 cos kd and a semicircular DOS (W = 4t). For equivalent orbitals, all
the Zm are reduced to the same Z value. I will restrict the discussion to T = 0K.
For a multiorbital system, the kinetic energy gain W˜ when the electrons hop through the sys-
tem is not simply the total bandwidth W , as in the single-orbital case. Due to the N -orbital
degeneracy, there will be N degenerated bands. Thus, the electrons have N degenerated
channels to hop through the system. Then, the kinetic energy gain W˜ will increase with N
and W [109]. We will see later on that, a finite JH will promote the breaking of the ground
state degeneracy, and hence an effective reduction of W˜ to ∼W .
In terms of the total filling x = ne/2N , the interaction energy cost of a hopping process is
defined as the atomic gap ∆x, see Eq. (2.1).
∆x = E(ne + 1)− E(ne − 1)− 2E(ne) (2.1)
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where E(ne) is the energy of an atom for a certain number of electrons per atom ne. ∆x
depends on U , JH , N and integer ne values. The atomic gap is a stability energy, i.e. it
states how stable an electronic configuration of electrons in a atom is in the large-U limit
(t ≈ 0).
For JH = 0, ∆x = U for anyN and any integer filling ne. Then, the Mott insulating state does
not only appear for half-filling (ne = N), but also for other integer fillings ne = 1, 2, . . . N .
The critical interaction for the Mott transition Uxc at a certain filling x will depend on
the competition between this interaction energy cost ∆x and the kinetic energy gain W˜ .
Thus, for multiorbital systems, the local electronic correlations effects are controlled by the
ratio ∆x/W˜ , which reduces to U/W in the single-orbital situation. When ∆x increases, Uxc
decreases (due to the enhancement of the ratio ∆x/W˜ ). Uxc will increase if N increases when
including the effect of W˜ . In [110], the authors demonstrated that, at half-filling, Uc increases
linearly with N :
Uc = 8|
∑
k
εk < f
†
kfk > |N (2.2)
In Figure 2.1, I show the SSMF calculations for Z in terms of the ratio U/W for the square
lattice and various N -equivalent orbitals cases. The Uc versus N behavior of Eq. (2.2) can
be seen clearly in the Inset of the figure.
Figure 2.1: SSMF calculations of Z versus U/W for different systems with N equivalent
orbitals at half-filling and JH = 0. Inset: Uc/W for different N values (extracted from Z
vs. U/W curves). Uc increases linearly with N , as expected from Eq. (2.2). Adapted from
[38].
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2.2.1 The effect of the Hund’s coupling
Now, I will consider JH 6= 0 and study its effects on ∆x(JH). In Eq. (2.3), the interaction
energy cost ∆x(JH > 0) is estimated, where Mott insulating states can appear, not only for
half-filled systems, but also for any integer filling ne = 1, 2, . . . , N −1, same as in the JH = 0
situation.
∆x (JH > 0) =
{
= U + (N − 1)JH ne = N
= U − 3JH other integer ne
(2.3)
JH favors the Mott insulator for half-filled systems, whether disfavors it for other integer
filling systems. In Figure 2.2, Uc in terms of JH is presented, for various integer fillings ne
and N = 2 and N = 3 equivalent orbitals systems. For half-filling (ne = N) and one-electron
systems (ne = 1), the behavior of Uc in terms of JH is well captured by Eq. (2.3), except for
small JH (see previous section). For ne = 1, Uc increases if JH also increases (Mott insulator
is disfavored by JH), and for ne = N , Uc decreases if JH increases (Mott insulator is favored
by JH).
Figure 2.2: SSMF calculations of Uc/D (where D = W/2 is the half-bandwidth) in terms
of JH/U for various integer fillings ne and N = 2, 3. At half-filling (blue and purple lines
in the plot), Uc becomes smaller when JH increases, following Eq. (2.3). At ne = 1 (green
and yellow lines), Uc trend in terms of JH also follows Eq. (2.3), where Uc increases when
JH increases. See main text for the discussion of the case N = 3 and ne = 2 (orange line).
Taken from [15].
However, for N = 3 in ne = 2 (orange line in Figure 2.2), the behavior of the system is
controled by ∆x(JH > 0) only at large JH , where Hund’s coupling disfavors Mott insulating
behavior. As shown in Figure 2.3 (for DMFT and SSMF calculations2 in a Bethe lattice),
for small JH , Hund’s coupling favors the Mott insulator. This non-monotonic behavior is
general to all the other cases for 1 < ne < N and N > 2.
2As anticipated, a very good agreement between DMFT and SSMF can be seen, specially for ne = 1 and
ne = 3 situations, with Z being slightly overstimated in SSMF due to its Brinkman-Rice character (larger
Z is translated into an understimation of U effects). At ne = 2, the differences are more evident, where Z
suppression is weaker in SSMF than in DMFT. In any case, the behavior is well captured by SSMF when
compared with DMFT
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Figure 2.3: Z in terms of U/D for different integer fillings and different JH/U values, in
the Bethe lattice for N = 3. DMFT (upper row) and SSMF (lower row) calculations are
presented. DMFT calculations are done using the full hamiltonian of Eq. (1.22), with the
pair-hopping and spin-flip terms included, while in SSMF those terms are neglected. Each
column stands for different integer fillings ne = 1, 2, 3. Big violet arrows are marked in
order to follow the increasing JH/U , where for ne = 1 when JH increases, Uc increases and
for ne = N = 3 when JH increases, Uc decreases. For ne = 2, there is a non-monotonic
behavior, where for increasing JH , first Uc decreases, and then it starts to increase. Taken
from and adapted from [35].
In Figure 2.4, the Z color map for JH/U versus U/W is presented for N = 3. Here, the
non-monotonic behavior can be more easily identified in Figure 2.4(d) for ne = 2 (i.e. the
purple region surrounded by a green dashed square). It can be seen that this correlated
metallic state (with low Z values) follows the same dependence on the interaction energy
scales U and JH as the Mott insulator. In Section 2.2.3, I will show that this correlated
metallic state and the Mott insulator follows the same dependence with the total filling ne.
This correlated metal is what is known as the Hund metal [31]. The Hund metal can also
appear for other situations between single-electron and half-filling systems (1 < ne < N)
with N > 2. Note that other purple regions are not necessarily describing the Hund metal
regime, due to the additional properties that I will discuss in the next section.
In Figure 2.5, dZ/dJH values for the plane JH/U versus U/W and (a) N = 5, ne = 6 and
(b) N = 3, ne = 2 are shown. Depending on the value of the parameters (U, JH , ne), Z can
increase or decrease with JH . In Figure 2.5(a) and (b), this is signaled by the positive
(yellow regions) or negative (blue region) sign of the slope dZ/dJH .
Between the weakly correlated metal and the Hund metal, there is a crossover. Its width
depends on the lattice, U , JH and ne/N . In [35], the authors identified the crossover by a
characteristic J∗H value. This crossover between the weakly correlated metal and the Hund
metal was located around the most prominent suppression of Z with JH (dZ/dJH < 0). In
Figure 2.5(c), several J∗H/W are presented for different ne/N situations. J∗H/U decreases
if x decreases, except when comparing the cases ne/N = 2/3 (x ∼ 0.33) and ne/N = 3/5
(x = 0.3).
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Figure 2.4: SSMF calculations of Z color map for the JH/U versus U/W phase diagram,
for N = 3 at different fillings ne. Integer and non-integer fillings are included, in order
to show that the appearance of the Mott insulator (black region) is restricted to integer
fillings. Colored areas follow the next scheme: yellow region for the weakly correlated metal
(Z ∼ 0.8 − 1), purple region for the strongly correlated metal (Z ∼ 0.1 − 0.5) and black
region for the Mott insulator (Z = 0). Dark red regions describe the moderately correlated
metal (Z ∼ 0.6−0.7). Purple region surrounded by a green dashed square for (d) ne = 2 can
be identified as the Hund metallic state. Other purple regions are not necessarily describing
a Hund metal, see Section 2.2.2. This correlated metal state follow the same dependence
as the Mott insulator with U and JH . Taken and adapted from [35].
2.2.2 Local spin and charge correlations
In the previous section, I have pointed out that there is a region of the (U, JH) space in
which a specific correlated metallic state, the Hund metal, can be found [5, 9, 15, 26–37].
In this section, I will review the origin and properties of the Hund metal by following the
discussion in [35].
The local spin CS correlations can be defined as:
CS =< S2 > −< S >2 (2.4)
where S = ∑m(n̂m↑− n̂m↓), and n̂mσ = d†mσdmσ are the orbital and spin occupation number
operators. For a spin-degenerate system, < S >= 0 and < n̂m↑ >=< n̂m↓ >≡< n̂m >, and
for equivalent orbitals < n̂m >= ne/2N = x for all m.
CS refers to the local interorbital spin correlations. The ratio CS/C0S (where C0S is the
non-interacting value) describes the fluctuations around the spin configuration in each atom,
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Figure 2.5: SSMF calculations of dZ/dJH maps for (a) N = 5, ne = 6 and (b) N = 3,
ne = 2. Blue area marks dZ/dJH < 0, yellow areas mark the metallic states with dZ/dJH ≥ 0
and black area marks the Mott insulating phase. Note that the blue region below the Mott
insulating phase is just a signal of a decreasing Z value, and does not signal the crosssover
to the Hund metal regime. (c) J∗H/W curves for different ne/N cases. J∗H/W is smaller if
x is smaller, except when comparing ne/N = 2/3 and ne/N = 3/5. Taken from [35].
hence it is directly related with the local moment in each atom. Then, if CS/C0S is in a low
value, the spins are aligned anti-parallel in each orbital, while if it is in a large value, the
spins are aligned parallel in each orbital. In Figure 2.6, I have plotted both Z and CS/C0S
when varying JH/U . The figure is obtained for N = 5 orbitals at ne = 6 and U/W = 1.5.
The U/W value is selected in order to see the crossover J∗H (dashed line) and the Hund metal
regime JH > J∗H . The blue shaded region marks dZ/dJH < 0, same as in Figure 2.5.
Figure 2.6: SSMF calculations of (a) Z and (b) local spin correlations CS/C0S in terms
of JH/U for N = 5 and ne = 6 at U/W = 1.5. Blue shaded area marks the negative slope
dZ/dJH < 0 region, and dashed line marks the crossover J∗H/U = 0.07. At J∗H , Z drops to
a finite value and CS/C0S get enhanced. Once the system enters in the Hund metal regime
(JH > J∗H), Z increases slightly and CS/C0S saturates to the local moment in the atom
(≈ 6− 7). There is a clear relation between the drop of Z and the enhancement of CS/C0S
at the Hund metal crossover.
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At J∗H , Z suffers a large drop, while CS get enhanced. Once the system is in the Hund metal
regime JH > J∗H , Z has an almost constant value while CS saturates to a high value. Deep
in the Hund metal JH  J∗H , Z increases slighly. The saturation of CS indicates that the
atoms are in a local high-spin configuration (the spins in different orbitals will be parallel to
each other). This is nothing but the Hund’s rules being satisfied locally in each atom. Like
the spins have to be parallel, correlations are induced between electrons, so that Z decays.
Another aspect of the Hund metal is related with the local total charge correlations CnT ,
which can be defined as:
CnT =< n2T > −< nT >2 (2.5)
where nT =
∑
m(n̂m↑ + n̂m↓). CnT describes how delocalized is the charge, then for a low
value, the charge is localized, while for a large value, the charge becomes more delocalized
through the system. For a spin- and orbital-degenerated systems, CnT can be alternatively
written as:
CnT = N(Cintran + (N − 1)Cintern ) (2.6)
where Cintran =< n̂2m > −< n̂m >2 is the intraorbital charge correlations (fluctuations around
the average charge in a given orbital) and Cintern =< n̂mn̂n > − < n̂m >< n̂n > is the
interorbital charge correlations (fluctuations around the non-correlated value for the charge
between two different orbitals, m and n). Cintran is related with the double occupancy in a
given orbital, while Cintern states how correlated are two different orbitals. Cintran is zero or
positive (in the non-correlated limit has a finite value), while Cintern is zero or negative (in
the non-correlated limit goes to zero). Thus, both of them contribute with different sign to
CnT . In the Mott insulator, CnT vanishes, because Cintran and Cintern cancel each other. We
can also define the orbital coupling CO = Cintern /Cintran as the correlation of an electron when
it jumps between different orbitals. In the case of CO = 0, the orbitals are decoupled of each
other. In Figure 2.7, I show these correlations in terms of JH/U for the same system as in
Figure 2.6.
At J∗H , CnT gets suppressed, and then it is enhanced in the Hund metal regime (JH > J∗H).
This enhancement signals an increase of metallicity in the system. However, this is done
in spite of a low Z value (see Figure 2.6(a)). This situation is totally different from
single-orbital systems, in which the low Z value implies charge localization in each atom
(i.e. low CnT value). Thus, for systems with sizable electronic correlations and Hund metal
phenomenology, the system shows an increased metallic behavior. The different behavior
between Z and CnT can be seen in Figure 2.8(a) for ne/N = 2/3 and 6/5, and U/W = 1.5
and 1, respectively. Then, a low Z value does not necessarily imply charge localization for a
multiorbital system.
Cintran and Cintern compete to give the behavior of CnT , with both being suppressed with JH .
Cintran mainly contributes to the initial drop in CnT at J∗H . Cintern governs the enhancement
of CnT in the Hund metal regime (JH > J∗H).
The orbital coupling CO follows the opposite tendency of CnT with JH . Thus, at J∗H there
is a small enhancement of the orbital coupling, and in the Hund metal regime (JH > J∗H),
CO tends to 0, signaling an orbital decoupled behavior. This orbital decoupling is driven by
the suppression of Cintern in the Hund metal regime.
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Figure 2.7: SSMF calculations of (a) local total charge correlations CnT , (b) intraorbital
charge correlations Cintran , (c) interorbital charge correlations Cintern and (d) orbital cou-
pling CO in terms of JH/U for N = 5 and ne = 6 at U/W = 1.5. Blue shaded area marks
the negative slope dZ/dJH < 0 region, and dashed line marks the crossover J∗H/U = 0.07.
At J∗H , CnT suffers a drop due to the effect of Cintran (whether the contribution from Cintern is
not important in this point). Once the system enters in the Hund metal regime (JH > J∗H),
CnT increases due to the contribution from Cintern . In this regime, Cintran saturates and
Cintern gets strongly suppressed. CO approaching 0 signals the orbital decoupling.
For N = 3 and ne = 2, total charge correlations CnT does not show the initial drop, as
appeared in other cases, as shown in Figure 2.8(a) for U/W = 1.5 (red lines). This
indicates that in such situations, Cintern dominates the behavior of the charge correlations for
all JH , while Cintran gives a smaller contribution to the JH -dependence. I will discuss this
situation in the next paragraphs.
The enhancement of total charge correlations is suppressed when the system approaches to
half-filling. In Figure 2.8(b), the evolution of CnT /C0nT (where C
0
nT
is the U = JH = 0
value) in terms of the filling can be seen, for U/W = 1 and when approaching ne = N = 5.
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Figure 2.8: (a) CnT /C0nT (dotted lines) and Z/Z0 (continuos lines) versus JH/U compar-
ison between ne/N = 2/3 (red lines) and 5/6 (black lines) cases. Note that for ne/N = 2/3,
there is no suppression at the entrance of the Hund metal regime (arrows mark J∗H/U).
This is due to the fact that Cintern dominates over the whole interaction parameters. For
ne/N = 5/6 there is a suppression, due to the competition between Cintran and Cintern . A
clear independent behavior can be seen between Z and CnT . (b) CnT /C0nT versus JH/U for
N = 5 and various ne values. When the system approaches half-filling, the suppression of
the local charge correlations becomes more prominent, until it wins when the Mott insulator
is realised at half-filling. Taken from [35].
Now, I will discuss the fact that the local spin polarization given by CS (Figure 2.6(b)) is
responsible of the Hund metal phenomenology, hence driving the drop in Z and the orbital
decoupling behavior. I will follow the energetic arguments discussed in [35].
Let’s consider two sites with N orbitals and ne ≤ N (particle-hole symmetry is assumed,
so similar arguments can be applied to ne > N) and the large-U limit. In the correlated
metallic state, each atom is spin polarized due to JH , so the possible virtual hopping processes
are: (A) both atoms have the same spin alignement, and one electron jumps to an empty
orbital (∆↑↑), (B) both atoms have the opposite spin alignement, and one electron jumps to
an empty orbital (∆inter↑↓ ) and (C) both atoms have the opposite spin alignement, and one
electron jumps to an occupied orbital (∆intra↑↓ ). ∆ gives the interaction cost for these virtual
hopping processes. These virtual hopping processes are depicted in Figure 2.9.

Process (A) → ∆↑↑ = U − 3JH
Process (B) → ∆inter↑↓ = U − (ne − 3)JH
Process (C) → ∆intra↑↓ = U − (ne − 1)JH
(2.7)
At half-filling (ne = N) there is one electron per orbital, so processes (A) and (B) are
blocked, hence (C) controls Uc behavior (JH promotes Mott insulating behavior). When
ne < N (for N < 7) and JH is large, process (A) has the lowest energy, so it controls
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Figure 2.9: Virtual hopping processes for a N = 3 system with finite Hund’s coupling
JH around the Hund metal regime. (A) both sites have all the orbitals with parallel spin
alignement, and one electron jumps to an empty orbital, (B) both sites have all the orbitals
with anti-parallel spin alignement, and one electron jumps to an empty orbital, and (C)
both sites have all the orbitals with anti-parallel spin alignement, and one electron jumps to
an occupied orbital.
the Mott transition, hence JH disfavors Mott insulating behavior (see Figure 2.2 for large
JH/U values at ne 6= N). Process (A) is promoted by JH , and enhances metallicity.
At J∗H , the entrance in the Hund metal regime emerges to avoid the process (C). Process
(C) is suppressed by JH for ne > 1. As shown in Eq. (2.3), suppression of process (C) is
related with the Mott insulating phase at half-filling (ne = N), and this suppression strongly
reduces Cintran . Process (B) is suppressed by JH for ne > 3 and promoted for ne < 3. Then,
systems with ne = 2 will behave differently than ne > 2 ones (note the absence of the drop
for CnT at J∗H/U in Figure 2.8(a)). In this ne = 2 situation, Cintern dominates the behavior
of CnT for all JH/U (and not only for large JH > J∗H values).
At J∗H , the suppression of process (C) (which is accompanied by a large reduction of Cintran )
indirectly suppress the process (B) (reducing Cintern ). In the Hubbard-Kanamori hamiltonian
of Eq. (1.22), local anti-parallel or parallel configurations in different orbitals of the same
atom will have an effective interaction cost U − 2JH and U − 3JH , respectively. Then, at
finite JH , anti-parallel configurations in each atom will cost more energy, so they become
less frequent, enhancing CS , and then reducing Cintern .
This mechanism is behind the orbital decoupling promoted by Hund’s coupling (due to
the reduction of Cintern when (B) is suppressed). If JH further increases (JH > J∗H), the
orbital decoupling is enhanced (the orbital coupling CO is reduced). At the maximum value
JH/U = 1/3, Cintern = 0, hence the orbitals are totally decoupled (CO = 0).
Then, at J∗H , the reduction of Cintran , and the indirect reduction of Cintern , comes from an
effective reduction of local anti-parallel configurations. So the enhancement of CS drives the
low Z values and the orbital decoupling mechanism in the Hund metal regime.
In summary, in the Hund metal, the atoms are in a high spin state due to the Hund’s coupling
JH , and hopping processes (C) involving intraorbital double occupancy are suppressed. Such
suppression reduces Z. However, because the hopping processes with parallel spin to an
empty orbital are promoted by JH , the system is metallic.
2.2.3 Relation between Mott insulators and Hund metals
In the previous section, I have discussed the fact that the enhancement of the local spin
polarization in the Hund metal, reduces the intraorbital double occupancy (Cintran ), and
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indirectly reduces Cintern . The suppression of the intraorbital double occupancy is directly
related with the Mott transition at half-filling.
In Figure 2.10, Z color map for the JH/U versus ne phase diagram of N = 5 for U/W = 1
is presented. There is a clear relation between the Mott insulator at half-filling and the
correlated metallic region (Hund metal). This relation can be more easily identified by
looking at the Z = 0.1, 0.2, . . . lines included in the figure, taken for each 0.1 step. When
approaching the half-filled Mott insulator, the strength of correlations increase.
Figure 2.10: Z color map for the phase diagram JH/U versus number of electrons per
atom ne for N = 5 at U/W = 1. A clear relation can be seen between Mott insulator at
half-filling and the correlated metallic regions. This can be more easily identified by following
the Z = 0.1, 0.2, . . . lines included in the phase diagram. Taken from [35].
In general, for any ne/N and almost all JH 6= 0 (larger than a certan threshold), the system
becomes more correlated when approaching half-filling [9, 28, 29, 32, 34, 100–104, 111, 112].
For JH = 0, the situation is different, as seen in Figure 2.2. In this situation, the orbital
fluctuations stabilize the metallic state at half-filling [46, 113], disfavoring the Mott insulator.
Then, at JH = 0 and half-filling, Uc will increase. In Chapter 5, I will discuss more in detail
this situation for N = 2 orbitals system.
The relation between the Hund metal and the Mott insulator is at the heart of the ideas
that I will discuss in the following sections and, specially in Chapter 3, where I will use this
link between both Mott insulator physics and Hund metal physics to propose a new high-Tc
superconducting family.
2.2.4 Hund’s coupling and orbital-selective Mott transition (OSMT)
In this section, I will briefly review an important consquence of the Hund’s coupling related
with the orbital decoupling. This is the already mentioned orbital-selective Mott transition
(OSMT) [6, 38–41].
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Due to the Hund’s coupling JH , an orbital decoupling behavior is promoted (see Sec-
tion 2.2.2). For a system with non-equivalent orbitals, this behavior can lead to the OSMT,
i.e. some of the Zm = 0 while others Zn6=m remain finite [6, 38–41]. When orbital degeneracy
is broken and orbital decoupling behavior is acting on the system, each non-degenerated Zm
will behave differently in terms of U , JH and ne. This property is called orbital differentia-
tion. The equivalence between different orbitals can be broken in three distinct manners: (1)
by changing the hopping parameters for different orbitals, hence there will be different dis-
persion relations for each orbital εkm [38], (2) by introducing a crystal field splitting, so there
will be different m parameters for each orbital [39], or (3) by considering orbital-dependent
interacting parameters. I discuss the first two cases below. The third case goes along similar
lines. Note that I will only consider intraorbital hoppings tijmm and neglect interorbital ones
tijmn.
The first case can be equivalently recognised with an orbital-dependent bandwidth Wm. In
Figure 2.11(a), the phase diagram U/D1 versus D2/D1 (where Dm = Wm/2) for N = 2 at
half-filling and different JH/U values is presented. For JH = 0, a really large D2/D1 ≈ 0.2 is
needed to obtain a OSMP, whether if JH/U (and hence the orbital decoupling) is increased,
this OSMP widens. Here, the orbital which takes Zm = 0 is the one with the lowest Wm.
In Figure 2.11(b), the phase diagram JH/D versus U/D for N = 3 at ne = 4 is shown,
when one of the orbitals has a finite crystal field splitting ∆ with respect to the other two.
The orbital filling per spin was fixed to n3σ = 0.5 and n1σ = n2σ = 0.75. As appreciated,
this phase diagram looks really similar to the one in Figure 2.4(d), showing the important
role played by Hund’s coupling in this area. Here, the orbital which takes Zm = 0 is the one
with an orbital filling nmσ closer to half-filling.
Figure 2.11: (1) U/D1 versus D2/D1 phase diagram for N = 2 at half-filling, where
metallic, OSMP and Mott insulator phases are shown. Various JH/U = 0, 0.01 and 0.1
values are presented. Once JH/U increases, OSMP enlarges, due to the promotion by JH of
the orbital decoupling mechanism. Large-JH/U limit included as a dashed red line. Taken
from [38]. (2) JH/U versus U/D phase diagram for ne/N = 4/3, where one of the orbitals
has a finite crystal field different to the other two orbitals. The orbital filling per spin is
fixed to n3σ = 0.5 and n1σ = n2σ = 0.75. Inset: Sketch for the OSMT, where black bands
refer to the two equivalent orbitals, whether red band is the one splitted by a finite crystal
field 3 6= 1 = 2. Taken from [39].
As a summary, Hund’s coupling JH promotes a local spin polarization, which results in
an orbital decoupling behavior. For non-equivalent orbitals, JH can drive the system into
an OSMT. Any hybridization between orbitals, like an interorbital hopping tijmn, will act
against the appearance of a OSMT. In this situation, any finite interorbital hybridization
will turn (depending on the strength of the orbital differentiation, i.e. different Zm values)
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the OSMT into a state with weakly (0.7 < Zm ≤ 1), moderately (0.3 < Zn . 0.7) and
strongly (0 < Zp . 0.3) correlated orbitals coexisting at the same time [5, 9, 15, 36, 37].
The most correlated orbitals will be determined by the smaller Wm (due to an increase of
the ratio ∆x/Wm) and the closeness to half-filling of the orbital filling per spin nmσ.
2.3 Hund metals and FeSCs
In Chapter 1, the discussion about the strength of electronic correlations in FeSCs was
presented, arguing about a weakly [2, 77–79] or a strongly [55, 80] correlated approach to
study FeSCs. In this section, I will show that in FeSCs, weakly, moderately and strongly
correlated electrons coexist at the same time, with the Hund metal phenomenology playing
a major role.
FeSCs are multiorbital systems for which the parent compound (i.e. the system without
doping or external perturbations) has ne = 6 electrons in 5 d orbitals in a tetragonal symme-
try. Non-zero interorbital hoppings tijmn will turn a possible OSMT into a metallic state with
weakly (Zm ∼ 0.8− 1), moderately (Zn ∼ 0.6− 0.7) and strongly (Zp ∼ 0.1− 0.5) correlated
orbitals.
In this section, I present a review on the role of local correlations in real materials, specifically
on FeSCs [9, 33, 34, 42–44]. First, I will briefly review the theoretical calculations for various
FeSCs, such as LaFeAsO, BaFe2As2 and FeSe. Then, in Section 2.3.1, I will present the
experimental evidences which support that FeSCs are close to or in the Hund metal regime.
In Figure 2.12(a), a table with the orbital-averaged interactions for various FeSCs calcu-
lated using constrained random phase approximation (cRPA) [24] is shown. The authors
obtained U ≈ 2.5 − 4 eV and JH ≈ 0.35 − 0.5 eV , with 1111 (LaFePnO with Pn = P,As)
and 122 (BaFe2As2) families being the less correlated and 11 (FeCh with Ch = Se, Te) and
111 (LiFeAs) the most correlated ones. The differences between the orbital-averaged (U
and JH) and the orbital-dependent interactions (Umm and JH mn) oscillate between 1% and
35%, so that U and JH can be seen as a good approximation. The relation U ′ = U − 2JH
is approximately satisfied, where the differences with respect to its orbital-dependent values
U ′mn are ≈ 5%.
In Figure 2.12(b), the SSMF U(1) phase diagram obtained for undoped (ne = 6) LaFeAsO
in the unfolded Brillouin zone (BZ), i.e. in a 5 d orbitals tight-binding model, is shown [9, 25].
Note that SSMF formalism tends to underestimate the effects of the real interaction values, so
that the U and JH are not straighforwardly extracted from Figure 2.12(a), and they should
be a bit larger in SSMF. Shaded circle marks an estimated region where most of the FeSCs can
be localized. This shaded area is obtained when comparing Zm values from theoretical with
experimental results from orbital-resolved band structure measurements, such as ARPES and
quantum oscillations (QOs) [42]. Both experimental techniques are sensible to the real band
structure, and when comparing with DFT band structure calculations, Zm can be obtained.
Here, FeSCs are located around the Hund metal crossover and in the Hund metal regime, so
it is expected that they show the properties explained in Section 2.2.
In Figure 2.13, DFT + Gutzwiller approximation (GA) calculation (see Section 1.4.1) in
a 5 d orbitals tight-binding model for undoped (ne = 6) FeSe at JH/U = 0.224 is presented
[33]. As shown, all the features mentioned in Section 2.2 are well reproduced in this
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Figure 2.12: (a) Orbital-averaged interaction parameters for various FeSCs. U ranges
from 2.5 to 4 eV and JH from 0.35 to 0.5 eV . Relation U ′ = U − 2JH is approximately
satisfied. Taken and adapted from [24]. (b) SSMF U(1) JH/U versus U phase diagram
for LaFeAsO at ne = 6 electrons. Shaded circle marks an approximate region for locating
FeSCs, where the area is estimated when comparing SSMF calculations with experimental
Zm values from ARPES and QOs. Taken and adapted from [9, 25].
system. The most correlated orbital (i.e., with the lowest Zm) is xy, followed by xz (which
is degenerated with yz) and z2, and the less correlated orbital is x2− y2. In the Hund metal
regime (U > 3 eV ), this trend follows the closeness to half-filling of each orbital filling per
spin nmσ, plotted in Figure 2.13(c), rather than depend on the total filling (ne = 6), which
signals an orbital decoupling behavior. It can be seen that, even for a large U = 7 eV , the
system is not yet in the Mott insulating state, due to the effect of JH/U = 0.224, disfavoring
the appearance of the Mott insulator. The enhancement of spin correlations CS and orbital
decoupling (with the interorbital charge correlations Cmn approaching 0) can be clearly seen
in Figure 2.13(b) and (d), except for interorbital correlations Cx2−y2,z2 , due to their less
correlated behavior in which the considered JH was not able to produce an orbital decoupling.
In Figure 2.14, SSMF Z2 calculations for BaFe2As2 at U = 2.7 eV and JH/U = 0.25 when
varying the filling ne of the system, are shown [34]. The 0 in the x-axis represents the undoped
BaFe2As2 with ne = 6. Negative x represents hole doping, while positive represents electron
doping. As far as KFe2As2 (with ne = 5.5) is approached with hole doping, the strength
of correlations increases, giving larger mass enhancement factors (m∗/m0)m (i.e. lower Zm
values) due to the influence of the Mott insulator at half-filling ne = 5, as discussed in
Section 2.2.3. Colored squares mark the solution for a tight-binding model for KFe2As2,
instead of using the one for BaFe2As2 and doped it up to ne = 5.5. This is done in order
to reproduce the real band structure of KFe2As2. Differences in the scale of the strength
of local correlations are found, but the increase of the strength towards half-filling is still
present.
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Figure 2.13: DFT + Gutzwiller approximation calculations for FeSe in a 5 d orbitals
tight-binding model at ne = 6 and JH/U = 0.224. (a) Orbital quasiparticle weights Zm,
(b) total spin correlations CS , (c) orbital fillings per spin nmσ and (d) interorbital charge
correlations Cmn ≡ Cintern . The strength of local correlations for each orbital is stated by
the closeness to half-filling (nmσ = 1/2) of the orbital fillings nmσ. Spin correlations are
enhanced and interorbital charge correlations are suppressed (except for Cx2−y2,z2 , due to
their less correlated behavior). Taken and adapted from [33].
2.3.1 Experimental evidences for Hund metal behavior in FeSCs
Now, I will comment the experimental evidences which support that the FeSCs are indeed in
a Hund metal regime (or at least, in the crossover) due to local correlations [9, 15, 33, 34, 42–
44].
In Figure 2.15(a), the experimental Sommerfeld coefficient γ (i.e. the linear term of the
low-T specific heat C(T ) ∼ γT 2) for various 122 FeSCs (from ne = 6 to ne = 5.5 and
ne = 6.25) and the comparison with DFT calculations are shown. SSMF Z2 (labeled with
DFT + Slave-spin in the legend) calculations are also shown [15, 37, 104]. The Sommerfeld
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Figure 2.14: SSMF Z2 calculations of a 5 d orbitals tight-binding model for BaFe2As2 and
hole-doped Ba1−xKxFe2As2. Correlations increase when half-filling is approached. Each
orbital behaves differently in terms of the filling, as an indication of the orbital selectivity
of local correlations. Colored squares describe a tight-binding model for KFe2As2 (instead
of using the one for BaFe2As2 and doped it to ne = 5.5). Taken and adapted from [34].
coefficient was already introduced in Eq. (1.15), and depends on the mass enhancements
(m∗/m0)m for a multiorbital system as:
γ∗ = pi
2k2BN
∗(µ)
3 →
γ∗
γ0
=
∑
m
(m
∗
m0
)m =
∑
m
1
Zm
(2.8)
where N∗(µ) is the DOS at the chemical potential for the correlated system which is pro-
portional to the mass enhancements in the multiorbital system (m∗/m0)m = 1/Zm, and
γ0 is the Sommerfeld coefficient in the non-correlated limit. When comparing experiments
and theoretical results, the deviation with respect to DFT calculations to see the effect of
local correlations is used, as for example γ∗/γ0. The strength of correlations increases when
approaching and decreases when moving away from half-filling. A good agreement can be
seen between SSMF and experimental results, signaling the importance of local correlations
in these systems.
γ will be mainly controled by the most correlated orbitals, i.e. those with the largest mass
enhancement factors (m∗/m0)m (lowest Zm values). On the other hand, other measurements
are sensible to the less correlated orbitals, such as the Drude weight D obtained from optical
conductivity measurements (D/D0 =
∑
m(m0/m∗)m, where D0 is the non-correlated Drude
weight), or the renormalization of the whole bandstructure measured by ARPES (labeled as
ARPES whole in Figure 2.15(b)). Finally, ARPES and QOs are orbital-resolved measure-
ments, so they are sensible to (m∗/m0)m for each orbital. Figure 2.15(b) shows a com-
pendium of the different experimental probes in the 122 FeSCs BaFe2As2 family [15, 34].
In the background, an sketch of the phase diagram for BaFe2As2 can be seen, to locate
the different phases in this material. The strength of correlations clearly increases when ap-
proaching half-filling (left side of the x axis in the figure), as expected from SSMF calculations
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Figure 2.15: (a) Low-T specific-heat in terms of the total filling, where the Sommerfeld
coefficient γ is shown for various 122 FeSCs. A comparison with DFT and SSMF Z2 cal-
culations is shown. A really good agreement can be seen between SSMF and experimental
results. Taken from [15, 37, 104]. (b) Mass enhancement factors (m∗/m0)m for different
experimental probes when varying the total filling for various 122 FeSCs. Each experimental
probe is sensible to different orbitals with respect to their behavior with local correlations.
Specific heat is sensible to the most strongly correlated orbitals. Optical conductivity and
ARPES whole are sensible to weakly correlated orbitals. ARPES and QO are orbital-resolved
measurements. In the background, the phase diagram for BaFe2As2 is shown as a eyeguide
to locate the different phases of this FeSC. The strength of correlations clearly increases
when doping with holes, i.e. when approaching half-filling (left side of the x axis in the
figure), and decreases with electron doping. Taken and adapted from [15, 34]. (c) ARPES
measurements for the renormalization of the dyz orbital in terms of the electronic filling
ne of the 122 FeSCs, BaFe2As2. KFA, BCA and BNA labels stand for the isostructural
compounds, KFe2As2 (with ne = 5.5), BaCo2As2 (with ne = 7) and BaNi2As2 (with
ne = 8), respectively. Taken from [114].
(see Figure 2.14). In Figure 2.15(c), I show the ARPES measurements for the renormal-
ization of the dyz orbital in terms of the electronic filling ne of the 122 FeSCs, BaFe2As2
[114]. KFA, BCA and BNA labels stand for the isostructural compounds, KFe2As2 (with
ne = 5.5), BaCo2As2 (with ne = 7) and BaNi2As2 (with ne = 8), respectively.
An important consequence can be extracted from these experimental results [9, 15]: different
experimental probes will be sensible to different weakly or strongly correlated orbitals. All
the measurements together show that both weakly and strongly correlated orbitals coexist
at the same time. This can be more clearly seen in orbital-resolved measurements, such as
ARPES or QOs [114, 115].
Figure 2.16 shows the experimental results for X-ray emission spectroscopy (XES) in hole-
doped Ba1−xKxFe2As2 systems [15, 43, 44]. This experimental probe is sensible to the local
magnetic moment (XES IAD value is proportional to the local moment) in a system which
is not necessarily ordered. Inset shows the total spin correlations CS calculated with SSMF
for BaFe2As2 (ne = 6) and KFe2As2 (ne = 5) in terms of U . In the weakly correlated
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regime (U ≤ 1 eV ), local spin correlations are the same for both compounds as shown in the
inset, totally different to what happens in the experimental results, where local moment
increases when approaching half-filling. Experiment agrees well with theory for U ≥ 2.5 eV ,
where a different magnitude of local spin correlations for both fillings can be found. This
indicates that the compounds are in (or at least in the crossover to) the Hund metal.
Figure 2.16: XES IAD values for Ba1−xKxFe2As2. XES IAD values are proportional the
local moment, i.e. to the local spin correlations, in a non-ordered system. Inset: local spin
correlations for BaFe2As2 and KFe2As2 systems calculated using SSMF Z2. No difference
is seen for the weakly correlated regime (U ≤ 1 eV ), and only being in deep in the Hund
metal regime (U ≥ 2.5 eV ) would reconcile the experimental results with the theoretical
expectations. Taken from [15].
All of these measurements sustain the idea that FeSCs are close to or in the Hund metal
regime with the phenomenology explained in Section 2.2. The ideas explained here can be
used for other materials and establish a basis to check whether local correlations are playing
an important role in the system under study.
2.4 Conclusions
Along this chapter, I have presented the phenomenology for multiorbital systems and the
role of local correlations [5, 9, 15, 26–37, 100–104].
In a multiorbital system, the Mott insulating state will appear, not only at half-filling, but
also for any integer fillings ne = 1, 2, . . . N − 1 [15, 35]. The critical interaction for the Mott
transition Uxc and its behavior with JH depend on the filling ne. For single-occupied systems
(ne = 1), Uc increases when JH increases, while the opposite happens for half-filled systems
(ne = N).
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A new correlated metallic state, the Hund metal [5, 9, 15, 26–37] is found for a certain filling
region 1 < ne < N . This Hund metal regime shows a correlated metallic behavior which
is promoted for large JH values, so that the Mott insulating state is disfavored when JH
increases (similar to what happens in ne = 1 systems).
In the Hund metal regime, the atoms are highly spin polarized (Hund’s rule is satisfied). As
a consequence, Zm are in a low value and there is an orbital decoupling behavior [9, 15, 35].
Between the weakly correlated metal and the Hund metal there is a crossover defined by a
characteristic J∗H , whose value depends on the lattice symmetry and ne/N .
The enhancement of local spin correlations in the Hund metal regime drives also an orbital
decoupling behavior [9, 35]. This comes from the fact that there is an effective reduction
of local anti-parallel spin configurations, while parallel configurations are promoted. The
reduction of anti-parallel spin configurations results in a reduction of Cintran , and an indirect
reduction of Cintern , which translates in the orbital decoupling.
The suppression of Cintran is directly related with the Mott transition at half-filling, hence
providing a link between the Hund metal regime at 1 < ne < N and the Mott insulating
state at half-filling ne = N [9, 28, 29, 32, 34, 100–104, 111, 112]. .
In the case of non-equivalent orbitals, the orbital decoupling promoted by JH can lead to an
OSMT [6, 38–41]. For any finite interorbital hopping tmn, this OSMT is suppressed, and the
system has weakly, moderately and strongly correlated orbitals coexisting at the same time.
Different orbitals will have different correlation strengths (orbital differentiation).
In this framework, various theoretical and experimental results for FeSCs (low-T specific
heat, ARPES renormalized band structure, XES for the local moment, etc.) [9, 33, 34, 42–
44] sustain the idea that these systems can be seen as being close to or in the Hund metal
regime.
Chapter3
Strong correlations and the search
for high-Tc superconductivity in
chromium pnictides and
chalcogenides1
In Chapter 2, I have mentioned a connection between the Mott insulating state at half-filling and
the Hund metal regime for multiorbital systems. This connection could serve as a link between the
two most well-known families of high-Tc superconductors, the cuprates, in which the undoped system
(with one d orbital at half-filling) is a Mott insulator, and the iron-based superconductors (FeSCs),
in which the system (where the total number of electrons per Fe atom is ne = 6 in 5 d orbitals)
is close to or in the Hund metal regime. Both the Mott insulator and Hund metal phenomenology
appear due to local correlations. In 2010, Ishida and Liebsch [29] showed that FeSCs can be seen
as electron-doped systems from the Mott insulator at half-filling (ne = 5 in 5 d orbitals), instead of
being a completely different family when compared with the cuprates. In this chapter, we explore
more deeply this idea by going into the other side of the Mott insulator at half-filling, i.e. by studying
the hole-doped Mott insulator systems.
Here, we propose to search for high-Tc superconductivity in a new material family based on chromium
instead of iron. We expect that the strength of electronic correlations evolves in the hole-doped side
(ne < 5) in a similar way as in the electron-doped side (ne > 5). Then, we assume that an optimal
degree of the electronic correlations is needed in order to obtain high-Tc superconductivity, and focus
on the holpe doping level at which the strength of correlations is closest to the one found in FeSCs.
We will assume that this superconducting phase is driven by AFM fluctuations, as it seems to occurr
in most FeSCs, and discuss the superconducting instability. As an example, we study the 1111
LaCrAsO chromium pnictide, the analogue of the iron superconductor LaFeAsO. LaCrAsO [116]
has the same crystal structure as its iron counterpart (see Figure 1.16), with Cr atoms forming a 2D
square lattice and tetrahedrally coordinated by As atoms. LaCrAsO shows a DFT band structure
similar to other 1111 transition metal pnictides, like LaFeAsO, with all the 5 d orbitals of Cr mainly
contributing to the bands around the Fermi level, with a total bandwidth W ∼ 4 eV (in LaFeAsO
is W ∼ 4.5 − 5 eV ). Experimentally, this compound shows an antiferromagnetic (AFM) phase with
(pi, pi) ordering (checkerboard AFM), which can be suppressed by doping [116]. The main difference
in undoped LaCrAsO with respect to undoped LaFeAsO is the number of electrons per site, which
is ne = 4 in LaCrAsO, while ne = 6 in LaFeAsO.
1Results presented in this Chapter published in [96]
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In this chapter, I will first check if a generic 5 d orbitals model for FeSCs (in particular for LaFeAsO)
follows the idea of increasing the strength of local correlations when approaching half-filling ne = 5
from both sides, i.e. I will study the mass enhancement factors m∗m/m0 ∼ 1/Zm when varying ne
from 4 and from 6 to ne = 5.
After demonstrating that the strength of local correlations increases (i.e. m∗m/m0 increases) when
moving towards half-filling from the electron- and the hole-doped part, I will study the case of
chromium systems, using LaCrAsO as an example. I will present the results obtained by my co-
workers to calculate the DFT band structure for the undoped LaCrAsO (ne = 4), and the 5 d or-
bitals tight-binding model using the same Slater-Koster fitting procedure as in the case of LaFeAsO.
Then, I will calculate the mass enhancement factors m∗m/m0 for LaCrAsO when varying the total
filling from ne = 4 to ne = 5, i.e. when approaching half-filling. I found that the strength of local
correlations is similar to the undoped LaFeAsO for LaCrAsO at ne = 4.5. We expect that this
behavior will hold for any other Cr pnictide or chalcogenide.
To study the strength of local correlations, I will use the SSMF Z2 formalism. U and JH will
be fixed for both LaFeAsO and LaCrAsO. In the case of LaFeAsO, U = 3 eV and JH/U =
0.25 are the values for which the mass enhancement factors m∗m/m0 obtained by SSMF equal the
ones observed experimentally in angle-resolved photoemission spectroscopy (ARPES) and quantum
oscillations (QOs). For LaCrAsO, we will assume that, due to the equivalency of both systems, U
and JH will take the same values as in LaFeAsO.
LaCrAsO shows a metallic behavior, as well as LaFeAsO, for realistic interaction parameters U and
JH . Then, we assumed that the spin fluctuation theory to study the superconducting instability is ap-
plicable, but instead of using the weakly correlated DFT band structure, we used the renormalized one
as a better approach for the real band structure. First, my co-workers calculated the spin susceptibil-
ity by means of multiorbital random phase approximation (RPA) in the renormalized band structure.
They obtained that the AFM with nesting vector ~Q = (pi, pi) (checkerboard-like) is the ground state
of LaCrAsO, as expected from experiments [116]. A secondary peak at ~Q2 = (pi/2, 0) (and (0, pi/2)
due to the fact that the system is in the tetragonal phase) is found. At ne = 4.5, my co-workers also
found that the superconducting instability is driven by this secondary peak (pi/2, 0), rather than by
the nesting vector responsible of the AFM order. They argued that this enhanced response at ~Q2
is due to the nearness of a Lifshitz transition. Finally, they found that the superconducting order
parameter symmetry is dxy.
We conclude by stating that it seems plausible to find a new family of high-Tc superconductors in the
chromium analogue of LaFeAsO, LaCrAsO. If this behavior is found in such a system, it will open
a new route to search for new high-Tc superconductors based on the Mott doped scenario.
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3.1 Introduction & Motivation
In previous chapters, I have summarized several important properties present in high-Tc
cuprates superconductors and FeSCs, as well as explained the phenomenology of local corre-
lations in single- and multiorbital systems, which results in the emergence of Mott insulator
and Hund metal behaviors.
As shown in Chapter 1, in most cuprates and FeSCs, and other unconventional super-
conductors, the parent compound shows a magnetic phase, usually AFM. Once the system
is doped with electrons or holes (or pressure is applied in some cases), the AFM phase is
suppressed and the unconventional superconducting dome emerges. This behavior is quite
robust in unconventional superconductors. It is believed that the magnetic phase suppression
is a key ingredient to find unconventional superconductivity
Nevertheless, there is an important difference between cuprates and FeSCs. The parent
magnetic phase of the cuprates is Mott insulating. There has been an intense debate about
the role of the Mott physics in high-Tc superconductivity. On the other hand, the parent
magnetic phase of FeSCs is metallic. This led to the quastion whether Mott insulator physics
was necessary for obtaining high-Tc superconductivity.
A new point of view came out in 2010, when Ishida and Liebsch [29] found, by using DMFT,
that that the strength of correlations in FeSCs are stronger when moving from the undoped
LaFeAsO, with ne = 6 in 5 d orbitals, towards half-filling ne = 5. Based on these results,
they proposed to see FeSCs as electron-doped Mott insulators, making a possible connection
between cuprates and FeSCs. Interestingly, ne = 6 corresponds to 1.2 electrons per orbital
on average, close to the filling of the single relevant orbital at optimal doping (∼ 1.16) in the
cuprates [117]. A lot of experiments [100–104] and theoretical [28, 34, 111, 112, 118, 119]
results have confirmed this Mott doped scenario, see Chapter 2, and for a review [9]. This
suggests that not only a magnetic phase suppression is needed as a prelude of the high-Tc
superconducting dome, but also an optimal degree of electronic correlations.
By taking into account the optimal degree of electronic correlations and their increase when
approaching half-filled systems, we propose to search for a new family of high-Tc supercon-
ductors similar to FeSCs [96]. Considering that FeSCs can be seen as electron-doped Mott
insulators, we looked into the other side of the half-filled Mott insulator, i.e. for the hole-
doped Mott systems. By considering a similar system as the FeSCs, we propose to search
for unconventional superconductivity in the Cr pnictides and chalcogenides. For the same
crystal structure of quasi-2D FeSCs, only the total number of electrons per atom in the d
orbitals will vary when changing Fe atoms by Cr ones, where for FeSCs is ne = 6 in the 5
d orbitals, while for Cr systems is ne = 4 (in this situation, the half-filled systems are the
Mn pnictides and chalcogenides, where ne = 5 in 5 d orbitals). If unconventional supercon-
ductivity is found in these chromium-based systems2, the connection between cuprates and
FeSCs, and the role of the electronic correlations would became clear. This could open a
new route to search for new high-Tc superconductors.
In the doped Mott scenario previously described, there is an explanation of why other tran-
sition metal (TM) pnictides and chalcogenides have failed when searching for high-Tc su-
perconductivity. For TM = Ni, Pd or Pt the system has ne/N = 8/5, while for Co, Ir
or Rh it has ne/N = 7/5. In these situations, the distance from the Mott insulator at
2Note that I will not talk about the quasi-1D Cr3As3 systems [120], but rather focus on the quasi-2D
chromium pnictides, with crystal structures equivalent to the ones for FeSCs.
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ne = N = 5 is too large, and hence, the strength of correlations is too small to host high-Tc
superconductivity.
In the next section, I will give a brief summary of the current experiments and theoretical
calculations forMn and Cr pnictides and chalcogenides to give a context in the actual status
on the study of such systems.
3.1.1 Preliminary results in Mn and Cr pnictides and chalcogenides
In this section, I summarize the available results obtained in the literature for Mn- and
Cr-based compounds. I will conclude by arriving to the sketch of a proposed unified phase
diagram for LaTMAsO, where TM = Fe, Mn and Cr, Figure 3.1.
Figure 3.1: Sketch of the proposed unifying phase diagram for LaTMAsO and related
compounds, with TM = Fe (ne = 6), Mn (ne = 5) and Cr (ne = 4). The different phases
are reproduced from the existing literature. By comparing with cuprates and FeSCs, AFM
phase in LaCrAsO has to be suppress around ne = 4.5 in order to the superconducting dome
to appear. If high-Tc superconductivity is found in chromium pnictides or chalcogenides,
the connection between high-Tc cuprates and FeSCs will be made. This could open a route
to discover new high-Tc superconductors based on the Mott doped scenario.
As a brief reminder of the previous chapters, the undoped FeSCs are AFM (pi, 0) (stripe AFM
ordering, with spins in x direction aligned parallel, while antiparallel in the y direction) metals
with magnetic moments µ ∼ 0.5− 1µB/Fe and Néel temperatures TN ∼ 100− 150K. The
AFM phase can be suppressed with doping or pressure, and unconventional superconducting
domes emerge, with high critical temperatures Tc ∼ 20− 50K, see Figure 1.12(c) for the
electron-doped phase diagram of BaFe2As2. From the theoretical point of view, FeSCs are
multiorbital systems [70, 71], where the usual tight-binding models have 5 d orbitals coming
from the Fe atoms in the unfolded Brillouin zone (BZ), which it is identified as the 1Fe
atom unit cell, see Section 1.5.2 [72–74]. The undoped compound has ne = 6 electrons per
Fe atom. In Chapter 2, I have shown that FeSCs present sizable electronic correlations.
Mn pnictides and chalcogenides have been extensively studied and no-superconducting dome
has been found up to date [121–139]. These systems are AFM insulators, with large values
for µ ∼ 3−4µB/Mn and TN ∼ 300−600K. The AFM phase is checkerboard inplane (pi, pi),
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and it may vary between C- (FM order ofMn layers in the z direction) or G-type (AFM order
of Mn layers in the z direction). In the case of LaMnPO [122], when pressure is applied,
the system first undergoes an insulator-to-metal transition (at around 15 − 20GPa), and
then a second transition where AFM is suppressed (at around 25− 30GPa). In BaMn2As2
[122], an insulator-to-metal transition can be driven when it is doped with holes (with K)
at x ≈ 0.016, while the AFM is not suppressed, so it is robust against doping. We assume
that the electronic correlations are too large to make Mn pnictides and chalcogenides able
to host unconventional superconductivity.
Different Cr pnictides and chalcogenides have been studied, with only few articles coming
out during the last decade [116, 140–146]. There are studies on BaCr2As2 [140], EuCr2As2
[145], LNCrAsO (with LN = La, Ce, Pr and Nd) [116], Sr2Cr3As2O2 [146] and CrSe
[141], and also mixed systems with layers of CrFe [142–144]. Here, I briefly review the most
important features in these compounds.
BaCr2As2 [140] is an AFM (pi, pi) metal. There is no signal for the magnetic ordering
temperature TN (up to 200K) in the specific heat and the resistivity, so there is no data
available for TN or other transitions. In [140], the authors performed DFT calculations for
the magnetic ground state, obtaining C-type AFM (pi, pi) with µ = 2.01µB/Cr.
LNCrAsO with LN = La, Ce, Pr andNd [116] are AFM (pi, pi) metals up to 300K. No data
for TN is available. From DFT calculations, it was concluded that the C-type AFM (pi, pi)
is the most stable order. The computed magnetic moment is µ ∼ 2.6µB/Cr. In [116], the
authors doped LaCrAsO with F (holes) andMn (electrons), obtaining an increase/decrease
of the resistitivy for F/Mn-doped compounds, with a metal-to-insulator transition found at
LaCr0.8Mn0.2AsO. LaCrAsO doped with F/Mn corresponds to a hole/electron doping,
respectively.
CrSe [141] has not be synthesized yet, but it is expected that it will be stable and crystallize
in the same crystal structure as FeSe. In [141], the authors performed DFT calculations
and show that both CrSe and MnSe present an itinerant FM ground state.
As an example, later in this chapter, we will pick LaCrAsO as our system to study the
effects of electronic correlations in Cr pnictides and chalcogenides. Due to the robustness of
the local correlations effects, the results explained here can be applied for any other similar
Cr pnictides and chalcogenides. Using LaCrAsO will be also useful when making a direct
analogy with the 1111 FeSCs, LaFeAsO.
3.2 Results & Discussion
Here, I present the results that I have obtained and published in [96], altogether with the
ones obtained by my co-workers. In Section 3.2.1, I use a 5 d Slater-Koster tight-binding
model proposed for FeSCs, in particular for LaFeAsO [74], to demonstrate that the increase
of the strength of local correlations when approaching half-filling is a robust feature from
both the electron- (ne > 5) and the hole-doped (ne < 5) part. However, the applicability to
a real material of this tight-binding model in regions where ne is much different from ne = 6
is not realistic. So in Section 3.2.2, I show the DFT band structure calculation performed
by my co-workers for LaCrAsO, and the tight-binding model obtained by performing a sim-
ilar Slater-Koster fitting procedure as it was made for LaFeAsO [74]. In Section 3.2.3,
I calculate the mass enhancement factors m∗m/m0 ∼ 1/Zm for LaCrAsO when varying the
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filling 4 < ne < 5, showing that the phenomenology of strength of correlations getting in-
crease towards half-filling is maintained. Local correlations calculations are done both in
Section 3.2.1 and Section 3.2.3 using SSMF Z2 formalism. Finally, in Section 3.2.4, I
show the calculations done by my co-workers on the spin susceptibility and the supercon-
ducting order parameter in the renormalized band structure. Multiorbital RPA is used with
focus on singlet solutions, due to the expected AFM order as the ground state for LaCrAsO.
We conclude by proposing that this system could host high-Tc superconductivity in a similar
fashion than occurrs in FeSCs.
3.2.1 Electronic correlations for FeSCs around half-filling
In this section, I will use the Slater-Koster tight-binding model proposed for LaFeAsO in
[74] to study the strength of local correlations when the total filling varies and approaches
half-filling from ne = 6 and ne = 4. In the Slater-Koster framework [147], the fitting to the
DFT band structure using a tight-binding model is done in the FeAs 2D layer by writting
each hopping parameter tijmn as functions of various overlap integrals and the angle α. α is
defined as the angle between the As atoms and the Fe plane, where for a regular tetrahedron
α = 35.3 ◦. The overlap integrals describe the direct overlap between d orbitals in neighbor
Fe atoms (denoted by (ddσ)i, (ddpi)i and (ddδ)i where i = 1, 2 are the first and second
neighbors, respectively) and the indirect overlap between Fe d and As p orbitals (denoted
by pdσ and pdpi).
The tijmn expressions in terms of these indirect overlaps are computed in second order per-
turbation theory, neglecting the crystal field splitting in between Fe and As orbitals and in
between the different As orbitals. The matrix elements tijmn depend on the difference |p−d|.
As an example, the intraorbital first neighbor hopping for xy in the X direction is written
as:
txxy,xy =
1
|p − d|
(
−32pdσ
2 − 2pdpi2 + 2√3pdσpdpi
)
︸ ︷︷ ︸
indirect overlap
cos4 α sin2 α︸ ︷︷ ︸
angle term
+ (ddpi)1︸ ︷︷ ︸
direct overlap
(3.1)
Similar expressions can be obtained for all the other first and second neighbor hoppings tijmn.
The hopping matrix elements in the tight-binding model depend on the direct and indirect
overlaps, and on the angle α. A crystal field splitting term m between the Fe d orbitals is also
included in the model. These parameters can be tuned to give a similar band structure to the
one obtained in DFT calculations. The d orbitals are defined in the unfolded BZ, with zx and
yz being degenerated. In Figure 3.2(a),(b), the Slater-Koster tight-binding band structure
and the DOS, with the orbital character included can be seen (color code in the caption of
the figure). Overlap integrals and crystal field splittings are those considered in [74]. This
Slater-Koster model compares well with the DFT band structure (see Figure 1.17), giving
a good description of the band energies and orbital content. This model was previously used
in the context of FeSCs to study their magnetic properties, the optical conductivity, the
Raman spectra and the anisotropy present in the FeSCs [9].
All the d orbitals contribute for the band structure around the Fermi level. The total band-
width is W ∼ 5.3 eV , while the individual orbital bandwidths are approximately Wzx,yz ≈
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Figure 3.2: Slater-Koster tight-binding model for LaFeAsO with ne = 6 and α = 35.3 ◦ in
the unfolded BZ, where (a) shows the band structure with the orbital character included and
(b) the total DOS (dotted line) and the orbital-resolved DOS. Color code for the orbitals:
red for yz, green for zx, blue for xy, orange for 3z2 − r2 and black for x2 − y2. Figures
obtained from the Slater-Koster tight-binding model of [74].
3.75 eV , Wxy ≈ 2 eV , W3z2−r2 ≈ 3.5 eV and Wx2−y2 ≈ 4.5 eV . The smallest orbital band-
width is Wxy, whether the largest is the one of x2 − y2. A more extense discussion about
this Slater-Koster tight-binding model can be found in [74].
I now apply the SSMF Z2 formalism to obtain the mass enhancement factorsm∗m/m0 = 1/Zm
in terms of the number of electrons per Fe atom ne, keeping U = 3 eV and JH/U = 0.25 as
constants. These are the interaction values for which the mass enhancement factors m∗m/m0
obtained by SSMF equal the ones observed experimentally in ARPES and QOs for undoped
LaFeAsO [42]. I will vary the total filling 4 < ne < 6. The enhancement of m∗m/m0 signals
the increase on the strength of correlations. In Figure 3.3, I present the mass enhancement
factorsm∗m/m0 and the orbital filligns nm in terms of the number of electrons ne. The orbital
fillings are defined as nm = 2nmσ where nmσ is the orbital filling per spin, hence nm ∈ [0, 2]
with nm = 1 defined as half-filling.
The strength of correlations of all orbitals increases when approaching half-filling ne = 5
from both sides, as expected from the Mott doped scenario. The most correlated orbitals,
i.e. larger m∗m/m0, are xy and zx/yz , while 3z2 − r2 and x2 − y2 are the less correlated
ones. Interestingly, in the hole-doped part (around ne = 4), the orbitals closer to half-filling
(nm = 1) are not the most correlated ones, due to the effect of the effective kinetic energies
given by the orbital bandwidths Wm, see Chapter 2.
The situation when comparing 3z2 − r2 and zx/yz might be troublesome when looking to
the lowest Wm and the closeness to half-filling of each nm. In this case, the most correlated
orbitals are xz/yz, even if they have a larger Wm and they are further away from half-filling.
This is due to the fact that at the considered interaction values U and JH , the system is
in the crossover to the Hund metal regime, and the orbitals are still coupled. For larger U ,
the system will show an orbital decoupling behavior, and hence the strength of correlations
will follow the lowest Wm and the closest to half-filling nm expectations, as explained in
Chapter 2.
In Figure 3.4, I have plotted the Zm and nm evolution for ne = 4 and JH/U = 0.25 in
terms of U . Once the system is deep in the Hund metal regime (U > 4.5 eV ), Zm follows
the expectations for the lowest Wm and the closest to half-filling behavior. Above U > 4 eV ,
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Figure 3.3: (a), (b) Orbital mass enhancement factors m∗m/m0 and (c),(d) orbital fillings
nm for the Slater-Koster model of LaFeAsO in terms of ne and at U = 3 eV and JH/U =
0.25. Dotted line marks the undoped ne = 4 or ne = 6 compound, and the half-filling line
(nm = 1). Color code for the orbitals: red for yz ≡ zx, blue for xy, orange for 3z2 − r2 and
black for x2 − y2.
3z2 − r2 is more correlated than zx, yz, and for U > 4.5 eV , 3z2 − r2 becomes the most
correlated orbital, due to its closeness to half-filling.
Thus, I have demonstrated that the Mott doped scenario is valid when approaching from both
sides of half-filling for a generic tight-binding model for FeSCs. However, the applicability of
this tight-binding model for ne = 4 is not realistic. Then, in the next section I will present
the DFT band structure and the Slater-Koster tight-binding model for Cr-based systems,
specifically for LaCrAsO.
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Figure 3.4: (a) Orbital quasiparticle weights Zm and (b) orbital fillings nm for the Slater-
Koster model of LaFeAsO in terms of U and at ne = 4 and JH/U = 0.25. Deep in the
Hund metal regime (U > 4 eV ), Zm evolution follows the lowest Wm and the closeness to
half-filling behavior. Same color code as in Figure 3.3.
3.2.2 DFT band structure and tight-binding model for LaCrAsO
In this section, I will show the DFT band structure calculations done by my co-workers,
using the Vienna ab-initio Simulation Package (VASP), with the GGA exchange-correlation
potential, see Appendix A. The crystal structure of LaCrAsO is tetragonal (space group
P4/nmm), same as in LaFeAsO, see Figure 1.16, with crystal parameters fixed at the
experimental values (a = b = 4.0412 Å, c = 8.9863 Å). The DFT band structure is given
in the folded BZ, i.e. in the 2Cr atoms unit cell. In Figure 3.5, I show the DFT band
structure, the DOS with the atomic character included and the Fermi surfaces at kz = 0 and
kz = pi.
Figure 3.5: DFT calculations obtained by VASP code for tetragonal P4/nmm LaCrAsO,
where the crystal structure is fixed to the experimental parameters (a = b = 4.0412 Å,
c = 8.9863 Å). (a) Band structure, (b) DOS with the atomic character included and (c)
kz = 0and (d) kz = pi Fermi surfaces. Figures given in the folded BZ. See main text for the
discussion.
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The band structure for Cr atoms extends between −2 eV and 2.5 eV (W ≈ 4.5 eV ), with
Cr d orbitals mostly contributing in this energy window (and a negligible contribution from
La presents around ∼ 1.5 eV ). The band structure is quite similar to those obtained for
Mn and Fe isostructural compounds. The Fermi surface is quasi-2D. Thus, LaCrAsO can
be modeled as a quasi-2D system where CrAs layers control the physics in it. The Fermi
surface is composed of a flower-shaped hole pocket at Γ2Cr, electron pockets at X2Cr/Y2Cr
and shallow electron pockets atM2Cr. Note that this topology will change when the unfolding
of the BZ is performed (see Section 1.5.2). The folded and unfolded BZ will be identified
with the subscript 2Cr and 1Cr, as a reference to the number of atoms per unit cell.
For the tight-binding model, the same 2D Slater-Koster fitting than for LaFeAsO [74] was
used, with some changes. α = 35.26 ◦, the crystal fields splittings are set to zx,yz = 0,
xy = −0.3, 3z2−r2 = −0.9 and x2−y2 = −0.48, the overlap integrals are set to pdσ = 1.12,
pdpi = −0.79, ddσ1 = −0.42, ddpi1 = 0.36, ddδ1 = −0.12 and ddσ2 = −0.024, and d− p = 3,
all in eV units. The quantity 0.2 is substracted from the first-nearest neighbor hoppings
ti,i+1yz,yz and symmetry-related ones. The tight-binding band structure and the Fermi surface
are well reproduced, see Figure 3.6. Note that these calculations are done in the unfolded
BZ.
Figure 3.6: Slater-Koster tight-binding model for LaCrAsO with α = 35.3 ◦ in the un-
folded BZ, where (a) shows the band structure with the orbital character included and (b)
the total DOS (dotted line) and the orbital-resolved DOS, and (c) ne = 4 and (d) ne = 4.5
show the Fermi surfaces with orbital character included. At ne = 4.5, there is a Lifshitz
transition between the electron pockets at X1Cr/Y1Cr and (pi/2, pi/2). Color code for the
orbitals: red for yz, green for zx, blue for xy, orange for 3z2 − r2 and black for x2 − y2.
The Slater-Koster tight-binding model for LaCrAsO has a total bandwidth W ≈ 4 eV ,
where the most striking feature is that xy is much more concentrated in a smaller energy
window than in LaFeAsO (see Figure 3.2). The orbital bandwidths can be estimated as
Wzx,yz ≈ 3.5 eV , Wxy ≈ 2 eV , W3z2−r2 ≈ 2.5 eV and W3z2−r2 ≈ 3 eV . In Figure 3.6(c)
and (d), I show the Fermi surfaces for ne = 4 and ne = 4.5, respectively. For ne = 4, a
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central Γ1Cr hole-pocket (a bit distorted flower-shaped) with mainly zx and yz character,
and electron pockets at X1Cr and Y1Cr with mainly xy character and other electron pockets
centered at ≈ (pi/2, pi/2) with 3z2 − r2 and x2 − y2 character are obtained. Both the DFT
and the Slater-Koster model calculations compares reasonably well.
3.2.3 Electronic correlations in LaCrAsO
Once the tight-binding is obtained, I can calculate the mass enhancement factors m∗m/m0
in LaCrAsO when varying ne. I apply the SSMF Z2 formalism [38, 47] fixing U and JH/U
values, see Appendix B. There are not available experimental results for Zm to compare
with and obtain U and JH values. Thus, I will use the same U = 3 eV and JH/U = 0.25
values as in LaFeAsO [9], by considering the similarities between both compounds. I will
vary ne from 3.5 to 4.5 to obtain m∗m/m0, and I will also calculate the renormalized band
structures and Fermi surfaces.
Figure 3.7 shows the mass enhancement factorsm∗m/m0 and orbital fillings nm for LaCrAsO
when varying ne. I obtained the similar trend as in LaFeAsO (Figure 3.3). LaCrAsO at
ne = 4 is less correlated than LaFeAsO at ne = 6, but at larger filling, the correlations get
of the order of undoped LaFeAsO. For ne ∼ 4.5, the strength of correlations in LaCrAsO is
similar to those of undoped (ne = 6) LaFeAsO. xy is the most correlated orbital, due to its
reduced bandwidth Wxy. In LaCrAsO the order between different orbitals for the strength
of correlations changes when compared with LaFeAsO. This reorganization will come from
the different tight-binding model used (hence the different Wm and nm values).
Figure 3.7: (a) Orbital mass enhancement factors m∗m/m0 and (b) orbital fillings nm
in terms of ne for the tight-binding model for LaCrAsO explained in Section 3.2.2, and
U = 3 eV and JH/U = 0.25. Color code included in the legend of the figure.
The dependence of the strength of correlations when doping LaCrAsO towards half-filling
is similar to the one found in FeSCs, so it behaves as a hole-doped Mott insulator with an
increase of the strength of electronic correlations when approaching half-filling. Even if xy
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orbital filling is the furthest away from half-filling at ne = 4, it is the most correlated orbital
due to its very small Wxy.
Local correlations will alter the Fermi surface topology in a non-negligible way. Γ1Cr hole
pocket becomes square-like for all the fillings 4 < ne < 4.5, while X1Cr/Y1Cr electron pock-
ets become really shallow for ne < 4.3 (see next section). In the next section, I will explain
my co-workers calculations for the spin susceptibility χRPAspin and the superconducting order
parameter g(~k), by means of multiorbital RPA [73, 148, 149] in the spin fluctuation framer-
work [56, 76]. Like in FeSCs, the applicability of the spin fluctuation theory is still under a
debate [9], as discussed in Chapter 1. In these calculations, the band structure and Fermi
surface used to calculate the spin fluctuations is renormalized using the values calculated in
Figure 3.7, as a better approach to the real band structure and Fermi surfaces of LaCrAsO.
Due to the strength of electronic correlations, we expect that the superconducting dome is
found in the range ne ∼ 4.4−4.7. In the next section, we considered that the superconducting
emerges around ne = 4.5, and study the magnetic and superconducting instability at this
filling (as well as around it).
3.2.4 Spin susceptibility and superconducting order parameter for LaCrAsO
To search for the magnetic and superconducting instabilities, the system is considered a
metal with a renormalized band structure. In this situation, spin fluctuation theory [56, 76]
(i.e. superconductivity driven by spin fluctuations) can be applied for the renormalized band
structure, as it will be a better approximation for the real band structure and Fermi surfaces
for LaCrAsO. In this section, I will show the calculations done by my co-workers when
applying multiorbital RPA [73, 148, 149] to calculate the spin susceptibility χRPAspin and the
superconducting order parameter g(~k).
Only singlet solutions are considered, due to the expected AFM (pi, pi) ground state for
LaCrAsO [116]. The magnetic ground state will be recognised by a divergence in the spin
susceptibility χRPAspin . The interaction parameter U assumed in RPA is not the same as in
other techniques, such as in SSMF or DMFT, due to the weakly correlated character of RPA
(see Figure 2.12). The interaction values in RPA are labeled as URPA. As explained in
Chapter 1, the correct symmetry for the superconducting order parameter is given by the
largest eigenvalue of the pairing interaction vertex Γνµ(~k,~k′), with Γ being the scattering
matrix between two k points in the BZ and for bands ν and µ. Thus, the largest eigenvalue
will give the most important scattering process for the pairing instability. The pairing vertex
Γνµ is a matrix which depends on the interaction parameters, and on the spin and charge
susceptibilities.
Figure 3.8 shows the ne ≥ 4.2 evolution of the spin susceptibility χRPAspin in the unfolded BZ
for the renormalized band structure. Red color marks a peak in χRPAspin . Figures are taken
for URPA slightly smaller than the critical interaction U cRPA at which χRPAspin diverges. The
relative height of the peaks depends on ne and URPA. χRPAspin diverges for ~Q = (±pi,±pi) at
U cRPA, signaling a checkerboard AFM ground state, as obtained in experiments. The electron
pockets at X1Cr/Y1Cr play a major role in the formation of this AFM (pi, pi) ground state
for LaCrAsO.
In electron-doped LaCrAsO, there are secondary peaks appearing at ~Q2 ≈ (±pi/2, 0) (and
(0,±pi/2)) for ne ≥ 4.4, where Figure 3.9 at ne = 4.5 shows this scattering vector ~Q2. The
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Figure 3.8: Spin susceptibility χRPAspin calculated by multiorbital RPA in doped LaCrAsO
at various ne. χRPAspin peaks are colored by red, while negligible χRPAspin ∼ 0 regions are shown in
blue. Figures taken for URPA < U cRPA. χRPAspin diverges at U cRPA for ~Q = (±pi,±pi), signaling
a AFM (pi, pi) ground state, as expected from experiments. For ne > 4.4, secondary peaks
at ~Q2 = (±pi/2, 0) (and (0,±pi/2)) appear. At ne = 4, χRPAspin peaks at ~Q′ ≈ (±3pi/4, 0) (and
(0,±3pi/4)). The electron pockets at X1Cr/Y1Cr play a major role in the formation of the
AFM (pi, pi) ground state for LaCrAsO.
presence of these secondary peaks signal the competing magnetic instabilities. Note that a
Lifshitz transition happens between electron pockets at X1Cr/Y 1Cr and at (±pi/2,±pi/2)
occurs at ne ∼ 4.5− 4.6, see Figure 3.9.
In Figure 3.9, I show the superconducing order parameter g(~k) for the same ne values in
the renormalized Fermi surface as in Figure 3.8 and interaction parameters URPA. Red
and blue colors marks the different sign of g(~k).
g(~k) shows a complex evolution with ne. For interactions URPA < U cRPA, the largest eigen-
value has a dxy symmetry (g(~k) changes sign at the x and y axis), where the maximum
amplitude of g(~k) is found in the tips of the X1Cr and Y1Cr electron pockets. Suprisingly,
the leading nesting vector for the superconducting instability is given by ~Q2, and not ~Q, at
which χRPAspin diverges for U cRPA (it was expected to give a major contribution). The enhanced
response at ~Q2 originates between the tips of the electron pockets at X1Cr and Y1Cr (I sig-
naled ~Q2 in Figure 3.9 at ne = 4.5 for clarification purposes), due to the proximity of the
Lifshitz transition.
The discussion above for χRPAspin and g(~k) was made for the renormalized Fermi surfaces, which
show really shallow electron pockets at X1Cr and Y1Cr. For other fittings, other interaction
parameters U and JH (and then, different renormalizations m∗m/m0) and possibly other Cr
related compounds, the preferred superconducting symmetry might vary, but it will most
probably be d-wave due to the peak in χRPAspin at ~Q. Finding the superconducting instability
due to spin fluctuations is possible in these systems, and the details will only vary the
specific d-wave superconducting order parameter symmetry, but not the possibility of finding
a solution for g(~k).
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Figure 3.9: Superconducting order parameter g(~k) calculated by multiorbital RPA in the
renormalized Fermi surface of LaCrAsO at various ne. Local correlations modified the
Fermi surface, with Γ1Cr hole pocket becoming square-like for all the fillings ne < 5, and
X1Cr/Y1Cr electron pockets becoming really shallow for ne < 4.3. Except for ne < 4.3, the
maximum values of g(~k) occur in the tips of X1Cr and Y1Cr electron pockets. ~Q2 (and not
~Q) is the responsible of the leading superconducting order parameter symmetry. This occur
due to an enhanced scattering response for the tips of X1Cr/Y1Cr electron pockets which are
close to the Lifshitz transition. At ne = 4.5, the superconducting order parameter symmetry
is dxy.
3.3 Summary
I conclude this chapter by making a summary of the obtained results:
• Considering the Mott doped scenario [29], we proposed to search for a new family of
unconventional superconductors, based on chromium instead of iron. For the same
crystal structure, only the total number of electrons per atom in the d orbitals will
vary when changing Fe atoms by Cr ones, where for FeSCs is ne = 6 in the 5 d
orbitals, while for Cr systems is ne = 4 (in this situation, the half-filled systems are
the Mn pnictides and chalcogenides, where ne = 5 in 5 d orbitals). As an example,
we have chosen LaCrAsO to study the evolution of the strength of local correlations,
and also the leading AFM and superconducting order. We expect that the results
obtained here could be applied in any Cr related pnictide or chalcogenide. LaCrAsO
is an isostructural compound of LaFeAsO [116], so the crystal structure and crystal
parameters are similar, and the main difference relies in the total filling ne, with Cr-
based compounds describing the hole-doped Mott insulating part.
• In Section 3.2.1, I demonstrated that the strength of correlations increases when
approaching to half-filling from both electron- and hole-doped Mott insulators. I used
a Slater-Koster tight-binding model proposed for FeSCs, in particular for LaFeAsO
[74], keeping U = 3 eV and JH/U = 0.25 as constants. These are the interaction values
for which the mass enhancement factors m∗m/m0 obtained by SSMF equal the ones
observed experimentally in ARPES and QOs for undoped LaFeAsO [42]. I varied
4 < ne < 6. I demonstrated that the Mott doped scenario still holds for the hole-doped
part.
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• However, using a tight-binding model for LaFeAsO in the ne = 4 region does not seem
too realistic, then a realistic tight-binding model to describe LaCrAsO is needed. In
Section 3.2.2, my co-workers calculated the ab-initio DFT band structure and the
Slater-Koster tight-binding model for LaCrAsO. The band structure is quite similar
to LaFeAsO (with WLaCrAsO ≤ WLaFeAsO), but the topology of the Fermi surface
has changed. In LaCrAsO, the xy is concentrated in a smaller energy window (Wxy ≈
2 eV ). The Fermi surface consists in a hole-pocket centered at Γ1Cr and electron pockets
centered at X1Cr/Y1Cr and ≈ (±pi/2,±pi/2). The electron pockets X1Cr/Y1Cr and
(±pi/2,±pi/2) are near of a Lifshitz transition at ne ∼ 4.5.
• In Section 3.2.3, I calculated the evolution of the strength of correlations with the
total filling for LaCrAsO in 3.5 < ne < 4.5. The values m∗m/m0 show a similar trend
as in LaFeAsO when approaching half-filling. The strength of correlations is smaller in
electron-doped LaCrAsO at ne < 5 than for hole-doped LaFeAsO at ne > 5. Around
ne ∼ 4.5, LaCrAsO has similar values for m∗m/m0 as for undoped LaFeAsO. Due to
this similarity, we assumed that this would be the doping at which superconductivity
is more likely to appear.
• In Section 3.2.4, my co-workers calculated the spin susceptibility and the supercon-
ducting order parameter using multiorbital RPA, in the framework of the spin fluctu-
ation theory. They used the renormalized band structure as a better approximation
for the real band structure. For U cRPA, the peaks at ~Q diverge, signaling the (pi, pi)
AFM ground state as found in experiments [116]. Other AFM instabilities are present,
like ~Q2 = (pi/2, 0) and (0, pi/2). These peaks at ~Q and ~Q2 are interaction and filling
dependent. My co-workers argued that X1Cr/Y1Cr electron pockets are controlling the
magnetic and superconducting instabilities.
• Interestingly, for URPA < U cRPA at ne = 4.5, the largest eigenvalue for the supercon-
ducting order parameter is given by ~Q2 (and not by the AFM nesting vector ~Q) and it
has a dxy symmetry. This enhanced response at ~Q2 originates between the tips of the
electron pockets at X1Cr and Y1Cr. This enhancement appears due to the proximity of
the Lifshitz transition at ne ∼ 4.5− 4.6. The symmetry dxy found for LaCrAsO might
vary for a different tight-binding model or a different choice of interacting parameters
U and JH (hence the renormalized Fermi surface will change). However, we expect that
a solution for the superconducting order parameter can be still found for ne ∼ 4.4−4.7,
maintaining the d-wave character due to the peak in χRPAspin at ~Q.
I would like to conclude by giving a few comments on other related articles that came out
after the publication in arXiv of the present work [150–154]. Simultaneously, another article
[150] proposing BaCr2As2 as a new high-Tc superconductor was published on arXiv. This
article motivates the search by following the same ideas that we proposed, and the results
presented in it are consistent with ours. They focused on the idea that an enhancement of
the electronic compressibility (defined by κel = dn/dµ) will drive a charge instability, hence
a possible superconducting instability. A few experimental [151–153] and theoretical [154]
articles about BaCr2As2 have been published afterwards. They pointed out a remarkable
reduction of the effect of local correlations in this compound, due to the influence of the
larger hybridization of Cr d orbitals with As p orbitals, as compared with BaFe2As2. We
have also found the same trend.
Chapter4
Strong electronic correlations and
Fermi surface reconstruction in the
quasi-one dimensional iron
superconductor BaFe2S31
In Chapter 1, I have emphasized that iron-based superconductors (FeSCs) are usually metals, in
contrast with cuprates which are Mott insulators. Recently, in 2015, a new family of FeSCs was
discovered, showing insulating behavior which persists for T > TN , i.e. for T larger than the anti-
ferromagnetic (AFM) ordering temperature TN . By applying pressure, there is an insulator-to-metal
transition, the AFM order is suppressed and superconductivity emerges, all around the same pressure.
These systems are the 123 two-leg ladder family of iron chalcogenides. The peculiarity of these 123
FeSCs is that the crystal structure is similar to other FeSCs (see Figure 1.16), but with every third
column of Fe atoms in the Fe layer is absent, showing a quasi-1D crystal structure. BaFe2S3 shows
a Tmaxc ∼ 24K for Pc ∼ 11GPa [155, 156] and BaFe2Se3 shows a Tmaxc ∼ 11K for Pc ∼ 12.7GPa
[157]. It was argued by some authors [155, 156] that these systems are Mott insulators.
In the 123 FeSCs, the filling per Fe atom is the same as in other FeSCs families, i.e. ne = 6
electrons per Fe atom. Then, by following the arguments of previous chapters, we expect that the
system is a metal, rather than a Mott insulator (Hund’s coupling tends to disfavor the appearance
of the Mott insulating state). Here, I will calculate the effect of local correlations at T = 0K for
BaFe2S3 to clarify the origin of the insulating state. I will consider the 5 d orbitals tight-binding
model, proposed by [98] using Wannier parametrization of the Density Functional Theory (DFT)
band structure obtained for two pressures, 0GPa and 12.4GPa, where at the latter pressure, the
system is superconducting. I will apply the slave-spin mean-field (SSMF) U(1) formalism for both
pressures. I will show that, for realistic U and JH , the system is still metallic at both pressures for
T = 0K. At 0GPa, the strength of correlations for the orbitals which mostly contribute to the band
structure around the Fermi level is very strong, so that we will argue that the insulating behavior in
a local correlations picture could come from temperature effects (see Figure 1.11(b)). At 12.4GPa,
the strength of correlations shows similar values as in other FeSCs, as shown in Chapter 2. The
Fermi surfaces suffer a huge reconstruction due to local correlations effects, contrary to what happens
in other quasi-2D FeSCs.
In this chapter, I will first briefly review the tight-binding model presented for BaFe2S3 at 0GPa
and 12.4GPa [98]. I will show that the band structures around the Fermi level and Fermi surfaces for
1Results presented in this Chapter published in [97]
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both pressures show a 3D character, in contrast with the quasi-1D structure and with other FeSCs
which show a quasi-2D behavior. Due to the substraction of every third column of Fe atoms, there is
a breaking of degeneracy of the x and y directions, hence dzx and dyz are not degenerated anymore.
All 5 d non-degenerated orbitals contribute to the band structure. In BaFe2S3, the unit cell has
4 equivalent Fe atoms, hence the tight-binding hamiltonian in the k-space is a 20 × 20 matrix (5 d
orbitals × 4Fe atoms), substantially increasing the complexity of the problem. I have checked the
impossibility of performing an unfolding of the Brillouin zone (BZ) in these systems (while it was
possible for other quasi-2D FeSCs, see Section 1.5.2), due to various off-plane hoppings which are
not negligible.
In the 4 Fe atoms unit cell, there are non-zero off-diagonal crystal field energies mn with m 6= n.
In order to simplify the SSMF calculations, we rewrite the tight binding hamiltonian to retain only
diagonal crystal field splittings m, see Appendix B. The original tight-binding model is written in
a new orbital basis (labeled by wm with m = zx, yz, xy, x2− y2 and 3z2− r2), in which only diagonal
crystal field energies persist. I will comment the effects of writing the tight-binding hamiltonian in
this new orbital basis. The main effect is that wzx and wyz orbitals mostly contribute to the bands
around the Fermi level, hence highly reducing the orbital bandwidths Wwm for these two orbitals.
Then, I will calculate Zwm in the new orbital basis by using SSMF U(1) formalism, setting ne = 6
and discussing the correct U and JH values for BaFe2S3 at both pressures [9, 98]. I obtained finite
quasiparticle weights Zwm 6= 0 for all orbitals, at both pressures and for realistic values of U and
JH . These values range between Zwm ∼ 0.03− 0.06, so the system is a correlated metal at T = 0K.
However, Zwzx and Zwyz at 0GPa are very small, and we will argue that the system can be driven
to an insulating behavior by a finite T . Applying pressure will increase the total bandwidth, hence
the system is expected to be less correlated (due to the increase of the kinetic energy gain W˜ ) at
12.4GPa. For 12.4GPa, the strength of correlations, in fact, decreases and becomes similar to other
FeSCs. This finding may help to link the optimal degree of correlations plus an AFM order being
suppresed with the appearance of high-Tc superconductivity, an idea pointed out in previous chapters.
Finally, I will calculate the renormalized band structure for both pressures. I will show that there
is a non-negligible Fermi surface reconstruction for both pressures, in contrast with other FeSCs, in
which the Fermi surface is almost unaffected by local correlations. This reconstruction will alter the
results extracted from Fermi surface-based theories for magnetic and superconducting instabilities.
Chapter 4. Strong correlations and Fermi surface reconstruction in BaFe2S3 77
4.1 Introduction & Motivation
Recently, in 2015 [155, 156], and later in 2017 [157], a new family of FeSCs has been discovered
in the 123 iron chalcogenides, for BaFe2S3 and BaFe2Se3, respectively. The undoped
compounds at ambient pressure are AFM insulators, and the insulating behavior persist
for T > TN , with TN ∼ 240 − 255K, µ ∼ 2.8µB/Fe for BaFe2Se3 [158–160] and TN ∼
100 − 120K, µ ∼ 1.20µB/Fe for BaFe2S3 [155, 156, 161, 162]. BaFe2S3 shows closer TN
and µ values to other quasi-2D FeSCs, see Section 1.5.2. The AFM ordering is different in
both compounds, see next paragraphs.
123 FeSCs have a different crystal structure than other quasi-2D FeSCs. 123 FeSCs are
formed by two-leg ladders of iron atoms, where Fe atoms are tetrahedrally coordinated with
the chalcogen atoms Se or S (like in quasi-2D FeSCs). This can be identified as a quasi-1D
crystal structure. The two-leg ladders structure is similar to the quasi-2D layers of Fe, but
substracting every third column of Fe atoms, then effectively reducing the dimensionality,
see Figure 4.1 for BaFe2S3.
Figure 4.1: (a) General view and (b) perpendicular to the ladder view of the crystal
structure CmCm for BaFe2S3. Two-leg ladders can be visualized like the square Fe layers
of quasi-2D FeSCs, but substracting every third column of Fe atoms. Real space axes X, Y
and Z and crystallographic axes a, b and c are marked, where Z and c coincides, and XY
and ab run in different directions. When obtaining the tight-binding model, the orbitals will
be oriented along the crystallographic axes abc, while the hopping amplitudes are written in
the real space axes XY Z. Note also the difference with quasi-2D FeSCs, where the Fe layer
is in the ab plane, while here it is in the ac plane.
In Figure 4.2, I compare the two different crystal structures present in 123 FeSCs. BaFe2Se3
has Pnma crystal structure symmetry, while BaFe2S3 has CmCm crystal structure sym-
metry. The difference relies in the tilting of the two-leg ladders.
The AFM order is different in both compounds. BaFe2Se3 shows a Block AFM order,
where the spins are parallel for each 2 × 2 arrange of Fe atoms in the two-leg ladder, and
they oriented out-of-plane of the two-leg ladders. In BaFe2S3, the AFM order is the typical
stripe AFM, present in other FeSCs (see Section 1.5.2), with spins oriented parallel in the
a direction of the two-leg ladder and antiparallel in the c direction [155, 164]. In BaFe2Se3,
there is a sizable magnetoelastic coupling (i.e. the crystal structure parameters are sensible
to changes in the magnetism) [157, 158, 165, 166], which is believed to be related with the
formation of the Block AFM order.
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Figure 4.2: Crystal structures for (a) BaFe2Se3 (Pnma) and (b) BaFe2S3 (CmCm).
The two-leg ladders run perpendicular to the paper. The difference between both structures
is the tilting of the two-leg ladders for the Pnma crystal structure, which is also believed to
be related with the magnetoelastic coupling in BaFe2Se3 and the different AFM ordering
in both crystal structure symmetries. Taken and adapted from [163].
Different dopings on BaFe2Se3 and BaFe2S3 have been studied [166, 167], see Figure 4.3.
For hole-doped Ba1−xKxFe2Se3 [166], the Block AFM phase gets suppressed, and there are
structural (from Pnma to CmCm) and magnetic (from Block AFM to stripe AFM) transi-
tions when approaching KFe2Se3 (ne = 5.5 per Fe atom). For hole-doped Ba1−xKxFe2S3,
CX-AFM order (spins aligned parallel along the x axis, and antiparallel along the y axis,
see Figure 4.3(a)) gets suppressed. For electron-doped BaFe2−yCoyS3 [167], stripe AFM
phase is more robust and no sign of suppression is seen up to y ∼ 0.2. A resistivity anomaly
at ≈ 200K have been seing for BaFe2−yCoyS3 [167]. The authors argued about a possible
orbital ordering (OO) as the origin of this anomaly, but yet it is not fully established and
further studied would be required. No superconducting transition have been found when
doping these systems.
Figure 4.3: Doping phase diagrams for (a) Ba1−xKxFe2Se3 (hole-doped) and (b)
Ba1−xKxFe2−yCoyS3 (both hole- and electron-doped). For BaFe2Se3, the Block AFM
order and the Pnma crystal structure symmetry is progresively replaced by the stripe AFM
order and the CmCm crystal structure symmetry when KFe2Se3 is reached. For BaFe2S3,
the stripe AFM order is suppressed for the hole-doped part, while it remains robust for the
electron-doped part. A spin-glass phase appears at x ∼ 0.1. The authors [167] argued about
a possible orbital ordering at TOO as the origin of a kink in the resistivity for BaFe2−yCoyS3,
but yet it is not fully established and further studied would be required. Taken and adapted
from [166, 167].
When pressure is applied for both BaFe2Se3 and BaFe2S3 [155–157], the AFM phase is sup-
pressed, there is an insulator-to-metal transition and superconductivity emerges, all around
Chapter 4. Strong correlations and Fermi surface reconstruction in BaFe2S3 79
the same Pc, see Figure 4.4. BaFe2Se3 shows a Tmaxc ∼ 11K for Pc ∼ 12.7GPa, and
BaFe2S3 shows a Tmaxc ∼ 24K for Pc ∼ 11GPa. Interestingly, the insulating behavior for
ambient pressure 123 FeSCs, persists for T > TN [155–157, 165, 168].
Figure 4.4: Pressure phase diagram for (a) BaFe2S3 and (b) BaFe2Se3, where the
insulating (both AFM and paramagnetic, PI), the metallic and superconducting phases are
marked. BaFe2Se3 shows a Tmaxc ∼ 11K for Pc ∼ 12.7GPa, and BaFe2S3 shows a
Tmaxc ∼ 24K for Pc ∼ 11GPa. Stars in the phase diagram of BaFe2S3 signal a kink in the
resistivity. (c), (d) Resistivity versus temperature curves for BaFe2S3 and BaFe2Se3 at
various pressures. The insulating behavior persist for T > TN (ρ(T ) decreases with T ) in
both systems. Taken from [156, 157].
Fe two-leg ladders control the band structure around the Fermi level, with a total number
of electrons per Fe atom ne = 6, like in other FeSCs. The reduced dimensionality will
decrease the kinetic energy gain W˜ of the electrons, hence increasing the ratio ∆x/W˜ , see
Section 2.2, and increasing the electronic correlations effects. This has led to some authors
[155, 156] to claim that these systems are Mott insulators, like high-Tc cuprates superconduc-
tors. Nevertheless, in previous chapters, I have shown that in Hund metals (thus in FeSCs)
the Mott insulating behavior is disfavored by JH , so ∆x/W˜ should be strongly reduced, by
the effective reduction of the dimensionality, in order to be able to drive the system into a
Mott insulating state, see Figure 2.12(b). This situation does not seem plausible according
to the band structure calculations (see next paragraph).
In [98], the band structure and tight-binding models were calculated for BaFe2S3, finding
that all 5 d orbitals of Fe atoms mainly contribute to the band structure around the Fermi
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level with a total bandwidth W ∼ 4 eV (see Section 4.2.1). Also in [98], constraint random
phase approximation (cRPA) calculations showed that the realistic U and JH values for
BaFe2S3 are similar to LiFeAs, i.e. larger than in BaFe2As2 and smaller than in FeSe,
therefore, we expect that BaFe2S3 is close to or in the Hund metal regime (see violet shaded
area in Figure 2.12(b)).
DFT calculations can reproduce the correct AFM but with a larger magnetic moment
µDFT ∼ 2.1µB/Fe [164, 169], as occurs in other FeSCs, see Section 1.5.2. From the ex-
perimental point of view, in BaFe2S3, the magnetic moment is ∼ 1.20µB/Fe, much smaller
than in a Mott insulator where the saturation gives 4µB/Fe [161], see Section 1.5.2. Pho-
toemission and X-ray experiments in BaFe2S3 suggest the coexistance of local and itinerant
electrons at the same time in this system [170, 171].
So far, the theoretical analysis in 123 FeSCs on the role of electronic correlations have used
models with two or three Fe d orbitals [160, 172, 173]. Due to the hybridization between
the 5 d orbitals, the orbital bandwidths and fillings depend highly on the number of orbitals
included in the initial model. Thus, the two and three orbitals models cannot properly
address the strength of the electronic correlations for each orbital. Furthermore, in the
case of two orbitals models [160, 172], no Hund metal physics is found (see Chapter 2).
The three orbital model [173] cannot reproduce neither the correct band structure nor the
correct quasiparticle weights for each orbital in the 123 FeSCs (see next sections). Another
important failure of these two and three orbitals models is that the authors assumed a 1D
two leg ladder to reproduce the band structure. In BaFe2S3, the band structure shows a
non-negligible 3D dispersion [98], hence questioning the validity of these previous works. To
address the strength of electronic correlations in this family, a suitable technique for a model
containing the 5 Fe d orbitals is required.
All of these results point to the importance of electronic correlations for a 5 d orbitals
model of 123 FeSCs, and also to the need of clarification about the insulating phase in these
multiorbital systems. From the perspective worked on previous chapters, it does not seem
plausible to find a Mott insulator at T = 0K, as assumed by other authors.
4.2 Results & Discussion
Now, I will present the results that I have obtained and published in [97]. In Section 4.2.1,
I will briefly review the tight-binding model obtained by [98] for BaFe2S3 at two different
pressures 0GPa and 12.4GPa. Fe d orbitals are mainly contributing to the band structure
around the Fermi level, with ne = 6 in each Fe atom. I will discuss the results of this model
in the folded BZ, i.e. with 4 Fe atoms in the unit cell. Then, I performed a change of
basis from the non-diagonal crystal field original orbitals to a new orbital basis with diagonal
crystal field energies (labeled by wm). This change of basis is done in order to simplify the
local correlations calculations, see Appendix B. In Section 4.2.2, I calculated Zwm using
SSMF U(1) formalism at T = 0K. We have estimated U and JH for the different pressure
values, according to the comments made in [98] when using cRPA, and taking into account
the cRPA and SSMF comparison, as discussed in Figure 2.12. I will show that the system
at T = 0K and both pressures is still in the Hund metal regime, and no Mott (or even orbital-
selective Mott transition) is found. However, at 0GPa, the quasiparticle weights Zwm of the
orbitals mostly contributing to the band structure around the Fermi level are very small,
∼ 0.03− 0.06. Thus, we argue that a finite T (see Figure 1.11(b)) the incoherence of the
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system increases, hence the insulating nature of BaFe2S3 could be reconciled with the local
correlations picture. Finally, in Section 4.2.3, I calculate the renormalized band structure,
showing the sizable reconstruction suffered by the Fermi surfaces at both pressures. The
consequences of this reconstruction for Fermi surface instability theories are discussed. The
Fermi surface reconstruction will change the expectations for Fermi surface-based magnetic
and superconducting instabilities.
4.2.1 Tight-binding model for BaFe2S3 at 0GPa and 12.4GPa
Here, I reproduce the tight-binding model derived by [98] for BaFe2S3 at 0GPa and
12.4GPa. This tight-binding model is obtained by doing a Wannier parametrization for
the Fe d orbitals. For 12.4GPa, crystal structural parameters shrinks around 92− 96 % of
those at 0GPa.
In BaFe2S3, the unit cell has 4 Fe atoms. Thus, the total number of orbitals in the unit
cell is Norb = 20 (5 d orbitals × 4Fe atoms). In the unit cell there is only 1 inequivalent Fe
atom, so there are 5 d fourly-degenerated orbitals. I have checked that the unfolding of the
BZ (as done in other FeSCs) is not possible in this system. Thus, we have to work in the
folded BZ, with 4 Fe atoms in the unit cell, hence with all the 20 d-like bands.
The real (and k-) space axes X, Y and Z are oriented as shown in Figure 4.1, and the
hopping parameters are written using these axes. On the other hand, d orbitals are oriented
along the crystalographic axes a, b and c. The crystalographic axes (shown in Figure 4.1(b))
are chosen differently from other FeSCs, where 2D square of Fe atoms is in the ab plane and
c is the offplane axis. In BaFe2S3, the two-leg ladder is oriented along c, in the plane ac,
whether b stands for the offplane axis. Then, the d orbitals are not defined in the same
way as in BaFe2S3 as in other quasi-2D FeSCs2. Due to the breaking of the degeneracy
of x and y directions in the two-leg ladder plane, xz and yz orbitals are not degenerate
in 123 FeSCs. Also, it can be seen that (0, 0, kz) → (pi, 0, kz) and (0, 0, kz) → (0, pi, kz)
directions are equivalent, while (0, 0, kz) → (pi, pi, kz) and (0, 0, kz) → (pi,−pi, kz) are not,
where kz ∈ [−pi, pi].
Figure 4.5: Band structures for (a) 0GPa and (b) 12.4GPa in the non-interacting limit
(U = 0 eV ). Bandwidth is of the order of other quasi-2D FeSCs, with W 0GPa ∼ 4 eV
and W 12.4GPa ∼ 5 eV . The band structure close to the Fermi level shows a marked 3D
character, besides the system shows a quasi-1D crystal structure. Reproduced from [97]
using the parameters proposed in [98].
2For example, in BaFe2S3, zx orbital will be equivalent to xy orbital in other quasi-2D FeSCs.
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Figure 4.5(a) and (b) show the band structure for both pressures, where the total band-
width is W 0GPa ∼ 4 eV and W 12.4GPa ∼ 5 eV . Close to the Fermi level, the band structure
have a singular 3D character (see the non-negligible dispersion when varying kx or ky), on
spite of the quasi-1D crystal structure.
In Figure 4.6, I present the Fermi surfaces for both pressures and undoped (ne = 6)
BaFe2S3, in the reduced BZ (the full BZ is just the repetition of this one-quarter reduced
BZ). The top row refers to 0GPa and the bottom row to 12.4GPa. I included the Fermi
surface (a.2), (b.2) cuts along kz-(kx − ky) plane, and (a.3), (b.3) cuts along kz-(kx +
ky) plane, both in the full BZ. The Fermi surfaces consist on several pockets with a 3D
character. At 0GPa, the Fermi surface has an electron pocket α at Γ, surrounded by a large
electron pocket β, and a couple of hole pockets γ around (0, 0,±3pi/4) and directed along
(kx,−kx,±3pi/4). With pressure, the size of the pockets change, specially for the electron
pocket β which shrinks significatively, dissappearing around the corners (±pi,±pi, 0)).
Figure 4.6: (a.1) 0GPa and (b.1) 12.4GPa 3D Fermi surfaces in the reduced BZ. The
Fermi surfaces consist on different pockets, which can be identified as α, β and γ (see main
text). (a.2) 0GPa and (b.2) 12.4GPa Fermi surface cuts along kz-kx−ky plane, and (a.3)
0GPa and (b.3) 12.4GPa Fermi surface cuts along kz-kx+ky plane, in the full BZ. Figures
taken at ne = 6 and for the non-interacting limit. ~Q intra-ladder AFM nesting vector [164]
connects the top and bottom γ pockets, while ~Q′ inter-ladder AFM nesting vector connects
α and β pockets. ~Q and ~Q′ included as blue and green lines, respectively.
From a weakly correlated picture of magnetism, the nesting vector appears around a slightly
incommensurate ~Q ∼ (0, 0, 2pi) (see blue vector in Figure 4.6(a.2) and (b.2)), and it
could give some contribution (see below) for the intra-ladder stripe AFM order [164] (in
the unfolded BZ, ~Q would transform into ~Q∗ ∼ (0, 0, pi)). The nesting vector which would
produce the inter-ladder stripe AFM order is given by ~Q′ = (±pi,±pi, kz) (see green vector
in Figure 4.6(a.2) and (b.2)). ~Q would not be suppressed by pressure, but ~Q′ will, so the
experimental suppression of AFM when applying pressure could by explained as a decrease
of the inter-ladder scattering. Nevertheless, at 0GPa, the system is an insulator, and I will
show later on that the orbitals controlling the Fermi surface are very strongly correlated,
so weakly correlated theories are highly in doubt to be applicable for the ambient pressure
compound.
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The tight-binding model of [98] is written in the non-diagonal (crystal field energies) orbitals
basis, hence there exist non-zero m6=n, i.e. different orbitals have onsite mixing terms. To
simplify the SSMF U(1) calculations (see Appendix B), the tight-binding hamiltonian is
rewritten in a new basis in which the onsite terms are diagonal. This is done by taking the
matrix of crystal field energies, diagonalizing it, and rewriting H0 (where H0 is the tight-
binding hamiltonian, see Eq. (1.4)) in the new orbital basis (defined by the eigenvectors
obtained in the crystal field energies matrix diagonalization).
The new orbitals are labeled as wm with m = zx, yz, xy, 3z2 − r2 and x2 − y2, and they are
a linear combination of the old orbitals. The subscripts stand for the largest contribution to
these new orbitals from the old ones. Figure 4.7 show the tables for 0GPa and 12.4GPa,
with the contributions of each original orbital for the new orbitals, as well as the new crystal
field splittings wm , the orbital filllings per spin nwmσ (nwmσ = 0.5 is defined as half-filling)
and the estimated orbital bandwidths Wwm . wm are of the same order, so all new orbitals
are playing an important role in the band structure. Applying pressure does not vary signif-
icantly the orbital filling, but it increases Wwm . Then, we expect that the strength of local
correlations will be reduced by pressure for all the orbitals, due to an increase of the kinetic
energy gain.
Figure 4.7: Table for the basis change from the old orbital basis to the new one for (a)
0GPa and (b) 12.4GPa, and values of the new crystal field splittings, orbital fillings per
spin and orbital bandwidths. The name of the new orbitals is given by looking at the largest
contribution of the old ones when changing the basis.
Figure 4.8(a) and (b) show zooms of the band structure around the Fermi level for 0GPa
and 12.4GPa, with the majority orbital (in the new orbital basis) contribution included.
Red and green colors refer to the contribution of wyz and wzx orbitals, respectively. As it
can be seen, both orbitals dominate the band structure around the Fermi level, hence they
also dominate the Fermi surfaces.
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Figure 4.8: Zooms of the non-interacting band structure around the Fermi level for (c)
0GPa and (d) 12.4GPa. New orbitals wm (see main text) majority contribution included,
where wzx (green) and wyz (red) contribute to the band structure around the Fermi level.
4.2.2 Local electronic correlations in BaFe2S3
Now, I apply the SSMF U(1) formalism to calculate the local correlations for ne = 6 in the
new orbital basis wm. In the local correlations approach, each Fe site of the unit cell is
equivalent to other sites, hence the interacting hamiltonian HPSdens of Eq. (1.23) only affects
5 wm orbitals, and only 5 different quasiparticle weights Zwm have to be calculated. Note
that I considered HPSdens written in the new orbital basis, and not in the old one. If HPSdens
would have been written in the old orbital basis, and then change to the new one, some non-
density-density terms would have appeared (similar to the pair-hopping and spin-flip Hadd
terms). Nevertheless, these terms would have been neglected in the SSMF U(1) formulation,
because, as mentioned in previous chapters, it is not known how to treat non-density-density
terms.
In [98], the authors calculated U and JH interaction parameters by means of cRPA in
BaFe2S3, locating it (at 0GPa) close to LiFeAs, i.e. between BaFe2As2 and FeSe. For
these compounds, SSMF gives good results when comparing with angle-resolved photoemis-
sion spectroscopy (ARPES) experiments [9] for JH/U = 0.25, UBaFe2As2 = 2.7 eV [34] and
UFeSe = 3 eV [174]. I will fix JH/U = 0.25 and vary U . In Section 4.2.3 when calculating
the renormalized band structure, we will assume that U0GPaBaFe2S3 = 2.9 eV . Also in [98], the
authors mentioned that the interaction parameters are reduced by a 6− 7% when applying
pressure. Thus, we will also consider U12.4GPaBaFe2S3 = 2.75 eV .
Figure 4.9 shows the results for Zwm and nwm for both pressures, when U varies at ne = 6
and JH/U = 0.25. Dotted line marks the UP estimated in the previous paragraph for 0GPa
and 12.4GPa. The crossover from the weakly correlated to the Hund metal is located around
U∗0GPa ∼ 2.1 eV and U∗12.4GPa ∼ 2.6− 2.7 eV , so the system at 0GPa is located in the Hund
metal regime and the system at 12.4GPa in the crossover. As anticipated, at 12.4GPa, there
is a decrease of the strength of local correlations when comparing with 0GPa, so the Hund
metal regime moves to larger U values. For both cases, wzx and wyz are the most correlated
orbitals, followed by wxy and wx2−y2 , and finally the less correlated orbital is w3z2−r2 . This
behavior can be traced down to the lowest Wwm and the closeness to half-filling of each
orbital filling nwm (note that nwm = 1 is defined as half-filling), as already pointed out in
previous chapters.
From our calculations at T = 0K, no Mott insulating (or even orbital-selective Mott insu-
lating) behavior is found, so the system is still metallic at both pressures. At 0GPa, the
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Figure 4.9: Zwm in terms of U at (a) 0GPa and (b) 12.4GPa, using SSMF U(1) formalism
at ne = 6 and JH/U = 0.25. Inset: same evolution for the orbital fillings nwm in terms of
U , where half-filling (nwm = 1) is marked as a straight black line. Dotted lines mark the
estimated interaction UP for BaFe2S3 at both pressures, U0GPa = 2.9 eV and U12.4GPa =
2.75 eV . For both pressures, the strength of correlations of different orbitals is related with
the lowest Wwm and the closeness to half-filling. 12.4GPa shows a less correlated behavior
(as anticipated), and while the 0GPa compound is in the Hund metal regime, 12.4GPa
is located in the crossover region. The crossover region is found at U∗0GPa ∼ 2.1 eV and
U∗12.4GPa ∼ 2.6−2.7 eV . For the estimated UP , the system is still metallic at both pressures.
The color code for each orbital is included in the legend.
strength of correlations is considerably larger for wzx and wyz (with Zwm < 0.1), while it is
more similar to quasi-2D FeSCs for other orbitals (with Zwm ∼ 0.3 − 0.6). The strongest
correlated orbitals (wzx and wyz) are those contributing to the band structure around the
Fermi level. This would have important implications when studying the magnetic and super-
conducting instabilities (see below). Interestingly, at 12.4GPa, the strength of correlations
becomes similar to those found in quasi-2D FeSCs for all the orbitals, in accordance with the
ideas of needing an optimal degree of electronic correlations to host unconventional super-
conductivity (see Chapter 3).
Note that the SSMF U(1) calculations are performed for T = 0K. As shown in Sec-
tion 1.3.3 for the local correlations behavior with temperature, when T increases, incoher-
ence also increases, hence reducing Z , and promoting an insulating behavior. Due to the
extremely low values of the quasiparticle weights for wzx and wyz (Zwm ∼ 0.03 − 0.06), we
expect that T could lead to the disappearance of the quasiparticle peak and the opening of
a gap at the Fermi level. Thus, we expect that calculations for finite T at 0GPa would be
able to drive the system to an insulating state.
4.2.3 Band renormalization and Fermi surface reconstruction by local cor-
relations
In other quasi-2D FeSCs, local correlations do not almost change the Fermi surface because
different pockets renormalize in a similar way. Thus, a weakly correlated picture of magnetism
in quasi-2D FeSCs will be mostly unaffected by including local correlations for the Fermi
surface. In some cases (like in 111 FeSCs), local correlations will mainly alter the pockets with
xy character (yz and zx ones are renormalized without nematicity), see for example [114],
hence the expectations from a weakly correlated picture of magnetism and superconductivity
will vary.
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In Figure 4.10, I show the renormalized band structure for both pressures, as well as the
zoom around the Fermi level. The interactions reduce the total bandwidth around ∼ 50%
for 0GPa and ∼ 30% for 12.4GPa, to W 0GPa ∼ 2 eV and W 12.4GPa ∼ 3.5 eV .
Figure 4.10: Band structures for (a) 0GPa at U = 2.9 eV and (b) 12.4GPa at U =
2.75 eV , with JH/U = 0.25. Bandwidths are reduced with respect to their non-interacting
value (see Figure 4.5) due to the local correlations effect, W 0GPa ∼ 2 eV and W 12.4GPa ∼
3.5 eV . The color code is the same as in previous figures. Around the Fermi level, the bands
suffer a considerable change, which can be traced back to a upwards shift for wyz-like bands
and a downwards shift for wzx-like bands. This large reconstruction appears due to the fact
that wzx and wyz are the most correlated orbitals.
Interestingly, the most strongly correlated orbitals wzx and wyz (with Zwm ∼ 0.03 − 0.06)
are those who mainly contribute to the band structure around the Fermi level, in a range
of a few dozens and hundreds of meV . Local correlations alter the bands, where the most
striking feature is the upwards/downwards shift of the wyz/wzx-like bands. Thus, there is a
sizable Fermi surface reconstruction in BaFe2S3 due to local correlations. This can be more
clearly seen in Figure 4.11, where I present the Fermi surfaces (as well as the same cuts as
in Figure 4.6) for 0GPa, U = 2.9 eV and 12.4GPa, U = 2.75 eV .
When including the effect of local correlations, the γ hole pockets change their shape and cut
the border kz = ±pi, and the β electron pocket grows and new smaller hole pockets appear
close to (±pi,±pi, 0). At 0GPa, the α electron pocket dissapears and evolves in triangular-
shaped electron pockets around (±pi/2,±pi/2, 0). At 12.4GPa, the α electron pocket evolves
into a H-shaped electron pocket. Some of these pockets (for example, those around (pi, pi, 0))
are extremely shallow, specially for 0GPa, where a small change on the Fermi level will make
these pockets dissappear, see Figure 4.10(c) and (d).
An important consequence of the Fermi surface reconstruction is how the nesting changes.
When interactions are turned on, there is an enhancement of the scattering with the intra-
ladder AFM nesting vector ~Q = (0, 0, 2pi) (marked in Figure 4.11(a.2) and (a.3)) between
the γ hole pockets with respect to the non-interacting case, see Figure 4.6. This is due to
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Figure 4.11: (a.1) 0GPa and (b.1) 12.4GPa 3D Fermi surfaces in the reduced BZ. The
Fermi surfaces evolve, with some pockets dissapearing and new ones appearing (see main
text). (a.2) 0GPa and (b.2) 12.4GPa Fermi surface cuts along kz-kx−ky plane, and (a.3)
0GPa and (b.3) 12.4GPa Fermi surface cuts along kz-kx+ky plane. Figures taken at ne = 6
and U = 2.9 eV for 0GPa and at U = 2.75 eV for 12.4GPa. The Fermi surfaces suffer a
sizable reconstruction, which will affect the predictions for Fermi surface instability based
theories. Intra-ladder AFM nesting vector ~Q included, where the scattering gets enhanced
by the cut of the γ pockets with the kz axis, which is not present in the U = 0 eV case.
the fact that in the interacting case, γ hole pockets cut the kz = ±pi border, while in the
non-interacting case, they do not.
Thus, in a Fermi surface-based magnetic instability, this intra-ladder AFM susceptibility will
be enhanced. Nevertheless, at 0GPa, the strength of correlations for the orbitals controlling
the Fermi surface (wzx and wyz) is very strong, and a weakly correlated picture of AFM does
not seem a good starting point. In the case of 12.4GPa, where correlations are of the order of
quasi-2D FeSCs, a weakly correlated picture to study the superconducting instability could
maybe be applied. An interesting issue which requires further work is whether this weakly
correlated picture for superconductivity is invalidated by the non-weakly correlated picture
of magnetism or not. If so, the Fermi surface reconstruction will affect the superconducting
instability calculation.
4.3 Summary
I conclude this chapter by making a summary of the obtained results:
• In 2015 and 2017, high-Tc superconductivity was found in a new family of FeSCs, the
123 iron chalcogenides [155–157]. Superconductivity in these systems appears when
applying pressure. The undoped at ambient pressure compound is an insulator with
an AFM order. The insulating behavior persists for T > TN . There is an insulator-to-
metal transition around the pressure at which superconductivity emerges and AFM is
suppressed. 123 FeSCs form quasi-1D structures of two-leg ladders of Fe atoms, which
Chapter 4. Strong correlations and Fermi surface reconstruction in BaFe2S3 88
are tetrahedrally coordinated with the chalcogen atoms. Part of the community claim
that these systems are Mott insulators [155, 156].
• In Section 4.2.1, I have reproduced the tight-binding model developed in [98] for
BaFe2S3 at two pressures, 0GPa and 12.4GPa. The tight-binding model is given for
4 Fe atoms in the unit cell, and considering the 5 d orbitals of each Fe atom, which are
controlling the band structure around the Fermi level. As expected, pressure increases
W , so it will promote metallic behavior in the presence of electronic correlations. Even
if the system shows a quasi-1D crystal structure, the bands and the Fermi surfaces have
a non-negligible 3D character. I rewrote the tight-binding hamiltonian in the diagonal
onsite energy basis, where the new orbitals are labeled by wm. In this new orbital basis,
wzx and wyz are concentrated around the Fermi level, giving the largest contribution
for the Fermi surfaces.
• In Section 4.2.2, I calculated Zwm and nwm for both pressures and varying U , using
SSMF U(1) formalism at ne = 6. We use JH/U = 0.25, and U0GPa = 2.9 eV and
U12.4GPa = 2.75 eV . When pressure is applied, the strength of correlations decreases
for all the orbitals, as anticipated. For both pressures, the system is still metallic. At
0GPa, compound is located in the Hund metal regime, whether at 12.4GPa, it is in the
crossover region, defined by U∗0GPa ∼ 2.1 eV and U∗12.4GPa ∼ 2.6 − 2.7 eV . At 0GPa,
wzx and wyz are very strongly correlated, with Zwm ∼ 0.03 − 0.06, while the other 3
orbitals are moderately and strongly correlated, with Zwm ∼ 0.3−0.6. At 12.4GPa, all
the orbitals wm are moderately and strongly correlated, with Zwm ∼ 0.2− 0.6, similar
to other quasi-2D FeSCs.
• The system is metallic at both pressures. However, SSMF U(1) calculations are made at
T = 0K. Including T effects in the local correlations picture increases the incoherence,
hence promoting an insulating behavior. Thus, at 0GPa), we conclude by stating that
the insulating phase in 123 FeSCs could be driven by T due to the low values of Zwm
for the orbitals which control the band structure around the Fermi level.
• In Section 4.2.3, I calculated the effect of local correlations in the band structure and
the Fermi surfaces at 0GPa and 12.4GPa. The total bandwidths are reduced ∼ %50
for 0GPa and ∼ %30 for 12.4GPa. Fermi surfaces suffer a sizable reconstruction,
which can be traced back to the shift downwards/upwards of the wzx/wyz-like bands.
γ hole pockets change their shape and cut kz = ±pi. When including local correlations,
there is an enhancement of the intra-ladder AFM nesting vector ~Q = (0, 0, 2pi) with
respect to the non-interacting case. This enhancement is due to the cut of γ pockets
with kz = ±pi. Nevertheless, at 0GPa, the Fermi surface will be absent (due to the
insulating nature), and any explanation of the AFM in terms of a weakly correlated
picture is highly in doubt. At 12.4GPa, the strength of correlations becomes similar
to other FeSCs. An interesting issue which requires further work is whether the weakly
correlated picture for superconductivity is invalidated by the non-weakly correlated
picture of magnetism or not. The Fermi surface reconstruction will be important and
will affect the possible instabilities, opposite to what usually happens in most quasi-2D
FeSCs.
Chapter5
The nature of correlations in the
insulating states of twisted bilayer
graphene1
During the APS Meeting 2018, Pablo Jarillo-Herrero presented the recent results of his group in the
magic-angle twisted bilayer graphene (MA-TBG) [175]. The results were published in two articles
in Nature [84, 85]. The authors have mainly discovered that: (1) electron- and hole-doped MA-
TBG show an unexpected insulating behavior for a certain commensurate fillings [85] and (2) around
the insulating state of the hole-doped MA-TBG, a couple of superconducting domes emerge with
Tc ∼ 1−2K [84]. These results open a new area for studying unconventional superconductivity, where
the possibilities of creating magic-angle twisted systems and unveling the origin of unconventional
superconductivity in a non-invasive and sistematic way are enormous.
In Section 1.6.1, I have already introduced the phenomenology previously known for MA-TBG
[86–92]. In twisted bilayer graphene (TBG), a moiré pattern emerges, as shown in Figure 1.22. In
the moiré pattern, or alternatively called the superlattice, AA and AB/BA regions form triangular
and hexagonal patterns, respectively. For θ < 2 ◦ and due to the interlayer hybridization w(θ), at a
certain (magic) angles the bands around the Fermi level become very flat, with theoretically obtained
bandwidths W ∼ 10meV (see Figure 1.24 for the low-energy continuum model results), with Dirac
points at K and K ′ [89]. Between the flat bands and the next bands, there are two superlattice
gaps ∼ 40meV , obtained by transport measurements [84, 85, 90, 176]. Around these K points, the
electronic density is mostly located in AA regions [91].
In MA-TBG, there are a total of four spin-degenerated flat bands, in which there is a valley degeneracy,
see Section 1.6.1 [87, 89, 177–179]. In 2D systems, doping can be induced in a non-invasive way
via an external gate voltage [84, 85, 90, 176]. The unexpected insulating states in MA-TBG appear
at a doping of 2 electrons and 2 holes with respect to the charge neutrality point (CNP), which is
defined as zero filling. Alternatively to this notation, here I will define half-filling of the flat bands at
the CNP. At the CNP, the system shows the typical Dirac points of the graphene hexagonal lattice,
with no gap opening and a semimetallic behavior seen in transport experiments. Due to the fact
that in MA-TBG the bandwidth is strongly reduced for the flat bands (hence, U/W ratio will largely
increase), as well as that these unexpected insulating states appear at commensurate fillings, the
authors [84, 85] argued that the insulating states in MA-TBG are, indeed, Mott insulating states.
During the next months, there has been a lot of activity in the scientific community to model and
discuss the phenomenology of MA-TBG. Here, I present the results that we have published [99] about
1Results presented in this Chapter published in [99]
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our analysis of the nature of the insulating states in electron- and hole-doped MA-TBG. Our goal
is to check whether the insulating states in MA-TBG are compatible with Mott physics. We will
assume that the electronic interaction in MA-TBG is short-ranged due to the screening effect of the
external gate voltage, hence we will be able to use an effective Hubbard model for the flat bands.
We will focus on the analysis of three experimental results which will not be explained when only
local correlations, i.e. correlations between electrons in the same lattice site (see Chapter 1) are
considered: (i) the insulating behavior disappears when temperature increases, (ii) the insulating
behavior also dissapears when the magnetic field increases and (iii) the gap size (∼ 0.3meV ) is
two orders of magnitude smaller than the expected gap U −W ∼ 15 − 25meV . We will conclude
by proposing that the Mott physics can explain the insulating states of MA-TBG where non-local
correlations (correlations between electrons in different lattice sites) are playing a major role in MA-
TBG, rather than be an effect of the local correlations.
In this chapter, I first discuss the tight-binding model used for MA-TBG. I will introduce the triangular
and hexagonal symmetries discussed when modeling MA-TBG [93, 177–180]. We chose the hexagonal
moiré superlattice as the best initial approximation for MA-TBG. We consider 2 equivalent orbitals,
and only nearest neighbor intraorbital hoppings t ≈ 2meV (in a hexagonal lattice, the total bandwidth
is W = 6t ≈ 12meV ). In this model, the A and B sites of the hexagonal lattice represent the AB
and BA regions of MA-TBG. I write all the energy scales in units of the hopping t
I will calculate the critical interaction for the Mott transition by using the SSMF U(1) formalism
for N = 2 equivalent orbitals in a honeycomb lattice. Similar results were already studied for other
models in [46, 113, 177, 181, 182]. For multiorbital systems, Mott insulating states appear at certain
commensurate fillings, which in the case of N = 2 is for a number of electrons per site ne = 1
(quarter filling), ne = N = 2 (half-filling) and ne = 3 (three-quarter filling). In order to reproduce
the experimental findings, i.e. at half-filling (the CNP of MA-TBG where the Dirac points are located)
the system shows a metallic behavior, and at quarter and three-quarter filling of the flat bands the
system is an insulator, I will show that JH should be small, so I will take JH = 0 as an initial guess
for its value in MA-TBG.
Then, I will calculate the effect of a Zeeman field in the Mott transition in the SSMF U(1) formalism
by including a spin-dependent onsite energy shift, to study the insulating states of MA-TBG response
with the magnetic field. Breaking spin-degeneracy is a novel implementation in SSMF techniques.
I will show that the opposite tendency with respect to the experiments is found: when the Zeeman
magnetic field increases, the system becomes more insulating (and not metallic). I will argue that the
metallic state promoted by temperature T is also at odds with the theoretical results in local correla-
tions, as shown in Section 1.3.3 for single and multiorbital systems in which insulating behavior is
promoted when T increases [8, 17, 20]. For N = 2 orbitals, this phenomenology holds [113]. Also, the
small size of the gap could not be explained when considering only local correlations [17, 183, 184], in
which the gap (∼ U −W ) is expected to be two orders of magnitude smaller than the one obtained
in transport measurements (∼ 0.3meV ), see Section 1.3.1.
Thus, assuming that the Mott physics is at the heart of the insulating states in MA-TBG, we will show
that by only considering local correlations the experimental results cannot be explained, and hence
it is necessary to go beyond local correlations, and consider non-local correlations effects. Based on
previous results in other lattices [19, 21, 185–199], we argued that the experimental results could be
explained by including these non-local phenomenology. Nevertheless, further calculations are needed
to study the insulating states in MA-TBG. For non-local correlations, the tight-binding model details
are important, and hence these calculations would required a good enough tight-binding model for
MA-TBG, something which is yet not available
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5.1 Introduction & Motivation
On March 2018, Pablo Jarillo’s group reported [85] that MA-TBG shows unexpected insu-
lating states at a certain commensurate electron and hole dopings for the moiré superlattice
(and not for the lattice of C atoms, see below). Pablo Jarillo’s group also discovered [84]
that, around the insulating state for hole-doped MA-TBG, two superconducting domes with
Tc ∼ 1 − 2K emerge, in a similar fashion as in high-Tc cuprates superconductors, see Sec-
tion 1.5. Since then, a lot of scientific effort has been put by the community to understand
the physics playing a role in MA-TBG. The emergence of insulating states at commensurate
fillings suggests the possibility to describe the system using an effective tight-binding model
for the moiré superlattice. However, this tight-binding model for the moiré superlattice is
still difficult to establish [93, 177–179]. In this section, I am going to explain various im-
portant results from Pablo Jarillo’s group [84, 85], as well as giving a brief summary of the
works done after these discoveries about the tight-binding model for the moiré superlattice
[93, 177–180]. At the end of this chapter, I summarize the results presented in this work, as
well as making a brief comment of the recent work and discussion about the tight-binding
model in MA-TBG [200].
In Section 1.6.1, I have explained the basic phenomenology known about TBG [86–92]
before Pablo Jarillo’s group discoveries. In TBG, a moiré pattern appears for a twisting
angle θ, see Figure 1.22. The size of this moiré pattern λ varies with θ and takes values of
the order of 10−20nm for θ ∼ 1−1.5 ◦. In the moiré pattern, or alternatively the superlattice,
AA regions form a triangular superlattice, while AB and BA form a hexagonal superlattice.
This notation is used to refer to the alignement between bottom and top sublattice of the
graphene layers. For θ < 2 ◦ and due to the interlayer hybridization w(θ) ∝ sin θ, at a certain
(magic) angles the bands around the Fermi level become very flat (see Figure 1.24), with
Dirac points at K and K ′. The set of angles at which the bands around the CNP become
very flat appears due to a vanishing Fermi velocity vF = 0, hence vF is a cyclic function of
θ, as shown in Figure 1.23(d). The flat bands disperse between the maxima and minima
located at Γ, and between them and the next bands, there are a couple of superlattice gaps
which appear due to the hybridization of the two graphene layers [89, 90, 93], and also due
to corrugation effects in the interface of the two graphene layers [93] (see Section 1.6.1 and
discussion about w 6= w′). Around the K points, the electronic density is located in the AA
regions [91].
In [85], Pablo Jarillo’s group have discovered that two gaps (≈ 0.3meV ) open at a certain
commensurate fillings per moiré unit cell, 2 electrons and 2 holes with respect to the CNP.
Here, I will use an alternative notation for the moiré superlattice (see below), they appear
at nmoiree = 2 and 6 electrons with respect to the bottom of the flat bands, see Figure 5.1
for the conductance curves at θmagic1 = 1.08 ◦ (these two insulating states are marked by a
darker red and blue regions, with the label ±ns/2). The superlattice gaps (≈ 40meV ), i.e.
the gaps associated to the total emptying (nmoiree = 0) and total filling (nmoiree = 8) of the
flat bands, can be also seen in Figure 5.1 (marked by light red and blue regions and labeled
as ±ns).
According to a hexagonal symmetry, I will alternatively use the number of electrons per
moiré site (ne = nmoiree /2), where ne = 2 is half-filling (and the total filling per site, spin and
orbital is x = ne/2N = 1/2), ne = 1 is quarter filling (x = 1/4) and ne = 3 is three-quarter
filling (x = 3/4). Due to the small value W ∼ 10meV (U/W ratio largely increases), the
authors [84, 85] argued that these unexpected insulating states in MA-TBG are in fact Mott
insulating states. Interestingly, at half-filling (CNP of MA-TBG where the Dirac points are
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Figure 5.1: Conductance versus external gate voltage induced doping for MA-TBG with
θ = 1.08 ◦ measured at T = 0.3K. Flat bands develop between ±ns ≈ 2.7 × 1012 cm−2,
which are identified as the superlattice gaps ≈ 40meV . At half-filling (ns = 0) a V-shaped
conductance is found, typical for Dirac points. Insulating states are found at ±ns/2. During
this chapter, I will use the alternative notation in which superlattice gaps develop at x = 0
(light red area) and x = 1 (light blue area), half-filling is x = 1/2 (V-shaped conductance),
and insulating states appear at commensurate fillings x = 1/4 (dark red area) and x = 3/4
(dark blue area). Inset: Locations of the unexpected insulating states for several rotation
angles θ. Taken from [85].
located) there is no insulating behavior, and a V-shaped conductance typical for semimetals
is seen [85].
Figure 5.2: Insulator-to-metal transition for the unexpected insulating states (see dark
red and dark blue regions in Figure 5.1) at quarter (red line) and three-quarter (blue line)
fillings when (a) increasing T and increasing Zeeman magnetic field B for (b) quarter and
(c) three-quarter filling in MA-TBG. Both transitions appear when the thermal (kBT ) and
magnetic (µBB) excitation energies are of the same order of the gap ∼ 0.3meV . Taken and
adapted from [85].
The insulating states at quarter and three-quarter filling behave similarly with respect to
T and with respect to an external magnetic field B, see below [85]. The magnetic field
behavior is the same for both perpendicular and parallel (with respect to the superlattice)
directions, hence in [85], the authors concluded that it comes from a Zeeman magnetic field
effect. In both cases, there is an insulator-to-metal transition at T ≈ 4K (∼ 0.3meV ) and
B ≈ 5 − 6T (∼ 0.3meV ). These excitation energies are of the same order of the gap size
∼ 0.3meV , which is determined by thermal-activated fitting to transport measurements. In
Figure 5.2, both experimental results are shown. I will argue in Section 5.2 that the T
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and B behaviors signal a major role played by non-local correlations, rather than being a
local correlations effect, as usually expected for a Mott insulator.
Pablo Jarillo’s group [84] also found that, around the quarter filling insulating state, a couple
of superconducting domes emerge, see Figure 5.3 for two different twisting angles θ around
θmagic1 . Around the same carrier density at which superconductivity emerges, there is an
insulator-to-metal transition. This behavior resembles the one obtained in cuprates and
other unconventional superconductors, see Section 1.5. MA-TBG superconducting domes
show a record low carrier densities (previously held by interfaces LaAlO3/SrT iO3 with
1.5× 1013 cm−2 [201]), with Tmaxc ≈ 1.7K at ≈ −1.5× 1012cm−2.
Figure 5.3: Color map of the resistance for the temperature phase diagram and hole-
doped MA-TBG in terms of external gate voltage induced doping at (a) θ = 1.16 ◦ and (b)
1.05 ◦. The insulating phase is colored in red, superconductivity is colored in dark blue. The
metallic states are marked in light blue and light red. Superconductivity appears around the
insulating state, similar to cuprates and other unconventional superconductors. It appears
at a record carrier density, with Tmaxc ≈ 1.7K at ≈ −1.5× 1012cm−2. Taken from [84].
Superconductivity is supressed by a perpendicular magnetic field B⊥ ≈ 70mT (≈ 4µeV ) [84].
Figure 5.4 shows the schematic evolution of the phase diagram in terms of the perpendicular
magnetic field. As mentioned, there is a first suppression of the superconducting domes at
70mT , and then an insulator-to-metal transition at 6T .
Figure 5.4: (a)-(c) Sketch of the phase diagram for hole-doped MA-TBG in terms of
perpendicular magnetic field. At B⊥ = 0, the insulating state appears at x = 1/4, and also
a couple of unconventional superconducting domes around it. At B⊥ = 0.4T (≈ 20µeV ),
superconductivity is suppressed, and at B⊥ = 8T (≈ 0.4meV ), the insulating state dissap-
pears. Taken from [84].
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5.1.1 Works published after Y. Cao et al. discoveries
During the months after the discovery of Pablo Jarillo’s group presentation and publications
[84, 85, 175], a lot of works have been published in arXiv about studying MA-TBG. Here, I
will briefly review the ones related with the initial tight-binding model for MA-TBG, focusing
in the works [93, 177–179]. These works were uploaded to arXiv prior or simultaneously to
our work.
In Section 1.6.1, I have discussed the low-energy continuum model [87, 89, 93], in which
the flat bands around the Fermi level compare well with calculations from tight-binding
models in the lattice of C atoms. Each layer will contribute with its own dispersions hl,
where l = 1, 2 is the layer index, and for θ < 6 ◦, it can be shown that there is an interlayer
hybridization w(θ) contribution. In the mini-BZ of MA-TBG, there are four bands, with
two Dirac points located at K and K ′ for each valley ξ = ± [89], see Section 1.6.1. The
low-energy continuum hamiltonian is block diagonal, where each non-zero diagonal block is
a 4 × 4 (including the layer and spin degree of freedom) matrix Hξ, see Eq. (1.24). Then,
the flat bands consist on two bands per spin and valley (eight bands if we take into account
explicitly the spin and valley degrees of freedom).
Due to corrugation effects [93], superlattice gaps open between the flat bands and the higher-
in-energy bands, see Figure 1.24(b). In order to be able to study the effects of electronic
correlations, a correct and minimal tight-binding model is needed for the moiré superlattice
of MA-TBG. Due to the opening of superlattice gaps, it is reasonable to try to obtain the
tight-binding model describing only the flat bands. The number of orbitals N which has
to be taken to describe the flat bands coincides with the number of bands per spin and per
valley (note the valley and spin degeneracy), hence flat bands are described by N = 2 orbitals
per spin and valley [93, 177–179].
Two different tight-binding models were proposed for the moiré superlattice: the first one
consider s- and off-plane p-like orbitals centered at each AA site of the triangular superlattice
[202–204], while the second one consider two in-plane p-like orbitals centered at AB and BA
sites of the hexagonal superlattice [93, 177–179]. Due to the fact that the electronic density
is mainly located in AA regions around K points [91], it seems reasonable to start from a
triangular superlattice model. However, according to the symmetry analysis done in [93, 177–
179], the two orbitals should be centered at the AB and BA regions, forming a hexagonal
superlattice. The basic idea of these arguments is that the flat bands have to fulfill certain
symmetries at the principal points of the mini-BZ, Γ, K and M . It turns out that the
triangular superlattice model does not correctly capture the symmetries of the flat bands,
like for example, it cannot reproduce the Dirac points at K and K ′. Then, it was proposed
that the initial tight-binding model for the flat bands have to be written in a hexagonal
superlattice with N = 2 in-plane p-like orbitals.
When obtaining the Wannier parametrization in the hexagonal superlattice model, the max-
imum amplitude of the in-plane p-like orbitals is located in the AA regions, as shown in
Figure 5.5(a). This result agrees with the fact that the electronic density is located at
AA regions around the K points. The resulting tight-binding model, as well as the density
of the states (DOS) of the flat bands in the low-energy continuum model [93] are shown in
Figure 5.5(b) and (c). Up to five neighbor hoppings are included in this tight-binding
model. Note that in this hexagonal superlattice model, first neighbor hopping refers to an
interorbital hopping, second neighbor hopping to an intraorbital one, etc. The total band-
width is W ∼ 8meV . A very good agreement can be seen between the N = 2 p-like orbitals
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tight-binding model (marked as a black dashed line) and the low-energy continuum model
(green continuous line) for the flat bands. The total DOS shows the typical Dirac point at
the CNP, and also two very large van-Hove singularities emerge because of the M saddle
point. The quarter and three-quarter fillings are located at a larger energy than the location
of this van-Hove peaks [93]. The low-energy continuum model shows particle-hole symmetry,
while in the real material this symmetry is broken [205].
Figure 5.5: (a) Squared amplitudes |ψ|2 for the two p orbitals (labeled as 1 and 2),
centered in the hexagonal superlattice formed by AB/BA regions. The maximum amplitude
is located at the AA regions. (b) Tight-binding model obtained from the fitting (black
dashed line) using five neighbor hoppings for the two in-plane p-like orbitals hexagonal
superlattice model, where there is a good enough agreement with the low-energy continuum
model flat bands (green continuous line). (c) Total DOS for the low-energy continuum
model of MA-TBG, which shows the typical Dirac point at the CNP, and also two very large
van-Hove singularities emerge because of theM saddle point. The quarter and three-quarter
fillings are located at a larger energy than the location of this van-Hove peaks. Taken and
adapted from [93].
5.2 Results & Discussion
Now, I will present the results that we have obtained and published in [99]. In Section 5.2.1,
I will first discuss the tight-binding model that we have used. We chose N = 2 equivalent
orbitals per site in a hexagonal lattice with only intraorbital hoppings t ∼ 2meV (W = 6t ∼
Chapter 5. Nature of correlations in the insulating states of MA-TBG 96
12meV ) model. We have assumed that long-range interactions are screened in MA-TBG due
to the external gate voltage (which induces the doping in MA-TBG) in the experiments of
Pablo Jarillo’s group [84, 85]. This is because the metallic gate is placed at a distance similar
to the moiré superlattice constant. Then, I will present the local correlations calculations in
this N = 2 equivalent orbitals model [46, 113, 177, 181, 182], using the SSMF U(1) formalism
at half-filling ne = N = 2 (x = 1/2) and quarter filling ne = 1 (x = 1/4). I will study the
critical interactions for the Mott transition Uc/t in terms of JH/U . I will show that, in order
to reproduce the experimental findings (at quarter filling, the system behaves as an insulator,
while at half-filling, it shows metallic behavior), a small JH value has to be considered. I
will consider then JH = 0 as a first approximation for the real JH value in MA-TBG. In
Section 5.2.2, I implement the Zeeman effect in the SSMF U(1) formalism. I will also show
that the evolution of the insulating states in a magnetic field H as observed experimentally
(H promotes metallic behavior) cannot be explained if only local correlations are considered.
I will also remind that, when only onsite correlations are taken into account, T promotes an
insulating behavior [8, 17, 20, 113] and the gap should be of the order of ∼ U −W (where
estimations give U ∼ 20 − 25meV and W ∼ 10meV ) [17, 183, 184], also at odds with the
experimental results. Assuming that the Mott physics still plays a major role in the insulating
states of MA-TBG, these theoretical results point to a non-local correlations origin of these
insulating states. In Section 5.2.3, I will briefly review the results obtained for non-local
correlations in various single- and two-orbital systems [19, 21, 185–199]. Then, we conclude
by proposing that the nature of the insulating states in MA-TBG could be explained by Mott
physics if non-local correlations are explictly taken into account.
5.2.1 Local correlations in 2-orbital tight-binding model for hexagonal
symmetry MA-TBG
In order to study the effects of local correlations in MA-TBG, we have used a tight-binding
model by considering N = 2 equivalent orbitals in a hexagonal lattice with only intraorbital
hoppings t ≈ 2meV included, aimed to qualitatively reproduce the flat bands of MA-TBG.
As mentioned in Chapter 1, the details of the tight-binding model will not affect the local
correlations physics (like for example, the behavior of the critical interaction for the Mott
transition Uc in terms of JH), and only the energy scales at which the effects occurr will
change slightly with the inclusion of further neighbor hoppings. In this hexagonal lattice
model, A and B sites represent the AB and BA regions in MA-TBG, and the two orbitals
are located in each A and B site in order to reproduce the valley degree of freedom of the
four flat bands. The total bandwidth W is 6t ≈ 12meV . For simplicity, I will usually write
all the energy scales in units of t.
The tight-binding hamiltonian H0 (note that the dispersion relations are 2×2 matrices which
are the same for both degenerated orbitals) for a hexagonal lattice with intraorbital nearest
neighbor hoppings t (in the hexagonal first Brillouin zone) is:
H0
 0 εABk(
εABk
)†
0
 → εABk = −t− 2t cos(kx2
)
ei
√
3ky/2
(
1 0
0 1
)
(5.1)
where the electrons jump between A and B sites of the hexagonal lattice and between the
same orbitals. In Figure 5.6, I have plotted the DOS in terms of the number of electrons
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per site ne and the filling per orbital, spin and site x = ne/2N . This model shows a particle-
hole symmetry around the CNP, but we expect that the results when including only onsite
correlations will not change qualitatively. The Dirac points are located at half-filling, and
the van-Hove singularities are located in the middle point of quarter (and three-quarter) and
half-filling. Compared with the low-energy continuum model of [93], our model would be at
least qualitatively similar, where also the van-Hove peaks are located in between quarter and
three-quarter filling and the CNP.
Figure 5.6: DOS for the N = 2 equivalent orbitals hexagonal lattice with only nearest
neighbor hoppings included, as described in Eq. (5.1). Our model is particle-hole symmetric
with respect to half-filling ne = 2 (x = 1/2). Vanishing DOS can be seen at the CNP,
as expected for Dirac points. The van-Hove singularities are located ne ∼ 1.5 and ∼ 2.5,
in between quarter (and three-quarter) filling and half-filling, quantitatively similar to the
low-energy continuum model [93].
In principle, due to the 2D character of MA-TBG, long-range interactions will become more
important because of the reduced screening, see Section 1.6. In Pablo Jarillo’s group ex-
periments [84, 85], MA-TBG is sandwiched between hexagonal boron-nitride (hBN), whose
thichness is ≈ 10−30nm, of the order of the superlattice size (λ ∼ 13nm) for MA-TBG. The
doping is induced by an external gate voltage, and due to the similar thickness of the hBN
layers with respect to the superlattice distance, we believe that this external electric field is
effectively screening the long-range character of the Coulomb interaction, hence disminishing
the long-range interaction effects, in a first approximation. We then assume that the inter-
action effects will be restricted to electrons which are in the same superlattice site. I will use
the SSMF U(1) formalism to calculate the effect of local correlations, see Appendix B.
In Figure 5.7, I reproduce the critical interaction for the Mott transition Uc/t versus JH/U
[46, 113, 177, 181, 182], by using SSMF U(1) formalism at x = 1/2 (red line) and x = 1/4
(black line).
Chapter 5. Nature of correlations in the insulating states of MA-TBG 98
Figure 5.7: Uc/t versus JH/U for x = 1/2 (red line) and x = 1/4 (black line) in the hexag-
onal tight-binding model proposed Eq. (5.1). Uc behavior follows Eq. (2.3) and Eq. (5.2).
We found that metallicity at x = 1/2 and a Mott insulating state at x = 1/4 occurr in a
small range −0.01 < JH/U < 0.01.
For JH ≤ 0, Uc behavior follows the evolution already explained in Chapter 2. The region
JH/U < 0 is included because some authors [206] argued that, once the effect of phonons
(with frequencies ω ∼ 200meV ) is included in MA-TBG, JH may take an effective small
negative value. This region might be of interest when applying non-local correlations tech-
niques. For JH < 0, the interaction energy cost ∆x can be obtained as done in Eq. (2.3) for
JH > 0, so in the large-U limit:
∆x (JH < 0) =
{
= U + 5JH ne = N
= U other integer ne
(5.2)
In a multiorbital system, the ratio between the interaction energy cost and the kinetic energy
gain is given by ∆x/W˜ , see Chapter 2, and this ratio controls the critical interaction Uxc at
a given filling x. So, when ∆x increases, Uxc will decrease. Then, for the JH < 0 region, at
half-filling ne = N = 2, Uc decreases if |JH | increases (Mott insulating behavior promoted),
and at quarter filling ne = 1, Uc is unaffected by JH < 0.
As seen in Figure 5.7, there is a small region of JH/U in which a Mott insulating state
can be obtained for x = 1/4 and a metallic state for x = 1/2 (same as in the experimental
results, see Figure 5.1), i.e. Ux=1/2c > Ux=1/4c . This region occurs in the small range
−0.01 < JH/U < 0.01. This region appears due to the promotion of metallic behavior in
the case of x = 1/2 (thus, increasing Uxc ), but not for x = 1/4 [46, 113, 177, 181, 182]. I
will consider from now on JH = 0 as an approximation of its value in MA-TBG. In the
case of the hexagonal lattice at JH = 0, Ux=1/4c = 14.7t (∼ 30meV ) and Ux=1/2c = 19.2t
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(∼ 40meV ), and also Ux=1/2c /Ux=1/4c ∼ 1.28. In other lattices, such as the square lattice,
U
x=1/2
c /U
x=1/4
c ∼ 1.13 [46, 113, 182]. This difference emerges due to the vanishing DOS in
the hexagonal lattice at half-filling, in contrast with the van-Hove peak in the square lattice
at half-filling. The relation Ux=1/2c /Ux=1/4c > 1 at zero JH holds for any lattice symmetry in
the local correlations case for JH = 0.
In Figure 5.8, I show Z versus ne and x = ne/2N for different U values at JH = 0
[46, 113, 177, 181, 182]. Due to the particle-hole symmetry, Z is symmetric with respect
to half-filling ne = 2. For interactions Ux=1/4c < U < Ux=1/2c , there is a finite Z value (i.e.
metallic behavior) at x = 1/2 and Z = 0 (Mott insulator behavior) at x = 1/4. Nevertheless,
correlations are sizable at all dopings, specially at half-filling (where Z ≤ 0.3), which would
produce a sizable effect in the renormalization of the Fermi velocity vF of MA-TBG. The
strength of correlations is asymmetric with respect to the insulating state at x = 1/4, due
to the asymmetry of the DOS around this filling, and also due to the proximity of the Mott
insulating state at x = 1/2 (see Chapter 2). The van-Hove singularity at x = 0.375 does
not have a significant effect.
Figure 5.8: Z versus filling curves for U = 12t (red line), 15t (green line) and 20t (blue
line), and for JH = 0. The experimental results are consistent for Ux=1/4c < U < Ux=1/2c ,
where Ux=1/4c = 14.7t and Ux=1/2c = 19.2t. Correlations are sizable at all dopings, specially
at half-filling (where Z ≤ 0.3), which would produce a sizable effect in the renormalization of
the Fermi velocity vF of MA-TBG. The strength of correlations is asymmetric with respect
to the insulating state at x = 1/4, due to the asymmetry of the DOS around this filling, and
also due to the proximity of the Mott insulating state at x = 1/2 (see Chapter 2). The
van-Hove singularity at x = 0.375 does not have a significant effect.
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5.2.2 Local correlations and Zeeman effect in MA-TBG
I will now study the effect that a Zeeman magnetic field has on the insulating states at
quarter filling (x = 1/4). In order to do the calculations, I have implemented the Zeeman
field term in the SSMF U(1) formalism, as detailed in Appendix C, by adding the following
term to the Hubbard-Kanamori hamiltonian of Eq. (1.22):
HZeeman = H
∑
im
(nˆdim↑ − nˆdim↓) (5.3)
where nˆdimσ = d
†
imσdimσ. Through this section, I will check how the critical interaction for
the Mott transition Uc evolves in terms of the Zeeman field H.
The Zeeman field H breaks the spin degeneracy. Here the majority spin band is labeled with
↓ and the minority spin with ↑. This term is a spin-dependent onsite energy shift, so the
majority spin band will move downwards, being progresively filled when H increases, and the
minority spin band will move upwards, being emptied when H increases. When the minority
spin band is empty, its quasiparticle weight Z↑ cannot be defined anymore2. Then, H will
produce a spin polarization which is enhanced by increasing interactions. This enhancement
appears when the majority spin band progresively approaches half-filling, thus following the
ideas pointed out in previous chapters. Then, the filling per spin nmσ of the majority spin
band evolves from nm↓ = 0.25 (quarter filling) to 0.5, and the minority spin band is emptied.
Figure 5.9: (a) Critical interaction for the Mott transition Uc/t versus Zeeman field H/t
for the honeycomb lattice model at quarter filling x = 1/4. At Hc ∼ 0.15t, the system fully
polarizes, saturating to an effective single-orbital at half-filling system, in which the critical
interaction is given by U1orb1/2 .
H promotes insulating behavior (when H increases, ∆x=1/4 decreases, and hence Ux=1/4c
increases), rather than promoting metallicity as expected from the experiments [85]. At
2Note that the condition to define the quasiparticles in the Fermi liquid theory (FLT) is that the corre-
sponding bands are crossed by the Fermi level, see Section 1.2.2.
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JH = 0, H reduces the degeneracy of the ground state, hence it reduces the effective kinetic
energy W˜ , see Section 2.2.2. Then, Ux=1/4c will be reduced with respect to its zero Zeeman
field value Ux=1/4c (H = 0). In Figure 5.9, I show the results for Uc/t in terms of the Zeeman
field H/t at quarter filling x = 1/4.
Once the orbitals are completely spin polarized (i.e. nm↓ = 0.5 and nm↑ = 0), I have found
that the system becomes equivalent to a single-orbital model at half-filling with a critical
interaction U1orb1/2 < U
x=1/4
c (H = 0). Two regimes can be distinguished depending on the
H/t value: weak Zeeman field H ≤ 0.15t and strong Zeeman field H > 0.15t. As shown in
Figure 5.10, in the strong Zeeman field regime, the system saturates to U1orb1/2 , following
the Z evolution of the single-orbital system at half-filling down to the Mott insulating phase.
In the weak Zeeman field regime, once the system fully polarizes, it jumps into the Mott
insulator at U > U1orb1/2 .
Figure 5.10: (a) Majority spin filling nm↓ and (b) quasiparticle weight Z↓ curves versus
U/t at various Zeeman field H/t values. H/t values included in the legend. I included the
Z evolution in terms of U/t for the single-orbital system at half-filling (labeled by "1orb").
The system fully polarizes at a H ∼ 0.15t (∼ 0.3meV ). For weak Zeeman field, H ≤ 0.15t,
the system jumps into the Mott insulator at Uc > U1orb1/2 , while for strong Zeeman field,
H > 0.15t, it follows the single-orbital at half-filling behavior.
Then, I have shown that the Zeeman field at quarter filling in the local correlations picture
will promote insulating behavior (Ux=1/4c decreases when H increases) as it reduces the
degeneracy of the ground state. This is precisely the opposite behavior than the one found
in the experiments [85].
Besides ours, other works [183, 184] also remarked the fact that the gap (≈ 0.3meV ) of the
Mott insulating phases is in contradiction with the expected gap from a Mott insulator in the
local correlations picture. In a single-orbital at half-filling system [17], the Mott transition
takes place at Uc ∼ 1.5 − 2W and the gap is ∼ U −W ∼ 15 − 25meV . In multiorbital
systems, the gap is of the same order of magnitude [183, 184].
In Section 1.3.3, I have shown that in local correlations for a single-orbital at half-fillling
system, the temperature T promotes an insulating behavior [8, 17, 20], rather than metallicity
(see Figure 1.11(b)). In multiorbital systems the trend is similar [113]. Then, when
including only local correlations, the experimental behaviors for the Mott insulating states
observed at quarter and three-quarter fillings in MA-TBG [85] cannot be explained (a metallic
state is promoted when increasing T ). In next section, we will argue that these insulating
states could be theoretically explained by Mott physics if non-local correlations are taken
into account explicitly.
Chapter 5. Nature of correlations in the insulating states of MA-TBG 102
5.2.3 Non-local correlations as a possible explanation
When non-local correlations are included in the description, correlations between different
adjacent sites are also taken into account [19, 21, 185–199]. Note that the interactions in a
non-local correlations picture are still between electrons in the same lattice site. Inter-site
magnetic correlations will promote a short-range ordering of the spins at different lattice
sites. Inter-site orbital correlations will promote the location of electrons in specific orbitals
from one lattice site to another. These inter-site correlations can produce long-range order.
However, even if there is not long-range order, the short-range correlations which are estab-
lished (e.g. spin singlets if the correlations have antiferromagnetic character) can result in a
Mott-like insulating behavior.
Including the effect of non-local correlations could explain the experimental behaviors of
the unexpected insulating states in MA-TBG. In contrast with local correlations physics,
in which the details of the tight-binding model are not too important when studying the
physical trends, for the non-local correlations effects, the specific tight-binding model will
influence the behavior of the system. In MA-TBG, the tight-binding model is not yet fully
established and understood [93, 177–179, 200]. Nevertheless, there are qualitative conclusions
which are expected to be valid regardless of the model.
Here, I will briefly review the effect that including non-local correlations has on the basis of
known results in other lattice models, mainly the 2D square lattice [19, 21, 188, 191, 192].
These results were obtained by means of cellular dynamical mean-field theory (cellDMF),
dynamical cluster approximation (DCA), variational cluster approximation (VCA) and dy-
namical vertex approximation (DΓA). Due to the computational cost of these techniques,
and specially for multiorbital systems, only a few results are available. Up to date, there is
not available any study for the N = 2 orbitals hexagonal lattice in the existing literature.
This section would prepare the path for a future calculation in MA-TBG.
In Chapter 1 and for the single-orbital 2D square lattice at half-filling, I have explained that
there are two critical interactions Uc 1 and Uc 2 (with Uc 1 < Uc 2), where the first interaction
Uc 1 is related with the formation of the Hubbard bands and the emergence of a gap between
them, and the second Uc 2 is related with the dissapearance of the quasiparticle peak [17], see
Figure 1.9(a). For a finite T , the Mott transition Uc is defined in between this two critical
interaction values, see Section 1.3.3.
In the presence of non-local correlations, both Uc 1 and Uc 2 are shifted towards smaller
interaction values, maintaining the relation Uc 1 < Uc 2 [19, 21, 188, 191, 192]. At T =
0K, U localc coincides with Uc 2, while for non-local correlations, Unonlocalc coincides with Uc 1
[19, 21]. In Figure 5.11, I show an unified sketch of the phase diagrams presented in
Figure 1.11 and obtained using the results in [8, 17, 19–21], as well as the results obtained
in this chapter.
Thus, non-local correlations will shift the Mott transition to a smaller Unonlocalc < U localc for
all ne fillings and N orbitals [19, 21, 188, 191, 192]. This is due to the interplay between local
charge correlations CnT and inter-site magnetic and orbital correlations, see Section 1.3.2
for the case of inter-site magnetic correlations in the single-orbital 2D square lattice at half-
filling. As seen in Figure 5.11, at large T and U , local correlations results are recovered,
and the system is not sensible to the non-local correlations effects. Close to Unonlocalc (orange
shaded region in Figure 5.11), the Zeeman field behavior, the temperature behavior [19, 21]
and the gap size [19] will be controlled by the inter-site correlations.
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Figure 5.11: Sketch of the phase diagram T vs U for a single-orbital 2D square lattice
at half-filling, including local (blue lines) and non-local (green lines) correlations results.
U localc and Unonlocalc are plotted as continuous lines, while Uc 1 (Hubbard bands start to
form and gap opens) and Uc 2 (quasiparticle peak dissapears) for both cases as dashed lines.
For U < Uc, a metallic behavior is found, while for U > Uc the system is a Mott insulator.
These lines end in a critical point marked by a filled circle. The dotted lines mark the
crossover between a bad metal and bad insulating behavior at larger T . At large T and U ,
local correlations give good results. The orange shaded region marks the area in which a
small gap is opened (lower than the expectation for local correlations ∼ U−W ). For JH ≤ 0,
Zeeman field H will shift the Mott transition to lower (larger) U values for local (non-local)
correlations, see red arrows. Sketch made by using the results in [8, 17, 19–21, 99].
For multiorbital systems, depending on JH value, AFM or FM inter-site correlations are
promoted. For JH > 0, inter-site FM and antiferro-orbital (i.e. electrons will sit in different
orbitals with parallel spins from one site to another) correlations are promoted. For JH ≤ 0,
inter-site AFM and ferro-orbital (i.e. electrons will sit in the same orbital with antiparallel
spins from one site to another) correlations are promoted [188, 193]. A sufficiently large Zee-
man magnetic field could suppress the AFM inter-site correlations and promote metallicity,
as obtained in the experiment. I signaled the increasing Zeeman magnetic field H with red
arrows in Figure 5.11. At JH = 0, when H increases, U localc is pushed to lower values
(insulating behavior is promoted), as shown in Section 5.2.2, and Unonlocalc is pushed to
larger values (metallicity is promoted) if JH ≤ 0.
This behavior will qualitatively hold for a tight-binding model without magnetic frustration.
For frustrated lattices, the non-local critical interaction Unonlocalc approaches the local one,
hence the effects of the non-local correlations will be reduced. In the limit of an infinite
dimensional lattice (Bethe lattice) completely frustrated, the local correlations limit is re-
covered. For the non-frustrated honeycomb model used in this work, we expect that the
phenomenology explained here will qualitatively hold.
Due to the experimental behavior found in MA-TBG with respect to the Zeeman field and
temperature, we expect that the system shows the phenomenology described above for JH ≤
0, so that inter-site AFM correlations will be controlling the behavior of this system.
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I have already commented the resulting T behavior in a single-orbital 2D square lattice at
half-filling [8, 17, 19–21], see Section 1.3.3. Inter-site AFM correlations are suppressed when
increasing T in square and hexagonal single-orbital lattices at half-filling [19, 21]. Close to
Unonlocalc (orange shaded region in Figure 5.11), at low T the system is insulating and at
larger T is metallic, opposite to what happens in local correlations. The suppression of the
inter-site AFM correlations when increasing T have been also obtained for N = 2 orbitals
2D square lattice at quarter filling x = 1/4 and JH = 0 [188]. Then, we expect that the
experimental T behavior could be also explained by non-local correlations physics.
The small gap found in experiments might be also reconciled with the one in a Mott insulator
if non-local correlations are included. For non-local correlations, a small gap opens in the
quasiparticle peak close to Unonlocalc [19], which is signaled by an orange shaded area. For
larger U  Unonlocalc , the gap size will converge to the local correlation expected one ∼
U − W ∼ 15 − 25meV [17, 183, 184]. The evolution of the spectral function at (pi, 0)
obtained by cellDMFT can be seen in Figure 5.12 for various points of the phase diagram
of Figure 5.11, for the metallic state (U < Unonlocalc 1 ), for the coexistance region (Unonlocalc 1 <
U < Unonlocalc 2 ) and for the insulating state (U > Unonlocalc 2 ) for U < U localc 1 . At the metallic
state (U < Unonlocalc 1 ), the spectral function shows the typical quasiparticle peak at the Fermi
level (ω = 0). In the coexistance region (Unonlocalc 1 < U < Unonlocalc 2 ), a small gap starts
to develop, and the quasiparticle peak shows a reduced weight. At the insulating state
(U > Unonlocalc 2 ), but for U < U localc 1 , a small gap (∼ 0.2t) is found
Figure 5.12: CellDMFT spectral functions at (pi, 0) and T = 0.01t (well below the end
critical point in Figure 5.11) for the 2D square lattice at half-filling and various interactions
around the non-local critical interaction for the Mott transition. (a) At the metallic state
(U < Unonlocalc 1 ), the spectral function shows the typical quasiparticle peak at the Fermi
level (ω = 0) with a sizable renormalization Z ∼ 0.4. In the coexistance region (Unonlocalc 1 <
U < Unonlocalc 2 ), a (b) small gap starts to develop and (c) the quasiparticle peak shows a
reduced weight Z < 0.4. (d) At the insulating state (U > Unonlocalc 2 ), but for U < U localc 1 , a
small gap (∼ 0.2t) is found. Taken and adapted from [19].
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Finally, another important effect of non-local correlations is that the ratio Ux=1/2c /Ux=1/4c
for multiorbital systems will be altered [188, 189]. In order to reproduce the experimental
results, the ratio Ux=1/2c /Ux=1/4c has to be larger than 1. Specific calculations should address
whether the inequality Ux=1/2,nonlocalc /Ux=1/4,nonlocalc < 1 is obtained for JH ≤ 0 in MA-TBG
in order to reproduce the experimental behavior [85].
Note that these results are obtained for different tight-binding models that the one which
would describe MA-TBG. However, it is interesting to note that non-local correlations could
reconcile the experimental results with the theoretical expectations. In Figure 5.11, I point
to the possible location of MA-TBG in the orange shaded area. In this region, a metallic
behavior promoted by T and the Zeeman magnetic field H, as well as the small gap size are
obtained.
5.3 Summary
I conclude this chapter by making a summary of the obtained results:
• On April 2018, unexpected insulating states at commensurate fillings of the moiré
superlattice [85], and superconducting domes around the insulating state for the hole-
doped MA-TBG [84] were found, with Tmaxc ≈ 1.7K at ≈ −1.5 × 1012cm−2. In this
system, the band structure around the Fermi level is formed by four degenerated flat
bands, with the total bandwidth W ∼ 10meV [87, 89, 177–179]. The flattening of
the bands around the Fermi level comes from the hybridization between the twisted
graphene layers. The insulating states of MA-TBG show an interesting behavior: the
gap is ∼ 0.3meV , two orders of magnitude smaller than W , and they are suppressed
by T and by a Zeeman magnetic field H, at the same energy scales as the size of the
gap.
• The correct tight-binding model for MA-TBG is still under discussion [93, 177–179,
202–204]. At the time when we made this work, there was a consensus about the fact
that the correct lattice symmetry should show the Dirac points at K and K ′, and that
two in-plane p-like orbitals should be centered at the AB and BA regions [93, 177–179].
These orbitals show a maximum amplitude centered at AA regions, in agreement with
the previously known fact that the electronic density around K is mainly located in
AA regions [91]. Then, we have adopted a simple hexagonal lattice tight-binding model
with only intraorbital nearest neighbor hoppings t ≈ 2meV (then, W = 6t ≈ 12meV )
in order to mimic the correct tight-binding model for MA-TBG. Our aim is studying
local correlations effects in MA-TBG. In local correlations picture, the tight-binding
model details are not too important, hence the trends that I have obtained will be
robust and applicable to MA-TBG.
• We argued that the external gate voltage responsible for the induced doping, also
screens the long-range character of the Coulomb interaction. Hence, we concluded
that onsite interactions physics are playing a major role in MA-TBG. Whether local or
non-local correlations are responsible of these effects is something that we explored in
this work. We clarified that local correlations cannot explain the experiments that are
found in MA-TBG, but non-local correlations could in principle reconcile experimental
and theoretical results.
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• In Section 5.2.1, I have reviewed the results obtained in N = 2 orbital systems
[46, 113, 177, 181, 182]. I solved the hexagonal lattice tight-binding model with SSMF
U(1) formalism. I extended the Uc versus JH curves to include a negative JH < 0 region,
which may appear due to the effect of phonons with ω ∼ 200meV [206]. I found that,
in order to obtain a Mott insulator at x = 1/4 and a metal at x = 1/2 like in the
experiment (i.e. Ux=1/4c = 14.7t ∼ 30meV < Ux=1/2c = 19.2t ∼ 40meV ), JH should
lie between −0.01 < JH/U < 0.01. In the following, we assumed JH = 0 as a good
approximation for the real JH value in MA-TBG. I found that Ux=1/2c /Ux=1/4c ∼ 1.28
(the experimental behavior is reproduced if Ux=1/2c /Ux=1/4c > 1). Even if the system at
x = 1/2 is not a Mott insulator, the electronic correlations are sizable, giving Z ≈ 0.3.
• In Section 5.2.2, I studied the Zeeman effect for the same N = 2 orbitals hexagonal
lattice model. I implemented it in SSMF U(1) via a spin-dependent onsite energy. I
considered JH = 0 and x = 1/4. By estimating ∆x=1/4, I found that the Zeeman field
H does not promote metallicity. In contrast, Ux=1/4c will be reduced with respect to
U
x=1/4
c (H = 0), and Mott insulating behavior is promoted by the Zeeman field H.
This behavior is opposite to the one observed in the experiments.
• For strong Zeeman field (H > 0.15t), the system will be fully spin-polarized (i.e.
n↓ = 0.5 and n↑ = 0) at U < U1orb1/2 , and at larger interactions, it will effectively
behave as a single-orbital at half-filling system. Ux=1/4c saturates to U1orb1/2 at 0.15. For
weak Zeeman field (0 < H < 0.15t), the system jumps to the Mott insulating state at
Uc > U
1orb
1/2 , value at which the system fully polarizes.
• In the local correlations picture, when T increases, the Mott insulating state is pro-
moted [8, 17, 20, 113], see Section 1.3.3, opposite to what occurs in the experiment.
The expected gap for local correlations is gap ∼ U −W ∼ 15− 25meV [17, 183, 184],
much larger than the obtained experimentally. All of these behaviors suggest that local
correlations cannot explain the phenomenology of MA-TBG. Then, in Section 5.2.3,
we proposed to go beyond local correlations, by including the effects of non-local cor-
relations in order to explain the phenomenology of MA-TBG.
• I made a brief review on the present results for non-local correlations in single- and
multiorbital systems [19, 21, 185–199]. When non-local correlations are included, all
the critical interactions Uc, are pushed to lower values [19, 21, 188, 191, 192], due
to the interplay between local charge correlations CnT and inter-site magnetic and
orbital correlations. At large T and U , local correlations will control the physics of the
system [8, 17, 19–21]. Close to Unonlocalc and for JH ≤ 0, AFM and ferro-orbital inter-
site correlations are promoted [188, 193]. In this case, a Zeeman field will suppress
AFM inter-site correlations. Also, T [19, 21] and the small gap [19] results can be
reconcile with the experiment in this region. On the other hand, the needed relation
U
x=1/2
c /U
x=1/4
c > 1 is not known [188, 189]. But non-local correlations results are
sensible to the correct tight-binding model, and hence for MA-TBG this factor may
change.
Now, I would like to mention the current status of the discussion about the tight-binding
model for MA-TBG. In Section 1.6.1 and Section 5.1.1, I have mentioned that there is a
ξ valley degeneracy, due to the fact that the Dirac points are uncoupled, which results in four
flat bands per spin. Around K, the electronic density is mainly located at the AA regions.
In order to fit the flat bands, MA-TBG was modeled as a N = 2 orbitals system. Due to
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symmetry arguments [177–179], the two orbitals have an in-plane p-like character and they
are centered at the AB and BA regions, forming a hexagonal superlattice. The maximum
amplitude of these orbitals is centered at AA regions at K.
However, there is still a debate about the applicability of this model. It was discussed that
this model suffers a topological obstruction [178] (related with the valley symmetry at K lξ
Dirac points) when trying to construct a minimal model only for the flat bands. Some authors
[179] have argued that such topological obstruction can be overcomed by considering that
both valleys are not perfectly uncoupled, and hence there is not a perfect valley degeneracy.
These two problems point to the necessity of including more than only the four flat bands
to model MA-TBG. Ten and six bands models (valley degeneracy considered) were proposed
in [200]. The ten bands model fits the two flat bands and the four bands above and below.
There are different orbitals centered at different regions of the superlattice. In this model,
there are three p-like orbitals centered at the AA regions forming a triangular superlattice,
four p-like orbitals centered at the AB and BA regions forming a hexagonal superlattice
and one s-like orbital centered at the middle point between AB and BA regions, forming
a Kagome superlattice. In total, there are 10 orbitals (3 p × 1 site+ 4 p × 2 sites + 1 s
× 3 sites) which will reproduce the 10 bands. The simplified six bands model fits the two
flat bands and the four bands below the,, where only the 3 p-like orbitals in the triangular
superlattice and the s-like orbital in the Kagome superlattice are retained. These models
looks promising, but yet there is not a consensus in the community about them.
Chapter6
Wannier tight-binding model for
the single-layer Fe3GeTe2
Very recently, few layers of an iron-based material, Fe3GeTe2 (FGT), were obtained (by exfoliating
the bulk FGT), reaching the monolayer limit. FGT is the first metallic ferromagnet which has been
isolated in the monolayer form [207, 208], and it is free of rare-earth elements. In this material,
the ferromagnetic temperature in the bulk is TF ∼ 220K. When exfoliating the bulk system, TF
decreases until TF ∼ 20K in monolayer FGT. This critical temperature TF can be tuned with doping
via an external voltage, reaching room temperature ferromagnetism for the trilayer FGT at an electron
carrier density doping of ∼ 1014 cm−2.
Bulk FGT was already experimentally and theoretically studied [209–213]. On the other hand, few
layer FGT is theoretically less known.
ARPES and low-T specific heat measurements in bulk FGT [213] reported the presence of sizable
electronic correlations. Here, we want to study the possible similarities between bulk and monolayer
FGT, and other iron chalcogenides, with an special focus on the possible role of the Hund’s coupling
in FGT. In order to do this, the first step is to calculate the band structure and Wannier tight-binding
model of FGT.
In this chapter, I will present the calculations that I have performed to calculate the DFT band
structure and the Wannier tight-binding model for FGT. I will study both the bulk and the monolayer
FGT. Lastly, I will give some final comments. This chapter could serve as a first step to the study
the ferromagnetism and other electronic properties in FGT.
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6.1 Introduction & Motivation
FGT is a van der Waals crystal, so it can be easily exfoliated to obtain atomically thin
layers. It was recently discovered that monolayer FGT is the first monolayer metallic fer-
romagnetic system [207, 208], and it is free of rare-earth elements. When exfoliating FGT,
the critical temperature of the itinerant ferromagnetic phase TF evolves from TF ∼ 220K
in the bulk to TF ∼ 20K in the monolayer, as shown in Figure 6.1(a). A large intrinsic
magnetocrystalline anisotropy in the monolayer FGT lifts out the restriction imposed by
the Mermin-Wagner theorem1, hence the 2D long-range ferromagnetic order can be formed.
When applying an external ionic voltage which effectively dopes with electrons the system,
TF changes non-monotonously, and it can reach room temperature (TF ∼ 300K) in the case
of trilayer FGT for an electron carrier density ∼ 1014 cm−2 [207], see Figure 6.1(b).
Figure 6.1: (a) Temperature T versus layer number phase diagram, where TF evolves
from ∼ 220K in the bulk FGT (identified as 50− 55 layers) down to ∼ 20K in monolayer
FGT. (b) T versus ionic external voltage Vg (which acts as an effective electron doping)
phase diagram for trilayer FGT. Due to the itinerant character of FGT, it is expected that
this phase diagram follows the evolution of the total DOS of FGT. Taken and adapted from
[207].
Fe3GeTe2 has a hexagonal symmetry (space group P63/mmc), see Figure 6.2. The crystal
structure parameter along the c axis is quite large (c = 16.333Å) when compared with the
in-plane parameters (a = b = 3.991Å), hence indicating a quasi-2D crystal structure. In
the unit cell, 2 Fe atoms are equivalent (labeled by Fe1), while the third one (labeled by
Fe3) is not. Fe1 atoms form a triangular lattice which sandwiches the Fe3 and Ge atoms
forming an hexagonal lattice, see Figure 6.2(b). 2 Te spacers atoms are located between
adjacent Fe1−Fe3−Ge layers. A single stack of 2Fe1, Fe3−Ge and 2Te atoms forms the
monolayer.
Due to the itinerant character of FGT, a weakly correlated Stoner criteria [8] could be possible
applied. In the Stoner criteria for ferromagnetism, the peaks in the total density of states
(DOS) give the tendency towards ferromagnetism. Hence, the total DOS for FGT should
give the same evolution as the one shown in Figure 6.1(b) when doping with electrons. On
1This theorem [214] states that in an isotropic system with dimensions lower than three, thermal fluctu-
ations suppress any possible long-range order.
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Figure 6.2: (a) Hexagonal crystal structure (space group P63/mmc) of bulk FGT where
the different atomic species are recognised, and Fe1 and Fe3 + Ge planes are marked. c
axis directed along adjancent layers of FGT. (b) Perpendicular view of FGT, along the ab
plane. Fe1 atoms form a triangular lattice which sandwiches the hexagonal lattice formed
by Fe3 and Ge.
the other hand, ARPES and low-T specific heat measurements [213] signaled the presence
of strong correlations, by measuring large mass enhancement factors.
So far, only calculations for bulk FGT have been performed [211–213]. These calculations
show that the band structure around the Fermi level consists on several flat bands of mainly
Fe d orbitals character. It urges to clarify the nature of this itinerant ferromagnetic phase,
as well as its relation with the number of layers reduction, by studying the band structure of
low dimensional FGT in the non-magnetic state. It is also interesting to study the possible
similarities with other Fe-based materials, such as FeSe [215] or FeGe [216], and clarify the
role of the Hund’s coupling in FGT.
In this chapter, I calculate the band structure, DOS and Fermi surfaces for bulk and mono-
layer FGT, as well as the Wannier parametrization for monolayer FGT. I will also compare
with experimental expectations. This chapter could serve as an initial step to study the
origin of ferromagnetism and other electronic properties in FGT and related systems.
6.2 Results & Discussion
In this section, I will present the calculations that I have performed on bulk and mono-
layer FGT. I will calculate the band structure, DOS and Fermi surfaces for both situations,
and the Wannier tight-binding model for monolayer FGT by using the DFT Wien2k and
Wannier90 codes, as explained in Appendix A. In Section 6.2.1, I obtain the band
structure for bulk and monolayer FGT, and the DOS and Fermi surface for monolayer FGT.
In Section 6.2.2, I calculate a Wannier tight-binding model for the monolayer FGT.
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6.2.1 Band structure, DOS and Fermi surfaces of Fe3GeTe2
In this section, I will show the DFTWien2k calculations for bulk and monolayer Fe3GeTe2.
The calculations were run with a k-mesh of 28 × 28 × 2 for bulk FGT and 23 × 23 × 1 for
monolayer FGT, where this notation refers to the grid in the kx × ky × kz directions of the
Brillouin zone (BZ).
I calculate the total number of electrons per atom for the electronic shells in bulk and
monolayer FGT for those shells which will mainly contribute to the band structure around
the Fermi level, i.e. the valence electronic shells. In both cases, Fe1 and Fe3 atoms have a
total number of electrons per atom in the d electronic shells of nFe1e ≈ 6.07 and nFe3e ≈ 6.12.
Thus, FGT shows the same number of electrons per Fe atom as in the case of iron-based
superconductors (FeSCs), see Section 1.5.2, which could be important when calculating
the effects of the electronic correlations. In the remaining atoms, the p shells have a total
number of electrons per atom of nGee ≈ 0.95 and nTee ≈ 1.99.
In Figure 6.3, I show the band structure for both bulk and monolayer FGT.
Figure 6.3: DFT band structure of (a) bulk and (b) monolayer FGT. Flat bands with
a predominant Fe1 and Fe3 d orbitals character dominate the band structure around the
Fermi level. In the case of bulk FGT, a doubling in the number of bands appears due to the
folded BZ considered in the calculations. The principal directions Γ, M and K for kz = 0
(while A, L and H for kz = pi) are defined in the hexagonal BZ.
As already mentioned, a set of weakly dispersive bands dominate the band structure around
the Fermi level. The number of bands in bulk FGT for kz = 0 is doubled with respect to
monolayer FGT, due to the presence of two monolayers in the unit cell, see Figure 6.2(a).
Except for the doubling of bands, the band structure is very similar in both cases, with some
differences, apart from the folded/unfolded character of the BZ for bulk/monolayer FGT.
This result remarks the quasi-2D character that bulk FGT already has. 6 hole pockets can
be seen surrounding Γ, and small electron pockets around K points. I plotted the Fermi
surfaces for monolayer FGT (in bulk FGT, twice the Fermi surfaces appear) in Figure 6.4,
where the mentioned hole and electron pockets can be seen.
The band structure extends between −6 and 4 eV . The bands around the Fermi level between
−4 and 3 eV have mostly Fe1 and Fe3 d orbitals character, as shown in the DOS plot of
Figure 6.5, for both bulk and monolayer FGT. The bulk FGT DOS compares very well
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Figure 6.4: Fermi surfaces of monolayer FGT in the hexagonal BZ. 6 hole pockets surround
the Γ point, with different shapes, while small electron pockets are located in the K points.
with previous calculations [211]. The most important feature in both bulk and monolayer
FGT is the very large DOS at and close to the Fermi level. The bandwidth for Fe1 and
Fe3 d orbitals is W ∼ 3 − 4 eV . Fe1 d orbitals mostly contribute to the flat bands around
the Fermi level, while the major contribution from Fe3 d appears around −2 and 0 eV . An
important contribution from Ge p orbitals appear around 2.5 − 3 eV , while Te p orbitals
contribute around −2.5 eV and −3 eV . In the case of monolayer FGT, two depletions can be
seen around −0.7 eV and −1.6 eV , whether in bulk FGT the first depletion appears, while
the second one does not. In monolayer FGT, there is an splitting of the DOS around 1 eV .
For the chosen non-orthogonal orbital axis a and b, see Figure 6.2, dxz and dyz are equiva-
lent, as well as a dx2−y2 and dxy2. This holds for both Fe1 and Fe3 atoms. In Figure 6.6, I
plot the orbital resolved DOS for Fe1 and Fe3 d orbitals in the monolayer FGT. In the next
section, I will calculate that, in order to obtain a Wannier tight-binding model for monolayer
FGT, it is also necessary to include the p orbitals coming from Ge and Te, due to their
sizable hybridization with Fe d orbitals, which results in a non-negligible contribution to the
bands around ±2.5 eV .
2Note that the orbitals in FGT are defined differently than in FeSCs. Here, the lobes of the d orbitals
form 120 ◦, while in FeSCs these lobes are orthogonal.
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Figure 6.5: Total (black lines) and contributions from each atom (color lines) DOS for
(a) bulk and (b) monolayer FGT. Note that I have not included the contribution from Fe2
and Te2 due to their degeneracy with Fe1 and Te1, respectively. Fe1 and Fe3 d orbitals
contribute to the band structure around the Fermi level between −2 and 2 eV . Fe1 d orbitals
mostly contribute to the flat bands around the Fermi level, while the major contribution
from Fe3 d orbitals appear around −2 and 0 eV . Ge p orbitals mostly contribute around
2.5− 3 eV . Te p orbitals mostly contribute around −2.5 and −3 eV .
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Figure 6.6: Orbital DOS for monolayer FGT for (a) Fe1 and (b) Fe3 d orbitals around
the Fermi level. All the d orbitals contribute to the band structure around the Fermi level.
dxy (blue dashed line) and dx2−y2 (magenta line) are degenerated, as well as dxz (green line)
and dyz (red dashed line).
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6.2.2 Wannier tight-binding model for monolayer Fe3GeTe2
In order to fit the previous band structure, a tight-binding model is proposed here considering
the Fe1 d, Fe3 d, Ge p and Te p orbitals, as well as a minimal one using only Fe1 and
Fe3 d orbitals. The Wannier fitting was done using the projector method explained in
Appendix A, as implemented in the Wannier90 code. The energy window to obtain the
ddpp is selected between −6 and 4 eV , with a total of 24 bands being fitted. For the dd
model, the energy window is between −3 and 1.5 eV .
Due to the entanglement present between the bands with mainly Fe d orbitals character
and with Ge and Te p orbitals character, the tight-binding will include all of them. I will
call this tight-binding the ddpp model. In Figure 6.7(a), I show the band structure (red
line) obtained by the Wannier tight-binding ddpp model as compared with the DFT band
structure (purple crosses). The Wannier fitting shows a very good agreement with the DFT
band structure. I tried to reduce the number of orbitals needed for the tight-binding model.
In the case of a Wannier parametrization using only Fe1 and Fe3 d orbitals (called ddmodel),
the fitting shows very large deviations from the original band structure, see Figure 6.7(b)
for the comparison between both dd and ddpp model.
Figure 6.7: (a) DFT band structure (purple crosses) and ddpp model (red line) for mono-
layer FGT. The agreement between both cases is very good. (b) Wannier ddpp (green
crosses) and dd (purple points) tight-binding model comparison. The dd model shows large
deviations from the original band structure (here represented by the ddpp model), specially
for the bands close to −2 and 1.5 eV . Calculations done using the projector method as
explained in the Wannier90 code, see Appendix A.
Due to the similar values of the bandwidth of the Fe d orbitals ∼ 3 − 4 eV and the filling
per Fe atom (nFee ≈ 6) for FGT with respect to other FeSCs, we expect that Hund metal
phenomenology might play a role in this system. It seems natural to think that Hund’s
coupling and atomic spin polarization could play a major role in the ferromagnetic phase
of FGT. However, for FGT, the crystal symmetry and band structure differs from other
quasi-2D FeSCs, see previous chapters. In FGT, the hybridization between Fe d and p
orbitals is larger than in most of the FeSCs. The study of electronic correlations will be very
complicated when using the ddpp model. A more appealing model will only include Ge p
orbitals (due to the fact that the minimal dd model do not correctly reproduce the band
structure), in what I will call the ddp model. Yet further work is needed along this path.
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6.3 Summary
I conclude this chapter by making a summary of the obtained results:
• Very recently, the rare-earth free compound Fe3GeTe2 was exfoliated and became
the first monolayer itinerant ferromagnet [207, 208]. When the number of layers is
reduced, the critical temperature TF evolves from ∼ 220K in the bulk FGT to ∼ 20K
in monolayer FGT. TF can be further tuned by effectively doping with electrons via
an external voltage [207, 208]. In trilayer FGT, TF rises up to room temperature
(∼ 300K). The study of the band structure for FGT is an important first step to be
done. I calculated here the band structure, DOS, Fermi surfaces and a minimal Wannier
tight-binding model for the monolayer FGT by using DFT Wien2k and Wannier90
codes.
• In Section 6.2.1, I presented the DFT calculations on the band structure, DOS and
Fermi surfaces for bulk and monolayer FGT. The number of electrons per Fe atom
is the same as in the FeSCs (ne ≈ 6) studied in previous chapters. A set of flat
bands dominate the band structure around the Fermi level with mainly Fe1 and Fe3
d orbitals character. The band structure of bulk and monolayer FGT is quite similar,
signaling the quasi-2D character of bulk FGT. The bandwidth for Fe1 and Fe3 d
orbitals is W ∼ 3 − 4 eV . Fe1 d orbitals mostly contribute to the flat bands around
the Fermi level, while the major contribution from Fe3 d appears around −2 and 0 eV .
An important contribution from Ge p orbitals appear around 2.5 − 3 eV , while Te p
orbitals contribute around −2.5 eV and −3 eV . An interesting difference between bulk
and monolayer FGT is a splitting that emerges around 1 eV in the DOS.
• In Section 6.2.2, I obtained the Wannier tight-binding model for monolayer FGT. I
derived the dd (only Fe1 and Fe3 d orbitals included) and the ddppmodel for monolayer
FGT. Even though Fe1 and Fe3 d orbitals dominate the bands around the Fermi
level, the entanglement with Ge and Te p orbitals is very important, hence the dd
model shows large discrepancies with respect to the original DFT band structure. The
ddpp model is fitted for an energy window between −6 and 4 eV , and it shows a good
agreement with the DFT band structure.
This brief chapter was a summary of my recent work on FGT. Some calculations and analysis
have to be performed yet, meanwhile I have shown here the actual status of this work.
Chapter7
Conclusions
During this thesis, I have studied the effects of electronic correlations in various systems.
I have focused on studying the local correlations effects in multiorbital systems, and the
phenomenology that appears in such multiorbital systems in contrast with single-orbital
systems when including the orbital degrees of freedom. I have studied these effects in real
materials, specially in iron-based superconductors (FeSCs) and related materials, such as
LaCrAsO, see Chapter 3, and BaFe2S3, see Chapter 4, and in 2D materials, specifically
on magic-angle twisted bilayer graphene (MA-TBG), see Chapter 5. I have also obtained
the DFT band structure and Wannier tight-binding model for the 2D material Fe3GeTe2
(FGT), see Chapter 6. Understanding the band structure serves as a first step to study the
electronic correlations.
After reviewing some generic concepts of correlations in Chapter 1, in Chapter 2 I have
introduced the phenomenology of local correlations in multiorbital systems. In multiorbital
systems, the ratio between the interaction energy cost ∆x and the kinetic energy gain W˜
depends on the number of orbitals per atom N , the number of electrons per atom ne and the
Hund’s coupling JH . The Mott insulator is not restricted to half-filled systems (ne = N),
but it can also happen at other integer fillings (ne = 1, 2, . . . , N − 1). When JH increases,
the critical interaction for the Mott transition Uc decreases (increases) for half-filling ne = N
(single-electron ne = 1) systems. For N > 2, 1 < ne < N and intermediate to large JH ,
a correlated metallic state emerges, called the Hund metal. In the Hund metal regime, the
strength of local correlations is large, the atoms are highly and locally spin polarized, and
there is orbital decoupling. The Hund metal phenomenology is driven by the enhancement of
local spin correlations, which occurs due to a decrease of anti-parallel spin configurations in
each atom. Then, there is a atomic spin polarization promoted by JH . The suppression of the
anti-parallel spin configurations is related with the Mott insulator at half-filling, hence a link
exists between the Mott insulator physics and the Hund metal physics, besides the difference
of being in an insulating or metallic state. In the case of non-equivalent orbitals systems, JH
promotes orbital differentiation, hence an orbital selective Mott transition (OSMT) might
occur. Various theoretical and experimental results for FeSCs (low-T specific heat, angle-
resolved photoemission spectroscopy (ARPES) renormalized band structure, X-ray emission
spectroscopy (XES) for the local moment, etc.) sustain the idea that these systems can be
seen as being close to or in the Hund metal regime.
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The main results of the thesis can be summarized as follows:
• In Chapter 3 [96], we have proposed to search for a new family of high-Tc supercon-
ductors similar to the FeSCs, but based on chromium instead of iron. Our argument
is based on the idea of having an optimal degree of electronic correlations, as it oc-
currs in most of the unconventional superconductors. We proposed that Cr pnictides
and chalcogenides could host high-Tc superconductivity, similar to FeSCs. The main
difference between Cr-based systems and FeSCs is the total number of electrons per
atom, which is ne = 4 for Cr-based materials and ne = 6 for FeSCs. The strength
of local correlations increases when approaching half-filling (ne = 5) from ne = 6 for
FeSCs, then it has been argued that FeSCs can be seen as electron-doped Mott insu-
lators, hence linking both high-Tc cuprates and FeSCs physics. I have shown that the
similar trend is obtained when moving from the hole-doped Mott part ne = 4 towards
half-filling. We have chosen LaCrAsO as an example to study the evolution of local
correlations, and to study the magnetic and superconducting instabilities in a Fermi
surface instability picture. I have shown that the strength of correlations in LaCrAsO
is similar to FeSCs when ne = 4.5, hence we proposed to search for unconventional
superconductivity in this region. My co-workers showed that the most plausible super-
conducting order parameter has a d-wave symmetry. In the band structure studied, dxy
is favored. Nevertheless, we have pointed out that the electron pockets responsible for
the superconductivity are shallow, and the expectations may change if these shallow
pockets are not present, to other symmetry, most probably dx2−y2 .
• In Chapter 4 [97], I have studied the strength of correlations in the quasi-1D two-leg
ladder FeSC, BaFe2S3. At ambient pressure, the undoped BaFe2S3 shows an insu-
lating behavior which persists for T > TN . Various authors have argued that these
systems are Mott insulators. When considering only local correlations in multiorbital
systems, in the Hund metal regime (in which BaFe2S3 seems to lie, see below), this
statement does not seem very plausible, see Figure 2.12. The aim of this work was
to clarify the nature of the insulating states in these materials. I have used the tight-
binding model proposed by Arita et al. [98] for two pressures 0GPa and 12.4GPa,
which considers all the 5 Fe d orbitals on each of the 4 Fe atoms of the unit cell. In
this model, the band structure of BaFe2S3 shows a 3D dispersion, even if the system
is initially seen as a quasi-1D material. I have studied the strength of correlations for
both pressures at T = 0K. I have obtained a metallic behavior for both pressures. We
have argued that temperature T could reconcile the local correlations picture with the
experimental behavior, due to the fact that T favors a more incoherent system, hence
it promotes an insulating behavior. I have also shown that, at 12.4GPa (which is the
pressure at which superconductivity emerges), the strength of correlations is similar to
other FeSCs. I have obtained a remarkable reconstruction of the Fermi surface, which
can modify the expectations from Fermi surface-based instability theories. We argued
that due to this reconstruction, the intra-ladder AFM scattering vector is enhanced.
At 0GPa, the system shows an insulating behavior, and hence it does not have Fermi
surface, so any Fermi surface-based instability picture is highly in doubt to be applica-
ble. At 12.4GPa, the Fermi surface modifications will be important when elucidating
the Fermi surface instabilities, such as the superconductivity order parameter.
• In Chapter 5 [99], I studied the nature of the insulating states found by Pablo Jarillo’s
group in MA-TBG [84, 85]. In MA-TBG, unexpected insulating states appear when the
charge neutrality point (CNP) is doped with 2 electrons or 2 holes. Various authors have
argued that these insulating behaviors are Mott insulating states, but the insulating
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nature is still unknown. We assumed that MA-TBG can be describe by an effective
model for the moiré superlattice, and that flat bands are responsible for its correlated
behavior. We also assumed that the interactions are Hubbard-like, and studied three
experimental features of these insulating states to check whether local correlations could
explain their behavior: when increasing an external magnetic field or the temperature
T , there is a transition to a metallic state, and the gap size (∼ 0.3meV ) of these
insulating states is two orders of magnitude smaller than the expected bandwidth (W ∼
10meV ). I have shown that all these behaviors cannot be explained by considering only
local correlations. We then considered the change in the phenomenology which appears
in Mott states when non-local correlations are important. Based on the phenomenology
driven by non-local correlations in related models, we argued that if these non-local
correlations are included, the experimental observations could be reconciled with the
expectations for Mott-like insulating states.
• In Chapter 6, I have presented a DFT calculation and the Wannier tight-binding
model for the rare-earth free 2D material FGT. This system shows an itinerant ferro-
magnetic (FM) phase which persists down to the monolayer FGT. The critical tem-
perature TF can be tuned by effective electron doping via an external voltage. Trilayer
FGT shows room temperature itinerant ferromagnetism at an density electron doping
of ∼ 1014 cm−2. Due to the itinerant character of the FM phase, a peak in the density
of states (DOS) could explain the origin of this phase (following a Stoner criteria). On
the other hand, ARPES and low-T specific heat measurements pointed to the existance
of strong correlations. Similarities between FGT and FeSCs (like the total filling per
Fe atom, or the bandwidth of the Fe d orbitals) suggest that the Hund’s coupling
could be playing a role in the ferromagnetic phase of FGT. As a fisrt step to study
the electronic correlations, I calculated via DFT Wien2k and Wannier90 codes the
band structure, DOS and Fermi surfaces for bulk and monolayer FGT, as well as the
tight-binding model for monolayer FGT. I showed that the most important feature of
the DOS for bulk and monolayer FGT is the very large peaks at and around the Fermi
level. I also showed that the contribution from Ge and Te p orbitals is not negligible.
I calculated the so called ddpp model, as well as a minimal version including only Fe d
orbitals, the so called dd model. However, the dd model shows large discrepancies with
respect to the original band structure. Yet, further work is needed to elucidate the
origin of this ferromagnetic phase and the role of electronic correlations in few layers
FGT.
I expect that the local correlations in multiorbital systems phenomenology explained in this
thesis may serve as a background for future theoretical calculations and the interpretation
of experimental results in real materials. I believe that having an optimal degree of elec-
tronic correlations is an important ingredient to find new unconventional superconductors,
and hence understanding the phenomenology of such electronic correlations is essential to
understand the unconventional superconductivity.
Chapter8
Conclusiones
A lo largo de esta tesis, he estudiado los efectos de las correlaciones electrónicas en varios
sistemas. Me he centrado en estudiar los efectos de las correlaciones locales en sistemas
multi-orbitales, y en la fenomenología que aparecer en dichos sistemas multi-orbitales en
comparación con sistemas de un solo orbital cuando se incluyen los grados de libertad or-
bitales. He estudiado estos efectos en materiales reales, especialmente en superconductores
basados en hierro (FeSCs) y materiales relacionados, tales como LaCrAsO, ver Capítulo 3,
y BaFe2S3, ver Capítulo 4, y en materiales 2D, específicamente en el grafeno bicapa ro-
tado en ángulo mágico (MA-TBG), ver Capítulo 5. También he obtenido la estructura de
bandas DFT y el modelo de enlaces-fuertes Wannier para el material 2D Fe3GeTe2 (FGT),
ver Capítulo 6. Entender la estructura de bandas sirve como primer paso para estudiar las
correlaciones electrónicas.
Después de revisar algunos conceptos genéricos de las correlaciones en el Capítulo 1, en el
Capítulo 2 he introducido la fenomenología de las correlaciones locales en sistemas multi-
orbitales. En los sistemas multi-orbitales, el ratio entre el coste de energía de interacción ∆x
y la ganancia de energía cinética W˜ depende del número de orbitales por átomo N , el número
de electrones por átomo ne y el acoplo Hund JH . El aislante de Mott no está restringido
a sistemas a llenado mitad (ne = N), si no que también puede aparecer a otros llenados
enteros (ne = 1, 2, . . . , N − 1). Cuando JH aumenta, la interacción crítica para la transición
de Mott Uc disminuye (aumenta) para sistemas a llenado mitad ne = N (a llenado de un solo
electrón ne = 1). Para N > 2, 1 < ne < N y valores intermedios y largos de JH , un estado
metálico correlacionado surge, llamado metal de Hund. En el régimen del metal de Hund,
la fuerza de las correlaciones locales es grande, los átomos están localmente en un estado de
espín grande, y hay un desacople orbital. La fenomenología del metal de Hund es manejada
por el aumento de las correlaciones de espín locales, que ocurre debido a la disminución de
las configuraciones de espín anti-paralelas en cada átomo. Por tanto, hay una polarización
atómica de espín promovida por JH . La supresión de las configuraciones de espín anti-
paralelas está relacionada con el aislante de Mott a llenado mitad, por lo tanto, esto marca
un enlace entre la física del aislante de Mott y la del metal de Hund, a pesar de la diferencia
de ser un estado aislante o metálico. En el caso de sistemas de orbitales no equivalentes, JH
promueve la diferenciación orbital, por lo que una transición de Mott selectiva en orbitales
puede ocurrir. Varios resultados teóricos y experimentales para los FeSCs (calor específico
a baja T , espectroscopía de fotoemisión resuelta en ángulo (ARPES) para la estructura de
bandas renormalizada, espectroscopía de emisión de rayos X (XES) para el momento local,
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etc.) sostienen la idea de que estos sistemas pueden verse como estando cerca o en el régimen
del metal de Hund.
Los principales resultados de esta tesis pueden resumirse como sigue:
• En el Capítulo 3 [96], hemos propuesto buscar una nueva familia de superconductores
de alta Tc similar a los FeSCs pero basados en cromo en vez de en hierro. Nuestro argu-
mento está basado en la idea de necesitar un grado óptimo de correlaciones electrónicas,
tal y como ocurre en la mayorá de superconductores no-convencionales. Hemos prop-
uesto que los pnicturos y calcogenuros de Cr podrían alojar superconductividad de alta
Tc, similar a los FeSCs. La diferencia más importante entre los sistemas basados en
Cr y los FeSCs es el número total de electrones por átomo, el cual es ne = 4 en los
materiales basados en Cr y ne = 6 en los FeSCs. La fuerza de las correlaciones locales
aumenta cuando nos acercamos al llenado mitad (ne = 5) desde ne = 6 para los FeSCs,
por lo que se argumentó que los FeSCs pueden verse como aislantes de Mott dopados
con electrones, así enlazando la física de los cupratos de alta Tc y de los FeSCs. He de-
mostrado que una tendencia similar se obtiene cuando nos movemos desde el aislante
de Mott dopado con huecos ne = 4 hacia llenado mitad. Hemos elegido LaCrAsO
como ejemplo para estudiar la evolución de las correlaciones locales, y para estudiar las
inestabilidades magnéticas y superconductoras en una descripción basada en inestabil-
idades de la superficie de Fermi. He demostrado que la fuerza de las correlaciones en
LaCrAsO es similar a los FeSCs cuando ne = 4.5, por lo que hemos propuesto bus-
car superconductividad no-convencional en esta región. Mis colaboradores demostraron
que el parámetro de orden superconductor más probable tiene simetría de onda d. Para
la estructura de bandas estudiada, dxy se favorece. No obstante, hemos señalado que
los pockets de electrones responsables de la superconductividad son poco profundos,
y las expectativas pueden cambiar si estos pockets de electrones no están presentes,
dando lugar a otra simetría, la más probable dx2−y2 .
• En el Capítulo 4 [97], he estudiado la fuerza de las correlaciones electrónicas en el
FeSCs quasi-1D en escalera de dos patas, BaFe2S4. A presión ambiente, el BaFe2S3
no dopado muestra un comportamiento aislante, el cual persiste para T > TN . Varios
autores han argumentado que estos sistemas son aislantes de Mott. Cuando se con-
sideran únicamente las correlaciones locales en sistemas multi-orbitales, en el régimen
de Hund (en el cual BaFe2S3 parece estar situado, ver más abajo), esta afirmación no
parece muy acertada, ver Figura 2.12. El objetivo de este trabajo fue clarificar la
naturaleza de los estados aislantes en estos materiales. He usado el modelo de enlaces-
fuertes propuesto por Arita et al. [98] para dos presiones 0GPa y 12.4GPa, el cual
considera los 5 orbitales d del Fe en cada uno de los 4 átomos de Fe de la celda
unidad. En este modelo, la estructura de bandas del BaFe2S3 muestra una dispersión
3D, incluso aunque el sistema fuera inicialmente visto como un material quasi-1D. He
estudiado la fuerza de las correlaciones para ambas presiones a T = 0K. He obtenido
un comportamiento metálico para ambas presiones. Hemos argumentado que el efecto
de la temperatura T podría reconciliar las expectativas de las correlaciones locales con
el comportamiento experimental, debido al hecho de que T favorece un sistema más
incoherente, por lo que promueve el comportamiento aislante. También he mostrado
que, a 12.4GPa (que es la presión a la que la superconductividad surge), la fuerza
de las correlaciones es similar a otros FeSCs. He obtenido una reconstrucción notable
de la superficie de Fermi, lo cual puede cambiar las expectativas de teorías basadas
en inestabilidades de la superficie de Fermi. Hemos argumentado que debido a esta
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reconstrucción, el vector de dispersión AFM entre escaleras se ve aumentado. A 0GPa,
el sistema muestra un estado aislante, por lo que no tiene superficie de Fermi, así que
cualquier descripción basada en inestabilidades de la superficie de Fermi está altamente
en duda de ser aplicable. A 12.4GPa, las modificaciones en la superficie de Fermi serán
importante a la hora de estudiar las inestabilidades de la superficie de Fermi, tales como
el parámetro de orden superconductor.
• En el Capítulo 5 [99], he estudiado la naturaleza de los estados aislantes encontrados
en el MA-TBG por el grupo de Pablo Jarillo [84, 85]. En el MA-TBG, unos estados
aislantes inesperados aparecen cuando el punto de carga neutral (CNP) es dopado con
2 electrones o 2 huecos. Varios autores argumentaron que estos comportamientos ais-
lantes corresponden a estados aislantes de Mott, pero la naturaleza de dichos estados es
todavía desconocida. Hemos asumido que el MA-TBG puede describirse con un modelo
efectivo para la superred de moiré, y que las bandas planas son responsables de su com-
portamiento correlacionado. También, hemos asumido que las interacciones son de tipo
Hubbard, y hemos estudiado tres resultados experimentales de estos estados aislantes
para comprobar si las correlaciones locales podrían explicarlos: cuando un campo mag-
nético externo o la temperatura T aumentan, hay una transición a un estado metálico,
y el tamaño del gap (∼ 0.3meV ) de estos estados aislantes es dos órdenes de magnitud
más pequeño que la anchura de banda esperada (W ∼ 10meV ). He demostrado que
todos estos comportamientos no pueden explicarse considerando únicamente las cor-
relaciones locales. Consideramos más tarde el cambio en la fenomenología que aparece
en los estados de Mott cuando las correlaciones no-locales son importantes. Basados en
la fenomenología debida a las correlaciones no-locales en modelos relacionados, hemos
argumentado que si estas correlaciones no-locales son incluidas, las observaciones ex-
perimentales podrían reconciliarse con las expectativas para los estados aislantes de
tipo Mott.
• En el Capítulo 6, he presentado los cálculos DFT y el modelo de enlaces-fuertes
Wannier para el material 2D libre de tierras raras FGT. Este sistema muestra una
fase ferromagnética (FM) itinerante que persiste hasta el sistema monocapa FGT. La
temperatura crt´ica TF puede modificarse por el dopaje efectivo de electrones via un
voltaje externo. La tricapa FGT muestra ferromagnetismo itinerante a temperatura
ambiente a un dopaje de densidad de electrones de ∼ 1014 cm−2. Debido al carácter
itinerante de la fase FM, los picos en la densidad de estados (DOS) podrían explicar el
origen de esta fase (siguiendo el criterio de Stoner). Por otro lado, medidas ARPES y
de calor específico a baja T señalan la existencia de correlaciones fuertes. Similitudes
entre FGT y los FeSCs (como el llenado total por átomo de Fe, o la anchura de banda
de los orbitales d del Fe) sugieren que el acoplo Hund podría estar jugando un papel en
la fase ferromagnética del FGT. Como un primer paso para estudiar las correlaciones
electrónicas, he calculado via los códigos de DFTWien2k yWannier90, la estructura
de bandas, DOS y las superficies de Fermi del material en volumen y monocapa FGT,
así como el modelo de enlaces-fuertes para la monocapa FGT. He mostrado que la
propiedad más importante en el material en volumen y monocapa FGT es la aparición
de grandes picos en la DOS alrededor del nivel de Fermi. También he mostrado que
la contribución de los orbitales p del Ge y Te no son despreciables. He calculado el
modelo ddpp, así como una versión más sencilla incluyendo solo los orbitales d del Fe,
el modelo dd. Sin embargo, el modelo dd muestra grandes discrepancias con respecto
a la estructura de bandas original. No obstante, se necesita más trabajo para elucidar
el origen de la fase ferromagnética y el papel de las correlaciones electrónicas en pocas
capas de FGT.
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Espero que la fenomenología sobre las correlaciones locales en sistemas multi-orbitales expli-
cada en esta tesis pueda servir como antecedente para futuros estudios teóricos y la inter-
pretación de resultados experimentales en materiales reales. Creo que tener un grado óptimo
de correlaciones electrónicas es un ingrediente importante para encontrar nuevos supercon-
ductores no-convencionales, por lo que entender la fenomenología de dichas correlaciones
electrónicas es esencial para entender la superconductividad no-convencional.
Appendices
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AppendixA
Density Functional Theory and
Wannier parametrization
In this appendix, I will briefly present the Density Functional Theory (DFT) for band struc-
ture calculations, following the overview given in [11, 13], and the Wannier parametrization
in order to calculate the hopping integrals tijmn and crystal field splittings m for any given
material, by following the manual of Wannier90 code [217].
DFT and Wannier parametrization calculations were used through all this thesis. Personally,
I used them in Chapter 6 when calculating the DFT band structure and the Wannier tight-
binding model for Fe3GeTe2 (FGT).
A.1 DFT framework
DFT was originally developed by Hohenberg, Kohn and Sham in 1964 and 1965 [218, 219].
This theory has become very useful in these days to calculate the electronic properties of
solids, like band structure, band-gaps, optical responses, etc. It is based on two main theo-
rems called the Hohenberg-Kohn theorems [218], which state:
1. The ground state properties of a system of particles are uniquely determined by the
electronic density ρ(~r). This means that the energy is a functional of the electronic
density E[ρ(~r)].
2. The correct ground state electronic density minimizes the energy functional, so the
ground state energy is E0 = E[ρ0(~r)] ≤ E[ρ(~r)]
Then, DFT uses the electronic density instead of the wavefunctions to determine the ground
state properties. In this situation, the original Schrödinger problem of Eq. (1.1) for solving
N differential equations greatly reduces to solve the equation for the electronic density in
terms of ~r. Due to the fact that DFT calculates the ground state properties, it tends to have
problems with excitation properties, such as the band gap of semiconductors.
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In the Born-Oppenheimer approximation (where ions will sit motionless in each lattice site
because they are more massive than electrons,M  m), the equation to be solved for E[ρ(~r)]
is given by Eq. (A.1).
E[ρ] = T [ρ] + V [ρ] + U [ρ] (A.1)
where V [ρ] is a material-dependent (and known) quantity. In this equation, T refers to the
kinetic energy of electrons, V to the potential created by the ions in which the electrons are
moving and U to the electron-electron interaction (see also Eq. (1.2)). U [ρ] can be written
as a Hartree potential UH [ρ] plus an exchange-like interaction term EX [ρ]:
U [ρ] ≈ 12
∫
ρ(~r)ρ(~r′)
|~r − ~r′| d
3~rd3~r′︸ ︷︷ ︸
UH [ρ]
+EX [ρ] (A.2)
A.1.1 Kohn-Sham equations
The form of T [ρ] will depend on further approximations. In most DFT approximations, the
single-particle states approximation is used, ρ(~r) = ∑Ni=1 fi|ψi(~r)|2 where fi is the occupation
number, ψi(~r) are the so called Kohn-Sham orbitals and N is the number of these Kohn-
Sham orbitals. Thus, T [ρ] ≈ Thom[ρ] + EC [ρ], where Thom[ρ] is the kinetic energy of the
non-correlated homogeneous electron gas (a well-known quantity) and EC [ρ] is the kinetic
correlation energy left out when ρ is approximated by an expression in terms of single-particle
states [220, 221].
After these considerations, Eq. (A.1) can be rewritten as:
E[ρ(~r)] = Thom[ρ(~r)] +
∫
vext(~r)ρ(~r)d3~r +
1
2
∫
ρ(~r)ρ(~r′)
|~r − ~r′| d
3~rd3~r′ + EXC [ρ(~r)] (A.3)
with EXC [ρ] = EX [ρ] +EC [ρ]. The form of EXC [ρ] is given by the different approximations
used, as in local density approximation (LDA), generalized gradient approximation (GGA),
etc. The exchange-correlation potential is VXC(~r) = δEXC [ρ(~r)]/δρ(~r). In LDA VXC is
approximated as a local potential. It only depends on the electronic density, which is a
constant function of ~r, hence V LDAXC (ρ). In GGA [222], VXC further depends on the first
derivative of ρ with respect to ~r, hence V LDAXC (ρ,∇ρ).
With the aid of the Kohn-Sham orbitals, the Kohn-Sham equation can be derived:
[
−12∇
2 + vext + UH + VXC
]
ψi = εiψi (A.4)
Note that this equation is not equivalent to the original many-body hamiltonian of Eq. (1.2).
Only in the ideal case that VXC is exactly treated (which is not solvable), the full correlations
and interactions effects will be included. In the most widely used approximations, LDA and
GGA, these correlations and interactions are almost neglected, and further models are needed
to solve the problem.
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A.1.2 Obtaining the band structure using DFT
In order to obtain the band structure of a given material, Kohn-Sham orbitals have to be
expanded in a suitable basis of functions {φkν}, then ψi =
∑
ν c
i
kνφkν . There are different ap-
proximations to calculate this basis, like using augmented plane waves (APW) or linearized
augmented plane waves (LAPW). The difference between APW and LAPW lies in the ex-
pansion used to write φkν . In the case of LAPW, both the energy dependence of the radial
part and its derivative are considered, while for APW only the energy dependence for the
radial part is considered (see below). These approximations exploit the fact that close to
the atomic nuclei, the ionic potential in a solid is similar to the one of an isolated atom,
whether far from the nuclei, the potential varies weakly and electrons move freely. This is
the so called muffin-tin spheres (MTS) approximation. Inside an sphere around the atom,
the electron has atomic-like functions (radial and spherical harmonics functions), whereas in
the interstitial region is described by free plane waves-like functions.
These basis are useful for valence states, while core and semi-core states are not so well
treated. This problem can be improved by using the LAPW,LO basis. In this basis, band
energies εkν and Bloch states φkν(~r) are calculated using Eq. (A.5) (note that ~r is defined
inside the MTS).
φLAPW,LOlmα (~r) =
[
Aα,LOlm u
α
l (r, Eα1,l) +B
α,LO
lm u˙
α
l (r, Eα1,l) + C
α,LO
lm u
α
l (r, Eα2,l)
]
Y ml (θ, ϕ) (A.5)
where α is the atom index, l and m are the angular quantum numbers associated with
the angular solution Y ml (θ, ϕ) of Eq. (A.4), A, B and C are expansion coefficients to be
determined self-consisenly, uαl is the radial part solution of each atom and its derivative u˙αl
with respect to the atomic energy Eα1,l. Outside the MTS, φlmα can be written as free plane
waves.
Different codes are available to be used for the calculation of the band structure by means
of DFT. In this thesis, I will use the Wien2k codes results.
A.2 Wannier parametrization
The Wannier parametrization is a method in which the hopping integrals tijmn (as well as
crystal field energies m) are calculated by fitting a set of specific orbitals to the band structure
around the Fermi level. This method is based on the idea that the orbitals which mostly
contribute to form the bands around the Fermi level are those which control the physics in
the system.
Wannier functions [223] wαm(~r − ~R) are localized functions centered at lattice sites ~R can be
obtained from Fourier transforming the Bloch states φkν(~r) (i.e. free plane waves):
wαm(~r − ~R) =
∑
k
e−i~k·~R
∑
ν∈W
Pαkmνφkν(~r) (A.6)
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where m is the orbital index, ν is the band index and ν ∈W refers to the energy window W
taken to fit the band structure to a set of Wannier orbitals. Pαkmν are the projector matrices,
which can be obtained from the coefficients A, B and C.
In order to calculate tijmn, let’s consider the DFT hamiltonian H0 given in Eq. (A.4). This
hamiltonian follows the Schrödinger equation H0φkν = Ekνφkν , where Ekν are the band
energies. Then, in the basis of Bloch states {φkν}, H0 is diagonal:
φ†kν(~r)H0φkν(~r) = EkνI (A.7)
where I is the identity matrix.
In the Wannier orbital basis {wαm(~r)}, H0 is not diagonal and its elements are given by tijmn,
or by the dispersion relations εkmn if the hoppings are Fourier transformed (FT) into the
k-space. In the k-space:
wαkm(~r) =
∑
ν∈W
Pαkmνφkν(~r) (A.8)
Then, in the Wannier orbitals basis:
wα †km(~r)H0w
α
km(~r) = P
α †
kmν (EkνI)P
α
kmν (A.9)
So that, the hopping integrals tijmn and crystal field splitting m can be numerically obtained
as (assuming that Wannier functions are centered at ~R = ~0):

tijmn =
∑
k
< wkm(~i)|H0|wkn(~j) > e−i~k·~ij
m =
∑
k
< wkm(~i)|H0|wkm(~i) >
(A.10)
The most widely used code to calculate tijmn isWannier90 [217]. Both the projection method
explained above and the so called maximally localized Wannier functions (MLWFs) procedure
are implemented in this code. MLWFs follows the same scheme as the projection method, but
it includes the maximal localization of the Wannier functions wkm(~r) [224], hence reducing
the spatial spread of the Wannier orbitals in order to ensure the real space localization of
these Wannier orbitals.
AppendixB
Slave-Spin Mean Field formalism
In this appendix, an extense discussion about slave-spin mean-field (SSMF) formalisms (both
Z2 and U(1)) can be found. I will use the articles where both formalisms were presented
[25, 38, 47], as well as my personal notes and mathematical proofs. A comparison between
Z2 and U(1) formulations is also presented. The solving procedure for a SSMF calculation
is explained at the end of this appendix.
B.1 SSMF background
SSMF formalism is a framework well suited up to study the effect of local correlations in
a multiorbital system via a self-consistent calculation of the quasiparticle weights Zmσ for
different m orbitals (with m = 1, 2...N) and σ spin (with σ = +,− or σ =↑, ↓). In the
so called single-site approximation, SSMF is constrained to onsite correlations. Usually,
the local paramagnetic (PM) solution is obtained, hence Zm will be spin indepentent. The
exception can be seen in Chapter 5, where I implemented the calculation of Zmσ for the
Zeeman effect, in which spin degeneracy is broken by an onsite shift which depends on the
Zeeman magnetic field.
SSMF techniques follow the Brinkman-Rice picture for the Mott transition [4, 5, 8], in which
Zm is traced down from Zm = 1 in the non-correlated metal to 0 in the Mott insulator when
varying U . Thus, SSMF is expected to slightly understimate the effect of local correlations.
For a multiorbital problem, SSMF permits a calculation of Zm in terms of U , JH , the number
of electrons per atom ne and the number of orbitals per atom N . Once Mott insulator is
reached with all Zm = 0, SSMF cannot provide further information about the system.
Compared with other slave-particle theories, the slave-spin mean field (SSMF) (both in Z2
and U(1) formulations) allows to treat multiorbital systems in an economical way, using
2N pseudospin-1/2 variables, while slave-boson technique [45] normally increases its number
of variables in an exponential way with N . SSMF formalisms allow a treatment of non-
equivalent orbitals system, while slave-rotor technique [46] cannot account for it. Compared
with other more sofisticated numerical techniques (such as DMFT [17]), SSMF formalisms
are faster and easier to implement, and the results are quite good when comparing with such
techniques and with experimental results (see discussion and comparison in Chapter 2).
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Eq. (1.22) will be the initial hamiltonian to work with. For simplicity, interactions are
assumed to be orbital-independent, rotational invariant relations U ′ = U −2JH and J ′ = JH
are used andHadd is neglected. Hadd is difficult to treat in SSMF, due to the fact that it mixes
pseudospin-1/2 and auxiliary fermion operators; in [38], the authors tried to include Hadd by
introducing some operators which actually mix the physical states with the unphysical ones
(see text). Later on, the authors realized that such an approximation was not giving good
results [225]. Nevertheless, the physics discussed in this thesis is mainly contained in Hdens.
Thus, we will study the so called Ising hamiltonian H = H0 +Hdens, where H0 describes the
tight-binding model and Hdens the density-density interaction terms.
SSMF formalisms are, considering the change of representation (Z2 or U(1)), a change of basis
from the initial Hilbert space defined by the occupation numbers of the electronsHe ≡ {|nd =
0 >, |nd = 1 >}, with nd = d†d (dropping subindices for simplicity) to another expanded
Hilbert space in which the occupation number operator nd is identified by a pseudospin-1/2
operator Sz. This trick is made in order to obtain the pre-factors of the dispersion relations
εkmn which will precisely be the quasiparticle weights Zm.
Auxiliary fermion operators nf have to be defined in order to fulfill the anti-commutation
rules, so that the new Hilbert space is defined by HSSMF ≡ {|nf , Sz >}. By performing this
change of basis, a constraint has to be imposed in order to project out the unphysical states
obtained by this basis change, as described in Eq. (B.1).
physical→
{|nd = 0 >= |nf = 0, Sz = −1/2 >
|nd = 1 >= |nf = 1, Sz = +1/2 >
unphysical→
{|∅ >= |nf = 1, Sz = −1/2 >
|∅ >= |nf = 0, Sz = +1/2 >
(B.1)
In SSMF, the pseudospin operators carry the charge of the real electrons, while the auxiliary
fermions carry the spin. Thus, the metallic phase corresponds to the ordered pseudospins,
i.e. with a finite < O > 6= 0 value, where O is a pseudospin operator. The constraint has the
form:
n̂d = d†d ≡ n̂f = f †f = Sz + 12 (B.2)
Generalizing to site i, orbital m and spin σ indices:
n̂dimσ = d
†
imσdimσ ≡ n̂fimσ = f †imσfimσ = Szimσ +
1
2 (B.3)
This constraint is taken into account in H = H0 +Hdens by introducing a set of parameters,
the time-dependent Lagrange multipliers λimσ(τ) in the following way:
H = H0 +Hdens +
∑
imσ
λimσ(τ)
(
Szimσ +
1
2 − n̂
f
imσ
)
(B.4)
A set of 2N pseudospin-1/2 and auxiliary fermion operators is being introduced in each
lattice site i. If the constraint is fully treated as in Eq. (B.4), the solution would be exact.
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However, a full treatment is not solvable, and static Lagrange multipliers λimσ are imposed
by time-averaging the constraint:
λimσ =< λimσ(τ) >time (B.5)
In order to express the non-interacting and the interacting parts of the hamiltonian of
Eq. (B.4), an appropriate representation of the operators dimσ and d†imσ in this new Hilbert
spaceHSSMF has to be choosen. An initial try could be introducing the pseudospin operators
S±:
{
d = fS−
d† = f †S+
(B.6)
However, applying further mean-field approximations will end on a Z 6= 1 at the non-
correlated limit (U = JH = 0), which is an unphysical solution.
I will explain now the Z2 [38, 47] and the U(1) [25] SSMF formulations, which are able to
propose an appropiate representation of d†imσ and dimσ in the new Hilbert space HSSMF in
order to outcome the Z 6= 1 at U = JH = 0 problem.
B.2 SSMF Z2 formulation
Following the ideas of [38, 47], the change for the electron operators can be chosen to be:
{
d = fO
d† = f †O†
where O =
(
0 c
1 0
)
(B.7)
where O is a pseudospin operator1 and c is an arbitrary complex number. Note that
dim Omσ = 22N .
The choice of cimσ is a gauge freedom of the Z2 formalism. It states that different pseudospin
operators act in the same way in the physical states but differently in the unphysical ones;
if the constraint is treated exactly, the difference of the cimσ actuation doesn’t affect the
problem. Like the full treatment of the constraint is not possible, so the problem has to be
approximated by being solved with an appropriate cimσ.
In the single-site approximation, cmσ are real numbers. To recover the non-correlated limit
U = JH = 0:
cmσ =
1√
nmσ(1− nmσ)
− 1 (B.8)
where nmσ is the filling per atom, spin σ and orbital m (nmσ ∈ [0, 1] with nmσ = 0.5 defined
as half-filling). The derivation of this formula can be seen in Appendix C.
1O is the generalization of the operator 2Sx, which at the beginning of the technique development was
constrained to be used only for half-filling systems [38].
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Now, H0 andHdens (see Eq. (B.4)) have to be written in the new Hilbert spaceHSSMF . Hdens
is written in terms of pseudospin operators only. Then (note that Hdens = HPSdens −KPS):
HPSdens =
U − U ′
2
∑
im
(∑
σ
S˜zimσ
)2
+ U
′
2
(∑
imσ
S˜zimσ
)2
− JH2
∑
iσ
(∑
m
S˜zimσ
)2
(B.9)
where the constant KPS is a term which does not affect the mean-field calculations (note
that n̂imσ ≡ Szimσ + 12 = S˜zimσ):
KPS =
U − JH
2
∑
imσ
S˜z 2imσ (B.10)
To obtain Eq. (B.9), the following expressions have to be considered:

(∑
mσ
Szimσ
)2
=
∑
mσ
Sz 2imσ︸ ︷︷ ︸
constant
+2
∑
m
Szim↑S
z
im↓ + 2
∑
σ
m<m′
SzimσS
z
im′σ¯ + 2
∑
σ
m<m′
SzimσS
z
im′σ
∑
m
(∑
σ
Szimσ
)2
=
∑
mσ
Sz 2imσ︸ ︷︷ ︸
constant
+2
∑
m
Szim↑S
z
im↓
∑
σ
(∑
m
Szimσ
)2
=
∑
mσ
Sz 2imσ︸ ︷︷ ︸
constant
+2
∑
σ
m<m′
SzimσS
z
im′σ
(B.11)
On the other hand, H0 can be written as:
H0 =
∑
i 6=j mm′σ
(
tijmm′f
†
imσO
†
imσfjm′σOjm′σ + h.c.
)
+
∑
imσ
(m − µ) f †imσfimσ (B.12)
In a first mean-field approximation, it is assumed that the auxiliary fermions, which carry
the spin, and the pseudospins, which carry the charge, are uncorrelated. Taking into account
that O†imσ and fjm′σ commute, the tight-binding term can be written as:
f †imσfjm′σO
†
imσOjm′σ ≈f †imσfjm′σ < O†imσOjm′σ > +O†imσOjm′σ < f †imσfjm′σ >
− < f †imσfjm′σ >< O†imσOjm′σ >
(B.13)
Now, a second mean-field approximation will be applied. It assumes that operators in differ-
ent sites are uncorrelated. This second mean-field gives rise to the single-site approximation.
Then, for i 6= j:
O†imσOjm′σ ≈ O†imσ < Ojm′σ > +Ojm′σ < O†imσ > − < O†imσ >< Ojm′σ > (B.14)
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Using this last expression, it can be shown that the expected value < O†imσOjm′σ > factorizes
in another quantity < Oimσ >< Ojm′σ >. In the single-site approximation, the site indices i
and j can be dropped out from the pseudospin operators. Then, as shown in Appendix C,
the quasiparticle weight Zmσ is given by:
Zmσ =< O†mσOmσ >
=< Omσ >2
(B.15)
Then, the first mean-field approximation of Eq. (B.13) can be rewritten as:
f†imσfjm′σO
†
mσOm′σ ≈
√
Zmσ
√
Zm′σf
†
imσfjm′σ+ < f
†
imσfjm′σ >
(√
Zm′σO
†
mσ +
√
ZmσOm′σ
)
−
√
Zmσ
√
Zm′σ < f
†
imσfjm′σ >
(B.16)
where the last term is a constant which does not affect the mean-field calculations. H0 can
be written as (note that tijmm′ ≡ tijm′m):
H0 =
∑
ijmm′σ
√
Zmσ
√
Zm′σ t
ij
mm′
(
f †imσfjm′σ + h.c.
)
+
∑
imσ
(m − µ) f †imσfimσ
+
∑
ijmm′σ
tijmm′
√
Zm′σ
[
O†mσ
(
< f †imσfjm′σ > + < f
†
jm′σfimσ >
)
+ h.c.
]
−Kf
(B.17)
where:
Kf =
∑
ijmm′σ
tijmm′
√
Zmσ
√
Zm′σ
(
< f †imσfjm′σ > + < f
†
jm′σfimσ >
)
(B.18)
Finally, using the Fourier transformation (FT) of the auxiliary fermion operators:
f †imσ =
∑
k
e−i~k~if †kmσ (B.19)
And the dispersion relations εkmm′ are defined as in Eq. (1.5):
∑
ijmm′σ
tijmm′
(
f†imσfjm′σ + h.c.
)
=
∑
kmm′σ
εkmm′f
†
kmσfkm′σ (B.20)
The non-correlated hamiltonian H0 can be written as the sum of 2 terms H0PS and Hf :
H0 =
∑
kmm′σ
√
Zmσ
√
Zm′σεkmm′f
†
kmσfkm′σ +
∑
kmσ
(m − µ) f †kmσfkmσ︸ ︷︷ ︸
Hf
+
∑
mσ
hmσ
(
O†mσ + h.c.
)
︸ ︷︷ ︸
H0PS
−Kf
(B.21)
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where the effective Weiss fields hmσ are defined as (note also that h†mσ = hmσ in the single-site
approximation):
hmσ =
∑
m′
√
Zm′σ
∑
k
εkmm′ < f
†
kmσfkm′σ > (B.22)
The initial hamiltonian H in the new basis HSSMF is rewritten as a sum of 2 coupled (via
the Lagrange multipliers λmσ) terms H = Hf +HPS , where:

Hf =
∑
kmm′σ
√
Zmσ
√
Zm′σεkmm′f
†
kmσfkm′σ +
∑
kmσ
(
m − µ − λmσ + λ0mσ
)
f†kmσfkmσ −Kf
HPS =
∑
mσ
hmσ
(
O†mσ + h.c.
)
+
∑
mσ
λmσ
(
Szmσ +
1
2
)
+HPSdens −KPS
(B.23)
Then, these two hamiltonians Eq. (B.23) have to be solved self-consistenly, taking into ac-
count the definitions Eq. (B.15) and Eq. (B.22) and the condition given by averaging the
constraint in the single-site approximation:
nmσ =< Szmσ > +
1
2 (B.24)
In Eq. (B.23), I have added by hand the onsite energies λ0mσ. In order to recover the tight-
binding solution (i.e., when U = JH = 0, all Zmσ = 1), the noon-zero Lagrange multipliers
λmσ that are going to appear when the system is out of half-filling have to be removed. The
expression for these corrections λ0mσ is found to be equal to the non-zero λmσ that will appear
at U = JH = 0, see Appendix C:
λ0mσ = −2
n0mσ − 1/2
n0mσ(1− n0mσ)
h0mσ (B.25)
where n0mσ and h0mσ are the non-interacting values of the orbital fillings nmσ and the Weiss
fields hmσ.
B.3 SSMF U(1) formulation
Another approach to SSMF is the U(1) formalism, as derived in [25]. The new pseudospin
operators oimσ (different from the pseudospin operators Oimσ defined previously) are defined
as dressed operators:
{
dimσ = fimσoimσ
d†imσ = f
†
imσo
†
imσ
where oimσ = P+imσS+imσP−imσ (B.26)
o†imσ = P+imσS+imσP−imσ (B.27)
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where:
P±imσ =
1√
1/2± Szimσ
(B.28)
These operators oimσ will play the same role as Oimσ in the SSMF Z2 formulation. The same
Eq. (B.23)-Eq. (B.24) are obtained by substituting Omσ by omσ (note that I have not added
any correction λ0mσ at this point):

Hf =
∑
kmm′σ
√
Zmσ
√
Zm′σεkmm′f
†
kmσfkm′σ +
∑
kmσ
(m − µ − λmσ) f†kmσfkmσ −Kf
HPS =
∑
mσ
hmσ
(
o†mσ + h.c.
)
+
∑
mσ
λmσ
(
Szmσ +
1
2
)
+HPSdens −KPS
(B.29)
where:

Zmσ =< omσ >2
hmσ =
∑
m′
< om′σ >
∑
k
εkmm′ < f
†
kmσfkm′σ >
(B.30)
Now, as an additional step, a Taylor expansion of o and o† around Aˆ− < Aˆ > (where
Aˆ = Sz, S+) can be done, keeping up the linear terms of Aˆ− < Aˆ > (see Appendix C).
This is possible if the system is not close to the fully-filled or fully-emptied situations:
o†mσ ≈ O†mσ+ < O†mσ > ηmσ
[
2Szmσ −
(
2nfmσ − 1
)]
(B.31)
where (note that < omσ >=< Omσ >):

O†mσ =< P+mσ > S+mσ < P−mσ >
ηmσ =
1
2
nmσ − 1/2
nmσ (1− nmσ)
(B.32)
The operators Omσ are named so due to the similarities (see below) with the Z2 pseudospin
operators. This is a remarkable result: the expression for the pseudospin operators Omσ in
terms of the so called gauge cmσ has been recovered:
< P+mσ >< P
−
mσ >=
1√
(< Szmσ > +1/2) (− < Szmσ > +1/2)
(B.33)
So that, cmσ are obtained as:
→< P+mσ >< P−mσ >=
1√
nmσ (1− nmσ)
= 1 + cmσ (B.34)
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By doing this Taylor expansion, an expression which resembles the Eq. (B.23) in the SSMF
Z2 formalism is obtained:

Hf =
∑
kmm′σ
√
Zmσ
√
Zm′σεkmm′f
†
kmσfkm′σ +
∑
kmσ
(
m − µ − λmσ + λ0mσ
)
f†kmσfkmσ −Kf
HPS =
∑
mσ
hmσ
(
O†mσ + h.c.
)
+
∑
mσ
λmσ
(
Szmσ +
1
2
)
+HPSdens −KPS
(B.35)
with:

Kf =
∑
mσ
√
Zmσhmσ
KPS =
U − JH
2
∑
mσ
S˜z 2mσ +
∑
mσ
λ0mσnmσ
(B.36)
Interestingly, the expression of the correction λ0mσ is similar to the Z2 representation, except
for the
√
Zmσ pre-factor which appears in the U(1) formalism:
λ0mσ = −2
√
Zmσ
nmσ − 1/2
nmσ(1− nmσ)hmσ (B.37)
In this case, λ0mσ2 depends on the interaction via Zmσ, nmσ and hmσ, opposite to what
happens in the SSMF Z2 formalism.
B.4 Comparison between SSMF Z2 and U(1) formalisms
As it can be seen when comparing Eq. (B.23) with Eq. (B.35), and Eq. (B.25) with Eq. (B.37),
both representations looks really similar.
In fact, in the single-site approximation, both formulations give the same expression for the
Weiss term in HPS , O†mσ+Omσ. Also, both formulations give the same results for equivalent
orbitals systems, due to the equivalent parameters Z, λ and λ0 which vary during the whole
process. The gauge parameters c˜mσ = 1 + cmσ appear in both formulations inside the
pseudospin operators Omσ. Z2 gauges are obtained by calculating it in the non-interacting
limit U = JH = 0, while for U(1) is obtained for all U values. If c˜mσ are fixed to the value at
U = 0 in the Z2 formulation, the system goes to the unphysical Z > 1 situation with U > 0
(see Section C.1). This can be overcomed by varying c˜mσ with U, JH , Figure B.1(b).
The corrections λ0mσ are different in both techniques, although the final expressions looks
similar. λ0mσ arise from a Taylor expansion (far from the cases around full-filled and full-
emptied fillings) in the U(1) formalism, while they have to be included by hand in the Z2
formalism. Also, the pre-factor Zmσ and the interaction-dependent Eq. (B.37) for U(1)
formalism makes the corrections being renormalized during the whole proccess of varying U
2Note that the superindex 0 here is maintained to make a connection with Z2 SSMF formalism, and not
to a fixed U = 0 value.
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Figure B.1: Zm in terms of U for JH = 0.25U for the Graser et al. [73] 5 d orbitals tight-
binding model for LaFeAsO, where the filling per atom is ne = 6. (a) U(1) formulation
calculation and (b) Z2 formulation calculation with c˜m varying with U following Eq. (B.8).
and JH , while the values of Eq. (B.25) have not this pre-factor and they are fixed at the
non-interacting value U = JH = 0.
The summary of these conclusions can be seen in the Table B.1. In Figure B.1, a compar-
ison between different cases can be seen for a 5 d orbitals tight-binding proposed by Graser
et al. [73] for undoped (ne = 6) LaFeAsO at a fixed JH/U = 0.25. In this case, both
formalisms give similar results, except for the order of Zz2 and Zx2−y2 at U > 0. Com-
pared with DMFT results in the same tight-binding model [29], the SSMF U(1) formalism
compares better than the SSMF Z2 one.
Z2 formalism U(1) formalism
Omσ = S−mσ + cmσS+mσ Omσ =< P+mσ > S−mσ < P−mσ >
O†mσ = cmσS−mσ + S+mσ O†mσ =< P+mσ > S+mσ < P−mσ >
c˜mσ = 1 + cmσ = 1√nmσ(1−nmσ) c˜mσ =< P
+
mσ >< P
−
mσ >= 1√nmσ(1−nmσ)
λ0mσ = −2|hmσ|(nmσ − 12)c˜mσ λ0mσ = −2Zmσ|hmσ|(nmσ − 12)c˜mσ
Table B.1: Comparison between various quantities in the Z2 and U(1) formulations.
B.5 How to solve the SSMF formalism
In this section, I will briefly explain how to solve both SSMF Z2 and U(1) formalisms.
The two hamiltonians Hf and HPS (see previous sections) have to be solved self-consistenly
by fulfilling the constraint (see Eq. (B.24)), and by self-consistenly calculating the parameters
Zmσ, λmσ and, in the case of the U(1) formalism, also λ0mσ (see Eq. (B.15), (B.25) or
Eq. (B.37)). The SSMF loop procedure can be seen in Figure B.2.
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Figure B.2: Sketch of the SSMF loop for U(1) formalism (Z2 formalism is solved by not
updating λ0mσ in the loop). Cmσ = nmσ − (< Szmσ > +1/2) has to go to 0 in order to fulfill
the constraint. δC is a dynamical convergence criteria which goes from 10−3 down to 10−6
according to δif+1C = δ
if
C /(if + 1). Apart from the convergence of Zmσ, λmσ and λ0mσ, the
constraint has to be also fulfilled below 10−6 at the end of the SSMF loop. See details in
main text.
The initial step is done for U = JH = 0, where all Zmσ = 1, and λmσ, cmσ and λ0mσ can
be calculated, see previous equations. λmσ are set to be the same as λ0mσ (Eq. (B.25) or
Eq. (B.37)) but with opposite sign. Then, we can proceed with the following steps:
• In the first iteration, Zmσ, λmσ and λ0mσ are considered as those obtained for the
previous iteration step. When initializing new values of (U, JH , ne), the initial Zmσ,
λmσ and λ0mσ are set to those of the previous (U, JH , ne).
• Hf is diagonalized. The orbital fillings per spin nmσ andWeiss fields hmσ are calculated,
see Eq. (B.22) or Eq. (B.30). Using nmσ, the gauge cmσ is also calculated, see Eq. (B.8).
• Then, the hamiltonian HPS is diagonalized, using the obtained hmσ and cmσ. The
expected values < Omσ > and < Szmσ > are calculated for the ground state |GS > of
HPS .
• New values of Zmσ (and λ0mσ in U(1) formalism) are calculated, see Eq. (B.15).
• Then, the constraint Cmσ = nmσ − (< Szmσ > +1/2) is checked.
• If the constraint is not fulfilled below a certain criteria (|Cmσ| > δC), we have to
calculate a new λmσ = (1 ± αCmσ)λprevmσ , where λprevmσ is the Lagrange multiplier from
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the previous iteration and α = 0.01 − 0.5 depending on the problem3. The sign of α
will depend on how the constraint evolves in each iteration step iPS (if Cmσ grows from
the previous iteration, then α changes sign). δC is a dynamical quantity which evolves
between δinitialC = 10−3 down to 10−6 with the number of iterations if , δ
if+1
C = δ
if
C /if .
• Then, the new λmσ is introduced in HPS . This hamiltonian is diagonalized, and pre-
vious step repeats until the constraint is fulfilled.
• If the constraint is fulfilled (Cmσ ≤ δC), the initial and the new calculated Zmσ, λmσ
and λ0mσ are compared. If the differences are below a certain criteria (|Xold−Xnew| <
0.01 − 0.001 with X = Z, λ and λ04), and Cmσ ≤ 10−6, then the calculation at
the corresponding (U, JH , ne) is finished. If not, a numerical method, the Broyden
scheme [226] is applied to mix the initial and new quantities (this mixing varies between
10 − 50% for the new variable Xnew depending on the problem). In this case, Hf is
diagonalized again, and the previous steps are repeated.
For a given set of parameters (U, JH , ne), the run can take from few minutes to various hours.
This time will depend on: the number of orbitals and possible degeneracies, the number of
k points used to diagonalize Hf , precision criterias for the constraint and the quantities Z,
λ and λ0. Close to the Hund metal crossover or the Mott insulating transition, the run has
to be carefully made, with a better precision and lower mixing quantities (e.g. α), hence
around this regions the run will take more time to finish.
The biggest system that was treated during this thesis, BaFe2S3 (where tight-binding model
is built on 20 d orbitals), see Chapter 4, lasted around three-four weeks to finish. The
number of U points taken for fixed JH and ne were ≈ 100. For smallest systems, like N
equivalent orbitals systems, SSMF can run from a couple of minutes (N = 1), up to a few
hours (N = 5) for ≈ 100 points. For usual 5 d orbitals models in FeSCs, SSMF can take
from 2 to 10 days to finish, also for ≈ 100 points.
3A smaller α gives a slower evolution, but also smoother, so in situations where the interorbital coupling
is important, α should be reduced. The best recipe to chose α is by trying and failing
4A relative criteria |Xold −Xnew|/|Xold| can be used instead of the absolute error presented in the main
text. This can be done to give a better convergence for X, but taking into account that X should not be
close enough to 0.
AppendixC
Mathematical proofs
In this appendix, I am going to present some mathematical proofs which have been pointed
out in previous chapters and appendices.
C.1 Gauge and correction expressions in SSMF Z2 formalism
Here, I will proof the expressions Eq. (B.8) and Eq. (B.25) obtained for the gauge cmσ and
the correction λ0mσ in the SSMF Z2 formalism. I will consider the single-orbital case, for
simplicity. I begin by imposing that the non-correlated limit is well reproduced, i.e. when
U = JH = 0, Z = 1 for any giving filling per atom and spin n.
Taking into account Eq. (B.23) for HPS :
HPS = h
(
O† + h.c.
)
+ λ
(
Sz + 12
)
(C.1)
where O and Sz are 2× 2 spin matrices. Diagonalizing:
|HPS − EI| =
∣∣∣∣∣λ− E aa −E
∣∣∣∣∣ = 0 (C.2)
where a = h(1 + c) (see Eq. (B.7)) and the ground state is defined as:
EGS =
λ
2 −
√
λ2
4 + a
2 = λ2 −R
|GS > = 1
N
(
λ
2 −R
a
) (C.3)
Now, the normalization factor N has to be calculated:
140
Appendix C: Mathematical proofs 141
< GS|GS >= 1
N2
[(
λ
2 −R
)2
+ a2
]
= 1 =⇒
N2 = 2R2 − λR→ N =
√
2R(R− λ2 )
(C.4)
with R defined in Eq. (C.3). Using this definition, the expectation values of Sz and O can
be calculated as:

< Sz > =< GS|Sz|GS >= 12N2
[(
λ
2 −R
)
− a2
]
= − λ4R
< O > =< GS|O|GS >= 1
N2
a (1 + c)
(
λ
2 −R
)
= −a(1 + c)2R
(C.5)
Now, applying the condition for the constraint given by Eq. (B.24), I obtain an analytical
expression for λ:
n− 12 =< S
z >= − λ4R (C.6)
Note that λ = 0 if the system is at half-filling, i.e. n = 1/2. In the non-correlated limit:
Z = 1 =< O >2= a
2(1 + c)2
4R2 (C.7)
Now, I square Eq. (C.6), then divide both Eq. (C.6) ÷ Eq. (C.7), restoring the expression of
R, and obtaining:
λ2
a2
= 4 (1 + c)2
(
n− 12
)2
(C.8)
The expression extracted from Eq. (C.8) for λ will be used to obtain the correction λ0 in
Eq. (B.25). This is due to the fact that λ and λ0 has to be equal (with a different sign)
at U = JH = 0 in order to cancel each other and reproduce the non-correlated limit, see
Appendix B. Otherwise (generalizing to the multiorbital case), λm 6= 0 out of half-filling,
resulting in unphysical additional crystal field splittings at U = JH = 0.
Substituting the value of R in Eq. (C.3), and using Eq. (C.8), the expression for the gauge c
can be obtained in terms of the filling n, which is the expression that I wanted to demonstrate:
(1 + c)2 = λ
2
a2
+ 4 = 4 (1 + c)2
(
n− 12
)2
+ 4 =⇒
(1 + c)2 = 1
n(1− n) → c =
1√
n(1− n) − 1
(C.9)
In general, for a given number of orbitals m it can be shown, by using this procedure, that
the results for cmσ and λ0mσ for a given orbital filling per atom, spin and orbital nmσ are:
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
cmσ =
1√
nmσ(1− nmσ)
− 1
λ0mσ = −2|hmσ|(nmσ −
1
2)(1 + cmσ)
(C.10)
As shown here, the expressions in Eq. (C.10) are obtained for the non-correlated limit,
U = JH = 0. There is no justification to consider that this quantities should vary with non-
zero U and JH . However, not doing so in the case of the gauge will produce an unphysical
Z > 1 for U > 0, as shown in Figure C.1.
Figure C.1: Zm in terms of U for JH = 0.25U for the Graser et al. [73] 5 d orbitals
tight-binding model for LaFeAsO, where the filling per atom is ne = 6. Z2 formulation
with c˜m fixed to U = JH = 0 value, Inset shows a zoom into the unphysical solution Z > 1
for z2.
During my thesis, I found the aforementioed analytical expression for λ0mσ. It coincides with
previous calculations in which λ0mσ was self-consistenly calculated in a first step, hence the
analytical formula permits to save an important time when initializing the SSMF calculations.
C.2 Taylor expansion in U(1) SSMF formulation
Let’s see now how to obtain the Eq. (B.31) - Eq. (B.34). I am going to leave out all the
indices (note that this derivation is the same if we include such indices). Then:
o† = P+S+P− (C.11)
By taking the expression of P± and applying a typical mean-field approach Sz =< Sz >
+δSz ←→ δSz = Sz− < Sz >, I obtain:
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P± = 1√
1/2± Sz =
1√
1/2± (< Sz > +δSz)
= 1√
1/2± < Sz >
1√
1± δSz1/2±<Sz>
(C.12)
If the system is far from the fully-filled or fully-emptied situations, 12± < Sz >∼ ±1, then
δSz
1/2±Sz << 1 (because δS
z << 1). Now, a Taylor expansion can be performed:
1√
1± x ≈ 1∓
1
2x+
3
8x
2 − · · · (C.13)
Keeping up to linear terms:
1√
1± δSz1
2±<Sz>
≈ 1∓ 12
δSz
1/2 ± < Sz > (C.14)
An important result is obtained for < P± >:
< P± > = 〈 1√
1/2± < Sz >
1√
1± δSz1/2±<Sz>
〉
= 1√
1/2± < Sz >〈
(
1∓ 12
δSz
1/2 ± < Sz >
)
〉
= 1√
1/2± < Sz > ∓
1√
1/2± < Sz >
1
2
< δSz >
1/2 ± < Sz >
= 1√
1/2± < Sz >
(C.15)
where I have used that < δSz >= 〈Sz− < Sz >〉 = 0. Also, note that, by using Eq. (B.33):

< P+ > = 1√
n
< P− > = 1√
1− n
(C.16)
Then (considering that δSz2 ≈ 0 and δSzδS+ ≈ 0):
o† ≈< P+ >
(
1− 12 < P
+ >2 δSz
)
S+ < P− >
(
1 + 12 < P
− >2 δSz
)
=< P+ > S+ < P− > + < P+ > S+ < P− > 12δS
z
(− < P+ >2 + < P− >2)
=< P+ > S+ < P− > + < P+ >< S+ >< P− > 12 (S
z− < Sz >)
(
− 1
n
+ 11− n
)
= O†+ < O† > η [2Sz − (2n− 1)]
(C.17)
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where I have defined:

O† =< P+ > S+ < P− >
η = 12
n− 1/2
n (1− n)
(C.18)
And the expressions from Eq. (B.31) to Eq. (B.34) are obtained.
C.3 Implementation of the Zeeman field effect in SSMF
In this section, I will show the implementation of the Zeeman field term presented in Chap-
ter 5, in the SSMF formalism. I include the Zeeman magnetic field term in the Hubbard-
Kanamori hamiltonian of Eq. (1.22):
H = H0 +Hdens +Hadd +H
∑
im
(
d†im↑dim↑ − d†im↓dim↓
)
︸ ︷︷ ︸
HZeeman
(C.19)
where H0 is the tight-binding, Hdens is the density-density interaction part and Hadd encodes
the pair-hopping and spin-flip terms. The Zeeman fieldH breaks the spin degeneracy, moving
one spin ↑ upwards and the other one ↓ downwards. The majority spin band is labeled with
↓, and the minority spin band with ↑.
In the SSMF formalism, HZeeman is written in the basis of auxiliary fermion operators:
HZeeman = H
∑
im
(
nˆfim↑ − nˆfim↓
)
(C.20)
where nˆfimσ = f
†
imσfimσ. Then, HZeeman has to be added in theHf of Eq. (B.23) or Eq. (B.35)
as a spin-dependent onsite energy shift. In this situation, all the parameters Zmσ, λmσ, etc.
will depend explicitly on the spin index σ.
The implementation of the Zeeman field effect on SSMF is constraint to a specific regime.
The discussion of next paragraphs works for equivalent orbitals systems which are out of
half-filling and for small JH . In Chapter 5, I precisely study this regime for a N = 2
equivalent orbitals system at quarter filling and JH = 0.
I will consider that the total filling of the system is less than half-filling, and drop out
the orbital index. Thus, when the Zeeman field H increases, the majority spin band is
progressively filling, while the minority spin band is getting emptied (approaching 0 filling).
This poses a problem when nσ approaches 0 (band totally emptied) or to 1 (band totally
filled). In this situation, Zσ cannot be defined anymore for the band which is evolving to the
totally filled/emptied situation, see Section 1.2.2. By following the numerical evolution of
hσ and cσ for increasing H, it can be shown that when nσ → 0 or 1, aσ = hσ(1 + cσ) → 0,
and HPS is a block diagonal matrix. In the case of a single-orbital system:
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HPS =

λ↑ + λ↓ + U a↓ 0 0
a↓ λ↑ 0 0
0 0 λ↓ a↓
0 0 a↓ 0
 (C.21)
Interestingly, the ground state |GS > of Eq. (C.21), only depends on the parameters of the
spin band ↓ (bottom right 2 × 2 block), i.e. the band which is not getting totally emptied.
A similar demonstration can be done for N = 2 equivalent orbitals (not shown).
I will then proceed with the implementation of HZeeman in the SSMF calculations as follows:
once one of the spin bands is totally emptied or filled, both spin channels are decoupled
by neglecting the evolution of the spin band which is getting totally emptied/filled. This is
done by simply re-formulating Hf and HPS with respect to the spin band which remains in
a finite filling. This spin decoupling has to be done in order to overcome possible oscillations
in the filling of the totally empty/fill spin band, hence in all the other SSMF parameters.
C.4 Propagators in SSMF
Let’s consider a single-orbital system in the local PM metal state. By taking the operators
representation of Eq. (B.7) and the mean-field treatment, and the time-ordered propagators
in the real space are:
Gd(ij, t) = Gf (ij, t)GPS(ij, t) (C.22)
where the superindices accounts for the different operators, ij is the relative position of the
electron, t is the time and:

Gd(ij, t) = −i< Tdiσ(t)d†jσ(0) >
d
Gf (ij, t) = −i< Tfiσ(t)f †jσ(0) >
f
GPS(ij, t) = < TOiσ(t)O†jσ(0) >
PS
(C.23)
These expressions can be Fourier transformed into Gd(k, ω), where k is the reciprocal space
vector and ω is the frequency. Gd(k, ω) is found as the convolution of Gf (k, ω) and GPS(k, ω):
Gd(k, ω) =
∫
dω′
2pi
d3~k′
8pi3 G
f (k′, ω′)GPS(k − k′, ω − ω′) (C.24)
After the second mean-field of Eq. (B.14), it can be seen that pseudospins are long-range
ordered with < O†iσ >< Ojσ >6= 0 in the metallic phase. Then, at low frequencies ω, as
required in FLT, GPS(k, ω) can be divided into a small and large k and ω contributions:
GPS(k, ω) = Zkδ(k)δ(ω) +GPS, incoh(k, ω) (C.25)
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where the parameter Zk is defined as the FT of < O†iσ >< Ojσ >, and GPS, incoh(k, ω) as
the incoherent part, see Section 1.2.2. In a first approximation, GPS, incoh(k, ω) can be
neglected and:
Gd(k, ω) = ZkGf (k, ω) (C.26)
Hf describes a non-interacting hamiltonian with a renormalized band structure. Hence, the
Dyson equation for Gf (k, ω) can be written (note that Σf (k, ω) = 0 in a non-interacting
hamiltonian):
Gf (k, ω) = 1
ω − Zkεk + µ+ λk − λ0k
(C.27)
where λk and λ0k are the FT Lagrange multipliers and correction energy shifts. Taking into
account Eq. (C.26) and Eq. (C.27):
Gd(k, ω) = Zk
ω − Zkεk + µ+ λk − λ0k
(C.28)
Using the definition Eq. (1.9) for Gd(k, ω), the self-energy Σ(k, ω) of the interacting hamil-
tonian H can be obtained as:
Σ(k, ω) = µ− µ+ λk − λ
0
k
Zk︸ ︷︷ ︸
ReΣ(k,0)
+ω
(
1− 1
Zk
)
(C.29)
Hence, the linear-ω dependence of the Σ(k, ω) in the FLT is recovered if Zk is defined as the
FT of < O†iσ >< Ojσ >, as anticipated. In the single-site approximation for a PM system,
this condition reduces to < O >2= Z.
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