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Preface 
 
This volume contains the Late- Breaking Abstracts submitted to the EVO* 2019 
Conference, that took place in Leipzig, from 24 to 26 of April. 
 
These papers where presented as short talks and also at the poster session of the 
conference together with other regular submissions. 
 
All of them present ongoing research and preliminary results investigating on the 
application of different approaches of Evolutionary Computation to different 
problems, most of them real world ones. 
 
We consider these contributions as very promising, since they outline some of the 
incoming advances in the area of evolutionary algorithms applications. 
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The current success of deep learning has fueled renewed interest 
in other forms of artificial neural networks.  Evolutionary 
computation in particular and combinatorial optimization in 
general can play a role in neural network learning and in shaping 
how neural networks are configured.   
Recently, Whitley et al. [1] have converted the neural network 
learning into a problem of neuron selection. Instead of focusing 
exclusively on weight optimization, they show that a neural 
network can learn using randomly generated neurons; the key to 
this form of learning is to discover useful nonlinear combinations 
of neurons that can work together.  
This idea is closely related to Gerald Edelman's theory of “Neural 
Darwinism” [2].  Edelman proposes that neuron selection is a key 
element in how brains are configured and that brain development 
is strong influenced by a form of group selection that acts on co-
adapted neurons. The use of group selection to explain Neural 
Darwinism is in fact one of the weaknesses of Edelman's theory,   
since group selection is in fact very rare and unstable.  However,  
Whitley et al. converted the neuron selection problem into a k-
bounded pseudo-Boolean optimization problem [3]. 
But by posing neuron selection as a k-bounded problem, the need 
for the evolution of neural architectures by group selection goes 
away.   The resulting neural architectures can also be viewed as a 
spin glass system, where minimizing the potential energy of the 
system also minimizes the learning error.   
We have also proven [4] that every k-bounded pseudo-Boolean 
optimization problem can be expressed as a discrete Fourier 
polynomial expressed as the sum of k eigenvectors: 
 
 
where each subfunction is composed of all of the jth order 
coefficients of the discrete Fourier polynomial and  
 
Each subfunction is also an eigenvector of the Graph Laplacian of 
the Hamming neighborhood of the search space [5.6].  
This opens the door to computing various summary statistics 
which can characterize the robustness of neural architectures.  
This talk will also explore how both past and current research in 
evolutionary algorithms contributes to current research on 
artificial neural systems and deep learning. 
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ABSTRACT
One Stochastic HillClimber and two implementations of the Plant
PropagationAlgorithm (PPA-1 and PPA-2) are applied to an instance
of the University Course Timetabling Problem from the Univer-
sity of Amsterdam. After completing 10 runs of 200,000 objective
function evaluations each, results show that PPA-1 outperforms
the HillClimber, but PPA-2 makes the best timetables.
KEYWORDS
University Timetabling, UCTP, Evolutionary Algorithm, Plant Prop-
agation Algorithm
1 INTRODUCTION
Universities all over the world are faced with the University Course
Timetabling Problem (UCTP), an NP-hard constrained optimization
problem, which means that an optimal solution for a realistically
sized timetable cannot be found within any reasonable amount of
time [1]. For these kinds of problems, exact algorithms are practi-
cally useless, but su!ciently good solutions can be produced by
heuristic optimization algorithms such as Genetic Algorithms, Ant
Colony Optimization and Tabu Search [1] [2] [3] [4] [5] [6].
In this preliminary investigation, performance of the Plant Prop-
agation Algorithm (PPA), a bio-inspired meta-heuristic, is assessed
when applied to the UCTP at the University of Amsterdam (UvA).
Previous studies have applied PPA to the Uncapacitated Exam
Scheduling Problem (UESP), which is related to UCTP as both are
a subcategory of Academic Scheduling Problems, but also to the
Traveling Salesperson Problem (TSP), another NP-hard constrained
optimization problem [7][8]. The algorithm has not been subjected
to the UCTP itself, but has performed well on a diverse array of
combinatorial optimization problems and might be a promising
candidate, given that we develop a suitable adaptation from its pre-
vious implementations [9] [10]. This study uses a(n anonymized)
dataset from the UvA and evaluates the performance of three algo-
rithms for optimally scheduling its courses. First, a simple Stochastic
HillClimber (HC) algorithm (a.k.a. "stochastic local search") is im-
plemented. Second, PPA-1 is a direct adaptation from its TSP-cousin
to the timetabling problem [8]. PPA-2 #nally, is an adaptation that
stems from the seminal implementation of PPA on continuous func-
tions [9], therefrom inheriting a somewhat smoother procreation
strategy. The results of all three algorithms on this single real-world
instance of UCTP are quantitatively compared.
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2 TIMETABLES AND OBJECTIVE VALUES
For this explorative study, data from 29 existing courses and 609
#ctional UvA-students is used. Every student is enrolled in 1 to 5
courses, and no interdependencies between courses are currently
implemented. Courses consist of zero or more plenary lectures,
study groups and lab practicals (‘labs’), the latter two activities oc-
casionally being split up in equally sized sessions to meet capacity
constraints. For instance, if there are 78 students enrolled in "Ma-
chine Learning II", but labs in this course can only accommodate
20 students at a time, four sessions of that single lab are sched-
uled to accommodate all enrolled students. All 129 course activities
are scheduled in 7 rooms with varying capacities from the UvA’s
Science Park location, each having 4 time slots on all 5 weekdays,
amounting to 140 weekly room slots. Neglecting symmetries and
equivalences, these numbers of course activities and room slots
give rise to 129!
11!
≈ 3.4 ∗ 10233 di$erent timetable con#gurations just
for one week, even for this reduced problem instance.
An initial timetable is created by assigning each course activity
to exactly one randomly chosen room slot. Then, every student
attending a course is assigned to all activities within the course;
if a course activity is split up, one available session is selected
at random. Once completed, this constraint-satisfying (or ‘valid’)
initial timetable is assigned a base objective value of 1,000, after
which three objective modi#ers are applied. First, for every activity,
any student number that exceeds the room size reduces the objective
value by one. Second, for each student that has more than one
course activity at any given time slot, one point is deducted for
every excess activity. Third, if a course has its activities spread
optimally over the week (e.g. two activities either on Monday-
Thursday or Tuesday-Friday), 20 points are added to the timetable’s
objective value. Conversely, if the number of course activities is
higher than its scheduled days number, 10 points are deducted for
each shortcoming day. If a course has one or more activities split
up in sessions which are scheduled on di$erent days, points are
attributed relative to the fraction of students for whom the spread
is (sub)optimal. From this objective function, every existable valid
timetable has an objective value within the upper and lower bounds
of 1580 and -6001.
3 THREE ALGORITHMS
All three algorithms start o$ with randomized initial timetables
and repeatedly applying swap-mutations, exchanging the contents
of two randomly selected room slots, similar to a 2-opt in the TSP.
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The HillClimber performs a swap-mutation each iteration, which is
reverted only if it lowers the objective value of the new timetable.
PPA-1 keeps a population of 40 individuals in descending order
of #tness. Every iteration, each individual produces o$spring: 10,
5, 3 and 2 new individuals for its top 10% in the population, all
mutated with a single swap-mutation, and 1 new individual for
the remaining 90% which is subjected to three successive swap-
mutations. From each individual and its own o$spring (its ‘family’)
the #ttest individual remains in the population; the others are dis-
carded. Thereby, PPA-1 is an almost direct translation from PPA for
the TSP [8].
For the PPA-2 algorithm, there is no 10% - 90% division, but the
number of o$spring ni and their mutability di is calculated from
the smoother ‘normalized #tness’ value Ni from an individual’s
objective value f (xi ) as
Ni =
1
2
(tanh(4 · (
f (xmax ) − f (xi )
f (xmax ) − f (xmin )
) − 2) + 1) (1)
in which f (xmax ) and f (xmin ) are the highest and lowest objective
values in the population. The number of o$spring for an individual
isni = ⌈nmaxNir⌉, which are all mutated asdi = ⌈smax ·r ·(1−Ni )⌉
swap-mutations, in which nmax denotes the maximum number
of swaps per o$spring, smax is the maximum allowable number
of swap-mutations, and r is a random number in [0,1] which is
redrawn every time it is invoked (anywhere). In this experiment,
parameters nmax = 10 and smax = 20 were used for all runs
of PPA-2. Finally, all the newly generated o$spring are added to
the population, which is then sorted and retains only the best 40
individuals. Thereby, all three algorithms adopt an elitist approach,
meaning the best objective value never decreases during a run
(#gure 1).
4 RESULTS, CONCLUSION & DISCUSSION
In this preliminary investigation, PPA-1 #nds better timetables than
the HillClimber, with maximum, average and minimum objective
values of 1250, 1231 and 1209, over 1239, 1223 and 1201 after 10
runs of 200,000 function evaluations. PPA-2 performs best (1263,
1246, 1235), surprisingly outperforming both other algorithms after
as many as 100,000 function evaluations. The absolute di$erences
however are small and the rapid convergence of the HillClimber,
traditionally susceptible to local maxima, could indicate that the
objective function from this problem instance has a high degree of
convexity. Contrarily, the fact that both PPA-algorithms –with their
high-mutability o$spring – persistently surpass the HillClimber
after a very long time might indicate that local maxima are few and
far between, which in terms might be due to the sheer vastness of
this problem’s state space [11].
In short, both PPA-algorithms seem to be plausible candidates for
NP-hard optimization problem instances other than the TSP, such
as this instance of the UCTP. Nonetheless, the gargantuan com-
putational e$ort required for a better-than-HillClimbing solution
raises some serious questions about the optimal parameterization
of the proposed implementations. Furthermore, a more detailed
state space survey including convexity measures, saddle-node max-
ima detection or symmetry-breaking might seriously improve #nal
solutions, speed of convergence and total runtime.
Figure 1: Though the HillClimber rapidly !nds good solu-
tions, PPA-1 and PPA-2 produce better timetables, but only
after about 100,000 function evaluations. Solid lines are aver-
ages, transparent areas show the min/max objective values.
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ABSTRACT 
 
Although usually quality of solutions and running time are the 
main features of algorithms, recently a new trend in computer 
science tries to contextualize these features under a new 
perspective: power consumption. This paper presents a 
preliminary analysis of the standard genetic algorithm, using two 
well-known benchmark problems, considering power 
consumption when battery-powered devices are used to run them. 
Results show that some of the main parameters of the algorithm 
has an impact on instantaneous energy consumption -that departs 
from the expected behavior, and therefore on the amount of 
energy required to run the algorithm. Although we are still far 
from finding the way to design energy-efficient EAs, we think the 
results open up a new perspective that will allow us to achieve this 
goal in the future. 
 
KEYWORDS  
Energy Efficient Algorithms; Genetic Algorithms. 
 
1. CONSIDERING POWER CONSUMPTION IN GAS 
Since the beginning of GAs, this evolutionary based search and 
optimization heuristic has been run by researchers in any available 
hardware device that allows them to obtain solutions of quality as 
soon as possible. However, the algorithm power consumption has 
never been considered as something of interest, although in other 
computer science areas the topic has already enter the 
optimization arena [1], [2], [3].  
During the last couple of years, the first attempts to study 
energy consumption related behaviors in evolutionary algorithms 
have already been published [4], that includes some preliminary 
analysis of power consumption associated to different hardware 
platforms [5]. This study is particularly relevant when battery 
powered devices (such as hand-held ones or laptop computers 
disconnected from the mains) are used, for obvious reasons. Yet, 
to the best of our knowledge no specific study has been presented 
that analyzes the impact of the algorithm configuration on the 
energy consumed to reach a solution.  
This paper thus presents for the first time such an analysis for 
GAs. Although results are still preliminary, we consider they pave 
the way to a better understanding of the algorithm under this new
 
 
 
perspective, that will allow in the future the design of more energy 
efficient GAs. 
 
1.1. Population Size, Chromosome size and 
energy consumption.  
Number of generations, population size and fitness functions 
are the key components that influences the run time of a standard 
Genetic Algorithm.  
If we thus decide to run the algorithm for a previously 
established number N of generations, it will take shorter than 
N+1, and longer than N-1. We do not consider here that the 
solution is found before that number of generations, which can be 
easily assured by making the problem hard enough (for instance, 
increasing chromosome size in the maxone problem). Something 
similar can be said regarding the number of individuals in the 
population. Taking this into account, let us consider that the CPU, 
when running the algorithm, devotes exactly the same effort 
regardless the specific operation it is performing. This means that 
the instantaneous energy consumption is the same along the 
experiment. Although no previous study on this issue has been 
performed for EAs, given that no interest on the topic has been 
described yet on the literature, we can safely state that everybody 
has assumed that there is no actual difference on the way CPUs 
work on a given experiment along all the time it is run, regardless 
of the specific operation performed at any given moment. The EA 
community is thus implicitly assuming that the important measure 
is the total power consumption along a given experiment, and it 
could easily be computed multiplying running time and 
instantaneous energy consumption of the processor at any given 
time. We thus will focus here on total power consumed by the 
GA.  
Assuming the previously described considerations, we could 
easily build a graph showing power consumption estimated for 
different parameter values in the GA. For instance, if a population 
with size N (N individuals) consumes a given amount of energy 
during a run, if we expand the population size in a series of 
experiments, we expect to have power consumption values 
proportional to the expansion, given that the algorithm will 
perform as many extra operations (fitness evaluations, mutations, 
crossover...) proportional to the new number of individuals in the 
population. We show the kind of expected behavior in figure 1. 
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Figure 1: Expected GA power consumption with different 
population sizes. 
Result has been obtained by using values for a single experiment 
and projecting them to the remaining ones, given that the same 
behavior should be expected regardless of the population size. We 
have also considered that solution is not found along the run. The 
main idea used to build such a graph is that processor’s 
instantaneous energy consumption is constant regardless of the 
operation performed: the longer the time to run a given 
experiment, the higher the energy required to run it (energy and 
time proportional values). Of course, better fitness values will be 
found with larger populations, but that is not the point considered 
here. We hypothesize that this expected behavior is what has 
hinder researchers from taking it into account when studying the 
behavior of the Genetic Algorithm: if running time and power 
consumption are proportional values, there is not reason to study 
both. Once running time is obtained, power consumption can be 
easily derived. Although that maybe the case, it has recently been 
described that energy is important to decide the more efficient 
hardware platform to run an algorithm [4]. I any case, should we 
still assume energy and time are proportional values of a single 
entity without experimental evidence? Do some of the GA main 
parameters somehow influence energy required for the algorithm 
to run? We try to answer these question in the next section with a 
preliminary analysis that addresses these issues. 
2. ANALYSIS OF GAS POWER CONSUMPTION. 
We have performed such an analysis using wo well known GA 
benchmark problems: maxone and trap functions, with different 
chromosome and population sizes (as seen in figures that follows). 
The idea is to have different configurations, using some of the 
main GA parameters when long runs of the experiments are 
performed, and then compute total energy consumed when 
different parameters settings are applied. Generational version of 
the algorithm is run, with a maximum time limit established for 
the run: 300 seconds; population size and problem difficulty 
(chromosome size) were checked for the maxone problem, and 
then, the trap function tested to confirm some of the conclusions 
draw. For each of the parameter values 30 independent runs were 
launched so that averaged values are shown below. Despite the 
difficulty established for the problems, some of the runs using 
large populations were able to find the solution before reaching 
F. Fernández de Vega et al. 
 
300 seconds, so in that cases mean values were computed for the 
runs that reached that time steps. In this first study we have 
chosen a Lenovo Tablet Tab2, A10 - 70F with a Mediatek SoC 
MT8165, which is a quite standard representative model among 
the options available. 
 
 
 
 
 
 
 
 
 
 
Figure 2: GA power consumption with different population 
sizes. 
 
Figure 2 clearly show that some “anomalies” have been detected 
in these series of experiments (when compared to expected results 
in figure 1). We can confirm that for the first time we have 
detected that some of the main parameter values, has an effect on 
the power consumption of the algorithm; particularly relevant is 
population size employed. This could be related to memory usage 
patterns, that may affect cache access operations. 
 
3. CONCLUSIONS  
Energy consumption patterns have been analyzed for the maxone 
problem and the trap functions. Results show that non-linear 
behaviors can be found when we analyze relationships among 
chromosome sizes or number of individuals in the population and 
the energy required to complete the experiment. These anomalies 
-such as smaller consumption with larger population sizes-
deserves further research in the future. 
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ABSTRACT
This work presents a procedural content generation system that
focuses on the design of levels in Metroidvania games using a model
of the preferences and experience of the designers. This model is
subsequently exploited by an optimization component that tries to
create adequate game designs. By iterating over this process, the
model is augmented with Arti%cial Intelligence (AI)-generated data.
We focus on the in&uence in the system output of factors such as the
composition of the initial training set and the potential intervention
of the user during the process. The experimental results show how
the diversity of the former is essential for performance, and how
the participation of the human expert can result in more focused
designs.
KEYWORDS
Procedural content generation, Neural networks, Genetic algorithm,
Game design
1 INTRODUCTION
One of the problems in videogames is the monotony in the game-
play, this makes players lose interest in replaying the game once
they complete all the levels in it. On the other hand, the work car-
ried out by design teams in videogame studios is very arduous,
expensive with deadlines to %nish their work, adding a stress com-
ponent. This greatly reduces the concentration and contribution of
new ideas, which is re&ected in the quality of the designs.
For alleviating the monotony problem, and for assisting in the
development phase, procedural content generation (PCG) can con-
stitute an essential tool. Real examples of this generation can be
found from procedural generation of maps1 or weapons2 to stories3.
The %eld of intelligent assistance tools for the design of videogames
[1] have been explored with promising results [2, 2–4]. Given the
di'culty of the problem, most of these works have focused on the
generation of levels, for a speci%c genre and in stablished mechan-
ics. In this article, we extend a previous work where we proposed
an Arti%cial Intelligence (AI)-assisted design tool for videogames
which can generates a complete games for the videogame genre
Metroidvania [5]. Our proposal uses evolutionary algorithms (EAs)
for the generation of content and employs arti%cial neural networks
(ANN) to mimic the way the designer thinks.
We deploy here the system on a realistic environment where the
problems of lack of initial information and imbalance of learning
cases are found. In the scienti%c literature, these problems are
addressed using data augmentation techniques which generate
1http://spelunkyworld.com/index.html
2https://borderlandsthegame.com/
3https://www.shadowofwar.com/es/
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synthetic cases from an initial learning set. Several techniques with
promising results have been developed in the generation of images
[6]. In this paper, we extend our previous work with a particular
data augmentation approach for the generation of synthetic cases
of video game levels created by a designer.
2 SYNTHETIC GENERATION PROCESS
This process –shown in Fig. 1– trains the classi%er with an initial
subset of the global reference solutions, and uses the learned model
inside the optimization component, both for maximization (EA+ –
generation of good solutions) and minimization (EA− – generation
of bad solutions). These solutions are added to the training set
with the label of its provenance and the ANN is re-trained with this
updated training set. This constitutes an iteration of the system until
a maximum ofM iterations. This loop is enhanced by considering
the potential intervention of the designer in order to %lter out
the new solutions. At the very end of the process, the %nal model
learned is again used by an EA (analogous to EA+) in order to
construct the %nal designs.
Figure 1: Synthetic generation process scheme
The intervention of the designer (optional %lter by expert, in Fig.
1) consists on conduct a new labelling of the generated solutions to
prevent erroneous labels by the model.
3 EXPERIMENTAL RESULTS
We consider motifs of size k = 3, B = 7 di*erent types of building
blocks and the size of the main path of the levelm = 50, resulting
in a solution space of size |B |m > 1042. The pattern to learn is
constructed by randomly assigning weights between 1 and −1 to
each motif. We consider an ANN with an input layer of k |B | = 21
neurons, one hidden layer of nh = 63 neurons (3×input layer)
and an output layer of no = 2 neurons (all neurons with sigmoid
activation andα = 0.33). The ANN is trained using backpropagation
with learning rate of δ = 0.2,momentum = 0, batch size of 25 and
500 learning epochs.
We executed two EAs: one to generate synthetic learning cases
(in-loop), and another to generate solutions at the end of the process
(post-loop). The con%guration of both EAs is the same, individuals
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Table 1: Percentage of solution space correctly evaluated. We report the median (x˜), mean (x¯), and standard error of the mean
(σx¯ ) for the 30 executions of each experiments. Symbols •/◦ indicate statistical signi!cance/no statistical signi!cance/ (α = 0.05),
⋆ best overall results and − comparisons of a table entry with itself
0 interventions 5 interventions 10 interventions
x˜ x¯ ± σx¯ x˜ x¯ ± σx¯ x˜ x¯ ± σx¯
Q1 244 70.93 ± 1.12 − • • 250.5 72.40 ± 0.74 • • • 251 73.18 ± 0.00 • • •
Q2 270 78.59 ± 0.69 − • • 271 78.65 ± 0.36 ◦ • • 271 79.01 ± 0.00 • • •
Q3 284 82.72 ± 0.61 − • • 284 82.79 ± 0.35 ◦ • • 284 82.79 ± 0.03 ◦ • •
Q4 291 84.48 ± 1.03 − − • 292.5 85.17 ± 0.58 ◦ − • 295 86.01 ± 0.00 • −⋆
is µ = 50, with a crossover probability of pc = 0.9, mutation of
pm = 1/m = 0.02, but they di*er in the number of evaluations:
maxevals= 1000 for in-loop EAs and maxevals= 5000 for the post-
loop EA.
We selected 10 iterations with 3 di*erent values of interventions:
0, 5 and 10. We established a solution acceptation range between
50% and 60% percent of the maximum %tness (or negative maximum,
for the EA−).
Each time the model is trained, we keep track of the number of
motifs whose evaluation has the same sign as indicated by the un-
derlying model (to be discovered) and the model learned. This eval-
uation is normalized by the total number of motifs (|B |k ), obtaining
the percentage of them space correctly evaluated. We established
20 iterations for the post-loop EA.
Twelve di*erent experiments have been executed and each of
them has been executed 30 times to study in more detail the be-
havior trend of the process. The objective is to assess the impact
of the size of the initial reference set and the number of designer
interventions during the process. The global reference
The global set of reference solutions has 1920 motifs (960 good
and 960 bad) and we sorted in ascending order and partitioned them
into 4 quartiles: Q1, Q2, Q3, and Q4, each of them being the merger
of the previous quartiles with di*erent sizes of initial training set.
Table 1 shows the percentage of the motif space correctly as-
sessed by the classi%er at the end of the synthetic generation process.
In general, we can see that the process generates a valid model as
measured as the number of motifs evaluated correctly. The inter-
vention of the designer helps to consolidate the %t of the model.
The standard error of the mean shows this behavior and the stan-
dard error is consistently being reduced with di*erent number of
user interventions. If we look at the results by %xing the number
of user interventions and varying the training set, the average
improvement is more remarkable.
Most of the results are statistically signi%cant. This con%rms
the capability of the system to generate varied solutions. Some
exceptions are found for the intermediate number of user interven-
tions, which does not seem to improve the results unless the initial
training set is very restrictive itself. We hypothesize that larger
diverse initial set of experiences may be richer and hence require
more intense intervention.
4 CONCLUSIONS
The results show that if the database of experiences used as starting
point is large and diverse enough, then acceptable results can be
obtained even in absence of feedback from the designer. For future
work, we consider extending the feedback procedures available to
the designer so that in addition to %ltering out motifs, they can
also produce new information dynamically inspired by the system
outcome.
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ABSTRACT
Smart Chef demonstrates the creativity of evolution in culinary arts
by autonomously evolving novel and human readable recipes. The
evolutionary algorithm for Smart Chef fully automatized and does
not require human feedback. The tree representation of recipes is
inspired by genetic programming and is enriched with semantic
annotations extracted from known recipes. The !tness identi!es
valid recipes and novelty. Recipe mutation exchanges ingredients by
food category classi!cation and recombination interchanges partial
recipe instructions. Smart Chef has been tested on a population
size of 128 and evolved for 100 generations resulting in valid and
novel recipes.
KEYWORDS
evolutionary algorithm, arti!cial creativity, recipe, culinary, seman-
tic creativity, genetic programming, food graph, recipe annotation,
human readable recipe representation
1 INTRODUCTION
Computational creativity is an emerging branch of arti!cial intelli-
gence that places computers in the center of the creative process.
The recently published approaches are focused on selected domains
like Graphics or Music generation. Food is an essential part of
our life and the dishes we eat are created using various recipes.
These recipes demonstrate creativity in combination of ingredients,
methods, tastes, textures and proportions. Smart Chef presents an
automated system capable of creating novel human readable recipes
using Evolutionary Algorithm(EA) for recombining recipes from
di"erent regional cuisines.
2 RECIPE AS TREES - MACHINE READABLE
DATA REPRESENTATION
The initial recipes are fetched from theMealDB.com [1] JSON API.
The phenotype to genotype mapping is semi automated. It creates a
semantic annotated tree structure inspired by genetic programming
(see Figure 1, 2.A, 2.B). The root node represents the !nal recipe.
Each inner node is a granular task (grey) manually constructed
based on the preparation sentences. These nodes are assigned a
node-type and instruction-type and attributes, if they are mentioned
in the sentence (see Fig. 1). The child nodes of instruction-nodes
are either inner instruction nodes (grey) or leaves (blue) identi!ed
in the sentence. The leaves are ingredients which have a name
and a proportion and are automatically generated from the recipes
ingredient table (see !gure 1).
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3 RECIPE GENERATION USING
EVOLUTIONARY ALGORITHM
The evolutionary algorithm generates new recipes in each genera-
tion. All the steps of the EA are designed to be fully autonomous
for an arbitrary population size.
INITIALIZATION:The initial population consists of 128 pre-processed
annotated recipe-instruction-trees(see Section 2 and Fig. 1) from
theMealDB.com[1]. This population is further evolved to discover
novel recipes.
FITNESS EVALUATION: The !tness of each recipe is calculated
automatically. For this purpose, multiple characteristics of the
recipe are taken into account and compared to known recipes.
These characteristics are extracted from known valid theMealDB
recipes. The recipe normality regarding number of ingredients
and procedure steps (related to e"ort) from the novel recipe are
compared to known recipes. The ingredient composition (main-,
side-ingredients, spices) patterns are compared the common pat-
tern from known recipes. The children recipes might use same
ingredients multiple times in same recipe which is punished in
the !tness function. The ingredient-set similarity compared with
known recipes is used to give new ingredient combinations a higher
creativity score. All those criteria extracted from recipes go into a
weighted sum which de!nes !tness value of each recipe.
SELECTION We have used tournament selection based on the
assigned !tness value for !tness evaluation.
RECOMBINATION: The crossover combines two recipe trees.
From the one parent recipe tree a random subtree is replaced by a
subtree from the second recipe with similar characteristics (same
sub-tree-size). These novel recipes create the next generation of EA
for evolution.
MUTATION: In each child recipe, one ingredient is replaced by
an ingredient from food-databases[2, 3]. The chance for each in-
gredient in this database to be used is dependent on the food sim-
ilarity (see Fig.2.D) based on its hierarchical classi!cation (i.e. in
foodsubs[3] e.g. Spaghetti has hierarchical classi!cation: Pasta-
Rods, Pasta, Grain-Products, Food).
RESULTING POPULATION The EA runs for a certain number
of generations. For the !nal population a fully automated genotype
- phenotype mapping creates a human readable recipe descriptions
with a recipe title, an ingredient table with proportions and fulltext-
instructions in natural language (see Figure 1)
4 CONCLUSION
This work shows that novel recipes can be fully automatically gener-
ated from a genetic programming inspired approach. The proposed
genotype-phenotype mapping creates common recipe structures
from the recipe trees. For future work, this concept allows arbitrary
extensions for !tness evaluation (e.g. recipe: price, sustainability,
diet/heath etc.).
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Figure 1: Example sentence for instruction representations of a recipe. annotated tree structure (left), human readable sentence
(right). The phenotype genotype mapping is semi-automatized. The genotype phenotype mapping is fully automatized.
Figure 2: Genetic Programming Example (A), Corresponding simpli!ed Recipe Example (B), Recombination of Trees (C), In-
gredient Hierarchy Example (D)
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ABSTRACT
Learning grammatical models is a signi!cant application of evolu-
tionary algorithms. Modeling complex linguistic structures, such
as syntax of natural languages and biopolymers requires gram-
mars beyond regular. In the latter !eld, arguably most successful to
date are probabilistic context-free grammars (PCFG), which have
been applied to, e.g. RNA structure prediction and - to much less
extent - protein sequence analysis. In the most simple case, learn-
ing PCFG is con!ned to estimating probabilities for a !xed set of
rules from a positive sample. This is most often achieved using the
Inside-Outside algorithm [1]. However, since the procedure is not
guaranteed to !nd the optimum solution [2], alternative heuristic
methods gained considerable interest, including genetic algorithms
(GA). While some of them allow learning rules together with their
probabilities [3], other assume a !xed covering set of rules [4, 5].
Here, we propose a new variant of GA for training PCFG based on
a covering set of rules, and compare it with our previous approach
[5, 6]. Evaluation is conducted using two toy languages beyond
regular, and a bioinformatic set of amino acid sequences.
KEYWORDS
genetic algorithm, grammar inference, probabilistic context-free
grammar, protein sequence
1 METHODS
Context-free grammar (CFG) is a quadrupleG = 〈Σ,V ,v0,R〉, where
Σ (alphabet), is a set of terminal symbols,V is a set of non-terminal
symbols (variables) disjoint from Σ,v0 ∈ V is a start symbol, andR is
a set of production rules rewriting variables into strings of variables
and/or terminals. Probabilistic context-free grammar G = 〈G, θ〉
assigns each production rule ri ∈ R a corresponding probability
θi ∈ θ . If rule probabilities sum up to 1 over rules rewriting the same
variable, the probabilistic grammar is called proper. A complete
derivation is a chain of rules beginning with v0 and !nishing with
a string of terminal symbols called a sentence (or sequence in the
bioinformatic context). The probability of derivation is the product
of probabilities of rules involved. In turn, probability of a sentence
x given G is the sum over all derivations that generate x . The
grammar is called consistent if the probability mass distributed by
the grammar over all sequences sums up to 1.
In this piece of research we only consider CFG in the Chomsky
Normal Form (CNF), which implies that production rules are either
in the form A → a (lexical rules) or B → CD (structural rules),
where lowercase letters denote terminal symbols while uppercase -
non-terminal symbols. In addition, we require that a set of variables
rewritten with the lexical and structural rules are disjoint (the
Proceedings in ArXiv of EVO* 2019 - Late-Breaking Abstracts.
variables are called lexical and structural, respectively). We call
such a grammar form bipartite CNF.
ProteinGrammarEvolution (PGE) is a recently updated frame-
work for evolutionary learning the probabilities of PCFG specialized
for amino acid sequences [5, 6] written in C++ using GAlib, Eigen
and OpenMP.Machine Learning for Grammatical Descriptors
(MLGD) is a new alternative scheme [7] in Matlab.
The two frameworks use the Pittsburgh approach, where each
individual represents a whole grammar. Technically, an individ-
ual z is a real number vector representing probabilities of rules
in a given covering set. The individuals are initialized randomly
from the interval [0, 1]. Before the evaluation step, gene values
are normalized to obtain the set of probabilities θ (z) assuring that
the grammar is proper. Given a training set X and an underlying
non-probabilistic grammar G, the objective function is de!ned as
f (z) = 1
|X |
log
∏
x ∈X prob [x |〈G, θ (z)〉]. In addition, PGE scales the
objective function using the triangular sharing method to promote
speciation [8], yet its impact is adaptively decreased with the in-
creasing convergence [5]. PGE andMLGD di"er also in the selection
method which is the tournament out of two for the former, and the
roulette wheel for the latter. Both implementations use the steady-
state 50% replacement strategy. The two frameworks diverge most
signi!cantly in terms of genetic operators. While PGE uses the
blended average [8], MLGD applies the one-point crossing-over.
Moreover, while the mutation operator of PGE simply draws a new
gene value from the uniform distributionU (0, 1), MLGD increases
or decreases the gene with a value fromU (0.01,M), whereM is a
scaling parameter. Notably, in MLGD the gene value is set to zero if
negative, which e"ectively conceals the corresponding rule. Finally,
only PGE implements convergence as the stop criterion.
2 TEST DATA
The learning frameworks were !rst evaluated using two toy lan-
guages over alphabet Σ = {a,b, c} proposed in [9]. Language L1
is de!ned as {anbncm }, n,m ≥ 1. It can be described with a
non-probabilistic CFG in bipartite CNF consisting of rules {S →
TC |SC, T → AV |AB, V → TB, A → a, B → b, C → c}, where S is
the start symbol. The test set for the non-probabilistic grammar [10]
was used as the training set: {abc, aabbc, aaabbbc, abcc, abccc,
aabbcc, aaabbbcc, aaaabbbbc}. The training set, and the positive
and negative test sets (76 and 100 sentences, respectively) were gen-
erated with http://lukasz.culer.sta".iiar.pwr.edu.pl/gencreator.php.
Language L2 is de!ned as {ac
m } ∪ {bcm }, m ≥ 1, and a corre-
sponding minimal CNF CFG is made of rules {S → AB |SB, A →
a |b, B → c}. The training set {ac, bc, acc, bcc, accc}, and the
positive and negative test sets (10 and 100 sequences, respectively)
were made with the same tool.
Next, the frameworks were assessed with reference to a set of
amino acid sequences of Calcium and Manganese (CaMn) binding
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site motifs from legume lectins from [6]. The training sample in-
cluded 24 sequences with at most ca. 70% mutual identity, each 27
amino-acids long. The negative test set consisted of random 100
fragments from the negative test set from [6]. The experiments
were carried out in the 4-fold cross-validation scheme.
3 EARLY RESULTS
The L1 language was chosen to test parameters of GA including the
population size p = {40, 80, 160}, the crossing-over probability c =
{0.1, 0.5, 0.9}, the mutation probabilitym = {0.01, 0.001, 0.0001}
and scale M = {0.1, 0.5, 0.9} (only MLGD); middle values were
used as the baseline for all population sizes. Each setup was run
three times. The covering set of rules included all combinations of
3 lexical and 4 structural variables possible in the bipartite CNF (9
lexical and 196 structural rules). The GA was expected to !nd a
PCFG with the objective log score close to that achievable with the
concise grammar used to generate the training set (perplexity per
letter of 0.43 nats). Indeed, MLGD was able to !nd such solutions
in 63% cases spread over almost all setups. This is in contrast to
PGE, which achieved the goal in just 6% cases, requiring larger
population and high crossing-over rate. Five best-!tting grammars
in each framework were small (12-13 rules for MLGD and 11-16
rules with probability above 0.01 for PGE). When used as classi!ers,
all grammars except few withm = 0.0001 achieved AuROC above
0.95, with MLGD typically requiring less epochs.
The L2 language was used to test if the frameworks can e"ec-
tively drop potentially redundant non-terminal symbols. The pa-
rameters of GA included the population size of 40 and the middle
values of the other parameters (except c = 0.9 for PGE). Four cover-
ing sets included all combinations of bipartite CNF rules for 2 + 1,
3 + 1, 2 + 2, and 2 + 3 lexical and structural variables, resp. Each
setup was run three times. Again, MLGD achieved higher objective
log scores and lower numbers of rules (with probability above 0.01)
than PGE. For MLGD, the size of grammars was 5, 8 and ca. 20 rules
for 3, 4 and 5 variables, resp. Notably, using additional structural
variables improved the objective log score.
Eventually, the CaMn language was used to assess how these
results translate to performance in a bioinformatic setting. The
parameters of GA were the same as for L2. MLGD was run once
for each fold, while PGE was run 56 times accordingly to a slightly
more complex partitioning of the sample [6]. Consistently with
the previous tests, MLGD outperformed PGE in terms of the ob-
jective log score (perplexity of 2.5 vs. 2.7 nats) and the grammar
size (mean number of rules with probability > 0.05 was 32 vs. 59,
resp.). However, the classi!cation test showed that two MLGD runs
experienced the over-!tting (drop in AuROC from 1.0 to ca. 0.9).
Moreover, with a population of 200 and a longer training, PGE pro-
duced comparably sized grammar with a better !t to the training
data (2.4 nats) and did not su"er excessive over-specialization.
4 DISCUSSION AND CONCLUSIONS
For toy languages, the MLGD algorithm showed improved perfor-
mance in comparison to PGE in !nding grammars that are both
concise and well !tting the probability distribution of the training
sample. Their discriminative power was also high. It seems plausi-
ble that the gain is in the new mutation operator, which facilitates
pruning from redundant rules (and variables). A remaining issue
with MLGD is a varying quality of solutions from di"erent runs.
It can also be noted that in some cases keeping grammar larger
than would be necessary for the non-probabilistic case resulted
in improved probability distribution. Indeed, while the probability
normalization, which makes grammars proper, implies that the
decreasing number of rules has some positive e"ect on the proba-
bility distribution, this e"ect is not unconditional. In fact, a precise
modeling of the probability mass distribution may require more
non-terminals and rules imposing a trade-o" between discrimina-
tive power and intelligibility of grammars. This may also hint why
improvement achieved with the new scheme was less pronounced
on the CaMn sample. These sequences share one length, which is
more di#cult to model with a probabilistic grammar. While the
problem could be addressed with adding more variables and rules
(see [11]), this solution may not harmonize well with the mutation
operator of MLGD. Other di"erences between the CaMn and toy
samples include a larger alphabet and higher syntax complexity of
the former. This almost certainly makes the assumed covering gram-
mar underpowered to fully capture the characteristics of the CaMn
sample. It remains to investigate performance of MLGD in such
conditions more thoroughly. Intended future work includes also
comparing di"erentiating features of the both learning schemes
one-by-one. Moreover, we will consider approaches to augmenting
our generic covering grammars with some auxiliary variables and
limited number of associated rules, in order to improve modeling
probability distribution without impeding the learning process and
decreasing readability of the grammars.
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