ABSTRACT Forward error correction (FEC) is a key capability in modern satellite communications that provide the system designer with the needed flexibility to comply with the different applications' requirements. Reed-Solomon (RS) codes are well known for their ability to optimize between the system power, bandwidth, data rate, and the quality of service. This paper introduces an efficient decoding scheme for decoding the RS codes adhering to the Consultative Committee for Space Data Systems (CCSDS) standards based on Justesen's construction of concatenation. To maintain the standard output size, the proposed scheme first encodes every m − 1 bits using the single-parity-check (SPC) code, while the RS code encodes K SPC codewords into N symbols that are of the same size as CCSDS standard. Decoding on the inner SPC code is based on maximum-likelihood decoding Kaneko algorithm, while for the proposed coding scheme, the reduced test-pattern Chase algorithm is adapted for decoding the outer RS code. The simulation results show the coding gains of 1.4 and 7 dB compared with the algebraic decoding of RS codes over the AWGN and Rayleigh fading channels, respectively. Moreover, the adopted reduced test-pattern Chase algorithm for decoding the RS code achieves an overall complexity reduction of 40% compared with the conventional Chase decoding algorithm.
I. INTRODUCTION
The Reed-Solomon (RS) codes since first introduced are still the most attractive block code [1] . For RS (N , K , d min ) code N, K and d min represent the length of a codeword, number of information symbols, and the minimum Hamming distance, respectively. This code corrects burst errors of length t = (N − K )/2 [1] . RS codes represent a class of nonbinary block codes with code coefficients taken from the Galois Field, GF(p m ), where p is a prime and m is an integer. They are known as Maximum distance separable (MDS) codes, which means that they have the lowest number of redundancies for the same code-rate amongst all other block codes [2] . Because of their powerful burst error correction capability, RS codes have easily found their way in many
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However, in typical wireless communication channels, errors occur neither independently at random nor in welldefined single bursts, but rather occur in a mixed manner. Therefore, designing codes that are capable of simultaneously correcting random and burst errors is highly demanded. Several codes have been devised to correct these types of mixed errors. Amongst these are the concatenated codes, introduced by Forney [4] . Although the serial concatenation of RS and the convolutional code has gained so much interest and has been standardized in many communication systems, the serial concatenation of RS and an inner binary block code have been the focus of many researchers for different applications [5] . Different configurations including single and multi-level concatenations and various parallel schemes are investigated in [6] and [7] . Moreover, Justesen codes form a class of error detection and correction codes which are derived from RS codes and have good error-control properties [8] . In code concatenation, an outer code C out is combined with an inner code C in . By using the appropriate outer and inner codes C out and C in , one can obtain new bounds for code, such as Zyablov bound [9] . This paper introduces an efficient decoding scheme for an adopted Justesen code that compromises outer RS codes with an inner SPC code.
The inner SPC is first decoded using Kaneko Maximum Likelihood decoding (MLD) algorithm [10] . The partial posteriori information from the inner code along with the channel measurement is processed via the Chase algorithm [11] for soft decoding the outer RS code. Without scarifying the performance, we use the reduced test pattern variant of the Chase, which was first introduced for binary BCH codes in [12] , to reduce the decoding complexity of the outer code.
The rest of this paper is organized as follows: The proposed scheme is illustrated in section 2. In section 3 Kaneko algorithm for decoding the inner SPC code is presented. Section 4 shows the details of the test-pattern-reduced Chase algorithm for decoding RS code. Complexity analysis of the applied decoding algorithm for RS codes is carried out in section 5. Simulations results over AWGN and fading channels are shown in section 6 whereas conclusions are figured out in section 7.
II. PROPOSED RS-SPC JUSTESEN SCHEME
The standard Justesen code is a concatenated code which is composed of C out outer code defined over GF(q m ), and C in inner codes defined over GF (2) . The main concept of encoding is that each unique symbol in the first code becomes a valid codeword in the second code. For rate compatibility with the CCSDS, and without loss of generality, the encoding process of the proposed concatenated scheme runs as follows: 1) Clustering the message into K groups each of (m − 1) bits. 2) Encoding each group of (m − 1)-bits using SPC code. Now, we have K groups each of m-bits. 3) Encoding theK groups using systematic RS code. This results in N symbols each of m-bits length (same as CCSDS standard). More precisely, the concatenation of these codes, denoted by C out o C in , is defined as follows: Given a message u, we apply each C in code to (m-1) bits to produce K codewords produced by an inner SPC code C in : C in (u) = (C in1 , C in2 , . . . , C inK ). Then, we apply the systematic outer code to the K inner codewords to produce the final codeword; that is,
. Looking back at the definition of the outer code and linear inner codes, this definition of the Justesen code makes sense because the codeword of the outer code is a vector with N elements with K linear inner codes that conceal the information bits as illustrated in Fig. 1 .
The proposed concatenated code parameters are: n=mN, k = (m − 1)K, and d min = 2δ, where δ is the minimum distance of the codeword. For correcting mixed errors, the proposed configuration is advantageous over interleaved codes, as the minimum Hamming distance is doubled, while it remains the same when using the interleaved RS codes.
To evaluate the bit error probability of the proposed concatenation scheme, let us start first with the error probability of the inner SPC code. The SPC is decoded using Maximum Likelihood Decoding criterion. As a result, the errorcorrection capability of the SPC, in this case, is equal to 1. Hence, the error probability is expressed as:
where, p is the channel transitional probability. Thus, the symbol error probability at the input of the outer decoder is given by:
and the overall bit error probability of the RS-SPC concatenated code is:
III. DECODING SPC CODE USING KANEKO ALGORITHM
The two codes are chosen according to Justesen rule of constructing concatenated codes such that the inner code is exponentially small in the size of the combined code, to enumerate almost all inner codes or brute force the inner code. While the outer code's decoding algorithm can ''make up for'' errors decoding the inner code. The inner SPC code is viewed as a cyclic code with generator polynomial:
As defined by the generator polynomial, the SPC code has no error correction capability. However, when using soft decision decoding, any pattern of ρ or fewer erasures is corrected if:
Thus, we can gain an error correction capability of one error in each symbol of the information symbols of the RS codeword if we use soft-decision decoding for the SPC code.
If we consider a transmitted sequence of length mN bits on a Gaussian channel using BPSK, i.e. 0 → -1 and 1 Nm ) from Y . The reliability of the component y j is defined using the log-likelihood ratio (LLR) of decision y j as (y j ) given by
Pr r x j = +1|y j
If we consider a stationary channel, we can normalize the LLR with respect to constant 2/σ 2 . Thus, the reliability r j is then given by |y j |.
Before further processing, the received sequence has to be clustered into m-bits symbols. The number of clusters is N . Then these N symbols are divided into two groups. The first group consists of K symbols such that each of them is a codeword of the inner SPC code. The second group of N -K symbols is buffered for the next decoding stage.
For each symbol in the first group, to find the optimum decision D SPC = (d 1 , . . . ,d m ) corresponding to the valid C in codeword, one has to search through all the codewords of the SPC code, i.e., 2 m−1 , which is referred to as Maximum Likelihood Decoding (MLD) criterion. The Maximum Likelihood (ML) codeword is the closest to the received sequence Y as follows:
. . , c i m is the i th codeword of C in and Y H is the hard decision decoded sequence of y. V H j is defined as:
Unlike the direct application of MLD which involves reviewing all possible codewords, the inner SPC is decoded using soft-decision decoding like the Soft-Output Viterbi Algorithm (SOVA) which narrows the search for the ML codeword as in [13] . Without the need to reconstruct the code in trellis form, we use the Kaneko's algorithm [10] which is not only a MLD algorithm, but also can be terminated once the decision D SPC verifies a ML criterion. The decoding/re-encoding process for SPC test sequence is a simple parity check calculation. Kaneko 
and
where, S C (i) ,S C (i) are the sets of all positions at which C (i) and X are the same and different respectively, where l 0 = ||S
Moreover, as indicated in (10), the limited minimum Hamming distance of the SPC code used in the summation for ML test results in smaller number of examined error patterns to reach the ML codeword, which means that earlier termination of the process is always guaranteed. Therefore, the choice of Kaneko algorithm as a MLD algorithm is advantageous for the SPC code. Now, we have to calculate the reliability of each bit in the decision D SPC to be added as a priori information to the channel measurement in order to enable soft-decision decoding of the outer RS code. The soft output reliability is calculated by:
where, C is chosen such that C = D SPC at position j and is called the ''competing codeword''. The extrinsic information is determined by:
If such competing codeword cannot be found, the extrinsic information is determined by:
where β is a constant less than or equals 1. This extrinsic information is added to the first K symbols of the received sequence as a priori information whereas the remaining N -K symbols from the previous stage are inserted in systematic form to construct the input for the outer RS code.
IV. RS DECODING USING TEST-PATTERN-REDUCED CHASE ALGORITHM
Compared to algebraic hard-decision decoding algorithms, such as the Berlekamp-Massey algorithm (BMA) [1] , substantial coding gain is achieved by soft-decision decoding algorithms with a complexity polynomial with respect to the codeword length. There are many recent powerful soft-decision decoding algorithms for RS codes as in [13] and [14] . However, the key complexity issue remains in the number of successive algebraic decoding to reach the ML codeword.
Since first introduced, the Chase algorithm remains one of the most attractive soft-decision decoding algorithms, as it offers the best trade-off between performance and complexity [11] . It has been used as a basis for many adopted soft-decision decoding algorithms for RS codes as in [15] , and [16] . In the Conventional Chase algorithm, test patterns are formed by setting all possible combinations of 0's and 1's in the least reliable bits (LRB) positions and 0's in other positions. Through the operation of exclusive OR between Y and each test pattern (TP), a set of test sequences (TS) is obtained. The aim of the Chase algorithm is to find the ML codeword from the decoded set of Test sequences. In this paper, we have adopted the Test-Pattern-Reduced decoding of the Chase algorithm [12] , used for binary BCH codes, to decode the outer RS code based on bit-level. The proposed decoding algorithm is summarized as follows:
1) Calculate the syndrome of the received sequence Y as follows:
where, the syndrome polynomial is defined as:
2) If all syndrome components are equal to zero, then the received sequence is a valid codeword and ML is obtained. Otherwise, the syndrome value is stored. 3) Construct the key equation polynomial: (17) where the error locator polynomial σ (z) is defined as
and the error magnitude polynomial ω(z) is defined as:
4) Use Chein search algorithm to compute the error locationsX i [1] , and Forney's formula to give the error magnitudes as follows:
5) Correct the errors in the test sequence (TS) to obtain a candidate codeword. 6) Calculate the Maximum Likleihood (ML) metric for the candidate codeword:
7) Calculate the syndrome for the next TS, and compare it with the stored syndromes. 8) If the new syndrome equals to any of the stored ones, go back to step 7. 9) Select the ML codeword from the reduced set of candidate codewords. When applying the proposed algorithm for calculating the syndrome of a particular test pattern, the calculated syndrome is more likely to be similar to the previous test pattern's syndrome. This is quite useful for large minimum Hamming distance codes as the MDS RS codes used in CCSDS. Moreover, reducing the inherent redundancy in the repeated algebraic decoding should not cause any error-performance degradation.
V. COMPLEXITY ANALYSIS FOR RS TEST-PATTERN-REDUCED CHASE ALGORITHM
The complexity analysis is carried out for one complete decoding of a test sequence to obtain a candidate codeword along with its ML metric. The decoding operations are classified into two major groups: the GF operations and the soft operations. The GF operations are further presented using three major types of field operations; multiplication, addition, and inversion, whereas the soft operations are presented using multiplication and addition. As illustrated in Table 1 , to obtain one candidate codeword for soft decision decoding using the bounded-distance Chase algorithm, five main steps are carried out. The complexity of the first four steps, which are based on finite field operations, is obtained using the bounds of polynomial division and multiplication. On the contrary, the ML step requires GF operations as well as soft operations.
The complexity of the decoding process given in Table 1 uses the direct syndrome-based decoding [1] . The overall complexities are computed based on the assumptions that multiplication and inversion are of equal complexity and one multiplication is equivalent to 2m additions. The latter assumption is justified by the hardware implementation of GF (2 m ) operations in [17] . It also takes into account that the multiplier over GF(2 m ) requires (m 2 -1) XOR and m 2 AND gates, while an adder requires m XOR gates. If the XOR and the AND gates are assumed to have the same complexity, the complexity of a multiplier is 2m times that of an adder over GF(2 m ). Therefore, the total complexity in terms of GF(2 m ) operations of each decoding step in Table 1 is obtained by:
VI. SIMULATION RESULTS
In this section, the performance of the proposed concatenation scheme that uses RS over GF (2 8 ) as an outer code and the SPC code (8, 7, 2) as an inner code is evaluated. Simulation of the concatenated scheme is carried out using BPSK modulation over an AWGN channel and Rayleigh fading channels. The CCSDS defines two RS codes: the RS (255, 239, 16) and the RS (255, 223, 32). Therefore, the error correcting capabilities are 8 and 16 symbols, respectively; where each symbol is an 8-bit tuple. For the proposed concatenation scheme, data is clustered into K groups each of 7-bits. Each of the K groups is first encoded using the SPC code that produces K codewords, each of 8-bits in length. These K codewords are then passed to the RS encoder that generates a 255 symbols codeword which is compatible with the CCSDS standard. However, from user prospectus, the overall code rate is reduced by a factor of 7/8. Fig. 2 shows the simulation results of the proposed concatenated scheme versus the CCSDS standard coding scheme; RS(255, 239) and RS(255,239) concatenated with convolutional code with interleaving depth equals 1. First, the CCSDS RS (255,239) standard code is decoded using SoftIn-Hard-Out (SIHO) conventional Chase algorithm. As the number of LRB is set to 4, the maximum allowable number of generated test-patterns for the reduced-test-pattern Chase algorithm is 16. The results show that SIHO decoding is only superior by 0.25 dB compared to the algebraic HardIn-Hard-Out (HIHO) decoding. In other words, the achieved coding gain as a result of the soft-decision decoding is limited compared to the asymptotic coding gain of the code that can be achieved. Narrowing the gap with applicable complexity is still a major research challenge [9] . Second, the proposed decoding scheme that uses Kaneko MLD algorithm for decoding the inner SPC code is applied. When Soft-InHard-Out (SIHO) Kaneko algorithm is considered for SPC decoding to feed HIHO decoding of an outer RS code, the achieved coding gain is extended to 1 dB. Moreover, when soft output reliabilities of the SPC code is fed to the input of the outer RS code in a so-called SISO-SIHO decoding, an additional coding gain of 0.2 dB is achieved.
As the RS code is proven to be powerful in burst noise, the same simulation scenario of the proposed scheme is carried out over Rayleigh fading channels. Simulation results in Fig. 3 show an outstanding performance of the proposed concatenated scheme. While SIHO decoding of RS (255, 239, 8) achieves more than 1 dB over algebraic HIHO decoding, the proposed scheme achieves 5 dB and 6 dB using SIHO and SISO decoding of the inner SPC, respectively. Fig. 4 and Fig. 5 show the error performance of the proposed concatenation scheme using RS (255,233) code over AWGN channel and Rayleigh fading channels, respectively. The carried simulation results consolidate the above concluded coding gain over the existing CCSDS standard RS codes.
Despite the superior error performance of the CCSDS concatenation scheme that is composed of RS code as an outer code serially concatenated with an inner convolutional code of rate 1/2 and constraint length 7, our proposed concatenation scheme is more efficient for the following reasons. First, it has a much higher code rate, 0.82 and 0.76 compared to 0.47 and 0.43, for the same outer RS(255,239), and RS(255,223) codes, respectively. Second, the inner SPC code does not suffer from large memory requirements, as for inner convolutional code with constraint length 7, i.e., less decoding delay. Finally, when soft decision decoding is considered, both standard CCSDS concatenation with interleaving depth 8 and the proposed concatenation without interleaving, can achieve 0.25 dB of coding gain [18] over an AWGN channel. However, the used soft decision decoding algorithms; Kaneko algorithm and Chase algorithm, are far less complex than the MAP algorithm and the Koetter-Vardy algorithm that are used to decode the inner and the outer codes, respectively.
The behavior of the introduced reduced test-patterns Chase decoding for decoding RS code is illustrated in Fig. 6 , and Fig. 7 which show the percentage of the decoded test patterns using successive algebraic decoding over the AWGN and Rayleigh fading channels, respectively. Elimination of the same syndrome test pattern has significantly reduced the number of successive algebraic decoding needed for bounded-distance soft-decision decoding of RS (255, 239) and RS (255, 223) codes. Simulation results in Fig. 6 and Fig. 7 show that at BER of 10 −5 , over AWGN and Rayleigh fading channels, only about 10% from all generated testpatterns are needed for performing bounded-distance Chase decoding of RS codes for either the standard RS code or the proposed concatenation scheme. Moreover, in terms of average decoded test patterns, the proposed concatenated decoding scheme is always superior to the RS codes decoded using SIHO reduced test-patterns Chase algorithm. This improvement is owed to the reliability output of the MLD decoding of SPC using Kaneko algorithm; such that many candidate test-patterns became closer to the same valid codeword. Also, the RS(255, 223) code can gain more complexity reduction, as shown in Fig. 6 and Fig. 7 , over both AWGN and Rayleigh fading channels. Compared to the results in [12] at BER=10 −5 , our proposed higher rate nonbinary RS coding scheme spans only 10% from all generated test-patterns whereas the binary BCH codes of rate 0.7 in [12] span about 45% and only reaches 10% after 8 iterative row/column decoding.
This complies with the fact of bounded distance decoding, that for the same spanned space, the larger the minimum Hamming distance of the code, the more likely the testpatterns belong to the same codeword [11] . That justifies our claim that the reduced test-pattern Chase algorithm is more efficient for non-binary MDS Reed-Solomon code than the binary BCH codes.
Nevertheless, Table 2 presents a generalized comparison between complexities of the standard Chase and the reduced test-pattern Chase for bounded-distance soft decoding of RS codes. As the syndrome computation step is carried out for all 2 LRB generated test patterns, the number of GF operations is represented by a normalized number that represents this step, plus a factor ξ , that represents the average number of successive algebraic decoding where the syndrome values are different, times the sum of the remaining ML test and the algebraic solvers algorithms'; key equation, Chien, and Forney. Numerical calculations from simulations results have shown that at BER equals 10 −5 , the applied reduced testpattern Chase algorithm for RS decoding is at least 35% less complex in terms of GF operations and 90% less in terms of soft operations.
VII. CONCLUSION
RS codes form the most important channel coding technique defined in the CCSDS standard. This paper introduces a novel concatenation scheme based on Justesen concatenation adhering to the CCSDS standards in order to improve the error performance of the RS code while keeping the added complexity as small as possible.
When the only hard output from Kaneko algorithm is considered, the outer RS code is decoded using HIHO decoding. The proposed concatenation scheme can guarantee a minimum of 1 dB and 6 dB coding gain compared to the same CCSDS RS code, even when these CCSDS RS codes are softly decoded using bounded-distance decoding, over an AWGN and Rayleigh fading channels. For further improvement, we took benefit of the reliability output of the inner SPC code by applying SIHO decoding of the outer RS code. This results in additional coding gain ranging from 0.2 to 0.6 dB.
Nonetheless, we have adopted the reduced test-pattern Chase algorithm for decoding the CCSDS RS codes either in standard format or in the concatenated format. Complete complexity analysis has been carried out based on direct syndrome-based decoding. At BER of 10 −5 , for either AWGN or Rayleigh fading channel, the adopted reduced testpatterns Chase algorithm performs with less than 10% of the generated test-patterns of the conventional Chase algorithm. However, as the reduced test-pattern decoding algorithm still needs to perform the syndrome calculations for all patterns in the defined bounded-distance space, we have included this in our overall complexity analysis. Therefore, for the two RS codes standardized by the CCSDS, and despite considering the direct syndrome decoding, we achieved an overall complexity reduction of 90% in soft operations, and 35% and 40% reduction in GF operations for the RS(255,239) and the RS(255,223) codes, respectively. The complexity reduction of the GF operations can be further reduced if other hardware implementations are considered, as in [19] , where the syndrome computation step only represents 12% from the overall algebraic decoding compared to 55% needed by the direct syndrome based standard approach. Moreover, further hardware optimization and exact memory requirements, as well as the associated decoding delay calculations for the proposed algorithm can be obtained using FPGA hardware implementation. 
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