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91. I
S  are crucial for monitoring the composition of the Earth'satmosphere on a global scale. For example, the dramatic ozone depletion in the
Antarctic, appearing each local spring, could not be properly studied without accu-
rate satellite measurements. Air pollution, greenhouse gases and volcanic ash are a few
other examples of important atmospheric constituents, nowadays routinely observed
using space borne sensors. ese kind of remote sensing observations are always indi-
rect. For example, instead of measuring the actual number density of an atmospheric
trace gas, satellite instruments record electromagnetic radiation transmitted, scattered,
or emitted from a limited region of the atmosphere. anks to our understanding of
physics, we know how in theory the gas molecules in the region of interest interact
with photons and leave their ĕngerprints to the propagated radiation. It is a typical
inverse problem to deduce trace gas concentrations from the measured radiance data.
is procedure is also known as retrieval. e physical values are retrieved from the
measurements using a suitable inversion method. To solve a physical inverse problem,
an accurate forward model is needed|a link between the measured quantity and the
parameters of interest.
Papers I{III of this thesis focus on certain satellite measurements of the atmo-
sphere called limb scattermeasurements. Limb scattermeasurements are daytimemea-
surements of the sunlight that is scattered from the Earth's Sun-illuminated limb. Limb
scatter measurements are valuable because they provide information about the verti-
cal structure of the atmosphere with good vertical resolution. e drawback of the
limb scatter technique is that accurate forward modeling is complicated and may be
computationally daunting. Obviously, no nighttime data can be measured either. De-
spite its challenges and limitations, the limb scatter method has proven to be a power-
ful technique for monitoring the middle atmosphere, the part of the atmosphere that
spans between about 12 and 80 km. Papers I{III use limb scatter measurements from
two satellite instruments: Optical Spectrograph and InfraRed Imager System (OSIRIS)
[Llewellyn et al., 2004, McLinden et al., 2012] on board the Odin spacecra and Global
Ozone Monitoring by Occultation of Stars (GOMOS) [Bertaux et al., 2010] on board
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the Envisat satellite. OSIRIS and GOMOS measurements have already been used in
numerous scientiĕc studies, from particle precipitation [e.g., Seppala et al., 2004, An-
dersson et al., 2014] to time series analyzes [e.g., Kyrola et al., 2013, Bourassa et al.,
2014].
Satellite data are oen supplemented by ground-based measurements. Ground-
based instruments are stationary, or have limited mobility, but their mass and dimen-
sions are not restricted in the same way as the spacecra conĕnes the instruments on
board. e instruments on the ground can be larger and typically generate better at-
mospheric data than the instruments in the space. erefore, ground-based measure-
ments are commonly used as a reference in the validation of satellite data. Although
ground-based measurements are generally accurate, the quality of the retrieved prod-
ucts depends on the used inversion method, which leaves room for improvement. Pa-
per IV of this thesis employs measurements of the ground-based Fourier Transform
spectrometer (FTS) instrument, located in Sodankylä, Northern Finland. e spec-
tral resolution of the data produced by the Sodankylä FTS is superior to OSIRIS and
GOMOS, but the direct Sun measurement principle provides only little information
about the vertical structure of the atmosphere. e dimension reduction retrieval
method introduced in Paper IV seeks to exploit this information as much as possi-
ble. e method is presented in a general form and it could be used in the future to
retrieve atmospheric proĕles from satellite observations as well.
Earth's atmosphere is a relatively thin gaseous layer surrounding the planet and
contained by the gravitational pull of the Earth. e 100 km altitude is oen used
as a limit between the atmosphere and space but there is no actual clear boundary.
e air density merely decreases, exponentially, towards zero as the altitude increases.
Its size may be unimpressive, but the atmosphere is a crucial medium for the Earth's
ecosystems. e atmosphere provides fundamental elements such as oxygen, nitrogen,
and carbon, distributes water, and protects life from the harsh conditions of space. e
dry atmosphere is mainly composed on nitrogen (∼78 %, by volume), oxygen (21 %),
argon (1 %), and many diﬀerent minor trace gases whose quantities vary depending
on the latitude, season, local time, and other factors. e amount of water vapor in
the atmosphere can vary between 0 and around 4 % by volume [Mohanakumar, 2008],
most of it being in the tropics.
e atmosphere is typically divided into four main layers that are called tro-
posphere (0{12 km), stratosphere (12{50 km), mesosphere (50{80 km), and ther-
mosphere (80{700 km). e boundaries between the layers are called tropopause,
stratopause, and mesopause, respectively. e stratosphere and mesosphere together
produce the so-called middle atmosphere, the most relevant region for this thesis. e
altitude limits of the layers are only approximative because the exact values depend,
e.g., on the latitude. For example, the altitude of the tropopause is roughly 8 km in
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the polar regions but around 16 km at the equator [Brasseur and Solomon, 2005]. e
atmospheric layers are naturally distinguished from each other by the behavior of the
temperature proĕle. Atmospheric temperature decreases with altitude in the tropo-
sphere and mesosphere but increases with altitude in the stratosphere and thermo-
sphere.
Vertically resolved measurements of the atmospheric trace gases are important for
understanding the underlying, and sometimes notoriously complicated, chemical and
dynamical processes driving the atmosphere. Many atmospheric phenomena aﬀect
certain altitude regions only. Besides, an accurate vertical proĕle gives a credible es-
timate of the total number of molecules, which oen is an important variable. While
some trace gases are thoroughly mixed in the air and thus have a relatively constant
mixing ratio proĕle, others have a strongly anomalous vertical distribution. For exam-
ple, around 90 % of the atmospheric ozone is located in a narrow layer in the strato-
sphere called the ozone layer (Fig. 1). e proĕle of ozone contains also a secondary
maximum around the mesopause region (Fig. 1, panel at right). Also the distribution
of atmospheric water is very irregular|around 99 % of water residues in the tropo-
sphere. Many other trace gases, such as CO2 and CH4, are usually well mixed in the
atmosphere but sometimes their proĕles too may contain substantial structures.
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Figure 1: Example of the vertical distribution of ozone presented in number density (left)
andmixing ratio (right). This ozone proöle was measured by the GOMOS instrument at the
equator in 2003.
In the atmospheric research, in general, a key research question is how the abun-
dances of the trace gases evolve in time. Since the industrial revolution began around
1750, the human race has been exceedingly abusing the atmosphere, releasing enor-
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mous amounts of pollution, greenhouse gases, and aerosols in the air. A dramatic
example of the human inĘuence on the atmosphere is the ozone hole in the Antarc-
tic region, discovered in 1984 [Farman et al., 1985], caused by chlorine and bromine
released from man-made chloroĘuorocarbons (CFCs) and halons. Long data records
coveringmany decades are needed for discovering andmonitoring this kind of changes
and for distinguishing between anthropogenic eﬀects and natural variations.
e world leaders have mostly struggled to agree on eﬀective policies for cutting
the emissions. e most successful treaty is the 1987-signed Montreal protocol that
banned the use of the CFC compounds aer their potential to destroy stratospheric
ozone was understood|and revealed by satellite data from Antarctic. As a result of
the Montreal protocol and its revisions, the ozone layer has started to slowly recover
[WMO, 2014, Harris et al., 2015]. However, attempts to regulate greenhouse gas emis-
sions have been less eﬀective. e Kyoto protocol, signed in 1997, is the most famous
treaty adapted so far, but nevertheless it had little eﬀect on the carbon emissions that
have been increasing year aer year. Although we now probably have seen the peak
in the CO2 emissions [Jackson et al., 2016], world nations release a staggering ∼35 bil-
lion tonnes of CO2 annually, and continue to do so for years. e 2015 United Na-
tions Climate Change Conference in Paris resulted in promises that by 2100 the global
warming would be limited to 2° C compared to the pre-industrial levels. However, if
dramatic reductions in the greenhouse gas emissions are not made, a global warming
of 4{6° C is more likely to be foreseen [IPCC, 2013, chap. 12]. e gap between the
political actions and recommendations of the research community remains large.
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2. R    
Measurements of atmospheric radiation are useful only if the physical processes gov-
erning the observations are suﬃciently understood. A sound theoretical basis allows us
to draw meaningful conclusions from the data. Most remote sensing instruments are
sensitive to photons, elementary particles that form electromagnetic radiation. Any
physical object with the temperature more than absolute zero emits electromagnetic
radiation, but the wavelength and energy distributions of the emitted radiation vary
greatly depending on the object. Most photons that passive instruments1 register orig-
inate from the Sun or from the Earth's atmosphere, land, and sea. Radiative transfer
is a discipline that studies how the atmosphere aﬀects the paths of the photons [e.g.,
Chandrasekhar, 1960, Goody and Yung, 1995, Liou, 2002]. Accurate modeling is chal-
lenging because the photon paths can be very complicated in practice.
2.1. S
Electromagnetic radiation interacts with matter through absorption, emission, and
scattering. In the scattering process, atoms, molecules, and larger particles in the path
of the light beam continuously extract energy from the photons and reradiate that en-
ergy in all directions. Clouds in the sky, and the sky itself, are visible to our eyes because
air molecules and water droplets scatter photons. However, some directions are more
favored than others depending on the scatterer. e resulting angular pattern, or the
phase function, denoted P (), is mostly determined by the size of the scatterer. Phase
function is a function of the scattering angle, , which is the angle between the inci-
dent direction and the direction of scattering. Phase function can be interpreted as a
probability distribution that must satisfy, when integrated over 4 steradians,
∫ 2
0
∫ 
0
P () sin  d d = ∫ 
0
P ()2 sin  d = 1: (1)
Small objects such as molecules mostly scatter energy equally forward and backward
with a relatively simple angular pattern, while large particles such as aerosols mostly
scatter forward and typically have a complex angular pattern. Because the size of
the scatterer is relative to the wavelength of light, it is useful to determine a non-
dimensional size parameter
x = 2r−1 (2)
where r is the actual radius of the (spherical) scatterer and  is the wavelength. Light
scattering by air molecules can be approximated using the Rayleigh phase function
Pair() = 3
16
(1 + cos2 ); (3)
1Active instruments provide their own radiation to illuminate the target.
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that generally applies to any particles with the size parameter x≪ 1. Rayleigh scatter-
ing is elastic scattering, i.e., the wavelength of the incident and the scattered light is the
same.
e scattering by aerosols is a less trivial modeling problem. Because the size and
type of atmospheric aerosols vary a lot, there are many ways to model their contribu-
tion, which oen complicates the interpretation of measurements. A widespread way
tomodel spherical particles, whose size is comparable to the wavelength, is the Lorenz-
Mie theory [see e.g. Bohren andHuﬀman, 1998]. It describes the electromagnetic ĕeld
as series expansions of vector spherical wave functions, and thus provides analytical
solutions. However, stratospheric aerosols can be modeled in a more straightforward
manner. Assuming a known phase function, and wavelength dependency discussed
later, the aerosol number density is the only variable that needs to be addressed. is
kind of approach does not bring in any knowledge about the aerosol type or size but
nevertheless is a reasonable approximation in many cases. It is also possible to take
account more detailed aerosol properties such as the size distribution but it would re-
quire special methods when interpreting the data [e.g. Bourassa et al., 2008, Rieger
et al., 2014] and preferably polarization-sensitive measurements.
In Papers I{III, we have modeled the angular dependence of the stratospheric
aerosols using the classic Henyey{Greenstein phase function [Henyey and Greenstein,
1941]:
Paer() = 1 − g2
4(1 + g2 − 2g cos )3/2 (4)
where  is the scattering angle and the parameter −1 ≤ g ≤ 1 is the measure for the
degree of anisotropy. A value of g = 0 means isotropic scattering and g = 1 means
forward-directed scattering (Papers I{III use the value g = 0:75). e mathematical
deĕnition of g is the expectation value of the cosine of the scattering angle  for P ()
g ≡ ⟨cos ⟩ = ∫ 
0
P () cos 2 sin  d: (5)
e Henyey{Greenstein phase function has a clever property
∫ 
0
Paer() cos 2 sin  d = g: (6)
So it is an identity function: calculation of the expectation value for cos  returns g.
Scattering is also a wavelength-dependent phenomenon. e wavelength depen-
dency is expressed with the scattering cross section, a quantity that depends on the ma-
terial and size of the scatterer. e SI unit of the scattering cross section ism2, although
in practice the form cm2 is typically used.2 It can be thought as a likelihood that the
2As is cm−3 with the number density.
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scattering event happens if the scatterer is in the path of the photon. e scattering
cross section of the neutral air is called the Rayleigh scattering cross section. It can be
described with the classic equation [e.g. van de Hulst, 1957]:
air() = 243(n2s − 1)2
4N2s (n2s + 2)2(6 + 36 − 7); (7)
where ns is the refractive index of air,Ns is the molecular density at standard pressure
and temperature, and  is the depolarization factor or depolarization ratio describing
the eﬀect of molecular anisotropy. e term (6+3)/(6−7) is the called the depolar-
ization term or the King factor|it is the largest source of uncertainty in the Rayleigh
scattering calculations. Bodhaine et al. [1999] gives a detailed discussion about the
terms of Eq. (7) and their numerical approximations. e strong wavelength depen-
dency makes blue light scatter more than red light, the reason why we perceive the sky
as blue (save looking directly towards the Sun).
e wavelength dependency of the aerosol scattering depends on the size of the
particles. A classic way is to choose, or retrieve from the data, the so-called Ångström
exponent in the − dependency, where smaller particles tend to produce a larger ex-
ponent. For example, water droplets, which are relatively large particles, scatter dif-
ferent wavelengths equally. Some retrieval methods assume totally diﬀerent spectral
shape for the aerosol scattering. For example, the operational GOMOS occultation
retrieval uses a second order polynomial with three free parameters. In this thesis,
the aerosol scattering cross section is approximated using the Ångström's law with the
ĕxed  = 1. e analysis of more detailed aerosol properties is out of the scope of this
thesis.
2.2. A
Absorption is the other fundamental phenomenon besides scattering that aﬀects elec-
tromagnetic radiation in the atmosphere. Materials can absorb photons, transforming
electromagnetic energy into internal energy of the absorber, typically heat.3 In the
atmosphere, absorption causes photodissociation of molecules, an important mecha-
nism in many chemical reactions and cycles. Absorption causes exponential attenua-
tion of light traveling through gas, a behavior discovered already in the beginning of
the 1700-century. Pierre Bouguer, Johann Heinrich Lambert, and August Beer|one
aer other|studied the absorption process. ey devised the famous relationship,
the Beer{Lambert law4, describing the attenuation of the incoming light I0 traveling
length l in a homogeneous gas with the concentrationN
I = I0 exp ( − Nl); (8)
3e opposite of absorption is emission, a process that produces photons instead of removing them.
4Also known as Beer's law or Beer{Lambert{Bouguer law.
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where is the absorption cross section, amaterial related parameter describing its ability
to absorb radiation. In this sense, it is equivalent to the scattering cross section. Gener-
ally the absorption cross section is a function of wavelength and temperature|at least.
Cross sections are usually measured in laboratory where ambient air can be accurately
controlled, yet the published values disagree slightly with each other. For example,
there are many cross sections for ozone [e.g., Chehade et al., 2013, Gorshelev et al.,
2014]. e problem is that the diﬀerent teams working on satellite retrievals are us-
ing diﬀerent cross sections, and the choice can aﬀect several percents of the retrieved
number densities. ismakes objective validationmore diﬃcult. Generally in the UV-
visible wavelengths, absorption cross sections are relatively smooth functions (Fig. 2).
Instead in the near infrared and shortwave infrared wavelengths, the absorption peaks
become narrow and depend also on the pressure. e total attenuation of the light
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Figure 2: Cross sections of ozone and NO2 in the UV-visible wavelength region.
beam due to the scattering and absorption together is called extinction.
2.3. R  
epropagated radiation in any point of the atmosphere can be described by the equa-
tion of radiative transfer. It accounts for the removal of radiation by extinction but also
for the gain of radiation due to emission and scattering. In the radiative transfer prob-
lems considered in this thesis, the gain by emission can be ignored because its contri-
bution is negligible compared to the scattering. us, the general form of the radiative
transfer equation can be written

 ⋅∇I(r;
) = −kext (r)[I(r;
) − J(r;
)]; (9)
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where the radiance I at wavelength  is speciĕed by three spatial coordinates r and
two angular coordinates 
. In the right hand side, the ĕrst term is the loss due to
extinction and the second term is the source term, i.e., the gain of radiation due to
scattering. kext is the total volume extinction coeﬃcient of the medium.
e limb scatter problem is convenient to describe with the integral form of the
radiative transfer equation [e.g., Chandrasekhar, 1960]
I(rs;
s) = I(r0;
0)e−(0;s) + ∫
LOS
kext (rs′)J(rs′ ;
s′)e−(s′;s) ds′; (10)
where the instrument at rs is looking at direction −
s, and the integration of the
source term goes over the line of sight (LOS) denoted by s′. e so-called optical depth,
 , is deĕned
(s1; s2) = ∫ s2
s1
kext (rs′)ds′: (11)
ere are several diﬀerent numerical approaches to solve Eq. (10)|analytic solutions
exist only in some simpliĕed cases. emethods mostly diﬀer in the way they evaluate
the source function. Methods that produce more accurate results can be complicated
and typically require intensive computing.
2.4. F 
Understanding the measured data requires a model that contains the relevant physical
processes governing the observation. is model is called forward model. Given the
inputs, such as the atmosphere, geometry, and instrument function, the forwardmodel
can be used to produce simulated measurements. e relationship is usually denoted
~y = F (x); (12)
where ~y ∈ Rm are the simulated data, x ∈ Rn are the model parameters, and F ∶Rn →
Rm is the forwardmodel function that produces the data ~y from the parametersx. e
dimensionsm andn are the number of data points andmodel parameters, respectively.
Usually, the corresponding ĕrst-order partial derivatives of the model with respect to
the parameters are computed as well. ematrix of the derivatives is typically arranged
as
K = dF
dx
= ⎡⎢⎢⎢⎢⎢⎣
@F1
@x1
⋯ @F1@xn⋮ ⋱ ⋮
@Fm
@x1
⋯ @Fm@xn
⎤⎥⎥⎥⎥⎥⎦ ; (13)
which is am × n matrix called Jacobian. To keep the model as simple as possible but
still accurate, it is important to recognize variables that are meaningful to the prob-
lem and the ones that can be ignored without introducing signiĕcant bias. A forward
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model implemented for the retrieval purposes is always a simpliĕed realization of the
complex reality. For example, a vertical distribution of an atmospheric gas is an utterly
complicated structure, constantly changing due to the motion of molecules and inĘu-
encing chemical processes. Hence, the distribution of the gas must be approximated
using a parametrized function or a discrete proĕle that is deĕned using a ĕnite number
of altitude levels. In both cases, we have a ĕnite number of parameters that deĕne the
observation and are the unknowns in the corresponding inverse problem (see Sect. 4.).
A forward model that uses single scattering (SS) approximation to solve the radia-
tive transfer problem is relatively simple to implement. e SS model is a straightfor-
ward numerical integration of Eq. (10). A typical implementation is to ĕrst calculate
path lengths in each (homogeneous) layer, when the solution becomes a trivial and
computationally inexpensive summation. However, modeling of the multiple scatter-
ing (MS) contribution is a crucial part of the bright limb radiative transfer. Photons
that have scattered multiple times before entering the instrument can make up even
50 % of the measured radiance in the visible wavelengths [Oikarinen et al., 1999]. e
exact amount depends strongly on the wavelength, though. In the UV wavelengths
shorter than 310 nm, the strong ozone absorption drastically reduces the relative pro-
portion of themultiple scattered light. Moreover, in the wavelengths longer than 1 m,
scattering decreases naturally due to the −4 dependence of the Rayleigh cross section.
e MS proportion depends also on the solar zenith and azimuth angles, albedo, and
the composition of the atmosphere.
To estimate themultiple scattering proportion, we have used two diﬀerent radiative
transfermodels. In Paper I, we used a pseudo three-dimensional (3-D) radiative trans-
fer model called LIMBTRAN [Griﬃoen andOikarinen, 2000]. In Papers II and III, we
used a more accurate, fully 3-D Monte Carlo model Siro [Oikarinen et al., 1999]. Siro
solves the radiative transfer problem by simulating photon trajectories in themodel at-
mosphere. Random scattering events naturally yield a proper estimate for the multiple
scattering contribution [Loughman et al., 2004]. However, Siro is slow to run and in
practice we have tabulated the multiple scattering fraction as a look-up table. Figure 3
shows an example of the photon paths in the model atmosphere simulated using Siro.
In Paper IV, we modeled the shortwave infrared (SWIR) band, and the FTS in-
strument points directly towards the Sun. In this case, scattering from the neutral
air and aerosols is negligible and can be ignored from the forward model. e SWIR
region absorption coeﬃcients were calculated using the HITRAN 2012 database and
the Voigt line shape. e Voigt proĕle is a function of pressure and temperature,
i.e., a function of altitude, which makes it possible to retrieve vertical information
from a single spectral measurement of the whole atmospheric column. e forward
model that was used in Paper IV, including various retrieval methods, is available at
https://github.com/tukiains/swirlab/.
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Figure3: Siro simulation of the photonpaths in the atmosphere in limb-viewing geometry.
Upper panel: view from the instrument. Lower panel: view from above. The simulationwas
run for the 30 km tangent height using 1000 photons.
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3. I
Instruments that measure atmospheric radiation at many wavelengths provide the
most useful data for the proĕle retrieval purposes. A spectrum with low noise and
good spectral resolution gives the best chances to distinguish contributions of diﬀer-
ent trace gases. e number of gases that can be retrieved depends on the wavelength
band and other properties of the measuring instrument.
3.1. OSIRIS
OSIRIS [Llewellyn et al., 2004, McLinden et al., 2012] is one of the two instruments
on board the Swedish Odin satellite [Murtagh et al., 2002], launched on 20th February
2001. e OSIRIS instrument consists of a UV-visible spectrometer (OS-part) and
three infrared channels (IRIS). e spectrometer measures in the 274-810 nm band
with approximately 1 nm spectral resolution and the infrared channels are centered at
1.263, 1.273 and 1.530 m. e spectrometer and the IR-imager are aligned so that
they always point at the same part of the atmosphere, a useful arrangement for some
applications. In this thesis, I regularly use the name \OSIRIS" but concentrate on the
UV-visible spectrometer measurements only. e other instrument on board Odin,
besides OSIRIS, is the SubMillimeter Radiometer (SMR). Also SMR data are not used
in this thesis.
Odin was launched in a Sun-synchronous 6 p.m./6 a.m. local time orbit at ∼600 km
altitude resulting in a period of 96 min and 15 revolutions each day. is kind of or-
bit, where the satellite is always riding between the day and night, is also known as a
dawn/tusk orbit or a terminator orbit. It is a natural conĕguration for Odin because
OSIRIS needs sunlight for the measurements. Using the terminator orbit, OSIRIS data
can be collected in the ascending (evening) and descending (morning) phases of the
orbit. In the Odin mission, the observation time was originally divided between the
Solid Earth
Odin/OSIRIS
Line of sight
Atmosphere
Sun
Figure 4: OSIRIS measurement geometry. The arrows represent some of the possible ray
paths from the Sun to the instrument.
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separate aeronomy and astronomymissions, but since July 2007 the Odin spacecra is
dedicated to the aeronomy mission only. e measurement principle of OSIRIS, the
limb-viewing technique, is shown in Fig. 4. e sunlit tangent point is scanned be-
tween 10 and 100 km with around 25{45 individual radiance measurements. Figure 5
shows a simpliĕed view of the tangent point where the (hypothetical) layers of the at-
mosphere are measured with the distinct line of sights originating from the spacecra.
OSIRIS explores about 300 tangent points daily and these events are referred as scans
from now on.
Because the tangent point is inspected independently at several tangent heights,
the vertical proĕles of diﬀerent trace gases (and aerosols) can be estimated with good
vertical resolution (2{3 km). It is evident that the limb-viewing technique acquires
considerably more information about the vertical structure than, for example, nadir-
viewing instruments, which probe the whole atmospheric column at once. Examples
Solid Earth
Figure5: Mappingof the tangent point using the limb-viewing technique, and the layering
of the atmosphere for the retrieval.
of the actual recorded UV-visible OSIRIS spectra are shown in Fig. 6. By visual in-
spection, one can note a few interesting details such as the exponentially increasing ra-
diance level towards the lower altitudes, the zigzag structures (Fraunhofer lines from
the Sun atmosphere), and the so-called oxygen A-band absorption/emission peak at∼762 nm. For humankind, the most relevant feature is the strong reduction of the sig-
nal in theUVwavelengths less than 320 nm. In this region, atmospheric ozone absorbs
eﬃciently the dangerous UV radiation of the Sun, enabling and protecting all life on
Earth.
3.2. GOMOS
GOMOS [Bertaux et al., 2010] is one of the 10 instruments on board the European
Space Agency's (ESA) Envisat satellite, launched in 2002. Envisat/GOMOS provided
over a decade of measurements before the mission ended abruptly on 8th of April
2012 when the communication with the satellite was suddenly lost. Envisat has a
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Figure 6: Example of the OSIRIS radiances at a few tangent heights. The instrument does
not record spectrum in the shaded region.
Sun-synchronous 10 p.m./10 a.m. polar orbit at ∼790 km with the orbital period of∼101 min.
GOMOS is a stellar occultation instrument, it looks one star at time as it \oc-
cultates" through the Earth's limb. Altogether about 180 diﬀerent stars are followed
this way, in nighttime and daytime conditions. While stars are relatively weak signal
sources, the measurement principle works ĕne in the dark limb conditions during the
nighttime [Kyrola et al., 2010]. However, during the daytime the star signal is over-
whelmed by the limb scatter contribution from the Sun. GOMOS measures the limb
using three separate optical bands. e central band measures the combined contri-
bution of the star and the limb scatter light, while the two other bands|below and
above the central band|measure only the limb scatter signal (Fig. 7). In principle,
subtracting the mean of the upper and lower bands from the central band should re-
sult in a pure star spectrum which could be used in the standard occultation retrieval
[Bertaux et al., 2010]. However, it seems that this removal produces large and poorly
characterized uncertainties in the resulting star spectrum.
Papers II and III introduce a method for retrieving ozone proĕles from the
GOMOS upper/lower band radiances. ese data are called GOMOS bright limb
(GBL). e retrieval method is similar than the one we already used with OSIRIS (Pa-
per I). However, as the GOMOS instrument was not optimized to measure radiances
but star light, the data has some serious defects that complicate the retrieval. First of all,
the GOMOS radiances are badly contaminated by stray light. Stray light is superĘuous
light entering the instrument, originating from some other part(s) of the atmosphere
than the tangent point. For example, it may be light reĘected from the spacecra itself
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Figure 7: GOMOSmeasurement principle during the daytime. The arrows present the sin-
gle scattering photon paths from the Sun and from the star. The star contributes only to
the central band of the instrument.
or clouds below. Figure 8 shows a comparison of co-located (in time and space)OSIRIS
and GOMOS radiances, having approximately the same solar zenith, azimuth, and
scattering angles. e diﬀerence is deĕned as (GOMOS-OSIRIS)/GOMOS*100 [%],
and Fig. 8 shows a median of those individual relative diﬀerences. GOMOS radiances
are considerably larger especially in the visible wavelengths above 40 km, but there
are also substantial excess radiance below 40 km in the UV wavelengths shorter than
320 nm. is extra signal is stray light. e visible region of the GOMOS spectrum can
be mostly corrected by subtracting the mean spectrum of the topmost tangent heights
(above 100 km) from all other altitudes (Fig. 9). However, the stray light in the UV
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Figure 8: Median relative diﬀerence of the six co-located OSIRIS and GOMOS radiances
before stray light correction. The diﬀerence in distance was less than 300 km and in time
less than one day, and the diﬀerence in solar zenith, azimuth, and scattering angleswas less
than two degrees. The zenith angles were between 66° and 69°.
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Figure 9: Same as Fig. 8 but after the stray light correction.
region is more diﬃcult to characterize and correct. We have no good understanding
of the mechanism that leads to excess scattering in the UV region when GOMOS is
looking at the lower tangent heights (Fig. 10).
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Figure 10: 306 nm OSIRIS and GOMOS radiances from Fig. 9 as a function of altitude. The
GOMOS radiances have a substantial positive bias.
3.3. S FTS
Fourier transform spectrometers are instruments that divide the incoming light into
two parts: the direct beam that simply hits the detector and the second beam that, by
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reĘecting from a moving mirror, travels a longer optical path before entering the de-
tector. e result is an interferogram, intensity as a function of the optical path diﬀer-
ence (Fig. 11). e spectrum is then obtained by performing Fourier transform to the
measured interferogram. e measurement method is also called Fourier Transform
Infrared Spectroscopy (FTIR).
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Figure 11: Sodankylä FTS instrument (left) and an example of themeasured interferogram
(right).
e Sodankylä FTS is located at the Finnish Meteorological Institute's Arctic Re-
search Centre in Sodankylä, Northern Finland (67.4°N, 26.6°E). e instrument has
been operational since February 2009, providing direct Sun measurements (Fig. 12)
from February to November. Up to several hundred measurements a day are recorded
depending on the season and cloudiness. e instrument does not operate during the
winter because there is no sunlight.
e Sodankyla FTS is a Bruker IFS 125 HR with a A547N solar tracker. It
has three detectors: InGaAs (12,800{4,000 cm−1), Si (25,000{9,000 cm−1), and InSb
(10,000{1,850 cm−1). e instrument operates on the optical path diﬀerence of 45 cm,
with the 2.3923mrad ĕeld of view, leading to the spectral resolution of ∼0.02 cm−1. e
FTS at Sodankyla is part of the Total CarbonColumnObservingNetwork (TCCON), a
global network that observes solar spectra in near-infrared wavelengths and provides
column-averaged dry-air mole fractions [Wunch et al., 2011]. ere are more than
20 TCCON sites around the world and the TCCON data are extensively used in the
validation of satellite data and models.
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Figure 12: Direct Sun measurement principle of the Sodankylä ground-based FTS.
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4. T  
In an inverse problem, we start from the measurement results and try to infer causes.
In atmospheric applications, this process typically can be described as a parameter esti-
mation task. We try ĕnd the input parameters that cause the forwardmodel to produce
the observed data. us, the inverse problem is the opposite of the forward problem
discussed in Sect. 2.4. (Fig. 13). Inverse problem research has become a widely spread
parameters data
forward problem
inverse problem
Figure 13: Diﬀerence between the forward and inverse problems.
branch of mathematics. Besides a large amount of important theoretical results, in-
verse problems are present in many practical areas like remote sensing of the Earth,
weather forecast, and medical imaging.
In the retrieval of vertical atmospheric proĕles from the limb scatter or FTIR data,
the starting point is the measured solar spectrum y ∈ Rm, where m is the number
of wavelengths.5 e goal is to estimate the vertical proĕle of a trace gas at n altitude
levels. e problem can be written as
y = F (x) + "; (14)
whereF ∶Rn → Rm is the forwardmodel,x ∈ Rn is the vector of unknowns called state
vector and " ∈ Rm is the measurement error. If Eq. (14) is a linear problem, we can try
to use matrix operations from linear algebra to solve x, albeit a direct matrix inver-
sion is usually not possible due to the lack of data to uniquely determine x. Anyhow,
in atmospheric inverse problems F is generally a nonlinear operator, and attempts to
linearize the problem can cause other issues. us, x is usually estimated using meth-
ods from numerical optimization or using sampling based approach like Monte Carlo
methods. A standard measure of the agreement between the noisy data and the model
(parameters) is the cost function
2 = ∥y − F (x)∥2Cy = [y − F (x)]TC−1y [y − F (x)]; (15)
whereCy ∈ Rm×m is the covariance matrix including measurement and modeling er-
rors. Cy is oen assumed diagonal but it needs not to be. In fact, in many problems
a diagonal Cy would be an overly optimistic assumption. Nevertheless, to ĕnd the
optimal x, usually denoted x^, a traditional estimation process starts from some ini-
tial state x0 and iteratively seeks parameters that locally minimize 2. e estimator
5In some problems we have several spectra that are stacked in the data vector|m can be quite large.
28
can be found, for example, by the simplex method or, preferably, by some derivative-
based optimization technique. A Ęawless physical forward model and noise-free data
would result in a perfect agreement between the data and model. However, in prac-
tice, the estimation of x^ from the measured spectrum can be ambiguous. Accord-
ing to Hadamard6, an inverse problem is well-posed if the solution exists, the solu-
tion is unique, and the solution depends continuously on data and parameters. e
Hadamard conditions are usually not satisĕed with real, noisy data. For example, even
if we have considerably more data points than parameters,m >> n, there might not be
enough information to reasonably retrieve n parameters. All data points do not neces-
sarily bring in unique information to the system, they hardly ever do. Inverse problems
that do not fulĕll the Hadamard conditions are called ill-posed. Furthermore, even a
well-posed inverse problem can be ill-conditioned. is means that small errors in the
input data can result in large errors in the answer.
Ill-posed inverse problems are commonly tuned towards more sensible solutions
using some kind of a priori information of the measurement system. For example, the
retrieval process can be regularized by requiring certain smoothness for the solution.
Some variables such as the temperature and pressure proĕles may be taken elsewhere
and kept ĕxed. Indeed, it oen makes sense to use expert knowledge about the mea-
surement system and emphasize certain results. Nowadays, a widely used approach
is the Bayesian analysis. e unknowns, a priori data, and solution are considered as
probability distributions, and the estimated parameters and the measurement errors
are considered as random processes. e Bayes formula supposes that the state vector
x has the prior probability density p(x), which characterizes properties like physically
possible values and vertical smoothness. e conditional probability y∣x has the like-
lihood probability density p(y∣x), which is typically calculated using Eq. (15). en,
the posterior probability density is
p(x∣y) = p(y∣x)p(x)
p(y) ; (16)
which is the famous equation called Bayes' theorem or rule and the solution of the
statistical inverse problem. e Bayes' theorem allows new evidence to update our
current beliefs. e marginal probability density p(y) is a scaling constant that can
be neglected from the analysis as the minimization of Eq. (16) is more relevant than
the exact form of the posterior distribution. e commonly used point estimator is the
maximum a posteriori (MAP)
xMAP = argmin
x
p(x∣y) (17)
6Jacques Hadamard (1865{1963), a French mathematician.
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and sometimes themaximum likelihood (ML)
xML = argmin
x
p(y∣x): (18)
e ML estimate gives the same result as MAP with uninformative (Ęat) prior distri-
bution or when the amount of data increases towards inĕnity.
4.1. O      
e limb-viewing technique is a useful way to measure the vertical composition of the
tangent point atmosphere. Diﬀerent retrieval strategies can be used to extract themax-
imum amount of information from the measurements. e chosen retrieval method
should be feasible in terms of accuracy and numerical performance, but usually there
are many possible ways to approach the problem. Used wavelengths, retrieved param-
eters, etc., are important choices aﬀecting the retrieval. In addition, the methods typ-
ically treat the prior information diﬀerently, which is a crucial|and oen somewhat
subjective|part of the inversion.
e ĕrst limb scatter ozone retrievals were made using the Ultraviolet Spectrom-
eter (UVS) instrument on board the Solar Mesospheric Explorer (SME) [Rusch et al.,
1984], launched in 1981. Furthermeasurements weremade by the Shuttle Ozone Limb
Sounding Experiment (SOLSE) and LimbOzone Retrieval Experiment (LORE) instru-
ments [McPeters et al., 2000] on board of the Space Shuttle Ęight STS-87 in 1997. e
SOLSE/LORE ozone proĕles were retrieved using the method described by Flittner
et al. [2000] which uses wavelength pairs in the UV, and wavelength triplets in the vis-
ible, i.e., ratios that are only weakly aﬀected by other trace gases and aerosols. e au-
thors use the so-called optimal estimation method [Rodgers, 2000] to solve the actual
inverse problem. e SOLSE/LORE instrument was lost, along with the crew, when
Space Shuttle Columbia disintegrated during reentry into the atmosphere in 2003.
More serious limb scatter instrumentation started to appear in the beginning of
the 21st century. In addition to OSIRIS on Odin, the SCanning Imaging Absorption
spectroMeter for Atmospheric CHartographY (SCIAMACHY) instrument [Bovens-
mann et al., 1999] on board the Envisat satellite was also able to measure limb scatter
data. e SCIAMACHY limb ozone retrieval [Jia et al., 2015] combines information
from the UV and visible wavelengths: In the visible spectral range, the triplet method
is used, and in the UV spectral range, the method described by Rohen et al. [2008] is
used.
Alternative retrieval methods that use OSIRIS data can be found, e.g., for ozone
[Degenstein et al., 2009], for NO2 [Bourassa et al., 2011], and for aerosols [Bourassa
et al., 2012]. e OSIRIS ozone retrieval by Degenstein et al. [2009] uses rather similar
wavelength pairs and triplets than Flittner et al. [2000], but utilizes weighting func-
tions for the pairs and triplets. is way the UV and visible bands can be combined
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in a smooth way, which prevents unwanted discontinuities in the retrieved proĕles.
e retrieval itself is a variant of the multiplicative algebraic reconstruction technique
[Gordon et al., 1970] which is originally a two dimensional tomographic algorithm.
In addition, the GOMOS bright limb ozone proĕles are previously retrieved by Taha
et al. [2008]. Again the authors use the approach by Flittner et al. [2000] to combine
the UV and visible regions, and an optimal estimation scheme [Rodgers, 2000] for the
retrieval.
In this thesis, the fundamental ozone retrieval strategy is to use a large wavelength
band (280{680 nm) for the retrieval. It naturally combines the UV and visible bands
and allows retrievals for diﬀerent altitude regions. Because we do not use wavelength
pairs or triplets, the smooth base line of the spectrum (due to air and aerosol scattering)
must be taken account as well. To perform the retrieval, we use the the so-called onion
peeling method. In onion peeling, the layers of the atmosphere are assumed to be
homogeneous and the proĕle is estimated starting from the topmost layer, solving it,
and proceeding layer by layer to the lowermost layer. During the process, the layers
already solved above the current layer are assumed to be known and ĕxed. In the end,
the separately retrieved layer densities produce the complete vertical proĕle.
In Papers I{III, we use the onion peeling method to retrieve proĕles from OSIRIS
and GOMOS bright limb data [see also Auvinen, 2009]. At each layer, the state vector
x ∈ Rp presents densities of the p trace gases, the unknowns in the inverse problem.
Weuse uninformative prior for the parameters and assume that ourmeasurement error
estimates are independent and normally distributed. Hence, the minimization of 2
in Eq. (15) becomes a weighted least squares problem. e onion peeling solution is
relatively fast to compute|typically the parameters of one layer can be estimated in a
few iterations. e lightweight inverse problem allows us to use more wavelengths in
the forward model without hindering the performance too much. In principle, a large
number of data points increases the signal to noise ratio, and especially with ozone, a
large wavelength band allows retrievals for a wide altitude range.
e downside of a large wavelength band is that the aerosols and stray light, for
example, can cause additional challenges for the retrieval. In this kind of retrieval set
up, we assume that the there is no correlation between the residuals, even if this might
be a somewhat naive assumption. e correlation of the residuals is hard to avoid en-
tirely when a large wavelength band is used in the retrieval (Fig. 14). For example, an
incorrect aerosol model or stray light contamination in the data, would cause a smooth
modeling error component and a poor agreement between the model and data. How-
ever, the modeling error component is troublesome to estimate and would require at
least a comprehensive analysis of the residuals. e contribution of the modeling error
can be reduced by using a narrow wavelength band in the retrieval. It is a useful solu-
tion especially when the spectral ĕngerprint of the retrieved gas is important only in
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Figure 14: OSIRIS O3 retrieval band. Shown are OSIRIS data at one tangent height (30 km)
and the model at the optimum (upper panel), and the corresponding residuals (lower
panel). The retrieved gases were O3, neutral air, and aerosols.
some limited parts of the measured spectrum. To retrieve NO2, which is a minor ab-
sorber compared to ozone, we use a narrow wavelength band between 430 and 450 nm
(Fig. 15). is kind of retrieval closely resembles the Diﬀerential Optical Absorption
Spectroscopy (DOAS) technique [Platt and Stutz, 2008] that is widely used in atmo-
spheric data analyzes. Because of the diﬀerent spectral ranges, theOSIRISO3 andNO2
retrievals are done in separate peeling loops. With the GOMOS daytime radiances, the
large measurement noise prevents reasonable NO2 retrievals.
To solve the weighted least squares problem of Eq. (15), we use the Leven-
berg{Marquardt (LM) method. It is a derivative based optimization method com-
monly used to solve nonlinear least squares problems. e LM method was initially
proposed by Levenberg [1944] and further developed by Marquardt [1963]. e LM
iteration is deĕned
xi+1 = xi + [KTi Ki + idiag(KTi Ki)]−1KTi [y − F (xi)] (19)
where Ki is the Jacobian of xi, and y − F (xi) is the residual. To account for the
observation uncertainty, Eq. (19) becomes
xi+1 = xi + [KTi C−1y Ki + idiag(KTi C−1y Ki)]−1KTi C−1y [y − F (xi)]; (20)
whereCy is the covariancematrix of themeasurement uncertainty. emethod needs
a starting point,x0, which should be roughly near the correct solution, especially if the
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Figure 15: OSIRIS NO2 retrieval band. Shown areOSIRIS data at one tangent height (30 km)
and the model at the optimum (upper panel), and the corresponding residuals (lower
panel). The retrieved gases were NO2, neutral air, and aerosols.
residual function, y−F (x), contains multiple local minima. e damping parameter,
i, is adjusted at each iteration until the sumof squared residuals (RSS) decreases before
moving to the next iteration. e LM algorithm stops when the RSS decreases less than
the user-deĕned threshold, and xi = x^ is returned as the solution.
A useful statistics for the goodness of ĕt is the reduced chi square
2red = 2m − p; (21)
where2 is the weighted sum of squared errors, i.e., Eq. (15),m is the number of wave-
lengths, and p is the number of ĕtted parameters. Ideally, the model and data agree
within the measurement uncertainty and 2red ≈ 1 at the optimum. A 2red value con-
siderably larger or smaller than one suggests some kind of imbalance between the data,
model, and measurement error. Finally, the uncertainty of the estimated parameters
can be approximated from the Jacobian at the optimum
2x = diag(KTC−1y K)−12red; (22)
where the scaling factor, 2red, accounts for the disagreement in the ĕt.
4.2. D    FTS 
A single FTIR spectrum contains considerably less information about the vertical
structure of the atmosphere at the tangent point than a complete limb scatter scan con-
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taining many independent spectra. Nevertheless, with the FTIR data too, the retrieval
is generally performed using a relatively dense vertical grid. Although the choice is ar-
bitrary, an adequate grid, in general, extracts most information provided by the mea-
surement and gives a good visual representation of the proĕle [Ceccherini et al., 2016].
In any case, the retrieval methodmust carefully connect the grid, retrieved parameters,
and vertical sensitivity.
Mediocre vertical resolution and low sensitivity to some altitudes are common is-
sues for ground-based instruments and nadir-viewing satellite instruments. ese is-
sues typically complicate the proĕle retrieval eﬀorts considerably. e most common
retrieval approaches are the prior proĕle scaling [e.g. Wunch et al., 2011], and optimal
estimation [e.g. O'Dell et al., 2012]. e former method does not even try to provide
any proĕle information, and the latter scheme typically depends on tight prior in order
to provide reasonable proĕles.
In this thesis, the idea was to implement amethod that would be less dependent on
the prior but would still provide information about the vertical structure and realistic
proĕles. Because the measured FTIR data allows us to retrieve around 2{3 indepen-
dent pieces of information about the vertical structure of CH4, we construct the inverse
problem so that there are 2{3 estimated parameters only. is kind of parametrization
simpliĕes and stabilizes the inverse problem, and eases the computation. e parame-
ters needs to be chosen so that they manifest the information content of the measure-
ment, and we need a way to project the low-parameter proĕle back to the full space.
e idea of solving inversion problems by the means of dimension reduction is not
new. For example, the so-called truncated singular value decomposition technique
[see e.g. Kaipio and Somersalo, 2005] is a well-known numerical trick to regularize an
ill-posed inverse problem. In his classic book Rodgers [2000] discusses the dimen-
sion reduction option also, but without details how the actual projection to the lower
dimension is made.
e dimension reduction approach that we apply to the FTIR data in Paper IV
is based on Marzouk and Najm [2009] and Solonen et al. [2016]. e fundamental
concept of the method is to express the proĕlex ∈ Rn in terms of the parameter vector
 as
x = x0 +P; (23)
where x0 ∈ Rn is a priori mean proĕle, P is a matrix that can be used such that
PPT = C, where C is a n × n positive deĕnite prior covariance matrix, and  ∈ Rn
are the unknown parameters. Next, to have a dimension reduction, the key operation
is to replace matrix C by its low-rank version, denoted C̃. It can be approximated
using the singular value decomposition and considering only k (1 ≤ k < n) largest
singular values and the corresponding singular vectors. us, the low-dimensional
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parametrization of x is
x = x0 +Pkk; (24)
where k is a k-dimensional vector whose prior distribution will be a k-dimensional
GaussianN (0; Ik), andPk ∈ Rn×k; k < n, is a projection matrix from Rk to Rn.
Using the Bayesian analysis for the estimation of k, the posterior density is of
form
p(∣y)∝ exp(−1
2
(∥y − f(x0 +Pkk)∥2Cy + ∥∥2Ik)) ; (25)
where y ∈ Rm is the measurement vector, f ∶Rn → Rm is the forward model and
Cy ∈ Rm×m is the measurement error covariance.
An important part of the dimension reduction technique presented above is the
estimation of the original prior covariance matrix C. Ideally, C would be estimated
from a large number of accurate proĕle measurements, e.g., in-situ balloon soundings,
that would characterize the natural variability of the particular trace gas. Because we
do not have this kind of data set for methane over Sodankylä, we construct C from
general assumptions and use satellite proĕle measurements to check our assumptions
(see details in Paper IV). e prior covariance for CH4 that we have used is shown in
Fig. 16.
To estimate the parameters, we use Markov chain Monte Carlo (MCMC) statis-
tical estimation. e MCMC method is an eﬃcient way to sample multidimensional
spaces and to ĕnd regions of statistical signiĕcance [Tarantola, 2005]. emost general
MCMC algorithm is the Metropolis-Hastings (MH), based on the work of Metropolis
et al. [1953] and Hastings [1970]. In modern applications, it is popular to use adaptive
versions of MH [see Tamminen, 2004, Laine, 2008, and references therein]. In this
work, we use MCMC to sample the posterior distribution of Eq. (25), thus obtaining
a full Bayesian uncertainty quantiĕcation. MCMC is a clever way to do Monte Carlo
sampling because the full posterior distribution can be analyzed without needing to
calculate the normalizing constant in the Bayes' formula. It should be mentioned that
MCMC is eﬃcient here because we only have a few estimated parameters (1{3 for each
gas). e decrease in the number of estimated parameters is an important feature of
the dimension reduction method. Instead, running MCMC in full state space would
be computationally demanding.
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Figure 16: Prior covariance of CH4 (fromPaper IV). Shown are the covariancematrix (upper
left), its singular values (upper right), three largest singular vectors (lower left), and random
draws from the prior (lower right).
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5. R
Retrieved proĕles are considered useful for scientiĕc work once their properties are
characterized using reference measurements of known and good quality. A standard
way to validate satellite proĕles is to compare spatially and temporally co-located pro-
ĕles, and calculate the relative diﬀerence for each proĕle pair as
 = (xprof −xref)
xref
× 100 [%] (26)
where xprof is the proĕle whose quality we are interested in and xref is the reference
proĕle of \known" quality. e distribution of can be used as an estimate for bias
whenwe have a suﬃcient amount of co-located proĕles. Proper coincidence criteria for
the proĕle pairs depend on the sampling of the instruments and the variability of the
measured trace gas. e proĕle pairs should be as near as possible in time and space,
yet producing enough matches for credible statistics. Typical limits in the comparison
of satellite proĕles are around 100{500 km in distance and 1{24 h in time.
In addition to other satellite instruments, in-situ balloon soundings are oen used
as a reference in the validation studies. In-situ instruments sample local air achieving
typically an excellent vertical resolution, and generally obtain better accuracy and pre-
cision than satellite measurements. However, balloon soundings typically only reach
altitudes up to ∼30 km or less. Furthermore, soundings provide less data than satel-
lite instruments and cover only ĕxed locations. In this thesis, we used in-situ balloon
soundings to validate theGBLozone proĕles (Sect. 5.3.) and FTIRCH4 proĕles (Sect. 5.
4.).
5.1. OSIRIS O3 
A commonly used reference satellite data set for ozone proĕles was measured by the
Stratospheric Aerosol and Gas Experiment II (SAGE II) instrument [Damadeo et al.,
2013], operational between 1984 and 2005. SAGE II is a solar occultation instrument,
achieving high signal-to noise ratio by measuring the direct Sun beam through the at-
mosphere. SAGE II is oen referred as \the gold standard" in ozone (proĕle) monitor-
ing. On the other hand, using the solar occultation technique only two measurements
per orbit can be recorded leading to a modest spatial coverage. In addition to SAGE II,
also the GOMOS nighttime ozone proĕles are considered to have a good accuracy in
the stratosphere, typically better than 5 %. It is a similar accuracy than of SAGE II
ozone [see Kyrola et al., 2013].
In Paper I, we compared the OSIRIS ozone proĕles with the GOMOS nighttime
proĕles. Since then, the whole OSIRIS data set has been processed and I will present
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here updated validation results against SAGE II and GOMOS nighttime data. Statisti-
cally, OSIRIS and SAGE II ozone proĕles have a better than 5 % agreement between 15
and 55 km (Fig. 17). In this comparison, I set the spatial diﬀerence less than 200 km
and time diﬀerence less than 3 h. Because of the short temporal separation, the OSIRIS
morning measurements are compared with the corresponding SAGE II sunrise mea-
surements, and the evening measurements with the corresponding sunset measure-
ments. is minimizes possible eﬀects of the diurnal variation of ozone. e OSIRIS
and SAGE II matches are from 2001{2005 which is the common measurement period
of the instruments.
e agreement between the OSIRIS morning measurements and the GOMOS
nighttime ozone proĕles in the 20{55 km range is similar (Fig. 18) than in the compar-
ison with SAGE II. In this comparison, the spatial diﬀerence is less than 150 km and
the time diﬀerence less than 12 h. e OSIRIS evening measurements were omitted
because the well known aernoon maximum of ozone [Sakazaki et al., 2013] would
cause an additional around 5 % positive bias at around 45 km.
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Figure 17: Comparison of OSIRIS and SAGE II ozone proöles. Left: median (blue) and in-
terquartile range (shaded region) of the individual relative diﬀerences. There were 122 co-
located proöles. Right: locations of the matches.
5.2. OSIRIS NO2 
e validation of OSIRIS NO2 is a bit more ambiguous than the validation of ozone.
e retrieved NO2 proĕles are expected to be less accurate than the ozone proĕles
due to the challenges in the corresponding inverse problem. NO2 has a considerably
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Figure18: ComparisonofOSIRIS andGOMOSnighttimeozoneproöles. Left: median (blue)
and interquartile range (shaded region) of the individual relative diﬀerences. There were
555 co-located proöles. Right: locations of the matches.
smaller spectral ĕngerprint than ozone, inducing more sensitivity to the noise, prior,
and other factors in the retrieval process. Furthermore, NO2 has a strong diurnal vari-
ation in the stratosphere, an aspect that complicates the comparison betweenmeasure-
ments made at diﬀerent local times and viewing geometries.
In Paper I, we compared OSIRIS NO2 with data from Halogen Occultation Ex-
periment (HALOE), another space-borne instrument using solar occultation. In this
section, I perform an additional comparisonwith SAGE II sunsetmeasurements, a data
set that is considered good for scientiĕc work (there are known issues in the SAGE II
sunrise NO2 data [see Damadeo et al., 2013]). Examples of the individual, co-located
OSIRIS and SAGE IINO2 proĕles are shown in Fig. 19. On average, the proĕles deviate
less than 10 % between 26 and 39 km (Fig. 20). Below 26 km the increasing negative
bias is mainly due to the diurnal eﬀects caused by the diﬀerent viewing geometry of
the instruments [McLinden et al., 2006]. In this comparison, the spatial diﬀerence is
less than 250 km and time diﬀerence less than 30 min.
5.3. GOMOS   O3 
e GOMOS bright limb ozone proĕles were thoroughly validated in Paper III. e
result was that the GBL proĕles are always signiĕcantly better than the corresponding
day occultation proĕles (see, e.g., Fig. 21). e day occultation retrieval is corrupted
by biases and outliers in the measured transmission spectra. Hence, the stratospheric
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Figure 19: Examples of the co-located OSIRIS and SAGE II NO2 proöles.
part of the day occultation proĕles is useless in most cases. e retrieval from the
limb scattered radiance is less sensitive to these kind of problems because of the better
signal to noise ratio. e retrieved GBL proĕles agree relative well with the SAGE II
measurements (Fig. 22). e relative diﬀerence is (mostly) below 10 % between 20 and
50 kmbut the bias has a distinct shape. eGBL proĕles tends to have a negative bias at
40 km and a positive bias at 50 km. Below 35 km the bias in the GBL data is oen below
5 %, according to the comparison with ozone soundings (Fig. 23). e 40 km bias is
due to the stray light in the GOMOS spectrum, which causes inconsistency between
the UV and visible wavelength regions. A better method for combining information
from the two bands should be developed for the next GBL reprocessing.
5.4. FTS 
To validate the retrieved CH4 proĕles, we use balloon-bornemeasurements made with
the AirCore system [Karion et al., 2010]. AirCore is a long metallic tube that slowly
ĕlls with ambient air during the balloon descent. Aer the landing, vertical proĕles of
several gases such as CO2, CH4, and H2O, can be derived from the sampled air.
For the ten investigated days, the retrieved FTS proĕles agree well with the Air-
Core proĕles (Fig. 24). On 19 March 2014 and 8 May 2014 the dimension reduction
40
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Figure 20: Comparison of OSIRIS and SAGE II sunset NO2 proöles. Left: median (blue) and
interquartile range (shaded region) of the individual relative diﬀerences. There were 29 co-
located proöles. Right: locations of the matches.
method is able to ĕnd the steep gradient in the CH4 proĕle. On these days, air over
Sodankylä was inĘuenced by a strong stratospheric polar vortex, which explains the
large discrepancy between the default prior proĕle and the truth. e oﬃcial TCCON
retrieval simply scales the default prior, which will lead to large uncertainties if the
shape of the prior proĕle is clearly wrong. In Paper IV we also demonstrate that the
wrong prior proĕle will also cause large solar zenith dependence and bias in the total
column estimate.
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Figure21: ThreediﬀerentGOMOSozoneproöle products (fromPaper III). Theproöleswere
measured approximately at the same location within 12 h.
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Figure 22: Comparison of GBL and SAGE II ozone proöles. Left: median (blue) and in-
terquartile range (shaded region) of the individual relative diﬀerences. There were 590 co-
located proöles. Right: locations of the matches.
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Figure 23: Comparison of GBL and ozone soundings proöles (from Paper III). The panels
represent diﬀerent latitude bands. The numbers inside the panels show howmany proöles
were compared at diﬀerent altitudes.
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Figure 24: Comparison of the retrieved CH4 proöles and AirCore proöles (from Paper IV).
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6. C
Vertically resolvedmeasurements of the Earth's atmosphere are highly relevant data for
the research community. Many research questions, such as the behavior of the strato-
spheric ozone layer or polar vortex, require understanding of the vertical structure of
the atmosphere. Accurate proĕle data are necessary input for the secondary products
like total column estimates, too. More general results, such as the global distributions
of the gases|and especially trends|are important background infomation for policy
makers negotiating international treaties, for example.
Papers I{III of this thesis explore the retrieval of vertical atmospheric proĕles from
the limb scatter satellite measurement of OSIRIS/Odin and GOMOS/Envisat. In these
studies, an onion peeling type inversion method was used to retrieve stratospheric
ozone with high vertical resolution. In addition, also NO2 and aerosols were retrieved
from the OSIRIS data. e quality of the retrieved OSIRIS proĕles is comparable with
the best reference data such as the measurements of the Microwave Limb Sounder
(MLS) on EOS/Aura satellite and GOMOS nighttime occultations [see, e.g, Kauppi
et al., 2016]. OSIRIS provides such excellent radiance measurements that, in terms
of ozone, the used inverse method is perhaps less crucial. For example, the OSIRIS
ozone from the onion peeling is generally very similar than the other OSIRIS data set,
retrieved by Degenstein et al. [2009], which is processed using a completely diﬀerent
inverse method. Even so, any physical inverse method would still require an accurate
forward model to produce valid results.
e quality of the GOMOS daytime proĕles was vastly improved aer using the
limb scattered radiance data instead of the star spectra in the retrieval. GOMOS
daytime radiances suﬀer from severe stray light corruption and saturation but these
problems can be mostly avoided with a dedicated retrieval method developed in Pa-
pers II{III. e GOMOS bright limb ozone data set produced within this thesis ap-
proximately doubles the amount of useful ozone data fromGOMOS. eGBL data set
was recently included in the ESA project OZONE Climate Change Initiative which
uses high quality ozone proĕles from instruments like OSIRIS, SCIAMACHY, and
GOMOS.
Paper IV used ground-based direct Sun measurements of the Sodankylä FTS in-
strument. In this study, a dimension reduction retrieval method was used to retrieve
methane proĕles. e motivation came from the fact that the current operational
TCCON retrieval does not obtain any proĕle information. e operational TCCON
retrieval is performed simply by scaling default prior proĕles. is kind of retrieval
scheme leads to problems when the prior proĕle shape is incorrect. Our study shows
that the FTIRmeasurement indeed contains information about the vertical proĕle and
this information can be exploited with a proper retrieval method. An additional ben-
eĕt of the dimension reduction method is that the MCMCmethod can be used for the
45
uncertainty quantiĕcation. Using MCMC would be too unpractical with most other
proĕle retrieval methods.
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