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Light-matter interaction at the atomic scale rules fundamental phenomena such as photoemission
and lasing, while enabling basic everyday technologies, including photovoltaics and optical commu-
nications. In this context, plasmons –the collective electron oscillations in conducting materials– are
important because they allow manipulating optical fields at the nanoscale. The advent of graphene
and other two-dimensional crystals has pushed plasmons down to genuinely atomic dimensions,
displaying appealing properties such as a large electrical tunability. However, plasmons in these ma-
terials are either too broad or lying at low frequencies, well below the technologically relevant near-
infrared regime. Here we demonstrate sharp near-infrared plasmons in lithographically-patterned
wafer-scale atomically-thin silver crystalline films. Our measured optical spectra reveal narrow plas-
mons (quality factor ∼ 4), further supported by a low sheet resistance comparable to bulk metal in
few-atomic-layer silver films down to seven Ag(111) monolayers. Good crystal quality and plasmon
narrowness are obtained despite the addition of a thin passivating dielectric, which renders our
samples resilient to ambient conditions. The observation of spectrally sharp and strongly confined
plasmons in atomically thin silver holds great potential for electro-optical modulation and optical
sensing applications.
I. INTRODUCTION
The control of light at the nanoscale is a research fron-
tier with applications in areas as diverse as biosensing
[1, 2], optoelectronics [3], nonlinear optics [4, 5], quan-
tum optics [6, 7], and nanorobotics [8]. Metallic nanos-
tructures play a pivotal role in this context because they
host collective electron oscillations, known as plasmons,
which can interact strongly with light. This enables a
large confinement of optical energy down to nanometer-
sized regions, thereby enhancing the associated electro-
magnetic fields by several orders of magnitude relative
to externally incident fields [9]. Such appealing proper-
ties and the pursue of the noted applications have fueled
intense research work into plasmonics to better under-
stand and control these collective electronic excitations
and cover a broad spectral range from the ultraviolet to
the terahertz regimes. Progress has mainly relied on ad-
vances in nanofabrication and colloid chemistry, which
allow producing engineered metallic nanostructures with
on-demand plasmonic response [10, 11].
Plasmons in atomic-scale systems have emerged as a
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source of extraordinary properties resulting from the fact
that they are sustained by a comparatively small number
of charge carriers. Electron energy-loss spectroscopy has
been instrumental in revealing plasmons in systems such
as C60 molecules [12], carbon and boron-nitride single-
wall nanotubes [13, 14], atomic gold wires grown on vici-
nal silicon surfaces [15], few-atomic-layer silver films [16],
monolayer DySi2 [17], ultrathin indium [18] and silicide
[19] wires, and graphene [20]. Additionally, ultrathin TiN
films have been demonstrated for refractory plasmonics
[21, 22], which contribute to configure the emerging field
of transdimentional photonics [23]. Among these mate-
rials, high-quality graphene has been found to sustain
low-energy plasmons when it is highly doped, exhibit-
ing large electro-optical tunability [24, 25], long lifetime
[26], and strong confinement compared with conventional
plasmonic metals [27, 28]. Topological insulators [29] and
black phosphorous [30] have also been shown to display
two-dimensional (2D) plasmons. Unfortunately, unlike
noble-metal structures, the plasmons reported in these
systems are either rather broad or lying at mid-infrared
or lower frequencies, far from the technologically appeal-
ing near-infrared (NIR) regime. As a potential solution
to this problem, electrochemically tunable plasmons have
been revealed through optical spectroscopy in small poly-
cyclic aromatic hydrocarbons [31, 32], although their in-
tegration in fast commutation devices remains a chal-
lenge.
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2Atomically thin noble-metal films appear as a viable
solution to achieve large electro-optical tunability [33, 34]
within the NIR spectral range. However, crystalline qual-
ity is required to lower optical losses to the promised
level for these materials in the plasmonic spectral re-
gion. Indeed, the presence of multiple facets in few-
nanometer nanoparticles [35, 36] and sputtered films [37]
produce broad plasmons characterized by a quality fac-
tor (Q = ratio of peak frequency to spectral width) of
the order of ∼ 1, which averts their use in cutting-edge
plasmonic applications.
Here, we report on the fabrication and the excel-
lent plasmonic and electrical properties of wafer-scale
atomically-thin crystalline silver films composed of only
a few atomic layers. We use advanced surface-science
techniques to fabricate and characterize Ag(111) films
consisting of 7-20 atomic monolayers (MLs) on a clean
Si(111) substrate, which we then cover with ∼ 1.5 nm of
Si in order to passivate them from air. The high atomic
quality of the samples, which we confirm through scan-
ning tunneling microscopy (STM), angle-resolved pho-
toelectron spectroscopy (ARPES), high-resolution trans-
mission electron microscopy (HRTEM), and low-energy
electron diffraction (LEED), allows us to resolve sharp
electronic vertical quantum-well states (QWs) and mea-
sure very low sheet resistances for thin films down to
7 ML Ag(111) (1.65 nm thick, ∼ 20 Ω/sq, just a factor
of 2 higher than the bulk estimate). We obtain spectral
evidence of confined plasmons by using electron-beam (e-
beam) nanolithography to pattern ribbons on the silver
films, resulting in measured plasmons with quality fac-
tors nearing Q ∼ 4 for 10 ML (≈ 2.4 nm) films. These re-
sults reveal the ability of laterally-patterned few-atomic-
layer atomically-flat silver to confine plasmons with simi-
lar lifetimes as bulk silver, thus extending 2D plasmonics
into the technologically appealing NIR regime.
Like in graphene [38], metal films of small thickness d
in the few atomic-layer range allow us to dramatically re-
duce the in-plane surface-plasmon wavelength λp. In the
Drude model (see Methods), we find λp to scale linearly
with d and quadratically with the light wavelength λ0 as
λp = d
λ20
L21
(1)
(see Fig. 1b), where L1 is a characteristic length that
depends on the combination of metal and substrate ma-
terials (e.g., L1 ≈ 205 nm for Ag on Si). The confinement
in the vertical direction is characterized by a symmetric
exponential decay of the associated electric field inten-
sity away from the film, extending a distance ∼ λp/4pi
regardless of the choice of materials and metal thickness
(Fig. 1a). The comparatively small number of electrons
that support the plasmons in atomically-thin films makes
them more susceptible to the environment, so that elec-
trical gating with attainable carrier densities can pro-
duce significant plasmon shifts in single-atom-layer noble
metals [33], while the addition and electrical gating of a
graphene film results in dramatic modulation for thicker
films up to a few nanometers [34]. Likewise, the pres-
ence of an analyte can shift the plasmon resonance and
introduce molecule spectral fingerprints enhanced by the
near field of the plasmons, similar to what has been ob-
served with graphene [2]. However, besides such plasmon
shifts, all of these applications require spectrally narrow
plasmons, so that spectral modulation results in strong
changes in light transmission or scattering, and this in
turn demands the fabrication of high-quality films.
II. RESULTS AND DISCUSSION
We epitaxially grow high-quality crystalline Ag(111)
films on a Si(111)-oriented wafer substrate [39] with a
controlled number of atomic monolayers under ultrahigh
vacuum (UHV) conditions (see Methods). Through fine
tuning of the growth parameters, we achieve films con-
sisting of a single crystal domain on a cm2 chip scale,
as revealed by STM with atomic resolution (see Figs. 2a
and 6). The original 7 × 7 reconstruction of atomically
flat Si (Fig. 2c, where the upper and lower halves are
empty and filled state images acquired with bias volt-
ages of +2 V and -2 V, respectively) is removed upon Ag
deposition, leaving an atomically flat Ag surface (Fig.
2e) that preserves crystal lattice orientation (cf. Figs. 2b
and 2d). We approach the targeted number of Ag(111)
monolayers (10 ML in Fig. 2a) with just a ∼ 5% frac-
tion of regions differing by 1 ML thickness. We complete
structural characterization by imaging a cross section of
the film using HRTEM, which reveals a preservation of
defect-free ordering of atomic Ag(111) monolayers (Fig.
2k,l) on the Si crystal substrate.
As plasmons are sustained by conduction electrons, we
study the electronic band structure of the films, the small
thickness of which produces discretization into a charac-
teristic set of standing waves, encompassing vertical QWs
[40–42] (labeled by n = 1, . . . in the sketch of Fig. 2f) and
a surface-bound state (SS). Each of these QWs defines
a band with nearly-free parabolic dispersion (effective
mass ≈ 1), as revealed by ARPES (Fig. 2g), which also
show narrow lineshapes. We passivate our films with Si
(1.5 ML nominal thickness) in order to protect them dur-
ing handling and patterning using e-beam nanolithogra-
phy (see below). We note that high-quality unpassivated
Ag(111) films are stable during hours when brought from
UHV to ambient conditions without patterning [43, 44];
however, strain in the Ag/Si interface eventually leads to
film dewetting (within days), initiated by pinholes [44]
and leading to silver oxides and formation of rough films.
This protective Si layer is rapidly oxidized upon expo-
sure to air, while the underlying Ag film is unaffected
for weeks (see Fig. 5). We remark that the addition of
the thin Si capping layer causes the SS to disappear but
does not affect the QW states (Fig. 2h,i). Control over
thickness and high-quality of the films further allows us
to experimentally observe a ∼ 1/d scaling of the QW
binding energies with increasing film thickness d (Fig.
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FIG. 1: Properties of plasmons in atomically-thin metal films. (a) The plasmon wavelength λp is small compared
with the light wavelength λ0, while the associated electric field extends a distance λp/4pi away from the film (for 1/e drop
in field intensity), symmetrically on both sides of the interface (see Methods), regardless of dielectric environment and film
composition. The sketch shows a cross section of an extended film (permittivity  < 0) and substrate (permittivity s > 0)
in a plane perpendicular to the surface, along with the in-plane harmonic oscillation of the plasmon field (sine profile) and
exponential out-of-plane decay of its intensity (right plot). (b) The plasmon wavelength scales linearly with metal thickness d
and quadratically with λ0 as λp = d (λ0/L1)
2, where L1 depends on the choice of materials and is rather large (L1 ≈ 205 nm)
for Ag on Si. A ribbon of width W exhibits transverse dipolar resonances (i.e., with in-plane polarization across the ribbon)
determined by W ≈ 0.37λp. (c) In ribbon arrays, the plasmon width has a radiative component that scales linearly with
both the metal thickness and the inverse of the period-to-width ratio (see Methods), and depends on the choice of metal and
substrate permittivity (see labels), therefore affecting the quality factor Q as shown here for 10 ML metal at λ0 = 1.55µm
wavelength. Dotted horizontal lines denote the long period limit for Ag and Au. The dotted vertical line shows the ratio used
in this work.
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FIG. 2: Fabrication and characterization of atomically-thin crystalline silver films. (a) Scanning tunneling mi-
croscopy (STM) image of 10 ML Ag(111) on Si. The histogram (upper inset) reveals a near completion of the 10th layer (95%
area) with a small presence of 9 ML (4%, darker features) and 11 ML (1%, brighter features) islands (see color scale for out-
of-plane distance). (b-d) Low-energy electron diffraction (LEED) of (b) the bare Si(111) (7×7 reconstruction) substrate and
(d) after deposition of 10 ML Ag(111), along with atomic-scale STM details for both surfaces (c and e, respectively). Fourier
transforms of the STM images are shown in the lower-left corners. (f) Sketch of a Ag(111) film deposited on Si(111), along
with its surface-state (SS) and the three lowest vertical quantum-well-state (n =1-3) wave functions, here probed through
angle-resolved photoemission spectroscopy (ARPES). (g-i) ARPES intensity as a function of electron energy relative to the
Fermi energy (vertical scale) and parallel wave vector for (g) a 10 ML Ag (111)/Si sample, and (h,i) after coverage with 1 and
2 MLs of Si. (j) Evolution of the normal-emission ARPES intensity as a function of silver film thickness for 8-16 ML Ag(111)
on Si. Dashed curves are guides to the eye, corresponding the the top three states, with the state index n (see f) varying with
the number of layers N as indicated by labels.. (k,l) High-resolution transmission electron microscopy (HRTEM) images of
the transversal cross section of a 14 ML Ag(111)/Si sample, showing the silver atomic planes and their 0.236 nm separation.
(m) Measured room-temperature sheet resistance for silver films consisting of N = 7-20 ML Ag(111)/Si (symbols), compared
with the 293◦C bulk estimate ≈ (68.7/N) Ω/sq (solid curve). Three different devices have been measured for each value of N ,
one of them is shown in the micrograph inset.
42j), typical of a 1D particle-in-a-box system. We resolve
QWs in all samples used in the present study, yielding
an unambiguous determination of the number of layers
in each Ag film. The presence and quality of the Ag
film in the samples is further corroborated by ellipsome-
try measurements compared with bare Si substrates (see
Fig. 8).
It is widely acknowledged fact that ultrathin metal
films must experience strong surface scattering, and
therefore see their electrical resistance sharply increased,
as previous studies have indicated [45–49]. In contrast,
the high crystal quality of our films produces very low
levels of the sheet resistance (Fig. 2m), as revealed by
four-probe measurements (see Fig. 7). In particular, we
find the resistance to be only a factor of ∼ 2 higher than
the estimate based on the bulk resistivity of silver for
films as thin as 7 ML Ag(111) (1.65 nm thickness). Be-
cause the film quality does not open new channels for
inelastic collisions compared with the bulk, we thus at-
tribute this factor of 2 to defects introduced by the cap-
ping Si layer, which has reduced crystallinity (see top of
Fig. 2l), although some film damage during device fab-
rication cannot be ruled out. We attribute the large re-
duction of resistance in our films compared with previous
studies, where films had a polycrystalline morphology, to
the high crystallinity and absence of grain boundaries ob-
tained by our followed epitaxial procedure (see Methods).
The present results thus establish a much lower bound
for the role played by surface scattering in the electrical
resistance of high-quality crystalline silver films.
Plasmons in atomically-thin films are confined excita-
tions with lateral wave vector 2pi/λp greatly exceeding
the light wave vector 2pi/λ0, which prevents direct light-
plasmon coupling. An additional source of lateral mo-
mentum is needed to break this optical momentum mis-
match, such as that provided by a pattern in the films. In
this work, we use e-beam nanolithography (see Methods)
to carve ribbons with the desired range of widths W ∼50-
500 nm, which allow us to explore plasmon wavelengths
λp ≈ 2.7W (Fig. 1b and Methods). The structure un-
der consideration is sketched in Fig. 3a, while scanning
electron microscopy (SEM) images of some of the actual
structures are shown in Fig. 3b. The resulting measured
optical spectra for different film thicknesses and ribbon
widths are presented in Fig. 3c,d, where plasmon red-
shifts are clearly observed when reducing the thickness
or increasing the width, in qualitative agreement with
the analytical formula
λ0 ≈ L1
√
2.7W/d (2)
(vertical arrows in Fig. 3c,d), which predicts the light
wavelength associated with the plasmon to scale linearly
with the square root of the width-to-thickness aspect ra-
tio W/d. This expression, which follows from the Drude
model combined with the relation between λp and W (see
Methods) [50], is in excellent agreement with a quantum-
mechanical description of few-layer Ag films based upon
the random-phase approximation combined with a real-
istic description of QWs in the films (see Fig. 14). Ana-
lytically calculated spectra (see Methods) have a similar
level of agreement with measurements and nearly coin-
cide with full electromagnetic simulations (see Fig.s 12
and 13). Additionally, the spectra of Fig. 3c,d reveal an
increase in plasmon broadening with increasing ribbon
width (see below).
These plasmon characteristics are consistently corrob-
orated upon inspection of different samples (see Figs. 9
and 10), the wavelengths and spectral widths of which
are summarized in Fig. 4. In particular, when plotting
the observed plasmon wavelength as a function of rib-
bon width, we obtain a good agreement with Eq. (2),
despite deviations in individual structures, which we at-
tribute to a variability in the actual width of the pat-
terned ribbons. Additionally, we find a roughly constant
plasmon width ~γ ≈ 230 meV, which gives rise to a lin-
ear increase in Q = ω/γ with plasmon energy ~ω (see
Fig. 4b,c and quality-factor extraction procedure in Fig.
11). In our experiments, we find values of Q approaching
4 at plasmon energies near 1 eV. These spectrally nar-
row plasmons are made possible by the small thickness
of our metal films combined with their crystalline qual-
ity. Indeed, polycrystalline films in the few nanometer
range hardly reach Q ∼ 1 [37]. Additionally, spatially
confined NIR plasmons in noble metals require the use of
high aspect ratios W/d ∼ 20; before the present study,
high-quality structures could only be obtained for much
thicker films, therefore involving larger W , and in conse-
quence producing substantially broader plasmons due to
coupling to radiation. Likewise, NIR plasmons in metal-
lic colloids demand large particle aspect ratios, for which
the observed quality factors are significantly smaller than
4 due to radiative losses as well [51], while in contrast
to our films, the strategy of bringing the particle size
to the few-nanometer range introduces additional plas-
mon quenching originating in finite-size effects [36] and
thereby limiting the achievable Q.
The plasmon quality factors in our ribbon arrays are
partially limited by radiative losses (see Fig. 1c). Indeed,
as shown in Methods, the total plasmon damping rate
γ = γin + γrad is the sum of an intrinsic component γin
and a geometry-dependent radiative component γrad =
Γ×Wd/a, where ~Γ ≈ 88 meV/nm for Ag(111) films on
silicon. For our experiments we fabricate ribbons with a
period-to-width ratio a/W = 1.5, which yields ~γrad ∼
137 meV for 10 ML films. This value is shown in Fig. 4b
as a lower dashed line; so we are left with an intrinsic
damping ~γin ∼ 93 meV, which is still over 4 times larger
than the bulk value of 21 meV derived from the measured
permittivity of bulk silver [52]. We note that radiative
losses should be negligible for arrays of large period-to-
width ratio, thus suggesting a direct way to improve the
quality factor with the same film quality (see Fig. 12).
The excess of intrinsic damping is presumably orig-
inating in sample damage incurred during the etching
processes used for e-beam nanolithography (see Meth-
ods). Now, the question arises, how high can Q be for
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confined plasmons based upon high-quality metal films
consisting of a few atomic layers (e.g., < 2 nm for 8 ML
Ag(111))? We address this question by comparing our
measured Q’s with different estimates based upon the
Drude expression Q = ω/γin neglecting radiative losses
(Fig. 4c). Assuming the value ~γAC = 21 meV obtained
by fitting the measured Ag permittivity [52] to a Drude
tail in the sub-1 eV spectral region, we find Q > 40 (an
order of magnitude larger than those observed here), in
agreement with predictions based on the estimate of Q
given by −Im{}/Re{} [53]. This is also in good agree-
ment with both the quality factors of spectra calculated
in the long-wavelength limit (spectral fit) and the esti-
mate obtained form the measured bulk DC conductivity
(~γDC,N1 ≈ 17 meV). We note that the sheet resistance
measured from our films (Fig. 2m) leads according to
the Drude model to predicted values Q > 20 for 10 ML
Ag(111) films (see Methods) in the absence of radiative
losses.
6III. CONCLUDING REMARKS
In brief, we report well-defined plasmons in atomically
flat Ag(111) films grown on Si(111), with thickness as
low as 8 ML (∼ 1.9 nm). The measured quality factors
reach values ∼ 4. Further improvement of these results
should include the exploration of thinner films down to
1-3 ML, which are however challenging because of the
strain associated with the Ag/Si(111) interface. Follow-
ing a two-step process (i.e., deposition at low tempera-
ture ∼ 100 K followed by annealing to 300 K), we find
the lowest thickness needed to produce atomically flat
films using this procedure to be 6 ML. Nevertheless, 2ML
Ag(111) films have been recently reported by employing
a Ga/Si buffer layer [54], showing rather flat surfaces and
well-defined quantum-well states [55]. In our films, the
crystalline quality of the fabricated Ag(111) films, which
exhibit a clean electronic band structure consisting of
quantized QWs, combined with the crystalline quality of
the substrate, permit ruling out inelastic electron- and
plasmon-scattering due to imperfections. However, the
non-crystalline protecting capping layer can introduce in-
elastic coupling channels. Additionally, the etching pro-
cesses used during e-beam lithography can cause sample
damage, to which we attribute the reduction by half in
film electrical conductance and by a factor of 5 in optical
quality factor with respect to the maximum estimate in
the studied spectral range, while another factor of > 2 in
quality factor can be gained by reducing radiative losses
(e.g., by increasing the period-to-width ratio of the rib-
bon arrays). Further improvement in nanofabrication
could therefore increase the achieved plasmon quality fac-
tors. Nevertheless, the plasmons here observed should
be already sufficiently narrow to produce large electro-
optical modulation in the NIR [34], while their reduced
vertical and lateral size (down to ∼ 20 nm and ∼ 50 nm
at 0.8 eV, see Figs. 1a and 4a) are ideally suited for en-
hancing the interaction with neighboring molecules, thus
holding great potential for optical sensing.
METHODS
Fabrication of Atomically-Thin Silver Films. Our
Ag/Si(111) samples were prepared inside an UHV cham-
ber at 1.0 × 10−10 mbar base pressure. We used 4 ×
12 mm2 n-doped Si(111) chips with specific resistance
120-340 Ω cm as bare substrates. The dopant concen-
tration of Si (1.3-3.7× 1013 cm−3) was chosen to guaran-
tee the electrical conduction required by surface science
techniques, while not influencing the plasmonic perfor-
mance of the silver films. Once inside the UHV chamber,
the Si(111) chips were degassed overnight at 900 K and
subsequently flashed to 1400 K for 20-30 sec to remove
the native silicon oxide. The sample temperature was
slowly reduced to 600 K, maintained at this temperature
for 30 min, and then cooled down to room temperature.
This resulted in the formation of a defect-free, atomically
clean Si(111) surface with a 7×7 reconstruction. Silver
atoms were sublimated from an electron-bombardment
evaporator, which was calibrated to sub-monolayer ac-
curacy using a quartz microbalance monitor in combina-
tion with probing the distinct 1-2 ML Ag/Cu(111) sur-
face states by photoemission [56]. Silver films were grown
on Si(111) following this two-step process. The Si(111)
substrate was kept at 100-120 K during Ag deposition
and slowly annealed to room temperature afterwards [57].
The deposition rate was ∼ 0.3 ML/min, although a simi-
lar film quality was obtained within the 0.1-0.5 ML/min
range; the crucial parameter here is the deposition tem-
perature, which was required to be ∼ 100 K.
Surface-Science Characterization. The atomic and
electronic structure of the Si substrate and the grown Ag
films were characterized by LEED, STM, and ARPES.
STM data were collected using an Omicron VT setup
operating at room temperature. ARPES measurements
were performed using a SPECS Phoibos 150 electron ana-
lyzer equipped with a monochromatized He gas discharge
lamp operating at the He Iα excitation energy (21.2 eV),
with an electron energy and angular resolution of 30 meV
and 0.1◦, respectively. The diameter of the UV light
beam was ∼ 0.5 mm at the sample surface. Sample trans-
fer between STM and ARPES setups was made without
breaking UHV conditions. Prior to atmosphere exposure,
the samples were capped by a Si protection layer (1.5 nm
nominal thickness), evaporated by direct heating of a Si
chip with the same doping level as the substrate. The ro-
bustness and aging of the films was monitored by X-ray
photoemission spectroscopy (XPS, see Fig. 5).
HRTEM Characterization. Electron-transparent (<
50 nm thickness) cross-sectional lamellas of the samples
were prepared by first sputtering a platinum layer for pro-
tection, followed by carving using a FEI Helios NanoLab
600 dual beam SEM/focused-ion-beam (FIB) system.
After transfer of the lamellas to a copper grid, they were
imaged using a JEOL JEM-2100 HRTEM operated at
200 kV.
Sheet Resistance Measurements. Ultrathin sil-
ver films were etched into a Hall-bar structure by ar-
gon plasma using an Oxford Plasmalab 100 reaction-
ion etching (RIE) system. A Poly (methyl methacry-
late) (PMMA) layer was used as the etch mask. Con-
tact electrodes were formed by depositing a Cr/Au/Al
(3/60/190 nm) layer followed by lift-off. All structures
were patterned by a Raith EBPG 5000+ e-beam lithog-
raphy system. A four-probe scheme [58] (Fig. 7) was
used to extract the sheet resistance. The electrical char-
acterization was performed in a Lakeshore probe station
operating at 7 × 10−5 mbar. An Agilent B1500A semi-
conductor parameter analyzer was used for all electrical
measurements.
Electron-Beam Nanolithography. Passivated silver-
film chips were uniformly spin-coated with ∼ 100 nm
ZEP520A resist for 1 min at 6000 rpm. Ribbons were
then written using a RAITH150-Two e-beam lithogra-
phy system, followed by development in amyl acetate
7and reactive-ion etching for ∼ 1 min with an Ar and
CHF3 mixture in a RIE Oxford Plasmalab 80 Plus sys-
tem. Periodic arrays of 50-1000 nm-wide ribbons were
fabricated with a footpring of 200× 200µm2 per sample
and ∼ 1.5 period-to-width ratio. Importantly, although
standard procedures usually involve baking at 150-180◦C
after spin-coating to induced a phase transition to glass
in the resist, we skipped this step to avoid Ag film dam-
age, at the expense of having a more fragile resist that
required careful calibration of the RIE gas mixture and
etching time to preserve the etching mask.
Optical Characterization. We used a SOPRA GES-
5E system to perform ellipsometry (Fig. 8) for incidence
angles in the 60-75◦ range over the UV-NIR photon en-
ergy region (1.5-5 eV). Optical transmission/reflectance
spectra (Figs. 9 and 10) were collected using a BRUKER
HYPERION fourier-transform infrared (FTIR) spec-
trometer operating in the 1.3-17µm range.
Analytical Simulations. The plasmon dispersion rela-
tion (parallel wave vector k‖ as a function of frequency
ω) of a homogeneous thin film is given in the quasistatic
limit by [38]
k‖ =
iω(1 + 2)
4piσ
,
where 1 and 2 are the permittivities of the media on
either side of the film, while σ is the 2D conductivity.
Assuming local response, we write the latter as
σ = (iω/4pi)(1− )d,
which is proportional to the film thickness d, and where
 stands for the metal permittivity; this is an excellent
approximation for the materials and film thicknesses un-
der consideration even when compared with quantum-
mechanical simulations (see Fig. 14). Adopting the
Drude model [59], we approximate  ≈ 1 − ω2bulk/ω(ω +
iγin) in terms of the bulk plasma frequency ωbulk and the
intrinsic damping rate γin (assuming ω  ωbulk), which
leads to the dispersion relation k‖d ≈ (1 + 2)ω(ω +
iγin)/ω
2
bulk, and this in turn allows us to write the in-
plane plasmon wavelength defined by λp = 2pi/Re{k‖}
as λp = d (λ0/L1)
2 (i.e., Eq. (1) in the main text), where
L1 =
√
2pi(1 + 2)
c
ωbulk
and λ0 is the free-space light wavelength. For Ag films
(~ωbulk ≈ 9.17 eV [52]) deposited on silicon (1 ≈ 12)
and coated with ZEP502A resist (2 ≈ 2.4), we find
L1 ≈ 205 nm, which renders λp  λ0 at light wave-
lengths below ∼ 5µm when d spans a few atomic layers
(below ∼ 15 ML), thereby justifying our using the qua-
sistatic limit, although retardation effects can become ap-
parent for longer wavelengths and thicker films. Inciden-
tally, the resist is not removed from the samples before
plasmon measurements, but the penetration depth λp/4pi
is smaller than the resist thickness (∼100 nm), thus jus-
tifying the use of the resist permittivity in the above
expression for L1.
We remark that the above results assume a small film
thickness d compared with the plasmon wavelength λp,
while the reduction of the metal film response to a sur-
face conductivity is valid if d is also small compared with
the skin depth λ0/(2piIm{
√
}) ≈ c/ωbulk ∼ 20 nm in
Ag. Additionally, in the quasistatic limit, the electric
field E is longitudinal (∇ × E = 0) and divergenceless
(∇ · E = 0), therefore displaying a symmetric pattern
relative to the negligibly-thick film (we refer to a recent
study [60] for more details). In particular, the electric
field associated with the plasmon has symmetric (anti-
symmetric) in-plane (out-of-plane) components with re-
spect to the normal coordinate z and admits the ex-
pression [60] ∝ [xˆ+ i sign(z)zˆ] ek‖(ix−|z|) for propagation
along the in-plane direction x, from which an exponen-
tial decay away from the film is predicted with a 1/e fall
in intensity at a distance λp/4pi from the film (see Fig.
1a in the main text). We note that the field is however
asymmetric if the film thickness is not small compared
with both the plasmon wavelength and the metal skin
depth. The above expression for the field also allows us
to write the in-plane plasmon propagation distance (for
1/e decay in intensity) as Lp = 1/2Im{k‖}. Using the
dispersion relation noted above, we find Lp = λpL2/λ0,
where L2 = c/2γin (e.g., taking ~γin = 21 meV for Ag, as
obtained from optical data [52], we have L2 = 4.7µm);
the propagation distance is then L2/λ0 (independent of
metal thickness) times the plasmon wavelength (propor-
tional to metal thickness). Incidentally, a plasmon life-
time 1/γin is directly inherited from the Drude model in
the absence of radiative losses (a good approximation for
λp  λ0) and substrate absorption (Si losses are neg-
ligible in the studied spectral range within the λp/4pi
plasmon penetration depth), leading to a plasmon qual-
ity factor (frequency-to-width ratio) Q = ω/γin. This
relation is used in Fig. 4c of the main text with various
estimates for γin (see below as wel). We also find useful
to write the propagation distance as Lp = λpQ/4pi.
For ribbon arrays, plasmons are excited under trans-
verse polarization (i.e., with the electric field oriented
across the width of the ribbons, see Fig. 1b in the main
text), whereas a featureless weak absorption is produced
when the incident light field is parallel to the ribbons.
Consequently, we concentrate on the former in what fol-
lows and adopt a previously reported model [38] to calcu-
late the normal-incidence transverse-polarization trans-
mission coefficient as
t =
1
n¯
[
1 +
iS
α˜−1 −G
]
, (3)
where n¯ = (1 +
√
Si)/2 is the average refractive index
of the media above (air, neglecting the resist layer in the
coupling to radiation) and below (Si) the metal layer, α˜ is
the ribbon polarizability per unit length, S = 4pi2/aλ0n¯
describes radiative coupling, a is the lattice period, G =
2pi2/3a2¯+iS accounts for inter-ribbon interactions in the
dipolar approximation, and ¯ = (1 + Si)/2 is the average
permittivity of the surrounding media. We express the
8polarizability
α˜ ≈ −W 2¯ζ21
1
1/η1 + iωW¯/σ
in terms of the 2D conductivity of the metal σ and
only consider the dominant contribution of the dipo-
lar plasmon resonance corresponding to parameters [61]
η1 ≈ −0.0921 + 0.0233 e−8.9 d/W and ζ1 ≈ 0.959 −
0.016 e−39 d/W , which depend on the ribbon thickness-
to-width aspect ratio d/W . Finally, the 2D conduc-
tivity is related to the metal permittivity as σ =
(iω/4pi) [(1− Ag)d+ (1− c)dc], where we approximate
the capping layer of thickness dc = 1.5 nm as an addi-
tional term in σ with c = 2. We use tabulated opti-
cal data for silver [52] (Ag) and crystalline silicon [62]
(Si). Reassuringly, the analytical theory just presented
produces spectra in nearly full agreement with numerical
electromagnetic simulations (see Figs. 12 and 13). Inci-
dentally, this analysis of ribbon arrays ignores the resist,
which our numerical simulations (not shown) predict to
only cause minor plasmon redshifts.
The transverse dipolar plasmon of a single ribbon is
signaled by a divergence in α˜ (i.e., iω¯/σ = −1/η1W ),
which combined with the dispersion relation of the ex-
tended film k‖ = iω¯/2piσ ≈ 2pi/λp leads to the condition
W =
λp
4pi2(−η1) ≈ 0.37λp
for d  W . Adopting this expression and neglecting
inter-ribbon interactions, we can use Eq. (1) to readily
obtain Eq. (2) in the main text. It should be noted that
inter-ribbon interaction can produce a small redshift cor-
rection in the plasmon position (see Fig. 12).
We find it convenient to arrange the above expres-
sions above expressions by neglecting the capping layer
and ap- proximating the silver permittivity as Ag ≈
1 − ω2bulk/ω(ω + iγin) in order to express the transmis-
sion coefficient of the array (Eq. (3)) as
t =
1
n¯
[
1 +
iωγrad
ω2p − ω(ω + iγ)
]
,
where
ωp = ωbulk
√
1
4pi¯(−η1)
d
W
− piζ
2
1
6¯
Wd
a2
(4)
is the resulting plasmon resonance of the array under
normal incidence, whereas
γ = γin + γrad
is the total plasmon damping rate, contributed by the
intrinsic component γin and a radiative component
γrad =
ζ21
2n¯
ω2bulk
c
Wd
a
. (5)
The first term inside the square root of Eq. (4) describes
the plasmon frequency of the isolated ribbon, while the
second term accounts for a redshift due to inter-ribbon
interaction. We note that radiative damping (Eq. (5))
decreases with increasing array period a, so sharper plas-
mons are expected in the limit of large separations, for
which γ ≈ γin (see Fig. 1c); incidentally, we have ne-
glected radiative contributions to the damping of indi-
vidual ribbons under the assumption W  λ0. When
we specify Eq. (5) to Ag(111) ribbons on silicon, we
find γrad = Γ × Wd/a, where ~Γ = ζ21~ω2bulk/(2n¯c) ≈
88 meV/nm.
Drude Damping Estimated from the Electrical
Resistance. We use the expression
ρ0,CGS[s] ≈ 4pi × 8.854× 10−12 × ρ0,SI[Ω m]
to convert DC resistivities from SI to CGS units. Then,
we use the Drude model to write the damping rate as
γin = (4pi)
−1ω2bulk ρ0,CGS.
Damping rates in Fig. 4c are obtained by applying these
formulas to the SI resistivities ρ0,SI = 1.62 × 10−8 Ω m
for bulk silver (γDC,N1) and ρSNd111 for silver films
consisiting of N Ag(111) atomic layers (γDC,N ), where
d111 = 0.236 nm is the atomic layer spacing and ρS is the
average sheet resistance (for each value of N) obtained
from the data points presented in Fig. 2m.
Acknowledgments
We thank Marta Autore, Josep Canet-Ferrer, Rainer
Hillenbrand, Johan Osmond, and Frederik Schiller for
technical support and helpful discussions. V.M. and
F.J.G.A. gratefully acknowledge generous help and hos-
pitality from Luis Hueso and Ralph Gay at CIC
nanoGUNE, where nanolithography and FTIR were
performed. This work has been supported in part
by ERC (Advanced Grant 789104-eNANO), the Span-
ish MINECO (MAT2017-88492-R, SEV2015-0522, and
PCIN-2015-155, and MAT2016-78293-C6-6-R), the Cata-
lan CERCA Program, the Basque Government (IT-1255-
19), Fundacio´ Privada Cellex, and the US National Sci-
ence Foundation CAREER Award (1552461).
9ADDITIONAL FIGURES
10
~ 12ML Ag
a b
+ 1 ML Si
+ 1.5 nm Si
d
380 370156 152 148104 100 96 380 370156 152 148104 100 96 380 370156 152 1481 4 100 9
2p 2s 3d3/2
3d5/2
Si
SiO2
Si
SiO2
Ag
In
te
ns
ity
 (a
rb
. u
ni
ts
)
Binding energy (eV)
c
FIG. 5: Surface quality upon Si capping and after exposure to ambient conditions. (a,b) Large-scale (1 × 1µm2)
STM images of a 12 ML Ag(111) film (a) before and (b) after capping with ∼ 1 ML Si. Atomic Si patches are shown to cover
the surface. (c) X-ray photoemission spectra (XPS) for the sample shown in (b), collected after 20 min (red) and 15 days (blue)
exposure to ambient atmosphere conditions. A SiO2 peak is clearly developed, while Ag d-levels are not affected. (d) STM
image of the sample after capping with ∼ 1.5 nm Si.
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FIG. 6: Additional examples of characteristic surface thickness distributions. Large-scale (1×1µm2) STM images of
Ag(111) films with nominal thickness of (a) 10 ML and (b) 20 ML. The profiles taken along the blue-dashed lines (superimposed
blue curves) reveal a maximum variation of film thickness ±0.24 nm, corresponding to ±1 ML.
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FIG. 7: Sheet resistance measurements. This optical image shows the footprint of a characteristic four-probe Hall-bar
structure device used for the measurement of the sheet resistance. The Hall-bar structure consists of 6 electrodes. Electrodes
3 to 6 are voltage probes. The resistance R of the region highlighted with a red rectangle is calculated using the expression
R = V34/I12, where V34 is the voltage difference between probes 3 and 4, whereas I12 denotes the current flowing through
electrodes 1 and 2. The sheet resistance Rs of the ultrathin silver film is given by Rs = RW/L, where L = W = 20µm (see
image), so that R = Rs.
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FIG. 8: Ellipsometry measurements. We plot the measured ellipsometric parameters (a,c,e,g) tan Ψ and (b,d,f,h) cos ∆ for
(a,b) bare Si and (c-h) Ag/Si samples containing 8-12 ML Ag(111) (solid curves, see legends) compared with theory (dashed
curves). These measurements are performed prior to any lithography process. The ellipsometry parameters are defined by
the relation rp/rs = (tan Ψ) exp(i∆), where rσ is the Fresnel reflection coefficient for σ =s, p polarization. Measurements are
performed for each sample at different angles of incidence in the θ = 60◦-75◦ range (see labels). Simulations are carried out
assuming a silica layer with a fixed thickness of 1.5 nm capping the Ag films, which have in turn a thickness N × 0.236 nm
(i.e., taking the bulk spacing between Ag atomic planes). The dielectric functions of these materials, as well as that of the
crystalline Si substrate, are taken from the SOPRA ellipsometry data base [63], after adding a correction to the Ag permittivity
intended to use a possible increase in Drude damping as a fitting parameter (i.e., we replace the Ag permittivity Ag(ω) by
Ag(ω) + ω
2
bulk/ω(ω + iγ) − ω2bulk/ω(ω + iηγ), where ~ωbulk = 9.17 eV and ~γ = 0.021 eV are experimental Drude parameters
[52]). Theoretical results (dashed curves) are presented for different ranges of η, with values increasing from light-blue to purple
curves: η = 10-25 in the 8 ML film; η = 1-10 in the 10 ML film; and η = 1-5 in the 12 ML film.
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FIG. 9: Measured transmission spectra used in Fig. 3c,d of the main text before normalization.
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FIG. 10: Measured transmission spectra for 12 ML Ag(111) on Si taken from two different samples (left and right panels,
respectively) for the same ribbon widths (see legend).
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FIG. 11: Quality factor extraction. We show two examples of quality factor extraction from experiment. Measured
extinction data (blue circles) are fitted by an asymmetric line-shape function (red curves) after subtraction of a background
(yellow curves). In more detail, we use a Skew-Pseudo-Voigt function for the extinction (a combination of Lorentzian and
Gaussian profiles, fL(ω) = (γL/pi)/
[
(ω − ω0)2 + γ2L
]
and fG(ω) = exp
[−(ω − ω0)2/2σ2G] / (√2piσG), respectively), defined as
f(ω) = (1 − η)fG(ω) + ηfL(ω), where σG = γL/√2 log 2 and γL = Γ0/
[
1 + e−a(ω−ω0)
]
. We use 0 ≤ η ≤ 1, a, Γ0, and ω0
as fitting parameters. Parabolic profiles are used to subtract a background, with parameters defined to match the end data
points in the fitted spectral range (i.e., the red curves are the sum of f(ω) and this background). The lower plots show the
residuals (data minus fit) and standard deviation. The quality factors are determined as the ratios of peak energy to full-width
at half-maximum (fwhm) in the energy spectra of the fitting curves f(ω).
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FIG. 12: Effect of ribbon separation. Our experiments are performed for ribbon arrays with a period-to-width ratio
a/W ∼ 1.5. The period of the array has a relatively mild influence on the position of the plasmon, but this parameter produces
a substantial effect on the plasmon width, as observed in the simulations presented in this figure for ribbons of fixed width
W = 70 nm and metal thickness d = 10 ML. (See caption of Fig. 13 for more details.) As explained in the Methods section,
the spectral width is the sum of an intrinsic damping rate γin (determined by the metal quality, down to ~γin ≈ 93 meV in this
study, to be compared with ≈ 21 meV in bulk silver [52]) plus a radiative damping rate (see Fig. 4 in the main text); the latter
is estimated as γrad = Γ×Wd/a, where ~Γ ≈ 88 meV/nm for Ag(111) films on silicon (see main text), yielding ~γin ≈ 137 meV
in the present case (i.e., d = 10 ML and a/W = 1.5). Increasing the period a is thus a good strategy for increasing the plasmon
quality factor.
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FIG. 13: Comparison with analytical and numerical simulations. We compare measured spectra (a,c, directly repro-
duced from Fig. 3 in the main text) with theory (b,d). The latter shows the normalized extinction obtained with two different
levels of theory: the analytical procedure detailed in the Methods section (solid curves) and numerical simulations carried
out with the electromagnetic software Lumerical. We use tabulated optical data for the dielectric functions of silver [52] and
crystalline silicon [62]. Calculations are performed for ribbon arrays with a period-to-width ratio of 1.5. Ribbons are assumed
to be coated by a 1.5 nm layer of  = 2 dielectric.
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FIG. 14: Quantum mechanical (QM) vs classical description of plasmons in atomically-thin silver films. We
compare QM calculations (solid curves) with classical simulations (broken curves) for self-standing (a,b) and Si-supported (c,d)
Ag films consisting of N = 2-20 ML Ag(111) (see legend). We plot the plasmon dispersion relation in (a,c) and the spectral
width in (b,d). Details of the QM model are given elsewhere [64]; in brief, we use the random-phase approximation (RPA)
to describe the film response, introducing the conduction electron wave functions as input, and incorporating a background
local dielectric response to account for Ag d-band polarization and the Si substrate; the wave functions are in turn calculated
assuming in-plane parabolic dispersion, but capturing layer corrugation through a model potential along the out-plane direction
that reproduces the most salient features of the electronic band structure in Ag surfaces [65]. The classical theory (dashed
curves) assumes a local response of the film with thickness d = N ×0.236 nm based upon the frequency-dependent Ag dielectric
function Ag(ω). We use tabulated optical data for the dielectric functions of silver [52] and crystalline silicon [62]. The thin-film
dotted curves are calculated also classically by replacing the film by a zero-thickness layer of conductivity σ = (iωd/4pi)(1− )
with  ≈ 1 − ω2bulk/ω(ω + iγ) (i.e., absorbing the entire dielectric response of the actual film into a 2D conductivity) for
parameters ~ωbulk ≈ 9.17 eV and ~γ = 21 meV corresponding to Ag [52]; incidentally, we neglect d-band polarization in this
expression (i.e., the leading term of 1 should be replaced by ∼ 4) because it does not affect the plasmon dispersion significantly
below ∼ 1.5 eV photon energy but allows us to obtain simpler analytical expressions.
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