Abstract: This paper develops a framework to test whether discrete-valued irregularly-spaced financial transactions data follow a subordinated Markov process. For that purpose, we consider a specific optional sampling in which a continuous-time Markov process is observed only when it crosses some discrete level. This framework is convenient for it accommodates not only the irregular spacing of transactions data, but also price discreteness. Further, it turns out that, under such an observation rule, the current price duration is independent of previous price durations given the current price realization. A simple nonparametric test then follows by examining whether this conditional independence property holds. Finally, we investigate whether or not bid-ask spreads follow Markov processes using transactions data from the New York Stock Exchange. The motivation lies on the fact that asymmetric information models of market microstructures predict that the Markov property does not hold for the bid-ask spread. The results are mixed in the sense that the Markov assumption is rejected for three out of the five stocks we have analyzed.
Introduction
Despite the innumerable studies in financial economics rooted in the Markov property, there are only two tests available in the literature to check such an assumption: Aït-Sahalia (1997) and Fernandes and Flôres (1999) . To build a nonparametric testing procedure, the first uses the fact that the Chapman-Kolmogorov equation must hold in order for a Markov process compatible with the data to exist. If, on the one hand, the ChapmanKolmogorov representation involves a quite complicated nonlinear functional relationship among transition probabilities of the process, on the other hand, it brings about several advantages. First, estimating transition distributions is straightforward and does not require any prior parameterization of conditional moments. Second, a test based on the whole transition density is obviously preferable to tests based on specific conditional moments. Third, the Chapman-Kolmogorov representation is well defined, even within a multivariate context. Fernandes and Flôres (1999) develop alternative ways of testing whether discretely recorded observations are consistent with an underlying Markov process. Instead of using the highly nonlinear functional characterization provided by the Chapman-Kolmogorov equation, they rely on a simple characterization out of a set of necessary conditions for Markov models. As in Aït-Sahalia (1997) , the testing strategy boils down to measuring the closeness of density functionals which are nonparametrically estimated by kernel-based methods.
Both testing procedures assume, however that the data are equally spaced in time. Financial transactions data do not satisfy such an assumption and hence these tests are not appropriate. To design a consistent test for the Markov property that is suitable to ultra-high frequency data, we build on the theory of subordinated Markov processes. We assume that there is an underlying continuous-time Markov process that is observed only when it crosses some discrete level. Accordingly, we accommodate not only the irregular spacing of transaction data, but also price discreteness. Further, such an optional sampling scheme implies that consecutive spells between price changes are conditionally independent given the current price realization. This paper then develops a simple nonparametric test for the Markov property by testing whether this conditional independence property holds.
An empirical application is performed using data from five stocks actively traded on the New York Stock Exchange (NYSE), namely Boeing, Coca-Cola, Disney, Exxon, and IBM. Unfortunately, all bid and ask prices seem integrated of order one and hence nonstationary. Notwithstanding, there is no evidence of unit roots in the bid-ask spreads and so they serve as input. The results indicate that the Markov assumption is consistent with the Disney and Exxon bid-ask spreads, whereas the converse is true for Boeing, Coca-Cola and IBM. A possible explanation for the non-Markovian character of the bid-ask spreads relies on sufficiently high adverse selection costs. Asymmetric information models of market microstructure predict that the bid-ask spread depends on the whole trading history, so that the Markov property does not hold (Easley and O'Hara, 1992) .
The remainder of this paper is organized as follows. Section 2 discusses how to design a nonparametric test for Markovian dynamics that is suitable to high frequency data. The asymptotic normality of the test statistic is then derived both under the null hypothesis that the Markov property holds and under a sequence of local alternatives. Section 3 applies the above ideas to test whether the bid-ask spreads of five actively traded stocks in the NYSE follow a subordinated Markov process. Section 4 summarizes the results and offers some concluding remarks. For ease of exposition, we collect all proofs and technical lemmas in the appendix.
Testing subordinated Markov processes
Let t i (i = 1, 2, . . .) denote the observation times of the continuous-time price process {X t , t > 0} and assume that t 0 = 0. Suppose further that the shadow price {X t , t > 0} follows a strong Markov process. To account for price discreteness, we assume that prices are observed only when the cumulative change in the shadow price is at least c, say a basic tick. The price duration then reads
for i = 0, . . . , n − 1. The data available for statistical inference are the price durations (d 1 , . . . , d n ) and the corresponding realizations (X 1 , . . . , X n ), where
The observation times {t i , i = 1, 2, . . .} form a sequence of increasing stopping times of the continuous-time Markov process {X t , t > 0}, hence the discrete-time price process {X i , i = 1, 2, . . .} satisfies the Markov property as well. Further, the price duration d i+1 is a measurable function of the path of {X t , 0 < t i ≤ t ≤ t i+1 }, and thus depends on the information available at time t i only through X i (Burgayran and Darolles, 1997) . In other words, the sequence of price durations are conditionally independent given the observed price (Dawid, 1979) . Therefore, one can test the Markov assumption by checking the property of conditional independence between consecutive durations given the current price realization.
The null hypothesis of conditional independence implied by the Markov character of the price process then reads
where f iXj (·, ·, ·), f i|X (·) and f Xj (·, ·) denote the joint density of (d i , X i , d j ), the conditional density of d i given X i and the joint density of (X i , d j ), respectively. To keep the nonparametric nature of the testing procedure, we employ kernel smoothing to estimate both the right-and left-hand sides of (2). Next, it suffices to gauge how well the density restriction in (2) fits the data by the means of some discrepancy measure.
For the sake of simplicity, we consider the mean squared difference, yielding the following test statistic
The sample analog is then
At first glance, deriving the limiting distribution of Λf seems to involve a number of complex steps since one must deal with the cross-correlation amongf iXj ,f i|X andf Xj . Happily, the fact that the rates of convergence of the three estimators are different simplifies things substantially. In particular, f iXj converges slower thanf i|X andf Xj due to its higher dimensionality. As such, estimating the conditional density f i|X and the joint density f Xj does not play a role in the asymptotic behavior of the test statistic.
To derive the necessary asymptotic theory, we impose the following regularity conditions as in Aït-Sahalia (1994).
A1
The sequence {d i , X i , d j } is strictly stationary and β-mixing with
A2
The density function f iXj is continuously differentiable up to order s + 1 and its derivatives are bounded and square integrable.
A3
The kernel K is of order s (even integer) and is continuously differ-
A4 The bandwidths b d,n and b x,n are of order o n −2/(4s+3) as the sample size n grows.
Assumption A1 restricts the amount of dependence allowed in the observed data sequence to ensure that the central limit theorem holds. As usual, there is a trade-off between the degree of dependence and the number of finite moments. Assumption A2 requires that the joint density function f iXj is smooth enough to admit a functional Taylor expansion. Although assumption A3 provides enough room for higher order kernels, hereinafter, we implicitly assume that the kernel is of second order (s = 2). Assumption A4 restricts the rate at which the bandwidth must converge to zero.
The following proposition documents the asymptotic normality of the test statistic.
Proposition 1: Under the null and assumptions A1 to A4, the statistiĉ
is the bandwidth for the kernel estimation of the joint density f iXj , andδ Λ andσ 2 Λ are consistent estimates of δ Λ = e K E(f iXj ) and
Ergo, a test that rejects the null hypothesis at level α whenλ n is greater or equal to the (1 − α)-quantile z 1−α of a standard normal distribution is locally strictly unbiased.
Consider now the following sequence of local alternatives
where f
illustrates the fact that the testing procedure entails nontrivial power under local alternatives that shrink to the null at rate n .
Proposition 2: Under the sequence of local alternatives H
[n]
1 and assump-
Other testing procedures could well be developed relying on the restrictions imposed by the conditional independence property on the cumulative probability functions. For instance, Linton and Gozalo (1999) This alternative approach entails two serious drawbacks, however. First, the asymptotic properties are derived in an iid setup, which is obviously not suitable for ultra-high frequency financial data. Second, the complex nature of the limiting null distribution calls for the use of bootstrap critical values.
Design a bootstrap algorithm that imposes the null of conditional independence and deals with the time dependence feature is however a daunting task. In effect, Linton and Gozalo (1999) recognize that considerable additional work is necessary to extend their results to a time series context, while the bootstrap technology is still in process of development.
Empirical exercise
We focus on New York Stock Exchange (NYSE) data ranging from September to November 1996. In particular, we look at five actively traded stocks from the Dow Jones index: Boeing, Coca-Cola, Disney, Exxon, and IBM. The reason why it is interesting to test whether the bid-ask spread follows 1 Data were kindly provided by Luc Bauwens and Pierre Giot and refer to the NYSE's Trade and Quote (TAQ) database. Giot (2000) describes the data more thoroughly. a Markov process is simple. Information-based models of market microstructure, such as Glosten and Milgrom (1985) and Easley and O'Hara (1987, 1992) , predict that the quote-setting process depends on the whole trading history rather than exclusively on the most recent quote, and thus both bid and ask prices are non-Markovian. Therefore, one can test indirectly for the presence of asymmetric information by checking whether bid and ask prices satisfy the Markov property. Table I reports however that the bid and ask quotes are both integrated of order one, and hence nonstationary. In contrast, there is no evidence of unit roots in the bid-ask spread processes. As kernel density estimation relies on the assumption of stationarity, spread data are therefore more convenient to serve as input for the subsequent analysis.
All density estimations are carried out using a (product) Gaussian kernel,
which implies that e K = (4π) −3/2 and v K = (8π) −3/2 . Bandwidths are chosen according to Silverman's (1986) rule of thumb adjusted so as to conform to the degree of undersmoothing required by Assumption A4. 
Conclusion
This paper has developed a test for Markovian dynamics that is particularly tailored to ultra-high frequency data. This testing procedure is especially interesting to investigate whether data are consistent with information-based models of market microstructure. For instance, Easley and O'Hara (1987, 1992) predict that the price discovery process is such that the Markov assumption does not hold for the bid-ask spread set by the market maker.
Using data from the New York Stock Exchange, we show that whether the Markov hypothesis is reasonable or not is indeed an empirical issue. The results show that the Markov assumption seems inadequate for the Boeing, Coca-Cola and IBM bid-ask spreads, indicating that the market maker may account for asymmetric information in the quote-setting process. In contrast, a Markovian character suits the Disney and Exxon bid-ask spreads well, suggesting low adverse selection costs. Accordingly, market microstructure models rooted in Markov processes, such as Amaro de Matos and Rosário (2000), may deserve more attention.
Appendix: Proofs
Lemma 1: Consider the functional
Under assumptions A1 to A4,
provided that the above expectations are finite.
Consider then the following decomposition
or equivalently, I n = I 1n + I 2n + I 3n + I 4n , where
We show in the sequel that the first term is a degenerate U-statistic and contributes with the variance in the limiting distribution, while the second gives the asymptotic bias. In turn, assumption A4 ensures that the third and fourth terms are negligible. To begin, observe that the first moment of
where f (i) (·) denotes the i-th derivative of f (·) and z * ∈ [z, z +ub n ]. Applying similar algebra to the second moment yields
. This means that
n ). It then follows from Chebyshev's inequality
. In turn, the deterministic term I 3n is proportional to the integrated squared bias of the fixed kernel density estimation, hence it is of order O (b 4 n ). Assumption A4 then implies that Hall (1984, Lemma 1) . It then suffices to impose assumption A4 to ensure, by Chebyshev's inequality, that n b
, where
0 almost surely, I 1n is a degenerate U-statistic. Khashimov's (1992) central limit theorem for degenerate U-statistics implies that, under assumptions A1
to A4, n b
where
which completes the proof.
Proof of Proposition 1: Consider the second-order functional Taylor expansion
where h denotes the perturbation h iXj =f iXj − f iXj . Under the null hypothesis that f iXj = g iXj , both Λ f and DΛ f equal zero. To appreciate the singularity of the latter, it suffices to compute the Gâteaux derivative of Λ f,h (λ) = Λ f +λh with respect to λ evaluated at λ → + 0. Let
It then follows that
where Dg iXj is the functional derivative of g iXj with respect to f iXj , namely
As is apparent, imposing the null hypothesis induces singularity in the first functional derivative DΛ f . To complete the proof, it then suffices to appreciate that, under the null, the second-order derivative reads
given that all other terms will depend on f iXj − g iXj . Observe, however, that
Dg iXj converges at a faster rate than does h iXj due to its lower dimensionality.
The result then follows from a straightforward application of Lemma 1 with ϕ(a 1 , x, a 2 ) = f iXj (a 1 , x, a 2 ).
Proof of Proposition 2:
The conditions imposed are such that the second-order functional Taylor expansion is also valid in the double array case (d i,n , X i,n , d j,n ). Thus, under H Adjusted durations refer to the correction for time-of-day effects.
