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Abstract
This work is the continuation of the recent paper (Danchin, 2010) [9] devoted to the density-dependent incompressible Euler
equations. Here we concentrate on the well-posedness issue in Besov spaces of type Bs∞,r embedded in the set of Lipschitz
continuous functions, a functional framework which contains the particular case of Hölder spaces C1,α and of the endpoint Besov
space B1∞,1. For such data and under the non-vacuum assumption, we establish the local well-posedness and a continuation
criterion in the spirit of that of Beale, Kato and Majda (1984) [2].
In the last part of the paper, we give lower bounds for the lifespan of a solution. In dimension two, we point out that the lifespan
tends to infinity when the initial density tends to be a constant. This is, to our knowledge, the first result of this kind for the
density-dependent incompressible Euler equations.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
Ce travail complète l’article récent (Danchin, 2010) [9] consacré au système d’Euler incompressible à densité variable. Lorsque
l’état initial ne comporte pas de vide, on montre ici que le système est bien posé dans tous les espaces de Besov Bs∞,r inclus dans
l’ensemble des fonctions lipschitziennes. Ce cadre fonctionnel contient en particulier les espaces de Hölder C1,α et l’espace de
Besov limite B1∞,1. On établit également un critère de prolongement dans l’esprit de celui de Beale, Kato et Majda (1984) [2] pour
le cas homogène.
Dans la dernière partie de l’article, on donne des minorations pour le temps de vie des solutions du système. En dimension deux,
on montre que ce temps de vie tend vers l’infini lorsque la densité tend à être homogène. À notre connaissance, il s’agit du premier
résultat de ce type pour le système d’Euler incompressible à densité variable.
© 2011 Elsevier Masson SAS. All rights reserved.
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This work is the continuation of a recent paper by the first author (see [9]) devoted to the density-dependent
incompressible Euler equations: {
∂tρ + u · ∇ρ = 0,
ρ(∂tu+ u · ∇u)+ ∇Π = ρf,
divu = 0.
(1)
Recall that the above equations describe the evolution of the density ρ = ρ(t, x) ∈ R+ and of the velocity field
u = u(t, x) ∈ RN of a nonhomogeneous inviscid incompressible fluid. The time dependent vector field f stands for a
given body force and the gradient of the pressure ∇Π is the Lagrangian multiplier associated to the divergence free
constraint over the velocity. We assume that the space variable x belongs to the whole RN with N  2.
There is an important literature devoted to the standard incompressible Euler equations, that is to the case where the
initial density is a positive constant, an assumption which is preserved during the evolution. In contrast, not so many
works have been devoted to the study of (1) in the nonconstant density case. In the situation where the equations are
considered in a suitably smooth bounded domain of R2 or R3, the local well-posedness issue has been investigated
by H. Beirão da Veiga and A. Valli in [3–5] for data with high enough Hölder regularity. In [8], we have proved
well-posedness in Hs with s > 1 +N/2 and have studied the inviscid limit in this framework. Data in the limit Besov
space B
N
2 +1
2,1 were also considered.
As for the standard incompressible Euler equations, any functional space embedded in the set C0,1 of bounded
globally Lipschitz functions is a candidate for the study of the well-posedness issue. This stems from the fact that
system (1) is a coupling between transport equations. Hence preserving the initial regularity requires the velocity field
to be at least locally Lipschitz with respect to the space variable. As a matter of fact, the classical Euler equations have
been shown to be well-posed in any Besov space Bsp,r embedded in C0,1 (see [1,7,13,17] and the references therein),
a property which holds if and only if (s,p, r) ∈R× [1,+∞]2 satisfies,
s > 1 + N
p
or s = 1 + N
p
and r = 1. (2)
In [9], we extended the results of the homogeneous case to (1) (see also [10] for a similar study in the periodic
framework). Under condition (2) with 1 < p < ∞ we established the local well-posedness for any data (ρ0, u0) in
Bsp,r such that ρ0 is bounded away from zero. However, we have been unable to treat the limit case p = ∞ unless
the initial density is a small perturbation of a constant density state, a technical artifact due to the method we used to
handle the pressure term.
In fact, in contrast to the classical Euler equations, computing the gradient of the pressure involves an elliptic
equation with nonconstant coefficients, namely
div(a∇Π) = divF with F := div(f − u · ∇u) and a := 1/ρ. (3)
Getting appropriate a priori estimates given that we expect the function ρ to have exactly the same regularity as
∇Π is the main difficulty. In the L2 framework and, more generally, in the Sobolev framework Hs, this may be
achieved by means of a classical energy method. This is also quite straightforward in the Bsp,r framework if a is a
small perturbation of some positive constant function a, for the above equation may be rewritten,
aΠ = divF + div((a − a)∇Π).
Now, if a − a is small enough then one may take advantage of regularity results for the Laplace operator in order
to “absorb” the last term.
If 1 <p < ∞ and a is bounded away from zero then it turns out that combining energy arguments similar to those
of the Hs case and a harmonic analysis lemma allows to handle the elliptic equation (3). This is the approach that we
used in [9]. However it fails for the limit cases p = 1 and p = ∞.
In the present work, we propose another method for proving a priori estimates for (3). In addition to being simpler,
this will enable us to treat all the cases p ∈ [1,∞] indistinctly whenever the density is bounded away from zero. Our
approach relies on the fact that the pressure Π satisfies (here we take f ≡ 0 to simplify),
Π = −ρ div(u · ∇u)+ ∇ logρ · ∇Π. (4)
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constant m such that a(t, x)m for all (t, x) ∈ [0, T ] ×RN , then
m
∥∥∇Π(t, ·)∥∥
L2(RN) 
∥∥(u · ∇u)(t, ·)∥∥
L2(RN) for all t ∈ [0, T ].
Therefore interpolating between the high regularity estimates for the Laplace operator and the L2 estimate allows to
absorb the last term in the right-hand side of (4).
In the rest of the paper, we focus on the case p = ∞ as it is the only definitely new one and as it covers both Hölder
spaces with exponent greater than 1 and the limit space B1∞,1 which is the largest one in which one may expect to get
well-posedness.
Before going further into the description of our results, let us introduce a few notations.
• Throughout the paper, C stands for a harmless “constant” the meaning of which depends on the context.
• If a = (a1, a2) and b = (b1, b2) then we denote a ∧ b := a1b2 − a2b1.
• The vorticity Ω associated to a vector field u over RN is the matrix valued function with entries,
Ωij := ∂jui − ∂iuj .
If N = 2 then the vorticity may be identified with the scalar function ω := ∂1u2 − ∂2u1 and if N = 3, with the
vector field ∇ × u.
• For all Banach space X and interval I of R, we denote by C(I ;X) (resp. Cb(I ;X)) the set of continuous
(resp. continuous bounded) functions on I with values in X. If X has predual X∗ then we denote by Cw(I ;X)
the set of bounded measurable functions f : I → X such that for any φ ∈ X∗, the function t 	→ 〈f (t),φ〉X×X∗ is
continuous over I.
• For p ∈ [1,∞], the notation Lp(I ;X) stands for the set of measurable functions on I with values in X such that
t 	→ ‖f (t)‖X belongs to Lp(I). In the case I = [0, T ] we alternately use the notation LpT (X).• We denote by Lploc(I ;X) the set of those functions defined on I and valued in X which, restricted to any compact
subset J of I, are in Lp(J ;X).
• Finally, for any real valued function a over RN, we denote:
a∗ := inf
x∈RN
a(x) and a∗ := sup
x∈RN
a(x).
Let us now state our main well-posedness result in the case of a finite energy initial velocity field.
Theorem 1. Let r be in [1,∞] and s ∈ R satisfy s > 1 if r = 1 and s  1 if r = 1. Let ρ0 be a positive function in
Bs∞,r bounded away from 0, and u0 be a divergence-free vector field with coefficients in Bs∞,r ∩L2. Finally, suppose
that the external force f has coefficients in L1([−T0, T0];Bs∞,r )∩ C([−T0, T0];L2) for some positive time T0.
Then there exists a time T ∈ ]0, T0] such that system (1) with initial data (ρ0, u0) has a unique solution (ρ,u,∇Π)
on [−T ,T ] ×RN , with:
• ρ in C([−T ,T ];Bs∞,r ) and bounded away from 0,
• u in C([−T ,T ];Bs∞,r )∩ C1([−T ,T ];L2), and
• ∇Π in L1([−T ,T ];Bs∞,r )∩ C([−T ,T ];L2).
If r = ∞ then one has only weak continuity in time with values in the Besov space Bs∞,∞.
In the above functional framework, one may state a continuation criterion for the solution to (1) similar to that of
Theorem 2 of [9]:
Theorem 2. Let (ρ,u,∇Π) be a solution to system (1) on [0, T ∗[ ×RN, with the properties described in Theorem 1
for all T < T ∗; suppose also that we have:
T ∗∫ (‖∇u‖L∞ + ‖∇Π‖Bs−1∞,r )dt < ∞. (5)
0
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if s > 1 then one may replace in (5) the term ‖∇u‖L∞ with ‖Ω‖L∞ .
A similar result holds for negative times.
From this result, as our assumption on (r, s) implies that Bs−1∞,r ↪→ B0∞,1 ↪→ L∞, we immediately get the following:
Corollary 1. The lifespan of a solution in Bs∞,r with s > 1 is the same as the lifespan in B1∞,1. In particular,
condition (5) holds true with ‖∇Π‖B0∞,1 .
As pointed out in [9], hypothesis u0 ∈ L2 is somewhat restrictive in dimension N = 2 as if, say, the initial
vorticity ω0 is in L1 then it implies that ω0 has average 0 over R2. In particular, assuming that u0 ∈ L2(R2)
precludes our considering general data with compactly supported nonnegative initial vorticity (e.g. vortex patches as in
[7, Chapter 5]).
The following statement aims at considering initial data with infinite energy. For simplicity, we suppose the external
force to be 0.
Theorem 3. Let (s, r) be as in Theorem 1. Let ρ0 ∈ Bs∞,r be bounded away from 0, and u0 ∈ Bs∞,r ∩W 1,4.
Then there exist a positive time T and a unique solution (ρ,u,∇Π) on [−T ,T ] ×RN of system (1) with external
force f ≡ 0, satisfying the following properties:
• ρ ∈ C([−T ,T ];Bs∞,r ) bounded away from 0,
• u ∈ C([−T ,T ];Bs∞,r ∩W 1,4) and ∂tu ∈ C([−T ,T ];L2),
• ∇Π ∈ L1([−T ,T ];Bs∞,r )∩ C([−T ,T ];L2).
As above, the continuity in time with values in Bs∞,r is only weak if r = ∞.
Remark 1. Under the above hypothesis, a continuation criterion in the spirit of Theorem 2 may be proved. The details
are left to the reader.
Remark 2. Let us also point out that in dimension N  2, any velocity field with suitably smooth compactly supported
vorticity is in W 1,4. Furthermore, there is some freedom over the W 1,4 assumption (see Remark 5 below).
On the one hand, the existence results that we stated so far are local in time even in the two-dimensional case.
On the other hand, it is well known that the classical two-dimensional incompressible Euler equations are globally
well-posed, a result that goes back to the pioneering work by V. Wolibner in [15] (see also [16,11,14] for global results
in the case of less regular data). In the homogeneous case, the global existence stems from the fact that the vorticity ω
is transported by the flow associated to the solution: we have
∂tω + u · ∇ω = 0.
In the nonhomogeneous context, we have instead the following more complicated identity:
∂tω + u · ∇ω + ∇
(
1
ρ
)
∧ ∇Π = 0. (6)
If the classical homogeneous case has been deeply studied, to our knowledge there is no literature about the time
of existence of solutions for the density-dependent incompressible Euler system. In the last section of this paper, we
establish lower bounds for the lifespan of a solution to (1).
We first show that in any space dimension, if the initial velocity is of order ε (ε small enough), without any
restriction on the nonhomogeneity then the lifespan is at least of order ε−1 (see the exact statement in Theorem 4).
Next, taking advantage of equality (6) and of an estimate for the transport equation that has been established
recently by M. Vishik in [14] (and generalized by T. Hmidi and S. Keraani in [12]), we show that the lifespan of the
solution tends to infinity if ρ0 − 1 goes to 0. More precisely, Theorem 5 states that if
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with ε small enough, then the lifespan is at least of order U−10 log(log ε−1).
The paper is organized as follows. In the next section, we introduce the tools needed for proving our results: the
Littlewood–Paley decomposition, the definition of the nonhomogeneous Besov spaces Bsp,r and the paradifferential
calculus, and finally some classical results about transport equations in Bsp,r and elliptic equations. Sections 3 and 4
are devoted to the proof of our local existence statements first in the finite energy case and next if the initial velocity is
in W 1,4. Finally, in the last section we state and prove results about the lifespan of a solution of our system, focusing
on the particular case of space dimension N = 2.
2. Tools
Our results mostly rely on Fourier analysis methods based on a nonhomogeneous dyadic partition of unity with
respect to the Fourier variable, the so-called Littlewood–Paley decomposition. Unless otherwise specified, all the
results which are presented in this section are proved in [1].
In order to define a Littlewood–Paley decomposition, fix a smooth nonincreasing radial function χ supported in
(say) the ball B(0, 43 ), equals to 1 in a neighborhood of B(0, 34 ), and set ϕ(ξ) = χ(ξ2 )− χ(ξ).
The dyadic blocks (j )j∈Z are defined by,1
j := 0 if j −2, −1 := χ(D) and j := ϕ
(
2−jD
)
if j  0.
We also introduce the following low frequency cut-off:
Sju := χ
(
2−jD
)= ∑
j ′j−1
j ′ for j  0.
The following classical properties will be used freely in the paper:
• for any u ∈ S ′, the equality u =∑j ju holds true in S ′;
• for all u and v in S ′, the sequence (Sj−1ujv)j∈N is spectrally supported in dyadic annuli.
One can now define what a Besov space Bsp,r is:
Definition 1. Let u be a tempered distribution, s a real number, and 1 p, r ∞. We set:
‖u‖Bsp,r :=
(∑
j
2rjs‖ju‖rLp
) 1
r
if r < ∞ and ‖u‖Bsp,∞ := sup
j
(
2js‖ju‖Lp
)
.
We then define the space Bsp,r as the subset of distributions u ∈ S ′ such that ‖u‖Bsp,r is finite.
From the above definition, it is easy to show that for all s ∈ R, the Besov space Bs2,2 coincides with the
nonhomogeneous Sobolev space Hs. Let us also point out that for any k ∈ N and p ∈ [1,∞], we have the following
chain of continuous embedding:
Bkp,1 ↪→ Wk,p ↪→ Bkp,∞
where Wk,p denotes the set of Lp functions with derivatives up to order k in Lp.
The Besov spaces have many nice properties which will be recalled throughout the paper whenever they are needed.
For the time being, let us just recall that if condition (2) holds true then Bsp,r is an algebra continuously embedded
in the set C0,1 of bounded Lipschitz functions (see e.g. [1, Chapter 2]), and that the gradient operator maps Bsp,r
in Bs−1p,r .
The following result will be also needed:
1 Throughout we agree that f (D) stands for the pseudo-differential operator u 	→ F−1(f Fu).
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origin. Then for all (p, r) ∈ [1,∞]2 and s ∈R, operator F(D) maps Bsp,r in Bs−mp,r .
Remark 3. Let P be the Leray projector over divergence free vector fields and Q := Id − P . Recall that in Fourier
variables, we have for all vector field u
Q̂u(ξ) = − ξ|ξ |2 ξ · uˆ(ξ).
Therefore, both (Id − −1)P and (Id − −1)Q satisfy the assumptions of the above proposition with m = 0, hence
they are self-map on Bsp,r for any s ∈R and 1 p, r ∞.
The following lemma (referred in what follows as Bernstein’s inequalities) describes the way derivatives act on
spectrally localized functions.
Lemma 1. Let 0 < r < R. A constant C exists so that, for any nonnegative integer k, any couple (p, q) in [1,∞]2
with q  p  1 and any function u of Lp , we have for all λ > 0,
Supp û ⊂ B(0, λR) ⇒ ∥∥∇ku∥∥
Lq
 Ck+1λk+N(
1
p
− 1
q
)‖u‖Lp ;
Supp û ⊂ {ξ ∈ RN/rλ |ξ |Rλ} ⇒ C−k−1λk‖u‖Lp  ∥∥∇ku∥∥Lp  Ck+1λk‖u‖Lp .
The first Bernstein inequality entails the following embedding result:
Corollary 2. The space Bs1p1,r1 is continuously embedded in the space B
s2
p2,r2 whenever 1 p1  p2 ∞ and
s2 < s1 −N/p1 +N/p2 or s2 = s1 −N/p1 +N/p2 and 1 r1  r2 ∞.
Let us now introduce the paraproduct operator (after J.-M. Bony in [6]) and recall a few nonlinear estimates in
Besov spaces. Constructing the paraproduct operator relies on the observation that, formally, any product of two
tempered distributions u and v may be decomposed into
uv = Tuv + Tvu+R(u, v) (7)
with
Tuv :=
∑
j
Sj−1ujv, Tvu :=
∑
j
Sj−1vju and R(u, v) :=
∑
j
∑
|j ′−j |1
juj ′v.
The above operator T is called “paraproduct” whereas R is called “remainder”.
The paraproduct and remainder operators have many nice continuity properties. The following ones will be of
constant use in this paper (see the proof in e.g. [1, Chapter 2]):
Proposition 2. For any (s,p, r) ∈R× [1,∞]2 and t < 0, the paraproduct operator T maps L∞ ×Bsp,r in Bsp,r , and
Bt∞,∞ ×Bsp,r in Bs+tp,r . Moreover, the following estimates hold:
‖Tuv‖Bsp,r  C‖u‖L∞‖∇v‖Bs−1p,r , and ‖Tuv‖Bs+tp,r  C‖u‖Bt∞,∞‖∇v‖Bs−1p,r .
For any (s1,p1, r1) and (s2,p2, r2) in R × [1,∞]2 such that s1 + s2 > 0, 1/p := 1/p1 + 1/p2  1 and
1/r := 1/r1 + 1/r2  1 the remainder operator R maps Bs1p1,r1 ×Bs2p2,r2 in Bs1+s2p,r .
Combining the above proposition with Bony’s decomposition (7), we easily get the following “tame estimate”:
Corollary 3. Let a be a bounded function such that ∇a ∈ Bs−1p,r for some s > 0 and (p, r) ∈ [1,∞]2. Then for any
b ∈ Bsp,r ∩L∞ we have ab ∈ Bsp,r ∩L∞ and there exists a constant C depending only on N, p and s such that
‖ab‖Bsp,r  C
(‖a‖L∞‖b‖Bsp,r + ‖b‖L∞‖∇a‖Bs−1p,r ).
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reciprocal of the density (see the proof in [9]).
Proposition 3. Let I be an open interval of R and F : I → R, a smooth function. Then for all compact subset J ⊂ I,
s > 0 and (p, r) ∈ [1,∞]2 there exists a constant C such that for all function a valued in J and with gradient in
Bs−1p,r , we have ∇(F (a)) ∈ Bs−1p,r , and ∥∥∇(F(a))∥∥
Bs−1p,r  C‖∇a‖Bs−1p,r .
Our results concerning Eqs. (1) rely strongly on a priori estimates in Besov spaces for the transport equation:{
∂ta + v · ∇a = f,
a|t=0 = a0. (T )
We shall often use the following result, the proof of which may be found in e.g. [1].
Proposition 4. Let 1 r ∞ and σ > 0 (σ > −1 if divv = 0). Let a0 ∈ Bσ∞,r , f ∈ L1([0, T ];Bσ∞,r ) and v be a time
dependent vector field in Cb([0, T ] ×RN) such that
∇v ∈ L1([0, T ];L∞) if σ < 1,
∇v ∈ L1([0, T ];Bσ−1∞,r ) if σ > 1, or σ = r = 1.
Then Eq. (T ) has a unique solution a in
• the space C([0, T ];Bσ∞,r ) if r < ∞,
• the space (⋂σ ′<σ C([0, T ];Bσ ′∞,∞))∩ Cw([0, T ];Bσ∞,∞) if r = ∞.
Moreover, for all t ∈ [0, T ], we have,
e−CV (t)
∥∥a(t)∥∥
Bσ∞,r
 ‖a0‖Bσ∞,r +
t∫
0
e−CV (t ′)
∥∥f (t ′)∥∥
Bσ∞,r
dt ′, (8)
with
V ′(t) :=
{‖∇v(t)‖L∞ if σ < 1,
‖∇v(t)‖
Bσ−1∞,r if σ > 1, or σ = r = 1.
If a = v then, for all σ > 0 (σ > −1 if divv = 0), estimate (8) holds with V ′(t) := ‖∇a(t)‖L∞ .
Finally, we shall make an extensive use of energy estimates for the following elliptic equation:
−div(a∇Π) = divF in RN, (9)
where a = a(x) is a measurable bounded function satisfying,
a∗ := inf
x∈RN
a(x) > 0. (10)
We shall use the following result based on Lax–Milgram’s Theorem (see the proof in e.g. [9]).
Lemma 2. For all vector field F with coefficients in L2, there exists a tempered distribution Π, unique up to constant
functions, such that ∇Π ∈ L2 and Eq. (9) is satisfied. In addition, we have,
a∗‖∇Π‖L2  ‖F‖L2 . (11)
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Obviously, one may extend the force term for any time so that it is not restrictive to assume that T0 = +∞. Owing
to time reversibility of system (1), we can consider the problem of evolution for positive times only. For convenience
we will assume r < ∞; for treating the case r = ∞, it is enough to replace the strong topology by the weak topology,
whenever regularity up to index s is involved.
We will not work on system (1) directly, but rather on{
∂ta + u · ∇a = 0,
∂tu+ u · ∇u+ a∇Π = f,
−div(a∇Π) = div(u · ∇Pu− f ),
(12)
where we have set a := 1/ρ.
The equivalence between (1) and (12) is given in the following statement (see [9]).
Lemma 3. Let u be a vector field with coefficients in C1([0, T ] × RN) and such that Qu ∈ C1([0, T ];L2). Suppose
also that ∇Π ∈ C([0, T ];L2). Finally, let ρ be a continuous function on [0, T ] ×RN such that
0 < ρ∗  ρ  ρ∗. (13)
Let a := 1/ρ. If divu(0, ·) ≡ 0 in RN then (ρ,u,∇Π) is a solution to (1) if and only if (a,u,∇Π) is a solution to (12).
This section unfolds as follows. First, we shall prove a priori estimates for suitably smooth solutions of (1) or (12).
They will be most helpful to get the existence. As a matter of fact, the construction of solutions which will be
proposed in the next subsection amounts to solving inductively a sequence of linear equations. The estimates for
those approximate solutions turn out to be the same as those for the true solutions. In the last two subsections, we shall
concentrate on the proof of the uniqueness part of Theorem 1 and of the continuation criterion stated in Theorem 2
(up to the endpoint case s = r = 1 which will be studied in the next section).
3.1. A priori estimates
Let (a,u,∇Π) be a suitably smooth solution of system (12) with the required regularity properties. In this
subsection, we show that on a suitably small time interval (the length of which depends only on the norms of the
data), the norm of (a,u,∇Π) may be bounded in terms of the data.
Recall that according to Proposition 3 the quantities ‖a‖Bs∞,r and ‖ρ‖Bs∞,r are equivalent under hypothesis (13).
This fact will be used repeatedly in what follows.
3.1.1. Estimates for the density and the velocity field
Let us assume for a while that divu = 0. Then (ρ,u,∇Π) satisfies system (1) and the following energy equality
holds true: ∥∥√ρ(t)u(t)∥∥2
L2 = ‖
√
ρ0u0‖2L2 + 2
t∫
0
( ∫
RN
ρf · udx
)
dτ. (14)
Moreover, from the equation satisfied by the density, we have that ρ(t, x) = ρ0(ψ−1t (x)), where ψ is the flow
associated with u; so, ρ satisfies (13). Hence, from relation (14), we obtain the control of the L2 norm of the velocity
field: for all t ∈ [0, T0], we have, for some constant C depending only on ρ∗ and ρ∗,
∥∥u(t)∥∥
L2  C
(
‖u0‖L2 +
t∫
0
∥∥f (τ)∥∥
L2 dτ
)
. (15)
Next, in the general case where divu need not be 0, applying Proposition 4 yields the following estimates:
∥∥a(t)∥∥
Bs∞,r  ‖a0‖Bs∞,r exp
(
C
t∫
‖u‖Bs∞,r dτ
)
, (16)0
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Bs∞,r  exp
(
C
t∫
0
‖u‖Bs∞,r dτ
)
·
(
‖u0‖Bs∞,r
+
t∫
0
e
−C ∫ τ0 ‖u‖Bs∞,r dτ ′(‖f ‖Bs∞,r + ‖a‖Bs∞,r‖∇Π‖Bs∞,r )dτ
)
, (17)
where, in the last line, we have used the fact that Bs∞,r , under our hypothesis, is an algebra.
Remark 4. Of course, as ρ and a verify the same equations, they satisfy the same estimates.
3.1.2. Estimates for the pressure term
Let us use the low frequency localization operator −1 to separate ∇Π into low and high frequencies. We get:
‖∇Π‖Bs∞,r  ‖−1∇Π‖Bs∞,r +
∥∥(Id −−1)∇Π∥∥Bs∞,r .
Observe that (Id −−1)∇Π may be computed from Π by means of a homogeneous multiplier of degree −1 in
the sense of Proposition 1. Hence ∥∥(Id −−1)∇Π∥∥Bs∞,r  C‖Π‖Bs−1∞,r . (18)
For the low frequencies term, however, the above inequality fails. Now, remembering the definition of ‖ · ‖Bs∞,r and
the spectral properties of operator −1, one has that
‖−1∇Π‖Bs∞,r  C‖−1∇Π‖L∞;
at this point, Bernstein’s inequality allows us to write that
‖−1∇Π‖Bs∞,r  C‖∇Π‖L2 .
So putting together (18) and the above inequality, we obtain:
‖∇Π‖Bs∞,r  C
(‖∇Π‖L2 + ‖Π‖Bs−1∞,r ). (19)
First of all, let us see how to control ‖Π‖
Bs−1∞,r . Recall the third equation of (12):
div(a∇Π) = F with F := div(f − u · ∇Pu).
Developing the left-hand side of this equation, we obtain:
Π = −∇(loga) · ∇Π + F
a
. (20)
Let us consider the first term of the right-hand side of the previous equation.
If s > 1 then one may use that Bs−1∞,r is an algebra and bound ‖∇(loga)‖Bs−1∞,r with ‖∇a‖Bs−1∞,r according to
Proposition 3; we get ∥∥∇(loga) · ∇Π∥∥
Bs−1∞,r  C‖∇a‖Bs−1∞,r‖∇Π‖Bs−1∞,r .
Now, as L2 ↪→ B−
N
2∞,∞ (see Corollary 2) and Bs−1∞,r is an intermediate space between B
−N2∞,∞ and Bs∞,r , standard
interpolation inequalities (see e.g. [1, Chapter 2]) ensure that
‖∇Π‖
Bs−1∞,r  C‖∇Π‖θL2‖∇Π‖
1−θ
Bs∞,r for some θ ∈ ]0,1[. (21)
Plugging this inequality in (19) and applying Young’s inequality, we finally obtain:
‖∇Π‖Bs∞,r  C
((
1 + ‖∇a‖γ
Bs−1∞,r
)‖∇Π‖L2 + ∥∥∥∥Fa
∥∥∥∥
Bs−1∞,r
)
, (22)
where the exponent γ depends only on the space dimension N and on s.
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use the Bony decomposition (7) to write
∇(loga) · ∇Π = T∇(loga)∇Π + T∇Π∇(loga)+R
(∇(loga),∇Π).
To estimate first and second term, we can apply Propositions 2 and 3: we get
‖T∇(loga)∇Π‖B0∞,1  C
∥∥∇(loga)∥∥
L∞‖∇Π‖B0∞,1
 C‖∇a‖L∞‖∇Π‖B0∞,1 , (23)∥∥T∇Π∇(loga)∥∥B0∞,1  C‖∇Π‖L∞∥∥∇(loga)∥∥B0∞,1
 C‖∇Π‖L∞‖∇a‖B0∞,1 . (24)
A similar inequality is no more true for the remainder term, though. However, one may use that ∇Π is in fact more
regular: it belongs to B
1
2∞,1 for instance. Hence, using the embedding B
1
2∞,1 ↪→ B0∞,1 and Proposition 2, we can write:∥∥R(∇(loga),∇Π)∥∥
B0∞,1
 C
∥∥∇(loga)∥∥
L∞‖∇Π‖
B
1
2∞,1
 C‖∇a‖L∞‖∇Π‖
B
1
2∞,1
.
Putting the above inequality together with (23) and (24), and using that B0∞,1 ↪→ L∞, we conclude that∥∥∇(loga) · ∇Π∥∥
B0∞,1
 C‖∇a‖B0∞,1‖∇Π‖B 12∞,1
.
Now, using interpolation between Besov spaces, as done for proving (21), we get for some suitable θ ∈ ]0,1[,∥∥∇(loga) · ∇Π∥∥
B0∞,1
 C‖∇a‖B0∞,1‖∇Π‖
1−θ
B1∞,1
‖∇Π‖θ
L2
.
Hence ‖∇Π‖B1∞,1 satisfies inequality (22) for some convenient γ > 0.
Next, let us bound the last term of (20). By virtue of Bony’s decomposition (7), we have:
F
a
= ρF = TρF + TFρ +R(ρ,F );
and from Proposition 2 we infer that
• ‖TρF‖Bs−1∞,r  Cρ∗‖F‖Bs−1∞,r ,• ‖TFρ‖Bs−1∞,r  C‖F‖B−1∞,∞‖ρ‖Bs∞,r  C‖F‖Bs−1∞,r‖ρ‖Bs∞,r ,• ‖R(ρ,F )‖
Bs−1∞,r  ‖R(ρ,F )‖Bs∞,r  C‖ρ‖B1∞,∞‖F‖Bs−1∞,r  C‖ρ‖Bs∞,r‖F‖Bs−1∞,r .
It is clear that ‖divf ‖
Bs−1∞,r can be bounded by ‖f ‖Bs∞,r . For the second term of F we have to take advantage, once
again, of Bony’s decomposition (7) as follows:
div(u · ∇Pu)=
∑
i,j
∂iu
j ∂j (Pu)i =
∑
i,j
(
T∂iuj ∂j Pui + T∂j Pui ∂iuj + ∂iR
(
uj , ∂j Pui
))
,
where we have used also the fact that div Pu = 0. Now, for all i and j we have:∥∥T∂iuj ∂j Pui∥∥Bs−1∞,r  C‖∇u‖L∞‖∇Pu‖Bs−1∞,r ,∥∥T∂j Pui ∂iuj∥∥Bs−1∞,r  C‖∇Pu‖L∞‖∇u‖Bs−1∞,r ,∥∥∂iR(uj , ∂j Pui)∥∥Bs−1∞,r  ∥∥R(uj , ∂j Pui)∥∥Bs∞,r
 C‖u‖Bs∞,r‖∇Pu‖B0∞,∞
 C‖u‖Bs ‖∇Pu‖ s−1 .∞,r B∞,r
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‖∇Pu‖L∞  C‖∇Pu‖Bs−1∞,r , (25)
we thus have: ∥∥div(u · ∇Pu)∥∥
Bs−1∞,r  C‖u‖Bs∞,r‖∇Pu‖Bs−1∞,r .
In order to bound Pu, let us decompose it into low and high frequencies as follows:
Pu = −1Pu+ (Id −−1)Pu.
On the one hand, combining Bernstein’s inequality and the fact that P is an orthogonal projector over L2 yields
‖−1∇Pu‖L∞  C‖u‖L2 .
On the other hand, according to Remark 3, one may write that∥∥(Id −−1)Pu∥∥Bs∞,r  C‖u‖Bs∞,r .
Therefore we get
‖∇Pu‖
Bs−1∞,r  C‖u‖Bs∞,r∩L2, (26)
from which it follows that ∥∥∥∥Fa
∥∥∥∥
Bs−1∞,r
 C‖a‖Bs∞,r
(‖f ‖Bs∞,r + ‖u‖2Bs∞,r∩L2). (27)
It remains us to control ‖∇Π‖L2 . Keeping in mind Lemma 2, from the third equation of system (12) and
inequalities (25)–(26), we immediately get:
a∗‖∇Π‖L2  ‖f ‖L2 + ‖u · ∇Pu‖L2
 ‖f ‖L2 + ‖u‖L2‖∇Pu‖L∞
 ‖f ‖L2 +C‖u‖2Bs∞,r∩L2 .
Putting all these inequalities together, we finally obtain:
‖∇Π‖L1t (L2)  C
(
‖f ‖L1t (L2) +
t∫
0
‖u‖2
Bs∞,r∩L2 dτ
)
, (28)
‖∇Π‖L1t (Bs∞,r )  C
((
1 + ‖∇a‖γ
L∞t (Bs−1∞,r )
)‖∇Π‖L1t (L2) + ‖a‖L∞t (Bs∞,r )
(
‖f ‖L1t (Bs∞,r ) +
t∫
0
‖u‖2
Bs∞,r∩L2 dτ
))
.
(29)
3.1.3. Final estimate
First of all, let us fix T > 0 so small as to satisfy,
exp
(
C
T∫
0
‖u‖Bs∞,r dt
)
 2, (30)
which is always possible because of the boundedness of u with respect to the time variable.
Then, setting
U(t) := ∥∥u(t)∥∥
L2∩Bs∞,r =
∥∥u(t)∥∥
L2 +
∥∥u(t)∥∥
Bs∞,r ,
U0(t) := ‖u0‖L2∩Bs∞,r +
t∫
‖f ‖L2∩Bs∞,r dτ,0
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U(t) C
(
U0(t)+
t∫
0
U2(τ ) dτ
)
for all t ∈ [0, T ], (31)
where the constant C depends only on s, N, ‖a0‖Bs∞,r , a∗ and a∗.
So, taking T small enough and changing once more the multiplying constant C if needed, a standard bootstrap
argument allows to show that
U(t) CU0(t) for all t ∈ [0, T ].
3.2. Existence of a solution to (12)
We proceed in two steps: first we construct inductively a sequence of smooth global approximate solutions, defined
as solutions of a linear system, and then we prove the convergence of this sequence to a solution of the nonlinear
system (12) with the required property. Recall that to simplify the presentation we have assumed that T0 = +∞ and
that we focus on the evolution for positive times.
3.2.1. Construction of the sequence of approximate solutions
First, we smooth out the data (by convolution for instance) so as to get a sequence (an0 , un0, f n)n∈N such that
un0 ∈ H∞, f n ∈ C(R+;H∞), an0 and its derivatives at any order are bounded, and
a∗  an0  a∗, (32)
with in addition
• an0 → a0 in Bs∞,r ,
• un0 → u0 in L2 ∩Bs∞,r ,
• f n → f in C(R+;L2)∩L1(R+;Bs∞,r ).
In order to construct a sequence of smooth approximate solutions, we argue by induction. We first set a0 = a00 ,
u0 = u00 and ∇Π0 = 0.
Now, suppose we have already built a smooth approximate solution (an,un,∇Πn) over R+ × RN with an
satisfying (13). In order to construct the (n + 1)-th term of the sequence, we first define an+1 to be the solution
of the linear transport equation,
∂ta
n+1 + un · ∇an+1 = 0,
with initial datum an+1|t=0 = an+10 .
Given that un is smooth, its flow is smooth too so that an+1(t, x) = an+10 ((ψnt )−1(x)), where ψnt is the flow at
time t. Note that ψnt is a smooth diffeomorphism on the whole RN . From this fact, we gather that an+1 is smooth and
satisfies (13). Furthermore, by virtue of Proposition 4,
∥∥an+1(t)∥∥
Bs∞,r 
∥∥an+10 ∥∥Bs∞,r exp
(
C
t∫
0
∥∥un∥∥
Bs∞,r dτ
)
. (33)
Note that the reciprocal function ρn+1 of an+1 satisfies ρn+1(t, x) = ρn+10 ((ψnt )−1(x)), together with (13), and the
equation
∂tρ
n+1 + un · ∇ρn+1 = 0. (34)
Hence it also fulfills inequality (33) up to a change of an+10 in ρn+10 .
At this point, we define un+1 as the unique smooth solution of the transport equation:{
∂tu
n+1 + un · ∇un+1 = f n+1 − an+1∇Πn,
un+1| = un+1.t=0 0
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un+1 ∈ C(R+;L2). Besides, as ρn = (an)−1 for all n, if we differentiate ‖
√
ρn+1un+1‖2
L2
with respect to time and use
the equations for ρn+1 and un+1, we obtain
1
2
d
dt
∥∥∥∥√ρn+1un+1∥∥∥∥2
L2
= 1
2
∫
ρn+1
∣∣un+1∣∣2 divun dx + ∫ ρn+1un+1 · f n+1 dx − ∫ ∇Πn · un+1 dx.
Observe that un and un+1 need not be divergence free; nevertheless applying Gronwall’s Lemma, it is easy to see that∥∥√ρn+1(t)un+1(t)∥∥
L2

(∥∥√ρn+10 un+10 ∥∥L2 +C
t∫
0
(∥∥f n+1∥∥
L2 +
∥∥∇Πn∥∥
L2
)
dτ
)
exp
(
1
2
t∫
0
∥∥divun∥∥
L∞ dτ
)
. (35)
Finally, we have to define the approximate pressure Πn+1. We have already proved that an+1 satisfies the ellipticity
hypothesis (13); so we can consider the elliptic equation,
div
(
an+1∇Πn+1)= div(f n+1 − un+1 · ∇Pun+1).
As f n+1 and un+1 are in C(R+;H∞), the classical theory for elliptic equations ensures that the above equation has a
unique solution ∇Πn+1 in C(R+;H∞). In addition, going along the lines of the proof of (28), we get
∥∥∇Πn+1∥∥
L1t (L
2)  C
(∥∥f n+1∥∥
L1t (L
2) +
t∫
0
∥∥un+1∥∥2
Bs∞,r∩L2 dτ
)
. (36)
Of course, by embedding, we have ∇Πn+1 ∈ C(R+;Bs∞,r ). Hence, arguing as for proving (29), we get
∥∥∇Πn+1∥∥
L1t (B
s∞,r )  C
∥∥an+1∥∥
L∞t (Bs∞,r )
(∥∥f n+1∥∥
L1t (B
s∞,r ) +
t∫
0
∥∥un+1∥∥2
Bs∞,r∩L2 dτ
)
+C(1 + ∥∥∇an+1∥∥γ
L∞t (Bs−1∞,r )
)∥∥∇Πn+1∥∥
L1t (L
2). (37)
Note also that the norms of the approximate data that we use in (33), (35), (36) and (37) may be bounded
independently of n. Therefore, repeating the arguments leading to (31) and to Theorem 1 of [9], one may find some
positive time T which may depend on ‖ρ0‖Bs∞,r , ‖u0‖Bs∞,r∩L2 and ‖f ‖L1([0,T ];Bs∞,r∩L2) but is independent of n such
that
• (an)n∈N is bounded in L∞([0, T ];Bs∞,r ),
• (un)n∈N is bounded in L∞([0, T ];Bs∞,r ∩L2),
• (∇Πn)n∈N is bounded in L1([0, T ];Bs∞,r )∩L∞([0, T ];L2).
3.2.2. Convergence of the sequence
Let us observe that the function a˜n := an − an0 satisfies,{
∂t a˜
n = −un−1 · ∇an,
a˜n|t=0 = 0.
Because un−1 ∈ C([0, T ];L2) and ∇an ∈ Cb([0, T ] ×RN), it immediately follows that a˜n ∈ C1([0, T ];L2). Now we
want to prove that the sequence (˜an, un,∇Πn)n∈N, built in this way, is a Cauchy sequence in C([0, T ];L2). So let us
define for n ∈N and p ∈N∗,
δanp := an+p − an,
δa˜np := a˜n+p − a˜n = δanp − δanp(0),
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δunp := un+p − un,
δΠnp := Πn+p −Πn,
δf np := f n+p − f n.
Let us emphasize that, by assumption and embedding, we have
an0 → a0 in C0,1, un0 → u0 in L2, f n → f in C
([0, T ];L2). (38)
This will be the key to our proof of convergence.
Let us first focus on a˜n. By construction, δa˜np belongs to C1([0, T ];L2) and satisfies the equation,
∂t δa˜
n
p = −un+p−1 · ∇δa˜np − δun−1p · ∇an − un+p−1 · ∇δanp(0),
from which, taking the scalar product in L2 with δa˜n, we obtain
1
2
d
dt
∥∥δa˜np∥∥2L2 = 12
∫ (
δa˜np
)2 divun+p−1 dx − ∫ δun−1p · ∇anδa˜np dx − ∫ un+p−1 · ∇δanp(0)δa˜np dx.
So, keeping in mind that δa˜np(0) = 0 and integrating with respect to the time variable one has:
∥∥δa˜np(t)∥∥L2 
t∫
0
(
1
2
∥∥divun+p−1∥∥
L∞
∥∥δa˜np∥∥L2 + ∥∥∇an∥∥L∞∥∥δun−1p ∥∥L2 + ∥∥un+p−1∥∥L2∥∥∇δanp(0)∥∥L∞)dτ. (39)
Equally easily, one can see that the following equality holds true:
ρn+p
(
∂t δu
n
p + un+p−1 · ∇δunp
)+ ∇δΠn−1p = ρn+p(δf np − δun−1p · ∇un − δanp∇Πn−1);
taking the scalar product in L2 with δunp , integrating by parts, remembering Eq. (34) at (n+p)-th step, we finally get:
∥∥√ρn+p(t)δunp(t)∥∥L2 
t∫
0
∥∥divun+p−1∥∥
L∞
∥∥√ρn+pδunp∥∥L2 dτ
+
t∫
0
(∥∥∇un∥∥
L∞
∥∥√ρn+pδun−1p ∥∥L2 + ∥∥√ρn+p∇Πn−1∥∥L∞∥∥δa˜np∥∥L2
+ ∥∥√ρn+p∇Πn−1∥∥
L2
∥∥δanp(0)∥∥L∞ + ∥∥∥∥∇δΠn−1p√
ρn+p
∥∥∥∥
L2
+√ρ∗∥∥δf np ∥∥L2)dτ.
From (39), Gronwall’s Lemma and (32), we thus get for some constant C depending only on a∗ and a∗,
∥∥(δa˜np, δunp)(t)∥∥L2  C
(
eA
n
p(t)
∥∥δunp(0)∥∥L2 +
t∫
0
eA
n
p(t)−Anp(τ)(∥∥(∇an,∇un)∥∥
L∞
∥∥δun−1p ∥∥L2
+ ∥∥∇δΠn−1p ∥∥L2 + ∥∥∇Πn−1∥∥L2∥∥δanp(0)∥∥L∞ + ∥∥un+p−1∥∥L2∥∥∇δanp(0)∥∥L∞ + ∥∥δf np ∥∥L2)dτ ′
)
,
where we have set
Anp(t) :=
t∫
0
(∥∥divun+p−1∥∥
L∞ +
∥∥√ρn+p∇Πn−1∥∥
L∞
)
dτ.
Of course, the uniform a priori estimates of the previous step allow us to control the exponential term for all t ∈ [0, T ]
by some constant CT .
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−div(an−1∇δΠn−1p )= div(−δan−1p ∇Πn−1+p − un−1 · ∇Pδun−1p − δun−1p · ∇Pun+p−1 + δf n−1p ).
Then applying the following algebraic identity,
div(v · ∇w)= div(w · ∇v)+ div(v divw)− div(w divv),
to v = un−1 and w = Pδun−1p , and remembering that div Pδun−1p = 0, we get
div
(
an−1∇δΠn−1p
)
= div(Pδun−1p divun−1 − Pδun−1p · ∇un−1 − δun−1p · ∇Pun+p−1 − δan−1p ∇Πn−1+p + δf n−1p ).
Therefore, from Lemma 2 and the fact that ‖P‖L(L2;L2) = 1, one immediately has the following inequality:
a∗
∥∥∇δΠn−1p ∥∥L2  ∥∥δa˜n−1p ∥∥L2∥∥∇Πn∥∥L∞ + ∥∥δan−1p (0)∥∥L∞∥∥∇Πn∥∥L2 + ∥∥δf n−1p ∥∥L2
+ ∥∥δun−1p ∥∥L2(∥∥divun−1∥∥L∞ + ∥∥∇un−1∥∥L∞ + ∥∥∇Pun+p−1∥∥L∞). (40)
Due to a priori estimates, we finally obtain, for all t ∈ [0, T ],
∥∥(δa˜np, δunp)(t)∥∥L2  CT
(∥∥δunp(0)∥∥L2 +
t∫
0
(∥∥(δan−1p , δun−1p )∥∥L2 + ∥∥∇δΠn−1p ∥∥L2 + ∥∥δanp(0)∥∥C0,1 + ∥∥δf np ∥∥L2)dτ
)
,
∥∥∇δΠn−1p ∥∥L2  CT (∥∥δa˜n−1p ∥∥L2 + ∥∥δun−1p ∥∥L2 + ∥∥δan−1p (0)∥∥L∞ + ∥∥δf n−1p ∥∥L2);
so, plugging the second inequality in the first one, we find out that for all t ∈ [0, T ], p  1 and n 1,
∥∥(δa˜np, δunp)(t)∥∥L2  εn +CT
t∫
0
∥∥(δa˜n−1p , δun−1p )∥∥L2 dτ (41)
with
εn := CT sup
p1
(∥∥δunp(0)∥∥L2 +
T∫
0
(∥∥δf n−1p ∥∥L2 + ∥∥δf np ∥∥L2 + ∥∥δan−1p (0)∥∥C0,1 + ∥∥δanp(0)∥∥C0,1)dt
)
.
Now, bearing (38) in mind, we have
lim
n→+∞ εn = 0.
Hence, one may conclude that
lim
n→+∞ supp1
sup
t∈[0,T ]
(∥∥δa˜np(t)∥∥L2 + ∥∥δunp(t)∥∥L2)= 0.
In other words, (a˜n)n∈N and (un)n∈N are Cauchy sequences in C([0, T ];L2); therefore they converge to some
functions a˜, u ∈ C([0, T ];L2). In the same token, it is clear that (∇Πn)n∈N converges to some ∇Π ∈ C([0, T ];L2).
Defining a := a˜ + a0, it remains to show that a, u and ∇Π are indeed solutions of the initial system. We already
know that a, u and ∇Π ∈ C([0, T ];L2). In addition,
• thanks to Fatou’s property in Besov spaces, as (an)n∈N is bounded in L∞([0, T ];Bs∞,r ), we obtain that
a ∈ L∞([0, T ];Bs∞,r ) and satisfies (32);• in the same way, u ∈ L∞([0, T ];Bs∞,r ) because also (un)n∈N is bounded in the same space;
• finally, ∇Π ∈ L1([0, T ];Bs∞,r ) because the sequence (∇Πn)n∈N is bounded in the same functional space.
By interpolation we get that the sequences converge strongly to the solutions in every intermediate space between
C([0, T ];L2) and C([0, T ];Bs∞,r ), which is enough to pass to the limit in the equations satisfied by (an,un,∇Πn).
So, (a,u,∇Π) satisfies system (12).
Finally, continuity properties of the solutions with respect to the time variable can be recovered from the equations
satisfied by them, using classical results for transport equations in Besov spaces (see Proposition 4).
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Uniqueness of the solution to system (1) is a straightforward consequence of the following stability result, the proof
of which can be found in [9].
Proposition 5. Let (ρ1, u1,∇Π1) and (ρ2, u2,∇Π2) satisfy system (1) with external forces f1 and f2, respectively.
Suppose that ρ1 and ρ2 both satisfy (13). Assume also that
• δρ := ρ2 − ρ1 and δu := u2 − u1 both belong to C1([0, T ];L2),
• δf := f2 − f1 ∈ C([0, T ];L2),
• ∇ρ1, ∇u1 and ∇Π1 belong to L1([0, T ];L∞).
Then for all t ∈ [0, T ] we have:
e−A(t)
(∥∥δρ(t)∥∥
L2 +
∥∥(√ρ2δu)(t)∥∥L2) ∥∥δρ(0)∥∥L2 + ∥∥(√ρ2δu)(0)∥∥L2 +
t∫
0
e−A(τ)
∥∥(√ρ2δf )∥∥L2 dτ
with
A(t) :=
t∫
0
(∥∥∥∥∇ρ1√ρ2
∥∥∥∥
L∞
+
∥∥∥∥ ∇Π1ρ1√ρ2
∥∥∥∥
L∞
+ ‖∇u1‖L∞
)
dτ.
Proof of uniqueness in Theorem 1. Let us suppose that there exist two solutions (ρ1, u1,∇Π1) and (ρ2, u2,∇Π2)
to system (1) corresponding to the same data and satisfying the hypotheses of Theorem 1. Then, as one can easily
verify, these solutions satisfy the assumptions of Proposition 5. For instance, that δρ ∈ C1([0, T ];L2) is an immediate
consequence of the fact that, for i = 1,2, the velocity field ui is in C([0, T ];L2) and ∇ρi is in C([0, T ];L∞), so that
∂tρi ∈ C([0, T ];L2).
So, Proposition 5 implies that (ρ1, u1,∇Π1) ≡ (ρ2, u2,∇Π2). 
3.4. Proof of the continuation criterion
Now, we want to prove the continuation criterion for the solution to (1). We proceed in two steps. As usual, we will
suppose condition (2) to be satisfied with p = ∞. The first step of the proof is given by the following lemma:
Lemma 4. Let (ρ,u,∇Π) be a solution of System (1) on [0, T ∗[ ×RN such that2
• u ∈ C([0, T ∗[;Bs∞,r )∩ C1([0, T ∗[;L2),
• ρ ∈ C([0, T ∗[;Bs∞,r ) and satisfies (13).
Suppose also that condition (5) holds and that T ∗ is finite. Then
sup
t∈[0,T ∗[
(∥∥u(t)∥∥
Bs∞,r∩L2 +
∥∥ρ(t)∥∥
Bs∞,r
)+ T ∗∫
0
‖∇Π‖Bs∞,r dt < ∞.
Proof. It is only a matter of repeating the a priori estimates of the previous section, but in a more accurate way.
Note that a := 1/ρ satisfies the same hypothesis as ρ, so we will work without distinction with these two quantities,
according to what is more convenient to us, and set q = ρ or a. Recall that
∂tq + u · ∇q = 0.
2 With the usual convention that continuity in time is weak if r = ∞.
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∂tjq + u · ∇jq = [u · ∇,j ]q,
whence, for all t ∈ [0, T ∗[,
2js
∥∥jq(t)∥∥L∞  2js‖jq0‖L∞ +
t∫
0
2js
∥∥[u · ∇,j ]q∥∥L∞ dτ. (42)
Now, Lemma 2.100 in [1] ensures that∥∥(2js∥∥[u · ∇,j ]q∥∥L∞)j∥∥r  C(‖∇u‖L∞‖q‖Bs∞,r + ‖∇q‖L∞‖∇u‖Bs−1∞,r ).
Hence, performing an r summation in (42), we get
∥∥q(t)∥∥
Bs∞,r  ‖q0‖Bs∞,r +C
t∫
0
(‖∇u‖L∞‖q‖Bs∞,r + ‖∇q‖L∞‖u‖Bs∞,r )dτ. (43)
As regards the velocity field, we have according to (15),
∥∥u(t)∥∥
L2  C
(
‖u0‖L2 +
t∫
0
‖f ‖L2 dτ
)
,
and the last part of Proposition 4 guarantees that
∥∥u(t)∥∥
Bs∞,r  exp
(
C
t∫
0
‖∇u‖L∞ dτ
)(
‖u0‖Bs∞,r +
t∫
0
e−C
∫ τ
0 ‖∇u‖L∞ dτ ′(‖f ‖Bs∞,r + ‖a∇Π‖Bs∞,r )dτ
)
.
Bounding the last term according to Corollary 3, we thus get
∥∥u(t)∥∥
Bs∞,r  exp
(
C
t∫
0
‖∇u‖L∞ dτ
)
×
(
‖u0‖Bs∞,r +
t∫
0
e−C
∫ τ
0 ‖∇u‖L∞ dτ ′(‖f ‖Bs∞,r + a∗‖∇Π‖Bs∞,r + ‖∇a‖Bs−1∞,r‖∇Π‖L∞)dτ
)
.
As regards the pressure term, we have
‖∇Π‖L2  C
(‖f ‖L2 + ‖u‖L2‖∇u‖L∞),
‖∇Π‖Bs∞,r  C
(
‖∇Π‖L2 + ‖∇a · ∇Π‖Bs−1∞,r +
∥∥∥∥1a div(f − u · ∇u)
∥∥∥∥
Bs−1∞,r
)
.
Note that Bony’s decomposition combined with the fact that divu = 0 ensures that∥∥div(u · ∇u)∥∥
Bs−1∞,r  C‖∇u‖L∞‖u‖Bs∞,r .
In addition, under the assumption that s > 1, Corollary 3 implies that
‖∇a · ∇Π‖
Bs−1∞,r  C
(‖∇a‖L∞‖∇Π‖Bs−1∞,r + ‖∇a‖Bs−1∞,r‖∇Π‖L∞). (44)
So finally
‖∇Π‖Bs∞,r  C
(‖∇Π‖L2 + ‖∇a‖L∞‖∇Π‖Bs−1∞,r + ‖∇a‖Bs−1∞,r‖∇Π‖L∞ + ‖a‖Bs∞,r (‖f ‖Bs∞,r + ‖∇u‖L∞‖u‖Bs∞,r )).
Putting together all these estimates and applying Gronwall’s Lemma, we obtain if s > 1,
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Bs−1∞,r +
∥∥u(t)∥∥
Bs∞,r∩L2  exp
(
C
t∫
0
∥∥(∇a,∇u,∇Π)∥∥
L∞ dτ
)(
‖∇a0‖Bs−1∞,r + ‖u0‖Bs∞,r∩L2
+
t∫
0
‖f ‖Bs∞,r∩L2 dτ +
t∫
0
‖∇a‖L∞‖∇Π‖Bs−1∞,r dτ
)
,
where the constant C depends only on s, a∗, a∗ and N .
Now, the equation for ∇a and Gronwall inequality immediately ensure that
∥∥∇a(t)∥∥
L∞  ‖∇a0‖L∞ exp
( t∫
0
‖∇u‖L∞ dτ
)
, (45)
which, thanks to hypothesis (5) implies that ∇a is bounded in time with values in L∞.
Moreover, by hypothesis ∇Π ∈ L1([0, T ∗[;Bs−1∞,r ) and ∇u ∈ L1([0, T ∗[;L∞); at this point, keeping in mind the
embedding Bs−1∞,r ↪→ L∞, the previous inequality gives us the thesis of the lemma in the case s > 1.
In the endpoint case s = r = 1, inequality (44) fails. In order to complete the proof of the lemma, we will have to
take advantage of the vorticity equation associated to (1). This is postponed to the next section. 
The second lemma, which will enable us to complete the proof of Theorem 2 reads:
Lemma 5. Let (ρ,u,∇Π) be the solution of system (1) such that3
• ρ ∈ C([0, T ∗[;Bs∞,r ) and (13);
• u ∈ C([0, T ∗[;Bs∞,r )∩ C1([0, T ∗[;L2);
• ∇Π ∈ C([0, T ∗[;L2)∩L1([0, T ∗[;Bs∞,r ).
Moreover, suppose that
‖u‖L∞
T ∗ (B
s∞,r∩L2) + ‖∇a‖L∞
T ∗ (B
s−1∞,r ) < ∞.
Then (ρ,u,∇Π) can be continued beyond time T ∗ into a solution of (1) with the same regularity.
Proof. From the proof of Theorem 1 we know that there exists a time ε, depending only on ρ∗, N, s, ‖u‖L∞
T ∗ (B
s∞,r∩L2),
‖∇a‖
L∞
T ∗ (B
s−1∞,r ) and on the norm of the data such that, for all T˜ < T , Euler system with data (ρ(T˜ ), u(T˜ ), f (T˜ + ·))
has a unique solution until time ε.
Now, taking for example T˜ = T − ε/2, we thus obtain a solution, which is the continuation of the initial one,
(ρ,u,∇Π), until time T + ε/2. 
Let us complete the proof of Theorem 2. The first part is a straightforward consequence of these two lemmas.
Indeed, Lemma 4 ensures that ‖u‖L∞
T ∗ (B
s∞,r∩L2) and ‖∇a‖L∞
T ∗ (B
s−1∞,r ) are finite. As for the last claim (the Beale–Kato–
Majda type continuation criterion), it is a classical consequence of the well-known logarithmic interpolation inequality
(see e.g. [1])
‖∇u‖L∞  C
(
‖u‖L2 + ‖Ω‖L∞ log
(
e +
‖Ω‖
Bs−1∞,r
‖Ω‖L∞
))
.
So Theorem 2 is now completely proved, up to the endpoint case s = r = 1. 
3 With the usual convention that continuity in time is weak if r = ∞.
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This section is devoted to the proof of the blow-up criterion in the endpoint case s = r = 1, and of Theorem 3.
Both results rely on the vorticity equation associated to system (1). As done in Section 3, we shall restrict ourselves
to the evolution for positive times and make the usual convention as regards time continuity, if r < ∞.
4.1. On the vorticity
As in all this section the vorticity will play a fundamental role, let us spend some words about it. Given a vector-
field u, we set ∇u its Jacobian matrix and t∇u the transposed matrix of ∇u. We define the vorticity associated to u
by,
Ω := ∇u− t∇u.
Recall that, in dimension N = 2, Ω can be identified with the scalar function ω = ∂1u2 − ∂2u1, while for N = 3
with the vector-field ω = ∇ × u.
It is obvious that, for all q ∈ [1,∞], if ∇u ∈ Lq , then also Ω ∈ Lq . Conversely, if u is divergence-free then for all
1 i N we have ui =∑Nj=1 ∂jΩij , and so, formally,
∇ui = −∇(−)−1
N∑
j=1
∂jΩij .
As the symbol of the operator −∂i(−)−1∂j is σ(ξ) = ξiξj /|ξ |2, the classical Calderon–Zygmund Theorem ensures
that4 for all q ∈ ]1,∞[ if Ω ∈ Lq , then ∇u ∈ Lq , and
‖∇u‖Lq  C‖Ω‖Lq . (46)
The above relation also implies that
u = −1u− (Id −−1)(−)−1
∑
j
∂jΩij .
Hence combining Bernstein’s inequality and Proposition 1, we gather that
‖u‖B1∞,1  C
(‖u‖Lq + ‖Ω‖B0∞,1) for all q ∈ [1,∞]. (47)
From now on, let us assume that Ω is the vorticity associated to some solution (ρ,u,∇Π) of (1), defined on
[0, T ] ×RN. From the velocity equation, we gather that Ω satisfies the following transport-like equation:
∂tΩ + u · ∇Ω +Ω · ∇u+ t∇u ·Ω + ∇
(
1
ρ
)
∧ ∇Π = F, (48)
where Fij := ∂jf i − ∂if j and, for two vector fields v and w, we have set v ∧ w to be the skew-symmetric matrix
with components
(v ∧w)ij = vjwi − viwj .
Using classical Lq estimates for transport equations and taking advantage of Gronwall’s Lemma, from (48) we
immediately get:
∥∥Ω(t)∥∥
Lq
 exp
(
2
t∫
0
‖∇u‖L∞ dτ
)
×
(∥∥Ω(0)∥∥
Lq
+
t∫
0
e−2
∫ τ
0 ‖∇u‖L∞ dτ ′
(
‖F‖Lq +
∥∥∥∥ 1ρ2 ∇ρ ∧ ∇Π
∥∥∥∥
Lq
)
dτ
)
. (49)
4 This time the extreme values of q are not included.
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∂tω + u · ∇ω + ∇
(
1
ρ
)
∧ ∇Π = F,
so that one obtains the same estimate as before, but without the exponential growth:
∥∥ω(t)∥∥
Lq

∥∥ω(0)∥∥
Lq
+
t∫
0
(
‖F‖Lq +
∥∥∥∥ 1ρ2 ∇ρ ∧ ∇Π
∥∥∥∥
Lq
)
dτ.
Therefore, the two-dimensional case is in a certain sense better. We shall take advantage of that in Section 5.
As concerns the results of this section, the proof will not depend on the dimension. So for the time being we assume
that the dimension N is any integer greater than or equal to 2.
4.2. Proof of Theorem 2 in the limit case s = r = 1
We just have to modify the proof of Lemma 4. From the vorticity equation (48) and Proposition 4 (recall that
divu = 0), we readily get
∥∥Ω(t)∥∥
B0∞,1
 exp
(
C
t∫
0
‖∇u‖L∞ dτ
)
×
(
‖Ω0‖B0∞,1 +
t∫
0
‖F‖B0∞,1 dτ +
t∫
0
(‖∇a ∧ ∇Π‖B0∞,1 + ∥∥Ω · ∇u+ t∇u ·Ω∥∥B0∞,1)dτ
)
. (50)
We claim that
‖∇a ∧ ∇Π‖B0∞,1  C
(‖∇a‖L∞‖∇Π‖B0∞,1 + ‖∇Π‖L∞‖∇a‖B0∞,1), (51)∥∥Ω · ∇u+ t∇u ·Ω∥∥
B0∞,1
 C‖∇u‖L∞‖∇u‖B0∞,1 . (52)
Both inequalities rely on Bony’s decomposition (7) and algebraic cancellations. Indeed, we observe that
∂ia∂jΠ − ∂j a∂iΠ = T∂ia∂jΠ − T∂j a∂iΠ + T∂jΠ∂ia − T∂iΠ∂ja
+ ∂iR(a −−1a, ∂jΠ)− ∂jR(a −−1a, ∂iΠ)+R(∂i−1a, ∂jΠ)+R(∂j−1a, ∂iΠ).
Applying Proposition 2 thus yields (51).
Next, we notice that, as divu = 0,(
Ω · ∇u+ t∇u ·Ω)
ij
=
∑
k
(
∂iu
k∂ku
j − ∂juk∂kui
)
,
=
∑
k
(
∂k
(
uj∂iu
k
)− ∂k(ui∂juk)).
Therefore,(
Ω · ∇u+ t∇u ·Ω)
ij
=
∑
k
(
T∂iuk ∂ku
j − T∂juk ∂kui + T∂kuj ∂iuk − T∂kui ∂j uk + ∂kR
(
uj −−1uj , ∂iuk
)
− ∂kR
(
ui −−1ui, ∂juk
)+R(−1∂kuj , ∂iuk)+R(−1∂kui, ∂juk)).
Hence Proposition 2 implies (52).
It is now easy to complete the proof of Lemma 4 in the limit case. Indeed, plugging (51) and (52) in (50), using the
energy inequality (15) and inequality (47) with q = 2, we easily get:
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B1∞,1∩L2  C exp
(
C
∫
‖∇u‖L∞ dτ
)
×
(
‖u0‖B1∞,1∩L2 +
t∫
0
‖f ‖B1∞,1∩L2 dτ +
t∫
0
(‖∇a‖L∞‖∇Π‖B0∞,1 + ‖∇Π‖L∞‖a‖B1∞,1)dτ
)
.
Hence, denoting X(t) := ‖a(t)‖B1∞,1 + ‖u(t)‖B1∞,1∩L2 , adding up inequality (43) and using Gronwall’s inequality,
we end up with
X(t) C exp
(
C
t∫
0
∥∥(∇u,∇a,∇Π)∥∥
L∞ dτ
)(
X(0)+
t∫
0
(‖f ‖B1∞,1∩L2 + ‖∇a‖L∞‖∇Π‖B0∞,1)dτ
)
.
Taking advantage of (45) completes the proof of Lemma 4 in the limit case. 
4.3. Proof of Theorem 3
We first prove a priori estimates, and then we will get from them existence and uniqueness of the solution. In fact, it
will turn out to be possible to apply Theorem 1 after performing a suitable cut-off on the initial velocity field and thus
to work directly on system (1), without passing through the equivalence with (12) or with a sequence of approximate
linear systems.
4.3.1. A priori estimates
As in the previous section, remembering also Remark 4, the following estimates hold true:
∥∥∇ρ(t)∥∥
Bs−1∞,r  ‖∇ρ0‖Bs−1∞,r exp
(
C
t∫
0
‖u‖Bs∞,r dτ
)
, (53)
∥∥u(t)∥∥
Bs∞,r  exp
(
C
t∫
0
‖u‖Bs∞,r dτ
)
·
(
‖u0‖Bs∞,r +
t∫
0
e
−C ∫ τ0 ‖u‖Bs∞,r dτ ′ ‖ρ‖Bs∞,r‖∇Π‖Bs∞,r dτ
)
. (54)
Moreover, from the transport equation satisfied by the velocity field, we easily gather that
∥∥u(t)∥∥
L4  ‖u0‖L4 +
t∫
0
∥∥∥∥∇Πρ
∥∥∥∥
L4
dτ.
Therefore, using interpolation in Lebesgue spaces and embedding (see Corollary 2),
∥∥u(t)∥∥
L4  ‖u0‖L4 +
1
ρ∗
t∫
0
‖∇Π‖
1
2
L∞‖∇Π‖
1
2
L2
dτ
 ‖u0‖L4 +
C
ρ∗
t∫
0
‖∇Π‖Bs∞,r∩L2 dτ. (55)
In order to bound the vorticity in L4, one may use that∥∥∥∥ 1ρ2 ∇ρ ∧ ∇Π
∥∥∥∥
L4
 1
(ρ∗)2
‖∇ρ ∧ ∇Π‖L4
 1
(ρ∗)2
‖∇ρ‖L∞‖∇Π‖L4
 C 2 ‖∇ρ‖Bs−1∞,r‖∇Π‖Bs∞,r∩L2 .(ρ∗)
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∥∥Ω(t)∥∥
L4  exp
( t∫
0
‖∇u‖
Bs−1∞,r dτ
)(
‖Ω0‖L4 +
C
(ρ∗)2
t∫
0
e
− ∫ τ0 ‖∇u‖Bs−1∞,r dτ ′ ‖∇ρ‖
Bs−1∞,r‖∇Π‖Bs∞,r∩L2 dτ
)
. (56)
Now, in order to close the estimates, we need to control the pressure term. Its Besov norm can be bounded as in
Section 3, up to a change of ‖u‖L2 into ‖u‖L4; indeed it is clear that in inequality (26) the L2 norm of u may be
replaced by any Lp norm with p < ∞. As a consequence, combining the (modified) inequality (27) and (22) yields,
‖∇Π‖L1t (Bs∞,r )  C
((
1 + ‖∇a‖γ
L∞t (Bs−1∞,r )
)‖∇Π‖L1t (L2) + ‖ρ‖L∞t (Bs∞,r )
t∫
0
‖u‖2
Bs∞,r∩L4 dτ
)
. (57)
In order to bound the L2 norm of ∇Π, we take the divergence of the second equation of system (1). We obtain
−div
(∇Π
ρ
)
= div(u · ∇u),
from which, applying elliptic estimates of Lemma 2, and
‖∇u‖L4  C‖Ω‖L4, (58)
we get
1
ρ∗
‖∇Π‖L2  ‖u · ∇u‖L2  ‖u‖L4‖∇u‖L4  C‖u‖L4‖Ω‖L4 . (59)
Putting together inequalities (53), (54), (55), (58), (57), (56) and (59) enables us to close the estimates on some
nontrivial time interval [0, T ] depending only on the norm of the data. In effect, assuming that T has been chosen so
that inequality (30) is satisfied, we get from the above inequalities,∥∥u(t)∥∥
Bs∞,r  2‖u0‖Bs∞,r +C0‖∇Π‖L1t (Bs∞,r ),
‖∇Π‖L1t (Bs∞,r )  C0
t∫
0
(‖u‖L4‖Ω‖L4 + ‖u‖2Bs∞,r∩L4)dτ,
∥∥u(t)∥∥
L4  ‖u0‖L4 +C0‖∇Π‖L1t (Bs∞,r ) +C0
t∫
0
‖u‖L4‖Ω‖L4 dτ,
∥∥Ω(t)∥∥
L4  2‖Ω0‖L4 +C0‖∇Π‖L1t (Bs∞,r ),
where the constant C0 depends on s, ρ∗, ρ∗, N and ‖ρ0‖B1∞,1 .
Therefore, applying Gronwall Lemma and assuming that T has been chosen so that (in addition to (30)) we have:
T∫
0
‖u‖W 1,4 dτ  c
where c is a small enough constant depending only on C0, it is easy to close the estimates.
Remark 5. Exhibiting an L2 estimate for ∇Π even though u is not in L2 is the key to the proof. This has been
obtained in (59). Note however that we have some freedom there: one may rather assume that u0 ∈ Lp and ∇u0 ∈ Lq ,
with p and q in [2,∞] such that 1/p + 1/q  1/2 and get a statement similar to that of Theorem 3 under these two
assumptions. The details are left to the reader.
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We want to take advantage of the existence theory provided by Theorem 1. However, under the assumptions of
Theorem 3, the initial velocity does not belong to L2. To overcome this, we shall introduce a sequence of truncated
initial velocities. Then Theorem 1 will enable us to solve system (1) with these modified data and the previous part will
provide uniform estimates in the right functional spaces on a small enough (fixed) time interval. Finally, convergence
will be proved by an energy method similar to that we used for Theorem 1.
First step: construction of the sequence of approximate solutions
Take any Φ ∈ C∞0 (RNx ) with Φ ≡ 1 on a neighborhood of the origin, and set Φn(x) = Φ(x/n). Then let us define
un0 := Φnu0 for all n ∈N. Note that this ensures that un0 → u0 in the distribution meaning.
Given that un0 is continuous and compactly supported, it obviously belongs to L
2. Of course, we still have
un0 ∈ Bs∞,r ∩ W 1,4 ∩ L2, so we fall back into hypothesis of Theorem 1. From it, we get the existence of
some time Tn and of a solution (ρn,un,∇Πn) to (1) with data (ρ0, un0) such that ρn ∈ C([0, Tn];Bs∞,r ),
un ∈ C1([0, Tn];L2) ∩ C([0, Tn];Bs∞,r ) and ∇Πn ∈ C([0, Tn];L2) ∩ L1([0, Tn];Bs∞,r ). From (58), the vorticity
equation and the velocity equation, it is easy to see that, in addition, un ∈ C([0, Tn];W 1,4).
Finally, as the norm of un0 in W
1,4 ∩ Bs∞,r may be bounded independently of n, the a priori estimates that have
been performed in the previous paragraph ensure that one may find some positive lower bound T for Tn such that
(ρn,un,∇Πn) satisfies estimates independent of n on [0, T ] in the desired functional spaces.
Second step: convergence of the sequence
As done in the previous section, we define ρ˜ n = ρn − ρ0, and then
δρn := ρ˜ n+1 − ρ˜ n,
δun := un+1 − un,
δΠn := Πn+1 −Πn.
Resorting to the same type of computations as in the previous section (it is actually easier as, now, divun = 0
for all n), we can prove that (ρ˜ n, un,∇Πn)n∈N is a Cauchy sequence in C([0, T ];L2). Hence it converges to some
(ρ˜, u,∇Π) which belongs to the same space.
Now, defining ρ := ρ0 + ρ˜, bearing in mind the uniform estimates of the previous step, and using the Fatou property,
we easily conclude that
• ρ ∈ L∞([0, T ];Bs∞,r ) and ρ∗  ρ  ρ∗;
• u ∈ L∞([0, T ];Bs∞,r )∩L∞([0, T ];W 1,4);
• ∇Π ∈ L1([0, T ];Bs∞,r )∩L∞([0, T ];L2).
Finally, by interpolation we can pass to the limit in the equations at step n, so we get that (ρ,u,∇Π) satisfies (1),
while continuity in time follows from Proposition 4. 
5. Remarks on the lifespan of the solution
In this section, we exhibit lower bounds for the lifespan of the solution to the density-dependent incompressible
Euler equations. We first establish that, like in the homogeneous case, in any dimension, if the initial velocity is of
order ε then the lifespan is at least of order ε−1 even in the fully nonhomogeneous case. Next we focus on the two-
dimensional case: we show in the second part of this section, that for small perturbations of a constant density state,
the lifespan tends to be very large. Therefore, for nonhomogeneous incompressible fluids too, the two-dimensional
case is somewhat nicer than the general situation.
5.1. The general case
Let ρ0, u0 and f satisfy the assumptions of Theorem 1 or 3. Denote
u˜0(x) := ε−1u0(x) and f˜ (t, x) := ε−2f
(
ε−1t, x
)
.
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(ρ,u,∇Π)(t, x) = (ρ˜, εu˜, ε2∇Π˜)(εt, x),
then (ρ˜, u˜,∇Π˜) is a solution to (1) on [T∗, T ∗] with data (ρ0, u˜0, f˜ ) if and only if (ρ,u,∇Π) is a solution to (1) on
[ε−1T∗, ε−1T ∗] with data (ρ0, u0, f ).
Hence, putting together the results of the previous section, we can conclude to the following statement.
Theorem 4. Let (ρ0, u˜0) satisfy the assumptions of Theorem 1 or 3, and f ≡ 0. There exists a positive time T ∗
depending only on s, N, ρ∗, ‖ρ0‖B0∞,1 and ‖u˜0‖B0∞,1 such that for any ε > 0 the upper bound T
∗
ε of the maximal
interval of existence for the solution to (1) with initial data (ρ0, εu˜0) satisfies
T ∗ε  ε−1T ∗.
A similar result holds for the lower bound of the maximal interval of existence.
5.2. The two-dimensional case
Recall that for the homogeneous equations, any solution corresponding to suitably smooth data is global, a fact
which relies on the conservation of the vorticity by the flow. Now, in our case, the vorticity equation reads (if f ≡ 0),
∂tω + u · ∇ω + ∇a ∧ ∇Π = 0 with ∇a ∧ ∇Π := ∂1a∂2Π − ∂2a∂1Π. (60)
Owing to the new term involving the pressure and the nonhomogeneity, it is not clear at all that global existence still
holds. Nevertheless, we are going to prove that the lifespan may be very large if the nonhomogeneity is small.
To simplify the presentation, we focus on the case where ρ0 ∈ B1∞,1(R2) and u0 ∈ B1∞,1(R2) (note that Corollary 1
ensures that this is not restrictive) and assume, in addition, that u0 ∈ L2(R2) (this lower order assumption may be
somewhat relaxed too). We aim at proving the following result.
Theorem 5. Under the above assumptions there exists a constant c depending only on ρ∗ and ρ∗ such that the lifespan
of the solution to the two-dimensional density-dependent incompressible Euler equations with initial data (ρ0, u0) and
no source term is bounded from below by,
c
‖u0‖L2∩B1∞,1
log
(
1 + c log 1‖∇a0‖B0∞,1
)
.
Proof. Let ]T∗, T ∗[ denote the maximal interval of existence of the solution (ρ,u,∇Π) corresponding to (ρ0, u0).
To simplify the presentation, we focus on the evolution for positive times.
The key to the proof relies on the fact that in the two-dimensional case, the vorticity equation satisfies (60). Now, it
turns out that, as discovered by M. Vishik in [14] and by T. Hmidi and S. Keraani in [12], the norms in Besov spaces
with null regularity index of solutions to transport equations satisfy better estimates, namely in our case,
∥∥ω(t)∥∥
B0∞,1
 C
(
‖ω0‖B0∞,1 +
t∫
0
‖∇a ∧ ∇Π‖B0∞,1 dτ
)(
1 +
t∫
0
‖∇u‖L∞ dτ
)
,
whereas, according to Proposition 4, the last term has to be replaced with exp(
∫ t
0 ‖∇u‖L∞ dτ) for nonzero regularity
exponents.
Therefore, using inequality (51), we get
∥∥ω(t)∥∥
B0∞,1
 C
(
‖ω0‖B0∞,1 +
t∫
0
‖∇a‖B0∞,1‖∇Π‖B0∞,1 dτ
)(
1 +
t∫
0
‖∇u‖L∞ dτ
)
. (61)
Bearing in mind inequality (47) and the energy inequality for u, we thus get
X(t) C
(
X0 +
t∫
A‖∇Π‖B0∞,1 dτ
)(
1 +
t∫
Xdτ
)
(62)0 0
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X(t) := ∥∥u(t)∥∥
L2∩B1∞,1 and A(t) :=
∥∥∇a(t)∥∥
B0∞,1
.
Bounding A is easy given that
∂t ∂ia + u · ∇∂ia = −∂iu · ∇a for i = 1,2.
Indeed, combining inequality (8) and paraproduct estimates ensures that
∥∥∇a(t)∥∥
B0∞,1
 ‖∇a0‖B0∞,1 exp
(
C
t∫
0
‖∇u‖B0∞,1 dτ
)
.
Therefore,
A(t)A0 exp
(
C
t∫
0
Xdτ
)
. (63)
Bounding the pressure term in B0∞,1 is our next task. In fact, we shall rather bound its B1∞,1 norm.5 Recall that,
according to inequality (22), there exists some exponent γ  1 so that
‖∇Π‖B1∞,1  C
((
1 + ‖∇a‖γ
B0∞,1
)‖∇Π‖L2 + ∥∥ρ div(u · ∇u)∥∥B0∞,1). (64)
Combining Bony’s decomposition with the fact that div(u · ∇u)= ∇u : ∇u, we get∥∥div(u · ∇u)∥∥
B0∞,1
 ‖u‖2
B1∞,1
.
From the definition of B1∞,1 and Proposition 3, it is also clear that
‖ρ‖B1∞,1  C
(
ρ∗ + ‖∇a‖B0∞,1
)
.
Finally, given that
div(a∇Π) = −div(u · ∇u),
Lemma 2 guarantees that
a∗‖∇Π‖L2  ‖u‖L2‖∇u‖L∞ . (65)
So plugging the above inequalities in (64), one may conclude that
‖∇Π‖B1∞,1  C
(
1 +Aγ )X2 (66)
for some constant C depending only on a∗ and a∗.
It is now time to insert inequalities (63) and (66) in (62); setting β = γ + 1, we get
X(t) C
(
X0 +
(
A0 +Aβ0
) t∫
0
eC
∫ τ
0 Xdτ
′
X2 dτ
)(
1 +
t∫
0
Xdτ
)
. (67)
Let T0 denote the supremum of times t ∈ [0, T ∗[ so that
(
A0 +Aβ0
) t∫
0
eC
∫ τ
0 Xdτ
′
X2 dτ X0. (68)
From (67) and Gronwall’s Lemma, we gather that
X(t) 2CX0e2CtX0 for all t ∈ [0, T0[.
5 For we do not know how to take advantage of the fact that only the B0∞,1 norm is needed.
278 R. Danchin, F. Fanelli / J. Math. Pures Appl. 96 (2011) 253–278Note that this inequality implies that for all t ∈ [0, T0[, we have
t∫
0
eC
∫ τ
0 Xdτ
′
X2 dτ  CX0
(
e4CtX0 − 1) exp(C(e2CtX0 − 1)).
Therefore, using (68) and a bootstrap argument (based on the continuation theorems that we proved in the previous
sections), it is easy to show that T0 is greater than any time t such that(
A0 +Aβ0
)(
e4CtX0 − 1) exp(C(e2CtX0 − 1)) 1.
Taking the logarithm and using that logy  y − 1 for y > 0, we see that the above inequality is satisfied whenever
e2CtX0  1 + 1
2C
log
(
1
A0 +Aβ0
)
.
This completes the proof of the lower bound for T ∗. 
Remark 6. If ω0 has more regularity (say ω0 ∈ Cr for some r ∈ (0,1)) then one may first write an estimate for ‖ω‖L∞
and next use the classical logarithmic inequality for bounding ‖∇u‖L∞ in terms of ‖ω‖L∞ and ‖ω‖Cr . The proof is
longer, requires more regularity and, at the same time, the lower bound for the lifespan does not improve.
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