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Adaptive Leader-Following Consensus for a Class of
Higher-Order Nonlinear Multi-Agent Systems with
Directed Switching Networks
Wei Liu and Jie Huang
Abstract
In this paper, we study the leader-following consensus problem for a class of uncertain nonlinear
multi-agent systems under jointly connected directed switching networks. The uncertainty includes
constant unbounded parameters and external disturbances. We first extend the recent result on the
adaptive distributed observer from global asymptotical convergence to global exponential convergence.
Then, by integrating the conventional adaptive control technique with the adaptive distributed observer,
we present our solution by a distributed adaptive state feedback control law. Our result is illustrated by
the leader-following consensus problem for a group of van der Pol oscillators.
Index Terms
Adaptive control, adaptive distributed observer, leader-following consensus, nonlinear multi-agent
systems, directed switching networks.
I. INTRODUCTION
In the past few years, the cooperative control problems for multi-agent systems have attracted
extensive attention due to their wide applications in engineering systems such as sensor networks,
robotic teams, satellite clusters, unmanned air vehicle formations and so on. The consensus prob-
lem is one of the basic cooperative control problems, whose objective is to design a distributed
control law for each agent such that the states (or outputs) of all agents approach the same value.
Depending on whether or not a multi-agent system has a leader, the consensus problem can be
divided into two classes: leaderless and leader-following. The leaderless consensus problem aims
to make the states (or outputs) of all agents asymptotically synchronize to a same trajectory,
while the leader-following consensus problem requires the states (or outputs) of all agents to
asymptotically track a desired trajectory which is generated by the leader system.
The original version of this paper appeared recently in [16]. The main difference of this version from [16] is that Appendix
B is added to show the existence of the limit of the function V (t) defined in (33) as t tends to infinity.
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2The consensus problem of linear multi-agent systems has been extensively studied. For ex-
ample, the leaderless case was studied in [19], [20], [22], [28], the leader-following case was
studied in [5], [6], [7], [9], [18], and both two cases were studied in [10], [25]. In particular,
the linear multi-agent system considered in [9] contains some time-varying disturbances, and
the adaptive control technique has been used to deal with these disturbances. Recently, more
attention has been paid to the consensus problem of nonlinear multi-agent systems. For example,
in [12], [17], [23], [24], [31], the consensus problem was studied for several classes of nonlinear
systems satisfying the global Lipschitz condition or the global Lipschitz-like condition. In [13],
[15], [27], [29], the leader-following consensus problem was studied via the output regulation
theory and the nonlinear systems considered in [13], [15], [27], [29] contain both disturbance
and uncertainty, but the boundary of the uncertainty is known. In [8], the authors designed a
nonlinear observer-based filter to track a single second-order linear Gaussian target and analyzed
the stability of the proposed filter in the sense of mean square. Based on the adaptive control
technique, the leader-following consensus problem was studied for first-order nonlinear multi-
agent systems in [4], [30], for second-order nonlinear multi-agent systems in [14], and for
multiple uncertain rigid spacecraft systems in [2]. In [4], [32], the neutral networks method was
used to study uncertain nonlinear multi-agent systems subject to static networks and the designed
control laws can make the tracking errors uniformly ultimately bounded for initial conditions in
some prescribed compact subset.
In this paper, we will further consider the leader-following consensus problem for a class of
uncertain nonlinear multi-agent systems. Our paper has the following features. First, the order
of our system is generic and the nonlinearity does not have to satisfy the global Lipschitz-
like condition which excludes some benchmark nonlinear systems such as van der Pol systems,
Duffing systems and so on. Thus, the linear control techniques as used in [12], [17], [23],
[24], [31] do not apply to our system. Second, our system contains both constant uncertain
parameters and external disturbances and the uncertain parameters can take any constant value.
Thus, the robust control approaches in [13], [15], [27], [29] do not apply to our system either.
Third, our networks satisfy the jointly connected condition, which is the mildest condition on
the communication network since it allows the network to be disconnected at any time, and
contains the static network case [4], [32] and the every time connected switching network case
[13] as special cases. Finally, compared with [4], [32], our result is global and the consensus
can be achieved exactly. As a result of these features, the problem is much more general than
the existing results and cannot be handled by the techniques in the literatures. To solve our
problem, we have integrated the classical adaptive control technique and the recently developed
adaptive distributed observer to obtain a distributed adaptive control law. We have also furnished
a detailed stability analysis for the closed-loop system.
It should be noted that the leader-following consensus problem for a class of multiple un-
certain Euler-Lagrange systems has been studied in [1], where the adaptive distributed observer
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3method has been first proposed. However, the system considered in [1] contains only parameter
uncertainty but no disturbance, and the communication network is assumed to be undirected
jointly connected. In this paper, we extend the network from the undirected case to the directed
case.
The rest of this paper is organized as follows. In Section II, we present our problem formulation
and two assumptions. In Section III, we introduce some concepts for the adaptive distributed
observer and establish a technical lemma. In Section IV, we present our main result. In Section
V, we provide an example to illustrate our design. Finally, in Section VI, we close the paper
with some concluding remarks.
Notation. For any column vectors ai, i = 1, ..., s, denote col(a1, ..., as) = [a
T
1 , ..., a
T
s ]
T . ⊗
denotes the Kronecker product of matrices. Vector 1N denotes an N-dimensional column vector
with all elements being 1. ‖x‖ denotes the Euclidean norm of vector x. ‖A‖ denotes the induced
norm of matrix A by the Euclidean norm. λmax(A) and λmin(A) denote the maximum eigenvalue
and the minimum eigenvalue of a symmetric real matrix A, respectively. We use σ(t) to denote
a piecewise constant switching signal σ : [0,+∞)→ P = {1, 2, . . . , n0}, where n0 is a positive
integer, and P is called a switching index set. We assume that all switching instants t0 = 0 <
t1 < t2, . . . satisfy ti+1 − ti ≥ τ0 > 0 for some constant τ0 and all i ≥ 0, where τ0 is called the
dwell time.
II. PROBLEM FORMULATION
Consider a class of nonlinear multi-agent systems as follows:
x˙si = x(s+1)i, s = 1, 2 · · · , r − 1
x˙ri = f
T
i (xi, t)θi + di(w) + ui, i = 1, · · · , N
(1)
where xi = col(x1i, · · · , xri) ∈ R
r is the state, ui ∈ R is the input, fi : R
r× [0,+∞)→ Rm is a
known function satisfying locally Lipschitz condition with respect to xi uniformly in t, θi ∈ Rm
is an unknown constant parameter vector, di(w) denotes the disturbance with di : R
nw → R
being a known C1 function, and w is generated by the following linear exosystem system
w˙ = Sbw (2)
with w ∈ Rnw and Sb ∈ Rnw×nw . It is assumed that the reference signal is also generated by a
linear exosystem as follows:
x˙0 = Sax0. (3)
where x0 ∈ R
r and Sa ∈ R
r×r. Let v = col(x0, w) and S = diag(Sa, Sb). Then we can put (2)
and (3) together as follows:
v˙ = Sv. (4)
September 27, 2018 DRAFT
4The system (1) and the exosystem (4) together can be viewed as a multi-agent system of (N+1)
agents with (4) as the leader and the N subsystems of (1) as N followers. With respect to
the plant (1), the exosystem (4), and a given switching signal σ(t), we can define a time-
varying digraph G¯σ(t) = (V¯, E¯σ(t))
1 with V¯ = {0, 1, . . . , N} and E¯σ(t) ⊆ V¯ × V¯ for all t ≥ 0,
where the node 0 is associated with the leader system (4) and the node i, i = 1, . . . , N , is
associated with the ith subsystem of system (1). For i = 1, . . . , N , j = 0, 1, . . . , N , and i 6= j,
(j, i) ∈ E¯σ(t) if and only if ui can use the information of the jth subsystem for control at time
instant t. Let A¯σ(t) = [a¯ij(t)] ∈ R
(N+1)×(N+1) be the weighted adjacency matrix of G¯σ(t). Let
N¯i(t) = {j, (j, i) ∈ E¯σ(t)} denote the neighbor set of agent i at time t. Let Gσ(t) = (V, Eσ(t))
be the subgraph of G¯σ(t), where V = {1, · · · , N} and Eσ(t) ⊆ V × V is obtained from E¯σ(t)
by removing all edges between the node 0 and the nodes in V . Clearly, the case where the
network topology is fixed can be viewed as a special case of switching network topology when
the switching index set contains only one element.
Let us describe our control law as follows.
ui = hi(xi, ζi, xj , ζj)
ζ˙i = li(xi, ζi, xj , ζj, j ∈ N¯i(t)), i = 1, · · · , N
(5)
where hi and li are some nonlinear functions.
A control law of the form (5) is called a distributed control law since ui only depends on the
information of its neighbors and itself. Our problem is described as follows.
Problem 2.1: Given the multi-agent system composed of (1) and (4), and a switching graph
G¯σ(t), design a control law of the form (5), such that, for any initial states xi(0), ζi(0) and v(0), the
solution of the closed-loop system exists for all t ≥ 0, and satisfies limt→+∞(xi(t)−x0(t)) = 0.
To solve our problem, we introduce two assumptions as follows.
Assumption 2.1: All the eigenvalues of S are distinct with zero real parts.
Remark 2.1: Under Assumption 2.1, the exosystem (4) can generate arbitrarily large constant
signals and multi-tone sinusoidal signals with arbitrarily unknown initial phases and amplitudes
and arbitrarily known frequencies. Since, under Assumption 2.1, all the eigenvalues of Sa are
distinct, the minimal polynomial of Sa is equal to the characteristic polynomial of Sa. Thus,
without loss of generality, we can always assume
Sa =


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
α1 α2 · · · αr

 (6)
1See Appendix A for a summary of graph.
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5where α1, α2, · · · , αr are some constants. Let x0 = col(x10, · · · , xr0). Then, we have
x˙s0 = x(s+1)0, s = 1, 2 · · · , r − 1
x˙r0 = α1x10 + α2x20 + · · ·+ αrxr0.
(7)
It is also noted that, under Assumption 2.1, given any compact set V0, there exists a compact
set V such that, for any v(0) ∈ V0, the trajectory v(t) of the exosystem (4) remains in V for all
t ≥ 0.
Assumption 2.2: There exists a subsequence {ik} of {i : i = 0, 1, · · · } with tik+1 − tik < ǫ
for some positive ǫ such that the union graph
⋃ik+1−1
j=ik
G¯σ(tj ) contains a directed spanning tree
with node 0 as the root.
Remark 2.2: Assumption 2.2 is called jointly connected condition in [1], [15], [26], which
allows the network to be disconnected at any time instant.
III. ADAPTIVE DISTRIBUTED OBSERVER
The key of our approach is to utilize a so-called adaptive distributed observer proposed in [1].
Let us first recall the distributed observer for the leader system of the form (4) as follows [26]:
˙ˆvi = Svˆi + µ0
N∑
j=0
a¯ij(t)(vˆj − vˆi), i = 1, · · · , N (8)
where vˆ0 = v ∈ Rq with q = r + nw, vˆi ∈ Rq for i = 1, · · · , N , and µ0 is any positive
constant. By Lemma 2 of [26], under Assumptions 2.1 and 2.2, we have limt→+∞(vˆi − v) = 0,
i = 1, · · · , N . That is why we call (8) the distributed observer for (4).
However, a drawback of (8) is that the matrix S is used by every follower. To overcome this
drawback, an adaptive distributed observer for (4) was further proposed in [1] as follows:
˙ˆ
Si = µ1
N∑
j=0
a¯ij(t)(Sˆj − Sˆi)
˙ˆvi = Sˆivˆi + µ2
N∑
j=0
a¯ij(t)(vˆj − vˆi), i = 1, · · · , N
(9)
where vˆ0 = v ∈ Rq, Sˆ0 = S ∈ Rq×q, for i = 1, · · · , N , vˆi ∈ Rq, Sˆi ∈ Rq×q, and µ1 and µ2 are
any positive constants.
Remark 3.1: In (9), the quantity vˆi is to estimate v and the quantity Sˆi is to estimate S. This
is why it is called an adaptive distributed observer. It is noted that
˙ˆ
Si depends on S at time t
iff the leader is the neighbor of the ith follower at time t. Thus, it is more practical than the
distributed observer proposed in [26]since the matrix S is used by every follower in [26].
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6Let v˜i = vˆi − v and S˜i = Sˆi − S for i = 0, 1, · · · , N . Then, for i = 1, · · · , N ,
˙˜
Si =µ1
N∑
j=0
a¯ij(t)(S˜j − S˜i)
˙˜vi = S˜ivˆi+Sv˜i+µ2
N∑
j=0
a¯ij(t)(v˜j−v˜i).
(10)
Let v˜ = col(v˜1, · · · , v˜N), vˆ = col(vˆ1, · · · , vˆN), S˜ = col(S˜1, · · · , S˜N), and S˜d = block diag{S˜1, · · · , S˜N}.
Then (10) can be further put into the following compact form
˙˜
S = −µ1(Hσ(t) ⊗ Iq)S˜
˙˜v = (IN ⊗ S − µ2(Hσ(t) ⊗ Iq))v˜ + S˜dvˆ
(11)
where Hσ(t) = [hij(t)]
N
i,j=1 with hij(t) = −a¯ij(t) for i 6= j and hii(t) =
∑N
j=0 a¯ij(t).
It was shown in Lemmas 1 and 2 of [1] that, under Assumptions 2.1 and 2.2 and the
assumption that the subgraph Gσ(t) of G¯σ(t) is undirected, limt→+∞ S˜(t) = 0 exponentially and
limt→+∞ v˜(t) = 0 asymptotically. More recently, the assumption that the subgraph Gσ(t) of G¯σ(t)
is undirected has been removed in Lemma 2 of [15]. However, to handle the external disturbance
w, we require limt→+∞ v˜(t) = 0 exponentially. For this purpose, we will strengthen Lemma 2
of [15] to the following.
Lemma 3.1: Under Assumptions 2.1 and 2.2, for any initial conditions S˜(0) and v˜(0) and
any µ1, µ2 > 0, we have
1) limt→+∞ S˜(t) = 0 exponentially;
2) limt→+∞ v˜(t) = 0 exponentially.
Proof: We first note that, Lemma 2 of [15] has shown limt→+∞ S˜(t) = 0 exponentially for any
µ1 > 0 by applying Corollary 4 of [26].
Thus, we only need to show limt→+∞ v˜(t) = 0 exponentially. Note that, in Lemma 2 of [15],
we have already shown limt→+∞ v˜(t) = 0 asymptotically. Here we further strengthen the result
from the asymptotical convergence to the exponential convergence. For convenience, we use the
same notation as that in the proof of Lemma 2 of [15].
Let A(t) = (IN ⊗ S − µ2(Hσ(t) ⊗ Iq)) and F (t) = S˜d(t)(1N ⊗ v). Then, the second equation
of (11) can be put to the following form:
˙˜v = A(t)v˜ + S˜d(t)v˜ + F (t). (12)
Note that Hσ(t) is a piecewise constant matrix with the range of σ being P = {1, 2, . . . , n0}.
Thus, A(t) is bounded over [0,+∞) and continuous on each time interval [ti, ti+1) for i =
0, 1, 2, · · · . Also note that v(t) is bounded for all time under Assumption 2.1 and limt→+∞ S˜(t) =
0 exponentially. Thus, F (t) is continuous for all t ≥ 0 and limt→+∞ F (t) = 0 exponentially.
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7By Lemma 2 of [26], under Assumptions 2.1 and 2.2, for any µ2 > 0, the origin of the system
˙˜v = A(t)v˜ (13)
is exponentially stable. Let Φ(τ, t) be the state transition matrix of the system (13). Then, we
have, for any t, τ ≥ 0,
∂
∂t
Φ(τ, t) = −Φ(τ, t)A(t), Φ(t, t) = INq. (14)
Since the equilibrium point v˜ = 0 of (13) is exponentially stable, there exist some positive
constants α and λ such that
‖Φ(τ, t)‖ ≤ αe−λ(τ−t), ∀τ ≥ t ≥ 0. (15)
Define P (t) =
∫∞
t
ΦT (τ, t)QΦ(τ, t)dτ , where Q is an arbitrarily chosen symmetric positive
definite constant matrix. Then, P (t) is continuous for all t ≥ 0. Also, it is easy to verify that
there exist some positive constants c1 and c2 such that
c1‖v˜‖
2 ≤ v˜TP (t)v˜ ≤ c2‖v˜‖
2,
which implies that P (t) is positive definite and bounded. Thus there exists a positive constant
c3 such that ‖P (t)‖ ≤ c3 for all t ≥ 0.
Also, similar to the proof of Theorem 4.12 of [11], we have, for any t ∈ [ti, ti+1) with
i = 0, 1, 2, · · · ,
P˙ (t) =
∫ ∞
t
ΦT (τ, t)Q[
∂
∂t
Φ(τ, t)]dτ +
∫ ∞
t
[
∂
∂t
ΦT (τ, t)]QΦ(τ, t)dτ −Q
=− P (t)A(t)− AT (t)P (t)−Q.
(16)
Let V¯ (t, v˜) = v˜TP (t)v˜. For simplicity, we denote V¯ (t, v˜) by V¯ (t). Clearly, V¯ (t) is positive
definite and proper. According to (16), for any t ∈ [ti, ti+1) with i = 0, 1, 2, · · · , we have
˙¯V (t)|(12)=v˜
T P˙ (t)v˜ + v˜T (AT (t)P (t) + P (t)A(t))v˜ + 2v˜TP (t)S˜d(t)v˜ + 2v˜
TP (t)F (t)
=v˜T (−P (t)A(t)−AT (t)P (t)−Q)v˜ + v˜T (AT (t)P (t) + P (t)A(t))v˜
+ 2v˜TP (t)S˜d(t)v˜ + 2v˜
TP (t)F (t)
=−v˜TQv˜+2v˜TP (t)S˜d(t)v˜+2v˜
TP (t)F (t)
≤−λmin(Q)‖v˜‖
2+2c3‖S˜d(t)‖‖v˜‖
2 +
‖P (t)‖2
ε
‖v˜‖2+ε‖F (t)‖2
≤− (λmin(Q)− 2c3‖S˜d(t)‖ −
c23
ε
)‖v˜‖2 + ε‖F (t)‖2.
Choose ε =
2c23
λmin(Q)
. Then
λmin(Q)− 2c3‖S˜d(t)‖ −
c23
ε
=
1
2
λmin(Q)− 2c3‖S˜d(t)‖.
September 27, 2018 DRAFT
8Since limt→+∞ S˜d(t) = 0 exponentially, there exist some positive integer l and some positive
real number c4 such that
λmin(Q)− 2c3‖S˜d(t)‖ −
c23
ε
> c4 > 0
for all t ≥ tl.
Let λ1 =
c4
c2
. Then, for any t ∈ [ti, ti+1) with i = l, l + 1, l + 2, · · · , we have
˙¯V (t)|(12) ≤− c4‖v˜‖
2 + ε‖F (t)‖2
≤− λ1V¯ (t)|(12) + ε‖F (t)‖
2.
(17)
Since F (t) converges to zero exponentially, there exist some positive constants γ2 and λ2 6= λ1
such that, for any t ≥ tl,
ε‖F (t)‖2 ≤ γ2e
−λ2(t−tl)‖F (tl)‖
2. (18)
By (17), for any t ≥ tl, we have
V¯ (t)|(12) ≤e
−λ1(t−tl)V¯ (tl)|(12) +
∫ t
tl
e−λ1(t−τ)ε‖F (τ)‖2dτ. (19)
According to (18),∫ t
tl
e−λ1(t−τ)ε‖F (τ)‖2dτ ≤
∫ t
tl
e−λ1(t−τ)γ2e
−λ2(τ−tl)‖F (tl)‖
2dτ
= γ2‖F (tl)‖
2eλ2tle−λ1t
∫ t
tl
e(λ1−λ2)τdτ
=
γ2‖F (tl)‖2
λ1 − λ2
eλ2tle−λ1t(e(λ1−λ2)t − e(λ1−λ2)tl)
=
γ2‖F (tl)‖2
λ1 − λ2
(e−λ2(t−tl) − e−λ1(t−tl)).
(20)
Now let W (tl) =
γ2‖F (tl)‖
2
|λ1−λ2|
and λ0 = min{λ1, λ2}. Then, according to (19) and (20), for any
t ≥ tl,
V¯ (t)|(12) ≤e
−λ1(t−tl)V¯ (tl)|(12) + (e
−λ1(t−tl) + e−λ2(t−tl))W (tl)
≤e−λ0(t−tl)(V¯ (tl)|(12) + 2W (tl))
(21)
that is to say, limt→+∞ V¯ (t)|(12) = 0 exponentially. Together with c1‖v˜‖2 ≤ V¯ (t), we have
limt→+∞ v˜(t)|(12) = 0 exponentially. Thus the proof is completed. 
Remark 3.2: Lemma 3.1 generalizes Lemma 2 of [15] in the sense that we have established
that limt→+∞ v˜(t) = 0 exponentially, while, in [15], it was only proved that limt→+∞ v˜(t) = 0
asymptotically. It will be seen that the exponential convergence of v˜ in Lemma 3.1 will play a
key role in establishing our main result in the next section. Also note that, the main difference
between the proof of Lemma 3.1 and the proof of Lemma 2 of [15] starts from the inequality
(17).
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9IV. MAIN RESULT
In this section, we will consider the leader-following consensus problem for the system (1)
subject to jointly connected switching network. To apply Lemma 3.1 to the leader system (4),
where v = col(x0, w) and S = diag(Sa, Sb), we let vˆi = col(xˆi, wˆi) ∈ Rq with xˆi ∈ Rr and
wˆi ∈ Rnw denoting the estimations of x0 and w respectively, Sˆi = diag(Sˆai, Sˆbi) ∈ Rq×q with
Sˆai =


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
αˆ1i αˆ2i · · · αˆri

 ∈ Rr×r
and Sˆbi ∈ Rnw×nw denoting the estimations of Sa and Sb respectively. Finally, let xˆi = col(xˆ1i, · · · , xˆri).
Then, we can decompose the adaptive distributed observer (9) into two parts as follows: for
s = 1, · · · , r − 1, and i = 1, · · · , N ,
˙ˆ
Sai = µ1
N∑
j=0
a¯ij(t)(Sˆaj − Sˆai)
˙ˆxsi = xˆ(s+1)i+µ2
N∑
j=0
a¯ij(t)(xˆsj−xˆsi)
˙ˆxri =
r∑
s=1
αˆsixˆsi+µ2
N∑
j=0
a¯ij(t)(xˆrj−xˆri)
(22)
and
˙ˆ
Sbi = µ1
N∑
j=0
a¯ij(t)(Sˆbj − Sˆbi)
˙ˆwi = Sˆbiwˆi + µ2
N∑
j=0
a¯ij(t)(wˆj − wˆi).
(23)
Remark 4.1: By Lemma 3.1, under Assumptions 2.1 and 2.2, for i = 1, · · · , N , we have
limt→+∞ S˜i(t) = 0 and limt→+∞ v˜i(t) = 0, which implies that
lim
t→+∞
(xˆki(t)− xk0(t)) = 0, k = 1, · · · , r. (24)
On the other hand, since vˆi and a¯ij(t) are bounded for all t ≥ 0, we obtain that limt→+∞
˙˜
Si(t) = 0
and limt→+∞ ˙˜vi(t) = 0. Let x˜dsi = µ2
∑N
j=0 a¯ij(t)(xˆsj−xˆsi) for s = 1, · · · , r and i = 1, · · · , N .
Then it is easy to verify that
lim
t→+∞
x˜dsi(t) = 0. (25)
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Next, we will develop a distributed control law. For this purpose, we let
pri = xˆri−β1(x(r−1)i−xˆ(r−1)i)−· · · − βr−1(x1i−xˆ1i) (26)
where β1, · · · , βr−1 are some positive constants such that the polynomial λr−1 + β1λr−2 + · · ·+
βr−2λ+ βr−1 = 0 is stable. Then
p˙ri = ˙ˆxri−β1(x˙(r−1)i− ˙ˆx(r−1)i)−· · · − βr−1(x˙1i− ˙ˆx1i)
= ˙ˆxri−β1(xri− ˙ˆx(r−1)i)−· · · − βr−1(x2i− ˙ˆx1i).
(27)
Let
si = xri − pri. (28)
Now we are ready to present our control law as follows:
ui = −f
T
i (xi, t)θˆi − di(wˆi)− kisi + p˙ri
˙ˆ
θi = Λ
−1
i fi(xi, t)si
˙ˆ
Si = µ1
N∑
j=0
a¯ij(t)(Sˆj − Sˆi)
˙ˆvi = Sˆivˆi + µ2
N∑
j=0
a¯ij(t)(vˆj − vˆi), i = 1, · · · , N
(29)
where ki is some positive constant and Λi ∈ Rm×m is some symmetric positive definite matrix.
The closed-loop system composed of (1) and (29) is as follows:
x˙si = x(s+1)i, s = 1, 2 · · · , r − 1
x˙ri = −f
T
i (xi, t)θ˜i + d˜i(w˜i, w)− kisi + p˙ri
˙ˆ
θi = Λ
−1
i fi(xi, t)si
˙˜
Si = µ1
N∑
j=0
a¯ij(t)(S˜j − S˜i)
˙˜vi = S˜ivˆi + Sv˜i + µ2
N∑
j=0
a¯ij(t)(v˜j − v˜i)
(30)
where θ˜i = θˆi − θi, w˜i = wˆi − w and d˜i(w˜i, w) = di(w)− di(wˆi) = di(w)− di(w˜i + w).
Remark 4.2: The construction of the control law (29) is based on the certainty equivalence
principle. Suppose the state of the leader system is available by the control law of every follower.
Then, instead of (26), we can define pri as follows:
pri=xr0−β1(x(r−1)i−x(r−1)0)−· · · − βr−1(x1i−x10)
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Then, by the standard adaptive control method as can be found, say, in [21], we can show that
the following so-called decentralized control law
ui = −f
T
i (xi, t)θˆi − di(w)− kisi + p˙ri
˙ˆ
θi = Λ
−1
i fi(xi, t)si, i = 1, · · · , N
(31)
solves Problem 2.1. However, the control law (31) is impractical because w is in general not
available for control and it is uninteresting to assume the state x0 of the leader system is
available by every follower. To overcome this difficulty, we replace the leader’s state in (31) by
its estimation vˆi generated by the adaptive distributed observer, thus leading to our distributed
control law (29). Since the distributed control law (29) is more complicated than the decentralized
control law (31), we need to provide a much more sophisticated stability analysis for the closed-
loop system (30).
Now we give our result as follows.
Theorem 4.1: Under Assumptions 2.1 and 2.2, the leader-following consensus problem for
the multi-agent system composed of (1) and (4) is solvable by the distributed control law (29).
Proof: Note that the closed-loop system (30) is piecewise continuous. Thus the traditional
Barbalat’s Lemma can not be used to analyze the stability of the closed-loop system (30),
and we need to resort to the general Barbalat’s Lemma proposed in [25]. In order to apply the
general Barbalat’s Lemma (i.e. Lemma 1 of [25]), we need to find a scalar continuous function
V : [0,+∞)→ R such that
1) limt→+∞ V (t) exists;
2) V (t) is twice differentiable on each interval [ti, ti+1);
3) V¨ (t) is bounded over [0,+∞).
Then V˙ (t) → 0 as t → +∞. Thus the main challenge here is to find a function V (t) with the
above three conditions satisfied.
Since d˜i(0, w) = 0 for all w and d˜i is C
1, by Lemma 11.1 of [3], there exists some smooth
function d¯i(w˜i, w) ≥ 0, such that, for all w ∈ Rnw ,
d˜2i (w˜i, w) ≤ d¯i(w˜i, w)‖w˜i‖
2. (32)
Let
V =
1
2
N∑
i=1
(s2i + θ˜
T
i Λiθ˜i). (33)
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Then the time derivative of V along the trajectory of the closed-loop system (30) is given by
V˙ =
N∑
i=1
(sis˙i + θ˜
T
i Λi
˙˜
θi)
=
N∑
i=1
(si(x˙ri − p˙ri) + θ˜
T
i Λi
˙ˆ
θi)
=
N∑
i=1
(
si(−f
T
i (xi, t)θ˜i + d˜i(w˜i, w)− kisi) + θ˜
T
i fi(xi, t)si
)
=
N∑
i=1
(
sid˜i(w˜i, w)− kis
2
i
)
≤
N∑
i=1
(
1
4
s2i + d˜
2
i (w˜i, w)− kis
2
i
)
≤
N∑
i=1
(
− (ki −
1
4
)s2i + d¯i(w˜i, w)‖w˜i‖
2
)
(34)
Choosing ki ≥
5
4
gives
V˙ ≤
N∑
i=1
(
− s2i + d¯i(w˜i, w)‖w˜i‖
2
)
(35)
and thus
V (t) =
∫ t
0
V˙ (τ)dτ + c0
≤
∫ t
0
N∑
i=1
d¯i(w˜i, w)‖w˜i‖
2dτ + c0
(36)
where c0 is some constant. The existence of the limit limt→+∞ V (t) is shown in Appendix B.
Moreover, by Lemma 3.1, under Assumptions 2.1 and 2.2, limt→+∞ v˜(t) = 0 exponentially,
which implies limt→+∞ w˜i(t) = 0 exponentially. Thus, V (t) is bounded for all t ≥ 0. Thus, for
i = 1, · · · , N , si and θ˜i are bounded for all t ≥ 0. By (27) and (28), si(t) is differentiable on
each interval [tk, tk+1) for all k ≥ 0 and so is V˙ (t). By (26) and (28), we have
xri + β1x(r−1)i + · · ·+ βr−1x1i
= si + xˆri + β1xˆ(r−1)i + · · ·+ βr−1xˆ1i
(37)
which is equivalent to
x
(r−1)
1i + β1x
(r−2)
1i + · · ·+ βr−1x1i
= si + xˆri + β1xˆ(r−1)i + · · ·+ βr−1xˆ1i.
(38)
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Since both si and xˆi are bounded, (38) can be viewed as a stable (r − 1)th order linear system
in x1i with a bounded input, and thus x
(r−1)
1i , x
(r−2)
1i · · · , x1i are all bounded, that is to say, xi is
bounded. Therefore, from (26) and (27), pri and p˙ri are both bounded. From the second equation
of (30), x˙ri is bounded. Thus s˙i = x˙ri − p˙ri is also bounded. Note that
V¨ =
N∑
i=1
(
si(
∂d˜i(w˜i, w)
∂w˜i
˙˜wi +
∂d˜i(w˜i, w)
∂w
w˙) + s˙id˜i(w˜i, w)− 2kisis˙i
)
. (39)
Since si, s˙i, w, w˙, w˜i and ˙˜wi are all bounded, there exists a positive number γ such that
sup
tk≤t<tk+1,k=0,1,···
|V¨ (t)| ≤ γ. (40)
It follows from the generalized Barbalat’s Lemma as noted at the beginning of this proof, we
have limt→+∞ V˙ (t) = 0. Thus, from (35), we further have limt→+∞ si(t) = 0 for i = 1, · · · , N .
Next, we let z1i = x1i − xˆ1i, z2i = x2i − xˆ2i, · · · , z(r−1)i = x(r−1)i − xˆ(r−1)i. Then, from (22),
(30) and (37), we have
z˙si =z(s+1)i − x˜dsi, s = 1, · · · , r − 2
z˙(r−1)i =− βr−1z1i − · · · − β1z(r−1)i + si − x˜d(r−1)i.
(41)
Further, let zi = col(z1i, · · · , z(r−1)i) and
A =


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
−βr−1 −βr−2 · · · −β1

, u¯i =


−x˜d1i
...
−x˜d(r−2)i
si−x˜d(r−1)i

 .
Then (41) can be put into the following form
z˙i = Azi + u¯i. (42)
Since A is Hurwitz, and limt→+∞ u¯i(t) = 0 by (25), we obtain that limt→+∞ zi(t) = 0 i.e.
limt→+∞(xsi(t) − xˆsi(t)) = 0 for s = 1, · · · , r − 1 and i = 1, · · · , N . By (37), we have
limt→+∞(xri(t) − xˆri(t) = limt→+∞(si − β1(x(r−1)i − xˆ(r−1)i)− · · · − βr−1(x1i − xˆ1i)) = 0 for
i = 1, · · · , N .
Together with (24), we have
lim
t→+∞
(xsi(t)− x0i(t)) = 0, s = 1, · · · , r. (43)
Thus our proof is completed. 
Remark 4.3: Our proof relies critically on the fact that the signal w˜i(t) converges to zero
exponentially, which is established in Lemma 3.1. If the convergence of w˜i(t) is only asymptotic
but not exponential, then we cannot guarantee that V (t) is bounded over t ≥ 0.
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Remark 4.4: As mentioned in the introduction, problems similar to ours have also been
studied via the adaptive control technique in [4], [14], [30], [32]. It is interesting to make some
comparisons. First, references [4], [30] only considered the first-order nonlinear systems and
reference [14] only considered the second-order nonlinear systems while here we study the
higher-order nonlinear systems. Second, in [30], the systems do not contain external disturbance
and the overall control laws are not distributed in the sense that the control law of each follower
has to depend on the information of the leader. Third, references [4], [32] employed neutral
networks to approximate certain unknown nonlinear functions and thus the control laws can
only make the tracking errors uniformly ultimately bounded, and the results are not global in
the sense that they are only valid for initial conditions in the prescribed compact set. Finally,
references [4], [14], [32] only considered the static network case which can be viewed as a
special case of jointly connected switching network case.
V. AN EXAMPLE
Consider the leader-following consensus problem for a group of Vol del Pol systems as follows:
x˙1i = x2i, i = 1, 2, 3, 4
x˙2i = −θ1ix1i + θ2ix2i(1− x
2
1i) + di(w) + ui
(44)
where
xi = col(x1i, x2i) ∈ R
2, w = [w1, w2]
T , d1(w) = w
2
1w
2
2
d2(w) = w1w
3
2, d3(w) = w
3
1 + w1w2, d4(w) = w
4
2.
System (44) is in the form (1) with
fi(xi, t) =
[
−x1i
x2i(1− x
2
1i)
]
, θi =
[
θ1i
θ2i
]
.
The exosystem is in the form (4) with
Sa =
[
0 1
−1 0
]
, Sb =
[
0 0.5
−0.5 0
]
.
It can be seen that Assumption 2.1 is satisfied.
The communication graph G¯σ(t) is dictated by the following switching signal:
σ(t) =


1, if sT0 ≤ t < (s+
1
4
)T0
2, if (s+ 1
4
)T0 ≤ t < (s+
1
2
)T0
3, if (s+ 1
2
)T0 ≤ t < (s+
3
4
)T0
4, if (s+ 3
4
)T0 ≤ t < (s+ 1)T0
(45)
where s = 0, 1, 2, · · · . The four digraphs G¯i, i = 1, 2, 3, 4, are described by Figure 1 where the
node 0 is associated with the leader and the other nodes are associated with the followers. It can
be verified that Assumption 2.2 is satisfied even though the four digraphs G¯i are all disconnected.
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(a) G¯1 (b) G¯2 (c) G¯3 (d) G¯4
Fig. 1: Switching topology G¯σ(t) with P = {1, 2, 3, 4}
By Theorem 4.1, we can design a distributed control law of the form (29) with µ1 = 3,
µ2 = 12, β1 = 1 and ki = 3 for i = 1, 2, 3, 4.
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Fig. 2: States of leader system: v = col(x0, w).
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Fig. 3: Estimation errors: xˆi − x0.
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Fig. 4: Estimation errors: wˆi − w.
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Fig. 5: Tracking errors: xi − x0.
Simulation is performed with θ1 = [4, 5]
T , θ2 = [3, 1]
T , θ3 = [2, 5]
T , θ4 = [5, 3]
T , and the
following initial conditions:
x1(0) = [1,−4]
T , x2(0) = [−2, 3]
T , x3(0) = [3, 1]
T
x4(0) = [−5, 2]
T , v(0) = [−2, 1,−1, 3]T
vˆ1(0) = [1,−2, 2, 1]
T , vˆ2(0) = [−5, 4, 1, 5]
T
vˆ3(0) = [0, 2,−4, 3]
T , vˆ4(0) = [−3, 1,−2, 4]
T
θˆi(0) = 02×1, Sˆbi(0) = 02×2
Sˆai(0) =
[
0 1
0 0
]
, i = 1, 2, 3, 4.
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Figure 2 shows the states of the leader system. Figure 3 and 4 show the estimation errors
between the states of the adaptive distributed observer of each subsystem and the states of the
leader system, which approach zero as time tends to infinity. Figure 5 shows that the states of
all followers approach the states of the leader asymptotically. All these simulations confirm that
our control law is effective in solving our problem even though the communication network is
switching and disconnected at every time constant.
VI. CONCLUSION
In this paper, we have studied the leader-following consensus problem for a class of higher-
order nonlinear multi-agent systems subject to both constant parameter uncertainties and external
disturbances under jointly connected switching networks. By combining the adaptive control
technique and the established technical lemma on the adaptive distributed observer, our problem
has been solved by the designed distributed state feedback control law.
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APPENDIX
A. Digraph
A digraph G = (V, E) consists of a finite set of nodes V = {1 · · · , N} and an edge set
E ⊆ V × V . An edge of E from node i to node j is denoted by (i, j), where nodes i and j
are called the parent node and the child node of each other, and node i is called a neighbor
of node j. Define Ni = {j|(j, i) ∈ E}, which is called the neighbor set of node i. The edge
(i, j) is called undirected if (i, j) ∈ E implies (j, i) ∈ E . The digraph G is called undirected
if every edge in E is undirected. If the digraph G contains a sequence of edges of the form
(i1, i2), (i2, i3), · · · , (ik, ik+1), then the set {(i1, i2), (i2, i3), · · · , (ik, ik+1)} is called a directed
path of G from node i1 to node ik+1 and node ik+1 is said to be reachable from node i1. A
directed tree is a digraph where every node has exactly one parent node except for one node
called the root, from which every other node is reachable. A digraph Gs = (Vs, Es) is called a
subgraph of the digraph G = (V, E) if Vs ⊆ V and Es ⊆ E ∩ (Vs×Vs). A subgraph Gs = (Vs, Es)
of the diagraph G = (V, E) is called a directed spanning tree of G if Gs is a directed tree and
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Vs = V . Given a set of n0 digraphs {Gi = (V, Ei), i = 1, · · · , n0}, the digraph G = (V, E) where
E =
⋃n0
i=1 Ei is called the union of digraphs Gi, denoted by G =
⋃n0
i=1 Gi.
The weighted adjacency matrix of the digraph G is a nonnegative matrix A = [aij ] ∈ RN×N
where aii = 0 and aij > 0 ⇔ (j, i) ∈ E , i, j = 1, · · · , N . On the other hand, given a matrix
A = [aij ] ∈ RN×N satisfying aii = 0 and aij ≥ 0 for i, j = 0, 1, · · · , N , we can always define a
digraph G such that A is the weighted adjacency matrix of the digraph G. We call G the digraph
of A.
Given a piecewise constant switching signal σ : [0,+∞) → P = {1, 2, . . . , n0}, and a set of
n0 graphs Gi = (V, Ei), i = 1, . . . , n0 with the corresponding weighted adjacency matrices being
denoted by Ai, i = 1, · · · , n0, we call a time-varying graph Gσ(t) = (V, Eσ(t)) a switching graph,
and denote the weighted adjacency matrix of Gσ(t) by Aσ(t).
B. Existence of the limit limt→+∞ V (t)
Proof: First, let
z˜ = vec(S˜) =


S˜c1
...
S˜cq


where S˜ci, i = 1, 2, · · · , q, is the ith column of S˜. Then the first equation of (11) can be put
into the following form:
˙˜z = −µ1(Iq ⊗Hσ(t) ⊗ Iq)z˜. (46)
By Lemma 3.1, limt→+∞ z˜(t) = 0 exponentially. Then, similar to the construction of the
Lyapunov function for (13) in the proof of Lemma 3.1, we can also construct a continuous
and piecewise differentiable quadratic Lyapunov function V1(t, z˜) for (46) such that
l1‖z˜‖
2 ≤ V1(t, z˜) ≤ l2‖z˜‖
2 (47)
∂V1
∂t
+
∂V1
∂z˜
(−µ1(Iq ⊗Hσ(t) ⊗ Iq)z˜) ≤ −l3‖z˜‖
2 (48)
for some positive constants l1, l2, and l3, and all t ∈ [tk, tk+1) with k = 0, 1, 2, · · · .
Second, for convenience, repeat (12) as follows.
˙˜v = A(t)v˜ + S˜d(t)v˜ + F (t). (49)
Let V2(t, v˜) be the same as the function V¯ (t, v˜) in the proof of Lemma 3.1. Then, as shown in
Lemma 3.1, V2(t, v˜) is such that
c1‖v˜‖
2 ≤ V2(t, v˜) ≤ c2‖v˜‖
2 (50)
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for some positive constants c1, c2 and all t ≥ 0, and
∂V2
∂t
+
∂V2
∂v˜
(A(t)v˜+S˜d(t)v˜+F (t)) ≤−c4‖v˜‖
2 + ε‖F (t)‖2 (51)
for some positive constants c4, ε, and all t ∈ [tk, tk+1) with k = l, l + 1, · · · , where l is some
positive integer.
Since ‖F (t)‖ = ‖S˜d(t)(1N ⊗v(t))‖ and, under Assumption 2.1, v(t) is bounded for all t ≥ 0,
there exists a constant l4 such that ε‖S˜d(1N ⊗ v)‖2 ≤ l4‖vec(S˜)‖2 = l4‖z˜‖2 for all t ≥ 0. Thus
we have
∂V2
∂t
+
∂V2
∂v˜
(A(t)v˜+S˜d(t)v˜+F (t)) ≤−c4‖v˜‖
2 + l4‖z˜‖
2 (52)
for all t ∈ [tk, tk+1) with k = l, l + 1, · · · .
For convenience, we further let X˜ = col(z˜, v˜) and f(t, X˜) = col(−µ1(Iq⊗Hσ(t)⊗Iq)z˜, A(t)v˜+
S˜d(t)v˜ + F (t)). Then (46) and (49) can be put together into the following compact form:
˙˜
X = f(t, X˜). (53)
Let V3(t, X˜) = l5V1(t, z˜) + V2(t, v˜) with l5 ≥
l4+c4
l3
being a positive constant. Then, by (47) and
(50), for all t ≥ 0, we have
m1‖X˜‖
2 ≤ V3(t, X˜) ≤ m2‖X˜‖
2 (54)
where m1 = min{l1l5, c1} and m2 = max{l2l5, c2}. Moreover, according to (48) and (52), we
have
∂V3
∂t
+
∂V3
∂X˜
f(t, X˜)≤−l3l5‖z˜‖
2−c4‖v˜‖
2+l4‖z˜‖
2
≤− c4‖z˜‖
2 − c4‖v˜‖
2
=− c4‖X˜‖
2
(55)
for all t ∈ [tk, tk+1) with k = l, l + 1, · · · .
Note that, under Assumption 2.1, by Remark 2.1, there exist a compact subset W ⊂ Rnw such
that w(t) ∈W for all t ≥ 0. Then there exists some smooth positive function dˆ(‖X˜‖) such that,
for all w ∈W,
N∑
i=1
d¯i(w˜i, w)‖w˜i‖
2 ≤ dˆ(‖X˜‖)‖X˜‖2. (56)
By Lemma 11.2 of [3], there exists a smooth non-decreasing function ρ : [0,+∞)→ [0,+∞)
satisfying ρ(s) > 0 for all s > 0, such that
ρ(m1‖X˜‖
2)‖X˜‖2 ≥
1
c4
dˆ(‖X˜‖)‖X˜‖2. (57)
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Together with (54), we have
ρ(V3)‖X˜‖
2 ≥ ρ(m1‖X˜‖
2)‖X˜‖2 ≥
1
c4
dˆ(‖X˜‖)‖X˜‖2. (58)
Let V¯3 =
∫ V3
0
ρ(s)ds. Clearly, V¯3 is also a proper and positive definite function. Then, according
to (55) and (58), we have
˙¯V3|(53) = ρ(V3)
(
∂V3
∂t
+
∂V3
∂X˜
f(t, X˜)
)
≤ −c4ρ(V3)‖X˜‖
2
≤ −c4ρ(m1‖X˜‖
2)‖X˜‖2
≤ −dˆ(‖X˜‖)‖X˜‖2
(59)
for all t ∈ [tk, tk+1) with k = l, l+1, · · · . Since V¯3 is lower bounded and
˙¯V3|(53) is non-positive,
we can conclude that limt→+∞ V¯3(t) exists.
On the other hand, recall from (33) that V = 1
2
∑N
i=1(s
2
i + θ˜
T
i Λiθ˜i). Then (35) and (56) imply
V˙ |(30) ≤ −
N∑
i=1
s2i + dˆ(‖X˜‖)‖X˜‖
2. (60)
Let U = V + V¯3. Clearly, U is also a proper and positive definite function. Then, by (59) and
(60), we have
U˙ |(30),(53) ≤−
N∑
i=1
s2i + dˆ(‖X˜‖)‖X˜‖
2 − dˆ(‖X˜‖)‖X˜‖2
=−
N∑
i=1
s2i
(61)
for all t ∈ [tk, tk+1) with k = l, l + 1, · · · . Since U is lower bounded and U˙ is non-positive, we
conclude that limt→+∞ U(t) exists.
Thus limt→+∞ V (t) = limt→+∞ U(t)− limt→+∞ V¯3(t) also exists. 
September 27, 2018 DRAFT
