Groundwater supplies ?20% of global freshwater withdrawals, and accurate information regarding groundwater recharge rates is needed for sustainable groundwater management. Recharge rates are often limited by the rates of drainage from the soil profile, which are influenced by soil moisture conditions. Soil moisture monitoring has expanded dramatically in recent decades with the advent of large-scale networks like the Oklahoma Mesonet, which has monitored soil moisture statewide since 1996. Using those data with site-specific soil hydraulic properties and a unit-gradient assumption, we estimated daily drainage rates at 60 cm for 78 sites for up to 17 yr. Our working hypothesis was that these drainage rates are indicative of potential groundwater recharge rates. Mean annual drainage rates ranged from 6 to 266 mm yr −1 , with a statewide median of 67 mm yr −1 . These rates agreed well with prior recharge estimates for major Oklahoma aquifers. To provide a further independent check on our results, drainage was modeled using HYDRUS-1D for four focus sites across 17 yr. Soil-moisture-based drainage rates and HYDRUS-1D drainage rates agreed to within 10 mm yr −1 at the drier two sites but had discrepancies of > 150 mm yr −1 at two sites with > 1000 mm yr −1 precipitation. Simulations also showed that for a semiarid site the unit-gradient assumption was likely violated at the 60-cm depth, highlighting the need for deeper soil moisture monitoring. Despite these limitations, this simple method for estimating drainage through long-term soil moisture monitoring shows unique potential to provide valuable information for hydrology and groundwater management.
Groundwater aquifers supply approximately 20% of all freshwater withdrawals by humans globally, and the increasing number and severity of droughts projected due to climate change may lead to a heightened dependence on these resources for agricultural production as well as for domestic, industrial, and municipal uses (World Water Assessment Programme, 2009) . Plans for management of these vital natural resources are often based, in part, on estimates of groundwater recharge rates. However, given the complex nature of groundwater systems and the numerous interactions that occur in the groundwater-soil-atmosphere system, the quantification of recharge, especially across large areas, is difficult. A wide variety of methods have been used to estimate groundwater recharge, so recharge rates tend to differ between studies, even among those conducted on the same aquifer (Scanlon et al., 2002) . Variations in estimated recharge rates between studies may also be caused by a number of other factors including: data availability, climate of the time period considered, and duration of the study. At large spatial scales, natural variations in soil type, climate, and topography also cause variability in recharge rates (Qu et al., 2014; Nolan et al., 2007) .
Groundwater recharge estimates for major aquifers are often based on short-term studies that only capture information for a few years' time and frequently include decades-old
Core Ideas
• Useful daily drainage estimates obtained from soil moisture measurements at 60 cm.
• Annual drainage estimates indicate potential recharge rates to groundwater aquifers.
• Uncertainty in the drainage estimates was relatively high at sites with high precipitation. data that may not reflect current climatological conditions. Additionally, ongoing changes in land cover and land use (e.g., woody plant encroachment) may impact groundwater recharge rates, making old estimates inaccurate (Kim and Jackson, 2012; Scanlon et al., 2006; Wine and Zou, 2012) . In light of these challenges, methods to generate accurate and up-to-date information regarding current recharge rates are needed to facilitate water resources planning and to advance hydrologic understanding of groundwater systems.
Groundwater recharge is often limited by the drainage rate from the soil profile, and that drainage rate is strongly influenced by the soil volumetric water content (hereafter referred to as soil moisture). Large-scale monitoring of soil moisture has expanded dramatically since the 1990s ), yet the resulting data have not been widely utilized for estimating drainage rates. Two recent studies have shown that data from soil moisture monitoring networks can be used to optimize or calibrate the parameters of the soil hydraulic property functions in one-dimensional hydrologic models (Andreasen et al., 2013; Wang et al., 2016) . The calibrated models can then be used with meteorological forcing data to estimate groundwater recharge. In this study, we have added to this body of knowledge by demonstrating that the soil moisture data can be used directly to estimate drainage, without the complexities arising from reliance on a hydrologic model.
One of the earliest and most extensive large-scale soil moisture monitoring networks is the Oklahoma Mesonet (McPherson et al., 2007) . The Oklahoma Mesonet has provided hydro-meteorological and soil matric potential data at >100 monitoring sites throughout the state since 1996 (Fig. 1 ). Heat dissipation sensors located at depths of 5, 25, and 60 cm beneath the surface provide matric potential data every half hour (Illston et al., 2008; Scott et al., 2013) . Using estimated soil hydraulic properties, these matric potential data can be converted to soil moisture data and then to hydraulic conductivity estimates. Assuming a unit gradient (i.e., gravity-driven flow) at the deepest measurement depth, these hydraulic conductivity values are numerically equivalent to the drainage rate (Nolan et al., 2007) . These drainage rate estimates are expected to be greater than or equal to the rate of groundwater recharge, with a time lag that depends on vadose zone characteristics and depth to the water table.
The primary objective of this research was to determine the level of agreement between these soil-moisture-based drainage estimates and independent estimates of drainage and recharge. Our overarching goal is to create a method for providing long-term, updatable information on drainage rates, and thus potential groundwater recharge rates. To achieve this objective, daily drainage rates at the 60-cm depth were estimated using up to 17 yr of soil moisture data for each of 78 Oklahoma Mesonet sites. Soil moisture was calculated from matric potential measurements made using heat dissipation sensors. The working hypothesis of this research was that these soil-moisture-based drainage rates are indicative of the potential groundwater recharge rates for the underlying aquifer at each site and that calculated drainage rates may act as an upper limit for actual recharge.
The potential benefits of this method over those used previously in the state of Oklahoma are threefold: (i) soil-moisture-based drainage rates incorporate long-term meteorological and soil moisture data that have been collected since 1996, including the effects of several extreme climatic events, (ii) drainage estimates can be updated any time as long as the soil moisture monitoring system is intact, and (iii) in addition to site-specific estimates of drainage, the large number of point measurements available may be used to indicate the spatial distribution of recharge across the entire state of Oklahoma, as opposed to single-aquifer studies that have been done in the past (Nolan et al., 2007) . If the proposed approach shows merit, then it could be applied to other large-scale soil moisture monitoring networks in the United States and around the world in future studies.
Materials and Methods

Study Area
The Oklahoma Mesonet spans the state of Oklahoma, which has an area of approximately 1.8 ´ 10 5 km 2 (Fig. 1) . The climate of the state ranges from humid subtropical in the southeast to semiarid in the far west. Mean annual precipitation ranges from approximately 1420 mm in the southeast to 430 mm in the western Oklahoma Panhandle (Oklahoma Climatological Survey, 2016) . Dominant land cover types vary from oak and pine forests and tallgrass prairies in the eastern portions of the state to shrublands and shortgrass prairie in the western portions, and encroachment by eastern redcedar ( Juniperus virginiana L.) is pronounced in some areas (Tyrl et al., 2007) . Additionally, approximately 2.4 ´ 10 4 km 2 of winter wheat (Triticum aestivum L.) are planted in the state each year, mostly in the west-central Oklahoma "Wheat Belt" (Oklahoma State University Small Grains Extension, 2015) . The soils of Oklahoma vary from Ultisols in the east to Alfisols and Mollisols in the central portion of the state to Inceptisols and Entisols in the west, with Mollisols being the most common soil order in the state (Tyrl et al., 2007) . Soil textures are highly variable, with sand contents ranging from 0.5 to 90% and clay contents ranging from 2.5 to 78% (Scott et al., 2013; Soil Survey Staff, 2016) . The thickness of the vadose zone generally increases from east to west, with rock outcrops and shallow soils in the far southeast portion of the state and deep soils in the Panhandle.
Groundwater aquifers provided 37% of all water withdrawals in Oklahoma in 2005, with 63% of groundwater withdrawals used for agricultural irrigation (Tortorelli, 2009 ). The greatest irrigation withdrawals come from the Ogallala (High Plains) aquifer, portions of which underlie the Oklahoma Panhandle region (Luckey and Becker, 1999) . Another major source of water for irrigation is the Rush Springs aquifer in west-central Oklahoma (Becker and Runkle, 1998) . The Garber-Wellington aquifer in central Oklahoma is heavily used for public and domestic water supply (Mashburn et al., 2014) . Other major aquifers in the eastern half of the state, such as the Antlers aquifer in the southeast (Morton, 1992) , the Arkansas River aquifer in east-central Oklahoma (Oklahoma Water Resources Board, 2012) , and the Boone aquifer in the northeast (Czarnecki et al., 2009) , are not heavily used at present; however, they may come under increasing pressure due to population growth. Preexisting recharge estimates for these major aquifers provide a primary means of evaluating the proposed soilmoisture-based drainage estimation method.
Soil Moisture-Based Drainage Rates
Drainage rates were calculated for the years 1998 to 2014 using output from the Oklahoma Mesonet heat dissipation sensors (CS-229, Campbell Scientific) and soil hydraulic property data for each site from Scott et al. (2013) . Heat dissipation sensors under grassland vegetation at each site are located at depths of 5, 25, and 60 cm and record the change in temperature that occurs within a porous ceramic matrix after a 21-s heat pulse is generated by a heater located inside the matrix. This temperature differential is measured and reported every 30 min and is normalized to account for inter-sensor differences (Illston et al., 2008) . The 30-minresolution data were used to generate a daily mean reference (i.e., normalized) temperature differential, DT ref . This daily mean was then used to determine the daily matric potential value using an empirical calibration equation:
where y m is the matric potential (kPa), and c and a are calibration constants with values of 0.717 kPa and 1.788 °C −1 , respectively (Illston et al., 2008) . The mean error for matric potential measurement with these sensors across the range from −10 to −35,000 kPa is 23% (Flint et al., 2002) .
The daily matric potential data were then converted to soil volumetric water content values using the van Genuchten equation:
where q is the soil volumetric water content (cm 3 cm −3 ), q r is the residual soil water content (cm 3 cm −3 ), q s is the saturated soil water content (cm 3 cm −3 ), a and n are shape parameters estimated from the soil water retention curve, and m = 1 − 1/n (van Genuchten, 1980) . Daily volumetric water content data at the 60-cm depth were then used to estimate hydraulic conductivity values:
where the effective saturation, S e , is calculated by S e = (q − q r )/(q s − q r ), K 0 (cm d −1 ) is a matching point conductivity value, and L is a unitless empirical coefficient (Schaap et al., 2001 ).
Values for q r , q s , a, n, K 0 , and L for each Mesonet site and each sensor depth were determined by Scott et al. (2013) . They used the most accurate submodel within the Rosetta pedotransfer function to estimate soil hydraulic parameters based on soil texture (sand, silt, and clay contents) and bulk density, along with water retention measurements at −33 and −1500 kPa (Schaap et al., 2001) . The database containing these hydraulic parameters is called the MesoSoil database, and the version produced by Scott et al. (2013) is MesoSoil Version 1.1. Subsequently, the MesoSoil database has been updated with the inclusion of data for additional monitoring stations and improved quality control procedures, resulting in newer versions. MesoSoil Version 1.2b, which can be downloaded at http://soilphysics.okstate.edu/data, was used for this study.
Assuming unit-gradient flow conditions (i.e., gravity-driven flow), the daily drainage rate at 60 cm was set equal to the hydraulic conductivity for that day. While the Oklahoma Mesonet does have sensors installed at 75 cm at some sites, there are not sensors at this depth at every site. As of 2007, there were 76 sites with sensors at 60 cm but only 53 with sensors at 75 cm. Additionally, starting in January 2011, sensors at the 75-cm depth began to be decommissioned (Scott et al., 2013) . For these reasons, we chose to use the 60-cm depth. The unit-gradient assumption used here has been used in a number of previous recharge studies that also incorporated Darcian flow methods (Chong et al., 1981; Gardner, 1964; Sisson, 1987; Nolan et al., 2007; Ahuja et al., 1988) .
In preliminary studies, we tested a variety of more complex alternative approaches for estimating drainage from the soil moisture data that attempted to estimate and correct for vertical gradients in matric potential and unsaturated hydraulic conductivity. In the first alternative method, the matric potential gradient was approximated based on the difference in matric potential between adjacent sensor depths (i.e., 5 to 25 and 25 to 60 cm), and the hydraulic conductivity for the soil between two adjacent sensor depths was estimated by the arithmetic mean of the hydraulic conductivity at those depths. However, this method yielded unreasonable and widely variable results. For example, at the Fittstown Mesonet site in south-central Oklahoma for 2006 to 2009, this method produced drainage estimates ranging from −52 to 99 cm yr −1 , neither of which is physically plausible at this site, which received 99 cm yr −1 of precipitation during that time frame.
In the second alternative method, the average hydraulic conductivity across two depths was estimated using the harmonic mean, as suggested by Darcy's law for layered soils. Although better than the first method, this second method again yielded unreasonable and widely variable drainage estimates, ranging from −11.8 to 4.7 cm yr −1 at the Fittstown site, with an average of −4.4 cm yr −1 . Such sustained upward flow is extremely unlikely to occur in this context. The third method used the simple unit-gradient approach and was the only evaluated method that proved to produce reasonable drainage estimates when compared with previous recharge studies in the region. At the Fittstown site, the unit-gradient approach resulted in drainage estimates ranging from 5.4 to 12.7 cm yr −1 , with an average of 9.6 cm yr −1 . These values are consistent with the recharge rate of 11.9 cm yr −1 determined by the Oklahoma Water Resources Board for the underlying Arbuckle-Simpson aquifer. Based on these preliminary findings, we chose to apply the unitgradient assumption for the remainder of the study.
After calculating drainage for all sites with the necessary data, statistical outliers in long-term mean annual drainage rates were identified using a box plot, which resulted in the exclusion of four sites-Washington, Bixby, Lane, and Foraker-from subsequent analyses. Additional quality control included removing site-years with 30 or more missing days from the analysis. To visualize spatial patterns in drainage, the mean annual drainage rate for the state was mapped using ordinary kriging with a 1-by 1-km grid size. A Gaussian model was used for the variogram, with the kriging neighborhood restricted to the 10 nearest observation points and a maximum search distance of 300 km.
HYDRUS-1D Model Calibration and Validation
Site-specific, independent drainage estimates were developed using HYDRUS-1D (PC-Progress) for four focus sites: Goodwell, Miami, Tipton, and Wister ( Fig. 1 .) These focus sites were selected for modeling because their locations represent a substantial portion of the variability in climatic and vegetative conditions across the state, with mean annual precipitation totals for 1998 through 2014 ranging from 392 to 1144 mm (Table 1) . HYDRUS-1D estimates water flow in saturated and unsaturated soil according to the Richards equation (Šimůnek et al., 2016; Richards, 1931) .
To facilitate inverse estimation of soil hydraulic properties, soil profiles at each site were simplified and characterized by four soil layers associated with the depths of the heat dissipation sensors: 0 to 10, 10 to 40, 40 to 80, and 80 to 300 cm. Previous studies involving inverse estimation of soil hydraulic properties based on in situ soil moisture data have also used simplified soil profiles to limit the uncertainty arising from estimating large numbers of parameters (e.g., Scott et al., 2000) . The 300-cm profile depth was considered Table 1 . Mean annual precipitation (P), mean annual temperature (T), and soil physical properties for the four focus Mesonet sites at which drainage was modeled using HYDRUS-1D. Precipitation and temperature data are averages from 1998 to 2014.
Goodwell 397 adequate because it is unlikely that the root zone extends to 3 m in these locations (Sun et al., 1997; Jackson et al., 1996) .
The main processes considered in HYDRUS-1D simulations were water flow and root water uptake. The van Genuchten-Mualem model for hydraulic properties (van Genuchten, 1980 ) was used to model water flow throughout the soil profiles. The −2 cm air-entry suction option was used at all sites except Tipton. This option is recommended for use at sites with fine-textured soils where the n parameter is <1.2 (Vogel et al., 2000) . Root water uptake was simulated using the model of Feddes et al. (1978) . Critical pressure head values in the water stress response function were determined by values for pasture from Wesseling et al. (1991) . No data regarding root distribution or maximum rooting depths were available for these sites, so the Jackson et al. (1996) root density distribution model was used (Wang et al., 2016) . Within this model, a b value for temperate grasslands of 0.943 and depth values from the HYRDUS-1D nodal depth distribution were used to calculate the root density. Upper boundary conditions were defined as atmospheric conditions with surface runoff, meaning that precipitation in excess of the soil's infiltration capacity would leave the site as runoff and not increase the pressure head at the top of the column. Lower boundary conditions were defined as free drainage.
The FAO Penman-Monteith method (also referred to as the FAO-56 method) was used to determine daily potential evapotranspiration values for each site within the HYDRUS-1D model (Allen et al., 1998) . Meteorological parameters required for this calculation included site latitude, site elevation above mean sea level (m), angstrom values for short-wave radiation, a factor regarding the effect of cloudiness on long-wave radiation, coefficients for computing the cloudiness factor from solar radiation, coefficients for computing the emissivity effect on long-wave radiation, and wind speed and temperature measurement heights (cm). All values except site latitude, site elevation, and wind speed and temperature measurement heights were set equal to the suggested values given in HYDRUS-1D. Wind speed was measured at 200 cm above the ground surface and temperature was measured at 150 cm above the ground surface by the Oklahoma Mesonet stations at each location. Crop data were considered to be constant, with a crop height of 150 mm, an albedo of 0.23, a surface cover fraction of 0.5, and a maximum rooting depth of 1000 mm. The leaf area index was computed from the surface cover fraction using a radiation extinction coefficient of 0.463. No rainfall interception was considered in our simulations.
Meteorological input data used to estimate potential evapotranspiration included daily maximum and minimum air temperature (°C), maximum and minimum relative humidity (%), precipitation (mm), wind speed (km d −1 ), incoming solar radiation (MJ m −2 d −1 ), and average vapor pressure deficit (Allen et al., 1998) . These data, along with daily precipitation totals, were collected from the Oklahoma Mesonet. Additional upper boundary inputs included a factor termed hCritA, which is the minimum allowed pressure head at the soil surface, below which evaporation is decreased from the estimated potential evaporation rate. The hCritA value was set equal to −15,000 cm for our simulations, which is within the range suggested in the HYDRUS-1D documentation. Matric potential values calculated from the daily output of the heat dissipation sensors at depths of 5, 25, and 60 cm were included in the objective function for the inverse solution. To obtain simulated matric potentials for the objective function, the daily output option was chosen within HYDRUS-1D, which uses a time-step weighted daily mean calculation.
Parameter optimization was done by running the inverse solution within the HYDRUS-1D model for each of the top three soil layers for each site, beginning with the uppermost layer and continuing downward (Turkeltaub et al., 2015; Wang et al., 2016) . This approach breaks down the optimization problem into more manageable pieces, but it has the limitation that it precludes possible interactions between parameters in separate layers that have the potential to change the optimized parameter values. To overcome this limitation, following the optimization of the individual soil layers, an additional optimization was done for the uppermost three layers (3 layers ´ 5 parameters per layer = 15 total parameters). Also, to reduce the influence of the initial parameter values, optimizations were performed twice for each site-once using Rosetta-estimated parameters from the MesoSoil database as the initial values and once using parameter values from Carsel and Parrish (1988) (Wang et al., 2016) . In both cases, the initial values for L were taken from Rosetta. The matching point hydraulic conductivity (K 0 ) was used as the initial value for the saturated hydraulic conductivity (K s ) in the optimizations using Rosetta parameters (Table 2 ). The set of optimized parameter values that led to the greatest agreement between measured and Hydrus-estimated matric potentials during the validation period was used for forward simulations. As suggested by prior studies, the following upper and lower bounds were placed on the hydraulic parameters during optimization: q s = 0.3 to 0.5 cm 3 cm −3 , a = 0.01 to 10 kPa −1 , n = 1.01 to 3.0, K s = 1.0 to 10,000 mm d −1 , and L = −2.0 to 2.0 (Ries et al., 2015) . All hydraulic parameters except for the residual water content (q s , a, n, K s , and L) were calibrated for each of the top three layers, resulting in 15 optimized parameters per site. The q r parameter was not optimized because it has been shown in previous studies that this parameter is typically the least sensitive (Vrugt et. al., 2001; Šimůnek et al., 1998) .
After calibrations were complete, validation simulations were performed for each focus site to evaluate the soil-moisture-based drainage estimates for those sites. Validation simulations were run using data for 1998 to 2014, using the same input and boundary condition data as the calibration simulations. HYDRUS-1D outputs included, along with many other variables, estimations of pressure head, water content, and water flow at observation nodes 5, 25, and 60 cm below the surface. Water flow output data were analyzed to determine average annual drainage at the 60-cm depth.
To investigate the validity of the unit gradient assumption applied in the soil-moisture-based drainage estimation method, a subset of pressure head profiles at the Goodwell site were examined. The Goodwell focus site was chosen for this analysis because it is located in the semiarid Oklahoma Panhandle region and may be the least likely of the focus sites to exhibit a unit gradient condition at the 60-cm depth. For soil profiles undergoing free drainage, a unit gradient is expected when the profile is near saturation, a condition which rarely, if ever, occurs at the Goodwell site. By default, HYDRUS-1D uses a variable time step to simulate soil water dynamics. The model automatically adjusts to small time steps (on the order of minutes) during times of sudden changes in soil water conditions, such as during rainfall infiltration, while larger time steps (on the order of days) are used during times of relatively stable soil water conditions. At each time step, model output included the water flux at 60 cm. The outputs for each of these time steps were ranked from largest to smallest in terms of drainage rate (downward flux) at the 60-cm depth, and the pressure head profiles corresponding to the top 1% of simulated drainage rates were plotted. This approach allowed us to visualize the pressure head (matric potential) gradients occurring at the times of maximum drainage to evaluate the validity of the unitgradient assumption.
6 Results and Discussion
Soil-Moisture-Based Drainage Rates and Prior Recharge Estimates
The soil-moisture-based drainage estimates from the proposed method agreed well with prior recharge estimates. Mean annual soil-moisture-based drainage rates for the period 1998 to 2014 ranged from 6 mm yr −1 at Boise City in the Oklahoma Panhandle to 266 mm yr −1 at Bristow in northeastern Oklahoma (Fig. 2) . This is similar to the range of recharge values found by prior studies in Oklahoma, with reported recharge rates ranging from 0.8 to 333 mm yr −1 (Pettyjohn and Miller, 1982; Vieux and Moreno, 2008) . The statewide median value of the mean annual soilmoisture-based drainage rate for 1998 to 2014 was 67 mm yr −1 , which is approximately 7.7% of the median statewide rainfall of 870 mm yr −1 for the same period. A similar percentage was found by Kim and Jackson (2012) , who observed that an average of 8.3% of precipitation became recharge under grassland systems in their global analysis. Soil-moisture-based drainage rates generally followed the precipitation gradient of the state, as expected, decreasing from east to west (Fig. 2) .
The most recent prior statewide recharge rate map for Oklahoma (Pettyjohn et al., 1983) corresponds fairly well with the map of soilmoisture-based drainage rates ( Fig. 2 and 3 ). Although Pettyjohn et al. (1983) used the base-flow separation method and data from the 1970s, the maps are similar in several ways, including the trend that drainage and recharge rates decrease from east to west. Additionally, the maximum soil-moisture-based drainage rate (266 mm yr −1 ) and maximum Pettyjohn et al. (1983) recharge rate (254 mm yr −1 ) are comparable. However, there are also some differences between the two maps. For instance, our calculated drainage rates in the Oklahoma Panhandle range from 6 to 27 mm yr −1 and are higher than the recharge rate of 2.5 mm yr −1 or less estimated for this region by Pettyjohn et al. (1983) . This difference is reasonable, given that the base-flow method used by Pettyjohn et al. (1983) underestimates recharge when there are upstream water losses due to groundwater evapotranspiration in riparian areas or groundwater pumping, both of which probably influence Table 2 . Initial values for soil hydraulic parameters for the four focus sites at which drainage was modeled using HYDRUS-1D, including the residual volumetric water content q r , the volumetric water content at saturation q s , the shape parameters a and n, the saturated hydraulic conductivity K s (from Carsel and Parrish, 1988) , the matching point hydraulic conductivity K 0 (from Rosetta), and an empirical coefficient related to the pore connectivity L. p. 7 of 15 streamflow in the semiarid, groundwater-irrigated Panhandle region (Scanlon et al., 2002) . Also, there is a difference in the location of the maximum estimated drainage and recharge rates between the two studies. Pettyjohn et al. (1983) estimated that the greatest rates of groundwater recharge occur in the southeastern portion of the state, near the Oklahoma-Arkansas border (Fig. 3) , while the maximum soil-moisture-based drainage rates occurred in two areas: one in the northeast and one in the southeast (Fig.  2) . This may be caused, in part, by a relative lack of soil moisture sensors at the 60-cm depth in the far southeastern part of the state due to shallow bedrock, which leads to a lack of drainage rate estimates in that region.
Soil-moisture-based drainage estimates summarized by aquifer compare well with previous recharge estimates for major Oklahoma aquifers (Table 3) . These drainage values were found by computing the median value of the mean annual drainage rate for aquifers with a minimum of three Mesonet sites above them, resulting in aquifer-scale drainage rate estimates for six Oklahoma aquifers. Aquifer-scale median soil-moisture-based drainage rates fall within the range of previous recharge estimates, with the exception of the Arkansas River alluvial aquifer, which has only one prior recharge estimate. Although only one other study has estimated recharge for the Arkansas River alluvial aquifer, the soil-moisture-based drainage estimate is within 30% of the estimated recharge rate found by that study. These results provide strong evidence that drainage estimates from a large-scale soil moisture monitoring network can be indicative of potential recharge rates at the spatial scales of an individual aquifer and an entire state. 
HYDRUS-1D Calibration Results
Optimized soil hydraulic properties varied from the initial estimates in most cases and are shown in Table 4 . Optimized K s values were lower than the initial estimates for 7 out of the 12 calibrated layers, while optimized q s values were higher in all but two cases. Optimized a values were lower than initial estimates at every site and depth except for Tipton, where the a and n values did not change during calibration. Optimized parameter values were limited in several instances by the upper or lower limits specified prior to optimization (e.g., all Goodwell q s values and the Goodwell 25-cm L value). This same non-ideal behavior has been reported in prior studies and probably indicates some unresolved problems in the model structure or parameterization (Ries et al., 2015; Wang et al., 2016) . Some of the deficiencies in the optimized parameters may result from using daily average matric potential data in the objective function, meaning that any changes in matric potential throughout the day were not captured. This would have the most impact at sites with high sand contents, where rain events may lead to large changes during the day being "smoothed over" because of the use of mean daily matric potential data. Additionally, optimized parameters may not be physically meaningful because of model simplifications, such as a four-layer soil profile, and because of possible non-uniqueness issues.
Matric potential values estimated during the HYDRUS-1D calibration period (2006) (2007) agreed reasonably well with the measured matric potentials at the four focus sites (Fig. 4 ). There were, however, extended periods during 2007, a year with unusually high precipitation, when the simulated matric potential at 25 and 60 cm was well below the measured matric potential for the Tipton site. The root mean square error (RMSE) values ranged from 88 to 329 kPa and generally were larger at the 60-cm depth than at the 5-cm depth, suggesting that the ability of the calibrated model to match the data decreased as depth increased (Table 5) . Mean RMSEs at the 5-, 25-, and 60-cm depths were 184, 182, and 268 kPa, respectively.
The goodness of fit of simulated matric potentials can also be evaluated using the ratio of the RMSE to the standard deviation of the observed matric potentials. The value of this ratio, called the RMSE-observations standard deviation ratio (RSR) by Moriasi et al. (2007) , can range from zero for a perfect model (RMSE = 0) to a large positive value. Moriasi et al. (2007) gave a list of performance ratings that categorize model outputs based on this RSR statistic, where 0.00 £ RSR £ 0.50 indicates a very good model fit, 0.50 < RSR £ 0.60 indicates a good model fit, 0.60 < RSR £ 0.70 indicates a satisfactory model fit, and RSR > 0.70 indicates an unsatisfactory fit. The given RSR ranges are for simulations modeled at a monthly time step, and Moriasi et al. (2007) noted that using smaller model time steps would widen the acceptable ranges. The RSR values were calculated for matric potential data during the calibration period, and only two of the sites and depths were rated satisfactory or better based on the RSR ranges listed by Moriasi et al. (2007) (Table 5 ). The relatively poor RSR values during the calibration reflect the difficulty of accurately simulating the matric Table 4 . Optimized soil hydraulic parameters for the four focus sites at which drainage was modeled using HYDRUS-1D, including the residual volumetric water content q r , the volumetric water content at saturation q s , the shape parameters a and n, the saturated hydraulic conductivity K s , and an empirical coefficient related to the pore connectivity L. Dugan and Peckenpaugh (1985) , Imes (1989) , and Imes and Emmett (1994) . ‡ Oklahoma Water Resources Board (2012) . § Pettyjohn and Miller (1982) , Mashburn et al. (2014) , Parkhurst et al. (1996) , and Oklahoma Water Resources Board (2011). ¶ Becker and Runkle (1998), Tanaka and Davis (1963) , Pettyjohn et al. (1983) , and Oklahoma Water Resources Board (2012). # Oklahoma Water Resources Board (2012), Hart and Davis (1981) , and Morton (1992) . † † Luckey and Becker (1999) , Hart et al. (1976) , Morton (1980) , and Oklahoma Water Resources Board (2012).
potential, which can vary by orders of magnitude, in heterogeneous soil profiles with dynamic meteorological forcing.
The Nash-Sutcliffe efficiency (NSE; Nash and Sutcliffe, 1970) values for estimated vs. measured matric potential during the calibration period ranged from 0.581 to 0.685 (Table 5 ). This range of NSE values is favorable when compared with the range from −1.44 to 0.711 that was obtained when HYDRUS-1D was calibrated using 3 yr of soil moisture data from monitoring sites in Nebraska (Wang et al., 2016) . The negative NSE values found by Wang et al. (2016) indicate that using a constant value of the mean of the matric potential for that particular site and depth would provide a more accurate representation of the temporal dynamics than their calibrated model. There was a tendency for lower NSE values at 60 cm than at 5 cm, again suggesting that model accuracy decreases with depth. During the calibration period, mean bias in HYDRUS-1D estimated matric potential for each site-depth combination ranged from −277 kPa to +169 kPa (Table 5 ). The overall mean bias across sites for this period was −50 kPa. All but two sites and depths had a negative mean bias, meaning that conditions simulated by the model were drier than measured conditions overall, although there were times when the model predicted conditions much wetter than measured ( Fig. 4c and 4d ).
One interesting pattern discernible in the measured matric potentials during the calibration period at Miami and Wister was the occurrence of prolonged periods of wetness during the fall and winter months with matric potentials around −10 kPa, near the upper measurement limit of the sensors (Fig. 4b and 4d ). These wet periods end each spring due to the onset of the growing season and subsequent increases in plant water uptake. We hypothesize that these prolonged periods near saturation are partly caused by restriction of downward water movement due to the high clay contents ( > 60%) at the 60-cm depth at both sites (Table 1) . These high clay contents at depth could greatly reduce the rate of water leaving the soil profile, producing the prolonged periods of high measured matric potential values. Ries et al. (2015) showed somewhat similar patterns at a depth of 80 cm after rainfall events, with water contents near saturation (albeit for shorter durations) occurring in that case due to a restriction of water flow by underlying shallow bedrock. These times of near saturation could potentially lead to errors in the estimated drainage rates if the heat dissipation sensors' upper measurement limit of −8.5 kPa is exceeded (Illston et al., 2008) or if the hydraulic gradient becomes substantially less than the assumed unit gradient.
Comparison of HYDRUS-1D and Soil Moisture-Based Drainage Rates
Agreement between simulated and measured matric potential was in most cases slightly poorer during the validation simulations (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) than during calibration, with RMSE values ranging from 72 to 426 kPa (Table 5 ). The RSR values during this time ranged from 0.54 to 1.89, with agreement for 8 of the 12 layers classified as unsatisfactory (RSR > 0.70) according to the categories defined by Moriasi et al. (2007) . However, the categories of Moriasi et al. (2007) are for simulations using a monthly time step, and they noted that a less strict performance rating is warranted for smaller time steps. The NSE values were slightly lower during the validation simulations than they were during calibration years, ranging from 0.47 to 0.59.
The validation period NSE values were generally better than the values ranging from −16.9 to 0.754 observed by Wang et al. (2016) , who calibrated HYDRUS-1D using 3 yr of soil water content data. The bias in simulated matric potential during the validation simulations was negative at all but four sites and depths. The mean bias at 60 cm during the validation period was −93 kPa. This general trend of HYDRUS-1D to underestimate matric potential at 60 cm is shown in Fig. 4 for all but the Wister site. The simulated matric potential at the Wister site displayed a positive bias at every depth. As a whole, the statistics for the validation period indicate that our simulations have accuracy comparable to those in the most similar recent study (Wang et al., 2016) but still explain <60% of the variance in the measured matric potential. Thus, significant uncertainty remains regarding the accuracy of the simulated drainage rates.
Drainage estimates for the calibration period from the soilmoisture-based method and from HYDRUS-1D are shown in Fig. 5 . While there was a general correspondence between the methods in the timing of the largest drainage events, the magnitudes of HYDRUS-1D drainage peaks were larger than those of the soil-moisture-based method, especially at the Wister site, where HYDRUS-1D drainage estimates often exceeded soil-moisture-based drainage rates by ?30 mm d −1 . This discrepancy was probably due to the unrealistically high value (62 mm d −1 ) of the optimized K s for the 60-cm soil layer at Wister, which has a clay content of 74%. Additionally, HYDRUS-1D drainage estimates indicated times of upward flow that were not captured by the soilmoisture-based method.
Mean annual drainage rates at 60 cm resulting from HYDRUS-1D simulations for 1998 to 2014 ranged from 6 mm yr −1 at Goodwell to 301 mm yr −1 at Wister (Table 6 ). Differences between soilmoisture-based and HYDRUS-1D mean annual drainage rates for the validation period ranged from −239 mm yr −1 at Wister to 158 mm yr −1 at Miami. For the two sites with annual precipitation <1000 mm, Tipton and Goodwell, the soil-moisture-based and HYDRUS-1D-estimated mean annual drainage rates agreed to within 10 mm. Plotting annual drainage rate estimates vs. annual precipitation also revealed similar relationships for both the soil-moisture-based method and HYDRUS-1D estimates at Goodwell and Tipton ( Fig. 6a and 6c ). This is evidence that both the soil-moisture-based method and the calibrated HYDRUS-1D model provide reliable drainage estimates at the 60-cm depth at these sites with annual precipitation <1000 mm. However, the annual soil-moisture-based drainage rates were consistently higher than the HYDRUS-1D estimates across all precipitation levels at Miami and lower at Wister (Fig. 6b and 6d ). It is not immediately clear how much of the discrepancy to attribute to errors in the soilmoisture-based drainage estimates and how much to attribute to errors in the simulated drainage.
At Miami, where the soil-moisture-based mean annual drainage rate is 158 mm yr −1 greater than the HYDRUS-1D estimate, the HYDRUS-1D estimates may be somewhat more reliable. The most recent groundwater modeling study encompassing this region, Czarnecki et al. (2009) , reviewed prior recharge estimates from the literature and calibrated a groundwater flow model by adjusting the recharge rates, resulting in a mean annual recharge Table 5 . Root mean square error (RMSE), RMSE-observations standard deviation ratio (RSR), Nash-Sutcliffe efficiency (NSE), and bias for measured vs. simulated matric potential for the HYDRUS-1D calibration (2006) (2007) and validation (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) of 46 mm yr −1 for the area encompassing the Miami site. This is consistent with the 59 mm yr −1 drainage rate at the 60-cm depth estimated by HYDRUS-1D. The preexisting groundwater recharge map based on the base-flow separation method (Fig. 3) (Beven and Germann, 2013; Vereecken et al., 2016) . On the other hand, the preexisting groundwater recharge map based on the base-flow separation method (Fig. 3) puts the estimated recharge at Wister between 203 and 254 mm yr −1 , between the soil-moisture-based and HYDRUS-1D drainage estimates but closer to the HYDRUS-1D estimates. As a whole, the simulation results at both Miami and Wister suggest increased uncertainty in drainage rates when applying the soil-moisture-based drainage estimation method at sites with >1000 mm yr −1 annual precipitation.
The unit-gradient assumption applied in the soil-moisture-based drainage estimates has been evaluated previously and has been shown to be an adequate approximation for some but not all situations p. 12 of 15 (Chong et al., 1981; Libardi et al., 1980; Sisson, 1987) . Using HYDRUS-1D, we were able to simulate the matric potential profile for the focus sites. The matric potential profiles associated with the top 1% of simulated drainage rates at 60 cm for Goodwell are shown in Fig. 7 . For these model time steps, at the 60-cm depth there was a substantial matric potential gradient, which was not dissipated until near 100 cm. The depth at which the unit-gradient condition is approached is probably dependent on the specified rooting depth and distribution. These matric potential profiles indicate that the unit gradient assumption was clearly violated during times of maximum drainage at the 60-cm depth. Still, the soil-moisture-based drainage estimate for the site was within 4 mm yr −1 of the HYDRUS-1D simulated value, so the soil-moisture-based method may not be overly sensitive to violations of the unit-gradient assumption.
Overall, the results of the HYDRUS-1D simulations provided further evidence for the reliability of the soil-moisture-based drainage estimates at the two drier sites, Tipton and Goodwell, while indicating potentially large errors in the soil-moisture-based drainage estimates at wetter sites. At the two simulated sites with annual precipitation >1000 mm, the discrepancy between soil-moisturebased drainage estimates and HYDRUS-1D modeled drainages rates was >150 mm yr −1 . The saturated hydraulic conductivity estimates from the underlying Rosetta pedotransfer function have an uncertainty of approximately one order of magnitude (Schaap et al., 2001) , so a relatively large uncertainty in mean annual drainage for wet sites is perhaps to be expected.
Limitations and Advantages of the Soil Moisture-Based Drainage Estimation Method
Some limitations of the soil-moisture-based drainage estimation method include a lack of data in places where shallow bedrock prevents sensor installation, such as in the southeastern part of Oklahoma. Quality control of the drainage estimates can also be challenging if data from a large number of sites are being processed. In this study, a simple box plot approach was used to identify sites that were outliers and remove them from the analysis. Understanding the cause of these outliers would probably require more careful examination of the sensor performance and estimated soil hydraulic properties, as well as site visits to evaluate possible confounding local factors such as site disturbance and site topography. Additionally, the soil-moisture-based drainage estimation method is prone to overestimating potential groundwater recharge if substantial root water uptake occurs below the 60-cm depth or if there is a shallow groundwater table resulting in less than unit-gradient conditions in the field. Soil moisture measurements at a deeper depth would generally be preferable for estimating drainage, as would collocated measurements of water table depth. Finally, the heat dissipation sensors used in this study are not ideal for use in estimating drainage because they have limited sensitivity under near-saturated conditions. The manufacturer specifies −10 kPa as the upper measurement limit for matric potential, although the Oklahoma Mesonet calibration procedures result in a slightly higher upper limit of −8.5 kPa. Sensors using other measurement principles might be better suited to detect small changes in soil moisture near saturation, leading to improved drainage estimates for wet sites.
Despite these limitations, the benefits of estimating drainage and potential groundwater recharge using data from in situ soil moisture monitoring networks are substantial. First, soil-moisture-based drainage estimates from networks like the Oklahoma Mesonet can incorporate increasingly long-term soil moisture data, 17 yr in this study. In contrast, many groundwater studies are based on field data collected over periods of just a few years, which may be less likely to show the effects of extreme climatic events. Second, soil-moisture-based drainage estimates can be updated simply, frequently, and automatically with minimal recurring cost as long as the soil moisture monitoring system is intact. Other methods for estimating recharge typically cannot be readily updated without a substantial investment of time and money. Third, the relatively large number of measurement sites available within a monitoring network like the Oklahoma Mesonet can provide valuable information on the spatial distribution of potential groundwater recharge across an entire region.
Conclusion
The results of this study reinforce the insight of Black et al. (1969) , who wrote "…it is a characteristic of the unsaturated flow equation that fluxes into and out of a system may be estimated with surprising precision using very gross approximations…".
Soil-moisture-based drainage estimates can be made by applying a simple unit-gradient assumption to daily soil moisture data from long-term in situ monitoring stations. The primary weaknesses of this approach in the present study were: (i) the relatively shallow measurement depth used, i.e., 60 cm; and (ii) the increased uncertainty in the drainage estimates for wetter sites. It appears likely that the unit-gradient assumption is often violated at 60 cm and that some root water uptake occurs beneath that depth. It also appears that uncertainty in saturated hydraulic conductivity values and the limited wet-end sensitivity of the heat dissipation sensors used here increase the uncertainty of the drainage estimates for wet sites. Despite these weaknesses, our results provide evidence that in many cases the drainage rates at 60 cm are estimated with reasonable accuracy and that these drainage rates are indicative of potential groundwater recharge rates. Spatial patterns of the estimated drainage rates tended to follow the state's precipitation gradient, decreasing from east to west. Additionally, median aquifer-scale drainage rates compare well with previous estimates of recharge in all available cases. The map of mean annual drainage rates across the state of Oklahoma, as well as yearly drainage maps and other maps related to soil moisture conditions in Oklahoma, are available at http://soilmoisture.okstate.edu under the Projects tab. Future research should apply, evaluate, and refine the method proposed here using data from other large-scale soil moisture monitoring networks around the world. Doing so is likely to produce new information about potential groundwater recharge rates that will be valuable for advancing hydrologic understanding, with the ultimate goal of improving management of groundwater resources-resources that are increasingly critical for societies worldwide. 
