Abstract. Given n ∈ N * , a compact Riemannian manifold M and a Sobolev map u ∈ W n/(n+1),n+1 (S n ; M ), we construct a map U in the Sobolev-Marcinkiewicz (or Lorentz-Sobolev) space W 1,(n+1,∞) (B n+1 ; M ) such that u = U in the sense of traces on S n = ∂B n+1 and whose derivative is controlled: for every λ > 0,
1. Introduction
Traces of Sobolev maps.
For any p ∈ (1, ∞), the classical Sobolev trace theory states that a function u : S n → R m is the trace of a function U ∈ W 1,p (B n+1 ; R m ) if and only if u ∈ W 1−1/p,p (S n ; R m ), [9, §18] , where, for s ∈ (0, 1), the fractional Sobolev space W s,p (S n ; R m ) is the set of functions u ∈ L p (S n ; R m ) whose Gagliardo seminorm is finite: The corresponding problem when the Euclidean space R m is replaced by a compact Riemannian manifold M , which is without loss of generality embedded into R ν by the classical Nash embedding theorem [16] , is more delicate. When p > n + 1, the maps u ∈ W 1−1/p,p (S n ; M ) are continuous. The maps u : S n → M that are the trace of a function U ∈ W 1,p (B n+1 ; M ) are then the maps u ∈ W 1−1/p,p (S n ; M ) which are homotopic to a constant. In particular, if π n (M ) = {0}, that is, the n-th homotopy group of M is trivial, then every map in W 1−1/p,p (S n ; M ) is the trace of a map in W 1,p (B n+1 ; M ) [4, theorem 1] . When p = n + 1, a similar conclusion can be drawn by working with maps of vanishing mean oscillation instead of continuous maps [4] (following an idea of [19] ). When p < n+1 and M is simply connected, then each map in W 1−1/p,p (S n ; M ) is the trace of a map in W 1,p (B n+1 ; M ) if and only if M is p − 1 -simply connected: for every j ∈ N * such that j ≤ p − 1, π (M ) {0} [3, theorem 1.1; 11, theorem 6.2] (see also [12] ). Many things are also known when M is not simply connected [3] .
Controlled extension.
In the case M = R m , the extension map u → U can be taken to be linear -by taking for example the harmonic extension of u to the ball B n -and then the Gagliardo seminorm of u controls linearly the Sobolev seminorm of its extension U :
(1) A natural question is whether each map in W 1−1/p,p (S n ; M ) has an extension that is controlled in W 1,p (B n+1 ; M ). When p < n + 1 and M is p − 1 -simply connected, the construction of the extension by Hardt and Lin [11, theorem 6.2] yields as a byproduct an estimate of the form (1) . When p > n+1, by a compactness argument(see [18, proposition 2.8] and §7 below), there is a function γ : [0, ∞) → [0, ∞) such that if u ∈ W 1−1/p,p (S n ; M ) is homotopic to a constant, then there exists U ∈ W 1,p (B n+1 ; M ) whose trace on S n is u and such that The norm of the extension is controlled, but not linearly. This result does not extend to the critical case p = n + 1 when M = S n , due to the existence of a sequence of smooth maps homotopic to a constant that is bounded in W n/(n+1),n+1 (S n ; S n ) and that converges almost everywhere to a smooth map which is not homotopic to constant [18, proposition 2.8] .
The first author and Rivière [18] have proposed to control the derivative in the weak L n+1 or Marcinkiewicz space L n+1,∞ (B n+1 ), whose quasinorm is defined for f :
and thus to construct the extension in the Sobolev-Marcinkiewicz space
which is the smallest space in the Lorentz-Sobolev space scale in which radial extensions of maps inside the ball are contained. When n ∈ {1, 2, 3}, they have proved that there exists a function γ : [0, ∞) → [0, ∞) such that for each u ∈ W 1,n (S n ; S n ), there exists U ∈ W 1,(n+1,∞) (B n+1 ; S n ) whose trace is u and such that for every λ > 0
In dimension n = 2, their proof relies on a Hopf lift of the map u; when n = 3 they use the group structure in the target manifold S 3 = SU (2) . Their proof depends thus strongly on the dimensions and relies on the structure of the target manifold.
In the present work, we obtain the following controlled extension.
; M ) such that u = U in the sense of traces and for every λ > 0,
the analytic level. The price to pay for this generality is that the function γ is an exponential of an exponential. Theorem 1 can be restated without relying on traces by stating that any smooth map can be approximated by smooth map except at finitely many points whose classical derivative satisfies the weak-type estimate. In one direction this comes from the approximation of a map W n/(n+1),n+1 (S n ; M ) by smooth maps from S n to M -essentially because the maps have vanishing mean oscillation, otherwise the density of smooth maps depends on the topology of M [6] . Conversely, a smooth map can be obtained from as a byproduct of our construction (remark 6.1).
If, up to a bilipschitz deformation of the ambient space R ν , M is a Lipschitz retract of its convex hull then the situation becomes much simpler. An extension with a linear seminorm estimate can be obtained by projection (see remark 4.1). The main difficulty is thus created by the nontrivial topology of M .
Since both quantities
|y − z| 2n dy dz and
are invariant under composition of u and U with Möbius transformations of the ball B n+1 , that is, isometries of the hyperbolic space H n+1 in the Poincaré ball model (see §2), we perform our construction in the Poincaré ball model of the hyperbolic space H n+1 and we begin by taking Hu : H n+1 → R ν to be the hyperharmonic extension of u, that is the harmonic extension with respect to the hyperbolic metric [1, chapter V] ( §3). This extension is compatible with the action of the Möbius group. The Möbius group was already used for n = 3 and M = S 3 [18, §4C] . In general, the map Hu does not take its values in the manifold M , but rather just in its convex hull in R ν . However it is well known that Hu takes values close to M in a neighborhood of the sphere S n . In order to obtain a controlled extension far from the boundary, we prove a new estimate on the proportion of hyperbolic spheres whose image is not close to the manifold M (proposition 4.2): for every R ∈ (0, 1), one has
We construct then the map U by performing radial extensions from spheres whose image is close to the manifold M (see §5) along a suitable covering by balls, projecting the resulting map back to M and transferring the estimates from the hyperbolic space H n+1 back to the Euclidean ball B n+1 ( §6). This strategy of smoothing on a part of the domain and performing radial extensions on another part of the domain goes back to the approximation of Sobolev maps by smooth maps by Bethuel [2] .
The proof of theorem is robust enough to go through when M is a general subset of R ν which has a Lipschitz retraction from a uniform neighborhood to itself, (see remark 6.2).
As explained above, theorem 1 gives the estimate (2) by classical Sobolev embedding theorems. In §7, we also show how our construction works when one is only interested in the estimate (2).
Hyperbolic geometry and Möbius invariance
Our construction of the extension will be simplified considerably by the observation that the integral
is conformally invariant, that is, the quantity remains invariant if the canonical Euclidean metric on the ball B n+1 is replaced by a metric which pointwise is a scalar multiple of it.
In order to work with a richer group of isometries, we shall use the metric g H n+1 of the classical Poincaré ball model of the hyperbolic space
The associated hyperbolic distance d H n+1 between two points x, y ∈ B n+1 can be computed explicitly by
while the associated measure µ H n+1 is given for any Lebesgue measurable set
In particular, it follows that for each
, which was already a consequence of the conformal invariance mentioned above.
The isometries of the hyperbolic space correspond to the group of Möbius transformations of R n+1 that preserve the unit ball B n+1 , or, equivalently, the unit sphere S n . This Möbius group of conformal transformations that keep the ball invariant can be described as [1, §2.6] .
This group is isomorphic to the one obtained by restricting its elements T defined as above to the unit sphere S n . On the sphere this becomes
Geometrically, T a is the the hyperbolic translation that maps the point a to the point 0 along the line passing through both points.
For every T a ∈ M(S n ), T a is differentiable and for each x ∈ S n and v ∈ R n+1 , we have [1, I, (30) and (34)
In general for T ∈ M(B n+1 ), we have
It can be also observed that [1, I, (32)]
In view of the definition of the Möbius group M(B n+1 ), for every T ∈ B n+1 ,
In particular, for every p ∈ (0, ∞) and any measurable function u :
that is, the Gagliardo fractional seminorm on S n induced by the Euclidean distance on R n+1 is also invariant under the Möbius group. We close this section by warning the reader that the Sobolev-Marcinkiewicz quasinorm appearing in the conclusion of theorem 1 is not conformally invariant. In fact, the quantities
are not related to each other by any inequality. We shall overcome this difficulty in the proof of theorem 1 by showing that these quantities control each other on hyperbolic balls of controlled radius (see (42)).
Hyperharmonic extension
Given u ∈ L 1 (S n ; R ν ), we define its hyperharmonic extension Hu :
where the Möbius transformation T x was defined in (5) and its Jacobian determinant was computed with (6) [1, (27) ].
When n = 1, Hu is also the harmonic extension of u (the kernel coincides with the Poisson kernel); whereas when n = 3, Hu is biharmonic in B n+1 and its normal derivative vanishes on the boundary [17; 20, VIII.9.2].
If u = 1, we obtain from (11) the integral identity
Lemma 3.1 (Möbius covariance of the hyperharmonic extension). If
Proof. For x ∈ B n+1 , we have in view of the definition (11)
We observe that
) preserves the point 0. Hence
x ∈ O(n + 1) and thus, by a change of variable on the sphere S n we conclude from (13) that
Proposition 3.2 (Analytic properties of the hyperharmonic extension). Let
) and
where the constant C only depends on the dimension n;
This proposition is classical (see for example [21, proposition V.7']). Part (ii) is a nontangential convergence result. We prove it in this special case to show how the Möbius covariance simplifies some parts of the argument.
Proof of proposition 3.2. We have for every
and it follows thus that
Next, by Möbius covariance and since |·| H n+1 = |·| at the origin, we have
By integration over H n+1 , this gives using (3)
We observe that, by a change of variable x = T (x), in view of the identities (7) and (9) B n+1
Since we can choose a Möbius transformation T ∈ M(B n+1 ) such that the points T (y) and T (z) are antipodal, it follows that the integral does not depend on y and z, and the required estimate of part (i) follows.
To prove part (ii), we first note that for each x ∈ H n+1 and y ∈ S n ,
and therefore by Jensen's inequality
and z ∈ S n \ {y}, then 1 − |x| ≤ |z − x| and |x − y| ≤ α|z − x|. This gives the following:
and given the finiteness hypothesis of part (ii), the conclusion follows from Lebesgue's dominated convergence theorem.
Good and bad points
Given a map u : S n → M ⊂ R ν , we cannot expect that the hyperharmonic extension Hu satisfies Hu(H n+1 ) ⊂ M . Since the manifold M is compact, the nearest point projection π M is well-defined and smooth in a neighborhood of radius ι around M . We would like to choose as an extension π M • H(u). This will work when the original map u does not oscillate too much -for example if |u| W n/(n+1),n+1 is small enough -but shall not do it in the general case.
We shall consider that a given point x ∈ H n+1 is good for the map
Other points in H n+1 are bad points. We study in this section the structure of the good and bad sets.
4.1.
Compactness of the bad set. We begin by showing that for every u ∈ W n n+1 ,n+1 (S n ; R ν ), the bad set of Hu remains away from the boundary sphere S n .
Lemma 4.1 (Compactness of the bad set
This lemma is the consequence of the fact that the map Hu is essentially an extension by convolution of the map u, which has vanishing mean oscillation (VMO) (see [7, (7)]).
Since the set of bad points
is a closed subset of the hyperbolic space H n+1 (by continuity of the function Hu in the open ball B n+1 ), lemma 4.1 implies that this bad set is compact.
Proof of lemma 4.1.
, in view of (12), the definition of the hyperharmonic extension (11) and Jensen's inequality, we have
We observe that, if |x − y| ≤ |x − z|, by the triangle inequality
Since the above left-hand side and the right-hand side are invariant under permutation of y and z, we have for every
The assertion (i) follows then from the inequalities (14) and (15) . In order to prove (ii), since the closed unit Euclidean ball B n+1 is compact, it suffices to prove that for every sequence (x k ) k∈N of points in the open ball B n+1 converging to an arbitrary pointx ∈ S n , one has
We note that for every y, z ∈ S n \ {x},
lim
In view of the convergence (17) , of the bound (15) and of the assumption u ∈ W n n+1 ,n+1 (S n ; R ν ), by Lebesgue's dominated convergence we obtain
form which the convergence (16) and (ii) follow.
Remark 4.1. If π M is a Lipschitz retraction from a neighborhood of size ι of M to M and if the Gagliardo seminorm of the map u is small, that is,
where the constant is coming from lemma 4.1 (i), then an extension U can be constructed by setting U = π M • Hu. One has then U ∈ W 1,n+1 (B n+1 ; M ) and the norm of the extension is controlled linearly: Several quantitative estimates on the bad set are already known. First, the measure of the bad set can be bounded by the Hardy inequality:
The W 1,n+1 , or conformal, capacity of the bad set relative to the ball is controlled naturally
this gives a control on the hyperbolic diameter of the connected components of the bad set [15, 
from which an estimate about an average diameter of the bad set follows 
We give a new quantitative estimate on the fraction of the spheres of radius between 0 and ρ which are bad. This estimate will only depend on the parameter ι and on the Gagliardo seminorm |u| 
By the classical Chebyshev inequality, proposition 4.2 implies that the proportion of bad spheres of whose radius is between 0 and ρ is bounded from above by |u|
,n+1 /(ιρ 1/(n+1) ). When the bad set is connected, proposition 4.2 gives an estimate on the hyperbolic diameter of the bad set. Compared to (18) , the radial and spherical coordinates are reversed in the supremum and in the integral in proposition 4.2.
Proof of proposition 4.2. When ρ ≤ 1, the estimate follows from lemma 4.1 (i). We assume thus that ρ ≥ 1.
Since T a (a) = 0 and since T a is a hyperbolic isometry we have T a (∂B
. In view of the covariance of the hyperharmonic extension Hu under such maps T a (see proposition 3.2), we observe that
. By conformal invariance of the Gagliardo fractional seminorm |u| W n/(n+1),n+1 (see (10)), we can thus also assume that a = 0.
By elementary integral inequalities and the definition of the hyperharmonic extension Hu (11), we have successively, for each
By a change of variable, in view of the derivative formula for Möbius transformations (6) we have
and therefore, for each
We observe that for every x ∈ B n+1 and every y, z ∈ S n ,
and that, by the triangle inequality |y − z| ≤ |x − y| + |x − z| ≤ 2 max(|x − y|, |x − z|) .
We have thus
where the function f :
We fix e ∈ S n and we define then the symmetric decreasing rearrangement of f with respect to the first variable to be the function f ∞) ) is a geodesic ball centered at e that has the same measure in S n as f (·, z) −1 ((λ, ∞)). By the classical Hardy-Littlewood rearrangement inequality [8] (see also [13, 
theorem 3.4]), we have, for every
|y − |x|e| |x − z| (|y − |x|e| + |x − z|)
We also define the the symmetric decreasing rearrangement of f * with respect to the second variable to be the function f * * : S n × S n → R such that for each λ > 0 and y ∈ S n , f * * (y, ·) −1 ((λ, ∞)) is a geodesic ball centered at e whose measure in S n is the same as the measure of f * (y, ·) −1 ((λ, ∞)). By the Hardy-Littlewood rearrangement inequality again, we have, for every y ∈ S n ,
S n f * (y, z)
|y − |x|e| |z − |x|e| (|y − |x|e| + |z − |x|e|)
dz .
The combination of the rearrangement inequalities (21) and (22) implies that for every
We now observe that for each y ∈ S n and x ∈ H n+1 B n+1 , , we have by definition of the Poincaré metric and by (24), for every
By the Hölder inequality on (0, R), we have for each y, z ∈ S n ,
By the Hölder inequality on S n × S n we deduce
By the Cavalieri principle and by definition of f , we obtain
The second integral in (25) is bounded by
S n |z−e|≥|y−e| (1 + ρ 
Concentration of singularities
In the previous section, we have established the set of bad points is compact and that the set of good points contains many hyperbolic spheres of controlled radius. We would now like to propagate the good values from the boundary of hyperbolic balls that contain bad points.
Extension on a hyperbolic ball.
Our first tool is an estimate of the radial extension: starting from a map in W 1,n+1 (∂B
, we extend it by homogeneity inside. The exponent is n + 1 critical: this extension is not in the space
because of this singularity at a, but this singularity is however compatible with a Marcinkiewicz weak L n+1 estimate on the derivative.
Lemma 5.1 (Radial extension).
Let n ≥ 1, a ∈ H n+1 , ρ > 0 and π a,ρ be the nearest
(ii) for every λ > 0,
and
The nearest point projection π a,ρ can be described geometrically as follows: starting from a one follows the geodesic passing through x ∈ B The Euclidean counterparts of (ii) and (iii) are
Proof of Lemma 5.1. We first note that the map u • π a,ρ is weakly differentiable in
. In order to prove assertion (i), we shall prove (ii) in order to remove the singularity at a.
Without loss of generality, we assume that a = 0. We set R = tanh 
and thus
For λ > 0, we compute now by integration in spherical coordinates and by (27),
By Fubini's theorem we obtain
For every x ∈ ∂B R (0), we compute, by a change of variable s = r 1−r 2 ,
Therefore, by inserting the latest estimate (29) into (28), we reach the inequality
and the inequality (ii) is proved. Since n ≥ 1, this implies that
R (0)), and since points are removable for weakly differentiable maps starting from dimension 2 (see [14, theorem 1.1.18]), u • π a,ρ is weakly differentiable on the whole B n+1 R (0), proving (i).
We finally prove (iii).
Remark 5.1. Lemma 5.1 allows to construct directly an extension in the space
. However the estimate satisfied by the map U is
for every λ > 0, where the radiusρ coming from lemma 4.1 depends unfortunately on the modulus of integrability of the integrand of the Gagliardo seminorm.
Iterating radial extensions.
The idea to construct the extension is to apply the radial extension of lemma 5.1 on good spheres given by lemma 7.1. In practice, this is more delicate. Indeed, good spheres may overlap and the radial lemma 5.1 cannot then be applied on overlapping balls simultaneously. We shall apply thus lemma 5.1 sequentially. A new problem arises, namely after lemma 5.1 has been applied at least once, the resulting map is not anymore in the Sobolev space
The next proposition applies lemma 5.1 in such a way as to avoid a given set of singularities.
Proposition 5.2 (Iterating radial extensions). Let
and r ∈ (ρ, 2ρ) : 
As illustrated on figure 1 , the new map V coincides with the map U inside B H n+1 2ρ (a), and out of the preexisting singularities S of u, those in S \ R are erased, whereas those in R are preserved (ii). Moreover the map V has by (iv) a larger good set in which it takes values in N than U , at the price of a singularity created at the point a, controlled in the critical Sobolev-Marcinkiewicz space (v). The Sobolev norm is controlled away from the new set of singularities R ∪ {a} (vi).
Proof of proposition 5.2. We define the subset of real numbers
so that, since the balls in the collection are disjoint,
σ+ρ/2 (a) , from which the desired estimate follows since for each τ ∈ (0, ∞),
We have now all the tools to prove the main result of the present work.
Proof of theorem 1. Let u ∈ W n/(n+1),n+1 (S n ; M ).
Step 1. Hyperharmonic extension. Let Hu be given by the hyperharmonic extension (see (11)). By proposition 3.2, Hu ∈ W 1,n+1 (B n+1 ; R ν ) admits u as a trace on ∂B n+1 .
Step 2. Choosing a scale with many good radii. Since the manifold M is embedded as a compact subset of R ν , there exists ι > 0 and a Lipschitz retraction π M : N → M , where
By the classical Chebyshev inequality and the good radii estimate (proposition 4.2), we have r ∈ (0, 2ρ) :
We take
so that, for every a ∈ H n , (34) r ∈ (ρ, 2ρ) :
Step 3. Fixing a good covering. By lemma 4.1 (ii), there exists a hyperbolic ball B
Let A ⊂ H n+1 be the collection of centers of balls given lemma 6.1 and letS = A ∩ B Step 4. Improving the function iteratively on balls. 
By proposition 5.2 (iv) and by our induction assumption (a), we have
so that (a) holds for q + 1.
For each a ∈S q+1 , we have by proposition 5.
and therefore, by the induction assumption (c)
On the other hand, by proposition 5.2 (iii) for every b ∈ S q+1 \S q+1 , we have
.
It follows thus by the induction assumption (b) that
The assertion (b) for q + 1 follows now from (38) and (39). Similarly, for each a ∈S q+1 , by proposition 5.2 (vi), we have
(a) and by proposition 5.2 (i)
The estimates (40) and (39) together with our induction assumption (c) imply that (c) holds for q + 1. Finally, since the setS q is finite, the maps U q+1 and U q coincide outside a compact subset of H n+1 , and thus share the same trace on S n . from which it follows by (33) and (45) that
for some constant C > 0.
Remark 6.1. In general the map U which is constructed is continuous in B n \S, where the setS constructed in the proof of theorem 1 is finite. By a standard additional regularization argument it is possible to take U to be smooth in B n \S. If moreover u ∈ C ∞ (S n ; M ), then U can be taken to be smooth on B n+1 \S.
Remark 6.2. The proof of theorem 1 only requires from M that there is a Lipschitz retraction from a uniform neighborhood N of the set M to M . In particular, theorem 1 holds thus for compact singular spaces studied in [10] .
Extension with constant regularity
As a consequence of theorem 1 and of the Sobolev embedding
, we have the following generalization of the controlled critical extension result of [18] :
; M ) such that we have u = U in the sense of traces on S n and for every λ > 0,
Theorem 2 can also be proved directly, following the lines of the proof of theorem 1 in §6 above. The analytic properties of the hyperharmonic extension of proposition 3.2 can be proved directly with a W 1,n bound. We give here a direct proof of the counterpart of proposition 4.2 for W 1,n (S n ; R ν ), which has a somewhat shorter proof. Proposition 7.1. There exists C > 0 depending only on the dimension such that for every ρ > 0 and for every a ∈ H we have
Proof. As in the proof of proposition 4.2, we assume without loss of generality that a = 0 and we set R = tanh ρ 2 . By (19) and by the Poincaré inequality on W 1,1 (S n ; R ν ), this implies that for each x ∈ B n+1 , dist Hu(x), u(S n )
By the chain rule and a change of variable in the integral, in view of (6), we obtain Hence, by the classical Hölder inequality,
in view of the Cavalieri principle for the rearrangement. The conclusion follows.
High integrability case
In this section we explain how a controlled extension can be obtained in W 1,p . and u is homotopic to a constant map , is a compact subset of C(S n ; M ) with respect to the uniform distance. There exists ι > 0 such that a Lipschitz retraction π M : N → M is well-defined on N = y ∈ R ν : dist(y, M ) < ι .
Since C ∞ (S n ; M ) is dense in C(C n ; M ) and since B θ is compact with respect to the uniform metric, there exists maps u 1 , . . . , u Q ∈ C ∞ (S n ; M ) such that for every u ∈ B θ , there exists q ∈ {1, . . . , Q} such that u − u q L ∞ < ι. Since maps in B θ are homotopic to a constant, we can assume without loss of generality that u 1 , . . . , u Q are homotopic to a constant. (A map that would not be homotopic to a constant would not satisfy u − u q L ∞ < ι for any u ∈ B θ .) We let U 1 , . . . , U Q ∈ C ∞ (B n+1 ; M ) be smooth extensions of u 1 , . . . , u Q such that U q (x) = u q (x/|x|) if |x| ≥ 1/2.
We fix now u ∈ B θ and let q be given above. We take Hu to be given by a smooth mollification at the scale of the distance to the boundary, given for example by (11) . By the Morrey-Sobolev embedding, we have dist(Hu(x), u(x/|x|)) ≤ C 1 θ
We choose ρ ∈ (1/2, 1) such that
we define the function η : B n+1 → R for x ∈ B n+1 by η(x) = ((1 − |x|)/(1 − ρ)) + and we set U = ηHu + (1 − η) 
