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ASYMPTOTICS OF CERTAIN FAMILIES OF HIGGS BUNDLES IN THE HITCHIN
COMPONENT
BRIAN COLLIER AND QIONGLING LI
Abstract. Using Hitchin’s parameterization of the Hitchin-Teichmu¨ller component of the SL(n,R) repre-
sentation variety, we study the asymptotics of certain families of representations. In fact, for certain Higgs
bundles in the SL(n,R)-Hitchin component, we study the asymptotics of the Hermitian metric solving the
Hitchin equations. This analysis is used to estimate the asymptotics of the corresponding family of flat
connections as we scale the differentials by a real parameter. We consider Higgs fields that have only one
holomorphic differential qn of degree n or qn−1 of degree (n − 1). The asymptotics of the corresponding
parallel transport operator is calculated, and used to prove a special case of a conjecture of Katzarkov,
Knoll, Pandit and Simpson [KNPS13] on the Hitchin WKB problem.
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1. Introduction
For a closed, connected, oriented surface S of genus g ≥ 2, consider the space of group homomorphisms
ρ : π1(S)→G from the fundamental group π1(S) to a reductive Lie group G. Through the nonabelian Hodge
correspondence [Hit87, Sim92], the representation variety
R(π1, G) := Hom(π1(S), G)//G ∼= MHiggs(G)
is diffeomorphic to the moduli space of semistable G-Higgs bundles.
Some representations are of particular geometric interest; for G = PSL(2,R), there are two isomorphic
connected components of R(π1, PSL(2,R)) that are open cells of complex dimension 3(g− 1). The represen-
tations in these components are called Fuchsian, and both components can be identified with Teichmu¨ller
space [Gol88]. The unique irreducible representation PSL(2,R) →֒ PSL(n,R), singles out a component of
1
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R(π1, PSL(n,R)), namely the component containing representations which factor through Fuchsian repre-
sentations. Such a construction suggests that these representations are geometrically interesting; however,
it gives no information on the structure of this component.
In [Hit92], Hitchin used Higgs bundles to show that this component of the representation varietyR(π1, PSL(n,R))
is an open cell of complex dimension (n2− 1)(g− 1). This component has since been called the Hitchin com-
ponent or Hitchin-Teichmu¨ller component and will be denoted Hitn(S). Furthermore, if we fix a Riemann
surface structure Σ on S, with canonical bundle K, then Hitn(S) is parameterized by the space
Hitn(S) ∼= H0(Σ,K2)⊕H0(Σ,K3)⊕ · · · ⊕H0(Σ,Kn)
of holomorphic differentials. In this parameterization, the embedded copy of Teichmu¨ller space, i.e. the
representations factoring through PSL(2,R), is realized by setting all but the quadratic differential to zero.
A similar construction holds for any split real form of a complex semisimple Lie group. For the split real
forms Sp(2n,R) and SO(n, n+ 1), the corresponding Hitchin components can be realized as the zero locus
of the differentials of odd degree in Hit2n(S) and Hit2n+1(S) respectively [Gui13].
To introduce the main objects, we now briefly recall the nonabelian Hodge correspondence for SL(n,C).
An SL(n,C)-Higgs bundle is a pair (E, φ), where E→Σ is a rank n holomorphic vector bundle with trivial
determinant bundle and φ is a traceless holomorphic bundle map φ : E→E ⊗K. For a stable Higgs bundle
(E, φ), there is a unique Hermitian metric h on E, with Chern connection Ah, solving the Hitchin equations
FAh + [φ, φ
∗h ] = 0,
where FAh is the curvature of Ah and φ
∗h denotes the the hermitian adjoint. In his foundational paper
[Hit87], Hitchin proved this for n = 2 and later, Simpson [Sim92] proved it for general n.
Such a solution (Ah, φ) gives rise to a flat connection A+ φ+ φ
∗h , and hence defines a map
MHiggs(SL(n,C)) −→ R(π1, SL(n,C))
from the SL(n,C)-Higgs bundle moduli space to the SL(n,C) representation variety. The fact that this map
has an inverse was proven for n = 2 by Donaldson [Don87] and by Corlette [Cor88] in general. Corlette’s
Theorem states that given an irreducible flat SL(n,C) connection, there exists a unique harmonic metric on
the corresponding flat SL(n,C)-bundle. The equations for a harmonic metric and a flat connection can be
viewed as a ‘real’ version of the Hitchin equations.
We will restrict our study to Higgs bundles in Hitn(S); as noted above, such Higgs bundles are parame-
terized by
n⊕
j=2
H0(Σ,Kj). To describe the Hitchin component we first fix a square root K
1
2 of K. The Higgs
bundle associated to (q2, . . . , qn) ∈
n⊕
j=2
H0(Σ,Kj) is
E = K
n−1
2 ⊕K n−32 ⊕ · · · ⊕K−n−32 ⊕K−n−12
and
φ =

0 n−12 q2 q3 . . . qn−1 qn
1 0 n−32 q2 . . . qn−2 qn−1
. . .
. . .
n−3
2 q2 q3
1 0 n−12 q2
1 0

: E −→ E ⊗K.
Such a φ will be denoted by e˜1 + q2e1 + q3e2 + · · · + qnen−1. It can be shown that the flat connections
corresponding to such Higgs bundles have holonomy in SL(n,R).
Given a stable Higgs bundle (E, φ), consider the family of stable Higgs bundles (E, tφ), where t ∈ C∗.
Solving the Hitchin equations yields a family of harmonic metrics ht on E and thus a family of flat connections
∇t with corresponding representations ρt. If Σ˜→Σ is the universal cover, then for any P, P ′ ∈ Σ˜, let TP,P ′(t)
be the parallel transport matrices of the family of flat connections. The family of metrics ht also gives a
corresponding family of ρt equivariant harmonic maps
ft : Σ˜→SL(n,R)/SO(n,R).
In a recent preprint [KNPS13], Katzarkov, Noll, Pandit, and Simpson asked the following question:
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Question 1.1. What is the asymptotic behavior of TP,P ′(t), ρt, and ft as t→∞?
They call this the Hitchin WKB problem. In fact, in [KNPS13] they study the asymptotics of the following
related, but different, family of flat connections. Let E be a fixed holomorphic vector bundle and ∇0 be a flat
holomorphic SL(n,C) connection. Choose a Higgs field φ ∈ H0(Σ, End(E) ⊗K) so that the Higgs bundle
(E, φ) is polystable and not in the nilpotent cone. Consider the family of flat holomorphic connections
∇t = ∇0 + tφ. (1.1)
The asymptotics of this family of flat connections and the corresponding representations ρt is called the
complex or Riemann-Hilbert WKB problem. If we fix a hermitian metric on E, the family of holomorphic
flat connections ∇t gives rise to a family of ρt-equivariant (not harmonic) maps ft : Σ˜→SL(n,C)/SU(n).
Katzarkov et al answer the analog of Question 1.1 for the complex WKB problem (discussed further at the
end of this introduction and in section 8) and conjecture that the same is true for the Hitchin WKB problem.
Note that these two asymptotic families are fundamentally different. For instance, for the complex WKB
problem, the Higgs field is holomorphic with respect to the flat connection, not the (non-flat) Chern
connection ∇A as in the Hitchin WKB problem. Furthermore, there is no PDE to solve in the complex
WKB problem. Since the Hitchin WKB problem involves asymptotically solving the Hitchin equations, it
seems to be a difficult problem.
In this paper we restrict to the following situation
• (E, φ) is in the Hitchin component
• t ∈ R+
• φ = e˜1 + qnen−1 and φ = e˜1 + qn−1en−2.
Instead of tφ, we use tqn and tqn−1, which are equivalent to t
1
nφ and t
1
n−1φ after a gauge transformation.
For the Hitchin component, such asymptotics are related to the compactification of Hitn(S) due to
Parreau [Par12] for general n and Kim [Kim05] for n = 3.When n = 2, the Hitchin component is the classical
Teichmu¨ller space. In [Wol91], Wolf considered rays of the form (Σ, tq2) inside Teichmu¨ller space, and studied
the asymptotics of the associated family of harmonic maps ft : Σ˜→H2. He realized the appropriate limit
of the family ft as a harmonic map into the R-tree dual to the horizontal measured foliation determined
by the holomorphic quadratic differential q2 [Wol95]. This compactification was generalized to the SL(2,C)
character variety in the work of Daskalopoulos, Dostoglou, and Wentworth [DDW00].
For n = 3, the Hitchin component was identified with the space of convex real projective structures on
S by Choi and Goldman [CG93]. Using this identification, Labourie [Lab07] and Loftin [Lof01] indepen-
dently showed that the space of convex real projective structures on S is in bijection with the space of pairs
(Σ, q3) where Σ is a Riemann surface structure on S and q3 is a holomorphic cubic differential on Σ. Away
from zeros of q3, Loftin [Lof07] considered the asymptotic holonomy of the convex real projective structures
corresponding to the ray (Σ, tq3) as t→∞. Recently, Dumas and Wolf [DW14] gave a correspondence be-
tween cubic polynomial differentials and polygons in RP2. As t→∞, such polygons serve as local models for
neighborhoods of the zeros of the cubic differentials.
In [Tau12], Taubes considers sequences of connections on principal PSL(2,C)-bundles over compact two
and three dimensional manifolds. He studies, in detail, the limiting behavior of such sequences as an extension
of Uhlenbeck’s compactness theorem. For PSL(2,C)-Higgs bundles (E, φ) such that det(φ) has simple zeros,
Mazzeo, Swoboda, Weiss, and Witt [MSWW14] have recently given a constructive proof of the existence
and uniqueness of solutions to Hitchin’s equation in a neighborhood of infinity. In particular, they are able
to describe the limiting metric around the zeros of the det(φ).
We now describe our main results.
Theorem 2.10. Let (E, φ) be in the Hitchin component with φ = e˜1 +
∑
j=0 mod k
qjej−1, for some k ≤ n.
Then the harmonic metric solving the Hitchin equation splits as a direct sum metric on E = E1 ⊕ · · · ⊕ Ek
where
Ej = K
n+1−2j
2 ⊕K n+1−2j2 −k ⊕K n+1−2j2 −2k ⊕ · · ·
Note that the dots for the holomorphic bundle Ej go on as long as it makes sense. For instance, when
k = n, there is only one summand for each j. In the restricted setting φ = e˜1+qnen−1 and φ = e˜1+qn−1en−2,
we obtain:
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Corollary 2.11. (Metric Splitting) For k = n and k = n − 1 the Higgs fields are φ = e˜1 + qnen−1 and
φ = e˜1 + qn−1en−2, and the harmonic metric splits as
h1 ⊕ h2 ⊕ · · · ⊕ h−12 ⊕ h−11
on the line bundles
K
n−1
2 ⊕K n−32 ⊕ · · · ⊕K−n−32 ⊕K−n−12 .
For k = n, this was proven by Baraglia [Bar10a, Bar10b], and used to study, amongst other things,
the relation between the Hitchin equations and the affine Toda equations. Higgs fields of the form φ =
e˜1 +
∑
j=0 mod k
qjej−1 are fixed points of an action by the kth roots of unity, this will be crucial in the proof
of Theorem 2.10.
Corollary 2.11 significantly simplifies the Hitchin equations from n2 equations to ⌊n2 ⌋ equations. We
first obtain estimates for the solution metric ht of the Hitchin equations as t→∞ by repeatedly using the
maximum principle and a standard “telescope” trick.
Theorem 3.1. (Metric Asymptotics) For every point p ∈ Σ away from the zeros of qn or qn−1, as t→∞
1. For (Σ, e˜1 + tqnen−1) ∈ Hitn(S), the metric hj(t) on K n+1−2j2 admits the expansion
hj(t) = (t|qn|)−
n+1−2j
n
(
1 +O
(
t−
2
n
))
for all j
2. For (Σ, e˜1 + tqn−1en−2) ∈ Hitn(S), the metric hj(t) on K n+1−2j2 admits the expansion
hj(t) =

(t|qn−1|)−
n+1−2j
n−1
(
1 +O
(
t−
2
n−1
))
for j = 1 and j = n
(2t|qn−1|)−
n+1−2j
n−1
(
1 +O
(
t−
2
n−1
))
for 1 < j < n
Using the asymptotic estimates of the solution metric and error estimates, we integrate the ODE defined
by the flat connection. This yields an estimate of the parallel transport matrices TP,P ′(t) as t→∞. For
(Σ, (0, . . . , 0, tqn)) ∈ Hitn(S), let P ∈ Σ˜ be a point at which qn does not vanish. Choose a neighborhood
U
P
centered at P , with coordinate z, so that qn = dz
n. Any P ′ ∈ U
P
may be written in polar coordinate as
P ′ = Leiθ. Suppose γ(s) is a |qn| 2n−geodesic from P to P ′ parametrized by arc length s.
In section 4, we translate the problem of computing the parallel transport operator along the path γ into
computing Φ(L), where Φ solves the ODE
Φ(0) = I,
dΦ
ds
=
[
t
1
nMn(θ) +R
]
Φ (1.2)
where Mn(θ) =
µ1 . . .
µn
 and R is the error matrix.
With an extra condition on the path, we obtain the entire set of eigenvalues of the parallel transport
operator along the path asymptotically.
Theorem 4.4. (Parallel Transport Asymptotics) Suppose P, P ′ and the path γ(s) are as above. If P ′ has
the property that for every s,
s < d(γ(s)) := min{d(γ(s), z0)| for all zeros z0 of qn},
then there exists a constant unitary matrix S, not depending on the pair (P, P ′), so that as t→∞,
TP,P ′(t) =
(
Id+O
(
t−
1
2n
))
S

e−Lt
1
n µ1
. . .
e−Lt
1
n µn
S−1
where µj = 2cos
(
θ + 2pi(j−1)
n
)
.
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Remark 1.6. The extra condition on the path is necessary for our method of proof, as the distance from
the zeros of the holomorphic differential qn controls the decay rate of error terms. However, for sufficiently
short paths, the extra condition is automatically satisfied. Thus, for each point P away from the zeros of
qn, there is a neighborhood UP for which all |qn| 2n -geodesics in UP satisfy the extra condition.
Remark 1.7. For (Σ, (0, · · · , 0, tqn−1, 0)) ∈ Hitn(S), we have similar results in Theorem 4.8. In particular,
in this case, µ1 = 0 and for j > 1, µj = 2cos
(
θ + 2pi(j−2)
n−1
)
. When P and P ′ both project to the same
point in Σ, the projected path is a loop. In this case, the above asymptotics correspond to the values of the
associated family of representations on the homotopy class of the loop.
For (Σ, (0, · · · , tq2n)) ∈ Hit2n(S), the eigenvalues in the parallel transport asymptotics Theorem 4.4 come
in pairs λ, λ−1; thus, the corresponding representation is valued in Sp(2n,R). Similarly, for (Σ, (0, · · · , tq2n, 0)) ∈
Hit2n+1(S) the eigenvalues in Theorem 4.8 come in pairs λ, λ
−1 with 1 occurring as an eigenvalue; thus, the
representation is valued in SO(n, n+1). This is consistent with the description of the Hitchin components for
Sp(2n,R) and SO(n, n+ 1) as the zero locus of the differentials of odd degree in Hit2n(S) and Hit2n+1(S)
mentioned above.
Also, the above eigenvalues are real and positive; this is a general phenomenon for a broader class of
representations called Anosov representations, see [Lab06, GW12]. Although this is not new, such properties
of Hitchin representations have not previously been observed using Higgs bundle techniques.
We now discuss the key ideas in the proof of the parallel transport asymptotics Theorem 4.4.
By the metric asymptotics Theorem 3.1, the error estimates for the solution metric is O
(
t−
2
n
)
, these
bounds are not strong enough to prove the parallel transport asymptotics Theorem 4.4 directly. To overcome
this, we prove very precise bounds for the matrix elements of the error term R in the above ODE (1.2), on
a disk of radius r. More precisely, the (k, l)-entry is shown to have exponential decay
Rkl ∼ O
(
t−
3
2n e−2|1−ζ
k−l
n
|t 1n (r−|z|)
)
.
To obtain such estimates, the entries of the error matrix are shown to be “eigensolutions” for a cyclic Toda
lattice, and these eigensolutions are estimated. The cyclic SL(n,C) Toda lattice is the following equation
system 
∆d
1
= ed
1−d2 − ed
n−d1
∆d
2
= ed
2−d3 − ed
1−d2
...
∆d
n
= ed
n−d1 − ed
n−1−dn
(1.3)
Denote ζ
n
= e
2pii
n , for 0 ≤ k ≤ n− 1, define the eigensolutions
wk =
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1).
Using notation from the proof of the metric asymptotic Theorem 3.1, set u˜
j
= u
j − ln |tqn|
n+1−2j
n . In terms
of the u˜
j
’s, the Hitchin equations are
∆u˜
1
= 4t
2
n (eu˜
1−u˜2 − e−2u˜
1
)
∆u˜
2
= 4t
2
n (eu˜
2−u˜3 − eu˜
1−u˜2 )
...
∆(−u˜1) = 4t 2n (e−2u˜
1
− eu˜
1−u˜2 )
(1.4)
As observed by Baraglia [Bar10a], this system is a cyclic Toda lattice given by (d1, · · · , dn) satisfying the
extra symmetry dn+1−i = −di. Our analysis does not depend on this additional symmetry. In section 5, the
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(k, l)-entry of R is related with the eigensolution wk−l of the Toda lattice with (u˜
1
, · · · ,−u˜1) = (d1, · · · , dn).
We show that the (k, l)-entry of the error term R satisfies
Rkl = C(wk−l)z + Ct−
1
n∆wk−l
(equation (5.10) below).
In section 6, we make use of maximum principle and an induction scheme repeatedly to prove estimates
for the eigensolution wk, and hence, also obtain estimates of ∆wk and ∂z(wk). The induction process relies
on the following recursive formula on Toda lattice; since the recursive formula holds for a general cyclic Toda
lattice, we believe it is of its own interest.
Proposition 5.1. (Recursive formula on cyclic Toda lattice) The wk’s satisfy a recursive formula
∆wk =
∑
r≡k
mod n
∑
r1+···+rs=r
1
s!n
s−1
2
(
r
r1, · · · , rs
)
|1− ζk
n
|2wr1wr2 · · ·wrs
Finally, the parallel transport asymptotic Theorem 4.4 is obtained by showing the wk’s have the following
asymptotics.
Theorem 6.1. Let d
i
be the error functions u˜
i
in the Hitchin equations for the n-cyclic case, and define
wk =
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1) on the disk D of radius r, then
wk(z) = O
(
t−
3
2n e−2|1−ζ
k
n
|t 1n (r−|z|)
)
.
With the above theorem, it is not hard to show that, as t→∞, the Hitchin equation decouples. This is
consistent with the asymptotic studies of [MSWW14, Tau12].
Corollary 6.2. For φ = e˜1 + tqnen−1, away from the zeros of qn, the Hitchin equation FAt + [φ, φ
∗ht ] = 0
decouples as t→∞ {
FAt = 0
[φ, φ∗ht ] = 0
The analogous corollary for φ = e˜1 + tqn−1en−2 is also valid.
In section 7, generalizing Loftin’s techniques in [Lof07, Lof], we obtain an elementary proof of the special
case of parallel transport asymptotic Theorem 4.4 which only involves the highest eigenvalue, or WKB
exponent, of TP,P ′ .
The family of metrics ht solving the Hitchin equations for φ = e˜1 + tqn, gives a family of ρt-equivariant
harmonic maps
ft : Σ˜→ SL(n,R)/SO(n,R) ⊂ (SL(n,C)/SU(n), d),
where d is the metric on the symmetric space. Studying the asymptotics of the above maps provides the bridge
between the above results, and the results of [KNPS13] on the complex WKB problem (i.e. asymptotics of
the family (1.1) of holomorphic flat connection ∇t = ∇0 + tφ).
Given two points P, P ′ in the symmetric space SL(n,R)/SO(n,R), the vector distance between them is
defined by
→
d (P, P ′) = P − P ′, where the difference is taken in a flat (isometric to An−1) containing both
points. One can show
→
d (P, P ′) is independent of the choice of flat. In section 8, we show an asymptotic
formula for the family of maps ft (Equation (8.1)) which implies the following theorem.
Theorem 8.2. With the same assumptions as the parallel transport asymptotitcs Theorem 4.4, for a path
γ satisfying
s < d(γ(s)) := min{d(γ(s), z0)| for all zeros z0 of qn},
we have
lim
t→∞
1
t
1
n
→
d (ft(γ(0)), ft(γ(1))) =
(
−2L cos (θ) ,−2L cos
(
θ +
2π
n
)
, . . . ,−2L cos
(
θ +
2π(n− 1)
n
))
.
A similar result holds for the (n−1)-cyclic case. In [KNPS13], a similar result is proven for the asymptotics
of the complex WKB problem, i.e. the family of holomorphic flat connections ∇t = ∇0 + tφ (1.1). Thus,
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Theorem 8.2 answers the conjecture in [KNPS13] on the ‘Hitchin WKB problem’ in the special cases where
the Higgs bundle is in the Hitchin component and either n-cyclic or (n− 1)-cyclic.
To obtain better information about the behavior of the maps ft as t→∞, we rescale the metric on the
symmetric space and consider the family of maps
ft : Σ˜→(SL(n,R)/SO(n,R), 1
t
1
n
d).
By the work of Parreau [Par12], one can obtain a version of the limit map
fω : Σ˜→ Coneω,
which is equivariant with respect to a limiting action ρω of π1(S) on Coneω. The metric space Coneω is
called the asymptotic cone of the symmetric space; it an affine building [KL97, Par00].
In this language, the asymptotic expression (8.1) of ft implies that for the families of rays
(Σ, 0, · · · , 0, tqn), (Σ, 0, · · · , tqn−1, 0) ∈ Hitn(S)
and for any P away from the zeros of qn and qn−1, there exists a neighborhood UP so that the ρω-equivariant
map
fω : Σ˜→ Coneω,
sends UP into a single apartment of the building Coneω.
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2. Higgs bundle background and metric splitting
The theory of Higgs bundles has been developed from many different perspectives; we will only give a
brief review of the objects necessary for our results. Fix a Riemann surface structure Σ on a closed surface
S of genus g ≥ 2, denote the canonical bundle of Σ by K→Σ and fix a square root K 12 of the canonical
bundle.
Definition 2.1. An SL(n,C)-Higgs bundle over Σ is a pair (E, φ), where E→Σ is a rank n holomorphic
vector bundle with trivial determinant and φ ∈ H0(Σ, End0(E) ⊗K) is a holomorphic traceless K-twisted
endomorphism.
To form the moduli space MHiggs(SL(n,C)) of Higgs bundles, we need a notion of stability.
Definition 2.2. (E, φ) is stable if for any holomorphic subbundle F ⊂ E with φ|F : F→F ⊗K, we have
deg(F ) < 0; it is called polystable if it is a direct sum of stable Higgs bundles ⊕(Ei, φi).
A smooth SL(n,C) bundle isomorphism g : E→E, also known as an SL(n,C)-gauge transformation, acts
on a Higgs bundle by pulling back both the holomorphic structure and the Higgs field. The moduli space
MHiggs(SL(n,C)) consists of isomorphism classes of polystable SL(n,C)-Higgs bundles.
Remark 2.3. There is a C∗ action on MHiggs(SL(n,C)) given by λ · [(E, φ)] = [(E, λφ)]. A point [(E, φ)]
is a fixed point of this action if for all λ ∈ C∗, there exists an automorphism gλ : E→E so that Adgλφ = λφ.
We will be interested in the restriction of this action to two subgroups of C∗, these are U(1) and the kth
roots of unity 〈ζ
k
〉 ⊂ U(1).
One key ingredient in the nonabelian Hodge correspondence is the following theorem, proven by Hitchin
[Hit87] in the rank 2 case and Simpson in the general case [Sim92].
Theorem 2.4. Let (E, φ) be a stable SL(n,C)-Higgs bundle, then there exists a unique hermitian metric h,
with Chern connection Ah, solving the Hitchin equations
FAh + [φ, φ
∗h
] = 0 (2.1)
where FAh is the curvature of Ah and φ
∗h is the hermitian adjoint. Conversely, if (Ah, φ) is a solution then
the corresponding Higgs bundle is polystable Higgs bundle.
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Such a solution gives rise to the flat SL(n,C)-connectionA+φ+φ
∗h . This gives a map to the representation
variety
MHiggs(SL(n,C))−→R(π1(S), SL(n,C)).
On a complex vector bundle E, a Hermitian metric h defines the unitary gauge group Gh, consisting of all
bundle isomorphisms which preserve the metric. If we denote the Hermitian adjoint of a bundle isomorphism
g by g∗h , then
Gh = {g : E→E | g∗hg = Id}.
It is well know, for instance see chapter 6 of [Kob87], that any two metrics h and h′ on E are related
by h′ = hv, where v ∈ Ω0(Σ, End(E)) is positive and self adjoint with respect to h. Furthermore, the
bundle endomorphism v can be decomposed as v = g∗hg, where g is a SL(n,C)-gauge transformation. This
decomposition is unique up to a unitary gauge transformation.
Remark 2.5. If we denote the holomorphic structure on E by ∂¯E , then given a stable Higgs bundle (∂¯E , φ),
the above theorem says there is a unique metric h solving the Hitchin equations (2.1). For any SL(n,C)-
gauge transformation g, the pair (g−1∂¯Eg, g−1φg) also has a unique metric h′ solving (2.1). The metrics
h and h′ are related by h′ = hg∗hg. This follows from general gauge theoretic arguments, for example see
section 3 of [Bra90]; it will be crucial in the proof of Theorem 2.10.
Remark 2.6. Note that if h is a solution metric for a Higgs bundle (E, φ), then for all λ ∈ U(1), h is also
the solution metric for (E, λφ). This gives a U(1) action on the moduli space of solutions to (2.1). This
action and its restriction to the kth roots of unity 〈ζ
k
〉 play a key role in the proof of Theorem 2.10.
A generalization of the following example will be our main object of study. It was studied in detail in
Hitchin’s original paper [Hit87].
Example 2.7. Consider the following family of stable SL(2,C)-Higgs bundles
E = K
1
2 ⊕K− 12 φ =
(
0 q2
1 0
)
where q2 ∈ H0(Σ,K2) is a holomorphic quadratic differential. When q2 = 0, a solution to (2.1) is equivalent
to finding a hyperbolic metric on Σ in the conformal class of the complex structure. Furthermore, using q2, all
hyperbolic metrics can be found this way; this gives a parametrization of Teichmu¨ller space by holomorphic
quadratic differentials using Higgs bundles.
Remark 2.8. For any real reductive Lie group G, there are corresponding definitions and theorems for G-
Higgs bundles. We will only need to consider SL(n,R)-Higgs bundles, for which we give a definition below.
For the general set up see [BGPG03, GPGiR13]. The more complicated set up for real G ensures that the
flat connection, which arises from solving the Hitchin equations, has holonomy in the real group G.
Definition 2.9. An SL(n,R)-Higgs bundle over Σ is a triple (E,Q, φ), where (E, φ) is an SL(n,C)-Higgs
bundle and Q is an orthogonal structure on E with the property that φ is Q-symmetric, i.e., φTQ = Qφ.
Example 2.7 is actually an SL(2,R)-Higgs bundle. To see this, consider the orthogonal structure
Q =
(
0 1
1 0
)
: K
1
2 ⊕K− 12 // K− 12 ⊕K 12
thought of as a symmetric isomorphism Q : E→E∗.
For SL(n,R)-Higgs bundle, the data of Q gives the bundle E an SO(n,C)-structure. By an isomorphism
of a SL(n,R)-Higgs bundle, we will mean an SO(n,C)-gauge transformation, i.e., a bundle isomorphism of
E which preserves this additional structure.
Let p2, . . . , pn be a homogeneous basis for the SL(n,C)-invariant polynomials C[sl(n,C)]
SL(n,C), with
deg(pj) = j. Such a choice of basis defines a map (called the Hitchin fibration)
h :MHiggs(SL(n,C)) −→
n⊕
j=2
H0(Σ,Kj)
given by
h([E, φ]) = (p2(φ), . . . , pn(φ)).
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In [Hit92], Hitchin defines a section sh of this fibration whose image consists of stable Higgs bundles with
corresponding flat connections having holonomy in SL(n,R). Furthermore, the section sh maps surjectively to
the connected component of the SL(n,R)-Higgs bundle moduli space which naturally contains an embedded
copy of Teichmu¨ller space (example 2.7). Let
(E,Q) = Sn−1
(
K
1
2 ⊕K− 12 ,
(
0 1
1 0
))
=
K n−12 ⊕K n−32 ⊕ · · · ⊕K−n−32 ⊕K−n−12 ,
 1. . .
1


be the (n− 1)’st symmetric power of example 2.7, and (q2, q3, . . . , qn) ∈
n⊕
j=2
H0(Σ,Kj). The Hitchin section
is defined by
sh(q2, q3, . . . , qn) =

E,
 1. . .
1
 ,

0 12 (n− 1)q2 q3 q4 . . . qn−1 qn
1 0 12 (n− 3)q2 q3 . . . qn−2 qn−1
. . .
. . .
. . .
0 12 (n− 3)q2 q3
1 0 12 (n− 1)q2
1 0


.
The embedded copy of Teichmu¨ller space results from setting q3 = · · · = qn = 0; it arises as the (n −
1)st symmetric power of example 2.7. Through Kostant’s work [Kos59] on the principal three-dimensional
subalgebra, there exists a homogeneous basis {p2, . . . , pn} of the invariant polynomials so that pj(φ) = qj ,
verifying that sh is a section. Because of its link with the principal three-dimensional subalgebra, we will
denote the Higgs field associated to sh(q2, q3, . . . , qn) by
φ = e˜1 + q2e1 + q3e2 + · · ·+ qnen−1.
The constants on the q2’s are necessary to make 〈e˜1, e1, [e1, e˜1]〉 a Lie subalgebra isomorphic to sl(2,C).
We now prove the metric splitting theorem which generalizes results of Baraglia [Bar10b].
Theorem 2.10. Let (E, φ) be a Higgs bundle in the Hitchin component Hitn(S) with
φ = e˜1 +
∑
j=0 mod k
qjej−1.
Then the metric solving the Hitchin equation (2.1) splits as a direct sum metric on E = E1⊕· · ·⊕Ek, where
Ej = K
n+1−2j
2 ⊕K n+1−2j2 −k ⊕K n+1−2j2 −2k ⊕ · · · .
Proof. Let ζ
k
= e
2pii
k and consider the gauge transformation of E = K
n−1
2 ⊕ · · · ⊕K−n−12 given by
g
k
=

ζ1−n
2k
ζ3−n
2k
. . .
ζn−1
2k
 : E−→E (2.2)
Note that gT
k
Qg
k
= Q, so g
k
is indeed an SO(n,C)-gauge transformation. The action of g
k
on the Higgs
field is
Adg
k
(e˜1 +
n∑
j=2
qjej−1) = ζk e˜1 +
n∑
j=2
ζ1−j
k
qjej−1.
Thus, for
φ = e˜1 +
∑
j=0 mod k
qjej−1,
we have Adg
k
φ = ζ
k
φ, so (E,Q, φ) is a fixed point of the kth roots of unity action on MHiggs(SL(n,R)).
One checks that, with respect to g
k
, the eigenbundle decomposition E = E1 ⊕ · · ·Ek is given by
Ej = K
n+1−2j
2 ⊕K n+1−2j2 −k ⊕K n+1−2j2 −2k ⊕ · · · .
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To see that the metric h splits, we will show the gauge transformation g
k
is unitary, that is g∗
k
g
k
= Id. Since
the triple (∂¯E , φ, h) solves the Hitchin equations (2.1), by remark 2.5, the triple (g
−1
k
∂¯Egk , g
−1
k
φg
k
, hg∗
k
g
k
)
also solves (2.1). We have computed
(g−1
k
∂¯Egk , g
−1
k
φg
k
) = (∂¯E , ζkφ),
thus (∂¯E , ζkφ, hg
∗
k
g
k
) solves (2.1) as well. Now, using the U(1) action and remark 2.6, the triple (∂¯E , φ, hg
∗
k
g
k
)
solves (2.1). By uniqueness of the metric,
h = hg∗
k
g
k
proving that g
k
is unitary. Since g
k
is both unitary and preserves the eigenbundle splitting E1 ⊕ · · · ⊕ Ek,
the metric h splits as h1 ⊕ · · · ⊕ hk. 
So far, we have only used SL(n,C) properties of the Higgs bundles in the Hitchin component, we now
use the SL(n,R) nature of the Hitchin component to further constrain the metric. Since h is a metric on
an orthogonal bundle, it gives a reduction of structure from SO(n,C) to SO(n,R). As a result, it must be
Q-orthogonal, that is
hTQh = Q.
This leads to the following corollary, which is known for k = n [Bar10b].
Corollary 2.11. For k = n and k = n − 1, the Higgs fields are φ = e˜1 + qnen−1 and φ = e˜1 + qn−1en−2,
and the harmonic metric splits as
h1 ⊕ h2 ⊕ · · · ⊕ h−12 ⊕ h−11
on the direct sum of line bundles
K
n−1
2 ⊕K n−32 ⊕ · · · ⊕K−n−32 ⊕K−n−12 .
Here h−1j denotes the induced metric on the dual bundle.
Proof. When k = n, φ = e˜1 + qnen−1 is a fixed point of the nth roots of unity action. By Theorem 2.10, the
original holomorphic decomposition is the eigenbundle decomposition of (2.2), and h = h1 ⊕ · · · ⊕ hn. The
constraint coming from Q is
h1
h2
. . .
hn


1
1
. .
.
1


h1
h2
. . .
hn
 =

1
1
. .
.
1
 ,
thus h1hn = h2hn−1 = · · · = 1 and the metric splits as h = h1 ⊕ h2 ⊕ · · · ⊕ h−12 ⊕ h−11 . When k = n − 1,
φ = e˜1 + qn−1en−2 is a fixed point of the (n − 1)st roots of unity action, and the eigenbundle splitting of
theorem 2.10 is
(K
n−1
2 ⊕K−n−12 )⊕K n−32 ⊕K n−52 ⊕ · · · ⊕K−n−52 ⊕K−n−32 .
The condition hTQh = Q is
h111 h
21
1
h121 h
22
1
h2
. . .
hn−1


0 1
1 0
1
. .
.
1


h111 h
12
1
h211 h
22
1
h2
. . .
hn−1
 =

0 1
1 0
1
. .
.
1

thus h2hn−1 = h3hn−2 = · · · = 1. The constraint det(h) = 1 together with(
h111 h
21
1
h121 h
22
1
)(
0 1
1 0
)(
h111 h
12
1
h211 h
22
1
)
=
(
0 1
1 0
)
implies (
h111 h
12
1
h211 h
22
1
)
=
(
h111 0
0 (h111 )
−1
)
So, in the original splitting E = K
n−1
2 ⊕K n−32 ⊕ · · · ⊕K−n−32 ⊕K−n−12 , the metric splits as
h = h1 ⊕ h2 ⊕ · · · ⊕ h−12 ⊕ h−11 .
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
Remark 2.12. For φ = e˜1 + qn−2en−3, the eigenbundle splitting from Theorem 2.10 is
(K
n−1
2 ⊕K−n−32 )⊕ (K n−32 ⊕K−n−12 )⊕K n−52 ⊕ · · · ⊕K−n−52
the metric splits as h = h1 ⊕ h2 ⊕ h3 ⊕ · · · ⊕ hn−2 where h1 and h2 are metrics on rank 2 bundles. The
condition hTQh = Q tells us h3hn−2 = · · · = 1 and hT1
(
0 1
1 0
)
h2 =
(
0 1
1 0
)
, which does not imply the
metric splits on line bundles. Thus, looking at fixed points for smaller k gives less information about the
metric.
Since φ∗ = h−1φ
T
h, one checks that with respect to the eigenbundle splitting of Theorem 2.10, fixed
points of 〈ζ
k
〉 in the Hitchin component have the following form
φ =

0 φk
φ1 0
. . .
. . .
φk−1 0
 and φ∗h =

0 φ∗1
. . .
φ∗k−1
φ∗k 0

with φj : Ej→Ej+1 ⊗K and φ∗j : Ej+1→Ej ⊗K, where j + 1 is taken mod k. The adjoint φ∗j is defined by
φ∗j = h
−1
j φj
T
hj+1.
Thus, for fixed points of 〈ζk〉, the equation (2.1) simplifies to the following system of coupled equations
FAj + φj−1 ∧ φ∗j−1 + φ∗j ∧ φj = 0. (2.3)
These equations are a special case of the twisted quiver bundle equations considered in [A´CGP03].
The above results have generalizations to fixed points of the kth roots of unity actions on the moduli
space of G-Higgs bundles, which we call k-cyclic Higgs bundles. This is the topic of the first author’s thesis
[Colon].
3. Equations, flat connections and metric asymptotics
In this section, Corollary 2.11 will be used to write the Hitchin equations as a system of ⌊n2 ⌋ fully coupled
nonlinear elliptic equations, and to give an explicit description of the corresponding flat connections. After
this, we prove the main theorem concerning the asymptotics of the metric solving the Hitchin equations.
The proof is quite long and can be skipped on first reading. Finally, an important bound on the metric’s
first derivative is proved.
There are slight differences when n is even compared to when n is odd. We will always work in the even
case and mention what the differences are for the odd case. One obvious difference in the odd case is the
middle line bundle of E is a trivial bundle; for both φ = e˜1 + qnen−1 and φ = e˜1 + qn−1en−2, the metric on
the trivial line bundle is the standard one on C.
3.1. Equations. Since the metric splits as h = h1 ⊕ h2 ⊕ · · · ⊕ h−12 ⊕ h−11 , the adjoints of the Higgs fields
φ = e˜1 + qnen−1 and φ = e˜1 + qn−1en−2 are respectively
φ∗ =

0 h−1
1
h
2
0
h−1
2
h3
. . .
0 0 h−1
1
h
2
h2
1
q¯n 0 0
 φ∗ =

0 h−1
1
h
2
0
h−1
2
h3
. . .
h
1
h2q¯n−1 0 h−11 h2
0 h1h2 q¯n−1 0

We are interested in the corresponding family of flat connections as the differentials qn and qn−1 are scaled
by a real parameter t. Using (2.3), the Hitchin equations for n-cyclic Higgs field φ = e˜1 + tqnen−1 become:
F
A1
+ t2h2
1
qn ∧ q¯n − h−11 h2 = 0
F
Aj
+ h−1j−1hj − h−1j hj+1 = 0 1 < j <
n
2
F
An
2
+ h−1n
2
−1
hn
2
− h−2n
2
= 0
(3.1)
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Here all the metrics, and hence, all the curvature forms depend on t.We will suppress the t dependence from
the notation. When n is odd, the last equation is changed to F
An−1
2
+ h−1
n−1
2
−1
h
n−1
2
− h−1n−1
2
= 0.
To understand the flat connection we choose a local coordinate z on Σ. Such a choice gives a local
holomorphic frame (s1, s2, . . . , s
∗
2, s
∗
1) for E, where sj = dz
n+1−2j
2 is the local frame of K
n+1−2j
2 induced by
the coordinate z. With respect to this choice of coordinates, the Higgs field is locally given by
φ =

0 f
n
1
. . .
1 0

where qn = fndz
n, for some function f
n
.
With respect to this frame, locally represent the metric hj by e
−λj , here the j is a superscript and not
an exponent. Recall that in a holomorphic frame, the Chern connection has connection 1-form A = H−1∂H
and curvature 2-form given by FA = ∂¯(H
−1∂H). Since hj is a metric on a line bundle, the expressions
simplify to
Aj = −λ
j
z
dz and F
Aj
= λ
j
zz¯
dz ∧ dz¯.
The equations may be rewritten as:
λ
1
zz¯
+ t2e−2λ
1
|qn|2 − eλ
1−λ2 = 0
λ
j
zz¯
+ eλ
j−1−λj − eλ
j−λj+1 = 0 1 < j <
n
2
λ
n
2
zz¯
+ eλ
n
2
−1
−λ
n
2 − e2λ
n
2
= 0
(3.2)
Similarly for (n− 1)-cylcic Higgs field φ = e˜1 + tqn−1en−2, we may rewrite the Hitchin equations as
λ
1
zz¯
+ t2e−λ
1−λ2 |qn−1|2 − eλ
1−λ2 = 0
λ
2
zz¯
+ t2e−λ
1−λ2 |qn−1|2 + eλ
1−λ2 − eλ
2−λ3 = 0
λ
j
zz¯
+ eλ
j−1−λj − eλ
j−λj+1 = 0 2 < j <
n
2
λ
n
2
zz¯
+ eλ
n
2
−1
−λ
n
2 − e2λ
n
2
= 0
(3.3)
Again, in the odd case, the last equation is changed to λ
n−1
2
zz¯
+ eλ
n−1
2
−1
−λ
n−1
2 − eλ
n−1
2
= 0.
3.2. Flat connections. The flat connection is given by D = Ah + φ + φ
∗. If, in the holomorphic frame
(s1, . . . , sn2 , s
∗
n
2
, . . . , s∗1), we have
qn = fndz
n and qn−1 = fn−1dz
n−1, (3.4)
then the flat connection for the n-cyclic φ = e˜1 + tqnen−1 is given by
D =

−λ1zdz tfn
1 −λ2zdz
. . .
. . .
1 λ
2
zdz 0
1 λ
1
zdz
+

0 eλ
1−λ2
0 0 eλ
2−λ3
. . .
eλ
1−λ2
te−2λ
1
f¯
n
0

, (3.5)
ASYMPTOTICS OF CERTAIN FAMILIES OF HIGGS BUNDLES IN THE HITCHIN COMPONENT 13
and the flat connection for the (n− 1)-cyclic φ = e˜1 + tqn−1en−2, is
D =

−λ1zdz tfn−1 0
1 −λ2zdz tfn−1
0 1 −λ3zdz
. . .
1 λ
1
zdz
+

0 eλ
1−λ2
0 0 eλ
2−λ3
. . .
te−λ
1−λ2 f¯
n−1
eλ
1−λ2
0 te−λ
1−λ2 f¯
n−1 0

.
(3.6)
We want to calculate the behavior of the flat connection in the limit t→∞. To do so, we need to understand
the asymptotics of the λ
j
’s and the asymptotics of their first derivatives λ
j
z. In order to use the maximum
principle, we will make a change of variables. Let Ωn ⊂ Σ be a compact set away from the zeros of qn and
fix a background metric g
n
on Σ with the following properties:
g
n
= |qn| 2n on Ωn
|qn|2
(g
n
)n
≤ 1 on Σ
(3.7)
Using this metric, we make the following change of variables:
u
j
= λ
j − n+ 1− 2j
2
ln(g
n
).
For φ = e˜1 + qn−1en−2, we define the analogous compact set Ωn−1 and background metric gn−1 with the
property 
g
n−1
= |qn−1| 2n−1 on Ωn−1
|qn−1|2
(g
n−1
)n−1
≤ 1 on Σ
(3.8)
Using g
n−1 , we make the change of variables
v
j
= λ
j − n+ 1− 2j
2
ln(g
n−1).
Recall that the Laplace-Beltrami operator of a conformal metric g on a Riemann surface is given by
∆g =
4
g
∂zz¯ and the scalar curvature is
Kg = −1
2
∆g ln(g) = −2
g
∂zz¯ ln(g).
Because qn and qn−1 are holomorphic, Kgn = 0 = Kgn−1 on Ωn and Ωn−1.
With respect to u
j
, the equations for φ = e˜1 + tqnen−1 become
(u
1
+
n− 1
2
ln(g
n
))
zz¯
+ t2e−2u
1−(n−1) ln(gn )|qn|2 − eu
1−u2+ln(gn ) = 0
(u
j
+
n+ 1− 2j
2
ln(g
n
))
zz¯
+ eu
j−1−uj+ln(gn ) − eu
j−uj+1+ln(gn ) = 0 1 < j <
n
2
(u
n
2 +
1
2
ln(g
n
))
zz¯
+ eu
n
2
−1
−u
n
2 +ln(gn ) − e2u
n
2 +ln(gn ) = 0
(3.9)
Using our knowledge of Kgn and ∆gn , we rewrite the equations as
−1
4
∆gnu
1
= −n− 1
4
Kgn +
t2|qn|2
gn
n
e−2u
1
− eu
1−u2
−1
4
∆gnu
j
= −n+ 1− 2j
4
Kgn + e
u
j−1−uj − eu
j−uj+1 1 < j <
n
2
−1
4
∆gnu
n
2 = −1
4
Kgn + e
u
n
2
−1
−u
n
2 − e2u
n
2
(3.10)
We will show
lim
t→∞
eu
j
= t
n+1−2j
n 1 ≤ j ≤ n
2
.
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Similarly, in terms of the v
j
’s, the equations for φ = e˜1 + tqn−1en−2 become
−1
4
∆g
n−1
v
1
= −n− 1
4
Kg
n−1
+
t2|qn−1|2
gn−1
n−1
e−v
1−v2 − ev
1−v2
−1
4
∆g
n−1
v
2
= −n− 1
4
Kg
n−1
+
t2|qn−1|2
gn−1
n−1
e−v
1−v2 + ev
1−v2 − ev
2−v3
−1
4
∆g
n−1
v
j
= −n+ 1− 2j
4
Kg
n−1
+ ev
j−1−vj − ev
j−vj+1 2 < j <
n
2
−1
4
∆g
n−1
v
n
2 = −1
4
Kg
n−1
+ ev
n
2
−1
−v
n
2 − e2v
n
2
(3.11)
In this case, it will be shown that
lim
t→∞
ev
1
= t
lim
t→∞
ev
j
= (2t)
n+1−2j
n−1 1 < j ≤ n
2
3.3. Estimates on asymptotics of λ
j
and λ
j
z. In order to understand the asymptotics of the family of
flat connections above, we need to understand the asymptotics of the metric and its first derivative. For the
metric, we have the following theorem.
Theorem 3.1. For every point p ∈ Σ away from the zeros of qn or qn−1, as t→∞
1. For (Σ, e˜1 + tqnen−1) ∈ Hitn(S), the metric hj(t) on K n+1−2j2 admits the expansion
hj(t) = (t|qn|)−
n+1−2j
n
(
1 +O
(
t−
2
n
))
for all j
2. For (Σ, e˜1 + tqn−1en−2) ∈ Hitn(S), the metric hj(t) on K n+1−2j2 admits the expansion
hj(t) =

(t|qn−1|)−
n+1−2j
n−1
(
1 +O
(
t−
2
n−1
))
for j = 1 and j = n
(2t|qn−1|)−
n+1−2j
n−1
(
1 +O
(
t−
2
n−1
))
for 1 < j < n
Unfortunately, the proof is long and technical, and so may be skipped on first reading.
Proof. While the statement of the theorem for our two cases is similar, due to differences in the equations,
the details of the proofs are different. We start with a series of lemmas. The following notation will be used:
Mn =
1
4
max
Σ
|Kgn | Aj = maxΣ e
u
j
Bj = max
Σ
eu
j−uj+1
Mn−1 =
1
4
max
Σ
|Kg
n−1
| Dj = max
Σ
ev
j
Ej = max
Σ
ev
j−vj+1 ,
note that
Aj
Aj+1
≤ Bj and Dj
Dj+1
≤ Ej .
The signs in our equations are set up for applications of the maximum principle. At the maxima of eu
j
,
we have 0 ≤ − 14∆gu
j
. After rearranging the equations (3.10) we get the following estimates at the maxima
of eu
j
respectively 
0 ≤ −1
4
∆gnu
1 ≤ (n− 1)Mn + t2A−21 −
A1
A2
0 ≤ −1
4
∆gnu
j ≤ (n+ 1− 2j)Mn + Aj−1
Aj
− Aj
Aj+1
1 < j <
n
2
0 ≤ −1
4
∆gnu
n
2 ≤Mn +
An−1
2
An
2
−A2n
2
.
(3.12)
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Similarly, using equations (3.11), at the maxima of ev
j
respectively
0 ≤ −1
4
∆g
n−1
v
j ≤ (n+ 1− 2j)Mn−1 + Dj−1
Dj
− Dj
Dj+1
2 < j <
n
2
0 ≤ −1
4
∆g
n−1
v
n
2 ≤ (n+ 1− 2j)Mn−1 +
D n
2−1
Dn
2
−D2n
2
.
(3.13)
Remark 3.2. We cannot write
0 ≤ −1
4
∆g
n−1
v
1 ≤ (n− 1)Mn−1 + t
2
D1D2
− D1
D2
,
nor the corresponding inequality for ∆g
n−1
v
2
because at the maximum of ev
1
, it may be the case that e−v
1−v2
is larger than (D1D2)
−1.
In what follows, C will be a constant, and C’s on different lines should not be assumed to be related.
Lemma 3.3. Set fn = ln
(
|qn|2
gn
n
e2u
1
)
and fn−1 = ln
(
|qn−1|2
gn−1
n−1
e2v
1
)
then
max( t2efn) ≤ B1 + 2Mn and efn−1 ≤ 1
Proof. For the first inequality, we compute
1
4
∆gn (fn) =
1
4
∆gn ln
(
|qn|2
gn
n
e2u
1
)
=
1
g
n
∂z∂z¯ ln |qn|2 − 1
g
n
∂z∂z¯ ln
(
gn
n
)− 1
g
n
∂z∂z¯ ln
(
e2u
1)
.
The first term vanishes since qn is holomorphic, the second term involves the curvature of gn and the third
term involves the Laplacian of u
1
. We have
1
4
∆gn (fn) =
1
4
∆gn
( |qn|2
gne2u
1
)
=
n
2
Kgn −
1
4
∆gn (2u
1
).
The equation for ∆gn (u
1
) yields
1
4
∆gn (fn) = 2t
2 |qn|2
gn
n
e2u
1 − 2eu
1−u2 +
1
2
Kgn .
By the maximum principle, at the maximum of fn we have
0 ≥ 1
4
∆gn (fn) = 2t
2efn − 2eu
1−u2
which gives
t2efn ≤ eu
1−u2 ≤ B1 + 2Mn.
Similarly, for the second inequality we compute
∆g
n−1
fn−1 = ∆g
n−1
ln
(
t2|qn−1|
)− (n− 1)∆g
n−1
ln
(
g
n−1
)− 2∆g
n−1
v
1
= 2(n− 1)Kg
n−1
− 2∆g
n−1
v
1
since qn−1 is holomorphic. Now using the first equation
= 2(n− 1)Kg
n−1
+ (e−v
1−v2 |qn−1|t2
gn−1
n−1
− ev
1−v2 − n− 1
4
Kg
n−1
)
= 8ev
1−v2 (efn−1 − 1).
At the maximal point of fn−1 we get
0 ≥ ∆g
n−1
fn−1 = 8ev
1−v2 (efn−1 − 1),
thus efn−1 ≤ 1 on Σ. 
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Lemma 3.4. We have the following upper bound on A2n
2
and D2n
2
,
A2n
2
≤ C + t 2n
D2n
2
≤ Dj
Dj+1
+ C ≤ 2D1
D2
+ C 1 < j <
n
2
.
(3.14)
Proof. For the first inequality we use two telescoping sums, the first is
Aj
Aj+1
= (
Aj
Aj+1
− Aj+1
Aj+2
) + · · ·+ (A
n
2−1
An
2
− A2n
2
) +A2n
2
≥ −C(Mn) +A2n
2
by equations (3.12). Thus
A1 =
A1
A2
A2
A3
· · · A
n
2−1
An
2
An
2
≥ (−C +A2n
2
)
n
2−1(A2n
2
)
1
2 ≥ (−C +A2n
2
)
n−1
2 .
The second telescoping sum is
t2
A21
= (
t2
A21
− A1
A2
) + (
A1
A2
− A2
A3
) + · · ·+ (A
n
2
−1
An
2
−A2n
2
) +A2n
2
≥ −C(Mn) +A2n
2
,
putting them together we obtain t2 ≥ (−C +A2n
2
)n, giving the desired upper bound.
Now for the second inequality, at the maximum of ev
2
0 ≤ −1
4
∆g
n−1
v
2
=
1
D2ev
1
|qn−1|2t2
gn−1
n−1
+
ev
1
D2
− D2
ev
3 −
n− 3
4
Kg
n−1
≤ ev
1−v2
(
|qn−1|2t2
gn−1
n−1
e2v
1 + 1
)
− ev
2−v3 − (n− 3)Mn−1.
By Lemma 3.3
0 ≤ 2D1
D2
− D2
D3
+ (n− 3)Mn−1,
thus
D2
D3
≤ 2D1
D2
+ (n− 3)Mn−1. Using the inequalities (3.13) we have
Dj
Dj+1
≤ Dj−1
Dj
+ C 2 < j <
n
2
D2n
2
≤ D
n
2
−1
Dn
2
+ C.
(3.15)
Putting the inequalities together gives
D2n
2
≤ Dj
Dj+1
+ C ≤ 2D1
D2
+ C for 1 < j <
n
2
as desired. 
Lemma 3.5. The following upper bound on Aj and Dj hold,
Aj ≤ (A2n
2
+ C)
n+1−2j
2 for all j
D1 ≤ 1
2
(D2n
2
+ C)
n−1
2
Dj ≤ (D2n
2
+ C)
n+1−2j
2 j > 1
(3.16)
Proof. In both cases, we first prove an inequality on the Bj ’s and the Ej ’s, and then use Lemma 3.4. To do
this we subtract the equation j + 1 from equations j.
For the first inequality, when j = 1 at the maximum of u
1 − u2 we have
0 ≤ −1
4
∆gn (u
1 − u2) = −2eu
1−u2 + eu
2−u3 + e−2u
1 t2|qn|2
gn
n
− 1
2
Kgn
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≤ −2B1 +B2 + e−2u
1 t2|qn|2
gn
n
+ 2Mn ≤ −B1 +B2 + 4Mn
by Lemma 3.3. For 1 < j < n2 − 1 at the maximum of u
j − uj+1 ,
0 ≤ −1
4
∆gn (u
j − uj+1) = −1
2
Kgn + e
u
j−1−uj − 2eu
j−uj+1 + eu
j+1−uj+2
≤ 2Mn +Bj−1 − 2Bj +Bj+1.
At the maximum of u
n
2
−1 − u
n
2 ,
0 ≤ −1
4
∆gn (u
n
2
−1 − u
n
2 ) = −1
2
Kgg + e
u
n
2
−2
−u
n
2
−1
− 2eu
n
2
−1
−u
n
2
+ e2u
n
2
≤ 2Mn +Bn
2
−2 − 2Bn
2
−1 +A2n
2
.
Rewriting the Bj inequalities slightly gives:
B1 −B2 ≤ 4Mn
Bj −Bj+1 ≤ 2Mn +Bj−1 −Bj 1 < j < n
2
− 1
Bn
2−1 −A2n2 ≤ 2Mn +Bn2−2 −Bn2−1.
(3.17)
The first two inequalities give Bj − Bj+1 ≤ C for 1 ≤ j < n2 − 1, and the third gives Bn2−1 − A2n2 ≤ C.
Putting these together we have
Bj ≤ A2n
2
+ C for all j. (3.18)
Since Aj =
Aj
Aj+1
· · · A
n
2
−1
An
2
·An
2
≤ BjBj+1 · · ·Bn2−1 · An2 we have the desired inequality
Aj ≤ (C +A2n
2
)
n
2−jAn
2
≤ (C +A2n
2
)
n+1−2j
2 .
The second inequality involves the v
j
’s; at the maximum of v
1 − v2 ,
0 ≤ −1
4
∆g
n−1
(v
1 − v2) = −2ev
1−v2 + ev
2−v3 − 1
2
Kg
n−1
≤ −2E1 + E2 + 2Mn−1
thus 2E1 − E2 ≤ C. At the maximum of v2 − v3
0 ≤ −1
4
∆g
n−1
(v
2 − v3) = e−v
1−v2 |qn−1|2t2
gn−1
n−1
+ ev
1−v2 − 2ev
2−v3 + ev
3−v4 − 1
2
Kg
n−1
.
By Lemma 3.3 and the definition of Ej ,
0 ≤ ev
1−v2 + E1 − 2E2 + E3 +Mn−1 ≤ 2E1 − 2E2 + E3 + 2Mn−1
thus E2 − E3 ≤ C + 2E1 − E2.
For 2 < j < n2 − 1, at the maximum of v
j − vj+1 , we have
0 ≤ −1
4
∆g
n−1
(v
j − v
j+1
) = ev
j−1−vj − 2ev
j−vj+1 + ev
j+1−vj+2 − 1
2
Kg
n−1
thus Ej − Ej+1 ≤ Ej−1 − Ej + C.
Finally, at the maximum of v
n
2
−1 − v
n
2 , we obtain
0 ≤ −1
4
∆g
n−1
(v
n
2
−1 − v
n
2 ) = ev
n
2
−2
−v
n
2
−1
− 2ev
n
2
−1
−v
n
2
+ e2v
n
2 − 1
2
Kg
n−1
thus En
2
−1 −D2n
2
≤ En
2
−2 − En
2
−1 + C.
Combining the inequalities for the Ej ’s yields En2−1 −D2n2 ≤ C + Ej−1 − Ej ≤ 2E1 − E2 + C, and hence{
2E1 ≤ D2n
2
+ C
Ej ≤ D2n
2
+ C.
(3.19)
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Since Dj =
Dj
Dj+1
· · · D
n
2−1
Dn
2
·Dn
2
≤ EjEj+1 · · ·En2−1 ·Dn2 , the desired inequalities are provedD1 ≤
1
2
(D2n
2
+ C)
n−1
2
Dj ≤ (D2n
2
+ C)
n+1−2j
2 j > 1.
(3.20)

We are now ready to prove the theorem.
Proof. (Of Theorem 3.1) Recall that we are proving that on Ωn and Ωn−1
eu
j
= t
n+1−2j
n
(
1 +O
(
t−
2
n
))
for all j
ev
j
= (2t)
n+1−2j
n−1
(
1 +O
(
t−
2
n−1
))
1 < j ≤ n
2
ev
1
= t
(
1 +O
(
t−
2
n−1
)) (3.21)
First the u
j
’s, by Lemma 3.3 we have
t2|qn|2
gn
n
e2u
1 ≤ B1. Thus on Ωn, the choice of metric gn yields t2e−2u
1
≤ B1.
Using (3.18), on Ωn we have
t2e−2u
1
≤ B1 ≤ C +A2n
2
which, together with Lemma 3.5, gives the inequality(
t2
A2n
2
+ C
) 1
2
≤ eu
1
≤ A1 ≤ (C +A2n
2
)
n−1
2 .
We may rewrite this inequality as t
2
n ≤ A2n
2
+ C.
Since eu
1
= eu
1−u2 eu
2−u3 · · · eu
j−1−uj eu
j
, by (3.18) it follows that(
t2
A2n
2
+ C
) 1
2
≤ eu
1
≤ B1 · · ·Bj−1eu
j
.
Lemma 3.4 gives Bj ≤ A2n
2
+ C ≤ t 2n + C, and by Lemma 3.5
eu
j
≤ Aj ≤ (t 2n + C)
n+1−2j
2 .
Hence on Ωn,
t
(t
2
n + C)
2j−1
2
≤ eu
j
≤ (t 2n + C)n+1−2j2 .
Thus, on Ωn, we have the desired
eu
j
= t
n+1−2j
n
(
1 +O
(
t−
2
n
))
.
Now for the second two equations, recall that Lemma 3.3 says
t2|qn−1|2
gn−1
n−1
e2v
1 ≤ 1. By definition of gn−1 , on
Ωn−1,
t2
e2v
1 ≤ 1.
So on Ωn−1, t ≤ ev
1
≤ D1. By Lemma 3.5
(2t)
2
n−1 − C ≤ D2n
2
on Ωn−1, thus by Lemma 3.4
2
3−n
n−1 t
2
n−1 − C ≤ 1
2
D2n
2
− C ≤ D1
D2
.
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Rearranging yields
D2
D1
≤ 1
2
3−n
n−1 t
2
n−1 − C
on Ωn−1. Using the first equation and the definition of gn−1 , at the maximum of e
v
1
we have
0 ≤ −1
4
∆g
n−1
v
1
= e−v
1−v2 |qn−1|2t2
gn−1
n−1
− ev
1−v2 − C
≤ t
2
D1ev
2 −
D1
ev
2 + C ≤
t2 −D21 + CD2D1
D1ev
2 .
After rearranging the inequality it becomes
1 ≤ t
2
D21
+ C
D2
D1
.
Thus on Ωn−1, we have 1 ≤ t
2
D21
+ Ct−
2
n−1 , simplifying yields
D1 ≤ t
1− Ct− 2n−1
≤ t(1 + Ct− 2n−1 ).
By Lemma 3.5, D2n
2
≤ (2D1) 2n−1 + C, thus on Ωn−1
D2n
2
≤ 2 2n−1 (t(1 + Ct− 2n−1 )) 2n−1
Using Lemma 3.5 once more, for 1 < j < n2
Dj ≤ 2
2
n+1−2j (t(1 + Ct−
2
n−1 ))
2
n+1−2j .
Using (3.19) we have {
Ej ≤ 2 2n−1 (t(1 + Ct− 2n−1 )) 2n−1 1 < j
2E1 ≤ 2 2n−1 (t(1 + Ct− 2n−1 )) 2n−1 .
(3.22)
As in the proof of the first equation,
ev
1
= ev
1−v2 ev
2−v3 · · · ev
j−1−vj · ev
j
≤ E1E2 · · ·Ej−1 · ev
j
,
thus restricting to Ωn−1
t
E1 · · ·Ej−1 ≤ e
v
j
.
Applying (3.22) yields
2t
(t(1 + Ct−
2
n−1 ))
2(j−1)
n−1
≤ ev
j
.
Finally, since ev
j
≤ Dj we have
t ≤ ev
1
≤ t(1 + Ct− 2n−1 )
2t
(t(1 + Ct−
2
n−1 ))
2(j−1)
n−1
≤ ev
j
≤ 2 2n+1−2j (t(1 + Ct− 2n−1 )) 2n+1−2j . (3.23)
Hence we have shown that on Ωn−1,
ev
1
= t
(
1 +O
(
t−
2
n−1
))
ev
j
= (2t)
n+1−2j
n−1
(
1 +O
(
t−
2
n−1
))
for 1 < j ≤ n
2
.


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In terms of the u
j
’s and v
j
’s, Theorem 3.1 says the asymptotics of the metric solving the Hitchin equations
on Ωn are
eu
j
= t
n+1−2j
n
(
1 +O
(
t−
2
n
))
1 ≤ j ≤ n
2
,
and for φ = e˜1 + tqn−1en−2, the asymptotics of the metric solving the Hitchin equations on Ωn−1 are
ev
j
= (2t)
n+1−2j
n−1
(
1 +O
(
t−
2
n−1
))
1 < j ≤ n
2
ev
1
= t
(
1 +O
(
t−
2
n−1
))
.
Using our understanding of the u
j
’s, the v
j
’s, and their Laplacians, we gain control of their first derivatives.
Proposition 3.6. Let z be a local coordinate so that qn = dz
n, then there is a constant Cn = Cn(Σ, qn,Ωn)
so that
|ujz| ≤ Cnt−
1
n .
Similarly, let z be a local coordinate so that qn−1 = dzn−1, then there is a constant Cn−1 = Cn−1(Σ, qn−1,Ωn−1)
so that
|vjz | ≤ Cn−1t−
1
n−1 .
Proof. Recall that the u
j
’s are functions of t, we continue to suppress this from the notation. Theorem 3.1
implies 
eu
j−uj+1 = t
2
n
(
1 +O
(
t−
2
n
))
t2
e2u
1 = t
2
n
(
1 +O
(
t−
2
n
)) (3.24)
For p ∈ Ωn, choose a local coordinate z centered at p with qn = dzn. Consider the functions αj defined by
α
j
(z) = u
j
(t−
1
n z)− n+ 1− 2j
n
ln(t) for 1 ≤ j ≤ n
2
,
where u
j
(t−
1
n z) is just a rescaling of u
j
. The α
j
’s then satisfy the following two properties|α
j | = |uj − n+ 1− 2j
n
ln(t)| ≤ Ct− 2n
α
j
zz¯ = t
− 2
nu
j
zz¯.
(3.25)
By choice of the background metric g
n
and our coordinate system, on Ωn we have qn = dz
n, Kgn = 0, and
|qn|2
(gn )
n = 1. Hence for j = 1, using the equations we have
|α1zz¯| = |t−
2
n u
1
zz¯| = |t−
2
n (
t2
e2u
1 − eu
1−u2 )|
= |t− 2n
(
t
2
nO
(
t−
2
n
))
| ≤ Ct− 2n .
For 1 < j < n2 , using the equations we have
|αjzz¯ | = |t−
2
n u
j
zz¯| = |t−
2
n (eu
j−1−uj − eu
j−uj+1 )|
= |t− 2n
(
t
2
nO
(
t−
2
n
))
| ≤ Ct− 2n .
For j = n2 ,
|α
n
2
zz¯| = |t−
2
n u
n
2
zz¯| = |t−
2
n (eu
n
2
−1
−u
n
2 − e2u
n
2
)|
= |t− 2n
(
t
2
nO
(
t−
2
n
))
| ≤ Ct− 2n .
Hence for all j, we have both |αj | ≤ Ct− 2n and |αjzz¯ | ≤ Ct−
2
n .
Applying Schauder’s estimate gives
|αj |C1 ≤ C|α
j |W 2,p ≤ Ct−
2
n .
Thus |αjz | ≤ Ct−
2
n , proving
|ujz| = t
1
n |αjz | ≤ Ct−
1
n .
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The φ = e˜1 + qn−1en−2 case works similarly. For p ∈ Ωn−1, choose the local coordinate z centered at p,
and consider the functions β
j
defined by
β
j
(z) = v
j
(t−
1
n−1 z)− n+ 1− 2j
n
ln(t) for 1 ≤ j ≤ n
2
.
The β
j
’s also satisfy (3.25), thus as above, our equations simplify to
|βjzz¯ | = |t−
2
n−1 v
j
zz¯ | =

|t− 2n−1 (t2e−v
1−v2 − ev
1−v2 )| ≤ Ct− 2n−1 j = 1
|t− 2n−1 (t2e−v
1−v2 + ev
1−v2 − ev
2−v3 )| ≤ Ct− 2n−1 j = 2
|t− 2n−1 (ev
j−1−vj − ev
j−vj+1 )| ≤ Ct− 2n−1 2 < j < n
2
|t− 2n−1 (ev
n
2
−1
−v
n
2 − e2v
n
2
)| ≤ Ct− 2n−1 j = n
2
Thus, with the same argument as the φ = e˜1 + qnen−1 case, we get
|vjz | = t
1
n−1 |βjz | ≤ Ct−
1
n−1

4. Parallel transport asymptotics
In this section, the parallel transport ODE we wish to integrate is setup. To avoid some redundancy, we
will sometimes use a subscript or superscript b will be used to denote objects corresponding to the b-cyclic
Higgs field φb = e˜1 + tqbeb−1 for b = n, n − 1. We will also work in the universal cover Σ˜ of Σ, all objects
should be pulled back to the universal cover.
Let P ∈ Σ˜ be away from the zeros of the differential qb, and choose a neighborhood UP centered at P,
with coordinate z, so that qb = dz
b. Note that for this to make sense, UP must be disjoint from the zero set
of qb. In this neighborhood, u
j
= λ
j
for b = n and v
j
= λ
j
for b = n− 1.
As before, the choice of local coordinate z defines a local holomorphic frame (s1, . . . , sn
2
, s∗n
2
, . . . , s∗1) for
E = K
n−1
2 ⊕K n−32 ⊕ · · · ⊕K−n−12 ,
where sj = dz
n+1−2j
2 . In this frame, the connection 1-form of the corresponding flat connection is given by
(3.5) and (3.6). By our choice of coordinates, the f
b
in (3.4) is identically 1.
Using our estimates from Theorem 3.1 and Proposition 3.6, we will solve for the transport matrix TP,P ′(t)
along paths starting at P and ending at a point P ′ in the neighborhood U
P
. In fact, TP,P ′(t) will be calculated
along geodesics of the background metric gb = |dz| 2b which start at P and end at P ′. Since the connection
is flat, the value of TP,P ′(t) is path independent in UP .
We rescale the holomorphic frame (s1, · · · , s∗1) so that it stays bounded away from 0 and ∞ as t→∞. For
φ = e˜1 + tqnen−1, the rescaled frame is given by Fn = (σ1, . . . , σ∗1) where
σj = t
n+1−2j
2n sj σ
∗
j = t
−n+1−2j2n s∗j . (4.1)
Remark 4.1. By Theorem 3.1, in the rescaled frame, the metric h = Id
(
1 +O
(
t−
2
n
))
. To see this,
consider
h(si, sj) = δijt
i+j−n−1
n
(
1 +O
(
t−
2
n
))
thus
h(σi, σj) = h(t
n+1−2i
2n si, t
n+1−2j
2n sj)
= t
n+1−(i+j)
n h(si, sj) = δij
(
1 +O
(
t−
2
n
))
.
For φ = e˜1 + tqn−1en−2, the rescaled frame is denote by Fn−1 = (σ1, . . . , σ∗1), it is given by
σ1 = t
1
2 s1 σ
∗
1 = t
− 12 s∗1
σj = (2t)
n+1−2j
2(n−1) sj σ
∗
j = (2t)
−n+1−2j2(n−1) s∗j j = 2, . . . ,
n
2
.
As in the previous case, the harmonic metric in this frame is h = Id
(
1 +O
(
t−
2
n−1
))
.
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If we denote the flat connection by Db = Ubdz + Vbdz¯, then, by the estimates from Theorem 3.1 and
Proposition 3.6, the matrices in the connection 1-form are given by:
(1) For φ = e˜1 + qnen−1,
Un =

−u1z t
1
n
t
1
n −u2z
. . .
. . .
t
1
n u
1
z
 = t 1n

1
1
. . .
1
+O (t− 1n)
Vn =

t−
1
n eu
1−u2
. . .
t−
1
n eu
1−u2
t−
2n−1
n e−2u
1
 = t
1
n

1
. . .
1
1
+O (t− 1n)
where O
(
t−
1
n
)
is uniform as t→∞ for all points in Ωn.
(2) For φ = e˜1 + qn−1en−2,
Un−1 =

−v1z 2−
n−3
2(n−1) t
1
n−1
2−
n−3
2(n−1) t
1
n−1 −v2z 2−
n−3
2(n−1) t
1
n−1
2
1
n−1 t
1
n−1
. . .
2−
n−3
2(n−1) t
1
n−1 v
1
z

= (2t)
1
n−1

1√
2
1√
2
1√
2
1
. . .
1√
2
+O
(
t−
1
n−1
)
Vn−1 =

ev
1−v2 2
n−3
2(n−1) t−
1
n−1
. . .
e−v
1−v2 2
n−3
2(n−1) t
2n−3
n−1 ev
1−v2 2
n−3
2(n−1) t−
1
n−1
e−v
1−v2 2
n−3
2(n−1) t
2n−3
n−1

= (2t)
1
n−1

1√
2
1
. . .
1√
2
1√
2
1√
2
+O
(
t−
1
n−1
)
where O
(
t−
1
n−1
)
is uniform as t→∞ for all points in Ωn−1.
As noted above, we will integrate the initial value problem along geodesics of the metric |qb| 2b which avoid
the zeros of qb. Any P
′ ∈ U
P
, can be expressed in polar coordinates P ′ = Leiθ; the geodesic γ of the metric
|qb| 2b which starts at P and ends at P ′ is the straight line
γ(s) = seiθ for s ∈ [0, L].
To avoid an overload of notation, when there is no confusion, the b will be dropped from the notation.
We start at P with the initial rescaled holomorphic frame F (P ). For a fixed t, parallel transportation along
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the geodesic γ(s) : [0, L]→ Σ˜ with respect to the flat connection yields a family of frames G(γ(s))(t) along
γ given by
G(γ(s))(t) = TP,γ(s)(t)(F (P )) with TP,γ(0)(t) = Id.
For each t, consider the family of matrices Ψt(s) satisfying
Ψt(0) = Id and Ψt(s)G(γ(s))(t) = F (γ(s)).
Since G(γ(s))(t) is parallel along γ, rewriting ∇ ∂
∂s
F (γ(s)) in terms of G(γ(s))(t) yields
∇ ∂
∂s
F (γ(s)) =
dΨt
ds
G(γ(s))(t).
Also,
∇ ∂
∂s
F (γ(s)) = (eiθU + e−iθV )F (γ(s)) = (eiθU + e−iθV )ΨtG(γ(s))(t),
hence,
dΨt
ds
=
(
eiθU + e−iθV
)
Ψt.
Rewriting TP,γ(s)(t) in terms of Ψt gives
TP,γ(s)(t)(F (P )) = G(γ(s))(t) = Ψt(γ(s))
−1F (γ(s)). (4.2)
Thus TP,γ(s)(t) = Ψt(γ(s))
−1, and we obtain the following proposition.
Proposition 4.2. With respect to the frame (σ1, . . . , σn
2
, σ∗n
2
, . . . , σ∗1), parallel transport along the geodesic
from P to P ′ for the flat connection is given by Ψt(L)−1
(
1 + O
(
t−
2
b
))
, where Ψt solves the initial value
problem
Ψt(0) = I
dΨt
ds
=
(
eiθU + e−iθV
)
Ψt
Explicitly, we have
1. For φ = e˜1 + tqnen−1,
dΨt
ds
=

t
1
n

0 e−iθ 0 eiθ
eiθ 0 e−iθ
. . .
. . .
0 eiθ 0 e−iθ
e−iθ eiθ 0

+O
(
t−
1
n
)

Ψt
2. For φ = e˜1 + tqn−1en−2,
dΨt
ds
=

(2t)
1
n−1

0 1√
2
e−iθ 1√
2
eiθ 0
1√
2
eiθ 0 e−iθ 1√
2
eiθ
. . .
. . .
1√
2
e−iθ eiθ 0 1√
2
e−iθ
0 1√
2
e−iθ 1√
2
eiθ 0

+O
(
t−
1
n−1
)

Ψt
In the above expressions, the matrix inside the bracket may be diagonalized by a constant unitary matrix
S, and thus can be written as
S
µ1 . . .
µn
S−1
where the set {µj} is the set of roots of the characteristic polynomial det(µI−(eiθU+e−iθV )).More precisely,
1. For the case φ = e˜1 + qnen−1, µj = 2 cos(θ + 2pijn ).
2. For the case φ = e˜1 + qn−1en−2, µ1 = 0, and for j ≥ 2, µj = 2 cos(θ + 2pijn−1 ).
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To compute Ψ(L), we compute Φ = S−1ΨS
Φ(0) = I,
dΦ
ds
=
[
t
1
bM(θ) +R
]
Φ (4.3)
where M(θ) =
µ1 . . .
µn
 , and S−1RS is the error term in Proposition 4.2.
To integrate this initial value problem, we employ the following strategy:
Consider the solution Φ0 to the initial value problem
Φ0(0) = I,
dΦ0
ds
= t
1
nM(θ)Φ0.
Hence Φ0(s) =

est
1
b µ1
est
1
b µ2
. . .
est
1
b µn
 . Instead of solving for Φ asymptotically, we solve for
(Φ0)
−1Φ. Note that (Φ0)−1Φ solves the initial value problem
(Φ0)
−1Φ(0) = I,
d((Φ0)
−1Φ)
ds
= (Φ0)
−1RΦ0 · (Φ0)−1Φ. (4.4)
This can be seen by using the product rule
d((Φ0)
−1Φ)
ds
=
dΦ0
ds
Φ + (Φ0)
−1 dΦ
ds
= −(Φ0)−1 dΦ0
ds
(Φ0)
−1Φ+ (Φ0)−1
dΦ
ds
= −(Φ0)−1t 1bM(θ)Φ + (Φ0)−1(t 1bM(θ) +R)Φ
= (Φ0)
−1RΦ
= (Φ0)
−1RΦ0 · (Φ0)−1Φ.
For the initial value problem (4.4), we will show (Φ0)
−1RΦ0 is o(1), and that (Φ0)−1Φ is Id+ o(1); hence
Φ = Φ0(Id+ o(1)).
Before doing this, we need a more in-depth understanding of the error term.
The estimate of the error term for the ODE relies mainly on the error estimate of the u
j
’s and v
j
’s. For
the n-cyclic case, we introduce the following notation for the error term for u
j
coming from Theorem 3.1
u˜
j
= u
j − ln |tqn|
n+1−2j
n .
Similarly for the (n− 1)-cyclic case set
v˜
j
=
v
j − ln |tqn−1| j = 1
v
j − ln |2tqn−1|
n+1−2j
n−1 otherwise
For the n-cyclic case, writing the error term R for the ODE (4.3) in terms of u˜
j
gives
S−1
eiθ

u˜
1
z
u˜
2
z
. . .
−u˜1z
+ t 1n e−iθ

0 eu˜
1−u˜2 − 1
. . .
. . .
0 eu˜
1−u˜2 − 1
e−2u˜
1
− 1 0

S (4.5)
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which we will write as R = B1
n
+ t
1
nB2
n
. In a similar fashion, the error term for the (n− 1)-cyclic case is
S−1
eiθ

v˜
1
z
v˜
2
z
. . .
−v˜2z
−v˜1z

+(2t)
1
n−1 e−iθ

1√
2
(ev˜
1−v˜2 − 1)
ev˜
2−v˜3 − 1
. . .
ev˜
2−v˜3 − 1
1√
2
(e−v˜
1−v˜2 − 1) 1√
2
(ev˜
1−v˜2 − 1)
1√
2
(e−v˜
1−v˜2 − 1)


S (4.6)
4.1. The n-cyclic case. The following theorem concerning estimates of the errors will be crucial.
Theorem 4.3. Let d(p) be the minimum distance from a point p to the zeros of qn. Then for any d < d(p),
as t→ +∞, the (k, l)-entry of R satisfies
Rkl(p) = O
(
t−
1
2n e−2|1−ζ
k−l
n
|t 1n d
)
.
Due to the length and level of technicality of the proof, we will spend the next two sections proving
Theorem 4.3. In section 5 we relate the error term with solutions to the sl(n,C)-cyclic Toda lattice, and
prove a recursive formula on the Toda lattice. Then in section 6, the recursive formula will be applied to
prove the desired estimate.
Assuming Theorem 4.3, we can now prove the main theorem concerning the asymptotics of the parallel
transport operator with an extra condition on the path.
Theorem 4.4. Suppose P, P ′ and the path γ(s) are as above. If P ′ has the property that for every s,
s < d(γ(s)) := min{d(γ(s), z0)| for all zeros z0 of qn},
then there exists a constant unitary matrix S, not depending on the pair (P, P ′), so that as t→∞,
TP,P ′(t) =
(
Id+O
(
t−
1
2n
))
S

e−Lt
1
n µ1
e−Lt
1
n µ2
. . .
e−Lt
1
n µn
S−1
where µj = 2cos
(
θ + 2pi(j−1)
n
)
.
Remark 4.5. The extra condition on the path is necessary for our method of proof, as the distance from the
zeros of the holomorphic differential qn controls the decay rate of the error terms. However, for sufficiently
short paths, the extra condition is automatically satisfied. Thus, for each point z away from the zeros of qn,
there is a neighborhood U for which all |qn| 2n -geodesics in U satisfy the extra condition. Furthermore, if, for
all zeros z0 of qn, the angle <z0 (P, P
′) is less than π/3, then the |qn| 2n -geodesic from P to P ′ satisfies the
condition.
When P and P ′ both project to the same point in Σ, the projected path is a loop. In this case, the above
asymptotics correspond to the values of the associated family of representations on the homotopy class of
the loop.
Proof. By Theorem 4.3, the (k, l)-entry of the error term (Φb0)
−1RΦb0 is
Rk,l(γ(s))e
(µk−µl)st
1
n = O
(
t−
1
2n e−2|1−ζ
k−l
n
|t 1n d(γ(s))e(µk−µl)st
1
n
)
.
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Observe that
|µk − µl| =
∣∣∣∣2 cos(θ + 2π(k − 1)n
)
− 2 cos
(
θ +
2π(l − 1)
n
)∣∣∣∣
=
∣∣∣∣4 sin(π(k − l)n
)
sin
(
θ +
π(k + l − 2)
n
)∣∣∣∣
≤
∣∣∣∣4 sin(π(k − l)n
)∣∣∣∣
= 2|1− ζk−l
n
|.
Hence, the (k, l)-entry of (Φb0)
−1RΦb0 is O
(
t−
1
2n e2|1−ζ
k−l
n
|t 1n (s−d(γ(s)))
)
. Since γ(s) satisfies the condition
that for every s, s < d(γ(s)), we obtain (Φb0)
−1RΦb0 = O
(
t−
1
2n
)
.
We make use of the following classical theorem in ODE theory, for a nice proof, see appendix B of [DW14].
Lemma 4.6. Let A : [a, b]→gln(R) be a continuous function. For the equation F ′(s) = F (s)A(s) on an
interval [a, b] ⊂ R, there exists C, δ0 > 0 such that if ‖A(t)‖ < δ < δ0 for all s ∈ [a, b], then the solution F
with F (a) = I satisfies |F (s)− I| < Cδ for all s ∈ [a, b].
Applying Lemma 4.6 and (Φb0)
−1RΦb0 = O
(
t−
1
2n
)
to the ODE
(Φb0)
−1Φb(0) = I,
d((Φb0)
−1Φb)
ds
= (Φb0)
−1RΦb0 · (Φb0)−1Φb,
we obtain
(Φb0)
−1Φb = Id+O
(
t−
1
2n
)
.
Therefore Φb = Φb0
(
Id+O
(
t−
1
2n
))
. 
4.2. The (n−1)-cyclic case. For the (n−1)-cyclic case, the crucial error estimate theorem is the following.
Theorem 4.7. Let d(p) be the minimum distance from a point p to the zeros of qn−1. Then for any d < d(p),
as t→ +∞, the (k, l)-entry of R satisfies
Rkl(p) =

O
(
t−
1
2(n−1) e
−2|1−ζk−l
n−1
|(2t)
1
n−1 d
)
k, l ≥ 2
0 k = l = 1
O
(
t−
1
2(n−1) e−2(2t)
1
n−1 d
)
otherwise
As with the n-cyclic case, we will assume Theorem 4.7 for now and prove the main theorem concerning
the asymptotic of the parallel transport operator with an extra condition on the path.
Theorem 4.8. Suppose P, P ′ and the path γ(s) are as above. If P ′ has the property that for every s
s < d(γ(s)) := min{d(γ(s), z0)| for all zeros z0 of qn−1},
then there exists a constant unitary matrix S, not depending on the pair P and P ′, so that as t→∞,
TP,P ′(t) =
(
Id+O
(
t−
1
2(n−1)
))
S

e−Lt
1
n−1 µ1
e−Lt
1
n−1 µ2
. . .
e−Lt
1
n−1 µn
S−1
where µ1 = 0, for j ≥ 2, µj = 2cos
(
θ + 2pi(j−2)
n−1
)
.
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Remark 4.9. The extra condition on the path is necessary for our method of proof, as the distance from
the zeros of the holomorphic differential qn controls the decay rate of error terms. However, for sufficiently
short paths, the extra condition is automatically satisfied. Thus, for each point z away from the zeros of qn,
there is a neighborhood U for which all |qn| 2n -geodesics in U satisfy the extra condition. Furthermore, if the
angle <z0 (P, P
′) satisfies <z0 (P, P
′) < π/3 for all zeros z0 of qn−1, then the |qn−1| 2n−1 -geodesic from P to
P ′ satisfies the extra condition in Theorem 4.8.
When P and P ′ both project to the same point in Σ, the projected path is a loop. In this case, the above
asymptotics correspond to the values of the associated family of representations on the homotopy class of
the loop.
Proof. By Theorem 4.7, we have the (k, l)-entry of the error term (Φb0)
−1RΦb0 is
Rk,l(γ(s))e
(µk−µl)st
1
n .
For k, l ≥ 2, similar to the proof of Theorem 4.4, |µk − µl| ≤ 2|1− ζk−ln−1 |. Hence for k, l ≥ 2, the (k, l)-entry
of (Φb0)
−1RΦb0 is O
(
t−
1
2(n−1) e2|1−ζ
k−l
n
|(2t)
1
n−1 (s−d(γ(s))
)
.
For k = l = 1, we have µ1 = 0, hence the (1, 1)-entry of (Φ
b
0)
−1RΦb0 is O
(
t−
1
2(n−1)
)
. If k = 1 and l 6= 1,
then
|µk − µl| = |0− 2 cos(θ + 2π(l − 1)
n− 1 )| ≤ 2.
Also, if l = 1 and k 6= 1, we have |µk−µl| = |2 cos(θ+ 2pi(k−1)n−1 )−0| ≤ 2. Thus for k = 1, l 6= 1 or l = 1, k 6= 1,
the (k, l)-entry of (Φb0)
−1RΦb0 is
O
(
t−
1
2(n−1) e2(2t)
1
n−1 (s−d(γ(s)))
)
.
Since γ(s) satisfies the condition that for every s, s < d(γ(s)), we obtain that (Φb0)
−1RΦb0 = O
(
t−
1
2(n−1)
)
.
As in the n-cyclic case, we apply Lemma 4.6 and obtain (Φb0)
−1Φb0 = Id+O
(
t−
1
2(n−1)
)
, and thus
Φb = Φb0
(
Id+O
(
t−
1
2(n−1)
))
.

5. The error terms and the Toda lattice
To understand the asymptotics of the error terms we reinterpret them in terms of the cyclic Toda Lattice.
For a good reference for the Toda lattice, see [Gue97].
5.1. The Toda lattice. The cyclic sl(n,C) Toda lattice, or the affine sl(n,C) Toda equations solve the
following system, 
∆d
1
= ed
1−d2 − ed
n−d1
∆d
2
= ed
2−d3 − ed
1−d2
...
∆d
n
= ed
n−d1 − ed
n−1−dn
(5.1)
where ∆ = ∂
2
∂x2
+ ∂
2
∂y2
= 14
∂2
∂z∂z
.
Define
wk =
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1) (5.2)
and note that since the sum is over Zn, we have w0 = 0.
Proposition 5.1. The term wk satisfies the follow properties.
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1. wk =
1− ζ−k
n√
n
∑
i
ζki
n
d
i
2. ∆wk =
|1− ζk
n
|2√
n
∑
i
ζ(i−1)k
n
ed
i−di+1
3. ∆wk = |1− ζkn |2
∑
r≡k
mod n
∑
r1+···+rs=r
1
s!n
s−1
2
(
r
r1, · · · , rs
)
wr1wr2 · · ·wrs
Proof. Items 1 and 2 follow immediately from reordering the summation. Proving 3 takes a little more work,
we start by linearizing the cyclic Toda system (5.1) at zero as
∆d
1
= −dn + 2d1 − d2
∆d
2
= −d1 + 2d2 − d3
...
∆d
n
= −dn−1 + 2dn − d1
(5.3)
Subtracting the (i + 1)th equations from the ith equations in the linearization gives
∆(d
n − d1) = −(dn−1 − dn) + 2(dn − d1)− (d1 − d2)
∆(d
1 − d2) = −(dn − d1) + 2(d1 − d2)− (d2 − d3)
...
∆(d
n−1 − dn) = −(dn−2 − dn−1) + 2(dn−1 − dn)− (dn − d1)
(5.4)
Note that wk =
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1) is an eigenfunction of equations (5.4),

w0
w1
...
wn−1
 = 1√n

1 1 1 · · · 1
1 ζ
n
ζ2
n
· · · ζn−1
n
...
...
1 ζn−1
n
ζ2(n−1)
n
· · · ζ(n−1)2
n


d
n − d1
d
1 − d2
...
d
n−1 − dn

Denote the above matrix by S and note that it is unitary; thus d
n − d1
...
d
n−1 − dn
 = S¯T
 w0...
wn−1
 . (5.5)
Write S in terms of row vectors S =
 S0...
Sn−1
 , then S−1 = (S¯T0 S¯T1 · · · S¯Tn−1)with S¯Ti = 1√n

1
ζ−i
n
...
ζ(n−1)i
n
 .
Exploiting the cyclicity of the cyclic Toda lattice, we have
d
1 − d2
d
2 − d3
...
d
n − d1
 = (S¯T0 ζ−1n S¯T1 ζ−2n S¯T2 · · · ζ−(n−1)n S¯Tn−1)

w0
w1
...
wn−1
 (5.6)
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and 
d
n−1 − dn
d
n − d1
...
d
n−2 − dn−1
 = (S¯T0 ζ1n S¯T1 ζ2n S¯T2 · · · ζ(n−1)n S¯Tn−1)

w0
w1
...
wn−1
 . (5.7)
Since ∆wk = Sk∆

d
n − d1
d
1 − d2
...
d
n−1 − dn
 , by the definition of the cyclic Toda equations (5.1),
∆wk = Sk
2

ed
n−d1
ed
1−d2
...
ed
n−1−dn
−

ed
1−d2
ed
2−d3
...
ed
n−d1
−

ed
n−1−dn
ed
n−d1
...
ed
n−2−dn−1


The next step is to expand all the exponentials, we make use of the Hadamard product ∗ on vectors, which
is defined as
x1...
xn
 ∗
y1...
yn
 =
x1y1...
xnyn
 .
∆wk = Sk
∑
l≥0
1
l!
2

d
n − d1
d
1 − d2
...
d
n−1 − dn

∗l
−

d
1 − d2
d
2 − d3
...
d
n − d1

∗l
−

d
n−1 − dn
d
n − d1
...
d
n−2 − dn−1

∗l .
By equations (5.5),(5.6), and (5.7), ∆wk can be rewritten as
∆wk = Sk
∑
l≥0
1
l!
2(∑
i∈Zn
S¯Ti wi
)∗l
−
(∑
i∈Zn
S¯Ti wiζ
i
n
)∗l
−
(∑
i∈Zn
S¯Ti wiζ
−i
n
)∗l .
Reindexing the sum by the index of the wj ’s we have
∆wk = Sk
∑
r≥0
(
2
∑
i1+···+is=r
1
s!
(
r
i1, · · · , is
)
S¯Ti1 ∗ · · · ∗ S¯Tiswi1wi2 · · ·wis
−
∑
i1+···+is=r
1
s!
ζr
n
(
r
i1, · · · , is
)
S¯Ti1 ∗ · · · ∗ S¯Tiswi1 · · ·wis −
∑
i1+···+is=r
1
s!
ζr
n
(
r
i1, · · · , is
)
S¯Ti1 ∗ · · · ∗ S¯Tiswi1 · · ·wis
)
= Sk
∑
r≥0
(2 − ζr
n
+ ζ−r
n
)
∑
i1+···+is=r
1
s!
(
r
i1, · · · , is
)
S¯Ti1 ∗ · · · ∗ S¯Tiswi1 · · ·wis
 .
Observe that S¯Ti ∗ S¯Tj = 1√n S¯Ta where a = i+ j mod n, so we may rewrite the above equation as
∆wk = Sk
∑
r≥0
|1− ζr
n
|2
∑
i1+···+is=r
1
s!
√
ns−1
(
r
i1, · · · , is
)
S¯Tr(mod n)wi1 · · ·wis
 .
Since S is unitary, SiS¯
T
j = δij , and thus
∆wk = |1− ζkn |2
∑
r≡k
mod n
∑
i1+···+is=r
1
s!
√
ns−1
(
r
i1, · · · , is
)
wi1 · · ·wis
as desired. 
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For applications to the error term, we will need the following perturbed version of the Toda system
∆d
1
= a(ed
1−d2 − ed
n−d1 + f1)
∆d
2
= a(ed
2−d3 − ed
1−d2 + f2)
...
∆d
n
= a(ed
n−d1 − ed
n−1−dn + fn)
(5.8)
where a is a constant and fj = fj(d
1
, . . . , d
n
) is a function. Again we define
wk =
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1),
and have the following proposition analogous to Proposition 5.1.
Proposition 5.2. If wk is as above, then
1. wk =
1− ζ−k
n√
n
∑
i
ζki
n
d
i
2. ∆wk =
a|1− ζk
n
|2√
n
∑
i
ζ(i−1)k
n
ed
i−di+1 + a√
n
∑
i
ζik
n
fi
3. ∆wk = a
∑
r≡k
mod n
∑
r1+···+rs=r
1
s!n
s−1
2
(
r
r1,··· ,rs
)|1− ζk
n
|2wr1wr2 · · ·wrs + a√n
∑
i
ζik
n
fi
The proof of Proposition 5.2 is a straightforward generalization of the proof of Proposition 5.1.
5.2. The n-cyclic case. We now examine the error term and relate it to the wk’s from the Toda lattice.
Using the results in the previous section, we show that the matrix elements have the desired decay. Rewriting
the Hitchin equations in terms of the u˜
j
yields,
∆u˜
1
= 4t
2
n (eu˜
1−u˜2 − e−2u˜
1
)
∆u˜
2
= 4t
2
n (eu˜
2−u˜3 − eu˜
1−u˜2 )
...
∆(−u˜1) = 4t 2n (e−2u˜
1
− eu˜
1−u˜2 )
(5.9)
This system is a special case of the cyclic Toda lattice, in fact, it is a real form of the sl(n,C) cyclic Toda
lattice. Our techniques do not rely on this extra symmetry and we will think of (u˜
1
, · · · ,−u˜1) as (d1, · · · , dn)
satisfying d
n+1−i
= −di . Recall from (4.5), the error term R is written as B1
n
+ t
1
nB2
n
.
For ease of notation, write the diagonalizing matrix in terms of column vectors, S−1 =
(
S¯T0 S¯
T
1 · · · S¯Tn−1
)
.
Thus, B1
n
is given by
(
S¯T0 S¯
T
1 · · · S¯Tn−1
)

d1z
d2z
. . .
dnz


S0
S1
...
Sn−1
 =∑
i
S¯Ti Sid
i+1
z
Using the definition of Si,
S¯Ti Si =
1
n

1
ζi
n
...
ζ(n−1)i
n
(1 ζ−in ζ−2in · · · ζ−(n−1)in )
ASYMPTOTICS OF CERTAIN FAMILIES OF HIGGS BUNDLES IN THE HITCHIN COMPONENT 31
so (S¯Ti Si)kl =
1
n
ζ(k−1)i
n
ζ−(l−1)i
n
= 1
n
ζ(k−l)i
n
. Thus,
(B1
n
)kl =
1
n
∑
i
ζ(k−l)i
n
di+1z .
By Proposition 5.1 wk =
1− ζ−k
n√
n
∑
i
ζik
n
di, so we may rewrite B1
n
as
(B1
n
)kl =
ζ−(k−l)
n
(1− ζ−(k−l)
n
)
√
n
(wk−l)z
For B2
n
, we have
(
S¯T0 · · · S¯Tn−1
)

0 ed
1−d2 − 1
0 ed
2−d3 − 1
. . .
. . .
0 ed
n−1−dn − 1
ed
n−d1 − 1 0


S0
S1
...
Sn−1

=
1
n
∑
i
S¯Ti Si(e
di−di+1 − 1).
Since
S¯Ti Si+1 =
1
n

1
ζi
n
...
ζ(n−1)i
n
(1 ζ−in ζ−2in · · · ζ−(n−1)in )
we have
(S¯Ti Si+1)kl =
1
n
ζ(k−1)i
n
ζ−(l−1)(i+1)
n
= ζ(k−l)i−(l−1)
n
.
This yields
(B2
n
)kl =
1
n
∑
i
ζ(k−l)i−(l−1)
n
(ed
i−di+1 − 1)
Since the sum is over Zn, the constant terms sum to 0; thus
(B2
n
)kl =
ζ1−l
n
n
∑
i
ζ(k−l)i
n
ed
i−di+1 .
Using second part of Proposition 5.2, we have
(B2
n
)kl =
ζ1−l
n
n
∑
i
ζ(k−l)i
n
ed
i−di+1 =
C
t
2
n
∆wk−l.
In conclusion, we have the (k, l)-entry of the error term
Rkl = (B
1
n
)kl + t
1
n (B2
n
)kl = C(wk−l)z + Ct−
1
n∆wk−l. (5.10)
Lemma 5.3. For the n-cyclic case, the eigensolutions wk’s satisfy
1. wk = wn−k,
2. wk is real.
Proof. Both statements follow from the calculations below.
1.
wk =
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1)
=
1√
n
∑
i∈Zn
ζ(n−i)(n−k)
n
(d
i − di+1)
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Since the di ’s satisfy that d
n+1−i
= −di ,
=
1√
n
∑
i∈Zn
ζ(n−i)(n−k)
n
(d
n−i − dn−i+1)
=
1√
n
∑
i∈Zn
ζi(n−k)
n
(d
i − di+1) = wn−k.
2.
wk =
1√
n
∑
i∈Zn
ζ−ik
n
(d
i − di+1)
=
1√
n
∑
i∈Zn
ζ(n−i)k
n
(d
i − di+1)
Since the di’s satisfy that d
n+1−i
= −di
=
1√
n
∑
i∈Zn
ζ(n−i)k
n
(d
n−i − dn−i+1)
=
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1) = wk.

Remark 5.4. It is important to remember that the system we are interested in comes from the error terms
u˜
j
, and wk =
1√
n
∑
i
ζki
n
(u˜
i − u˜i+1). By Theorem 3.1, u˜j ∼ ln
(
1 +O
(
t−
2
n
))
∼ O
(
t−
2
n
)
, thus the wk are
also small for large t. This will be important in the proof of Theorem 4.4.
5.3. The (n − 1)-cyclic case. Recall from (4.6) the error term for the (n − 1)-cyclic case is written as
B1
n−1
+ (2t)
1
n−1B2
n−1
. In this case, the system will be reduced to a perturbed version of a cyclic Toda lattice
of rank (n− 1). Writing the Hitchin equations in terms of the v˜j ’s gives
∆v˜
1
= 4(2t)
2
n−1 (
1
2
ev˜
1−v˜2 − 1
2
e−v˜
1−v˜2 )
∆v˜
2
= 4(2t)
2
n−1 (ev˜
2−v˜3 − 1
2
ev˜
1−v˜2 − 1
2
e−v˜
1−v˜2 )
∆v˜
3
= 4(2t)
2
n−1 (ev˜
3−v˜4 − ev˜
2−v˜3 )
...
∆(−v˜1) = −∆v˜1 = 4(2t) 2n−1 (−1
2
ev˜
1−v˜2 +
1
2
e−v˜
1−v˜2 )
(5.11)
If we set f = 12 (e
−v˜1 + ev˜
1
− 2)e−v˜
2
, then equations 2 through n− 1 are
∆v˜
2
= 4(2t)
2
n−1 (ev˜
2−v˜3 − e−v˜
2
)− f
∆v˜
3
= 4(2t)
2
n−1 (ev˜
3−v˜4 − ev˜
2−v˜3 )
...
∆(−v˜2) = 4(2t) 2n−1 (−ev˜
2−v˜3 + e−v˜
2
) + f
(5.12)
If we add the equation ∆0 = 4(2t)
2
n−1 (e−v˜
2
− e−v˜
2
), this system is a special case of the perturbed cyclic
Toda lattice (5.8) of rank n − 1. As in the n-cyclic case, set (v˜2 , v˜3 , · · · ,−v˜2 , 0) = (d1, d2, · · · , dn−1). If
wk =
1√
n−1
∑
i
ζik
n−1
(di − di+1) then
∆wk = 4(2t)
2
n−1
|1− ζk
n−1
|2√
n− 1
∑
i∈Zn−1
ζ(i−1)k
n−1
ed
i−di+1 + C(2t)
2
n−1 f.
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For the term B1
n
, recall that S−1 = S¯T . A simple calculations shows that
S¯T =
(
1√
2
0 · · · 0 − 1√
2
1√
2
S¯T0 S¯
T
1 · · · S¯Tn−2 1√2 S¯T0
)
where, as in the (n−1)-cyclic case for SL(n−1,R), the column vector S¯Tj = 1√n−1

1
ζj
n−1
...
ζ(n−2)j
n−1
 . By definition
of B1
n−1
,
B1
n−1
=
(
1√
2
0 · · · 0 − 1√
2
1√
2
S¯T0 S¯
T
1 · · · S¯Tn−2 1√2 S¯T0
)
v˜
1
z
d1z
. . .
dn−2z
−v˜1z


1√
2
1√
2
S0
0 S1
...
...
0 Sn−2
− 1√
2
1√
2
S0

=
(
1√
2
v˜
1
z 0 · · · 0 1√2 v˜
1
z
1√
2
S¯T0 v˜
1
z S¯
T
1 d
1
z · · · S¯Tn−2dn−2z − 1√2 S¯T0 v˜
1
z
)
1√
2
1√
2
S0
0 S1
...
...
0 Sn−2
− 1√
2
1√
2
SF 0

=
(
0 v˜
1
zS0
v˜
1
z S¯
T
0 S¯
T
1 S1d
1
z + · · ·+ S¯Tn−2Sn−2dn−2z
)
=
 0 v˜1zS0
v˜
1
z S¯
T
0
∑
i∈Zn−1
S¯Ti Sid
i
z

In the matrix above, the (1, 1) entry is a 1× 1 matrix, the (1, 2) entry is a row vector of length (n− 1), the
(2, 1)-entry is a column vector of length (n− 1) and the (2, 2)-entry is a (n− 1)× (n− 1)-matrix. Thus
(B1
n−1
)kl =

C(wk−l)z k ≥ 2 and l ≥ 2
0 k = l = 1
cv˜
1
z otherwise
Now for B2
n−1
, as above, we have
B2
n−1
= S¯T

1√
2
(ev˜
1−d1 − 1)
ed
1−d2 − 1
. . .
1√
2
(e−v˜
1−d1 − 1) 1√
2
(ev˜
1−d1 − 1)
1√
2
(e−v˜
1−d1 − 1)

S
=
(
0 12 (e
v˜
1−d1 − e−v˜
1−d1) 0 . . . 0
1√
2
S¯Tn−2(e
−v˜1−d1 − 1) 12 S¯T0 (ev˜
1−d1 + e−v˜
1−d1 − 2) S¯1(ed1−d2 − 1) · · · 1√2 S¯Tn−2(ev˜
1−d1 − 1)
)
1√
2
1√
2
S0
0 S1
...
...
0 Sn−2
− 1√
2
1√
2
S0

=
(
0 12S1(e
v˜
1−d1 − e−v˜
1−d1)
1
2 S¯
T
n−2(−ev˜
1−d1 + e−v˜
1−d1) ⋆
)
where ⋆ is the (n− 1)× (n− 1)-matrix given by
1
2
S¯Tn−2S0(e
−v˜1−d1 − 1) + 1
2
S¯T0 S1(e
v˜
1−d1 + ev˜
1−d1 − 2) + 1
2
S¯Tn−2S0(e
v˜
1−d1 − 1) +
n−3∑
i=1
S¯Ti Si+1(e
di−di+1 − 1).
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Rewrite ⋆ as I − II where I contains all exponential terms and II contains all constant terms. Then
II = 2× 1
2
S¯Tn−2S0 +
1
2
S¯T0 S1 · 2 + S¯T1 S2 + · · ·+ S¯Tn−3Sn−2
=
∑
i∈Zn−1
S¯Ti Si+1 = 0.
Writing 12 S¯
T
n−2S0(e
−v˜1−d1 + ev˜
1−d1) = 12 S¯
T
n−2S0(2f + 2e
−d1) as above, we have
⋆ = S¯Tn−2S0(f + e
−d1) + S¯T0 S1(f + e
−d1) +
n−3∑
i=1
S¯Ti Si+1e
di−di+1
=
∑
S¯Ti Si+1e
di−di+1 + (S¯Tn−2S0 + S¯
T
0 S1)f.
Thus, similar to the n-cyclic case,
(B2
n−1
)kl =

ct−
2
n−1∆wk−l + Cf k, l ≥ 2
0 k = l = 1
c(ev˜
1
− e−v˜
1
)e−d
1
otherwise
In conclusion, we have the (k, l)-entry of the error term
Rkl = (B
1
n−1
)kl + (2t)
1
n−1 (B2
n−1
)kl =

c(wk−l)z + ct−
1
n−1∆wk−l + cft
1
n−1 k, l ≥ 2
0 k = l = 1
cv˜
1
z + ct
1
n−1 (ev˜
1
− e−v˜
1
)e−d
1
otherwise
As in n-cyclic case, the wk satisfy extra symmetries.
Lemma 5.5. For the (n− 1)-cyclic case, the eigensolutions wk’s satisfy
1. wn−1−k = ζ
k
n−1wk;
2.
wk
i(1− ζ−kn−1)
is real.
Remark 5.6. Again, it is important to remember that the system we are interested in comes from the
error terms v˜
j
. By Theorem 3.1, v˜
1
and wk are also small for large t. This will be important in the proof of
Theorem 4.4.
6. Error estimate
In this section we prove the main error estimates, Theorem 4.3 and Theorem 4.7. Let P be a point away
from the zeros of qb. Choose a local coordinate centered at P so that qb = dz
b, and let D be the disk of
radius R, in this coordinate chart, centered at P.
6.1. The n-cyclic case. The following proposition will be key.
Theorem 6.1. Let d
i
be the error functions u˜
i
in the Hitchin equations for the n-cyclic case, and define
wk =
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1) on the disk D, then
wk(z) = O
(
t−
3
2n e−2|1−ζ
k
n
|t 1n (R−|z|)
)
.
With the above theorem, we can show, as t→∞, the Hitchin equation decouples. This is consistent with
the asymptotic studies of [MSWW14, Tau12].
Corollary 6.2. For φ = e˜1 + tqnen−1, away from the zeros of qn, the Hitchin equation FAt + [φ, φ
∗ht ] = 0
decouples as t→∞ {
FAt = 0
[φ, φ∗ht ] = 0
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Proof. Recall, in our local holomorphic frame (σ1, · · · , σn) (4.1), FAt = Diag(∆u1,∆u2, · · · ,−∆u1). By
definition of the error term u˜j, we have (5.9)
|∆uj | = |∆u˜j | = 4t 2n
∣∣∣eu˜j−1−u˜j − eu˜j−u˜j+1 ∣∣∣ .
Also, with (d1, d2, · · · , dn) = (u˜1, u˜2, · · · ,−u˜1), we defined wk = 1√n
∑
i∈Zn
ζik
n
(di − di+1); hence u˜j − u˜j+1 is a
linear combination of wk’s. By Theorem 6.1, we obtain
|u˜j − u˜j+1| = O
(
t−
3
2n e−2|1−ζn |t
1
n (R−|z|)
)
.
Thus,
|∆uj| = O
(
t
1
2n e−2|1−ζn |t
1
n (R−|z|)
)
,
and the corollary follows. 
Before proving Theorem 6.1 , we prove a series of lemmas. First, consider a radial function η satisfying
∆η = kη in D (6.1)
η = 1 on ∂D. (6.2)
Then η(r) satisfies η′′ +
1
r
η′ − kη = 0 r < R
η(R) = 1
.
Hence η(r) = I0(
√
kr)
I0(
√
kR)
, where I0 is the modified Bessel function of second kind. We will need two basic facts
about Bessel functions, see [AS64].
Lemma 6.3. There exists C > 1,M > 0 such that ∀x > M ,
1
C
ex√
x
≤ I0(x) ≤ C e
x
√
x
.
Lemma 6.4. I ′0 > 0, thus I0 is an increasing function.
Lemma 6.3 follows from the fact that the asymptotic expansion of I0(r) is I0(r) ∼ ex√2pix as x→ ∞. Let
yk be the unique solution to the system (6.1), by Lemma 6.4
yk =
I0(
√
k|z|)
I0(
√
kR)
≤
I0
(
max{M,
√
k|z|}
)
I0(
√
kR)
.
For k > 0, the function yk satisfies the following important property.
Lemma 6.5. There exists a constant C > 0 not depending on k and z such that
e−
√
k(R−|z|) ≤ yk(z) ≤ Ck 14 e−
√
k(R−|z|).
Proof. Left inequality: By simple calculation,
∆e−
√
k(R−|z|) ≥ ke−
√
k(R−|z|)
and e−
√
k(R−|z|)|∂D = 1. By the maximum principle, we have
e−
√
k(R−|z|) ≤ yk(z).
Right inequality: For |z| ≤ M√
k
, as k → +∞, by Lemma 6.3
yk ≤ C I0(M)
I0(
√
kR)
≤ C e
M
√
M
k
1
4R
1
2
e
√
kR
≤ Ck 14 e
√
k(|z|−R).
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For |z| > M√
k
,
yk ≤ C I0(
√
k|z|)
I0(
√
kR)
≤ Ck 14 e
√
k(|z|−R).

Our goal is to use such functions yk’s to bound the eigensolutions wj ’s by choosing the right k. We start
by proving a lemma about a more general system.
Lemma 6.6. Suppose η1, · · · , ηn are functions on D satisfying
∆η1 = λ1t
2
n (η1 + f1)
...
∆ηn = λnt
2
n (ηn + fn)
(6.3)
with λj > 0, λ1 = min{λj}, and fj = fj(η1, · · · , ηn). Suppose further that there exists C > 0 such that{|fj | ≤ C(η21 + · · ·+ η2n + ykt 2n ) for some k > λ1
|ηj | ≤ Ct− 2n .
Then
|η1(z)| ≤ Ct− 32n e−
√
λ1t
1
n (R−|z|).
Proof. In order to obtain an upper and lower bound for η1, we first prove an upper bound on
n∑
j=1
η2j ,
∆
 n∑
j=1
η2j
 = 2∑
j
ηj∆ηj + 2
∑
j
|∇ηj |2 ≥ 2
∑
j
ηj∆ηj .
Using our assumptions on ∆ηj and λ1 gives
∆
 n∑
j=1
η2j
 ≥ 2t 2n ∑
j
ηjλj(ηj + fj)
≥ 2t 2nλ1
∑
j
η2j − 2t
2
n
∑
j
|ηj ||fj |λj
Now with our assumptions on |fj | and |ηj |, we have
∆
 n∑
j=1
η2j
 ≥ (2λ1t 2n − C)∑
j
η2j − Cykt 2n
Let λ = min{k, 32λ1}, then
∆
 n∑
j=1
η2j
 ≥ (2λ1t 2n − C)∑
j
η2j − Cyλt 2n
Let C ≥
n∑
j=1
η2j |∂D and consider C · yλt 2n , for t large enough,
∆Cy
λt
2
n
≤ (2λ1t 2n − C)Cy
λt
2
n
− Cy
λt
2
n
Hence by the maximum principle, in D,
n∑
j=1
η2j ≤ Cyλt 2n .
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To obtain an upper bound for η1, consider
∆η1 = λ1t
2
n (η1 + f1) ≥ λ1t 2n η1 − Ct 2n y
λt
2
n
.
Let b = Ct−
2
n ≥ η1|∂D and consider by
λ1t
2
n−C , we obtain
∆by
λ1t
2
n−C ≤ λ1t
2
n by
λ1t
2
n−C − Cyλt 2n
Similarly, by the maximum principle, on D
η1 ≤ by
λ1t
2
n−C .
For the lower bound, consider ∆(−η1) = λ1(−η1) − f1. By the same argument as above, −η1 ≤ by
λ1t
2
n−C .
Finally, by the estimate on yk from lemma 6.5, we obtain the desired
|η1(z)| ≤ Ct− 32n e−
√
λ1t
1
n (R−|z|).

We are now set up to prove Theorem 6.1.
Proof. (of Theorem 6.1) Recall from (5.2), wk =
1√
n
∑
i∈Zn
ζik
n
(d
i − di+1); by Lemma 5.3, wk is real. The proof
is by induction on k.
For the base case, we show that the wk’s satisfy the hypothesis of Lemma 6.6. By part (iii) of Proposition
5.2,
∆wk = 4t
2
n |1− ζk
n
|2
∑
r≡k
mod n
∑
r1+···+rs=r
1
s!n
s−1
2
(
r
r1, · · · , rs
)
wr1wr2 · · ·wrs .
Taking the r = k term out of the sum gives
∆wk = 4t
2
n |1− ζk
n
|2wk + t 2n fk
where fk is the remainder of the sum. Since the first term has been removed, each term in fk is a polynomial
in the wj ’s with no linear or constant term. Recall, by remark 5.4, each wj ∼ O
(
t−
2
n
)
. To show |fk| ≤
C(
∑
w2j ), note that the s = 2 summand of fk is
4t
2
n
∑
r≡k
mod n
∑
r1+r2=r
1
2!
√
n
(
r
r1, r2
)
|1− ζk
n
|2wr1wr2 ≤ C
∑
wj
2.
For s > 2 we use remark 5.4 to conclude
|fk| ≤ C
∑
j
wj
2(1 +O
(
t−
2
n
)
+O
(
t−
4
n
)
+ · · · ) ≤ C
∑
j
wj
2.
Furthermore, |1 − ζ
n
|2 ≤ |1 − ζk
n
|2 for all k < n, thus the system of wk’s satisfies the hypothesis of Lemma
6.6 with λk = |1− ζkn |2. Thus
wk(z) = O
(
t−
3
2n e−2|1−ζn |t
1
n (R−|z|)
)
,
proving the base case.
For the induction step, suppose wl = O
(
t−
3
2n e−2|1−ζ
l
n
|t 1n (R−|z|)
)
for all l ≤ k. By Lemma 5.3, wl = wn−l,
and if l ≤ k the induction hypothesis implies wn−l(z) = O
(
t−
3
2n e−2|1−ζ
n−l
n
|t 1n (R−|z|)
)
.
To obtain the estimate for wk+1, the assumptions are not enough to directly estimate the terms containing
wj ’s for k + 1 ≤ j ≤ n − k − 1. Therefore we need use the rest system to do the estimate. Expanding the
expression for ∆wk+i, we have
∆wk+i
4t
2
n
= |1− ζk+i
n
|2wk+i +
∑
r1+···+rs=k+i
1
s!n
s−1
2
(
k + i
r1, · · · , rs
)
wr1 · · ·wrs
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+
∑
r1+···+rs
=k+i+n
1
s!n
s−1
2
(
k + i+ n
r1, · · · , rs
)
wr1 · · ·wrs + · · ·
Let A ⊂ {1, · · · , n − 1} be the set A = {k + 1, · · · , n − k − 1} and B = {1, · · · , n − 1} \ A. Rewrite the
above equation as
∆wk+i
4t
2
n
= |1− ζk+i
n
|2wk+i + E + F +G, where
E =
∑
r≡k+i
mod n
∑
r1+···+rs=r
rj∈B
1
s!n
n−1
2
(
r
r1, · · · , rs
)
|1− ζk+i
n
|2wr1wr2 · · ·wrs
F =
∑
r≡k+i
mod n
∑
r1+···+rs=r
at most one of rj ’s in A
1
s!n
n−1
2
(
r
r1, · · · , rs
)
|1− ζk+i
n
|2wr1wr2 · · ·wrs
G =
∑
r≡k+i
mod n
∑
r1+···+rs=r
at least two of rj ’s in A
1
s!n
n−1
2
(
r
r1, · · · , rs
)
|1− ζk+i
n
|2wr1wr2 · · ·wrs
(6.4)
For E, the induction hypothesis applies, for l ∈ B
wl =
(
t−
3
2n e−2|1−ζ
l
n
|t 1n (R−|z|)
)
.
Also, by the triangle inequality, for s ≥ 2,
|1− ζr1
n
|+ · · ·+ |1− ζrs
n
| > |1− ζr1+···+rs
n
|,
thus ∑
r1+···+rs=k+1
1
s!n
n−1
2
(
k + 1
r1, · · · , rs
)
wr1 · · ·wrs ∼ O
(
t−
3
n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
.
Hence we have
E ∼ O
(
t−
3
n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
.
Applying this to the term F yields
F =
∑
r≡k+i
mod n
∑
r0+r1=r
r1∈A
O
(
t−
3
2n e−2|1−ζ
r0
n
|t 1n (R−|z|)
)
wr1 .
For j ∈ A, we need the following coarse estimate of the wj ’s.
Claim 6.7.
|wk+i| ≤ Ct− 32n e−
√
2|1−ζk+1
n
|t 1n (R−|z|)
Proof. (of Claim) We will estimate the sum
∑
k+1≤i≤n−k−1
w2k+i. Observe that
∆w2k+i
4t
2
n
≥ 2wk+i∆wk+i
4t
2
n
= 2|1− ζk+i
n
|2w2k+i + 2wk+iE + 2wk+iF + 2wk+iG
≥ 2|1− ζk+i
n
|2w2k+i −O
(
t−
3
n e−2|1−ζ
k+i
n
|t 1n (R−|z|)
)(∑
i
w2k+i
) 1
2
−
(
O
(
t−
3
2n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
+O
(
t−
2
n
))∑
i
w2k+i.
Thus, summing over i for 1 ≤ i ≤ n− 2k − 1 yields
1
4
t−
2
n∆(
∑
i
w2k+i) ≥ (2|1− ζk+1n |2 − Ct−
2
n )
∑
i
w2k+i − Ct−
3
n e−2|1−ζ
k+1
n
|t 1n (R−|z|)(
∑
i
w2k+i)
1
2 .
Since wk+i ≤ Ct− 2n , if b = Ct− 4n (n− 2k − 1) then
(
∑
i
w2k+i) |∂D ≤ b.
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Consider b · y
8|1−ζk+1
n
|2t 2n−8C , in D
1
4
t−
2
n∆(b · y
8|1−ζk+1
n
|2t 2n−8C) = (2|1− ζ
k+1
n
|2 − 2Ct− 2n )b · y
8|1−ζk+1
n
|2t 2n−8C
Using Lemma 6.5, for t sufficiently large,
≤ (2|1− ζk+1
n
|2 − Ct− 2n )b · y
8|1−ζk+1
n
|2t 2n−8C − Ct
− 3
n e−|1−ζ
k+1
n
|t 1n (R−|z|)√b(y
8|1−ζk+1
n
|2t 2n−8C)
1
2 .
By the maximum principle, ∑
i
w2k+i ≤ b · y8|1−ζk+1
n
|2t 2n−8C
thus
|wk+i(z)| ≤ C
√
bt
1
2n e−
√
2|1−ζk+1
n
|t 1n (R−|z|),
and by definition of b,
|wk+i(z)| ≤ Ct− 32n e−
√
2|1−ζk+1
n
|t 1n (R−|z|).

Recall that 14 t
− 2
n∆wk+1 = |1 − ζk+1n |2wk+1 + E + F +G, and E = O
(
t−
3
n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
, thus
1
4
t−
2
n∆wk+1 ≥ |1− ζk+1n |2wk+1 −O
(
t−
3
n e−2|1−ζ
k+1
n
|) 1n (R−|z|)
)
−O
(
t−
3
2n e−2|1−ζn |t
1
n (R−|z|)
)
(
∑
i
w2k+i)
1
2 − C
∑
i
w2k+i.
Applying claim 6.7 yields
1
4
t−
2
n∆wk+1 ≥ |1− ζk+1n |2wk+1 −O
(
t−
3
n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
−O
(
t−
2
n e−(2|1−ζn |+
√
2|1−ζk+1
n
|)t 1n (R−|z|)
)
−O
(
t−
1
n e−2
√
2|1−ζk+1
n
|t 1n (R−|z|)
)
On the right hand side of the inequality, the second term dominates the last term,
1
4t
2
n
∆wk+1 ≥ |1− ζk+1n |2wk+1 −O
(
t−
3
n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
−O
(
t−
2
n e−(2|1−ζn |+
√
2|1−ζk+1
n
|)t 1n (R−|z|)
)
.
For the competition of the second and third term, there are two cases:
Case I: |1− ζk+1
n
| ≤ |1− ζ
n
|+ 1√
2
|1− ζk+1
n
|
In this case we have
1
4
t−
2
n∆wk+1 ≥ |1− ζk+1n |2wk+1 −O
(
t−
3
n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
.
Let Ct−
2
n ≥ wk+1|∂D and consider C · yλ, where λ = 4t 2n |1− ζk+1n |2 − 4C, then
1
4
t−
2
n∆(Ct−
2
n · yλ) = (|1− ζk+1n |2 − Ct−
2
n )(Ct−
2
n yλ)
≤ |1− ζk+1
n
|2(Ct− 2n yλ)−O
(
t−
3
n e−(2|1−ζn |+
√
2|1−ζk+1
n
|)t 1n (R−|z|)
)
.
By the maximum principle, in D
wk+1 ≤ Ct− 2n yλ,
thus we have the desired
wk+1 = O
(
t−
3
2n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
.
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Case II: |1− ζk+1
n
| > |1− ζ
n
|+ 1√
2
|1− ζk+1
n
|, then
1
4
t−
2
n∆wk+1 ≥ |1− ζk+1n |2wk+1 −O
(
t−
2
n e−(2|1−ζn |+
√
2|1−ζk+1
n
|)t 1n (R−|z|)
)
.
Let Ct−
2
n ≥ wk+1|∂D and consider C · yk, where k = 4t 2n (|1− ζn |+ 1√2 |1− ζk+1n |)2, then
1
4
t−
2
n∆(Ct−
2
n · yk) = (|1− ζn |+
1√
2
|1− ζk+1
n
|)2(Ct− 2n yk)
≤ |1− ζk+1
n
|2(Ct− 2n yk)−O
(
t−
2
n e−(2|1−ζn |+
√
2|1−ζk+1
n
|)t 1n (R−|z|)
)
.
By the maximum principle, on D
wk+1 ≤ Ct− 2n yk.
Similarly, applying the same process as above, the same bound holds for −wk+i, hence
|wk+i| ≤ Ct− 2n yk.
Since |1 − ζk+i
n
| ≥ |1 − ζk+1
n
|, we have the bound |wk+i| ≤ Ct− 2n yk. Therefore, using Lemma 6.5 and
k = 4t
2
n (|1− ζ
n
|+ 1√
2
|1− ζk+1
n
|)2,
|wk+i(z)| ≤ O
(
t−
3
2n e−(2|1−ζn |+
√
2|1−ζk+1
n
|)t 1n (R−|z|)
)
. (6.5)
Recall that,
1
4
t−
2
n∆wk+1 = |1− ζk+1n |2wk+1 + E + F +G,
thus our sharper bounds of wk+i in (6.5) yield
≥ |1− ζk+1
n
|2wk+1 −O
(
t−
3
n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)
−O
(
t−
2
n e−(2|1−ζn |+2
√
2|1−ζk+1
n
|)t 1n (R−|z|)
)
.
Again, there are two cases to consider:
Case i. |1− ζk+1
n
| ≤ |1− ζ
n
|+√2|1− ζk+1
n
|
Case ii. |1− ζk+1
n
| > |1− ζ
n
|+√2|1− ζk+1
n
|
For Case i. applying an argument similar to Case I. will prove the result. For Case ii, we will obtain a more
precise bound on the asymptotics of wk+i, with exponent −(2|1− ζn |+2
√
2|1− ζk+1
n
|)t 1n (R− |z|). This will
give two more cases,
• |1− ζk+1
n
| ≤ |1− ζ
n
|+ 32
√
2|1− ζk+1
n
|
• |1− ζk+1
n
| > |1− ζ
n
|+ 32
√
2|1− ζk+1
n
|
Again, in the first case, applying an argument similar to Case I. will prove the result. While the second case
will give even more precise bounds, and two more cases. Since this process will terminate, we will eventually
be able to apply an argument similar to Case I. to obtain the desired,
wk+1(z) = O
(
t−
3
2n e−2|1−ζ
k+1
n
|t 1n (R−|z|)
)

Corollary 6.8. With the same assumptions Theorem 6.1,
∆wk(z) = O
(
t
1
2n e−2|1−ζ
k
n
|t 1n (R−|z|)
)
and |wkz | = O
(
t−
1
2n e−2|1−ζ
k
n
|t 1n (R−|z|)
)
.
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Proof. Using part (iii) of Proposition 5.2,
∆wk = 4|1− ζkn |2t
2
n
∑
r≡k
mod n
∑
r1+···+rs=r
1
s!n
s−1
2
(
r
r1, · · · , rs
)
wr1wr2 · · ·wrs
Applying Theorem 6.1 and the triangle inequality, for s ≥ 2,
|1− ζr1
n
|+ · · ·+ |1− ζrs
n
| > |1− ζr1+···+rs
n
|.
Thus,
∆wk(z) = O
(
t
1
2n e−2|1−ζ
k
n
|t 1n (R−|z|)
)
.
For 1 ≤ k ≤, consider the functions αk defined by
αk(z) = wk(t
− 1
n z),
where wk(t
− 1
n z) is just a rescaling of wk. The α
k’s then satisfy the following two properties
|αk| = |wk| ≤ Ct− 32n e−2|1−ζ
k
n
|t 1n (R−|z|)
and |αkzz¯| = |t−
2
nwkzz¯| ≤ Ct−
3
2n e−2|1−ζ
k
n
|t 1n (R−|z|) .
Applying Schauder’s estimate gives
|αk|C1 ≤ Ct−
3
2n e−2|1−ζ
k
n
|t 1n (R−|z|).
Thus |αkz |, |αkz | ≤ Ct−
3
2n e−2|1−ζ
k
n
|t 1n (R−|z|), proving
|wkz |, |wkz | ≤ Ct−
1
2n e−2|1−ζ
k
n
|t 1n (R−|z|).

Now we are ready to prove the main error estimate. Recall that it states: If d(p) be the minimum distance
from a point p to the zeros of qn. Then for any d < d(p), as t→ +∞, the (k, l)-entry of R satisfies
Rkl(p) = O
(
t−
1
2n e−2|1−ζ
k−l
n
|t 1n d
)
.
Proof. (of Theorem 4.3) For any d < d(p), choose a disk D of radius d centered at p, and denote the (k, l)-
entry of R by Rkl. From section 5, we have Rkl = Cwk−l(z)z + Ct−
1
n∆wk−1(z). By Corollary 6.8, as
t→ +∞, the (k, l)-entry of R satisfies
Rkl(p) = O
(
t−
1
2n e−2|1−ζ
k−l
n
|t 1n d
)
.

6.2. The (n − 1)-cyclic case. Recall, from equations (5.11) and 5.12, the main difference between the n-
cyclic case and the (n− 1)-cyclic case is that the latter contains v˜1 which is not part of the perturbed Toda
lattice. As a result, v˜
1
will be estimated separately.
Lemma 6.9. On a disc D of radius R,
|v˜1(z)| = O
(
t−
3
2(n−1) e−2(2t)
1
n−1 (R−|z|)
)
.
Proof. From equation (5.11), and |˜vj | ≤ Ct− 2n−1 ,
∆v˜
1
= 4(2t)
2
n−1 (
1
2
ev˜
1−v˜2 − 1
2
e−v˜
1−v˜2 ) = 2(2t)
2
n−1 (ev˜
1
− e−v˜
1
)e−v˜
2
≥ 2(2t) 2n−1 (2v˜1)(1 − Ct− 2n−1 ).
By the maximum principle, in D, we have
v˜
1
(z) ≤ Ct− 2n−1 y
4(2t)
2
n−1 (1−Ct−
2
n−1 )
≤ Ct− 32(n−1) e−2(2t)
1
n−1 (R−|z|).
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Similarly, for −v˜1 we obtain
−v˜1(z) ≤ Ct− 2n−1 y
4(2t)
2
n−1 (1−Ct−
1
n−1 )
≤ Ct− 32(n−1) e−2(2t)
1
n−1 (R−|z|).

Analogous to Theorem 6.1 for the n-cyclic case, the wk’s have the following asymptotics.
Theorem 6.10.
|wk(z)| = O
(
t−
3
2(n−1) e
−2|1−ζk
n−1
|(2t)
1
n−1 (R−|z|)
)
Proof. The proof is similar to that of Theorem 6.1; the difference between the Toda lattices for the n-cyclic
case and the (n− 1)-cyclic case is that latter is perturbed by f = 12 (e−v˜
1
+ ev˜
1
− 2)e−v˜
2
. However, we will
show that f has a strong enough decay so that it never effects the estimate of the wk’s. By Lemma 6.9,
f =
1
2
(e−v˜
1
+ ev˜
1
− 2)e−v˜
2
≤ 1
2
v˜
1
(z)
2
(1 + Ct−
2
n−1 ) ≤ Ct− 3n−1 e−4(2t)
1
n−1 (R−|z|).
Since f ≥ 0, we have |f | = O
(
t−
3
n−1 e−4(2t)
1
n−1 (R−|z|)
)
. Since 4 ≥ 2|1 − ζk
n−1
|, the perturbation f has
strong enough decay as not to effect the estimate of the wk’s. Thus, we may apply the process of obtaining
estimates in Theorem 6.1. 
We also have the decoupled equation corollary.
Corollary 6.11. For φ = e˜1+tqn−1en−2, away from the zeros of qn−1, the Hitchin equation FAt+[φ, φ
∗ht ] =
0 decouples as t→∞ {
FAt = 0
[φ, φ∗ht ] = 0
Similar to Corollary 6.8, we have
Corollary 6.12. With the same condition as above, we have
∆v˜
1
(z) = O
(
t
1
2(n−1) e−2(2t)
1
n−1 (R−|z|)
)
∆wk(z) = O
(
t
1
2(n−1) e
−2|1−ζk
n−1
|(2t)
1
n−1 (R−|z|)
)
and
|v˜1z | = O
(
t−
1
2(n−1) e−2(2t)
1
n−1 (R−|z|)
)
|wkz | = O
(
t−
1
2(n−1) e
−2|1−ζk
n−1
|(2t)
1
n−1 (R−|z|)
)
.
Now we are ready to show Theorem 4.7. Recall that it states: If d(p) be the minimum distance from a
point p to the zeros of qn−1. Then for any d < d(p), as t→ +∞, the (k, l)-entry of R satisfies
Rkl(p) =

O
(
t−
1
2(n−1) e
−2|1−ζk−l
n−1
|(2t)
1
n−1 d
)
k, l ≥ 2
0 k = l = 1
O
(
t−
1
2(n−1) e−2(2t)
1
n−1 d
)
otherwise
Proof. (of Theorem 4.7) For any d < d(p), choose a disk D of radius d centered at p. From section 5, we
have
Rkl = (B
1
n−1
)kl + (2t)
1
n−1 (B2
n−1
)kl =

c(wk−l)z + ct−
1
n−1∆wk−l + cft
1
n−1 k, l ≥ 2
0 k = l = 1
cv˜
1
z + ct
1
n−1 (ev˜
1
− e−v˜
1
)e−d
1
otherwise
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Corollary 6.12 implies that, as t→ +∞, Rkl has the desired asymptotics.
Rkl(p) =

O
(
t−
1
2(n−1) e
−2|1−ζk−l
n−1
|(2t)
1
n−1 d
)
k, l ≥ 2
0 k = l = 1
O
(
t−
1
2(n−1) e−2(2t)
1
n−1 d
)
otherwise

7. Elementary proof of WKB exponent
In this section we prove a special case of Theorem 4.4 which only concerns the highest eigenvalue, or
WKB exponent, of the transport operator. We include it here because the proof does not require the precise
error estimates obtained in Theorem 6.1, and hence is more elementary.
Theorem 7.1. Let P ∈ Σ˜ be away from the zeros of qb, choose a neighborhood Up centered at P , with
coordinate z, so that qb = dz
b. Any P ′ ∈ U
P
can be written in polar coordinate P ′ = Leiθ, then as t→∞
there exists a constant K > 1 such that
1
K
eLt
1
b µ ≤ ||T−1P,P ′(t)|| ≤ KeLt
1
b µ
1. For the n-cyclic case b = n, and µ = max{2cos(θ + 2pij
n
)}.
2. For the (n− 1)-cyclic case b = n− 1, and µ = max{2cos(θ + 2pij
n−1 )}.
Remark 7.2. When P and P ′ both project to the same point in Σ, the projected path is a loop. In this
case, the above asymptotics correspond to the largest eigenvalue of the associated family of representations
on the homotopy class of the loop. Note, considering the inverse path from P ′ to P, we obtain asymptotics
of the smallest eigenvalue of TP,P ′ .
The proof is a generalization of arguments of Loftin [Lof07, Lof] in which he deals with n = 3 situation.
To remain self-contained, we include the proof for the case φ = e˜1 + qnen−1 here.
Proof. Since we are only proving the n-cyclic case, we drop all b subscripts. Using the notation of section 4,
we need to estimate Φ solving the initial value problem
Φ(0) = I
dΦ
ds
=
t 1n
µ1 . . .
µn
+ (bij)
Φ
where |bij | = O(t− 1n ). We will assume µ1 = µ.
Write Φ = (φij), and consider the first column (φ11, φ21, . . . , φn1), which satisfies the linear system
φ11(0) = 1,
d
ds
φ11 = (t
1
nµ1 + b11)φ11 + b12φ21 + · · ·+ b1nφn1,
φ21(0) = 0,
d
ds
φ21 = b21φ11 + (t
1
nµ2 + b22)φ21 + · · ·+ b2nφn1,
...
φn1(0) = 0,
d
ds
φn1 = bn1φ11 + bn2φ21 + · · ·+ (t 1nµn + bnn)φn1
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Each of the above differential equations is first-order linear, and so we must have
φ11 = e
t
1
n µ1se
s∫
0
b11
1 + s∫
0
e
−t 1n µ1τ−
τ∫
0
b11
(b12φ21 + · · ·+ b1nφn1)dτ

φ21 = e
t
1
n µ2se
s∫
0
b22
s∫
0
e
−t 1n µ2τ−
τ∫
0
b22
(b21φ11 + b23φ31 + · · ·+ b2nφn1)dτ
...
φn1 = e
t
1
n µnse
s∫
0
bnn
s∫
0
e
−t 1n µnτ−
τ∫
0
bnn
(bn1φ11 + · · ·+ bn,n−1φn−1,1)dτ
The above n equations can be see as a map F from the Rn-valued function (φ11, φ21, . . . , φn1) to the right-
hand side.
Now let N ≫ 1 be a constant independent of t, and consider the Banach space Bt of continuous Rn-valued
functions with norm
||(f1, f2, . . . , fn)||Bt = sup
i
sup
s∈[0,L]
|fi(s)|e−t
1
n µ1s.
Let Bt(N) be the closed ball of radius N centered at the origin in Bt.
Claim 7.3. For t large enough, the solution (φ1j , φ2j , . . . , φnj) to the ODE system, must lie in Bt(N) for
all 1 ≤ j ≤ n.
Thus, for sufficiently large t, |φij | ≤ Net
1
n µ1L. Applying this to the above equation system yields
φ11 = e
t
1
n µ1L(1 +O(t−
1
n )), φ21 = e
t
1
n µ1LO(t−
1
n ), · · · , φn1 = et
1
n µ1LO(t−
1
n ).
For the second column of Φ, we have the equations
φ12 = e
t
1
n µ1se
s∫
0
b11
s∫
0
e
−t 1n µ1τ−
τ∫
0
b11
(b12φ22 + · · ·+ b1nφn2)dτ
φ22 = e
t
1
n µ2se
s∫
0
b22
1 + s∫
0
e
−t 1n µ2τ−
τ∫
0
b22
(b21φ12 + b23φ32 + · · ·+ b2nφn2)dτ

...
φn2 = e
t
1
n µnse
s∫
0
bnn
s∫
0
e
−t 1n µnτ−
τ∫
0
bnn
(bn1φ12 + · · ·+ bn,n−1φn−1,2)dτ
Thus, applying |φij | ≤ Net
1
n µ1s yields
|φ12| ≤ et
1
n µ1sO(t−
1
n )
|φ22 − et
1
n µ2s| ≤ et
1
n µ1sO(t−
1
n )
...
|φn2| ≤ et
1
n µ1sO(t−
1
n ),
Similarly, |φij − δijet
1
n µis| ≤ et
1
n µ1s for all i, j. To determine the largest eigenvalue of (φij) asymptotically,
we make use of the trace. Suppose ξ1 ≥ ξ2 ≥ · · · ≥ ξn are the eigenvalues, then since |φij | ≤ Net
1
n µis, there
is a constant C so that
max(ξj) ≤ Cet
1
n µ1s.
Also,
ξ1 + · · ·+ ξn = Tr(Φ) = et
1
n µ1s(1 +O(t−
1
n )) + et
1
n µ2s + · · ·+ et
1
n µns,
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thus
ξ1 ≥ 1
n
(ξ1 + · · ·+ ξn) ≥ 1
n
et
1
n µ1s(1 +O(t−
1
n )).
Hence
1
n
et
1
n µ1s(1 +O(t−
1
n )) ≤ ξ1 ≤ Cet
1
n µ1s(1 +O(t−
1
n )),
and for t sufficiently large, there exist constant K > 0 so that
1
K
et
1
n µ1s ≤ ξ1 ≤ Ket
1
n µ1s.
Since the highest eigenvalue ξ1 = ||T−1PP ′(t)||, the result follows.
Proof. (of Claim 7.3) We will show that for t large enough, F is a contraction map from Bt(N) to itself, and
thus the solution (φ11, φ21, . . . , φn1) to the ODE system, which is the fixed point of F , must lie in Bt(N).
For the rest of columns, the proof is identical. Consider F = (f1, f2, . . . , fn), G = (g1, g2, . . . , gn) ∈ Bt(N).
Then the first component of F(F )−F(G) is given by
et
1
n µ1se
s∫
0
b11
s∫
0
e
−t 1n µ1τ−
τ∫
0
b11
[b12(f2 − g2) + · · ·+ b1n(fn − gn)dτ ]
Now assume |bij | ≤ R and recall s ≤ L. A straightforward calculation shows that the first component of
F(F )−F(G) is pointwise bounded by
et
1
n µ1se2RL2RL||F −G||Bt .
For t sufficiently large, since R ∼ t− 1n , we may assume e2RL2RL < 1. Essentially the same calculation shows
that F : Bt(N)→ Bt(N) for large t, since N ≫ 1. The other n− 1 components of F behave the same way,
thus F is a contraction map.
Since F is a contraction map on the complete metric space Bt(N), the unique solution (φ11, φ21, . . . , φn1)
to the ODE system is the fixed point, and so must be in Bt(N) for all t sufficiently large.


8. Harmonic maps into symmetric spaces
We continue to work in the universal cover Σ˜ of Σ, all objects should be pulled back from the surface. As in
previous sections, we will use a subscript b to work with the two cases φ = e˜1+qnen−1 and φ = e˜1+qn−1en−2
simultaneously.
A Hermitian metric h on a flat bundle E gives rise to an equivariant map to the symmetric space
SL(n,C)/SU(n). To see this, fix a positively oriented unitary frame {xi(P )} over a base point P ∈ Σ˜.
With respect to the flat connection, parallel transport of the frame {xi(P )} gives a global frame {xi}. Define
a π1(Σ)-equivariant map by,
f : Σ˜ −→ SL(n,C)/SU(n)
P ′ 7−→ {h(xi(P ′), xj(P ′))}.
By Corlette’s Theorem [Cor88], the family of harmonic metrics ht considered above, gives a family of ρt-
equivariant harmonic maps
ft : Σ˜→ SL(n,C)/SU(n).
Remark 8.1. The image of the family ft all lie in a copy of the real symmetric space
SL(n,R)/SO(n,R) ⊂ SL(n,C)/SU(n).
This is because the family of representations ρt has image in the real group SL(n,R).
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Pick a base point P ∈ Σ˜ away from zeros of the differential qb. Recall that UP is a local coordinate such
that qb = dz
b, and Fb = F = (σ1, . . . , σn2 , σ
∗
n
2
, . . . , σ∗1) is a rescaled holomorphic frame (4.1). By Remark 4.1,
we can choose a unitary and orthogonal (with respect to the orthogonal structure Q) basis N(P ) at P so
that
F (P ) = N(P )(1 +O(t−
2
b )).
Using the flat connection, parallel transport the unitary basisN(P ) to obtain a frameN. Note thatN is not
a unitary frame since the flat connection does not have holonomy in SU(n); however, it retains its SL(n,R)
symmetry. As a result, the image of ft is contained in a copy of SL(n,R)/SO(n,R) →֒ SL(n,C)/SU(n).
The inclusion is determined by the inclusion of SO(n,R) ⊂ SU(n) given by Q-orthogonal unitary matrices,
and the intersection of Q-symmetric matrices with determinant 1 Hermitian matrices.
At a point P ′, denote the jth column of N by N j(P ′). Recall from equation (4.2), that the parallel
transport of the rescaled holomorphic frame F at P has been denoted by G, and
G(P ′) = N(P ′)(1 +O(t−
2
b )).
If we denote the jth column of G(P ′) by Gj(P ′), we have
ft(P
′) = {ht(P ′)(N i(P ′), N j(P ′))}
= {ht(P ′)
(
Gi(P ′), Gj(P ′)
)
(1 +O(t−
2
b ))}.
By Proposition 4.2, we understand ht(P
′) in the frame F, thus, we change coordinates Ψt(P ′)G(P ′) = F (P ′).
In terms of columns, we have
Gi(P ′) = Ψ−1t (P
′)ikF k(P ′).
Thus ft(P
′) is given by
ft(P
′) = { ht(P ′)
(
Ψ−1t (P
′)ikF k(P ′) , Ψ−1t (P
′)jlF l(P ′)
)
(1 +O(t−
2
b )) }.
In the frame F, the metric ht is diagonal, thus
ft(P
′) = Ψ−1t (P
′)T hFt Ψ
−1
t (P
′) (1 + O(t−
2
b ))
where hFt denotes the metric in the rescaled holomorphic frame F. Now, using Theorem 3.1 and Remark 4.1,
we have
ft(P
′) = Ψ−1t (P
′)T · (1 +O(t− 2b )) ·Ψ−1t (P ′) .
Therefore, by applying estimates for Ψ(L) in Theorems 4.4 and 4.8, for any P ′ = Leiθ = γ(L) with the
property that, for all s, s < d(γ(s)) := min{d(γ(s), z0)| for all zeros z0 of qn}, as t→∞
ft(P
′) =
(
Id+O
(
t−
1
2b
))
S

e−2Lt
1
b µ1
e−2Lt
1
b µ2
. . .
e−2Lt
1
b µn
ST
(
Id+O
(
t−
1
2b
))
. (8.1)
Here S and the {µj}’s satisfy the same conditions as in Theorems 4.4 and 4.8. By Remark 4.5, the above
equation can be interpreted as saying that for all such P, there exists a neighborhood UP , so that the
ρt-equivariant maps ft : Σ˜→SL(n,R)/SO(n,R) send UP asymptotically into a flat of the symmetric space.
Given two points P, P ′ in the symmetric space SL(n,R)/SO(n,R), the vector distance between them is
defined by
→
d (P, P ′) = P − P ′, where the difference is taken in a flat (isometric to An−1) containing both
points. One can show
→
d (P, P ′) is independent of the choice of flat. For example, in the standard flat of
SL(n,R)/SO(n,R) consisting of all diagonal matrices of determinant 1, the vector distance is defined by
→
d

1 . . .
1
 ,
e
λ1
. . .
eλn

 = (λ1, · · · , λn).
Since all flats in SL(n,R)/SO(n,R) are conjugate to the standard flat, the vector distance can be defined
in a similar way.
The asymptotic expression (8.1) for ft, together with the definition of vector distance, gives the following
theorem.
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Theorem 8.2. With the same assumptions as the parallel transport asymptotitcs Theorem 4.4, for a path
γ satisfying
s < d(γ(s)) := min{d(γ(s), z0)| for all zeros z0 of qn},
we have
lim
t→∞
1
t
1
n
→
d (ft(γ(0)), ft(γ(1))) =
(
−2L cos (θ) ,−2L cos
(
θ +
2π
n
)
, . . . ,−2L cos
(
θ +
2π(n− 1)
n
))
.
A similar theorem holds in the (n − 1)-cyclic case. As mentioned in the introduction, the above result
answers the conjecture in [KNPS13] on the asymptotics of the ‘Hitchin WKB problem’ in these special cases.
In [KNPS13], a similar result is proven for the asymptotics of the complex WKB problem, i.e. the family of
holomorphic flat connections ∇t = ∇0 + tφ (1.1).
To close, we briefly discuss the behavior of the ‘limit map’ f∞ associated to the family ft, studied
extensively in [KNPS13]. To obtain better information about the behavior of the maps ft as t→∞, we
rescale the metric on the symmetric space and consider the family of maps
ft : Σ˜→
(
SL(n,R)/SO(n,R),
1
t
1
b
d
)
.
The limit of
(
SL(n,R)/SO(n,R), 1
t
1
b
d
)
as t→∞ is not well defined, however, by the work of Kleiner-Leeb
[KL97] and Parreau [Par12], a Gromov limit of
(
SL(n,R)/SO(n,R), 1
t
1
b
d
)
is an affine building modeled on
An−1. The limit construction depends on the choice of ultrafilter ω on R with countable support; with this
choice, the limit is called the asymptotic cone and is denoted Coneω. In [Par12], Parreau showed that, given
a diverging family of representations ρt, the limit of the vector length spectra of ρt arises from the length
spectrum of a limit action ρω on Coneω. This gives a harmonic map
fω : Σ˜→ Coneω,
which is equivariant for the limiting action ρω of π1(S) on Coneω.
In this language, the asymptotic expression (8.1) of ft implies that for the families of rays
(Σ, 0, · · · , 0, tqn), (Σ, 0, · · · , tqn−1, 0) ∈ Hitn(S)
and for any P away from the zeros of qn and qn−1, there exists a neighborhood UP so that the ρω-equivariant
map
fω : Σ˜→ Coneω
sends UP into a single apartment of the building Coneω.
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