By using Malliavin calculus, Bismut type formulas are established for the Lions derivative of P t f (µ) := Ef (X µ t ), where t > 0, f is a bounded measurable function, and X µ t solves a distribution dependent SDE with initial distribution µ. As applications, explicit estimates are derived for the Lions derivative and the total variational distance between distributions of solutions with different initial data. Both degenerate and nondegenerate situations are considered. Due to the lack of the semigroup property and the invalidity of the formula P t f (µ) = P t f (x)µ(dx), essential difficulties are overcome in the study.
Introduction
The Bismut formula introduced in [3] , also called Bismut-Elworthy-Li formula due to [12] , is a powerful tool in characterising the regularity of distribution for SDEs and SPDEs. A plenty of results have been derived for this type formulas and applications by using stochastic analysis and coupling methods, see for instance [24] and references therein.
On the other hand, because of crucial applications in the study of nonlinear PDEs and environment dependent financial systems, the distribution dependent SDEs (also called McKean-Vlasov or mean filed SDEs) have received increasing attentions, see [10, 11, 13, 14, 18, 22, 23] and references therein. Recently, this type SDEs have been applied in [5, 9, 17, 20] to characterize PDEs involving the Lions derivative (L-derivative for short) introduced by P.-L. Lions in his lectures [6] . Moreover, Harnack inequality, gradient estimates and exponential ergodicity have been investigated in [27] and [21] . In this paper, we aim to establish Bismut type L-derivative formula for distribution dependent SDEs with possibly degenerate noise.
To introduce our main results, we first recall the L-derivative. Let P(R d ) be the space of all probability measures on R d , and let
Then P 2 (R d ) is a Polish space under the Wasserstein distance
where C (µ, ν) is the set of couplings for µ and ν; that is, π ∈ C (µ, ν) is a probability measure on R d × R d such that π(· × R d ) = µ and π(R d × ·) = ν. We will use 0 to denote vectors with components 0, or the constant map taking value 0. Definition 1.1. Let f : P 2 (R d ) → R, and let g : M × P 2 (R d ) → R for a differentiable manifold M.
In this case, we denote D L f (µ) = γ and call it the L-derivative of f at µ.
(2) If the L-derivative D L f (µ) exists for all µ ∈ P 2 (R d ), then f is called L-differentiable. If, moreover, for every µ ∈ P 2 (R d ) there exists a µ-version D L f (µ)(·) such that D L f (µ)(x) is jointly continuous in (x, µ) ∈ R d ×P 2 (R d ), we denote f ∈ C (1,0) (P 2 (R d )).
(3) g is called differentiable on M × P 2 (R d ), if for any (x, µ) ∈ M × P 2 (R d ), g(·, µ) is differentiable at x and g(x, ·) is L-differentiable at µ. If, moreover, ∇g(·, µ)(x) and D L g(x, ·)(µ)(y) are joint continuous in (x, y, µ) ∈ M 2 ×P 2 (R d ), where ∇ is the gradient operator on M, we write g ∈ C 1,(1,0) (M × P 2 (R d )).
As indicated in [20] that for any n ≥ 1, g ∈ C 1 (R n ) and h 1 , · · · , h n ∈ C 1 b (R d ), the cylindrical function µ → g(µ(h 1 ), · · · , µ(h n )) is in C (1,0) (P 2 (R d )) with
Obviously, if f is L-differentiable at µ, then
We may call D L φ the directional L-derivative along φ, which was introduced in [?, ?] .
is Gâteaux differentiable at 0, and we say that f is weakly L-differentiable at µ, since the Gâteaux differentiability is weaker than the Fréchet one.
By (1.2) , for an L-differentiable function f on P 2 (R d ), we have
For a vector-valued function f = (f i ), or a matrix-valued function f = (f ij ) with Ldifferentiable components, we write
Let W t be a d-dimensional Brownian motion on the natural filtered probability space (Ω 0 , F 0 , {F 0 t } t≥0 , P). To ensure that for any µ ∈ P 2 (R d ) there exists a random variable X on R d with distribution µ, let µ 0 be a probability measure on R d which is equivalent to the Lebesgue measure, and enlarge the probability space as
. Let L ξ denote the distribution of a random variable on the probability space (Ω, F , P). In case different probability spaces are concerned, we write L ξ|P instead of L ξ to emphasize the reference probability measure P.
Consider the following distribution dependent SDE on R d :
where and in what follows, for x ∈ R d we denote by δ x the Dirac measure at x, and · is the operator norm. For any t ≥ 0, let
be the class of F t -measurable square integrable random variables on R d . By (1.5) and (1.6), for any s ≥ 0 and
has a unique solution (X s,t ) t≥s with X s,s = X s and
see, for instance [27] , where gradient estimates and Harnack inequalities are also derived for the associated nonlinear semigroup. See also [16, 18] for weaker conditions ensuring the existence and uniqueness of solutions to (1.4). For any µ ∈ P 2 (R d ) and s ≥ 0, let (X µ s,t ) t≥s be the solution to (1.4) with L Xs,s = µ. Denote
Then for any 0 ≤ s ≤ t, P s,t is a linear operator from
. In this paper, we aim to establish the Bismut type formula for the L-derivative of P s,t f for t > s. By considering the SDE forX t := X t+s , t ≥ 0, without loss of generality we may and do assume s = 0. So, for simplicity, below we only establish the derivative formula for P t f := P 0,t f, t > 0. More precisely, for any
which in turn implies the L-differentiability of P T f . Note that the derivative formula for
, which is the special case of (1.10) with µ = δ x and φ ≡ v. Moreover, formulas of the L-derivative and integration by parts have been presented in [8] for the following de-coupled SDE:
which is different from the original SDE (1.4) but has important applications in solving PDEs with Lions' derivatives, see [5, 17, 20] and references within.
When the SDE (1.4) is distribution independent, i.e. b t (x, µ) = b t (x) and σ t (x, µ) = σ t (x) do not depend on µ, the Bismut type formula
has been well studied in the literature, where M x T is an integrable random variable on R d , which is measurable in x ∈ R d when it varies, see for instance [1, 15, 25, 26, 28] and references within. Since the coefficients are distribution independent, we have
Hence, by (1.11) and (1.12) we obtain
) . However, when the SDE is distribution dependent, as explained in [27] that in general (1.12) does not hold, so it is non-trivial to establish the Bismut type formula (1.10).
The remainder of the paper is organized as follows. In section 2, we state our main results on Bismut formulas of D L φ P T f and applications, for both non-degenerate and degenerate distribution dependent SDEs. To establish the Bismut formula using Malliavin calculus, we make necessary preparations in Section 3 concerning partial derivatives in the initial value, and Malliavin derivative for solutions of (1.4). Finally, complete proofs of the main results are addressed in Section 4.
Main results
Let | · | denote the norm in R d , and · denote the operator norm for matrices or more generally linear operators. We make the following assumption.
Moreover, there exists a continuous function K : [0, ∞) → [0, ∞), such that (1.6) holds and
where as in (
Obviously, (H) implies (1.5) and (1.6), so that the SDE (1.4) has a unique solution for any initial value X 0 ∈ L 2 (Ω → R d , F 0 , P). In the following two subsections, we state our main results for non-degenerate and degenerate cases respectively.
The non-degenerate case
Due to technical reason, the following result Theorem 2.1 only works for distribution independent σ t . But some other results (for instance Proposition 3.2) apply to the general setting. So, in addition to (H) we also assume (2.1)
By (H), this linear SDE is well-posed with sup
Theorem 2.1. Assume (H) and (2.1).
where X t solves (1.4) for L X 0 = µ, and
Moreover, the limit
exists in the total variational norm, where ψ is the unique element in
3) can be proved as in the distribution independent case by constructing a proper random variable h on the Cameron-Martin space such that
such that (1.1) holds for P T f replacing f , which is non-trivial.
Moreover, comparing with the classical case where (2.
, there is essential difficulty to do this in the distribution dependent setting. More precisely, when b t and σ t do not depend on the distribution, we have the semigroup property P T f (µ) = P t (P t,T f )(µ) for t ∈ (0, T ), where P t,T f (x) := P t,T f (δ x ) for the Dirac measure δ x at point x. In many cases, we have
, one may apply the derivative formula (2.3) with (P t , P t,T f ) replacing (P T , f ) to derive a derivative formula for P T f . However, in the distribution dependent case, due to the lack of (1.12) we no longer have P T f (µ) = P t (P t,T f )(µ), so that this argument becomes invalid. To overcome this difficulty we will make a new approximation argument, see step (a) in the proof of Theorem 2.1 for details.
As applications of Theorem 2.1, the following result consists of estimates on the Lderivative and the total variational distance between distributions of solutions with different initial data.
Corollary 2.2. Assume (H) and (2.1) for some increasing functions K and continuous function λ.
(2.5)
Consequently, for any T > 0 and µ, ν ∈ P 2 (R d ),
Stochastic Hamiltonian systems
Consider the following distribution dependent stochastic Hamiltonian system for X t = (X
where (W t ) t≥0 is a d-dimensional Brownian motion as before, and for each t ≥ 0, σ t is an
is measurable with b
(1)
is the gradient in the i-th component, i = 1, 2. Let ∇ 2 = ∇∇ denote the Hessian operator on R m+d . We assume
, and there exists an increasing function K : [0, ∞) → [0, ∞) such that (1.6) and
Obviously, this assumption implies (H) for the SDE (2.8). We aim to establish the derivative formula of type (1.10) with P t and P * t being defined by (1.8) and (1.9) for the SDE (2.8). To follow the line of [28] where the distribution independent model was investigated, we need the following assumption (H2).
For any s ≥ 0, let {K t,s } t≥s solve the following linear random ODE on R m⊗m :
where I m×m is the m × m-order identity matrix. 
t .
According to the proof of [28, Theorem 1.1], (H2) implies that the matrices
are invertible with
and (2.14) α
Moreover, let (h 
Consequently:
(2) There exists a constant c ≥ 0 such that for any T > 0,
Preparations
We first introduce a formula of the L-derivative re-organized from [6, Theorem 6.5] and [9, Proposition A.2], then investigate the partial derivatives of X t in the initial value, and the Malliavin derivatives of X t with respect to the Brownian motion W t .
A formula of L-derivative
The following result is essentially due to [6, Theorem 6.
, and [9, Proposition A.2] for bounded X and Y . We include a complete proof for readers' convenience.
Proposition 3.1. Let (Ω, F , P) be an atomless probability space, and let
Consequently,
Proof. It is easy to see that (3.2) follows from (1.3) and (3.
Below we prove (3.1) for the stated two situations respectively.
(1) Assume that X and Y are bounded. For any
Next, let (Ω,F ,P) be an atomless Polish probability space, and letX ∈ L 2 (Ω → R d ,P) with LX |P = µ, where L ·|P denotes the distribution of a random variable underP. According to [9 
is Fréchet differentiable atX with derivative
Equivalently, (3.1) holds. Below we construct the desiredX and (Ω,F ,P) such that
, but to ensure the atomless property, we take (Ω,
, where λ is the standard Gaussian measure on R. Then (Ω,F ,P) is an atomless Polish probability space. Let
We have LX = µ. Moreover, let
It is easy to see that the L-differentiability of f at µ implies that off at µ × δ 0 with
Finally, on the probability space (Ω, F , P) we have
Combining this with (3.4) and (3.5), we prove (3.3). Therefore, (3.1) holds.
By (3.1) for bounded X and Y , for any n ≥ 1 we have
and for any s ∈ [0, ε],
Then letting n → ∞ in (3.6) we arrive at
This implies (3.1). More precisely, it is easy to see that {L X+sY } is compact in
Combining this with the continuity property of
In particular,
Moreover, (3.8) implies
Due to this, (3.7) and (3.9), the dominated convergence theorem gives
Partial derivative in initial value
For any T > 0, let 
The main result of this part is the following.
Proposition 3.2. Assume (H). Then for any T > 0, the limit
is the unique solution to the linear SDE (3.11).
To prove the existence of ∇ η X t in (3.12), it suffices to show that when ε ↓ 0
(3.14) lim
To this end, we need the following two lemmas.
Proof. By (H), there exists a constant C 1 > 0 such that
Then by the BDG inequality, and noting that W 2 (L ξ , L η ) 2 ≤ E|ξ − η| 2 for two random variables ξ, η, we may find out a constant C 2 > 0 such that
for some constant C 3 > 0. Combining this with (3.16) and noting that due to (1.7)
we arrive at
Therefore, Gronwall's inequality gives
For any differentiable (real, vector, or matrix valued) function f on
Lemma 3.4. Assume (H). For any (real, vector, or matrix valued)
. By the chain rule and (3.1), we have
ds.
Combining this with (3.18) we obtain 
Thus, the C 1,(1,0) -property of f , Lemma 3.3 and the first inequality in (3.20) yield that Ξ ε f (t) → 0 in probability as ε → 0. Combining this with the first inequality in (3.19), Lemma 3.3, and using the dominated convergence theorem, we derive lim ε↓0 E Ξ 
Then Lemma 3.4 gives
By (3.10), (3.13), and (3.17) for b t and σ t replacing f, we have
Combining this with (H) and using the BDG inequality, we find out a constant C 2 > 0 such that
Since Lemma 3.3 ensures that E sup s∈[0,t] ξ ε (s) < ∞, by Gronwall's lemma this yields
Combining this with (3.21) and Lemma 3.3, and applying the dominated convergence theorem, we prove the first assertion in Proposition 3.2. Finally, by (3.10), (3.12), (3.21) and (3.17) for b t , σ t replacing f , we conclude that v η t := ∇ η X t solves the SDE (3.11). Since this SDE is linear, the uniqueness is trivial. Then the proof is finished.
Malliavin derivative
Consider the Cameron-Martin space
, which is a probability measure (i.e. Wiener measure) on the path space
by F . Then we have the integration by parts formula
It is well known that for adapted h ∈ L 2 (Ω → H, P), one has h ∈ D(D * ) with
For more details and applications on Malliavin calculus one may refer to [19] and references therein.
To calculate the Malliavian derivative of X t with L X 0 = µ ∈ P 2 (R d ), we write X t = F t (W · ) as a functional of the Brownian motion {W s } s∈ [0,t] . Then by definition, for an adapted h ∈ L 2 (Ω → H, P),
On the other hand, by the pathwise uniqueness of (1.4), X h,ε t
which is well-posed due to (H) and h
. When σ t (x, µ) does not depend (x, µ), this SDE reduces to a random ODE for Y h,ε t := X h,ε t − σ t W t , which is wellposed also for non-adapted h like h α in Theorem 2.3. The main result of this part is the following which is well known by regarding (1.4) as the classical SDE, since in (3.24) the distribution L Xt does not depend on the variable ε.
, which is adapted if σ t (x, µ) depends on x or µ. Then the limit 
Proofs of main results
We first present an integration by parts formula for 
An integration by parts formula
, and any 0 ≤ r < T and g ∈ C 1 ([r, T ]) with g r = 0 and g T = 1,
Proof. Having Propositions 3.2 and 3.5 in hands, the proof is more or less standard. 
So, (ṽ t ) t≥r solves the SDE (3.26) withṽ r = 0. On the other hand, by (4.2) we have h 
Thus, by the chain rule and the integration by parts formula (3.22) , for any bounded
where in the last step we have used D h G = 0 since G is F r -measurable but h ′ t = 0 for t ≤ r. Noting that the class of bounded
Combining this with
due to (3.23) and (4.2), we prove (4.1).
Proof of Theorem 2.1
, and by the definition of
Then (4.4) and (4.1) imply
By a standard approximation argument, we may extend this formula to all f ∈ B b (R d ). Indeed, let
Then ν ε is a finite signed measure on R d with
So, (4.6) is equivalent to
It is easy to see from (H) that
Combining this with (4.8), we see that (2.
To prove this equality, we denote
Applying (4.1) with g t := t−r T −r for t ∈ [r, T ] and using (H), we may find out a constant C(T, r) > 0 such that
By the argument extending (4.
, we conclude from this that for any r ∈ (0, T ),
, r ∈ (0, T ). By letting r ↑ T we prove (4.10).
, in step (c) we will deduce from this and (2.
is linear, and by (H) and (2.1), there exists a constant C(T ) > 0 such that
Then L is a bounded linear functional on the Hilbert space
Therefore, (4.12) holds.
Combining this with (4.12) and (4.13), and noting that µ 1 = µ • (Id + φ) −1 ), we arrive at (4.14)
where
It is easy to deduce from (H) that for any p ≥ 2 there exists a constant c(p) > 0 such that (4.15) sup
Combining this with the continuity of σ t (x) in x uniformly in t ∈ [0, T ], we conclude that 
where for a square integrable random variable v on R d ,
Combining this with (4.15) and (H), there exists a constant c > 0 such that
holds for some martingale M t , and that
By (4.18) and (4.15) for p = 4, there exists a constant c ′ > 0 such that
Then Gronwall's lemma and (4.19) yield
Eε(φ) = 0.
Combining this with the definition of ε 3 (φ), (H), and Jensen's inequality for the conditional expectation E(·|F 0 ), we may find out constants C 1 , C 2 > 0 depending on f ∞ and T such that
This, together with (4.14), (4.16) and (4.17), implies (4.3). 
Combining this with (4.21) and using Jensen's inequality, when µ(|φ| 2 ) ≤ 1 we have
for any g ∈ C 1 ([0, T ]) with g 0 = 0 and g T = 1. Taking g t = t T , t ∈ [0, T ], we prove the estimate (2.5).
Proof of (2). Let
2 . Let X s t be the solution to (1.4) with
for some constant c > 0. To apply Proposition 3.1, we take {µ n , ν n } n≥1 ⊂ P 2 (R d ) which have compact supports and are absolutely continuous with respect to the Lebesgue measure, such that
According to [4] , see also [6, Theorem 5.8] , for any n ≥ 1 there exists a unique map
By Proposition 3.1, (2.5) and (4.23), we obtain
.
By the continuity of P T f and (4.22), by letting n → ∞ we prove
Therefore, (2.6) and (2.7) hold.
Proof of Theorem 2.3
Let T > r ≥ 0, µ ∈ P 2 (R m+d ) and let X t solve (2.8) with L X 0 = µ. To realize the procedure in the proof of Theorem 2.1 for the present degenerate setting, we first extend Theorem 4.1 using 
. By (4.24), we have
Extending α t with α t := ∇ η X t for t ∈ [0, r), and letting v t = w t + α t for any t ∈ [0, T ], we obtain
Combining these with (4.27) and Proposition 3.2 leads to
That is, v t solves (3.11) so that by Proposition 3.2 we obtain v t := w t + α t = ∇ η X t . Since In particular, taking r = 0 we obtain D * (h) ∈ L p (P) for all p ∈ (1, ∞) and
Basing on these two formulas, by repeating the proof of Theorem 2.1 with I r := E(D * (h α )|F r ), we prove (2.16) and the L-differentiability of P T f for f ∈ B b (R m+d ). Finally, the estimates (2.17) and (2. 
Letting r ↑ T we derive (4.35), and hence prove (2.16) as explained above.
