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Abstract
In this paper we consider the existence of positive solutions of the following boundary value problem:⎧⎨
⎩
(ϕ1(x′))′ + a(t)f (x, y) = 0, (ϕ2(y′))′ + b(t)g(x, y) = 0, t ∈ (0,1),
αϕ1(x(0)) − βϕ1(x′(0)) = 0, αϕ2(y(0)) − βϕ2(y′(0)) = 0,
γ ϕ1(x(1)) + μϕ1(x′(1)) = 0, γ ϕ2(y(1)) + μϕ2(y′(1)) = 0,
where ϕ1, ϕ2 :R → R are the increasing homeomorphism and positive homomorphism and ϕ1(0) = 0,
ϕ2(0) = 0. We show the sufficient conditions for the existence of positive solutions by using the nome type
cone expansion–expression fixed point theorem.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Boundary value problems; Equation systems; Positive solution; Cone
1. Introduction
In this paper we consider the existence of positive solutions of the following boundary value
problem:
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⎩
(ϕ1(x′))′ + a(t)f (x, y) = 0, (ϕ2(y′))′ + b(t)g(x, y) = 0, t ∈ (0,1),
αϕ1(x(0)) − βϕ1(x′(0)) = 0, αϕ2(y(0)) − βϕ2(y′(0)) = 0,
γ ϕ1(x(1)) + μϕ1(x′(1)) = 0, γ ϕ2(y(1)) + μϕ2(y′(1)) = 0.
(1.1)
We always assume that the following hypotheses hold:
(A) ϕ1, ϕ2 :R → R are the increasing homeomorphism and positive homomorphism and
ϕ1(0) = 0, ϕ2(0) = 0;
(B) f,g : [0,∞) × [0,∞) → (0,∞) are continuous;
(C) α,β, γ,μ ∈ R and α > 0, β  0, γ > 0, μ 0;
(D) a(t), b(t) ∈ C((0,1), [0,∞)), a(t) ≡ 0, b(t) ≡ 0 on any interval of (0,1).
Furthermore,
0 <
1/2∫
0
ϕ−11
( 1/2∫
s
a(r) dr
)
ds +
1∫
1/2
ϕ−11
( s∫
1/2
a(r) dr
)
ds < ∞,
0 <
1/2∫
0
ϕ−12
( 1/2∫
s
b(r) dr
)
ds +
1∫
1/2
ϕ−12
( s∫
1/2
b(r) dr
)
ds < ∞,
where ϕ−11 (x), ϕ
−1
2 (x) are, respectively, the inverse function to ϕ1(x), ϕ2(x).
A projection ϕ :R → R is called an increasing homeomorphism and positive homomorphism,
if the following conditions are satisfied:
(i) if x  y, then ϕ(x) ϕ(y), ∀x, y ∈ R;
(ii) ϕ is a continuous bijection and its inverse mapping is also continuous;
(iii) ϕ(xy) = ϕ(x)ϕ(y), ∀x, y ∈ R+.
In recent years, there was much attention focused on the existence of positive solutions for
p-Laplacian operator (see [1–5,9]), but for an increasing homeomorphism and positive homo-
morphism, few works were done as far as we know. We show the existence of positive solutions
of nonlinear equation systems under nonlinear boundary conditions by using the nome type cone
expansion–expression fixed point theorem. Our thoughts come from [7,8].
Lemma 1.1. [6] Let B be a Banach space, and let K ⊂ B be a cone. Assume Ω1,Ω2 are open
bounded subset of B with 0 ∈ Ω1, Ω1 ⊂ Ω2, and let
F :K ∩ (Ω2 \ Ω1) → K
be a completely continuous operator such that
(i) ‖Fu‖ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Fu‖ ‖u‖, u ∈ K ∩ ∂Ω2; or
(ii) ‖Fu‖ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Fu‖ ‖u‖, u ∈ K ∩ ∂Ω2.
Then F has a fixed point in K ∩ (Ω2 \ Ω1).
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t  1}, ‖y‖ = sup{y(t): 0 t  1}, then X is a Banach space. Let K = {(x, y): (x, y) ∈ X, x(t)
and y(t) are nonnegative concave functions}, then K is a cone in a Banach space X.
It is well known that the solution for the equation systems (1.1) is equivalent to the fixed point
of the following integral equation systems:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A(x,y)(t) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ϕ−11
(β
α
∫ σA
0 a(r)f (x, y) dr
)+ ∫ t0 ϕ−11 (∫ σAs a(r)f (x, y) dr)ds,
0 t  σA,
ϕ−11
(
μ
γ
∫ 1
σA
a(r)f (x, y) dr
)+ ∫ 1
t
ϕ−11
(∫ s
σA
a(r)f (x, y) dr
)
ds,
σA  t  1,
B(x, y)(t) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ϕ−12
(β
α
∫ σB
0 b(r)g(x, y) dr
)+ ∫ t0 ϕ−12 (∫ σBs b(r)g(x, y) dr)ds,
0 t  σB,
ϕ−12
(
μ
γ
∫ 1
σB
b(r)g(x, y) dr
)+ ∫ 1
t
ϕ−12
(∫ s
σB
b(r)g(x, y) dr
)
ds,
σB  t  1,
for each (x, y) ∈ K . Here σA = 0, if (A(x, y))′(0) = 0; σA = 1, if (A(x, y))′(1) = 0; otherwise,
σA is unique solution of the equation
g1(t) = g2(t), (1.2)
where
g1(t) = ϕ−11
(
β
α
t∫
0
a(r)f (x, y) dr
)
+
t∫
0
ϕ−11
( t∫
s
a(r)f (x, y) dr
)
ds, 0 t < 1,
g2(t) = ϕ−11
(
μ
γ
1∫
t
a(r)f (x, y) dr
)
+
1∫
t
ϕ−11
( s∫
t
a(r)f (x, y) dr
)
ds, 0 < t  1.
Equation (1.2) has unique solution in (0,1), because g1(t) is a strictly monotone increasing
continuous function defined on [0,1) with g1(0) = 0 and g2(t) is a strictly monotone decreasing
continuous function defined on (0,1] with g2(1) = 0. Thus there exists unique point which is
unique solution of (1.2). Therefore, the operator A(x,y) is well defined, and
A(x,y)(σA) = max
t∈[0,1]
A(x,y)(t),
since
(
A(x,y)
)′
(t) =
{
ϕ−11
(∫ σA
t
a(s)f (x, y) ds
)
 0, 0 < t  σA,
−ϕ−11
(∫ t
σA
a(s)f (x, y) ds
)
 0, σA  t < 1
is continuous and nonincreasing in (0,1) and (A(x, y))′(σA) = 0.
Moreover(
ϕ1
((
A(x,y)
)′
(t)
))′ = −a(t)f (x, y) a.e. t ∈ (0,1).
Then A(x,y) is nonnegative concave function.
In a similar way, we can know B(x, y) is well defined and(
ϕ2
((
B(x, y)
)′
(t)
))′ = −b(t)g(x, y) a.e. t ∈ (0,1).
So B(x, y)is also nonnegative concave function.
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F(x, y)(t) = (A(x,y)(t),B(x, y)(t)).
Thus F(K) ⊂ K .
Remark 1. For ∀(x, y) ∈ K, σA, σB are continuous depending on (x, y). We only prove σA is
continuous depending on (x, y). In fact, for ∀(x, y) ∈ K, let
G(t, x, y) = ϕ−11
(
β
α
t∫
0
a(r)f (x, y) dr
)
+
t∫
0
ϕ−11
( t∫
s
a(r)f (x, y) dr
)
ds
− ϕ−11
(
μ
γ
1∫
t
a(r)f (x, y) dr
)
−
1∫
t
ϕ−11
( s∫
t
a(r)f (x, y) dr
)
ds,
then G(t, x, y) is continuous on t, x, y, and is strictly monotone increasing on t , and
G(0+, x, y) < 0 < G(1−, x, y), thus there exists (x1, y1) ∈ K , and σA ∈ (0,1) satisfying
G(σA,x1, y1) = 0. Let
G(t, x, y) = 0, (1.3)
since ∂G
∂t
, ∂G
∂x
and ∂G
∂y
are continuous and ∂G
∂t
> 0, by implicit function theorem (see [10]), there
exists continuous function t = t (x, y) satisfying (1.3) and G(σA(x1, y1), x1, y1) = 0. Since t =
t (x, y) is continuous on x, y, then σA is continuous depending on (x1, y1).
It follows from (D) that there exists δ ∈ (0,1/2) such that
0 <
1−δ∫
δ
a(t) dt < +∞, 0 <
1−δ∫
δ
b(t) dt < +∞, (1.4)
and hence the function
C(x) = ϕ−11
( x∫
δ
a(t) dt
)
+ ϕ−11
( 1−δ∫
x
a(t) dt
)
, δ  x < 1 − δ
is continuous and positive on [δ,1 − δ]. In the subsequent results, δ always satisfies (1.4).
For notational convenience, we introduce the following constant:
L = min
δx1−δ C(x).
Lemma 1.2. Let (x, y) ∈ K , and δ ∈ (0,1/2). Then x(t) + y(t) δ(‖x‖ + ‖y‖), t ∈ [δ,1 − δ],
where ‖x‖ = sup{x(t): 0 t  1}, ‖y‖ = sup{y(t): 0 t  1}.
Proof. We can discuss it in the following three cases.
Denote
σA = inf
{
ξ ∈ [0,1]: sup
t∈[0,1]
x(t) = x(ξ)
}
.
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x(t) x(σA) + x(1) − x(σA)1 − σA (t − σA) mint∈[δ,1−δ]
[
x(σA) + x(1) − x(σA)1 − σA (t − σA)
]
= x(σA) + x(1) − x(σA)1 − σA (1 − δ − σA) =
1 − δ − σA
1 − σA x(1) +
δ
1 − σA x(σA)
 δx(σA), t ∈ [δ,1 − δ].
This means that x(t) δ‖x‖, t ∈ [δ,1 − δ].
(ii) σA ∈ [δ,1 − δ]. If t ∈ [δ, σA]. By the concavity of x(t), we have
x(t) x(σA) + x(σA) − x(0)
σA
(t − σA) min
t∈[δ,σA]
[
x(σA) + x(σA) − x(0)
σA
(t − σA)
]
= δ
σA
x(σA) +
(
1 − δ
σA
)
x(0)
 δx(σA).
If t ∈ [σA,1 − δ]. By the concavity of x(t), we can get
x(t) x(σA) + x(1) − x(σA)1 − σA (t − σA) mint∈[σA,1−δ]
[
x(σA) + x(1) − x(σA)1 − σA (t − σA)
]
= δ
1 − σA x(σA) +
1 − δ − σA
1 − σA x(1)
 δx(σA).
This implies that x(t) δ‖x‖, t ∈ [δ,1 − δ].
(iii) σA ∈ [1 − δ,1]. By the concavity of x(t), we have
x(t) x(σA) + x(σA) − x(0)
σA
(t − σA) min
t∈[δ,1−δ]
[
x(σA) + x(σA) − x(0)
σA
(t − σA)
]
= δ
σA
x(σA) +
(
1 − δ
σA
)
x(0)
 δx(σA), t ∈ [δ,1 − δ].
This implies that x(t) δ‖x‖, t ∈ [δ,1−δ]. Therefore, in either case, x(t) δ‖x‖, t ∈ [δ,1−δ].
In a similar way, we can obtain y(t) δ‖y‖, t ∈ [δ,1 − δ].
Thus
x(t) + y(t) δ(‖x‖ + ‖y‖), t ∈ [δ,1 − δ].
This completes the proof of Lemma 1.2. 
Lemma 1.3. F :K → K is completely continuous.
Proof. Let U ⊂ K is any bounded subset, let M > 0 is constant, satisfying ‖(x, y)‖  M ,
∀(x, y) ∈ U.
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= ϕ−11
(
β
α
σA∫
0
a(r)f (x, y) dr
)
+
σA∫
0
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds

[
ϕ−11
(
β
α
σA∫
0
a(r) dr
)
+
σA∫
0
ϕ−11
( σA∫
s
a(r) dr
)
ds
]
× ϕ−11
(
sup
{
f (x, y): (x, y) ∈ U}).
Thus A(U) is bounded, in a similar way, we can prove B(U) is bounded, therefore F(U) is
bounded.
Next, for ∀(x, y) ∈ U , when 0 t1 < t2  σA, we have∣∣A(x,y)(t1) − A(x,y)(t2)∣∣

t2∫
t1
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds
 ϕ−11
( σA∫
0
a(r) dr
)
ϕ−11
(
sup
{
f (x, y): (x, y) ∈ U})|t1 − t2|,
when σA  t1 < t2, we have∣∣A(x,y)(t1) − A(x,y)(t2)∣∣

t2∫
t1
ϕ−11
( s∫
σA
a(r)f (x, y) dr
)
ds
 ϕ−11
( 1∫
σA
a(r) dr
)
ϕ−11
(
sup
{
f (x, y): (x, y) ∈ U})|t1 − t2|,
when t1  σA  t2, we have∣∣A(x,y)(t1) − A(x,y)(t2)∣∣

∣∣A(x,y)(t1) − A(x,y)(σA)∣∣+ ∣∣A(x,y)(σA) − A(x,y)(t2)∣∣

σA∫
t1
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds +
t2∫
σA
ϕ−11
( s∫
σA
a(r)f (x, y) dr
)
ds
≤ ϕ−11
( σA∫
a(r) dr
)
ϕ−11
(
sup
{
f (x, y): (x, y) ∈ U})(σA − t1)0
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σA
a(r) dr
)
ϕ−11
(
sup
{
f (x, y): (x, y) ∈ U})(t2 − σA)
max
{
ϕ−11
( σA∫
0
a(r) dr
)
, ϕ−11
( 1∫
σA
a(r) dr
)}
× ϕ−11
(
sup
{
f (x, y): (x, y) ∈ U})|t2 − t1|.
Then A(U) is equicontinuous, in a similar way, we can prove B(U) is equicontinuous, thus F(U)
is equicontinuous.
Finally, let (xi, yi) ∈ U and converge uniformly to (x0, y0), then
A(xi, yi)(t) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ϕ−11
(β
α
∫ θi
0 a(r)f (xi, yi) dr
)+ ∫ t0 ϕ−11 (∫ θis a(r)f (xi, yi) dr)ds,
0 t  θi,
ϕ−11
(
μ
γ
∫ 1
θi
a(r)f (xi, yi) dr
)+ ∫ 1
t
ϕ−11
(∫ s
θi
a(r)f (xi, yi) dr
)
ds,
θi  t  1,
(1.5)
B(xi, yi)(t) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ϕ−12
(β
α
∫ ρi
0 b(r)g(xi, yi) dr
)+ ∫ t0 ϕ−12 (∫ ρis b(r)g(xi, yi) dr)ds,
0 t  ρi,
ϕ−12
(
μ
γ
∫ 1
ρi
b(r)g(xi, yi) dr
)+ ∫ 1
t
ϕ−12
(∫ s
ρi
b(r)g(xi, yi) dr
)
ds,
ρi  t  1.
(1.6)
Where θi, ρi ∈ [0,1] (i = 0,1,2, . . .) are the unique solutions respectively satisfying the similar
equation to (1.2), then
A(xi, yi)(θi) <
[
ϕ−11
(
β
α
1∫
0
a(r) dr
)
+
1∫
0
ϕ−11
( 1∫
s
a(r) dr
)
ds
]
× ϕ−11
(
sup
{
f (x, y): (x, y) ∈ U}), (1.7)
A(xi, yi)(θi) <
[
ϕ−11
(
μ
γ
1∫
0
a(r) dr
)
+
1∫
0
ϕ−11
( s∫
0
a(r) dr
)
ds
]
× ϕ−11
(
sup
{
f (x, y): (x, y) ∈ U}). (1.8)
Since θi ∈ [0,1], θi has convergent subsequence, denote this convergent subsequence is still {θi}.
Let θi → θ∗, i → ∞, since (1.2) has unique solution, we have θ∗ = θ0, by (1.7), (1.8) and domi-
nated convergence theorem, we can get the limit in both sides of (1.5)
lim
i→∞A(xi, yi)(t) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ϕ−11
(β
α
∫ θ0
0 a(r)f (x0, y0) dr
)+ ∫ t0 ϕ−11 (∫ θ0s a(r)f (x0, y0) dr)ds,
0 t  θ0,
ϕ−11
(
μ
γ
∫ 1
θ0
a(r)f (x0, y0) dr
)+ ∫ 1
t
ϕ−11
(∫ s
θ0
a(r)f (x0, y0) dr
)
ds,
θ0  t  1,
i.e. limi→∞ A(xi, yi)(t) = A(x0, y0)(t), so A is continuous on U , by the same way, B is contin-
uous on U , hence we complete the proof of Lemma 1.3. 
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Denote
f0 = lim
(x,y)→0
f (x, y)
ϕ1(x + y) , g0 = lim(x,y)→0
g(x, y)
ϕ2(x + y) ;
f∞ = lim
(x,y)→∞
f (x, y)
ϕ1(x + y) , g∞ = lim(x,y)→∞
g(x, y)
ϕ2(x + y) .
Theorem 2.1. Assume (A)–(D) hold, then problem (1.1) has at least one positive solution in the
case:
(i) f0 = g0 = 0, and f∞ = ∞ or g∞ = ∞; or
(ii) f∞ = g∞ = 0, and f0 = ∞ or g0 = ∞.
Proof. (i) Since f0 = g0 = 0, there exists H1 > 0 so that
f (x, y) ϕ1
(
ε(x + y)), g(x, y) ϕ2(ε(x + y)),
whenever x + y < H1, where ε > 0 satisfies
ε
[
ϕ−11
(
β
α
1∫
0
a(r) dr
)
+
1∫
0
ϕ−11
( 1∫
s
a(r) dr
)
ds
]
 1/2,
ε
[
ϕ−12
(
β
α
1∫
0
b(r) dr
)
+
1∫
0
ϕ−12
( 1∫
s
b(r) dr
)
ds
]
 1/2.
Let Ω1 = {(x, y): (x, y) ∈ X,‖(x, y)‖ < H1}, then for ∀(x, y) ∈ K ∩ ∂Ω1, t ∈ [0,1], we have
A(x,y)(t) ϕ−11
(
β
α
σA∫
0
a(r)f (x, y) dr
)
+
σA∫
0
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds
 ε
(‖x‖ + ‖y‖)
[
ϕ−11
(
β
α
1∫
0
a(r) dr
)
+
1∫
0
ϕ−11
( 1∫
s
a(r) dr
)
ds
]

∥∥(x, y)∥∥/2,
B(x, y)(t) ϕ−12
(
β
α
σB∫
0
b(r)g(x, y) dr
)
+
σB∫
0
ϕ−12
( σB∫
s
b(r)g(x, y) dr
)
ds
 ε
(‖x‖ + ‖y‖)
[
ϕ−12
(
β
α
1∫
0
b(r) dr
)
+
1∫
0
ϕ−12
( 1∫
s
b(r) dr
)
ds
]

∥∥(x, y)∥∥/2.
Therefore ‖F(x, y)‖ = ‖(A(x, y),B(x, y))‖ = ‖A(x,y)‖ + ‖B(x, y)‖  ‖(x, y)‖, ∀(x, y) ∈
K ∩ ∂Ω1.
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x + y > H¯ , where ρ > 0 is chosen such that ρδ2L 2.
Let
H2 = max{2H1, H¯ /δ}, Ω2 =
{
(x, y): (x, y) ∈ X,∥∥(x, y)∥∥< H2},
then for (x, y) ∈ K ∩ ∂Ω2, x(t) + y(t) δ(‖x‖ + ‖y‖) = δH2  H¯ , t ∈ [δ,1 − δ]. So we have∥∥A(x,y)∥∥A(x,y)(1 − δ)
 ϕ−11
(
μ
γ
1∫
σA
a(r)f (x, y) dr
)
+
1∫
1−δ
ϕ−11
( s∫
σA
a(r)f (x, y) dr
)
ds

1∫
1−δ
ϕ−11
( 1−δ∫
δ
a(r)f (x, y) dr
)
ds  δ2ρ
(‖x‖ + ‖y‖)ϕ−11
( 1−δ∫
δ
a(r) dr
)
= δ2C(δ)ρ(‖x‖ + ‖y‖)= δ2ρL(‖x‖ + ‖y‖)
>
∥∥(x, y)∥∥, if σA < δ,∥∥A(x,y)∥∥A(x,y)(δ)
= ϕ−11
(
β
α
σA∫
0
a(r)f (x, y) dr
)
+
δ∫
0
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds

δ∫
0
ϕ−11
( 1−δ∫
δ
a(r)f (x, y) dr
)
ds  δ2ρ
(‖x‖ + ‖y‖)ϕ−11
( 1−δ∫
δ
a(r) dr
)
= δ2C(1 − δ)ρ(‖x‖ + ‖y‖)= δ2ρL(‖x‖ + ‖y‖)
>
∥∥(x, y)∥∥, if σA > 1 − δ,
2
∥∥A(x,y)∥∥A(x,y)(δ) + A(x,y)(1 − δ)

δ∫
0
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds +
1∫
1−δ
ϕ−11
( s∫
σA
a(r)f (x, y) dr
)
ds

δ∫
0
ϕ−11
( σA∫
δ
a(r)f (x, y) dr
)
ds +
1∫
1−δ
ϕ−11
( 1−δ∫
σA
a(r)f (x, y) dr
)
ds
 δ
[
ϕ−11
( σA∫
δ
a(r)f (x, y) dr
)
+ ϕ−11
( 1−δ∫
σA
a(r)f (x, y) dr
)]
 δ2
(‖x‖ + ‖y‖)ρC(σA) δ2(‖x‖ + ‖y‖)ρL
 2
∥∥(x, y)∥∥, if σA ∈ [δ,1 − δ].
Therefore ‖F(x, y)‖ ‖A(x,y)(t)‖ ‖(x, y)‖, ∀(x, y) ∈ K ∩ ∂Ω2.
If g∞ = ∞, we can get a similar result. By Lemma 1.1(i), F has a fixed point (x, y). So
equation systems has a positive solution (x, y) and H1  ‖(x, y)‖H2.
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where ρ > 0 is chosen such that ρδ2L 2. Let Ω1 = {(x, y): (x, y) ∈ X,‖(x, y)‖ < H1}, then
for (x, y) ∈ K ∩ ∂Ω1, we have∥∥A(x,y)∥∥A(x,y)(1 − δ)
 ϕ−11
(
μ
γ
1∫
σA
a(r)f (x, y) dr
)
+
1∫
1−δ
ϕ−11
( s∫
σA
a(r)f (x, y) dr
)
ds

1∫
1−δ
ϕ−11
( 1−δ∫
δ
a(r)f (x, y) dr
)
ds  δ2ρ
(‖x‖ + ‖y‖)ϕ−11
( 1−δ∫
δ
a(r) dr
)
= δ2C(δ)ρ(‖x‖ + ‖y‖)= δ2ρL(‖x‖ + ‖y‖)
>
∥∥(x, y)∥∥, if σA < δ,∥∥A(x,y)∥∥A(x,y)(δ)
= ϕ−11
(
β
α
σA∫
0
a(r)f (x, y) dr
)
+
δ∫
0
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds

δ∫
0
ϕ−11
( 1−δ∫
δ
a(r)f (x, y) dr
)
ds  δ2ρ
(‖x‖ + ‖y‖)ϕ−11
( 1−δ∫
δ
a(r) dr
)
= δ2C(1 − δ)ρ(‖x‖ + ‖y‖)= δ2ρL(‖x‖ + ‖y‖)
> ‖(x, y)‖, if σA > 1 − δ,
2
∥∥A(x,y)∥∥A(x,y)(δ) + A(x,y)(1 − δ)

δ∫
0
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds +
1∫
1−δ
ϕ−11
( s∫
σA
a(r)f (x, y) dr
)
ds

δ∫
0
ϕ−11
( σA∫
δ
a(r)f (x, y) dr
)
ds +
1∫
1−δ
ϕ−11
( 1−δ∫
σA
a(r)f (x, y) dr
)
ds
 δ
[
ϕ−11
( σA∫
δ
a(r)f (x, y) dr
)
+ ϕ−11
( 1−δ∫
σA
a(r)f (x, y) dr
)]
 δ2
(‖x‖ + ‖y‖)ρC(σA) δ2(‖x‖ + ‖y‖)ρL
 2
∥∥(x, y)∥∥, if σA ∈ [δ,1 − δ].
Therefore ‖F(x, y)‖ ‖A(x,y)(t)‖ ‖(x, y)‖, ∀(x, y) ∈ K ∩ ∂Ω1.
Let
f ∗(t¯ ) = max ¯f (x, y), g
∗(t¯ ) = max ¯g(x, y),0x+yt 0x+yt
980 B. Liu, J. Zhang / J. Math. Anal. Appl. 324 (2006) 970–981then f ∗(t¯ ), g∗(t¯ ) are increasing functions. By f∞ = g∞ = 0, we have
lim
t¯→∞
f ∗(t¯ )/ϕ1(t¯ ) = 0, lim
t¯→∞
g∗(t¯ )/ϕ2(t¯ ) = 0,
so there exists H2 > 2H1, when t¯ H2, f ∗(t¯ ) ϕ1(εt¯ ), g∗(t¯ ) ϕ2(εt¯ ), where ε > 0 satisfies
ε
[
ϕ−11
(
β
α
1∫
0
a(r) dr
)
+
1∫
0
ϕ−11
( 1∫
s
a(r) dr
)
ds
]
 1/2,
ε
[
ϕ−12
(
β
α
1∫
0
b(r) dr
)
+
1∫
0
ϕ−12
( 1∫
s
b(r) dr
)
ds
]
 1/2.
Let Ω2 = {(x, y): (x, y) ∈ X,‖(x, y)‖ < H2}, if ∀(x, y) ∈ K ∩ ∂Ω2, then t¯ = H2 = ‖(x, y)‖, so
we have
A(x,y)(t) ϕ−11
(
β
α
σA∫
0
a(r)f (x, y) dr
)
+
σA∫
0
ϕ−11
( σA∫
s
a(r)f (x, y) dr
)
ds
 ϕ−11
(
β
α
σA∫
0
a(r)f ∗(H2) dr
)
+
σA∫
0
ϕ−11
( σA∫
s
a(r)f ∗(H2) dr
)
ds
 εH2
[
ϕ−11
(
β
α
σA∫
0
a(r) dr
)
+
σA∫
0
ϕ−11
( σA∫
s
a(r) dr
)
ds
]

∥∥(x, y)∥∥/2.
In a similar way, we can prove
B(x, y)(t)
∥∥(x, y)∥∥/2.
Therefore, we have∥∥F(x, y)∥∥ ∥∥(x, y)∥∥, ∀(x, y) ∈ K ∩ ∂Ω2.
By Lemma 1.1(ii), F has a fixed point (x, y) ∈ K ∩ (Ω2 \Ω1). So equation systems has a positive
solution (x, y) and H1  ‖(x, y)‖H2. Therefore, the proof was completed. 
3. Example and Remark 2
As an example we mention the boundary value problem⎧⎨
⎩
(ϕ1(x′))′ + a(t)f (x, y) = 0, (ϕ2(y′))′ + b(t)g(x, y) = 0, t ∈ (0,1),
αϕ1(x(0)) − βϕ1(x′(0)) = 0, αϕ2(y(0)) − βϕ2(y′(0)) = 0,
γ ϕ1(x(1)) + μϕ1(x′(1)) = 0, γ ϕ2(y(1)) + μϕ2(y′(1)) = 0.
Where
ϕ1(x) =
{
x5, x  0,
x6, x > 0,
ϕ2(x) =
{
x7, x  0,
x8, x > 0,
f (x, y) = (x + y)7, g(x, y) = (x + y)9,
a(t) = t−1/2, b(t) = 1, α = γ = μ = 1, β = 0.
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ϕ1(0) = 0, ϕ2(0) = 0.
They satisfy the condition of Theorem 2.1(i), by an application of Theorem 2.1, we can get
that problem (1.1) has at least one positive solution.
Let ϕ1(x) = ϕ2(x) = x, the problem is two order linear boundary value problem.
Let ϕ1(x) = ϕ2(x) = |x|p−1x, p > 1, the problem is boundary value problem with
p-Laplacian operators.
Hence we generalize boundary value problem with p-Laplacian operators and the results [1–
5,9] do not apply to the example.
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