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DOUBLE EXTENSIONS OF RESTRICTED LIE (SUPER)ALGEBRAS
SAÏD BENAYADI, SOFIANE BOUARROUDJ, AND MOUNIR HAJLI
Abstract. A double extension (D-extension) of a Lie (super)algebra a with a non-
degenerate invariant supersymmetric bilinear form B, briefly a NIS-(super)algebra, is
an enlargement of a by means of a central extension and a derivation; the affine Kac-
Moody algebras are the best known examples.
Let a be a restricted Lie (super)algebra with a NIS B. Suppose a has a restricted
derivation D such that B is D-invariant. We show that the double extension of a caries
a p-structure constructed by means of B and D . We show that, the other way round,
any restricted NIS-(super)algebra can be obtained as a D-extension of another restricted
NIS-(super)algebra of codimension 2 provided the center is non-trivial together with an
extra condition on the central element.
We give examples of D-extensions of restricted Lie (super)algebras in small charac-
teristic related to Manin triples for the Heisenberg algebra, Lie superalgebras of rank 2,
and selected examples for vectorial Lie superalgebras. Almost all of them are new.
Keywords. restricted Lie (super)algebra, p-structure, double extension, vectorial Lie
(super)algebra
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1. Introduction
Let a be a Lie superalgebra (in particular, a Lie algebra) equipped with a non-degenerate
invariant supersymmetric bilinear form Ba, suggestively abbreviated to NIS superalgebra
in [BKLS], defined over a field K of positive characteristic p. The notion of a double
extension of the Lie superalgebra a, called D-extension in [BeBou], was introduced by
Medina and Revoy [MR] in the case of Lie algebras. This notion has been superized
and studied in a series of papers [ABB, ABBQ, BBB, BB, B, B2, BeBou]. The double
extension of a, denoted by g, simultaneously involves three ingredients:
• a central extension ax of a with the center spanned by x.
• a derivation D of a extendable to ax such that g = KD ⋉ ax is a semidirect sum.
• a D-invariant NIS Ba on a.
Note that the 2-cocycle needed to construct the central extension ax is of the form
Ba(D(·), ·). Under certain conditions NIS can be extended from a to g. It turns out that
for g to be ‘interesting’, i.e. not the direct sum of a and 2-dimensional ideals Kx ⊕ KD ,
the central extension must be non-trivial and the derivation D outer, moreover, if D is
odd, then D2 = 1
2
adb together with D(b) = 0 are a must.
The double extensions constructed by Median and Revoy were originally carried out for
Lie algebras defined over the field R. But it turns out that the construction holds also for
modular Lie algebras, i.e., for Lie algebras defined over any field of characteristic p > 0.
The inductive description à la Medina and Revoy becomes, however, the most challenging
part, because Lie’s theorem and the Levi decomposition do not hold if p > 0.
Favre and Santharoubane [FS] introduced an important ingredient in the study of
double extensions of NIS-algebras: they suggested to consider them up to an isometry;
namely an isomoprhism pi : g → g˜, where g and g˜ are double extensions of the same Lie
algebra a, such that
Bg˜(pi(f), pi(g)) = Bg(f, g) for any f, g ∈ g.
The equivalence of double extensions up to isomorphisms turns out to be a very important
and useful notion, as demonstrated in [BeBou, BE, BDRS] by several new examples. In
§3.4.2, we superize this notion to the case of Lie superalgebras for any p > 2, completing
the results of [BeBou] in the case where p = 2.
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Observe that even for Lie algebras over fields of characteristic p > 0, the bilinear form we
are studying is not necessarily the Killing form, since the later turns out to be degenerate
in some cases, and therefore does not help to study the structure of many simple Lie
algebras, cf. [SF, GP, BKLS]. Unlike the Killing form, other non-degenerate bilinear
form do not play an important role in the classification theory of simple Lie algebras of
prime characteristic, see [BGP, S, Fa]; their significance primarily rests on cohomology
theory. NIS-superalgebras having outer derivations turn out to be abundant in positive
characteristic (see [Dz, Fa, BKLS, B]) and therefore might be double extended if they
have non-trivial central extensions, see [BGLL1].
As far as we know, the notion of a restricted Lie algebra was introduced by Jacobson
[J]. Roughly speaking, one requires the existence of an endomorphism on the modular Lie
algebra that enjoys the same basic properties as the p-th power mapping x 7→ xp in the case
of associative algebras. Lie algebras associated with algebraic groups over fields of positive
characteristic turn out to be restricted, and this class has the strongest resemblance with
the characteristic 0 case; for instance, the description of Cartan subalgebras can be done
by means of maximal tori, see [SF, S]. Superization of the notion of restrictedness has
been studied by several authors, see [P, BGL, Z, YSL, WL, Fa2] and especially [BLLSq]
where new phenomena were observed.
Let (a,Ba) be a restricted NIS-(super)algebra with a restricted derivation D such that
the bilinear form Ba is D-invariant, namely,
Ba(D(a), b) + (−1)
p(a)p(D)
Ba(a,D(b)) = 0 for all a, b ∈ a.
Suppose further, in the case where D is odd, that D2 = 1
2
adb and D(b) = 0, for some
b ∈ a0¯, to be able to double extend (a,Ba). The questions we consider in this paper are
the following:
(i) Under what condition can the p-structure on a be extended to a p-strucutre on
the double extension of (a,Ba)?
(ii) Under what conditions a restricted NIS-superalgebra is a result of a double exten-
sion of a restricted Lie (super)algebra of codimenion 2?
We answer question (i) for all characteristics provided the restricted derivation D sat-
isfies the following conditions:
(a) In the case of Lie algebras, D must satisfy condition (2) which says that the deriva-
tions Dp and γD , where γ ∈ K, have to be cohomolgous in the Hochschild cohomology,
see §2.1.2 for more details.
(b) In the case of Lie superalgebras with p(Ba) = 0¯ and p(D) = 1¯, no extra conditions
on D is required and the p-structure on a can be trivially extended to g, see Theorem
3.11.
(c) In the case of Lie superalgebras with p(Ba) = 1¯ or p(D) = 0¯, the derivative D must
satisfy the condition (3), a superversion of condition (2), see Theorems 3.7, 3.13, 3.15.
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It is worth mentioning that there is a large class of derivations of restricted Lie algebras
that satisfy the condition (2). For instance, nilpotent restricted Lie algebras necessarily
satisfy condition (2), due to a result of [FSW]. In addition to nilpotent Lie algebras, the
restricted derivations of the simple restricted Lie algebras we provide as examples in §4
also satisfy this condition.
We will also answer question (ii) and show that, the other way round, any restricted
NIS-superalgebra g can be obtained as a double extension of a restricted NIS-superalgebra
a of codimension 2 provided the center of g is not trivial, and the orthogonal complement
of the central element is a p-ideal.
We introduce the notion of equivalent double extensions that takes the p-structures into
account, see Theorems 3.19, 3.22, 3.23, 3.24, 3.25.
The last section is devoted to some examples in low dimensions and small characteris-
tics. These examples are classified up to an isometry using Theorems (3.17), (3.20), (3.21).
We have found several new restricted Lie (super)algebras that are double extensions. The
table below summarizes our results.
The Lie (super)algebra Its double extensions p Restrictedness p(B)
psl(3) gl(3), g˜l(3), ĝl(3) 3 Yes 0¯
sle(2)(2;1|2)
sle
(2)
−2(2;1|2), sle
(2)
−1(2;1|2), sle
(2)
0,1(2;1|2),
sle
(2)
0,2(2;1|2), sle
(2)
1 (2;1|2), sle
(2)
2 (2;1|2)
3 Yes 1¯
svect(1)(3;1) s˜vect
(1)
(3;1) 3 Yes 0¯
osp(1|2) o˜sp(1|2) 3 Yes 0¯
psq(2) q(2) > 2 Yes 1¯
hei(2)⊕ hei(2)∗ ˜hei(2)⊕ hei(2)∗ 2 Yes 0¯
Notation. The calculations performed with the aid of SUPERLIE code [Gr] are called
Claims. The 1-cochain xˆ ∈ C1(g) denotes the dual of x ∈ g, we assume that p(x) = p(xˆ).
2. Main definitions
Hereafter, K is an arbitrary field of characteristic char(K) = p. Throughout this section,
a stands for a finite-dimensional modular Lie algebra over K. For a comprehensive study
on modular Lie algebras, see [S, SF].
2.1. Restricted Lie algebras. Following [J, SF], a mapping [p] : a → a, a 7→ a[p] is
called a p-structure if
(R1) ada[p] = (ada)
p for all a ∈ a.
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(R2) (αa)[p] = αpa[p] for all a ∈ a and α ∈ K.
(R3) (a + b)[p] = a[p] + b[p] +
∑
1≤i≤p−1 si(a, b), where the coefficients si(a, b) can be
obtained from
(adλa+b)
p−1(a) =
∑
1≤i≤p−1
isi(a, b)λ
i−1.
The pair (a, [p]) is referred to as a restricted Lie algebra.
The following theorem, due to Jacobson, is very useful to us.
Theorem 2.1. [J] Let (ej)j∈J be a basis of a such that there are fj ∈ a satisfying (adej )
p =
adfj . Then there exists exactly one p-mapping [p] : a→ a such that
e
[p]
j = fj for all j ∈ J.
Let (a, [p]a) and (a˜, [p]a˜) be two restricted Lie algebras. A linear map pi : a→ a˜ is called
a p-homomorphism if pi is a homomorphism of Lie algebras and
pi(x[p]a) = (pi(x))[p]a˜ for all x ∈ a.
An ideal I of a is called a p-ideal if x[p] ∈ I for all x ∈ I.
For an arbitrary subset S ⊂ a, we denote
S [p]
i
:= {x[p]
i
| x ∈ S},
where the expression [p]i stands for the composition [p] ◦ · · · ◦ [p] applied i times.
For an arbitrary ideal I, we denote
Ip :=
∑
i≥0
Span(I [p]
i
).
One can show that Ip is a p-ideal of (a, [p]) (see, e.g., [SF, Prop. 1.3]). By definition, Ip is
the smallest p-ideal containing the ideal I. In particular, z(a)p = z(a), where z(a) is the
center of a, a consequence of the condition (R1).
If I is a p-ideal, then the quotient Lie algebra a/I has a p-structure defined by
(a+ I)[p] := a[p] + I for any a ∈ a,
and the natural map pi : a→ a/I is a p-homomorphism.
For each restricted Lie algebra a, one can construct its p-enveloping algebra
u(a) := U(a)/I,
where I is the ideal generated by the central elements a[p] − ap ∈ U(a).
For more details, we refer to [J, SF].
An a-module M is called restricted if
a(· · · (a ·m) · · · ) = a[p] ·m for all a ∈ a and any m ∈M .
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A derivation D ∈ der(a) is called restricted if
D(a[p]) = (ada)
p−1(D(a)) for all a ∈ a.
Denoted the space of restricted derivations by derp(a). Every inner derivation ada, where
a ∈ a, is a restricted derivation. Denote by outp(a) := derp(a)/ada the space of restricted
outer derivations.
2.1.1. Restricted Hochschild cohomology. We denote by Hn(a;M) the usual Chevalley-
Eilenberg cohomology of the Lie algebra a with coefficient in the a-module M. Following
Hochschild [Ho], the restricted cohomology of a restricted Lie algebra a with coefficients
in a restricted module M is given by
Hnres(a;M) := Ext
n
u(a)(K,M), where n ≥ 0.
In [Ho], Hochschild showed that there is a six-term exact sequence given by
(1)
0→ H1res(a;M)→ H
1(a;M)→ S(a;Ma)→ H2res(a;M)→ H
2(a;M)→ S(a;H1(a;M)),
where S(X, Y ) is the space of p-semi-linear1 mapsX → Y , andMa := {m ∈M | a ·m = 0}
is the space of a-invariants.
An explicit description of the space of cochains Ck(a;M) for k ≤ 3 was carried out in
[EF]. This description was used to classify extensions of restricted modules and infinites-
imal deformations of restricted Lie algebras.
The canonical homomorphism
Hres(a;M)→ H(a;M)
maps H1res(a;M) isomorphically into the subspace of H
1(a;M) whose elements are repre-
sented by the 1-cocycles which satisfy the relation
xp−1 · f(x) = f(x[p]a),
see [Ho, Theorem 2.1, page 563]. In particular, H1res(a; a) ≃ H
1(a; a) if z(a) = 0.
2.1.2. Restricted outer derivations. In this paper, our tool is the space of restricted outer
derivations (see [Ho, EF])
outp(a) ≃ H
1
res(a; a).
In all the examples we provide in §4, we do have outp(a) 6= 0.
Observe that for non-toral nilpotent restricted Lie algebras, the space outp(a) 6≃ 0, (see
[FSW, Theorem 3.6]).
1A map f : X → Y is called p-semi-linear if f(x + λy) = f(x) + λpf(y) for all x, y ∈ X and for all
λ ∈ K.
DOUBLE EXTENSIONS OF RESTRICTED LIE (SUPER)ALGEBRAS 7
Now, let us impose one more condition on D ∈ derp(a). Suppose that there exist γ ∈ K
and a0 ∈ a such that the condition below is fulfilled:
(2)
Dp = γD + ada0 , (or, equivalently, D
p ≃ γD in H1res(a; a))
D(a0) = 0.
The restricted outer derivations we provide as main examples in §4 do satisfy the con-
dition (2). Moreover, for nilpotent Lie algebras the existence of such derivations can be
guaranteed by the following results of [FSW]:
• A restricted derivation of a torus identically vanishes (see [FSW, Prop. 3.1]);
• Every restricted derivation of hei(2) for p = 2 is inner2 (see [FSW, Prop. 3.2]);
• Apart from a torus and hei(2) for p = 2, every outer restricted derivation D of
any nilpotent restricted Lie algebra satisfies D2 = 0 (see [FSW, Theorem 3.3]).
2.2. Restricted Lie superalgebras. Let a be a Lie superalgebra defined over a field of
characteristic p > 2. We denote the parity of a non-zero homogenous element a ∈ a by
p(a); no confusion with the characteristic of the ground field is possible.
Following [BGL, P], we say that a has a p|2p-structure if there exists a mapping
[p] : a0¯ → a0¯, a 7→ a
[p] such that
(SR1) ada[p](b) = (ada)
p(b) for all a ∈ a0¯ and b ∈ a.
(SR2) (αa)[p] = αpa[p] for all a ∈ a0¯ and α ∈ K.
(SR3) (a + b)[p] = a[p] + b[p] +
∑
1≤i≤p−1 si(a, b), where the coefficients si(a, b) can be
obtained from
(adλa+b)
p−1(a) =
∑
1≤i≤p−1
isi(a, b)λ
i−1.
We set
[2p] : a1¯ → a0¯ a 7→ (a
2)[p], where a2 =
1
2
[a, a] for any a ∈ a1¯.
The pair (a, [p|2p]) is referred to as a restricted Lie superalgebra.
The following theorem is a straightforward superization of Jacobson’s theorem.
Theorem 2.2. Let (ej)j∈J be a basis of a0¯ such that there are fj ∈ a0¯ satisfying (adej )
p =
adfj . Then there exists exactly one p|2p-mapping [p|2p] : a→ a such that
e
[p]
j = fj for all j ∈ J.
2Recall that the Heisenberg Lie algebra hei(2n) is spanned by elements ci, ai for i = 1, . . . , n, and a
central element z with the only non-zero relations [ci, ai] = z.
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2.2.1. Restricted outer derivations. A derivation D ∈ der(a) is called restricted if
D(a[p]) = (ada)
p−1(D(a)) for all a ∈ a0¯.
As in the non-supper setting, the space of restricted derivation is denoted by derp(a).
Now, let us impose one more condition on D ∈ derp
0¯
(a). Suppose further that there
exist γ ∈ K and a0 ∈ a0¯ such that the condition below is fulfilled:
(3) Dp = γD + ada0 , D(a0) = 0.
2.2.2. Restricted Hochschild cohomology. As far as we know, restricted Hochschild coho-
mology theory for Lie superalgebras has not been developped yet. We believe that the
six-term exact sequence (1) can be superized, and the condition (3) is cohomological. This
will be the subject of a future work.
2.3. Lie superalgebras with NIS. Let B be a bilinear form on a. We say that
(SA) B is supersymmetric if B(a, b) = (−1)p(a)p(b)B(b, a) for any a, b ∈ a.
(SB) B is invariant if B([a, b], c) = B(a, [b, c]) for any a, b, c ∈ a.
(SC) B is even if B(a0¯, a1¯) = 0.
(SD) B is odd if B(a0¯, a0¯) = B(a1¯, a1¯) = 0.
(SE) B is D-invariant if
(4) B(D(a), b) + (−1)p(D)p(a)B(a,D(b)) = 0 for all a, b ∈ a.
We call the Lie superalgebra a a NIS-superalgebra (sometimes used to be called quadratic
in the literature) if it admits a non-degenerate, invariant and supersymmetric bilinear form
B. We denote such a superalgebra by (a,B).
For a list of non-degenerate, invariant and symmetric bilinear forms on a wide class of
simple modular Lie superalgebras, see [BKLS].
A NIS-superalgebra (a,B) is said to be reducible if it can be decomposed into a direct
sum of ideals, namely a = ⊕Ii, such that the ideals Ii are mutually orthogonal.
3. The main results
3.1. The case of Lie algebras. The following theorem was proved in [MR] for K = R.
Passing to a field of characteristic p 6= 2, the proof is absolutely the same. The case where
p = 2 has been studied in [BeBou].
Theorem 3.1. [MR, BeBou] Let (a,Ba) be a NIS-algebra in characteristic p. Let D ∈
der(a) be a derivation satisfying the following conditions:
(5)
Ba(D(a), b) + Ba(a,D(b)) = 0 for any a, b ∈ a;
If p = 2, we additionally require Ba(D(a), a) = 0 for any a ∈ a.
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Let K and K ∗ be two copies of a one-dimensional vector space which are spanned by
the vector x and the vector x∗, respectively. Then there exists a NIS-algebra structure on
g := K ⊕ a⊕K ∗, where the bracket is defined by
(6)
[K , g]g := 0, [a, b]g := [a, b]a + Ba(D(a), b)x, [x
∗, a]g := D(a) for any a, b ∈ a.
The non-degenerate symmetric bilinear form Bg on g is defined as follows:
Bg|a×a := Ba, Bg(x, x
∗) := 1, Bg(a, x) = Bg(a, x
∗) = Bg(x, x) := 0,
Bg(x
∗, x∗) :=
{
arbitrary, if p = 2
0, if p > 2
Moreover, the form Bg is g-invariant.
We call the Lie algebra (g,Bg) constructed in Theorem 3.1 a D-extension of (a,Ba)
by means of D .
Remark 3.2. If the derivation D is inner, the double extension is isomorphic to a ⊕ c,
where c is a 2-dimensional center, see Theorem 3.17.
The converse of Theorem 3.1 is given by the following.
Theorem 3.3. [MR] If z(g) 6= 0, then (g, Bg) can be obtained from a NIS-algebra by
means of a D-extension.
The following definition is essential to us. Denote by σi(a, b) the coefficient that can be
obtained from the expansion
Ba(D(λa+ b), (ad
a
λa+b)
p−2(a)) =
∑
1≤i≤p−1
iσai (a, b)λ
i−1.
For instance,
• If p = 2, then σa1(a, b) = Ba(D(b), a).
• If p = 3, then σa1(a, b) = Ba(D(b), [b, a]) and σ
a
2(a, b) = 2Ba(D(a), [b, a]).
We will need the following lemma.
Lemma 3.4. Under assumptions of Theorem 3.1, we have
sgi (a, b) = s
a
i (a, b) + σ
a
i (a, b)x for all a, b ∈ a.
Proof. Indeed,
(adgλa+b)
p−1(a) = (adaλa+b)
p−1(a) + Ba(D(λa + b), (ad
a
λa+b)
p−2(a))x.
The result follows immediately. 
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3.1.1. The p-structures on double extensions.
Theorem 3.5. Let (a,Ba) be a restricted NIS-algebra. Let D ∈ der
p(a) satisfy the con-
ditions (2) and (5). For arbitrary m, l ∈ K, the p-structure on a can be extended to its
D-extension g = K ⊕ a⊕K ∗ as follows (for any a ∈ a, and s, t ∈ K):
a[p]g := a[p]a + q(a)x, (tx∗)[p]g := tpa0 + t
plx+ tpγx∗, (sx)[p]g := sp(mx+ b0),
where b0 ∈ z(a) such that D(b0) = 0, and q is a map satisfying (for any a, b ∈ a and any
λ ∈ K):
(7)
q(λa) = λpq(a),
q(a+ b)− q(a)− q(b) =
∑
1≤i≤p−1
σai (a, b).
Proof. Using Jacobson’s Theorem 2.1, it suffices to show that
(adga)
p = ada[p]a+q(a)x, (ad
g
x∗)
p = ada0+lx+γx∗ , (ad
g
x)
p = admx+b0 .
Indeed, let f = ux+ b+ vx∗ ∈ g. We have
adgmx+b0(f)− (ad
g
x)
p(f) = [mx+ b0, f ]g − (ad
g
x)
p(f)
= [b0, b]a + Ba(D(b0), b)x− vD(b0) = 0,
since x and b0 are central, and D(b0) = 0. Besides, using condition (2) we get
adga0+lx+γx∗(f)− (ad
g
x∗)
p(f) = [a0 + lx+ γx
∗, f ]g −D
p(b)
= [a0, b]a + Ba(D(a0), b)x− vD(a0) + γD(b)−D
p(b)
= 0,
and
adg
a[p]g
(f)− (adga)
p(f) = [a[p]a + q(a)x, f ]g − (ad
g
a)
p(b) + v(adga)
p−1(D(a))
= [a[p]a, b]a + Ba(D(a
[p]a), b)x− vD(a[p]a)− (adga)
p(b)
+v(adga)
p−1(D(a))
= [a[p]a, b]a + Ba(D(a
[p]a), b)x− vD(a[p]a)− (adaa)
p(b)
−Ba(D(a), (ada)
p−1(b))x+ v(adaa)
p−1(D(a))
+vBa(D(a), (ad
g
a)
p−2(D(a))x
= 0,
because
Ba(D(a), (ada)
p−1(b)) = (−1)p−1Ba((ada)
p−1 ◦D(a), b),
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and also (using again conditions (2) and (5)):
Ba(D(a), (ad
a
a)
p−2(D(a))) =
{
Ba(D(a), (ad
a
a)
p−3
2 ◦ adaa ◦ (ad
a
a)
p−3
2 (D(a))) if p > 2
Ba(D(a),D(a)) if p = 2
=
{
(−1)
p−3
2 Ba((ada)
p−3
2 (D(a)), ada ◦ (ada)
p−3
2 (D(a))) if p > 2
Ba(γD(a) + [a0, a], a) if p = 2
= 0.
Now, let a, b ∈ a. Using Lemma 3.4, we have
(a+ b)[p]g = (a + b)[p]a + q(a+ b)x
= a[p]a + b[p]a +
∑
1≤i≤p−1
sai (a, b) + q(a+ b)x
= a[p]g + b[p]g +
∑
1≤i≤p−1
sgi (a, b) + q(a+ b)x− q(a)x− q(b)x−
∑
1≤i≤p−1
σai (a, b)x.
By virtue of Eq. (7), it follows that [p]g is a p-mapping.
The proof is now complete. 
The converse of Theorem 3.5 is the following.
Theorem 3.6. Let (g,Bg) be an irreducible restricted NIS-algebra of dim > 1 such that
z(g) 6= 0. Let 0 6= x ∈ z(g) be such that (K ⊥)p = K
⊥, where K := Span{x}. Then
(g,Bg) is a D-extension of a restricted NIS-algebra (a,Ba), where D is a restricted deriva-
tion satisfying condition (2).
Proof. The subspace K := Span{x} is an ideal in (g,Bg) because x is central in g. More-
over, K ⊥ is also an ideal in (g,Bg), see [BeBou, MR]. Since g is irreducible, it follows
that K ⊂ K ⊥ and dim(K ⊥) = dim(g) − 1. Therefore, there exists a non-zero x∗ ∈ g
such that
g = K ⊥ ⊕K ∗, where K ∗ := Span{x∗}.
This x∗ can be normalized so that Bg(x, x
∗) = 1. Besides, Bg(x, x) = 0 since K ∩K
⊥ =
K .
Set a := (K + K ∗)⊥. We then obtain a decomposition g = K ⊕ a⊕K ∗.
There exists a NIS-algebra structure on the vector space a for which g is its double
extension by Theorem 3.3. We denote a NIS on a by Ba.
It remains to show that there is a p-structure on a. Since a ⊂ K ⊥, then
a[p]g ∈ K ⊥p = K
⊥ = K ⊕ a for any a ∈ a.
It follows that
a[p]g = q(a)x+ s(a), where s(a) ∈ a.
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We will show that the map
s : a→ a, a 7→ s(a),
defines a p-structure on a.
The fact that (λa)[p]g = λp(a[p]g) implies s(λa) = λps(a) and q(λa) = λpq(a). Besides,
0 = [a[p]g, b]g − (ad
g
a)
p(b)
= [s(a), b]a + Ba(D(s(a)), b)x− (ad
a
a)
p(b)−Ba(D(a), (ad
a
a)
p−1(b))x.
Therefore,
D(s(a)) = (adaa)
p−1 ◦ (D(a)), [s(a), b]a = (ad
a
a)
p(b).
Now, since∑
1≤i≤p−1
isgi (a, b)λ
i−1 = (adgλa+b)
p−1(a),
= (adaλa+b)
p−1(a) + Ba(D(λa+ b), (ad
a
λa+b)
p−2(a))x,
it follows that
sgi (a, b) = s
a
i (a, b) + σ
a
i (a, b)x.
Moreover,
0 = (a + b)[p]g − a[p]g − b[p]g −
∑
1≤i≤p−1
sgi (a, b)
= (q(a+ b)− q(a)− q(b)−
∑
1≤i≤p−1
σai (a, b))x+ s(a+ b)− s(a)− s(b)−
∑
1≤i≤p−1
sai (a, b).
Consequently,
s(a+ b) = s(a) + s(b) +
∑
1≤i≤p−1
sai (a, b),
q(a+ b)− q(a)− q(b) =
∑
1≤i≤p−1
σai (a, b).
It follows that s defines a p-mapping on a, that D is a restricted derivation of a (relative
to the p-mapping s), and q is a map on a satisfying Eq. (7).
Suppose that
(8) (x∗)[p]g = a0 + βx+ γx
∗, where a0 ∈ a and β, γ ∈ K.
For all a ∈ a, we have
0 = [(x∗)[p], a]g − (ad
g
x∗)
p(a) = [a0, a] + Ba(D(a0), a)x+ γD(a)−D
p(a).
It follows that Dp = γD + ada0 and D(a0) = 0 (Bg is non-degenerate).
Suppose now that
(9) x[p]g = b0 +mx+ δx
∗, where m, δ ∈ K and b0 ∈ a.
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For any b ∈ a, we have
0 = [x[p]g, b]g − (ad
g
x)
p(b) = [b0, b]a + Ba(D(b0), b)x− δD(b).
It follows that −δD(b) + [b0, b]a = 0 and D(b0) = 0 (since Ba is non-degenerate).
The case where D 6≃ 0 in H1res(a; a): It follows that δ = 0 and b0 ∈ z(a). Therefore, g
can be obtained from the restricted Lie algebra a by means of the restricted derivation D
as in Theorem 3.5
The case where D ≃ 0 in H1res(a; a): Without loss of generality, we can assume that D =
0, cf. Theorem 3.17. In this case, g ≃ a ⊕ c, where c is the center generated by x and
x∗, and the p-structure is given by Eqs. (8), (9), where a0, b0 ∈ z(a), γ, δ,m and β are
arbitrary.
The proof now is complete. 
3.2. The case of Lie superalgebras: p(Ba) = 0¯. Let (a,Ba) be a NIS-superalgebra
in characteristic p 6= 2. Throughout this section, we will assume that the bilinear form
Ba is even. A double extension by means of an even derivation is called a D0¯-extension,
while a double extension by means of an odd derivation is called a D1¯-extension.
3.2.1. The case of a D0¯-extension. Let D ∈ der
p
0¯
(a) be a derivation satisfying (4). Let K
and K ∗ be two copies of a one-dimensional vector space which are spanned by the even
vector x and the even vector x∗, respectively.
Following [BB], there exists a NIS-superalgebra structure on g := K ⊕ a⊕K ∗, where
the bracket is defined by
(10)
[K , g]g := 0, [a, b]g := [a, b]a + Ba(D(a), b)x, [x
∗, a]g := D(a) for any a, b ∈ a.
The non-degenerate supersymmetric bilinear form Bg on g is defined as follows:
Bg|a×a := Ba, Bg(x, x
∗) := 1, Bg(a,K ) = Bg(a,K
∗) = Bg(x, x) = Bg(x
∗, x∗) := 0.
Moreover, the form Bg is invariant on g.
Theorem 3.7. Let D ∈ derp
0¯
(a) satisfying the conditions (3) and (4). For arbitrary
m, l ∈ K, the p|2p-structure on a can be extended to its double extension g as follows (for
any a ∈ a0¯, and s, t ∈ K):
a[p]g := a[p]a + q(a)x, (tx∗)[p]g := tpa0 + t
plx+ tpγx∗, (sx)[p]g := sp(mx+ b0).
where b0 ∈ z0¯(a) such that D(b0) = 0, and q is a form satisfying (for any a, b ∈ a0¯ and
for any λ ∈ K):
(11)
q(λa) = λpq(a),
q(a+ b)− q(a)− q(b) =
∑
1≤i≤p−1
σai (a, b).
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We need the following two lemmas.
Lemma 3.8. If p(Ba) = p(D) = 0¯, then
sgi (a, b) = s
a
i (a, b) + σ
a
i (a, b)x for all a, b ∈ a0¯.
Proof. Indeed,
(adgλa+b)
p−1(a) = (adaλa+b)
p−1(a) + Ba(D(λa + b), (ad
a
λa+b)
p−2(a))x.
The result follows immediately. 
Lemma 3.9. For all a ∈ a0¯ and for all b ∈ a, we have
Ba(D(a
[p]a), b) = Ba(D(a), (ada)
p−1(b)) and Ba(D(a), (ad
a
a)
p−2(D(a))) = 0.
Proof. Indeed,
Ba(D(a), (ada)
p−1(b)) = (−1)p−1Ba((ada)
p−1 ◦D(a), b) =Ba(D(a
[p]a), b).
Besides,
Ba(D(a), (ad
a
a)
p−2(D(a))) = Ba(D(a), (ad
a
a)
p−3
2 ◦ adaa ◦ (ad
a
a)
p−3
2 (D(a)))
= (−1)
p−3
2 Ba((ada)
p−3
2 ◦D(a), ada ◦ (ada)
p−3
2 ◦D(a)) = 0.

Let us prove Theorem 3.7.
Proof. Using Jacobson’s Theorem 2.2, it is enough to show that
(adga)
p = ada[p]a+q(a)x, (ad
g
x∗)
p = ada0+lx+γx∗ , (ad
g
x)
p = admx+b0 .
Indeed, let f = ux+ b+ vx∗ ∈ g. We have
adgmx+b0(f)− (ad
g
x)
p(f) = [mx+ b0, f ]g − (ad
g
x)
p(f)
= [b0, b]a + Ba(D(b0), b)x− vD(b0) = 0,
since x ∈ z0¯(g), b0 ∈ z0¯(a) and D(b0) = 0. Besides, using condition (3) we obtain
adga0+lx+γx∗(f)− (ad
g
x∗)
p(f) = [a0 + lx+ γx
∗, f ]g −D
p(b)
= [a0, b]a + Ba(D(a0), b)x− vD(a0) + γD(b)−D
p(b)
= 0.
By virtue of Lemma 3.9, we show by a direct computation that adg
a[p]a+q(a)x
− (adga)
p = 0.
DOUBLE EXTENSIONS OF RESTRICTED LIE (SUPER)ALGEBRAS 15
Now, let a, b ∈ a0¯. Using Lemma 3.4, we have
(a+ b)[p]g = (a + b)[p]a + q(a+ b)
= a[p]a + b[p]a +
∑
1≤i≤p−1
sai (a, b) + q(a+ b)x
= a[p]g + b[p]g +
∑
1≤i≤p−1
sgi (a, b) + (q(a+ b)− q(a)− q(b)−
∑
1≤i≤p−1
σai (a, b))x
By virtue of Eq. (11), it follows that [p]g defines a p-structure on g.
The proof is now complete. 
Theorem 3.10. Let (g,Bg) be an irreducible restricted NIS-superalgebra of dim > 1 such
that z0¯(g) 6= 0. Let 0 6= x ∈ z0¯(g) be such that (K
⊥)p = K
⊥, where K := Span{x}.
Then (g,Bg) is a D-extension of a restricted NIS-superalgebra (a,Ba), where D is a
restricted derivation satisfying condition (3).
Proof. Let 0 6= x ∈ z0¯(g) such that (K
⊥)p = K
⊥, where K := Span{x}. Because x is
central, the subspace K is an ideal in (g,Bg). Moreover, K
⊥ is also an ideal in (g,Bg).
Indeed, let us show first that (K ⊥)1¯ = g1¯. This is true because x is orthogonal to any odd
element since Bg is even. On the other hand, if f ∈ K
⊥ and g ∈ g, then [f, g]g ∈ K
⊥
because
Bg(x, [f, g]g) = Bg([x, f ]g, g) = Bg(0, g) = 0.
Since K is 1-dimensional, then either K ∩K ⊥ = {0} or K ∩K ⊥ = K . The first case is
to be disregarded because otherwise g = K ⊕K ⊥ and the Lie superalgebra g will not be
irreducible. Hence, K ∩K ⊥ = K . It follows that K ⊂ K ⊥ and dim(K ⊥) = dim(g)−1.
Therefore, there exists x∗ ∈ g0¯ such that
g = K ⊥ ⊕K ∗, where K ∗ := Span{x∗}.
This x∗ can be normalized to have Bg(x, x
∗) = 1. Besides, Bg(x, x) = 0 since K ∩K
⊥ =
K .
Let us define a := (K + K ∗)⊥. We then have a decomposition g = K ⊕ a⊕K ∗.
Let us define a bilinear form on a by setting:
Ba = Bg|a×a.
The form Ba is non-degenerate on a. Indeed, suppose there exists an a ∈ a such that
Ba(a, f) = 0 for any f ∈ a.
But a is also orthogonal to x and x∗. It follows that Bg(a, f) = 0 for any f ∈ g. Hence,
a = 0, since Bg is nondegenerate.
Following [BB], there exists a NIS-superalgebra structure on the vector space a for
which g is its double extension.
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It remains to show that there is a p|2p-structure on a. Since a ⊂ K ⊥, then a[p]g ∈
(K ⊥)p = K
⊥ = K ⊕ a, for any a ∈ a0¯. It follows that
a[p]g = q(a)x+ s(a), where s(a) ∈ a0¯.
We will show that the map
s : a0¯ → a0¯, a 7→ s(a),
defines a p|2p-structure on a. The fact that (λa)[p]g = λp(a[p]g) implies that s(λa) = λps(a)
and q(λa) = λpq(a). Besides, for any b ∈ a we have
0 = [a[p]g, b]g−(ad
g
a)
p(b) = [s(a), b]a+Ba(D(s(a)), b)x−(ad
a
a)
p(b)−Ba(D(a), (ad
a
a)
p−1(b))x.
Therefore,
D(s(a)) = (adaa)
p−1 ◦ (D(a)), [s(a), b]a = (ad
a
a)
p(b).
For any a, b ∈ a0¯, we have∑
1≤i≤p−1
isgi (a, b)λ
i−1 = (adgλa+b)
p−1(a),
= (adaλa+b)
p−1(a) + Ba(D(λa+ b), (ad
a
λa+b)
p−2(a))x,
it follows that
sgi (a, b) = s
a
i (a, b) + σ
a
i (a, b)x.
Moreover,
0 = (a+ b)[p]g − a[p]g − b[p]g −
∑
1≤i≤p−1
sgi (a, b)
= (q(a+ b)− q(a)− q(b)−
∑
1≤i≤p−1
sai (a, b))x+ s(a+ b)− s(a)− s(b)
−
∑
1≤i≤p−1
σai (a, b).
Consequently,
s(a+ b) = s(a) + s(b) +
∑
1≤i≤p−1
sai (a, b), and q(a+ b)− q(a)− q(b) =
∑
1≤i≤p−1
σai (a, b).
It follows that s defines a p|2p-structure on a, that D is a restricted derivation on a
(relative to the p|2p-mapping s) and q is map on a0¯ satisfying Eq. (11).
Suppose now that (where a0 ∈ a0¯, and β, γ ∈ K):
(12) (x∗)[p]g = a0 + βx+ γx
∗.
We have
0 = [(x∗)[p], a]g − (ad
g
x∗)
p(a) = [a0, a] + Ba(D(a0), a)x+ γD(a)−D
p(a), for all a ∈ a.
It follows that Dp = γD + ada0 and D(a0) = 0 (Bg is non-degenerate).
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Suppose now that
(13) x[p]g = b0 +mx+ δx
∗, where m, δ ∈ K and b0 ∈ a0¯.
For any b ∈ a, we have
0 = [x[p]g, b]g − (ad
g
x)
p(b) = [b0, b]a + Ba(D(b0), b)x− δD(b).
It follows that −δD(b) + [b0, b]a = 0 and D(b0) = 0 (since Ba is non-degenerate).
The case where D 6≃ 0: It follows that δ = 0 and b0 ∈ z0¯(a). Therefore, g can be
obtained from the restricted Lie superalgebra a by means of the restricted derivation D
as in Theorem 3.7
The case where D ≃ 0: Without loss of generality, we can assume that D = 0. In this
case, g ≃ a ⊕ c, where c is the center generated by x and x∗, and the p|2p-structure is
given by Eqs. (12), (13), where a0, b0 ∈ z(a), γ, δ,m and β are arbitrary.
The proof now is complete.

3.2.2. The case of a D1¯-extension. Let D ∈ der
p
1¯
(a) be a derivation satisfying (4) and the
following conditions:
(14)
D(b0) = 0,
D2 = 1
2
adb0 , where b0 ∈ a0¯,
Ba(b0, b0) = 0.
Let K and K ∗ be two copies of a one-dimensional vector space which are spanned by
the odd vector x and the odd vector x∗, respectively. Following [ABB], there exists a
NIS-superalgebra structure on g := K ⊕ a⊕K ∗, where the bracket is defined by
[K , g]g := 0, [x
∗, x∗]g = b0
[a, b]g := [a, b]a −Ba(D(a), b)x, [x
∗, a]g := D(a)−Ba(a, b0)x for any a ∈ a.
The non-degenerate supersymmetric bilinear form Bg on g is defined as follows:
Bg|a×a := Ba, Bg(x, x
∗) := 1, Bg(a,K ) = Bg(a,K
∗) = Bg(x, x) = Bg(x
∗, x∗) := 0.
Moreover, the form Bg is invariant on g.
Theorem 3.11. Let D ∈ derp
1¯
(a) satisfying the conditions (4) and (14). Then the p|2p-
structure on a can be extended to its double extension g as follows:
a[p]g := a[p]a for any a ∈ a0¯.
Proof. Similar to that of Theorem 3.7. 
Theorem 3.12. Let (g,Bg) be an irreducible restricted NIS-superalgebra of dim > 1.
Suppose there exists 0 6= x ∈ z1¯(g). Then (g,Bg) is a D1¯-extension of a restricted NIS-
superalgebra (a,Ba).
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Proof. Similar to that of Theorem 3.10 
3.3. The case of Lie superalgebras: p(Ba) = 1¯. Let (a,Ba) be a NIS-Lie superalgebra
in characteristic p 6= 2. Throughout this section, we will assume that the bilinear form
Ba is odd. A double extension by means of an even derivation is called a D0¯-extension,
while a double extension by means of an odd derivation is called a D1¯-extension.
3.3.1. The case of D1¯-extension. Let (a,Ba) be a NIS-superalgebra in characteristic p.
Let D ∈ derp
1¯
(a) be a derivation satisfying the following conditions:
(15)
D(b0) = 0
D2 = 1
2
adb0 .
Following [ABBQ] , then there exists a NIS-superalgebra structure on g := K ⊕ a⊕K ∗,
where K := Span{x} and x is even, and where K ∗ := Span{x∗} and x∗ is odd. The
bracket is defined by (where λ0 ∈ K):
(16)
[K , g]g := 0, [a, b]g := [a, b]a + Ba(D(a), b)x,
[x∗, x∗]g = b0 + λ0x, [x
∗, a]g := D(a)− (−1)
p(a)Ba(a, b0)x for any a ∈ a.
The non-degenerate supersymmetric bilinear form Bg on g is defined as follows:
Bg|a×a := Ba, Bg(x, x
∗) := 1, Bg(a, x) = Bg(a, x
∗) = Bg(x, x) = Bg(x
∗, x∗) := 0
Moreover, the form Bg is invariant on g.
Theorem 3.13. Let D ∈ derp
1¯
(a) satisfying the conditions (4) and (15). Then the p|2p-
structure on a can be extended to g as follows (for any a ∈ a0¯, and m ∈ K):
a[p]g := a[p]a + q(a)x, (sx)[p]g := spmx.
where q is a map on a0¯ satisfying (for any a, b ∈ a0¯ and for any λ ∈ K):
(17)
q(λa) = λpq(a),
q(a+ b)− q(a)− q(b) =
∑
1≤i≤p−1
σai (a, b).
Proof. Similar to that of Theorem 3.7. 
Theorem 3.14. Let (g,Bg) be an irreducible restricted NIS-superalgebra of dim > 1 such
that z0¯(g) 6= 0. Let 0 6= x ∈ z0¯(g) be such that (K
⊥)p = K
⊥, where K := Span{x}.
Then (g,Bg) is a D1¯-extension of a restricted NIS-superalgebra (a,Ba), where D is an
odd restricted derivation.
Proof. Similar to that of Theorem 3.10. 
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3.3.2. The case of D0¯-extension. Let D ∈ der
p
0¯
(a) satisfying condition (4). Following
[ABBQ], there exists a NIS-superalgebra structure on g := K ⊕ a ⊕K ∗, where K :=
Span{x}, and x is odd, and K ∗ := Span{x∗} and x∗ is even. The bracket is defined by
(18)
[K , g]g := 0, [a, b]g := [a, b]a + Ba(D(a), b)x, [x
∗, a]g := D(a) for any a, b ∈ a.
The non-degenerate supersymmetric bilinear form Bg on g is defined as follows:
Bg|a×a := Ba, Bg(x, x
∗) := 1, Bg(a,K ) = Bg(a,K
∗) = Bg(x, x) = Bg(x
∗, x∗) := 0.
Moreover, the form Bg is invariant on g.
Theorem 3.15. Let (a,Ba) be a restricted NIS-superalgebra. Let D ∈ der
p
0¯
(a) conditions
(3) and (4). The p|2p-structure on a can be extended to g as follows (for any a ∈ a0¯, and
t ∈ K):
a[p]g := a[p]a, (tx∗)[p]g := tp(γx∗ + a0).
Theorem 3.16. Let (g,Bg) be an irreducible restricted NIS-superalgebra of dim > 1.
Suppose there exists 0 6= x ∈ z1¯(g). Then (g,Bg) is a D0¯-extension of a restricted NIS-
superalgebra (a,Ba), where D is a restricted derivation satisfying condition (3).
Proof. Similar to that of Theorem 3.10. 
3.4. Isometries of NIS-superalgebras. Following [FS, BeBou], for a NIS-superalgebra
a with a bilinear form Ba, denote by g (resp. g˜) the double extension of a by means of a
derivation D (resp. D˜). An isometry between g and g˜ is an isomorphism pi : g→ g˜ such
that:
pi([f, g]g) = [pi(f), pi(g)]g˜ for any f, g ∈ g,
Bg˜(pi(f), pi(g)) = Bg(f, g) for any f, g ∈ g.
We will assume further that the isometry satisfies pi(K ⊕ a) = K˜ ⊕ a, and call it an
adapted isometry, see [FS, BeBou]. We will see how the derivations D and D˜ are related
with each other when g and g˜ are isometric. Hereafter, K = Span{x}, K ∗ = Span{x∗},
K˜ = Span{x˜}, and K˜ ∗ = Span{x˜∗}.
3.4.1. The case of Lie algebras. The following theorem was proved in [FS] in the case
where K = R. The passage to any p 6= 2, the proof is absolutely the same. The case
where p = 2 was studied in [BeBou].
Theorem 3.17. [FS, BeBou] Let (a,Ba) be a NIS-algebra, and D , D˜ ∈ der(a) satisfying
condition (5). There exists an adapted isometry pi : g → g˜ if and only if there exists an
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isometry pi0 : a→ a, λ ∈ K
× and κ ∈ a (all unique) such that
pi−10 ◦ D˜ ◦ pi0 = λD + adκ;(19)
(Only when p = 2) Bg(x
∗, x∗) = λ−2(Ba(κ,κ) + Bg˜(x˜
∗, x˜∗));(20)
(21)
pi = pi0 + Ba(κ, ·)x˜ on a;
pi(x) = λx˜;
pi(x∗) = λ−1(x˜∗ − pi0(κ)− ρx˜), where
ρ =
{
arbitrary if p = 2,
1
2
Ba(κ,κ) if p 6= 2.
Remark 3.18. If pi0 = Ida, the condition (19) means that D ≃ D˜ in H
1(a; a). Moreover,
if the derivations are restricted, then condition (19) means D ≃ D˜ in H1res(a; a).
Suppose now that a is restricted with a p-structure [p]a. In Theorem 3.5 we proved
that it is possible to extend the p-structure to any double extension. Let us denote by
[p]g (resp. [p]g˜) the p-structure on g (resp. g˜) written in terms of m, l, a0, b0, γ and q
(resp. m˜, l˜, a˜0, b˜0, γ˜ and q˜). The following theorem characterizes the equivalence class of
p-structures on double extensions, but we prove it only for p = 2, 3. The formula for p > 3
is still out of reach.
Theorem 3.19. The adapted isometry pi : g → g˜ given in Theorem 3.17 defines a p-
structure, for p = 2, 3, if and only if
pi0(a
[p]a) = (pi0(a))
[p]a + Ba(κ, a)
pb˜0,
and
m˜ = λ−p(λm+ Ba(κ, b0)),
b˜0 = λ
−ppi0(b0),
q˜ ◦ pi0 = λq+ Ba(κ, (·)
[p]a)−Ba(κ, ·)
pm˜
γ˜ = λp−1γ,
l˜ = λp(Ba(κ, a0) + λl − λ
−1γρ) + ρpm˜+ q(pi0(κ))−Ba(D˜
p−1(pi0(κ)), pi0(κ)),
a˜0 = λ
p(pi0(a0)− λ
−1γpi0(κ)) + (pi0(κ))
[p]a + ρpb˜0 + D˜
p−1(pi0(κ))
−
{
λpi0([D(κ),κ]a), if p=3,
0, if p=2.
Moreover, if z(a) = 0, then the isometry pi0 of a is a also a p-mapping.
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Proof. Let us study the p-structure. We have
pi(x[p]g)− (pi(x))[p]g˜ = pi(mx+ b0)− (λx˜)
[p]g˜ = mλx˜+ pi0(b0) + Ba(κ, b0)x˜− λ
p(m˜x˜+ b˜0).
Therefore, m˜ = λ−p(λm+ Ba(κ, b0)), and b˜0 = λ
−ppi0(b0).
Let a ∈ g. We have
pi(a[p]g) = pi(a[p]a + q(a)x) = pi0(a
[p]a) + Ba(κ, a
[p]a)x˜+ q(a)λx˜.
On the other hand,
(pi(a))[p]g˜ = (pi0(a) + Ba(κ, a)x˜)
[p]g˜ = (pi0(a))
[p]a + q˜(pi0(a))x˜+ Ba(κ, a)
p(m˜x˜+ b˜0).
It follows that (for every a ∈ a)
Ba(κ, a)
pm˜+ q˜(pi0(a))−Ba(κ, a
[p]a)− q(a)λ = 0, and
pi0(a
[p]a) = (pi0(a))
[p]a + Ba(κ, a)
pb˜0.(22)
Moreover,
pi((x∗)[p]g) = pi(a0 + lx+ γx
∗) = pi0(a0) + Ba(κ, a0)x˜+ lλx˜+ γλ
−1(x˜∗ − pi0(κ)− ρx˜)
= (Ba(κ, a0) + λl − λ
−1γρ)x˜− λ−1γpi0(κ) + pi0(a0) + λ
−1γx˜∗.
On the other hand,
(pi(x∗))[p]g˜ = λ−p(x˜∗ − pi0(κ)− ρx˜)
[p]g˜
= λ−p(a˜0 + γ˜x˜
∗ − pi0(κ)
[p]a − ρpb˜0 − D˜
p−1(pi0(κ)) + (l˜ − ρ
pm˜− q˜(pi0(κ)))x˜)
+λ−pBa(D˜
p−1(pi0(κ)), pi0(κ))x˜+
{
λ−p[D˜(pi0(κ)), pi0(κ)]a if p = 3,
0 if p = 2.
Therefore,
λ−1γ = λ−pγ˜,
Ba(κ, a0) + λl − λ
−1γρ = λ−p(l˜ − ρpm˜− q(pi0(κ)) + Ba(D˜
p−1(pi0(κ)), pi0(κ))),
pi0(a0)− λ
−1γpi0(κ) = λ
−p(a˜0 − pi0(κ)
[p]a − ρpb˜0 − D˜
p−1(pi0(κ)))
+
{
λ−p[D˜(pi0(κ)), pi0(κ)]a if p = 3,
0 if p = 2.
If z(a) = 0, we have b0 = b˜0 = 0 and the isometry pi0 becomes a p-mapping. The proof is
now complete. 
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3.4.2. The case of Lie superalgebras. Let pr : K˜ ⊕ a → a be the projection, and pi0 :=
pr ◦pi. The map pi0 is obviously linear. Let a ∈ a. Since pi(a)−pi0(a) ∈ Ker(pr), it follows
that pi(a) − pi0(a) ∈ K˜ . Since Ba is nondegenerate, there exists a unique tπ ∈ ap(D˜)
(depending only in pi) such that
pi(a)− pi0(a) = Ba(tπ, a)x˜ for any a ∈ a.
Besides, pi(x) = λx˜ for some λ in K. Indeed, let us write pi(x) = λx˜+ a, where a ∈ a.
We have
0 = Bg(x, b) = Bg˜(pi(x), pi(b)) = Bg˜(λx˜+ a, pi0(b) + Ba(tπ, b)x˜) = Ba(a, pi0(b)).
Since pi0 is surjective and Ba is nondegenerate, it follows that a = 0. Let us show that pi0
preserves Ba. Indeed, for any a, b ∈ a we have
Ba(a, b) = Bg˜(pi(a), pi(b))
= Bg˜(pi0(a) + Ba(tπ, a)x˜, pi0(b) + Ba(tπ, b)x˜)
= Bg˜(pi0(a), pi0(b))
= Ba(pi0(a), pi0(b)).
Let us show that pi0 is an isometry on (a,Ba). Let a, b ∈ a we get
pi([a, b]g) = pi([a, b]a) + (−1)
p(D)(p(Ba)+1)λBa(D(a), b)x˜
= pi0([a, b]a) + Ba(tπ, [a, b]a)x˜+ (−1)
p(D)(p(Ba)+1)λBa(D(a), b)x˜.
and
[pi(a), pi(b)]g˜ = [pi0(a) + Ba(tπ, a)x˜, pi0(b) + Ba(tπ, b)x˜]g˜
= [pi0(a), pi0(b)]g˜
= [pi0(a), pi0(b)]a + (−1)
p(D˜)(p(Ba)+1)Ba(D˜(pi0(a)), pi0(b))x˜.
It follows that
Ba(pi
−1
0 D˜(pi0(a)), b) = (−1)
p(D)(p(Ba)+1)Ba([tπ, a]a, b) + λBa(D(a), b).
Therefore
(23) pi−10 ◦ D˜ ◦ pi0 = (−1)
p(D)(p(Ba)+1)adtπ + λD .
Let us write
pi(x∗) = µx˜∗ + a+ νx˜,
where a ∈ a and ν = 0 if Ba is odd.
Because pi is an isometry, we have
1 = Bg˜(pi(x), pi(x
∗)) = Bg˜(λx˜, µx˜
∗ + a+ νx˜) = λµ.
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Therefore µ = λ−1. Besides,
0 = Bg˜(pi(x
∗), pi(b)) = Bg˜(x˜
∗ + a + νx˜, pi0(b) + Ba(tπ, b)x˜)
= µ(−1)p(x˜)p(x˜
∗)Ba(tπ, b) + Ba(a, pi0(b)).
It follows that Ba(µ(−1)
p(x˜)p(x˜∗)tπ+pi
−1
0 a, b) = 0. Therefore, µ(−1)
p(x˜)p(x˜∗)tπ+pi
−1
0 (a) = 0
which implies that
(24) a = −(−1)p(x˜)p(x˜
∗)µpi0(tπ).
Finally, we get
pi(x∗) = λ−1(x˜∗ − (−1)p(x˜)p(x˜
∗)pi0(tπ)) + νx˜.
Besides,
0 = Bg˜(pi(x
∗), pi(x∗)) = Bg˜(µx˜
∗+a+ νx˜, µx˜∗+a+ νx˜) = µν(1+ (−1)p(x˜)p(x˜
∗))+Ba(a, a).
We distinguish two cases: (i) If Ba is odd then ν = 0 and therefore Ba(a, a) = 0; (ii) If
Ba is even then Ba(a, a) = 0 and ν is arbitrary, except when p(x) = p(x
∗) = 0¯. In this
case
ν = −
1
2
λ−1Ba(tπ, tπ).
Let us study the case where x∗ is odd.
We have
[pi(x∗), pi(x∗)]g˜ = [µx˜
∗ + a+ νx, µx˜∗ + a+ νx˜]g
= 2µ(D˜(a)− (−1)p(a)p(Ba)Ba(a, b˜0)x˜) + [a, a]a
+(−1)p(D˜)(p(Ba)+1))Ba(D˜(a), a)x˜+ µ
2[x˜∗, x˜∗]g˜
On the other hand,
pi([x∗, x∗]g) =
{
pi0(b0) + Ba(tπ, b0)x˜+ λλ0x˜ if p(Ba) = 1¯,
pi0(b0) if p(Ba) = 0¯.
It follows that
(25) b˜0 = µ
−2(pi0(a0)− [a, a]a − 2µD˜(a)).
Therefore,
(26) b˜0 = λ
2pi0(b0) + 2(−1)
p(x)λpi0(D(t)) + pi0([tπ, tπ]a).
In addition, in the case where p(Ba) = 1¯ we have
λ0λ+ Ba(t, b0) = µ
2λ˜0 + 2µBa(a, b˜0) + Ba(D˜(a), a).
After computation, we get
λ˜0 = λ0λ
3 + Ba(tπ, [tπ, tπ]) + 3λBa(tπ,D(tπ)) + 3λ
2
Ba(tπ, b0).
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We arrive at the following theorems.
Theorem 3.20. Let (a,Ba) be a NIS-superalgebra, and D , D˜ ∈ der0¯(a) satisfying con-
dition (5). There exists an adapted isometry pi : g → g˜ if and only if there exists an
isometry pi0 : a→ a, λ ∈ K
× and κ ∈ a (all unique) such that
pi−10 ◦ D˜ ◦ pi0 = λD + adκ;
Ba(κ,κ) = (−1)
p(Ba)Ba(κ,κ);
and
pi = pi0 + Ba(κ, ·)x˜;
pi(x) = λx˜;
pi(x∗) = λ−1(x˜∗ − pi0(κ)−
1
4
(1 + (−1)p(Ba))Ba(κ,κ)x).
Theorem 3.21. Let (a,Ba) be a NIS-superalgebra, and D , D˜ ∈ der1¯(a) satisfying con-
dition (5). There exists an adapted isometry pi : g → g˜ if and only if there exists an
isometry pi0 : a→ a, λ ∈ K
× and κ ∈ a (all unique) such that
pi−10 ◦ D˜ ◦ pi0 = λD − (−1)
p(Ba)adκ;
Ba(κ,κ) = 0;
Ba(D(κ), [κ,κ]a) = 0 (Only for p = 3 and p(Ba) = 0¯).
And
pi = pi0 + Ba(κ, ·)x˜
pi(x) = λx˜;
pi(x∗) = λ−1(x˜∗ − (−1)p(x)pi0(κ))−
1
4
(1 + (−1)p(Ba))νx,where ν is arbitrary.
Moreover,
b˜0 = λ
2pi0(b0) + (−1)
p(x)2λ(pi0(D(κ))) + pi0([κ,κ]a).
Additionally, we have for p(Ba) = 1
λ˜0 = λ0λ
3 + Ba(κ, [κ,κ]) + 3λBa(κ,D(κ)) + 3λ
2Ba(κ, b0).
Proof of Theorem 3.20 and Theorem 3.21. To check that pi preserves the Lie bracket, it
is enough to check the conditions below.
To check that pi([x∗, a]g) = [pi(x
∗), pi(a)]g˜, we distinguish two cases:
(i) The cases where p(x∗) = 1¯. We have
pi([x∗, a]g) = pi(D(a)− (−1)
p(Ba)p(a)Ba(a, b0)x) = pi0(D(a)) + Ba(κ,D(a))x˜
−(−1)p(Ba)p(a)λBa(a, b0)x˜.
On the other hand,
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[pi(x∗), pi(a)]g˜ = [pi(x
∗), pi0(a) + Ba(κ, a)x˜]g˜
= λ−1[x˜∗, pi0(a)]g˜ − (−1)
p(x)λ−1[pi0(κ), pi0(a)]g˜
= λ−1
(
D˜(pi0(a))− (−1)
p(a)p(Ba)Ba(pi0(a), b˜0)x˜
)
−(−1)p(x)[λ−1pi0(κ), pi0(a)]a + (−1)
p(x)+p(Ba)Ba(D˜(λ
−1pi0(κ)), pi0(a))x˜
= λ−1
(
D˜(pi0(a))− (−1)
p(x)pi0([κ, a]a)
)
+λ−1(−(−1)p(a)p(Ba)Ba(pi0(a), b˜0)x˜−Ba(pi0(a), D˜(pi0(κ)))x˜
= pi0(D(a)) + λ
−1(−(−1)p(a)p(Ba)Ba(pi0(a), λ
2pi0(b0)
+2(−1)p(x)λ(pi0(D(κ)))pi0([κ,κ]a))x˜
−λ−1Ba(a, λD(κ)− (−1)
p(Ba)[κ,κ]a)x˜
= pi0(D(a))− (−1)
p(a)p(Ba)λBa(a, b0)x˜
+(−2(−1)p(x)+p(a)p(Ba) − 1)Ba(a,D(κ))x˜
+λ−1((−1)p(Ba) − (−1)p(a)p(Ba))Ba(a, [κ,κ]a)x˜.
The result follows since p(Ba) = p(x) + p(x
∗) = p(x) + 1, and the fact that (for all a ∈ a)
((−1)p(Ba) − (−1)p(a)p(Ba))Ba(a, [κ,κ]a) = 0,
(ii) The case where p(x∗) = 0¯. Similar computation.
There is no need to check the remaining brackets because they are certainly satisfied as
shown by the previous computations prior the statement of Theorem 3.20 and Theorem
3.21.
Let us show that pi preserves Bg. For every element a ∈ a, we have Bg(x
∗, a) = 0. On
the other hand,
Bg˜(pi(a), pi(x
∗)) = Bg˜(pi0(a) + Ba(κ, a)x˜, pi(x
∗))
= λ−1Ba(κ, a)− (−1)
p(x)p(x∗)Ba(pi0(a), λ
−1pi0(κ))
= λ−1((−1)p(x)p(a) − (−1)p(x)p(x
∗))Ba(κ, a)
= 0.
Suppose that D(b0) = 0. Let us show that D˜(b˜0) = 0. Indeed, let us apply pi
−1
0 to D˜(a˜0):
pi−10 D˜(a˜0) = pi
−1
0
(
D˜(λ2pi0(b0) + 2(−1)
p(x)p(x∗)λ(pi0(D(κ))) + pi0([κ,κ]a)
)
= (λD + (−1)p(D)(p(Ba)+1)adκ)
(
λ2b0 + 2(−1)
p(x)p(x∗)λD(κ) + [κ,κ]a
)
= 0.
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Let us show that D˜2 = 1
2
ada˜0 . Indeed,
D˜2 = pi0(λD + (−1)
p(D)(p(Ba)+1)adκ)
2pi−10
= pi0(λ
2D2 + (−1)p(D)(p(Ba)+1)(λDadκ + λadκD) + ad
2
κ)pi
−1
0
= pi0(λ
2 1
2
adb0 + λ(−1)
p(D)(p(Ba)+1)adD(κ) + ad
2
κ)pi
−1
0
= 1
2
adb˜0 .
Besides, (since b˜0 = λ
2pi0(b0)+ (−1)
p(x)2λ(pi0(D(κ)))+pi0([κ,κ]a) and pi0 is an isometry):
Bg˜(b˜0, b˜0) = λ
4Ba(b0, b0) + 2λ
2Ba(b0, [κ,κ]a) + 4λ
2Ba(D(κ),D(κ))
+(−1)p(x)4λBa(D(κ), [κ,κ]a)
= 0.

Suppose now that a is restricted with a p|2p-structure. In Theorems 3.7, 3.15, 3.11,
3.13, we proved that it is possible to extend the p|2p-structure to any double extension.
Let us denote by [p|2p]g (resp. [p|2p]g˜) the p|2p-structure on g (resp. g˜) written in terms
of m, l, a0, b0, γ and q (resp. m˜, l˜, a˜0, b˜0, γ˜ and q˜). The following theorem characterizes the
equivalence class of p-structures on double extensions, but we prove it only for p = 3. The
formula for p > 3 is still out of reach.
Theorem 3.22. If p(Ba) = 0¯, the adapted isometry pi : g → g˜ given in Theorem 3.20
defines a p|2p-structure on g, for p = 3, if and only if
pi0(a
[p]a) = (pi0(a))
[p]a + Ba(κ, a)
pb˜0 for all a ∈ a0¯.
and
m˜ = λ−p(λm+ Ba(κ, b0)),
b˜0 = λ
−ppi0(b0),
q˜ ◦ pi0 = λq+ Ba(κ, (·)
[p]a)−Ba(κ, ·)
pm˜ on a0¯
γ˜ = λp−1γ,
l˜ = λp(Ba(κ, a0) + λl − λ
−1γρ) + ρpm˜+ q(pi0(κ))−Ba(D˜
p−1(pi0(κ)), pi0(κ))),
a˜0 = λ
p(pi0(a0)− λ
−1γpi0(κ)) + (pi0(κ))
[p]a + ρpb˜0 + D˜
p−1(pi0(κ))− λpi0([D(κ),κ]a).
Moreover, if z(a) = 0, then the isometry pi0 of a is a also a p|2p-mapping.
Proof. Similar to that of Theorem 3.19, minding the sign rule 
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Theorem 3.23. If p(Ba) = 1¯, the adapted isometry pi : g → g˜ given in Theorem 3.21
defines a p|2p-structure on g, if and only if
pi0(a
[p]a) = (pi0(a))
[p]a for all a ∈ a0¯.
and
q˜ ◦ pi0 = λq+ Ba(κ, (·)
[p]a)−Ba(κ, ·)
pm˜ on a0¯
λp0m = m˜λ
−2p−1 (λp0 − 3Ba(D(κ),κ)−Ba(κ, [κ,κ]a))− m˜Ba(κ, b0)
p
Proof. Similar to that of Theorem 3.19, minding the sign rule.

Theorem 3.24. If p(Ba) = 1¯, the adapted isometry pi : g → g˜ given in Theorem 3.20
defines a p|2p-structure on g, if and only if
pi0(a
[p]a) = (pi0(a))
[p]a for all a ∈ a0¯.
and
m˜ = λp−1m
a˜0 = pi0(κ
[p]a) + λ2pi0(D
2(κ))−mλp−1pi0(κ) + λ
ppi0(a0) + 2λpi0([κ,D(κ)]a)
Proof. Similar to that of Theorem 3.19, minding the sign rule. 
Theorem 3.25. If p(Ba) = 0¯, the adapted isometry pi : g → g˜ given in Theorem 3.21
defines a p|2p-structure on g, if and only if pi0 defines a p|2p structure on a.
Proof. Similar to that of Theorem 3.19, minding the sign rule. 
4. Examples in small characteristic
4.1. Rank 2 Lie (super)algebras.
4.1.1. psl(3) for p = 3. Let us fix a basis of psl(3) generated by the root vectors x1, x2, x3 =
[x1, x2] (positive) and y1, y2, y3 = [y1, y2] (negative). The Lie algebra psl(3) admits a NIS
given in the ordered basis e1 = [x1, y1], e2 = x1, e3 = x2, e4 = x3, e5 = y1, e6 = y2, e7 = y3
by the Gram matrix
Bpsl(3) =
 2 0 00 0 I2,1
0 I2,1 0
 ,
where Ir,s = diag(1, . . . , 1,−1, . . . ,−1) with r-many 1s and smany (−1)s. The 3-structure
on psl(3) is given as follows:
e
[3]
1 = e1, e
[3]
i = 0 for all i > 1.
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Claim 4.1. The space H1res(psl(3); psl(3)) is spanned by the cocycles:
(27)
deg = −3 : D1 = y1x̂3 + y3x̂1, D2 = y2x̂3 + y3x̂2,
deg = 0 : D3 = 2x2x̂1 + y1ŷ2, D4 = 2x1x̂2 + y2ŷ1, D5 = x1x̂1 + x3x̂3 + 2 y1ŷ1 + 2 y3ŷ3,
deg = 3 : D6 = x1ŷ3 + x3ŷ1, D7 = x2ŷ3 + x3ŷ2.
An easy computation shows that Bpsl(3) is D-invariant for any derivation D given as in
(27).
The Cartan matrix associated with psl(3), or rather of gl(3), as explained in [BGL], is
symmetric, so the isometry
x1 ←→ x2, x3 ←→ −x3, y1 ←→ y2, y3 ←→ −y3,
sends the derivation D3 to D4, sends the derivation D1 to D2 and sends the derivation D6
to D7. Moreover, the the isometry
y1 ←→ x1, y2 ←→ x2, y1 ←→ y2, y3 ←→ −y3,
sends the derivation D1 to D6.
Now, we define three cubic forms on a as follows:
q1(
∑
1≤i≤7 λiei) := λ6λ
2
4 + 2λ1λ2λ4 + 2λ3λ
2
2,
q4(
∑
1≤i≤7 λiei) := λ7λ
2
3 + 2λ1λ5λ3 + λ4λ
2
5,
q5(
∑
1≤i≤7 λiei) := λ1λ2λ5 + λ4λ6λ5 + 2λ2λ3λ7 + λ1λ4λ7.
Now, let a =
∑
1≤i≤7 λiei, b =
∑
1≤i≤7 µiei ∈ psl(3). We have
Bpsl(3)(D5(a− b), [a, b]) = (λ2 − µ2)(λ1µ5 + λ7µ3 − λ5µ1 − λ3µ7)
−(λ4 − µ4)(λ7µ1 + λ5µ6 − λ1µ7 − λ6µ5)
−(λ5 − µ5)(λ2µ1 + λ4µ6 − λ1µ2 − λ6µ4)
+(λ7 − µ7)(λ2µ3 + λ1µ4 − λ3µ2 − λ4µ1).
Besides,
Bpsl(3)(D4(a− b), [a, b]) = −(λ3 − µ3)(λ1µ5 + λ7µ3 − λ5µ1 − λ3µ7)
+(λ5 − µ5)(λ3µ1 + λ5µ4 − λ1µ3 − λ4µ5)
Bpsl(3)(D1(a− b), [a, b]) = −(λ2 − µ2)(λ1µ4 + λ2µ3 − λ3µ2 − λ4µ1)
+(λ4 − µ4)(λ2µ1 + λ4µ6 − λ1µ2 − λ6µ4).
It is easy to see that
q1(a+ b)− q1(a)− q1(b) = Bpsl(3)(D1(a− b), [a, b])
q4(a+ b)− q4(a)− q4(b) = Bpsl(3)(D4(a− b), [a, b])
q5(a+ b)− q5(a)− q5(b) = Bpsl(3)(D5(a− b), [a, b]).
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Let us summarize:
(28)
Derivation q(a) γ a0 Double extension
D4 λ
2
3λ7 + 2λ1λ5λ3 + λ4λ
2
5 0 0 g˜l(3)
D1 λ
2
4λ6 + 2λ1λ2λ4 + 2λ
2
2λ3 0 0 ĝl(3)
D5 λ1λ2λ5 + λ4λ6λ5 + 2λ2λ3λ7 + λ1λ4λ7 1 0 gl(3)
Claim 4.2. dimH2(gl(3)) = 0, dimH2(g˜l(3)) = 3 and dimH2(ĝl(3)) = 4, hence gl(3), g˜l(3)
and ĝl(3) are mutually not isomorphic.
4.1.2. brj(2; 3) for p = 3. Let us realize brj(2; 3) (see [BGL, BoGL] for more details) by
the Cartan matrix and the positive root vectors(
0 −1
−2 1
)
x1, x2, x3 = [x1, x2], x4 = [x2, x2], x5 = [x2, x3],
x6 = [x3, x4], x7 = [x4, x5], x8 = [x5, x5].
Following [BKLS], the Lie superalgebra brj(2; 3) admits a NIS given in the ordered basis
[x1, y1], [x2, y2], x1, . . . , x8, y1, . . . , y8.
by the Gram matrix
Bbrj(2;3) =
 A 0 00 0 B
0 C 0
 ,
where A =
(
0 1
1 2
)
, B = diag{1, 2, 2, 2, 2, 2, 1, 1} and C = diag{2, 1, 2, 2, 1, 2, 2, 1}.
There exists a 3|6 structure on brj(2; 3) given by
([x1, y1])
[3] = [x1, y1], ([x2, y2])
[3] = [x2, y2],
x
[6]
1 = x
[6]
2 = x
[6]
5 = x
[6]
7 = x
[3]
3 = x
[3]
4 = x
[3]
6 = x
[3]
8 = 0,
y
[6]
1 = y
[6]
2 = y
[6]
5 = y
[6]
7 = y
[3]
3 = y
[3]
4 = y
[3]
6 = y
[3]
8 = 0.
Claim 4.3. The space H1(brj(2; 3); brj(2; 3)) is spanned by the odd cocycles:
(29)
deg = −3 : D1 = x1 ⊗ x̂6 + x3 ⊗ x̂7 + 2y2 ⊗ x̂4 + y4 ⊗ x̂2 + 2y6 ⊗ ŷ1 + y7 ⊗ ŷ3,
deg = 3 : D2 = x2 ⊗ ŷ4 + x4 ⊗ ŷ2 + x6 ⊗ x̂1 + 2x7 ⊗ x̂3 + y1 ⊗ ŷ6 + y3 ⊗ ŷ7.
Let us show that Bbrj(2;3) is not D1-invariant. Indeed,
Bbrj(2;3)(D1(x2), x4) + (−1)
p(x2)Bbrj(2;3)(x2,D1(x4)) = 1 6= 0.
Similarly, Bbrj(2;3) is not D2-invariant.
It follows that brj(2; 3) is not suitable for a non-trivial double extension.
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4.1.3. sl(1|2), osp(2|3), osp(1|4) for p > 2, the Brown algebra br(2) for p = 3, and brj(2; 5)
for p = 5.
Claim 4.4. For a = sl(1|2), osp(2|3), osp(1|4), br(2) (for p = 3), and brj(2; 5) (for p = 5)
the space H1(a; a) = 0.
Therefore, these Lie superalgebras are not suitable for a non-trivial double extention.
4.2. Manin triples (p = 2). Let (h, [2]h) be a finite-dimensional restricted Lie algebra
(not necessarily “NIS”), and let the dual space have the structure of an abelian Lie algebra.
A NIS-algebra structure on g := h⊕h∗ is naturally defined as follows. First, the 2-structure
on g is defined as follows (for any h ∈ h and pi ∈ h∗, hence for any h + pi ∈ g):
(30) (h+ pi)[2]g := h[2]h + pi ◦ adhh.
The bracket of two elements is defined as follows:
(31) [h+ pi, h′ + pi′]g := [h, h
′]h + pi ◦ adh′ + pi
′ ◦ adh for any h + pi, h
′ + pi′ ∈ g.
It is easy to show that the bracket [·, ·]g defined by Eq. (31) satisfies the Jacobi identity.
Let us show that the map defined by Eq. (30) is a 2-mapping. Indeed,
[h+ pi, [h+ pi, h′ + pi′]g]g = [h+ pi, [h, h
′]h + pi ◦ adh′ − pi
′ ◦ adh]g
= [h, [h, h′]h]h + pi ◦ ad[h,h′]h − (pi ◦ adh′ − pi
′ ◦ adh) ◦ adh
= [h[2]h, h′]g + pi ◦ ad[h,h′]h − pi ◦ adh′ ◦ adh + pi
′ ◦ adh ◦ adh
= [h[2]h, h′]g + pi ◦ adh ◦ adh′ + pi
′ ◦ adh[2]a
= [(h+ pi)[2], h′ + pi′]g.
On the other hand,
(h+ pi + h′ + pi′)[2] = (h+ h′)[2]h + (pi + pi′) ◦ adh+h′
= h[2]h + h′[2]h + [h, h′]h + pi ◦ adh + pi ◦ adh′ + pi
′ ◦ adh + pi
′ ◦ adh′
= (h+ pi)[2] + (h′ + pi′)[2] + [h+ pi, h′ + pi′]g.
We define a bilinear form on g as follows:
(32) Bg(h+ pi, h
′ + pi′) := pi(h′) + pi′(h) for any h+ pi, h′ + pi′ ∈ g.
It is easy to show that the bilinear form Bg is NIS.
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4.2.1. Heisenberg algebra hei(2). Consider the Heisenberg algebra hei(2) spanned by p, q
and z, with the only nonzero bracket: [p, q] = z. Let us consider a 2-structure given by
p[2] = q[2] = 0, z[2] = z.
We consider the NIS-algebra a := hei(2) ⊕ hei(2)∗ constructed as in §4.2. A direct com-
putation using Eq. (30) shows that (for any s, w, u, v ∈ K)
(rz + sp+ wq + up∗ + vq∗ + tz∗)[2]a = swz + s(up∗ + vq∗ + tz∗) ◦ adp
+w(uq∗ + vq∗ + tz∗) ◦ adq
+r(uq∗ + vq∗ + tz∗) ◦ adz
= swz + stq∗ + wtp∗.
A direct computation using Eqs. (30) and (31) shows that the only nonzero brackets are
[p, q]a = z, [p, z
∗]a = q
∗, [q, z∗]a = p
∗.
Claim 4.5. The space H1res(a; a) is spanned by the (classes of the) following cocycles:
D1 = q
∗ ⊗ p̂, D2 = q
∗ ⊗ q̂, D3 = q
∗ ⊗ ẑ∗,
D4 = p
∗ ⊗ p̂, D5 = p
∗ ⊗ ẑ∗, D6 = z ⊗ ẑ∗,
D7 = p⊗ p̂+ q
∗ ⊗ q̂∗ + z ⊗ ẑ, D8 = q ⊗ q̂ + p
∗ ⊗ p̂∗ + z ⊗ ẑ,
D9 = q
∗ ⊗ q̂∗ + p∗ ⊗ p̂∗ + z∗ ⊗ ẑ∗.
Let us fix an ordered basis as follows: p, q, z, p∗, q∗, z∗. In this basis, the Gram matrix
of the bilinear form Ba in (32) is as follows (here In denotes the identity n× n-matrix)(
0 I3
I3 0
)
.
Any derivation D has the following matrix representation:
D =
(
A B
C F
)
.
An easy but boring check shows that Ba is D-invariant if and only if F = A
t, Bt = B
and Ct = C. Let us consider the most general derivation D =
∑
1≤i≤9
µiDi, where Di are
the cocycles given in Claim 4.5. In the same basis p, q, z, p∗, q∗, z∗, we have
D =
(
µ7E
1,1 + (µ7 + µ8)E
3,3 + µ8E
2,2 µ6E
3,3
µ4E
1,1 + µ1E
2,1 + µ2E
2,2 µ8E
1,1 + µ7E
2,2 + µ3E
2,3 + µ5E
1,3 + µ9I
)
,
where Ei,j is the (i, j)th 3× 3 matrix unit.
It follows that Ba is D-invariant if and only if µ1 = µ3 = µ5 = 0 and µ9 = µ7 + µ8.
The most general derivation is of the form µ2D2+µ4D4+µ6D6+µ7D7+µ8D8+(µ7+µ8)D9.
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Now, we define two quadratic forms on a as follows:
q1(rz + sp+wq + tz
∗ + up∗ + vq∗) = rt+ su,
q2(rz + sp+wq + tz
∗ + up∗ + vq∗) = rt+ wv.
Let us check the condition (5). Let a = rz + sp+ wq + up∗ + vq∗ + tz∗ ∈ g. The fact that
Ba(a,D(a)) = Ba(a, (µ2w + µ8v)q
∗ + (µ4s+ uµ7)p
∗ + (µ6t+ µ7r + µ8r)z
+µ7sp+ µ8wq + (µ7 + µ8)tz
∗)
= (µ2w)w + (µ4s)s+ (µ6t)t = 0,
implies that µ2 = µ4 = µ6 = 0. Now, let
b = rz + sp+ wq + up∗ + vq∗ + tz∗, a = r˜z + s˜p+ w˜q + u˜p∗ + v˜q∗ + t˜z∗ ∈ a.
We have
Ba(a,D(b)) = Ba(a, µ8vq
∗ + uµ7p
∗ + (µ7r + µ8r)z + µ7sp+ µ8wq + (µ7 + µ8)tz
∗)
= (µ8v)w˜ + (uµ7)s˜+ (µ7r + µ8r)t˜+ µ7su˜+ µ8wv˜ + (µ7 + µ8)tr˜
= µ7(su˜+ us˜) + (µ7 + µ8)(rt˜+ tr˜) + µ8(wv˜ + vw˜).
It follows that we have two D-extensions given by the following data (where α, β ∈ K):
(D = D7 + D9, a0 = βq
∗, b0 = αq
∗, q1,m, l, γ = 1),
(D = D8 + D9, a0 = βp
∗, b0 = αp
∗, q2, m˜, l˜, γ˜ = 1).
Let us show that these two D-extensions are isometric ifm, l, m˜ and l˜ are suitably chosen. Indeed,
the isometry is given by (for notation, see Theorem 3.17)
pi0(z) = z, pi0(z
∗) = z∗, pi0(p) = q,
pi0(q) = p pi0(q
∗) = p∗, pi0(p
∗) = q∗,
κ = 0, λ = 1, ρ = 0.
On the other hand, let us show that the D-extension by means of D7 + D9 is not a trivial
one; namely, it is not isometric to the one by means of adT for some T ∈ a. Suppose there is an
isometry, say pi. Let us write
pi0(z) = mz, pi0(z
∗) = m1z +m2p+m3q +m4p
∗ +m5q
∗ +m−1z∗.
Now, because q∗ = [z∗, p], it follows that
pi0(q
∗) = [m1z+m2p+m3q+m4p
∗+m5q
∗+m−1z∗, pi0(p)] = c1p
∗+c2q
∗+c3z for some c1, c2, c3 ∈ K.
Similarly, since p∗ = [z∗, q], it follows that
pi0(p
∗) = [m−1z∗, pi0(q)] = c˜1p
∗ + c˜2q
∗ + c˜3z for some c˜1, c˜2, c˜3 ∈ K.
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We have (here T = W1p+W2p
∗ +W3q +W4q
∗ +W5z +W6z
∗, where Wi ∈ K):
((D7 + D9) ◦ pi0 − pi0 ◦ adT )(z
∗) = (D7 + D9)(m1z +m2p+m3q +m4p
∗ +m5q
∗ +m−1z∗)
−pi0[T, z
∗]
= m−1z∗ +m1z +m2p+m4p
∗ −W1pi0(q
∗)−W3pi0(p
∗)
= m−1z∗ +m1z +m2p+m4p
∗ −W1(c1p
∗ + c2q
∗ + c3z)
−W3(c˜1p
∗ + c˜2q
∗ + c˜3z).
But this is never zero, hence a contradiction.
4.3. Vectorial Lie (super)algebras. Over any field K of characteristic p > 0, consider not
polynomial coefficients but divided powers in n indeterminates, whose powers are bounded by
the shearing vector N = (N1, ..., Nn). We get a commutative algebra (here p
∞ :=∞)
O(n;N ) := K [u;N ] := SpanK(u
(r) | 0 ≤ ri < p
Ni),
where u(r) =
∏
1≤i≤n u
(ri)
i . The addition in O(n;N ) is the natural one; the multiplication is
defined by
u
(ri)
i · u
(si)
i =
(
ri + si
ri
)
u
(ri+si)
i .
Set 1 := (1, ..., 1) and set τ(N) := (pN1 − 1, . . . , pNn − 1).
Let us introduce distinguished partial derivatives ∂i each of them serving as several partial
derivatives at once, for each of the generators ui, u
(p)
i , u
(p2)
i , · · · (or, in terms of yi,j := u
(pj−1)
i ) :
∂i(u
(k)
j ) := δiju
(k−1)
j for all k, i.e., ∂i =
∑
j≥1
(−1)j−1yp−1i,1 · · · y
p−1
i,j−1∂yi,j .
4.3.1. vect(n;N). The general vectorial Lie algebra, known as the Jacobson-Witt algebra:
vect(n;N) := {
∑
i fi∂i | fi ∈ O(n,N )} ,
where the bracket is given by the Lie bracket of vector fields. The Lie algebra vect(n;N) has a
NIS ([SF, Theorems 6.3 and 6.4 in Ch. 4]) if and only if either n = 1 and p = 3 when NIS is
(33) B(u(a)∂, u(b)∂) :=
∫
u(a)u(b)du,
or n = p = 2 in which case NIS is
B(u(a)∂i, u
(b)∂j) := (i+ j)
∫
u(a)u(b)du1 ∧ du2,
where
∫
f(u)du1 ∧ · · · ∧ dun := coefficient of u
(τ(N)) and τ(N) := (pN1 − 1, ..., pNn − 1).
Remark 4.6. There is no NIS on simple Lie algebras svectexpi(n;N ) and svect
(1)
1+u¯(n;N), see
[BKLS, T, W]. For the classification of non-degenerate invariant symmetric bilinear forms on
simple Z-graded vectorial Lie algebras in characteristic p > 0, see [Dz, Fa].
Claim 4.7. [SF, Theorem 8.5] For p = 3, we have H1(vect(1;1); vect(1;1)) = 0.
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It follows that vect(1;1) can have only a trivial double extension, given by vect(1;1) ⊕ c,
where c is a 2-dimensional center. Recall that vect(1;N ) is restricted if and only if N = 1, see
[SF, Theorem 2.4, page 149].
Claim 4.8. For p = 2, the space H1(vect(2;1); vect(2;1)) = 0.
Again, no non-trivial double extensions for vect(2;1).
4.3.2. svect(3;N ) for p = 2. The divergence-free Lie algebra is defined as:
svect(n;N ) := {D ∈ vect(n;N) | div(D) = 0} .
This Lie algebra is not simple; however its first derived subalgebra svect(1)(n;N) is simple for
n ≥ 3, see [S, SF]. Consider the map
O(n,N )→ vect(n;N) f 7→ Di,j(f) = ∂j(f)∂i − ∂i(f)∂j .
Clearly,
svect(1)(n;N) = Span{Di,j(f) | f ∈ O(n,N), 1 ≤ i < j ≤ n}.
The Lie algebra svect(1)(n;N) has a NIS if and only if n = 3; explicitly
(34) B(∂i,Djk(u
(τ(N)))) = sign(i, j, k),
and extending the form to other pairs of elements by invariance and linearity.
We have the following exceptional isomorphisms
svect(1)(3;1) ≃ h(1)(4;1) ≃ psl(4) for p = 2 (as shown in [CK]).
This case has been be studied in [BLJ].
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Claim 4.9. H1re(svect
(1)(3;1); vect(1)(3;1)) is spanned by the cocycles
deg = 3 : D2 = 2D1,3(u(τ))⊗
̂(D2,3(u(τ−ǫ2−2ǫ3))) +D1,2(u(τ))⊗
̂(D2,3(u(τ−ǫ3−2ǫ2)))
+
(
2D1,3(u(τ−ǫ1)) + 2D1,2(u(τ−ǫ1))
)
⊗ ̂(D1,3(u(τ−2ǫ2−2ǫ3))),
+D1,3(u(τ−2ǫ1))⊗ ∂̂3 +D1,2(u(τ−2ǫ1)) ⊗ ∂̂2
deg = 0 : D1 =
(
D1,2(u(τ−ǫ1)) + 2D1,3(u(τ−ǫ1)) + 2D2,3(u(τ−ǫ1))
)
⊗ ̂(D1,2(u(τ−ǫ1)))
+
(
2D1,3(u(τ−ǫ2)) +D1,2(u(τ−ǫ2))
)
⊗ ̂(D1,2(u(τ−ǫ2))) + 2D1,3(u(τ))⊗
̂(D1,2(u(τ)))
+D2,3(u(τ−2ǫ1))⊗
̂(D1,2(u(τ−2ǫ1))) +D1,3(u(τ−ǫ1−ǫ2))⊗
̂(D1,2(u(τ−ǫ1−ǫ2)))
+2D2,3(u(τ−ǫ2))⊗
̂(D2,3(u(τ−ǫ2))) + 2D1,3(u(τ−ǫ2−ǫ3))⊗
̂(D1,3(u(τ−ǫ2−ǫ3)))
+2D2,3(u(τ−ǫ2−ǫ3))⊗
̂(D2,3(u(τ−ǫ2−ǫ3))) +D1,2(u(τ−ǫ2−ǫ3))⊗
̂(D1,2(u(τ−ǫ2−ǫ3)))
+
(
D1,3(u(τ−2ǫ2)) +D2,3(u(τ−2ǫ2))
)
⊗ ̂(D1,3(u(τ−2ǫ2))) + 2∂1 ⊗ ∂1 + 2∂1 ⊗ ∂2
+D1,3(u(τ−2ǫ1))⊗
̂(D1,3(u(τ−2ǫ1))) + 2D1,3(u(τ−ǫ1−ǫ3))⊗
̂(D1,3(u(τ−ǫ1−ǫ3)))
+2D2,3(u(τ−ǫ1−ǫ3))⊗
̂(D2,3(u(τ−ǫ1−ǫ3))) +D1,2(u(τ−ǫ2−2ǫ3))⊗
̂(D1,2(u(τ−ǫ2−2ǫ3)))
+D1,3(u(τ−2ǫ2−ǫ3))⊗
̂(D1,3(u(τ−2ǫ2−ǫ3))) +D2,3(u(τ−2ǫ1−ǫ3))⊗
̂(D2,3(u(τ−2ǫ1−ǫ3)))
+D1,3(u(τ−ǫ1ǫ2−ǫ3))⊗
̂(D1,3(u(τ−ǫ1−ǫ2−ǫ3))) + 2D2,3(u(τ−ǫ2−2ǫ3)) ⊗
̂(D2,3(u(τ−ǫ2−2ǫ3)))
+2D1,3(u(τ−ǫ1−2ǫ3))⊗
̂(D1,3(u(τ−ǫ1−2ǫ3))) + 2D1,2(u(τ−ǫ1−2ǫ2))⊗
̂(D1,2(u(τ−ǫ1−2ǫ2)))
+2D2,3(u(τ−ǫ1−2ǫ3))⊗
̂(D2,3(u(τ−ǫ1−2ǫ3))) +D2,3(u(τ−2ǫ1−2ǫ3))⊗
̂(D2,3(u(τ−2ǫ1−2ǫ3)))
+D2,3(u(τ−2ǫ2−ǫ3))⊗
̂(D2,3(u(τ−2ǫ2−ǫ3))) +D1,3(u(τ−2ǫ1−ǫ3))⊗
̂(D1,3(u(τ−2ǫ1−ǫ3)))
+2D1,2(u(τ−ǫ2−2ǫ1))⊗
̂(D1,2(u(τ−ǫ2−2ǫ1))) +D1,3(u(τ−2ǫ2−2ǫ3))⊗
̂(D1,3(u(τ−2ǫ2−2ǫ3)))
+D1,3(u(τ−2ǫ2−2ǫ1))⊗
̂(D1,3(u(τ−2ǫ2−2ǫ1))) +D2,3(u(τ−2ǫ2−2ǫ1)) ⊗
̂(D2,3(u(τ−2ǫ2−2ǫ1))).
A direct computation shows that the bilinear form given in Eq. (34) is not D2-invariant.
Therefore, the Lie algebra svect(1)(3;1) cannot be double extended by means of D2. However,
a direct computation shows that this bilinear form is D1-invariant and, moreover, D
3
1 = 0.
Therefore, a0 = γ = 0, see §2.1.2.
Now we define the cubic form
q(
∑
1≤i≤52 λiei) = 2λ32λ
2
2 + λ9λ12λ2 + λ10λ17λ2 + 2λ4λ20λ2 + 2λ8λ21λ2 + λ3λ37λ2 + λ7λ
2
8
+λ24λ9 + λ4λ8λ10 + 2λ4λ8λ11 + 2λ1λ8λ12 + λ3λ11λ12 + λ3λ8λ15 + λ1λ4λ17
+2λ3λ7λ17 + 2λ3λ4λ22 + 2λ
2
3λ28,
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where it suffices to describe the ei that appear in the expression of q(a):
e2 = ∂2, e3 = ∂3, e4 = 2D1,2(u
(τ−2ǫ2−2ǫ3)),
e7 = D2,3(u
(τ−2ǫ1−2ǫ2)), e8 = D1,3(u
(τ−2ǫ2−2ǫ3)), e9 = D2,3(u
(τ−2ǫ1−2ǫ3)),
e10 = D1,2(u
(τ−ǫ1−ǫ2−2ǫ3)), e11 = D1,3(u
(τ−2ǫ2−ǫ3−ǫ1)), e12 = D2,3(u
(τ−ǫ3−2ǫ2)),
e15 = 2D1,2(u
(τ−ǫ3−2ǫ2)), e17 = D2,3(u
(τ−2ǫ3−ǫ2)), e20 = D1,3(u
(τ−2ǫ3−ǫ2)),
e21 = D1,2(u
(τ−2ǫ3−ǫ2)), e22 = D1,3(u
(τ−ǫ3−2ǫ2)) e28 = D2,3(u
(τ−2ǫ2)),
e32 = D2,3(u
(τ−2ǫ3)), e37 = D2,3(u
(τ−ǫ3−ǫ2)).
A direct computation shows that (here B is the bilinear form in Eq. (34))
q(a+ b)− q(a) − q(b) = B(D1(a− b), [a, b]) for all a, b ∈ svect
(1)(3;1).
Therefore, the D1-extension of svect
(1)(3;1) is a Lie algebra of dimension 54 that we denote
by s˜vect
(1)
(3;1).
Let us summarize:
(35)
Derivation D-invariance q(a) γ a0 Double extension
D1 No — — — —
D2 Yes
2λ32λ
2
2 + λ9λ12λ2 + λ10λ17λ2
+2λ4λ20λ2 + 2λ8λ21λ2 + λ3λ37λ2
+λ7λ
2
8 + λ
2
4λ9 + λ4λ8λ10
+2λ4λ8λ11 + 2λ1λ8λ12 + λ3λ11λ12
+λ3λ8λ15 + λ1λ4λ17 + 2λ3λ7λ17
+2λ3λ4λ22 + 2λ
2
3λ28
0 0 s˜vect
(1)
(3;1)
4.3.3. The Hamiltonian Lie algebra h
(1)
B (a;1|b) for a + b = 4 and p = 2. For p = 2, there are
four series of Hamiltonian Lie (super)algebras for B = I I, I Π,Π I or ΠΠ as shown by Lebedev
[LeD]. Their double extensions were discribed in [BLJ] completing the result of [BeBou].
There are other hamiltonian Lie algebras hω(2n;N) (for p > 2) classified by Skryabin [Sk]
that have a NIS, see [BKLS].
4.3.4. Special Leites superalgebra sle(2;1|2) for p = 3. The Leites superalgebra (also known as
“odd” Hamiltonian) is defined on the tensor product of Grassmann algebra by the algebra of
truncated polynomials generated by n even generators q1, . . . qn and n odd generators ξ1, . . . , ξn.
More generally,
sle(n;N |n) := Span(Lef | f ∈ O(q;N |ξ)), where Lef :=
∑
i≤n
(
∂f
∂qi
∂
∂ξi
+ (−1)p(f)
∂f
∂ξi
∂
∂qi
)
.
The Lie bracket [Lef ,Leg] = Le{f,g} is given by the Buttin bracket: Observe that p(Lef ) =
p(f) + 1¯.
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The Buttin bracket or Schouten bracket a.k.a. antibracket {·, ·}B.b. is given by the formula
(36) {f, g}B.b. :=
∑
i≤n
(
∂f
∂qi
∂g
∂ξi
+ (−1)p(f)
∂f
∂ξi
∂g
∂qi
)
for any f, g ∈ O(q;N |ξ).
The special subalgebra is defined as
(37) sle(n;N |n) = Span(D ∈ le(n;N |n) | DivD = 0).
The Lie superalgebra sle(n;1|n) is not simple; however its second-derived sle(2)(n;1|n) is.
Let us fix an ordered basis on sle(2)(2;1|2).
a1 = x1, a2 = x2, a3 = x1 x2, a4 = x1
(2), a5 = ξ1, a6 = x2
(2), a7 = x1 x2
(2), a8 = ξ2, a9 = x1 ξ2,
a10 = x1
(2) x2, a11 = x2 ξ1, a12 = x2 ξ2 − x1 ξ1, a13 = x1
(2) ξ1 − x1 x2 ξ2, a14 = x2
(2) ξ2 − x1 x2 ξ1
The Lie superalgebra sle(2)(2;1|2) admits a NIS given in the ordered basis above by the Gram
matrix (here s, t ∈ K):
B
sle(2)(2;1|2) = sB
1 + tB2, where
B1 = antidiag{2, 1, 1, 2, 1, 1, 2, 2, 1, 1, 2, 1, 1, 2},
B2 = (E13,5 + E5,13 + E14,8 + E8,14 + E11,9 + E9,11 + 2E12,12).
The bilinear form B
sle(2)(2;1|2) is non-degenerate if and only if s 6= 0.
There is a 3|6-structure on sle(2)(2;1|2) given by
(Lea12)
[3] = Lea12 , and for i 6= 12, (Leai)
[3] = 0 (whenever p(Leai) = 0¯).
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Claim 4.10. (i) For p = 3, the space H1(sle(2)(2;1|2); sle(2)(2;1|2)) is spanned by the cocycles
(odd cocycles are underlined):
(38)
deg = −2 : D1 = a1 ⊗ aˆ13+ a2 ⊗ aˆ14,
deg = −2 : D2 = a1 ⊗ aˆ10+ 2 a2 ⊗ aˆ7+ 2 a5 ⊗ aˆ14+ a8 ⊗ aˆ13,
deg = −1 : D3 = a1 ⊗ aˆ11+ 2 a4 ⊗ aˆ14,
deg = −1 : D4 = a2 ⊗ aˆ9+ 2 a6 ⊗ aˆ13,
deg = −1 : D5 = a2 ⊗ aˆ4+ a5 ⊗ aˆ9+ a6 ⊗ aˆ10+ 2 a11 ⊗ aˆ13,
deg = −1 : D6 = a1 ⊗ aˆ6+ a4 ⊗ aˆ7+ a8 ⊗ aˆ11+ 2 a9 ⊗ aˆ14,
deg = 0 : D7 = 2 a5 ⊗ aˆ2+ a8 ⊗ aˆ1+ a9 ⊗ aˆ4+ 2 a11 ⊗ aˆ6+ a12 ⊗ aˆ3+ 2 a13 ⊗ aˆ10+ a14 ⊗ aˆ7,
deg = 0 : D8 = a1 ⊗ aˆ8+ a4 ⊗ aˆ9+ a6 ⊗ aˆ11+ 2 a7 ⊗ aˆ14,
deg = 0 : D9 = a1 ⊗ aˆ1+ a2 ⊗ aˆ2+ a3 ⊗ aˆ3+ a4 ⊗ aˆ4+ a6 ⊗ aˆ6+ a7 ⊗ aˆ7+ a10 ⊗ aˆ10,
deg = 0 : D10 = 2 a2 ⊗ aˆ2+ a4 ⊗ aˆ4+ a5 ⊗ aˆ5+ 2 a6 ⊗ aˆ6+ 2 a9 ⊗ aˆ9+ a10 ⊗ aˆ10+ a11 ⊗ aˆ11+ 2 a13 ⊗ aˆ13,
deg = 1 : D11 = a4 ⊗ aˆ5+ a10 ⊗ aˆ11,
deg = 1 : D12 = a6 ⊗ aˆ8+ a7 ⊗ aˆ9,
deg = 1 : D13 = a4 ⊗ aˆ2+ a9 ⊗ aˆ5+ a10 ⊗ aˆ6+ 2 a13 ⊗ aˆ11,
deg = 1 : D14 = a6 ⊗ aˆ1+ a7 ⊗ aˆ4+ a11 ⊗ aˆ8+ 2 a14 ⊗ aˆ9,
deg = 2 : D15 = a7 ⊗ aˆ5+ a10 ⊗ aˆ8,
deg = 2 : D16 = a7 ⊗ aˆ2+ 2 a10 ⊗ aˆ1+ 2 a13 ⊗ aˆ8+ a14 ⊗ aˆ5,
The bilinear form B
sle(2)(2;1|2) is not D-invariant for the even derivations given in (38). How-
ever, it is D-invariant for the odd ones, except for the derivation D7 for which s must be zero.
Moreover, all these odd derivations satisfy D2 = 0.
Besides, the isometry
x1 ↔ x2, ξ1 ↔ ξ2,
sends the derivative D3 to D4 and D11 to D12.
Let us classify the double extensions of (sle(2)(2;1|2),B
sle(2)(2;1|2)) up to isometries.
Claim 4.11. For λ0 = 0 (see Eq. (16)), the table
Derivation D1 D3 D7 D8 D11 D15
g sle
(2)
−2(2;1|2) sle
(2)
−1(2;1|2) sle
(2)
0,1(2;1|2) sle
(2)
0,2(2;1|2) sle
(2)
1 (2;1|2) sle
(2)
2 (2;1|2)
dimH4(g) 52 51 25 38 43 53
shows that all double extensions by means of the derivations given in (38) are mutually non-
isometric. Conjecturally, they are mutually non-isometric for λ0 6= 0.
4.4. osp(1|2) for p = 3. Let us fix a basis of osp(1|2) generated by the root vectors x1, x2 =
[x1, x1] (positive) and y1, y2 = [y1, y1] (negative). The Lie superalgebra osp(1|2) admits a NIS
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given in the ordered basis e1 = [x1, y1], e2 = x1, e3 = x2, e4 = y1, e5 = y2, by the Gram matrix
Bosp(1|2) =

2 0 0 0 0
0 0 0 2 0
0 0 0 0 2
0 1 0 0 0
0 0 2 0 0
 .
There is a 3|6-structure on osp(1|2) given by
e
[3]
1 = e1, e
[6]
2 = e
[3]
3 = e
[6]
4 = e
[3]
5 = 0.
Claim 4.12. (i) For p = 3, the space H1(osp(1|2); osp(1|2)) is spanned by the odd cocycles:
(39)
deg = −3 : D1 = 2y1 ⊗ x̂2 + y2 ⊗ x̂1,
deg = 3 : D2 = x1 ⊗ ŷ2 + x2 ⊗ ŷ1.
(ii) For p > 3, H1(osp(1|2); osp(1|2)) = 0.
A long but easy computation shows that Bosp(1|2) is D1-invariant and D2-invariant. Moreover,
it is easy to show that D21 = D
2
2 = 0. Therefore, Eqs. (14) are satisfied because osp(1|2) is
simple.
We define an isometry of (osp(1|2),Bosp(1|2)) given by pi0(x1) = 2y1 and pi0(y1) = x1. It
satisfies the conditions of Theorem 3.20 for λ = 1 and κ = 0. Besides,
D1 ◦ pi0 = pi0 ◦D2.
Let us summarize:
(40)
Derivation b0 Double extension p Restrictedness
D1 (odd) 0 o˜sp(1|2) 3 Yes
4.5. psq(2) for p > 2. Following [ABBQ], the Lie superalgebra psq(2) := sl(2)⊕ Π(sl(2)) has a
basis h, e, f, h∗, e∗, f∗ where the bracket is given by
[h, e] = e, [h, e∗] = −e∗, [e, e∗] = h∗
[h, f ] = −f, [h, f∗] = f∗, [f, h∗] = 2e∗
[e, f ] = 2h, [e, h∗] = −2f∗, [f, f∗] = −h∗
There exists an odd NIS on it given by
Bpsq(2)(h, h
∗) = Bpsq(2)(e, e
∗) = Bpsq(2)(f, f
∗) = 1.
Moreover, a p|2p-structure is given by
h[p] = h, x[p] = y[p] = 0.
Claim 4.13. The space H1(psq(2); psq(2)) is spanned by the two cocycles:
(41)
Odd: D1 = x⊗ ŷ∗ + y ⊗ x̂∗ + 2h⊗ ĥ∗,
Even: D2 = x∗ ⊗ x̂∗ + y∗ ⊗ ŷ∗ + h∗ ⊗ ĥ∗.
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An easy computation shows that Bpsq(2) is D1-invariant; however, it is not D2-invariant.
Indeed,
1 = Bpsq(2)(D2(h
∗), h) 6= −Bpsq(2)(h
∗,D2(h)) = 0.
Moreover, it is easy to show that D21 = 0. Therefore, Eqs. (15) are satisfied because a has no
center. Let us summarize:
(42)
Derivation b0 Double extension p Restrictedness
D1 0 q(n) p > 2 Yes
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