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Active regions (ARs) are the manifestation of magnetic fields on the solar surface (i.e., the photo-
sphere). The amount of energy injected through the photosphere can be calculated by the vertical
Poynting flux that has two components related to the emergence / shearing of magnetic flux. Part
of this energy is stored on the magnetic field for later release as energetic events (i.e., flares).
Vector magnetic field data from the Helioseismic Magnetic Imager (HMI) were used to derive
photospheric velocities with a Python version of the Differential Affine Velocity Estimator for
Vector Magnetograms (DAVE4VM). This thesis work focuses on the interplay between the emer-
gence and shearing components of Poynting flux, using data covering the transit of 51 ARs that
are representative of Solar Cycle 24. Given the diversity in morphology and temporal sampling
of the data, the results obtained provide a step forward in understanding the general aspects of the
Poynting flux in ARs and how its evolution is related to their morphology and flare activity.
In Chapter 5, 3 flaring ARs were compared to 5 non-flaring ARs. Removal of field-aligned flows
was verified as not affecting total Poynting flux, but pixels can change by ±109 erg cm−2 s−1 in the
two components. As pixels range from ±102 to ±109 erg cm−2 s−1, it is clear that the field-aligned
flow removal has significant impact on a pixel-by-pixel basis. ARs that produced M-class flares
(NOAA 12443 and 12644) had greater frequency of pixels in the histogram extremities than the
non-flaring ARs.
In Chapter 6, Emergence was observed to inject the majority of energy for ∼75% of the 51 ARs.
This was also observed for all cases when the ARs were grouped by Mt. Wilson classes. The en-
ergy injection value ranges were found to escalate with increasing magnetic field complexity, being
significantly larger for βγδ. ARs that evolve upwards in Mt. Wilson class display increased levels
of energy injection compared to their counterparts that evolve down or remain the same.
In Chapter 7, when ARs are grouped according to their maximum GOES flare the median values of
the energy distributions show a significant rise with increasing flare class. M-/X-class producing
ARs display the largest imbalance between Poynting flux components, with emergence having a
median of 57% of total energy. When lifetime-accumulated energy is considered against the soft









1.1 The photosphere and sunspots . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 The Mt. Wilson classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Active regions and the overlying field . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Flares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5 Space weather . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.6 Active region energy injection/removal . . . . . . . . . . . . . . . . . . . . . . . 21
2 Instrumentation and data sources 25
2.1 Spectropolarimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.1 The Zeeman effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.2 The Hanle effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.1.3 The Stokes Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 The Helioseismic and Magnetic Imager . . . . . . . . . . . . . . . . . . . . . . 32
2.3 NOAA/SWPC reports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Poynting flux and photospheric velocity inversion methods 43
3.1 Poynting flux theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1.1 Poynting flux in the photosphere . . . . . . . . . . . . . . . . . . . . . . 43
3.1.2 Proxy Poynting flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1.3 Removal of field aligned velocities . . . . . . . . . . . . . . . . . . . . . 46
3.1.4 Modified Poynting flux equations . . . . . . . . . . . . . . . . . . . . . 48
3.2 Calculating velocities from magnetic field data . . . . . . . . . . . . . . . . . . 49
3.2.1 Velocity inversion in the photosphere . . . . . . . . . . . . . . . . . . . 49
v
3.2.2 Overview of different methods used for velocity inversion with LOS mag-
netic field data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.3 Velocity inversion using vector magnetic field data . . . . . . . . . . . . 53
4 Data processing 57
4.1 PyDAVE4VM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.1 Python in Solar/Astro Physics . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.2 Porting the code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.1.3 Optimizing the code . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.4 Addons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Results output database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 The pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.1 Selecting regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5 Case study of the Poynting flux of 3 flaring and 5 non-flaring ARs 69
5.1 History of solar Poynting flux measurements . . . . . . . . . . . . . . . . . . . . 69
5.1.1 Poynting flux before modern instrumentation (legacy era) . . . . . . . . 69
5.1.2 Proxy Poynting flux (MDI era results) . . . . . . . . . . . . . . . . . . . 71
5.1.3 Poynting flux in modern times (SDO era) . . . . . . . . . . . . . . . . . 74
5.2 The data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3 The impact of removing field-aligned flows . . . . . . . . . . . . . . . . . . . . 79
5.4 Distribution of Poynting flux per pixel . . . . . . . . . . . . . . . . . . . . . . . 82
5.5 Evolution of FOV-integrated energy . . . . . . . . . . . . . . . . . . . . . . . . 87
5.6 A closer look at NOAA 12644 . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6 Differences in Poynting flux behaviour between Mt. Wilson classifications 99
6.1 Introducing the dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2 Overall energy share . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3 Energy injection as a function of Mt. Wilson class . . . . . . . . . . . . . . . . . 105
6.3.1 Analysis per most complex Mt. Wilson class issued over lifetime . . . . 105
6.3.2 Analysis per daily Mt. Wilson classification issued . . . . . . . . . . . . 108
vi
6.3.3 Poynting flux and the daily changes in Mt. Wilson class . . . . . . . . . 112
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7 Statistical relationship between Poynting flux behaviour and flare activity level 119
7.1 Energy accumulation and maximum flare level produced . . . . . . . . . . . . . 120
7.2 A closer look at the M- and X-class flaring regions . . . . . . . . . . . . . . . . 123
7.3 Relationship between lifetime-accumulated energy and lifetime-accumulated flare
index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8 Conclusions & Future Work 133
8.1 Principal results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
8.1.1 Case study of the Poynting flux of 3 flaring and 5 non-flaring ARs . . . . 134
8.1.2 Differences in Poynting flux behaviour between Mt. Wilson classifications 135
8.1.3 Statistical relationship between Poynting flux behaviour and flare activity
level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
8.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137




1 The structure of the Sun and some of the major events that take place on its surface.
Credits: By Kelvinsong (Own work) [CC BY-SA 3.0 (http://creativecommons.org/
licenses/by-sa/3.0)], via Wikimedia Commons. . . . . . . . . . . . . . . . . . . 2
2 Observations of NOAA 12192 using different instruments. Source: Toriumi and
Wang (2019) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3 Yearly average of the sunspot number. Source: Solar Cycle Science http://www.
solarcyclescience.com/solarcycle.html . . . . . . . . . . . . . . . . . . . . . . . 6
4 The butterfly diagram represents the appearance of sunspots during the solar cycle.
Credits: NASA, Marshal Space Flight Center, Solar Physics - http://solarscience.
msfc.nasa.gov/images/bfly.gif (updated monthly). . . . . . . . . . . . . . . . . . 6
5 The magnetic butterfly diagram represents how the surface magnetic field is dis-
tributed over the solar cycle. Source: Solar Cycle Science http://www.solarcyclescience.
com/solarcycle.html. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
6 The solar plasma in the corona as observed by the AIA 171Å(top left), 193Å(top
right) and 211Å(bottom) at 2015-11-04 23:43. Source: LMSAL Sun today. . . . 10
7 Picture of the solar corona in white light (left) and the same picture after digital
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Preface
The Sun is essential for so many aspects of life (including making it possible for a start) on Earth
that it is natural to try to better understand and predict its behaviour. The geomagnetic field mostly
keeps the Earth safe from most of the energetic phenomena that could otherwise dramatically
impact human activities. However, as our ambition towards being a space-born species increases,
it becomes more pressing to improve our capacity to forecast energetic events that may harm
equipment or even humans that are in spacecrafts flying above the magnetosphere.
Most of the extreme energetic phenomena are associated with the evolution of solar active regions.
In this sense, this work tries to produce a general description of how energy is injected in active
regions as a whole and according to their magnetic field complexity. Then, knowing how the
energy is building up it is possible to explore if there are any links between energy injection and
flares. As the ARs studied in here were sampled to proportionally represent the ARs of Solar
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The Sun is the closest star to Earth and the main responsible for several aspects of our daily life
on the planet ranging from the very heating that keeps life going as we know to disturbances in
magnetosphere.
Active regions (ARs) can often be seen in the Sun and have intense magnetic fields that are able to
store vast amounts of energy. The stored energy may suddenly be released during a magnetic field
reconnection which will result in flares that may be followed by a coronal mass ejection (CME) or
not.
Flares and CMEs are some of the main drivers of space weather and can produce a diversity of
effects on Earth, one of the most known examples being aurorae. However, the near-Earth space
weather can also have negative effects such as the damaging of power grids. Since the mechanisms
that cause a flare or a CME are not yet fully understood, the capacity of predicting these events
and their impact in the space weather still have room for improvement.
This thesis aims to improve our understanding of energy injection and removal in ARs at the
solar surface and to study how this injection/removal changes as the ARs pass over the solar disk.
To ensure a thorough description, the ARs studied have different levels of flaring and magnetic
structure carefully sampled to reflect what is commonly observed in the solar surface.
1
CHAPTER 1. INTRODUCTION
Figure 1: The structure of the Sun and some of the major events that take place on its surface.
Credits: By Kelvinsong (Own work) [CC BY-SA 3.0 (http://creativecommons.org/licenses/by-
sa/3.0)], via Wikimedia Commons.
1.1 The photosphere and sunspots
The Sun is a G-type star located on the main sequence of the Hertzsprung-Russel diagram. As
such, its internal structure consists of three different layers: the core, the radiative zone and the
convective zone. Its atmosphere is also composed of three layers: the photosphere, chromosphere
and corona. The structure of the Sun and some of its features are illustrated in Figure 1.
The photosphere, also known as the solar surface, is the lowest layer of the solar atmosphere
and can directly be observed with a telescope. Therefore, it presents the main access for the
understanding of the processes in the solar interior and atmosphere. Assuming that the solar
atmosphere is stratified, the photosphere is about 500 km thick and the plasma that composes it
mostly consists of hydrogen and has a density of approximately 1017 particles per cubic centimeter.
The temperature in the photosphere is about ∼4000 − 6000 K which is “only” about three to four
times hotter than molten lava.
Atop the photosphere, the remaining two layers that compose the solar atmosphere are the chro-
mosphere and the corona. The chromosphere and corona are considerably less dense than the
photosphere, while the chromosphere is about 1015 cm−3 dense, the corona ranges from 108 cm−3
at the base to less than 106 cm−3 at its upper parts. In terms of size, the chromosphere is four
times as wide as the photosphere, being about 2000 km wide while the corona can stretch itself
up to a few solar radius. One of the most intriguing features that is observed when comparing
the different layers of the solar atmosphere is the temperature gradient. When the temperature
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is measured radially following an outward direction from the Sun, starting from the core, it ini-
tially drops sharply from values over 15 million K to 4000 K in the photosphere. The temperature
starts increasing again reaching values of up to 20 000 K in the chromosphere and finally sur-
passes 1 million K in the corona. The transition region between the chromosphere and the corona
is roughly 100 km thick and it is where the temperatures show their largest increase rising from
104 K to 106 K. Although the mechanisms that cause the temperature gradient to invert are and
have been the source of intense debate for over half a century already (e.g., Alfvén, 1947; Schatz-
man, 1949), there is still no consensus on how coronal heating takes place. However, new research
keeps unveiling new features in the corona (e.g., Antolin, 2020) that may contribute to solving this
intriguing problem.
It can be observed that the solar surface rotates around its own polar axis. However, unlike Earth,
the rate at which it rotates varies with latitude. At the solar equator the Sun rotates considerably
faster, with a period of 24.47 days, while close to the poles the period reaches almost 38 days
(Hrazdı́ra et al., 2021).
Stars are known to produce magnetic fields due to their plasma motions and the exact mechanisms
that produce these magnetic fields and how intense they can become vary according to the stellar
type. Stars of different stellar types can vary significantly in mass, rotation speed and depth of their
convective zone causing them to have distinct plasma motions. The solar magnetic field is believed
to be produced at the tachocline, which is the region between the radiative and convective zones,
by dynamo action (see chapter 7 in Schrijver and Zwaan, 2008). The magnetic structures that are
formed at the tachocline expand due to magnetic pressure, which make them buoyant and capable
of emerging through the solar surface where they can be directly observed. Since it is not possible
to directly observe the tachocline, studies on the formation of solar magnetic fields are conducted
using simulations. Charbonneau (2020) presents an extensive discussion on the different models
that try to understand the solar dynamo.
Since the photosphere is located just above the convection zone, where the dynamics are mainly
driven by convection, it displays a granular pattern over the majority of its area. Granules are
the top of convection cells and, typically, each granule is between 100 − 1000 km wide, with the
exception of super granules that can be thirty times as large. For comparison, the convection zone
depth is approximately 0.3 solar radius or ≈ 2 × 105 km. Both granules and super granules have a
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Figure 2: Observations of NOAA 12192 using different instruments. Source: Toriumi and Wang
(2019)
rather small magnetic field associated with them, which is of a few Gauss only. Granular regions
compose much of what is known as the quiet Sun, which receives this name due to the fact that
there are no extreme releases of energy associated with these regions. A review about observations
of the quiet Sun can be found in Bellot Rubio and Orozco Suárez (2019).
The emergence and submergence of magnetic structures in the photosphere show that these struc-
tures are displaying a fluid-like behaviour. The study of how the dynamics of magnetic structures
in a plasma can be approximated with fluid dynamics started when Alfvén (1942) published his
discoveries of Electromagnetic-Hydrodynamic Waves kickstarting the field that is now known as
magnetohydrodynamics. The Alfvén Theorem (Alfvén, 1943) shows that plasma motions perpen-
dicular to the magnetic field lines do not take place on a perfectly conducting fluid such as a plasma
and, then, the magnetic field lines will move with the plasma explaining the direct observation of
the fluid-like motion displayed by the magnetic structures in the solar atmosphere.
The most prominent manifestation of the magnetic fields that are produced by dynamo action
within the convection zone are the sunspots that can often be observed in the solar surface, as
illustrated in Figure 2. At the beginning of the previous century, sunspots were observed to have
an intense magnetic field (Hale, 1908) that can reach over 4000 G. Sunspots look darker in relation
to their surroundings as their strong magnetic field inhibits the convective heat flow. The magnetic
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field in sunspots can be measured using the Zeeman effect (Zeeman, 1897) that predicts how an
emission line can split depending on the magnetic field intensity. A few years after the discovery
of the Zeeman effect, the discovery of the Hanle effect (Hanle, 1925) showed that the presence
of a magnetic field can also affect the polarization of emission lines. The discoveries of Pieter
Zeeman and Wilhelm Hanle constitute the basis that allows studying the magnetic field in the solar
atmosphere in greater detail including the capacity to directly measure these fields. A discussion
about how magnetic fields are measured in the solar atmosphere can be found in Chapter 2 along
with details about the instrumentation used in this work.
When observed in continuum emission, a sunspot consists of a dark umbra region that is partially
or entirely surrounded by an penumbra region. Furthermore, a sunspot is considered “regular” if
it has a single umbra with a reasonably circular structure. Sunspots may present a diversity of
shapes and some of them exhibit a complex morphology where the magnetic field polarities are
not clearly separated. Also, it is not uncommon to observe sunspots in groups. The magnetic
field of a sunspot is more intense and vertically oriented in the center of the umbra region and it
falls monotonically in the outward direction while also changing direction to be more horizontally
oriented in the penumbra. Pores also appear in the continuum as dark spots and have a significant
magnetic flux of up to 1000 G. However, pores are smaller in size than most sunspots having a
radius that can reach up to 1500 km and they are not surrounded by a penumbra (Simon and Weiss,
1970; Solov’ev et al., 2019).
The idea of monitoring the number of sunspots that can be seen in the solar surface dates back
to the 1800s (Wolf, 1851) but the daily counting of sunspot groups was introduced more than a
century later (Hoyt and Schatten, 1998). Although the telescopes used to observe the Sun and
sunspots improved dramatically since the daily counts started, the historical data that were gath-
ered still provide a unique chance to study the Sun on a longer time scale. Figure 3 shows the
sunspot number as recorded from the earliest solar observations to the recent times.
Sunspot count is a strong indicator of solar activity and, by observing the sunspot number vari-
ation over time, it can be seen that the frequency at which they appear in the photosphere varies
according to the solar cycle (Harvey, 1994). While a peak in the number of sunspots can be ob-
served close to the solar maximum, the number of regions observed during the solar minimum
may even drop to zero for many days in a row. The location where sunspots tend to be found also
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Figure 3: Yearly average of the sunspot number. Source: Solar Cycle Science http://www.
solarcyclescience.com/solarcycle.html
Figure 4: The butterfly diagram represents the appearance of sunspots during the solar cycle.
Credits: NASA, Marshal Space Flight Center, Solar Physics - http://solarscience.msfc.nasa.gov/
images/bfly.gif (updated monthly).
varies according to the solar cycle. When close to the beginning of the solar cycle sunspots can
be seen as much as 40◦ away from the equator and are more observed closer to the equator as the
cycles progress. This variation in frequency and location of sunspot appearance during the solar
cycle is nicely illustrated in the so-called butterfly diagram of Figure 4 that shows the latitude of
the appearance of sunspots as a function of time.
The solar cycle marks the rise and fall in solar activity and it is not limited to a variation in the
number of sunspots being observed. The rise on the number of sunspots being observed on the
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Figure 5: The magnetic butterfly diagram represents how the surface magnetic field is distributed
over the solar cycle. Source: Solar Cycle Science http://www.solarcyclescience.com/solarcycle.
html.
solar surface is followed by an increase in the emission of extreme ultraviolet and X-rays, and a
higher occurrence of CMEs and flares. Additionally, an inversion in the magnetic field polarity
takes place over an 11 years period as represented in Figure 5.
Using the historical data to study different solar cycles it was possible to spot some of the long term
variability in the solar cycle, one of the most prominent examples being the Maunder minimum
that lasted from 1645 to 1715. The Maunder minimum is the only grand minimum of activity
period for which there are registers of observations made with telescopes. During the Maunder
minimum, the solar activity was greatly reduced and no sunspot could be directly observed, while
at the same time significantly lower temperatures were being observed on Earth. For this reason,
the period over which the Maunder Minimum lasted for is also known as “the little ice age” and
it is still being studied to better understand and evaluate how low the activity levels really were
when compared to the long term variability on solar activity and how these variations can impact
the Earth climate (see; Usoskin et al., 2015; Owens et al., 2017). In a more broad context, Arlt
and Vaquero (2020) bring a review about the historical sunspot records and how the definition of
sunspot changed over time, while a review about the solar cycle can be found in Hathaway (2015).
Petrovay (2020) brings a review paper with the predictions for the solar cycle 25 which, as of this
writing, has just started.
As instrumentation advances, powerful telescopes with the likes of GREGOR (Dominguez-Tagle
et al., 2017) and DKIST (Tritschler et al., 2016) allow the study of small scale features of the solar
atmosphere. However, exploring these details in the magnetic structure of an AR is out of the
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Table 1: Mt. Wilson classification rules.
Class Feature/classification rule
α A single dominant spot often linked with a plage of opposite magnetic polarity
β A pair of dominant spots of opposite polarity
γ Complex groups with irregular distribution of polarities
βγ Bipolar groups with more than one clear North – South polarity inversion line
δ Umbrae of opposite polarity together in a single penumbra
scope of this work.
1.2 The Mt. Wilson classification
The idea of classifying sunspots according to their morphology started with Hale et al. (1919) who
observed that sunspots could have different polarities and attempted to explain how these polarities
are distributed in ARs. With the data of daily sunspot observations, two systems have emerged
since then: the Mt. Wilson classification (Smith and Howard, 1968) and the McIntosh classifica-
tion (McIntosh, 1990). These eventually formed a standard that is used today for producing the
National Oceanic and Atmospheric Administration (NOAA) reports on solar observations.
The Mt. Wilson classification, which received its name after the observatory where the researchers
that developed it were based, is an updated version of the classification proposed by G. Hale (Hale
et al., 1919) and classifies the magnetic field distribution of sunspot groups according to their po-
larity and complexity of spatial mixing. Although the Mt. Wilson classification describes sunspot
groups in a limited way it is enough to classify every group (Jaeggli and Norton, 2016). The Mt.
Wilson classification is relatively simple and its decision rules are summarized in Table 1.
The McIntosh classification was developed as a tool for flare forecasting as the system was de-
veloped to classify sunspot groups based on earlier works that studied flares in a statistical sense
(Waldmeier, 1938; Giovanelli, 1939; Smith and Smith, 1963) which highlighted that flares tend
to happen close to complex sunspot groups. The McIntosh scheme then introduced 60 different
types of sunspots based on the combinations of the different parameters used to perform the clas-
sification. Although the McIntosh classification is capable of classifying ARs taking into account
considerably more details of their morphology, the number of possible classifications is large when
compared to the sample size used to produce the results featured in this work. For this reason, de-
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spite keeping track of their McIntosh class, the discussion contained here uses the Mt. Wilson
classification to classify the ARs. Details about the data used here are given in Chapter 2.
1.3 Active regions and the overlying field
It can be clearly seen in images containing magnetic field measurements that the magnetic struc-
ture of sunspots can cover large amounts of area over the photosphere. It can also be seen that
by observing the solar plasma at different temperatures, as in the Atmospheric Imaging Assem-
bly (AIA, Lemen et al., 2012) observations in Figure 6, the magnetic structure on the surface can
reach out far above the photosphere stretching itself over the other two layers that compose the
solar atmosphere which are the chromosphere and the corona. The magnetic field structure can be
thought as if it is forming “an almost horizontal canopy with a base in the middle or upper pho-
tosphere” (Solanki, 2002). The entirety of the magnetic structure that is spanned by the sunspot,
from the photosphere to the corona, including the sunspot form an active region (AR).
The intense magnetic fields of ARs make them capable of storing vasts amounts of energy depend-
ing not only on how intense the magnetic field is but also on how its three dimensional structure is
organized. ARs and their evolution are linked to most large scale energetic events that take place
in the Sun such as flares and coronal mass ejections (CMEs). A review on flare producing ARs
can be found in Toriumi and Wang (2019). The main focus of this thesis will be on answering the
question of how energy is injected and removed in ARs at photospheric level.
The magnetic field topology can be indirectly observed, as in Figure 6, since the charged parti-
cles in the plasma that compose the solar atmosphere will keep their movement in an orbit along
any existing magnetic field line on its path. Then, with instruments such as the AIA which are
capable to observe the Sun in seven extreme ultraviolet (EUV) channels, pictures of the plasma on
different heights of the solar atmosphere are used to indirectly show the magnetic field structure.
Unfortunately, measuring the magnetic field using the Zeeman effect to study the corona in detail
is considerably harder than in the photosphere. Observing the corona directly is particularly chal-
lenging as the layer is optically thin. Also, the magnetic field in the corona is considerably weaker
(∼ 10 G) than in the photosphere. Coronagraphs, that are designed to observe the corona, must use
a physical device to block the direct light coming from the photosphere so only the outermost part
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Figure 6: The solar plasma in the corona as observed by the AIA 171Å(top left), 193Å(top right)
and 211Å(bottom) at 2015-11-04 23:43. Source: LMSAL Sun today.
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Figure 7: Picture of the solar corona in white light (left) and the same picture after digital enhance-
ment. Source: Rušin et al. (2010)
of the corona can be seen. Currently the “viable” alternative to make use of an artificial block to
reduce the effects caused by the Sun glare is taking measurements during a solar eclipse. Despite
producing unique results, as shown in Figure 7, these simply don’t happen often enough to be
practically useful.
The lack of direct measurements of coronal magnetic fields does not mean that the 3D magnetic
structure cannot be studied. The coronal magnetic field can be modelled from measurements made
at the photospheric level by employing magnetic field extrapolations, as proposed by Nakagawa
et al. (1973). Magnetic field extrapolations assume a that the plasma motions are dominated by
magnetic forces since where the plasma pressure is small when compared to the magnetic forces
and such a field is said to be force-free. Since the ratio between plasma and magnetic pressure
(i.e., plasma β) in the Corona is small assuming a force-free field is a suitable approximation for
coronal fields. Considering a force-free field (i.e., J×B = 0) lying above a boundary surface such
11
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as the photosphere, the magnetic field in the overlying volume will follow (Régnier, 2012),
∇ × B = αB ,
B · ∇α = 0 ,
∇ · B = 0 ,











In this scheme, magnetic field extrapolations are divided into three categories based upon how
they treat the existence of electric currents. A potential field extrapolation is the case for α = 0,
from which it is clear that there are no currents (i.e., J = 0). If α is non-zero and has a constant
value for the entire volume, then J = αB which is referred to as a linear force-free extrapolation.
However, if α is allowed to vary spatially throughout the volume then J = α(x, y, z)B which is
referred to as a nonlinear force-free extrapolation.
Obviously, since the idea of extrapolating the magnetic field from photospheric observations was
proposed both computational resources and mathematical methods used to perform the calcula-
tions saw a considerable development, improving the capacity to obtain more accurate reconstruc-
tions of the field. However, the complexity of the electric currents and plasma movement on the
solar surface is still beyond what can currently be replicated and still represents a daunting chal-
lenge to overcome. Discussing magnetic field extrapolations in detail is beyond the scope of this
work, but reviews of the topic can be found in Régnier (2013) and Wiegelmann et al. (2017), while
Warren et al. (2018) presents a comparison between the performance of different models.
Since the complexity of the magnetic field topology (including how much the magnetic field lines
are twisted) is of great importance to the evolution of an AR, it is then useful to keep track of how
complex the AR magnetic structure is. In this sense, magnetic helicity can be used to measure
the complexity of the field which can be calculated over the whole volume occupied by it and
also over a single field line (Moraitis et al., 2019). The magnetic helicity (H) can be calculated as







A · B dV. (1.1)
Under ideal magnetohydrodynamics conditions, magnetic helicity is conserved (Woltjer, 1958).
However, during a magnetic field reconnection, that may not be the case depending on whether
or not a CME happens as a result of the reconnection. If a magnetic field reconnection result in a
flare only the field energy can be minimized while the helicity is conserved thorough a turbulent
process of relaxation of the field lines (Taylor, 1974; Diamond and Malkov, 2003). Now if the
magnetic field reconnection results in a CME, part of the field is ejected and then helicity is also
removed from the system. However if one looks at the bigger picture of the solar system (the entire
Heliosphere) considering the solar dynamo, ARs, CMEs and magnetic clouds in the interplanetary
space helicity conservation can be effectively tracked (Berger, 2005). The build up or removal of
helicity (Ḣ) over a surface (S ) in the photosphere can be calculated as (Berger and Field, 1984;




Ap × (V × B) · n dS = Ḣt + Ḣn, (1.2)
where Ap is the vector potential of the potential magnetic field, V is the surface velocity and n is
the surface normal. Changes in helicity can then be separated depending on the type of surface








Bn · n dS , (1.3)







Vn · n dS . (1.4)
Equations 1.3 and 1.4 are calculated similarly to the energy injection, which is the focus of this
work, and will be explored later. When observing the photosphere, upflows and downflows of
plasma are emergence motions (Vn). Since magnetic structures are move along with the plasma,
there is also an injection or removal of magnetic field associated to these motions. The shearing
motion (Vt) is then accounting for plasma movement along the solar surface and can also be
referred to as horizontal plasma motions. The phrase “shear motion” can cause some confusion
as it is not the same as magnetic shear that a group of magnetic field lines can be subjected to,
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although the horizontal motion of magnetic footpoints can cause the magnetic field to shear (Wang,
1994).
One of the benefits of being able to extrapolate the magnetic field is that it becomes then possible
to calculate the energy that is stored in its whole volume. The magnetic energy stored in a magnetic






d V . (1.5)
Since the potential field represents the minimum energy state of the magnetic field, any surplus
compared to it must be what an AR has available to release in an event, known as the energy
budget. Then, an upper bound for the energy budget can be estimated using Equation 1.5 by
subtracting the energy obtained with the estimated magnetic field from different extrapolation
methods. However, there is a difference between the calculations of the energy budget for a CME,
ECMEbudget = Enlff − Epot, (1.6)
and for a flare,
Eflarebudget = Enlff − Elff , (1.7)
where Epot, Elff and Enlff are the energies calculated from the magnetic field obtained from the
potential, linear force-free, and non-linear force-free extrapolations, respectively. This difference
is due to the role of helicity in the process. For CMEs, part of the field is ejected so helicity is not
conserved and the energy budget is calculated in relation to the potential state. For non-eruptive
flares, helicity is conserved so the field can only relax towards a linear force-free state.
1.4 Flares
Despite registers of solar observations, including sunspot observations, being dated back to 800
B.C. (Arlt and Vaquero, 2020), the first observation of a solar flare was made by Richard Christo-
pher Carrington and Richard Hodgson in 1859, already in the telescope era. The telescopes used
by Carrington and Hodgson were observing the Sun in the white-light continuum when the flare
took place and prompted a new era of investigations in solar phenomena. With access to consider-
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ably better instrumentation, it is now possible to know that a flare as intense as the one observed
by Carrington and Hodgson, is actually a rare event (Riley, 2012) and they release considerably
more energy than the flares that are usually observed in the Sun. The modern telescopes that are
used to observe and study flares, such as GOES or AIA, use measurements of the soft X-ray flux
or take images of the Sun in the EUV part of the spectrum where flares that are not intense enough
to be visible in white light can be promptly seen in these wavelengths.
A flare happens when magnetic field lines undergo a process of reconnection that results in the
sudden release of large amounts of energy. Part of the magnetic energy that is impulsively released
cause the coronal loops to heat resulting in an abrupt increase in the intensity of the light emitted
by the region which is one of the observational signatures of a flare and is illustrated in Figure 8.
The flare as a phenomenon is better defined as not only the brightening of the coronal loops but as
the whole process from the energy release to the brightening of the coronal loops.
Observing the curves produced in the soft X-ray flux it can be seen that a flare happens on a
timescale that may vary from a few minutes to hours where the flare undergo different phases.
First there is the pre-flare phase where the X-ray flux stays at a background radiation level. This
can be seen in Figure 8 before the light curve start to climb. The build up is known as impulsive
phase where, as the name suggests, energy is being impulsive released which makes the X-ray flux
peak. How high the measured peak reaches will define the flare class as it is promptly seen in the
top panel of Figure 8. Finally, there is a recovery phase, that may last hours, where the emissions
go back to pre-flare levels.
The intensity of a flare is currently classified depending on the peak of the soft X-ray flux in-
tegrated over 1-8 Å as measured by GOES (Toriumi and Wang, 2019). There are five different
classes used to describe a flare according to the power of their emission at Earth, separated accord-
ing to the order of magnitude of the emission. The classes are: A (10−8 W m−2), B (10−7 W m−2),
C (10−6 W m−2), M (10−5 W m−2) and X (10−4 W m−2). The letters are just an encoding of the
orders of magnitude of the emission and to tell precisely where a flare stand in this scale they are
also accompanied by a number that goes from 1 to 9.9 (i.e., a M4.3 flare is a flare with 4.3 × 10−5
W m−2). Cliver and Dietrich (2013) estimates that the event observed by Carrington and Hodgson
would have been as high as X45±5 on the GOES classification which is still quite above the most
recent extreme event on 4th November 2003 where the GOES classification was X35±5.
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Figure 8: GOES and AIA measurements for different wavelengths on 2015-11-04 when NOAA
12443 produced a sequence of flares including a M-class flare. Source: LMSAL Sun today
While flares are large scale events, nanoflares are much smaller and localized releases of energy
that happen in bursts of ∼ 1024 erg (Parker, 1988). On the other extremity there are super flares
and the ones produced by other G-type stars can release a total bolometric energy ranging from
1029 to 1032 erg (Maehara et al., 2012).
Flares are energetic events that are a result of a magnetic reconnection process that occurs in the
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magnetic structure of ARs being then more frequently observed during the solar maximum. In
the solar minimum, where few or no ARs at all are observed in the solar disk, flares are then
not commonly observed. To estimate how frequent are energetic events, Schrijver et al. (2012)
conducted an investigation of energetic events using solar, stellar, lunar, and terrestrial records and
shows that the frequency of flares can be approximated by a power law with the frequency of an
event decreasing with the magnitude of the event.
Now, if the number of flares reported by GOES is actually counted over a period of time, the num-
ber of B- and A-class flares will be smaller than the number of C-class flares which is an apparent
contradiction to the reports of Schrijver et al. (2012). During the solar cycle the background radia-
tion level also varies and sometimes, it can be seen in the first panel of Figure 8, it lies above what
is produced by a B class flare. GOES then cannot detect the peaks in soft X-ray flux and register
the flares that have a flux below the background radiation level.
As discussed in Benz (2017), one of the first challenges faced by the scientific community was
to define what a flare is and some of the earlier definitions for a flare made it difficult to draw
a distinction between a flare and a CME as, among other factors, the word eruption was being
used to describe the flare. CMEs are also a consequence of magnetic field reconnection, which
is why more often than not mid-/large-magnitude flares are followed by CMEs (Andrews, 2003),
but CMEs are caused when part of the magnetic field (and therefore part of the plasma filament) is
ejected during the reconnection. All the particles that were orbiting the ejected field are released
with it so, essentially, a CME is the result of magnetic energy being converted to kinetic energy
and potential gravitational energy lifting the CME from the solar atmosphere. Aschwanden (2016)
found that the mass ejected during a CME is between 0.1 ∼ 30 × 1015 g and the expansion speeds
range from 100 km s−1 to 3000 km s−1.
In studying how the magnetic energy is distributed in two different X-class flares that were ac-
companied by CMEs, Emslie et al. (2005) found that the largest share of the energy in the events
is released as kinetic energy in the CME. However, the uncertainties shown in their analysis make
it possible that both flare and CME have a comparable contribution in the energy dynamics of
the overall event. Emslie et al. (2005) found that the integrated radiated energy measured with
GOES soft X-ray flux amounted to 5.4 × 1030 ergs, while the total radiant energy is on the order




In the SDO-era, works as Aschwanden et al. (2014) and Aschwanden (2016) extended the under-
standing on the energetic of flares and CMEs by presenting studies covering hundreds of events.
Aschwanden et al. (2014) found that the magnetic fields in the regions that produced the events had
a total potential energy ranging from 1 × 1032 − 4 × 1033 erg. The non-potential energy estimated
through magnetic field extrapolations was on average 7% larger than its potential counterpart, but
this ratio between the two energies can be quite contrasting depending on the region as the ratio
was found to vary from 0.4% to 25%. The energy dissipated during solar flares, calculated by
comparing the free energy in time, varies from 20% to 80% and scales accordingly to the potential
energy. Aschwanden (2016) found that CMEs can release 1028−1033 erg. Later, Aschwanden et al.
(2019) adds that the total dissipated magnetic energy largely exceeds the thermal and nonthermal
energy in flare events, which shows that the energy released during the magnetic reconnection is,
as expected, enough to produce flares.
Flares that release more than 1033 erg are known as super flares. Schaefer et al. (2000) found 9
occurrences of flares in solar-type stars with the energy released in some of these events reaching
1038 erg. Maehara et al. (2012) investigated how often these flares happen on solar-type stars and
found 365 occurrences in 148 different stars where the total bolometric energy released in each of
those events was found to range from 1033−1036 ergs. Also, solar-type stars that are younger than
the Sun were found to produce superflares more frequently, but stars that are similar to the Sun
release a comparable energy during super flares to their younger counterparts.
A superflare has not been produced by the Sun in over 2000 years (Schaefer et al., 2000). The
largest flare produced by the Sun in the recent history was the one observed by Carrington that
is estimated to have released 1032 ergs (Tsurutani et al., 2003). Still, this flare was an order of
magnitude short of being considered a superflare.
Schaefer et al. (2000) makes a discussion about the possible consequences that a superflare may
cause to a planet. The authors estimate that a flare with 1035 ergs would cause a flux of 3.5 ×
107 ergs cm2 in a planet located at 1 AU from the star. At a planet surface level Schaefer et al.
(2000) point out that while this flux is too small to cause geophysical effects such as rocks melt-
ing, icy surfaces could see a large-scale melting. For the atmosphere the consequences will largely
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depend on its structure but the possible effects include: temporary heating, worldwide aurora,
temporary breakup of the ionosphere, and ozone depletion. This analysis does not take into ac-
count possible damages that a super flare could cause in the infrastructure that would then lead to
disruptions, economic damages and life loss.
These effects would correspond to more significant energetic impacts on other planets that rise
from more active stars. The Earth also experiences the effect of the solar activity and it can lead
to a diversity of consequences. Many of these consequences are linked to mankind scientific
development such as the electric grid or the global position system (GPS). Then, the technological
advance of humankind also increases the demand to forecast these events and how they will affect
the near Earth space. The set of conditions driven by the solar activity that affects the space within
the solar system and bodies therein form what is known as space weather.
1.5 Space weather
In the 20th century with the invention of radio and radar it became possible to clearly notice that
flares and CMEs are far from being just a phenomenon that takes place in the Sun, as disturbances
in telecommunications started to be linked to the observation of flares and CMEs.
During the space race period when the spacecrafts became powerful enough to reach heights above
the magnetosphere it was proved that the Earth was in the constant influence of the solar wind,
an idea that was initially proposed by Parker (1965). By then, with the magnetosphere shielding
the Earth against the solar wind, most of its impact was then believed to be relevant only to the
spacecrafts that flew beyond its protection. With the increasing amount of technology that depends
on data gathered by satellites to conduct ground-based operations, the effect that solar activity has
on a spacecraft is becoming more relevant to daily life. GPS is probably one of the best examples,
with the whole of aviation making extensive use of these instruments and need a high degree of
accuracy to keep their operations running smoothly.
Although the Earth’s magnetic field can offer some degree of protection to the Earth from the
effects of the solar wind and CMEs, the disturbances caused in the magnetic field can propagate
to the surface. Temporary disturbances in the Earth’s magnetic field are known as geomagnetic
storms (Gonzalez et al., 1994) and are measured in cooperation by different observatories around
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the globe and these measurements are mapped back to indexes of disturbances (e.g., the Dst in-
dex).
Disturbances in the geomagnetic field are known to induce currents and increase the heat in the
ionosphere (Chapman, 1937; Chapman and Ferraro, 1940) which can lead to disruptions into com-
munications systems such as the radio and also in radar systems. Solar flares cause the side of
Earth’s ionosphere that is facing the Sun to increase its temperature which then affects its ioniza-
tion and density. This can affect radiation travelling through this layer, such as radio waves, which
make flares particularly disruptive to communications (e.g.; Hayakawa et al., 2019).
Geomagnetically induced currents (GICs) are a consequence of the interaction between the geo-
magnetic field, the magnetic field of CMEs and the magnetized solar wind (Schrijver and Mitchell,
2013). These currents can affect the power grids during a period of strong geomagnetic activity
and were found to account for about 4% of the disturbances in the US high-voltage power grid
(Schrijver and Mitchell, 2013; Schrijver et al., 2015).
One of the most known examples of how disturbances affect the modern world happened in Que-
bec on 13th March 1989 where a severe geomagnetic storm caused a blackout that lasted for more
than 9 hours. With the increasing dependence that human life has on technology, the potential
economical and life losses that geomagnetic storms can cause rose significantly prompting gov-
ernments to invest more in contingency plans (e.g., Bolduc, 2002; Schrijver et al., 2015; Singer
et al., 2019; Spann et al., 2019) and in the agencies that monitor and provide forecasts of space
weather. Accurate forecasts for energetic events allow the administration of key infrastructure, for
example the electrical grid, to prepare for the event. Schrijver et al. (2015) point out that forecasts
being more than 12 hours ahead of a magnetic structure of a CME arriving are essential to prepare
the infrastructure.
A diversity of different parameters is used to measure and evaluate the solar-terrestrial conditions.
Some of these parameters are: the geomagnetic indexes (Kp-Ap) that quantifies disturbances in the
geomagnetic field, the total electron content in the ionosphere, the solar wind speed and magnetic
field, CMEs arrival time and also the number and class of flares taking place in the solar surface.




Camporeale (2019) reviews how recent improvements in machine learning and artificial intelli-
gence, boosted by the development of more powerful and accessible Graphics Processing Units
(GPUs), are impacting the development of new (and upgrade of existing) space weather prediction
models. For solar flare forecasts, Camporeale (2019) points that most models are using features
extracted from images as an input to their forecast models and they are “not embracing a full black
box approach” when it comes to using machine learning tools. The accuracy of the models dis-
cussed by Camporeale (2019) are mostly below 80% but the author also points out that there are
only a few years worth of data that are being continuously produced by SDO which is now close
to covering a full solar cycle. This “modest” data coverage brings to question if the data gathered
so far is adequate for machine learning purposes that mostly prevail over other statistical methods
when the datasets are vast.
Space weather models can benefit from data from different missions which results on the models
having a multitude of parameters, that are derived from the data, available to consider when trying
to issue a forecast. However, selecting which parameters are more important and which can be
overlooked is a rather daunting task, as shown by Leka and Barnes (2003). As of now, models that
try to differentiate flaring and non-flaring ARs do not usually track or take into consideration the
energy evolution of the ARs. A better understanding of how energy is injected and accumulated,
and also how it evolves in ARs with different levels of flaring activity, should then provide models
with a new set of more physically meaningful parameters that could potentially be used in the
future to improve flare forecasting models.
1.6 Active region energy injection/removal
As discussed throughout this Introduction chapter, ARs are the solar structures that span the most
prominent solar energetic events but, so far and on purpose, discussions about the energy dynamics
of ARs have been neglected in this work. Achieving a better understanding of the energy dynamics
of ARs at the photospheric level and exploring if it is directly connected to flares is the core
objective of this work. Then, in this last section of the introductory chapter, some general points
on the injection and removal of energy in ARs are discussed so that more specific discussions can
be made in the following chapters where appropriate.
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Understanding the energy dynamics of the Sun is basically a task of tracking how the energy pro-
duced in the core through nuclear fusion is changing as it propagates outwards. While propagating
the energy may change form, e.g. magnetic energy being dissipated into heat, or intensity through
absorption and emission while interacting with matter present along its path. Defining the bound-
aries where the energy transfers and changes are being studied is then a fundamental step as in
principle those changes could be followed indefinitely. This thesis focuses on the energy dynam-
ics at the photospheric level with the lower boundary being the top of the convective zone and the
upper boundary the chromosphere and lower parts of the corona.
The mechanisms that allow energy to propagate may also vary depending on the layer that is
being studied. Since the photosphere is located just above the convective zone the energy between
these two layers is changed via plasma emergence and submergence. With the magnetic structures
frozen in the plasma that is being exchanged between the photosphere and convective zone, that
brings a direct change of magnetic energy between the layers. The total energy stored in a magnetic
field can also be changed depending on how field lines are twisted due to their footpoint motions.
Considering that these field lines stretch from the photosphere into the overlying corona, horizontal
plasma motions at the photospheric level can therefore change the energy content of the overlying
atmosphere (i.e., the movement of footpoints will then affect the amount of non-potential energy
in the magnetic field).
The energy injection and removal then happens at the photospheric level in a similar way to what is
observed for helicity with the plasma motions and the magnetic structures frozen into it, acting to
change the amount of energy in the entirety of the magnetic field. The energy changes through the
photosphere, also known as the photospheric Poynting flux, can nowadays be directly studied as
the measurements of the magnetic field vector on the photosphere were made regularly available by
the HMI instrument and science team. The Poynting flux is covered in depth in Chapter 3.
The changes in energy caused by the movement of the photospheric plasma can be indirectly
measured using magnetic field extrapolations as that would ultimately allow the tracking of the
energy content over time. These studies also received major contributions from the HMI data as
some extrapolations are only possible to be obtained by having the full magnetic field vector to
extrapolate the field from. Sequences of magnetic field vector images can also be used to calculate
the plasma velocity as the magnetic structures are moving with it. However, the HMI coverage
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for the magnetic field vector that allowed studying plasma velocities in greater detail is still fairly
recent, dating back to 2012 and the exploration of all these vector magnetic field data are surely
far from the end.
The main aim of this work is to deepen the understanding of the role that flux emergence and
shear flows have in the process of energy injection within ARs. This will be done by comparing the
behavior of flux and shear flows and the consequences they have on the evolution of different ARs.
To achieve this goal, analysis of flux emergence and shear flows was conducted on a set of 51 ARs
including flaring and non-flaring regions, focusing on how the characteristics of theses processes
contribute to any energetic events that take place. The comparison of the results obtained for
ARs of different sizes/fluxes, evolutionary phases and magnetic configurations show the broader
context of how flux emergence and shear flows affect energy injection within ARs. Then this thesis
should provide a definitive benchmark for future studies of photospheric flows within ARs since
no other works perform such analysis and compare the results for a large number of ARs. The
next paragraph will outline the contents of the remaining chapters of this work.
Chapter 2 explains how magnetic fields are measured in the solar surface and walk the reader over
the instrumentation used in this work. Chapter 3 discusses the specifics of the Poynting flux at
the photosphere showing the relevant equations that are used to process the data. Chapter 4 first
explains how the plasma velocity can be obtained from images of the photospheric magnetic field
vector and then walks the reader on how the data was processed and stored to later produce the
results featured in the following chapters. Chapter 5 compares the Poynting flux for a set of 8
ARs, 5 non-flaring and 3 that produced different levels of flaring activity, profiling the Poynting
flux at pixel level and comparing the Poynting flux of the flaring ARs against the non-flaring
ones. Chapter 6 make use of the complete dataset to investigate the contribution of emergence and
shearing motions to energy injection and also profiles the Poynting flux according to the ARs Mt.
Wilson class in different timescales. Chapter 7 explores the differences in the Poynting flux for
regions of varying flaring activity, the existence of timescales linked to the pre-flare energy build-
up and investigates how each manifestation of energy injection is linked to the events. Finally,
Chapter 8 brings the conclusions and also suggestions of future works that could be carried on to




Instrumentation and data sources
This chapter first introduce the physical principles that make it possible to measure the magnetic
field in the solar atmosphere so that later in this text it can be discussed how SDO/HMI produces
the vector magnetic field images that are one of the main data products that make works like
this possible. HMI data is available in different versions based on the measurements and are
organized in data series that receive different levels of pre/post-processing before being published.
Following an initial discussion, some details about the specific data series that is being used will be
presented to justify why this particular series was chosen. Another building block of this thesis is
all the information in the daily reports of solar activity produced from ground-based observatories
and made available by the Space Weather Prediction Center (SWPC) that is part of the National
Oceanic and Atmospheric Administration (NOAA). The reports made available by SWPC are the
source of the meta data that are used to label regions according to their Mt. Wilson class. The
discussion on why and how these reports are used here are the last section of this chapter.
2.1 Spectropolarimetry
2.1.1 The Zeeman effect
As mentioned in Chapter 1, the discovery of the Zeeman effect (Zeeman, 1897) made it possible
to measure the magnetic field in the Sun using observations from telescopes by studying the effect
the magnetic field has on the spectral lines (see Figures 10 and 9).
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The Zeeman effect measures the magnetic field by looking at how the degeneracy of energy states
in an atom is broken in the presence of a magnetic field, which leads the spectral lines to appear
blurred and, if the field is strong enough, split into components.
Emission lines are the signature of the light emitted by an electron when it changes energy states
towards the ground state which then affect the electron total angular momentum. The wavelength
displacement (∆λσ±) caused in the components of a emission line due to the presence of magnetic





where e is the electron charge, me is the electron mass, c is the speed of light, B is the magnetic
field magnitude, λ0 is the original wavelength of the observed line and geff is the effective Landé
factor of the line. Considering a Zeeman triplet, where a line breaks into three components, the
unshifted component is referred as the π component and the components that are shifted are called
the σ− and σ+ components.
The Landé factor, which represents how sensitive an emission line is to the presence of a magnetic
field, is associated with a perturbation in the electron energy state and, thus, can be expressed as a





S p(S p + 1) − L(L − 1)
2J(J + 1)
, (2.2)
which shows that the sensitivity of an emission line to a wavelength displacement caused by the
presence of a magnetic field depends on the element that is emitting the line. HMI produces its
measurements using the spectral line from neutral Iron (Fe I) at 617.3 nm.
The definition of “normal” Zeeman split is based on the historical observations of an emission
line being split into a triplet. This is shown in the first published solar observations of a Zeeman
splitting (Hale et al., 1919) that are reproduced in Figure 9.
Oddly enough, when a case other than a line that is broken into a triplet is observed this is known
as “anomalous” Zeeman effect, as illustrated in Figure 10. The number of components (Ncomp) a
line can break into is a function of the magnitude of the total angular momentum (J),
Ncomp = 2J + 1 (2.3)
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Figure 9: Left: The sunspot, seen in the continuum, where the spectral line observations studied
by Hale were measured. Right: the triplet formed by the magnetic field effect in the Iron line λ
617.3 nm. Source: Hale et al. (1919).
The triplet then will be the case for a transition between J = 1 and J = 0 or if the two energy
levels have the same Landé factor in which case a single Landé factor can be used to calculate
the splitting for the whole line. Generally, more than three lines are observed when a emission
line is seen to split with the π and σ having two more sub components as illustrated in Figure 10.
The total angular momentum of an electron (J) can be expressed as a sum of its orbital angular
momentum (L) and spin (Sp),
J = L + Sp . (2.4)
Considering that the orbital angular momentum (L) and spin (Sp) depend on the atomic structure
and each different element has its own unique structure, their emissions will show a different
sensitivity to the presence of magnetic fields. It is quite remarkable to consider that the Zeeman
effect discovery happened a few years before major scientific discoveries that started quantum
physics being published forever changing how the atomic structure is understood.
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Figure 10: Illustration of a single emission line breaking into different components in the presence
of a magnetic field. Source: Santiago (2004).
It is important to consider that the Zeeman effect cannot be calculated with the same degree of
accuracy to every region of the solar disk. For example, in regions where the magnetic field is
not intense enough to cause the Zeeman splitting to be larger than the Doppler width of a spectral
line, the changes in the line caused by |B| are at or below noise threshold making it impossible to
perform an accurate measurement.
2.1.2 The Hanle effect
When light is travelling from the source to the observer it interacts with the matter along its path
through a combination of absorption, re-emission and scattering. These interactions between light
and matter may impact not only the intensity of the light but also its polarization. Therefore, what
is being observed often does not represent a faithful picture of the light source.
While spectroscopy occupies itself on studying the intensity of a light beam as a function of
its wavelength, more information can be extracted from the object that is being observed if the
polarization of the light spectrum is also taken into account. Changes in polarization and intensity
of light can be used to unveil further details about the medium (i.e., the solar atmosphere) that is
on the way between the source and the observer. Since the interactions between the light and the
medium may cause the intensity and polarization of light to change, these changes can be traced
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Table 2: A short comparison guide between the Zeeman and Hanle effects. Adapted from Ignace
et al. (1997).
Parameter Zeeman effect Hanle effect
Line process Emission or absorption Resonance-line scattering
Polarization Circular Linear
Applicability Zeeman shift natural line width Zeeman shift ∼ natural line width
Observability Zeeman shift ≥ doppler line width Zeeman shift ≤ doppler line width
Field sensitivity B≥1kG 1G≤B≤1kG
Predominant over Umbra Penumbra
back to retrieve the original emission of the source using models of the atmosphere in order to
drawn an accurate picture of the source itself.
Part of the properties of the medium can be extracted using the Zeeman effect but the changes
in polarization of resonance-line scattering when the source is subjected to a magnetic field are
described by the Hanle effect (Hanle, 1925). The Hanle effect is particularly useful to perform
measurements of the magnetic field as it is predominant in regions with weaker fields than what is
necessary for the Zeeman effect to be observed. Also, the Zeeman effect will provide an accurate
picture of the field by itself only for simple geometries of magnetic field as more complicated
geometries would see cancellation in the polarization observed on the Zeeman components (Ignace
et al., 1997). Table 2 illustrates in what conditions the Zeeman or Hanle effect is dominant for a
given emission/absorption line.
While the Zeeman and Hanle effects can then account for the changes the light goes when exposed
to magnetic fields they do not describe the different properties of intensity and polarization of the
light beam that is being measured. Such a description, that provides the basic formalism that allows
the original properties of the light source to be recovered, is given by the Stokes parameters.
2.1.3 The Stokes Parameters
The Stokes parameters are a set of four parameters (I, Q, U, V) that can be directly measured and
completely describe the intensity and polarization of light as a function of the wavelength (λ). The
Stokes parameters are the basis of what is known as spectropolarimetry that studies the polarization
state of light as a function of wavelength. The measurements of these parameters combined with a
series of theoretical models of the solar atmosphere are, along with the Zeeman and Hanle effects,
the physical principles that make it possible to study the solar (and stellar) atmosphere in greater
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detail obtaining measurements such as the magnetic field of the solar surface.
In the sentences that follow there is a description of each of the Stokes parameters. For a more
complete guide to spectropolarimetry one may refer to the works of Landi Degl’Innocenti (1992),
Solanki (1993) and Landstreet (2015) and a description of a basic setup to measure the Stokes
parameters can be found in Topasna and Topasna (2009). A masterclass on the subject can be
found in del Toro Iniesta (2007).
Stokes I is simply a measurement of the intensity of light over a spectral range. Then, a basic
property of Stokes I is that it is always larger than or equal to zero.
Since light can be linearly and/or circularly polarized the remaining three Stokes parameters (Q,
U and V) are used to describe the polarization state of it. Stokes Q and U represent the fraction
of the light intensity that is linearly polarized. Stokes V will account for the fraction of the light
intensity that is circularly polarized. Changes in the polarization measured can also depend on the
observer as illustrated in Figure 11 where how the observed Stokes Parameters profiles can change
depending on the observer position in relation to the light source.
Commonly, the Stokes parameters are represented as part of the Stokes vector that contains the
information from the four parameters in a column matrix,
I = (I,Q,U,V)T . (2.5)
There are two properties of the Stokes parameters that allow relationships between the parameters
to be established depending on light being completely polarized or unpolarized (see, Solanki,
1993). With the exception of cases where resonance lines are being observed close to the solar
limb, in the absence of magnetic field Q = U = V = 0 which ensures that the measurements of
Stokes Q, U and V are directly related to the presence of magnetic features. In this case the Stokes
vector resumes itself to Stokes I. In the case which light is completely polarized each parameter
intensity can be calculated as a function of each other,
I2 = Q2 + U2 + V2 , (2.6)
The Stokes parameters show distinct behaviours when being measured over different parts of a
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Figure 11: Changes in polarisation of light caused by the Zeeman effect. Source: Trujillo Bueno
(2003)
sunspot as the structures that compose a sunspot have quite distinct magnetic field properties.
When measured over the umbra of a sunspot, where the magnetic field is mostly vertical, Stokes V
is dominant in relation to Q and U. Then, Stokes V profile shows a well defined shape as the portion
of the magnetic field that is along the LOS introduces circular polarization via Zeeman effect. On
the other hand, over the penumbra of a sunspot where the magnetic field is more oriented towards
the solar surface, the polarization will be mostly linear which will cause Q and U to be dominant
terms for polarization in the Stokes vector.
When measuring the Stokes parameters over different wavelengths, which is equivalent to say over
the height of the solar atmosphere, the Stokes profile of each parameter for every image pixel is
obtained. The Stokes profiles in Figure 12 show the signature shapes of every Stokes parameter
as measured by Hinode. The characteristic shapes in Figure 12 can be seen by plotting the light
31
CHAPTER 2. INSTRUMENTATION AND DATA SOURCES
Figure 12: Measurements of the Stokes parameters on the AR NOAA 12443 measured along the
Fe lines. Source: Silva (2017)
intensity (I) along each pixel (Px) of the image space.
2.2 The Helioseismic and Magnetic Imager
The Helioseismic and Magnetic Imager (HMI; Pesnell et al., 2012; Hoeksema et al., 2014) was
launched on 11th February 2010 onboard the Solar Dynamics Observatory (SDO; Pesnell et al.,
2012) and since 1st May 2010 it performs near-continuous measurements covering the entirety of
the solar disk. HMI was designed to monitor the Sun in order to help uncover, but not exclusively,
the origins and evolution of magnetic fields in the solar atmosphere. This continuous stream of
data derived from observations taken from the whole visible part of the solar surface is a gigantic
leap in comparison with what existed before and, at the time of writing this thesis, taking place,
has completed the coverage of a complete solar cycle of 11 years. Specifically talking about
measurements of the vector magnetic fields, these were rare to find before HMI and, mostly, data
limited itself to observe the magnetic field along the LOS.
Earlier continuous measurements of the photospheric magnetic field were made using the Michel-
son Doppler Imager (MDI; Scherrer et al., 1995) that is aboard the Solar and Heliospheric Obser-
vatory (SOHO; Domingo et al., 1995) spacecraft. SOHO was launched in December of 1995 and
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provided the solar community with the data that were crucial to produce new scientific results for
over two decades. While its data can still be used, data from HMI has massive improvements over
MDI. The most obvious example is the cameras that are measuring the magnetic field, as MDI has
a 1024x1024 CCD camera that is 4 times smaller than its HMI counterpart. Also, comparing the
definitive products, MDI LOS only magnetic field products are produced at a 96 min sampling that
is about 8 times what HMI takes to calculate the full magnetic field vector. While studies from the
HMI era benefited from more resolution, both temporal and spatial, data from MDI still provides
an unique window to study the solar magnetic field from 1995 onward.
HMI has two 4096 × 4096 cameras taking measurements around the Fe I 6173.34 Å absorption
line, one of which is taking narrow-band images of the solar surface every 45 s while the other
measures the linear and circular polarization at every 135 s in 0.5 arcsec pixels. Those images
then contain the measurements of the stokes parameters that are used to produce the vector mag-
netic field data after going through an inversion of Stokes procedure. The HMI Stokes inversion
procedure that are used to calculate the vector magnetic field requires images of the Stokes param-
eters taken in six different wavelengths so that the Stokes profiles can be obtained after a Stokes
inversion.
The Stokes inversion is performed by the Very Fast Inversion of the Stokes Vector (VFISV; Borrero
et al., 2011) method that uses a Milne-Eddington (ME) atmosphere model to recover the Stokes
profiles. VFISV assumes that the physical properties of the solar atmosphere are constant with
height in addition to the source function being linearly dependent with the optical depth which
allow the Radiative Trasnfer Equation (RTE) to be solved using the Unno–Rachkovsky solution
(Unno, 1956). Stokes inversion algorithms are computationally demanding but by using VFISV,
HMI is capable of producing high quality full-disk maps of the magnetic field vector every 10 min-
utes. The integration time of VFISV to produce maps of the vector magnetic field is significantly
larger than the sampling of both cameras as by investigating the accuracy that can be obtained
to recover the maps Borrero et al. (2007) showed that more accurate results could be produced
by averaging VFISV parameters in time as it helps minimizing the impact of solar p-modes and
photon noise in the data.
Saying that six images containing measurements at different wavelengths are being used to obtain
the Stokes profiles implies that each Stokes parameter profile, as in Figure 12, is extrapolated
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based on six points distributed over the wavelengths. For comparison, the Solar Optical Telescope
(SOT; Tsuneta et al., 2008) onboard the Hinode (Kosugi et al., 2007) spacecraft uses 112 points to
determine each of the Stokes profiles, greatly increasing the spatial sampling of each measurement.
Unlike HMI, SOT is not taking measurements over the whole solar surface but rather along a slit
region and to take the measurements to produce the vector magnetic field map of a single active
region SOT can take several minutes to raster the slit across the solar surface. For a study where
having continuous observations of the solar surface with a regular sampling is critical, HMI is then
currently the most suitable instrument.
One of the major challenges while inverting the data is to solve the 180◦ azimuth ambiguity in the
transverse field direction (Harvey, 1994). The transverse field ambiguity is a problem that arises
from the fact that the measurements of transverse fields are obtained with only the plane of linear
polarization, which will then result in two possible azimuths for the magnetic field vector that
differ themselves by 180 degrees. To find the ’correct’ magnetic field azimuth, in a process that
is often referred to as disambiguation, the HMI pipeline uses the nonlocal minimization Metcalf
(1994) method. This uses the potential field extrapolated from the LOS magnetic field to choose
among the two possible solutions the one that will minimize the absolute value of the magnetic
field divergence as this condition should be satisfied for any magnetic field.
Although the HMI pipeline does a great job in solving the 180◦ ambiguity for the majority of the
disk, it can struggle to determine the correct (or a consistent) solution when ARs are close to the
solar limbs. In an image of the vector magnetic field this would appear as a sudden change in
polarity between two consecutive time stamps. There are other factors that also create difficulties
in measuring the magnetic field and an in dept discussion on the limitations involved in HMI
measurements can be found in Hoeksema et al. (2014).
While the trained eye can identify and ignore the most apparent shifts in polarity caused by dis-
ambiguation effects, it is challenging to develop algorithms that can discern changes caused by
disambiguation effects and the plasma motions that normally take place in the solar surface. Then,
if the shifts caused by disambiguation are not removed (or at the very least minimized) it can dra-
matically impact any result derived from the HMI magnetic field vector. The effects brought by
the field ambiguity and the impact introduced on the results displayed in this work (as well as how
it is addressed) are discussed in the data processing Chapter 4.
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Figure 13: Distribution of HARP tracked regions on the solar disk at 2013/08/03 21:36 as made
available by the HMI science team. Courtesy: JSOC and HMI science team.
Automated codes are used in the HMI pipeline to scan the images of the HMI 720 s LOS magnetic
field and continuum to identify and track magnetic structures. If a magnetic structure has both a
LOS field strength above 100 G and the size scale of an AR, the region encompassing the magnetic
structure is designated as a HMI Active Region Patch (HARP). Based on the criteria to select the
HARPs, NOAA regions can be associated with HARP regions but other magnetic structures such
as plage also can fit the criteria to receive a HARP designation. Figure 13 shows an example of the
HARP bounding boxes mapping produced by the HMI pipeline. Images like the one in Figure 13
are part of movies created by the HMI science team and made available by JSOC and show the
overlay of the solar surface and the patches that are used to designed the HARPs (coloured regions)
as well as the bounding boxes that are defined for each of them.
If a HARP magnetic structure appears isolated from other ARs or plage it is in principle quite
straightforward to define the HARP boundaries. The boundaries need only to be large enough to
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contain the whole structure throughout its passage as the definitive HARP bounding box size does
not change in size during the image series produced for a region. However, the process of defining
the boundaries for a HARP region are not always simple, as magnetic structures are often seen to
be transiting over the solar surface in groups making it difficult, sometimes impossible, to draw a
rectangular box containing only the magnetic field of a single AR structure. Another factor that
further complicates setting HARP boundaries is that new magnetic structures can emerge inside
already defined boundaries. In this case, another image series with a new bounding box may be
created for the emerging region which will result in the same NOAA region being associated to
two different HARPs. In the case of an emergent AR the data series contains up to two days before
the region is spotted so the box should also be able to observe the pre-emergence area unless of
course the region emerges close to the East limb1. In a more practical sense, the HARP bounding
box represents the reduced FOV of the observations that are used in this thesis.
For the reasons mentioned above HARPs often contain the observations of multiple ARs and their
trailing plage regions. During the solar minimum, where the solar surface is sparsely populated
by ARs it is more common to find HARPs containing a single AR. On the other hand, during the
solar maximum HARPs are more likely to be found containing two or more NOAA ARs.
Once the HARP box is set, each image from the HARP series will have its individual pixels
classified according to their magnetic field. The mapping of these pixels in the HARP image
space is available for download as an image in the bitmaps segment. Bitmaps provide a value
mask of the image showing which pixels are considered magnetically active and which pixels are
part of the quiet Sun which makes them useful to filter information or look for features in the
HARP image space.
The images derived from HMI observations, as well as most of the image data made available
for and by the astronomical community, are encoded as Flexible Image Transport System (FITS;
Wells et al., 1981; Pence et al., 2010) using the extension .fits. One of the main advantage
of using the FITS format is its flexibility that allows metadata to be inserted in the same file as
the image. Each FITS file produced for the HARPs series contain extensive information from
the structures in the HARP such as: the heliographic latitude and longitude of the HARP box,
which NOAA numbers are in the HARP and the LOS magnetic flux. The full list of features in
1Left hand side of the Sun with the north up as observed by the HMI.
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the metadata can be found in Hoeksema et al. (2014).
HARPs are made available in two different data series: near real-time (nrt) and definitive. The
main difference between those segments is related to the geometry of the HARP. Since for the
nrt HARPs it is not yet known how the magnetic flux coverage will evolve, so it is not possible
to define a fixed bounding box for the whole HARP lifetime as new features may emerge or the
different features being observed may move beyond the box limits. Some of the HARPs in the nrt
series may also be flagged for merging in the definitive version.
HMI SHARPs
The Space-weather HMI Active Region Patch (SHARP; Bobra et al., 2014) is a data series with the
collection of the most relevant observations in the HARP series. SHARPs cover observations from
all the ARs observed since 1st May 2010 and, as it is for most data from the SDO science team,
can be requested via the Joint Science Operations Center (JSOC). Data in the SHARPs receive
more processing in the HMI pipeline than the other HARP observations and therefore have a
more complete set of products, including also a summary of AR-related parameters for every
observation. For a complete list of these parameters see Table 3 in Bobra et al. (2014).
The data series derived from HMI observations are produced using the World Coordinate System
(WCS) for solar images (Thompson, 2006) to establish the physical values for position within the
image space. The WCS is also commonly used in images produced from observations made by
other instruments in the astrophysics community. The SHARPs are available in helio-projective
Cartesian CCD image coordinates or in a heliographic Cylindrical Equal-Area (CEA) format. Like
the HARPs, SHARPs also are available in a nrt and a definitive series. There are then four different
SHARP data series based on the projection and timing (hmi.sharp 720s, hmi.sharp cea 720s,
hmi.sharp 720s nrt and hmi.sharp cea 720s nrt), all of which as their name suggests have
a 720 s sampling. The spatial sampling covered by a HMI pixel is ∼ 362.5 km across, which
covers about half an arcsecond of the solar surface. The CEA series is remapped from plane-of-sky
image sampling to a Lambert CEA projection that minimizes distortions when close to the equator.
Although the distortions are significant away from the equator, the Lambert CEA projection is
quite appropriate when studying ARs considering that regions lie within ±45◦ latitude. The vector
magnetic field in the CEA series is then made available in cylindrical coordinates (Br, Bθ and Bφ)
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instead of field strength and azimuth and inclination angles with respect to the LOS.
The results in this work were produced by making extensive use of the hmi.sharp cea 720s nrt
data series, directly benefiting from this data format for the following reasons:
• the AR target pointing has already been achieved through field-of-view cut-outs on NOAA-
numbered ARs (and additional strong unspotted flux concentrations);
• the images have already been remapped from plane-of-sky image sampling to a Lambert
cylindrical equal-area (CEA) projection;
• the B has already been reformatted from the line-of-sight reference frame into spherical
components defined in the solar radial (Br), longitude (Bφ) and latitude (Bθ) directions.
The final two points listed above allow for more direct comparison of results from ARs at loca-
tions away from solar disk centre (i.e., where plane-of-sky pixels cover different surface length
scales and the line-of-sight deviates significantly from the surface normal). Specific information
about the ARs such as their Mt. Wilson classification or on any events associated to them are
supplemented by daily reports on space weather described in the following section.
2.3 NOAA/SWPC reports
The NOAA Space Weather Prediction Center (SWPC) is part of the United States National Weather
Service and it is responsible for monitoring and forecasting the Earth space weather. SWPC then
publishes reports of a diversity of features that determine the conditions in the solar-terrestrial
environment. The reports are not only used to produce science but also for branches of industry
where space weather is relevant, such as aviation or companies that operate the electric grid.
To obtain information about the sunspot morphology and events associated with the ARs present
in the SHARPs, data from the SWPC Solar Region Summary (SRS) and Events reports were
used. These files present an overview of the properties of ARs such as their daily Mt. Wilson
classification, spot area, location and the flares that the region produced. Although the format
which observations are published in has changed a few times, and new products were designed
over the years, some segments such as the Report of Solar and Geophysical Activity (RSGA)
provide files containing the reports since 1966 that, back then, contained all the information related
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Figure 14: Example of the SWPC SRS file for 2015-11-04.
to space weather gathered from different observatories. The SRS and Events reports started being
published in 1996 and are since then made available by SWPC.
The SRS files are produced based on reports of the preceding day from up to six different ground
based observatories that report to SWPC in near real time. The number of observatories that
contribute with observations in the report may vary as local weather conditions may make ob-
serving the Sun impossible. The SRS .txt file for 2015-11-04 is displayed as an example in
Figure 14. Each SRS file contains a header that has general information about the file followed
by three sections which summarise i) the observations of regions with sunspots, ii) regions that
can be observed in H-alpha but do not show spots and iii) regions that are due to return. Only the
information in the first section (I. Regions with Sunspots.) of the SRS files is needed here
because the objective of this work is to study the energy injection in ARs. Each row of this section
contain the following information about an AR:
- Nmbr: The NOAA region number;
- Location: AR location on the disk;
- Lo: Carrington longitude of the group;
- Area: total corrected area of the group in millionths of the solar hemisphere;
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Figure 15: Example of the SWPC Events file for 2015-11-04.
- Z: McIntosh classification of the group;
- LL: longitudinal extent of the group in heliographic degrees;
- NN: total number of visible sunspots in the group;
- Mag Type: Mt. Wilson magnetic classification of the group.
The information concerning any flares that the observed ARs produced is extracted from the Events
files. As with the SRS, the Events reports also result from the contributions of different ground-
based observatories, but these are also supported by satellite observations from the Geostationary
Operational Environmental Satellite (GOES). The Events .txt file for 2015-11-04 is shown as an
example in Figure 15. Each column in an Events file contains the following information:
- Event: event number;
- Begin: UTC time that the event began;
- Max: UTC time when the event reached its peak;
- End: UTC time when the event ended;
- Obs: the reporting observatory;
- Q: the quality of the data;
- Type: the report type;
- Loc/Frq: location or frequency or wavelength of the event;
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- Particulars: additional information from the report;
- Reg#: the SWPC-assigned NOAA number.
In the context of this work, the relevant energetic events are only GOES soft X-ray flares and





Poynting flux and photospheric velocity
inversion methods
3.1 Poynting flux theory
In the Introduction Chapter it was briefly discussed how the motion of plasma can inject or remove
energy into an existing magnetic structure. In this Chapter it will be discussed how the Poynting
flux can be calculated at the photosphere and the challenges inherent to this task.
3.1.1 Poynting flux in the photosphere
The Poynting flux is a representation of how much energy is being transferred through a given
surface. Assuming that the observed magnetic field is on a surface and considering that for the
purposes and intents of this work the base of the photosphere can be treated as being said surface,
calculating the Poynting flux would then show how much energy is flowing from the convective
zone into the chromosphere and corona. The Poynting flux (S) can be calculated as the cross




E × B , (3.1)
43
CHAPTER 3. POYNTING FLUX AND PHOTOSPHERIC VELOCITY INVERSION
METHODS






E × B · n dS , (3.2)
where n is the unit vector normal to the surface. Most of the dynamics in the solar surface can be
described using the magnetohydrodynamics (MHD) equations where the plasma is considered to
display fluid like behaviour. In an ideal MHD regime, where the plasma can be treated as a perfect
conductor, Ohm’s law is,
E + v × B = 0 , (3.3)
which is a useful property as it allows the electric field to be described in terms of the velocity (v)
and the magnetic field (B) vectors,
E = −v × B . (3.4)
By substituting Equation 3.4 into Equation 3.2 the Poynting flux can then be calculated without






(−v × B) × B · n dS , (3.5)
which is a major advantage in relation to using Equation 3.2 since the magnetic field vector can
be measured in the photosphere and, as discussed in the next chapter, the velocity vector in the
photosphere can be calculated from a sequence of vector magnetic field images. Now to leave
the Poynting flux equation on a positive note, consider that for a cross product between two vec-
tors,
A × C = −C × A ,







B × (v × B) · n dS = S n + S t . (3.6)
Equation 3.6 can be split into two different components that will account for the separated con-
tributions given by the flux emergence (i.e., due to velocities that are normal to the surface, vn),
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B2t vn · n dS , (3.7)
and a shearing motion (i.e., due to velocities that are tangential to the surface, vt),





(vt · Bt) Bn · n dS , (3.8)
where Bt is representing the photospheric 2D tangential magnetic field vector (i.e., parallel to the
photospheric surface) and Bn is the vertical magnetic field (i.e., normal to the photosphere).
While Equations 3.7 and 3.8 can quantify the energy exchange through the photosphere, they do
not indicate what portion of the magnetic energy that is being injected into or removed from an
AR corresponds to free magnetic energy, which is the energy available to produce energetic events
such as flares or CMEs. The most appropriate method to track the energy budget relies on using
magnetic field extrapolations as discussed in Chapter 1.
3.1.2 Proxy Poynting flux
To calculate Equations 3.6, 3.7 and 3.8 one then needs data from the full vector magnetic field
and plasma velocities. However, the degree of coverage provided by HMI is rather unique and
measurements of the full vector magnetic field before HMI were rare to find. An alternative to
using the full vector magnetic field to study the energy injection was then to use a proxy version




|vt| B2n . (3.9)





vt Bn Bt > 0 , (3.10)
with the assumption that the normal and tangential components of the magnetic field are equiva-
lent. Regarding these assumptions, Tan et al. (2007) warns that when the magnetic field is almost
horizontal (vertical), the proposed assumption will result in a overestimation/underestimation of
the Poynting flux. Equation 3.9 is similar in terms to Equation 3.8 assuming that Bn ≈ Bt. Basi-
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cally, Equation 3.9 accounts for the unsigned contributions of the tangential velocities.
Since only the LOS magnetic field and tangential velocities are necessary to calculate Equation 3.9,
data from SOHO/MDI and the plasma velocities obtained by feeding a sequence of LOS magne-
togram images into feature tracking methods are sufficient for its calculation.
Although the assumptions that support the use of the proxy Poynting flux are debatable at best,
they are a fair attempt to explore the energy dynamics of the photosphere with the data that was
available at that time as MDI provided a continuous coverage of the solar surface LOS magnetic
field. Studying the proxy Poynting flux then allowed many authors (to name a few, Tan et al.,
2007; Welsch et al., 2009; Li et al., 2010; Welsch et al., 2011; Fan et al., 2011) to explore the
connection between the photospheric flows and energy injection. These works, that are reviewed
in detail in Chapter 5, also created a larger demand for better image tracking methods that then
contributed to their development and improvement.
3.1.3 Removal of field aligned velocities
Considering that the Poynting flux Equation 3.6 depends on the cross product between velocity
and magnetic field, the very nature of a cross product will immediately result in any velocity that is
in the same direction as the magnetic field not contributing to the energy injection or removal. This
is not a problem for calculating Equation 3.6 (as it’s a cross product), but does become a problem
for Equations 3.7 and 3.8 (as it relies on dot products). Then, not removing these field-aligned
velocities from the velocity field that is calculated using a sequence of magnetic field images will
impact the numerical calculation of the two Poynting flux components.
The methods used to calculate the velocity vector track the movement of features between two
successive images, or image sets, of the magnetic field. Démoulin and Berger (2003) point out
that tracking methods are following the motion of the intersection that flux tubes have with the
photosphere as illustrated in Figure 16.
Figure 16 illustrates a flux tube that is crossing through the photosphere and moves with a velocity
u f . Démoulin and Berger (2003) points that from the geometry in Figure 16 there is a ratio between
the vectors |u f |/vn = |Bt|/Bn. Then an inclined flux tube can lead to a measured horizontal velocity
through either a real horizontal movement or by emergence (if its photospheric intersection point
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Figure 16: Diagram of a flux tube rising through the photosphere. Source: Démoulin and Berger
(2003).
is moving horizontally). The observed velocity u can be expressed as,




Welsch (2006) later defines the observed velocity u as the ideal flux transport velocity. Welsch
(2006) further expands the discussion on the differences between the ideal flux transport velocity
(u) and the plasma velocity (v). First, the ideal flux transport velocity (u) is a representation
of the movement observed by magnetic features in a magnetogram when their evolution can be
considered ideal (i.e., when the diffusive transport is neglectible). Also, u is able to capture flux
cancellation or emergence that happen in the sequence of images used to calculate it.
In 2012 with the HMI coverage of the solar surface, the greater accessibility of vector magnetic
field data made it possible to explore the complete picture of the photospheric Poynting flux as
in Equations 3.6, 3.7 and 3.8 which require knowledge of both the velocity and magnetic field
vectors. Schuck (2008) then uses the discussion of Démoulin and Berger (2003) to further explore
the relationship between the ideal flux transport velocity and the plasma velocity so that the full
plasma velocity vector can be obtained. Schuck (2006) then uses the flux transport vector (F) to
establish a relationship between u and v,
F = uBn ≡ Bnvt − vnBt = n̂ × (v × B) = n̂ × (v⊥ × B) , (3.12)
where v⊥ is the plasma velocity perpendicular to the magnetic field and the terms Bnvt and vnBt
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represent the shearing and emergence motions of the plasma, respectively. Then the plasma veloc-
ity v is presented as,
v = u −






where v|| is the plasma velocity parallel to the magnetic field. The horizontal and vertical com-
ponents of plasma velocity that are perpendicular to the magnetic field can then be written as,
v⊥t = u −





(u · Bt) Bn
|B|2
. (3.15)
Equations 3.14 and 3.15 then recover the correct plasma velocity contributions from the ideal flux
transport velocity for use in calculating the two components of Poynting flux.
3.1.4 Modified Poynting flux equations
The emergence and shearing components of Poynting flux that are represented in Equations 3.7
and 3.8 can then be modified to use only the Equations 3.14 and 3.15 plasma velocities that are













(v⊥t · Bt) Bn · n̂ dS . (3.17)
In the HMI era, the results from Equations 3.16 and 3.17 were used to keep striving for a better
understanding on the energy dynamics of the photosphere. It is worth mentioning that most of
these works were presenting results and discussions that are more focused on studying the helicity
of ARs or using Poynting flux results to conduct a case study about one AR or a small group of
ARs. In the next Chapter it will be discussed how a sequence of images from the magnetic field
can be used to calculate the plasma velocity and how those methods evolved to benefit from the
continuous coverage of vector magnetic field data provided by HMI.
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3.2 Calculating velocities from magnetic field data
One of the most simple cases to obtain the velocity at which features in an image are moving
would be to calculate the velocity of a vehicle, lets say a McLaren MP4/4, that is racing in a
straight line while being observed by a camera. From a sequence of these images and assuming
that it is known when each image was taken and what is the spatial sample of the camera (i.e. how
much physical distance each pixel is covering), calculating the velocity of the MP4/4 is a simple
matter of counting how many pixels the MP4/4 moved from one image to the next and dividing
by the time interval between the two images. Then, the camera that is taking the images needs
to have a spatial (i.e., the physical dimension covered by each pixel) and temporal (i.e. the time
difference between two images) sample that befits this problem.
Methods that are able to detect movement from a sequence of images see applications in a huge
diversity of products ranging from advanced defence systems that are capable to intercept incom-
ing missiles to creating video game controllers like the Microsoft kinect. The physics involved in
each problem are vastly different and although these methods have the shared goal of estimating
the velocity of features in a sequence of images they can be very unique in their approaches.
3.2.1 Velocity inversion in the photosphere
Velocity inversion techniques are the set of tools that allow the velocity of the magnetized plasma
to be measured using a sequence of photospheric magnetic field images. The photosphere is
known, through both observations and theory, to be incredibly dynamic with a different variety
of motions exhibited by the many magnetic structures that are seen there. Therefore, trying to
estimate the velocity of a feature using a similar logic as that discussed in the 2D MP4/4 exam-
ple above would more often than not lead to unrealistic results as the magnetic features can for
example emerge or submerge (i.e., a 3rd dimension of motion) or cancel themselves. A tracking
code could mistake these typical photospheric behaviours for an unrealistically fast motion of the
observed magnetic structure entering or leaving the image space.
The velocity obtained through a sequence of solar images was first commonly calculated using
Local Correlation Tracking (LCT; November and Simon, 1988). LCT is a method that uses cross
correlation techniques to track features that can be observed in successive images. The MDI was
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the first solar instrument to provide a consistent and continuous coverage of magnetic field data for
codes that use LCT. Chae (2001) was among the first authors that presented work applying LCT to
a series of MDI LOS magnetograms, and by studying NOAA 8011 they achieved an observational
calculation of the magnetic helicity through a sequence of magnetic field images.
As pointed out by Schuck (2008), most methods that were developed to estimate the plasma veloc-
ities in the photosphere make use of the induction equation to find solutions that are realistic (i.e.
speeds that do not exceed the limitations imposed by the medium), so events like the emergence
of a new magnetic structure are not treated as if the structure had entered the image space with an
incredible speed. The normal component of the induction equation can be written as,
∂tBz + ∇h · (Bzvh − vzBh) = 0 , (3.18)
and was used by Kusano et al. (2002) to test the LCT solutions extracted from vector magne-
tograms so that the velocity fields obtained would not contradict the induction equation. Although
Kusano et al. (2002) presented a method to improve the accuracy in obtaining velocities from vec-
tor magnetograms, the magnetic field data necessary to do so was only made routinely available
almost a decade later when HMI started producing its measurements and the SDO science team
made the data available.
3.2.2 Overview of different methods used for velocity inversion with LOS magnetic
field data
The different methods that could estimate the plasma velocities using measurements of the LOS
photospheric magnetic field and their performances were reviewed by Welsch et al. (2007). The
existing algorithms that are being used to invert velocities using HMI data are mostly updated
versions from the algorithms discussed in Welsch et al. (2007). To compare the methods synthetic
magnetograms were produced using an Anelastic MHD (ANMHD) simulation so that the results
obtained by the different codes could be compared to a “ground truth”. Over the course of the
next paragraphs the velocity inversion methods will be discussed and compared as in the review
(Welsch et al., 2007).
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LMSAL LCT
As pointed out earlier, the first use of LCT in the context of solar physics was made by November
and Simon (1988) with white-light images, while the technique was later modified by Hurlburt
et al. (1995) and DeRosa (2001) to be able to work with LOS magnetograms. This approach is
known as the Lockheed Martin Solar and Astrophysics Laboratory (LMSAL) LCT. This method
tracks the movement of information in image pixels through the minimization of a merit function
with the position of different features in a pair of consecutive images. The implementation has a
limitation when processing two images that are separated by a larger time interval, as any move-
ment exceeding one pixel (i.e., a feature that moves beyond its immediate vicinity) is treated as a
miscalculation which can happen quite often depending on the temporal sampling.
Induction Method
The Induction Method (IM; Kusano et al., 2002) was the first algorithm that made explicit use of
the magnetic induction equation to calculate the velocity fields in the photosphere, paving the way
for other “inductive” algorithms. This method assumes that the horizontal velocities are known
throught LCT and tries to find the vertical velocities that then satisfy the induction equation. It
does however rely on the observed region having one or more null points, which is often the case
for ARs, to ensure the uniqueness of the solution. This method has a drawback for horizontal
magnetic fields that are close to zero, where the vertical velocity will reach a singularity.
Minimum Energy Fit
Focusing on the evolution of the magnetic features, the Minimum Energy Fit (MEF; Longcope,
2004) presents a method that tries to find the velocity vector that will minimize a penalty func-
tion. In the review of Welsch et al. (2007), the penalty function used for MEF was obtained by
comparing the sum of the squares of the velocity vectors and the flow fields obtained with how
much they needed to be smoothed to remove large velocities in regions close to polarity inversion
lines (PILs) as they failed to converge to a minimum energy solution. The process to smooth and
remove large velocities may need to be repeated multiple times, that can result in the calculations
being computationally expensive.
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Fourier LCT
The Fourier LCT (FLCT; Welsch et al., 2004) is a method that computes the correlation function
in Fourier space, unlike the implementation of November and Simon (1988) that uses the physical
space. This led to the method being not only more accurate than the LCT counterpart but also
faster to calculate as tested by Welsch et al. (2009). However, the same tests indicate that FLCT
faces difficulties to obtain accurate speeds for regions with modest magnetic field (|Bz| ≤ 370G).
Knowing the limitations of FLCT, the same work of Welsch et al. (2004) also contains an alter-
native approach called Inductive Local Correlation Tracking (ILCT). This method uses the results
obtained by an LCT method with the additional assumption that the induction equation governs the
component of the velocity vector that is perpendicular to the magnetic field. Although ILCT can
also obtain the electrostatic potential using the results of LCT, it is also found to perform poorly in
regions of small vertical magnetic field. An option presented by Welsch et al. (2007) to work with
ILCT is to set the magnetic field threshold used by the algorithm to filter out unwanted contribu-
tions to a very low value (1 G in Welsch et al. (2007)) and then manually remove the velocities
obtained from regions of low magnetic field strength after the processing is completed.
Minimum Structure Reconstruction
Georgoulis and LaBonte (2006) developed the Minimum Structure Reconstruction (MSR) method
which is another technique that uses both the inductive and electrostatic potential to calculate the
photospheric velocities. This method assumes that the photospheric flows can only take place
along the magnetic field lines and that v⊥z = 0 in ideal MHD conditions. This presented a compli-
cation for Welsch et al. (2007) in comparing the MSR results with the other methods because the
ANMHD simulation was recreating the emergence of a magnetic flux tube where v⊥z , 0, which
led the MSR method to overestimate the horizontal velocities.
Differential Affine Velocity Estimator
The Differential Affine Velocity Estimator (DAVE; Schuck, 2006) presents an alternative method
to applying LCT to estimate photospheric velocities. DAVE calculates the flux transport velocity
through a variational principle that is solved directly by either linear or total least-squares methods.
The ideal Ohm’s law and an affine flux transport velocity profile act as constraints for the solutions
52
CHAPTER 3. POYNTING FLUX AND PHOTOSPHERIC VELOCITY INVERSION
METHODS
obtained with the variational principle, ensuring that the velocities obtained are consistent with
the magnetic induction equation. DAVE applies its algorithm in subregions, square window, of
the image that are defined by the convolution kernel. The performance of the algorithm varies
according to the window size being used, which is studied and presented in Schuck (2006).
Comparing the performance
The comparisons made by Welsch et al. (2007) between the results obtained with the different
methods mentioned above and the ANMHD simulation include not only the plasma velocities but
also other quantities that can be derived once the plasma velocity is known, such as: electric field,
magnetic induction, magnetic flux and Poynting flux. The performance of the different methods
were found to be quite comparable with no clear top performer across all derived quantities. How-
ever, some methods did prove to be more accurate when compared to the others for some specific
parameters being calculated. While DAVE performed slightly better to recover the direction and
magnitude of the velocities, MEF was the most successful at recovering the electric field.
It is important to note that Welsch et al. (2007) found all of the methods to present significant errors
when compared to the “ground truth” provided by the ANMHD simulations. Also, all of these
methods were developed to calculate velocities based only on LOS magnetograms which may
lead to the results not being necessarily consistent with the evolution of the horizontal field.
Shortly after Welsch et al. (2007) presented their work, updated versions of these methods started
being developed to calculate the plasma velocities from a sequence of images of the full magnetic
field vector. By having access to the full vector magnetic field the velocity inversion algorithms
were capable to produce results that are also consistent with the evolution of the horizontal field.
The updated versions capable of working with the 3D magnetic field show a drastic improvement
in their accuracy to obtain the velocities when compared to their older versions that work only
with LOS magnetic field data, and is discussed in detail in the following section.
3.2.3 Velocity inversion using vector magnetic field data
The Differential Affine Velocity Estimator for Vector Magnetograms (DAVE4VM; Schuck, 2008)
is a version of DAVE that was updated to work with full magnetic field vector data. When present-
ing DAVE4VM, Schuck (2008) also use an ANMHD simulation in an approach akin to Welsch
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Figure 17: Optimization curves comparing the accuracy of DAVE (left panel) and DAVE4VM
(right panel) as a function of the window size. Source: Schuck (2008).
et al. (2007), to assess the performance of both DAVE and DAVE4VM and compare the two
versions. DAVE4VM shows a dramatic improvement over DAVE, reaching high precision in re-
covering all of the velocity-derived parameters from the ANMHD simulation.
Both DAVE and DAVE4VM rely on a window size that is defined by the user, from which the
calculations of the plasma velocities are based. The window-size choice directly affects the kernel
applied to the convolutions that is used to calculate the many terms in the error metric. Velocities
are obtained considering the best fit for local plasma flow in relation to the center of the window.
In Schuck (2008), both DAVE and DAVE4VM retrieved their best results when compared to the
ANMHD simulations for a window size with 21 − 25 HMI pixels, as shown in Figure 17. The
panels in Figure 17 shows the optimization curves obtained for both DAVE and DAVE4VM being
the Spearman rank order represented by the dashed black curve and Pearson by the solid black
curve. Generally, negative values for Spearman and Pearson coefficients indicate that the values
in the y-axis tends to decrease in value as the values in the x-axis increase.
Table 3, extracted from Schuck (2008), shows a summary of the different quantities considered
and their Spearman and Pearson coefficients as well as the slope of the scatter plots created be-
tween the results from DAVE and DAVE4VM versus the “ground truth” provided by the ANMHD
simulation. Mind that the results from DAVE are assuming that the plasma velocity (v) and the
ideal flux transport velocity (u) are equivalent which is not correct however, to calculate the plasma
velocity from the ideal flux transport velocity, it is necessary to know the full vector magnetic field
as described in Equations 3.13 that DAVE has no access to. Table 3 shows that introducing the
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Table 3: Comparison between the performance of DAVE and DAVE4VM. Source: Schuck (2008).
Quantities Dave (Assuming v = u) DAVE4VM
1 2 Spearman Pearson Slope Spearman Pearson Slope
uxBz UxBz 0.34 0.57 0.15 0.88 0.89 0.80
uyBz UyBz 0.70 0.76 0.71 0.94 0.90 0.89
v⊥x V⊥x 0.87 0.85 0.91 0.89 0.88 0.94
v⊥y V⊥y 0.93 0.92 1.20 0.94 0.94 1.00
v⊥z V⊥z 0.17 0.28 0.07 0.80 0.80 0.79
∇h · (uBz) ∆Bz/∆t −0.85 −0.95 −0.97 −0.79 −0.94 −0.97
e⊥x E⊥x 0.70 0.76 0.71 0.94 0.90 0.89
e⊥y E⊥y 0.34 0.57 0.15 0.88 0.89 0.80
e⊥z E⊥z 0.96 0.96 1.20 0.94 0.97 1.00
sz S⊥z 0.20 0.12 0.04 0.88 0.83 0.71
Figure 18: Scatter plots of the different velocity components obtained by DAVE (left panel) and
DAVE4VM (right panel) against the “ground truth” of the ANMHD simulation. The points in red,
blue, and black represent the x, y, and z components of the velocity vector, respectively. Source:
Schuck (2008).
full vector magnetic field data in the calculations improved significantly the precision to which the
velocities are recovered, especially in the vertical component. The differences between DAVE and
DAVE4VM are further discussed in Schuck (2008) with scatter plots between the different veloc-
ity components and the ANMHD simulation, here shown in Figure 18. The black dashed line in
Figure 18 represents the line where the results from DAVE or DAVE4VM are exactly equal to the
simulation output. The results from DAVE4VM show their largest improvements when compared
to DAVE in the y and z components of the velocity vector, with the component along the x-axis
having a similar level of dispersion around the dashed line in both DAVE and DAVE4VM.
The calculations performed by DAVE4VM are significantly more demanding than in DAVE. This
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can be directly noticed by comparing the number of terms that are necessary to calculate the error
metrics that find the best fit for the velocities in relation to the window center. For DAVE the error
metric contains a matrix of 15 elements while for DAVE4VM this matrix contain 100 elements.
All of these elements are numerically calculated using convolutions of the vector magnetic field
images and additional images derived from them which can be a computationally expensive pro-
cess depending on the image size. The accuracy of DAVE4VM has led to it being one of the most
popular methods to obtain velocities from vector magnetic field data during the HMI area.
More recently, some tools are being developed to make use of deep learning methods to estimate
horizontal velocities (e.g., Asensio Ramos et al., 2017) and their performance are mostly tested
by comparing their results to those obtained using LCT. Also, new tools such as DAVE4VM with
Doppler Velocities (DAVE4VMwDV; Liu et al., 2020) may pave the way for further exploration
as they have recently been shown to achieve remarkable accuracy in the energy and helicity flux




Here the development of the algorithms and methods used to process the data and derive the prod-
ucts necessary to generate the results in this work will be discussed. Codes used in the processing
(including the full pipeline responsible for downloading, processing and storing the data) are cur-
rently available from the author’s github repository: https://github.com/Chicrala.
4.1 PyDAVE4VM
4.1.1 Python in Solar/Astro Physics
There is an growing demand to make the codes and algorithms used to produce science available
to public access although, as this thesis is being written, there are not yet widespread rules that
enforce an author to make the codes associated to a scientific publication available. With science
being a product of collective human effort, collaboration is particularly desirable and should be en-
couraged. With the growing dependency on software to produce scientific publications new guide-
lines on how to use, collaborate and proper acknowledge the usage of different libraries are being
constantly discussed and elaborated. For example, DAVE4VM and a variety of other algorithms
that explore different aspects of solar-terrestrial physics are made available for computational runs
on the NASA Community Coordinated Modeling Center (CCMC) infrastructure.
The original version of DAVE4VM was written by Schuck (2008) in Interactive Data Language
(IDL). By the time DAVE was first developed, IDL was the lingua franca of solar physics with
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a large number of community contributed packages developed to access, process and work with
solar data being distributed by Lockheed Martin Solar and Astrophysics Laboratory (LMSAL).
The package distribution known as SolarSoft still offers a large degree of support for research
in solar physics. However, IDL is a commercial distribution and also a niche language, not being
broadly adopted across many communities in academia or industry. The existence of a standard
distribution for solar physics is much of what keeps some solar physicists using it because other
programming languages, specially open source ones, tend to have a much larger community of
users resulting in them seeing a faster development and having more tools available.
Research in astronomy and astrophysics has seen a strong shift to Python over the last decades.
Nowadays AstroPy (Astropy Collaboration et al., 2013, 2018) offers a complete library of pack-
ages with many different methods to conduct research in a large diversity of areas in astronomy
and astrophysics. In solar physics SunPy (Hughitt et al., 2012; Christe et al., 2019) offers dedi-
cated libraries to work with data from solar observatories which is attracting the attention of many
solar physicists. Recently, Bobra et al. (2020) published a work where the usage of different com-
putational tools by solar physicists is discussed. In this study it can be seen that Python already
shows a similar level of usage to IDL and over 50% of the respondents said they were currently
working in both Python and IDL. Given that the development of Sunpy is at large it is unthinkable
that IDL will see a significant usage on the solar physics community on the long term.
Since this work proposes to study energy injection in many ARs, it requires downloading, process-
ing and storing a large volume of data. In SqlLite3 Python has a native connection to Structured
Query Language (SQL) which is a programming language designed specifically for storing and
managing data in a relational database. Then, given the specific needs of this work and also in a
push to make an open source version of one of the most successful velocity inversion techniques
available to the community, the first task was to port the original DAVE4VM to Python.
4.1.2 Porting the code
While designing the Python version the original code structure from DAVE4VM was initially
translated to Python, keeping the code similar to the original version when possible, to facilitate a
direct comparison between the two codes themselves. That approach is also more friendly to other
people that already use DAVE4VM and may later want to migrate to the Python version.
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The outputs of every operation were compared with the original IDL version in order to ensure
that the code results were being properly replicated as the developement of PyDAVE4VM took
place. The window size adopted for the analysis in this thesis, is 21 pixels, as this is within the
range where DAVE4VM was shown in Schuck (2008) to produce its more accurate results.
To illustrate the successful replication of DAVE4VM’s operation a pair of observations of NOAA
12443 were taken as a final test set. For all of the convolution steps that were performed, with
the resulting velocity products compared. A scatter plot is shown in Figure 19 comparing the
velocities calculated for this test set by the original DAVE4VM and our PyDAVE4VM.
Once DAVE4VM was successfully ported into Python, and upon authorization of DAVE4VM au-
thor Dr. Schuck, all the modules were made available to the community using GitHub in the
repository that can be freely accessed at: https://github.com/Chicrala/pydave4vm. The
PyDAVE4VM repository also includes a pair of input data files (the same used to make Figure 19)
that can be used to test the codes, a description of each individual module, guidelines for con-
tribution, license and reference from the original version, and a presentation version of the code
written using a Jupyter Notebook. The full set of modules that integrate the algorithms used to do
this work are also available under an open source license so that people are free to download and
modify, as long as any improvements that may result from the usage and individual development
are given back to the community.
4.1.3 Optimizing the code
Once the tests indicated that PyDAVE4VM could faithfully reproduce the results of DAVE4VM
it was time to optimize the code by profiling the execution of every function and trying to im-
prove their execution times. The vast majority of DAVE4VM processing time take place when
calculating the matrix in the error metric function as its hundred different terms involve summing,
multiplying and convolving the images of the vector magnetic field and products derived from
them. The amount of mathematical operations with images (that can be rather large two dimen-
sional arrays) in this step makes it a computationally demanding process.
Creating a version of an existing algorithm in another language is more than a work of trans-
lation as not only the syntax is different but also there are differences in the libraries that each
language has available. A library, in the context of computer science, is a collection of resources
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Figure 19: Scatter plots for the three velocity components (vx,vy, vz) calculated by Python and IDL
versions of DAVE4VM. The calculation was performed using the SHARP data for AR NOAA
12443 on 2015-11-04 at 12:00 UT and 12:12 UT. It can be seen that the calculations from Python
and IDL display an excellent correspondence.
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in a programming language contain the pre-written codes, configuration data, documentation and
other specific products that are necessary for an algorithm to be developed, distributed and main-
tained. Although libraries may be written with a common goal in mind, the way in which their
sub-routines are tailored to perform the necessary calculations can deeply impact the overall per-
formance of an algorithm. Since Python has a larger diversity of libraries when compared to IDL
it was necessary to evaluate which routines would optimize PyDAVE4VM execution time, as even
a difference of a few seconds quickly escalates to days when operating over a large data set.
In what a computer is concerned images are just an array of numbers and in Python there three
main libraries that are commonly used to perform calculations with arrays being those NumPy
(van der Walt et al., 2011), SciPy (Virtanen et al., 2020) and AstroPy (Astropy Collaboration et al.,
2018). Then it was created three different versions using each the sub-routines of NumPy, SciPy
and AstroPy to perform the calculations so that the execution times could be compared.
The execution time for a single pair of FITS files, which for these tests were the vector magnetic
field from the SHARP data for AR NOAA 12443, dropped from over 2 minutes using either SciPy
or AstroPy to around 20 seconds using NumPy to perform the calculations with arrays. NumPy
produced the results significantly faster even when SciPy and AstroPy were set to work using a
fast Fourier transform which is the fastest mode that these routines operate in. NumPy being the
top performer is not a surprise though as NumPy is one of the most used libraries to work with
arrays in the broader scope of computer science.
4.1.4 Addons
As this work involves more than obtaining velocities from vector magnetic field images some extra
subroutines were created and also made available alongside the main PyDAVE4VM distribution.
Here they will be shortly presented and described as they are part of the pipeline that process the
data for the work in this thesis.
check fits : compares the downloaded files with the list of files available over a given time
range. If the number of files is less than what is expected for that time interval the routine tries to
download the remaining files. Some missing files are not totally unexpected, as the spacecraft that
carries HMI needs to undergo basic routines such as maneuvering that cause the data acquisition
to be interrupted then.
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cubitos3 : create data cubes with the arrays of two successive images of the vector magnetic
field and also create a separated object with the metadata.
downloaddata : uses a subroutine called drms to access the JSOC servers and download the data.
Once the data is downloaded it checks and reports if there are any gaps in the downloaded file list
considering the time range and cadence of the images. This code also attempts to download the
missing files three times before logging them as missing.
lightdb and maindb : creates two slightly different relational databases with the SQLlite3
backend to store the products of the analysis. The difference between those two is that lightdb
does not store the images. Details on the database will be covered in the next subsection.
myconfig : creates a configuration file that is required to run the pipeline. This configuration file
contains the HARP number of the observations and the time range to download. This configuration
file also sets the default temporal sampling of these images and window size to be used to ensure
the integrity of the process.
neutralline : obtains the position and immediate vicinity of the polarity inversion lines based on
the magnetic field gradient in the image and calculates the integrated magnetic flux and Poynting
flux over these pixels.
swpcparser : read and extract the information for a given NOAA numbered AR, identified by
cross referencing the information from the HARP bounding box coordinates and the image time
stamps with the SWPC SRS and Events reports. This code requires that the user has these report
.txt files available on their local disk.
swpc db : create a database to store the information for every AR in the SRS and Events reports
from SWPC.
vperp : calculates the velocity vector perpendicular to the magnetic field from the velocity vector
obtained by PyDAVE4VM and the input vector magnetic field observations.
poyntingflux : calculates the Poynting flux based on the vector magnetic field observations and
the velocity maps created by PyDAVE4VM.
Although these routines are not necessary to run PyDAVE4VM and reproduce the results of the
original DAVE4VM, if the idea is to use the velocities as a byproduct to study the two components
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of Poynting energy flux (as in Equations 3.7 and 3.8) then the vperp routine should be used. This
routine uses Equations 3.15 and 3.14 to filter out the velocities that are parallel to the magnetic
field and do not contribute to the energy injection. Then the calculation of the individual Poynting
flux components as in Equations 3.16 and 3.17 can take place.
4.2 Results output database
HMI produces over 1200 observations for the full transit of an AR over the solar disk including,
but not limited to, the images containing the full magnetic field vector. Emerging and decaying
regions are an exception that will have shorter lifetime, and by consequence less observations
related to them. However, the HARP data also track plage regions so for most emerging and
decaying flux regions the data volume can still be close to 1200 images as the area occupied by
plage regions is also tracked before their emergence and after their decay.
During the analysis 12 different image products are obtained for every two consecutive images that
are used as input, those being: the three components of the mean magnetic field vector (Bx, By,
Bz), the three components of the velocity vector (vx,vy,vz), the three components of the velocity
vector perpendicular to the magnetic field (v⊥x,v⊥y,v⊥z) and the two components of the Poynting
flux and their total (S⊥n, S⊥t, S⊥s). Therefore, the demand for space to store the data scales quickly
with the number of ARs that are being studied, with all the data derived from a single region can
occupy over 10 GB (depending on the HARP bounding box size and the amount of observations
associated to the region).
To store and organize all these data the SQL database was designed so that the information ob-
tained by the HMI observations, the SWPC SRS and the Events reports could be distributed in
three different tables where the information for each AR is connected via their NOAA and HARP
numbers. Some HARPs may have more than a single NOAA number and the database also ac-
counts for that, creating appropriate links between the products derived from HMI observations
and the information mined from the SWPC SRS and Events reports.
Some of the most common tools to create and interact with a SQL database include MySQL and
PostgreSQL that allow the creation of a server inside the computer memory to store the data, and
SQLite3 that uses a file on disk and is native to Python. SQLite3 proved to be a more suitable
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tool since the data needed to be stored in an external hard drive and it allows the database to be
constructed in a single file instead of a server.
The mobility offered by using SQLite3 does not come without some shortcomings, the most
significant of them being that the query times escalate quickly with the database size. With the
amount of data expected to be close to 4 TB, images were then organized and stored outside
the database although all the integrated and text products derived from them (including the HMI
metadata of each observation) were kept in the HMI observations table in the database. Without the
images the final size of the database was expected to occupy hundreds of MB which is significantly
lower than the 4 TB initially estimated. The algorithm used to create the database and also its
schema is available at the lightdb routine. The maindb routine can create the database file with
the columns to accommodate images.
It was also necessary to evaluate and test options to save the images to disk so that they could not
only be efficiently stored but also quickly loaded. By testing the space that was necessary to store
every image as either a NumPy save file, a text file (.txt) and comma-separated value file (.csv),
it was verified that the images saved as text files were occupying significantly less space than the
other two options (almost three times smaller than the same images written as a NumPy save files).
The time to open and operate on each image was similar regardless of the written file format, so
all the images were saved as text files.
A separate database was also created containing information from all the ARs tracked by the
SWPC SRS and Events daily reports so that this database could be mined for general properties of
all the ARs that were observed during the HMI era. The algorithm used to create the database and
also its schema is available in the swpc db routine. Having access to the general properties of the
ARs from the HMI era proved to be invaluable to select the ARs featured in this study.
4.3 The pipeline
Automating the data download, processing and storage was a key element in this work because
high volumes of data were required to build the database. The automation also makes the process
more consistent and less prone to errors. In this section the pipeline is described as it was imple-
ment for the lightdb as this was the database used. The blueprints and a pipeline for the maindb,
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Figure 20: Example of a PyDAVE4VM pipeline configuration file.
that stores the images inside the database, are also available in the GitHub. The basic idea behind
the pipeline is that from a single configuration file the algorithm will have enough information to
be able to download, process, and store the data using the tools described above. An example of a
configuration file, that is encoded using JSON and can be created using the myconfig.py routine,
can be seen in Figure 20. The parameters mentioned above can be described as being:
• harpnum: JSOC HARP number;
• tstart: Date-time stamp to start searching for observations;
• extent: Time window to look for observations on JSOC databases. 30d corresponds to 30
days;
• cadence: Desired separation between two consecutive observations (i.e., temporal sam-
pling);
• dbaddress: Local address of the results output database;
• window size: DAVE4VM configuration parameter for velocity calculation.
From the configuration file only the harpnum and tstart parameters were being modified so
that the code could look for new regions. The other parameters maintained the following default
values to ensure that the processing would be consistent between the different HARPs: 30 days for
extent which is more than enough to cover the whole period that any AR would be on the disk
(i.e., approximately 14 days for an east-to-west-limb passage), 720 seconds for cadence which is
the best temporal sampling HMI can provide, 20 pixels for window size.
The pipeline work flow is illustrated in Figure 21. From the configuration file the Call vnmodule
will query JSOC and download the data using the drms protocol presented as an HMI nugget by
K. Glogowski & M. G. Bobra in 20161.
1http://hmi.stanford.edu/hminuggets/?p=1757
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Figure 21: This diagram illustrates how the main modules used to conduct the analysis over the
set of observations of an AR communicate between themselves.
The data files are used to obtain the HARP number and check if the database already has readings
for that AR and, if not, it creates a new entry. Each pair of observation times are checked to be sure
that all three magnetic components are available for both time stamps. These are then passed into
the modules that call PyDAVE4VM. Once the 3D velocity vectors are obtained, they are combined
with the 3D magnetic vectors to calculate the Poynting flux (see Section 3.1.4).
These derived quantities are then registered into the database with their respective time stamp. The
time stamp and the location of the HARP on the solar disk (extracted from the SHARP metadata)
are used to search for co-spatial NOAA numbers in the SWPC files. The NOAA number is then
used to query the database with the SWPC products to copy any entries from the Events and
Morphology of the region which contain the information from the SRS and Events reports. This
process keeps going over all consecutive time stamp pairs until the entire series for a HARP
number is finished.
All the actions performed in the Call vnmodule are tested and logged according to their outcomes
so that each individual HARP number will produce a log file of their processing, greatly facilitating
any debugging that may be needed.
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Figure 22: Mt. Wilson classification of the whole dataset of NOAA regions from the beginning of
the HMI coverage in 2012 to the end of 2018.
4.3.1 Selecting regions
As this work proposes itself to strive for a more general description of energy injection in ARs
there are essentially two ways which a dataset can be selected to achieve the objective. The first,
and most straightforward method, is to process the data and study the results from all the SHARP
regions. This approach would demand a considerably large processing time and storage capacity
that are unrealistic when compared to the time and resources available. An alternative, and more
efficient approach, is to choose a sample of ARs that portray what was typically observed by
HMI.
Obviously, being complex magnetic structures, ARs have dozens of different properties from
which the question of “What is commonly observed by HMI?” can be asked. One of the most
common ways used to distribute ARs into classifications is by studying their morphology, as dis-
cussed in Chapter 1. This is particularly convenient because the SWPC SRS reports contain the
daily Mt. Wilson classification of every AR that was observed on the disk that day.
The first step in selecting the ARs to construct the dataset is to understand how the Mt. Wilson
classifications of ARs are distributed since the HMI coverage started in 2012. Figure 22 shows a
histogram with the Mt. Wilson classification of all the NOAA regions that were on the disk from
2012 until the end of 2018.
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The regions selected for this study were then picked according to their Mt. Wilson classification
so that the majority of ARs that comprise the dataset were designated as α or β as these are
most commonly observed on the disk. Coverage time was also taken into consideration, as some
emerging and decaying ARs have only a couple of days of observations that would undermine the
study of their energy dynamics. However, a larger proportion of more complex regions (βγ, βδ
and βγδ) were also introduced so that they could have a slightly larger representation, because in a
strictly proportional sample their numbers would be too small to realistically attempt to understand
their behaviour in a broader sense. Also, the strongest flares observed during this time period (as
is usually the case in most solar cycles) were often linked to regions with the more complex Mt.
Wilson classifications.
Using the information available in the SWPC database it was then possible to determine which
regions would be processed by the pipeline to produce results that are coherent with the ARs that
marked the 24th solar cycle. The final dataset contains observations from over 80 HARP numbers
that contain over a hundred different NOAA regions. It is not uncommon for the image space of




Case study of the Poynting flux of 3
flaring and 5 non-flaring ARs
In this chapter the major works that studied the photospheric Poynting flux will be discussed so a
specific understanding can be built of what is currently known. This offers a basis for comparison
between the values related to the Poynting flux obtained so far and the results presented later in
Chapters 6 and 7. Poynting flux values for the corona and chromosphere are also discussed as
they are directly above the photosphere, feeding on its energy output. Works can be separated
into three different eras according to their level of access to measurements of the photospheric
magnetic field: the SDO era, the MDI era and the ‘legacy’ era. After that, results obtained using a
subset of regions in the database is presented and discussed. These are the results that guided the
formulation of the questions that would be then used to investigate the complete dataset.
5.1 History of solar Poynting flux measurements
5.1.1 Poynting flux before modern instrumentation (legacy era)
Many of the most complex problems in solar physics are related to exchanges of, but not limited
to, energy or mass. The main motivation behind the first works concerned specifically with how
much energy was being injected through the photosphere was explaining the coronal heating.
More commonly those estimates were looking at the energy exchanges in the chromosphere and
corona but those are also helpful to understand the photospheric Poynting flux.
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Table 4: A comparison between the energy exchange in the chromosphere and corona. Adapted
from Withbroe and Noyes (1977).
Parameter Quiet Sun Active Region
Coronal energy losses (erg cm−2 s−1)
Conductive flux 2 × 105 105 − 107
Radiative flux 105 5 × 106
Solar wind flux ≤ 5 × 104 < 105
Total coronal loss 3 × 105 107
Chromosphere radiative losses (erg cm−2 s−1)
Low chromosphere 2 × 106 ≥ 107
Middle chromosphere 2 × 106 107
Upper chromosphere 3 × 105 2 × 106
Total chromospheric losses 4 × 106 2 × 107
Some of the earliest estimations of energy exchange in the photosphere were provided by Pidding-
ton (1956) while investigating the influence of waves in the heating of the solar atmosphere. The
author estimated that atop granules the energy flow was ∼5×106 erg cm−2 s−1 and on average over
the solar surface this value is one order of magnitude smaller, being ∼5 × 105 erg cm−2 s−1. Pid-
dington (1956) points out that this energy flow could propagate over distances larger than 104 km
above the photosphere.
Osterbrock (1961a) estimated that 3 × 107 erg cm−2 s−1 are injected from the convection zone
through sound waves, although the author indicates that turbulence in the velocity field make
the estimation highly uncertain. In another publication Osterbrock (1961b) simulates a diver-
sity of scenarios of energy transfer in the chromosphere and estimates that waves can bring up
to 3 × 108 erg cm−2 s−1 to the chromosphere, although these values can be orders of magni-
tude lower depending on the region that is being observed and is more commonly found to be
∼4 × 107 erg cm−2 s−1. Kuperus (1969) later estimated the total flux leaving the chromosphere as
5.6 × 106 erg cm−2 s−1.
In the mid 1970s, some observations obtained from the Skylab station started to support the ef-
forts in solar physics. Withbroe and Noyes (1977) estimated that the Sun has a heat input of
(5 − 8) × 105 erg cm−2 s−1 with most of this energy employed to expand the coronal gas. Athay
(1976) provided some estimates for the energy loss in the corona and the chromosphere that are
summarized in Table 4.
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5.1.2 Proxy Poynting flux (MDI era results)
During the MDI era the data used to calculate the velocities, and thus the Poynting flux, were
limited to LOS magnetograms. Then, the works published contributed with the first results of
the Poynting flux in ARs produced from observations which, until then, were exclusively studied
with simulations. These works also started bringing in more estimations and measurements of the
Poynting flux specifically for the photosphere, although most works tend to focus their discussions
in other results derived from MDI data such as the magnetic field helicity.
Tan et al. (2007) presented a work exploring the statistical correlation between a range of dif-
ferent parameters that can be calculated from the photospheric magnetic field and coronal soft
X-ray brightness. Although the authors include a discussion on the Poynting flux the discussion
is more focused on magnetic helicity. The dataset used by Tan et al. (2007) included more than
160 ARs consisting of regions with a NOAA designation and also small regions that have a well
defined bipolar flux. LCT was used on MDI magnetograms to estimate the horizontal velocities
and then calculate the Poynting flux and magnetic helicity of these regions. Tan et al. (2007)
found values that are ranging from 106.7 to 107.6 ergs cm−2 s−1 for the proxy Poynting flux. These
values are, as pointed out by the authors, consistent with the energy demands of coronal heating
and also enough to cover previous estimates of the energy losses in the chromosphere and corona
(see Table 4 adapted from: Withbroe and Noyes, 1977). Exploring the coronal X-ray brightness,
Tan et al. (2007) found that among all the different results the proxy Poynting flux scored the
highest correlation with the average value of the soft X-ray brightness. The correlation between
the proxy Poynting flux and coronal X-ray brightness found by Tan et al. (2007) is reproduced in
Figure 23.
In another statistical study, Welsch et al. (2009) used a sample of 46 different ARs, all of which had
a NOAA designation, to explore the relationship between photospheric flow fields and solar flares.
Among the different quantities that can be derived from the photospheric flows Welsch et al. (2009)
brought a greater focus to the proxy Poynting flux unlike works that preceded it. By studying the
relationship between the velocities estimated using LCT and the observed magnetic field features,
it was noticed that the higher values of speed had a higher occurrence in regions with weaker fields.
However, the correlation found between speed and field strength is weak, meaning that the values
calculated for speed may vary largely regardless of the magnetic field strength. A comparison
71
CHAPTER 5. CASE STUDY OF THE POYNTING FLUX OF 3 FLARING AND 5
NON-FLARING ARS
Figure 23: (a) Area-averaged and (b) area-integrated scatter plots showing the correlation between
Poynting flux and coronal X-ray brightness. Source Tan et al. (2007).
between the different features that were extracted from the photospheric LOS magnetic field and
flares show that the proxy Poynting flux have one of the strongest correlations with the occurrence
of flares. The coefficient of determination used by Welsch et al. (2009) is calculated as the linear
correlation coefficient squared and its value is approximately 0.25 between the flare occurrence
and the proxy Poynting flux. Although the proxy Poynting flux showed the best correlation with
flares, the coefficient of determination shows that the proxy Poynting flux by itself is not enough
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Figure 24: Sum over time of the proxy Poynting flux (S R) multiplied by pixel area (dA) and the
time between magnetograms (∆t). Source Welsch et al. (2011).
to explain and predict flare activity.
Using a set of three different ARs with different flare and CME records, Welsch et al. (2011)
studied and compared the energy injection of these regions with MDI LOS magnetograms. The
three regions featured in this study are NOAA 10987, 10988 and 10989 where only NOAA 10989
produced flares above C-class including one M-class flare. As Welsch et al. (2011) mention there
was an initial assumption that the level of energetic activity exhibited by an AR would be somehow
connected to its energy dynamics. However, their results suggest that the number of energetic
events produced by an AR does not directly correspond to the amount of energy that was injected
in it. The evolution of the ARs studied there can be seen in Figure 24. Welsch et al. (2011) points
that, given the small sample size, this may simply be a particular case which creates a natural
demand to explore this relationship over a significantly larger set.
Case studies that included a discussion on the energy injection driven by the photospheric Poynting
flux of an AR were presented by Li et al. (2010) and Fan et al. (2011). Presenting a study that
features AR 8038 that produced three CMEs over its passage over the solar disk in May of 1997,
Li et al. (2010) found that the AR accumulated an energy of 1.6 × 1032 erg by integrating the
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proxy Poynting flux. This energy accumulation happened over the 66 hours that preceded a C1.3
flare, showing that the amount of energy that is normally released in an event such as a flare
or a CME may take multiple days to be injected into the AR. Studying NOAA region 10930
that produced an X3.4 flare, Fan et al. (2011) calculated its proxy Poynting flux using data-driven
simulations. The data used by the simulations were obtained from Hinode and were able to retrieve
not only the proxy Poynting flux but also the radial Poynting flux and the Poynting flux magnitude.
The different Poynting flux products derived by Fan et al. (2011) were found to display a similar
behaviour for most of the sunspot area, the exceptions being regions with strong sunspot rotation
and flux emergence.
5.1.3 Poynting flux in modern times (SDO era)
Once measurements of the full magnetic field vector were routinely made available by SDO, it was
possible to calculate the velocity fields with more accuracy and also to study both the emergence
and shearing components of the Poynting flux. This section discusses some of the Poynting flux
results that were obtained when their calculations included removing the field-aligned velocities
from the velocity vector that is obtained using LCT methods as they do not contribute to energy
injection (see Chapter 3).
In a study featuring two ARs, NOAA 11072 and 11158, Liu and Schuck (2012) were already
making use of DAVE4VM to obtain the velocity fields and, thus, both the emergence and shearing
terms of the Poynting flux. The authors observed that between the two components of the Poynt-
ing flux the emergence term was consistently injecting more energy than its shearing counterpart.
In the time period over which both regions were studied, the normal Poynting flux was respon-
sible for close to 60% of the total energy accumulated. Following this work, Liu et al. (2014)
then applied similar methods to study the helicity and energy evolution of a larger set composed
of 28 ARs, all of which were emerging bipolar regions. Helicity also can be divided into two
components that are dependent on the emergence and shearing plasma motion (as discussed in
Chapter 1). Comparing the role of emergence and shearing motions to the injection of helicity and
energy the authors found distinct behaviours between the two quantities. Most of the energy was
injected by emergence (54% of the total) while helicity is mostly injected by shearing (86% of the
total).
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Most works that can be found in the literature that make use of DAVE4VM and/or LCT techniques
to obtain the photospheric flows in order to investigate the evolution of ARs are case studies of
a single AR. Case studies can provide meaningful insight on the physics that govern the energy
dynamics of an AR and its possible connection with flares and/or CMEs. However, case studies
have a limited capacity to offer insights that can be used to explain the general behaviour of energy
injection in ARs as they can be considerably different from each other. Additionally, most studies
that use DAVE4VM or LCT focus their discussions on helicity, although the calculation of helicity
is remarkably similar to the one necessary to obtain the Poynting flux.
Tziotziou et al. (2013) bring forward a study on the evolution of magnetic energy and relative
helicity in NOAA 11158 that produced a series of eruptions. In that work it was found that there
was a transient decrease in the energy budget of NOAA 11158 as a result of the eruptions, but
within hours after the eruptions took place this energy deficit was recovered due to the energy
injection. Comparing the contributions given by the emergence and shearing terms of the Poynting
flux in NOAA 12283, Romano et al. (2015) found that most of the energy injection was facilitated
by the shearing component. This result offers some contrast to what was found by Liu and Schuck
(2012) and Liu et al. (2014), in which the studied ARs saw most of their energy being injected by
emergence. However, this result is not unreasonable because one of the spots of NOAA 12283 was
clearly observed to be rotating with a high angular velocity while also presenting a fast relative
motion within the AR.
A different approach to using LCT to obtain the energy injection consists of calculating the Poynt-
ing flux directly through a cross product of the magnetic and electric field vectors (Equation 3.1).
This was used by Kazachenko et al. (2015) to study NOAA 11158 around the time when it pro-
duced an X2.2 flare (the same AR studied by Tziotziou et al. (2013)). The electric fields were
calculated using the observed Doppler velocities and also horizontal velocities obtained through
FLCT from the vector magnetic field data. The energy flux in the pre- and post- flare instants
observed by Kazachenko et al. (2015) were on the order of 109 − 1010 erg cm−2 s−1. However,
during other portions of the energy flux of NOAA 11158 time series the rate at which energy was
being injected was significantly smaller (on the order of ∼ 108 − 109 erg cm−2 s−1).
Works that study the Poynting flux specifically in plage regions were presented by Yeates et al.
(2014) and Welsch (2015) that used distinctly different approaches to produce two case studies
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on two different regions of plage associated with NOAA 10930. Yeates et al. (2014) calculated
the Poynting flux through data driven simulations, finding that the values obtained could vary
considerably depending on the boundary conditions set ranging from ≈ 106 erg cm−2 s−1 to an
upper bound of 3.5 × 108 erg cm−2 s−1. Yeates et al. (2014) points out that the lower values are
a representation of a more realistic domain size for a plage region but that the Poynting flux in
plage can vary by a couple orders of magnitude depending on how strong the plasma motions
are in those regions. The average value reported by the author using the simulation was 1.7 ×
107 erg cm−2 s−1 but it’s important to consider that the average was taken over a spatial location
that contained more significant oppositely signed values (i.e., up to ±6× 108 erg cm−2 s−1). These
statements are in accordance to what is reported by Welsch (2015) who found an average S n of
(5 ± 1) × 107 erg cm−2 s−1, obtained using calculations derived from LCT using Hinode data for
another portion of plage in the same AR.
An investigation on flare-induced rotation of the sunspots in NOAA 12371 was presented by Liu
et al. (2016) using DAVE and DAVE4VM to calculate the velocities and also Poynting flux. That
study observed that some of the spots showed a rotation speed close to 50◦ per hour which greatly
impacted the AR energy dynamics. During the flare start the Poynting flux values integrated over
the observed area were 1 ∼ 5 × 1028 erg s−1 quickly inverting its ongoing trend showing then a
sharp energy removal −5 ∼ 10 × 1028 erg s−1. After the flare took place the energy levels went
back to the levels that were previously being observed.
Su et al. (2018) presented a case study of NOAA 12396 that produced a sequence of five C-
class flares over its passage through the solar disk. The values of the emergence and shearing
components of the Poynting flux integrated over the observed area were found to have similar
values around 3 × 1027 erg s−1. The proportion of energy being injected by emergence and shear
motions is again showing a different behaviour from what was observed so far by the ARs in Liu
and Schuck (2012), Liu et al. (2014) and Romano et al. (2015).
Studying a set of 16 NOAA regions, Bi et al. (2018) explored how the magnetic helicity and
energy flux evolved in a time period of 2 hours around 16 flares, all of which were lower than a
M5.0 class. Most of the discussion in Bi et al. (2018) are referring to the 4 M-class flares in the
set and exploring the changes in helicity. In those 4 M-class flares the dominant contribution for
both helicity and energy flux was mostly being given by the shearing component. During two of
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the four M-class flares, impulsive changes were observed in the emergency term of the Poynting
flux. The Poynting flux had positive values up to when the flares took place where it inverted its
injection trend reaching negative values in all four cases going back to display positive values after
the impulsive phase finished.
5.2 The data set
The sample set chosen to conduct an initial investigation into the general properties of AR poynting
flux consists of 8 different ARs: 3 flaring (NOAA numbers 11593, 12644, and 12443) and 5 non-
flaring (NOAA numbers 11642, 11835, 11896, 12337 and 12581). The 3 flaring regions are quite
distinct between themselves in size and complexity, while they also displayed different levels of
flaring activity as they passed over the solar disk. The 5 non-flaring regions do not have any entries
in the SWPC reports for flare activity associated to them at any point in their disk passage.
NOAA 12644 (the intermediate region of the flaring ARs) is an emergent region and its dataset
includes all of its lifetime ranging from some days prior to its emergence and first NOAA desig-
nation to some days after it produced an M-class flare. This region then provides a relatively rare
opportunity to observe the full energy build-up prior to a major flare.
All the regions selected vary not only in activity but also in Mt. Wilson class and spot area. From
the daily classifications issued to the regions over their lifetimes most are either α or β, although
the two regions that produced M-class flares (NOAA numbers 12443 and 12644) received more
complex designations for some days of their lifetimes. The area of a sunspot is measured by SWPC
in units of millionths of the solar hemisphere (µHem) which is approximately 3 million square
kilometres. A large-sized sunspot is defined by Mandal and Banerjee (2016) as any sunspot with
area larger than 200 µHem and the largest sunspots are those with an area larger than 500 µHem.
Most non-flaring ARs are modest in size with an average spot area around 100 µHem, with the
exception of NOAA 12337 that is only 16 µHem. The two M-class flaring ARs are about 2 − 3
times larger than the non-flaring regions. However, NOAA 11593 that produced 10 C-class flares
is only 39 µHem in spot area (comparable in size only with the smallest non-flaring region, NOAA
12337) which is almost ten times smaller than the largest AR (NOAA 12443). A summary with





















































Table 5: Summary of the ARs featured in this work showing NOAA number designation, number of GOES flares produced by the AR, lifetime-average
spot area expressed in millionths of the solar hemisphere, and daily Mt. Wilson class.
NOAA Number of Flares Lifetime-Average Daily Mt. Wilson Classification
Region in GOES Classes Spot Area (Days from Central Meridian crossing: negative before, positive after)
Number B C M (×10−6 hemisphere) −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
11593 . . . 10 . . . 39 . . . α α α α β β β β α α . . . . . .
12644 14 4 1 236 . . . . . . . . . . . . β βγ β β β β β βγ βγδ
12443 2 40 1 362 . . . β βγδ βγδ βγ βδ βδ βδ β β β β β
11642 . . . . . . . . . 89 . . . α α α α α α α α α α α α
11835 . . . . . . . . . 141 α α β β β β β β β β α β β
11896 . . . . . . . . . 126 . . . α α α α α α α β α α α α
12337 . . . . . . . . . 16 . . . . . . α β β β β β β β . . . . . . . . .
12581 . . . . . . . . . 100 . . . . . . . . . . . . β β β β β β β α α
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area), and daily magnetic complexity (i.e., Mt. Wilson class) can be found in Table 5.
As discussed in Chapter 1, measuring the magnetic field vectors close to the solar limb is partic-
ularly challenging due to the 180◦ azimuth disambiguation problem. The HARPs produced and
published by the HMI science team include measurements up to when the regions either submerge
or disappear beyond the solar West limb. Then, in order to avoid some of the errors introduced
by the disambiguation problems, the analysis here only consider SHARPs with field-of-view cen-
troids (i.e. the latitude in the middle of the HARP box) that lie between ±70◦ heliographic longi-
tude. In addition, some later figures will indicate the ±50◦ longitude mark. These constraints were
determined by visual inspection of movie sequences created with the vertical magnetic field (Br)
data for every AR in the dataset. The limit chosen corresponds to the longitude where patches of
pixels can be seen flipping between the two disambiguation solutions in successive frames. It is
worth noting that a HARP with a centroid at, e.g., 50◦ longitude will often have a HARP FOV that
still extends out to ∼60◦ − 65◦ longitude, given the typical size of HARP bounding boxes.
5.3 The impact of removing field-aligned flows
In Chapter 3 it was discussed that velocities aligned with the magnetic field do not contribute to en-
ergy injection, and these must be removed from the velocity fields obtained from velocity inversion
methods for the accurate calculation of the two Poynting flux components. In this section, how
this removal process affects the calculation of velocity and Poynting flux will be studied.
Figure 25 shows the impact caused by removing the field-aligned velocities from the velocity field
vector for a sample observation of NOAA 12443 (the largest and most complex AR in this data
set) for one time stamp (2015-11-04 12:10 UT; when this AR was close to disk center). The left
hand column of Figure 25 contains scatter plots between each component of the velocity vector as
calculated by PyDAVE4VM (vx, vy, vz) and the velocity vector that remains after the field-aligned
flows are subtracted (v⊥x, v⊥y, v⊥z) as in Equations 3.14 and 3.15. The right hand column of
Figure 25 shows the images of the difference between these velocities (in red/blue) overlaid on the
vertical field to show what magnetic features are associated with the largest differences.
The impact on the velocities can be seen across all components of the velocity vector illustrated
in Figure 25. However, looking at the scatter plots it can be noticed that the impact on the vertical
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Figure 25: Left: Scatter plots between the velocities obtained by DAVE4VM before and after
using Equations 3.14 and 3.15 to remove the field aligned components. Right: difference between
the velocities before and after removing the field aligned velocity atop the image of the vertical
magnetic field. To improve visualization the values in the colorbar were clipped for horizontal and
vertical velocities at, respectively, 0.5 and 0.25 km s−1 which represents less than the full extent
of the differences as it can be seen in the scatter panels.
velocity (panel e) is relatively different from those observed in the horizontal velocity components
(panels a and c) that are similar between themselves. In panels b and d, the differences in the
horizontal velocities (vx − v⊥x and vy − v⊥y) are, for the majority of pixels, below ±0.2 km s−1
although this difference can surpass ±0.5 km s−1 for some pixels. The largest differences in hori-
zontal velocities are located around the two leading spots and are more intense than the differences
in vertical velocities (panel f). The differences in vertical velocities are, on the majority, below
±0.1 km s−1 although some values can be over ±0.2 km s−1. The differences observed for the
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Figure 26: Left: Scatter plots between the Poynting flux calculated using the velocities obtained
by DAVE4VM before and after using Equations 3.14 and 3.15 to remove the field-aligned com-
ponents. Right: difference between the Poynting flux components before and after removing the
field aligned velocity overlaid on an image of vertical magnetic field. To improve visualization
the values in the colorbar were clipped at 5 × 108 erg cm−2 s−1 which represents less than the full
extent of the differences as it can be seen in the scatter panels.
horizontal velocity overlays have distinct symmetry around the spots, which is a consequence of
the field orientation in those regions. The trailing plage can also see differences in the velocities
after the removal of the field-aligned components that are as large in magnitude as is observed
around the leading spots. However, these pixels that contain a larger velocity difference in the
trailing plage appear in a significantly smaller concentration of pixels than in the spots.
A similar comparison to the one presented in Figure 25 was also carried out to study the impact
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that the field-aligned velocity removal has on the Poynting flux components. This led to Figure 26
that compares Poynting flux calculated before (S n, S t, S s) and after (S⊥n, S⊥t, S s) the field-
aligned velocities were removed from the PyDAVE4VM output. The impact on the emergence
(panel a) and shearing (panel c) terms of the Poynting flux show some resemblance with that
observed for the changes in horizontal and vertical velocities (left column of Figure 25). For
example, the differences in vertical velocities have a similar shape to what is observed for the
emergence Poynting flux, while the horizontal velocities are more diagonally oriented similarly to
what is observed in the shearing Poynting flux. Both Poynting flux components are observed in
the scatter plots of Figure 26 panels a and c to suffer variations on the order of 109 erg cm−2 s−1,
also illustrated in the image overlays of panels b and d. It is important to keep in mind that panels
b and d of Figure 26 were tailored to unveil where the largest differences are and since the energy
injection in plage is not typically on the order of 108 erg cm−2 s−1 these images are not a good
representation of the differences in such regions. However, panel e of Figure 26 shows that when
the field-aligned velocities are removed the total Poynting flux remains unchanged for all pixels in
the HARP image space, unlike what happens to each individual component. This behaviour can
also be inferred from Figure 26 panels b and d since the differences shown are equal in magnitude
and of opposite sign between the images. Therefore, if a study is concerned only with evaluating
the total Poynting flux, removing the field-aligned velocities is an unnecessary step.
5.4 Distribution of Poynting flux per pixel
In Section 5.1, some of the works that studied the energy injection at the photospheric level were
discussed so as to explore the values that different authors had found. This discussion was made
chronologically and divided according to the instrumentation and data available at the time so that
the evolution of the Poynting flux calculations could be noticed. The first step here is then to
understand what are the typical Poynting flux values in the AR image space, how these values are
distributed in ARs, and how they compare to what was previously reported in the literature.
The dataset of eight ARs in the sample set have a total of 10864 observations from which both
emergence and shearing components of the Poynting flux are calculated. Each HARP number has
on average a thousand observations associated to it that corresponds to about 8.5 days worth of
data. The pixel values in these images were formed into histograms that show the value ranges for
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Figure 27: Frequency distributions of negative (left column) and positive (right column) values of
Poynting flux emergence component, S⊥n, over whole AR observation period. The top row dis-
plays all five non-flaring ARs, with the lower three rows showing the average of these distributions
(in blue) for comparison with each of the flaring ARs (in red).
S⊥n (Figure 27), S⊥t (Figure 28), and S⊥s (Figure 29) over the whole lifetime of each AR.
The histograms of Figures 27-29 are divided into two columns containing only the positive val-
ues in the right-hand column and only negative values in the left-hand column. This separation
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Figure 28: Same as Fig. 27, but for the Poynting flux shearing component, S⊥t.
between the pixels responsible for injection and removal of energy creates a better overview of
these values as a percentage of all the pixels in the dataset images. These Figures are also divided
into rows where the top row contains the pixel value distributions for the non flaring regions. The
average of the non flaring regions distributions is then used in the other three rows to draw com-
parisons with the three flaring regions as this facilitates the identification of any differences that
may exist between the flaring and the non-flaring regions.
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Figure 29: Same as Figs. 27 and 28, but for the total Poynting flux, S⊥s.
The first and most straightforward information that can be obtained from the histograms are the
value range for S⊥n, S⊥t and S⊥s. The values can vary over many orders of magnitude from
as little as ±103 erg cm−2 s−1 to ±109 erg cm−2 s−1 but they all show a distinct peak close to
±106 erg cm−2 s−1. It is important to keep in mind that in the HARP image space many pixels
correspond to plage or quiet Sun regions, as illustrated in Figure 30.
85
CHAPTER 5. CASE STUDY OF THE POYNTING FLUX OF 3 FLARING AND 5
NON-FLARING ARS
Figure 30: Overlays of S⊥n (top), S⊥t (middle), and S⊥s (bottom) on continuum intensity (left)
and radial magnetic field (right) images of NOAA 12443 at 2015-11-04 12:10 UTC. Values of
Poynting flux and magnetic field are clipped at ±108 erg cm−2 s−1 and ±1000 G, respectively, to
improve the visualisation.
By comparing the results obtained for each flaring region with the non-flaring, it can be observed
that for the two regions which produced M-class flares (NOAA regions 12644 and 12443) there
is a greater abundance of pixels that are located in the extreme tails of the distributions for the
normal (S⊥n), tangential (S⊥t) and total (S⊥s) Poynting flux. This implies that those regions not
only saw greater amounts of energy being injected into them but that they also displayed greater
amounts of energy removal. That is quite a contrasting result when compared to the weakly
flaring region NOAA 11593 whose Poynting flux value distribution is remarkably similar to the
non-flaring regions, containing only a minor proportion of extreme values in the distribution tails
when compared to the average non-flaring histogram.
As discussed in Chapter 2, the HARP image space is defined by a rectangular box that is able
to encompass the entirety of the AR that is being observed over its lifetime. Therefore in the
image space the pixels contain not only measurements of the AR itself but also measurements
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over the plage and quiet Sun. An example of how the Poynting flux distributes itself over the
HARP image space and the magnetic structures therein can be seen in Figure 30 as an overlay of
the Poynting flux over the continuum (left column) and vertical magnetic field (right column) for
NOAA 12443 at 2015-11-04 12:10. From top to bottom, the rows show the overlays of S⊥n, S⊥t
and S⊥s, respectively, using a green (positive) and purple (negative) colour scale.
Figure 30 suggests that values for energy injection/removal which surpass ±5 × 107 erg cm−2 s−1
are found in a minority of the pixels that compose the image space and are usually located close
to the spots and in some pixels that compose the plage. This example also portrays that not only
regions with strong magnetic field (such as spots) have a strong Poynting flux associated to them.
The preference in location for spots or plage is expected for the most intense Poynting flux when
taking Equations 3.16 and 3.17 into consideration. Since the Poynting flux depends on both plasma
velocity and magnetic field, regions with modest magnetic field are capable of having a substantial
injection/removal of energy associated to them if they have a significant plasma velocity, v⊥. The
opposite also holds and can be noticed clearly in Figure 30 as some parts of the spot regions show
weak Poynting flux values. The histograms (Figures 27, 28 and 29) show that those pixels which
represent energy fluxes contributing more than ±5 × 107 erg cm−2 s−1 account for less than 5% of
the total number of pixels in the dataset.
5.5 Evolution of FOV-integrated energy
Time series that describe the energy evolution of each AR in the sample set were created by
summing the pixel-integrated Poynting flux values over all image space at each point in time
covering the ARs evolution. The results were also averaged after this spatial integration using a
centered 24-hour rolling window in order to smooth out any oscillations that are introduced by the
HMI orbital period (Hoeksema et al., 2014). The rolling window used to average the ARs causes
12 hours of data loss at each end of the time series, corresponding to approximately 6◦ − 8◦ of
heliographic longitude coverage.
Using this time series information, Figure 31 was created to compare the evolution of the three
flaring regions NOAA 11593, 12644 and 12443, with each region in the non-flaring set. The
evolution of the flaring regions is represented by the solid red lines in every panel while the non-
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Figure 31: Time series of the energy evolution the three flaring regions compared with the non
flaring regions of the control set. Each time step assume that the power obtained by calculating
the Poynting flux stayed constant over the 720 seconds window. Row wise, from top to bottom
we have the plots for the contributions given by the emergence, shearing and total Poynting flux.
Column wise from left to right we have NOAA 11593, 12644 and 12443. The red dashed line
mark the latitudes where NOAA 12644 and 12443 produced a M class flare. The gray dashed
lines mark the latitudes where problems with disambiguation are diminished in our dataset.
flaring regions are represented by dashed lines in different colours. Figure 31 is divided into
three columns where each column compares the energy evolution of one of the flaring regions
with every region in the non-flaring set. From left to right the columns display the flaring ARs
according to their activity, with the left-most column being NOAA 11593 (that produced only C-
class flares), the center column being NOAA 12644 (that produced 19 flares including an M class
flare), and the right-most column being NOAA 12443 (that produced over 40 flares including
an M-class flare). Figure 31 is also organized in rows showing from top to bottom the emergence
(En), shearing (Et) and total (Es) pixel integrated Poynting flux as a function of the HARP centroid
longitude. Each pair of SHARPs observations is separated by 720 seconds and the time series have
an implied assumption that the Poynting flux remained constant during this interval so that each
point in the time series represents how much energy was injected/removed in this time interval
(Figure 31). There are also vertical dashed gray lines highlighting the ±50 degrees of longitude
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mark which is where upon visual inspection of the whole dataset it was decided that most images
are free from disambiguation effects to produce the most accurate results using PyDAVE4VM.
The vertical dashed orange lines located in the top of each panel represent the longitude which the
flaring ARs were located when they produced a flare over C5.0 on the GOES scale. Finally, the
vertical dashed red lines represent the M-class flares produced by NOAA 12644 (middle column)
and NOAA 12443 (right column).
When looking at the energy injection/removal for the ARs represented in Figure 31, it can be
noticed that the contributions towards the accumulation of energy are quite balanced between the
emergence and shearing components. However, most of the energy removal is performed via
the shearing component because S⊥n is mostly (if not all the time) net positive. The time series
show that the net Poynting flux is mostly injecting energy rather than removing it, which is not
information that can be readily extracted from the histograms of Figures 27-29 as the pixel values
seem at first glance to be symmetrically distributed between positive and negative values. This
offers a strong hint that the energy dynamics are dictated by a small percentage of the pixels in the
HARP image space causing the slightest differences in the tails of their value distributions to be
enough to keep the energy difference positive over most of the lifetime of a region.
The accumulation of energy is illustrated in Figure 32 following the same layout as Figure 31. Fig-
ure 32 shows that the difference between the emergence and shearing contributions to the Poynting
flux are generally small and vary on a case-by-case basis. Comparing the total energy accumulated
by the ARs over their lifetime (bottom row of Figure 32) shows remarkably small differences in the
amount of energy accumulated considering that the 8 ARs varied considerably in size, complexity
and activity there is not much over one order of magnitude. There are two exceptions to this which
are NOAA 11593 (flaring AR, red solid curves in left column) and NOAA 12337 (non-flaring AR,
pink dashed curve in all panels) which have a much smaller spot area size than any other ARs
in the dataset (see Table 5). It is also noteworthy that although the tangential Poynting flux (Et)
presented a negative value for some observations, in none of the cases its cumulative values ended
up being net negative. The total Poynting flux (Es) was then observed to be positive at all times for
all ARs with the exception of NOAA 11593 that had energy removed from it for most of its transit
over the solar disk but, even in this case, the total energy ended up net positive. Also, NOAA
11593 ended up accumulating significantly less energy than most regions (Figure 32) and was not
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Figure 32: Time series of the cumulative energy for the three flaring regions compared with the
non flaring regions of the control set. Row wise, from top to bottom we have the plots for the
contributions given by the normal, tangential and total Poynting flux. Column wise from left
to right we have NOAA 11593, 12644 and 12443. The red dashed line mark the latitudes where
NOAA 12644 and 12443 produced a M class flare. The gray dashed lines mark the latitudes where
problems with disambiguation are diminished in our dataset.
Table 6: Summary of the ARs featured in this work showing NOAA number designation, number
of GOES flares produced by the AR, lifetime-average spot area expressed in millionths of the solar
hemisphere, and daily Mt. Wilson class.
AR NOAA Accumulated Energy [erg] Component Share of
Flaring Region Total Energy [%]
Status Number Emergence Shearing Total Emergence Shearing
Flaring. . . . 11593 9.32 × 1031 1.47 × 1032 2.40 × 1032 38.8 61.2
. . . . . . . . . . 12644 6.31 × 1032 6.52 × 1032 1.28 × 1033 49.2 50.8
. . . . . . . . . . 12443 1.64 × 1033 1.27 × 1033 2.91 × 1033 56.2 43.8
. . . . . . . . . . Average 7.87 × 1032 6.78 × 1032 1.48 × 1033 53.7 46.3
Non-flaring 11642 5.78 × 1032 3.84 × 1032 9.62 × 1032 60.1 39.9
. . . . . . . . . . 11835 5.72 × 1032 6.28 × 1032 6.00 × 1032 47.7 52.3
. . . . . . . . . . 11896 8.22 × 1032 7.41 × 1032 7.82 × 1032 52.6 47.4
. . . . . . . . . . 12337 4.79 × 1031 6.26 × 1031 5.52 × 1031 43.4 56.6
. . . . . . . . . . 12581 3.15 × 1032 2.95 × 1032 3.05 × 1032 51.6 48.4
. . . . . . . . . . Average 4.67 × 1032 4.22 × 1032 8.89 × 1032 52.5 47.5
All ARs . . . Average 6.27 × 1032 5.50 × 1032 1.18 × 1033 53.3 46.7
observed to have an energy injection that stood out from the control set (Figure 31).
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Table 6 provides a complete overview of the share of the total energy that was accumulated through
the emergence and shearing components of the Poynting flux. Each AR has a particular split in the
percentage of total energy that was accumulated through emergence or shearing but, averaging the
percentage contributions over the entire set, there is no apparent preference in energy injection as
the difference between the components is considerable smaller than 1%. The largest imbalances
are observed for the the least flaring region NOAA 11593 where there is a clear predominance
on the energy injected due to shearing (∼61%) and the non-flaring region NOAA 11642 where
most of the energy was injected by emergence (∼60%). The other regions had a more balanced
distribution in their energy injection between the two Poynting flux components.
5.6 A closer look at NOAA 12644
Looking closely at NOAA 12644 can be quite insightful as its data series covers the hours before
it first emerges (and later receives a NOAA designation) until hours after it produces an M-class
flare. Also, the region was located close to 60◦ longitude when the M-class flare took place which,
as discussed before, is a place where uncertainties related to problems in the magnetic field vector
disambiguation become more relevant and impact the velocity flow-field calculations.
Looking at the histograms in Figures 27-29, the Poynting flux pixel values of NOAA 12644 show
a clear surplus in the outermost wings of the distribution when compared to the non-flaring set,
but this surplus is small when compared to what was observed for NOAA 12443. Although both
regions produced M-class flares, there are significant differences in the total number of flares
recorded for each region and NOAA 12443 is almost twice as large in area than NOAA 12644
(Table 5). Also the M3.7 flare produced by NOAA 12443 was possibly accompanied by a CME
that would require in total approx. 2 or more times the energy (Emslie et al., 2005), unlike the
confined M2.3 flare produced by NOAA 12644. Therefore, although these ARs share the fact that
they produced an M-class flare during their lifetimes they are very distinct from each other.
The values for energy injection by the emergence Poynting flux (En) in NOAA 12644 (represented
in the centre column of the time series plots in Figure 31) are observed to quickly rise and overtake
the En values displayed by the regions in the non-flaring set. Since NOAA 12644 is an emergent
region, this was likely due to the emergence of the bipole. The spots in the region are also observed
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to drift apart as it emerged due to strong horizontal flows that led to a rapid rise in the energy
injection by the shearing Poynting flux (En). After this initial surge, NOAA 12644 becomes less
distinct to the regions in the non-flaring set except for some hours before the M-class flare where a
remarkable upturn is observed in both En and Et. Figure 32 shows that NOAA 12644 accumulated
only as much energy as the regions in the non-flaring set during their passage, despite the moments
where it was quickly increasing its energy injection.
Under the assumption that most of the energy injection was observed for NOAA 12644, Figure 32
suggests that it is not uncommon for an AR to see the levels of energy injection of a flaring
region such as NOAA 12644. However, the energy build-up shown in Figure 32 does not take
into account what portion of the accumulated energy was available to trigger an energetic event.
To investigate the free energy build-up it is necessary to use different methods, like magnetic field
extrapolations, but these can easily turn into a computationally demanding process when applied
over a larger dataset.
The energy injection pattern of NOAA 12644 that can be observed in Figure 32 also seem to be
related to the evolution of its Mt. Wilson classification displayed in Table 5. As an emergent
region, it took some days for it to receive a NOAA designation which is why its morphology
time series starts a few days later than what is observed by the other regions in this study. The
first NOAA designation of 12644 was given when the region is observed to reach its first peak
in energy injection which is when the region was located around −20◦ heliographic longitude.
NOAA 12644 was mostly classified as a β region in the days to follow while its energy injection
in both components was decreasing. The AR then evolve to a βγ classification as it approached
the energy surge that preceded the flare. Finally, after the flare, NOAA 12644 received a βγδ
classification which suggests that it kept getting more complex. However, when this classification
was issued the region was very close to the solar limb which undermines the accuracy of this final
δ classification.
A good degree of comparison with NOAA 12644 can be found in the two emerging regions of
different flaring activity studied by Liu and Schuck (2012): NOAA 11072 (that did not produced
a C-class flare or above) and NOAA 11158 (that produced several major flares). Liu and Schuck
(2012) found an energy injection of 1027 erg s−1 for NOAA 11158 that was almost one order of
magnitude higher in both Poynting flux components than what was found for NOAA 11072. The
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energy injection observed in Figure 31 for NOAA 12644 is quite similar in numbers for En and Es
to what is reported in Liu and Schuck (2012). However, some of the regions in the non-flaring set
(NOAA 11642, 11835, and 11896) also show a similar level of energy injection, reinforcing the
idea that the differences in point-in-time Poynting flux injection for flaring and non-flaring regions
are not obvious.
5.7 Discussion
Different behaviours are observed in the horizontal and vertical velocities that are calculated using
DAVE4VM when the field-aligned components are removed from them. Horizontal velocities
see differences concentrated on the surroundings of the spots (showing values above 0.5 km s−1),
while the differences in vertical velocities are less pronounced (showing values above 0.2 km s−1)
but are more scattered over the whole HARP image space. The removal of field-aligned velocities
also proved to affect the calculations on the trailing plage, as some of the pixels associated with
these structures displayed differences as large as those found around the spots.
The differences found in the Poynting flux before and after removing the field-aligned velocities
using Equations 3.14 and 3.15 can reach 109 erg cm−2 s−1 in order of magnitude as portrait in the
panels a and b of Figure 26. Values in this order of magnitude are found among the largest Poynting
flux values for every region in the tails of their value distributions as shown in the histograms of
Figures 27-29. However, the changes that take place when removing field-aligned components
(i.e., S n → S⊥n and S t → S⊥t) in both Poynting flux components do not affect the calculation of
the total Poynting flux (i.e., S s = S⊥s) making it unnecessary to remove the field align components
if the objective is to calculate the only total Poynting flux.
It is interesting to note that the value at which the distributions of S⊥n, S⊥t and S⊥s peak are
very comparable to the values obtained for the plage regions of NOAA 10930 presented by Yeates
et al. (2014), while the value found by Welsch (2015) lies comfortably within the upper half of the
distribution. This offers a strong indication that the results obtained here are also consistent with
and able to account for the Poynting flux input within plage regions. The largest Poynting flux
values, located in the outermost wings of the histograms, are more comparable to the Poynting
flux values observed by Kazachenko et al. (2015) in NOAA 11158 that produced an X-class flare.
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The peak values in the histograms are also in good agreement with previous estimates, e.g., the
proxy Poynting flux values of ±106.7 ∼ 107.6 erg cm−2 s−1 obtained by Tan et al. (2007) and
the early estimations for the energy atop granules of 5 × 106 erg cm−2 s−1 by Piddington (1956).
Also, both pixel and integrated over the field of view Poynting flux values presented in this section
are more than enough to account for the estimated coronal and chromospheric heating as well as
energetic events that often happen in the solar atmosphere since every 12 minutes there is close to
1030 erg being injected in the HARP FOV. However, it is important to remember that not all the
energy injected is prone to or available to be used in energetic events and extrapolating the coronal
field could offer the appropriate insight in this direction.
Comparing the energy dynamics of each flaring AR in Figure 31 (solid red lines) with the non-
flaring set (dashed coloured lines), the two M-class-producing ARs (NOAA 12644 and 12443 in
the middle and right columns, respectively) clearly stand out from what is observed in the non-
flaring set. The energy dynamics of NOAA 12644, which is an emergent region, shows two periods
of intense surges in the values of both the emergence and shearing Poynting flux components that
is unlike what is observed in the non-flaring set. NOAA 12443 can be easily spotted from the
non-flaring set as for most of its lifetime its Poynting flux values are considerably larger than what
is observed in the non-flaring set however, both NOAA 12644 and 12443 are significantly larger in
size and also displayed more complex magnetic field configurations over their lifetimes than any
other region featured in this study. In comparison, the smallest flaring region (NOAA 11593) had
a weaker energy injection than most of the non flaring regions despite the fact it produced C-class
flares. The only region in the non-flaring set that had Poynting flux values that are comparable to
NOAA 11593 is NOAA 12337 which is the smallest region in the entire dataset.
Comparing the energy injection of NOAA 12644 and 12443 before they produced their single M-
class flares (marked by the vertical dashed red lines in Figure 31) it can be seen that the two regions
were experiencing rather different trends in the rate at which the Poynting flux was evolving.
NOAA 12644 saw a sharp gradient in both its normal and tangential Poynting flux components
covering about one and a half days that lasted until the flare took place. Some extra care must be
taken when considering these spikes in energy injection as this part of the data was calculated after
the centroid of the HARP box passed the mark of 50 degrees of heliographic longitude. However,
the sustained progression over many days indicates that this is not due to vector disambiguation
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issues that “flick” between different solutions. NOAA 12443 was also experiencing a growth in
its total energy injection before its M-class flare, driven by an increase in its tangential Poynting
flux that was observed for over 4 days before the flare. The rate at which the energy injection
was increasing in NOAA 12443 is however visibly smaller than what was observed in NOAA
12644. Unfortunately, there is no data covering the post flare phase of NOAA 12644 as the region
was already approaching the west limb, making it impossible to compare the behaviour of these
regions after their M-class flares took place. The number of ARs that has been studied to date is
far too small to make it possible to spot a general trend that may exist in their energy injection.
This points to a clear necessity of conducting a similar analysis over a larger sample.
The energy evolution of the smallest flaring AR (NOAA 11593) is also, in its own way, remarkable.
NOAA 11593 was the second smallest AR in the sample dataset and its energy injection profile is
only comparable to the smallest region in the non-flaring set (NOAA 12337). Nevertheless, this
region produced 10 C-class flares with one of those being over C5. As this region was not observed
in its entirety since emergence it was not possible to follow the entire buildup to its strongest flare
that happened when it was close to the disk center. However, NOAA 11593 was not observed to
have an energy injection that stood out from the non-flaring set (Figure 31).
Focusing on the total energy accumulated by the ARs over their lifetime (shown in the bottom
row of Figure 32) shows remarkably small differences in the amount of energy accumulated con-
sidering that the 8 ARs varied considerably in size and complexity. There are two exceptions to
this which are NOAA 11593 (flaring AR, red solid curves in left column) and NOAA 12337 (non-
flaring AR, pink dashed curve in all panels) which have a much smaller spot area size than any
other ARs in the dataset (see Table 5)). It is also noteworthy that although the tangential Poynting
flux (Et) presented a negative value for some observations, in none of the cases its cumulative val-
ues ended up being net negative. The total Poynting flux (Es) was then observed to be positive at
all times for all ARs with the exception of NOAA 11593 that had energy removed from it for most
of its transit over the solar disk but, even in this case, the total energy ended up net positive.
The evolution of the ARs studied by Welsch et al. (2011) (NOAA regions 10987, 10988 and
10989) can be used to draw some comparisons with the results displayed here in Figure 32. In
Welsch et al. (2011) the regions studied also have different levels of activity but their energy
evolution is described using the proxy Poynting flux which is a unsigned quantity. From the three
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regions displayed, NOAA 10989 produced two C-class and one M-class flares while the flaring
activity displayed by both NOAA regions 10987 and 10988 were limited to flares classed as A
or B. Welsch et al. (2011) found that these regions accumulated energy amounting to ∼ (0.5 −
2.5) × 1033 erg, which is in good agreement with the values obtained for most ARs in this study
(Figure 32) with the exception of NOAA 11593 and 12337. Welsch et al. (2011) stated that
there was an expectation for the energy produced and accumulated by these regions would be
somehow proportional to the level of activity displayed by them. However, contrary to their initial
expectations, NOAA 10989 (that produced C-and M-class flares) accumulated less energy than
the other ARs with its values almost two times smaller than the values obtained for the non-flaring
NOAA 10988. Figure 32 here shows a clearer difference in the total energy accumulated (Es,
featuring in the bottom row) between the most active and complex region NOAA 12443 and the
other regions. NOAA 12443 ended up accumulating almost twice as much energy as the other
region that produced an M-class flare (NOAA 12644). However, it is important to remember
that NOAA 12644 was still emerging when its observations started to be recorded, showing a
steep gradient in its emergence phase that allowed it to quickly catch up with the non-flaring set.
The energy evolution curves of NOAA 12644 in Figure 32 hint that it probably surpassed the
non-flaring set regions in the amount of energy accumulated at some point, but this cannot be
confirmed by the HARP observations due to its proximity to the West limb.
The four moderately large flares studied by Bi et al. (2018), being 3 M-class and a C9.3, also have
no clear pre-flare signature. The energy flux reported for these 4 ARs ranged from 1027 erg s−1 to
∼2.5× 1028 erg s−1 but were not integrated over the time between consecutive images. These ARs
did show a consistent behaviour of having their Poynting flux dropping to negative values during
the flare time and quickly returning to positive values before the impulsive phase finished.
The values of Poynting flux and energy accumulation displayed in Figures 31 and 32, respectively,
are in good agreement with the results of Liu and Schuck (2012), Tziotziou et al. (2013), Liu et al.
(2014) and Su et al. (2018) where the contributions given by the two Poynting flux components
(S⊥n and S⊥t) are comparable with the emergence component being slightly larger than the shear-
ing. This is quite distinct from what is reported in Romano et al. (2015) where the total Poynting
flux was mostly driven by the shearing term. This is not quite a surprise given that the region stud-
ied by Romano et al. (2015) consisted of an opposite-polarity spot close to the main leading spot
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that displayed high proper motion within the AR and a large degree of rotation during its move-
ment (See also: Ruan et al., 2014) which would then lead to an injection of significant amounts
of shearing Poynting flux. The four flaring regions studied by Bi et al. (2018) also see a majority
of their Poynting flux being driven by the shearing component, although the difference in energy
injection caused by the different components is not as pronounced as in Romano et al. (2015). The
majority of the ARs saw a similar amount of energy being injected by the two Poynting flux com-
ponents, the emergence Poynting flux seems to consistently inject more energy than its shearing
counterpart although this difference is small. However, the amount of ARs that have been studied
is not enough to make a definitive statement.
There are no obvious differences in the energy injection across all components (S⊥n, S⊥t and
S⊥s) observed for the flaring and non-flaring regions, with the exception of NOAA 12443 that is
considerably larger in area and showed a more complex magnetic classification than the regions in
the non-flaring set. Then, it is likely that this difference spotted in its Poynting flux is more linked
to the AR size and magnetic field complexity themselves than the flaring activity. All the regions
featured in this study accumulated between ∼ 1031 − 1033 erg which is more than enough energy
to fuel even a major solar event. However, the methods used to calculate the energy injection here
are not able to estimate which share of this energy injection is free to be released in energetic
events.
Questions raised
Using the whole dataset to verify if there is a statistical preference in energy injection via emer-
gence or shearing should bring a more realistic picture. For this small sample, and comparing with
some known cases in the literature, no preference can currently be found.
Since the Poynting flux evolution for the regions portrayed in this study showed indications of
being linked to the ARs Mt. Wilson class, this will be explored in Chapter 6 over all the regions
in the database to verify if the amount of energy of a region is somehow dependent on the region
complexity. Chapter 7 will then explore the Poynting flux according to flaring activity.
When this study was conducted there was no expectation that a clear flare signature or remarkable
difference between the flaring regions and non-flaring set would be found because authors such as
Leka and Barnes (2003) already showed that no single parameter is likely to be responsible for a
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solar flare. However, the surges in both components of the Poynting flux (S⊥n and S⊥t) before the
M-class flares are quite intriguing even though they happened over different timescales. Then, in
Chapter 7, the evolution of the Poynting flux for the regions in the database that produced M- and
X-class flares will be studied in greater detail and compared with each other.
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Chapter 6
Differences in Poynting flux behaviour
between Mt. Wilson classifications
In this Chapter results from the complete dataset are explored to answer some of the questions
raised by the initial sample in Chapter 5. This explores more general aspects of the link between
photospheric Poynting flux and AR Mt. Wilson class, while also connecting the manifestations of
energy injection with evolutionary changes in the ARs. The first Section of this Chapter introduces
the reader to the dataset used in this study and how it attempts to get a sample of ARs that is a
good representation of the ARs which appeared in Solar Cycle 24. The second Section focuses
on exploring the relationship between Poynting flux and Mt. Wilson class that is (as discussed in
Chapter 1) a way to classify ARs according to their complexity of magnetic polarity mixing.
In Chapter 5 it was shown that removing the magnetic field-aligned velocities can dramatically im-
pact the calculation of the emergence and shearing components of the Poynting flux, even though
their sum is unaffected by this removal. All the Poynting flux results featured in this Chapter use
the velocities obtained from PyDAVE4VM with the field-aligned components removed. Addition-
ally, to avoid the uncertainty introduced by disambiguation problems as much as possible, any
data where the centroid of the HARP box is located beyond ±50◦ longitude were excluded.
Ordering the Mt. Wilson classifications in terms of field complexity is not a trivial task. In the
discussion that takes place in the second section of this chapter it is considered that the classi-
fications vary in complexity following the order α (simplest), β, βγ, βδ to βγδ (most complex).
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By associating the magnetic complexity with the Poynting flux, graphical representations of the
energy injection can be created to show any systematic variation that ARs of different Mt. Wilson
classification may have. This is covered in the first few sections of this Chapter using two different
temporal samplings. At first the Poynting flux over the whole lifetime of ARs is studied to search
for long term trends in energy injection and determine if any of the Poynting flux components
show a larger contribution for injection. Then, the daily energy accumulation is studied to match
the Poynting flux and Mt. Wilson class temporal sampling enriching the AR lifetime results. Fi-
nally, a study of the characteristic Poynting flux that is associated to changes in the magnetic
complexity will be presented, as the database enables tracking these changes and efficiently pair
this information with the integrated Poynting flux. This process allows for a better comprehension
of which processes are associated to the evolution of ARs as the Poynting flux components are
associated with two different types of energy injection (emergence and shearing).
Before breaking down the statistics of overall injection across Mt. Wilson class the next Sec-
tion start by introducing the dataset that is used to produce the results in this Chapter. Then, a
study exploring the different contributions given by the emergence and shearing components of
the Poynting flux across the whole dataset is presented. The following sections extend the anal-
ysis by profiling the Poynting flux values and accumulation in two different timescales of energy
accumulation being those the full AR lifetime and 24 hours. This way, the relative contributions
of emergence and shearing motions as well as the total energy injection can be more clearly seen
and understood for the different Mt. Wilson classes.
6.1 Introducing the dataset
As explained in Chapter 4, the entire dataset consists of the products derived from 81 different
HARP numbers from which each number hmi.sharp cea 720s data series contain the magnetic
field vector and metadata of over 122 NOAA designated ARs. The database combines the products
derived from the HMI magnetic field vectors such as velocity and Poynting flux maps with the
information in the SWPC SRS and Events reports for each AR in that is present in the HARP
image space. The images stored in the database amount to 1074001 different files and the entirety
of the data stored occupy close to 4 TB.
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As discussed in Chapter 2, defining a box for the HARP trying to isolate each AR is quite chal-
lenging given how dynamic the solar surface is, which results in some HARPs containing more
than one AR. This can lead to complications when trying to study properties of individual ARs
as the presence of different ARs in the same HARP image space makes it necessary to isolate the
contributions of each AR for each image. While not impossible, isolating each AR would not only
be time consuming but most importantly could create images of inconsistent sizes for the same
HARP number, this would make the images unsuitable for many feature tracking methods and
could severely affect the integrated products that are derived from the images.
Therefore not all the data available from the HARPs registered in the results database was deemed
suitable for producing the results featured in this Chapter. Only HARPs that contain one unique
NOAA are used here in order to avoid inconsistencies in the Poynting flux calculations and subse-
quent analysis. There are 51 HARPs that satisfied this “uniqueness” condition in the entire dataset,
which of course considerably reduces the number of HARPs used but it greatly improves the data
consistency. Then, the dataset used here has almost 7 times more regions than the dataset used to
produce the results in Chapter 5.
Although these results will have a certain statistical meaning offering a fair insight on the energy
injection of ARs they are only consistent solar observations covering a small fraction of the Sun
lifetime. Therefore, caution still needs to be taken when looking at these results in a broader
perspective (i.e., Sun as a star) as the data used is gathered around an incredibly small temporal
window in comparison to how old the Sun is. However, in comparison to the length of a solar
cycle, these results have a significant coverage being them particularly meaningful for Solar Cycle
24 which is the cycle these ARs are sampled from.
In Chapter 4, Figure 22 showed the frequency distribution of the Mt. Wilson classifications issued
for all NOAA ARs between 2012-2018 that guided the search for the ARs that would compose
the final dataset. Similarly, Figures 33 and 34 show the frequency distribution of the Mt. Wilson
classification for every region in the dataset that was used to produce the results in this Chapter,
already excluding HARPs that contain more than one NOAA region. Looking at the most complex
Mt. Wilson classification that was issued during the lifetime of each AR, Figure 33 shows the
share of the dataset covered by each classification. The most frequent classification is β (∼45%)
followed by α and βγδ (∼20% each), βγ (∼10%) and βδ (<5%).
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Most complex Mt. Wilson class issued per region
Figure 33: Frequency distribution of the most complex Mt. Wilson classification issued for each
region in the dataset.














Daily Mt. Wilson class distribution
Figure 34: Frequency distribution of every daily Mt. Wilson classification issued for each region
in the dataset.
Looking instead at the daily instances of each ARs Mt. Wilson class, Figure 34 illustrates that
the share of the dataset covered by each classification is α making up ∼45%, β being ∼35%, βγ
having ∼15%, βδ comprising <5%, and βγδ covering ∼ 5%. The share of entries on the database
for each Mt. Wilson classification then drops with complexity with a small increase for βγδ
regions. The differences observed in Figures 33 and 34 are just a reflection of the changes in
magnetic field complexity that can be observed over an AR lifetime. When the selection of ARs
that would compose the dataset took place the goal was to have a similar distribution as what was
generally observed by HMI. Figure 22 contains the frequency of all the Mt. Wilson classes from
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the beginning of the HMI era in 2012 to the beginning of the selection process in 2018. Figure 33
indicates that this goal was reasonably achieved and the dataset should provide a fairly accurate
representation of ARs as they appeared in Solar Cycle 24. A complete table containing basic
details of the ARs used in this Chapter can be found in Appendix A (Tables 10 and 11).
6.2 Overall energy share
It was found in Chapter 5 that for the 8 regions studied there the share of energy that was being
injected by emergence and shearing was essentially the same (i.e., a roughly 50:50 split). However,
two ARs displayed a difference of over 20% between the energy injected by the two components
(i.e., splits of 60:40 and 40:60). Figure 35 shows a box-and-whisker plot of the percentage of
the whole-lifetime energy accumulated by the emergence and shearing Poynting flux components
over all ARs in the dataset.
Box-and-whisker plots are a method commonly employed to show how a dataset is distributed
without assuming a distribution form. The coloured box is bounded on its lower edge by the
first quartile (Q1) and on its upper edge by the third quartile (Q3), meaning that it defines the
interquartile range (IQR) where the central half of the data points are located. The horizontal line
in the middle of the box is the second quartile (Q2) that is the median of the distribution. The lines
extending away from the IQR box are called whiskers, which (in this implementation) extend out
to 1.5 times the IQR. These whiskers cover almost all of the remaining data values, but any that
lie beyond the whiskers are known as outliers and are plot as individual data points.
The IQRs representing the share of the total energy accumulated via emergence (En; blue box) and
shearing (Et; orange box) show that there is a preference for the energy injection by emergence
because its whole IQR is above the 50% line. The median value is slightly larger for En (55%)
than Et (45%). However, the shearing Poynting flux component also injects a substantial amount
of energy mostly between 40 − 50% of the total and, in a few cases, even surpass the energy
injected by its emergence counterpart.
The outlier representing the case where the energy injected by emergence represents close to 80%
of the total was produced by NOAA 12340. Over its lifetime this region was no more complex
than a β Mt. Wilson classification and did not produce any flares. The energy accumulated via
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Figure 35: Box-and-whisker plot of the share of the lifetime-accumulated energy that was in-
jected by emergence (blue box) or shearing (orange box). The red line marks the point where the
contribution of the components are balanced (i.e., 50%).
emergence was 1.3 × 1031 erg which is almost one order of magnitude more than that injected by
shearing (3.2×1030 erg), resulting in a total injection of 1.6×1031 erg. Checking the magnetic field
of the region in a movie sequence, it becomes clear why there is such imbalance as there is clearly
more flux emergence taking place in the HARP image space than horizontal motions.
There are three other outliers where the share of energy injected through shearing represents more
than 60% of the total energy injected. Those correspond to NOAA regions 11643 (∼73% of
2.5×1031 erg), 12611 (∼65% of 3.5×1031 erg), and 12196 (∼64% of 4.1×1031 erg) that were issued
maximum Mt. Wilson classification over their lifetimes of β, β and α, respectively. Although
NOAA 11643 and 12611 produced flares, the flaring activity was rather modest as NOAA 11643
only produced a single B-class flare and NOAA 12611 produced 6 B-class and 1 C-class.
The share of energy introduced by emergence and shearing in Figure 35 shows that while emer-
gence generally injects more energy it is not completely dominant in the ARs, consistent with
what has been observed in case studies spread across the literature (e.g., Liu and Schuck, 2012;
Liu et al., 2014; Su et al., 2018). Also, even in the case here with the smallest injection of energy
through shearing, the amount of energy accumulated still corresponds to 3.2 × 1030 ergs.
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6.3 Energy injection as a function of Mt. Wilson class
The Poynting flux values distribution and range will be explored according to the ARs Mt. Wilson
class. This study is then divided into three different parts that make the use of box-and-whisker
plots to study the distributions of energy injection that are linked to the Mt. Wilson classification
of an AR. These consist of comparing:
i) the energy accumulation to the most complex Mt. Wilson classification an AR presents over
its lifetime;
ii) the daily energy accumulation to the daily Mt. Wilson classification of ARs;
iii) the daily energy accumulation to the 24-hour evolution in Mt. Wilson classification of ARs.
Comparing the Poynting flux with Mt. Wilson classification seems to be a quite straightforward
task as, in principle, analysis such as that made in the last Section with box-and-whisker plots can
offer a meaningful insight on the energy injection of ARs. However, Mt. Wilson classifications
are issued on a daily basis following observed changes in the magnetic field of a region.
If one is interested in investigating the relationship of energy injection and the most complex
morphology an AR exhibits over its lifetime (as explored in Section 6.3.1), the fact that the Mt.
Wilson classification is issued daily does not represent a problem. On the other hand, breaking
the analysis down to the daily Mt. Wilson classifications of an AR brings into question how to
match the daily SRS classification with the 120 observations the HMI produces every day with
12 min sampling. This will be described in more detail in Section 6.3.2 for day-by-day cases,
before Section 6.3.3 focuses on a similar analysis broken down into the specific evolutionary steps
between Mt. Wilson classes over 24 hours.
6.3.1 Analysis per most complex Mt. Wilson class issued over lifetime
In here the findings on how the energy behaves based on the most complex Mt. Wilson issued for
every region are discussed. Grouping the dataset as proposed, the 51 different regions in have the
following distribution: 9 α, 23 β, 6 βγ, 2 βδ, and 11 βγδ. While there are a good number of α, β,
and βγδ regions, the results featured here for βγ regions should be viewed with more caution as
there are only 6 of this maximum classification in the dataset. The results for βδ regions in this
Section are shown for completeness as there are only 2 regions with βδ as their most complex Mt.
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Wilson classification. In Section 6.3.2, where the daily-accumulated Poynting flux is used, more
entries will be available for every Mt. Wilson classification although the daily entries still come
from the same 51 regions.
The integrated Poynting flux over the HARP FOV is already registered in the results database for
every image. However, based on the discussions of Chapter 5, the integration over time series was
limited to images whose HARP centroids were between ±50◦ longitude to be sure of avoiding
disambiguation effects. Then, the ARs were grouped based on the most complex Mt. Wilson
classification that was issued in their lifetime. The top panel of Figure 36 shows box-and-whisker
plots with the energy accumulated through emergence (blue box) and shearing (orange box), as
well as their total (green box), across the different Mt. Wilson classifications. The bottom panel
of Figure 36 contains a second set of box-and-whisker plots displaying the share of total energy
that was accumulated through emergence (again in blue) and shearing (again in orange).
Comparing the energy accumulated over the whole lifetime of regions carry some biases as some
regions have more days worth of observation than others. Emerging or decaying regions, for exam-
ple, mostly have less days of observation and reach modest levels of magnetic complexity. Also,
regions with more magnetic field complexity tend to have larger lifetimes than its less complex
counterparts (see, e.g., Table 1 of van Driel-Gesztelyi and Green, 2015). This can then create a
bias that will mostly affect α and β ARs. That said, the top panel of Figure 36 shows a growing
trend in the interquartile ranges covered by the amount of energy accumulated by Mt. Wilson
class. The whiskers of the β regions are seen to approach the red line that marks no energy change
over the lifetime of the regions, although the smallest value for energy injection in the dataset is on
the order of 1031 erg. On this scale of a few days that cover the transit of the regions between ±50◦
heliographic longitude, out of the entire dataset, only NOAA region 11712, (β) ended up with a
negative value for the accumulated Poynting flux. Even in this specific case of NOAA 11712 the
share of the energy that was removed via emergence was close to what is observed in the global
median illustrated in Figure 35, reaching a value of ∼55% out of a total of −8.3 × 1029 erg.
The values of every median, obtained from the dataset, represented by the horizontal lines within
each interquartile box plot of Figure 36 are summarized in Table 7. The values for the medians
of the energy injection across both components and their total are seen to range between ∼9.3 ×
1031 erg and ∼1.7×1033 erg. The βδ regions displayed a slightly higher median of ∼1.8×1033 erg
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Figure 36: Top: Box-and-whisker plots of the lifetime-accumulated energy by emergence (blue)
and shearing (orange) and their total (green), grouped according to the most-complex Mt. Wilson
classification the ARs exhibited over their lifetime. The dashed red line indicates net zero change.
Bottom: Box-and-whisker plots of the share of total lifetime-accumulated energy that is injected
by emergence (blue) and shearing (orange), grouped according to the most-complex Mt. Wilson
classification the ARs exhibited over their lifetime. The dashed red line marks the point where the
contributions of the components are balanced.
for their total energy injection but, again, there are only two of them. Interestingly enough, the
differences between the median values across the different Mt. Wilson classes are within one order
of magnitude.
Surprisingly, β regions display a smaller median value across the two components and total energy
than their α counterparts. However, it must be taken into consideration that in this analysis ARs are
labelled based on their single most complex classification issued during their lifetime. Therefore,
an AR that spent most of its days as an α but one day as a βwould be considered βwhich may drive
the β group values down. The β regions also include the region that is represented by the highest
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Table 7: Median values from the box-and-whisker plots of lifetime-accumulated energy grouped
by lifetime-maximum Mt. Wilson classification in Figure 36.
Lifetime- Lifetime-Maximum
Accumulated Mt. Wilson Classification
Energy α β βγ βδ βγδ
En (erg) 2.48 × 1032 9.26 × 1031 2.79 × 1032 9.23 × 1032 8.47 × 1032
Et (erg) 2.41 × 1032 1.13 × 1032 1.90 × 1032 8.85 × 1032 7.49 × 1032
Es (erg) 4.97 × 1032 2.05 × 1032 4.44 × 1032 1.81 × 1033 1.67 × 1033
En (% of Es) 52% 53% 57% 51% 56%
Et (% of Es) 48% 47% 43% 49% 44%
energy outlier, which is NOAA 12546. This region displays an energy injection of 3.1 × 1033 erg
from emergence (En) and 3.8 × 1033 erg from shearing (Et) leading to 6.9 × 1033 erg in total (Es),
while it had a modest flaring activity over its lifetime of 11 B-class and 2 C-class flares. Notice
that three of the Es outliers are not displayed on the plotting area of Figure 36 as the axes were
formatted to favour the visualisation of the IQR boxes.
The share of energy injected by emergence and shearing in the bottom panel of Figure 36 is
observed to be distributed similarly to the results previously displayed in Figure 35 that combined
every Mt. Wilson class. In all cases, the median and IQR of the emergence contribution lies above
its shearing counterpart with only the β-most complex regions showing a slight overlap for their
IQRs. The En share increases from α (∼52%), through β (∼53%) to βγ (∼57%) and βγδ (∼56%).
For βδ-most-complex regions the difference between the components is much smaller with 51% of
the energy being injected by emergence. However, as said before, only two regions on the dataset
had βδ as their most complex Mt. Wilson class so this may be due its small sample size.
6.3.2 Analysis per daily Mt. Wilson classification issued
The second task of this section uses all the daily issued Mt. Wilson classification of the ARs life-
time they will be carried matching the daily issue with the HMI data in two different ways. At first
the data will be matched by its day stamp, which means that when the classification is issued at
midnight all the HMI data of that day will be associated with it (labeled here as 0→ 24). Another
option is to use associate the data in the 24 hours that preceded the classification being issued, al-
lowing us to observe how the energy injection behaved during the time that SWPC were collecting
data to decide the AR classification (labeled here as −24 → 0). Then, the energy accumulation is
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measured by summing the entries associated with each daily Mt. Wilson classification as defined
by the two different time windows. When considering the daily count of Mt. Wilson classes, the
sample sizes increase to 197 α, 168 β, 68 βγ, 13 βδ and 30 βγδ for a total of 476 individual days
over the 51 ARs. The daily Mt. Wilson classifications are then paired with the SHARP data in two
different ways being those: the 24 hours of SHARP data before the classification is issued and the
24 hours of SHARP data following the classification being issued.
Since the HMI data acquisition and processing is incredibly reliable, there are not many missing
data points in the data series to affect the calculation of daily energy accumulation. However, oc-
casional gaps can be found in the series most of which are caused by basic instrument maintenance
that includes calibration and maneuvering procedures. To produce the results of this Section, any
missing data was filled using local linear interpolation to ensure that the daily sums are compara-
ble. Also, as in the previous Section, any data from where the centroid of the HARP is beyond
±50◦ longitude are discarded. Although this ensures that the data is less prone to the influence of
disambiguation effects, it also creates an incomplete day record for the first and last days of the
series of each region. For example, if an AR centroid crosses −50◦ longitude at 16:00 the integra-
tion for that whole day will consist of the summation of only eight hours of injection (or removal).
This can result in two days with atypically low injection, simply because there are less entries
being summed. The first and last day of each series are thus also rejected from this dataset.
Figure 37 displays panels with the box-and-whisker plots of the daily-accumulated energies (top
row) and the share of this accumulated energy that was injected via emergence and shearing mo-
tions (bottom row) according to the Mt. Wilson class issued. Each column represents one of the
pairings between a day’s worth of HMI data and Mt. Wilson class as proposed before covering
−24 → 0 hours (left column) and 0 → 24 hours (right column) from the issuing time of the Mt.
Wilson class. Essentially Figure 37 provides the same analysis as Figure 36 but splits the data on
a different timescale. This has the added effect of increasing the sample size for all classifications.
Also, since the dataset is separated into daily entries, there are no biases in raw accumulated energy
due to longer-living ARs (that tend to coincide with ARs of more magnetic complexity).
Unlike what is observed in the top panel of lifetime Figure 36, the whiskers of most boxes in the
first row of daily Figure 37 are clearly seen to cross the red line that marks a net zero injection/re-
moval during a day. This means that, although over their observed lifetimes ARs do not usually
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Figure 37: Same as Figure 36, but for daily-accumulated energies. The left (right) column con-
tains the case for energy-accumulation over the 24 hours preceding (following) the Mt. Wilson
classification being issued.
have a net negative Poynting flux, on a day timescale this happens more often. However, with
the entirety of the IQRs of all the box plots covering positive values even on a daily sampling,
injection is still the norm (representing close to 90% of the cases over all the entries in this dataset
for both timescale association cases). The third quartiles of the boxes in the first row of Figure 37
show the most obvious variations between the different panels although the intervals covered by
both the IQRs and whiskers are remarkably alike.
As the sample size increases the number of outliers also expands, concentrating themselves over
the ARs with α and β designation as they represent the majority of the sample size. However,
looking at the daily entries it can be seen that the outliers almost exclusively happened in days
where a region was either evolving up or down from more complex classifications. It is also
important to keep in mind that the α designations, although being morphologically simple, often
have trailing plage that can have significant magnetic field through which flux can be injected.
The largest outlier in the set corresponds to the evolution of NOAA 12546 (HARP number 6558).
By the time NOAA 12546 saw this unusually large energy injection it was losing magnetic field
complexity, going from β to α, and the region had a significant size and polarity mixture with its
trailing plage. The outliers in the β classification are all due to regions that evolved up to or down
from more complex classifications.
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Table 8: Median values from the box-and-whisker plots of daily-accumulated energy grouped by
daily Mt. Wilson classification in Figure 37.
Daily- Time w.r.t. Daily-Issued
Accumulated Mt. Wilson Mt. Wilson Classification
Energy Issuing α β βγ βδ βγδ
En (erg) −24→ 0 2.59 × 1031 2.81 × 1031 8.24 × 1031 1.02 × 1032 1.44 × 1032
Et (erg) −24→ 0 2.44 × 1031 2.75 × 1031 7.18 × 1031 9.64 × 1031 1.06 × 1032
Es (erg) −24→ 0 5.17 × 1031 5.78 × 1031 1.62 × 1032 1.90 × 1032 2.64 × 1032
En (% of Es) −24→ 0 53% 49% 55% 55% 58%
Et (% of Es) −24→ 0 47% 51% 45% 45% 42%
En (erg) 0→ 24 2.44 × 1031 2.81 × 1031 8.35 × 1031 1.11 × 1032 1.24 × 1032
Et (erg) 0→ 24 2.01 × 1031 2.97 × 1031 7.31 × 1031 1.06 × 1032 8.89 × 1031
Es (erg) 0→ 24 4.54 × 1031 5.81 × 1031 1.64 × 1032 2.07 × 1032 1.72 × 1032
En (% of Es) 0→ 24 54% 48% 55% 50% 57%
Et (% of Es) 0→ 24 46% 52% 45% 50% 43%
The bottom row of Figure 37 shows some differences to what is observed looking at the lifetime
injection of energy in Figure 36. Although over the different Mt. Wilson classifications most of
the energy was still seen to be injected via emergence (as it was in Figure 36), the β regions on a
daily scale are seen to have more energy being injected by the shearing component. For all other
classifications the IQRs box-and-whisker plots show a slight growth in the share of energy that
was injected by emergence when considering more complex ARs. For βδ regions the medians
show a balanced contribution for the 0 → 24 hour association but not for the −24 → 0 hour case,
while the IQRs show that emergence plays a greater role in injecting energy. However, again,
these results only portray a small number of regions and have less statistical significance. Cases
where the share of energy is larger than 100% (all of which are outliers) come from ARs where
the two components have opposite signs, leading to one of the components being larger than the
total if their individual contributions are close in absolute magnitude.
Table 8, draws together the median values from the box-and-whisker plots of Figure 37, similar to
Table 7, but now for the two definitions of the 24-hour data-association window. Table 8 show that
the medians for the daily energy injection mostly grow with complexity and the difference between
their lowest and highest values across the two components and their total is within one order of
magnitude, as was observed in Section 6.3.1 for the lifetime sampling. Some ARs can see a larger
imbalance between the total energy injected/removed via emergence or shearing. However, the
medians of the distributions do not stray far from 50%, as can be seen in Table 8.
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Comparing the columns of Figure 37, it is immediately possible to notice that the whiskers cover
slightly different intervals, as expected since they represent energy accumulation being integrated
over a shifted time period. However, the lack of an obvious difference in the IQRs or medi-
ans between the results portrayed in the two columns of Figure 37 may be an indication that the
timescales of changes in energy injection that may be characteristic to any Mt. Wilson classifica-
tion is more on the order of several days. This is consistent with previous works that show that ARs
don’t evolve significantly on a one-day timescale (c.f., McCloskey et al., 2016). This is further
backed up by the number of daily entries that saw a change in Mt. Wilson classification in relation
to the day before, which is 144 out of 501 showing that in more than 70% of the observations the
classification remained stable. Thus, in the next Section the differences in energy accumulation
that follow the evolution in Mt. Wilson classification is investigated to better understand if there
are manifestations of energy injection linked to changes in Mt. Wilson class.
6.3.3 Poynting flux and the daily changes in Mt. Wilson class
It is also possible with this dataset to map the changes in Mt. Wilson class and compare the
energy accumulation when the ARs are transitioning between classifications or remaining the
same. Figure 38 shows how the daily-integrated Poynting flux values are distributed for regions
when separated according to their assigned Mt. Wilson classification on a given day and what
classification they receive on the next day. The column title indicates the starting classification
of the ARs and the labels along the x-axis indicate the classifications that those ARs received at
the start of the day following the energy accumulation. Additionally, it is important to keep in
mind that only about a third of the daily entries show changes between days which undermines
the statistical significance of some results, while some evolutionary changes did not have enough
entries to create a box-and-whisker plot. However, the results here still offer indications of general
trends that may later pave the way for further exploration considering all ARs in a whole solar
cycle.
The left column in Figure 38 shows that the median values of energy injection for regions that
kept their α designation and regions that evolved from α to β are not far apart but, surprisingly, the
regions that kept their α designation displayed a slightly larger energy flux. The IQRs extend over
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Figure 38: Same as Figure 36, but with the ARs separated into panel columns according to their daily starting Mt. Wilson classifications. In each panel the
x-axis now displays the Mt. Wilson classification that the ARs subsequently evolve into at the end of the 24 hours that energy was accumulated over.
113
CHAPTER 6. DIFFERENCES IN POYNTING FLUX BEHAVIOUR BETWEEN MT.
WILSON CLASSIFICATIONS
datapoints were used to make the boxplots their range might be extended. The bottom left panel of
Figure 38 shows that the share of energy that is injected via emergence is predominant in regions
that evolved to β which makes sense as this change in classification involves the emergence of a
substantial amount of flux to strengthen the previously spotless polarity.
The Poynting flux of regions that started the day as β (second column from the left of Figure 38)
see the intervals covered by the IQRs and their median values increasing following the evolution
portrayed in the x-axis. Although the median value of Es is similar for the regions that stayed as β
and those that evolved to βγ, the emergence term is significantly more predominant in the regions
that evolved upwards. This may at first be seen as an indication that the mixture of different
polarities observed in βγ regions may build-up more through the emergence of new magnetic
bipole structures than from the increased spatial mixing of existing ones.
Regions that started as βγ see a clear increase in their accumulated energy, median values and IQRs
with evolving upwards to βγδ and decreasing values with evolving downwards to β. Regions that
change from βγ to βγδ see an emergence of a delta spot in one of its polarities and seven different
observations showed such change. It may be overly optimistic to state that this evolution is well
represented, but the results in Figure 38 show that the majority of the energy for those regions is
injected via emergence (as in Equation 3.16). Delta spots are small when compared to the total
area of the spot and their contribution would be quite localized in the HARP image space often
competing to the emergence of flux of opposite polarities that would be surrounding it.
Finally, for the regions that started as βγδ Figure 38 displays only two evolution cases, those being
the regions that kept their βγδ designation and regions that evolved downwards into βγ (there was
only one βγδ → β evolution observed). Regions that kept their βγδ designation display more
energy flux than the regions that devolved and most of this energy injection was performed by
the emergence Poynting flux. The regions that evolved downwards into βγ typically have a larger
share of their energy being injected by the shearing Poynting flux (shown by the median values)
although the difference in the contributions of the two Poynting flux components is not as evident
as the case of the regions that kept their βγδ designation, with significant overlap in the two energy
component IQRs of those evolving from βγδ to βγ.
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6.4 Discussion
As the results from Chapter 5 suggested, along with results in the literature (e.g., Liu and Schuck,
2012; Liu et al., 2014; Welsch, 2015; Su et al., 2018), a larger share of the energy being injected
at the photospheric level is associated to the emergence Poynting flux (S⊥n). When looking over
the lifetime of ARs portrayed in the box-and-whisker plots of Figures 35, the entire IQR of the
emergence component energy is located above the line that marks 50% of the total energy injected.
This shows that for the vast majority of the dataset (i.e., >75%) the energy injection was dominated
by emergence. However, as the range covered by the whiskers and the outliers in Figure 35 show,
there are also a minority of regions where the shearing Poynting flux injected a larger share of the
energy. An example of this behaviour is NOAA 11283 studied by Romano et al. (2015) that had
for most of its lifetime the shearing Poynting flux creating most of the energy injection.
Grouping ARs by their most-complex Mt. Wilson classifications, the median values for the share
of total energy injected by emergence can be as large as 58%, observed for ARs with maximum
complexity of βγδ in the −24 → 0 association (meaning that energies were accumulated over the
24 hours prior to the issuing of the Mt. Wilson classifications, see Table 8). However, the intervals
covered by the IQRs in the top panels of Figures 36 and 37 show that, despite the leading role of
emergence, both Poynting flux components inject a substantial amount of energy in ARs.
Curiously, on a daily timescale β regions are observed to have most of their energy being injected
by shearing that can be seen in the bottom panel of Figure 37. There the box-and-whisker plots
show that the shearing Poynting flux becomes more relevant for the total energy injection, with
a difference of 2% (−24 → 0) and 4% (0 → 24) between the medians for the two components.
This change in behaviour when looking at a different time scale is also a consequence of the
regions being labelled based on their most complex Mt. Wilson class when looking at the lifetime
injection. Then, as mentioned before, even if a region spent the majority of its lifetime as an α only
the most complex classification issued is considered. This may seem at first not to be in agreement
with what is presented by Liu et al. (2014) as, out of the 28 regions studied by that author, 23 are β
regions and the emergence Poynting flux accounts for ∼56% of the total energy injected. However,
Liu et al. look specifically into emerging regions while here the data set is more diverse to try and
sample what was observed by HMI through Solar Cycle 24. This difference in selecting the ARs
makes the differences in the findings understandable.
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The interval covered by the whiskers in Figures 36 and 37 show that the Poynting flux emergence
component is more likely to be observed playing a leading role in the energy dynamics for any
classification. Also, the box-and-whisker plots show that when energy removal takes place it is
mostly associated with shearing and only very rarely is energy removed by emergence. A rather
interesting behaviour of energy dynamics can be seen in the four regions studied by Bi et al. (2018)
as for the majority of the ARs lifetimes the two Poynting flux components are seen to be working
together to inject or remove energy. Also, these four regions studied by Bi et al. (2018) generally
see more energy being injected or removed by the shearing. However, their Poynting flux was
measured over a specific part of the image space covering a structure of negative polarity.
On a timescale of several hours or days, the Poynting flux is mostly net positive within the HARP
image space. This can be clearly observed in the box-and-whisker plots in the top row of Fig-
ures 36 and 37 as only the lower whiskers are sometimes observed to cross the dashed red line
that marks zero. As the accumulation time becomes shorter, more incidences of negative energy
changes are observed over the whole HARP image space. However, considering the energy over
the whole observed transit of the regions, only in one case did the data series end with net negative
total energy. This was the case for NOAA 11712 and it comes with little surprise as this region is
clearly observed to decay during its transit. NOAA 11283 that was studied by Romano et al. (2015)
is also a good example of a region that ended up with a net removal of energy. However, unlike
NOAA 11712 here, NOAA 11283 produced recurrent M- and X-class flares and CMEs.
The results across the different temporal samplings that are displayed in Figures 36 (whole AR
lifetimes) and 37 (individual days) show that more complex regions are more likely to present
larger values for the accumulated energy via Poynting flux. This can be quickly assessed by
comparing the energy ranges covered by the different box-and-whisker plots, as well as the median
values presented in Tables 7 and 8, where there is a clear upward progression in values as the Mt.
Wilson complexity increases. Although there is an increase, the differences between all of the
medians stay mostly within one order of magnitude even when comparing the least complex (α)
and most complex (βγδ) distributions. The median total energy accumulation values for βδ regions
were seen to be the largest among the different Mt. Wilson classes for one of the data association
timescales (0→ 24 hours), but those results are treated with scepticism as the number of ARs that
fall into that category is simply not enough to be considered statistically relevant.
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Some regions that were classified as α and β produced outliers that seem oddly large when com-
pared to their median value. However, even though this may be initially considered strange, there
are a few relevant considerations about this. First, as discussed before, most of the regions that
produced the outliers were evolving upwards to or evolving downwards from more complex clas-
sifications. Also, just because α and β regions show on average smaller values of Poynting flux
when compared to their more complex counterparts it does not mean that they cannot display a
strong energy influx and these regions can and are known to produce significant energetic events.
Finally, and most importantly, there is no coverage of the whole solar surface and the disam-
biguation effects prevent any accurate assessment of field at greater longitudes. Then, it is almost
impossible to track an AR from emergence to decay meaning that the effects of energy injection
or removal may not be fully observed and connected to changes in AR classification or energetic
events that the AR may produce, as these may take place days after the energy rise or is removed
from the photosphere.
Although the AR sampling did not allow Figure 38 to represent all the viable transitions that can
occur between the different Mt. Wilson classifications as ARs evolve, the results can be quite
insightful. First, the top row of Figure 38 shows that there is generally an increase in the energy
values as regions are evolving into more complex classifications. This progression in the energy
values covered by the IQRs and whiskers is neatly portrayed in the panels covering the regions
that started as β and βγ (second and third columns) as they cover the three cases of evolving down
in complexity, remaining the same, and evolving up in complexity. The exception to this can be
seen in the panel that contains the regions that started as α, as the box-and-whisker plots from
the regions that kept their α designation show that these ARs had more energy injection then the
regions that evolved into β. Again, this can be a tricky assessment because regions with an α des-
ignation can still have a significant amount of opposite flux in their trailing plage, essentially being
a bipole, but without a spot showing in the continuum they will not receive a β designation.
Having a better knowledge on the specific energy accumulation associated to changes in Mt. Wil-
son class could be useful to predict solar activity, as indicated in McCloskey et al. (2016) where the
connection between flares and changes in AR McIntosh classifications were explored. The authors
found that regions that had an upward evolution showed larger flaring rates while regions that had
a downward evolution see lower flaring rates in the day that followed the evolution. Although in
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McCloskey et al. (2016) the McIntosh class is used to classify the ARs according to their white-
light structural complexity and this information is used to associate AR evolution with flares, the
McIntosh and Mt. Wilson classes can be mapped to each other making them interchangeable to
a certain degree. Since there are considerably more possible McIntosh classifications than Mt.
Wilson classifications a much larger dataset would be needed to have enough samples to explore
the energy injection for the McIntosh classes as it has been performed here for Mt. Wilson.
The results presented by McCloskey et al. (2016) can be considered to be the end result of what
is found here for energy injection. The easiest case to illustrate this with are regions starting
as βγ in the top row of Figure 38. For those βγ regions evolving down to β, their reduction in
magnetic polarity mixing comes with reduced energy injection (compared to those βγ regions that
remained as βγ) that will provide less energy to produce flares on subsequent days. The inverse
is also clearly seen, where βγ regions that evolve into βγδ regions have significantly larger energy
injection than their non-evolving counterparts. This in turn provides them with additional energy
to produce flares in subsequent days, so long as the energy injection adds to the non-potentiality
of the region. However, this is expected for the development of a δ-spot because of the strong
magnetic shear and twist that these structures display (e.g., Toriumi and Takasao, 2017).
The bottom row of Figure 38 show that there are different energy processes involved in how regions
evolve. In all cases where regions evolve to a more complex classification the box-and-whisker
plots across the different panels show that the energy is predominantly injected via emergence.
The opposite also can be observed when regions evolve to a less complex classification, where
the median values indicate that shearing becomes the leading energy injection process. However,
checking the raw energies in the top panel shows that the IQRs for this injection remain smaller
in magnitude than their counterparts in the non-evolving cases. As mentioned before, this also is
in good agreement with the emerging ARs in Liu et al. (2014) as their evolution into (mostly) β




Poynting flux behaviour and flare
activity level
This Chapter will study the relation between energy injection in ARs and their flaring activity,
both grouped according to their activity and also individually for the most extreme cases. The
ARs used are the same ARs featured in Chapter 6 only this time the focus is on flaring activity
obtained from the SWPC Events records. The list of all ARs used in this work can be found in
Appendix A. Then, in this Chapter it is explored how the Poynting flux values change according
to the flare class and if there are any manifestations of energy injection that are characteristic of
these events.
Continuing on from Chapter 6, throughout this Chapter the timescale used to accumulate energy
is the period where the ARs are between −50◦ and +50◦ longitude. However, since flares are
produced from the free energy of ARs after some period of storage, the flare information used
in here is gathered from −50◦ to +90◦ longitude (i.e., starting at the same eastern longitude but
extending beyond the western-most point of energy accumulation). This was chosen because
flares occurring before −50◦ longitude are unrelated to the energy injection after this point, while
the energy injected before +50◦ longitude may be stored and later released as the AR approaches
the western limb.
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This Chapter then starts by studying the value distribution of the lifetime-accumulated energies
of ARs grouped by the maximum flare activity attributed to every HARP after its centroid passes
the −50◦ mark following the SWPC Events records (Section 7.1). The goal of this section is to
investigate how the manifestations of energy injection are related to flares. Unlike Chapter 6, not
every option for temporal sampling will be considered as the previous results suggest that there is
not a significant difference between the conclusions that can be obtained for the different temporal
samplings. Also, there is no need to pair the flare time with the HMI sampling as each event is
unique. Section 7.2 presents a detailed look at the ARs that produced the most intense flares (i.e.,
M- and X-class). Then those regions will be compared to verify if there are any similarities in
their pre-flare energy dynamics as observed for NOAA 12443 and 12644 in Chapter 5. Section 7.3
investigates the lifetime-accumulated energies of ARs as a function of their lifetime-accumulated
flaring activity. By effectively translating the flare class into a number it can then be more objec-
tively compared with the energy injection in an case-by-case basis.
Before presenting and discussing the results there are a few considerations of general importance
for this Chapter. As this study has its objective centred around understanding general aspects of
energy injection for ARs and its connection to flares, other energetic activities such as CMEs were
disregarded here. One example of the consequences of accounting for other energetic activities is
that the regions that are grouped as ‘not flaring’ may have produced significant energy releases of
a different nature. Then, the reader should not treat the non-flaring label as a sign of no activity.
This leaves the opportunity for further work to be carried on in these regions as the database was
designed to facilitate the addition of new content. New products derived from ARs (e.g., CME
activity or magnetic helicity) can simply be added by creating a new results database table and
connecting it to the central database table that contains the basic information of each AR.
7.1 Energy accumulation and maximum flare level produced
Considering the 51 HARPs in the dataset that contain only one NOAA region, 28 of those produced
either no flares or up-to-and-including B-class flares, 16 had their maximum flare level as C-class,
and 8 produced M- and X-class flares. This counts any activity that was reported in the SWPC
Events files starting from the time the HARP centroid passed −50◦ longitude. A- and B-class flares
were grouped together because they have incomplete readings over the solar cycle. This happens
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Figure 39: Top: Box-and-whisker plots of the lifetime-accumulated energy by emergence (blue)
and shearing (orange) and their total (green), grouped according to the maximum GOES flare
class the ARs exhibited over their lifetime. The dashed red line indicates net zero change. Bot-
tom: Box-and-whisker plots of the share of total lifetime-accumulated energy that is injected by
emergence (blue) and shearing (orange), grouped according to the maximum GOES flare class the
ARs exhibited over their lifetime. The dashed red line marks the point where the contributions of
the components are balanced.
because the background soft X-ray flux level varies through the solar cycle, rising up to high B-
class or even low C-class level around the solar maximum making it impossible to observe these
flares. Also, to make a box plot it is necessary to have at least 5 points and although algorithms can
be forced to produce results for a smaller set it puts their statistical significance in check. Then for
this section the regions that produced M- and X-class flares will also be grouped together.
The top panel of Figure 39 contains a box-and-whisker plot of the lifetime accumulated energy
for every region in the dataset grouped according to the most intense flare activity they produced
from −50◦ to +90◦ longitude. The value of every median, marked by the horizontal black lines
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Table 9: Median values from the box-and-whisker plots of daily-accumulated energy grouped by
maximum GOES flare class in Figure 39.
Lifetime- Maximum GOES Flare Class Produced
Accumulated (−50◦ → +90◦ longitude)
Energy Up to and incl. B C M and X
En (erg) 1.98 × 1032 3.01 × 1032 1.08 × 1033
Et (erg) 1.49 × 1032 2.57 × 1032 7.88 × 1032
Es (erg) 3.53 × 1032 5.42 × 1032 1.86 × 1033
En (% of Es) 53% 51% 57%
Et (% of Es) 47% 49% 43%
inside the IQR boxes, can be found in Table 9. The IQRs and medians show a clear progression
of increasing values with increasing maximum flare activity, observed across energy accumulated
via the emergence (blue box) and shearing (orange box) components of the Poynting flux and also
their total (green box). The value of the medians increase significantly with the flaring level and
the energy injected across both components and their total mostly stays within the same order of
magnitude. This behaviour is similar to what was observed in Chapter 6 (Figures 36 and 37) when
the regions were grouped based on their Mt. Wilson class. This similarity is not quite a surprise
as all of the 8 regions that produced the M- and X-class flares were issued a βγδ classification at
least once over their daily Mt. Wilson classifications.
The lower panel of Figure 39 provides box-and-whisker plots of the percentage share of total
energy accumulated via emergence (blue box) and shearing (orange box) distributed among the
regions again grouped by maximum flaring level, with their median values also provided in Ta-
ble 9. The regions that produced up to and including B-class flares saw in the vast majority of
cases (i.e., 75%) more energy being injected via emergence (since the IQRs for emergence and
shearing touch at the 1st and 3rd quartiles, respectively). In contrast to this, the C-class maximum
group shows completely overlapping IQRs, although the emergence median lies slightly higher
than that for shearing. The highest imbalance between the energy injection components occurs for
the most extreme flaring group of M- and X-class producing regions for this grouping.
It is at first surprising that the regions that fall into the extreme ends of the grouping (up to B-
class and up to X-class) in Figure 39 have most of their energy being injected by emergence while
the group in between (Up to C-class) sees almost a perfect balance between the contributions
for emergence and shear to the Poynting flux. However, regions that have their full emergence
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capture by the HARP series see a whole magnetic structure emerging, which will then result in a
larger share of En. Some regions like NOAA 12644 or 12673 that were observed to fully emerge
and a few days after their full emergence triggered significant flare activity however, this sort of
observation is a rather rare find. Most regions that are seen to emerge do not produce this sort of
activity although they will also have a relatively high share of En.
One outlier in the regions that produced a maximum of C-class flaring displays an energy injection
that is even above the highest observed for any of the regions that produced M- and X-class flares.
However, considering the energy release estimations for flares (e.g.,see Maehara et al., 2012) most
of the 51 regions in the dataset had enough energy injected to produce these events which suggests
that energy injection alone may not be sufficient to classify regions into flaring and non-flaring.
Additionally, and probably most importantly, these calculations do not show which portion of the
injected energy is ‘free energy’ that can be released in energetic events. Finally, HMI observations
only cover one side of the Sun meaning that, unless they are seen to decay before rotating over the
Western limb, there is no way to tell if they produced a flare later on in their lifetimes unless one is
fortunate enough to find a record of it from the STEREO (Kaiser et al., 2008) mission. However,
these would not be equivalent records to the GOES flares used here because there are no soft X-ray
instruments on either STEREO spacecraft.
7.2 A closer look at the M- and X-class flaring regions
In Chapter 5, both NOAA 12443 and 12644 displayed an interesting surge in their Poynting flux
components before their M- and X-class flares took place. Although other regions studied in the
literature don’t necessarily share this behaviour, it was deemed interesting enough to investigate
how often any similarities can be observed in the Poynting flux time series in the complete dataset
days leading to M- and X-class flares. This section focuses on the time series of the eight regions
that produced M- and X-class flares after their HARP centroids passed −50◦ longitude. From
these 8 regions only 6 produced their M-/X-class flares while located within ±50◦ longitude. The
two regions that produced their flares after 50◦ longitude are still considered in this study as a
significant part of their evolution that precedes the flare activity is covered. The evolution of
Poynting flux integrated over the entire HARP FOV of these 8 regions is displayed in Figure 40,
with the red vertical lines marking the times where M- (dotted) and X-class (dashed) flares took
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Figure 40: Evolution of energy injection via Poynting flux for NOAA regions 11654, 11748,
11968, 12253, 12257, 12443, 12644 and 12673. The blue, green and orange curves represent,
the energy injected via the emergence, shearing and total Poynting flux, respectively. The red
vertical lines represent the moment where the M- (dotted lines) and X-class (dashed lines) flares
took place.
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place. A rolling average with a centred 24-hour window was applied to each of these time series
to smooth out the effects introduced by the HMI orbital period which creates a data loss of half a
day at each end of the plot.
Surges in the Poynting flux akin to what was observed for NOAA regions 12443 and 12644 in
Chapter 5 (Also in Figure 40) is not consistently observed for this subset of ARs illustrated in
Figure 40. Even in this rather small set it is possible to observe how diverse the trend in AR energy
injection is both before and after a flare takes place. The first surge in Energy levels observed for
NOAA 12673 and NOAA 12644 are actually similar as it is a reflection of the spot emergence
and structure formation. This result comes with little surprise because these are both emergent
regions. However, their energy evolution show something interesting as both regions flared after
a steep climb in their Poynting flux values showing that ARs can quickly after emergence gather
enough energy to produce even X-class flares.
All the ARs in Figure 40 are in good agreement with what is shown in the bottom panel of Fig-
ure 39 where the energy injected by emergence is observed to be generally larger than its shearing
counterpart and positive at almost all times. The shearing Poynting flux is observed to surpass
the injection produced by emergence towards the end of the data series for NOAA regions 11654,
11748, 12253, 12257, 12443 and 12573.
It must be considered that although Figure 40 covers several days of AR energy injection, the
analysis narrows down to the M- and X-class events. Then any flares that are C-class or lower
and CMEs are not shown in the panels, as trying to look at every event may render the analysis
fruitless due to a dense concentration of events in a short time interval. The uniqueness of the
energy evolution displayed by each AR also does not come as a big surprise given that the ARs
themselves can be quite unique in their morphology, size and evolution. However, the energy
levels seen in these 8 regions are remarkably larger than what is observed in the rest of the dataset.
It can be noticed that the total energy injected every 12 min in these ARs is mostly above 1030 erg.
The exception is NOAA 11748, whose values were on the order of 1029 erg while also showing a
considerable energy removal via shearing Poynting flux in the first day registered in its data series.
Interestingly enough, all 8 regions considered here had βγδ as their most complex Mt. Wilson
class over their lifetimes. During their evolution, the changes in the total energy injection mostly
stays within the same order of magnitude after the ARs have first emerged.
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7.3 Relationship between lifetime-accumulated energy and lifetime-
accumulated flare index
In the previous Sections of this Chapter, ARs were grouped according to the largest magnitude
flare they produced after the start of the energy accumulation window. The grouping of these ARs
was based on the GOES flare class (i.e., the soft X-ray flux order of magnitude), but the class by
itself draws a limited picture of these events. Consider an example of two ARs that produce a C9.9
and M1.0 as their largest flares over their respective lifetimes. These ARs would not be grouped
together based only on their class, even though the peak X-ray flux of their largest flares are almost
the same. In this Section, the energy accumulated via Poynting flux will be studied considering all
flaring activity that the ARs produced after the start of the energy accumulation window.
To account for all flaring activity that ARs produce, the soft X-ray flare index (first devised by
Antalova, 1996) is used in the form (Joshi and Joshi, 2004),
FISXR = 0.01 ×
∑
nA
mA + 0.1 ×
∑
nB
mB + 1 ×
∑
nC
mC + 10 ×
∑
nM




where mA−X are the GOES-class multipliers that define the peak flux of each flare and nA−X signify
the summation over all flares of that GOES class that an AR produced. For example, in this
formulation a single M5.0 flare will account for a contribution of 50 to the overall flare index.
Then, all the activity produced by an AR after its HARP centroid passed −50◦ longitude is summed
using Equation 7.1 and compared to the energy accumulated by that AR between ±50◦ longitude.
The top panel of Figure 41 presents a scatter plot between the accumulated flare index and the
energy accumulated by the emergence (blue) and shearing (orange) components of the Poynting
flux and their total (green), while the bottom panel of Figure 41 then presents the share of the total
energy that was injected by emergence (blue) and shearing (orange).
From the top panel of Figure 41 it is immediately obvious that all of the flaring ARs, regardless of
how small their flare index was, are net positive over the lifetime of all regions. The distribution of
the data points over the plot area suggest that there is a weak correlation between the accumulated
flare index and the energy injected. In the bottom panel of Figure 41 it can be seen that all
ARs with FISXR larger than ∼30 show a clear dominance of energy injection via emergence over
their lifetimes as those En data points are consistently above the 50% line. Those data points
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Figure 41: Top panel: Scatter plots of the lifetime-accumulated energy injected by emergence
(blue) and shearing (orange) and their total (green) against the accumulated soft X-ray flare index
of every region. The dashed red line indicates net zero change. Bottom panel: Scatter plots of the
share of the lifetime-accumulated total energy that is injected by emergence (blue) and shearing
(orange) the accumulated soft X-ray flare index of every region. The dashed red line marks the
point where the contributions of the components are balanced.
with FISXR > 30 are, in fact, the same eight ARs whose time series were portrayed in detail in
Figure 40. In contrast, ARs with FISXR < 30 show a considerably more mixed picture in terms
of the largest share of energy being due to emergence in some cases and shearing in others with
some tendency to more energy being injected by emergence for FISXR < 3.
7.4 Discussion
In this Chapter the results are produced based on the energy injection of 51 different ARs. The
results cover a remarkable amount of the whole period that these ARs were observed on the disk
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while still ensuring that the results are as free as they can be from the disambiguation problems
related to the magnetic field measurements. This coverage is unique in the literature, as other
works that have studied the Poynting flux in ARs mostly consist of case studies covering only
a few hours (e.g., Aschwanden et al., 2014; Bi et al., 2018) or a couple of days (e.g., Liu and
Schuck, 2012; Romano et al., 2015; Su et al., 2018) around the time the main flare/CME activity
took place. This Chapter contributes to the existing knowledge with an extensive profiling of
energy accumulation via Poynting flux in ARs with different levels of flare activity. Also, as ARs
were selected to provide an accurate sample of the ARs that were observed in Solar Cycle 24, the
results should approach a more general description. It is important to keep in mind though, any
CMEs that these ARs produced are not taken into consideration, although the results database was
designed in a way that facilitates a CME-specific table being added later for future studies.
When comparing the behaviour of 3 regions of different flaring activity to 5 non-flaring regions in
Chapter 5, it remained unclear if the Poynting flux had any characteristic values or timescales that
depended upon the AR activity. Also, it was proposed to verify if the surge in Poynting flux values
observed pior to M-class flares in NOAA regions 12644 and 12443 present for other ARs. In this
Chapter, Figures 39-41 were then created in an attempt to answer these questions making the best
use of the available data while avoiding known sources of uncertainty, such as the HMI magnetic
field disambiguation effects that were discussed before.
Figure 39 and Table 9 show that the lifetime-accumulated energy injection created by both Poynt-
ing flux components and their total is generally larger as the ARs display more intense flaring
activity. This can be quickly verified by comparing the extent of the 3 IQRs and whiskers that
have increased values with increasing level of activity, similar to what was observed in Chapter 6
when the ARs were grouped according to their Mt. Wilson classification. Although the differences
in the median stay within one order of magnitude, the regions that produced the M- and X-class
flares clearly stand out from the other two groups (i.e., regions that produced up to and including
B-class flares and at maximum C-class flares). The large difference in the energy values observed
in the regions that produced the most intense flares may, at first, strongly suggest that there is a
characteristic level of energy injection for regions that produce such events.
A larger predominance of energy being injected by emergence as the level of activity exhibited
by an AR increases can be noticed over the dataset. However, the total energy injected does
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not stray more than 7% from a balanced contribution between the two components. The ARs
that produced M- and X-class flares have in all the cases most of their energy injected by the
emergence component of Poynting flux (bottom panel of Figure 39). Interestingly enough, regions
that produced up to and including B-class flares also display most of their energy being injected by
emergence. As this group has the largest share of emergent regions in the dataset it is not a surprise
that their energy injection is dominated by the emergence Poynting flux component. A ‘proxy’
comparison for this group can then be made with what is reported in Liu et al. (2014) who studied
helicity changes in 28 different ARs. Liu et al. (2014) show that the helicity injection for emergent
regions has 56% of its total injected by its emergence component which, similarly to En, depends
on both v⊥n and Bt. Interestingly enough, the largest median in the share of energy injected by
emergence was observed in those regions that produced M- and X-class flares (En ≈ 57% of Es)
even though only one of those regions was an emergent region.
In Chapter 5 both NOAA regions 12644 and 12443 produced their M-class flares while their
Poynting flux gradient was positive even thought the timescale of the upward trend was different
for the two regions. Such a pre-flare build up cannot be seen in the other ARs with the possible
exception of NOAA 12673. This region displays strong growth during its initial emergence and
spot formation that lasted for almost two days before the first two M-class flares took place. This
was followed by a surge that lasted over almost a whole day before the series of M- and X-class
flares, and another smaller surge before a final M-class flare. The last flare produced by NOAA
12673 happened when the values of energy injection were declining.
In Bi et al. (2018), where the Poynting flux of four different regions is compared, it is also not
possible to identify a shared pre-flare behaviour. However, the observations in Bi et al. (2018)
cover only a couple of hours looking at a specific structure in the image space which the author
identify as being the footpoints of the flaring loops. In Romano et al. (2015), NOAA 11283
produced a series of M- and X-class flares and was shown (over most of the hours they focused
on) to have an energy injection dominated by the shearing term, which is unlike any of the ARs in
Figure 40.
There seems to be a weak correlation between the soft X-ray flare index (FISXR) and energy in-
jection in Figure 41. The 8 ARs with the largest FISXR (also in Figure 40) show a clear preference
for emergence in their energy injection. However, some of the other regions stand out by showing
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Figure 42: Magnetograms of NOAA regions 12546 (left; 2016-05-15), 12665 (centre; 2017-07-
10), and 12673 (right; 2017-09-03). The regions were close to the disk centre at the time those
images were produced. Source: LMSAL.
rather large lifetime-accumulated energies even though these did not translate into large FISXR.
The three largest energy accumulations are observed for NOAA regions 12546 (highest total en-
ergy), 12665, and 12673 (highest FISXR). Magnetograms of those regions taken when they were
located close to the disk centre can be found in Figure 42.
NOAA 12546 (left panel of Figure 42) was observed on the disk from 2016-05-15 and consisted
of a main spot with a strong opposite-polarity trailing plage. The evolution of NOAA 12546
was recently studied by Murabito et al. (2020) who found that that the region had a horizontal
plasma velocity close to 1 km s−1 close to regions of where flux emergence was taking place.
The strong horizontal motions reported by the authors come with little surprise given that NOAA
12546 was one of the few regions where its share of lifetime-accumulated energy was dominated
by the shearing component of the Poynting flux. A corresponding AR (NOAA 12553) to NOAA
12546 was observed half a solar rotation (∼ 2016-06-12) after NOAA 12546 disappeared in the
Western limb showing that the region had a long lifetime. Altogether these findings makes one
wonder if its flare index would change considerably if its activity could be tracked for an extended
period of time.
NOAA 12665 (centre panel of Figure 42) was observed on the disk from 2017-07-06. Its flare
index in Figure 41 is also observed to be relatively low compared to its accumulated energy.
The calculation of NOAA 12665 flare index did miss some of the events it produced (including an
M1.4 flare) as these took place before the −50◦ longitude mark, although they would have been the
result of energy injection from before the period used here. Wang et al. (2020) conducted a study
of small-scale flux emergence in NOAA 12665 using the near-infrared imaging spectropolarimeter
(NIRIS) finding signatures of energetic events such as Ellerman bombs (micro solar flares).
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NOAA 12673 (right panel of Figure 42) was observed on the disk since its emergence that started
on 2017-08-29 and is the region with the largest flare index in Figure 41. Furthermore, this region
has its complete accumulated energy time series represented in Figure 40. This is an emergent
region that quickly rose in energy and produced a series of intense flares, which took place while
the region was close to disk centre. With such an unique set of features, it is not a surprise that a
number of studies about the evolution of this region can be found in the literature. Verma (2018)
specifically looks into how strong shearing flows in NOAA 12673 caused the existing spot to
merge with the trailing structure. The strong horizontal motions within the main spot area were
also studied by Romano et al. (2019), showing that during the flare the horizontal velocities in
the main spot structure caused the null point height to vary in time which could have created
favourable conditions for the X9.7 flare to take place. Despite these remarkable shearing motions
that were studied in great detail by such authors, Figure 41 here shows that slightly less than 60%
of this AR’s energy was injected by emergence, although the 40% due to shearing does amount
to ∼2 × 1033 erg. A closer look into the emergence of new flux and changes in the morphology
of NOAA 12673 around this flaring activity can be found in Li et al. (2019), which neatly portray
how quickly the spot and penumbral area increased prior to these major flares.
The largest energy injection observed was that of NOAA 12673 which emerged close to the disk
centre. Its energy injection quickly rose to surpass that shown by the other 7 regions displayed
in Figure 40. The average of its lifetime-accumulated Poynting flux was still the largest in the
set, even though the first few days include its pre-emergence period where energy injection was
negligible. NOAA 12673 then unleashed a sequence of M- and X-class flares that is unmatched
in the data set. This showcases how quickly an AR can build-up energy for flaring, even though
potentially only up to 25% of the energy may be free energy (cf. Aschwanden et al., 2014).
There is a significant difference in size between the 8 regions that produced the most intense
flares and the other regions in the set. This difference of roughly 200 pixels in both latitude and
longitude covered by the HARP FOV between those two groups creates an average difference
close to 2 × 1016 m2 in the area covered by these HARPs. All the Poynting flux whiskers show
most (if not the entirety) of their ranges covering positive values, showing that the energy injected
by emergence and shearing is predominantly positive. Then, over a larger spot and plage area this
difference in size should mostly result in a larger Poynting flux over the HARP image space.
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The study that perhaps bring the most comprehensive statistical analysis of parameters derived
from solar data and involve the Poynting flux was carried on by Tan et al. (2007) before the
SDO era. The author finds that among the measurements derived from the magnetic field the
parameter with the best correlation with the soft X-ray brightness is the Poynting flux density
(0.71). Although by the time only the proxy Poynting flux could be calculated, the results in
Figure 39 show that there is a clear progression in the value covered by the IQRs and whiskers
suggesting that indeed there might be a significant correlation between the Poynting flux and flare
activity. On the other hand, the results in Figure 41 show that the flare index of a region and
the amount of energy a region accumulate have at best a weak correlation. The correlation could
significantly improve if the ARs could be fully tracked as NOAA 12546 for example had a lifetime
larger than a solar rotation and only ∼ 1/3 of the ARs activity can be tracked here.
While the time series of Figure 40 show that the Poynting flux evolution of flaring ARs is not much
alike, Figures 39 and 41 offer indications that there is a certain correlation between Poynting flux
and the flare activity that an AR produces. However, as expected, flare activity is connected to a
larger variety of factors as already discussed by Leka and Barnes (2003) and should not be able
to be fully predicted using the Poynting flux alone. Looking at the HARP FOV size of these
8 ARs and their magnetic field morphology they show some contrast to the other ARs in the
complete dataset. On average these 8 flaring ARs had a HARP FOV of ∼500 × 900 pixels, which
is considerably more than the ∼347 × 676 pixels average displayed by the other 43 ARs, and also
all 8 of these ARs were issued a βγδ classification at some point during their lifetime.
There are many works that devote their efforts to study ARs that produce a significant activity and,
mostly, they limit the analysis to a few minutes or hours around the event that is being studied. In
this study the ARs were selected to represent an accurate picture of what was usually seen over
Solar Cycle 24 and the analysis extends itself for as much as possible for every AR regardless of
activity or complexity. Thus, the results presented here are in a unique position to describe the
general properties of the Poynting flux in ARs. Furthermore, the algorithms were developed in a
way to facilitate both the continuity (i.e., adding more ARs to the database) and extension (i.e.,
adding more products to the database) of this work. Then, given time and resources, the pipeline
could process all of the ARs observed by HMI in Solar Cycle 24 (and eventually Solar Cycle 25)
providing the most complete picture that could be created on the Poynting flux in ARs.
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Conclusions & Future Work
This final Chapter is divided in two sections. First, Section 8.1 summarizes the primary results
presented in Chapters 5-7 while emphasizing how this work contributes to the existing knowledge.
Then, Section 8.2 provides suggestions for future work that could extend what was presented here
to further explore the topic of AR energetics and their relation to flaring activity.
The results of this thesis were based on a sample of 51 different ARs that were carefully sampled to
provide an accurate representation of Solar Cycle 24. Each AR has its Poynting flux processed for
its whole observation time, although due to disambiguation problems the analysis is constrained
to when the HARP centroids are within ±50◦ Heliographic longitude. One factor that contributes
to this reduced number of ARs is that ARs often appear in groups, especially around the peak
of the solar cycle, making it challenging to find HARPs with just one NOAA region in the FOV.
Furthermore, considering that the magnetic field vector data is increasingly more reliable as the
observed regions approach the disk centre, finding data that is appropriate for this study is a chal-
lenge by itself, given the amount of constraints. Trusting that the sampling of regions that was
created based on information extracted from years of SWPC reports was accurate, the results con-
tained here should offer a meaningful insight for future studies that will be able to take place as
the database of HMI products gets larger.
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8.1 Principal results
8.1.1 Case study of the Poynting flux of 3 flaring and 5 non-flaring ARs
Removal of field-aligned velocities
The total Poynting flux (S s; Equation 3.6) depends on a cross product and, therefore, its cal-
culation is not affected by the field-aligned velocities that come as a result of feature tracking
methods. However, calculation of the Poynting flux components for emergence (S n; Equation 3.7)
and shearing (S t; Equation 3.8) depends on dot products which are then susceptible to the influ-
ence of field-aligned velocities. The scatter plots of Figures 25 and 26 show that not removing
the field-aligned velocities causes the velocity components to be shifted by up to 0.5 km s−1 in the
horizontal sense and up to 0.2 km s−1 in the vertical sense. This severely impacts the calculation of
the individual Poynting flux components, evidenced by the corrected versions (i.e., S⊥n and S⊥t in
Equations 3.16 and 3.17, respectively) displaying pixel differences as large as ±109 erg cm−2 s−1.
Thus, it is clear that removing the field-aligned flows from the output velocities of feature tracking
methods is a mandatory step if the individual components are being calculated.
Profiling the Poynting flux values across the HARP image space
To understand the distributions of energy injection values, Chapter 5 explored the Poynting flux
components and total across the whole lifetime of an initial sample of 8 ARs (3 flaring; 5 non-
flaring). The histograms of S⊥n (Figure 27), S⊥t (Figure 28), and S⊥s (Figure 29) outline that
individual pixels range from approx. ±102 to ±109 erg cm−2 s−1, peaking close to 106 erg cm−2 s−1.
This large dynamic range indicates that most of the energy injection is concentrated in less than
5% of the HARP FOV pixels. The largest differences in the AR pixel distributions are observed
for the two regions that produced M-class flares (i.e., NOAA 12443 and 12644), which stand out
from the average-distribution of the non-flaring regions because these M-class producing ARs
display a greater frequency of high-valued Poynting fluxes. It is also worth noting that, for all
regions considered, the peaks of the total Poynting flux distributions lie close to the energy flux
requirement for coronal heating.
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Evolution of energy injection
Each of the 3 ARs with differing flaring levels had their point-in-time energy injection and cumu-
lative energy time series displayed along with the 5 non-flaring ARs in Figures 31 and 32, respec-
tively, in order to compare the evolution of flaring and non-flaring regions. Only the energy values
for the AR that produced the most flare activity (NOAA 12443) were seen to clearly stand out
from the non-flaring ARs. The intermediate flaring region (NOAA 12644), that was an emergent
region, showed similar levels of energy injection and accumulation compared to the non-flaring
regions. The weakest of the flaring regions (NOAA 11072) displayed smaller levels of energy in-
jection than most non-flaring regions. In relation to flaring activity, both NOAA 12443 and 12644
underwent significant increases in energy injection before each of their M-class flares occurred,
although these were over quite different time scales of ∼1 day and ∼5 days, respectively.
8.1.2 Differences in Poynting flux behaviour between Mt. Wilson classifications
Overall energy share
The role of the Poynting flux emergence and shearing components in the overall energy dynamics
of ARs was studied in Chapter 6 over a statistical sample of 51 individual ARs. For the share
of total energy accumulated over the AR lifetimes, the interquartile ranges (IQRs) of Figure 35
show that more energy is injected by emergence than shearing in ∼75% of the ARs (typically at
the 50 − 60% level, with a median of 55% over the whole dataset). Despite this, the contribution
of the shearing component is still significant for most ARs. Only in one case (NOAA 11712) was
the lifetime-accumulated energy net negative.
Energy accumulation and Mt. Wilson classification
The 51 ARs were then divided according to their Mt. Wilson classifications to study how the
energy values and preferred mechanisms of energy injection might change with AR magnetic
complexity. Once again, the dominance of the emergence Poynting flux was consistently observed
across almost all Mt. Wilson classifications. In addition, it was found that the ranges of energies
accumulated in ARs clearly grow with increasing magnetic complexity. The fact that this trend
of increasing lifetime-accumulated energy with increasing lifetime-maximum Mt. Wilson clas-
sification (Figure 36) is replicated in the daily-accumulated energies vs daily-issued Mt. Wilson
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classifications case (Figure 37) confirms that the results from the former are not simply a biasing
effect of more magnetically complex regions having longer lifetimes.
Energy accumulation with evolution in Mt. Wilson classification
The investigation of Chapter 6 then proceeded to study the distributions of energy injection in
ARs in relation to their evolution in Mt. Wilson classification. It was found that ARs which evolve
upwards in magnetic complexity, with the exception of those that start as α, display larger values
of energy accumulation during the day leading up to the change in classification in comparison to
their counterparts who maintain their classification. The opposite was also found, such that ARs
which evolved downwards in magnetic complexity display smaller values of energy accumulation
than those that remain as the same classification. Furthermore, ARs that evolve upwards in Mt.
Wilson classification have a more pronounced share of their energy being injected by emergence,
the most clear case being for βγ regions that evolve into βγδ which resulted in the IQRs of emer-
gence and shearing being totally separated. This shows that the main mechanism behind these
changes in magnetic complexity is the emergence of new magnetic flux. Since ARs see their en-
ergy levels increasing during the day before the Mt. Wilson classification increases, monitoring
energy injection in near-realtime could be useful for short-term space weather forecasting.
8.1.3 Statistical relationship between Poynting flux behaviour and flare activity
level
Energy accumulation and maximum GOES flare class
The energy injection of the same 51 ARs was studied in Chapter 7 by dividing these into groups
according to the maximum GOES flare class they produced in their lifetime. It was found that the
medians of the lifetime-accumulated energy distributions (and their whole IQRs) shift to greater
values as the maximum flare class increases (upper panel of Figure 39). The clear preference for
energy injection by emergence is reflected in the distribution medians being 53% (up to and in-
cluding B-class), 51% (C-class), and 57% (M- and X-class). This injection imbalance is most clear
for the ARs that produced M- and X-class flares as their maximum flare class, not only because
of having the largest median values for the share of energy injection but also because the whole
range covered by the IQRs and whiskers of the two components are completely separated.
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A closer look at the M- and X-class flaring regions
The time series of energy injection of the 8 ARs that produced M- and X-class flares were also
studied and compared to search for any similarities that may exist in the hours or days leading up to
these major flares. The growth of energy injection observed for NOAA regions 12443 and 12644
in Chapter 5 is not consistently observed in the time series of the additional 6 ARs in Chapter 7.
However, NOAA 12673 does display two periods of significant growth in energy injection, the
first preceding a pair of M-class flares and the second preceding an X-class and two M-class
flares. Also, all of the regions that produced the M- and X-class flares were classified as βγδ at
some point over their lifetimes.
Relationship between lifetime-accumulated energy and lifetime-accumulated flare index
The lifetime-energy accumulated by the emergence and shearing components of the Poynting
flux was then studied for the 51 ARs as a function of their accumulated soft X-ray flare index
(FISXR). A weak correlation was found between the lifetime-accumulated energies and the FISXR
(Figure 41). However, the AR observations used here to calculate accumulated energy are limited
to ∼1/3 of the solar surface, which will affect the correlation observed in this post. Regions like
NOAA 12546 that accumulated the most total energy but produced only modest FISXR may have
continued to exist and produce significant flaring activity after rotating beyond the West limb. This
is supported for NOAA 12546 by the fact that a mature spot group (NOAA 12553) was observed
to rotate over the East limb at the same latitude half a solar rotation later. The ARs with the largest
values of flare index (i.e, FISXR > 30) show a clear preference for emergence as the primary
mechanism of energy injection (bottom panel of Figure 41).
8.2 Future work
Extended analysis
To ensure that the results here approach a general description of the energy injection in ARs at
the photospheric level, the dataset was selected based on what was observed by HMI up to 2018
covering a significant part of Solar Cycle 24. Although there is no vector magnetic field data with
a consistent temporal sampling for the ARs of Solar Cycle 23, with the start of Solar Cycle 25 it
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is now possible to start exploring possible differences in the energy injection of ARs of different
cycles. Carrying on comparisons of this nature should be possible in less than 10 years as Solar
Cycle 25 will be completed (or close to completion). With the improvements seen over the years
in access and quality of solar data, including new instruments, the chances are the conditions will
be favourable to conduct such work.
The database was designed in a way to facilitate the incorporation of new AR-related data. Then,
any new products can still be associated with the central table containing the basic information
(e.g., HARP number and NOAA number) of each AR. Data from CMEs can then be mined from
the existing catalogs of CME activity and inserted in the database. This way, all the main ener-
getic releases that ARs generally produce would be covered allowing a more complete description
of their evolution. Since most of this data will consist of text and numbers the database space
requirements would essentially stay the same.
Future studies that attempt to reconstruct the results of Figure 39 using an even larger dataset
could, and probably should, create subgroups when grouping the flares. For example, in here a
C1.0 flare would be in the same group as a C9.9 flare even though the difference in the X-ray flux
of these two events is off by almost an entire order of magnitude with the latter being notably close
to M-class. However, even in a larger dataset the limitations involved in measuring the magnetic
field vectors close to the limbs will most likely still be present and care must be taken to avoid
biases in the data.
Magnetic helicity and magnetic field extrapolations
The extrapolated 3D magnetic field and maps of the magnetic helicity also could be added to the
database. Adding these two products however would increase the database demands for space and
also take a considerable computational time. Over this work it was pointed out several times how
much being able to track the energy content on the 3D field, especially the energy budget, could
contribute to interpreting the results. Also, the magnetic helicity could be particularly helpful
to differentiate drops in the energy content caused by flares and CMEs as it is conserved during
flares.
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Figure 43: Lifetime-accumulated energy for all of the ARs in the complete data set as a function
of their NOAA number.
Energy injection across the Solar Cycle
It is not the objective of this work to evaluate how energy injection distributes itself in ARs as
a function of the solar cycle itself. However, given that NOAA designations for ARs increase
fairly orderly as the regions appear in the disk the NOAA number itself can be used as a proxy
for the time passage and, thus, to track the solar cycle itself. Given that the data used in this
study was gathered fairly spread over the cycle starting with NOAA 11586 (2012-10-09) and
ending with 12673 (2017-09-09) the data points are spread around its peak that happened in 2014.
Then, Figure 43 brings the lifetime-accumulated energy for each AR in the dataset and the 13-
month smoothed sunspot count (SILSO World Data Center, n.d.). In February of 2014 the NOAA
numbers assigned were close to 1200 and the data points were showing a faint indication of a
growing trend although these values are still significantly smaller than the largest values in the set.
It may be worthy for future works that have access to data from all the regions of the HMI era to
remake Figure 43 as that may actually show if the energy injection also has some variation with




List of ARs used in this work
Table 10: List of ARs featured in this thesis (2012–2013).
HARP NOAA Date of First Most Complex Total Number of
Number Number NOAA Designation Mt. Wilson Class GOES Flares
2107 11586 2012-10-9 α 0
2109 11589 2012-10-11 βγδ 12
2117 11593 2012-10-17 β 10
2137 11598 2012-10-22 βδ 31
2166 11602 2012-10-31 β 0
2240 11621 2012-11-26 β 6
2341 11642 2013-1-2 α 0
2342 11643 2013-1-3 β 1
2358 11649 2013-1-6 β 0
2372 11654 2013-1-10 βγδ 22
2522 11689 2013-3-6 β 7
2585 11705 2013-3-27 β 0
2587 11704 2013-3-25 β 9
2598 11707 2013-3-29 β 0
2610 11712 2013-4-1 β 0
2635 11719 2013-4-7 βγδ 7
2748 11748 2013-5-15 βγδ 16
2878 11777 2013-6-22 β 2
2887 11778 2013-6-24 βγ 11
2999 11801 2013-7-25 α 4
3122 11835 2013-8-26 β 0
3247 11857 2013-10-4 β 4
3286 11872 2013-10-17 β 0
3368 11896 2013-11-12 β 0
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Table 11: List of ARs featured in this thesis (2014–2017).
HARP NOAA Date of First Most Complex Total Number of
Number Number NOAA Designation Mt. Wilson Class GOES Flares
3688 11968 2014-1-29 βγ 22
4375 12119 2014-7-19 β 1
4448 12139 2014-8-13 βγ 10
4667 12186 2014-10-9 β 0
4733 12196 2014-10-26 α 0
5011 12253 2015-1-1 βγδ 34
5026 12257 2015-1-5 βγδ 17
5534 12337 2015-5-5 β 0
5543 12340 2015-5-9 β 0
5724 12375 2015-7-1 α 0
5772 12386 2015-7-14 α 2
5831 12394 2015-8-1 βγ 1
5940 12411 2015-9-6 β 0
6027 12436 2015-10-19 βδ 15
6063 12443 2015-10-31 βγδ 43
6124 12457 2015-11-21 βγ 3
6223 12477 2016-1-3 α 1
6403 12513 2016-3-4 α 1
6505 12533 2016-4-22 α 0
6558 12546 2016-5-16 β 13
6722 12581 2016-8-26 β 0
6846 12611 2016-11-19 β 7
6972 12644 2017-3-26 βγδ 19
6975 12645 2017-3-29 βγδ 15
7075 12665 2017-7-7 βγ 29
7107 12671 2017-8-16 βγδ 11
7115 12673 2017-8-31 βγδ 14
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Régnier, S. (2012), ‘Magnetic Energy Storage and Current Density Distributions for Different
Force-Free Models’, Solar Physics 277(1), 131–151.
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J. P., Schmidt, W., Wöger, F. and DKIST Team (2016), ‘Daniel K. Inouye Solar Telescope:
High-resolution observing of the dynamic Sun’, Astronomische Nachrichten 337(10), 1064.
Trujillo Bueno, J. (2003), ‘Solar Magnetism and Astrophysical Spectropolarimetry’.
Tsuneta, S., Ichimoto, K., Katsukawa, Y., Nagata, S., Otsubo, M., Shimizu, T., Suematsu, Y.,
Nakagiri, M., Noguchi, M., Tarbell, T., Title, A., Shine, R., Rosenberg, W., Hoffmann, C.,
Jurcevich, B., Kushner, G., Levay, M., Lites, B., Elmore, D., Matsushita, T., Kawaguchi, N.,
Saito, H., Mikami, I., Hill, L. D. and Owens, J. K. (2008), ‘The Solar Optical Telescope for the
Hinode Mission: An Overview’, Solar Physics 249(2), 167–196.
Tsurutani, B. T., Gonzalez, W. D., Lakhina, G. S. and Alex, S. (2003), ‘The extreme mag-
netic storm of 1-2 September 1859’, Journal of Geophysical Research (Space Physics)
108(A7), 1268.
Tziotziou, K., Georgoulis, M. K. and Liu, Y. (2013), ‘Interpreting Eruptive Behavior in NOAA




Unno, W. (1956), ‘Line Formation of a Normal Zeeman Triplet’, Publications of the Astronomical
Society of Japan 8, 108.
Usoskin, I. G., Arlt, R., Asvestari, E., Hawkins, E., Käpylä, M., Kovaltsov, G. A., Krivova, N.,
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