The use of biodiesel as an alternative to diesel has gained increasing momentum over the past 15 years. To meet this growing demand there is a need to optimise the transesterification reactor at the heart of the biodiesel production system. Assessing the performance of innovative reactors is difficult due to the liquid-liquid reaction mixture that is affected by mass transfer, reaction kinetics and component solubility. This paper presents a Computational Fluid Dynamic model of a tubular reactor developed in ANSYS CFX that can be used to predict the onset of mixing via turbulent flow. In developing the model an analysis of the reaction mixture is provided before the presentation of experimental data, which includes flow visualisation results and temperature dependant viscosity and density data for each phase. The detailed data and model development procedure represents an advancement in the modeling of the two phase transesterification reaction used in biodiesel production.
Introduction

Biodiesel
Biodiesel, a fuel derived from vegetable oil or animal fat, is a direct petro-diesel replacement that can significantly reduce emissions and provide energy independence (Sheehan et al., 1998) . The main drivers for the rapid development of biodiesel has been increasing pressure on low cost oil supplies, greater public awareness of global warming and a strong desire to link the economic benefits of fuel production to the point of consumption.
1 Corresponding author Email: p.bahri@murdoch.edu.au M a n u s c r i p t 3 With greater demand for biodiesel, there has been greater demand for feedstock and a need to optimise the production process. The central unit operation in the biodiesel production process is the transesterification reactor in which vegetable oils are chemically converted to biodiesel and glycerol through reaction with methanol and a suitable alkaline catalyst. This paper presents the application of Computational Fluid Dynamic (CFD) modeling techniques to a tubular biodiesel reactor to provide foundational information for its optimisation and development.
CFD Modeling
CFD modeling has been applied to biodiesel production processes to advance understanding of the physical and chemical processes that occur. Adeyemi et al., (2013) used FLUENT to model transesterification in a 2L stirred reactor. In this work the reaction medium was modelled as a single phase with the transesterification modelled via kinetic rate equation linked to the component concentrations in the model elements. Wang et al., (2012) developed a two phase flow and kinetic reaction model of canola oil hydrolysis in CFX which provided insight into the hydrolysis reaction. Due to the high temperatures considered in this work all phase data was estimated and not based on physical measurements. Wulandani et al., (2012) developed a two phase model based on superheated methanol vapour contacting triglyceride droplets, however, no validation was provided. Orifici et al., (2013) modelled the transesterification of palm oil in a plug flow reactor using kinetic rate data incorporated into a single phase model. To the best of the authors' knowledge there is no existing literature on the development of a two phase liquid-liquid model of the transesterification reaction, and as shown above all existing works are based on single phase flow. The work of Wang et al., (2012) is a two phase work, however, it is focused on hydrolysis rather than transesterification.
The only other known publication in this area is an early conference paper published by the authors which shared the initial findings of the modeling work (de Boer and Bahri, 2009 ).
The focus of this paper is to provide a detailed report on the model development process which includes evaluation of the multiphase reaction medium; determination of appropriate model inputs and investigation of suitable physical models to adequately simulate the A c c e p t e d M a n u s c r i p t 4 observed phenomena. The aim is to advance the application of CFD modeling tools in the field of biodiesel providing reference data for further work in this area.
Although specifically developed for tubular reactors, the core information presented in this paper can be applied to develop CFD models of any biodiesel reactor designs. Furthermore the foundational work conducted in this paper can assist in the development of CFD models of tubular reactors for other liquid-liquid reactions or flow conditions (e.g.: oil and water).
The model development process is based on a detailed review of the transesterification reaction. In light of this review, experimental data is presented that includes the viscosity and density of the two reacting phases and flow visualisation results in a pilot scale industrial reactor. The former is required as an input to the model and the latter used to qualitatively verify the CFD model. Details of the model implementation in ANSYS CFX 12 are then provided with the outputs subsequently compared to the flow visualisation results.
Biodiesel Reaction Medium
In a typical biodiesel reactor, oil or fat (triglyceride) is converted to Fatty Acid Methyl Esters (FAME) and a co-product glycerol via a catalysed chemical reaction (transesterification). The glycerol is then separated from the FAME with both products subsequently purified. The purified FAME are known as biodiesel while the purified glycerol is sold as a co-product.
It is widely accepted that the conversion of oil to FAME in the reactor proceeds via three consecutive reversible reactions (Noureddini and Zhu, 1997; Vicente et al., 2005b) :
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The reactant intermediates (diglycerides and monoglycerides) appear in small concentrations during the reaction and are considered contaminants in the final product. Different catalysts have been investigated in this reaction, including homogeneous (liquid) (Vicente et al., 2003) , heterogeneous (solid) (Lotero et al., 2006) , enzymes (Akoh et al., 2007) and even no catalyst at extreme conditions (de Boer and Bahri, 2011) . Despite this wide variety of approaches, almost all commercial plants throughout the world currently use an alkaline homogeneous catalyst (sodium or potassium methylate) (Mittelbach and Remschmidt, 2006) .
Investigations into the transesterification reaction have shown that it transitions from a biphasic liquid mixture (oil and methanol) to another biphasic mixture (FAME and glycerol) via a pseudo-single phase emulsion (Noureddini and Zhu, 1997; Stamenkovic et al., 2007; Stamenkovic et al., 2008) . Throughout the reaction a continuous non-polar phase (Oil, FAME and reaction intermediates) and a dispersed polar phase (methanol, glycerol and catalyst) are present with the composition of the phases constantly changing. Due to the biphasic nature of the reaction medium the rate of reaction is affected by chemical kinetics, mass transfer and component solubility.
The kinetic rate constants for the three stepwise transesterification reactions have been determined by a number of researchers (Darnoko and Cheryan, 2000; Freedman et al., 1986; Karmee et al., 2006; Noureddini and Zhu, 1997; Vicente et al., 2005b) . These studies do not explicitly account for the heterogeneous nature of the reaction, consequently, mass transfer and solubility effects are incorporated into the rate constants (Doell et al., 2008) . Despite this common simplification, the reaction progression has been shown to be sigmoidal and can be characterised by three stages as shown in Figure 1 . The first stage is characterised by an initial slow rate of reaction; the second by a rapid progression up to approximately 80% conversion and finally a third stage as equilibrium is approached (Noureddini and Zhu, 1997 ).
In the first stage, the concentration of oil in the methanol droplets (where the majority of the catalyst resides) is low, requiring significant agitation to reach saturation levels (Boocock et al., 1996) . During the first stage it is most likely that the rate of mass transfer between the Page 6 of 49 A c c e p t e d M a n u s c r i p t 6 phases is slower than the rate of chemical reaction, thus mass transfer is the rate limiting factor (Noureddini and Zhu, 1997; Stamenkovic et al., 2007) .
In the second stage, the reaction rate rapidly increases. Stamekovic et al. (2007; , observed that this increase coincided with a reduction in droplet size. As the droplet size decreases, the surface area of the polar phase and thus the mass transfer rate increases, explaining the sudden jump in reaction rate. The reaction medium during this stage has been described by some as a pseudo single phase emulsion (Ma et al., 1999; Zhou and Boocock, 2006) . Different authors have attributed the self-enhanced mass transfer rate to the surfactant action of the reaction intermediates (Boocock et al., 1998; Stamenkovic et al., 2007) , while others have attributed it to the solvent properties of FAME (Noureddini and Zhu, 1997) .
In the third step, the reaction rate rapidly curtails as equilibrium is approached. It is proposed that this sudden fall is due to the breaking of the single phase emulsion as glycerol is formed, resulting in the catalyst preferentially dissolving in the polar phase. With almost all of the unreacted glycerides residing in the non-polar phase this results in a very slow approach to equilibrium. It is therefore proposed that in the final stage, it is the solubility of components and not the rate of mass transfer which limits the reaction rate. This was also observed in the reverse reaction (glycerolysis of FAME) (Kimmel, 2004; 2006) . In most industrial operations the methanolysis reaction is conducted between 50°C and 70°C with significant mixing. Under these conditions it is reasonable to assume that the effect of mass transfer limitations in the first stage is negligible (Noureddini and Zhu, 1997; Vicente et al., 2005a) . In the second stage, the absence of mass transfer limitations allows the reaction to be treated as a single phase. Consequently, both the first and second stages of the reaction can be adequately described by second order kinetics models available in the literature that ignore the multiphase behaviour of the reaction. This second order model could be extended to the third reaction step, however, the high difference in density can result in the glycerol laden polar phase separating from the non-M a n u s c r i p t 7 polar phase causing the reaction to cease prematurely. This is especially true for tubular reactors in which the flow can stratify on long straight runs with insufficient turbulence. CFD modeling was identified as an excellent tool to investigate the flow behavior of the two phases in tubular reactors during the final stage of the reaction. The development of such a CFD model allows different reactor designs (diameter and length) and operating conditions (flow-rate) to be easily trialed. The remainder of this paper firstly introduces the experimental work conducted on a tubular reactor and secondly provides details on the CFD model developed to represent the biphasic flow in the reactor.
Experimental Method and Materials
For the purpose of developing the CFD model it was identified that viscosity and density data for both phases would be required as well as flow visualisation results to verify the outputs of the model.
Viscosity and Density
To measure the viscosity and density properties, a sample of the reaction medium was taken and allowed to settle. The viscosity and density of each phase were measured from 30°C to 70°C at 3°C or 5°C increments using a Stabinger viscometer. The viscosity measurements are reproducible to 0.35% of the measurement, and density measurements are reproducible to 0.0005g/cm 3 . The temperature was maintained to within 0.005°C.
Flow Visualisation
To provide qualitative direction and validation for the CFD model, a novel high temperature and pressure tubular reactor developed by Bluediesel PTY LTD was used to conduct flow visualisation studies. The reactor consists of multiple straight runs (5.8m) followed by tight (180°) bends. Before the tubular reactor a mixing tank is present in which the first two stages of the reaction rapidly occur. As a result, the reactants typically enter the tubular reactor 80% reacted and thus in the final stage of the reaction.
To allow visualisation of the fluid flow, a 4m run of thick walled (2.5mm) borosilicate glass tube was plumbed into the midpoint of the reactor via three isolating valves. This tube had an A c c e p t e d M a n u s c r i p t 8 internal diameter of 11mm which was required to achieve a pressure rating in excess of 300 psi. Figure 2 depicts the experimental equipment with the thick lines representing the glass tube, the thin lines representing the stainless steel tube and the double vertical lines the unions between lengths. To record the flow visualisation results, a high resolution digital video camera was setup on a tripod adjacent to the glass tubing. This video camera was used to record the flow of the coloured liquid against a white backdrop.
Results
Viscosity and Density
Viscosity and density of the non-polar and polar phases of the canola and coconut reaction mixtures are shown in Tables 2 through to 5, respectively. Temperature correlations for density and viscosity are provided in Tables 6 and 7 , respectively.
The results in Tables 2 to 5 show the viscosity and density decreasing with increasing temperature as expected. The density of the two non-polar phases (Tables 2 and 4 ) are very similar, while the viscosity is noticeably higher in the canola mixture because of the longer average carbon chain length of the fatty acids (Krisnangkura et al., 2006) .
The very different results for the two polar phases in Tables 3 and 5 can be attributed to the different methanol contents in the two experiments. In the first experiment (canola) the methanol content was higher as the reaction was originally charged with a high methanol to oil ratio and it was fresh. In the second experiment (coconut) the methanol content was low as it was originally charged with a low methanol to oil molar ratio (5:1) and it had been sitting for six months between the last use of the plant and the experimental run. The low methanol content in the coconut glycerol phase caused the density and viscosity measurements to be significantly higher than those for the canola glycerol phase.
Density
Variations of liquid density with temperature are commonly correlated using the linear relationship shown in Equation 1 (Coupland and McClements, 1997; Liew et al., 1992) .
Where ρ, ρ 0 and ρ 1 are densities measured in kg/m 3 and T is temperature in degrees Celsius.
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: Density correlation Table 6 contains the linear correlations for the data shown in Tables 2 to 5 ; with the square of the residuals (R 2 ) confirming the linear correlation is a good fit for the data sets.
Viscosity
Liew et al., (1992) correlated liquid viscosity with temperature using the relationship shown in Equation 2 (μ is viscosity, T is temperature, m,n and T 0 are correlation coefficients determined by fitting the curve to the data). This relationship was fitted to the data using the Fminsearch function in Matlab, which varied the three coefficients (m,n and T 0 ) to minimize the sum of the square of the errors (SSE). The values of the coefficients are shown in Table 7 .
Equation 2: Viscosity correlation
These correlations were extrapolated to the reaction midpoint temperature (Table 1) for each experiment to provide the viscosity and density values shown in Tables 8 and 9 .
Flow Visualisation
The flow visualisation results are summarised in Table 1 The flow-rate was controlled using a variable speed drive on the high pressure pump that drove the reaction medium through the reactor. The superficial flow velocities for each case were calculated using the specific volumetric flow-rate of the pump (4.9L/Hz) and the tube diameter (0.011m). , however, it significantly reduces the density and viscosity of the glycerol phase (see the difference in density between the canola and coconut glycerol phases in Tables 3 and 5 , respectively). This effect reduces the turbulent energy required to disperse the polar phase into the non-polar phase and thus explains the lower velocity required to achieve dispersion in the canola based results.
It was observed that the transition from stratified to dispersed flow occurs via the propagation of longitudinal waves with wavelengths greater than the reactor diameter. This is the same mechanism that occurs in stratified water and oil flows with the crashing waves releasing droplets which leads to dispersion of the phases at increasing velocities . This is most clearly shown in the stills from 12Hz to Table 10 . The use of Reynolds number provides a reasonable initial design estimate of the flow regime at a particular design velocity for tubular reactors. Unfortunately, the Reynolds number cannot capture the behaviour of the flow in more complex reactor geometries. The application of CFD modeling to this particular problem will provide further insight into the effect of reactor design on flow regime and a foundation for other more complicated reactor geometries.
CFD Model Development
There are two distinct approaches to modeling two phase flow, the first referred to as Eulerian-Langrangian and the second as Eulerian-Eulerian. In the former, the dispersed phase is treated as discrete particles that interact with the continuous phase, while in the latter both phases are modelled in the Eulerian framework with both having the same velocity in a defined control volume (mesh). The former, called Lagrangian particle tracking in ANSYS CFX 12, is suitable for low dispersed phase volume fractions, while the latter approach is suitable to higher dispersed phase volume fractions. The Eulerian-Eulerian approach was 
+ + + Equation 8: Forces acting on phases
The energy equation is not solved in this model as the reactor section under consideration is treated as isothermal.
As the flow is turbulent, the Reynolds decomposition is incorporated into the Navier Stokes equations, leading to the Reynolds Averaged Navier Stokes (RANS) equations (Versteeg and Malalsekera, 2007) . The additional Reynolds stress terms in the RANS equations are calculated using a turbulence model. The industry standard two equation k-ε turbulence M a n u s c r i p t 14 model implemented in ANSYS CFX was used for this simulation as it is well suited to the flow regime present (ANSYS, 2009).
The physical properties (viscosity and density) for the non-polar and polar phases for the two experiments were taken from Tables 8 and 9 , respectively. These were assumed to remain constant due to the isothermal operation of the reactor section under consideration.
The difference in density between the two phases necessitates the modeling of buoyancy.
Buoyancy is modelled on the density difference of the two phases and results in the addition of a source term to the momentum equation ( The mean droplet diameter (d β ) for the polar phase was set as 0.055mm on the basis of the work of Stamenkovic et al., (2007; The models used to implement these in ANSYS CFX are discussed below.
Drag Force
According to the work of Stanbridge and Sullivan (1999) and Hussain (2004) respectively. While r d is the volume fraction of the dispersed phase and r dm is defined as the maximum packing value, which is defaulted to unity for a dispersed phase.
Turbulent Dispersion Force
The turbulent dispersion force models the dispersion of the polar phase from areas of high concentration to low concentration due to the turbulent eddies in the continuous phase (Burns et al., 2004) . In ANSYS CFX this can be implemented using the Favre averaged model C TD is a user-modifiable CEL multiplier (default value is 1), C cd is the momentum transfer coefficient for the interphase drag force, σ tc is the turbulent Schmidt number for continuous phase volume fraction, taken as 0.9 and v tc is the kinematic visocisity of the continuous phase.
Equation 14: Lopez de Bertodano model (ANSYS, 2009)
Where C TD is a user defined constant, typically between 0.1 and 0.5, ρ c is the continuous phase density, k c is the turbulent kinetic energy and the final term is the gradient of the continuous phase volume fraction.
Lift force
The lift force acts in a direction perpendicular to the direction of relative motion of the two phases (ANSYS, 2009). The lift force is strongly dominated by the slip velocity between the phases and the curl of the continuous velocity (see Equation 15 ). The limited rotational flow phenomena in the tube suggests that this force will have a minimal effect as was observed by Hussain (2004) .
Equation 15: Lift Force (ANSYS, 2009)
Where r d is the dispersed phase volume fraction, ρ c is the continuous phase density, C L is the non-dimensional lift coefficient and U d and U c are the velocity vectors of the dispersed and continuous phases respectively.
Virtual mass force
When a dispersed phase particle accelerates relative to the continuous phase, some part of the surrounding continuous phase is also accelerated. This extra acceleration of the continuous phase has the effect of added mass or added inertia (Ranade, 2002) . As a result, the force associated with this phenomenon is referred to as the virtual mass force. This force is directly
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proportional to the relative acceleration between the two phases (bracketed terms in Equation 16
). In this model it was expected that this force would have a limited impact on the simulation as the dispersed phase is carried along in the continuous phase.
Equation 16: Virtual mass force (ANSYS, 2009)
Where r d is the dispersed phase volume fraction, ρ c is the continuous phase density, C VM is the virtual mass coefficient and U d and U c are the velocity vectors of the dispersed and continuous phases respectively.
Wall lubrication force
The wall lubrication force is intended to model the phenomena observed when bubbles concentrate close but not immediately adjacent to walls. This is particularly applicable to air bubbles in liquid flow and has been shown to have little effect in previous liquid-liquid flow work (Hussain, 2004) .
With this background a base case simulation was developed to be a basis for systematic parametric investigation -the inputs for this base case are summarised in Table 11 . The surface tension coefficient mentioned in this table was required for the Ishii-Zuber correlation and was taken from Allen (1999) .
The boundary conditions for this base case are summarised in Table 12 . For the studies performed, the inlet turbulence intensity was set at 5% which is typical for pipe flows (Abraham et al., 2008) . The outlet pressure was set at 20 psi.
Geometry, mesh and solver control
The 
Results
Implementing the base case simulation (Table 11) These results clearly indicate that the flow is stratifying where the results in Figure 4 show the flow is highly dispersed. To evaluate the adequacy of the chosen physical models and assess the sensitivity of the model to inputs, parametric studies were performed by changing the following variables independently in the base case (Table 11) : 
Droplet Diameter
The dispersed (polar) phase droplet diameter is a key variable in multi-phase simulations as it determines the interfacial area for momentum, mass and energy transfer and can have a significant effect on simulation results. Table 14 summarises the results of parametric droplet sizes between 0.04 and 0.07mm, while Figure 7 compares the polar phase volume fraction at the outlet of the simulations using the smallest and largest droplet sizes. Both Table 14 and Figure 7 show that stratification increases with increasing droplet size. As the droplet M a n u s c r i p t 21 diameter is increased, both the drag coefficient used by ANSYS CFX and the interfacial area reduce (see Equations 7, 8 and 9), ultimately reducing the drag force. As a result, the net effect of the gravitational force is greater (see Figure 8 ) causing greater stratification ( Figure   7 ).
Inlet velocity
In pipe flow, inlet velocity is one of the key variables affecting the level of turbulence. In multi-phase simulations a higher velocity will result in increased turbulence and a higher level of dispersion. The lower velocities (<0.3ms -1 ) did not converge, as the flow regime in these simulations is no longer dispersed but instead stratified. Figure 9 shows that an increase in velocity reduces the level of stratification, however, even at the unrealistic velocity of 1 m/s the stratification is still present.
Density and viscosity
To examine the effect of density and viscosity measurement errors, systematic studies were conducted into the density and viscosity of the phases (5% or 10% on base case) with results shown in Tables 15 and 16 , respectively. In these tables the bold type indicates which variables are being altered and the shading is used to clarify the distinction between polar and non-polar phases. It was found that density (Table 15 ) had a greater effect than viscosity (Table 16 ) with an 83% change in the bottom polar phase volume fraction (PV bottom) across the non-polar density variations while only a 12% change in the same variable for the changes in viscosity. The effect of density was similar for both phases, that is, a reduction of 10% in the polar phase density (Table 15 row 8) gave similar results to a 10% increase in non-polar phase density (Table 15 row 5). This can be attributed to the buoyancy force which is driven by the density difference between the two phases. The higher the relative density of the polar phase, the greater the stratification and therefore the PV bottom value will be higher.
The (Table 9 ) the canola oil feedstock (experiment 1) had a density difference of only 93.4 kg/m 3 (Table 8 ). This lower density difference, caused by differences in methanol content, resulted in the canola flow visualisation experiment transitioning from stratified to dispersed at a lower velocity than the coconut case (0.26 m/s vs 0.36 m/s).
The viscosity on the other hand had a varied effect depending on the phase in which the viscosity change occurred. As expected, the viscosity of the polar phase droplets had an almost negligible effect on the results as this viscosity does not affect the majority of the flow regime. The effect of the continuous phase viscosity on the flow regime was more significant.
The trend, however, was counter-intuitive with a decrease in viscosity increasing stratification. Intuitively a reduction in viscosity represents a reduction in the viscous damping forces of the entire flow thus encouraging turbulence and promoting dispersion. In this case, however, the reduction in viscosity increased stratification. This can be understood by considering the effect of continuous phase viscosity on the drag coefficient. Examination
shows that a reduction in the continuous phase viscosity decreases the mixture viscosity, which increases the particle Reynolds number and thus decreases the drag coefficient which as discussed in the section on droplet diameter encourages stratification.
The lesser effect of the viscosity in comparison with density is due to the greater magnitude of the buoyancy force than the drag force.
Lift, virtual mass and wall lubrication force
The parametric studies conducted on the base case varying the lift, virtual mass and wall lubrication force had a negligible effect on the polar phase distribution unless the coefficient was increased to levels that were physically impossible. The limited effect of these interphase forces observed in this study harmonises with the work of Hussain (2004) . The reasons for the limited effect of these forces are due to the physical nature of this system. Both the slip velocity and relative phasic accelerations are low and consequently both the lift force and virtual mass force are negligible. Furthermore, the wall lubrication force is more applicable to larger diameter bubbles than small diameter droplets.
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Turbulent dispersion force
Inclusion of the turbulent dispersion force is particularly relevant for this simulation as it models the dispersion of particles/droplets caused by the turbulence induced eddies present in the continuous phase (Burns et al., 2004) . Hussain (2004) reported that the turbulent dispersion force had a strong effect on the simulation results, however, stratification was still slowly occurring. The turbulent dispersion force strongly depends on the velocity gradients present in the flow regime which can easily be lost with a mesh that is too coarse.
Examination of the mesh used in Hussain's study suggests that it was too coarse, especially in the boundary layer. This lack of resolution is mainly the result of limited computational resources available 10 years ago. 
Conclusion
The alignment of the simulation with the corresponding flow visualisation results in Figures 
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