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Capítulo 1
Introdução
1.1 Enquadramento
A evolução tecnológica verificada nas últimas décadas na área dos circuitos integrados
permitiu a implementação de sistemas cada vez mais complexos com milhões de transí-
stores num único circuito integrado (SoC - System-on-Chip). Uma consequência lógica
desta evolução foi o aparecimento no mercado de dispositivos lógicos programáveis
com um enorme potencial como é o caso das FPGAs. Assim, a densidade crescente
deste hardware reconfigurável em conjunto com as linguagens de descrição de hardware
(HDL -Hardware Description Language) permitiu uma grande flexibilidade no desen-
volvimento de arquitecturas digitais revolucionando deste modo os sistemas digitais.
Desde a primeira FPGA disponível comercialmente pela empresa Xilinx, em 1985, es-
tas tem sofrido grandes desenvolvimentos desde então, quer na sua capacidade lógica,
como na sua estrutura, incorporando agora uma grande variedade de componentes dig-
itais embutidos como processadores, blocos de memória, multiplicadores, transceivers
de alta velocidade e muitos mais. Estas possibilidades juntamente com o seu preço
e reconfigurabilidade, tornaram a utilização de um dispositivo como uma FPGA eco-
nomicamente viável, em cada vez mais aplicações. Deste modo, estas tornaram-se assim
uma boa alternativa para a grande maioria dos sistemas embutidos do quotidiano, que
actualmente na maioria dos casos estão implementados usando uma solução baseada
num microcontrolador, que combina um microprocessador com um conjunto periféricos
específicos e deste modo inflexíveis.
1
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1.2 Motivação
Neste contexto, com a crescente utilização de sistemas embutidos baseados em FPGA,
estes vão requerer cada vez mais tipos de interfaces para comunicação com o mundo
exterior. Apesar de actualmente já se encontrarem disponíveis vários blocos construí-
dos para comunicação de uma FPGA com outros sistemas computacionais e com vários
periféricos, todas estas comunicações baseiam-se em ligações com fios. No entanto estes
sistemas frequentemente requerem comunicação remota, ou seja, uma ligação sem fios
para diversos fins. Uma ligação sem fios pode ser bastante útil nestes sistemas uma
vez que pode ser utilizada para várias funções como por exemplo, controlo remoto,
melhoramento do comportamento implementado, alteração de alguns parâmetros, ver-
ificação de estados do sistema, etc. Deste modo esta tese centra-se na construção de
um bloco reutilizável que forneça aos sistemas embutidos baseados em FPGA a capaci-
dade de estes comunicarem remotamente (sem fios), sem a necessidade de recorrer a
microcontroladores para esse efeito.
Apesar da possibilidade do uso de outros métodos de design e arquitecturas alter-
nativas, neste trabalho foi feita a utilização de vários tipos estruturas, como mode-
los avançados de máquinas de estados finitos (FSM), que permitem a implementação
em hardware de algoritmos de controlo modulares, hierárquicos, recursivos e parale-
los, fornecendo deste modo uma grande flexibilidade ao controlo digital por hardware.
Desta forma é possível aplicar os algoritmos de software mais complexos com todas es-
tas propriedades numa implementação puramente lógica, sem a necessidade do recurso
a microprocessadores. No entanto, a aplicabilidade de cada propriedade particular
referida atrás, como a modularidade, hierarquia, as chamadas recursivas, e paralelismo
em hardware, precisa de ser testada e avaliada na prática através de um ambiente
de trabalho próprio. Para isso, um componente reutilizável do sistema, denominado
buffer de prioridade, é descrito em detalhe e é sintetizado a partir de uma especificação
modular, hierárquica, recursiva e paralela. Com a capacidade das FPGAs actuais é
possível utilizar a mesma FPGA para a implementação de um determinado sistema em-
butido, com a integração de componentes funcionais reutilizáveis, e ao mesmo tempo
fazer uma simulação visual num monitor, que através da forma de imagens iterativas
e dinâmicas que representam objectos físicos específicos, é possível observar os resulta-
dos. Uma abordagem deste tipo permite uma simplificação na prototipagem, avaliação
e comparação de diferentes soluções para um determinado problema. Deste modo, este
ambiente proporcionado pelas capacidades de uma FPGA, permite resolver problemas
do mundo real de uma maneira fácil de entender e usar. Esta técnica é demonstrada
através de um exemplo de um sistema automático para controlo de um parque de
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estacionamento. Este exemplo foi considerado pois para além deste tipo de sistemas
ajudarem a minimizar o tempo e espaço de estacionamento, que nos dias de hoje se
tornou um grande problema devido a um crescente número de carros, este pode ser
um bom ambiente de teste para os blocos reutilizáveis construídos como a interacção
remota e o buffer de prioridade. Convém referir que no caso do parque de estaciona-
mento, para a gestão dos lugares ocupados e livre, bastaria por exemplo um simples
vector de bits correspondentes a cada lugar do parque. Assim para a ocupação de um
lugar bastava procurar sequencialmente no vector o primeiro lugar livre. No entanto,
o objectivo é criar um buffer de prioridade que pode ser usado, não só neste sistema
em particular, mas também em sistema muito mais complexos e sofisticados. Um
dos potenciais exemplos de um sistema mais complexo, são as redes de comunicação,
onde o número das entradas normalmente não é conhecido á partida e assim essas en-
tradas não podem ser associadas com blocos predefinidos. Para a estrutura deste buffer
pode-se considerar diferentes tipos de estruturas como listas ligadas de prioridade ou
árvores binárias. Contudo, para a demonstração de chamadas recursivas, a estrutura
das árvores binárias são mais apropriadas para esse efeito.
1.3 Objectivos
Os objectivos deste trabalho podem assim ser decompostos nas seguintes partes:
 Construção de um bloco reutilizável que permita avaliar a aplicabilidade e eficácia
na prática dos modelos avançados de FSMs na implementação de algoritmos
modulares, hierárquicos, recursivos e paralelos em hardware;
 Implementação e verificação da ocupação e libertação de memória dinamicamente
em hardware;
 Verificar a capacidade das FPGAs funcionarem como um ambiente que permite
a simulação visual dos sistemas implementados e deste modo testar diferentes
arquitecturas blocos funcionais reutilizáveis;
 Implementação de um sistema embutido com as características e funcionalidades
anteriores;
 Construção de um módulo reutilizável que permita aos sistemas embutidos basea-
dos em FPGA terem capacidade de comunicar remotamente, ou seja, sem fios;
 Verificação e teste da ligação sem fios implementada, que permita definir vários
parâmetros e limitações desta;
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 Implementação e demonstração de um sistema embutido com controlo remoto.
1.4 Estrutura da Dissertação
Para além deste capítulo introdutório, esta tese está organizada nos seguintes capítulos:
Capítulo 2 - Sistemas embutidos baseados em FPGA - Neste capítulo é feita
uma introdução teórica sobre conceitos desde os sistemas computacionais até sis-
temas embutidos baseados em FPGA, bem como a sua comparação com outras
soluções mais tradicionais para os sistemas embutidos. Aqui são evidenciadas as
vantagens desta abordagem e como a implementação de processadores embuti-
dos em FPGA podem proporcionar protótipos de hardware e software com alto
desempenho. Por fim, são apresentados os modelos principais das máquinas de
estados finitos avançadas, uma vez que são as estruturas de controlo principais
deste trabalho.
Capítulo 3 - Ferramentas de desenvolvimento - Neste capítulo é feita uma in-
trodução desde os primeiros dispositivos lógicos programáveis até as FPGAs.
São apresentadas as características fundamentais deste dispositivo, desde a sua
estrutura, vantagens, aplicações até a sua evolução, e como em conjunto com
as LDH e os blocos IP disponíveis revolucionaram os sistemas digitais. Depois
disto, também são apresentadas as principais etapas no desenvolvimento de sis-
temas baseados em FPGA e as ferramentas de suporte que foram utilizadas neste
trabalho (ISE e Modelsim). Neste capítulo são ainda apresentadas as placas de
desenvolvimento utilizadas neste trabalho (Celoxica RC10 e Nexys 2). Finalmente
são descritas as características da ligação sem fios pretendida para interacção re-
mota e deste modo é apresentado o Transceiver RF escolhido para esse efeito, o
CC1101 da Texas Instruments.
Capítulo 4 - Sistemas implementados - Neste capítulo é feita a descrição detal-
hada da implementação prática dos sistemas embutidos construídos, mais especi-
ficamente, o buffer de prioridade construído através de um estrutura baseada
numa árvore binária, um sistema próprio para teste deste tipo de buffer e final-
mente um sistema embutido para controlo automático de uma parque de esta-
cionamento.
Capítulo 5 - Interacção remota - Neste capítulo é feita a descrição detalhada da
implementação prática do módulo que permite a interface com o transceiver RF
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escolhido para a respectiva comunicação sem fios. Para isto, é descrita uma
solução que utiliza uma decomposição hierárquica do tipo bottom-up desde a
camada mais a baixo que gera o relógio (SCLK) para o protocolo SPI que faz
a comunicação com o transceiver RF, até a camada mais a cima top-level  que
recebe e envia os dados que o sistema precisa de transferir para outro remotamente
(sem fios). No final é implementada testada a interacção remota no sistema do
parque de estacionamento do capítulo anterior.
Capítulo 6 - Conclusões e trabalho futuro - Neste capítulo são apresentadas as
conclusões principais desta dissertação fazendo uma análise global aos resultados
e objectivos atingidos. No final são apresentadas algumas possibilidades para um
eventual trabalho futuro.
Apêndice A - Neste apêndice são apresentados algumas características do transceiver
RF CC1101 que permitem compreender melhor a implementação descrita no
capítulo 5.
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Capítulo 2
Sistemas embutidos baseados em
FPGA
Sumário
Neste capítulo é feita uma introdução teórica sobre conceitos desde os sistemas com-
putacionais até sistemas embutidos baseados em FPGA, bem como a sua comparação
com outras soluções mais tradicionais para os sistemas embutidos. Aqui são eviden-
ciadas as vantagens desta abordagem e como a implementação de processadores em-
butidos em FPGA podem proporcionar protótipos de hardware e software com alto
desempenho. Por fim, são apresentados os modelos principais das máquinas de estados
finitos avançadas, uma vez que são as estruturas de controlo principais deste trabalho.
2.1 Sistemas computacionais
Os sistemas computacionais podem ser divididos essencialmente em dois grupos, con-
soante a sua flexibilidade e a sua aplicação. Num grupo encontram-se os sistemas com-
putacionais de uso geral, onde o exemplo mais comum é o computador pessoal (PC).
Estes são bastante flexíveis, podendo executar uma grande variedade de aplicações
(programas), com a ajuda de um sistema operacional que gere os recursos de sistema.
Em contraste, no outro grupo encontram-se os sistemas computacionais especializados
a uma determinada aplicação, particularmente os sistemas embutidos. Normalmente
estes sistemas só têm uma aplicação que a executam permanentemente. No entanto, um
sistema computacional de uso geral, ou um sistema embutido, apresentam princípios
básicos de operação essencialmente iguais e assim uma arquitectura física semelhante
(hardware), pois a sua diferença principal consiste na aplicação a que se destinam,
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reflectindo-se assim no seu software. Deste modo, um sistema computacional do ponto
de vista do hardware pode ser considerado como uma combinação de um processador
que executa os programas (de software), memória que pode ser de vários tipos para
armazenar os dados e os programas, e por dispositivos de entrada e saída (I/O) que
permitem a comunicação com o mundo exterior como por exemplo um teclado e um
monitor, respectivamente.
Figura 2.1: Sistema computacional básico[2].
O processador é a parte mais importante de um computador, pois é este dispositivo
que processa e manipula os dados, ou seja a informação, segundo uma certa ordem que
é o que constitui um programa. Um microprocessador também conhecido por vezes
como um CPU (unidade central de processamento) é um processador implementado
em um único circuito integrado, exemplos deste tipo são a série Pentium da Intel,
Freescale / IBM, MIPS, ARM e o Sun SPARC, entre outros. Um microcontrolador é
um processador, memória e alguns dispositivos de I/O implementados dentro de um
mesmo circuito integrado, e destinado essencialmente para uso em sistemas embutidos.
Deste modo a comunicação entre estes é feita do mesmo circuito integrado. A gama
de microcontroladores disponíveis é muito larga, desde as pequenas PICs e AVRs a
processadores PowerPC com I/O embutidos.
2.1.1 Sistemas embutidos
Este grupo destina-se principalmente para sistemas com exigências de baixo custo e
consumo de energia, com poucos componentes, uma resposta em tempo real e uma
co-existência entre hardware e software. Apesar destes sistemas computacionais serem
menos conhecidos ao utilizador comum, representam um mercado muito maior, pois
este tipo de sistemas, podem ser encontrados escondidos em todo tipo de aplicações do
dia-a-dia: -em casa (TVs, DVDs, máquinas de lavar, consolas de jogos); -nos escritório
(impressoras, WLAN); -nos carros (controlo do motor, travões ABS, sistemas de se-
gurança); -nos aviões (navegação, auto piloto); -na indústria (controlo embutido para
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executar vários processos tecnológicos); -na robótica; -no bolso (telemóveis, disposi-
tivos mp3, PDAs, cartões electrónicos). Em geral, os sistemas embutidos costumam
ser mais simples e com menor capacidade de processamento que um computador pes-
soal (PC), como por exemplo nas suas aplicações mais comuns, nas TVs, maquinas
de lavar, etc. No entanto estes podem ser muito mais complexos e com muito maior
capacidade de processamento que um simples PC, como por exemplo um sistema dis-
tribuído de controlo de um avião. Um sistema embutido normalmente não contém
um sistema operacional e raramente e possível instalar um novo software, contendo
o seu software numa memória não volátil, ou seja permanente. Em muitas situações
um sistema embutido pode ser usado para substituir um circuito electrónico específico,
pois o uso de um microprocessador embutido permite que a resolução do problema seja
feita via software e não por hardware, o que para uma aplicação complexa facilita a
sua construção e manutenção.
Nas últimas quatro décadas assistiu-se a uma grande evolução da tecnologia na
área dos circuitos integrados, seguindo a lei de Moore [24], que indica que o número de
transístores num único circuito integrado tem um crescimento exponencial (duplica a
cada 18 a 24 meses). Na figura 2.2, é possível observar um exemplo deste crescimento
exponencial verificado na evolução do número de transístores dos microprocessadores
da Intel ao longo das últimas quatro décadas.
Figura 2.2: Evolução do número de transístores[3].
Assim, com tamanho decrescente do transístor e com uma densidade de lógica cres-
cente, os sistemas digitais evoluíram muito, aumentando as suas competências e veloci-
dades ficando assim cada vez mais complexos. Deste modo, com este avanço rápido e
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contínuo desta tecnologia dos circuitos integrados, a implementação de sistemas embu-
tidos altamente integrados num só circuito passou a ser uma realidade, dando origem
a um novo conceito de sistema integrado SoC (System-on-Chip). Com isto, é possível
encontrar-se implementados todos os componentes de um sistema computacional com-
plexo dentro do mesmo circuito integrado, como por exemplo, processadores, memoria
e controladores de comunicação I/O. Este tipo de abordagem apresenta muitas van-
tagens devido a interacção muito próxima entre os diferentes componentes do sistema
pois permite um aumento a velocidade do sistema, e uma diminuição do tamanho, custo
e consumo de energia do sistema, correspondendo deste modo ás exigências de muitos
tipos de aplicações. Assim este tipo de circuitos integrados estão cada vez mais pre-
sentes á nossa volta, em vários dispositivos e serviços omnipresentes que utilizam estes
sistemas. Deste modo, os sistemas embutidos são o segmento com maior crescimento
na indústria dos sistemas computacionais, uma vez que assim, podem ser aplicados em
mais áreas.
2.2 Sistemas de controlo embutido
Esta evolução dos circuitos integrados nas últimas quatro décadas revolucionou os sis-
temas electrónicos que eram baseados em componentes analógicos como transístores,
amplificadores operacionais, resistências, condensadores e indutâncias. Apesar destes
sistemas oferecerem processos paralelos, apresentavam problemas de desvio de parâmet-
ros provocados pela temperatura e pelo envelhecimento. O microprocessador da Intel
4004 foi a primeira plataforma digital que era possível configurar através de software.
Assim com a chegada dos componentes digitais cada vez mais diversificados, grande
parte do controlo de embutido passou para o mundo digital. Dentro destes sistemas
de controlo embutido, existem actualmente várias plataformas digitais com vantagens
e limitações inerentes a cada uma. As principais plataformas digitais contemporâneas
que podem ser escolhidas para implementação de um controlador digital são[4]:
 Microprocessadores;
 Microcontroladores;
 ASSPs (Application Specific Standard Product);
 FPGAs;
Assim, a escolha de uma destas plataformas em detrimento das outras soluções será
feita em função das características mais apropriadas para as necessidades do contro-
lador digital que se pretende implementar. Deste modo, consoante a aplicação final,
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as necessidades principais de um controlador digital num sistema embutido que con-
tribuem para a escolha de uma das plataformas, podem ser distintas como as seguintes
[4]:
 Consumo de energia;
 Preço;
 Tempo de resposta em tempo real;
 Quantidade da produção;
 Ferramentas de programação;
 Livrarias e código portável e reutilizável;
2.2.1 Microprocessador
O microprocessador foi a primeira plataforma digital com a capacidade de ser config-
urável através de software, mudando assim a metodologia dos sistemas digitais como
nenhum outro componente e ainda continua a ser a escolha como controlador digital
para várias áreas de aplicação. Existem muitas aplicações em tempo real, com elevadas
taxas de actualização que requerem que o microprocessador seja programado no seu
assembly nativo. Embora a maioria dos microprocessadores comerciais usados hoje
sejam para aplicações de dados, há núcleos de microprocessadores embutidos em mi-
crocontroladores para aplicações de controlo em tempo real. Em sistemas de controlo
digital, a utilização do processador é feita através de interrupções para processamento
em tempo-real. Existem interrupções para diferentes objectivos dentro do mesmo con-
trolador. Cada interrupção vai ser gerada em função do tempo de execução de uma
determinada tarefa.
Na figura 2.3 é possível observar o modo de funcionamento de um sistema de con-
trolo digital através das rotinas de serviço de interrupção. Assim sempre que é activada
uma interrupção, o microprocessador executa o algoritmo respectivo e actualiza os seus
resultados. A grande desvantagem deste tipo de abordagem deve-se ao facto de o mi-
croprocessador (de uso geral) poder executar apenas uma instrução de cada vez, e
assim este pode não ser suficientemente rápido para atender a múltiplas interrupções
de diferentes aplicações de um controlador, não podendo assim implementar contro-
ladores mais complexos.
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Figura 2.3: Sistema de controlo baseado em rotinas de serviço de interrupção (ISR)[4].
2.2.2 Microcontrolador
Figura 2.4: Microcontrolador PIC.
Os microcontroladores apresentam a combinação do processador com vários periféricos
no mesmo circuito integrado, fornecendo assim mais soluções para controladores em
sistemas embutidos, pois permitem criar sistemas mais complexos com poucos com-
ponentes, uma vez que estes já incorporam periféricos que antes eram externos ao
circuito integrado, oferecendo maior integração e assim menor custo e tamanho que os
microprocessadores.
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Figura 2.5: Controlador de um motor baseado num microcontrolador[4].
Como no caso dos microprocessadores, as tarefas vão ser divididas consoante as
taxas de actualização necessárias. Assim, são utilizadas linguagens de programação de
software para as tarefas com baixas taxas de actualização, enquanto que para tarefas
com taxas de actualização elevadas e deterministas é usado a linguagem assembly nativa
do microcontrolador respectivo. Deste modo, são usados compiladores e linguagens
assembly para converter programas de linguagens de alto-nível no respectivo código
máquina, de modo a ser armazenado na memória embutida do microcontrolador.
Na figura 2.5, pode ser visto um exemplo muito comum para a utilização de um
microcontrolador, como é o caso de o controlo de um motor. Para a maioria das
aplicações o uso de um microcontrolador é a solução mais adequada, no entanto este
tem como grande desvantagem ter um número fixo de periféricos. Embora exista uma
gama extensiva de microcontroladores com números e tipos diferentes de periféricos
disponíveis no mercado, nem sempre é possível encontrar um que encaixe perfeitamente
em todas as exigências de uma determinada aplicação.
14 CAPÍTULO 2. SISTEMAS EMBUTIDOS BASEADOS EM FPGA
2.2.3 ASSPs (Application Specific Standard Products)
Um ASSP (Application Specific Standard Product) é um circuito integrado que imple-
menta como o próprio nome indica, uma função específica que pode ser aplicada numa
extensa gama de sistemas, atraindo assim um grande mercado. Estes dispositivos são
usados em todo tipo de indústrias, desde a automóvel até a de telecomunicações. Ex-
emplos de ASSPs são circuitos integrados para controlo de motores e para codificação
e descodificação de áudio e vídeo. Na próxima figura pode ser visto um exemplo destes
circuitos.
Figura 2.6: ASSP LM629 para controlo de um motor de DC[4].
Normalmente, a funcionalidade de um ASSP é especificada através da sua palavra
de controlo. Alguns ASSPs são mais configuráveis e para isso fornecem endereços,
dados e controlo de barramento para serem ligados a um processador do sistema que
os pode assim controlar.
2.2.4 FPGAs
Por fim, existem as FPGAs que fornecem a possibilidade de no mesmo circuito inte-
grado incorporar um processador e toda a lógica necessária e específica a uma determi-
nada aplicação. Deste modo este dispositivo combina as vantagens das três plataformas
digitais descritas anteriormente. Apesar disto, os microcontroladores ainda são muitas
vezes preferidos em relação as FPGAs devido ao preço e consumo de energia, no en-
tanto estas tem vindo a ganhar o seu espaço pois oferecem muitas vantagens, como por
exemplo a portabilidade do seu código através de vários fornecedores, bem como a pos-
sibilidade de reutilizar código, livrarias e ferramentas de programação de baixo custo.
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Para além disso, a existência de uma grande quantidade de núcleos de propriedade in-
telectual permite aumentar de uma forma bastante significativa a produtividade, pois
permite uma prototipagem rápida dos sistemas.
Figura 2.7: Aspecto de uma FPGA.
Estes dispositivos lógicos programáveis que tradicionalmente tinham pouca capaci-
dade, agora são capazes de suportar sistemas lógicos de grande capacidade, permitindo
assim, implementar sistemas embutidos com controladores de elevada complexidade
utilizando apenas uma FPGA. Assim, com a elevada capacidade que cada vez mais
oferecem e com um preço cada vez mais acessível, estas oferecem uma grande flexi-
bilidade no desenho dos sistemas embutidos digitais devido á sua reconfigurabilidade
inerente. Deste modo, sistemas baseados em FPGA são cada vez mais economica-
mente viáveis para mais aplicações, pois estes sistemas integram actualmente além
de tradicional lógica digital, processadores, memórias, multiplicadores e interfaces de
comunicação em um único circuito integrado, como veremos mais a frente com mais
detalhe, visto que este trabalho baseia-se nesta plataforma digital.
2.3 Processadores embutidos em FPGA
Actualmente, a maioria dos fornecedores de FPGAs já disponibilizam processadores
embutidos nestas (hard IP) fisicamente em silicone ou processadores que podem ser
implementados através da sua lógica programável (soft IP). Com isto, é possível ter
um processador com blocos de lógica digitais convencionais dentro do mesmo circuito
integrado, de maneira a combinar software e hardware, fornecendo toda a flexibilidade
no controlo de uma determinada aplicação.
Muitos algoritmos que são difíceis de implementar em HDL e que não são críticos
em relação ao tempo de resposta podem ser implementados através do processador
embutido na FPGA (software), enquanto que para as restantes tarefas de controlo
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Figura 2.8: Lista de alguns processadores embutidos em FPGAs[4].
mais sensíveis aos tempos de resposta são implementadas em hardware, através dos
recursos lógicos programáveis da FPGA. Para esta combinação de hardware e software,
também estão disponíveis pelos fornecedores de FPGAs, um conjunto de ferramentas
que facilitam este tipo de implementações. Com esta possibilidade, o uso de dispositivos
como a FPGA ganhou uma nova dimensão pois dão a liberdade dividir os projectos
num fluxo de software sequencial e em lógica digital (hardware) paralela. Existem
diferentes processadores de 8 e 32 bits disponíveis pelos fornecedores de FPGA como
se pode verificar na figura 2.8, de modo a estes serem utilizados de forma rápida e
intuitiva e assim reduzir o tempo de desenvolvimento dos projectos.
Como já vimos anteriormente, este tipo de processadores embutidos em FPGAs
estão disponíveis de duas formas, como blocos embutidos fisicamente dentro da FPGA
(hard IP) ou implementado nos recursos lógicos das FPGAs (soft IP). Estes também
podem ser escolhidos consoante a aplicação, existindo processadores de ambos tipos de
8 e 32 bits. No entanto o modo de programação destes tipos de sistemas é totalmente
semelhante. Como exemplo dos processadores hard são os PowerPC que se encontram
na família das FPGAs Virtex da Xilinx e o microcontrolador AVR fornecido pela Atmel.
Processadores do tipo soft são implementados através do uso dos recursos lógicos de
uma FPGA, podendo assim ser implementados pelo utilizador, consoante a necessidade
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de uma determinada aplicação. Com este tipo de abordagem, como a única restrição
são os recursos lógicos da FPGA respectiva, é possível implementar vários processadores
no mesmo circuito integrado, abrindo ainda mais o leque de aplicações deste tipo de
plataforma digital, como por exemplo o estudo e desenvolvimento de arquitecturas
multi-processador. Entre os processadores de 8 bits, um dos exemplos mais conhecidos
é o PicoBlaze fornecido pela Xilinx cujo diagrama de blocos pode ser visto na figura 2.9.
Estes tipos de processadores são disponibilizados na forma de soft cores sintetizáveis.
Figura 2.9: Diagrama de blocos do PicoBlaze[5].
Este processador do tipo RISC está disponível na forma de código VHDL sinte-
tizável ou como um IP core livre pré sintetizado [5]. Este microcontrolador ocupa uma
pequena percentagem dos recursos lógicos de uma FPGA e utiliza os blocos de memória
RAM embutida nesta para o armazenamento dos programas e dos dados. Apresenta
também um porto de entrada e saída de 8 bits, bem como uma entrada para responder
a interrupções externas.
Dentro dos processadores (softs) de 32 bits, é possível destacar também dois dos
fornecedores maiores de FPGAs, são os processadores NIOS da Altera e o MicroBlaze da
Xilinx. Estes processadores sendo mais complexos usam naturalmente mais recursos da
FPGA que o anterior. O resto da FPGA pode ser usado tanto para implementar outra
lógica digital, como para implementar outros processadores (multi-core). Na figura 2.10
é possível observar o diagrama de blocos do processador MicroBlaze de 32bits RISC,
que contém um conjunto de instruções optimizadas para sistemas embutidos [25].
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Figura 2.10: Diagrama de blocos do MicroBlaze[6].
Este pode utilizar os blocos de memória embutidos na FPGA e também memória
externa para armazenar dados e programas. O MicroBlaze apresenta várias opções de
configuração, podendo ser utilizado desde para um controlador de um pequeno sistema
embutido até como um computador embutido de alto desempenho capaz de correr um
sistema operativo como o Linux. Este contém como opção inicial de implementação
uma unidade de vírgula flutuante (FTU) compatível com o standard IEEE-754 per-
mitindo assim adições, subtracções, multiplicação, divisão e comparação com vírgula
flutuante, fundamental para muitos tipos de aplicações. Deste modo este processador
é bastante personalizável, pois e possível especificar quais os módulos de hardware que
se pretende incluir, utilizando assim apenas os recursos necessários.
2.4 Co-design de Hardware e Software
Actualmente, as FPGAs são utilizadas numa ampla variedade de contextos práticos,
no entanto com esta possibilidade de implementação de processadores embutidos, pro-
tótipos de hardware/software (co-design e de co-simulação) ainda são as áreas onde a
aplicação de FPGAs é mais eficiente e promissora. Por este motivo, muitos estudos
actuais são dedicados a fazer progressos nesta direcção.
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Figura 2.11: Diagrama de fluxo no desenvolvimento de hardware e software[4].
Para projectar um sistema deste tipo, todas os algoritmos em hardware e de soft-
ware devem ser codificados e testados independentemente como se pode verificar na
figura 2.11. O fluxo de software associa as bibliotecas ao código fonte para criar um
ficheiro executável para o processador usar. O código do programa e os dados podem
ser armazenados na memória interna da FPGA (Block RAMs) ou num dispositivo de
memória externo caso o código do programa seja demasiado grande. O fluxo de hard-
ware combina ficheiros de formato de intercâmbio electrónico (EDIF) do processador
soft, com o código da lógica HDL e prepara depois da síntese uma netlist final do
sistema completo. Deste modo, é possível o desenvolvimento completo de um sistema
embutido de controlo. Uma das ferramentas possíveis para este tipo construção é a
ferramenta EDK disponibilizada pela Xilinx.
A grande vantagem associada á utilização de software convencional nas simulações
reside na sua flexibilidade, tal como acontece nos computadores de uso geral, pois com
estes é possível alterar os parâmetros da simulação facilmente permitindo assim anal-
isar o comportamento de diferentes arquitecturas. No entanto este tipo de abordagem,
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apresenta como grande desvantagem um elevado tempo de simulação. Já na simulação
(emulação) completa em hardware acontece exactamente o contrário, pois permite um
significativo aumento de velocidade nas simulações, no entanto a flexibilidade é con-
tudo reduzida. Deste modo, para tarefas que não requerem elevada capacidade de
processamento de dados, estas podem ser implementadas totalmente em software, ou
seja, todo o algoritmo pode ser executado por um microprocessador. No entanto, para
tarefas que necessitam melhor desempenho, que ocupam a maior parte do tempo do
processador devido a um elevado processamento de dados (paralelo), podem ser im-
plementadas num hardware específico (co-processador específico), podendo deste modo
aumentar consideravelmente o desempenho global do sistema.
Assim um co-simulador de hardware-software (HW-SW) é essencial para avaliações
precisas de performance de sistemas reconfiguráveis. Vários simuladores foram desen-
volvidos de modo a estender a arquitectura de um microprocessador com hardware
reconfigurável. Uma proposta apresentada em [7] para a ligação entre o processador
e a unidade reconfigurável é baseada no controlo da comunicação pelo bus, onde a
unidade reconfigurável não tem acesso directo ao processador, não sendo necessário
acrescentar nenhuma instrução ao processador. No entanto esta solução apresenta al-
guns problemas, devido a largura da banda e constrangimentos de latência imposta
pelo bus.
Figura 2.12: Modelo do sistema proposto em[7].
Contudo, com o aparecimento do conceito SoC, onde o bus está incorporado no
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mesmo circuito integrado que o processador e outros componentes do sistema, estes
constrangimentos foram resolvidos. Deste modo, para SoC esta é das soluções mais
flexíveis e modulares, pois o processador funciona assim como master e a unidade
reconfigurável como master ou slave, permitindo também que o número de unidades
reconfiguráveis activas possa ser variado dinamicamente. O diagrama de blocos da
arquitectura utilizada em [7] que se pode observar na figura 2.12, inclui uma unidade
de processamento central, modelada em linguagem C, funciona como master no bus,
enquanto que o controlador de memória e as várias unidades reconfiguráveis funcionam
como slaves no bus. Estas últimas bem como o bus foram utilizados modelos em
linguagem HDL. Tal como era esperado, este sistema inteiro demonstra um significativo
aumento de velocidade quando comparado com a pura implementação em software,
em duas aplicações, nomeadamente, na multiplicação de matriz e na compressão de
Lempel-Ziv como se pode observar com mais detalhe em [7].
Em [8] também é proposto um método para de co-simulação em hardware/software
utilizando um sistema convencional e uma FPGA de maneira a combinar flexibilidade
do software e desempenho do hardware. O simulador é executado assim numa máquina
convencional com uma ou várias partes do simulador são implementadas em FPGA.
Figura 2.13: Modelo do sistema proposto em [8].
Os resultados desta proposta indicam há ainda alguns problemas associados a este
método, que precisam ser resolvidos, nomeadamente o impacto negativo do uso de um
bus como meio de comunicação como já tinha acontecido na proposta anteiror. Devido
a este facto, não é fácil ter as vantagens da implementação em hardware, excepto
se todo simulador seja implementado em hardware. Apesar disto, daqui foi possível
concluir que a FPGA ainda assim poderá ser útil como era previsto para funções
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que necessitam longos tempos de execução em software, como por exemplo funções
DSP(Digital Signal Processing), a Transformada de Fourier (FFT) e Inverse Discrete
Cosine Transfer (IDCT). Assim, estas funções podem ser implementadas em hardware
de modo a aumentar o desempenho do sistema, e diminuir o tempo de simulação. Daqui
também foi concluído, que a utilização de uma FPGA pode ser uma boa alternativa em
pesquisa e investigação da arquitectura multi-core, para melhorar o tempo de simulação
uma vez que a simulação multi-core leva muito mais tempo em relação a simulação de
um único core.
Em [9] é também apresentada uma metadologia que permite acelarar a simulação
de sistemas computacionais usando para esse efeito também FPGAs. Esta técnica
consiste em dividir o simulador em duas partes, a primeira simula a função do sistema
computacional respectivo. A segunda parte é um modelo facilmente modificável, que
prever o desempenho e algumas tarefas, e que implementa assim a maior parte das
tarefas paralelas em hardware. Deste modo, é eliminada a maior parte da dificuldade
e complexidade em simular construtores paralelos numa plataforma sequencial.
Figura 2.14: Modelo do sistema proposto em [9].
Os resultados obtidos com este método, mostram que com este protótipo, o de-
sempenho do sistema melhora consideravelmente (desde 2 a 7 vezes melhor). Assim,
com o uso de apenas uma FPGA é possível simplificar o simulador e atingir um alto
desempenho do mesmo.
No artigo [10] é comparada também a simulação em software com a co-simulação
híbrida (software com hardware baseado em FPGA) para simulações de sistemas mul-
tiprocessador como se pode observar na figura 2.15.
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Figura 2.15: Simulação em software e a co-simulação híbrida [10].
Este tipo de simulações tem vindo a ganhar importância, devido crescente adopção
de sistemas computacionais altamente concorrentes através deste tipo de arquitecturas.
Assim a pesquisa e investigação direcciona-se agora para mecanismos que permitam o
aumento da programabilidade e escalabilidade, bem como colaborações entre hardware
e software. Deste modo, a utilização de FPGAs é um meio poderoso e versátil para
acelerar a pesquisa arquitectónica e desenvolvimento de software, pois a simulação
tradicional de sistemas multi-processador requer um tempo de simulação demasiado
elevado. Arquitecturas deste tipo anteriores, como as referidas anteriormente, apre-
sentam vários tipos de problemas, nomeadamente devido a sobrecarga provocada pela
comunicação entre componentes simulados distribuídos. Nesta arquitectura proposta
em [10], tem como objectivo reduzir a complexidade do sistema através da (virtual-
ização) implementação de vários processadores numa única FPGA e através de uma
técnica de simulação híbrida, implementar na FPGA só as tarefas mais repetitivas
(paralelas e recorrentes recursivas), de maneira a que o simulador de software man-
tenha a abstracção do sistema completo. Por virtualização, o número de máquinas
pode ser escolhido judiciosamente, consoante o necessário, para entregar o desempenho
de simulação necessário.
Figura 2.16: Modelo do sistema proposto em [10].
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Nesta figura é possível observar o diagrama de blocos da arquitectura proposta
para simular um sistema multiprocessador simétrico composto por 16 processadores,
instalado em uma única FPGA Virtex-II da Xilinx. Com esta arquitectura, a simulação
obtida mostrou um significativo aumento de velocidade, 39 vezes em média (49 vezes
no melhor caso) mais rápida em relação com a simulação apenas em software através de
um conjunto de aplicações, confirmando assim as vantagens deste tipo de arquitectura
para a simulação de sistemas de multi-core.
Os resultados obtidos nestes estudos mostram assim, o potencial das FPGAs e o
motivo pelo qual estas cada vez mais são utilizadas em várias áreas em detrimento de
outras plataformas digitais.
2.5 Máquinas de estados finitos
2.5.1 Introdução
Uma máquinas de estados finitos (FSM), é um meio bastante útil para descrever sis-
temas em hardware, que transitam entre um número finito de estados. Ao contrário
de um simples circuito sequencial, em que as transições de estado seguem um padrão
simples e repetitivo, numa FSM estas transições dependem do estado actual e de en-
tradas externas. Uma FSM é conhecida como uma máquina deMoore quando as saídas
dependem só do estado actual, e é conhecida como uma máquina de Mealy se as saídas
são uma função do estado actual e das entradas externas.
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Figura 2.17: FSM [11].
Como se pode observar pela figura anterior, uma FSM é composta estruturalmente
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[26]por um circuito combinatório que calcula as transições entre os estados e as saídas
da máquina e duma memória que contém o estado actual. Assim, uma FSM pode ser
definida por um sêxtuplo (S, X, Y, ô, y, s1), onde:
 S={s1,...,sM} é o conjunto finito de estados;
 X={x1,...,xL} é o conjunto de entradas;
 Y={y1,...,yN} é o conjunto de saídas;
 ô é a função de transição entre estados;
 y é a função de saída;
 s1  S é o estado inicial.
A principal aplicação prática de uma FSM é funcionar como um controlador de um
sistema digital que é sensível a entradas externas e activa sinais próprios que controlam
um conjunto de dados que normalmente é composto por circuitos sequenciais. Deste
modo, um sistema destes também é conhecido como uma FSMD (máquina estados
finitos com datapath) quando combina uma FSM (controlpath), com simples circuitos
sequenciais (datapath)[27].
Figura 2.18: Exemplo de uma FSMD.
Para a implementação de uma FSM(D) pode ser usado um dispositivo lógico pro-
gramável, que contenha portas lógicas e flip-flops, ou seja, que disponha de hardware
necessário á construção de simples circuitos sequencias, registos que permitam guardar
os valores das variáveis, e blocos de lógica combinatória para a determinação das tran-
sições entre os vários estados e saídas da máquina de estados finitos. Deste modo, uma
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FPGA torna-se num dispositivo indicado para este tipo de sistemas, pois esta contém
todos estes requisitos físicos necessários para a implementação em hardware de uma
FSMD.
Estas também podem ser aplicadas em muitos casos em substituição de ciclos for
combinatórios, pois muitas vezes estes ciclos não são sintetizáveis em algumas ferra-
mentas de software. Esta substituição também pode ser bastante útil, para operações
não criticas em relação ao tempo, pois com uma FSM em vez de um ciclo for é nor-
malmente possível poupar uma grande quantidade de recursos lógicos, uma vez que
a medida que o ciclo aumenta, os recursos lógicos ocupados pela FSM são sempre os
mesmos.
Estas simples máquinas de estados, apresentadas em cima, tiveram um papel fun-
damental para o desenvolvimento e evolução dos sistemas de controlo digital, pois com
base nestas foram desenvolvidas máquinas de estados avançadas, que fornecem um
basto leque de possibilidades no controlo digital e na programação de hardware. Estas
FSMs avançadas tornam assim possível, algoritmos modulares, hierárquicos, recursivos,
paralelos e auto-reconfiguráveis serem implementados e mapeados em hardware.
Uma dessas possibilidades, proposta em [28], são as máquinas de estado finitas
que podem ser reconfiguradas durante sua execução. Com a ajuda dos dispositivos
lógicos programáveis como as FPGAs, este modelo pode torna-se importante na imple-
mentação de hardware reconfigurável. Aqui é mostrada uma solução da implementação
desta reconfiguração em hardware através da transição de uma determinada FSM numa
nova FSM. Uma FSM é auto - reconfigurável, se a reconfiguração da sua função de saída
e transição for iniciada por ela própria e não por comandos externos. Isto é feito uti-
lizando uma RAM na construção do circuito combinatório da FSM [26].Como este tipo
de FSMs não faz parte do âmbito deste projecto, não será aprofundado aqui. Para
informações mais detalhadas pode ser consultados os documentos [26, 28].
2.5.2 Máquinas de estados finitos hierárquicas
Um tipo de FSMs muito importante no controlo de digital, são as máquinas de estados
finitos hierárquicas (HFSM). Em [29] podemos encontrar uma descrição comportamen-
tal e uma implementação deste tipo de FSMs, bem como uma análise ao seu uso prático
para unidades de controlo. Com este tipo de máquinas, é possível a decomposição de
algoritmos complexos, em algoritmos mais pequenos e simples através de uma decom-
posição de cima para baixo, com um maior nível de abstracção. Este tipo de abordagem
dá-nos a possibilidade de fazer chamadas recursivas em hardware, fornecendo assim
uma grande flexibilidade às unidades de controlo. Estas são compostas por módulos
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que podem ser outras HFSMs ou simples FSMs, um pouco a semelhança com o que
acontece com os procedimentos nos programas de software.
Figura 2.19: HFSM[11].
Uma HFSM como se pode observar na figura acima, contém duas pilhas, uma para
guardar os estados e outra para guardar os módulos. Aqui cada módulo pode ser visto,
como uma simples FSM, onde o seu estado actual e guardado na respectiva posição da
pilha de estados, ou seja, na posição em que se encontra o módulo na pilha de módulos.
Um elemento muito importante neste tipo de arquitectura é o ponteiro das pilhas que
é comum a ambas as pilhas, pois a cada módulo activado corresponde um respectivo
estado activo. Cada módulo executa uma determinada função, abstraindo-se assim
das funções de outros módulos, fornecendo assim um nível de abstracção como era
pretendido. Deste modo, como cada módulo funcionam individualmente, cada um tem
um código único, e assim o mesmo código de estado podem ser repetidos em módulos
diferentes. O circuito de combinatório interage com as pilhas, em tudo semelhante
ao que acontece com a memória que contém o estado actual numa simples FSM de-
scrita em cima. Este é responsável pelas transições entre os estados do módulo que
está activo, pela invocação de novos módulos, bem como o retorno a módulos hierar-
quicamente acima e também fornece as saídas externas da máquina. Numa transição
entre os estados do mesmo módulo, ou seja, não hierárquica, apenas e efectuada uma
mudança no código na posição apontada pelo ponteiro na pilha de estados. Já numa
chamada hierárquica, o ponteiro das pilhas é incrementado e são alterados os estados de
ambas as pilhas nas posições respectivas, de maneira que a pilha dos módulos guarde o
código do novo módulo activado e na pilha dos estados será adicionado o estado inicial
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desse módulo, normalmente o a0=0. . . 0. Estas alterações nas pilhas são efectuadas na
nova posição do ponteiro, evitando assim perder informação do módulo activo anterior-
mente, necessário ao retorno hierárquico, onde é decrementado apenas o ponteiro sem
alterações nas pilhas, continuando assim a execução da máquina no respectivo módulo
anterior, no estado também guardado anteriormente para esse efeito. A execução da
HFSM acaba quando o ponteiro das pilhas é igual a zero e o algoritmo chega ao último
estado do módulo activo (módulo mais acima na hierarquia).
Figura 2.20: Processo em VHDL para o controlo das pilhas.
Os componentes funcionais primários do algoritmo do controlo podem ser usados
de novo em várias aplicações futuras, como por exemplo o processo da figura 2.20. Este
tipo de FSM baseada em hierarquia é muito útil para várias aplicações práticas, pois
permite o controlo de uma grande gama de dispositivos, oferecendo a capacidade de
chamadas recursivas e uma grande flexibilidade. No entanto, como se pode verificar
em [29], os melhores resultados obtidos foram para a implementação de algoritmos
recursivos. Assim uma HFSM é uma solução bastante eficiente para implementação
de algoritmos modulares, hierárquicos e recursivos em hardware. Estas propriedades
tornam-se importantes, pois assim é possível centralizar-nos no que as operações fazem
em vez de como as implementar [29].
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2.5.3 Implementação de chamadas recursivas em hardware
Técnicas de implementação de chamadas recursivas em hardware, tornam-se bastante
importantes á medida que as FPGAs começam a mostrar melhor desempenho que
microprocessadores em muitas áreas de aplicação por causa da melhoria drástica do
seu tamanho e velocidade. Deste modo, já existem muitos estudos em como tirar
partido das vantagens inerentes as FPGAs, envolvendo estas directamente com mi-
croprocessadores, de maneira a estas executarem algoritmos escritos em linguagens de
programação, e permitir assim um aumento do desempenho do sistema. Neste con-
texto, nos algoritmos escritos em linguagens de programação de software, as chamadas
recursivas e os ciclos repetitivos são as partes dos algoritmos que ocupam mais tempo,
sendo assim as principais responsáveis pelo atraso do sistema. Deste modo, técnicas de
implementação de chamadas recursivas em hardware tornam-se vitais para um melhor
desempenho do sistema. Não existe nenhum modo universal para a implementação
de chamadas recursivas em hardware, no entanto é possível encontrar na literatura
várias soluções particulares para a implementação em hardware desta técnica poderosa
e fundamental dentro do software.
Método 1
No método proposto em [30], onde as recursividade foi implementada utilizando pilhas,
são apresentados resultados muito bons, uma vez que as chamadas recursivas e ciclos
repetitivos implementados em hardware reconfigurável apresentam um melhor desem-
penho desde 4.1 - 6.7 vezes mais rápido quando comparado com implementação em
software numa tradicional estação de trabalho.
Método 2
Outro método é apresentado em [31], onde a implementação da recursividade não utiliza
pilhas, de maneira a tentar tirar maior proveito dos recursos paralelos presentes num
dispositivo reconfigurável como uma FPGA. Deste modo, este método decompõe a
chamada recursiva em duas funções, a pré-recursiva e a pós-recursiva. Assim distingue
as duas partes em funções independentes e coloca-as no pipeline (linha de execução).
Nesta implementação é utilizado o conceito de reconfiguração em tempo real (RTR)
de forma a extrair assim para dentro da FPGA o paralelismo da chamada recursiva.
Contudo, isto impôs novas restrições para no projecto do pipeline quer em área como
em tempo como se pode ver com maior detalhe em [31]. Devido a área que este método
pode consumir, o pipeline está sujeito ao constrangimento natural de área que é imposto
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pelo tamanho da FPGA usada para o efeito. Assim se a recursão for suficientemente
longa, o pipeline não será suficiente para cobrir toda a recursão devido à falta de
espaço na FPGA. Em [31] também são apresentadas técnicas de modo a reduzir o
impacto de RTR no desempenho, bem como para lidar com as limitações impostas
pelos recursos naturalmente finitos de hardware. Os resultados apresentados por este
método, demonstram uma melhoria significativa no desempenho quando comparado
por uma implementação baseada numa pilha. Esta diferença de desempenho aumenta
á medida que aumenta a quantidade de dados a processar, no entanto este método não
é aplicável a funções recursivas mais genéricas (com taxa de crescimento maior que 1).
Método 3
Em [32] são comparados estes tipos implementações de chamadas recursivas em hard-
ware, e também é proposto por sua vez um novo método que utiliza uma aproximação
orientada aos dados, onde são os dados armazenados na pilha de dados a decidir qual
será o próximo estado. Deste modo, esta implementação apresenta vantagens impor-
tantes, pois simplifica a lógica e o hardware necessário para as transições entre os
estados e nas chamadas recursivas, apresentando assim um design mais compacto.
Esta arquitectura apresenta um desempenho superior em relação á implementação dos
algoritmos em software (até 3 vezes mais rápido), e uma menor utilização de recursos
físicos como era esperado, em relação a outras implementações em hardware, descritas
anteriormente. É demonstrado que esta técnica pode ser eficazmente implementada
de um modo geral nas FPGAs, dependendo apenas do design, que é constrangimento
comum a todas implementações já descritas anteriormente.
Método 4
O método utilizado neste trabalho para a implementação de chamadas recursivas em
hardware foi baseado em [33]. Esta implementação utiliza a HFSM descrita anteri-
ormente, introduzindo todas as vantagens descritas anteriormente inerentes a hierar-
quia, permitindo assim a implementação de um algoritmo recursivo. No entanto, para
melhorar o desempenho desta máquina nas chamadas recursivas, foram feitas ligeiras
alterações á HFSM inicial de modo a diminuir assim o tempo necessário as invocações
recursivas. Este modelo em[33] foi chamado como RHFSM (recursive HFSM). O fun-
cionamento desta máquina é em tudo semelhante á HFSM, sendo que a alteração prin-
cipal consiste na introdução de um novo sinal de return_flag que permite optimizar
o controlo das chamadas hierárquicas e consequentemente das chamadas recursivas,
simplificando assim o desenho e implementação de algoritmos recursivos em hardware,
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fornecendo a flexibilidade de um projecto em software. Com esta máquina a recur-
sividade pode ser implementada em hardware muito eficientemente, contudo, devido
ao uso de várias pilhas, para algoritmos recursivos longos esta técnica pode consumir
muitos recursos físicos, para o armazenamento dos vários módulos e estados respec-
tivos. Deste modo, para resolver este problema as pilhas devem ser implementadas
em blocos de memória embutidos (Block Rams) disponíveis actualmente em qualquer
FPGA, aumentando assim a eficiência desta técnica. Todos os detalhes e processos em
VHDL sintetizáveis, necessários para a construção de uma RHFSM estão disponíveis
em [33] , sendo estes facilmente escaláveis a todo o tipo de aplicações recursivas. Esta
máquina foi testada em duas aplicações distintas, na ordenação recursiva de uma árvore
binária e na compressão de dados.
Em [34] através de implementações baseadas em FPGAs são comparados algoritmos
recursivos e repetitivos (interactivos), para a resolução de vários tipos de problemas.
Aqui são apresentados critérios para a escolha de implementações recursivas ou repet-
itivas dependendo de cada problema particular. Foi demonstrado que para problemas
de procura binária, os algoritmos recursivos são melhores, quando comparados com
algoritmos repetitivas. Pois embora a implementação repetitiva use menos recursos
físicos, esta apresenta um maior tempo de execução que a implementação recursiva,
ao contrário do que acontece em software em que o algoritmo repetitivo apresenta um
desempenho ligeiramente melhor. Esta diferença de desempenhos, deve-se ao facto,
como já vimos anteriormente, que algoritmos recursivos podem ser implementado em
hardware muito mais eficazmente que em software. Com a utilização de blocos embu-
tidos de memória (Block Rams) nos algoritmos recursivos, os recursos físicos utilizados
por ambas implementações tornam se praticamente os mesmos. Apesar da escolha ser
sempre um pouco subjectiva, em aplicações de maior complexidade, uma especificação
hierárquica torna-se importante de modo a simplificar e clarificar o algoritmo, e deste
modo, chamadas recursivas também podem ser feitas sem qualquer hardware adicional,
bem como o mesmo módulo ser reutilizado e permitir assim redução do tempo de design
e de recursos físicos.
2.5.4 Máquina de estados finitos hierárquica paralela
Por fim, em [35] é apresentado modelo de uma FSM avançada que permite vários al-
goritmos serem executados em paralelo, através de uma máquina de estados finitos
hierárquica Paralela (PHFSM). Esta PHFSM utiliza toda a metodologia descrita an-
teriormente para a HFSM, no entanto, com esta é possível ter mais ter mais do que
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um módulo activo ao mesmo tempo, ou seja, estes podem ser executados em paralelo.
Assim dentro da mesma FSM é possível combinar capacidades hierárquicas e paralelas.
Os detalhes deste modelo PHFSM podem se observar na próxima figura:
Figura 2.21: PHFSM e template do código em VHDL[11].
Para o seu funcionamento são utilizadas pilhas múltiplas que interagem com um
circuito combinatório. Consoante o número de pilhas (k), serão possíveis k módulos a
serem executados em paralelo. A cada pilha está associada um sinal push e um sinal
pop. Estas pilhas apresentam uma estrutura, em tudo semelhante ao que acontece na
HFSM anterior, como se pode verificar, comparando os dois templates das figuras 2.20
e 2.21. Neste caso será necessário k processos como este, um para cada pilha. Deste
modo, tal como sucede na HFSM, cada pilha da figura 2.21 (stack k) contém duas
partes, uma para os módulos e outra para os estados, ambas partilham o mesmo pon-
teiro que é incrementado e decrementado pelos sinais de push e pop, respectivamente.
No entanto, e necessário ter em atenção algumas regras na utilização desta máquina
PHFSM, para um funcionamento correcto do sistema:
 Não é possível chamadas paralelas num módulo recursivo;
 Não deve ser activado o módulo pai num módulo que está a ser executado em
paralelo;
Se dois ou mais módulos são invocados ao mesmo tempo num dado modulo, este só
pode continuar a sua execução quando todos os módulos chamados por este, estiverem
terminados, ou seja, se um dos módulos que estão em paralelo acabar a sua execução
primeiro que o outro, o modulo pai tem de continuar suspenso até o outro acabar. O
código completo e sintetizável em VHDL de um exemplo prático desta maquina PHFSM
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está disponível online em [36]. Este código pode ser utilizado como um template para
outras aplicações. Este código também já contém todas as alterações necessárias para
evitar invocações repetidas, de acordo com as sugestões em [10]. Vários algoritmos
foram implementados usando PHFSMs, bem como um simples controlador embutido
para a demonstração na prática, em FPGAs de baixo custo. Com isto, obtiveram-
se resultados bastante satisfatórios no que diz respeito aos recursos físicos utilizados,
mesmo não utilizando blocos de memória embutida, o que pode melhorar ainda esses
resultados. Deste modo, estes resultados [14] mostram que a implementação desta
máquina PHFSM é benéfica e possível de usar na prática, permitindo assim a utilização
desta na resolução de problemas do dia-a-dia, que envolvam algoritmos hierárquicos e
paralelos uma vez que não consome muitos recursos físicos.
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Capítulo 3
Ferramentas de desenvolvimento
Sumário
Neste capítulo é feita uma introdução desde os primeiros dispositivos lógicos pro-
gramáveis até as FPGAs. São apresentadas as características fundamentais deste dis-
positivo, desde a sua estrutura, vantagens, aplicações até a sua evolução, e como em
conjunto com as LDH e os blocos IP disponíveis revolucionaram os sistemas digitais.
Depois disto, também são apresentadas as principais etapas no desenvolvimento de
sistemas baseados em FPGA e as ferramentas de suporte que foram utilizadas neste
trabalho (ISE e Modelsim). Neste capítulo são ainda apresentadas as placas de de-
senvolvimento utilizadas neste trabalho (Celoxica RC10 e Nexys 2). Finalmente são
descritas as características da ligação sem fios pretendida para interacção remota e
deste modo é apresentado o Transceiver RF escolhido para esse efeito, o CC1101 da
Texas Instruments.
3.1 Introdução aos dispositivos lógicos programáveis
Um dispositivo lógico programável (Programmable logic device - PLD) é um circuito
integrado utilizado para construir circuitos digitais, que podem ser configurados, a fim
de implementar uma função desejada pelo utilizador, ao contrário de uma porta lógica,
que tem uma função fixa definida no seu fabrico. Assim estes dispositivos lógicos
programáveis caracterizam-se por uma grande flexibilidade de utilização, bem como
de custos e tempo de desenvolvimento reduzidos. Dispositivos lógicos programáveis
estão disponíveis numa basta gama de arquitecturas e bem como de tamanhos. Estes
podem ser divididos em três tipos de capacidade, características e custo crescente com
a seguinte ordem [37, 38, 12]:
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 SPLD: Dispositivos lógicos programáveis simples;
 CPLD: Dispositivos lógicos programáveis complexos;
 FPGAs: Field Programmable Gate Array ;
Os dispositivos dentro do tipo SPLD contém tipicamente no máximo até 600 gates
[37], já os do tipo CPLD costumam ter até 10,000 gates e por fim a FPGA pode conter
até milhões de gates. Devido a este facto, CPLD e FPGA fazem parte do grupo de
dispositivos lógicos programáveis de alta capacidade (HCPLD).
3.1.1 SPLDs
No grupo dos dispositivos SPLD podemos ter os seguintes tipos:
 PROM (Programmable ROM);
 PLA (Programmable Logic Array);
 PAL (Programmable Array Logic).
O primeiro tipo de dispositivo lógico programável utilizado, foram as memórias ROM
(read-only memory). Esta memória não volátil pode ser carregada com informação e as-
sim programada com uma função definida pelo utilizador. Deste modo, para uma ROM
com m de entradas (Linhas de endereço) e n de saídas (Linhas de dados), esta torna-se
equivalente a n de circuitos lógicos independentes, cada qual gerado em função das m
entradas, tornando este dispositivo lógico disponível para aplicações mais abrangentes.
As PROM (Rom programável), podem ser de dois tipos: EPROM (Erasable PROM)
e EEPROM (Electronic Erasable PROM). A mais usada normalmente é a EEPROM
que permite ao utilizador apagar o conteúdo da memória e reprogramá-la muitas vezes.
No entanto, as PROM apresentam algumas desvantagens:
 São mais lentas que os circuitos lógicos dedicados;
 Consomem mais energia;
 Ineficiência na utilização do espaço e consequentemente da sua capacidade devido
a sua arquitectura.
Figura 3.1: Exemplo de uma PROM.
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O próximo passo na evolução de lógica programável foi o desenvolvimento das PLAs
e PALs em meados dos anos 70, desenvolvidos especialmente para a implementação
de circuitos lógicos. Estes dispositivos são compostos geralmente por um conjunto
de portas lógicas AND programáveis seguidas por outro conjunto de portas lógicas
OR programáveis para o caso das PLAs e fixas para as PALs. Esta arquitectura é
mais flexível, no entanto apresenta atrasos de propagação que torna os dispositivos
relativamente lentos.
Figura 3.2: Estrutura das PLAs e PALs[12].
Os PLAs tiveram sucesso limitado devido ao seu preço de fabrico, para além disso,
os atrasos de propagação são significativos. Os PALs por sua vez asseguram o desem-
penho elevado, uma vez que estes são mais rápidos, pois só contém um conjunto de
portas (AND) programável. No entanto, isto limita o conjunto de condições de pro-
duto que podem ser geradas. Para compensar esta menor flexibilidade, são produzidas
várias versões deste dispositivo com diferentes números de entradas, saídas, e vários
tamanhos[26]. Normalmente, os PALs contêm flip-flops ligados às saídas de portas lóg-
icas OR o que permite realizar circuitos sequenciais. Deste modo, estes PLDs mostram
um caminho claro para o desenvolvimento das FPGAs.
3.1.2 CPLDs (Complex Programmable Logic Devices)
Dispositivos de lógica programáveis complexos (CPLDs) são dispositivos com maior
capacidade que a dos SPLDs, uma vez que apresentam uma maior densidade lógica,
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permitindo assim estes serem aplicados numa maior gama de aplicações. Estes são
implementados com o uso de alguns blocos de PLD já referidos acima em um único
dispositivo com ligações programáveis entre estes blocos.
Figura 3.3: Estrutura de um CPLD [13].
Geralmente, CPLDs apresentam atrasos mais curtos e mais previsíveis que outros
dispositivos lógicos programáveis, sendo relativamente económicos quer ao nível do
consumo de energia, quer nos custos de desenvolvimento [12]. Deste modo estes são
frequentemente usados em aplicações portáteis alimentadas por bateria. Uma grande
diferença entre um CPLD e uma FPGA é a tecnologia de base ser memória não volátil
no caso dos CPLDs. Esta diferença é cada vez menos importante devido ao facto dos
últimos produtos com FPGA também incluem memória não volátil de configuração
embutida. Esta característica faz do CPLD um dispositivo de escolha em sistemas
digitais modernos para executar funções 'boot loader ' antes de passar o controlo para
outros dispositivos que não têm esta capacidade. Um exemplo de uma aplicação é
quando um CPLD é usado para carregar dados de configuração para uma FPGA.
3.2 FPGAs
FPGAs (Field Programmable Gate Arrays) são os dispositivos lógicos programáveis
de maior capacidade disponíveis hoje em dia. As FPGAs são assim a ultima evolução
de PLDs, podendo estas serem programadas depois de serem fabricadas. Deste modo,
uma FPGA não está restringida a uma função qualquer de hardware predeterminada
no seu fabrico, podendo esta ser programada em função das características do produto
e aplicação desejada. Pode adaptar-se assim a novos padrões e funções através da
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reconfiguração do hardware para aplicações específicas até mesmo depois de o produto
ser instalado.
Figura 3.4: FPGAs.
Assim, em vez de um ASIC (application-specific integrated circuit) que é um dis-
positivo construído para uma função particular, pode ser utilizada uma FPGA, mas
com a vantagem de se puder actualizar a funcionalidade para aplicações diferentes,
uma vez que se trata de um hardware reconfigurável, em que as suas funcionalidades
são definidas pelos utilizadores e não pelos fabricantes. Deste forma estas podem ser
reutilizáveis em aplicações diferentes, possuindo assim um maior ciclo de vida.
Estas contêm um grande número de blocos lógicos configuráveis contidos em um
único circuito integrado de maneira a suportar a implementação de circuitos lógicos de
complexidade elevada. Quando um circuito lógico é implementado em uma FPGA, os
blocos lógicos são programados para realizar as funções necessárias, e as ligações são
feitas de forma a realizar a interconexão necessária entre os blocos lógicos. Uma FPGA
é composta basicamente por três tipos de componentes como se pode ver na figura 3.5:
blocos de entrada e saída (IOB), blocos lógicos configuráveis (CLB) e as interconexões
programáveis (PI).
3.2.1 Blocos lógicos configuráveis (CLB)
O bloco lógico configurável é a unidade básica de uma FPGA, números exactos e carac-
terísticas variam de dispositivo a dispositivo. No geral, esta unidade consiste em uma
matriz configurável de 4 ou 6 entradas também designadas por lookup tables (LUTs),
registos, circuitos multiplexadores, e flip-flops [39]. Esta matriz é altamente flexível
e pode ser configurada como por exemplo como uma memória RAM (memória dis-
tribuída) ou como lógica combinatória. Note que as saídas das LUTs podem ser usadas
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Figura 3.5: Estrutura básica de uma FPGA.
directamente ou serem armazenadas nos flip-flops. Este último caso pode ser usado
para implementar circuitos sequenciais. No caso da FPGA utilizada neste trabalho,
Spartan-3 da Xilinx, a matriz configurável tem 4 entradas e assim sendo pode ser
configurada como uma memória RAM 16-por-1[27].
Figura 3.6: Estrutura básica de um bloco lógico SRAM[13].
Existem dois tipos básicos de FPGAs[13], estes dois tipos de FPGAs diferem na
implementação dos blocos lógicos e no mecanismo que faz conexões entre estes. O tipo
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dominante de FPGA (que foi utilizado neste trabalho) é a baseada em SRAM e pode
ser reprogramado o número de vezes que o utilizador o entender, e sempre que esta a
FPGA é ligada uma vez que se trata de uma memória volátil como já vimos atrás.
Figura 3.7: Estrutura básica de um bloco lógico OTP[13].
O outro tipo de FPGAs são as OTP (One Time Programmable), estas usam conexões
permanentes no circuito integrado. Deste modo os sistemas com este tipo de FPGAs
não requerem nenhuma PROM para a sua programação. Contudo, perde a grande van-
tagem das FPGAs, ou seja, a sua reconfigurabilidade. Esta lógica é em tudo semelhante
as PLDs, com gates e flip-flops dedicados.
3.2.2 Blocos de entrada e saída (IOB)
As FPGAs de hoje em dia apresentam uma grande flexibilidade na sua utilização,
fornecendo suporte para dúzias de padrões de I/O fornecendo assim a interface ideal
para diferentes tipos de sistema. Estes fazem a interface entre a lógica interna da
FPGA com os pinos de encapsulamento e podem ser configurados como só de entrada
ou saída, ou ainda como bidireccionais com capacidade tri-state.
3.2.3 Interconexões programáveis (PI)
Enquanto os CLBs fornecem a capacidade de lógica, as interconexões programáveis
fazem o encaminhamento dos sinais entre CLBs e com os blocos I/O. As ferramentas
de software de design abstrai do utilizador tarefa de encaminhamento a menos que este
especifique o contrário, reduzindo assim significativamente a complexidade do projecto.
Deste modo a ferramenta de software escolhida tem um papel fundamental na gestão
e optimização dos recursos lógicos da FPGA utilizada.
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3.2.4 Macro blocos embutidos em FPGA
As FPGAs de hoje evoluíram muito para além das capacidades básicas apresentadas
nas suas antecessoras e contém e diferentes tipos de blocos embutidos com funções
especificas como blocos de memória RAM, multiplicadores combinatórios, circuitos de
geração de relógio (DCM), blocos de processamento digital de sinal (DSP), transceivers
de alta velocidade, entre outros. Estes blocos são desenhados e fabricados ao nível
do transístor e as suas funcionalidades complementam os blocos lógicos configuráveis.
Dispositivos de FPGA avançados podem conter um ou mais cores de processador pré-
fabricados como já vimos anteriormente.
Dentro destes macro blocos, os mais comuns e importantes são os blocos de memória
embutida (Block RAMs) que estão disponíveis na maioria das FPGAs actuais, sendo
bastante útil aos projectos implementados em FPGA, pois assim não será necessário
utilizar recursos lógicos como memória, permitindo deste modo uma poupança enorme
de recursos lógicos das respectivas FPGAs. Com estes blocos, as FPGAs podem conter
até 10 Mbits de memória embutida, que suportam operações em dois portos difer-
entes na mesma memória. Administração de relógio digital (DCM) é fornecida pela
maioria das FPGAs e eliminou quase todos os problemas que os utilizadores tiveram
que enfrentar no passado para projectar sinais globais em FPGAs. Com este bloco
o utilizador pode controlar a frequência e a fase do sinal do relógio, sem problemas
adicionais, reduzindo assim o tempo de projecto.
3.2.5 Vantagens
Desde a primeira FPGA disponível comercialmente pela empresa Xilinx Inc, em 1985,
tem-se assistido a um aumento enorme da sua utilização, devido principalmente as
seguintes vantagens que as FPGAs oferecem [11]:
 Reconfiguravilidade - esta é a sua principal vantagem, pois permite a reutilização
do mesmo circuito integrado, ou seja, este pode ser utilizado para implementação
de sistemas diferentes;
 Eficiência - tempo de desenvolvimento do projecto reduzido quando comparando
com outras tecnologias;
 Paralelismo - possibilidade de executar operações arbitrárias em paralelo;
 Virtualização - algumas partes do sistema podem ser alteradas durante execução,
podem ser reconfiguradas parcialmente;
3.2. FPGAS 43
 Alta densidade - milhões de portas lógicas programáveis.
Deste modo, as FPGAs tem vindo a ganhar espaço em relação a outras tecnologias
como já vimos anteriormente, como por exemplo aos ASIC ou ASSP, uma vez que
estas plataformas de hardware são muito específicas e inflexíveis, pois as suas funções
não podem ser alteradas depois do seu fabrico, como no caso das FPGAs. Estas
apresentam assim grande flexibilidade, ao permitir aos projectistas a implementarem
algoritmos directamente no silício, e deste modo é possível melhorar os produtos do
consumidor final sem este ter de comprar um dispositivo novo. Ainda assim, a escolha
entre ASICs e FPGAs na implementação de uma determinada solução deve ser feita
cuidadosamente depois de avaliar as vantagens de cada tecnologia, pois uma implemen-
tação em ASIC também apresenta a suas vantagens, uma vez que neste caso o circuito
é optimizado para uma função específica proporcionando assim na maioria dos casos
menores consumos e maiores velocidades, bem como oferece custos unitários inferiores,
para grandes volumes de produção.
Figura 3.8: Comparação do fluxo de desenvolvimento entre FPGA e ASIC [14].
Como se pode observar pela figura 3.8, no fluxo de projecto de uma FPGA são
eliminadas etapas de longa duração (floorplanning, timing analysis, mask),uma vez
que neste caso a lógica já é sintetizada para ser implementada numa determinada
FPGA já conhecida, simplificando e reduzindo assim o tempo de desenvolvimento do
projecto. No entanto estas etapas podem ser consideradas, se necessário, quando os
utilizadores pretendem maximizar o desempenho dos projectos mais exigentes. Deste
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modo, uma implementação em FPGA permite implementar e testar sistemas de uma
forma bem mais rápida e numa basta gama de aplicações.
3.2.6 Aplicações
Deste modo, devido à sua natureza programável e suas vantagens já enumeradas em
cima, as FPGAs são assim a solução ideal para várias áreas de aplicação e diferentes
mercados:
 Aeroespacial e Militar - Como as FPGAs são tolerantes a radiações, são uma
solução para esse tipo de ambientes, com IPs (intellectual property) próprios
para processamento digital de imagem, geração de ondas, criptografia, e recon-
figuráveis parcialmente para Software Define Radio, etc.
 Broadcast - Soluções que permitem uma variada gama de transmissão de vídeo
e áudio.
 Consumidor - Soluções rentáveis para aplicações do consumidor, dipositivos elec-
trónicos como TVs digitais, projectores, aparelhos digitais de TV, eletrodomésti-
cos de informação, gestão de redes de casa, etc.
 Industrial / científico / médico - Soluções para a indústria, como automatização
industrial, controlo de movimento, ethernet industrial, aplicações médicas como
por exemplo, aparelhos de diagnóstico, etc.
 Automóvel - Soluções de IP para sistemas de ajuda de motorista, GPS, conforto,
sistemas de comunicação, processamento de gráficos e áudio. Exemplos de sis-
temas electrónicos num automóvel que podem ser implementados baseados em
FPGA podem ser vistos na figura 3.9.
 Armazenamento/Servidores - Soluções para armazenamento de dados, servidores
e computadores de grande desempenho.
 Comunicações sem fios - Aplicações em gestão de redes, em equipamento sem
fios, para protocolos como WCDMA, HSDPA, WiMAX, infra-estrutura 3G, etc.
 Comunicações com fios - Soluções também para a gestão de redes, neste caso com
fios, para processamento de pacotes fim-a-fim, roteamento, MAC, controladores
de memória, switch, etc.
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Figura 3.9: Algumas aplicações possíveis de uma FPGA num automóvel [15]..
3.2.7 Evolução
Devido a enorme evolução destas nos últimos anos, as FPGAs de hoje são cada vez mais
escolhidas para todo tipo de aplicações. O maior fabricante de FPGAs actualmente, é
naturalmente a Xilinx, uma vez que foram os primeiros a comercializa-la a meados da
década de 80, é assim líder no mercado desde então. Esta empresa sozinha representa
mais de 50% do mercado. O segundo maior fabricante é a Altera, que junto com a
Xilinx controlam mais de 80% do mercado. No entanto, outros fabricantes também
tem vindo a ganhar o seu espaço, como por exemplo a Lattice Semiconductor, Actel,
Atmel, SiliconBlue Technologies, QuickLogic e Achronix. Esta última disponibiliza as
FPGAs mais rápidas do mundo [40], pois permite velocidades de sistema até 1.5GHz,
ideal para as aplicações mais exigentes em relação á velocidade.
Dentro das FPGAs disponibilizadas pela Xilinx, destacam-se duas famílias impor-
tantes: as Virtex e as Spartan. Ambas foram introduzidas no mercado em 1998 sendo
estas direccionadas para situações diferentes. As Virtex, com maior capacidade e mais
macro blocos heterogéneos e específicos representam a ultima geração de FPGAs, no
que diz respeito ao desempenho, capacidade e integração, sendo naturalmente mais
caras que as Spartan. As Spartan por sua vez, são de baixo custo, ideal assim para
aplicações de grandes volumes, sendo um caminho seguro, eficiente e barato para ex-
igências de tempo para chegar rapidamente ao mercado. A diferença das características
destas duas famílias pode ser vista com mais detalhe na tabela 3.1. As FPGAs uti-
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lizadas neste trabalho são da família Spartan 3 da Xilinx, devido ao seu baixo custo, e
pela sua arquitectura adequada.
Features Virtex-5 Virtex-4 Extended Spartan-3A
Logic Cells Up to 330,000 Up to 200,000 Up to 53,000
User I/Os Up to 1200 Up to 960 Up to 519 I/O
I/O Standards Supported Over 40 Over 20 Over 20
Clock Management - DCM Yes Yes Yes
Clock Management - PLL Yes No No
Embedded Block RAM Up to 18 Mbits Up to 11Mbits Up to 1.8 Mbits
Embedded Multipliers for DSP Yes (25 x 18 MAC) Yes (18 x 18 MAC) Yes (18 x 18 MAC)
Multi-Gigabit High Speed Serial Yes Yes No
Soft Processor Support Yes Yes Yes
Embedded PowerPC Processors Yes (PowerPC 440) Yes (PowerPC 405) No
Tabela 3.1: Comparação das características das FPGAs da Xilinx [23].
Um exemplo da evolução verificada nesta área, são as características nas últimas
versões destas famílias de FPGAs (Virtex 6 e Spartan 6) [41]:
 Custo de sistema total reduzido até 50%;
 Redução do consumo total até 65%;
 Aumento da capacidade lógica até 760K blocos lógicos;
 Capacidade de memória em Block RAMs até 38 Mbit e 2000 blocos DSP;
 Transceivers com taxas de transmissão até 11.2 Gbps taxas consecutivas;
 Controlador de memória embutido flexível para interfaces de memória de alta
velocidade;
Deste modo, com esta nova geração de FPGAs, torna-se ainda mais fácil implementar
sistemas cada vez mais complexos com maior desempenho, velocidade e integração num
único circuito integrado. Com estas também é possível uma redução da complexidade
do PCB, consumo de energia e custo total do sistema. Com isto, devido ao aumento
da complexidade dos sistemas implementados, as linguagens de descrição de hardware
e os modelos IP ganham assim mais importância tendo em vista um desenvolvimento
rápido do projecto.
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3.3 Linguagens de descrição de hardware
As linguagens de descrição de hardware (HDLs) são orientadas à descrição estrutural
e comportamental do hardware. Foram originalmente desenvolvidas, para documentar
o comportamento dos ASICs, para substituir os complexos manuais que descreviam
o funcionamento destes. Deste modo, tornaram-se uma alternativa mais válida aos
diagramas esquemáticos no desenvolvimento dos circuitos digitais, com uma grande
vantagem em relação a estes, a portabilidade e flexibilidade. Estas permitem projetos
independentes da tecnologia e das ferramentas utilizadas, facilidade de actualização
de projetos, bem como um nível mais alto de abstração. Deste modo, permite uma
redução do tempo de desenvolvimento de um projeto. As HDLs juntamente com as
FPGAs vieram assim revolucionar o desenvolvimento de sistemas digitais, pois permite
aos designers desenvolver sistemas digitais bastante complexos num curto espaço de
tempo. Actualmente, as HDLs mais utilizadas são o VHDL e o Verilog. A linguagem
usada neste trabalho foi VHDL (de VHSIC - Very High Speed Integrated Circuit).
3.4 Núcleos de Propriedade Intelectual
Núcleo de Propriedade Intelectual (IP cores) é um bloco lógico reutilizável de lógica,
que podem ser abertos ou de fabricantes específicos que oferecem versões de sintetizáveis
dos blocos IP. Permitem, assim desenvolver projectos mais rapidamente, com o uso de
blocos já construídos e optimizados. A Xilinx á semelhança com o que já acontece
com outros fabricantes, disponibiliza vários blocos IP para utilização em sistemas com
diferentes funções como:
 Áudio, vídeo e processo de imagem;
 Automóvel;
 Lógica Básica;
 Interface de bus e IO;
 Comunicação em rede;
 Processo digital de sinal;
 Matemática;
 Interface de memória;
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 Armazenamento de dados;
 Processadores;
Por exemplo, neste trabalho foram utilizados o Fifo Generator v4.4 e o Block Memory
Generator v2.8 da Xilinx LogiCORE IP para a implementação de fifos e de blocos
de memória, respectivamente.
3.5 Ferramentas de suporte ao desenvolvimento
Existem vários programas que suportam este tipo de desenvolvimento, no entanto o
fluxo de projecto é essencialmente o mesmo. A ferramenta utilizada neste trabalho
foi o ambiente de síntese integrado da Xilinx, o ISE WebPACK, devido a ser uma
ferramenta livre, e por ter todas funcionalidades necessárias a realização deste trabalho,
não havendo necessidade de utilização de outros programas mais caros com maior
desempenho (como por exemplo Synplicity), uma vez que o objectivo principal deste
projecto é verificação de funcionalidades e simulação mas não optimização.
Uma ferramenta de síntese de boa qualidade não só entrega melhor desempenho e
confiança quando comparada a outras ferramentas de síntese, mas também uma grande
ajuda em termos de verificação e debug, o que é extremamente importante para imple-
mentação mais rápida de sistemas inevitavelmente cada vez mais complexos. Por isso,
estas ferramentas são normalmente bem mais caras. Um exemplo destas ferramentas,
é a empresa Synplicity Inc, que é um fornecedor de soluções de software para design
e implementação de dispositivos de lógica programáveis (FPGAs, PLDs e CPLDs)
para as aplicações mais exigentes em que as suas ferramentas apresentam melhores
desempenhos e velocidades que as ferramentas disponibilizadas pelos fornecedores de
FPGAs.
3.5.1 Xilinx Integrated Software Environment (ISE)
O ISE WebPACK é assim uma solução para o projecto de um sistema em FPGA ou
CPLD da Xilinx, pois fornece todas as ferramentas necessárias para a síntese de HDL,
simulação, implementação e programação do dispositivo respectivo, neste caso uma
FPGA. Na figura seguinte é possível observar a sequência de etapas necessárias no
fluxo de um projecto desenvolvido no ISE.
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Figura 3.10: Fluxo de desenvolvimento de um projecto no Xilinx ISE[16].
Assim, as etapas principais no desenvolvimento de um projecto são as seguintes:
 Desenho do sistema (Design Entry) - Descrição do sistema usando uma lin-
guagem HDL, aqui serão adicionados todos os ficheiros de código necessários á
especificação do sistema. Podem também ser adicionados blocos já previamente
construídos, bem como blocos das livrarias IP(Intellectual Property) existentes
caso sejam utilizados. Por fim, é necessária a inclusão do ficheiro UCF (User Con-
train File) que especifica os constrangimentos da implementação, nomeadamente
os pinos de entrada e saída correspondentes na FPGA.
 Síntese (Design Synthesis) - Depois de feita a análise da sintaxe do código
anterior, se não houver erros, o sistema é sintetizado. Este processo é onde o
software transforma o código HDL em componentes lógicos, como por exemplo
simples portas lógicas e flip-flops. Embora muitos códigos HDL sejam correctos
em termos de sintaxe, não significa que sejam sintetizáveis, pois não são possíveis
de implementar fisicamente. Estes códigos só podem assim ser utilizados para
simulação comportamental.
 Implementação (Design Implementation) - Este processo consiste em três
sub-processos: translate, map e place and route. No processo translate, é com-
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binada toda a informação fornecida pela síntese num único ficheiro netlist. No
processo map, é feito o mapeamento dos componentes lógicos contidos no netlist
nos recursos da FPGA, respectivamente nos blocos lógicos e nos blocos de IO
descritos anteriormente. Por fim, no processo place and route, é feita a colocação
da lógica nos locais físicos respectivos, e a determinação das rotas para a interli-
gação entre os vários sinais do sistema. No final da implementação, através da
análise temporal, são determinados vários parâmetros importantes como o atraso
máximo de propagação que existe nos circuitos implementados, que vai influen-
ciar directamente a frequência máxima de relógio, para o correcto funcionamento
do sistema implementado.
 Programação da FPGA (Xilinx Device Programming) - Aqui é gerado
o ficheiro de configuração final (*.bit) e em seguida carregado em série para a
FPGA, através de um cabo JTAG próprio ou por uma simples ligação USB. A
maioria das placas de desenvolvimento com FPGAs contêm uma PROM (não
volátil) que permite guardar este bitstream, programando assim as FPGAs auto-
maticamente sempre que as placas são ligadas.
Como se pode verificar através da figura 3.10, todas as etapas descritas anteriormente
são acompanhadas com simulação e verificação do sistema implementado, a nível com-
portamental, funcional e temporal, facilitando assim o desenvolvimento do sistema e a
detecção de erros, bem como a resolução dos mesmos.
O Xilinx ISE controla todos os aspectos do fluxo de desenvolvimento oferecendo
uma interface gráfica para todas a ferramentas disponíveis e ficheiros associados com
o projecto. Como se pode observar na figura 3.11, o ambiente de trabalho por defeito
é dividido em quatro secções:
 Sources window (em cima á esquerda): mostra hierarquicamente todos os ficheiros
associados ao projecto. Aqui também é possível especificar o objectivo, se é
simulação ou síntese e implementação, no topo desta janela (Sources for:).
Esta secção também oferece a possibilidade de guardar cópias de segurança do
projecto, bem como a verificação das bibliotecas associadas a este.
 Processes window (no meio á esquerda): Nesta secção são mostrados todos os
processos disponíveis ao ficheiro seleccionado na secção anterior. Alguns processos
podem conter sub-processos, como no caso da implementação. O ISE executa
alguns processos automaticamente, necessários a um determinado processo, como
por exemplo para a implementação, ele executará primeiro automaticamente a
síntese, uma vez que a implementação e depende do resultado desta. Deste modo,
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Figura 3.11: Ambiente típico do software integrado ISE da Xilinx.
o ISE garante a passagem por todas as etapas necessárias ao desenvolvimento de
um projecto, descritas anteriormente.
 Transcript window (em baixo): Aqui é mostrada toda a informação do progresso
do processo em execução, avisos e erros. Através da aba Tcl Shell  também é
possível executar processos através de comandos específicos numa linha de co-
mandos.
 Workplace window (em cima á direita): Esta é a janela principal (normalmente
maior), que permite conter vários ficheiros abertos e a edição destes, em código
HDL ou esquemáticos, ou a visualização de documentos importantes, como por
exemplo relatórios da síntese e implementação do projecto. Através destes doc-
umentos é possível identificar alguns problemas e soluções, também é possível
verificar a percentagem usada dos recursos da FPGA, bem como os recursos
usados por cada módulo individualmente.
Todas estas janelas podem ser redimensionadas e movidas conforme o gosto do uti-
lizador. Esta ferramenta está disponível tanto para Windows como para Linux. O
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Xilinx ISE suporta também integração com outros programas como o MATLAB, o
Synplify e o ModelSim. Apesar do ISE já conter um simulador embutido, é possível
através deste chamar um simulador externo mais versátil e robusto, o ModelSim fab-
ricado pela Mentor Graphics Corporation, sendo assim uma ferramenta de software
independente do ISE que permite ao utilizador simular um determinado sistema digi-
tal antes de o implementar em hardware.
3.5.2 ModelSim
Á medida que aumenta a complexidade dos sistemas digitais, a sua verificação e debug
torna-se cada vez mais difícil. Neste contexto, simuladores como o ModelSim ganham
maior importância, uma vez que permite uma análise e verificação mais detalhada
do comportamento de todo o sistema, através de diagramas temporais dos sinais do
sistema, facilitando assim resolução de problemas. Deste modo é obtido um melhor
desempenho do sistema e um desenvolvimento mais rápido deste.
Figura 3.12: Fluxo de desenvolvimento de um sistema no modelsim[17].
O ModelSim fornece assim um ambiente indicado de simulação e debug para projec-
tos de complexidade elevada em ASIC e em FPGA, além disso também inclui suporte
para várias linguagens como VHDL, Verilog, SystemVerilog e SystemC [17]. Este soft-
ware está também disponível tanto para Windows como para Linux. Este simulador
está assim, em diferentes edições, integrado nos vários softwares dos maiores fabricantes
de FPGA, entre eles, a Xilinx, altera, atmel, actel.
Estas foram as ferramentas utilizadas neste trabalho (ISE e Modelsim), pelos mo-
tivos já referidos anteriormente. Ambas tem uma documentação basta e detalhada que
pode ser consultada no menu de ajuda ou nos seus sites [42, 16] para mais informação.
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3.6 Placas de desenvolvimento
As placas de desenvolvimento utilizadas neste trabalho foram a Nexys 2 da Digilent e
RC10 da Celoxica, devido ao seu preço mais baixo, e porque contém todos os requisitos
necessários para a execução deste trabalho. No entanto existem placas com muitos mais
recursos de vários fornecedores, sendo naturalmente bem mais caras.
Figura 3.13: Diagrama de blocos da placa Nexys 2[18].
Figura 3.14: Nexys 2[18].
A placa Nexys2 tem as seguintes características [18]:
 FPGA Xilinx Spartan 3E com 500 mil portas lógicas;
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 Configuração através de uma ligação USB2 de alta-velocidade;
 Alimentação por USB, bateria ou simples cabo;
 Memórias externas de capacidade 16MB SDRAM da Micron e 16MB Flash da
Intel;
 Uma PROM Flash não volátil para configurar a FPGA;
 Oscilador externo 50MHz;
 Interfaces PS/2, VGA (8 bits de cor) e RS232;
 60 ligações I/O da FPGA para conectores de expansão;
 8 LEDs, 4 displays de 7 segmentos, 4 botões, 8 interruptores.
A placa RC10 da Celoxica apresenta mais recursos que a placa anterior, em termos
de interfaces como na capacidade lógica da FPGA embutida nela. Esta contém uma
FPGA da Xilinx Spartan-3 com 1,5 milhões de portas lógicas, ou seja, o triplo da
anterior.
Figura 3.15: Diagrama de blocos da placa RC10 da celoxica[19].
A figura 3.15 ilustra o diagrama de blocos desta placa com os seus componentes e
interfaces principais.
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Figura 3.16: Celoxica RC10[19].
3.7 Interacção remota para sistemas de controlo
O principal objectivo deste trabalho é introduzir uma interface que permita a uma
FPGA comunicar com o mundo externo remotamente, isto é, estabelecer uma ligação
sem fios com outras FPGAS, ou outros tipos de sistemas computacionais. Para isso
utilizou-se um dos vários transceivers RF que existem disponíveis actualmente no mer-
cado de modo a satisfazer os objectivos que se pretende para esta ligação sem fios:
 Bidireccional;
 Confiável;
 Baixo custo;
 Baixo consumo de energia;
 Baixa interferência;
 Distância razoável (na ordem das dezenas de metros);
 Velocidade de transferência de dados na ordem de vários kbits por segundo;
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Os transceivers RF normalmente são controlados por um microprocessador, pois alguns
dos fornecedores destes transceivers RF já disponibilizam também o código próprio em
software para a programação das ligações sem fios.
Neste caso, este será ligado directamente á FPGA, isto é, a comunicação com o
transceiver e a sua programação será feita toda através dos recursos disponíveis em
qualquer FPGA actual, ou seja, através da programação de hardware com o uso da
linguagem VHDL.
Com isto, pretende-se desenvolver um módulo VHDL que possa ser reutilizável
numa basta gama de projectos em FPGAs que necessitem de comunicação sem fios,
sem a necessidade de o uso de um microprocessador para isso e assim o controlo seja
efectuado todo através de hardware.
3.7.1 Transceiver RF
Actualmente, existem disponíveis no mercado vários transceivers RF que podem ser
usados para estabelecer uma ligação com as características anteriormente descritas. No
entanto, após uma breve pesquisa sobre várias marcas de fornecedores observou-se que
o transceiver CC1101 da Texas Instruments é o mais apropriado para esta aplicação,
pois é o que oferece uma melhor relação qualidade preço, sendo superior na maioria
das características em relação aos outros transceivers com um preço idêntico a este,
como se pode ver em comparação por exemplo em [43, 44, 45].
3.7.2 Características do transceiver CC1101
Deste modo, as características que determinaram a escolha deste transceiver para este
projecto são as seguintes:
 Elevada sensibilidade (-112dBm a 1.2 kBaud, 1% de taxa de erro);
 Baixo consumo (14.7 mA na recepção);
 Potência de saída programável até 10 dBm;
 Taxa de transferência programável (desde 1.2 a 500 kBaud);
 Basta gama de frequências: 300-348 MHz, 387-464 MHz e 779-928 MHz;
 Vários tipos de modulações digitais: 2-FSK, GFSK, MSK, OOK, ASK;
 Ideal para sistemas com Frequency Hopping ;
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 Compensação automática da frequência para um alinhamento correcto com a
portadora recebida;
 Suporte para pacotes de dados com tamanho variável;
 Detecção automática de endereços, palavras de sincronização, correcção de erros
e CRC;
 Indicador CCA (Clear Channel Assessment);
 Indicador RSSI;
 Interface com o módulo através do protocolo SPI;
 Fifos de recepção de transmissão de 64 bytes cada;
 Wake-On-Radio (WOR).
3.7.3 Comunicação com o módulo de RF - Protocolo SPI
Deste modo, para a sua programação e ligação do transceiver RF escolhido com o resto
do sistema, ou seja, com a FPGA é utilizada uma interface SPI (Serial Peripheral
Interface) para esse efeito. O protocolo SPI foi desenvolvido pela Motorola, com o
objectivo de fornecer uma interface simples entre os microcontroladores e periféricos
externos a este. Este protocolo é síncrono, pois todas as transmissões são controladas
através de um relógio comum, gerado pelo master que geralmente na maioria das
aplicações costuma ser um processador. Podem ser ligados vários slaves através da
interface SPI ao mesmo master, no entanto só um pode estar activo de cada vez,
seleccionado pelo master através do sinal CS (chip select) respectivo.
Figura 3.17: Comunicação SPI entre dois dispositivos (adaptado[4]).
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Esta comunicação é full-duplex, ou seja, existe comunicação nos dois sentidos. Para
isto, o protocolo SPI utiliza 4 sinais para o controlo e transferência de dados:
 Master Output Slave Input (MOSI): Sinal gerado pelo master que envia os dados
para o slave, também conhecido por Slave Data In (SDI);
 Master Input Slave Output (MISO): Sinal gerado pelo slave que envia os dados
para o master, também conhecido por Slave Data Out (SDO);
 Serial Clock (SCLK ou SCK): Sinal de relógio gerado pelo master que controla
e sincroniza a transferência de dados;
 Chip Select (CS): Sinal gerado pelo master que activa e selecciona o slave, tam-
bém conhecido Slave Select(SS).
Este protocolo de comunicação em série, torna-se bastante eficiente, pois á medida que
o slave lê dados (bits) na linha MOSI, ele simultaneamente escreve dados também pela
linha MISO. Deste modo ambos recebem e enviam informação ao mesmo tempo.
Este protocolo apresenta quatro modos de operação, dependendo da polaridade
e fase do relógio, podendo cada um estar em dois estados diferentes. Estes modos
determinam em que altura a informação escrita e lida nas linhas respectivas (MISO e
MOSI). Um bit pode assim ser escrito na fase ascendente do relógio (quando o relógio
passa de 0 para 1) e lido na fase descendente do relógio (quando o relógio passa de 1
para 0) ou vice-versa, dependendo do modo de operação. Estes modos de operação são
incompatíveis um com o outro, por isso o master e o slave devem estar configurados
no mesmo modo para poderem comunicar um com o outro.
Assim, devido a flexibilidade e eficiência deste protocolo, ele é utilizado numa
basta gama de aplicações. Este pode ser utilizado para fazer a interface com sen-
sores, memórias, ADCs, DACs, LCDs, dipositivos de controlo, circuitos de áudio, em
comunicações, com outros processadores, em FPGAs, etc.
3.7.4 Modo de funcionamento do transceiver CC1101
Este módulo combina um transmissor e um receptor no mesmo circuito integrado,
característica fundamental para uma comunicação nos dois sentidos, permitindo deste
modo utilizar componentes comuns necessários a transmissão e recepção.
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Figura 3.18: Diagrama de blocos simplificado do transceiver RF utilizado (cc1101) [20].
Na recepção o sinal RF recebido passa pelo amplificador de baixo ruído LNA (low-
noise amplifier) onde é amplificado para níveis aceitáveis de forma a reduzir o seu ruído
para uma melhor recuperação do sinal para o resto do circuito de recepção. Depois
disto, o sinal RF é convertido numa frequência intermédia (IF) mais baixa. Os sinais
em fase e quadratura (I/Q) resultantes são digitalizados pelas ADCs, e a partir daqui
o restante processamento como desmodulação, correctores de erro e processamento
de pacote é feito digitalmente. Por fim a informação recebida é colocada na fifo de
recepção onde pode ser acedida pelo master do protocolo SPI, que neste caso será uma
FPGA.
Na transmissão, os dados que precisam ser enviados remotamente são escritos na
fifo de transmissão através do protocolo SPI. De seguida, os dados serão processados
digitalmente através de vários blocos como o gestor de pacotes, o gestor de erros, e
depois pelo modulador digital. São geradas as componentes I/Q e por fim, o sinal
gerado é amplificado pelo amplificador PA.
3.7.5 Configuração
Das frequências livres que podem ser utilizadas, a frequência 2.4 GHz já é bastante
utilizada por outras tecnologias como o WiFi e o Bluetooth. Por isso para este caso as
frequências livres abaixo de 1 GHz são mais adequadas, pois é menor a probabilidade de
interferência com outras tecnologias. Deste modo, a frequência utilizada neste trabalho
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será no intervalo 387-464MHz uma vez que neste intervalo de frequências a ocupação
do espectro é relativamente mais baixa e permite assim uma maior distância da ligação
sem fios em relação às outras frequências possíveis para este transceiver, uma vez que
quanto menor a frequência, maior pode ser a distância de comunicação sem fios. Para
o funcionamento do transceiver CC1101, este terá de ser colocado num circuito como
o que pode ser visto na figura 3.19, de modo a haver uma correcta adaptação com a
antena que realmente vai fazer a interface com o meio sem fios.
Figura 3.19: Circuito típico para o funcionamento do transceiver nas frequências
315/433 MHz[20].
Para isto, devido as pequenas dimensões do transceiver CC1101 (4x4 mm), neste
trabalho utilizou-se um módulo (figura 3.20) que já possui este transceiver colocado
num circuito impresso com toda a malha de adaptação necessária.
Uma das grandes vantagens deste transceiver, é o facto deste poder ser bastante
configurável através da interface SPI, pois pode ser adaptado a diferentes tipos de
ligações sem fios, através da alteração dos seus registos. Podendo assim ter um bom
desempenho para muitos sistemas com diferentes aplicações, um pouco a semelhança
com o que acontece com as FPGAs. Deste modo, este transceiver é uma boa solução
para sistemas que utilizam FPGAs. Os parâmetros principais que podem ser alterados
neste transceiver são:
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Figura 3.20: Evaluation module CC1101.
 Taxa de transmissão;
 Tipo de modulação;
 Potência de saída;
 Canal de Recepção;
 Largura de banda do filtro de recepção;
 Modo de transmissão/recepção;
 Formato dos pacotes de dados;
 Gestão das fifos de recepção e de transmissão;
 Influência do CCA no modo de transmissão;
 Correcção de erros (FEC);
 Wake-On-Radio (WOR).
Para a correcta configuração dos registos, o fornecedor do transceiver cc1101 tem
disponível um software, o SmartRF Studio[46], que permite calcular automaticamente
os valores que devem ser escritos nos respectivos registos de configuração consoante o
tipo de ligação que o utilizador pretende implementar. Deste modo, através de uma
interface gráfica oferecida por este programa como pode ser vista na figura 3.21, é
possível seleccionar todas as opções onde o transceiver é programável, para a obtenção
dos valores óptimos para uma dada configuração.
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Figura 3.21: SmartRF Studio.
Capítulo 4
Sistemas implementados
Sumário
Neste capítulo é feita a descrição detalhada da implementação prática dos sistemas
embutidos construídos, mais especificamente, o buffer de prioridade construído através
de um estrutura baseada numa árvore binária, um sistema próprio para teste deste tipo
de buffer e finalmente um sistema embutido para controlo automático de uma parque
de estacionamento.
4.1 Buffer de prioridade
O buffer implementado baseado em [47], recebe à entrada informação de uma forma
sequencial e fornece na saída a entrada com maior prioridade que se encontra naquele
momento na memória, ordenando assim a sequência das saídas sempre que recebe
uma nova entrada, colocando-a na sua posição respectiva de prioridade. O buffer de
prioridade permite assim guardar todos os valores de chegada em memória, fornecendo
ao sistema qual o próximo valor que deve ser processado por este segundo uma ordem
de prioridade especifica.
4.1.1 Estrutura de dados
Uma estrutura possível para a implementação de um buffer de prioridade num sistema
como o parque de estacionamento, no caso mais simples onde cada lugar têm uma pri-
oridade fixa baseada na proximidade da entrada ou saída do parque, seria por exemplo
criar um simples vector binário que indicasse os lugares ocupados e os lugares livres.
Neste caso a procura do lugar com maior prioridade seria apenas percorrer este vector
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desde o primeiro lugar até encontrar o primeiro lugar livre.
No entanto, esta solução apresenta limitações, pois impõem prioridades fixas e o
número de entradas conhecido a partida, o que limita a possível utilização para sistemas
mais complexos. Com isto, pretende-se desenvolver um buffer de prioridade reutilizável
com capacidade de fornecer uma gestão mais complexa, de modo que seja possível a
sua adaptação para alterações dinâmicas nas prioridades e onde o número de entradas
possível não seja fixo.
Para isto, listas ligadas de prioridades e árvores binárias são estruturas mais próprias
para esse efeito como se pode observar em [1]. Com estes tipos de estrutura, apesar
de mais complexas, o buffer de prioridade apresenta um melhor desempenho e pode
ser adaptado em vários tipos de sistemas mais complexos, como por exemplo em redes
de comunicação ou em sistemas computacionais de alto desempenho que processam
tarefas com prioridades dinamicamente variáveis.
O modelo deste buffer implementado na prática baseia-se numa árvore binária.
Esta árvore é organizada de maneira a que para um dado nó, a sub-árvore à direita
só contenha valores superiores a este, enquanto que a sub-árvore a esquerda só contém
valores inferiores. No caso específico de quanto maior for o número da entrada menor
será a sua prioridade, para retirar a entrada com maior prioridade que o buffer contém,
ou seja, o menor número, será necessário percorrer toda a árvore de maneira a escolher
sempre a sub-árvore a esquerda, até encontrar um nó que não contenha nenhum nó
filho à esquerda, sendo que o valor deste nó será o mais pequeno do buffer, logo, a
entrada com maior prioridade.
Por exemplo, considerando que no início o buffer, ou seja, a árvore está vazia e para
uma sequência de entradas com a seguinte ordem: 23,4,6,76,82,5,99,1,3 e por fim 75,
teremos a seguinte árvore binária que se pode verificar na figura 4.1.
A memória deste buffer é implementada em hardware através de um bloco de
memória fixo com capacidade para um determinado número de nós. A memória fica
assim organizada em blocos com a seguinte informação para cada nó:
 Valor: número que define a prioridade do nó;
 Ocupação: quando está a `1' significa que o bloco está ocupado por um nó,
enquanto que quando está a `0' o bloco está livre;
 Nó pai: número que indica o índice na memória onde se encontra o nó acima
deste, ou seja o seu nó pai; quando este número está a zero num dado nó significa
que este é o nó raiz da árvore pois é o único nó em toda a árvore que não tem nó
pai;
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 23
5
4
826
3 99
751
76
Figura 4.1: Exemplo de uma árvore binária.
 Nó filho a direita: número que indica o índice na memória onde se encontra o nó
á direita deste; caso este número seja igual a zero significa que este nó não existe;
 Nó filho a esquerda: número que indica o índice na memória onde se encontra o
nó á esquerda deste; caso este número seja igual a zero significa que este nó não
existe;
O índice da memória começa no número um, assim quando se encontra o número zero
o respectivo nó não existe. Esta memória é ocupada sequencialmente de maneira a que
um qualquer novo nó que se adicione à árvore ocupe o primeiro bloco livre, ou seja,
o bloco com campo ocupação igual a zero, desde o início da memória como se pode
verificar mais a frente no módulo Z7.
Quando se remove um nó da árvore, o respectivo campo ocupação é igualado a zero
podendo a partir daí esse bloco de memória ser utilizado outra vez por um novo nó.
Deste modo, os blocos desta memória são ocupados e libertados dinamicamente em
hardware. Assim para o exemplo da árvore anterior vamos ter o seguinte conteúdo na
memória:
Valor
Ocupado
Nó Pai
Nó Direita
Nó Esquerda
23
1
0
4
2
4
1
1
3
8
6
1
2
0
6
76
1
1
5
10
82
1
4
7
0
5
1
3
0
0
99
1
5
0
0
1
1
2
9
0
3
1
8
0
0
75
1
4
0
0
1 2 3 4 5 6 7 8 9 10 11 ...
0
0
0
0
0
0
0
0
0
0
Posição na memória :
Figura 4.2: Conteúdo da memória no caso do exemplo anterior.
Como para cada nó da árvore o procedimento é o mesmo, torna-se útil o uso de
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algoritmos recursivos, no entanto como as linguagens de descrição de hardware não su-
portam directamente chamadas recursivas, utilizou-se para isso uma máquina de esta-
dos finitos hierárquicas (HFSM), permitindo assim chamadas recursivas e hierárquicas
em hardware, ou seja, qualquer módulo pode activar-se a si próprio. Para o controlo
deste buffer foi utilizado assim uma máquina de estados finitos hierárquica paralela,
devido a necessidade de adição e remoção de nós da árvore em paralelo, permitindo
assim chamadas em paralelo de módulos diferentes, através de uma HFSM com múlti-
plas stacks (uma stack por cada módulo em paralelo). Deste modo, vamos ter duas
stacks em paralelo, uma para adicionar e outra para remover nós da árvore.
O acesso a memória é devidamente sincronizado para que dois módulos das duas
stacks possam ser executados em paralelo. Os módulos mais básicos e importantes
que permitem a construção da árvore binária e a remoção dos nós da árvore são Z4 e
Z5 respectivamente, os outros módulos fazem operações suplementares e sincronizam
o acesso à memória partilhada. Para que as operações sejam executas desde a raiz da
árvore, o índice da memória que contém este nó raiz da árvore deve ser guardado num
registo para esse efeito. Assim foram utilizados 8 módulos para contrução deste buffer,
cuja função é :

Z0
a1
Z1, Z2
Start
1
0
End
Begin
a2
a3
Stop
a4
0
1
Figura 4.4: Diagramas de fluxo do módulo Z0.
 Z0  Implementa o algoritmo de topo (Top level ), e activa dois módulos em
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Figura 4.3: Máquina de estados finitos hierárquica paralela.
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
Z1
a1
Busy_Z1<=0
Stop End
Begin
a3
Data
0
Z4 a2
1 a4
0
Busy_Z1<=1
1

Z2
a1
Stop End
Begin
a3
Request
0
Z6 a2
a50
1
Busy_Z1
1
Z3
0
a4
a5
Empty
0
1
1
Figura 4.5: Diagramas de fluxo dos módulos Z1,Z2.
paralelo Z1 e Z2,ou seja, em duas stacks diferentes (PHFSM), uma para adicionar
e outra para retirar nós à árvore respectivamente. Contém também dois sinais
de controlo, start e stop que permite parar e recomeçar o funcionamento da
PHSFM a qualquer momento;
4.1.2 Stack1- Adicionar um novo nó
 Z1 - Módulo que verifica se existe um novo valor para adicionar à árvore e caso
exista activa Z4 para esse efeito;
 Z4 - Módulo que adiciona um novo nó á arvore caso este valor ainda não exista,
percorrendo esta em função do seu valor e colocando este novo nó no seu lugar
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respectivo. Inicializa este novo nó e actualiza também o seu nó Pai, ligando-o
assim á árvore.
 Z7 - Módulo activado por Z4 que procura a primeira posição livre na memória
para guardar o novo nó que está a ser adicionado á árvore.
 Z4
a1
End
Begin
0
Nó <=
Nó esquerdaa3Z7
Actualiza Nó Pai
a6
Nó vazio
1
Novo_valor=
Nó->valor
Novo_valor<
Nó->valor0
Novo_valor>
Nó->valor0
1
Nó esquerda 
vazio Nó direita vazio
1
0 0
Nó <=
Nó direita
Z4
a4
Inicialização do 
novo nó a5
1
a2
1
1

Z7
a1
End
Begin
Indice <= 1
Ocupado
a2
Lugar_novo_nó 
<= indice0
a3Indice <= Indice+1
1
Figura 4.6: Diagramas de fluxo dos módulos Z4 e Z7.
4.1.3 Stack2- Retirar um nó
 Z2 - Módulo que retira um nó da árvore quando há um pedido, segundo uma
regra de prioridade defina em Z6;
 Z6 - Módulo que define a regra de prioridade do buffer, neste caso percorre toda
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a sub-árvore á esquerda até encontrar o nó mais a esquerda, ou seja o valor mais
baixo, e envia este valor para a saída do buffer;
 Z3 - Módulo que fornece sincronização com outros módulos e activa Z5 para a
remoção de nós que já foram escolhidos por Z6.
 Z5 - Módulo que apaga um nó da árvore, previamente escolhido por Z6 e actualiza
os nós á sua volta caso existam (nó pai e o nó á sua direita). Quando se trata de
apagar o nó raiz também actualiza o valor desse registo.
Z6
a1
End
Begin
Z6
a2
Valor Saida <= 
Nó->valor1
a3
Nó esquerda 
vazio
Nó <=
Nó esquerda
0
Z3
a1
Busy_Z2
End
Begin
a4
0
Z5 a3
1
Busy_Z1<=1
Busy_Z1<=0
a5
a2
Z5
a1
End
Begin
a5
a2
Nó=Nó raiz
Nó vazio 0
Nó direita existe
1
Nó raiz <=
Nó direita
1
0
Nó direita existe
Actualiza Nó 
direita
1
0
Actualiza Nó 
Pai(liga-o ao nó á 
direita caso exista)
Apaga o Nó a4
a3
0
0
Figura 4.7: Diagramas de fluxo dos módulos Z3, Z5 e Z6.
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Este buffer pode facilmente ser adaptado para outro tipo de prioridades consoante
a necessidade de outro sistema embutido, através da alteração da regra de prioridade
defina em Z6, contudo em alguns casos também pode ser necessário alterar o módulo
Z5, uma vez que este foi construído também em função do módulo Z6.
Figura 4.8: Buffer de prioridade.
Na figura 4.8 é possível verificar os elementos principais do buffer implementado,
já descritos acima, bem como as entradas e saídas deste. Um exemplo da utilização
destas entradas e saídas será explicado mais a frente no sistema de controlo do parque
de estacionamento onde este buffer é utlizado como exemplo.
A memória deste buffer foi inicialmente para teste implementada em memória dis-
tribuída, ou seja, foram utilizados os recursos lógicos da FPGA. Deste modo, existe
um grande desperdício da capacidade lógica da FPGA pois está a ser usada como
memória, como podemos verificar mais á frente nos resultados da síntese. Por isso,
faz todo o sentido que esta memória seja implementada em blocos próprios, isto é, em
Block RAMs que actualmente todas as FPGAs contêm.
A escolha do tipo de memória recaiu numa True Dual Port, pois com este tipo
de memória é possível ter dois portos com acesso de leitura e de escrita para am-
bos, bem como ter tamanhos, frequências de relógio e modos de operação diferentes,
funcionando assim completamente independentes um do outro. Estas características
tornam-se essenciais para a interacção com a árvore binária descrita anteriormente,
pois permite ter um porto com o tamanho de um nó inteiro que permita escrever e
ler nós inteiros, e outro porto de tamanho mais pequeno, que permita ler e escrever
apenas um campo de cada nó.
Para isto utilizou-se um núcleo de propriedade intelectual da Xilinx (Xilinx Logi-
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Figura 4.9: True Dual-port RAM [21].
CORE IP), mais especificamente, o Block Memory Generator v2.8, como pode ser
visto na figura 4.10.
Figura 4.10: Interface e resumo das características da memória utilizada.
Deste modo, o porto A é utilizado para o acesso de um nó inteiro, enquanto que o
porto B é utilizado para o acesso de apenas um campo do nó. A memória implementada
neste caso tem capacidade para 1024 nós em que cada nó ocupa 40 bits (Porto A), no
entanto estes valores podem ser facilmente alterados consoante a aplicação. No caso
do sistema do parque de estacionamento este valor já será em princípio suficiente.
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O porto B para ser compatível com o porto A deve ter um tamanho múltiplo (2^n).
Como cada nó apresenta 5 campos, sendo que no caso do campo busy é só um bit, não
há necessidade de ocupação de um campo inteiro de vários bits para além, de que com
este campo seria necessário dividir o tamanho em memória de um nó por 8 campos.
Sendo que nesse caso só se utilizaria praticamente metade dos bits, ou seja, metade da
memória reservada para cada nó, pois só 4 campos seriam utilizados mais um bit do
campo busy.
A condição busy pode ser substituída pela simples verificação do bloco de memória
reservado para cada nó através do porto A, pois se este estiver todo a zeros, este não
está ocupado, uma vez que foi considerado que índice da memória começa no número
um. Deste modo, para um melhor aproveitamento da memória, foi eliminado o campo
busy, ficando o assim cada nó divido nos restantes quatro campos, permitindo assim
uma utilização óptima da memória reservada. Assim o porto B terá uma dimensão de
10 bits e uma capacidade de armazenamento 4092 campos correspondentes aos 1024
nós.
4.2 Sistema para teste de buffers de prioridade
O buffer de prioridade proposto neste projecto permite ser aplicado e numa basta gama
de sistemas, pois permite reserva e libertação de memória dinamicamente em hardware,
sendo deste modo bastante geral. No entanto outras implementações do mesmo buffer e
mesmo outros tipos de buffer de prioridade como uma lista ligada de prioridade podem
ser considerados. Para isto, aqui é proposto um sistema que permite testar vários tipos
de buffer.
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Figura 4.11: Diagrama de blocos do sistema para teste de buffers de prioridade.
Na figura 4.11 é possível observar a os blocos principais deste sistema. Para cada
uma das 20 entradas deve ser possível alterar a sua frequência e a sua prioridade. A
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interface deve seleccionar as entradas segundo uma ordem first input first prosessing,
ou seja, enviar para o buffer a primeira entrada que chegar. No caso de chegar mais
de que uma entrada ao mesmo tempo a selecção é arbitrária. Deste modo o buffer de
prioridade ligado a esta interface faz a ordenação por prioridades das entradas e fornece
á sua saída a respectiva sequência ordenada sempre que este é solicitado.
Assim este sistema permite comparar o desempenho e funcionalidade de diferentes
buffers de prioridade. (Este também pode ser útil num sistema central que controla um
conjunto de parques de estacionamento, onde cada entrada corresponde a um parque
de estacionamento.)
4.2.1 Entradas
Assim para a geração de cada entrada foi utilizado um bloco disponível em [48]que
utiliza uma das aplicações do algoritmo linear feedback shift register (LFSR) como
gerador de sequencias pseudo-aleatórias. A frequência com que este bloco gera novos
números e assim novas entradas pode ser alterada pela alteração do relógio fornecido
a este bloco. Para isso é utilizado um divisor de frequência dependente do valor da
velocidade da entrada respectiva, que pode ser alterado pelo utlizador.
Figura 4.12: Circuito para a geração de cada entrada.
Para cada entrada foi utilizado um circuito como o que se pode observar na figura
4.12, utilizando para isso o construtor da linguagem VHDL generate, de modo a imple-
mentar vinte circuitos destes em paralelo. Para as diferentes entradas não fornecerem
sequências pseudo-aleatórias iguais, a cada entrada foi fornecida uma seed diferente.
4.2.2 Interface
Como já foi referido anteriormente, a interface deve enviar para o buffer a primeira
entrada que chegar (first input first prosessing), e no caso de chegar mais de que
uma entrada ao mesmo tempo a selecção é arbitrária. Para isto, na implementação
desta interface considerou-se uma fifo de entrada que guarde todas as novas entradas,
de modo a fornecer depois ao buffer de prioridade. Para a detecção de novas entradas
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foi utilizado um ciclo for que verifica quando alguma entrada é alterada (nova) e nesse
caso activa a posição de um vector construído para esse efeito, que indica as novas
entradas.
Figura 4.13: Diagrama de blocos da interface.
Assim é utilizada máquina de estados que percorre este vector e quando uma posição
deste se encontre a um, a entrada respectiva é adicionada a fifo de entrada. Durante
estes 20 ciclos de relógio o ciclo for anterior volta preencher um novo vector com
as novas entradas. Deste modo as entradas novas durante 20 ciclos de relógio são
consideradas ao mesmo tempo. O tamanho mínimo desta fifo de entrada é igual a
vinte, que é no caso em todas as entradas serem alteradas ao mesmo tempo.
 a0
Begin 
a1
Fifo entrada 
vazia
Nova_entrada<=1
Nova saída 
0
Pedido ao 
buffer
1
a2
0
0
1
a3
Já_adicionou
0
1
Memória 
Cheia
Memória Vazia0
1
0
1
Request<=1
Figura 4.14: Diagrama de fluxo da interface.
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A interacção do buffer de prioridade com a fifo de entrada é feita através de uma
simples máquina de estados finitos (FSM) cujo diagrama de fluxo pode ser visto na
figura 4.14. Assim esta máquina no estado a1 verifica continuamente o estado da
fifo de entrada e quando esta contiver alguma entrada nova, ou seja, se não estiver
vazia é enviado para o buffer a entrada respectiva se este não estiver cheio. Quando
isto acontece a máquina passa para o estado a3 onde aguarda que o buffer acabe de
adicionar esta nova entrada e só depois disto volta ao estado a1 onde pode voltar a
atender a novos pedidos. No estado a1 quando não existe novas entradas e há um
pedido ao buffer, neste caso pelo utilizador, se este não estiver vazio, é requisitada uma
nova saída segundo uma prioridade. Assim a máquina passa para o estado a2 onde
espera que uma nova saída seja disponibilizada pelo buffer e só depois volta outra vez
para o estado a1. Esta máquina de estados finitos funciona assim como um elemento
que fornece exclusão mutua á memória do buffer, pois desta maneira não permite que
se adicione e retire elementos ao buffer ao mesmo tempo.
Para a alteração dos parâmetros das entradas através de um teclado e visualização
das saídas num monitor VGA, ou seja, para a interacção com o utilizador são utilizados
os blocos disponíveis em [49].
O buffer de prioridade descrito anteriormente foi testado com este sistema. Os resul-
tados obtidos mostram um funcionamento correcto por parte deste como era esperado,
fornecendo sempre à sua saída a entrada com maior prioridade que a sua memória
contenha, no momento em que é feito o pedido (request).
4.3 Sistema de controlo para parque de estaciona-
mento
Com este projecto pretende-se a implementação de um sistema de controlo central de
um parque de estacionamento utilizando uma FPGA e outra unidade de controlo por
carro que controle este e o estacione automaticamente, também implementada numa
FPGA. A comunicação entre as unidades de controlo dos carros e o sistema central
será efectuada através de uma ligação sem fios, através de interacção remota (por
radiofrequência - RF).
No entanto numa primeira fase para simulação e verificação do correcto funciona-
mento do sistema, as unidades controlo serão implementadas dentro da mesma FPGA.
O funcionamento de todo o sistema e algoritmos implementados pode ser verificado
através da simulação feita utilizando um monitor VGA. Para interagir com a sim-
ulação também deve ser utilizado um teclado PS/2, permitindo assim variar vários
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parâmetros da simulação, como por exemplo o número de carros novos por minuto que
chegam ao parque de estacionamento.
Figura 4.15: Imagem de todo o sistema.
4.3.1 Controlo Central
As funções básicas do sistema de controlo central são:
 Recepção da informação sobre os lugares vazios no parque de estacionamento;
 Implementação de um buffer de prioridades de instruções para carros;
 Envio das instruções para os carros;
 Implementação de algoritmos para abrir e fechar as portas de entrada e saída do
parque de estacionamento;
O buffer de prioridade utilizado aqui (descrito anteriormente), recebe à entrada infor-
mação sobre os lugares vazios sequencialmente e fornece na saída o lugar com maior
prioridade que se encontra naquele momento vazio, ordenando assim a sequência da
saídas sempre que recebe uma nova entrada, colocando-a na sua posição respectiva de
prioridade.
78 CAPÍTULO 4. SISTEMAS IMPLEMENTADOS

Buffer de 
PrioridadeLugares vazios sequencialmente Lugar com maior prioridade
Figura 4.16: Funcionamento básico do buffer de prioridade.
No caso específico deste sistema, quanto maior for o número do lugar de estaciona-
mento menor será a sua prioridade.
Convém salientar aqui, que este buffer de prioridade implementado apresenta mais
complexidade e funcionalidade que este sistema requer, pois para este problema em
que o número de lugares de um dado parque de estacionamento é conhecido, existem
soluções mais simples como já foi referido anteriormente. Deste modo, este tipo de
buffer apesar de uma maior complexidade pode ser a solução para um maior número
de sistemas. Uma aplicação possível é assim o sistema de controlo de um parque de
estacionamento que permite também testar o correcto funcionamento deste buffer de
prioridade de uma forma visual e interactiva.
No caso do parque de estacionamento as entradas e saídas do buffer de prioridade
da figura 4.8 vão ter as seguintes funções:
 start : Esta entrada controla o inicio do funcionamento do buffer, neste caso está
sempre a `1';
 stop: Esta entrada permite parar o funcionamento do buffer, neste caso está
sempre a `0';
 input : Esta é a entrada principal do buffer, neste caso serão colocados aqui os
números dos lugares de estacionamento que ficam vazios para serem adicionados
ao buffer.
 data: Esta entrada fica a `1' quando um novo lugar ficou vazio, sinalizando assim
o buffer para este adicionar o lugar que se encontra na entrada anterior input 
á memória.
 request : Entrada que quando activa, ordena o buffer a fornecer o lugar com maior
prioridade que se encontra naquele momento disponível na memória.
 memory empty : Saída que indica quando a memória está vazia, neste caso indica
quando o parque está cheio.
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 memory full : Saída que indica quando a memória está cheia, neste caso indica
quando o parque está vazio.
 ouput : Saída principal do buffer, neste caso será fornecido aqui o número do lugar
de estacionamento com maior prioridade sempre que é feito um pedido ao buffer.
 added : Saída que informa quando um novo valor acabou de ser adicionado ao
buffer.
 counter : Saída que informa a quantidade de lugares vazios num determinado
momento, através do número de elementos que o buffer contém num determinado
momento.
 error : Saída que informa se há erro na máquina de estados finitos hierárquica
paralela, devido ao tamanho da stack. Neste caso não será usada, uma vez que o
tamanho da stack foi dimensionado em função do número de lugares do parque
de estacionamento de modo a evitar esta situação.
O controlo central é implementado através de uma máquina de estados finitos (FSM),
interagindo assim com praticamente todas as partes do sistema, desde o buffer até
ao controlo dos carros e das portas, bem como com a interface com que o utilizador
controla toda a simulação no monitor VGA.
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Figura 4.17: Máquina de estados finitos para o controlo central.
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Como se pode verificar na figura 4.17, a máquina de estados finitos começa no
estado para_começar, onde inicializa o buffer, ou seja, constrói a arvore binária
contendo todos os lugares do estacionamento, uma vez que no início o parque está
completamente livre. Quando acaba de adicionar todos os lugares do estacionamento
e o buffer fica cheio a máquina passa para o estado a1, estado no qual a máquina de
estados se encontra por defeito, pois se nenhum carro entrar ou sair, a máquina de
estados permanecerá neste estado.
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Figura 4.18: Controlo central.
No estado a1 o controlo central está sensível às ordens aleatórias de saída de
carros geradas por um bloco externo, bem como às ordens do utilizador através da
interface criada para esse efeito. Assim, quando é recebida uma ordem para um carro
sair do estacionamento, a máquina passa para o estado a2 e espera nesse estado que o
carro receba a ordem de saída. Quando a ordem é recebida pelo carro, este envia um
aviso (acknowledge) ao controlo central a informar que recebeu a ordem, passando a
máquina de estados para o estado a3 onde é adicionado ao buffer um novo nó com o
valor de prioridade do respectivo lugar. Assim que este acabe de ser actualizado com o
novo lugar vazio a máquina volta para o seu estado por defeito (a1), podendo atender
a novos pedidos.
Quando chega um novo carro á porta de entrada, se houver lugares livres disponíveis,
ou seja, se o parque não estiver cheio, o controlo central passa directamente do estado
a1 para o estado a4, aonde vai esperar que o buffer forneça o lugar vazio com maior pri-
oridade que existe no momento em que este foi requisitado; caso o parque esteja cheio,
espera até um lugar fique livre para passar para o estado a4. Quando este fornece o
novo lugar, a máquina de estados volta outra vez para o seu estado por defeito (a1) e
é enviado para o carro que solicitou o lugar no qual ele deve estacionar.
O estado a2 é utilizado como elemento sincronizador entre o controlo central e o
controlo de carros, esperando assim que o carro receba a ordem de saída. Os estados
a3 e o a4 funcionam como elementos sincronizadores do buffer, evitando assim o acesso
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à memória ao mesmo tempo para apagar e remover nós, evitando assim erros que caso
contrário podiam originar, como por exemplo ficarem nós na memória desligados e
isolados do resto da árvore binária.
O controlo central através de um módulo disponível em [48], utiliza uma das apli-
cações do algoritmo linear feedback shift register (LFSR) [3] como gerador de saídas de
carros pseudo-aleatórias, em que a frequência de novas saídas de carros aleatórias
pode ser alterada pelo utilizador através da interface criada para esse efeito. A variação
desta velocidade de saída e obtida através da variação do clock fornecido ao módulo
que gera as saídas pseudo-aleatórias.
Figura 4.19: Gerador de saídas de carros aleatórias.
Para a chegada de um determinado número de carros por minuto, que pode ser
alterado pelo utilizador durante a simulação, foi também necessária a implementação
de um módulo para fazer a divisão, uma vez que esta não é directamente sintetizável
para este caso (em que um dos operandos não é constante); assim é determinado o
intervalo de tempo entre cada carro novo. Para esta função também foi necessária
a utilização de um divisor de frequência para tornar mais simples a contagem dos
segundos de intervalo entre os carros novos.
Figura 4.20: Activação de novos carros.
Controlador das portas
Para o controlo das portas de entrada e de saída considerou-se que não há a necessidade
da porta fechar depois de um carro passar quando já tem outro carro pronto para passar
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por ela, tornando assim o sistema mais rápido e eficiente, evitando assim paragens
desnecessárias aos carros. Deste modo, para a sua implementação foi utilizado um
simples contador para cada porta, um para a entrada e outro para a saída, em que
cada contador controla a sua porta respectiva; Estes contadores são só incrementados
quando um carro chega a porta respectiva e decrementados apenas quando um carro
passa completamente pela porta respectiva. Assim, se o contador for maior que zero,
a porta respectiva é aberta, caso contrário, a porta é fechada.
Figura 4.21: Controlo das portas de entrada e saída.
O controlo da porta de entrada também tem em atenção quando o parque se en-
contra cheio, fechando esta porta mesmo que um carro novo chegue, só voltando abrir
quando pelo menos um lugar ficar livre.
Figura 4.22: Interface do controlo central com o sistema.
4.3.2 Controlo dos carros
4.3.2.1 Sensores
Para evitar colisões entre os carros houve a necessidade de criar um sistema que indi-
casse para cada carro se este podia andar sem correr o risco de colidir com outro carro
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qualquer. Para este caso foi utilizado uma máquina de estados finitos (FSM) em vez de
um ciclo for, gastando assim menos recursos á FPGA, uma vez que há tempo suficiente
para percorrer todos os carros através da máquina de estados entre cada uma actual-
ização de posições. Esta máquina compara a posição de cada carro com a de todos os
outros continuamente, e assim actualiza constantemente um vector de tamanho igual
ao número de carros, que informa cada carro se este pode continuar a andar ou não.
Deste modo, é possível que quando dois carros se dirigem para o mesmo espaço se
bloquem mutuamente, ou seja, um para de andar por causa do outro e vice-versa. Para
evitar esta situação foi necessário dar prioridades diferentes em função da direcção e
sentido de cada carro, para que um carro pare antes de bloquear o outro.
Figura 4.23: Exemplo de prioridade no controlo de carros.
Os valores que se encontram á volta dos carros na figura 4.23 referem-se ao alcance
que um carro consegue ver outro no sentido do respectivo número. Assim como se pode
verificar na figura, o carro 2 quando se desloca para a esquerda tem maior alcance (1)
que o carro 1 no seu lado direito (0), parando assim o carro 2 antes de entrar na zona
do carro 1, evitando o bloqueio deste também. Desta maneira o carro 1 nunca vai
detectar o carro2, seguindo primeiro o carro 1 e depois o carro 2 quando o caminho
ficar livre, sem colisões ou bloqueios de ambos os carros como é pretendido. O que
acontece entre o carro 2 e o carro 3 é exactamente o mesmo que foi descrito para a
situação anterior entre o carro 1 e 2, sendo que o carro 3 vai ser o ultimo a voltar a
andar, pois vai ter de esperar pelo carro 2 e este pelo carro1.
Quando o carro se desloca para a direita, devido à forma como foi desenhado o
parque, não há risco de haver colisões com outros carros noutros sentidos. Deste modo,
não foi necessário alterar o seu alcance nesse sentido.
Para além disto, também foi necessário considerar o caso de quando dois carros
deslocam em diferentes direcções e chegam exactamente ao mesmo tempo a um deter-
minado ponto como se pode ver na figura 4.24.
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Figura 4.24: Prioridade quando os carros chegam ao mesmo tempo.
Para evitar esta situação de bloqueio de ambos os carros foi necessário criar um
excepção para este caso específico, onde se aumentou o alcance lateral (para 2) dos
carros que se deslocam na horizontal para a esquerda (carro2 da figura 4.24) permitindo
assim, estes detectar primeiro os outros carros que se deslocam na vertical, dando assim
prioridade a estes quando os dois carros chegam ao mesmo tempo. O alcance lateral
dos carros que se deslocam para esquerda só foi alterado mesmo nessa situação, pois
caso contrário com este alcance para todo o comprimento do carro, este iria bloquear
em situações que não devia, como por exemplo no caso do carro2 por causa do carro 3
no exemplo da figura 4.23.
Neste módulo além de criar um vector que indica a cada carro se este pode andar,
também é criado um vector de igual forma para os carros saberem quando podem
mudar de direcção, pois para este movimento, estes precisam mais espaço; senão quando
mudassem de direcção podiam colidir ou bloquear com outros carros.
Na vida real para implementar este sistema na prática este módulo poderia ser
substituído por sistemas de controlo já presentes alguns veículos modernos como por
exemplo o Adaptative cruise control (ACC) [50].
Figura 4.25: Diagrama de controlo inteligente de carros (ACC).
4.3.2.2 Controlo dos carros
Para cada carro está associada a seguinte informação:
car_x_reg: Posição do carro na horizontal em relação ao lado esquerdo do ecra;
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Figura 4.26: Sensores.
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car_y_reg: Posição do carro na vertical em relação ao topo do ecra;
ultimo_sentido: Direção e sentido actual do carro;
etapa: Etapa em que o carro se encontra;
lugar_resp: Lugar onde o carro deve estacionar;
carros_activos: Indica se o carro está activo;
marcha_atras: Indica se o carro está a andar em marcha atrás;
Para o controlo dos carros propriamente dito, foram definidas 23 etapas por onde estes
vão passar:
 Etapa 1: Nesta etapa encontram-se todos os carros inactivos. Aqui os carros
não estão visíveis no ecrã, pois a sua posição passa o lado direito do ecrã visível.
Quando o controlo central manda activar mais que um carro, so um destes em
cada ciclo de actualização de todos os carros e que activa e passa para a etapa 2,
pois se activasse mais do que um eles ficavam bloqueados mutuamente;
 Etapa 3: Quando chega aqui o carro faz um pedido ao controlo central para abrir
a porta de entrada e um lugar para estacionar;
 Etapa 4: Aqui o carro espera que a porta de entrada fique aberta para ele poder
entrar no parque;
 Etapa 5: O carro entra no parque e recebe do controlo central o lugar no qual ele
deve estacionar, quando este passa completamente pela porta sinaliza o controlo
central que por ele já pode fechar a porta de entrada. O lugar é recebido quando
o carro está a passar pela porta, pois assim dá ao buffer tempo mais do que
suficiente para disponibilizar o novo lugar bem como não corre o risco de outro
carro já ter feito outro pedido ao buffer.
 Etapa 6: Aqui o carro verifica se o lugar já está livre, pois em situações de
muito tráfego o carro anterior que estava nesse lugar pode ainda não ter saído
completamente do lugar devido á continua passagem de carros. Também aqui os
carros passam para diferentes etapas consoante o lugar de estacionamento que
lhes foi atribuído.
 Etapa 13: Quando o carro chega a esta etapa, este encontra-se estacionado no
seu lugar de estacionamento e ficará nesta etapa até o controlo central o mande
sair passando para a próxima etapa.
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Figura 4.27: Interface do controlo de carros com o sistema.
 Etapa 19: Quando o carro chega a esta etapa o carro faz um pedido ao controlo
central para abrir a porta de saída, e passa para a etapa 20;
 Etapa 20:Nesta etapa o carro espera até a porta de saída estar aberta para poder
passar;
 Etapa 21: Aqui quando o carro passa completamente pela porta de saída avisa o
controlo central que por ele já pode fechar a porta de saída.
 Etapa 23: Quando o carro atinge esta etapa, este já saiu da parte visível do
ecrã. Passa assim para a etapa 1 ficando inactivo. Deste modo pode voltar a ser
utilizado pelo controlo central, assim que este o voltar a activar.
No resto das etapas o carro movimenta-se normalmente sempre que possa andar ou
virar de direcção consoante a etapa. Na situação dos carros da 2ª e 3ª fila quererem
sair ao mesmo tempo para evitar bloqueios mútuos foi dada prioridade aos carros da 2ª
fila, pois estão em lugares com maior prioridade. Assim os carros que estão estacionados
3ª fila só saem do estacionamento quando a estrada por perto estiver livre.
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Figura 4.28: Máquina de estados finitos para o controlo de carros.
O controlo dos carros também e efectuado através de uma simples maquina de
estados finitos (FSM), que percorre todos carros e actualiza a posição de cada um em
função da sua etapa, em vez do uso de um ciclo for, pelos mesmos motivos já referidos
acima. O número de actualizações de posições dos carros por cada refresh do monitor
permite variar velocidade dos carros, que pode ser alterada durante a simulação pelo
utilizador através da interface criada para esse efeito.
Para este sistema funcionar o intervalo tempo entre cada actualização de posições
dos carros tem que ser no mínimo o tempo necessário para que todos os carros possam
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comparar as suas posições uns com os outros para saberem se podem andar ou não, ou
seja, é necessário um tempo mínimo para que as máquinas de estados finitos percorram
todos os carros antes da próxima actualização de posições. Neste caso, isto verifica-se
para a velocidade máxima implementada.
4.3.3 Simulação no monitor VGA
4.3.3.1 Simulador dos carros
Para apresentar um simples objecto no monitor VGA foi utilizado como base o exemplo
apresentado em [27]. Neste caso, para representar um carro foi utilizado duas ROMs
para este apresentar duas cores, ou seja, uma ROM para cada cor, ficando assim com
uma melhor apresentação. Como o carro pode estar na horizontal como na vertical, foi
necessário assim duas ROMs para cada direcção. Em relação aos diferentes sentidos,
não foi necessário adicionar novas ROMs, pois para mudar o sentido da imagem basta
mudar ordem de leitura das ROMs respectivas, mudando assim o sentido do carro.
Deste modo, ao todo foram utilizadas 4 ROMs para apresentar o carro com duas
cores, em todas as direcções e sentidos. Para a construção das ROMs, primeiro o
carro foi desenhado num simples editor de imagem, ficando as imagens com o seguinte
aspecto:
Figura 4.29: Imagens para representar os carros.
Para processar estas imagens para ROMs foi feito um pequeno script em Matlab
que gera uma matriz de uns e zeros em função do nível de cor de cada pixel.
Figura 4.30: Script Matlab para conversão da imagem numa matriz de bits.
A leitura destas imagens foi feita sincronamente, para que a sua implementação seja
feita em Block Rams, de maneira a fazer uma melhor gestão dos recursos da FPGA uti-
lizada. Devido a necessidade de simular um número mínimo e aceitável de carros para
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se poder verificar o funcionamento do parque de estacionamento, foi experimentado
simular 40 carros iguais ao referido acima, todos em paralelo. No entanto verificou-se
que deste modo, só a simulação dos carros ocupava os recursos todos da FPGA. Assim
foi necessário utilizar outra maneira de os simular, de modo a que seja feita uma uti-
lização mais eficiente dos recursos da FPGA e que seja possível a simulação e controlo
de todo o parque de estacionamento.
Para isso, em vez de serem geradas entidades em paralelo para cada carro, foi
utilizada só uma entidade que verifica se num dado pixel existe algum carro, e nesse
caso coloca os valores desse carro no resto da estrutura que simula os carros.
Para esse efeito, foi criado um processo sensível ao pixel x, onde sempre que este
seja actualizado, o processo através de um ciclo for, compara as posições de todos os
carros com o próximo pixel, para quando este for actualizado, se este existir algum
carro, os valores deste já estejam colocados nos registos que simulam o carro e prontos
para apresentar este devidamente no monitor VGA.
Figura 4.31: Simulador dos carros.
Devido a necessidade de um bom tempo de resposta neste caso, foi necessário a
utilização de um ciclo for, em vez de uma máquina de estados finitos que ocupa menos
recursos da FPGA. Deste modo, verificou-se uma grande redução dos recursos usados
pela FPGA para esta simulação, como era pretendido, no entanto também observou-se
que para um número de carros maior que 20 é necessário dois processos em paralelo,
para permitir actualizar a tempo o carro do actual num dado pixel. Pois, quando só
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se utiliza um processo, o atraso dos circuitos para os carros com índice maior que 20,
torna-se demasiado grande e observava-se pequenos erros gráficos no monitor VGA.
4.3.3.2 Simulador do parque
Nesta parte, foram geradas todas as outras partes gráficas do parque, como as paredes
deste, divisões dos lugares de estacionamento, portas entrada e saída do parque e a
estrada (chão). A quantidade de divisões para os carros, bem como o próprio tamanho
do parque vai ser gerado em função do número de lugares do parque de estacionamento,
que é um parâmetro genérico de entrada. Por motivos de geometria deste parque o
número de lugares deve ser múltiplo de 3, uma vez que existem 3 filas de estacionamento
dentro do parque.
Figura 4.32: Simulador do parque.
Neste módulo também é efectuado alteração do estado das portas por ordem do
controlo central, bem como a sinalização para os carros quando as portas estão abertas
ou fechadas.
Na figura 4.33 pode-se observar como consiste a geração de toda a parte gráfica da
simulação, onde cada circuito gerador em resumo faz:
1. Utiliza as coordenadas do pixel_x e pixel_y para comparar com a posição dos
elementos gráficos pelo qual este é responsável;
2. Caso algum dos elementos gráficos deste gerador estejam na região das coorde-
nadas actuais, este coloca a `1' o sinal ON a indicar que este elemento encontra-se
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Figura 4.33: Diagrama de fluxo para a geração da parte gráfica da simulação.
activo;
3. Através do sinal RGB, este especifica a cor do elemento que se encontra activo.
Como na mesma região do ecrã pode haver mais que um elemento activo (como
por exemplo o carro e a estrada), a selecção do elemento que fica visível e efec-
tuada pelo circuito RGB mux, que escolhe a cor do elemento activo com maior
prioridade. Naturalmente neste caso foi dada maior prioridade aos carros em
relação a estrada.
4.3.4 Interface com o utilizador
Neste módulo, foram aproveitadas a funcionalidades oferecidas pelos blocos fornecidos
em [49], utilizando as interfaces para teclado e para o monitor VGA, permitindo assim
escrever texto no monitor VGA. Deste modo, foi criado um menu no qual permite ao
utilizador através do teclado controlar a simulação do parque de estacionamento. Este
menu pode ser percorrido de uma linha para as outras através da setas para cima e
para baixo do teclado. As opções que este menu oferece são:
1ªLinha - PLAY/PAUSE : Quando a tecla ENTER é premida nesta linha, esta
opção permite a qualquer momento parar os carros ou pô-los a andar consoante estes
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Figura 4.34: Parte gráfica do parque de estacionamento.
estejam parados ou em movimento;
2ªLinha - "Arriving cars per minute: ": Consoante os números introduzidos no
teclado nesta linha, o controlo central vai activar carros sucessivamente entre intervalos
de tempo, cujo valor é determinado em função do número presente nesta linha. Este
intervalo de tempo é sempre actualizado quando se altera este número, de maneira a
que se obtenha uma aproximação do número de carros novos por minuto pretendida;
3ªLinha - New car: Quando a tecla ENTER é premida nesta linha, um novo carro
é activado, passando da etapa 1 para a seguinte. Se no momento em que esta opção é
seleccionada não houver nenhum carro na etapa 1, o próximo carro que chegar a esta
etapa é activado imediatamente;
4ªLinha - "Car requested from slot: ": Esta opção permite ao utilizador, consoante
os números introduzidos no teclado, mandar sair o carro que se encontra estacionado
no respectivo lugar;
5ªLinha- "Velocity of cars: -": Aqui é possível alterar a velocidade com que os
carros se movimentam na simulação. Esta velocidade varia entre 0 a 9 actualizações
de posição por cada refresh do monitor VGA.
6ªLinha-"Velocity of removing cars: -": Esta opção também permite ao utilizador
variar esta velocidade entre 0 e 9, permitindo assim variar a frequência com que os
carros saem dos lugares de estacionamento. Esta alteração é feita através da variação
do relógio fornecido ao módulo que gera as saídas pseudo-aleatórias. Naturalmente
quando este número esta a zero, este módulo pára de gerar saídas de carros automati-
camente.
94 CAPÍTULO 4. SISTEMAS IMPLEMENTADOS
Figura 4.35: Imagem do menu.
4.3.5 Parque de estacionamento  Top level
Neste módulo é feita a ligação de todos os blocos descritos anteriormente, bem como a
sincronização entre estes.
Devido ao facto de o controlo de carros implicar circuitos relativamente longos,
aumentando assim o atraso total destes circuitos, foi necessário para o correcto fun-
cionamento do controlo dos carros, a diminuição da frequência do relógio fornecido a
este módulo. Por razões de sincronismo, utilizou-se também este relógio de frequência
mais baixa para o módulo do controlo central. Assim para os módulos de controlo
central e controlo dos carros foi utilizado um relógio com uma frequência de 6,25 MHz.
No resto dos módulos foi utilizado o clock por defeito fornecido pelo cristal da placa
usada (50 MHz).

Simulação no 
monitor VGA
Controlo Central Controlo de Carros
Interface com 
o utilizador
Figura 4.36: Diagrama de blocos geral.
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4.4 Resultados
O buffer foi primeiro testado com sucesso através do ModelSim e depois sintetizado
e implementado em FPGAs da família Xilinx Spartan 3, obtendo-se os resultados de
acordo com o que era esperado. No desenvolvimento deste trabalho percorreu-se as
seguintes etapas:
Figura 4.37: Fluxo de desenvolvimento do projecto.
O sistema para teste de buffers de prioridade também permitiu o teste deste buffer
e assim permitiu inclusive o seu próprio teste. Ambos funcionam como era esperado.
Para implementação do sistema do parque de estacionamento, foi necessário utilizar
a placa RC10 da Celoxica uma vez que esta contém uma FPGA com três vezes mais
capacidade do que a FPGA da placa Nexys 2, pois este sistema ocupa bastante recursos
físicos.
Para 33 lugares de estacionamento e para 38 carros simulados, com a memória
do buffer de prioridade implementada em memória distribuída obteve-se os seguintes
resultados:
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Recursos Ocupados Disponíveis Utilização
Slices 12,526 13,312 94%
LUTs 21,219 26,624 79%
IOBs 27 221 12%
Block RAMs 16 32 50%
DCMs 1 4 25%
Tabela 4.1: Utilização geral da FPGA (buffer em memória distribuída).
Módulo LUTs Block RAMs
Parque de estacionamento 71 - 0.3% -
Controlo Central 489 - 1.8% -
Buffer de prioridade 6308 - 23.7% -
Controlo dos Carros 5089 - 19.1% -
Sensores 2253 - 8.5% -
Simulador dos carros 5151 - 19.4% 8 - 25%
Simulador do Parque 307 - 1.1% -
Interface com o utlizador 487 - 1.8% -
Tabela 4.2: Utilização de cada módulo (buffer em memória distribuída).
Para o mesmo sistema, mas com a memória do buffer de prioridade implementada
desta vez em block RAMs obteve-se os seguintes resultados:
Recursos Ocupados Disponíveis Utilização
Slices 10,053 13,312 75%
LUTs 16,410 26,624 61%
IOBs 35 221 15%
Block RAMs 19 32 59%
DCMs 1 4 25%
Tabela 4.3: Utilização geral da FPGA (buffer em Block RAMs).
Módulo LUTs Block RAMs
Parque de estacionamento 69 - 0.3% -
Controlo Central 363 - 1.4% -
Buffer de prioridade 1283 - 4.8% 3 - 9.4%
Controlo dos Carros 5089 - 19.1% -
Sensores 2253 - 8.5% -
Simulador dos carros 5151 - 19.4% 8 - 25%
Simulador do Parque 307 - 1.1% -
Interface com o utlizador 487 - 1.8% -
Tabela 4.4: Utilização de cada módulo (buffer em Block RAMs).
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O controlo do parque e dos carros, bem como a interacção com o utilizador fun-
ciona correctamente e como era esperado. Verifica-se também como era esperado uma
grande redução dos recursos lógicos da FPGA, com a utilização de Block RAMs para
a implementação da memória, passando de 94% para 75% de slices ocupados. É pos-
sível observar esta diferença em mais pormenor através da utilização do número de
LUTs do buffer em ambos os casos, que passa de 6308 para 1283. Convêm salientar
ainda que no último caso a memória tem capacidade para 1024 lugares enquanto que
no primeiro caso só tinha para 38 lugares, ou seja, quanto maior for o tamanho da
memória necessária maior será esta diferença.
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Capítulo 5
Interacção remota
Sumário
Neste capítulo é feita a descrição da implementação prática em FPGAs do módulo
que permite a interface com o transceiver RF escolhido para a respectiva comunicação
sem fios, numa linguagem VHDL. Para isto, é descrita uma solução que utiliza uma
decomposição hierárquica do tipo bottom-up desde a camada mais mais a baixo que
gera o relógio (SCLK) para o protocolo SPI, que faz a comunicação com o transceiver
RF, até a camada mais a cima top-level  que recebe e envia os dados que o sistema
precisa de transferir para outro remotamente (sem fios). Deste modo é feita uma
decomposição do problema em sub-problemas mais pequenos, simplificando assim a
solução final. No final é implementada e testada a interacção remota no sistema do
parque de estacionamento do capítulo anterior.
5.1 Implementação
A ligação entre a FPGA e transceiver CC1101 é efectuada através de uma interface
SPI de quatro fios (SI, SO, SCLK e CSn) onde a FPGA funciona como Master e o
transceiver como Slave.
Figura 5.1: Interface SPI.
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5.1.1 Acessos SPI
Todas as transferências nesta interface SPI são efectuadas de forma a enviar primeiro o
bit mais significativo (MSB). Todas estas transferências começam através de um header
byte [22] enviado pelo master para o slave.
Figura 5.2: Estrutura do header byte[22].
Este é composto como se pode ver na figura 5.2, por:
 1 bit R/W : quando é uma operação de escrita é igual a 0 e na leitura é igual a 1;
 1 bit B : indica se um simples acesso quando é igual a 0 ou em burst quando é
igual a 1;
 6 bits de endereço (A5-A0 ): define o endereço a que o master quer aceder para
ler ou escrever.
Sempre que o master escreve algum byte na interface SPI, o transceiver envia também
um byte de informação (status byte) sobre o seu estado através da linha MISO. Este
byte contém informação muito útil ao master (ver anexo A). Através do seu primeiro
bit, o CHIP_RDYn, sabe quando o transceiver está pronto para comunicar (só quando
este está a zero). Os restantes bits permitem ao master saber o estado interno do
transceiver e os bytes que o transceiver contém nas fifos consoante seja uma escrita ou
leitura.
Esta interface pode ser utilizada para vários tipos de comunicação com o transceiver.
Além da leitura e escrita de um simples registo, o transceiver também pode ser ace-
dido em modo burst, ou seja, é possível ler ou escrever vários registos em sequência
sem intervalo. Outro acesso muito importante nesta interface com o transceiver, são os
comandos strobe, pois permitem controlar o transceiver directamente. Para uma cor-
recta comunicação com o transceiver, alguns tempos de espera tem de ser respeitados
como se pode ver na figura 5.3.
Num acesso simples, o bit B (burst) naturalmente tem de ser igual a zero. Assim
depois da transmissão do respectivo header byte é transmitido ou lido um byte con-
soante o bit R/W . Depois disto, pode acontecer mais um acesso simples mantendo
nesse caso o sinal CSn a zero, caso contrário este sinal volta a um até o próximo acesso.
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Figura 5.3: Exemplo de uma escrita e uma leitura de um registo.
Num acesso em burst, é enviado um header byte seguido de bytes consecutivos para
serem escritos ou lidos consoante o bit R/W até o sinal CSn voltar a um, acabando
assim este acesso.
Este tipo de acessos é bastante útil, primeiro para configurar o transceiver num
modo pretendido e depois para ler e escrever das respectivas fifos, para a comunicação
sem fios propriamente dita. O transceiver tem 47 registos que permitem configurar
este em diferentes modos de comunicação sem fios (como mudar a modulação, o canal,
etc). Estes registos encontram-se no intervalo de endereços entre o 0x00 e o 0x2E.
Além destes registos, é preciso também ter em conta o registo do endereço 0x3E, pois
através deste é possível controlar a potência de saída do transceiver.
Para aceder às duas fifos é utilizado o mesmo endereço, o 0x3F. Para aceder á fifo
de transmissão o bit R/W do header byte deve ser igual a zero. Caso contrário é a fifo
de recepção que é acedida. Deste modo, na fifo de transmissão só se pode escrever e
na fifo de recepção só se pode ler.
Outro tipo de acesso a interface SPI, são os comandos Strobe. Estes podem ser
vistos como acessos de um só byte a determinados registos, ou seja, só é enviado o
header byte, não havendo transferência de mais nenhum byte. Quando estes comandos
são enviados para o transceiver, este vai proceder a diferentes operações específicas
consoante a ordem enviada pelo master. Estes comandos podem ser usados várias
funções como activar o modo de transmissão, activar o modo de recepção, fazer reset
ao transceiver, etc (todos os comandos strobe podem ser consulatdos no anexo A).
Os endereços para estes comandos estão no intervalo entre 0x30 e 0x3D. Esta gama
de endereços tem dupla função, pois podem ser usados como comandos strobe ou po-
dem ser usados para aceder a registos só de leitura, que contém várias informações
importantes acerca do estado corrente do transceiver. Convém referir também que
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estes registos de estado não podem assim ser acedidos em modo burst, pois o bit B do
header byte deve ser igual a zero, para este header byte ser interpretado pelo transceiver
como um comando strobe. Caso contrário, este será interpretado como uma simples
leitura do registo quando o bit R/W é igual a um. Se este bit for igual zero neste
último caso, nada será feito uma vez que estes registos nesta gama de endereços não
podem ser escritos.
Todo o espaço de endereçamento com os respectivos registos e comandos strobe
podem ser consultados no anexo A.
5.1.2 Pacote de dados
O pacote de dados transmitido na comunicação sem fios tem o seguinte formato como
se pode ver na figura 5.4:
 Preamble;
 Palavra de sincronização;
 1 Byte de tamanho opcional;
 1 Byte de endereço opcional;
 Campo de dados;
 2 Bytes de informação da ligação opcionais (RSSI, LQI e CRC);
Figura 5.4: Formato dos pacotes.
O preamble consiste numa sequência alternada de zeros e uns (10101010. . . ), que é
transmitida sempre que é activado o modo de transmissão. O tamanho desta sequência
pode ser programado. Quando o número de bytes do preamble é transmitido, se houver
informação na fifo de transmissão é enviada a palavra de sincronização e depois a
informação que contida na fifo. Se esta estiver vazia o preamble continuará a ser
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transmitido até a fifo de transmisão ser escrita enquanto o modo de transmissão estiver
activo.
O preamble, a palavra de sincronização são colocados na transmissão, processados
e retirados na recepção automaticamente pelo transceiver. Os campos opcionais de
tamanho e de endereço e os dois bytes finais com informação da ligação (RSSI, LQI e
CRC) também são processados pelo transceiver, mas neste caso não são removidos da
fifo de recepção.
No campo de dados é onde pode ser colocada a informação útil que se prentende
enviar remotamente de um sistema para outro. O tamanho deste campo pode também
ser programado, através de um tamanho fixo ou variável. Para este último caso, é
utilizado um byte no início do campo de dados que define o tamanho do pacote.
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Figura 5.5: Estrutura do campo de dados.
Nesta implementação é utilizado um tamanho fixo de 6 bytes de informação e deste
modo o byte opcional de tamanho não é utlizado. Deste modo, o primeiro byte do
campo de dados é o byte de endereço que indica qual o transceiver destino do pacote.
Depois, como dentro do mesmo sistema implementado numa FPGA pode haver a
necessidade de diferentes estruturas comunicarem remotamente com outro sistema, é
utilizado um byte como identificador, de forma a haver um fácil reencaminhamento
dos sinais dentro da FPGA. Os restantes 4 bytes (32 bits) são utilizados para enviar
informação útil.
Foi escolhido este valor médio pois para a maioria das aplicações de controlo 32 bits
chegam para a comunicação remota. Pois no caso em que são poucos bits necessários de
transmitir, um tamanho grande do pacote conduzia a um grande desperdício na comu-
nicação sem fios. Caso seja preciso enviar mais que esta informação, é possível dividi-la
por diferentes identificadores ou também é possível alterar facilmente a implementação
para o campo de dados ter capacidade até 63 bytes.
5.1.3 Configurador do transceiver CC1101
5.1.3.1 Gerador do relógio SPI - SCLK
Como já vimos anteriormente uma interface SPI pode ter quatro modos de operação,
consoante a fase e a polaridade do relógio que sincroniza e gere a comunicação. Deste
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modo, a fase e a polaridade do relógio gerado pela FPGA (master) tem de ser com-
patível com o relógio que o transceiver CC1101 foi programado para funcionar, para o
correcto funcionamento da comunicação entre eles.
Figura 5.6: Fase e polaridade do relógio SPI[22].
Na figura 5.6 é possível observar a fase e polaridade do relógio SPI com que o
transceiver CC1101 funciona. Deste modo, a fase do relógio deve ser gerado pela
FPGA de maneira que a informação, ou seja, o bit esteja centrado no tempo na fase
ascendente do relógio (quando o relógio passa de 0 para 1) e que a alteração para o
próximo bit seja feita na fase descendente do relógio (quando o relógio passa de 1 para
0). A polaridade do SCLK deve ser programada de modo a que este fique a zero quando
não há comunicação entre master e o slave.
Figura 5.7: Frequência do SCLK.
O SCLK pode apresentar no máximo uma frequência de funcionamento de 10 MHz,
no entanto é necessário adicionar neste caso atrasos de 100 ns entre cada byte trans-
ferido. Para não ser preciso adicionar qualquer atraso entre cada byte transferido a
frequência de funcionamento máxima deverá ser 6.5 MHz. Como a velocidade de trans-
ferência de dados sem fios, será na ordem de dezenas de kbits por segundo, a frequência
de 6.5 MHz é suficiente para este caso, simplificando assim a implementação do SCLK.
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Figura 5.8: Diagrama de fluxo do gerador SCLK.
Esta implementação foi feita através de uma simples máquina de estados finitos
(FSM) com apenas dois estados: o estado Idle e o estado Change. A máquina encontra-
se no primeiro estado quando não há comunicação activa entre o master e o slave,
indicado pelo sinal de entrada Enable. Aqui devido á polaridade referida atrás o SCLK
fica sempre a zero até o sinal Enable seja activo pela camada acima para o início de
uma comunicação, mudando assim para o estado Change onde é gerado um relógio
enquanto o sinal Enable esteja activo. Para isto é utilizado um contador para controlar
o tempo que demora a alteração do nível lógico do SCLK. A frequência deste SCLK
pode ser alterada através de o parâmetro genérico de entrada Divider, onde a escolha
deste valor é preciso ter em atenção a máxima frequência permitida de 6.5 MHz. O
valor escolhido por defeito é 9, que para uma frequência do relógio 50 MHz respeita
esta regra.
106 CAPÍTULO 5. INTERACÇÃO REMOTA
Figura 5.9: Interface do gerador SCLK.
5.1.3.2 Controlador da transferência de 1 byte
Nesta camada é feito o controlo e a sincronização dos restantes sinais (MOSI/MISO/CSn)
da comunicação SPI, bem como a activação do SCLK no módulo anterior, na transfer-
ência de um byte entre o master e o slave.
Neste módulo também é utilizada uma máquina de estados finitos (FSM) para
controlar a transferência de um simples byte. Por defeito, quando não há nenhuma
comunicação activa a máquina estará no estado Idle até o sinal de entrada transfer_cs
seja activo pela camada superior, passando assim para o estado Init, onde é activo o
sinal Chip Select da interface SPI, de modo a seleccionar o slave. Em seguida vai para
o estado Wait_miso, onde espera que o sinal MISO seja igual a zero (CHIP_RDYn),
indicando que o transceiver está pronto para comunicar [22]. O sinal flag é para
evitar este tempo de espera e consequente bloqueio, quando existe bytes transferidos
consecutivamente, situação onde o sinal MISO não fica obrigatoriamente a zero no
primeiro bit. Quando passa esta condição, é activado o SCLK e colocado na linha
MOSI o primeiro bit a ser transferido, passando assim para o estado Transfer. Aqui é
esperado até que o SCLK passe de zero para um (rising_edge), e quando isto acontece
é processada a leitura da linha MISO, recebendo assim o bit que slave transmitiu.
Depois transita para o estado Change onde espera que o SCLK passe de um para zero
para efectuar a alteração para o próximo bit a ser transferido pela linha MOSI. Quando
isto acontece volta novamente para o estado Transfer para a transferência do próximo
bit. Deste modo, a máquina vai transitar entre estes dois estados sucessivamente até
transferir o último bit, passando assim para o estado Finish onde espera o último ciclo
do SCLK e assim pelo fim da última transferência. Por fim, quando chega ao estado
Load, é desactivado o SCLK, bem como é sinalizado á camada superior que acabou a
transferência de um byte através do sinal Done_tick.
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Figura 5.10: Diagrama de fluxo do controlador da transferência de um byte.
Figura 5.11: Interface do controlador da transferência de um byte.
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5.1.3.3 Controlador de uma transferência SPI
Como já foi dito atrás, existem vários tipos de acessos que a interface SPI do transceiver
aceita, como a leitura ou escrita, simples ou em burst e comandos strobe. Neste módulo
é implementado os acessos simples de escrita ou leitura de um registo arbitrário do
transceiver. Este tipo de acessos inclui a transferência de dois bytes entre o master e
slave, utilizando para isso o módulo descrito anteriormente para transferir cada byte.
Aqui também foi implementado o acesso através de comandos strobe.
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Figura 5.12: Diagrama de fluxo do controlador de uma transferência SPI.
Neste módulo é utilizada mais uma vez uma máquina de estados finitos (FSM)
para controlar os diferentes acessos a interface SPI. Quando não há nenhum acesso
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a interface SPI, a máquina estará no estado a0 até que a camada de cima comece
uma transferência, activando o sinal de entrada request, passando para o estado a1.
Neste estado é enviado o header byte respectivo e é activada a transferência na camada
inferior, que se responsabiliza pela transferência deste byte. Aqui consoante seja ou
não um comando strobe passará para diferentes estados.
Quando é uma leitura ou escrita de um registo arbitrário do transceiver, a máquina
passa para o estado a2, onde espera que transferência do header byte seja concluída.
Depois disto, se o acesso for para escrever num registo, é enviado o byte respectivo para
camada inferior, caso contrário se for uma leitura é enviado um byte nulo, pois este
não vai ser usado pelo transceiver. Assim passa para o estado a3, onde ficará a espera
da transferência do byte com a informação seja concluída. Quando isto acontece, se
o acesso em questão for uma leitura, os dados recebidos são enviados para a camada
superior. Em ambos os casos é sinalizada a camada superior que a transferência SPI
acabou pelo sinal Done_tick.
Quando a máquina chega ao estado a1 e verifica que o sinal de entrada Strobe_request
está activo, esta passa para o estado a4, onde espera que transferência do único byte
seja concluída. Em seguida é feita uma leitura de um registo arbitrário, passando assim
directamente para o estado a2, acabando como uma leitura normal já descrita ante-
riormente. O acesso em burst pode facilmente aqui ser implementado, neste módulo,
bastando para isso adicionar alguns estados adicionais para esse efeito.
Figura 5.13: Interface do controlador de uma transferência SPI.
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5.1.3.4 Controlo da comunicação
Nesta camada é feita a distinção automaticamente entre os acessos á interface SPI para
leituras e escritas nos registos com os comandos strobe do transceiver.
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Figura 5.14: Diagrama de fluxo do controlador de comunicação.
Este módulo foi utilizado para simplificar o uso da interface SPI. Mais uma vez
foi utilizada uma simples máquina de estados finitos (FSM) com apenas dois estados.
Por defeito, quando não há comunicação a máquina fica sempre no estado a0 até ser
iniciada uma comunicação pela camada superior a esta através do sinal de entrada
Request. Quando isto acontece, é activado o sinal request da camada mais abaixo, que
se responsabiliza por todo o acesso SPI consoante o header byte enviado. Neste estado
é também feita a verificação se é um comando strobe ou não, e em caso afirmativo
(Adress [0x30,0x3D] e B=0 ) também é activada a entrada strobe_request da camada
inferior, descrita anteriormente. Depois disto a máquina vai para o estado a1, onde vai
apenas esperar que a comunicação seja concluída pela camada inferior. A semelhança
do que acontece nas outras camadas, esta também sinaliza a camada superior quando
a comunicação acaba pelo sinal Done_tick.
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Figura 5.15: Interface do controlador de comunicação.
Com este módulo, é possível ter a toda abstracção em relação a todo acesso SPI,
bem como o tipo de acesso (Strobe/leitura/escrita) como era pretendido. Assim, apenas
e necessário especificar os campos do header byte (Rw-B-Adress), activar o request e
esperar pelo fim da transferência (done_tick). No caso da leitura e escrita num registo
também tem de ser usado os sinais Dados_rx (7:0) e Dados_tx (7:0), respectivamente.
5.1.3.5 Configurador
Neste módulo é feita toda a configuração inicial do transceiver CC1101. Com a ajuda
do módulo anterior é feito o reset ao transceiver, e em seguida a configuração de todos
os seus registos, bem como configurada a potência de saída (PATABLE), e por fim a
comunicação SPI é colocada a disposição do controlador.
Aqui também foi utilizada uma máquina de estados finitos (FSM) para a imple-
mentação deste módulo. Como se pode observar na figura 5.16, no primeiro estado
reset_c1101, é enviado o comando strobe SRES para fazer reset ao transceiver, de
modo a este ficar no seu estado por defeito e com os seus registos por defeito. Depois
disto é feita a configuração de todos os registos do transceiver desde o endereço 0 até
o endereço 0x2E nos estados a1 e a2.
Para isto é utilizada uma memória ROM que contém todos os valores pretendidos
para os respectivos registos do transceiver, já previamente calculados através do pro-
grama SmartRF Studio para um determinado modo de operação do transceiver. Os
endereços desta memória ROM são exactamente iguais aos endereços dos registos do
transceiver, permitindo assim o sinal Adress ser utilizado para endereçar ambos.
Quando acaba de configurar o último registo (0x2E), a máquina passará para o
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 Reset_c1101
Done_conf<=0
Configura<=1
Rw<=0
B<=0
Adress<=0x30
Done_conf<=1
0
Done
Configura<=1
Rw<=0
B<=0
Adress<=0x00
a0
Configura<=0
1
0
Done
a1
Configura<=0
Adress>=x”2E”
1
Adress<=Adress+1
a2
Configura<=1
0
Pa_state
Configura<=1
Rw<=0
B<=0
Adress<=0x3F
0
Done
Pa_wait
Configura<=0
1
1
0
Request 
Configura<=1
Rw<=control_rw
B<=control_b
Adress<=control_adress
a3
1
0
Done
a4
Configura<=0
Figura 5.16: Diagrama de fluxo do configurador do transceiver CC1101.
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estado Pa_state onde configura a PATABLE com um valor pretendido para uma de-
terminada potência de saída do transceiver. Assim quando esta última configuração
acaba no estado Pa_wait, é sinalizado para o resto do sistema que a configuração
do transceiver está concluída através do sinal de saída Done_conf, podendo a partir
desse momento o transceiver ser utilizado pelo sistema para a comunicação sem fios
propriamente dita, através de um controlador para esse efeito.
Deste modo, quando a configuração acaba, a máquina vai transitar sempre entre os
estados a3 e a4, sempre que haja uma transferência por ordem do sistema, sendo que
esta transferência será toda controlada por um controlador externo a este módulo.
Figura 5.17: Interface do do configurador do transceiver CC1101.
5.1.4 Controlador do transceiver CC1101
Este módulo terá um papel fundamental na gestão da comunicação sem fios. Este
comunica directamente com o configurador, deixando este programar o transceiver
numa configuração específica, passando depois o controlo para este módulo. Aqui é
feita a gestão do tempo em que o transceiver está no modo de recepção e transmissão,
bem como a gestão das respectivas fifos.
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1
0
a5
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Lê TXBYTES
1
0
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Fifo TX vazia
1
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pseudo-aleatorio 
0
Ler_fifo
Contador<=1
a8
(aguarda o done _tick)
Fifo RX vazia
0
1
0
Done_recep<=1
1
Figura 5.18: Diagrama de fluxo simplificado do controlador do transceiver CC1101.
Na figura anterior e possível observar o diagrama de fluxo simplificado do con-
trolador do transceiver cc1101. Para a sua implementação também foi usada uma
máquina de estados finitos (FSM). A principal característica deste controlador, centra-
se no facto de colocar o transceiver sempre no modo de recepção (RX) por defeito,
passando só para o modo de transmissão quando o sistema precisa de transmitir e se
no momento o meio estiver livre (CCA). Caso esteja a receber no momento em que
precisa de transmitir ou o meio esteja ocupado por outra transmissão, ele só transmitirá
5.1. IMPLEMENTAÇÃO 115
depois.
A máquina começa no estado a0 onde espera que a configuração do transceiver seja
concluída passando assim para o estado a1. Aqui é enviado um comando strobe RX
para o transceiver passar do estado idle para o estado de recepção. Em a2 é apenas
esperado que a este comando strobe seja transferido. Como o tempo transição entre
os estados internos do transceiver é variável [20], é lido o registo que contém o estado
interno do transceiver no estado Wait_RX até o transceiver estar efectivamente no
estado de recepção. Se entretanto for detectado alguma fifo cheia, é enviado um strobe
para limpar a fifo respectiva, voltando depois disto para o estado a1.
Deste modo, quando a máquina chega ao estado Rx, o transceiver também se en-
contra no estado de recepção, como era pretendido. Neste estado é lido constantemente
o registo do transceiver que contém o número de bytes da fifo de recepção.
Quando este número de bytes atinge o número de bytes de um pacote, que no caso
desta implementação é 8 (1 endereço + 5 campo de dados+ 2 informação da ligação),
a máquina passa para o estado Ler_fifo onde vai ler e retirar sucessivamente todos os
bytes contidos na fifo de recepção até esta ficar vazia. Os bytes que contêm informação
útil (do 2º ao 6º) são enviados para o sistema. Quando isto acontece o resto do sistema é
sinalizado que um novo pacote está disponível através do sinal Done_recep e a máquina
volta para o estado Rx.
No estado Rx/a7 quando não existe nenhum pacote completo na fifo de recepção, é
verificado se existe algum pedido por parte do sistema para transmitir através do sinal
de entrada request_trans. Em caso afirmativo a máquina passa para o estado Tenta
onde é sinalizado o sistema pelo sinal Busy que o controlador já está a preparar o envio
de um pacote. Assim é primeiro escrito na fifo de transmissão um byte com endereço
a que se destina o pacote, depois é escrito o segundo byte que contém identificador.
Depois disto, são escritos todos os bytes de informação, um de cada vez. Deste modo,
quando todo o pacote já foi enviado para a fifo de transmissão do transceiver, a máquina
atinge o estado Tx_strobe. Tal como o nome indica, aqui é enviado um comando strobe
para o transceiver mudar para o estado de transmissão de modo a enviar o conteúdo
da fifo de transmissão.
No entanto, este está programado para passar para o estado de transmissão só se
o canal RF estiver livre (TX-if-CCA) [20], pois se o canal estiver ocupado, será
necessário enviar outro comando strobe para transmitir. Depois disto, a máquina
passa para os estados Tx/a6 onde lê continuamente o registo que contém o estado
do transceiver e verifica se este está no estado de recepção. Convém referir, que o
transceiver está configurado para quando acabar de transmitir o pacote voltar ao es-
tado de recepção (TXOFF_MODE[1:0] ). Em caso afirmativo, a máquina passa para
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os estados Testa/Testa2 onde verifica o número de bytes na fifo de transmissão. Se esta
fifo não estiver vazia é porque o canal RF não estava livre quando foi enviada ordem de
transmitir, e o transceiver não chegou a sair assim do estado de recepção. Neste caso,
a máquina passa para o estado Incre, onde é esperado um tempo pseudo-aleatório de
maneira que seja mais provável que o canal fique novamente livre. Depois deste tempo
de espera a máquina volta o estado Tx_strobe onde repete os passos descritos até
conseguir enviar todo o conteúdo da fifo de transmissão.
Quando isto acontece a máquina volta ao estado Rx e os sinais Busy e Done_trans
são actualizados de forma a informar o resto do sistema que o pacote foi transmi-
tido. Quando aparece no diagrama um strobe ou uma leitura ou escrita num reg-
isto, é activado o request do configurador e os sinais de entrada deste que vão formar
o header byte respectivo são devidamente ligados. Estes foram omitidos para sim-
plificação do diagrama de fluxo. Convém salientar aqui, que este controlador está
desenhado em função de alguns registos de configuração (como por exemplo TX-
OFF_MODE[1:0], RXOFF_MODE[1:0]). Assim, para alteração destes registos tam-
bém poderá ser necessário a alteração deste controlador.
Figura 5.19: Interface do controlador do transceiver CC1101.
5.1.5 Controlo da transmissão
Este módulo vai interagir directamente com o controlador descrito anteriormente. A
sua principal função é simplificar a interface com o controlador e gerir os pedidos de
transmissão por parte do sistema.
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a0
Busy_OUT<=0
Done_trans<=0
Request_trans<=0
a1
Busy_OUT<=1
a2
Request_send
0
1
Request_trans<=1
Data_Out<=Data2Transf
Identifier_Out<=Identifier_Trans
Busy
(control)
Request_trans<=0
1
0
Done_trans
(control)
Done_trans<=1
Aguarda um 
tempo fixo
1
0
Figura 5.20: Diagrama de fluxo do controlo da transmissão.
Este módulo também foi implementado através de máquina de estados finitos
(FSM). Começa no estado a0, onde está por defeito quando não há nenhuma transmis-
são de dados. Quando o sistema faz um pedido para enviar um pacote através do sinal
de entrada Request_send, é activado o sinal Request_trans do controlador e é enviado
para este o pacote de dados a transferir e o seu identificador, passando a máquina
para o estado a1. Aqui é aguardado que o controlador receba o pedido e inicie o envio
do pacote (quando o controlador passa estado tenta). Assim quando o controlador já
está a processar o envio do pacote (Busy=1), o sinal Request_trans é desactivado e
a máquina passa para o estado a2 onde espera que o envio seja concluído, ou seja,
quando o sinal Done_trans do controlador volte a um.
Depois do envio, é aguardado um tempo fixo antes de voltar ao estado a0 para
estar disponível para transmitir um novo pacote. Este tempo de espera foi inserido,
pois como é uma comunicação bidireccional, outros transceivers também podem ter a
necessidade de transmitir informação, dando assim a possibilidade de outro transmitir,
ao libertar o canal RF por algum tempo.
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Figura 5.21: Interface do controlo da transmissão.
5.1.6 Protocolo
Como se trata de uma comunicação bidireccional, pode acontecer que ambos tentem
transmitir ao mesmo tempo, e deste modo pode ocorrer a perda de pacotes. Para evitar
esta situação, foi implementado um protocolo que utiliza Acknowledge de modo a dar
mais fiabilidade a esta comunicação sem fios.
Deste modo, quando é transmitido um pacote, o sistema fica a espera da recepção
de um Acknowledge do transceiver que recebeu o pacote, de forma a ter a certeza
que o pacote chegou ao destino. Se este não receber o Acknowledge num determinado
intervalo de tempo, o mesmo pacote é enviado outra vez. Assim quando é recebido
um pacote é necessário enviar um Acknowledge para o transceiver origem saber que o
pacote chegou ao destino e não reenviar o mesmo pacote outra vez.
A implementação deste protocolo obviamente tira eficiência á comunicação sem fios,
na medida em que só metade dos pacotes enviados é informação útil, sendo que o resto
são Acknowledge, no entanto torna a ligação sem fios muito mais confiável.
Na figura 5.22 é demonstrado um exemplo do funcionamento deste protocolo. Ini-
cialmente só transceiver A tem pacotes para enviar. Este só envia o pacote 2 depois
de ter recebido o Acknowledge do pacote 1. Entretanto o transceiver B tem o pacote
3 para transmitir, no entanto este não vai transmitir, pois o canal RF já esta ocupado
pelo transceiver A, como já foi explicado anteriormente na parte do controlador. Deste
modo, o transceiver B só vai conseguir transmitir depois do transceiver A acabar de
transmitir o pacote 2 e desocupar assim o canal RF. Este envia primeiro o pacote 3,
antes do Acknowledge do pacote 2 pois, este sistema já se já se encontra nos estados
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
Tempo Tempo
Transceiver A Transceiver B
PACOTE 1
ACK
PACOTE 3
PACOTE 2
ACK
ACK
Pacote 3
PACOTE 5
PACOTE 4
Pacote 4
ACK
Pacote 4
PACOTE 4
ACK
Intervalo de tempo 
pseudo -aleatório para 
reenvio do pacote
Pacote 1Pacote 2
Pacote 5
Figura 5.22: Exemplo do funcionamento do protocolo com acknowledge.
onde controlador tenta transmitir, ou seja, o pacote 3 está na fifo de transmissão do
transceiver B. Assim depois do envio deste pacote é aguardado um tempo de espera im-
posto pelo módulo anterior (controlo da comunicação) antes de ser possível transmitir
de novo.
Se o tempo de transmissão do pacote 3 demorar mais tempo que o tempo de espera
introduzido na camada anterior, o Acknowledge do pacote 2 é enviado primeiro que
o Acknowledge do pacote 3 (como o que acontece na figura 5.22). No entanto pode
acontecer o contrário, ou seja, se o tempo de transmissão for menor que o tempo de
espera introduzido, o Acknowledge do pacote 3 é enviado primeiro que o Acknowledge
do pacote 2.
No caso da figura é possível observar que o transceiver A não recebe o pacote 4, pois
está a transmitir o pacote 5. Como transceiver B não recebe assim o Acknowledge do
pacote 4, este reenvia-lo outra vez depois de um intervalo de tempo pseudo-aleatorio.
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Para a implementação deste protocolo, este pode ser dividido em duas partes: a trans-
missão e recepção.

1
Done_recep
(trans_control)
Packet
Done_Recep<=0
Done_Trans<=1
Start_count<=0
ACK
1
Data_Out<=data_Recev
Identifier_Out<=Identifier_Recev
SendACK<=1
Done_Recep<=1
1 0
Done_Recep<=0
Done_Trans<=0
0
Figura 5.23: Diagrama de fluxo do protocolo na parte de recepção.
Na implementação do protocolo na parte de recepção é usado um simples processo,
que verifica continuamente a recepção de novos pacotes através do sinal de entrada
Done_recep, que informa quando um novo pacote e recebido e lido do transceiver
pelos módulos anteriormente descritos. Assim quando este sinal avisa a recepção de
um novo pacote, é verificado se este pacote é um Acknowledge ou é um pacote com
informação útil. Se for informação útil os dados recebidos são reencaminhados para
o sistema, e este é também avisado da recepção do novo pacote pelo sinal de saída
Done_recep. Quando isto acontece também é activado o sinal SendACK, de modo a
ser enviado o respectivo Acknowledge na próxima transmissão deste sistema. Quando
é recebido um Acknowledge é sinalizado ao sistema, o fim da transmissão do pacote
pelo sinal de saída Done_trans bem como é desactivada a contagem do tempo para o
reenvio do pacote, pois neste caso não será preciso mais reenviar, uma vez que já foi
recebido o Acknowledge esperado.
A parte de transmissão do protocolo que se pode observar na figura 5.24, foi im-
plementada usando uma máquina de estados finitos (FSM). Inicialmente e por defeito
quando não há transmissões a fazer a máquina encontra-se no estado Idle. Aqui é
verificado continuamente quando o controlo da transmissão está disponível para trans-
mitir através do seu sinal Busy, e em caso afirmativo, é verificado se tem de enviar um
Acknowledge ou algum pacote de informação do sistema. Neste caso é dada prioridade
ao Acknowledge que é activado no processo de recepção descrito anteriormente através
do sinal SendACK.
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Figura 5.24: Diagrama de fluxo do protocolo na parte de transmissão.
Deste modo, é feito um pedido de transmissão ao módulo anterior a este (controlo
da transmissão) através do sinal Request_send e a máquina passa assim para o estado
Transmit_ACK onde espera que a transmissão do Acknowledge seja concluída pelos
módulos anteriores. Assim que isto acontece, o sinal SendACK é desactivado e a
máquina volta ao seu estado inicial Idle.
Quando o sistema está disponível para transmitir e não há nenhum Acknowledge
que precisa ser enviado, se o sinal Send estiver activo, é feito um pedido de transmissão
ao controlo da transmissão e o pacote de informação útil respectivo é enviado para os
módulos anteriores. Deste modo a máquina passa para o estado Transmit_Packet
onde espera também que a transmissão do pacote seja concluída. Depois disto o sinal
Send é desactivado e um contador é activado através do sinal Start_count, voltando a
máquina ao seu estado inicial Idle.
Este contador permite a contagem de um intervalo de tempo pseudo-aleatório para
o reenvio do pacote caso entretanto o sistema não receba um Acknowledge. Deste
modo, o sinal Send pode ser activo de duas formas: pelo sistema, quando precisa de
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enviar um pacote com informação, ou pelo contador, quando este atinge um tempo
de espera de um Acknowledge superior ao intervalo de tempo pré-estabelecido (pelo
gerador aleatório).
Figura 5.25: Interface do protocolo.
5.2 Módulo Transceiver
Neste módulo são ligados todos os blocos anteriormente descritos, de forma juntar todos
estes módulos num só bloco mais simples e intuitivo de usar em qualquer sistema im-
plementado em FPGAs, que necessite de uma interface que permita uma comunicação
sem fios.
Figura 5.26: Ligações entre todos os módulos incluídos dentro do módulo transceiver.
Para a construção deste bloco, além dos módulos anteriores, também foi utilizada
uma pequena máquina de estados finitos (FSM), que permite gerir mais facilmente os
pedidos de transmissão por parte do sistema ao módulo protocolo.
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Figura 5.27: Diagrama de fluxo da transmissão no módulo transceiver.
Como se pode observar na figura 5.27, esta máquina utiliza apenas dois estados,
a0 e a1. O primeiro estado é o seu estado por defeito, para quando não existe nen-
hum pacote a ser transmitido actualmente, estando assim disponível para transmitir
caso necessário (Busy_transceiver <= 0). Aqui é verificado se existem pedidos de
transmissão por parte do sistema através do sinal Request_transmit, em caso afirma-
tivo a máquina passa assim para o estado a2, onde é esperado que a transmissão do
pacote seja concluída (com a recepção do Acknowledge respectivo). Neste estado o sis-
tema sabe que o transceiver está ocupado (Busy_transceiver <= 1) e assim não aceita
novos pedidos de transmissão. Quando a transmissão é concluída, o sistema também
é avisado e a máquina volta ao seu estado inicial, ficando assim disponível outra vez
para transmitir.
Na parte de recepção, não foi necessário fazer mais nenhum tipo de controlo, e
assim as saídas do bloco do protocolo são ligadas directamente á saída do bloco do
transceiver. Estas saídas são apenas o sinal Done_Receiv que avisa quando um pacote
de informação foi recebido e pode ser lido pelo sistema e o próprio pacote de informação
com o identificador respectivo, Data_Receiv e Identifier_receiv.
5.3 Módulo CC1101
A principal limitação desta ligação é obviamente a sua taxa de transferência. Para
evitar a perda de pacotes foram introduzidas duas fifos, de modo a guardar os pacotes
que chegam a uma velocidade superior á taxa de transmissão desta ligação sem fios
(relativamente baixa).
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Figura 5.28: Interface do módulo transceiver.
Figura 5.29: Interface e resumo das características das fifos utilizadas.
Deste modo, a introdução destas duas fifos oferece á comunicação sem fios criada,
maior robustez e adaptabilidade a um maior número de sistemas possível. A intro-
dução de uma fifo de transmissão é assim essencial, pois permite guardar e colocar em
fila de espera os pacotes que chegam para ser enviados, quando o transceiver já se en-
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contra ocupado. Uma fifo de recepção também pode ser bastante importante pois não
obriga uma parte do sistema está sempre a verificar se recebeu informação, lendo a fifo
apenas quando precisa ou antes de esta encher, no entanto, em muitos sistemas esta
fifo não precisa de ser usada, pois toda informação recebida pode ser reencaminhada
directamente.
Para implementação destas fifos foi utilizado um núcleo de propriedade intelectual,
o Fifo Generator v4.4 (Xilinx LogiCORE IP) [51].
Na figura 5.29 é possível observar, as opções seleccionadas para fifos utilizadas neste
módulo. Estas são implementadas em Block RAM, evitando assim o uso excessivo de
recursos lógicos da FPGA. Cada palavra guardada nesta fifo tem um tamanho de 40
bits, de modo a guardar o pacote de informação com 32 bits e o seu identificador
respectivo de 8 bits. Cada fifo tem capacidade de 1024 palavras de 40 bits, conferindo
assim uma boa capacidade de armazenamento, nos momentos mais críticos com elevado
tráfego de pacotes. No entanto, este valor pode facilmente ser alterado consoante a
aplicação. Convém referir também que a leitura da fifo apresenta uma latência de um
ciclo de relógio, que é necessário ter em atenção, para uma correcta leitura desta.
Figura 5.30: Interface final do módulo CC1101.
Deste modo, quando o sistema precisa de transmitir, em vez de comunicar directa-
mente com o módulo transceiver, apenas escreve os pacotes que precisa de enviar na
fifo de transmissão, e assim, é esta fifo é que vai interagir directamente com o módulo
transceiver. Num processo, é verificado continuamente o sinal BUSY_TRANSCEIVER,
e quando este estiver a zero, ou seja disponível para transmitir, a fifo transmissão se
não estiver vazia é lida, e no próximo ciclo do relógio o valor da saída desta fifo é
colocado á entrada do módulo transceiver para enviar, através dos sinais Data_env e
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Identifier_env.
O mesmo acontece na recepção de pacotes, sempre que um pacote de informação
é recebido, este é escrito na fifo de recepção, sendo que o sistema depois lê da fifo de
imediato ou não, consoante este esteja configurado.
Assim com a introdução destas fifos de recepção e transmissão é fornecido ao sistema
que utiliza esta interface sem fios uma maior abstracção, pois este só vai ter de interagir
com as respectivas fifos. A organização hierárquica do projecto ISE do módulo CC1101
final que fornece uma interface sem fios pode ser vista na figura 5.31.
Figura 5.31: Organização hierárquica do projecto no ISE.
Convém referir que para a correcta comunicação entre todos estes módulos anteri-
ores foi necessário ter em atenção os ciclos dos relógios dos processos correspondentes
de forma a haver uma intercalação das fases ascendestes (rising_edge) e descendentes
(falling_edge) do relógio, entre os módulos que estão ligados directamente.
5.4 Resultados
Todos estes módulos foram sintetizados e implementados nas FPGAs das duas placas
disponíveis para este trabalho, Nexys2 e Celoxica RC10. No entanto, os resultados
podem ser melhorados, através de algumas optimizações do código (como por exemplo
armazenar os registos de configuração em Block RAMs).
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Módulo LUTs Nexys2 RC10 Slices Nexys2 RC10
Gerador do SCLK 43 0.5% 0.2% 40 0.9% 0.3%
Transferência de 1 byte 38 0.4% 0.1% 32 0.7% 0.2%
Transferência SPI 38 0.4% 0.1% 27 0.6% 0.2%
Controlo da comunicação 7 0.08% 0.03% 5 0.1% 0.04%
Configurador 83 0.9% 0.3% 53 1.1% 0.4%
Controlador 254 2.7% 1.0% 182 3.9% 1.4%
Controlo da Transmissão 53 0.6% 0.2% 85 1.8% 0.6%
Protocolo 200 2.1% 0.7% 161 3.5% 1.2%
Módulo Transceiver 4 0.04% 0.02% 45 1.0% 0.3%
Módulo CC1101 110 1.2% 0.4% 170 3.7% 1.3%
Total 830 8.9% 3.1% 800 17.1% 6.0%
Tabela 5.1: Utilização de cada módulo da interface sem fios.
Na tabela 5.1, é possível observar os recursos lógicos necessários para a implemen-
tação desta interface, bem como a percentagem da lógica utilizada em duas FPGAs
de baixo custo e consequentemente, de baixa capacidade. Para a implementação das
fifos no módulo CC1101 com o tamanho descrito anteriormente também foi necessário
utilizar 3 Blocks RAMs para cada fifo. No entanto, este valor pode variar consoante o
tamanho seleccionado para cada fifo.
Estes resultados mostram que esta interface pode assim ser utilizada numa basta
gama de aplicações, pois esta não é muito dispendiosa em termos de recursos físicos.
Os primeiros módulos, cujo objectivo principal era uma correcta comunicação com
o transceiver através da interface SPI, foram testados através da análise dos sinais
da interface SPI, com a ajuda de um analisador de lógica. Para isso foi construído,
um circuito de debug próprio para a medição destes sinais (como se pode observar no
Anexo B), para evitar o risco de danificar o transceiver. Os sinais observados aqui,
permitem concluir que existe uma correcta comunicação entre a FPGA e o transceiver,
como era esperado e descrito anteriormente.
Os módulos das camadas superiores á medida que foram desenvolvidos, foram tes-
tados através do envio de pacotes com valores de contadores nos dois sentidos, de forma
a poder avaliar a ligação sem fios nos dois sentidos. Aqui foi possível observar se há
bloqueio na ligação em algum sentido, bem como se há perda de pacotes através da
comparação dos contadores.
Para isto, as fifos de transmissão do módulo CC1101 são constantemente escritas de
forma a medir a máxima taxa de transferência possível. Para estes testes, o transceiver
foi configurado com as seguintes parâmetros principais:
 Modulação: GFSK;
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 Datarate: 100 KBaud;
 Tamanho do pacote de dados fixo: 6 Bytes;
 Autoflush CRC;
 Verificação de endereço;
 4 Bytes de palavra de sincronização;
 6 Bytes de preamble.
Teste 1 FEC desactivo FEC activo
1 metro / 3600 seg Transceiver A Transceiver B Transceiver A Transceiver B
Pacotes enviados 520,049 520,079 318,337 318,363
Último valor enviado 520,048 520,078 318,336 318,362
Pacotes recebidos 520,079 520,049 318,363 318,337
Último valor recebido 520,078 520,048 318,362 318,336
Acknowledges enviados 520,079 520,049 318,363 318,337
Reenvios 0 0 0 0
Taxa de transmissão 5.8 kbit/s 5.8 kbit/s 3.5 kbit/s 3.5 kbit/s
Taxa (incluindo acesso ao meio) 74 kbit/s 45 kbit/s
Taxa (incluindo Acknowledges) 23.1 kbit/s 14.1 kbit/s
Taxa de transferência 11.6 kbit/s 7.1 kbit/s
Tabela 5.2: Teste da comunicação sem fios a uma distância de 1 metro.
Os resultados obtidos no teste 1 referem-se a condições óptimas, pois os dois
transceivers encontram-se perto um do outro (1 metro de distância), em linha de vista,
havendo transmissão nos dois sentidos. Desta forma, estes resultados mostram que to-
dos os pacotes enviados nos dois sentidos foram recebidos no destino. Aqui também é
possível observar que todos os Acknowledges foram recebidos, uma vez que não ocorreu
nenhum reenvio.
Assim, a taxa transferência máxima obtida para esta implementação no total dos
dois sentidos é de 11.6 kbit/segundo. Esta taxa refere-se apenas á informação contida
no campo de dados, que é útil ao sistema baseado em FPGA, ou seja, foram apenas
considerados os 32 bits de cada pacote e os 8 bits com o identificador respectivo.
Como era esperado, pode-se verificar que com os Acknowledges enviados esta taxa de
transferência duplicaria.
Se forem considerados todos os bits enviados na transmissão de um pacote, isto
é, os bytes do preamble, da palavra de sincronização e o byte de endereço, obtemos
uma taxa de 74 kbit/segundo, o que já se aproxima do datarate teórico de 100 KBaud.
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O resto da diferença entre estes dois valores deve-se sobretudo ao atraso imposto no
módulo de controlo da transmissão, de modo a ser possível os dois sistemas transmi-
tirem alternadamente e por cada pacote de dados ter apenas 6 bytes, quando as fifos
do transceiver tem capacidade até 64 bytes.
Para o mesmo teste, mas com corrector de erros activo (FEC - Forward Error
Correction) obteve-se uma taxa de transferência mais baixa, como era esperado, pois
com esta opção activa, os pacotes tem de passar por mais fases de processamento, o
que prolonga o tempo de transmissão. Estes resultados mostram que esta opção tem
um impacto negativo de cerca de 40% na taxa de transferência.
Teste 2 FEC desactivo FEC activo
240 metros / 900 seg Transceiver A Transceiver B Transceiver A Transceiver B
Pacotes enviados 118,973 115,787 79,839 79,927
Último valor enviado 118,972 115,786 79,838 79,926
Pacotes recebidos 120,681 124,731 79,951 79,854
Último valor recebido 115,786 118,972 79,926 79,838
Acknowledges enviados 120,681 124,731 79,951 79,854
Reenvios 11,666 11,765 64 40
Taxa de transmissão 5.3 kbit/s 5.2 kbit/s 3.5 kbit/s 3.6 kbit/s
Taxa (incluindo acesso ao meio) 68.3 kbit/s 45.5 kbit/s
Taxa (incluindo Acknowledges) 21.3 kbit/s 14.2 kbit/s
Taxa de transferência 10.5 kbit/s 7.1 kbit/s
Tabela 5.3: Teste da comunicação sem fios a uma distância de 240 metros.
O segundo teste foi realizado para uma distância de 240 metros entre os transceivers.
Nestas condições, já é possível verificar algumas falhas na transmissão de alguns pa-
cotes. Assim é possível observar o funcionamento do protocolo implementado, pois
neste caso são reenviados cerca de 10% dos pacotes. Aqui também pode-se observar o
efeito do corrector de erros FEC, pois com esta opção activa, o número de reenvios é
quase nulo.
No entanto, mesmo para esta distância não compensa utilizar esta opção, uma vez
que a taxa transferência continua a ser bastante inferior, como se pode verificar na
tabela 5.3.
Com estas definições, foi possível estabelecer uma comunicação estável até uma dis-
tância de sensivelmente 270 metros[52]. Contudo, nesta distância a ligação já depende
muito da posição das antenas e da linha de vista (desobstrução do primeiro elipsóide
de Fresnel[53]).
Em relação ao consumo de energia do transceiver, este varia desde 6.4 mA até 9.8
mA, dependendo da sua potência de saída que pode ser programada entre -30 e 10
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dBm.
Deste modo, é possível estabelecer uma ligação sem fios entre FPGAs com os req-
uisitos inicialmente pretendidos, ou seja, uma ligação bidireccional de baixo custo e
consumo, confiável e com uma taxa de transferência e distância razoável.
5.5 Interacção remota no parque de estacionamento
Como o sistema do parque de estacionamento funciona como era esperado (dentro da
mesma FPGA) e com a ajuda da interface RF criada, é possível agora implementar a
comunicação sem fios entre a unidade de controlo central do parque com a unidade de
controlo dos carros.

Simulação no 
monitor VGA
Controlo Central Controlo de Carros
Interface com 
o utilizador
FPGA 1
FPGA 2
Figura 5.32: Divisão entre duas FPGAs do sistema do parque de estacionamento au-
tomático.
Deste modo, como a comunicação mais importante que se pretende testar é a in-
teracção remota entre o controlo central com cada carro, os blocos do sistema foram
divididos entre diferentes FPGAs como pode ser visto na figura 5.32. Assim numa
FPGA é implementado controlo central e interface com o utilizador que permita con-
trolar todo o sistema, enquanto que noutra FPGA é implementado o controlo de cada
carro, bem como a simulação de todo o parque de estacionamento no monitor VGA.
Nos resultados da síntese de todo sistema do parque de estacionamento numa só
FPGA, observou-se que os blocos do controlo dos carros e da simulação no monitor
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VGA ocupam muito mais recursos lógicos que os blocos do controlo central e a da
interface com o utilizador. Por esse motivo, para a implementação do controlo central
e interface com o utilizador foi utilizada a placa de desenvolvimento Nexys 2 que contém
uma FPGA com três vezes menos capacidade lógica que a FPGA da placa Celoxica
RC10.
Figura 5.33: Sinais transmitidos sem fios.
Com esta divisão dos blocos do sistema entre as duas placas de desenvolvimento, os
sinais que deste modo necessitam ser transmitidos remotamente são os que se podem
observar na figura 5.33.
Convém referir que os sinais que representam números inteiros foram devidamente
convertidos num número mínimo de bits necessário para representar toda a gama de
valores que estes sinais podem ter. Assim os sinais de controlo que têm de ser enviados
no sentido da Nexys 2 para a Celoxica RC10 são:
 Parar/continuar (1 bit);
 Velocidade dos carros (4 bits);
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 Parque Cheio (1 bit) ;
 Novo Carro (1 bit) ;
 Novo Lugar (1 bit) ;
 Próximo lugar (6 bits) ;
 Mandar sair carro (1 bit) ;
 Novo lugar vazio (6 bits) ;
 Abrir porta de entrada (1 bit) ;
 Abrir porta de saída (1 bit) ;
No total é necessário enviar 23 bits neste sentido. Como na interface RF proposta
permite enviar pacotes de dados de 32 bits (4 bytes), é possível enviar todos estes
sinais de controlo referidos atrás num só pacote.
No sentido contrário, ou seja, no sentido da Celoxica RC10 para a Nexys 2, os sinais
de controlo que precisam ser enviados remotamente são:
 request1 (1 bit)
 close1 (1 bit)
 request2 (1 bit)
 close2 (1 bit)
 Carro já saiu (1 bit)
 Lugares ocupados (33 bits)
Assim neste sentido é necessário enviar ao todo 38 bits. Como cada pacote contém
no máximo 32 bits, é necessário dividir esta informação por dois pacotes, com identi-
ficadores diferentes de modo que no sistema de recepção a informação seja reencam-
inhada correctamente. Outra possibilidade seria aumentar o número de bytes de cada
pacote de dados, nos módulos do transceiver para poder ser enviada toda a informação
num pacote. No entanto esta solução alternativa é mais limitada, pois transceiver pode
enviar no máximo 64 bytes em cada pacote e implicaria alterações apesar de simples
nos módulos da parte da interacção remota.
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Figura 5.34: Diagrama de fluxo para a transmissão dos sinais.
Para o envio nos dois sentidos, o método utilizado para a transmissão dos sinais é
o mesmo. Para isto, é utilizado um processo que verifica continuamente o estado de
todos os sinais descritos anteriormente. Quando é detectada a alteração do valor de
um sinal qualquer, o pacote onde está incluído este sinal é escrito na fifo de transmissão
do módulo CC1101 caso esta fifo não esteja cheia. Quando são alterados vários sinais
de diferentes pacotes, todos estes pacotes também são escritos na fifo de transmissão
segundo uma dada ordem.
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Figura 5.35: Diagrama de fluxo para a recepção dos sinais.
Na recepção dos sinais o método é semelhante á transmissão. Aqui também é
utilizado um simples processo, que verifica continuamente o estado da fifo de recepção
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do bloco CC1101 através do seu sinal de saída RxFifo_vazia. Assim quando esta fifo
recebe algum pacote, esta é lida de imediato e os dados recebidos são reencaminhados
e atribuídos aos sinais respectivos em função também do identificador recebido com
cada pacote de dados.
Convém referir que estes sinais agora ligados remotamente através desta interface
sem fios, apresentam atrasos adicionais, sendo preciso ter cuidado com alguns tipos de
ligações. Assim os sinais desta ligação que antes funcionavam como impulsos (request1,
request2, close1, close2, já_saiu e novo_lugar), tem de ser adaptados de forma a não
depender destes atrasos adicionais. Para isto em vez de se considerar para estes sinais
o seu valor, são consideradas apenas as suas transições (ascendentes), de maneira a
haver uma comunicação correcta e síncrona entre os sistemas.
Capítulo 6
Conclusões e trabalho futuro
Sumário
Neste capítulo são apresentadas as conclusões principais desta dissertação fazendo uma
análise global aos resultados e aos objectivos atingidos. No final são apresentadas
algumas possibilidades para um eventual trabalho futuro.
6.1 Análise global
Na primeira parte do trabalho foi implementado um buffer de prioridade com uma
estrutura de dados baseada numa árvore binária. Esta abordagem permitiu explorar
o potencial de modelos avançados de FSM na implementação de algoritmos modu-
lares, hierárquicos, recursivos e paralelos em hardware. Com isto, também foi possível
verificar a ocupação e libertação de memória dinamicamente em hardware.
Em seguida, para a avaliação e teste do buffer de prioridade, bem como para a
comparação com outras estruturas de dados e implementações diferentes, foi imple-
mentado um sistema que funciona como uma ferramenta para a verificação deste tipo
de componentes reutilizáveis.
Aqui também foi construído um sistema embutido para controlo automático de um
parque de estacionamento, onde é utilizado o buffer de prioridade para a gestão dos
lugares de estacionamento, permitindo desta forma, ser demonstrada uma aplicação
prática do bloco construído anteriormente.
Com o desenvolvimento deste sistema foi também possível verificar algumas capaci-
dades importantes que as FPGAs oferecem, uma vez que através do mesmo dispositivo
foi possível para além da implementação do próprio controlo, o desenvolvimento de um
ambiente que permite uma simulação visual do sistema implementado e assim anal-
135
136 CAPÍTULO 6. CONCLUSÕES E TRABALHO FUTURO
isar diferentes arquitecturas de controlo, evitando deste modo a necessidade de um
ambiente físico naturalmente bem mais caro.
Numa segunda parte do trabalho foi desenvolvido um módulo reutilizável que
fornece uma interface para comunicação remota (sem fios) entre circuitos implementa-
dos em FPGA. Esta interface sem fios foi construída com o auxílio de um transceiver
RF de baixo custo, que através de uma ligação SPI que este fornece, é possível a sua
programação e controlo. O transceiver escolhido revelou ser uma boa escolha, visto
que com este foi possível assegurar uma ligação sem fios de baixo custo, e com uma
distância e taxa de transferência pretendida e principalmente confiável, uma vez que
não é perdida nenhuma informação útil.
Por fim, foi demonstrada a utilização deste módulo que fornece uma interacção
remota no sistema de controlo automático do parque de estacionamento, para o esta-
belecimento de uma ligação sem fios entre as unidades de controlo dos carros com a
unidade de controlo central do parque. Toda a simulação agora dividida entre duas
FPGAs diferentes, funciona como era esperado, sempre que é possível uma ligação
física RF. No entanto, esta simulação pode agora ser suspensa pelas limitações físicas
da ligação sem fios, como por exemplo a distância, taxa de transferência, interferências,
etc. Apesar disto, sempre que a ligação sem fios entre as duas FPGAs pode ser resta-
belecida, a simulação também é restabelecida normalmente sem perda de informação
como era pretendido.
A utilidade das fifos incluídas na interface com o transceiver, também pode ser ver-
ificada em aplicações como no caso do parque de estacionamento, quando é aumentada
a velocidade da simulação. Neste sistema, a comunicação entre os carros e o controlo
central pode ser assim induzida para valores superiores à capacidade da ligação sem
fios implementada, e deste modo verifica-se que nos momentos de maior tráfego vários
pacotes a serem acumulados nas fifos de transmissão respectivas, sendo estas depois
esvaziadas nos momentos seguintes de menor tráfego como era esperado.
Estas fifos em conjunto com o protocolo com Acknowledge implementado, demon-
straram fornecer uma grande robustez a ligação sem fios, uma vez que, mesmo que
a ligação sem fios falhe por motivos de limitações físicas, não são perdidos nenhuns
pacotes com informação útil, sempre que esta ligação é restabelecida mais tarde. Para
isto o tamanho das fifos deve ser dimensionado de modo a poderem guardar o máximo
de pacotes que podem ser acumulados no caso de falha na ligação sem fios ou no caso
de um tráfego de pacotes elevado.
Este sistema mostrou assim ser ideal para o teste dos principais blocos reutilizáveis
desenvolvidos neste projecto, nomeadamente o buffer de prioridade e a interface que
permite interacção remota, pois requer uma comunicação bidireccional bastante se-
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gura e fiável, pois a perda de apenas um pacote específico pode ser fatal ao correcto
funcionamento da simulação.
Convém referir também que o uso de blocos IP reutilizáveis como o fifo generator
e o block memory generator, foram bastante úteis, pois permitiu um desenvolvimento
mais rápido deste projecto.
Todos os circuitos anteriores foram implementados em hardware, verificados e tes-
tados, o que confirma que todas as funções e características desejadas estão correctas
do ponto de vista lógico. As ferramentas visuais que foram desenvolvidas podem ser
utilizadas para experiências no desenvolvimento de sistemas para análise de diferentes
arquitecturas, num ambiente mais próximo da realidade e assim mais fiável.
Por fim, é possível concluir que os principais objectivos propostos neste projecto
foram atingidos com sucesso, uma vez que foi possível demonstrar uma interacção re-
mota em sistemas embutidos implementados em FPGA, através de uma ligação sem
fios de baixo custo e confiável. Aqui também foi demonstrado o potencial da imple-
mentação em hardware de algoritmos de controlo modulares, hierárquicos, recursivos
e paralelos e como as FPGAs podem ser utilizadas para simulação visual dos sistemas
cada vez mais complexos implementados nelas próprias.
6.2 Trabalho futuro
Com o desenvolvimento deste trabalho, é possível destacar várias ideais de investigação
futura:
 Investigação e optimização de um buffer de prioridade com outro tipo de ar-
quitectura e estrutura de dados para comparação e avaliação de diferentes tipos
abordagens. Um exemplo disso pode ser a implementação com uma estrutura de
dados baseada numa lista biligada de prioridades.
 Estudo de estratégias alternativas para a gestão de prioridades, como por exemplo
a comparação de soluções baseadas em processador com soluções baseadas em
máquinas de estados finitos.
 Optimização da interacção remota, no sentido de incluir vários tipos de config-
urações RF, de modo a poder mudar as características da ligação sem fios em
tempo real. Isto pode ser muito útil por questões de segurança e adaptabilidade
ao meio. Para esse efeito, os valores dos registos de configuração do transceiver
contidos num ROM devem ser passados para blocos de memória embutida (blocks
RAM s) contidos nas FPGAs de modo a ocupar menos recursos e assim poder
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armazenar vários conjuntos de valores correspondentes a ligações sem fios com
diferentes características.
 Aplicação da interacção remota para aplicações onde são necessárias ligações
sem fios mais específicas. Os módulos construídos até o configurador podem
ser utilizados sem alteração do que está implementado e através destes pode ser
construído um controlador mais específico e optimizado para uma determinada
aplicação como por exemplo para uma ligação unidireccional, em que a sua im-
plementação seria bastante mais simples. No entanto, para isto pode ser usado
também o controlador já implementado como template para um desenvolvimento
mais rápido do projecto.
 Estudo e comparação deste tipo de implementação com uma implementação
baseada num microprocessador embutido numa FPGA para a comunicação com
o transceiver RF.
 Testar esta ligação sem fios, para o caso de interacção remota entre vários sistemas
com esta interface sem fios, uma vez que neste trabalho só foi testada na prática
a comunicação sem fios entre dois sistemas. Para isto, pode ser utilizado o campo
de endereço contido em cada pacote de dados, de modo, a uma filtragem correcta
dos pacotes entre os diferentes sistemas remotos.
Apêndice A
Características internas do transceiver
CC1101
Neste apêndice são apresentados algumas características do transceiver RF CC1101
que permitem compreender melhor a implementação descrita no capítulo 5.
Figura A.1: Estrutura do Status byte[20].
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Figura A.2: Comandos Strobe[20].
Figura A.3: Registos de estado[20].
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Figura A.4: Espaço de endereçamento SPI do transceiver CC1101[20].
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Apêndice B
Testes realizados
Aqui são apresentadas algumas imagens dos testes realizados no âmbito do capítulo 5.
Figura B.1: Medição dos sinais SPI através de um analisador de lógica.
Figura B.2: Distância da ligação sem fios no teste 2 (240 metros).
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Figura B.3: Distância máxima da ligação sem fios (270 metros).
Apêndice C
Lista de Acrónimos
ACC Adaptative Cruise Control
ADC Analog-to-Digital Converter
ASIC Application Specific Integrated Circuits
ASSP Application Specific Standard Product
ASK Amplitude-Shift Keying
CCA Clear Channel Assessment
CPLD Complex Programmable Logic Device
CRC Cyclic Redundancy Check
CS Chip Select
DAC Digital-to-Analog Converter
EEPROM Electrically Erasable Programmable Read Only
EPROM Erasable Programmable Read Only Memory
FIFO First In First Out
FPGA Field Programmable Gate Array
FSK Frequency-Shift Keying
FSM Finite State Machine
FEC Forward Error Correction
GFSK Gaussian Frequency-Shift Keying
HDL Hardware Description Language
HFSM Hierarchical Finite State Machine
IP Intellectual Property
ISE Integrated Software Environment
ISR Interrupt Service Routine
LFSR Linear Feedback Shift Register
LNA Low-Noise Amplifier
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LQI Link Quality Indication
LUT Lookup Table
MISO Master Input Slave Output
MOSI Master Output Slave Input
MSK Minimum-Shift Keying
OOK On-Off Keying
PA Power Amplifier
PAL Programmable Array Logic
PC Personal Computer
PHFSM Parallel Hierarchical Finite State Machine
PLA Programmable Logic Array
PLD Programmable Logic Device
PROM Programmable Read Only Memory
RAM Random Access Memory
RISC Reduced Instruction Set Computer
ROM Read Only Memory
RSSI Received Signal Strength Indication
RTR Run-Time Reconfiguration
SCLK Serial Clock
SDI Slave Data In
SDO Slave Data Out
SoC System-on-Chip
SPI Serial Peripheral Interface
SPLD Simple Programmable Logic Device
SS Slave Select
USB Universal Serial Bus
VHDL VHSIC Hardware Description Language
WOR Wake-On-Radio
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