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Counting solutions of perturbed harmonic map equations
Abstract
In this paper we consider perturbed harmonic map equations for maps between closed Riemannian
manifolds. In the case where the target manifold has negative sectional curvature we prove - among
other results - that for a large class of semilinear and quasilinear perturbations, the perturbed harmonic
map equations have solutions in any homotopy class of maps for which the Euler characteristic of the
set of harmonic maps does not vanish. Under an additional condition, similar results hold in the case
where the target manifold has nonpositive sectional curvature. The proofs are presented in an abstract
setup suitable for generalizations to other situations.  
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Abstract
In this paper we consider perturbed harmonic map equations for maps
between closed Riemannian manifolds. In the case where the target man-
ifold has negative sectional curvature we prove - among other results -
that for a large class of semilinear and quasilinear perturbations, the per-
turbed harmonic map equations have solutions in any homotopy class of
maps for which the Euler characteristic of the set of harmonic maps does
not vanish. Under an additional condition, similar results hold in the
case where the target manifold has nonpositive sectional curvature. The
proofs are presented in an abstract setup suitable for generalizations to
other situations.
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1 Introduction
This is the second of two papers studying the solvability of a class of semi-
linear and quasilinear perturbations of the harmonic map equation for maps
u : M −→ M ′ from a closed n-dimensional Riemannian manifold M into a
closed n′-dimensional Riemannian manifold M ′ with nonpositive sectional cur-
vature. Denoting points of M and M ′ by x and y, respectively, we study the
set of solutions for the equations
τ(u)(x) + F (x, u(x)) = 0 (1)
and
τ(u)(x) + F (x, u(x)) + dxu(G(x, u(x))) = 0 (2)
where τ(u(x)) denotes the tension field, F is an x-dependent vector field on
M ′ and G is a y-dependent vector field on M . We point out immediately that
the perturbations considered are not necessarily of variational type, meaning
that for generic parameters F and G the equations (1) and (2) are not the
Euler-Lagrange equations of any perturbation of the energy functional
E(u) =
1
2
∫
M
‖dxu‖2dvol(x). (3)
To state our results, we need to introduce some notation. For any j > n/2 we
denote by H(j) the Hilbert manifold of maps from M to M ′ of Sobolev class
Hj . By the Sobolev embedding theorem, the space H(j) compactly embeds into
Ci(M,M ′) for every 0 ≤ i < j − n/2. The connected components H(j)ζ of the
space H(j) correspond to the homotopy classes ζ of maps from M to M ′. We
now fix an integer k > 2 + n+n
′
2 and denote by F (k) the space of x-dependent
vector fields on M ′ of class Hk, and by G(k) the space of y-dependent vector
fields on M of class Hk. We consider the set
M(k)ζ :=
{
(u, F ) ∈ H(k+2)ζ ×F (k) | (u, F ) solves (1)
}
of solutions (u, F ) of (1) and, for any c > 0, the set
N (k)ζ,c :=
{
(u, F,G) ∈ H(k+2)ζ ×F (k) × G(k) | (u, F,G) solves (2) , ‖G‖ ≤ c
}
of all solutions (u, F,G) for equation (2) satisfying
‖G‖ := sup
x∈M,y∈M ′
‖G(x, y)‖ ≤ c.
Recall that a continuous map is said to be proper if the inverse image of every
compact set is compact. With the notation above, the main results of [KKS]
are the following ones:
Theorem 1.1 Under the above assumptions, the natural projection onto the
second factor pik,ζ :M(k)ζ −→ F (k) is proper for any k > 2 + (n+ n′)/2.
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Theorem 1.2 In addition to the above assumptions, suppose dimM ≤ 3. Then
given any k > 2 + (n+ n′)/2 there exists c > 0 such that the natural projection
pik,ζ,c : N (k)ζ,c −→ F (k) × G(k)c is proper.
Note that in [KKS], these theorems are stated for Cl maps with l ≥ 2. The
versions above can be proven in essentially the same way.
Our goal here is to provide a count for the number of solutions to equations
(1) and (2) in a generic situation. The nondegeneracy condition appearing in
our main theorem below is of Morse-Bott type and is discussed in detail in §2.
Theorem 1.3 Let ζ be a homotopy class of maps from the closed Riemannian
manifold M of dimension n to the closed Riemannian manifold M ′ of nonposi-
tive sectional curvature and dimension n′. Then there exists an integer Dζ ∈ Z
such that for every k > 2 + n+n
′
2 the following statements hold:
(i) For any F contained in an open, dense subset F (k)reg ⊂ F (k) equation (1)
has at least |Dζ | solutions. Moreover, if Dζ 6= 0, then equation (1) has at
least one solution for every F ∈ F (k).
(ii) Assume dimM ≤ 3 and let c > 0 be as in Theorem 1.2. Then for any pair
(F,G), contained in an open, dense subset (F (k) ×G(k)c )reg ⊂ F (k) ×G(k)c ,
equation (2) has at least |Dζ | solutions. Moreover, if Dζ 6= 0, then equation
(2) has at least one solution for any (F,G) ∈ F (k) × G(k)c .
Furthermore, if the critical set of the restriction E|ζ of the energy functional (3)
to H(k+2)ζ is nondegenerate - as is for instance the case for any homotopy class
if M ′ has negative sectional curvature -, then
Dζ = χ(Crit(E|ζ)), (4)
the Euler characteristic of the set of harmonic maps in the homotopy class ζ.
We point out that the result is sharp, in the sense that there are examples
of homotopy classes and perturbations where the number of solutions equals
|χ(Crit(E|ζ))|.
Theorem 1.3 is deduced from results in a much more general set-up - see §3
and §4 - which should be useful in other situations as well. As part (i) and (ii)
of Theorem 1.3 are proven in essentially the same way, we now outline the argu-
ment in the case of equation (1). One first observes that the M(k)ζ are Hilbert
manifolds and that the projections pik,ζ :M(k)ζ −→ F (k) are differentiable. The
subset F (k)reg ⊂ F (k) in Theorem 1.3 is precisely the set of regular values of the
map pi = pik,ζ . Now the idea is to prove that there is a natural degree associated
to the map pi. To this end, we present in §3 a quite general set-up in which such
a degree can be defined. We take a common approach using determinant line
bundles defined for a family of Fredholm operators of some fixed index. Our
presentation here was influenced by work of Salamon [Sal]. Still continuing in
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this general set-up, we prove in §4 that under the nondegeneracy assumption
for the critical set, the degree Dζ can be identified (up to sign) with the Euler
characteristic of the set of critical points of the functional whose perturbation
is studied. In principle, equality (4) is implied by the main theorem in a recent
paper of Cieliebak, Mundet i Riera and Salamon [CMS], where a framework
for results of this sort is developed in great generality. As our set-up is much
simpler we include a short and self-contained proof. Finally, in §5 we verify
the assumptions of the general argument in the previous two sections for the
perturbed harmonic map equations (1) and (2) and prove Theorem 1.3.
In order to show that formula (4) of Theorem 1.3 is indeed widely applicable,
we begin our exposition in §2 by explaining the nondegeneracy condition on the
energy functional and proving that it is in particular satisfied for the following
triples (M ′,M, ζ):
• M ′ has non-positive sectional curvature, M is arbitrary and ζ is the trivial
homotopy class.
• M ′ = Rn′/Λ is a flat torus and M and ζ are arbitrary.
• M ′ has negative sectional curvature and M and ζ are arbitrary.
• (M ′1 ×M ′2,M, ζ1 × ζ2) where both triples, (M ′1,M, ζ1) and (M ′2,M, ζ2),
satisfy the non-degeneracy condition.
To illustrate our results, we conclude this introduction with some examples.
Examples 1.4 (i) Taking M = M ′ = S1 ' R/Z, any map u : M −→ M ′
can be lifted to a map u˜ : R −→ R with u˜(x + 1) = u˜(x) + d, where
the integer d ∈ Z determines the homotopy class ζ = [u]. Crit(E|ζ) is
always diffeomorphic to S1 (see the proof of Proposition 2.7), so that the
Euler characteristic vanishes. Equation (1) for u˜ with a constant, non-zero
vector field F reduces to
u˜xx + c = 0 , c 6= 0
which has no solutions at all.
(ii) Taking M ′ = Fg, a surface of genus g > 1 with constant negative curva-
ture, M arbitrary and ζ the trivial homotopy class, we find that Crit(Eζ)
consists precisely of the constant maps and hence the Euler characteristic
equals 2 − 2g. Hence there is a nullhomotopic solution u : M −→ Fg for
equation (1) for any perturbation, and for generic perturbations there are
at least 2g − 2 of them.
(iii) Taking M ′ negatively curved, and M such that there exists a homotopy
class ζ of maps from M to M ′ for which the image of pi1(M) in pi1(M ′) un-
der the induced map is not trivial or infinite cyclic, we find that Crit(E|ζ)
consists of one point [Ha, SY]. It follows that equation (1) has a solution
in the class ζ for any perturbation F .
4
For the convenience of the reader, we have given a self-contained review of the
determinant line bundle for a family of Fredholm maps in Appendix A.
Acknowledgement: It is a pleasure to thank Dietmar Salamon, Sergei
Kuksin and Dan Burghelea for generously sharing their insights, as well as Vik-
tor Bangert for valuable discussions and Ju¨rgen Jost for pointing out Sampson’s
paper [Sam].
2 Nondegeneracy of the energy functional
Throughout this section we fix two closed Riemannian manifolds M and M ′
of dimensions n and n′, respectively, and denote points in them by x and y,
respectively. As always we assume that the sectional curvature of M ′ is non-
positive. Denote by κ the smallest integer satisfying κ > 2 + n+n
′
2 and let ζ be
a homotopy class of maps from M to M ′. It is a standard result (see e.g. [Pa])
that for any k ≥ κ the space H(k+2) of maps of Sobolev class Hk+2 from M to
M ′ is a Hilbert manifold. Its tangent space at a smooth map u : M −→ M ′ is
given by the space Hk+2(u∗TM ′) of Hk+2-sections of the pull-back u∗TM ′ of
the tangent bundle of M ′. We denote the connected component of H(k+2) of
maps in the homotopy class ζ by H(k+2)ζ .
Consider the energy functional
E(u) =
1
2
∫
M
‖dxu‖2dvol(x).
Under our assumption on the curvature of M ′, for any homotopy class ζ of
maps from M to M ′ the critical set of the restriction of E to ζ is the nonempty,
connected, compact set of minima [ES, Ha, SY], which by elliptic regularity
consists of smooth maps.
For k ≥ κ as above and u ∈ H(k+2), we consider the scale of Hilbert spaces
TuH(k+2) ∼= Hk+2(u∗TM ′) ↪→ Hk(u∗TM ′) ↪→ L2(u∗TM ′).
The above embeddings are dense, and we have duE = −τ(u) ∈ Hk(u∗TM ′),
where E is now considered as a functional on H(k+2). Furthermore, the operator
∇τ(u) : Hk+2(u∗TM ′) −→ Hk(u∗TM ′) is the restriction of an unbounded
selfadjoint elliptic operator on L2(u∗TM ′) with domain H2(u∗TM ′) (for an
explicit formula, compare Lemma 2.1 below). In particular, it has discrete,
nonnegative spectrum.
The goal of this section is to describe sufficient conditions on the homotopy
class ζ of maps from M to M ′ which ensure that the restriction E|ζ of the energy
functional to H(k+2)ζ has a nondegenerate critical set for all k ≥ κ meaning that
Crit(E|ζ) ⊂ H(k+2)ζ is a closed C2 submanifold such that for any u ∈ Crit(E|ζ)
we have
TuCrit(E|ζ) = Ker∇τ(u) (= Coker∇τ(u)).
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We start by computing the second variation of the energy functional. Given
a 2-parameter family of maps us,t : M −→M ′ in H(κ+2), we write
∂us,t
∂s |s=0
= ϕt and
∂us,t
∂t |t=0
= ψs.
By the definition of the tension field τ we have
∂E(us,t)
∂t |t=0
= −
∫
M
〈τ(us,0), ψs〉dvol(x).
Hence for the second variation we obtain
∂2E(us,t)
∂s∂t
∣∣(s,t)=(0,0) = −
∫
M
∂
∂s
〈τ(us,0), ψs〉|s=0 dvol(x)
= −
∫
M
〈∇τ(u0,0) · ϕ0, ψ0〉+ 〈τ(u0,0), (∇ψ0) · ϕ0〉 dvol(x).
Note that if u = u0,0 is harmonic, i.e. τ(u) = 0, the second summand in the
last equation vanishes. We will have occasion to use the following coordinate
description of the Hessian of the energy at a harmonic map.
Lemma 2.1 Let u : M −→M ′ be a harmonic map between closed Riemannian
manifolds. Given two sections ϕ,ψ ∈ C∞(u∗TM ′), the Hessian Hu(ϕ,ψ) is
of the form
∫
M
hu(ϕ,ψ)dvol(x), where in local coordinates x1, ..., xn of M , the
density hu is given by
hu(ϕ,ψ) = gij〈∇Xiϕ,∇Xjψ〉 − gij〈R′(
∂u
∂xi
, ϕ)ψ,
∂u
∂xj
〉. (5)
Here R′ denotes the curvature tensor of M ′, Xi = ∂∂xi , ∇ denotes the covari-
ant derivative along u, and gij is the inverse of the metric tensor g on M .
Equivalently, the quadratic form Hu can be represented as
Hu(ϕ,ψ) = −
∫
M
〈Juϕ,ψ〉dvol(x),
where for any v ∈ H(κ+2) the operator Jv = ∇τ(v) on L2(v∗TM ′) is selfadjoint
and elliptic and is given in local coordinates by
Jvϕ =
1√
g
∇Xi(
√
ggij∇Xjϕ)− gijR′(
∂v
∂xi
, ϕ)
∂v
∂xj
.  (6)
The proof of this lemma is a standard computation (see e.g. Theorem 8.6.1
in [Jo]). Recall that, due to elliptic regularity theory, for any u ∈ Crit(E) one
has Null(Ju) ⊂ C∞(u∗TM ′). Lemma 2.1 then yields the following well-known
result.
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Corollary 2.2 Assume that M ′ has nonpositive sectional curvature. Then
given a harmonic map u : M −→ M ′, in normal coordinates x1, ..., xn at any
given x ∈M, every section ϕ ∈ Null(Ju) satisfies
∇Xiϕ = 0 (7)
and
〈R′( ∂u
∂xi
, ϕ)ϕ,
∂u
∂xi
〉 = 0 (8)
for 1 ≤ i ≤ n.
Proof: According to (5), in normal coordinates at a given point x ∈M and for
ϕ = ψ ∈ Null(Ju) we have
0 =
n∑
i=1
〈∇Xiϕ,∇Xiϕ〉+
n∑
i=1
−〈R′( ∂u
∂xi
, ϕ)ϕ,
∂u
∂xi
〉. (9)
As M ′ has nonpositive sectional curvature, each of the terms in (9) is non-
negative and thus all have to vanish individually. 
We next obtain a useful characterization of the homotopy classes for which
the restriction of the energy is nondegenerate in our sense.
Corollary 2.3 Assume that M ′ has nonpositive sectional curvature. Then
the restriction E|ζ of the energy functional to H(κ+2)ζ is nondegenerate if and
only if the set of its critical points Crit(E|ζ) is a closed finite-dimensional C2-
submanifold of H(κ+2)ζ and for any u ∈ Crit(E|ζ) we have
dim(Null(Ju)) ≤ dimCrit(E|ζ). (10)
Remark 2.4 Note that if Crit(E|ζ) ⊂ H(κ+2) is a C2- submanifold, one has
Null(Ju) ⊇ TuCrit(E|ζ) (11)
for any u ∈ Crit(E|ζ). Thus inequality (10) implies equality in (11).
Proof: (of Corollary 2.3) Clearly, the two stated conditions are necessary for
E|ζ to be nondegenerate. To see that they are also sufficient, note that for any
u ∈ Crit(E|ζ) the operator Ju is self-adjoint and has discrete spectrum. Hence
Null(Ju)⊥ ∩ C∞(u∗TM ′) is an invariant subspace for Ju, where Null(Ju)⊥
denotes the orthogonal complement with respect to the L2 inner product de-
fined on the space of L2-sections of u∗TM ′. It then follows that Ju is non-
degenerate if Null(Ju) = TuCrit(E|ζ). In view of the above remark, this holds
if dimNull(Ju) ≤ dimCrit(E|ζ). 
Remark 2.5 Using elliptic regularity theory and the selfadjointness of Ju one
verifies that for any homotopy class ζ and for any k ≥ κ the restriction of the
energy E to H(k+2)ζ is nondegenerate if and only if the restriction of E to H(κ+2)ζ
is nondegenerate.
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We now apply the criterion of Corollary 2.3 to several families of homotopy
classes of maps.
Proposition 2.6 Assume that M ′ has nonpositive sectional curvature and that
ζ is the trivial homotopy class of maps from M to M ′, where M is any closed
Riemannian manifold. Then the restriction E|ζ of E to H(κ+2)ζ is nondegenerate.
Proof: According to Hartman [Ha], zero is the only critical value of the restric-
tion of the energy functional to the trivial homotopy class. The corresponding
critical set consists precisely of the constant maps, so that Crit(E|ζ) is a C2-
submanifold of H(κ+2)ζ diffeomorphic to M ′.
Let u : M −→ M ′ be any constant map. According to Corollary 2.3, it
remains to show that dimNull(Ju) ≤ dimM ′. Corollary 2.2 implies that any
ϕ ∈ Null(Ju) satisfies ∇Xiϕ ≡ 0 for all 1 ≤ i ≤ n. This means that ϕ is a
parallel section of u∗TM ′ ∼= M × TyM ′, where y = u(M). As a parallel section
is determined by its value at one point, the inequality dimNull(Ju) ≤ dimM ′
follows. 
Proposition 2.7 Assume that M ′ is a flat torus Rn′/Λ, i.e. the quotient of flat
Rn′ by a lattice Λ ⊂ Rn′ of maximal rank, and that M is any closed Riemannian
manifold. Then, for any homotopy class ζ of maps from M to M ′, the restriction
E|ζ of the energy functional to H(κ+2)ζ is nondegenerate.
Proof: By the work of Schoen and Yau [SY], Crit(E|ζ) is a compact connected
manifold, possibly with (Lipschitz) boundary, whenever the target space M ′
has nonpositive sectional curvature, and this manifold is immersed into M ′ by
the evaluation map at a point. As the isometry group of any n′-dimensional
flat torus contains the n′-dimensional subgroup of translations, we see that
for any homotopy class ζ any u ∈ Crit(E|ζ) is an interior point and we have
dimTuCrit(E|ζ) ≥ n′. In particular, Crit(E|ζ) is a compact manifold without
boundary of dimension n′. On the other hand, Corollary 2.2 again implies
that ϕ ∈ Null(Ju) satisfies ∇Xiϕ ≡ 0 for all 1 ≤ i ≤ n, which means that
ϕ is a parallel section of the trivial bundle u∗TM ′. Hence, as in the proof of
Proposition 2.6, dimNull(Ju) ≤ n′, which together with Corollary 2.3 proves
the claim. 
Proposition 2.8 Assume that M ′ has negative sectional curvature. Then for
any homotopy class ζ of maps from any closed Riemannian manifold M to M ′
the restriction E|ζ of the energy functional to H(κ+2)ζ is nondegenerate.
Proof: For dimM = 0 the result is trivial, so we may assume dimM ≥ 1.
Furthermore, for any homotopy class ζ, Crit(E|ζ) is a closed C2-submanifold of
H(κ+2)ζ by [Ha].
So fix a non-trivial homotopy class ζ (the trivial homotopy class was already
covered in Proposition 2.6) and a harmonic map u ∈ Crit(E|ζ). According to
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equation (7) of Corollary 2.2, in normal coordinates at a given point x ∈M, for
any ϕ ∈ Null(Ju) and all 1 ≤ i ≤ n we have
∂
∂xi
〈ϕ(x), ϕ(x)〉 = 2〈∇Xiϕ(x), ϕ(x)〉 = 0.
This shows that ‖ϕ(x)‖ is a constant function on M . By equation (8) we also
know that
〈R′( ∂u
∂xi
, ϕ)ϕ,
∂u
∂xi
〉 = 0 (12)
for all 1 ≤ i ≤ n. We now consider two cases.
Case 1: Suppose there exist a map u0 ∈ Crit(E|ζ) and a point x0 ∈M with
dimu0∗(Tx0M) ≥ 2. Since M ′ has negative sectional curvature, we conclude
from equation (12) considered at the point x0 and with u = u0 that any ϕ ∈
Null(Ju0) satisfies ϕ(x0) = 0. Hence, as ‖ϕ(x)‖ is a constant function on M ,
we conclude that Null(Ju0) = {0}. On the other hand, Hartman [Ha, Cor. to
Thm H] showed that u0 is the only harmonic map in this homotopy class. Now
Corollary 2.3 proves the claim in this first case.
Case 2: Suppose that for all u ∈ Crit(E|ζ) we have rank u∗ ≤ 1 ev-
erywhere on M . By Proposition 2.9 below, u can be written as u = γ ◦ g,
where g : M −→ S1 is smooth and γ : S1 −→ M ′ is a parametrization of
a closed geodesic proportional to arclength. Rotating the geodesic gives a 1-
parameter family us(x) = γ(g(x) + s) of harmonic maps homotopic to u, so
that dimTuCrit(E|ζ) ≥ 1. On the other hand, any ϕ ∈ Null(Ju) satisfies
‖ϕ‖ = const, and equation (12) yields ϕ(x) ∈ u∗(TxM) for the open dense set
of points x ∈ M where rank u∗ = 1. Thus we find dimNull(Ju) ≤ 1, so that
the conclusion of the proposition again follows from Corollary 2.3. 
To finish the proof of the last proposition, we need the following result (cf.
also assertion (I) in [Ha]).
Proposition 2.9 Assume that u : M −→ M ′ is a nonconstant harmonic map
with rank u∗ ≤ 1 everywhere on M . Then there exists a closed geodesic in M ′
with parametrization γ : S1 −→ M ′ proportional to arclength and a smooth
surjective map g : M −→ S1 such that u = γ ◦ g.
Proof: Sampson [Sam, Theorem 3] proved that the image of u coincides
with the image of a closed geodesic. There is no problem in defining g when
this geodesic has no self-intersections. In the general case, we fix a degree 1
parametrization γ : S1 −→M ′ of the geodesic proportional to arc length. Note
that g can be continuously defined on
Mreg = {x ∈M | rank dxu = 1},
because for points x ∈ Mreg the value u(x) together with the tangent line
dxu(TxM) ⊂ Tu(x)M ′ uniquely determine the parameter s ∈ S1 with
γ(s) = u(x)
γ˙(s) ∈ dxu(TxM).
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Clearly, g can also be continuously extended to those x ∈ Msing = M \Mreg
which map to simple points of γ(S1), as there we only have one choice for g(x).
It remains to define g at points x0 ∈ Msing for which u(x0) is a crossing point
of the geodesic γ, i.e. there are distinct points s1, . . . , sk in S1, k ≥ 2, so that
γ−1(u(x0)) = {s1, . . . , sk} ⊂ S1.
Choose disjoint open neighborhoods V1, ..., Vk of the si in S1, and set Ui :=
(g|Mreg )
−1(Vi). As Mreg is open and g|Mreg is continuous, the Ui are disjoint
open sets in M , and if U is a small enough ball in M around x0, then the Ui
cover U ∩Mreg. According to [Ya], the Hausdorff codimension of Msing satisfies
codimH(Msing) ≥ 2 for any non-constant harmonic map u, so that in particular
U ∩Mreg is connected by standard dimension theory (cf. [HW]). This implies
that U ∩Mreg is contained in one of the Ui, and so setting g(x0) = si makes
g continuous at x0. Thus we can extend g continuously to all of M , and as
u = γ ◦ g, u is smooth and γ is a local diffeomorphism, it follows that g is
smooth as well. 
As a final result in this section, we prove that the set of homotopy classes
for which the energy functional is nondegenerate is closed under products in the
following sense.
Proposition 2.10 For i ∈ {1, 2}, let M ′i be manifolds with nonpositive sec-
tional curvature with dimensions n′i, and let ζi be homotopy classes of maps
from M to M ′i such that the restrictions E|ζi of the energy to H(κi+2)ζi are non-
degenerate, where κi is the smallest integer satisfying κi > 2 +
n+n′i
2 . Then for
the homotopy class ζ = ζ1× ζ2 of maps from M to M ′1×M ′2 the restriction E|ζ
of the energy functional to H(κ+2)ζ is also nondegenerate, where κ is the smallest
integer satisfying κ > 2 + n+n
′
1+n
′
2
2 .
Proof: Maps u : M −→ M ′1 ×M ′2 in H(κ+2)ζ are in one-to-one correspondence
with pairs (u1, u2) ∈ H(κ+2)ζ1 ×H
(κ+2)
ζ2
. A trivial calculation shows that E(u) =
E(u1) + E(u2), from which it is clear that
Crit(E|ζ) = Crit(E|ζ1)× Crit(E|ζ2).
As u∗T (M ′1×M ′2) = u∗1TM ′1⊕ u∗2TM ′2, any ϕ ∈ Null(Ju) splits as ϕ = ϕ1 +ϕ2
with ϕi ∈ Null(Jui), and so the claim follows from Corollary 2.3 and Remark
2.5. 
3 Fredholm argument
There is a general setting for studying maps which satisfy some elliptic systems
of partial differential equations. The set of solutions to the equations can often
be expressed as the zero locus of some section in a Hilbert or Banach bundle
over a manifold of maps in a considered class. If this section is transverse to
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the zero section of the bundle, the space of solutions is a manifold. However,
for many interesting problems, this section is not transverse to the zero section,
so that the solution set is not as well behaved. In these cases one wishes to
find suitable perturbations of the original elliptic system for which the solution
space still is a manifold of the expected dimension. Then one is faced with
the problem of proving that the essential properties of the solution set of the
generically perturbed equation, such as its cobordism class, are as independent
as possible from the choice of perturbation.
In this paper, our point of view is slightly different, as we are interested in
the solvability of the perturbed harmonic map equations, where the solution set
in the unperturbed case is rather well understood. Nevertheless the methods
outlined above apply. The purpose of this section is to give a self-contained
account of a fairly general argument, which is sufficient for our purposes but at
the same time general enough to be useful in other contexts. In §5 we verify
that the assumptions made here are satisfied in our setting.
Let H be a Hilbert manifold, possibly with boundary, and B a Banach man-
ifold without boundary, both of class Cr with r ≥ 1. We denote elements of H
and B by x and y, respectively. Let E −→ H × B be a Hilbert space bundle of
class Cr, endowed with a connection ∇. We will use Ex,y for the fibre of the
bundle E above (x, y) ∈ H× B, and ∇Hs and ∇Bs for the restrictions of ∇s to
TH and TB, respectively, where s : H× B −→ E is a section.
Let s : H × B −→ E be a Cl-section with 1 ≤ l ≤ r. We say s has property
(R) if
(∇Bs)x,y : TyB −→ Ex,y has a right inverse for all (x, y) ∈ s−1(0). (R)
Similarly, we say the section s has the Fredholm property (Fi) if
(∇Hs)x,y : TxH −→ Ex,y is Fredholm of index i for all (x, y) ∈ H × B. (Fi)
A section s with property (Fi) is said to have property (O) if the determinant
line bundle
Det(∇Hs) −→ H× B is a trivial line bundle. (O)
A detailed discussion of the determinant line bundle of a Fredholm bundle map
appears in Appendix A. We record the first implications of these conditions in
Proposition 3.1 Let s : H × B −→ E be a Cl-section of the Cr-Hilbert space
bundle E with 1 ≤ l ≤ r as above.
(i) If s satisfies (R), then s−1(0) is a Cl-Banach submanifold of H× B with
boundary s−1(0)∩(∂H×B), whose tangent space at a point (x, y) ∈ s−1(0)
is Tx,ys−1(0) = Ker (∇s)x,y.
(ii) If, in addition, s satisfies (Fi), then the restriction pi : s−1(0) −→ B
of the projection of H × B to the second factor is a Fredholm map with
indexpi = index∇Hs. Moreover, y ∈ B is a regular value of pi if and only
if (∇Hs)x,y is onto for all (x, y) ∈ s−1(0).
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(iii) Under the assumptions of (ii), for any regular value y ∈ B of pi and
pi|∂s−1(0), the set pi−1(y) ⊂ s−1(0) is a manifold of class Cl with boundary
pi−1(y) ∩ ∂s−1(0) and dimension dimpi−1(y) = index∇Hs.
(iv) If, in addition to the assumptions in (ii), the section s satisfies (O), then a
choice of trivialization of Det(∇Hs) over s−1(0) determines an orientation
of pi−1(y) for every regular value y ∈ B of pi.
Proof: (i) The existence of a right inverse for (∇Bs)x,y whenever (x, y) ∈ s−1(0)
guarantees that (∇s)x,y, as well as its restriction to Tx,y(∂H × B) for points
(x, y) ∈ s−1(0) ∩ (∂H × B), have right inverses. Now the result follows from a
standard application of the implicit function theorem (cf. [La]).
(ii) We need to show that the differential of pi at any point of s−1(0) is Fredholm
of the claimed index. So let (x, y) ∈ s−1(0) be fixed. We first want to describe
Tx,ys
−1(0) more explicitly. Denoting by R : Ex,y −→ TyB the right inverse of
∇Bs (here and below we supress the base point (x, y) from the notation for the
maps involved), we split
TxH = H ⊕H⊥,
where H = Ker∇Hs, and
TyB = B ⊕Bc
where B = R((Im∇Hs)⊥) and Bc denotes a closed complement of B. The
latter exists since B is finite dimensional. Now note that Tx,ys−1(0) = Ker∇s
consists of elements (η, ξ) ∈ TxH× TyB satisfying
∇Hs · η +∇Bs · ξ = 0. (13)
We see that (13) has no solution if ξ ∈ B \ {0}. On the other hand, writing
η = η′ ⊕ η′′ and ξ = ξ′ ⊕ ξ′′ according to the splittings above, any ξ′′ ∈ Bc
determines unique elements η′′ ∈ H⊥ and ξ′ ∈ B by
∇Hs · η′′ = −P ◦ ∇Bs · ξ′′
and
ξ′ = −R ◦ P⊥ ◦ ∇Bs · ξ′′,
where P : Ex,y −→ Im∇Hs and P⊥ : Ex,y −→ (Im∇Hs)⊥ are the orthogonal
projections. Hence given (η′, ξ′′) ∈ H ⊕ Bc, the element (η′ + η′′(ξ′′), ξ′(ξ′′) +
ξ′′) ∈ TxH×TyB solves (13). Moreover, one can identify Bc with a complement
of H × {0} in Tx,ys−1(0), so that
Tx,ys
−1(0) ∼= H ⊕Bc. (14)
Using this identification one reads off the kernel and cokernel of the differential
dpi : Tx,ys−1(0) −→ TyB = B ⊕Bc as
Ker dpi = H
Coker dpi ∼= B.
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By assumption (Fi), both H = Ker∇Hs and B = R((Im∇Hs)⊥) are finite
dimensional. Since R : (Im∇Hs)⊥ −→ B is in fact a linear isomorphism, we
find that B ∼= Coker (∇Hs)x,y and so dpi is a Fredholm operator of the same
index as ∇Hs, which was to be proven. Clearly y ∈ B is a regular value of pi
if and only if B = {0} for all (x, y) ∈ pi−1(y), which in turn is equivalent to
(∇Hs)x,y being surjective for all (x, y) ∈ s−1(0).
(iii) That pi−1(y) is a manifold of class Cl with boundary pi−1(y) ∩ ∂s−1(0)
and tangent space Ker dpi is again a standard corollary of the implicit function
theorem. Since we are at a regular value of pi, the cokernel vanishes and thus
the dimension of the kernel equals the index of the differential dpi, which was
computed in (ii).
(iv) In the proof of (ii) we saw that, given any regular value y ∈ B of pi, we have
Ker (∇Hs)x,y = Ker dpix,y and Coker (∇Hs)x,y = {0} for any (x, y) ∈ pi−1(y).
It then follows from the definition of the determinant line bundle that
Det(∇Hs)|pi−1(y) = Λmax(Ker dpi)|pi−1(y) = Λmax(Tpi−1(y)).
Thus a choice of trivialization of the determinant line bundle of ∇Hs gives rise
to an orientation of the manifold pi−1(y). 
In a first application of Proposition 3.1, we think of H as the general space
of maps on which we study our system of equations and B as the space of
perturbations. The perturbed equation is then written as s = 0. In this context,
(R) says that we have chosen the perturbations sufficiently general and (Fi) just
says that the perturbed systems have a Fredholm linearization. For the third
part of Proposition 3.1 to be useful, we need the additional assumption
pi : s−1(0) −→ B is proper. (P)
It ensures in particular that the inverse image pi−1(y) of any y ∈ B is compact.
Our next goal is to show that under the assumptions (R), (Fi), (O) and (P)
the oriented cobordism class of the manifold pi−1(y) depends only on the path
component of B in which the regular value y lies. This means that, given any two
regular values y0 and y1 of pi in the same path component, we have to construct
a compact oriented manifold of dimension i + 1 whose oriented boundary is
given by the difference of the oriented manifolds pi−1(y0) and pi−1(y1). To this
end, we will apply Proposition 3.1 in a slightly different setting. Namely, let
two regular values y0, y1 ∈ B of pi be given. As pi is proper, the set of regular
values is open, so that we can find open disks U0 and U1 containing y0 and y1
and consisting of regular values. We introduce the product Hilbert manifold
H˜ = H× [0, 1] and the Banach manifold without boundary
B˜ := {γ ∈ Cl([0, 1],B) | γ(0) ∈ U0, γ(1) ∈ U1}
where 1 ≤ l ≤ r as before. The property that the paths in B˜ need not have
fixed end points will turn out to be convenient later. Note that if y0 and y1 are
in the same path component of B, then B˜ is non-empty. There is a canonical
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map
H˜ × B˜ −→ H× B
(x, t, γ) 7→ (x, γ(t)).
We denote by E˜ −→ H˜×B˜ the pull-back of E under this map, with fiber E˜x,t,γ ≡
Ex,γ(t) at the point (x, t, γ) ∈ H˜×B˜. It is endowed with a connection ∇˜ induced
from ∇. Let s˜ be the pull-back of the section s, i.e. s˜(x, t, γ) = s(x, γ(t)),
which is again of class Cl by our choice of B˜. We denote by ∇˜H˜s˜ and ∇˜B˜s˜ the
restrictions of ∇˜s˜ to T H˜ and T B˜ respectively. Finally, we denote the restriction
to s˜−1(0) of the projection of H˜×B˜ to B˜ by pi. The following proposition shows
that s˜ inherits various properties from s.
Proposition 3.2 In the situation described above, properties (R), (Fi) and (O)
for s imply properties (R), (Fi+1) and (O) for s˜, respectively. Property (P) for
pi implies property (P) for pi.
Proof: Fix (x, t, γ) ∈ H˜ × B˜ and observe that for (η, θ) ∈ TxH × Tt[0, 1] we
have
(∇˜H˜s˜)x,t,γ · (η, θ) = ∇Hs · η + θ∇Bs · γ˙ ∈ Ex,γ(t).
In particular, (∇˜H˜s˜)x,t,γ is an extension of (∇Hs)x,γ(t) in the sense of Lemma
A.1 and Corollary A.6, from which it follows that if the section s satisfies (Fi)
(resp. (Fi) and (O)), then s˜ satisfies (Fi+1) (resp. (Fi+1) and (O)).
Now we turn to the construction of a right inverse. Again fix (x, t, γ) ∈
s˜−1(0). As s is assumed to have property (R), there exists a right inverse
Rx,γ(t) : Ex,γ(t) −→ Tγ(t)B of (∇Bs)x,γ(t) and we are supposed to construct a
right inverse R˜x,t,γ : Ex,γ(t) −→ TγB˜ for (∇˜B˜s˜)x,t,γ . Notice that TγB˜ consists
of Cl-sections of the pull-back bundle γ∗TB 1. As [0, 1] is contractible, we may
assume that a trivialization of the form
γ∗(TB) ∼= [0, 1]× Tγ(t)B (15)
has been chosen. Using this trivialization, we identify
TγB˜ ∼= Cl([0, 1], Tγ(t)B)
and define R˜x,t,γ : Ex,γ(t) −→ TγB˜ as the constant section
(R˜x,t,γ(µ))(t′) := Rx,γ(t)(µ) for t′ ∈ [0, 1]
with respect to the trivialization. One easily checks that
(∇˜B˜s˜)x,t,γ ◦ R˜x,t,γ(µ) = (∇Bs)x,γ(t) ◦Rx,γ(t)(µ) = µ,
so R˜x,t,γ is indeed the required inverse.
1This would not be true if B˜ consisted of paths with fixed endpoints.
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Finally, it remains to verify that property (P) for pi implies property (P) for
pi. Given a compact subset K˜ ⊂ B˜, the corresponding subset
K := {γ(t) | γ ∈ K˜, t ∈ [0, 1]} ⊂ B
is also compact. So, using the assumption that pi is proper, we conclude that
pi−1(K) ⊂ H×B and therefore also its projection Kˆ onto H are compact. Hence
pi−1(K˜) ⊂ Kˆ × [0, 1]× K˜
is a closed subset of a compact set, which proves the claim. 
Remark 3.3 In the proof we have seen that ∇˜H˜s˜ is an extension of ∇Hs.
Hence, according to Corollary A.6, we need to fix a trivialization for T [0, 1] in
order to identify trivializations of Det(∇Hs) and Det(∇˜H˜s˜). We choose it to be
the standard one given by ∂∂t .
Now we are ready to state the main result of this section:
Theorem 3.4 Suppose H is a Hilbert manifold and B is a pathconnected Ba-
nach manifold, both of class Cr (r ≥ 1) and without boundary, and suppose that
E −→ H × B is a Cr-Hilbert space bundle. Assume that s : H × B −→ E is a
Cl-section (1 ≤ l ≤ r) such that assumptions (R), (Fi) and (P) are satisfied.
Then the following statements are true:
(i) The inverse image s−1(0) ⊂ H × B is a Cl-Banach submanifold without
boundary.
(ii) The inverse image pi−1(y) of any regular value y of the projection map
pi : s−1(0) −→ B is a closed Cl-manifold of dimension i = index (∇Hs).
(iii) The cobordism class of pi−1(y) is independent of the choice of the regular
value y ∈ B.
(iv) Suppose in addition that s satisfies (O) and that some trivialization of
Det(∇Hs) over s−1(0) has been fixed. Then the manifold pi−1(y) is ori-
ented and its oriented cobordism class D is independent of the choice of
the regular value y ∈ B.
Proof: Part (i) and (ii) of the statement were already proved in Proposition
3.1. To prove (iii), let y0, y1 ∈ B be two regular values of pi, and choose open
disk neighborhoods U0 and U1 consisting of regular values as above. Our first
claim is that the preimages of any two points y, y′ in U0 are cobordant (and
similarly for U1). To see this, connect y and y′ by a differentiable, embedded
path γ : [0, 1] −→ U0. As U0 consists of regular values for pi only, one can see
directly that pi−1(γ([0, 1])) is diffeomorphic to the product pi−1(y) × [0, 1], so
statements (iii) and (iv) are true for all pairs of points y, y′ ∈ U0.
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Due to this observation it is sufficient to produce a cobordism between the
preimages under pi of some points y ∈ U0 and y′ ∈ U1. Here we use the construc-
tion of the manifold B˜ as above and combine Proposition 3.2 with Proposition
3.1 to see that any common regular value γ ∈ B˜ of pi and pi|∂s˜−1(0) gives rise
to a compact oriented manifold pi−1(γ) with boundary pi−1(γ)∩ ∂s˜−1(0), of di-
mension i+1 and class Cl. The existence of a common regular value γ of pi and
pi|∂s˜−1(0) is guaranteed by property (P) for pi (which by Proposition 3.2 follows
from our assumption of property (P) for pi), since together with the Sard-Smale
Theorem it implies that the sets of regular values of pi and pi|∂s˜−1(0) are open and
dense. We claim that pi−1(γ) is a cobordism between pi−1(γ(0)) and pi−1(γ(1)).
To prove this claim, recall first that Proposition 3.1 shows that the boundary
of pi−1(γ) is given by
∂pi−1(γ) = pi−1(γ) ∩ (∂H˜ × B˜).
As H has no boundary, ∂H˜ = H× ∂[0, 1] is given as a disjoint union of H×{0}
andH×{1}. Observe also that the canonical map identifiesH×{t}×{γ} ⊂ H˜×B˜
with H × {γ(t)} ⊂ H × B. Putting things together, we see that the boundary
of pi−1(γ) is canonically identified as
pi−1(γ) ∩ ∂(H˜ × B˜) = s˜−1(0) ∩
(
H× {0} × {γ}
⊔
H× {1} × {γ}
)
∼= s−1(0) ∩
(
H× {γ(0)}
⊔
H× {γ(1)}
)
= pi−1(γ(0))
⊔
pi−1(γ(1)).
Finally, to prove (iv), we need to consider orientations. Proposition 3.1(iv)
asserts that the trivialization of Det(∇Hs) gives rise to an orientation of pi−1(y)
for any regular value y ∈ B. Now consider the path γ between regular values
y ∈ U0 and y′ ∈ U1 constructed in the proof of (iii) above. We claim that
under the additional assumption in (iv), pi−1(γ) is in fact an oriented cobordism
between the oriented manifolds pi−1(y) and pi−1(y′). Recall that by Proposition
3.2 the bundle Det(∇˜Hs˜) over s˜−1(0) inherits a trivialization from those of
Det(∇Hs) and T [0, 1], which in turn gives rise to an orientation of pi−1(γ).
The latter induces an orientation on ∂pi−1(γ) in the usual way, meaning that a
positively oriented basis for the boundary is one which by adding an outward
normal vector in the last slot turns into a positively oriented basis according to
the given orientation.
Notice that the projection of
pi−1(γ) = {(x, t, γ) | (x, γ(t)) ∈ s−1(0)}
to [0, 1] is a submersion near t = 0 and t = 1, as γ maps neighborhoods of
the boundary of [0, 1] into the open sets U0 and U1 consisting of regular values
for pi. It follows that we can identify the normal direction to the boundary of
pi−1(γ) with the ∂∂t -direction via this projection. Now at the right end, t = 1,
∂
∂t is an outward pointing normal, so by Remark 3.3 the orientation for pi
−1(y′)
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as a boundary piece of pi−1(γ) agrees with its orientation coming from the
trivialization of Det(∇Hs). Conversely, at the left end, t = 0, ∂∂t is an inward
pointing normal, so the orientation for pi−1(y) as a boundary piece of pi−1(γ) is
opposite to its orientation coming from the trivialization of Det(∇Hs). In other
words, we see that, as oriented manifolds,
∂pi−1(γ) = pi−1(y′)− pi−1(y),
which was to be proven. 
Corollary 3.5 If under the assumptions of Theorem 3.4 the cobordism class D
is nontrivial, then pi−1(y) 6= ∅ for all y ∈ B.
Proof: The assertion is true for the dense set of regular values of pi. If y ∈ B
is arbitrary, let yi −→ y be a sequence of regular values and mi ∈ pi−1(yi) a
sequence of preimages. As {yi}∪{y} is compact and pi is proper, a subsequence
of the mi converges to some m ∈ pi−1(y). 
The following example serves to illustrate the results of this section in a very
simple case.
Example 3.6 Let H be a finite-dimensional, closed, not necessarily orientable
Riemannian manifold, and let B be the space of vector fields on H (of some
prescribed Sobolev class which is inessential here). We denote the pull back of
TH over H×B by E. The bundle E admits the tautological section σ : H×B −→
E given by
σ(x, V ) := V (x) ∈ Ex,V = TxH.
It is easy to see that σ satisfies all the assumptions of Theorem 3.4. The map
(∇Bσ)x,V is obviously surjective, so we can always find a right inverse, which
means that σ has property (R). As (∇Hσ)x,V = (∇V )x is the ordinary co-
variant derivative of the vector field V , which is a linear endomorphism of the
finite dimensional vector space TxH, it is clearly Fredholm of index 0, so σ has
property (F0). Property (P) for σ follows from the compactness of H. Finally,
H× B has H× {0} as a deformation retract, and we have, canonically,
Det(∇Hσ)|H×{0} = ΛmaxTH⊗ ΛmaxTH ' R,
where R denotes the trivial line bundle over H × {0} and the bundle isomor-
phism uses the inner product. Thus σ also satisfies condition (O). To fix a
trivialization, we define a section µ0 : H× {0} −→ Det(∇Hσ)|H×{0} by setting
µ0(x) = (e1 ∧ ... ∧ en)⊗ (e1 ∧ ... ∧ en) ∈ ΛmaxTxH⊗ ΛmaxTxH
which is clearly independent of the choice of the orthonormal basis {e1, ..., en}
of TxH and varies smoothly with x ∈ H.
Notice that V ∈ B is a regular value for the projection
pi : σ−1(0) −→ B
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if and only if the vector field V is transverse to the zero section of TH. This
is equivalent to the fact that (∇V )x is a linear isomorphism of TxH whenever
V (x) = 0. According to Theorem 3.4, a choice of trivialization of Det(∇Hσ)
gives rise to an orientation of the 0-dimensional manifold V −1(0), i.e. an element
sgn x ∈ {±1} for each x ∈ V −1(0). As should be expected, the equality∑
x∈V −1(0)
sgn x = χ(H) (16)
holds, where χ(H) is the Euler characteristic of H.
To prove equation (16), one has to understand continuous sections of the
determinant line bundle. As we point out in Corollary A.6, the determinant
line bundle of a family of Fredholm maps is canonically isomorphic to that of
any Fredholm extension defined on the direct sum of the original bundle with
some oriented finite-dimensional bundle F . In the case at hand, we choose
F = TH ⊕ TH (which is canonically oriented even when H is not orientable)
and extend the map
D = ∇Hσ : TH −→ TH
to a surjective Fredholm bundle map
D˜ : TH⊕ (TH⊕ TH) −→ TH
(v, v′, v′′) 7→ Dv + v′.
Note that this is just a version of Example A.7 depending on the additional
parameter x ∈ H. In particular, we may consider the section µ : H × B −→
Det(∇Hσ) constructed by extension of the above µ0 as in that example. Then,
according to equation (33) of Example A.7, for any vector field V transverse to
the zero section and any zero x ∈ H of V we have
µx,V = det(−(∇Hσ)x,V )1⊗ 1 = det(−(∇V )x)1⊗ 1.
As sgn x is defined to be the sign of the coefficient of 1 ⊗ 1 in this formula,
we see that it agrees with the index of the vector field −V at the isolated zero
x ∈ H. Now (16) follows from the Poincare´–Hopf–Theorem applied to −V . In
the context of this example, Corollary 3.5 expresses the familiar fact that on a
manifold with non-zero Euler characteristic every vector field has at least one
zero.
4 Counting formula
In this section, we continue to develop our general framework in the particular
case of a Fredholm section of index 0. Then, under the assumptions of Theorem
3.4, the inverse image of a regular value of the projection map pi : s−1(0) −→ B
is an oriented zero-dimensional manifold, whose oriented cobordism class D was
proven to be independent of the regular value. Recall that integration of the
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constant function 1 identifies the set of oriented cobordism classes of oriented
0-dimensional manifolds with Z, so we will think of D as an integer.
To state our result we need to introduce the notion of a section of gradient
type. As in the previous section, we start with the Hilbert space bundle E −→
H×B over the product of the Hilbert manifold H with the Banach manifold B.
We now further assume that we are given another Hilbert bundle E ′ −→ H so
that for any x ∈ H we have the scale of Hilbert spaces
TxH ↪→ Ex,b ↪→ E ′x (17)
where b ∈ B is some given point. Furthermore assume TxH is dense in E ′x for
any x ∈ H. Extending the inner product 〈·, ·〉′ in E ′x to a dual pairing 〈·, ·〉
between TxH, (TxH)∗ and Ex,b, (Ex,b)∗ one obtains the scale of Hilbert spaces
E ′x ∼= (E ′x)∗ ↪→ (Ex,b)∗ ↪→ (TxH)∗ (18)
In particular, TxH ↪→ (Ex,b)∗ densely.
We say that the section s(·, b) : H −→ H|E×{b} is of gradient type with
respect to the Hilbert scales (17) if there exists a C4 functional L : H −→ R
such that for any x ∈ H, the differential dxL : TxH −→ R extends to a bounded
linear functional grad x L : (Ex,b)∗ −→ R, so that
grad x L = s(x, b) ∀x ∈ H.
Moreover, we say that the critical set
C = Crit(L) := {x ∈ H | dxL = 0}
of L is nondegenerate if C is a closed (so in particular finite dimensional)
C2−manifold so that, for any x ∈ C, zero is isolated in the spectrum of the
Hessian ∇dxL : TxH −→ Ex,b and we have
Ker∇dxL = TxC = Coker∇dxL. (19)
This definition is modelled on the corresponding nondegeneracy condition for
the energy functional in §2.
We remark that if a section s : H × B −→ E is of gradient type for some
functional L with nondegenerate critical set, then
Det(∇Hs)|C×{b} = ΛmaxTC ⊗ ΛmaxTC,
which is canonically trivial. If the section s : H×B −→ E satisfies condition (O)
of §3, i.e. Det(∇Hs) −→ H×B is trivial, we will refer to the trivialization whose
restriction to C × {b} coincides with the above canonical one as the preferred
trivialization of Det(∇Hs).
Our goal in this section is to prove
Theorem 4.1 Suppose H is a Hilbert manifold and B is a pathconnected Ba-
nach manifold, both of class Cr (r ≥ 3) and without boundary, and suppose
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that E −→ H × B is a Cr-Hilbert space bundle. Assume that s : H × B −→ E
is a Cl-section (3 ≤ l ≤ r) satisfying assumptions (R), (F0), (O) and (P) of
§3. Further assume that for some b ∈ B, the restriction of s to H × {b} is of
gradient type with respect to the scale of Hilbert bundles TH ↪→ E·,b ↪→ E ′, i.e.
s(x, b) = grad x L where L : H −→ R is a Cl+1-functional whose critical set
Crit(L) consists of a nondegenerate minimum.
Then the oriented cobordism class D ∈ Z of the inverse image of a regular
value of pi : s−1(0) −→ B with respect to the preferred trivialization of Det(∇Hs)
is given by the Euler charcteristic of Crit(L), i.e.
D = χ(Crit(L)). (20)
The proof of Theorem 4.1 is based on ideas from [CMS], where a vastly more
general statement is proven. As the situation at hand is much more elementary,
we prefer to give a shorter, more direct argument. As a first step we show
Lemma 4.2 Under the assumptions of Theorem 4.1, there exists a neighbor-
hood U of Crit(L) and a C2-family of perturbations Lt : H −→ R of L,
0 ≤ t ≤ 1, with gradient grad xLt : TxH −→ Ex,b such that
(i) Lt = L outside U for all t ∈ [0, 1];
(ii) for t ≤ 1/2, we have Lt = L;
(iii) Crit(Lt) is compact for all t ∈ [0, 1], and Crit(L1) consists of finitely
many Morse critical points of finite index;
(iv) for any x ∈ Crit(L) and t ∈ [0, 1], ∇gradL and ∇gradLt agree on
TxCrit(L)⊥ ⊂ TxH, where the orthogonal complement is taken with re-
spect to the inner product on TxH.
Proof: Denote by pi : ν −→ Crit(L) the normal bundle of Crit(L) ⊂ H,
whose fiber at x ∈ Crit(L) is given by TxCrit(L)⊥ ⊂ TxH. Following Meyer’s
argument in [Me] for the C∞-case, under our conditions one finds an open
neighborhood U ⊃ Crit(L) and a C2 parametrization ϕ : ν(δ) −→ U of U by a
δ-neighborhood ν(δ) of the zero section in ν, such that in these coordinates on
U the functional L has the form
L(ϕ(v)) = L(Crit(L)) + ‖v‖2.
Then, as in the finite-dimensional situation, one may pick a smooth Morse
function f : Crit(L) −→ R and consider the functional
λε(v) = L(v) + ερ(‖v‖) · f(pi(v)),
where ρ : R −→ [0, 1] is a bump function which is equal to 1 for t ≤ δ/4 and
equal to zero for t ≥ δ/2, so that λε agrees with L outside U . Note also that,
when restricted to the δ/4-ball in the fiber of ν over some point x ∈ Crit(L), L
and λε differ only by a constant.
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For all ε > 0 sufficiently small, the functional λε has a finite number of Morse
critical points, located on Crit(L) and corresponding to the critical points of
f . The index of such a critical point equals its index as a critical point for f .
The family Lt is constructed by reparametrizing the line between L = L0 and
L1 = λε for a fixed, sufficiently small ε > 0. 
Now we fix a regular value y ∈ B of pi and a C2 path γ : [−1, 0] −→ B with
γ(−1) = y and γ(t) = b for −1/2 ≤ t ≤ 0. We define the C2 family {St}t∈[−1,1]
of Fredholm sections St : H −→ E by
St(x) :=
{
s(x, γ(t)) for − 1 ≤ t ≤ 0
gradLt for 0 ≤ t ≤ 1 , (21)
where Lt is the family of functionals constructed in Lemma 4.2. We will denote
S±1 by S±. By the property (P) for the section s - see the assumption in The-
orem 4.1 - S−1t (0) is compact for any −1 ≤ t ≤ 0 whereas for 0 ≤ t ≤ 1 S−1t (0)
is compact by part (iii) of Lemma 4.2. As y is a regular value of pi, S−1− (0) is
a compact, oriented 0-dimensional manifold. The same is true by construction
for S−1+ (0). As S−1t (0) ⊂ S−10 (0) for all t > 0, the preferred trivialization of the
determinant line bundle of ∇Hs over H×B induces a trivialization of Det(∇St)
over S−1t (0) for any −1 ≤ t ≤ 1 which in turn induces together with the stan-
dard trivialization of the tangent space T [−1, 1] a trivialization of Det(∇S),
again referred to as the preferred trivialization. In particular, S−1+ (0) inherits
an orientation from this trivialization of Det(∇St).
Lemma 4.3 In the above situation, the oriented cobordism class D′ of S−1+ (0)
is given by the Euler characteristic of Crit(L),
D′ = χ(Crit(L)).
Proof: As for any 0 ≤ t ≤ 1, S−1t (0) ⊂ S−10 (0) = Crit(L) =: C, it is enough
to restrict our attention to what happens on this set in order to understand
the orientation of S−1+ (0). Recall that L : H −→ R is assumed to have a
nondegenerate minimum, which implies that
TC = Ker (∇S0)|C ∼= Coker (∇S0)|C .
Part (iv) of Lemma 4.2 asserts that for x ∈ C and 0 ≤ t ≤ 1, (∇St)x differs from
(∇S0)x only on TxC, where it is given by a suitable multiple of the covariant
derivative of the gradient of the Morse function f : C −→ R used in the proof
of Lemma 4.2. Thus we are back in a finite dimensional situation and we may
argue as in Example 3.6 to see that
D′ =
∑
p∈Crit(f)
sgn (det(∇ grad f)) =
∑
p∈Crit(f)
indp(f) = χ(C). 
Note that, alternatively, the family St : H −→ E of Fredholm sections of
index 0 may be viewed as a Fredholm section S : H × [−1, 1] −→ E of index
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1. As ∇S is an extension of ∇St in the sense of Corollary A.6, we see that
the canonical trivialization of the tangent bundle T [−1, 1] of the interval [−1, 1]
gives rise to an isomorphism Det(∇St) ∼= Det(∇S).
In view of Lemma 4.3, to show Theorem 4.1 it remains to prove that the
oriented manifolds S−1− (0) and S−1+ (0) are orientedly cobordant. To this end,
we first construct, following [CMS], a so called finite-dimensional reduction of
the problem. A standard finite-dimensional transversality argument will then
yield the required cobordism.
Lemma 4.4 Let T : H×[−1, 1] −→ E be a Fredholm section such that T −1(0) ⊂
H× [−1, 1] is compact. Then there exists a positive integer N ∈ N and a bundle
map
Γ : RN −→ E ,
where RN −→ H is the trivial bundle, such that
Ex,t = Im (∇T )x,t + Im Γx,t (22)
whenever (x, t) ∈ T −1(0).
Proof: Let (x0, t0) ∈ T −1(0) be given. As (∇T )x0,t0 is Fredholm, its cokernel
is finite-dimensional. Hence there exists some positive integer L = L(x0, t0) and
a map Θ : RL −→ Ex0,t0 such that
Ex0,t0 = Im (∇T )x0,t0 + Im Θ.
Given a small neighborhood U ⊂ H× [−1, 1] of (x0, t0), we may use a trivializa-
tion of E|U to extend Θ to a family of maps Θx,t : RL −→ Ex,t with (x, t) ∈ U .
As the set of surjective Fredholm operators is open, we may shrink U in such a
way that
Ex,t = Im (∇T )x,t + Im Θx,t
for all (x, t) ∈ U . By compactness, we find finitely many of these open sets
{U1, ...,Ur} that cover T −1(0). Set RN = RL1 ⊕ · · · ⊕RLr . Using a partition of
unity {ρi} we may construct the required map Γ : RN −→ E as
Γx,t(v) =
r∑
i=1
ρi(x, t)Θix,t(pri(v)),
where pri : RN −→ RLi is the obvious projection. 
Applying Lemma 4.4 to our Fredholm section S : H×[−1, 1] −→ E defined in
(21), we obtain a finite dimensional oriented Hilbert space RN and the family
of maps Γx,t. Following [CMS, Prop. 7.7], for δ > 0 and any neighborhood
U ⊂ H × [−1, 1] of S−1(0) we consider the set
H = H(U , δ) := {(x, t, v) ∈ U × RN | S(x, t) = Γx,t(v), ‖v‖ < δ},
and the map σ : H −→ RN given by σ(x, t, v) = v.
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Lemma 4.5 With the notation just described, for a sufficiently small neigh-
bourhood U of S−1(0) and sufficiently small δ > 0,
(i) H is an (N + 1)-dimensional manifold with boundary ∂H = ∂−H unionsq ∂+H,
where ∂±H is contained in H× {±1} × RN , respectively,
(ii) the preferred trivialization of Det(∇S) - see the definition before Lemma
4.3 - gives rise to an orientation of H, and
(iii) S−1(0)× {0} = σ−1(0).
(iv) σ|∂H is transverse to zero.
(v) The 0-dimensional compact manifold σ−1|∂H(0), with the orientation induced
from those of ∂H and RN , is orientedly diffeomorphic to S−1+ (0)unionsq−S−1− (0).
Proof: To prove (i), note that H is the zero set of the section S − Γ of the
bundle E −→ H× [−1, 1]× RN . As on the boundary of H× [−1, 1] the section
S itself is transverse to zero, we can choose U and δ small enough so that the
restriction of S−Γ to (U ×B(0, δ))∩(H×{±1})×RN is also transverse to zero,
which proves (i) for boundary points of H. Furthermore, Γ was constructed to
make S−Γ transverse to the zero section on S−1(0)×{0}, so by the compactness
of S−1(0), for sufficiently small U and δ, the section S − Γ is transverse to the
zero section for all (x, t, v) ∈ U × B(0, δ). It follows that, with this choice of U
and δ, H is a manifold of dimension equal to the Fredhom index of S−Γ, which
is N + 1, and (i) is proven.
As ∇(S − Γ)x,t,v is an extension of ∇Sx,t, we see form Corollary A.6 that
Det(∇(S − Γ))|H ∼= Det(∇S)|H . For points in (S − Γ)−1(0) the cokernel of
∇(S−Γ) is trivial and the kernel equals the tangent space of H, so that assertion
(ii) follows. Part (iii) is a direct consequence of the definitions.
To prove (iv), it is enough to show injectivity of dσ|∂H , because dim ∂H = N .
Note first that for p = (x,±1, 0) ∈ ∂H we have
Tp∂H = {(ϕ,w) ∈ TuH× RN | (∇S±)x(ϕ) = Γx,±1(w)}.
As d(σ|∂H)p(ϕ,w) = w, we see that
Ker d(σ|∂H)p = {(ϕ, 0) ∈ Tp∂H} = Ker (∇S±)x × {0}. (23)
But as S± are Fredholm sections of index 0 which are transverse to zero,
Ker (∇S±)x = 0, hence Ker d(σ|∂H)p is trivial for all p ∈ σ−1(0), and (iv)
is proven.
Now (v) follows from (ii), (iii) and (iv) and the use of the standard triv-
ialization of the tangent bundle T [−1, 1] in the isomorphism of Det(∇St) and
Det(∇S). 
The last statement of Lemma 4.5 shows, together with the preceeding dis-
cussion, that in order to prove Theorem 4.1 it suffices to show that σ−1|∂H(0)
is orientedly nullcobordant. This is a consequence of the following standard
finite-dimensional transversality statement applied to σ:
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Lemma 4.6 Let K be a possibly noncompact (N+r)-dimensional oriented man-
ifold with boundary and let τ : K −→ RN be a differentiable map. Suppose that
τ|∂K is transverse to 0, and that τ−1(0) is compact. Then there is a perturbation
τ ′ : K −→ RN of τ such that
(i) τ ′ = τ in a neighborhood of ∂K.
(ii) τ ′−1(0) is compact.
(iii) τ ′ is transverse to 0.
It follows that τ ′−1(0) is an r-dimensional compact oriented submanifold of
K with ∂(τ ′−1(0)) = τ ′−1|∂K(0) = τ
−1
|∂K(0). In particular, τ
−1
|∂K(0) is orientedly
nullcobordant.
Sketch of Proof: As τ−1(0) is compact and τ|∂K is transverse to 0, the
set of points in K where τ is not transverse to 0 admits an open neighborhood
whose closure is compact and does not intersect ∂K. It is sufficient to perturb
τ on this neighborhood. The map τ ′ is then obtained by standard arguments.

5 Application to perturbations of the harmonic
map equation
We want to apply the abstract procedure of the previous two sections to study
the perturbed harmonic map equation. Returning to the setup of §2, we fix a
homotopy class ζ of maps between M and M ′ and study the space H(k+2)ζ of
maps in this homotopy class of Sobolev class Hk+2, where k > 2+ n+n
′
2 . We let
E(k) −→ H(k+2)ζ × F (k) denote the Cl-Hilbert space bundle (2 ≤ l < k − n+n
′
2 )
with fibre E(k)u,F ≡ Hk(u∗TM ′) at a point (u, F ) ∈ H(k+2)ζ ×F (k). Note that the
bundle has a natural connection ∇ induced from the Levi-Civita connection of
M ′. The map
(u, F ) 7→ ΦF (u) ≡ Φ(u, F ) = τ(u(x)) + F (x, u(x)) (24)
defines a section of this bundle of class Cl, where 2 ≤ l < k − n+n′2 as above.
Note that the moduli space M(k)ζ of solutions to the perturbed harmonic map
equation in this homotopy class can be expressed as M(k)ζ = Φ−1(0). The next
three lemmas verify the basic assumptions made in the Fredholm argument of
section 3 for our specific section Φ.
First we compute the restriction (∇FΦ)u,F : TFF (k) −→ E(k)u,F of the covari-
ant derivative (∇Φ)u,F , evaluated at F1 ∈ TFF (k) ≡ F (k), as
(∇FΦ)u,F · F1 (x)
= lim
ε−→0
Φ(u, (F + εF1)(x, u(x)))− Φ(u, F (x, u(x)))
ε
= F1(x, u(x)).
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Now it is easy to show
Lemma 5.1 Under the assumptions stated above, the restriction (∇FΦ)u,F of
the covariant derivative (∇Φ)u,F to TFF (k) has a right inverse for all (u, F ) ∈
H(k+2)ζ ×F (k). In particular, the section Φ of E(k) satisfies condition (R).
Proof: For fixed (u, F ) ∈ H(k+2)ζ × F (k), we are supposed to construct a
bounded linear map R : Hk(u∗TM ′) −→ F (k) such that (∇FΦ)u,F ◦R(ϕ) = ϕ
for all ϕ ∈ Hk(u∗TM ′). In light of the above computation this means we need
R(ϕ)(x, u(x)) = ϕ(x) for all ϕ ∈ Hk(u∗TM ′) and all x ∈M .
As k > n+n
′
2 , u is continuous. Hence there are finite coverings {Qj}1≤j≤N
and {Q′j}1≤j≤N of M and M ′ by open charts such that for all 1 ≤ j ≤ N the
image u(Qj) is compactly contained in Q′j . Here Qj is allowed to be empty. We
may further assume that the restriction of TM ′ to Q′j has been trivialized by
a smooth map pj : TM ′|Q′j −→ Q
′
j × Rn
′
for each 1 ≤ j ≤ N . Denote by pj
the composition of pj followed by the projection onto Rn
′
. We choose a smooth
partition of unity {χj}1≤j≤N subordinate to {Qj}1≤j≤N and smooth cut-off
functions {χ′j}1≤j≤N on M ′ with
u(Qj) ⊂ {χ′j = 1} and suppχ′j ⊂ Q′j .
Now define bounded linear maps Rj : Hk(u∗TM ′) −→ F (k) by
Rj(ϕ)(x, y) :=
{
χj(x)χ′j(y)p
−1
j (y, pj(ϕ(x))) for (x, y) ∈ Qj ×Q′j
0 otherwise.
Notice in particular that Rj(ϕ)(x, u(x)) = χj(x)ϕ(x). The required right inverse
R : Hk(u∗TM ′) −→ F (k) is then given by
R(ϕ)(x, y) :=
N∑
j=1
Rj(ϕ)(x, y). 
Lemma 5.2 Under the assumptions stated at the beginning of this section, the
restriction (∇HΦ)u,F of the covariant derivative (∇Φ)u,F to TuH(k+2)ζ is a con-
tinuous family of Fredholm operators of index 0 on H(k+2)ζ ×F (k). In particular,
the section Φ of E(k) satisfies condition (F0).
Proof: Let (u, F ) ∈ H(k+2)ζ ×F (k) be given. Using the description (6) in Lemma
2.1 for the covariant derivative of τ , we compute the covariant derivative ∇HΦ
as
(∇HΦ)u,F · ξ = Juξ +∇HF · ξ (25)
where ξ ∈ Hk+2(u∗TM ′) and ∇HF · ξ denotes the covariant derivative of F
along u in the direction ξ. Thus (∇HΦ)u,F is a lower order perturbation of the
selfadjoint elliptic operator Ju. It follows that (∇HΦ)u,F is a Fredholm operator
of index 0. 
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Lemma 5.3 Under the assumptions stated at the beginning of this section, the
determinant line bundle Det(∇HΦ) over H(k+2)ζ ×F (k) admits a canonical triv-
ialization. In particular, the section Φ of E(k), when restricted to H(k+2)ζ ×F (k),
satisfies condition (O).
Proof: From Lemma 5.2 and Theorem A.5 we know that the determinant line
bundle Det(∇HΦ) is well-defined on all of H(k+2)ζ × F (k). By [ES] the heat
flow gives rise to a deformation retract of H(k+2)ζ ×F (k) to Crit(E|ζ)×{0}. At
points (u, 0) ∈ Crit(E|ζ) × {0}, the operator ∇HΦ equals the nonnegative self
adjoint operator Ju (compare (25) above). Hence, for every t > 0, Ju + tI :
H2(u∗TM ′) −→ L2(u∗TM ′) is a positive selfadjoint linear isomorphism and so
in particular Fredholm. Thus the family {Ju}u∈Crit(E|ζ) of Fredholm operators
is homotopic to the family {Ju + I}u∈Crit(E|ζ) of bijective selfadjoint Fredholm
operators, whose determinant line bundle is canonically trivial. 
Remark 5.4 If the restriction of the energy functional to H(k+2)ζ has a non-
degenerate minimum, then the trivialization of Lemma 5.3 agrees with the pre-
ferred trivialization introduced in §4.
Following the outline of §3, we introduce the projection map
pi ≡ piζ,k :M(k)ζ = Φ−1(0) −→ F (k).
We know from [KKS] (cf. Theorem 1.1 in the introduction) that pi is proper.
Combining this fact with Lemmas 5.1 through 5.3 and Theorem 3.4, we arrive
at
Theorem 5.5 Let ζ be a homotopy class of maps between closed Riemannian
manifolds M and M ′, where M ′ has nonpositive sectional curvature. Then for
any k > 2 + (n+ n′)/2 the following statements hold:
(i) The moduli space M(k)ζ is a Cl-Hilbert submanifold of H(k+2)ζ × F (k)
without boundary for any 0 ≤ l < k − (n + n′)/2 and so the projection
pi :M(k)ζ −→ F (k) is Cl.
(ii) The set pi−1(F ) of solutions of the perturbed harmonic map equation (1)
is a compact 0-dimensional manifold, i.e. a finite set of points, for any
regular value F ∈ F (k) of pi.
(iii) The restriction of the determinant line bundle Det(∇HΦ) to H(k+2)ζ ×F (k)
is canonically trivial.
(iv) Assume in addition that some trivialization of the restriction of the de-
terminant line bundle Det(∇HΦ) to M(k)ζ has been chosen. Then the
preimage pi−1(F ) of any regular value F of pi is oriented, and its oriented
cobordism class Dkζ is independent of the choice of the regular value F . 
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Note that elliptic regularity implies that any regular value F ∈ F (k) of
piζ,k is also a regular value for piζ,k′ for all k′ ≤ k. In particular, Dζ = Dkζ is
independent of k. So together with Corollary 3.5 we have proven the first part of
Theorem 1.3. Furthermore, assuming that E|ζ has a nondegenerate minimum,
the section Φ of E(k) satisfies the assumptions of Theorem 4.1 and we obtain
Theorem 5.6 If the assumptions of Theorem 5.5 hold and the restriction E|ζ
of the energy functional has a nondegenerate minimum, then for the canonical
trivialization of Det(∇HΦ) we have
Dζ = χ(Crit(E|ζ)). 
We briefly comment on the results for the general case of equation (2) where
G 6= 0. Here we consider the section
(u, F,G) 7→ Ψ(u, F,G) = τ(u(x)) + F (x, u(x)) + u∗(G(x, u(x)))
of the bundle E(k) −→ H(k+2)ζ ×F (k)×G(k)c with fibre E(k)u,F,G = Hk(u∗TM ′). The
right inverse R for (∇FΦ)u,F constructed in Lemma 5.1, when considered as a
map into F (k) × {0} ⊂ Fk ×Gk, is obviously a right inverse for (∇F×GΨ)u,F,G.
Similarly, as G(k) is contractible, the same argument as in Lemma 5.3 shows
that the determinant line bundle Det(∇HΨ) is trivial over H(k+2)ζ ×F (k)×G(k).
Combining this with the obvious generalization of Lemma 5.2, we thus find that
in the general case conditions (R), (F0) and (O) hold as well.
Finally condition (P) is true by Theorem 1.2 (for c sufficiently small). Thus
the version of Theorem 5.5, stated in the second part of Theorem 1.3 holds.
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A Determinant line bundles
In this appendix, we give a construction of the determinant line bundle asso-
ciated to a family of Fredholm operators, taking an approach presented in the
corresponding appendix in [Sal].
Let A : E1 −→ E2 be a Fredholm operator between Hilbert spaces. We can
identify the dual of the cokernel (CokerA)∗ = (E2/ImA)∗ with the orthogonal
complement (ImA)⊥ of the image using the inner product. The determinant
Det(A) of the operator A is the 1-dimensional real vector space defined by
Det(A) := ΛmaxKerA⊗ Λmax(CokerA)∗
∼= ΛmaxKerA⊗ Λmax(ImA)⊥,
where for any finite dimensional vector space E we use the abbreviation ΛmaxE
for the top exterior product ΛdimEE. The first expression is the standard
definition for Fredholm maps between Banach spaces, but in our Hilbert space
context we will always work with the second interpretation.
Let RN denote the N -dimensional Hilbert space with the standard Euclidean
inner product and the standard orientation. Recall that an orientation of the
finite dimensional vector space E is given by a choice of a linear isomorphism
ΛmaxE ∼= R.
We say that a linear map A˜ : E1 ⊕ RN −→ E2 is an extension of the linear
map A : E1 −→ E2 if A˜|E1×{0} = A. As a first observation we have
Lemma A.1 (i) Let A : E1 −→ E2 be a Fredholm map of index k. Then any
extension A˜ : E1⊕RN −→ E2 of A is again Fredholm and of index k+N .
(ii) For A and A˜ as in (i), Det(A) and Det(A˜) are canonically isomorphic.
Proof: (i) As ImA ⊂ Im A˜ and dim Ker A˜ ≤ dim KerA + N we see that A˜ is
Fredholm. The statement about the index is seen by writing A = A˜ ◦ ι where
ι : E1 −→ E1 ⊕ RN is the standard embedding with Fredholm index −N and
using the additivity of the index under composition.
(ii) As KerA ⊂ Ker A˜ and (Im A˜)⊥ ⊂ (ImA)⊥, we have splittings
Ker A˜ ∼= KerA⊕Ker A˜ ∩ (KerA)⊥ (26)
(ImA)⊥ ∼= (Im A˜)⊥ ⊕ (ImA)⊥ ∩ Im A˜ (27)
where the orthogonal complement in (26) is taken in E1 ⊕ RN . Note that the
orthogonal projection P : E1 ⊕ RN −→ RN gives rise to an isomorphism
Ker A˜ ∩ (KerA)⊥ ∼= P (Ker A˜). (28)
Denoting by Q : Im A˜ −→ (ImA)⊥ ∩ Im A˜ the orthogonal projection, we claim
that
0 −→ P (Ker A˜) −→ RN Q◦A˜|RN−→ (ImA)⊥ ∩ Im A˜ −→ 0. (29)
28
is a short exact sequence. Clearly, Q ◦ A˜|RN is onto. On the other hand,
Q(A˜(0, v)) = 0 is equivalent to A˜(0, v) = A(e) for some e ∈ E1 and so (−e, v) ∈
Ker A˜. This in turn means that v ∈ P (Ker A˜), and so exactness also follows.
Observing that for finite dimensional Hilbert spaces there are canonical isomor-
phisms
ΛmaxE ⊗ ΛmaxF ∼= Λmax(E ⊕ F )
and
ΛmaxE ⊗ ΛmaxE ∼= R,
we combine equations (26) through (29) to obtain the canonical isomorphism
Det(A˜) ∼= Det(A˜)⊗ ΛmaxRN
∼= ΛmaxKer A˜⊗ Λmax(Im A˜)⊥ ⊗ Λmax((ImA)⊥ ∩ Im A˜)⊗ ΛmaxP (Ker A˜)
∼= ΛmaxKerA⊗ ΛmaxP (Ker A˜)⊗ Λmax(ImA)⊥ ⊗ ΛmaxP (Ker A˜)
∼= Det(A).  (30)
The following example serves to illustrate the isomorphism (30).
Example A.2 Let E1 = E2 = E be a finite dimensional Hilbert space and let
RN := E⊕E be the canonically oriented sum of two copies of E. Given a linear
map T : E −→ E, define
T˜ : E ⊕ RN −→ E
(w, (w′, w′′)) 7→ Tw + w′.
Note that T˜ is onto, so that Det(T˜ ) ∼= ΛmaxKer T˜ . Given an orthonormal
basis {e1, . . . , ek} of KerT and an orthonormal basis {f1, . . . , fk} of (ImT )⊥,
the element
µ = e1 ∧ · · · ∧ ek ⊗ f1 ∧ · · · ∧ fk (31)
spans Det(T ). Choosing any orthonormal basis {fk+1, . . . , fn} of ImT , there
are unique elements hk+1, . . . , hn ∈ (KerT )⊥ with
Thl + fl = 0, k + 1 ≤ l ≤ n.
Then we claim that the isomorphism (30) is realized by mapping µ ∈ Det(T ) to
µ˜ =
k∧
i=1
(ei, 0, 0) ∧
n∧
l=k+1
(hl, fl, 0) ∧
n∧
j=1
(0, 0, fj) ∈ Det(T˜ ). (32)
First observe that the assignment µ 7→ µ˜ gives rise to a linear map which
is independent of the choice of orthonormal bases {ei}1≤i≤k and {fj}1≤j≤n.
If {e′i}1≤i≤k and {f ′j}1≤j≤n are two other orthonormal bases for KerT and E
respectively, such that {f ′j}1≤j≤k is a basis of (ImT )⊥, then there are orthogonal
transformations α : KerT −→ KerT and β : E −→ E with
α(ei) = e′i , β(fj) = f
′
j .
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Note that β preserves the splitting E = ImT ⊕ (ImT )⊥. We conclude that
µ′ = det(α) det(β|(ImT )⊥)µ
and
µ˜′ = det(α) det(β|ImT ) det(β) µ˜,
so the claimed independence follows since det(β) = det(β|ImT ) det(β|(ImT )⊥)
and all three take values in {±1}.
To compare our construction of the assigment µ 7→ µ˜ with the isomorphism
(30), first note that in this example
P (Ker T˜ ) = ImT ⊕ E ⊂ E ⊕ E ≡ RN .
Hence for a given µ as in (31), the choice of orthonormal basis {fk+1, . . . , fn}
of ImT corresponds to fixing the respresentative
n∧
l=k+1
(fl, 0) ∧
n∧
j=1
(0, fj)⊗
n∧
l=k+1
(fl, 0) ∧
n∧
j=1
(0, fj)
for the canonical generator of ΛmaxP (Ker T˜ )⊗ΛmaxP (Ker T˜ ). The passage from
(fl, 0) to (hl, fl, 0) realizes the identification of P (Ker T˜ ) with Ker T˜ ∩ (KerT )⊥
as in (28). Because T˜ is surjective, we have (ImT )⊥ ∼= (ImT )⊥ ∩ Im T˜ , and the
identification
Λmax(ImT )⊥ ⊗ ΛmaxP (Ker T˜ ) ∼= ΛmaxRN
corresponding to the splitting (29), is realized by lifting the generator f1∧· · ·∧fk
of Λmax(ImT )⊥ to the generator (f1, 0) ∧ · · · ∧ (fk, 0) of Λmax(P (Ker T˜ ))⊥. By
wedging with
n∧
l=k+1
(fl, 0)∧
n∧
j=1
(0, fj) ∈ ΛmaxP (Ker T˜ ) this gives a representative
of the canonical generator of ΛmaxRN , and our discussion of Example A.2 is
complete.
Now let E1 −→ X and E2 −→ X be continuous Hilbert space bundles over
some Hausdorff topological space X, and let A : E1 −→ E2 be a Fredholm
bundle map inducing the identity on X, i.e. a continuous family of Fredholm
mapsAx : E1,x −→ E2,x. If dim KerAx is constant or, equivalently, dim(ImAx)⊥
is constant, we will say the bundle map has constant rank. This terminology is
motivated by the finite-dimensional case. For constant rank Fredholm bundle
maps, we denote by KerA and (ImA)⊥ the corresponding finite-dimensional
vector bundles over X.
A constant rank extension of the Fredholm bundle map A : E1 −→ E2 is a
constant rank bundle map A˜ : E1 ⊕ F −→ E2, defined on the direct sum of E1
with a finite-dimensional oriented vector bundle F over X, such that A˜|E1 = A.
Often one chooses F = RN , the trivial bundle over X with fiber RN and with
the standard orientation.
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Lemma A.3 Let A : E1 −→ E2 be a Fredholm bundle map between Hilbert space
bundles over some base space X, and let x ∈ X be any point. Then there is a
neighborhood Ux ⊂ X of x and some N ≥ 0 such that A|Ux admits a constant
rank extension A˜ : E1|Ux ⊕ RN −→ E2|Ux .
Proof: Let V ⊂ X be a neighborhood of x ∈ X such that both bundles are
trivialized over V , i.e. Ei|V ∼= V × Ei,x for i ∈ {1, 2}. As Ax : E1,x −→ E2,x
is Fredholm, we can choose a basis w1, ..., wN of (ImAx)⊥ and define a map
A˜ : V × E1,x × RN −→ V × E2,x by
A˜(y, vy,
N∑
j=1
αjej) := (y,Ayvy +
N∑
j=1
αjwj)
By construction, A˜x ≡ A˜(x, ·, ·) is surjective. As A˜y depends continuously on
y and the set of surjective linear maps is open, there is a whole neighborhood
Ux ⊂ V of x such that A˜y is surjective for y ∈ Ux. The family A˜|Ux of Fredholm
operators has constant index, and hence, since it is surjective, it has constant
rank. 
Lemma A.4 Let A˜1 : E1 ⊕ RN1 −→ E2 and A˜2 : E1 ⊕ RN2 −→ E2 be constant
rank extensions of A : E1 −→ E2 defined on subsets U1 and U2 of X, respectively.
Then on the intersection U1 ∩ U2 we have a canonical bundle isomorphism
ΛmaxKer A˜1 ⊗ Λmax(Im A˜1)⊥ ∼= ΛmaxKer A˜2 ⊗ Λmax(Im A˜2)⊥.
Proof: Denote by A˜ the common extension A˜ : E1⊕RN1⊕RN2 −→ E2 of A˜1 and
A˜2 on U1 ∩ U2, which in general need not be of constant rank. However, given
any point x ∈ U1 ∩ U2, by Lemma A.3 there exists a constant rank extension
Â of A˜ in a neighborhood Ux of x. As Â extends both A˜1 and A˜2, we can use
part (ii) of Lemma A.1 to conclude that, pointwise and hence everywhere on
Ux, we have canonical isomorphisms
ΛmaxKer A˜1 ⊗ Λmax(Im A˜1)⊥ ∼= ΛmaxKer Â ⊗ Λmax(Im Â)⊥
∼= ΛmaxKer A˜2 ⊗ Λmax(Im A˜2)⊥.
As x ∈ U1 ∩ U2 was arbitrary, this proves the claim. 
We are now in a position to formulate
Theorem A.5 Let A : E1 −→ E2 be a Fredholm bundle map between Hilbert
space bundles over some base space X. Then there is a well-defined line bundle
over X, called the determinant line bundle Det(A), whose restriction to any
open subset U ⊂ X where A has a constant rank extension A˜ is given as
Det(A)|U ∼= ΛmaxKer A˜ ⊗ Λmax(Im A˜)⊥.
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Proof: Consider the collection {A˜i}i∈I of all local constant rank extensions
A˜i : E1 ⊕ RNi −→ E2 of A, each defined over some open subset Ui ⊂ X. By
Lemma A.3, the collection of open subsets Ui covers all of X, and by Lemma
A.4 the local determinant bundles are compatible on overlaps. Thus they define
a global line bundle. 
The following fact is apparent from the definitions.
Corollary A.6 Let A˜ : E1 ⊕ F −→ E2 be an extension of the Fredholm bundle
map A : E1 −→ E2, where F is a finite-dimensional oriented vector bundle over
X. Then the orientation of F gives rise to a canonical isomorphism
Det(A) ∼= Det(A˜).
Proof: The pointwise isomorphism of Lemma A.1 is canonical and thus gives
rise to a global canonical isomorphism. 
Example A.7 Given a finite dimensional Hilbert space E, we consider the triv-
ial E-bundle E = L(E,E) × E −→ L(E,E) over the space of linear automor-
phisms of E with the tautological bundle map T : E −→ E, which on the fiber
ET ≡ E over T ∈ L(E,E) is given by TT (w) = T (w).
As L(E,E) is contractible, we conclude that the line bundle Det(T ) is trivial.
For use in Example 3.6, we want to construct an explicit trivialization. To this
end, we consider the canonically oriented bundle F = E ⊕ E −→ L(E,E) and
the extension
T˜ : E ⊕ F −→ E
of T , which acts on the fibre over T by T˜T (w, (w′, w′′)) = T (w) +w′. Note that
this is just the family of maps T˜ considered individually in Example A.2. For
T = 0 we have
Det(T0) = ΛmaxKer T0 ⊗ Λmax(Im T0)⊥ ∼= ΛmaxE ⊗ ΛmaxE,
and so any orthonormal basis {e1, . . . , en} of E gives rise to the canonical gen-
erator µ0 =
n∧
i=1
ei⊗
n∧
j=1
ej ∈ Det(T0). As explained in Example A.2, the element
µ0 ∈ Det(T0) is mapped to the generator
µ˜0 =
n∧
i=1
(ei, 0, 0) ∧
n∧
j=1
(0, 0, ej) ∈ Det(T˜0)
under the isomorphism (30) identifying Det(T ) and Det(T˜ ). Observe that µ˜0
may be continuously extended to a trivialization of Det(T˜ ) by setting
µ˜T =
n∧
i=1
(ei,−Tei, 0) ∧
n∧
j=1
(0, 0, ej) ∈ Det(T˜T ).
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To see which element µT ∈ Det(TT ) this corresponds to under the isomorphism
(30), we observe that µ˜T is independent of the chosen orthonormal basis. Hence
we may arrange things so that {e1, . . . , ek} span KerT . Then, using the or-
thonormal basis {f1, . . . , fn} of E and the elements {hk+1, ..., hn} ∈ (KerT )⊥
as in Example A.2, we see that
µ˜T =
k∧
i=1
(ei, 0, 0) ∧
n∧
l=k+1
(el,−Tel, 0) ∧
n∧
j=1
(0, 0, ej)
= c ·
k∧
i=1
(ei, 0, 0) ∧
n∧
r=k+1
(hr, fr, 0) ∧
n∧
s=1
(0, 0, fs),
where
c = det(〈−Tel, fr〉nl,r=k+1) · det(〈ej , fs〉nj,s=1).
In particular, k = 0 in the above formula whenever T is invertible, so that the
expression then simplifies to c = det(−T ).
To recapitulate the above, we have shown that there is a natural trivializa-
tion of Det(T ) determined by the canonical generator of Det(T0), which when
evaluated at an invertible map T ∈ L(E,E) corresponds to the element
µT = det(−T ) 1⊗ 1 ∈ Det(TT ). (33)
This explains the name determinant line bundle for the bundle Det(T ) and
finishes our discussion of Example A.7.
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