Abstract-This paper proposes two new methods for designing a class of two-channel perfect reconstruction (PR) finite impulse response (FIR) filterbanks (FBs) and wavelets with -regularity of high order and studies its multiplier-less implementation. It is based on the two-channel structural PR FB proposed by Phoong et al. The basic principle is to represent the -regularity condition as a set of linear equality constraints in the design variables so that the least square and minimax design problems can be solved, respectively, as a quadratic programming problem with linear equality constraints (QPLC) and a semidefinite programming (SDP) problem. We also demonstrate that it is always possible to realize such FBs with sum-of-powers-of-two (SOPOT) coefficients while preserving the regularity constraints using Bernstein polynomials. However, this implementation usually requires long coefficient wordlength and another direct-form implementation, which can realize multiplier-less wavelets with -regularity condition up to fifth order, is proposed. Several design examples are given to demonstrate the effectiveness of the proposed methods.
I. INTRODUCTION
Perfect reconstruction (PR) multirate filterbanks (FBs) have important applications in signal analysis, signal coding, and the design of wavelet bases. Similar to the lifting scheme [10] , the structural PR two-channel finite impulse response (FIR) FBs proposed in [1] are particularly attractive because the PR property is structurally imposed, and their design and implementation complexities are very low. The FBs are parameterized by two functions (z) and (z) and some delay parameters. These two functions can be chosen as linear-phase FIR or allpass functions to realize FIR and IIR FBs with very good frequency characteristics. In [2] , the design of these structural PR two-channel FBs was formulated as a complex Chebyshev approximation problem, which was solved using the REMEZ exchange algorithm to obtain linear-phase as well as low-delay FBs. The construction of wavelet bases from these structural PR FBs having the maximally possible K-regularity condition was first considered in [1] with identical functions (z) and (z). Later, in [2] , the construction of low-delay wavelet bases satisfying the K-regularity condition up to one zero-order moment was also studied. Due to the difficulty in solving the constrained optimization problem, the incorporation of K-regularity with higher order, however, was not addressed. The design of paraunitary twochannel FIR FBs [the conjugate quadrature filters (CQF) [8] ] with a prescribed number of K-regularity was previously considered in [9] . [5] . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Anamitra Makur.
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Tay [11] showed that it is possible to incorporate the K-regularity condition for the linear-phase FBs in [1] using the Bernstein polynomial.
Since the error function is a linear function of the coefficients in the Bernstein polynomial, it can be solved as a simple quadratic programming problem for the least squares error criterion. The genetic algorithm (GA) was also proposed for designing such FBs and wavelets with higher order moments and sum-of-powers-of-two (SOPOT) coefficients [3] . In this paper, we extend the work in [2] to the case of higher order K-regularities [5] . This will enable a larger class of wavelet FBs with different smoothness and delay to be constructed. More precisely, we show that it is possible to formulate the least square and minimax design problems, respectively, as a quadratic programming problem with linear equality constraints (QPLC) and an semidefinite programming (SDP) problem [15] . The approach is rather general, and it applies to the linear-phase as well as the low-delay cases without making use of the Bernstein polynomial expansion. The design of linear-phase structural PR two-channel FBs and wavelets was recently reported in [24] , and the present work will be focused on the low-delay situation.
In addition, we will show that by employing the Bernstein polynomial form of digital filters, it is always possible to construct wavelet bases with SOPOT coefficients. Our Bernstein polynomial representation for halfband filters can be viewed as a generalization (prescribed flatness instead of maximally flat) of the low-delay maximally flat halfband filter that was recently proposed in [19] . Unfortunately, the complexity of this direct-form implementation is usually very high due to the long wordlength requirement of the expanded coefficients. We therefore propose another simpler factorization, which is capable of realizing SOPOT wavelet bases up to fifth order of K-regularity at a much lower wordlength. The multiplier-less realization of the resulting FB and wavelets using SOPOT coefficients and a multiplier block (MB) [13] are also described. The paper is organized as follows: Section II is devoted to the proposed QPLC and SDP design methods. The multiplier-less realization of the wavelets FB is given in Section III. Conclusions are drawn in Section IV.
II. DESIGN OF THE TWO-CHANNEL STRUCTURAL PR FBS
The structural PR FBs [1] , [2] , as shown in Fig. 1 
Let (e j! ) and (e j! ) be FIR filter with lengths L and L, respectively. In [2] , the desired responses of (e j! ) and (e j! ) are studied. It can be shown that the ideal responses of (e j! ) and (e j! ) are given, 
It can be seen that (e j2! ) approximates e 0j(2N01)! and 0e 0j(2N01)! for 0 < ! < =2 and =2 < ! < , respectively.
Hence, H0(e j! ) approximates e 0j(2N01)! in the passband and becomes zero for =2 < ! < . As for (e j2! ), the product , it is assumed that a regularity of order K0 has already been incorporated in H0(e j! ). After performing the differentiation, it can be shown that the regularity constraints [25] can be expressed in terms of the coefficients of (z) and (z) ( m and m ) as in (6) (5) and (6) together form a quadratic programming problem subject to a set of linear equality constraints, which can be solved analytically using the method of Lagrange multiplier [5] , [16] . 
(z) and (z) can also be designed with a minimax design criterion and a prescribed K-regularity using SDP. First of all, let us consider the design of (z). To minimize the maximum ripple of the approximation error is equivalent to the following: 
To solve (8) using the SDP, we densely discretize ! over the band of interest ! 2 [0; 2! p ] into a set of frequencies points ! k 's, k = 1; . . . K.
The optimization problem (9) is then approximated as Re Re Refxg and Im Im Imfxg denote the real and imaginary parts of x, respectively. Using the Schur complement [15] , it can be shown that (9) is equivalent to [14] min F k (
which is a set of linear matrix inequalities (LMIs) [15] and can be solved efficiently using SDP. The advantages of SDP are i) it is possible to determine whether a feasible solution exists, and if so, it is possible to determine the global optimal solution, since the problem is convex, and ii) linear (and certain type of nonlinear constraints) can be imposed. In order to simultaneously solve the SDP problem (10) and satisfy the regularity constraints in (6), the dependent variables defined by (6) are expressed as a linear combination of the independent variables and are subsequently eliminated. An alternative approach is to stack the constraints in (6) with the constraints in (10) . See [5] and [25] for more details. The design of (z) can be formulated similarly. Thanks to the use of SDP, the linearly constrained complex Chebyshev problem can be optimally solved. Traditionally, the optimal minimax design of linearly constrained linear-phase FIR filters is solved using linear programming [7] , whereas the nonlinear-phase FIR case is less studied. The above problem can also be cast into a special case of SDP called the second-order cone programming problem (SOCP) for better computational efficiency. Due to space limitations, the details are omitted here. Example 1: For comparison purposes, two-channel PR FBs having the same specification as in [2, Ex. 4.1] were designed. However, the number of zeros to be imposed for H 0 (e j! ) and H 1 (e j! ) are K 0 = 2 and K1 = 1, respectively. The lengths of (z) and (z) are, respectively, L = 8 and L = 10, and the delay parameters are N = 2 and M = 5. The system delay is 15 samples. The passband cut-off frequencies of H0(e j! ) and H1(e j! ) are 0:34 and 0:66, respectively. The results for the QPLC method are shown in Fig. 2(a) . For the SDP design method, ! in the passband is uniformly discretized using 500 samples.
The optimization is carried out using the MATLAB LMI Toolbox, and it takes fewer than 60 iterations to obtain the solution. The design results are shown in Fig. 2(b) and (c) (the phase response of the QPLC method is similar and is omitted). The stopband attenuation of H 0 (z) is 41.5 dB, whereas that of [2] is a bit less than 40 dB. For H1(z), our design gives a stopband attenuation of 46.3 dB, which is better than that in [2] . This 6-dB stopband attenuation gain is possibly due to the splitting of the Chebyshev approximation problem into two independent problems in [2] , whereas the proposed SDP formulation minimizes the complex approximation error in the Chebyshev sense. The scaling and wavelets functions of the SDP method are shown in Fig. 2(d) and (e) . Those for the QPLC method are very similar visually.
Example 2:
In this example, a two-channel PR FB with K 0 = 3 and K1 = 3 is designed. The lengths of (z) and (z) are L = 14 and L = 12, respectively, and the delay parameters are N = 4 and M = 8 (system delay = 25 samples). The passband cut-off frequencies of H0(e j! ) and H1(e j! ) are 0:415 and 0:625, respectively. Due to page limitations, only the design results for the SDP method are given.
! in the passband is uniformly discretized using 500 samples, and it takes fewer than 100 iterations to obtain the solution. The design result is shown in Fig. 3 , and the stopband attenuations of H 0 (z) and H 1 (z) are 40.275 and 41 dB, respectively. Note the small bump (3 dB) in the transition band, which is a typical phenomenon in low-delay FIR FBs. It is possible to suppress this bump by imposing additional linear constraints in the SDP formulation at the expense of lower stopband attenuation.
III. DESIGN OF MULTIPLIER-LESS TWO-CHANNEL WAVELETS FBS
In Section II, we have illustrated how the K-regularity conditions can be incorporated numerically by the QPLC and SDP methods. In practical implementation of these wavelet FBs, the filter coefficients of (z) and (z) have to be quantized, and the K-regularity condition might no longer hold. Here, we propose new realization techniques that preserve the K-regularity condition even when the filter coefficients are expressed as SOPOT coefficients of the form b = L01 k=0 a k 1 2 0b , where a k 2 f01; 0; 1g, and b k 2 f0l L ; . . . 1; 0; . . . l U g. The larger the numbers l L , l U , and L, the closer the SOPOT approximation will be to the original real number. In practice, the number of nonzero terms is usually kept to a small number, while satisfying the given specification, so that the multiplication can be implemented as a limited number of shift and add (subtract) operations, giving rise to multiplier-less realization. We first generalize an important result developed in [1] regarding the zeros of H0(z) and F0(z) when (z) is equal to (z). More precisely, it is shown in the Appendix that the synthesis filter F 0 (z) is Furthermore, it can be shown [25] that if H 0 (z) is a halfband filter, then the coefficients bis also need to satisfy Since the coefficients of (z) are linear combination of the Bernstein coefficients bi, therefore, if bis are quantized to the SOPOT coefficient, so are the coefficients of (z). This also applies to H (z) and, hence, (z). Therefore, it is possible to construct wavelet bases with SOPOT coefficients. Our approach is different from the one employed in [11] .
Moreover, H 0 (z) and H 1 (z) are not restricted to being linear phase.
Unfortunately, it was found that the wordlength of the filter coefficients is, in general, very long. In what follows, we propose another realiza- tion, which provides a multiplier-less realization up to the fifth order of zero moments at a much lower coefficient wordlength. This factorization is an extension of the one that we have proposed in [2] . More precisely, the FIR function (z) is written as
where R (z) = K01 m=0 r ;m z 0m and Q (z) = L 0K01 n=0 q ;n z 0n are, respectively, the remainder and quotient obtained by dividing (z)
Using (14), we have
from which we see that if H(z) contains the factor (16 z 01
). This is equivalent to the condition that the halfband filter z 02N+1 + R (z 2 it is also a SOPOT coefficient. (z) can also be realized using this method. Multiplier-less IIR wavelet bases can readily be obtained from their FIR counterparts by model reducing the quotient Q(z) tô Q(z), and quantizing the coefficients ofQ(z) to SOPOT coefficients [25] . To obtain a multiplier-less realization of the structural PR FB, the filter coefficients of Q (z) and Q (z) are represented as SOPOT or canonical signed digit (CSD) coefficients. To further reduce the number of adders in realizing Q (z) and Q (z), they are implemented in transposed form using the technique of MB [13] . MB is a very useful technique to reduce the number of adders needed to implement the multiplications of an integer input with a set of constant integer coefficients. In principle, it is possible to remove all the redundancy found in the constant multipliers leading to a realization with a minimum number of adders. Therefore, the implementation complexity of the structural PR FB can be drastically reduced (around 40% in our example). The design of multiplier-less digital filters and FBs is an important and active topic of research [2] - [4] , [6] , [17] , [18] , [20] - [23] . In this paper, the random search algorithm proposed in [4] is employed because of its simplicity and effectiveness. Due to page limitations, details are omitted. For the and Q (z) are given in Table I , and the magnitude response of the multiplier-less FB is shown in Fig. 4(a) . From the pole-zero plot (not shown here), it is observed that the regularity condition is preserved. The number of adders required to synthesize Q (z) and Q (z), without using MB, are 26 and 21, respectively. Using MB, the number of adders is reduced to 14 and 11, respectively. It can also be seen that the optimized frequency response is approximately equiripple in the stopband with an approximately linear phase at the passband. The stopband attenuation is around 40 dB, which is comparable with the result of design Example 2. The corresponding analysis scaling and wavelet functions are also very smooth (not shown here). For comparison purposes, we also designed a multiplier-less FB using the Bernstein polynomial expansion described earlier. We first expanded the halfband filters H(z) and H(z) and retained the integer bits [the bis in (12)] of their corresponding Bernstein coefficients. Then, the SOPOT coefficients of (z) and (z) are extracted. The wordlength of the coefficients (not shown here due to page limitations) has a smallest power of two term of 2 020 , which is significantly longer than that in Table I (the smallest power of two term is 2 013 ). The frequency response of the FB using the Bernstein polynomial expansion approach is shown in Fig. 4(b) . Compared with the frequency response in Fig. 3 , more degradation is observed even at a much longer wordlength.
IV. CONCLUSIONS
Methods for designing a class of two-channel PR FIR FBs and wavelets in [1] and [2] are presented. The K-regularity conditions are expressed as a set of linear equality constraints, and the design problem is solved as either a QPLC or a SDP problem. It is also shown by means of Bernstein polynomial expansion that wavelet FBs with SOPOT coefficients always exist. Unfortunately, this structure requires relatively long coefficient wordlength, and another hardware efficient structure is proposed, which is able to realize wavelets FB up to the fifth-order zero moment. Design and efficient realizations of these multiplier-less FBs are also presented. H (z) have K 1 common zeros at z = 01, then F 0 (z) will have at least K 1 zeros at z = 01. Therefore, a sufficient condition for the latter is to impose K1 zero on H(z) at z = 01 and choose K0 K1.
This property also applies to the case of general FIR or irreducible IIR functions (z) and (z).
