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ABSTRACT 
A sufficient condition for a set of positive integers (91, g2, . . , g,,} to be the 
geometric multiplicities of given eigenvalues for some strictly lower triangular 
completions of a partial matrix is given. A method is proposed which allows one 
to reduce the investigation of geometric multiplicities of completed matrix with 
different eigenvalues to the nilpotent case. 
1. INTRODUCTION 
A partial triangular matrix is a matrix in which the upper triangular 
part (including the main diagonal) is specified, and the strictly lower trian- 
gular part is unspecified and considered as free independent variables (all 
matrices in this paper are over the field of complex numbers). 
A completion of a partial matrix is any complex matrix which is ob- 
tained by replacing the unspecified entries with complex numbers. A ma- 
trix completion problem is a problem of finding all completions with specific 
properties of a given partial matrix. 
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In [l, 4] the problem of the existence of a strictly lower triangular 
completion with given characteristic polynomial of the completed matrix 
has been completely solved. Generally speaking, such a completion is not 
unique (if it exists). 
In this paper we study the possible geometric multiplicities of Xi, . . . , A, 
as eigenvalues of a completed matrix. It is convenient for us to consider the 
completed matrix A +T as a strictly lower triangular additive perturbation 
of a full (not partial) n-by-n complex matrix A. 
Let A0 = [a$] b e an n-by-n complex matrix, Xi, . . . , A, all its dis- 
tinct eigenvalues, with corresponding algebraic multiplicities Ici , . . . , IcP, 
and 91,. . . , gP their geometric multiplicities. Denote by 
I = o(Ao, Ai(ki), &&J) 
the set of all n-by-n matrices A whose characteristic polynomials are equal 
to that of A0 and such that the matrices T = A - Ao are strictly lower 
triangular matrices. Denote, furthermore, by 
4Ao) = -dAo,h(h,gl), . . . J,(kp,gp,)) 
the subset of the matrices A from cu(Ao) for which gi, . . . ,g, are the geo- 
metric multiplicities of the corresponding eigenvalues Xi, . . . , A,. 
In this paper, we also use the following notation: 
r(Ao - Xjl) = min{rank(A - Xjl) : A E cu(Ao, Xl(kl), . . . , X,(lc,))} 
for the minimal rank of all possible completions of A0 from the set a(Ao), 
and 
5;(Ao - X,1) = max{rank(A - X,1) : A E a(Ao, AI(kI), X,(k,))) 
for the maximal rank of such completions. 
The main result of present paper is the following one: 
THEOREM 1.1. Given an n-by-n matrix A = (aij)tjzl with eigen- 
values X1, . . . , A, and algebraic and geometric multiplicities kl, . . . , kP and 
Ql,..., gp, respectively. Let hi E N be such that 1 5 hi 5 gi, i = 1,. . . ,p. 
Then there exists a mutti B = (bij);j=l with b,.j = aij, j 5 i such that 
Xl,... ,X, are eigenvalues of B with algebraic and geometric multiplicities 
kl,... , kP and hl, . . . , h,, respectively. 
The present paper consists of four sections. The most labor-consuming 
part of this work was the case p = 1, i.e. investigation of the possible 
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geometric multiplicities of 0 as a single eigenvalue of a nilpotent matrix 
A [A E o(Ao, O(n))]. 
The following result (concerning this problem) is obtained (Section 2): 
For a given partial triangular matrix A0 and gi E N, there exists a 
strictly lower triangular completion T of A0 such that Ao + T E a(Ao, O(n)) 
with the geometric multiplicities of X1 = 0 equal to g1 if and only if 1 < 
gl I: n - I. 
In Section 3 we propose the method of reducing the investigation of 
geometric multiplicities of the eigenvalues of a completed matrix to the 
nilpotent case (Theorem 3.1) and prove our main result (Theorem 3.3). 
Finally, in Section 4 we show that there are matrices for which The- 
orem 1.1 gives the full story (Lemma 4.1), and there are matrices where 
one may increase some of the geometric multiplicities individually but not 
simultaneously (Example 4.1). 
2. THE NILPOTENT CASE. END-FORM MATRICES 
In [2, Lemma 5.31 it was shown that a partial triangular matrix B is 
lower similar to a Jordan matrix J if and only if B is partial Hessenberg 
with some conditions on the index sequence of B and its main diagonal. 
An arbitrary nilpotent matrix is not lower similar to its Jordan form, 
but can be reduced to some rather simple form, suitable for solving various 
problems, concerning strictly lower triangular completion. 
A nilpotent n x n complex matrix of rank r(A) = r will be called an end- 
form matrix if it is strictly upper triangular and it has exactly r nontrivial 
rows (a trivial row is a row every entry of which equals to zero). 
LEMMA 2.1. For any n x n complex nilpotent matrix A, there exists a 
strictly lower triangular matrix T and an invertible lower triangular matrix 
L = [li,j], with li,i = 1, such that 
LAL-%T=B, (2.1) 
where B is an end-form matrix. 
Proof. We shall obtain L as a product of a sequence of invertible lower 
triangular matrices Li,J, which was construct as follows: 
Let rowa (A) be the first from the end row of the matrix A which can 
be represented as a linear combination of some upper rows rowp% (A) (/?i < 
cyl’di). There exist hal,i,. ,Sal,al-~ such that row,,(L1,1ALy,i) = 0, 
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where ~51.1 is an invertible matrix of the form 
1 
1 
. . 
Ll,l = 1 . s a1,l ... 6 a1,al-l 0 1 1. 
Since rank A = r, one can find n - r - 1 more rows of A. For each of 
them there exists Lr,j, j = 1,. . , n - T - 1, such that, in the matrix 
Al = Ll,+_,. . . LI,~AL<: . . . L&, one has 
row,, (Al) = . = rowan-, = 0. 
(The matrices with several trivial rows form a right-side ideal.) Let now 
El = {Pl,...,PT) (Pl I ... 6 ,&) be the set of the numbers of nontrivial 
rows of A1 = {~i,j}&=~. Denote by AI the T x T matrix with entries 
Z,,j = ap,,fli for pi, pj E El. Then AI is a nilpotent matrix as well, so 
rank Ar(Zr) = ~1 < r, and we can repeat our procedure to obtain a new 
matrix 
with r - r-1 trivial rows. 
Put A2 := LQ+ ... L2,1A1L;i ... L2,&T,. We continue this process 
to obtain the nilpotent matrix C in which the main diagonal consists 
of zeros and exactly r rows are nontrivial. Take L = ni nj Li,j; since 
LAL-1 = C, there exist T and B, satisfying the conditions of the theorem, 
such that 
LAL-1 + T = B. 
The following simple lemma will be used in the proof of Theorem 2.3. 
LEMMA 2.2. Let C be an (n - 1) x (n - 1) nilpotent matrix. Then the 
n x n matrix 
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is nilpotent if and only if 
BX=O, BCX = 0,. . . , BC”-2X = 0. (2.2) 
Proof. It is not difficult to check that 
det(A - X1) = (-l)n(X” - Xnm2BX - Xne3BCX - . . - BCne2X). 
This polynomial is identically equal to (-l)nXn if and only if BX = 0, 
BCX = 0,. . . , BCY2X = 0. ??
THEOREM 2.3. Let A0 be an n x n complex nilpotent matrix and g E 
N. There exists a strictly lower triangular completion T of A0 such that 
geometric multiplicity of eigenvalue 0 us equal to g if and only if 
[n - I =I 1 L g I n - I, (2.3) 
where 
and 
c(Ao) = min{rankA : A E a(Ao, O(n))} (2.4) 
F(A~) = max{rank A : A E cu(Ao, O(n))}. (2.5) 
Proof. The necessary part immediately follows from the definitions of 
I and I. 
The sufficient part will be proved by induction with respect to the size n 
of the matrix. Suppose that, for all (n - 1) x (n - 1) matrices, the statement 
of the theorem holds. Now, we are going to prove it for the matrix Ao. Let 
lIg<n-l-E(AO) (2.6) 
[when g = n - I the statement of the theorem follows from (2.4)]. 
By the definition of r(Ao), there exists a strictly lower triangular matrix 
TI such that rank(Ac + Tl) = r(Ao). Applying Lemma 2.1 to the matrix 
A0 + TI, we obtain 
L(Ao + TI)L-l + T2 = B. 
It is enough to show that there is a strictly lower triangular matrix T3, such 
that rank(B f T3) = n - g. Indeed, in this case 
B + T3 = L(Ao + TI)L-l + T2 = T3; 
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hence 
L-l@ + T3)L = A0 + [TI + K1(Tz + T&C] =: A0 + T. 
So rank(B + T3) = n - g = rank(Ao + T), and the geometric multiplicity 
of A0 + T is equal to g. 
Since B is strictly upper triangular matrix, it can be represented in the 
form 
B= 
0 c 
H-) 0 D’ 
(2.7) 
The matrix B is an end-form matrix with only I nontrivial rows, and 
rank B = r-(A,) 5 n - g - 1. So 
rank D 5 r(Ao) 5 n - g - 1. (2.8) 
Because D is nilpotent (n - 1) x (n - 1) matrix, we can apply the inductive 
hypothesis to D. This means that there exists a strictly lower triangular 
matrix T such that 
rank(D + T) = n - (g + 1) = (n - g) - 1. (2.9) 
Let now fi = D + T [r(E) = (n -9) - l] and 
jy := 
0 c H--) x 5’ (2.10) 
where X must be chosen such that r(E) = n - g. If the row vector C 
is linearly independent of the rows of D, then to complete the proof it is 
sufficient to take X = 0. If C is some linear combination of rows of 5, we 
consider two cases: 
(1) C = 0; then we can choose a vector X which is linearly independent 
of the column vectors of 5. 
(2) C # 0; then C is a linear combination of rows of 0. 
Let R_ be an invertible matrix such that RDR-1 = Jo is the Jordan 
form of D. Denote by R the following matrix: 
jj= (2.11) 
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Let 
L=EZ-l= (A&++ 
It is clear that the vector CR-’ is a linear combination of rows of Jo as 
well. 
Show now that there exists Y such that the rank of the matrix 
is r(x) = n - g + 1. Here 
z:= 
0 Cl c2 c3 . G-1 
Yl 0 El 
E2 
. . 
Yn-2 0 . . . En_2 
Yn-1 0 
CR-1 = (cl,... ,Cn-l), Y=(Y1,...,Yn-l)T, Ei =&I. 
Since CR-l E spani,i,,_i(rowi(J~)), one has cl = 0; but in this case 
there exists i such that q # 0. Let cy = mini for which ci # 0 and, 
correspondingly, E,_ 1 = 1. We have 
rank Jo = rank(C,rowi(Jo), . ,row,_z(Jg), 
rowa(Jo) ,rown-l(JD))T, 
and, so, if we take ya_i = 1 and y1 = . . . = ya_2 = ya = . . = yn_l = 0, 
then we’ll obtain a new (n - g + 1)th row vector 
(1,O )...) O,l,O ,...) O), 
T T 
Y--l Err-1 
which is linearly independent of the vectors C, rowi( i = 1,. . , a - 
2, a,. . . , n - 1. So rank x (with these yi) is equal to n - g - 1. 
The only thing which we have to check is that the completed matrix is 
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nilpotent. But 
Y= 
'0 
0 
1 
0 
0, 
+-a-l, 
0 El 
. . ‘. . . 
. . 
JD = I . 1 . . . . . 
0 ’ 
0 
% 
h-1, 
\ 
+- a-l, 
1 
1 +-a-l, . . &P-2 
0 I 
CY=O; 
(CJD)~-I = 0 + CJDY = 0, 
CJ; = 
00 E 
. . . . . . . 
. . ‘. 
. .& 
. . 0 
0 
* (CJ;>a-1 =O 
--r. CJ,jY = 0, 
It follows from Le_mma 2.2 that the matrix x is nilpotent. Moreover, we 
proved that rank L = n - g. Since 
we can take X = R-‘Y, and the theorem is proved. ??
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COROLLARY 2.4. Let A,J E ~((0, ICI)). Then v(A,-,) = n - 1. 
Note that the equality r(Ao) = n - 1 was obtained in [3, Theorems 2.1 
and 2.51. 
3. THE MAIN RESULT 
In this section we propose a method which allows us to reduce the in- 
vestigation of the geometric multiplicities (as well as the Jordan structure) 
of completed matrices with different eigenvalues to the case of nilpotent 
matrices (Theorem 3.1). Then we prove the main result of our paper (The- 
orem 3.3). 
Let 81 = {ii,. . . ,ip} and E:2 = {ji,. ,j,} be two sets of positive 
integers, where 
l<il<...<i,<n and 1 5 ji < . . < j, 2 n. 
For any matrix B = [b2,3]qj=1 we denote by B(Zi, Ez) the following p x q 
matrix: 
B(Zl,%) = [hx,PlaE~l,~ES?~ 
Instead of B@, Zl) we write B(El) ( compare with the notation in the proof 
of Lemma 2.1). 
THEOREM 3.1. Let A be an n x n matrix and X1,. . , A, be its eigen- 
values, with algebraic multiplicities /cl,. . , k,. Then there exists a strictly 
lower triangular matrix L and a subset El c 3 = {1,2,. . , n} such that 
det[B(Ei) - XI] = (X - Xi)Icl, 
det[B(Ez) - X1] = (X - X2)” ... (X - Xp)kl’, 
and 
where 
B= (I+L)A(I+L)-’ and 52 =E\Zi (E= {1,2,...,n}). 
Proof. We can suppose that Xi = 0 (otherwise we consider the matrix 
A - XII). In th is case, the characteristic polynomial of the matrix A is 
P(X) = @‘PI(X) [PI(O) # 01. 
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Let rank A = r; then there exists a strictly lower triangular matrix Li 
such that in the matrix 
Bl = (I+Ll)A(I+Ll)-l 
n - T rows are trivial (the method of construction of the matrix L1 was 
shown in the proof of Lemma 2.1). 
Let 1‘1 be the set of the numbers of trivial rows in the matrix Bi, and let 
~1 = Z\&. The characteristic polynomial of the matrix Bi(qi) is X”zPi(X), 
where kz = kl -n+r. Suppose that ka is still positive; then det Bl(qy) = 0. 
Let ri = rank BI (~1). Then again there exists a strictly lower triangular 
r-by-r matrix LZ such that the matrix (If Lz) B1 (vl)(I+ Lz)-l has r -ri 
trivial rows. Denote by z], the n-by-n strictly lower triangular matrix 
Es = [x,j], where 
and 1~ are the entries of the matrix La. The matrix A(& ~1) has n - ri 
trivial rows. Denote the set of numbers of this rows by 5s. Let 
B2 = (I + x2)(1. + LI) A (I + &)-‘(I + iz)-l, 
772 = Z \ &, and rs = rank Bz(q2). 
The characteristic polynomial of the matrix Be is Xk3Pi(X), where 
k3 = k2 - (r - r1) = kl - n + rl. If ks is still positive, we continue this 
process. After a finite number of such steps we shall find a subset Ei c S 
and a strictly lower triangular matrix L, which satisfy the conditions of the 
theorem. ??
Now, to prove Theorem 3.3, we also need the following 
LEMMA 3.2. Let B be an n x n complex matrix, and let the set E = 
(1,. . , n} be represented as the union 2 = 51 U 22 of two disjoint subsets. 
Suppose that the eigenvalues of matrices B(E1) and B@) are distinct and 
B(Zl, Z2) = 0. Then the matrix B is similar to the matrix C = [ci,j]&=i, 
where 
cij = 
bi,j for (i,j) $! 5 x E:1, 
O for (i,j) E 5 X Z:1. 
The proof of this lemma can be easily carried out from Theorem 2.5 
of [2]. 
COMPLETIONS 225 
THEOREM 3.3. Let Ao be an n x n complex matrix, XI,. . . , A, its dis- 
tinct eigenvalues, and ICI,. . . , k, and gf, . . ,gg their algebraic and geo- 
metric multiplicities respectively. Then for every set G = (91,. . . , gP} E 
ZP with 1 < gi 5 98, there exists a strictly lower triangular matrix T - 
(completion) such that Ao + T E cy(Ao) and 91,. . , gp are geometric mul- 
tiplicities of X1, . . . , A,. 
Proof. We provide the proof of the theorem by induction with respect 
to the number p of the eigenvalues. 
The case p = 1 follows from Theorem 2.3. 
General case: Let 91,. . . , gp be geometric multiplicities of the eigenval- 
ues Xi,.. , A, of Ao. And let Bs = (I+ L) A0 (I + L)-’ be constructed as 
in Theorem 3.1. 
By Lemma 3.2, gi is the geometric multiplicity of the eigenvalue Xi 
of the matrix Bc(Ei), and g2,. . . ,gp are the geometric multiplicities of 
X2,. , A,, which are the eigenvalues of &(a,). Using the inductive hy- 
potheses, we can add some elements xi,j [i > j, (i,j) E Zi x Z:1] and yi,j 
[i > j, (i, j) E Zz X =:2] to the matrix Bc and obtain the following prop- 
erties of the completed matrix Bc + T: the geometric multiplicity of Xr of 
the matrix (Bc + T)(Zl) equals gi, and independently the geometric multi- 
plicities of the eigenvalues X2, . . , A, of the matrix (Bc + T)(5) are equal 
to g2,. . . ,gp respectively. Using again Lemma 3.2 and Theorem 3.1, we 
obtain that A0 + (I + L)-’ T (I + L) = A0 + To satisfies all the conditions 
required in our theorem. ??
4. STRUCTURE OF THE SET OF GEOMETRIC MULTIPLICITIES 
LetXi,.. , A, be the eigenvalues of the n-by-n matrix Ao, with algebraic 
multiplicities ICI, . . . , kp. 
It was shown in Section 2 that the set R(Ao) of the geometric multi- 
plicities of the eigenvalues of all matrices A E a(Ao, O(n)) coincides with 
the discrete segment II(g), where ?j = g(Ao) = n - r(Ao). 
Let now Ao be an arbitrary n-by-n matrix. If O(Ao) is the set of all 
geometric multiplicities (91,. ,gp} of the matrices A E a(Ao, Xl(kl), . . , 
h4kp)), then 
Wo) c G?,(Ao), . . z~,(Ao)), 
where ijj (Ao) = n - q (A0 - X, I) and lI(<i, , Ep) is the discrete paral- 
lelepiped II(<i, . . . , Ep) = II x . - x II(Q). 
LEMMA4.1. Letill ,..., X,EC,kl,..., k,EN,andkl+...+k,=n. 
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Then, for any gi, . . . , gp satisfying the conditions 1 < gj 5 kj, there exists 
a matrix Ao E cr(Ao, Xl(kl), . . . , Xp(kp)) such that 
WAo) = %l,. . . ,gJ. (4.1) 
Proof. Let Jtily(X) d enote the p x u Jordan matrix 
x El 
. . 
Jp,v(X) = . ! . . . 0 ... I7 &p-l x 
whereei=~~~=~P_v+l=landsP-y+s=~~~=eP_i=O. ByAcwe 
denote the Jordan matrix 
AO = diag(J~,,,, (&I,. . . , Jk,,m,(&)). 
In [2, Theorem 2.11, all possible Jordan structures of completed matrices 
A E ~(Ao, Ai( . . . . &&J) were described. Using both Theorem 2.1 and 
Theorem 2.5 of 123, we complete the proof of this lemma. W 
Note that not for every matrix A0 the set O(Ao) coincides with a discrete 
parallelepiped. Let us consider the following 
EXAMPLE 4.1. For the 4 x 4 matrix 
Ao E 4-40, O(2), l(2)). 
Since rank Ae = 3 and rank (A0 - I) = 2, the point (1, 2) E fi(Ao). 
For the matrix 
rank(Ae + 7’1) = 2 and rank(Ac - I + 7’1) = 3. Hence (2, 1) E S1(Ao). By 
Theorem 3.3 the point (1, 1) also belongs to R(Ao). 
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Show that (2, 2) @ R(Ao), i.e., there does not exist a strictly lower 
triangular matrix T such that Ao+T E a(Ao,O(2), l(2)), rank(Ao+T) = 2, 
and rank(Ao + T - I) = 2. 
Suppose that such a matrix exists; then 
If x # 1 then rank(Ao + 2’) = 3; hence x = 1, but then 
rank(Ao + T - I) = rank 
Contradiction. 
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