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Abstract
Chemical functionalization has proven to be a
promising means of tailoring the unique prop-
erties of graphene. For example, hydrogena-
tion can yield a variety of interesting effects,
including a metal-insulator transition or the for-
mation of localized magnetic moments. Mean-
while, graphene grown by chemical vapor de-
position is the most suitable for large-scale
production, but the resulting material tends
to be polycrystalline. Up to now there has
been relatively little focus on how chemical
functionalization, and hydrogenation in partic-
ular, impacts the properties of polycrystalline
graphene. In this work, we use numerical simu-
lations to study the electrical properties of hy-
drogenated polycrystalline graphene. We find
a strong correlation between the spatial dis-
tribution of the hydrogen adsorbates and the
charge transport properties. When the hydro-
gen is confined to the grain boundaries there
is little impact on charge transport, while a
uniform distribution of hydrogen yields a sig-
nificant degradation of the electronic mobility.
This difference is related to the resonant impu-
rity states induced by the hydrogen adsorbates;
these states can form when the hydrogen is in
the pristine graphene grains, but not when the
hydrogen is within the grain boundary. These
results suggest that one can tune the electrical
transport of polycrystalline graphene through
selective hydrogen functionalization, and they
also have important implications for hydrogen-
induced magnetization and spin lifetime of this
material.
Introduction
Since its experimental isolation in 20041, single-
layer graphene has emerged as an exciting ma-
terial for a wide variety of applications. Much of
this excitement stems from graphene’s remark-
able electrical1, optical2, thermal3, and me-
chanical properties4. In addition to its unique
intrinsic properties, another promising charac-
teristic of graphene is its tunability. In par-
ticular, because graphene is two-dimensional,
chemical functionalization has been studied as
an effective approach to extrinsically tune its
material properties. For example, metallic
adatoms can potentially induce a strong spin-
orbit coupling in graphene5 and oxygen adsorp-
tion can significantly alter graphene’s thermo-
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electric characteristics6. An adsorbate of par-
ticular interest is hydrogen, which forms a cova-
lent bond to a single carbon atom and induces
a resonant impurity state around the graphene
Dirac point7,8. This can have a considerable
impact on electronic transport, as revealed by
measurements of a metal-insulator transition
with increasing hydrogen density9. Recent ex-
perimental work has also shown that hydrogen
induces a localized magnetic resonance10, which
could have important implications for graphene
spintronics11,12.
While mechanical exfoliation tends to yield
the highest-quality graphene samples in the lab-
oratory, chemical vapor deposition (CVD) is
the most efficient method to produce graphene
on an industrial scale. This method is now
capable of producing single graphene grains
reaching the centimeter scale13–15, but faster
CVD growth yields much smaller grains, re-
sulting in a material that is polycrystalline15.
In polycrystalline graphene, the grain bound-
aries (GBs) between misoriented grains con-
sist of a series of non-hexagonal rings16–18 that
can impede charge transport through the ma-
terial19–21. In addition, GBs tend to be more
chemically reactive than pristine graphene,
which can also strongly impact charge trans-
port, making this material interesting for gas
sensing applications22,23. Prior studies have
examined the impact of hydrogenation on the
electronic transport properties of polycrys-
talline graphene9,24, but the detailed nature of
the interaction between GBs and hydrogen ad-
sorbates remains unclear.
In this work, we use ab initio and tight-
binding (TB) calculations to study the impact
of hydrogenation on the electronic properties of
polycrystalline graphene. We find that the pre-
cise distribution of hydrogen adatoms is crucial
for predicting their effect. Specifically, when
the hydrogenation is confined to the GBs, the
overall impact on charge transport is negligi-
ble, which is in sharp contrast to the case of
hydrogenation within the grains. We find that
this difference is related to the formation (or
not) of the resonant impurity state near the
Dirac point; hydrogen adsorbates induce reso-
nant states within the graphene grains but not
in the GBs. These results suggest the possi-
bility of tuning the electrical transport of poly-
crystalline graphene through selective hydrogen
functionalization, and also have important im-
plications for hydrogen-induced magnetic trans-
port properties.
Hydrogenation of a Stone-
Wales defect
We begin our study with a canonical structural
defect in graphene, the Stone-Wales (SW) de-
fect. As shown in Figures 1(a) and (b), a SW
defect consists of a 90-degree rotation of a sin-
gle carbon-carbon bond, turning four hexagons
into two pairs of pentagons and heptagons. In
this defect, and in GB structures in general,
we classify ”interior” defect sites as the car-
bon sites that only belong to non-hexagonal
rings, and ”exterior” defect sites as those that
belong to both hexagonal and non-hexagonal
rings. By this definition, the exterior sites lie
on the boundary between the SW defect (or the
GB) and the pristine graphene region. Vari-
ous ab initio calculations have shown that the
interior sites are more favorable for chemical
adsorption25,26. To study the impact of hy-
drogenation, we calculated the electronic band
structure of the SW defect with a single hydro-
gen impurity at either an interior or an exterior
defect site, as shown schematically in Figures
1(a) and (b). The calculations were performed
using the SIESTA ab initio package27 using the
PBE-GGA density functional28 including full
structural relaxation of a 7x7 unit cell using a
8×8 k-point sampling, and employing a double-
zeta polarized basis set. The resulting band
structures are shown in Figures 2(a) and (b),
and indicate a clear difference between the two
cases. As seen in Figure 2(b), hydrogenation of
an exterior site opens a band gap and induces
a strongly localized impurity state around the
Fermi energy, similar to what is seen in hydro-
genated pristine graphene7,8. In constrast, Fig-
ure 2(a) shows that the localized impurity state
is completely suppressed when hydrogenating
the interior defect site. How does this compare
to the band structure of the SW defect with-
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out hydrogen? I tried to look briefly at the
band structure and shift the Fermi-level to add
an electron but could not make sense of it, so
more time is needed here.. maybe we can leave
it for now(?)
These results echo those reported by other
groups29,30, and they speak to the importance
of the local atomic structure in determining the
formation of localized impurity states. Accord-
ing to graph theory, the number of zero-energy
eigenvalues in a bipartite lattice is given by
n0 = |nA− nB|, where nA and nB are the num-
ber of sites in each sublattice31. At all carbon
sites around the SW defect, the bipartite na-
ture of the graphene lattice is preserved and
hydrogenation will induce an impurity state at
zero energy (the Dirac point). However, the two
interior atoms of the SW defect are each con-
nected to both sublattices of the surrounding
bipartite lattice, and thus they cannot be as-
signed to either of the two sublattices. In this
case, hydrogenation does not induce an imbal-
ance of the two sublattices, and the zero-energy
impurity state does not form.
Hydrogenation of polycrys-
talline graphene
Moving beyond the SW defect, we now con-
sider hydrogenation of a more realistic poly-
crystalline graphene sample. For this work,
a large-area polycrystalline sample containing
∼2.2 million atoms was generated according to
the method of Ref.32, with an average grain di-
ameter of 21 nm. Owing to its size, the elec-
tronic properties of this sample were described
by a nearest-neighbor tight-binding (TB) model
with a single pz-orbital per carbon site. As
shown by the dashed lines in Figure 2, this sim-
ple model does a good job of reproducing the
ab initio calculations of the SW defect. To cal-
culate electronic tranport in the polycrystalline
sample, we employed a real-space order-N wave
packet propagation method33,34. Through this
method one can calculate the time-dependent
diffusion coefficient as
D(E, t) =
∂
∂t
∆X2(E, t), (1)
where ∆X2 is the mean-square displacement of
the wave packet,
∆X2(E, t) =
Tr[δ(E − Hˆ)|Xˆ(t)− Xˆ(0)|2]
ρ(E)
,
(2)
and ρ(E) = Tr[δ(E−Hˆ)] is the density of states
(DOS), which we calculated using a kernel poly-
nomial method. Finally, the semiclassical con-
ductivity, mean free path, and mobility were
calculated as σ(E) = e2ρ(E)Dmax(E), `e(E) =
Dmax(E)/2vF (E), and µ(E) = σ(E)/n(E),
where Dmax is the maximum value of the time-
dependent diffusion coefficient, vF is the elec-
tron Fermi velocity, and n is the charge density,
obtained by integrating the DOS.
In our transport calculations, we consid-
ered three distributions of hydrogen adsorbates.
Similar to the SW defect, we considered hydro-
genation of only the interior and exterior GB
sites, and also a random distribution of hydro-
gen throughout the entire sample. These dis-
tributions are shown schematically in Figures
1(c)-(e), where we zoom in on one particular
GB. Figure 3 shows the results of our trans-
port calculations assuming a hydrogen density
of 0.35%, which is the amount needed to fully
saturate the interior GB sites. The red, blue,
and green lines are for hydrogenation of the in-
terior GB sites, the exterior GB sites, and the
entire sample, respectively, while the dashed
line is for the polycrystalline sample in the ab-
sence of hydrogen. In Figure 3(a), there is a
clear correlation between the hydrogen distribu-
tion and the resulting increase in DOS around
zero energy when hydrogen is present outside
the interior of the GB, similar to the SW de-
fect. In particular, for a uniform distribution of
hydrogen, a resonant peak in the DOS appears
near the Dirac point, which is the signature of
hydrogenation of pristine graphene. However,
when the hydrogenation is confined to the GBs,
this peak is strongly suppressed for the exterior
sites, and is completely absent for the interior
sites. In fact, for interior site hydrogenation
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Figure 1: Structural configuration of hydrogen adsorption in defective graphene. Panels (a) and
(b) depict adsorption on an interior and exterior site of a Stone-Wales defect, respectively. Panels
(c)-(e) show the case of polycrystalline graphene, with adsorption (c) on the interior GB sites, (d)
the exterior GB sites, and (e) randomly distributed throughout the sample.
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Figure 2: Bandstructure of a hydrogenated
Stone-Wales defect. Panel (a) is for adsorption
on an interior site, while panel (b) shows the
case of adsorption on an exterior defect site.
Solid (dashed) lines are obtained from ab initio
(tight-binding) calculations.
the DOS actually decreases on the electron side
compared to the polycrystalline sample (polyX)
without hydrogen. This behavior is also re-
flected in the electronic mean free path `e and
the sample mobility µ, shown in Figures 3(b)
and (c). Here, uniform hydrogenation signifi-
cantly reduces `e and µ, while hydrogenation of
the exterior GB sites has a much smaller im-
pact. Meanwhile, hydrogenation of the interior
GB sites appears to have, on average, little to
no impact on the electrical transport properties
of polycrystalline graphene.
In Figure 4 we examine the impact of vary-
ing the hydrogen density on the graphene GBs.
The solid line is for a hydrogen density of 0.35%,
the dotted line is for 0.18%, and the dashed line
is for no hydrogen. The main panels of Figure 4
reveal the trends suggested in Figure 3; for the
exterior GB sites the mean free path is reduced
with an increasing density of hydrogen (Figure
4(b)), while hydrogenation of the interior GB
sites has, on average, a negligible impact (Fig-
ure 4(a)). However, as noted before, there is
an unexpected slight increase of the mean free
path when hydrogenating the interior GB sites.
This behavior is also reflected in the local DOS
(LDOS) of the GB atoms, shown in the insets.
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Figure 3: Impact of hydrogen distribution on
the electronic (a) density of states, (b) mean
free path, and (c) mobility of polycrystalline
graphene. The red, blue, and green curves are
for hydrogenation on the interior GB sites, ex-
terior GB sites, and a random distribution, re-
spectively, while the dashed line is for the poly-
crystalline sample without hydrogen. In all
cases, the hydrogen defect density is 0.35% cor-
responding to 100% occupation of the interior
GB sites (cf. subscript on labels).
Here one can see that increasing the hydrogena-
tion of the interior GB sites actually decreases
the LDOS of the GBs at certain energies. Thus,
it appears that hydrogen adsorbates can passi-
vate the defect states associated with graphene
GBs, slightly reducing their adverse impact on
charge transport. This only appears to be true
for the interior GB sites, as the LDOS always
increases (and `e decreases) with increasing hy-
drogenation of the exterior GB sites.
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Figure 4: Impact of hydrogen density on the
electronic mean free path of polycrystalline
graphene. Panel (a) is for hydrogenation of the
interior grain boundary sites, while panel (b)
is for the exterior grain boundary sites. The
solid line is for a hydrogen density of 0.35%,
corresponding to full saturation of the interior
grain boundary sites. The dotted line is for
a hydrogen density of 0.18%, and the dashed
curve is for the polycrystalline sample without
hydrogenation. The insets show the local den-
sity of states, projected over the grain boundary
atoms.
Discussion and conclusions
To summarize, we have used ab initio and tight-
binding calculations to study charge transport
in hydrogenated polycrystalline graphene. Our
calculations reveal that the zero-energy state
usually induced by hydrogen is strongly sup-
pressed or completely absent when the hydro-
gen sits on a grain boundary. Our calcula-
tions also reveal that the presence or absence
of this zero-energy defect state have a strong
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impact on charge transport through polycrys-
talline graphene. Earlier work that studied the
impact of clusterization of hydrogen on pris-
tine graphene found a similar result – clus-
terization tended to suppress the formation of
the zero-energy state and led to better charge
transport in graphene35. The dependence on
the hydrogen distribution has also important
implications for experiments, as recent work
showed that depending on the functionalization
process, chemical adsorbates can either collect
at graphene GBs or they can be distributed
throughout the sample24. Thus, the exact pro-
cess of hydrogenation could lead to different re-
sults in transport measurements.
Our results can also have important conse-
quences for graphene spintronics. Recent ex-
perimental work has shown that the resonant
state induced by a hydrogen adsorbate is mag-
netic, with an exchange splitting of ∼20 meV10.
This local, magnetic resonant state can strongly
alter spin relaxation times in graphene11,12, and
is undesirable for the development of graphene-
based spintronic devices. The suppression of
the resonant state at the GBs suggests that spin
lifetimes in polycrystalline graphene may be un-
affected by a small density of hydrogen impuri-
ties.
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