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Дисертацiйну роботу присвячено вивченню випадкових гауссових проце-
сiв зi стiйкими кореляцiйними функцiями та їх властивостей. Основною
тематикою є знаходження властивостей та деяких оцiнок для розподiлiв
дiйсних та комплексних випадкових процесiв, побудова ймовiрнiсних моде-






, d > 0 iз заданою надiйнiстю 1 − α, 0 < α < 1 та
точнiстю β > 0 в просторах неперервних функцiй C([0, T ]) та в просторах,
iнтегровних з показником p, функцiй Lp([0, T ]), p ≥ 1, побудова довiрчого
iнтервалу для параметра процесу Орнштейна-Уленбека, а також перевiрка
гiпотези про вигляд кореляцiйної функцiї центрованого вимiрного дiйсно-
значного гауссового стацiонарного процеcу зi стiйкою кореляцiйною фун-
кцiєю.
Оскiльки, кореляцiйна функцiя є однiєю з важливих характеристик ви-
падкових процесiв, то постають питання оцiнювання та вигляду цiєї фун-
кцiї для випадкового процесу, побудова критерiїв для її iдентифiкацiї. Та-
кож актуальною задачею є використання випадкових гауссових процесiв зi
стiйкими кореляцiйними функцiями для розв’язування широкого спектра
задач, наприклад, пов’язанних з вузькосмуговими процесами, економетри-
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кою, фiнансовою та страховою математикою. Прикладом процесу зi стiйкою
кореляцiйною функцiєю є процес Орнштейна-Уленбека. Процес Орнштейна-
Уленбека – це процес дифузiї, який був введений як модель швидкостi ча-
стинки, яка рухається згiдно законiв броунiвського руху. Такий процес є
стацiонарним, гауссовим та маркiвським. Це лише один iз нетривiальних
процесiв, який задовольняє три умови, включаючи лiнiйнi перетворення
змiнних простору та часу. У фiзицi процес Орнштейна-Уленбека є прото-
типом шумового процесу релаксацiї. У галузi фiнансiв вiн добре вiдомий
завдяки моделi процентних ставок Васiчека. Процес Орнштейна-Уленбека
широко застосовується для моделювання процесiв реверсiї. Процеси реверсiї
цiкавi для моделювання цiн на товари. Також процес Орнштейна-Уленбека
використовується для стохастичного моделювання обмiнних курсiв. Остан-
нiм часом процес Орнштейна-Уленбека використовується у фiнансах як мо-
дель мiнливостi цiн на активи.
Результати дисертацiної роботи можна умовно подiлити на три частини.
У першiй частинi наведено властивостi та знайдено оцiнки розподiлу дiй-
сних i комплексних випадкових процесiв зi стiйкою кореляцiйною функцi-
єю. У другiй частинi побудовано моделi у просторах C([0, T ]) та Lp([0, T ]),
p ≥ 1, а також знайдено оцiнку параметру гауссового стацiонарного процесу
Орнштейна-Уленбека. Третя частина присвячена побудовi критерiю для пе-
ревiрки гiпотези про вигляд кореляцiйної функцiї центрованого вимiрного
дiйсного гауссового стацiонарного процеcу зi стiйкою кореляцiйною функцi-
єю.
В роздiлi 2 дисертацiйної роботи вивчаються дiйснозначнi гауссовi випад-
ковi процеси зi стiйкою кореляцiйною функцiєю. В цьому роздiлi знайдено
оцiнки зверху для розподiлу супремуму дiйсного гауссового випадкового
процесу зi стiйкою кореляцiйною функцiєю.
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В роздiлi 2 також дослiджено поведiнку дiйсного гауссового стацiонарно-
го процесу Xα(t) зi стiйкими кореляцiйними функцiями при прямуваннi t
до нескiнченностi. Поведiнку процесу описано у термiнах оцiнок для роз-
подiлу супремуму нормалiзованого процесу (у якостi нормалiзацiї виступає
невипадкова функцiя). Такий результат можна застосувати для доведення
посиленого закону великих чисел для самого процесу.
Знайдено оцiнки для розподiлу норми в просторi Lp([0, T ]), p ≥ 1 дiй-
сного гауссового випадкового процесу зi стiйкою кореляцiйною функцiєю.
Описано аналiтичнi властивостi гауссових випадкових процесiв зi стiйкими
кореляцiйними функцiями.
У роздiлi 3 дисертацiйної роботи подано аналiз властивостей власного
комплексного випадкового процесу. Дослiджено стацiонарнi власнi компле-
кснi випадковi процеси зi стiйкою кореляцiйною функцiєю. Наведено умови
iснування власних комплексних випадкових процесiв, а також означення,
пов’язанi з комплексними випадковими процесами. Також у цьому роздi-
лi отримано оцiнки розподiлу деяких функцiоналiв з модуля стацiонарних
гауссових власних комплексних випадкових процесiв та проаналiзовано по-
ведiнку модуля стацiонарних власних комплексних випадкових процесiв на
нескiнченностi.
У роздiлi 4 розглянуто способи зображення та основнi властивостi про-




, d > 0,
який задається як гауссовий процес з вiдповiдною кореляцiйною функцiєю.
Побудовано моделi, якi наближають стацiонарний гауссовий процес зi стiй-




, d > 0, iз заданою
надiйнiстю та точнiстю в просторах C([0, T ]) та Lp([0, T ]), p ≥ 1, а також
знайдено швидкостi збiжностi моделей, сформульовано вiдповiднi теореми.
У якостi базису в просторi L2(T) використовуються функцiї Ермiта.
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У роздiлi 5 запропоновано новий метод побудови довiрчого iнтервалу
для параметра θ0 процесу Орнштейна-Уленбека, як розв’язку стохастично-







(тут випадковий процес – це iнтеграл вiд квадрату процесу





. Тут процес W̃ (s) – це
нормований вiнерiвський процес. Розглянутi вирази називаються ймовiрно-
стями малих вiдхилень, оскiльки параметр вважається малим.
У роздiлi 6 розглянуто задачу перевiрки гiпотези про параметер стiйкої
кореляцiйної функцiї. Оскiльки кореляцiйна функцiя повнiстю визначає га-
уссовий випадковий процес, то виникає питання про вигляд цiєї функцiї для
випадкового процесу. Для того, щоб з’ясувати це, розглянуто центрований
вимiрний дiйсний гауссовий стацiонарний процеc зi стiйкою кореляцiйною
функцiєю, розглянуто лему про прийняття гiпотези для процесу загального
вигляду, доведено теорему про наближення кореляцiйної функцiї корелогра-
мою, сформульовано i доведено лему про прийняття гiпотези H для процесу,
у якого кореляцiйна функцiя стiйка i має вигляд
ρα(τ) = B
2 exp {−d|τ |α} ,
де 0 < α ≤ 2, d > 0, B ∈ R.
Ключовi слова: гауссовий випадковий процес, кореляцiйна функцiя, ком-
плексний випадковий процес, дiйсний випадковий процес, критерiй згоди,
процес Орнштейна–Уленбека, точнiсть моделювання, надiйнiсть моделюва-
ння, модель випадкового процесу, перевiрка гiпотез, побудова довiрчого iн-
тервалу.
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The thesis is devoted to the study of random Gaussian processes with stable
correlation functions and their properties. The main topic is finding the properti-
es and some distributions of real and complex random processes, construction of
probabilistic models which approximate Gaussian process with a stable correlati-




, d > 0 with a given reliability 1− α, 0 <
α < 1 and accuracy β > 0 in the spaces C([0, T ]) and Lp([0, T ]), p ≥ 1,
construction of a confidence interval for the parameter of the Ornstein–Uhlenbeck
process and testing the hypothesis about the form of the correlation function of
a centered measurable real Gaussian stationary process with a stable correlation
function.
Since the correlation function is one of the important characteristics of random
processes, there are questions of evaluation and representation of this function
for a random process, the construction of criteria for its identification. It is also
relevant to use random Gaussian processes with stable correlation functions to
solve a wide range of problems, like those for band-limited processes, as well as
those in econometrics and financial mathematics. An example of a process with
a stable correlation function is the Ornstein-Uhlenbeck process. The Ornstein-
Uhlenbeck process is a diffusion process which was introduced as a model of the
velocity of a particle which moves according to the laws of Brownian motion. The
process is stationary, Gaussian and Markov. This is just one non-trivial process
that satisfies these three conditions, up to linear transformations of space and
time variables. In physics, the Ornstein-Uhlenbeck process is a prototype of the
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noise relaxation process. In the field of finance, it is well known for Vasicek
Interest Rate Model. The Ornstein-Uhlenbeck process is widely used to model
the mean reverting process. Mean reverting processes are naturally attractive
for product price modeling. The Ornstein-Uhlenbeck process is also used for
stochastic modeling of exchange rates. Recently the Ornstein-Uhlenbeck process
has appeared in finance as a model of the volatility of the underlying asset price
process.
The results of the thesis can be conditionally divided into three parts. The first
part describes, presents the properties and estimates of the distribution of real
and complex random processes with a stable correlation function. In the second
part, models are constructed in the spaces C([0, T ]) and Lp([0, T ]), p ≥ 1, and
an estimate of the parameter of the Gaussian stationary Ornstein-Uhlenbeck
process is also found. The third part is devoted to the criterion for testing the
hypothesis about the form of the correlation function of a centered measurable
real Gaussian stationary process with a stable correlation function.
Section 2 of the thesis studies real Gaussian random processes with a stable
correlation function. In this section, we find upper bounds for the distribution
of the supremum of a real Gaussian random process with a stable correlation
function.
Section 2 also describes the behavior of a real Gaussian stationary process
Xα(t) with a stable correlation function at the infinity. The behavior of the
process is described in terms of estimates for the distribution of the supremum
of the normalized process (as a normalization is a non-random function). This
result can be used to prove the strong law of large numbers for the process itself.
Estimates are found for the distribution of the norm in the space Lp([0, T ]),
p ≥ 1 for a real Gaussian random process with a stable correlation functi-
on. Analytical properties of Gaussian random processes with stable correlation
8
functions are described.
Section 3 of the thesis presents an analysis of the properties of proper complex
random process. Stationary complex proper random processes with stable correlati-
on function are investigated. The conditions of existence of proper complex
random processes are given. Necessary definitions connected with complex proper
processes are provided. Estimates of the distribution of some functionals of the
module of stationary Gaussian proper complex random processes are obtained,
and the behavior of the module of stationary proper complex random processes
at infinity is also analyzed.
Section 4 discusses the methods of representation and the main properties of





d > 0. Models that approximate the stationary Gaussian process with a stable




, d > 0 with a given reliability,
accuracy in the spaces C([0, T ]) and Lp([0, T ]), p ≥ 1 are constructed, and the
rates of convergence of the models are found, and the corresponding theorems
are stated. Hermitian functions are used as a basis in the space L2(T).
Section 5 proposes a new method for constructing a confidence interval for
a parameter θ0 of the Ornstein-Uhlenbeck process as a solution of a stochastic







(here the random process is an integral of the square of the





. Here the process
W̃ (s) is a normalized Wiener process. The considered expressions are called
probabilities of small deviations because the parameter under consideration is
small.
In Section 6 the problem of testing the hypothesis about the parameter of a
stable correlation function is stated. Since the correlation function completely
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determines the Gaussian random process, the question arises about the form of
this function for a random process. In order to clarify this, a centered measurable
real Gaussian stationary process with a stable correlation function is considered,
a lemma on the acceptance of a hypothesis for a process of general form is stated,
a theorem on the approximation of a covariance function by a correlogram is
proved. There is formulated and proved the lemma on the acceptance of the
hypothesis H for a process which correlation function is stable and has the form
ρα(τ) = B
2 exp {−d|τ |α} ,
where 0 < α ≤ 2, d > 0, B ∈ R.
Keywords: Gaussian random process, correlation function, complex random
process, real random process, goodness-of-fit test, Ornstein–Uhlenbeck process,
accuracy of model, reliability of model, model of random process, testing
hypotheses, building a confidence interval.
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Дисертацiйну роботу присвячено вивченню гауссових випадкових проце-
сiв зi стiйкими кореляцiйними функцiями, їх властивостям та моделюванню
деяких таких процесiв, наприклад, процесу Орнштейна-Уленбека. Вивчен-
ня рiзних класiв випадкових процесiв, дослiдження їх властивостей, оцiнки
розподiлу їх супремумiв та моделювання цих процесiв є актуальною задачею
теорiї випадкових процесiв.
Побудова математичних моделей випадкових процесiв, дослiдження їх за-
гальних властивостей є роздiлом теорiї випадкових процесiв, який стрiмко
розвивається. Активно розробляються рiзнi методи моделювання випадко-
вих процесiв, зростає сфера застосування стохастичних моделей в рiзних
областях соцiальних та природничих наук, таких як фiзика, соцiологiя, фi-
нансова математика, теорiя масового обслуговування тощо. В цiй тематицi
працювало багато науковцiв, серед них можна вiдзначити Г.О. Михайлова,
С.М. Єрмакова, М.Й. Ядренка, Ю.В. Козаченка, А.О. Пашка, А.В. Войти-
шека, Ю.I. Палагiна, О.С. Шалигiна, I.В. Розору та iнших. Г.О. Михайловим
та його учнями було запроваджено багато нових напрямкiв в теорiї моде-
лювання випадкових процесiв.
Велика кiлькiсть робiт присвяченна моделюванню випадкових процесiв,
але в небагатьох з них висвiтлюються питання надiйностi та точностi по-
будованних моделей. Вперше проблема надiйностi та точностi моделювання
випадкових процесiв дослiджувались у роботах Ю.В. Козаченка, Л.Ф. Коза-
ченко, А.О. Пашка. В роботах Ю.В. Козаченка, Л.Ф. Козаченко [24, 25] було
побудовано модель випадкового процесу, яка наближує процес iз заданою
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надiйнiстю та точнiстю у банаховому просторi L2([0, T ]). Книга [29] Ю.В.
Козаченка та А.О. Пашка присвячена вивченню моделювання субгауссових
випадкових процесiв, також у нiй побудовано моделi, що наближають про-
цес iз даною надiйнiстю i точнiстю в рiзних банахових просторах. У даних
авторiв багато iнших робiт у данiй тематицi [30, 31, 32, 33]. Також дослiджу-
вались надiйнiсть та точнiсть моделювання гауссового випадкового процесу
з використанням методу Г.О. Михайлова у таких функцiональних просторах
як Lp([0, T ]), p ≥ 1, C([0, T ]), та деяких просторах Орлiча.
Дисертацiйну роботу присвячено вивченню випадкових гауссових проце-
сiв зi стiйкими кореляцiйними функцiями, дослiдженню властивостей таких
процесiв та побудовi моделей деяких видiв таких випадкових процесiв.
Зв’язок роботи з науковими програмами, планами, темами.
Дисертацiйну роботу виконано в рамках держбюджетної теми № 15-1вв/18
“Аналiтичнi методи дослiдження стохастичних диференцiальних рiвнянь”
(номер державної реєстрацiї 0115U000087) кафедри прикладної механiки i
комп’ютерних технологiй Донецького нацiонального унiверситету iменi Ва-
силя Стуса та розробки “Розроблення електронної краудфандiнгової пла-
тформи iндексацiї, пошуку, класифiкацiї та аналiзу метричних книг та iн-
ших iсторичних документiв” (номер державної реєстрацiї 0118U003139) ка-
федри прикладної механiки i комп’ютерних технологiй Донецького нацiо-
нального унiверситету iменi Василя Стуса.
Мета та задачi дослiдження.
Дисертацiйну роботу присвячено вивченню випадкових гауссових проце-
сiв зi стiйкими кореляцiйними функцiями. Метою роботи є вивчення власти-
востей гауссових процесiв зi стiйкими кореляцiйними функцiями, а також
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моделювання таких процесiв. Для цього використовуються методи теорiї
випадкових процесiв, розширюється коло теоретичних i практичних засто-
сувань даних процесiв.
Об’єктом дослiдження є гауссовi випадковi процеси зi стiйкими коре-
ляцiйними функцiями.
Предметом дослiдження є стохастичний i статистичний аналiз, що
використовуються для моделювання i дослiдження таких процесiв.
Методика дослiдження.
В роботi використовуються методи теорiї ймовiрностей, аналiтичний апа-
рат теорiї випадкових процесiв та математичної статистики тощо.
Наукова новизна одержаних результатiв.
Наукова новизна результатiв полягає у створеннi наукових основ дослi-
дження гауссових випадкових процесiв зi стiйкими кореляйцiйними функцi-
ями, зокрема для дiйсних i випадкових процесiв, їх застосуваннi до теорiї
моделювання випадкових процесiв.
• Знайдено розподiл супремуму дiйсного гауссового випадкового процесу
зi стiйкими кореляцiйними функцiями.
• Описано поведiнку дiйсного гауссового стацiонарного процесу зi стiйки-
ми кореляцiйними функцiямиXα(t) при прямуваннi t до нескiнченностi.
• Знайдено розподiл норми в просторi Lp(T ) дiйсного гауссового випад-
кового процесу зi стiйкою кореляцiйною функцiєю.
• Описано аналiтичнi властивостi гауссових випадкових процесiв зi стiй-
кими кореляцiйними функцiями.
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• Наведенi означення, деякi властивостi та їх аналiз для власного компле-
ксного випадкового процесу.
• Отримано оцiнки розподiлу деяких функцiоналiв з модуля стацiонарних
гауссових власних комплексних випадкових процесiв.
• Побудовано моделi, якi наближають гауссовий процес зi стiйкою ко-




, d > 0 iз заданою на-
дiйнiстю 1 − α, 0 < α < 1 та точнiстю β > 0 в просторах C([0, T ]) i
Lp([0, T ]), p ≥ 1.
• Знайдено новий метод побудови довiрчого iнтервалу для параметра θ0
процесу Орнштейна–Уленбека.
• Сформульовано та перевiрено гiпотезу про вигляд кореляцiйної функцiї
центрованого вимiрного дiйсного гауссового стацiонарного процеcу, яка
дорiвнює
ρα(τ) = B
2 exp {−d|τ |α} ,
де 0 < α ≤ 2, d > 0.
Практичне значення одержаних результатiв.
Отриманi в дисертацiйнiй роботi результати мають теоретичне значення
та практичне застосування в рiзних областях природничих наук, таких як
фiзика, фiнансова математика, тощо.
Особистий внесок здобувача.
Основнi результати, що виносяться на захист, отриманi автором самостiй-
но. Визначення напрямку дослiджень, постановка задач та загальне керiв-
ництво роботою належать науковому консультанту доктору фiз.–мат. на-
ук, професору Ю. В. Козаченку. У сумiсних роботах з Ю. В. Козаченком
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[73, 74, 34] спiвавтору належить постановка задач та загальне керiвництво
роботою, основнi результати отриманi дисертантом особисто. У роботi у
спiвавторствi з Б. В. Бондаревим [6] постановка задачi належить спiвавтору,
в основну частину дисертацiї включенi результати, що отриманi здобувачем
особисто.
Апробацiя результатiв. Результати дисертацiї доповiдались та обгово-
рювались на наукових конференцiях та засiданнях наукових семiнарiв про-
вiдних українських установ, а саме:
• Сучаснi проблеми теорiї ймовiрностей та математичного аналiзу: Все-
українська наукова конференцiя. м.Ворохта, 22–25 лютого 2017.
• Збiрник наукових праць професорсько-викладацького складу ДонНУ
iменi Василя Стуса за 2015-2016 рр. 2017.
• Восьма мiжнародна науково-практична конференцiя студентiв, аспiран-
тiв i молодих вчених «Сучаснi задачi прикладної статистики, промисло-
вої, актуарної та фiнансової математики». м.Вiнниця, 20–22 квiтня 2016.
• VIII мiжнародна школа-семiнар «Теорiя прийняття рiшень». м.Ужгород,
26 вересня – 1 жовтня 2016.
• Вiсiмнадцята мiжнародна наукова конференцiя iменi академiка Михай-
ла Кравчука. м.Київ, 7–10 жовтня 2016.
• Мiжнародна наукова конференцiя «Методика викладання та методи до-
слiдження в математицi». м. Берегове, 21–23 квiтня 2016.
• IX Всеукраїнська конференцiя студентiв, аспiрантiв та молодих вчених
з математики. 10–11 квiтня 2020.
• International Conference “Stochastic Equations, Limit Theorems and Stati-
stics of Stochastic Processes”, Kyiv, Ukraine, September 17–22, 2018.
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• International Conference “Differential Equations, Mathematical Physics and
Applications”, Cherkasy, Ukraine, October 17–19, 2017.
• International Conference “Modern Stochastics: Theory and Applications.IV”,
Kyiv, Ukraine, May 24–26, 2018. P. 35.
Публiкацiї. За результатами дослiджень опублiковано 16 наукових
праць, у тому числi 5 статей у наукових фахових виданнях України [6, 73,
74, 34, 42], з яких 2 статтi у виданнях, що включенi до мiжнародної наукоме-
тричної бази Scopus [73, 74], 1 стаття в iншому виданнi [96], 10 тез доповiдей
в збiрниках матерiалiв конференцiй.
Структура та обсяг дисертацiї. Дисертацiя складається зi всту-
пу, п’яти роздiлiв, розбитих на пiдроздiли, висновкiв, списку використаних
джерел (105 найменувань), та додатку, який мiстить список публiкацiй здо-
бувача за темою дисертацiї. Повний обсяг дисертацiї становить 129 сторiнок,
основний текст займає 110 сторiнок.
Змiст роботи. У першому роздiлi мiститься короткий iсторичний
огляд лiтератури за тематикою дисертацiї та описано сучасний стан вивче-
ння проблем, схожих до тих, що розглядаються в дисертацiйнiй роботi.
У другому роздiлi розглядаються дiйснi стацiонарнi процеси зi стiйкою
кореляцiйною функцiєю, зокрема розподiли деяких функцiоналiв вiд цих
процесiв та деякi їх властивостi. У пiдроздiлi 2.1 знаходяться оцiнки роз-
подiлу супремуму гауссових стацiонарних процесiв зi стiйкою кореляцiйною
функцiєю.
Означення 2.1. Дiйсний стацiонарний гауссовий процес Xα = {Xα(t) ,
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t ∈ R, 0 < α ≤ 2, такий що EXα(t) = 0,
ρα(h) := EXα(t+ h)Xα(t) = B
2 exp {−d|h|α} , α > 0, d > 0
називається дiйсним гауссовим стацiонарним процеcом зi стiйкою кореля-
цiйною функцiєю.
Теорема 2.2. Нехай Xα – дiйсний сепарабельний гауссовий стацiонарний
процес зi стiйкою кореляцiйною функцiєю. Тодi для будь-яких −∞ < a <





























У пiдроздiлi 2.2 вивчається поведiнка гауссових стацiонарних процесiв
зi стiйкою кореляцiйною функцiєю на нескiнченностi.
Теорема 2.3. Нехай Xα = {Xα(t), t ∈ R} – дiйсний гауссовий стацiо-
нарний процес зi стiйкою кореляцiйною функцiєю, C = {C(t), t ≥ 0} –
монотонно зростаюча функцiя, така що C(t) ≥ 1, t ≥ 0 та C(t) → ∞ при
t → ∞; b0, b1, b2, ..., bk, ... – така послiдовнiсть, що b0 = 0, bk < bk+1, та















(bk+1 − bk)γ <∞,









































У пiдроздiлi 2.3 дослiджуються деякi аналiтичнi властивостi гауссових
стацiонарних процесiв зi стiйкою кореляцiйною функцiєю.
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Теорема 2.5. Нехай {T,Λ, µ} – вимiрний простiр, X = {X(t), t ∈ T} –





dµ(t), p ≥ 1.
Тодi з ймовiрнiстю 1 iснує
∫
T
E|X(t)|pdµ(t), та для всiх ε, таких що ε >













































У пiдроздiлi 2.4 дослiджується розподiл норми в просторi Lp(T ) дiйсно-
го гауссового випадкового процесу зi стiйкою кореляцiйною функцiєю.
Теорема 2.9. Нехай Xα = {Xα(t), t ∈ [a, b]} – сепарабельний центро-
ваний гауссовий процес зi стiйкою кореляцiйною функцiєю. Тодi при всiх
0 < α < 2 процес Xα(t), t ∈ [a, b] – вибiрково непервний з iмовiрнiстю оди-







































Третiй роздiл присвячено комплексним випадковим процесам, якi є
одним iз найважливiших узагальнень поняття випадкового процесу.
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У пiдроздiлi 3.1 наведено основнi означення, пов’язанi з комплексними
випадковими процесами.
Означення 3.1. Випадковий процес вигляду
X(t) = Xc(t) + iXs(t), t ∈ R,
де Xc(t) та Xs(t) є дiйснозначними випадковими процесами (c – косинус, s –
синус), називається комплексним випадковим процесом (див. книгу [56] та
роботу [94]).
Означення 3.2. Функцiя
r(τ, t) = EX(t+ τ)X(t) =
= EXc(t+ τ)Xc(t) + EXs(t+ τ)Xs(t)+
+ i (EXs(t+ τ)Xc(t)− EXc(t+ τ)Xs(t))
називається кореляцiйною функцiєю процесу X(t).
Функцiя
r̂(τ, t) = EX(t+ τ)X(t) =
= EXc(t+ τ)Xc(t)− EXs(t+ τ)Xs(t)+
+ i (EXc(t+ τ)Xs(t) + EXs(t+ τ)Xc(t))
називається псевдокореляцiйною функцiєю процесу X(t).
Означення 3.3. Комплексний випадковий процес X(t) називається вла-
сним комплексним випадковим процесом, якщо псевдокореляцiйна функцiя
цього процесу дорiвнює нулю, EX(t+ τ)X(t) = 0, тобто коли умови
EXc(t+ τ)Xc(t) = EXs(t+ τ)Xs(t),
EXc(t+ τ)Xs(t) = −EXs(t+ τ)Xc(t).
виконуються.
Стацiонарнi власнi комплекснi випадковi процеси розглянуто у пiдроз-
дiлi 3.2.
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Означення 3.6. Кореляцiйна функцiя r(τ), τ ∈ R стацiонарного власно-
го комплексного випадкового процесу називається стiйкою кореляцiйною
функцiєю, якщо вона може бути представлена у формi










де σ2, c, β, α – дiйснозначнi константи, такi що σ2 > 0, c > 0, |β| ≤ 1, 0 ≤
α ≤ 2,
ω (τ, α) =

tg πα2 , 0 ≤ α ≤ 2, α ̸= 1,
2
π log |τ | , α = 1.
У пiдроздiлi 3.3 розглянуто властивостi квадратично-гауссових випад-
кових величин та процесiв.
Означення 3.9. Випадковий процес η = {η(t), t ∈ T} називається квадра-
тично-гауссовим процесом, якщо сiм’я випадкових величин
η = {η(t), t ∈ T}
утворює простiр квадратично-гауссових випадкових величин.


































Оцiнки розподiлу деяких функцiй з модуля стацiонарного власного ком-
плексного випадкового гауссового процесу отримано у пiдроздiлi 3.4.
Теорема 3.3. Нехай X = {X(t), t ∈ [a, b]} – гауссовий стацiонарний вла-











































Теорема 3.4. Нехай X = {X(t), t ∈ [a, b]} – гауссовий стацiонарний вла-

















































В пiдроздiлi 3.5 вивчається поведiнка модуля стацiонарного власного
комплексного випадкового процесу на нескiнченностi.
Теорема 3.5. Нехай X = {X(t), t ∈ (−∞,∞)} – вимiрний гауссовий ста-

























































У четвертому роздiлi побудовано моделi, якi наближають гауссовий




, d > 0,
що є центрованим стацiонарним процесом, iз заданою надiйнiстю, точнiстю
в просторах C ([0, T ]) та Lp ([0, T ]).
У пiдроздiлi 4.1 наведено означення гауссового процесу зi стiйкою ко-




, d > 0 та способи його пред-
ставлення.
Означення 4.1.[103] Стацiонарний випадковий процеc X = {X(t), t ∈






, d > 0, якщо EX(t) = 0 та





де σ2 > 0, a > 0 – деякi константи.
Теорема 4.2. Нехай X(t) = {X(t), t ∈ [0, T ]} – процес зi стiйкою коре-




, d > 0. Тодi цей процес можна
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· sin tu · e−
u2
8a · gk(u)du.
У пiдроздiлi 4.2 побудовано модель стацiонарного гауссового процесу зi




, d > 0 iз заданою
надiйнiстю та точнiстю в просторi C[0, T ].
Означення 4.3. Нехай X(t) = {X(t), t ∈ [0, T ]} – гауссовий випадковий














називається моделлю процесу X(t).
Означення 4.4. Модель XN(t) наближає процес X(t) iз заданою надiй-









Лема 4.1. Нехай X(t) – гауссовий випадковий процес зi стiйкою коре-




, d > 0. Якщо XN(t) – модель


















T 2 + 4(2a+ 1)T +
2πa
a
(2a2 + 3a+ 1)
)
.
Лема 4.2. Нехай X(t) – гауссовий випадковий процес зi стiйкою коре-




, d > 0, XN(t) – модель цього



















8aT 2 + 2
√
2πa(4a+ 3)T + 2(1 + 2a)(5 + 4a)
)
.
Теорема 4.4. Модель XN(t) наближає сепарабельний гауссовий процес




, d > 0
iз надiйнiстю 1 − α, 0 < α < 1, та точнiстю β > 0 в просторi C(T ), де
T = [0, T ], T > 0, якщо N ∈ N таке що
























де BN визначено в лемi 4.1, та 0 < γ ≤ 1.
У пiдроздiлi 4.3 побудовано модель гауссового стацiонарного процесу




, d > 0, що
наближає його iз заданою надiйнiстю та точнiстю в просторi Lp([0, T ]).
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Означення 4.5. Модель XN(t) наближає процес X(t) з надiйнiстю 1 −













Теорема 4.5. Нехай X(t) = {X(t), t ∈ [0, T ]} – вимiрний гауссовий ви-



















Лема 4.3. Нехай X(t) = {X(t), t ∈ [0, T ]} – вимiрний гауссовий процес




, d > 0. Якщо


















































)2/p + 2πa (2a2 + 3a+ 1)2T 2/p
)
.
Теорема 4.6. Нехай X(t) = {XN(t), t ∈ [0, T ]} – вимiрний гауссовий




, d > 0.
Модель XN(t) наближає процес X(t) у просторi Lp([0, T ]) з точнiстю β i






















































)2/p + 2πa (2a2 + 3a+ 1)2T 2/p
)
.
У п’ятому роздiлi запропоновано новий метод побудови довiрчого iн-
тервалу для параметра процесу Орнштейна–Уленбека.
















Теорема 5.1. Нехай ξ(t) – процес Орнштейна-Уленбека з нульовим се-
реднiм, що виходить з нуля: dξ(t) = −θ0ξ(t)dt + σdW (t), ξ(0) = 0. Якщо
0 < θ0 ≤ L < +∞, то справедлива оцiнка





























де o(1) виписується в явному виглядi, 0 < T < +∞ – час спостереження за
процесом ξ(t).
Шостий роздiл присвячений критерiю для перевiрки гiпотези про ви-
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гляд кореляцiйної функцiї центрованого вимiрного дiйсного гауссового ста-
цiонарного процеcу зi стiйкою кореляцiйною функцiєю.
Лема 6.1. Нехай H гiпотеза, яка полягає у тому що кореляцiйна фун-
кцiя центрованого вимiрного стацiонарного гауссового випадкового процесу
X = {X(t), t ∈ T = [0, T + A], 0 < T <∞, 0 < A <∞} , t ∈ R, EX(t) = 0
дорiвнює ρ(τ) = B2 exp {−d|τ |α} , де 0 < α < 2, d > 0. Нехай корелограма
ρ̂(τ) = 1T
∫ T
0 X(t+ τ)X(t)dt, 0 ≤ τ ≤ A є оцiнкою кореляцiйної функцiї ρ(τ).















(ρ̂(τ)− ρ(τ))pdτ > ε
}
≤ g(ε),




















та вiдхиляється у протилежному випад-
ку.
Автор дисертацiї висловлює щиру подяку своєму науковому ке-
рiвнику доктору фiзико – математичних наук, професору Юрiю
Васильовичу Козаченку за постiйну увагу, пiдтримку та цiннi по-
ради.
Також автор висловлює щиру подяку доктору фiзико – матема-




ОГЛЯД ЛIТЕРАТУРИ ЗА ТЕМОЮ
ДИСЕРТАЦIЇ
Наведемо короткий iсторичний огляд робiт за тематикою дисертацiйної ро-
боти.
Спочатку подано результати, що пов’язанi з теорiєю випадкових проце-
сiв та дослiдженням їх аналiтичних властивостей. Наступна частина цьо-
го роздiлу мiстить огляд публiкацiй, якi присвяченi дослiдженню процесу
Орнштейна-Уленбека, дослiдженню властивостей данного процесу та сферi
його застосувань. Наостанок, зроблено огляд робiт, якi стосуються моделю-
вання випадкових процесiв.
Дослiдження локальних властивостей випадкових процесiв бере свiй по-
чаток з теореми Колмогорова про вибiркову неперервнiсть з ймовiрнiстю
одиниця випадкових процесiв, яка була опублiкована в [100]. На базi цiєї
теореми було створено цiлий напрям у теорiї випадкових процесiв. Також
в цьому напрямi отримав результати про загальнi достатнi умови вибiрко-
вої неперервностi М. Й. Ядренко [49]. В роботах Ю. В. Козаченка та М. Й.
Ядренка були отриманi умови для рiзних класiв випадкових полiв [35, 36].
Велика кiлькiсть науковцiв вивчали властивостi розподiлiв супремумiв
випадкових процесiв, вивчали проблеми iснування моментiв та експоненцi-
альних моментiв супремумiв процесiв, особливу увагу звернено на оцiнки
ймовiрностi великих вiдхилень P{sup
t∈T
|X(t)| > ε} i т.д. Цим питанням при-
свяченi роботи Х. Крамера i М. Лiдбеттера [58, 37], М. Маркуса i Ж. Пiзьє
[93], М. Лiдбеттера, Г. Лiндгрена i Х. Рутсена [88], Р. Адлера [50], М. Леду
i М. Талаграна [90], В. В. Булдигiна та Ю. В. Козаченка [55], А. Дембо та
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О. Цейтонi [60].
У 60-тi роки ХХ ст. розпочалось дослiдження локальних властивостей
гауссових процесiв. Зокрема, Ю. К. Бєляєв отримав умови вибiркової не-
перервностi гауссових стацiонарних процесiв та вiдому “альтернативу Бєля-
єва” (1960, 1961) [5, 53]. Умови неперервностi гауссових процесiв рiзними
методами та пiдходами отримали Р. Дадлi [62] та Дж. Дельпорт [59]. Фун-
даментальнi результати щодо властивостей гауссових випадкових процесiв
отримали Р. Дадлi [63], М. Талагран [102], Р. Адлер [50], М. Леду [89], В.
Пiтербарг [97].
Оцiнкам експоненцiальних моментiв та оцiнкам розподiлiв супремумiв га-
уссових процесiв були присвяченi роботи А. В. Скорохода [45], Х. Фернiка
[65], М. Ваханiя, В. I. Тариєладзе, С. А. Чобаняна [13], М. Леду та М. Та-
лаграна [90], М. Лiфшиця [39], В. Юрiнського [105], Х. Ландау [87].
Виникнення нових задач в фiнансовiй математицi та в дослiдженнi мереж
передачi данних спонукало теоретичне вивчення процесiв дробового броу-
нiвського руху. Процес дробового броунiвського руху вперше розглянуто
А. Н. Колмогоровим [67]. Саму назву “дробовий броунiвський рух” ввели
Б. Мандельброт та Дж. Ван Несс [92] i визначили такий процес, як сто-
хастичний iнтеграл вiдносно стандартного броунiвського руху. Дуже часто
стохастичнi процеси використовуються для вхiдних сигналiв рiзних систем.
Зокрема, у фiнансовiй математицi випадковi процеси використовуються для
моделювання еволюцiй активiв, моделювання фiнансових ринкiв цiнних па-
перiв, а аналiз телекомунiкацiйних мереж використовує моделi вхiдних по-
токiв, що є випадковими процесами. Важливе значення мають роботи, якi
були присвяченi оцiнкам рiзних параметрiв випадкових процесiв, зокрема,
процесiв дробового броунiвського руху, наприклад, оцiнюванню параметра
Хюрста. Цим питанням були присвяченi роботи О. О. Курченка [38, 71].
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Велике значення в теорiї випадкових процесiв також має процес Орнштейна-
Уленбека, який вперше вводиться у роботi Г. Є. Уленбека та Л. С. Орн-
штейна [103], як єдиний гауссовий стацiонарний розв’язок стохастичного
диференцiального рiвняння Фоккера-Планка (бiльш детально, наприклад,
у книзi К. В. Гардiнера [15]). Процес Орнштейна-Уленбека на вiдмiну вiд
дробового броунiвського руху має властивiсть короткострокової залежно-
стi i також широко використовується у фiнансовiй математицi, зокрема при
моделюваннi фiнансових ринкiв цiнних паперiв зi стохастичною волатиль-
нiстю, наприклад, у роботах Ґ. Бакшi, К. Као та З. Чена [51], Ґ. Бакшi та
З. Чена [52], а також в теорiї масового обслуговування, де у роботах Д. Д.
Ботвiча i Н. Ґ. Даффiлда [54], К. Рена i Г. Кобаяшi [98] та iн. отриманi
асимптотичнi оцiнки ймовiрностi переповнення буферу для черг, утворених
процесом Орнштейна-Уленбека.
Частина дисертацiї присвячена моделюванню випадкових процесiв. Роз-
робкою теорiї моделювання випадкових процесiв та полiв займалось багато
вчених i цiй тематицi присвячено велику кiлькiсть робiт, серед них роботи
С. С. Артем’єва [3], С. М. Єрмакова та Г. О. Михайлова [18], А. С. Шалигiна
[48], К. К. Сабельфельда [86], С. М. Пригарiна [43], С. Р. Анварова, С. М.
Пригарiна [1], М. П. Бусенко [10], Б. Рiплi [99] та iн.
Широко дослiдженi методи моделювання гауссових випадкових процесiв
та полiв. В роботi М. Й. Ядренка та Г. Рахiмова [44] описується моделюван-
ня iзотропних та однорiдних випадкових полiв на площинi. В роботах М. Й.
Ядренка та З. О. Вижви [14, 104] вивчалось статистичне моделювання iзо-
тропних випадкових полiв на сферi. Традицiйними методами моделювання
для гауссових випадкових процесiв та полiв є методи лiнiйного перетворен-
ня, авторегресiї та ковзаючого середнього, рандомiзацiї спектру, ковзаючого
пiдсумовування, канонiчних представлень та iн. Вони розглянутi в роботах
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В. В. Бикова [11], С. М. Єрмакова та Г. О. Михайлова [18], А. С. Шалигiна
та Ю. I. Палагiна [48], В. Огороднiкова [95], Т. Сана, М. Чайки [101]. Але
слiд зауважити, що в бiльшостi з цих методiв не визначається точнiсть та
надiйнiсть моделювання.
В роботах I. М. Зелепугiної, Ю. В. Козаченка [19, 20], Ю. В. Козаченка та
Л. Ф. Козаченко [24, 25, 26] вивчались методи моделювання, якi дозволяють
будувати моделi, що наближають гауссовий випадковий процес iз наперед
заданою точнiстю та надiйнiстю в певних функцiональних просторах. В ро-
ботах Ю. В. Козаченка, А. М. Тегзи та Р. Джулiано Антонiнi [2] та Ю. В.
Козаченка, А. М. Тегзи, Н. В. Трошкi [77] дослiджується модель гассового
випадкового процесу, що була введена в роботах Г. О. Михайлова [40], i до-
слiджено точнiсть та надiйнiсть даної моделi гауссового процесу в деяких
функцiональних просторах. Методам моделювання субгауссових випадко-
вих процесiв та полiв iз наперед заданою точнiстю присвячена низка робiт
А. О. Пашка [29, 30, 31, 32, 33, 41]. В сумiсних роботах Ю. В. Козаченка, О.
I. Василик та Т. Соттiнена [82, 83] запропоновано алгоритм моделювання
φ-субгауссового узальненого дробового броунiвського руху ZH(t). Побудо-
вано модель, що наближає процес ZH(t) iз заданою точнiстю та надiйнiстю
в C([0, T ]).
Г. О. Михайловим та його учнями розроблено ряд нових напрямкiв у
галузi моделювання випадкових процесiв та полiв: спектральнi моделi гаус-
сових полiв, моделi випадкових полiв по точкових потоках, теорiя збiжностi
числових моделей випадкових функцiй, метод подвiйної рандомiзацiї тощо.
Для певних методiв моделювання випадкових гауссових процесiв точнiсть
та надiйнiсть моделей дослiджувалась у роботах Ю. В. Козаченка, Л. Ф.
Козаченко, А. О. Пашка та iнших авторiв.
Оскiльки кореляцiйна функцiя є однiєю з найбiльш важливих характери-
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стик випадкових процесiв, постає питання оцiнювання i вигляду цiєї функцiї
для випадкового процесу, побудова критерiїв для її iдентинтифiкацiї. Деякi
результати щодо властивостей стiйкої кореляцiйної функцiї представленi в
роботi [91].
У другому роздiлi даної роботи вивчаються дiйснi стацiонарнi процеси зi
стiйкою корреляцiйною функцiєю, зокрема розподiли деяких функцiоналiв
вiд цих процесiв та деякi їх властивостi. Для iнших процесiв подiбнi задачi
розглядались в роботах [84],[68], [21], [76], [27]. Моделi деяких гауссових ста-
цiонарних процесiв зi стiйкими кореляцiйними функцiями було побудовано
в роботах [73], [96], [74].
Третiй роздiл присвячено комплексним випадковим процесам, якi є одним
iз найважливiших узагальнень поняття випадкового процесу (див. [56, 94]).
Умови iснування власних комплексних випадкових процесiв описанi у [94,
56]. Деякi результати щодо стiйкої кореляцiйної функцiї та її властивостей
представленi в роботi [91].
В четвертому роздiлi застосовано зображення випадкових процесiв у ви-
глядi випадкових рядiв з некоррельованими членами, отримане в роботi Ю.
В. Козаченко, I. В. Розори, Є. В. Турчина [79] для побудови моделей стоха-
стичних процесiв, що наближає процеси iз заданою надiйнiстю та точнiстю
в просторах C ([0, T ]) та Lp ([0, T ]). Подiбнi конструкцiї були дослiдженi у
книзi Ю. В. Козаченка та iн. [28] у загальному випадку.
У п’ятому роздiлi використано принцип побудови для параметра процесу
Орнштейна-Уленбека довiрчого iнтервалу з [7, 8], також використано дове-
дення теореми, наведене у роботi Г. Н. Ситої [46]. У цьому роздiлi отримано
бiльш точну оцiнку для параметра Θ0 процесу Орнштейна-Уленбека, нiж у
роботi [47].
У шостому роздiлi розглядається критерiй для перевiрки гiпотези про
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вигляд кореляцiйної функцiї центрованого вимiрного дiйсного гауссового
стацiонарного процеcу зi стiйкою кореляцiйною функцiєю. Моделi деяких
гауссових стацiонарних процесiв зi стiйкими кореляцiйними функцiями було
побудовано в роботах [73], [96]. У роботi [69] було знайдено новi результати,
щодо верхнiх та нижнiх меж для розподiлу квадратичних форм гауссових
випадкових величин, а також границь таких форм, на основi цих оцiнок
пропонується критерiй для перевiрки гiпотези про функцiю коварiацiї ρ(τ)
гауссового випадкового процесу. А у роботi [80] доведено нерiвностi для роз-
подiлiв квадратичних форм iз квадратично-гауссових випадкових величин
та розподiлiв супремума квадратичних форм iз квадратично-гауссових ви-
падкових процесiв. Цi нерiвностi дозволяють дослiдити сумiснi розподiли
оцiнок кореляцiйних функцiй гауссових процесiв.
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Роздiл 2
ДIЙСНI ВИПАДКОВI ПРОЦЕСИ ЗI
СТIЙКОЮ КОРЕЛЯЦIЙНОЮ ФУНКЦIЄЮ
Цей роздiл продовжує дослiдження з роботи [73], де вивчались комплекснi
гауссовi процеси зi стiйкою кореляцiйною функцiєю. В цiй роботi вивчаю-
ться дiйснi стацiонарнi процеси зi стiйкою корреляцiйною функцiєю, зокре-
ма розподiли деяких функцiоналiв вiд цих процесiв та деякi їх властивостi.
Для iнших процесiв подiбнi задачi розглядались в роботах [84],[68], [21], [76],
[27]
Моделi деяких гауссових стацiонарних процесiв зi стiйкою кореляцiйною
функцiєю було побудовано в роботах [73], [96], [74].
Роздiл складається з трьох пiдроздiлiв. У першому пiдроздiлi знайдено
оцiнки розподiлу супремуму гауссових стацiонарних процесiв зi стiйкою ко-
реляцiйною функцiєю. У другому пiдроздiлi вивчається поведiнка цих про-
цесiв на нескiнченностi. У третьому – дослiджуються деякi аналiтичнi вла-
стивостi таких процесiв. Четвертий пiдроздiл мiстить оцiнки для розподiлу
норми в просторi Lp(T ) дiйсного гауссового випадкового процесу зi стiйкою
кореляцiйною функцiєю.
2.1 Оцiнки для розподiлу супремуму дiйсного гауссового випад-
кового процесу зi стiйкими кореляцiйними функцiями
Теорема 2.1. Нехай T = [a, b], X = {X(t), t ∈ [a, b]}, −∞ < a < b < ∞
– центрований сепарабельний гауссовий процес та M = sup
t∈T
(E|X(t)|2)1/2.
Нехай iснує неперервна строго зростаюча функцiя σ = {σ(h), h ≤ 0} така,
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також iснує невiд’ємна неспадна функцiя r(u), u ≥ 1, така що функцiя
r(ey), y ≥ 0 - опукла та виконується умова: для деякого v > 0 (а тому i














|X(t)|) ≤ 2D(λ, θ), (2.1)
де











r(−1)(v) – обернена до r(v) функцiя.
Доведення. Ця теорема випливає з теореми 3.4.4 книги [55], див. також ро-
боту [72] та доведення в роботi [61].













































(точка в якiй права частина в (2.3) набуває мiнiмуму по λ).
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Означення 2.1. Дiйсний стацiонарний гауссовий процесXα = {Xα(t), t ∈ R},
0 < α ≤ 2, такий щоEXα(t) = 0, ρα(h) := EXα(t+h)Xα(t) = B2 exp {−d|h|α},
α > 0, d > 0 називається дiйсним гауссовим стацiонарним процеcом зi стiй-
кою кореляцiйною функцiєю.
Теорема 2.2. Нехай Xα – дiйсний сепарабельний гауссовий стацiонарний
процес зi стiйкою кореляцiйною функцiєю. Тодi для будь-яких −∞ < a <



































. В нашому випадку














)1/2. Зауважимо, що σ(h) < √2B. От-
же, σ(h)(−1)(h) визначена при 0 ≤ h <
√






тодi при 0 < s < B
√
2:


























































































)(θB)− 2βα + 1)1/β. (2.4)























Тепер твердження теореми випливає з нерiвностей (2.2) та (2.3).


























)1/2)2/α(1− 2βα )−1/β + 1
)
.


















Наслiдок 2.3. Нехай виконуються умови теореми 2.2, тодi при
ε >
√





















Доведення. При 0 ≤ x ≤ 1 має мiсце нерiвнiсть
1− (1− x)1/2 = 1− (1− x)
















. Тепер нерiвнiсть (2.6) випливає з




2.2 Поведiнка дiйсного гауссового стацiонарного процесу Xα(t)
зi стiйкими кореляцiйними функцiями при прямуваннi t до
нескiнченностi
Теорема 2.3. Нехай Xα = {Xα(t), t ∈ R} – дiйсний гауссовий стацiонарний
процес зi стiйкою кореляцiйною функцiєю, C = {C(t), t ≥ 0} – монотонно
зростаюча функцiя, така що C(t) ≥ 1, t ≥ 0 та C(t) → ∞ при t → ∞;
b0, b1, b2, ..., bk, ..., – така послiдовнiсть, що b0 = 0, bk < bk+1, та bk → ∞
















(bk+1 − bk)γ <∞,
















































, тодi з нерiвностi
Гельдера отримаємо, що
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θ – будь-яке число, що 0 < θ < 1, r(u), u ≥ 1 – монотонно зростаюча




Покладемо r(u) = u
α








· 24/α + 1
)
.












































































(bk+1 − bk) · 24/α
)}
. (2.8)
Оскiльки, при 0 < γ < 1, x > 0 виконується нерiвнiсть
ln(1 + x) ≤ 1
γ
ln(1 + x)γ ≤ 1
γ
ln(1 + xγ) ≤ x
γ
γ






















































































то отримаємо твердження теореми.











































































































































Теорема 2.4. Нехай виконуються умови теореми 2.3, тодi з ймовiрностю
одиниця для всiх t > 0 виконується умова
|Xα(t)| < ξα · C(t),
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де ξα – така випадкова величина, що при будь-якому 0 < θ < 1





































































Доведення. Теорема випливає з теореми 2.3 та нерiвностей (2.7) i (2.3),








Приклад 2.1. Якщо в умовах теореми 2.3 покласти bk = ek, k = 1, 2, ... та
1
rk
= e−k · e
(e− 1)





2 , а цей ряд збiгається, коли C(t) = t
1/2+β, β > 0, або C(t) =
t1/2(ln t)1/2+δ при δ > 0.











(ek+1 − ek)γ =
= (e− 1)γ−1 · e
∞∑
k=0
e−k · eγk <∞.
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2.3 Оцiнки для розподiлу норми в просторi Lp(T ) дiйсного гауссо-
вого випадкового процесу зi стiйкою кореляцiйною функцiєю
Теорема 2.5. Нехай {T,Λ, µ} – вимiрний простiр, X = {X(t), t ∈ T} –





dµ(t), p ≥ 1.
Тодi з ймовiрнiстю 1 iснує
∫
T
E|X(t)|pdµ(t) та для всiх ε, таких що ε >













































Доведення. Ця теорема є наслiдком Теореми 2.1 з роботи [70].
Теорема 2.6. Нехай Xα(t), t ∈ [a, b] – вимiрний дiйсний гауссовий процес
зi стiйкою кореляцiйною функцiєю. Тодi для ε > ĉ1/p√p,















Доведення. Ця теорема випливає з попередньої теореми. Тут простiр {T,Λ, µ}
– це iнтервал [a, b] з борелiвською σ-алгеброю та мiрою Лебега
E|X(t)|2 = B2.
Теорема 2.7. Нехай Xα(t), t ∈ R – вимiрний дiйсний гауссовий процес зi




















Доведення. Ця теорема також випливає з теореми 2.5. Тут простiр {T,Λ, µ}













Прикладом C(t) може бути функцiя така, що при t > 1 C(t) = t1/p+ε, де
ε > 0.
2.4 Аналiтичнi властивостi гауссових випадкових процесiв зi стiй-
кими кореляцiйними функцiями
Наступна теорема є наслiдком теореми 2.2.9 з книги [[84], c.79].
Теорема 2.8. Нехай X = {X(t), t ∈ [a, b]} – сепарабельний гауссовий про-
цес, такий, що iснує монотонно зростаюча неперервна функцiя σ(h), h ≥ 0,















Тодi випадковий процес X(t), t ∈ [a, b] є вибiрково непервний з iмовiрнiстю


































З теореми 2.8 випливає наступна теорема
Теорема 2.9. Нехай Xα = {Xα(t), t ∈ [a, b]} – сепарабельний центрований
гауссовий випадковий процес зi стiйкою кореляцiйною функцiєю. Тодi при
всiх 0 < α < 2 процес Xα(t), t ∈ [a, b] – вибiрково непервний з iмовiрнiстю







































Доведення. Покладемо σ(h) =
√










































Зауваження 2.1. Щоб знайти бiльш точну оцiнку, треба знайти мiнiмум
за β правої частини в нерiвностi (2.12).
Означення 2.2. Випадковий процес X(t), t ∈ [a, b] називають диференцi-






Якщо iснує X ′(t), то її називають середньоквадратичною похiдною процесу
X(t).
Теорема 2.10. [17][с. 300] Для того, щоб у процесу X(t), EX(t) = 0 iснува-





(t′ − t)(t′′ − t)
(
B(t′, t′′)−B(t′, t)−B(t′′, t) +B(t, t)
)
,








З цiєї теореми випливає наступна теорема:
Теорема 2.11. Нехай Xα(t), t ∈ [a, b] – стацiонарний процес зi стiйкою
корреляцiйною функцiєю (не обов’язково гауссовою). Тодi при 0 < α < 2




2 exp {−d(t− s)} ·
(
4d2 · (t− s)2 + 2d
)
,














Доведення. В нашому випадку
1
(t′ − t)(t′′ − t)
(





4d2 · (t′′ − t′)2 + 2d
)


















Зробивши замiни s1 = d1/α(t′ − t) та s2 = d1/α(t′′ − t), бачимо, що необхiдно
дослiдити при s1, s2 → 0 поведiнку виразу
P =
e−|s1−s2|
α − e−|s1|α − e−|s2|α + 1
s1s2
.











P −Q = e
−s21−s22 · (e2s1s2 − 1)
s1s2
має границю при s1, s2 → 0 за правилом Лопiталя. Очевидно, що Q має
границю за правилом Лопiталя, тому й P має границю, що i треба було
довести у випадку α = 2.
Якщо ж 0 < α < 2, то за формулою Тейлора з залишковим членом у




= 2 · |s|
α + o(|s|α)
s2
→ ∞, s→ 0.
Це i доводить твердження у випадку 0 < α < 2.
Зауваження 2.2. Коли Xα(t) – гауссовий процес, тодi X ′α(t) також гауссо-
вий процес.
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Тепер покажемо, що середньоквадратична похiдна вiд Xα(t) є звичайною
неперервною похiдною з iмовiрнiстю одиниця, якщо Xα(t) – гауссовий та
сепарабельний.
Теорема 2.12. [57] НехайX(t), t ∈ [a, b] – неперервний з iмовiрнiстю одини-
ця випадковий процес з EX(t) = 0, EX(t)X(s) = B(t, s) та нехай iснує не-
перервна з iмовiрнiстю одиниця середньоквадратична похiдна процесу X(t),
така що EX ′(t)X ′(s) = ∂
2B(t,s)
∂t∂s , тодi з iмовiрнiстю одиницяX
′(t) є звичайною
похiдною процесу X(t).
Наслiдок 2.6. Для процесу X2(t) iснує вибiрково неперервна похiдна X ′2(t)
з кореляцiйною функцiєю (2.13) та X ′2(t) – гауссовий процес.
Доведення. Щоб довести твердження наслiдку досить довести, що процес






= 4B2d− 4B2 exp {−d|τ |α} (2dτ 2 + d) =
= 4B2d
(
1− exp {−d|τ |α}
)
(2dτ 2 + d) =
= 4B2d
(













2d2τ 2 + d
)
· τ 2 ≥ Zτ 2,
де Z = 4B2d
(
2d2τ 2 + d
)
така константа, що |τ | < s. Тобто σ(τ) =
√
Zτ ,
далi доведення теореми аналогiчне доведенню теореми 2.9.
2.5 Висновки до другого роздiлу
У роздiлi 2 було знайдено оцiнки для розподiлу супремуму дiйсного гауссо-
вого випадкового процесу зi стiйкими кореляцiйними функцiями. Описано
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поведiнку дiйсного гауссового стацiонарного процесу зi стiйкими кореляцiй-
ними функцiями Xα(t) при прямуваннi t до нескiнченностi. Також знайдено
оцiнки для розподiлу оцiнки в просторi Lp(T ) дiйсного гауссового випад-
кового процесу зi стiйкою кореляцiйною функцiєю та описано аналiтичнi






У цьому роздiлi йдеться про комплекснi випадковi процеси, якi є одним
iз найважливiших узагальнень поняття випадкового процесу (див. [56, 94]).
Комплекснi випадковi процеси особливо актуальнi, коли дослiджуються вузь-
космуговi процеси. Цi процеси використовуються як моделi складних амплi-
туд квазiгармонiчних коливань або хвиль у радiофiзицi та оптицi [4]. У цьо-
му роздiлi представлено результати дослiдження властивостей комплекних
випадкових процесiв, якi кориснi при розв’язаннi задач у наведених вище
галузях. Умови iснування власних комплексних випадкових процесiв отри-
манi у [94, 56]. У цьому роздiлi дослiджено стацiонарнi власнi комплекснi
випадковi процеси, стацiонарнi власнi комплекснi випадковi процеси зi стiй-
кою кореляцiйною функцiєю. Деякi результати щодо властивостей стiйкої
кореляцiйної функцiї мiстяться в роботi [91]. У цьому роздiлi також одержа-
но деякi властивостi квадратично гауссових випадкових величин та процесiв
(додатковi результати можна знайти, наприклад, в роботах [55, 76, 80]). Та-
кож отримано оцiнки розподiлу функцiоналiв вiд модуля стацiонарних вла-
сних комплексних випадкових гауссiвських процесiв (для ознайомлення з
додатковими результатами дивiться, наприклад, [78, 85, 96]). Доведено тео-
реми, якi описують поведiнку модуля стацiонарного власного комплексного
випадкового процесу на нескiнченностi.
У пiдроздiлi 3.2 наведено основнi визначення, пов’язанi з комплексними
випадковими процесами. Стацiонарнi власнi комплекснi випадковi процеси
дослiджено у пiдроздiлi 3.3. У пiдроздiлi 3.4 розглянуто властивостi ква-
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дратичних гауссових випадкових величин та процесiв. Пiдроздiл 3.5 мiстить
оцiнки розподiлу деяких функцiй вiд модуля стацiонарного власного ком-
плексного випадкового гауссового процесу. У пiдроздiлi 3.6 дослiджується
поведiнка модуля стацiонарного власного комплексного випадкового проце-
су на нескiнченностi.
3.1 Власнi комплекснi випадковi процеси
Означення 3.1. Випадковий процес вигляду
X(t) = Xc(t) + iXs(t), t ∈ R,
де Xc(t) та Xs(t) є дiйснозначними випадковими процесами (c – косинус, s –
синус), називається комплексним випадковим процесом (див. книгу [56] та
роботу [94]).
Зауваження 3.1. У цьому роздiлi розглядаються центрованi випадковi
процеси, тобто
EX(t) = EXc(t) = EXs(t) = 0.
Означення 3.2. Функцiя
r(τ, t) = EX(t+ τ)X(t) =
= EXc(t+ τ)Xc(t) + EXs(t+ τ)Xs(t)+
+ i (EXs(t+ τ)Xc(t)− EXc(t+ τ)Xs(t))
називається кореляцiйною функцiєю процесу X(t).
Функцiя
r̂(τ, t) = EX(t+ τ)X(t) =
= EXc(t+ τ)Xc(t)− EXs(t+ τ)Xs(t)+
+ i (EXc(t+ τ)Xs(t) + EXs(t+ τ)Xc(t))
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називається псевдокореляцiйною функцiєю процесу X(t).
Означення 3.3. Комплексний випадковий процес X(t) називається вла-
сним комплексним випадковим процесом, якщо псевдокореляцiйна функцiя
цього процесу дорiвнює нулю, EX(t+ τ)X(t) = 0, тобто коли умови
EXc(t+ τ)Xc(t) = EXs(t+ τ)Xs(t), (3.1)
EXc(t+ τ)Xs(t) = −EXs(t+ τ)Xc(t). (3.2)
виконуються.
Зауваження 3.2. Умови, за яких iснують власнi комплекснi випадковi про-
цеси, отриманi в книзi [56] та роботi [94].
Означення 3.4. [94] Власний комплексний випадковий процес називається
стацiонарним (у широкому сенсi), якщо для всiх τ, t ∈ R виконується насту-
пне спiввiдношення
r(τ, t) = EX(t+ τ)X(t) = r(τ).
Зауваження 3.3. У випадку, коли власний комплексний випадковий про-
цес X(t) є стацiонарним, можна отримати








Означення 3.5. Комплексний випадковий процес
X(t) = Xc(t) + iXs(t)
називається гауссовим, якщо дiйснозначнi випадковi процеси Xc(t) та Xs(t)
є також гауссовими процесами.
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3.2 Стацiонарнi власнi комплекснi випадковi процеси зi стiйкими
кореляцiйними функцiями
Означення 3.6. Кореляцiйна функцiя r(τ), τ ∈ R стацiонарного власного
комплексного випадкового процесу називається стiйкою кореляцiйною фун-
кцiєю, якщо вона може бути представлена у формi










де σ2, c, β, α дiйснозначнi константи, такi що σ2 > 0, c > 0, |β| ≤ 1, 0 ≤ α ≤
2,
ω (τ, α) =

tg πα2 , 0 ≤ α ≤ 2, α ̸= 1,
2
π log |τ | , α = 1.
Зауваження 3.4. Функцiя r(τ) невiд’ємно визначена, тому що r(τ) є хара-
ктеристичною функцiєю стiйкої випадкової величини ξ, Eξ = 0, у випадку,
коли σ2 = 1 ([91, p.169]).
Означення 3.7. Стацiонарний власний комплексний випадковий процес
називається власним стацiонарним випадковим комплексним процесом зi
стiйкою кореляцiйною функцiєю, якщо
EX(t+ τ)X(t) = r(τ),
де функцiя r(τ) задається формулою (3.5).
Зауваження 3.5. Для стацiонарного власного комплексного випадкового
процесу X(t) = Xc(t)+ iXs(t), EX(t) = 0, зi стiйкою кореляцiйною функцi-































Re r(−τ) = Re r(τ). (3.8)
3.3 Квадратично гауссовi випадковi величини та процеси
У цьому пiдроздiлi наведено означення та деякi властивостi квадратично
гауссових випадкових величин та процесiв.
Означення 3.8. [55, 76] Нехай (T, ρ) є метричний простiр та
Θ = {ξ(t), t ∈ T} , Eξ(t) = 0,
– сiм’я гауссових випадкових величин (наприклад ξ = {ξ(t), t ∈ T} – гауссо-
вий випадковий процес). Простiр квадратично гауссових випадкових вели-
чин (SGΘ(Ω)) – це такий простiр, що будь-який елемент η ∈ SGΘ(Ω) може
бути зображений у формi
η = ξ⃗⊤A ξ⃗ − E(ξ⃗⊤A ξ⃗), (3.9)
де ξ⃗⊤ = (ξ1, ξ2, ..., ξn) , ξk ∈ Θ, k = 1, 2, ..., n та A дiйснозначна матриця, або
η ∈ SGΘ(Ω) є середньоквадратичною границею послiдовностi випадкових
змiнних вигляду (3.9), тобто
η = l.i.m.
(
ξ⃗⊤nAn ξ⃗n − E(ξ⃗⊤nA ξ⃗n)
)
.
Означення 3.9. Випадковий процес η = {η(t), t ∈ T} називається квадра-
тичним гауссовим процесом, якщо сiм’я випадкових величин
η = {η(t), t ∈ T}
утворює простiр квадратично-гауссових випадкових величин.
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Наступна теорема є модифiкацiєю теореми 3.2 з книги [76].
Теорема 3.1. Нехай X = {X(t), t ∈ [a, b]} – сепарабельний квадратично-




(V ar (X(t)−X(s)))1/2 ≤ Chβ (3.10)

















де γ0 = sup
a≤t≤b




























Теорема 3.2. [81] Нехай X = {X(t), t ∈ [a, b]}, де −∞ ≤ a < b ≤ ∞ –


























































































3.4 Оцiнка розподiлу деяких функцiоналiв вiд модуля стацiонар-
них гауссових власних комплексних випадкових процесiв
Теорема 3.3. Нехай X = {X(t), t ∈ [a, b]} – гауссовий стацiонарний вла-



























≤ P (u), (3.14)
де













Доведення. Доведення цiєї теореми випливає з нерiвностi (3.13). Дiйсно, з
(3.6) маємо, що























= E|X(t)|4 − σ4.
Припустимо, що (X1, X2, X3, X4) є нульовим гауссовим вектором. Тодi ми
маємо:
E(X1X2X3X4) = E(X1X2)E(X3X4)+E(X1X3)E(X2X4)+E(X1X4)E(X2X3).
Ця рiвнiсть називається формулою Iссерлiса (див., наприклад, [55, с. 228]).





































dt = σ2p(b− a).
Отже, нерiвнiсть (3.14) випливає з нерiвностi (3.13).
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Теорема 3.4. Нехай X = {X(t), t ∈ [a, b]} – гауссовий стацiонарний вла-

















































Доведення. Твердження цiєї теореми випливає з теореми 3.1. В нашому ви-
падку γ0 = σ2.









E(Y (t)− Y (s))2, де Y (t) = |X(t)|2 − σ2.
Легко бачити, що



























































4 − (Re (r(t− s)))2.
Отже, маємо
w1 = w2,
w1 + w2 = 2
(











s (s))− E(X2c (s)X2s (t))− E(X2c (t)X2s (s)).
З того, що Im (r(0)) = 0 випливає
E(X2c (t)X
2










































(Im (r(s− t)))2 = (Im (r(t− s)))2,
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маємо
w3 = −2(Im (r(t− s)))2
та




















∣∣∣ cos (− c|τα|iβ (t− s)|t− s|w(t, a))+ i sin (− c|τα|iβ (t− s)|t− s|w(t, a))∣∣∣2 =
= σ2 exp{−|t− s|αc},
тодi отримуємо наступну оцiнку




and C = 2σ2
√
c. Тому нерiвнiсть (3.16) випливає з нерiвно-
стi (3.11).
3.5 Поведiнка модуля стацiонарного власного комплексного ви-
падкового процесу на нескiнченностi
Теорема 3.5. Нехай X = {X(t), t ∈ (−∞,∞)} – вимiрний гауссовий ста-
































































Наслiдок 3.2. Нехай c(t) > 0 – монотонно зростаюча функцiя, для якої
виконуються умови теореми 3.5. Тодi для всiх t ≥ 0 з iмовiрнiстю 1 має
мiсце нерiвнiсть:  t∫
−t
∣∣∣(X(u))2 − σ2∣∣∣p du
1/p ≤ c(t) · ξ,
де ξ > 0 – випадкова величина, така що


























































Зауваження 3.6. Твердження наслiдку 3.2 виконується, наприклад, для
функцiї c (t) = (1 + |t|γ) , γ > p.
Теорема 3.6. Нехай X = {X(t), t ∈ [a, b]} – сепарабельний гауссовий ста-
цiонарний власний комплексний випадковий процес. Нехай iснує послiдов-
нiсть ak, k = 0, 1, 2, ... така, що ak < ak+1, ak → ∞, при k → ∞, a0 = 0 та
функцiя c(t), t ∈ [0,∞) така, що c(t) ≥ 1, c(t) – монотонно зростаюча непе-






































































Доведення. Для Y (t) = |X(t)|2−σ2 маємо, що V ar (Y (t)− Y (s)) ≤ 2σ2|t− s|
α
2 .






























































|Y (t)| > c(ak) · ε
}
. (3.23)

























α ·B(c (ak) ε), (3.25)
де


























































































ε > M ≥ 2.






































Функцiя f(ε) = exp
{








спадає для ε > 0. Тодi з умови
ε̂ ≥ ε∗ (3.28)




































Наслiдок 3.3. Нехай функцiя c(t) задовiльняє умовам теореми 3.6. Тодi з
ймовiрнiстю одиниця для всiх t ∈ R виконується наступна нерiвнiсть
|Y (t)| ≤ η · c(t),
де η > 0 є випадковою величиною, такою що при ε > ε̂ нерiвнiсть
P {η > ε} ≤ Z (ε)
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виконується. Для визначення функцiї Z (ε) див. (3.20).













збiгається. Цей ряд збiгається, наприклад, у випадку, коли














3.6 Висновки до третього роздiлу
У цьому роздiлi подано аналiз властивостей власного комплексного випадко-
вого процесу. Дано визначення та деякi властивостi стацiонарного власно-
го комплексного випадкового процесу зi стiйкою кореляцiйною функцiєю.
Отримано оцiнки розподiлу деяких функцiоналiв вiд модуля стацiонарних
гауссових власних комплексних випадкових процесiв. Проаналiзовано пове-





СТАЦIОНАРНОГО ПРОЦЕСУ ЗI СТIЙКОЮ
КОРЕЛЯЦIЙНОЮ ФУНКЦIЄЮ З
ПАРАМЕТРОМ α = 2 IЗ ЗАДАНОЮ
НАДIЙНIСТЮ ТА ТОЧНIСТЮ У
ПРОСТОРАХ C ([0, T ]) ТА Lp ([0, T ])
У цьому роздiлi для побудови моделей стохастичних процесiв, що наближа-
ють цi процеси iз заданою надiйнiстю та точнiстю в просторах C ([0, T ]) та
Lp ([0, T ]) , використано зображення випадкових процесiв у виглядi випадко-
вих рядiв з некорельованими членами, отриманi в роботi Ю. В. Козаченко,
I. В. Розора, Є. В. Турчина (2007) [79]. Подiбнi конструкцiї були дослiдженi
у книзi Ю. В. Козаченка та iн. [28] у загальному випадку. Однак виника-
ють додатковi труднощi при побудовi моделей конкретного процесу, такi як,
наприклад, вибiр вiдповiдного базису в L2(R). У цьому роздiлi побудованi
моделi, якi наближають гауссовий процес зi стiйкою кореляцiйною функцi-
єю ρα(h) := EXα(t+ h)Xα(t) = B2 exp {−d|h|α}, α > 0, d > 0 з параметром
α = 2, що є центрованим стацiонарним процесом iз заданою надiйнiстю та
точнiстю в просторах C ([0, T ]) та Lp ([0, T ]).
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, d > 0
Означення 4.1. [103] Стацiонарний випадковий процеc X = {X(t), t ∈
[0, T ]} називається гауссовим процесом зi стiйкою кореляцiйною функцiєю
з параметром α = 2, якщо EX(t) = 0 та





де σ2 > 0, a > 0 - деякi константи.
Щоб отримати зображення процесу у виглядi ряду некорельованих чле-
нiв, потрiбна наступна теорема.
Теорема 4.1 ([79])). Нехай X = {X(t), t ∈ [0, T ]}, EX(t) = 0 є випадковим
процесом другого порядку з кореляцiйною функцiєю R(t, s) = E(X(t)X(s)).
Нехай (Λ, βΛ, µ) – вимiрний простiр з σ-скiнченною мiрою µ, функцiя fi(t, λ),
t ∈ T, i = 1, ..., n належать до L2(Λ, µ), та {gk(λ), k ∈ R} – ортонормований







fi(t, λ) ¯fi(t, λ)dµ(λ).













Eξik = 0, Eξikξ̄jl = δijδkl.
δkl =
0, k ̸= l,1, k = l – дельта-функцiя Кронекера.
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– це повна ортонормальна система, тобто∫ ∞
−∞
gk(u)gm(u) =
0, k ̸= m,1, k = m.
Теорема 4.2. Нехай X(t) = {X(t), t ∈ [0, T ]} – гауссовий процес зi стiйкою




, d > 0. Тодi процес X(t)




akl(t) · ξk +
∞∑
k=1
ak2(t) · ηk, (4.3)






· cos tu · e−
u2






· sin tu · e−
u2
8a · gk(u)du. (4.5)
Доведення. Доведення цiєї теореми випливає з теореми 4.1. В нашому ви-
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падку маємо:









































































Тобто, в позначеннях теореми 4.2 n = 2, ak1 i ak2 визначенi в теоремi.
Зауваження 4.2. Далi припускаємо, що X(t) – гауссовий процес. У цьому
випадку всi випадковi величини ξk та ηk є незалежними.
4.2 Модель стацiонарного процесу зi стiйкою кореляцiйною фун-




, d > 0 в просторi C[0, T ]
Означення 4.3. Нехай X(t) = {X(t), t ∈ [0, T ]} – гауссовий процес зi стiй-




, d > 0, зображенний




ak1(t) · ξk +
N∑
k=1
ak2(t) · ηk (4.6)
називається моделлю процесу X(t).
Означення 4.4. Модель XN(t) наближає процес X(t) iз заданою надiйнi-










Лема 4.1. Нехай X(t) – гауссовий процес зi стiйкою кореляцiйною функцi-




, d > 0. Якщо XN(t) – модель цього процесу,

















T 2 + 4(2a+ 1)T +
2πa
a























































Використовуючи iнтегрування частинами, властивостi полiномiв Ермiта, ана-
логiчно до мiркувань, проведених в книзi Ю. В. Козаченко та iн. ([28]),



















































З нерiвностi Крамера [64] випливає, що для будь-якого u маємо
















































































































































З нерiвностi Крамера [64] ми отримуємо:
|ak1(t)| ≤
K√


















































cos tu · (u2(2a+ 1)2−
























− (16a2t2 + 8a2 + 4a)
)


















− (16a2t2 + 8a2 + 4a)
)















∣∣∣∣| cos tu| · (∣∣u2(2a+ 1)∣∣+
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· 4a = 8a.























































































































2aT 2 + 2a2 + 3a+ 1
)
+ 4T (2a+ 1)
)
. (4.12)























2aT 2 + 2a2 + 3a+ 1
)
+ 4T (2a+ 1)
)
. (4.13)

























2aT 2 + 2a2 + 3a+ 1
)




















Беремо квадратний корiнь з обох сторiн нерiвностi i отримуємо оцiнку цiєї
леми.
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Лема 4.2. Нехай X(t) – випадковий гауссовий процес зi стiйкою кореля-




, d > 0, XN(t) – модель цього
процесу, де n ∈ N, N > 1, t ∈ [0, T ] та нехай
YN(t) = X(t)−XN(t).

















8aT 2 + 2
√
2πa(4a+ 3)T + 2(1 + 2a)(5 + 4a)
)
. (4.15)


















Тепер оцiнимо рiзницi |ak1(t)−ak1(s)|, |ak2(t)−ak2(s)| аналогiчно, як оцiненнi






















































З нерiвностi Крамера [64] випливає, що для всiх u, маємо |gk(u) ≤ K|, де
K = 1, 086435. I використовуючи результати леми 4.1, одержимо:
|ak1(t)− ak1(s)| ≤
K√
























































∣∣∣)+ |t · sin tu− s · sin su||u|
2a
| − 1− 2a|+
+ | − t2 cos tu+ s2 cos su|du
)
.
Оцiнимо доданки пiд знаком iнтеграла наступним чином:
| cos tu− cos su| =
∣∣∣∣∣− 2 sin (t− s)u2 · sin (t+ s)u2
∣∣∣∣∣ ≤
≤ 2
∣∣∣∣∣ sin (t− s)u2
∣∣∣∣∣ ≤ 2|t− s||u|2 = |t− s||u|
i
|t · cos tu− s · cos su| ≤ |(t− s) sin tu+ (sin tu− sin su)t| ≤
≤ |t− s|| sin tu|+ | sin tu− sin su|t ≤
≤ |t− s|| sin tu|+






≤ |t− s|| sin tu|+
∣∣∣2 sin (t− s)u
2
∣∣∣t ≤
≤ |t− s|+ 2 |t− s||u|
2
t = |t− s|(1 + |u|t),
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| − t2 · cos tu+ s2 · cos su| = |(s2 − t2) cos tu+ (cos su− cos tu)s2| ≤
≤ |s2 − t2|| cos tu|+ | cos su− cos tu|s2 ≤




| cos tu− cos su| ≤ h|u|,
sup
|t−s|≤h, t,s∈[0,T ]
|t · sin tu− s · sin su| ≤ |t− s|(1 + |u|t) ≤ h(1 + |u|T ),
sup
|t−s|≤h, t,s∈[0,T ]
| − t2 · cos tu+ s2 · cos su| ≤ |s− t||s+ t|+ |t− s||u|s2 ≤
≤ h · T + h · |u|s2 = h(T + |u|T 2).




















+ (1 + |u|T ) |u|
2a



































































































































































































































4(1 + 2a)2 + 2(1 + 2a) + 4(1 + 2a)+
















2πa(4a+ 3)t+ 2(1 + 2a)(5a+ 4)
)
, (4.16)






4πa)1/4 · (sin tu− sin su) · e−
u2
8a · gk(u)du
отримаємо таку ж оцiнку як для |ak1(t)− ak1(s)| :
|ak2(t)− ak2(s)| ≤
K√








2πa(4a+ 3)t+ 2(1 + 2a)(5 + 4a)
)
. (4.17)


























)2 ≤ 2 ∞∑
k=N+1
( Kσ√





8aT 2 + 2
√








8aT 2 + 2
√















8aT 2 + 2
√
2πa(4a+ 3)T + 2(1 + 2a)(5 + 4a)
)2
. (4.18)
Беремо квадратний корiнь з обох сторiн нерiвностi i отримаємо оцiнку, сфор-
мульовану в цiй лемi.
Для доведення наступної теореми використаємо наступну теорему з книги
[55].
Теорема 4.3. Нехай X(t) = {X(t), t ∈ [0, T ]} – гауссовий сепарабельний
















































Теорема 4.4. МодельXN(t) наближає сепарабельний гауссовий процесX(t)
зi стiйкою кореляцiйною функцiєю з параметром α = 2 iз надiйнiстю 1−α,
0 < α < 1, та точнiстю β > 0 в просторi C(T ), де T = [0, T ], T > 0, якщо
N > 0, N ∈ N такi що
























де BN визначено спiввiдношенням (4.8), та 0 < γ ≤ 1.
Доведення. У нашому випадку σ(h) = CN(h), де CN визначено в (4.15), та












































































Якщо в правiй частинi попередньої нерiвностi замiсть ε покласти β, то з
означення 4.4 отримаємо твердження теореми.
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4.3 Модель гауссового стацiонарного процесу зi стiйкою коре-




, d > 0 в просторi
Lp([0, T ])
Означення 4.5. Модель XN(t) наближає процес X(t) з надiйнiстю














Теорема 4.5. Нехай X(t) = {X(t), t ∈ [0, T ]} – гауссовий вимiрний випад-



















Доведення. Нерiвнiсть (4.22) випливає з наслiдку 2.1 з роботи [70].
Лема 4.3. Нехай X(t) = {X(t), t ∈ [0, T ]} – вимiрний гауссовий процес




, d > 0. Якщо

















































































































































































































Теорема 4.6. Нехай X(t) = {XN(t), t ∈ [0, T ]} – вимiрний гауссовий процес




, d > 0. Модель
XN(t) наближає процес X(t) у просторi Lp([0, T ]) з точнiстю β i надiйнiстю












де LN визначається формулою (4.24).













Якщо в (4.27) замiсть ε покласти β, тодi умови теореми виконуються, якщо









тобто, якщо виконуються умови (4.25) i (4.6), тодi має мiсце теорема.
4.4 Висновки до четвертого роздiлу
У даному роздiлi побудовано моделi, якi наближають гауссовий процес зi




, d > 0 iз заданою
надiйнiстю 1 − α, 0 < α < 1 та точнiстю β > 0 в просторах C([0, T ]) i
Lp([0, T ]), p ≥ 1.
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Роздiл 5
НОВИЙ МЕТОД ПОБУДОВИ ДОВIРЧОГО
IНТЕРВАЛУ ДЛЯ ПАРАМЕТРА ПРОЦЕСУ
ОРНШТЕЙНА–УЛЕНБЕКА
Нехай ξ(t) – процес Орнштейна-Уленбека з нульовим середнiм, що вихо-
дить з нуля: dξ(t) = −θ0ξ(t)dt + σdW (t), ξ(0) = 0. За спостереженнями
за траєкторiєю процесу ξT = {ξt : 0 ≤ t ≤ T} на промiжку часу дов-
жиною T знайдено оцiнку невiдомого параметра θ0 i побудовано для нього
довiрчий iнтервал [7]. Оцiнка для параметра σ не знаходиться, оскiльки,
вiдомо, що вiн вiдновлюється з будь-якої частини спостереженої траєкто-
рiї процесу ξ(t) = σW (t). Цей факт випливає з того, що iз властивостей
бакстерiвських сум з якою завгодно наперед заданою точнiстю, величину
n∑
k=1
(W (tk)−W (tk−1))2, де 0 = t0 < t1 < ... < tk−1 < tk = t можна замiнити






(ξ(tk)− ξ(tk−1))2, тобто параметр σ можна вважати вiдомим.
5.1 Основнi результати
Нехай маємо процес Орнштейна-Уленбека dξ(t) = −θ0ξ(t)dt+ σdW (t). Оцi-











Тодi, пiдставивши цю оцiнку замiсть dξ(t) = −θ0ξ(t)dt+σdW (t), отримаємо










Довiрчий iнтервал для θ0 можна побудувати, наприклад, за допомогою не-
рiвностi P{
√
T |θT − θ0| ≤ R} ≥ 1− δ.
Звiдки випливає, що з iмовiрнiстю, не меншою, нiж 1− δ маємо
− R√
T












T |θT − θ0| ≤ R} ≥ 1− δ випливає з нерiвностi
P{
√
T |θT − θ0| > R} ≤ δ, яка у свою чергу, випливає з оцiнки
P{
√
T |θT − θ0| > R} ≤ P{
√
T (θT − θ0) > R}+ P{−
√




ξ(t)dW (t) = η(t) та
∫ T
0 ξ
2(t)dt = ν(t). Нехай z > 0 – де-

























































































































































































Нехай z > 0, ε > 0 – довiльнi величини, тодi для
P{−
√
T (θT − θ0) > R} = P
{

































































































. Нехай χ(A) -
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є формулою щiльностi дифузiйної мiри µξ(A), породженої на просторi C[0, T ]
процесом
ξ(t), 0 ≤ t ≤ T, dξ(t) = −θ0ξ(t)dt+ σdW (t), ξ(0) = 0
вiдносно опорної мiри µW (A), породженої на C[0, T ] процесом σW (t),

















































































Використовуючи нерiвнiсть Гельдера, з (5.3) маємо при



















































































































































































































































Використаємо доведення теореми, наведене у роботi Г. Н. Ситої [46]. Засто-












де iнтеграл розумiється в сенсi головного значення s = γ + iσ та











































Оскiльки γ → +∞, то використаємо формулу тригонометричної функцiї




















































































































































































































































π2(k − 12)2 + 2γ0
)2]− 15}
.





















































Оцiнимо другий доданок. Спочатку оцiнимо |eiImψ(s)−1|. Застосовуючи фор-







|eiImψ(s) − 1| ≤







































































































π2(k − 12)2 + 2γ
)2
.
З формули (5.6) отримуємо































































































































































































































































































































































8ε2π2(k − 12)2 + 2
)2
.
Оцiнка (5.14) була отримана в роботi [47]. Ми отримали конкретний вигляд
o(1). На основi отриманого вище сформулюємо теорему:
Теорема 5.1. Нехай ξ(t) – процес Орнштейна-Уленбека з нульовим сере-
днiм, що виходить з нуля: dξ(t) = −θ0ξ(t)dt + σdW (t), ξ(0) = 0. Якщо
100
0 < θ0 ≤ L < +∞, то справедлива оцiнка




























(1 + o(1)), (5.16)















































































































































































R = R(T ) → +∞, R(T )√
T
→ 0, T → +∞,
наприклад R = 4
√



































5.3 Висновки до п’ятого роздiлу
У цьому роздiлi наведено новий метод побудови довiрчого iнтервалу для




У роздiлi 2 було знайдено оцiнки розподiлу супремуму гауссових стацiонар-
них процесiв зi стiйкою кореляцiйною функцiєю, дослiджена поведiнка на
нескiнченностi та знайденi деякi аналiтичнi властивостi цих процесiв. Та-
кож комплекснi гауссовi процеси зi стiйкою кореляцiйною функцiєю були
дослiдженi у роботi [73]. Моделi деяких гауссових стацiонарних процесiв зi
стiйкими кореляцiйними функцiями будувались в роботах [73], [96]. У робо-
тi [69] було знайдено новi верхнi та нижнi границi для розподiлу квадрати-
чних форм гауссових випадкових величин, а також границь квадратичних
форм, на основi цих оцiнок пропонується критерiй для перевiрки гiпотези
про функцiю кореляцiї ρ(τ) гауссового стохастичного процесу. А у роботi
[80] доведено нерiвностi для розподiлiв квадратичних форм iз квадратично-
гауссових випадкових величин та розподiлiв супремума квадратичних форм
iз квадратично-гауссових випадкових процесiв. Цi нерiвностi дозволяють до-
слiдити сумiснi розподiли оцiнок кореляцiйних функцiй гауссових процесiв.
Роздiл 6 присвячено критерiю для перевiрки гiпотези про вигляд коре-
ляцiйної функцiї центрованого вимiрного дiйсного гауссового стацiонарного
процеcу зi стiйкою кореляцiйною функцiєю. Доведено лему про прийняття
гiпотези H для процесу загального виду, розглянуто теорему про наближе-
ння кореляцiйної функцiї корелограмою. Сформульовано i доведено лему
про прийняття гiпотези H для процесу, у якого кореляцiйна функцiя стiйка
i має вигляд
ρα(τ) = B
2 exp {−d|τ |α} ,
де 0 < α ≤ 2, d > 0, B ∈ R.
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Основним результатом є перевiрка гiпотези, яка полягає у тому, що коре-
ляцiйна функцiя центрованого вимiрного дiйсного гауссового стацiонарного
процеcу зi стiйкою кореляцiйною функцiєю має вигляд
ρα(τ) = B
2 exp {−d|τ |α} ,
де 0 < α ≤ 2, d > 0, B ∈ R.
6.1 Критерiй для перевiрки гiпотези
Оскiльки кореляцiйна функцiя є однiєю з найважливiших характеристик ви-
падкових процесiв, то постає питання оцiнювання i вигляду цiєї функцiї для
випадкового процесу, побудова критерiїв для її iдентифiкацiї. У цьому пiд-
роздiлi побудовано критерiй для перевiрки гiпотези про вигляд кореляцiйної
функцiї центрованого вимiрного дiйсного гауссового стацiонарного процеcу
зi стiйкою кореляцiйною функцiєю ρα(τ) = B2 exp {−d|τ |α} , де 0 < α ≤ 2,
d > 0.
Наведемо означення дiйсного гауссового стацiонарного процеcу зi стiйкою
кореляцiйною функцiєю.
Означення 6.1. [34] Дiйсний стацiонарний гауссовий процес
Xα = {Xα(t), t ∈ R} , 0 < α ≤ 2,
такий що
EXα(t) = 0,
ρα(τ) := EXα(t+ h)Xα(t) = B
2 exp {−d|τ |α} , α > 0, d > 0
називається дiйсним гауссовим стацiонарним процеcом зi стiйкою кореля-
цiйною функцiєю.
Для перевiрки основної гiпотези, використаємо результат, наведений у
роботi [81].
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Нехай Sδ – розв’язок рiвняння g(ε) = δ, 0 < δ < 1, де
g(ε) = 2



































(ρ̂(τ)− ρ(τ))pdτ > Sδ
}
≤ δ.
Критерiй 6.1. [81] Нехай {T,A, µ} – вимiрний простiр, де T - параметрична
множина, p ≥ 1, 0 < A < ∞. Для заданого рiвня надiйностi δ гiпотеза H
приймається, якщо ∫ A
0
(ρ̂(τ)− ρ(τ))pdµ(τ) < Sδ;
в iншому випадку гiпотеза вiдхиляється.
Гiпотезу перевiряємо за спостереженнями Xα(t), t ∈ [0, T + A]. У якостi
оцiнки кореляцiйної функцiї використаємо корелограму (див. [81]) i насту-
пну теорему (доведення у статтi [81]).
Теорема 6.1. [81] Нехай вимiрний стацiонарний гауссовий випадковий про-
цес X, визначений для всiх t ∈ R. I нехай
X = {X(t), t ∈ T = [0, T + A], 0 < T <∞, 0 < A <∞}
та EX(t) = 0. Нехай кореляцiйна функцiя ρ(τ) = EX(t + τ)X(t) цього








X(t+ τ)X(t)dt, 0 ≤ τ ≤ A
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є оцiнкою кореляцiйної функцiї ρ(τ). Тодi виконується наступна нерiвнiсть















(ρ̂(τ)− ρ(τ))pdτ > ε
}
≤ g(ε). (6.1)
На основi попередньої теореми, сформулюємо наступну лему.
Лема 6.1. Нехай H гiпотеза, яка полягає у тому що кореляцiйна фун-
кцiя центрованого вимiрного стацiонарного гауссового випадкового процесу
X = {X(t), t ∈ T = [0, T + A], 0 < T <∞, 0 < A <∞} , t ∈ R, EX(t) = 0
дорiвнює ρ(τ) = B2 exp {−d|τ |α} , де 0 < α < 2, d > 0. Нехай корелограма
ρ̂(τ) = 1T
∫ T
0 X(t+ τ)X(t)dt, 0 ≤ τ ≤ A є оцiнкою кореляцiйної функцiї ρ(τ).















(ρ̂(τ)− ρ(τ))pdτ > ε
}
≤ g(ε),




















, та вiдхиляється у протилежному ви-
падку.









































= I1 + I2 + I3 + I4.




























































































































































































































































































































































В iнтегралi у правiй частинi нерiвностi (6.8) зробимо замiну u+ τ = z:∫ ∞
0






















dz зробимо замiну dzα =
t звiдки отримуємо: ∫ ∞
0
























































































































































































З того, що Cp обмежена деяким дiйсним виразом, маємо, що g(ε) також
обмежена, з чого робимо висновок, що гiпотеза H приймається.
Зауваження 6.2. Випадок, коли α = 1 розглянутий у статтi [81] у прикладi
1 та α = 2 у прикладi 2 цiєї же роботи. У даному роздiлi розглядаються всi
iншi випадки 0 < α < 2.
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Висновки до шостого роздiлу
Вiдомо, що кореляцiйна функцiя є дуже важливою характеристикою випад-
кового процесу. Тому задачi оцiнювання кореляцiйної функцiї, знаходжен-
ня вигляду цiєї функцiї для випадкового процесу, побудова критерiїв для
її iдентифiкацiї є дуже актуальними. У роздiлi 6 було побудувано критерiй
для перевiрки гiпотези про вигляд кореляцiйної функцiї центрованого ви-
мiрного дiйсного гауссового стацiонарного процеcу зi стiйкою кореляцiйною
функцiєю ρα(τ) = B2 exp {−d|τ |α} , де 0 < α ≤ 2, d > 0, B ∈ R.
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ВИСНОВКИ
Дисертацiйну роботу присвячено вивченню гауссових випадкових проце-
сiв зi стiйкими кореляцiйними функцiями та їх властивостей.
У дисертацiйнiй роботi вивчаються як дiйснi, так i комплекснi випад-
ковi процеси зi стiйкими кореляцiйними функцiями. Для дiйсних процесiв
знайдено оцiнки розподiлу супремуму гауссових стацiонарних процесiв зi
стiйкою кореляцiйною функцiєю. Дослiджено поведiнку на нескiнченностi
та деякi аналiтичнi властивостi цих процесiв. Також знайдено оцiнки для
розподiлу норми в просторi Lp(T ) дiйсного гауссового випадкового процесу
зi стiйкою кореляцiйною функцiєю.
Вивчаються також власнi комплекснi випадковi процеси. В дисертацiйнiй
роботi введено основнi означення, пов’язанi з комплексними випадковими
процесами, зi стацiонарними власними комплексними випадковими проце-
сами. Розглянуто властивостi квадратично гауссових випадкових величин
та процесiв. Також, знайдено оцiнки розподiлу деяких функцiй вiд моду-
ля гауссового стацiонарного власного комплексного випадкового процесу.
Вивчається поведiнка модуля стацiонарного власного комплексного випад-
кового процесу на нескiнченностi.
Наведено означення гауссового процесу зi стiйкою кореляцiйною функцi-
єю з параметром α = 2. Побудовано моделi, якi наближають цей процес iз
заданою надiйнiстю та точнiстю в просторах C ([0, T ]) та Lp ([0, T ]). Отри-
мано теорему про наближення випадкового гауссового процесу зi стiйкою
кореляцiйною функцiєю з параметром α = 2 моделлю з заданою точнiстю
та надiйнiстю в просторах C ([0, T ]) та Lp ([0, T ]).
Знайдено новий метод побудови довiрчого iнтервалу для параметра про-
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Також, знайдено критерiй та описано процедуру для перевiрки гiпотези
про вигляд кореляцiйної функцiї центрованого вимiрного дiйсного гауссово-
го стацiонарного процеcу зi стiйкою кореляцiйною функцiєю.
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