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Abstract
Tunneling is a central result of quantum mechanics. It allows quantum particles to en-
ter regions which are inaccessible by classical dynamics. Consequences of the tunneling
process are most relevant. For example it causes the α-decay of radioactive nuclei and
it is argued that proton tunneling is decisive for the emergence of DNA mutations. The
theoretical prediction of corresponding tunneling rates is explained in standard textbooks
on quantum mechanics for regular systems. Typical physical systems such as atoms or
molecules, however, also show chaotic motion. Here the calculation of tunneling rates is
more demanding. In this text a selection of articles on the prediction of tunneling rates
in systems which allow for regular and chaotic motion is summarized. The presented ap-
proach is then used to explain consequences of tunneling on the quantum spectrum, such
as the universal power-law behavior of small energy spacings and the flooding of regular
states.
Zusammenfassung
Der Tunneleffekt ist ein zentrales Ergebnis der Quantentheorie. Er beschreibt, dass quan-
tenmechanische Teilchen in Regionen gelangen können, die nach der klassischen Physik
nicht erreichbar sind. Die Konsequenzen des Tunneleffekts haben eine große Bedeu-
tung. So ist er zum Beispiel verantwortlich für den α-Zerfall radioaktiver Atomkerne
und es wurde gezeigt, dass das Tunneln von Protonen in der DNA zu Mutationen führen
kann. Die theoretische Vorhersage der zugehörigen Tunnelraten wird in den meisten Lehr-
büchern der Quantenmechanik für reguläre Systeme beschrieben. Typische physikalische
Systeme, wie z. B. Atome oder Moleküle, zeigen jedoch auch chaotische Dynamik. Hier
ist die Berechnung von Tunnelraten deutlich anspruchsvoller. In der vorliegenden Schrift
wird eine Auswahl von Artikeln zusammengefasst, die sich mit der Vorhersage von Tun-
nelraten in Systemen, die sowohl reguläre als auch chaotische Dynamik zeigen, befasst.
Der beschriebene Zugang wird verwendet, um den Einfluss des Tunnelns auf spektrale
Eigenschaften der Quantensysteme zu erklären. Beispiele sind das universelle Verhalten
der Abstände benachbarter Energieniveaus nach einem Potenzgesetz sowie das Fluten
regulärer Zustände.
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1 Introduction
In basic lectures on physics the motion of a single particle exposed to a given force is dis-
cussed, for example the motion of a pendulum due to gravity or the harmonic oscillator,
describing a mass under the force of a spring. Such systems are typically one-dimensional
or separable such that they effectively reduce to a one-dimensional model. As a conse-
quence confined particles show regular motion which is spatially periodic. Systems leading
to such regular motion are called integrable systems. Here the number of constants of
motion, e.g., energy or angular momentum, equals the dimensionality of the system and
the dynamics is restricted to tori in phase space [1].
The opposite to integrable systems are fully chaotic systems, which are characterized
by their sensitive dependence on initial conditions. A small change in the initial location
or momentum can result in exponentially large differences at a later time [2]. As a famous
example Edward N. Lorenz observed in the 1960s that close-by initial weather conditions
yield very different final outcomes [3, 4]. This effect is also known as the butterfly ef-
fect, describing the theoretical possibility of the formation of a hurricane depending on
whether or not a distant butterfly had flapped its wings some weeks earlier. Although
chaotic systems are based on deterministic differential equations, numerical errors in their
evaluation may lead to almost random results. Hence, chaotic dynamics is often described
using statistical measures.
Generic Hamiltonian systems, however, are neither integrable nor fully chaotic. Here
initial conditions leading to regular motion and initial conditions leading to chaotic motion
coexist. As a consequence the phase space of such systems consists of regular and chaotic
regions and they are called systems with a mixed phase space. As an example one may
consider two-dimensional billiards, in which a point particle moves with constant velocity
on a straight line until it is elastically reflected at the boundary. The commonly known
rectangular billiard is integrable such that the particle shows regular motion. If, however,
one straight part of the boundary is replaced by a cosine-shaped segment [5], regular and
chaotic motion can be observed, see Fig. 1.1 (bottom) for an example of a regular (red
line) and a chaotic trajectory (blue line).
The difference between regular and chaotic dynamics is most relevant also for clinical
investigations. In cardiology it has been suggested that differences in the chaoticity of
the beat-to-beat interval in electrocardiograms of healthy subjects and those with severe
congestive heart failure can be observed [6] and that cardiac arrhythmias are often as-
sociated with chaotic spatial-temporal patterns of electric excitations [7]. In neurology
chaos theory is applied to understand the brain activity, e.g., in the case of an epileptic
seizure [8]. In oncology chaotic tumor-growth models are suggested [9, 10], chaotic oscil-
lations in the micro motion of prostate cancer cells of rats are observed [11], and spatial
chaos in the intracellular space of tumor cells is investigated [12].
If physical systems are studied on the length scale of atoms or molecules a quantum
mechanical description is required. Solving the Schrödinger equation leads to eigenfunc-
tions and eigenvalues, which describe the states and energies the quantum particle can
occupy. For systems with a mixed regular-chaotic phase space the eigenfunctions and
corresponding eigenvalues can be semiclassically classified as regular or chaotic. This
relation of quantum mechanics to the classical system is motivated by the semiclassical
eigenfunction hypothesis [13–15]. It states that the eigenfunctions should concentrate on
those regions of phase space which a generic orbit explores in the long-time limit. An
example is given in Fig. 1.1, showing (a) a regular and (b) a chaotic eigenstate. The
states (top) concentrate on regions of the billiard that the corresponding classical orbit
(bottom) can explore.
However, the regular eigenfunction in Fig. 1.1(a) also has small contributions in the
outer region of the billiard, which cannot be reached by regular trajectories. This devi-
ation from the semiclassical eigenfunction hypothesis arises due to the tunneling effect,
which is one central manifestation of quantum mechanics. It is caused by the fact that
the probability amplitude of a quantum particle can be positive even in regions where the
classical motion is forbidden. While classically the particle is confined for all times, quan-
(a) (b)
|ψ|2
Figure 1.1: The cosine billiard shows regular dynamics (red) and chaotic dynamics
(blue). An example for (a) a regular and (b) a chaotic trajectory is illustrated at
the bottom. The probability density |ψ|2 of a corresponding eigenfunction is shown
at the top. The regular eigenfunction has small contributions in the chaotic part of
the billiard. They are caused by dynamical tunneling, which quantum mechanically
couples regular and chaotic motion.
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tum mechanically its probability decays exponentially, ∼ e−γt, where γ is the tunneling
rate.
Such an exponential decay has been first observed experimentally by Elster and Geitel
[16] shortly after the discovery of natural radioactivity by Becquerel in 1896. Hence,
a prominent example for a tunneling process is the α-decay of unstable nuclei which is
described by the Gamov formula [17–19]. Other examples are tunneling diodes [20, 21],
using electron tunneling in solids, or the Josephson effect in superconductors caused by
the tunneling of electrons in pairs [22]. Today tunneling in individual atoms and molecules
can be observed [23–26].
Also in the field of quantum biology tunneling is of central interest. Proton and electron
tunneling are thought to be involved in enzyme action and DNA mutation [27–29] leading
to aging and the emergence of tumor cells, while electron tunneling is also relevant for the
electron transport in cellular respiration [30] and for the process of photosynthesis [31,32].
In order to understand these biological processes the fundamental mechanism of quan-
tum tunneling and its consequences need to be theoretically understood. This is possible
for one-dimensional time-independent systems by means of WKB theory [33]. For generic
systems with a mixed phase space, however, a theoretical description is more demanding.
Here tunneling occurs between regular and chaotic phase-space regions, called dynamical
tunneling [34]. It causes the regular eigenstates to have small chaotic admixtures, as
shown in Fig. 1.1(a), and vice versa.
In this text a selection of articles is summarized, which provides a theoretical framework
for the prediction of dynamical tunneling rates in systems with a mixed phase space and
discusses the impact of tunneling and the mixed phase-space structure on the spectrum of
the quantum system. In particular, the fictitious integrable system approach for the pre-
diction of tunneling rates [A1] is summarized. The construction of the required integrable
systems [A2], its combination with resonance-assisted tunneling [A3], and its semiclassi-
cal evaluation [A4] are presented. In Ref. [A5] the classification of the spectrum into a
regular and a chaotic subspectrum is discussed. Furthermore, the impact of tunneling on
bouncing-ball modes [A6], the spacing statistics of adjacent energy levels [A7], and the
flooding of regular states [A8] is considered.
3
2 Model systems with a mixed phase
space
In order to study dynamical tunneling and its spectral implications, quantum maps and
billiards are introduced as model systems with a mixed phase space.
2.1 Quantum maps
Quantum maps [35, 36] may be based on kicked systems given by the Hamilton function
H(q, p, t) = T (p) + V (q) ·∑n∈Z τδ(t − nτ). Here T (p) is the kinetic energy and V (q)
is the potential, which is applied instantaneously once per time period τ = 1. Kicked
systems are particularly useful to study the implications of dynamical tunneling as they
can be easily treated analytically and numerically. Due to their time dependence energy is
not conserved, such that even one-dimensional systems show a generic mixed phase-space
structure. The stroboscopic mapping (q, p)→ (q′, p′) evaluated after each kick is given by
F : q
′ = q + T ′(p),
p′ = p− V ′(q′),
(2.1)
in which the derivatives T ′(p) = dT/dp and V ′(q) = dV/dq enter. If these two functions
fulfill specific periodicity conditions [37], the dynamics of the mapping can be defined on
a limited region of phase space with the topology of a two-torus.
The most prominent generic example of a kicked system is the Chirikov standard
map [38], given by T (p) = p2/2 and V (q) = K/(4π2) cos(2πq) on the phase space
[0, 1) × [−1/2, 1/2). For K = 0 the momentum is a constant of motion and the sys-
tem is integrable, see Fig. 2.1(a). For K & 0 integrability is destroyed. However, many
invariant tori persist under the perturbation, as stated by the KAM theorem [39]. In be-
tween these tori sequences of stable and unstable fixed points emerge, where the external
frequency of the driving is a rational multiple of the internal frequency of the unperturbed
motion, which is described by the Poincaré-Birkhoff theorem [40]. In the vicinity of the
stable fixed points of such a sequence regular motion is found, forming a so-called nonlin-
ear resonance chain, orange lines in Fig. 2.1(b), while in the vicinity of the unstable fixed
points typically chaotic dynamics occurs. With increasing K the chaotic regions of phase
space grow. At K ≈ 3 the situation of one large regular island embedded in the chaotic
sea is found, Fig. 2.1(b). At the border of the regular island, the so-called hierarchical
region, regular and chaotic domains exist with sizes down to arbitrarily small scales. In
the chaotic sea partial barriers [41, 42] may limit the classical flux, caused by the stable
and unstable manifolds of unstable periodic orbits or by the remnants of regular tori. For
further increasing K the whole phase space is macroscopically chaotic, Fig. 2.1(c).
Besides the Chirikov standard map other kicked systems can be defined by changing
the functions T (p) and V (q) in Eq. (2.1). Manipulating T (p) and V (q) allows for the
design of specific phase spaces [43–46], e.g., where one regular island with very small
nonlinear resonance chains and a negligible hierarchical region is embedded in a chaotic
sea without relevant partial barriers. This enables to study dynamical tunneling and
spectral properties without additional effects caused by these structures.
Quantum mechanically kicked systems are described by a unitary time-evolution oper-
ator U on a Hilbert space of finite dimension N [37,49]. Here the semiclassical parameter
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Figure 2.1: (a-c) Phase space of the standard map for (a) K = 0, (b) K = 2.4, and (c)
K = 8. In (a) the system is integrable. The phase space is filled by invariant tori (red
lines). (b) Mixed phase space with regular motion (red lines), a nonlinear resonance
chain (orange lines), and the chaotic sea (blue dots). The regions with different density
of blue dots are separated by a partial barrier. (c) For large values of K the phase
space is macroscopically chaotic. (d-f) Husimi representation [47] of eigenstates of the
quantized standard map for K = 2.4 and heff = 1/100. Shown is (d) a predominantly
regular state concentrating inside the central island, (e) a state inside a 4:1 resonance
chain, and (f) a chaotic state. Red color represents high, yellow color low values of the
Husimi function. The classical phase space (b) is shown in black [48].
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heff = h/A = 1/N is introduced as the ratio of Planck’s constant h to the area A of phase
space [A1]. The eigenstates |ψn〉 and quasienergies ϕn are labeled by a quantum number
n = 0, 1, . . . , N − 1 and are determined by the eigenequation
U |ψn〉 = eiϕn|ψn〉. (2.2)
Following the semiclassical eigenfunction hypothesis [13–15], the eigenstates |ψn〉 can be
classified as either regular or chaotic. The regular eigenstates are predominantly con-
centrated on tori within the regular island, see Fig. 2.1(d,e). They fulfill the Bohr-
Sommerfeld-type quantization condition [50,51]
∮
p dq = heff
(
m+
1
2
)
, m = 0, 1, . . . , Nreg − 1. (2.3)
The predominantly chaotic eigenstates spread over the chaotic region, see Fig. 2.1(f). For
a given value of heff there exist Nreg regular states, where Nreg = bAreg/heff+1/2c and Areg
is the dimensionless area of the regular island. Consequently, there are Nch = N − Nreg
chaotic states. Note that in the presence of tunneling regular and chaotic states are
coupled such that the discussed classification is not always possible.
2.2 Billiards
An important class of systems considered in quantum chaos for both experimental and
theoretical studies are billiards. They are given by the free motion of a point particle
inside a two-dimensional domain with elastic reflections at its boundary [52–57]. The
classical dynamics is completely defined by the shape of this boundary.
To describe the dynamics of the billiard it is sufficient to consider the position of the
incident of the particle with the boundary and the direction of momentum after each
reflection. Inside the billiard it moves with constant velocity on straight lines which
are determined by this information. Hence, the billiard boundary provides a natural
two-dimensional section of the phase space which can be used to visualize the classical
dynamics. This so-called Poincaré section defines a mapping for the billiard dynamics
which describes how the position and momentum of each reflection at the boundary
follows from the preceding one.
As an example one may consider the cosine billiard [5], which for zero amplitude of the
cosine function is the integrable rectangular billiard. With increasing amplitude the same
KAM scenario occurs, as described above for the standard map, see Fig. 2.2(a-c).
Quantum mechanically billiards are described by the time-independent Schrödinger
equation (in units ~ = 2m = 1),
−∆ψn(q) = Enψn(q), (2.4)
6
(a) (b)
l
hr
hc
(c)
p
s
−1
1
0 1 s0 1 s0 1
(d) (e) (f)
Figure 2.2: (a-c) Illustration of cosine billiards (top row) with corresponding Poincaré
sections (s, p = sin χ) using only the lower horizontal boundary (bottom row). Here
s is the arclength along the boundary and χ is the angle of reflection. (a) Integrable
rectangular billiard of width l = 1 and height hr = 0.2 with regular trajectories (red).
(b) Cosine billiard with a mixed phase space (hc = 0.1) with regular (red, orange) and
chaotic (blue) trajectories. Orbits inside the 4:1 nonlinear resonance chain are colored
in orange. (c) Cosine billiard with large chaotic region (hc = 0.26). (d-f) Selection of
eigenfunctions for case (b). Shown is the probability density.
and ψn(q) = 0 has to be fulfilled on the billiard boundary. It is identical to the eigenvalue
problem of the two-dimensional Helmholtz equation. This equivalence allows for the
simulation of quantum billiards by experiments using microwave cavities [58–62].
Solving the Schrödinger equation analytically is possible only for integrable systems
such as the rectangular, the circular, and the elliptical billiard. For other billiards numer-
ical methods have to be used. There are several methods for the numerical computation
of eigenvalues and eigenfunctions of two-dimensional billiard systems. Commonly, the
boundary integral method is used [36, 63]. While it allows for arbitrarily shaped bound-
aries and does not depend on specific basis functions, its accuracy is not sufficient to
determine exponentially small tunneling rates. Hence, the improved method of particular
solutions [64] is preferred. It is particularly suited for the determination of small energy
splittings due to its high accuracy and speed.
Similar to the case of quantum maps the resulting eigenfunctions and eigenvalues can
be semiclassically classified as regular or chaotic. The regular states, now labeled by two
quantum numbers m,n = 1, 2, . . . , mainly concentrate on the regular part of phase space,
while the chaotic modes mainly concentrate on the chaotic region, see Fig. 2.2(d-f). For
their representation on the Poincaré section the Poincaré-Husimi function [65] can be
employed.
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3 Prediction of dynamical tunneling
rates
For one-dimensional time-independent systems tunneling connects regions, which are
classically separated by a potential barrier, see Fig. 3.4(a) for an example. A prediction
for the tunneling rate γ can be derived by means of WKB theory [33],
γ ∼ c · exp
(
−2 ImS
~
)
, (3.1)
where S is the classical action of the particle and c is a prefactor. In the semiclassical
limit the actions S increase causing the tunneling effect to vanish.
For higher-dimensional systems tunneling not only occurs through potential barriers but
whenever the phase space of a system consists of classically disconnected regions. This
generalized concept of tunneling was introduced by Davis and Heller in 1981 and was
termed dynamical tunneling. It occurs in higher-dimensional integrable systems [66, 67],
where the tunneling process can be described by means of the WKB or the instanton
approach [68, 69]. Typical Hamiltonian systems, however, are not integrable. They have
a mixed phase space where regions of regular and chaotic motion coexist. Here dynamical
tunneling occurs between the regular and chaotic parts of phase space, see Fig. 3.1(a) for a
schematical sketch. Dynamical tunneling has been studied theoretically in numerous pub-
lications [43, 46, 66, 69–83]. Also experimentally dynamical tunneling has been observed,
e.g., in cold atom systems [25, 26, 84], microwave billiards [85–87], and semiconductor
nanostructures [88]. Dynamical tunneling has important consequences for the structure
of eigenfunctions [45, 89] and on the spectrum of mixed systems [90–92]. Furthermore, it
is decisive for controlling the emission properties of optical microcavities [93–96], which
find applications as microlasers and optoelectronic components. Such devices might be
useful also for clinical applications.
One of the first manifestations of dynamical tunneling was studied by Tomsovic and
Ullmo in 1994 [72]. They considered a system whose phase space consists of two symmetry-
related regular islands surrounded by a chaotic region. It was observed that typically
the energy splittings ∆E between two symmetry-related regular states are drastically
enhanced compared to the integrable situation without chaos. This occurs due to the
presence of chaotic states mediating the tunneling process between the two islands. The
relevant tunneling process consists of two basic steps: regular-to-chaotic tunneling from
the regular state of one island to a chaotic state followed by chaotic-to-regular tunneling
from the chaotic state to the regular state of the other island. These steps lead to an
enhancement of the energy splittings ∆E compared to the direct coupling of the two
regular states. Therefore this process was called chaos-assisted tunneling [72,97]. As the
spectral distance of the regular doublet to the nearest chaotic state varies depending on
external parameters, the energy splittings ∆E show large fluctuations, whose variance
can be predicted by random matrix theory [71,98–100].
In contrast to the fluctuating energy splittings ∆E the regular-to-chaotic tunneling
rates γ describe the average coupling to the chaotic sea, γ = 〈∆E〉/~eff [A1]. They
determine the exponential decay of the regular states to the chaotic region, ∼ e−γt, see
Fig. 3.1(b-e). For systems with a finite phase space this decay occurs up to the Heisenberg
time τH,ch = heff/∆ch only, where ∆ch is the mean level spacing of the chaotic states.
The regular-to-chaotic tunneling rates γ are dominated by different processes depend-
ing on the relation of the area Areg of the regular island to the effective Planck constant
heff [A1]. In the regime heff . Areg, in which Planck’s constant heff is smaller but of
the same order as the area Areg of the regular island, quantum mechanics is not af-
fected by small structures in phase space, such as nonlinear resonances or the hierarchical
q
p γ
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Figure 3.1: Illustration of dynamical tunneling in systems with a mixed phase space:
(a) The green arrows indicate the tunneling process from a regular island (red lines)
to the chaotic sea (blue dots) with tunneling rates γ. The purely regular state with
quantum number m = 0 (c) decays exponentially with tunneling rate γ0 (b). The state
m = 1 (e) decays faster, with larger tunneling rate γ1 (d) [A1]. For the definition of
the purely regular states see Sec. 3.1.
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transition region. Here the direct regular-to-chaotic tunneling process dominates. This
tunneling process was first studied by Hanson, Ott, and Antonsen in 1984 [70]. The
authors argued that the tunneling rates γ should decrease exponentially with decreasing
heff, γ ∼ exp(−B/heff). In several publications the constant C = B/Areg has been calcu-
lated for specific example systems in the semiclassical limit: For a weakly chaotic system
C = 2π was found [79] and C > 2π for rough nanowires [101, 102]. The approach in
Refs. [77, 103] leads to C = 3 − ln 4. However, all these predictions are valid for special
situations only or rely on assumptions, like the transformation of the regular island to a
harmonic oscillator [77], which do not hold for generic systems with a mixed phase space.
In order to find a quantitative prediction of direct regular-to-chaotic tunneling rates
for generic systems, the fictitious integrable system approach was introduced in Refs. [46]
and [A1]. It was applied to several example systems, including quantum maps [46], [A1],
billiards [87], and optical microcavities [94]. Furthermore, its predictions were compared
to experimentally obtained tunneling rates using a microwave cavity with the shape of a
mushroom billiard [87].
For a deeper understanding of regular-to-chaotic tunneling a semiclassical theory similar
to Eq. (3.1) would be desirable, which is not obtained using the fictitious integrable
system approach as introduced in Ref. [A1]. Such a theory would require classical paths
in complexified phase space, which connect the regular and chaotic regions. Until recently
such semiclassical theories existed for integrable [33,104,105] and near-integrable systems
[66, 69, 74, 79, 106–108]. For generic non-integrable systems, however, it was not clear
how to find the required complex paths. WKB-like methods cannot be employed, due to
natural boundaries [109,110] at which the complexification of regular tori ends [66,74,108].
In the following sections the fictitious integrable system approach [A1] and its semiclassical
evaluation [A4] will be introduced, solving the mentioned problems.
In the semiclassical regime, heff  Areg, small structures of the classical phase space can
be resolved by quantum mechanics. Most important are nonlinear resonance chains, which
cause an enhancement of the regular-to-chaotic tunneling rates due to quasi-degeneracies
between regular states of different quantum number. The corresponding tunneling pro-
cess has been termed resonance-assisted tunneling [75] and a theoretical framework has
been developed for its description [75, 76, 78]. The effect has been observed numerically
for near integrable systems [75, 76], mixed quantum maps [78], periodically driven sys-
tems [111, 112], quantum accelerator modes [79], and for multi-dimensional molecular
systems [113,114]. In addition, first experiments have been performed demonstrating the
coupling of regular states [115] as well as the enhancement of the tunneling rates [116]
caused by the existence of a nonlinear resonance structure. Recently, it was shown that
a combination of the direct regular-to-chaotic tunneling mechanism and the resonance-
assisted tunneling mechanism leads to a theory which quantitatively predicts tunneling
rates from the quantum to the semiclassical regime [A3]. For the application of this uni-
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fied theory it is essential to determine direct regular-to-chaotic tunneling rates, which is
possible using the fictitious integrable system approach.
3.1 The fictitious integrable system approach
In Ref. [A1] the fictitious integrable system approach for the prediction of direct regular-
to-chaotic tunneling rates was reviewed and applied to several example systems. Its main
idea is to decompose the Hilbert space of the mixed quantum system into two parts, one
corresponding to the regular region and the other to the chaotic region. Classically such
a decomposition is unique. Quantum mechanically, however, this is not the case due to
the uncertainty principle. The required decomposition can be obtained by constructing
a fictitious integrable system Hreg [71, 77, 79]. This fictitious integrable system has to be
chosen such that its dynamics resembles the classical motion corresponding to the mixed
system within the regular island as closely as possible. Furthermore, it has to continue
this regular dynamics into the chaotic region, compare Figs. 3.2(a) and (d). In contrast
to the predominantly regular eigenstates of the mixed system, Fig. 3.2(b), the eigenstates
|ψreg〉 of Hreg have no chaotic admixture, Fig. 3.2(e). They are purely regular in the sense
that they are localized on a quantizing torus of the regular region and continue to decay
beyond this regular region.
a
U or H
b
d
Hreg
e
|ψreg〉
c
f
|ψch〉
Figure 3.2: (a) Illustration of the mixed classical phase space corresponding to a
quantum map U or billiard H. Shown is (b) a predominantly regular eigenstate and
(c) a predominantly chaotic eigenstate. Both have small components also in the other
region of phase space. (d) Classical phase space of a corresponding fictitious integrable
system Hreg. (e) Its eigenstates |ψreg〉 are purely regular. (f) The purely chaotic states
|ψch〉 extend in the chaotic region of phase space [A1].
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With the eigenstates |ψreg〉 of Hreg a projection operator Pch = 1−Preg onto the chaotic
phase-space component can be defined [A1], which gives the decomposition of the Hilbert
space into a regular and a chaotic subspace. Finally, using Fermi’s golden rule [117], a
prediction for regular-to-chaotic tunneling rates can be found, which for quantum maps
is given by
γm = ‖PchU |ψmreg〉‖2. (3.2)
It allows for the prediction of tunneling rates from a regular state localized on the mth
quantized torus to the chaotic sea. Equation (3.2) relies on the chosen fictitious integrable
system Hreg which defines the decomposition of Hilbert space. It describes that the
tunneling rates are determined by the amount of probability that is transferred to the
chaotic region after one application of the time evolution operator U on |ψmreg〉.
For billiard systems an expression similar to Eq. (3.2) can be derived [A1],
γm,n = 2πρch〈|vch,mn|2〉ch, (3.3)
where the average of |vch,mn|2 = |〈ψch|H|ψm,nreg 〉|2 over chaotic states of similar energy enters
and ρch is the density of chaotic states. It allows for the prediction of tunneling rates from
a regular state of quantum numbers (m,n) to the chaotic sea. Here the construction of
|ψch〉 from random wave models [14] has proven useful. Approximate evaluations and first
steps towards a semiclassical prediction of Eqs. (3.2) and (3.3) are presented in Ref. [A1].
The main difficulty in applying the fictitious integrable system approach is the deter-
mination of the fictitious integrable system Hreg [A1]. The dynamics of this integrable
system has to resemble the classical motion of the mixed system within the regular island
as closely as possible. A perfect agreement is not feasible, as the integrable approximation
cannot, for example, contain small embedded chaotic regions or mimic the hierarchical
regular-to-chaotic transition region at the border of the regular island. If the fictitious in-
tegrable system approach is evaluated for not too small heff, however, these structures are
not yet resolved quantum mechanically, such that an imperfect integrable approximation
is sufficient for the prediction of tunneling rates. Besides the close approximation of the
regular island the integrable dynamics of Hreg should extrapolate smoothly beyond the
regular-chaotic border of the mixed system. This ensures that the quantum eigenstates
of Hreg have correctly decaying tunneling tails, which are required for the determination
of the tunneling rates with Eqs. (3.2) and (3.3).
For the construction of Hreg the Lie-transformation method [1] and a method based on
the frequency map analysis [118] have been discussed and successfully applied to quan-
tum maps in Ref. [A1]. For billiards the circular and the rectangular billiard are used as
Hreg. For generic higher-dimensional systems, however, these methods cannot be applied.
Hence, in Ref. [A2] a new method, the iterative canonical transformation method, to con-
struct an integrable approximation Hreg for generic regular islands of arbitrary dimension
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was introduced. The method was successfully applied to the standard map and to the
cosine billiard. It enables the applicability of the fictitious integrable system approach to
generic billiard systems.
To test the theoretical predictions, Eqs. (3.2) and (3.3), their results are compared
to numerically determined rates. In Ref. [A1] three alternative methods to numerically
compute regular-to-chaotic tunneling rates are presented: (i) opening the system, (ii)
time evolution of regular states, and (iii) evaluating avoided crossings between regular and
chaotic states. Agreement between the three methods is found with only small deviations.
In order to demonstrate the results of the fictitious integrable system approach, it was
applied, e.g., to the desymmetrized mushroom billiard [119], which is characterized by
the radius R of the quarter circular cap, the stem width a, and the stem height l, see
Fig. 3.3(a). This billiard is of current interest [91, 120–123] due to its sharply separated
regular and chaotic regions in phase space. For the fictitious integrable system Hreg
a modified quarter circular billiard is used [87] which exactly reproduces the regular
dynamics of the mushroom billiard. The chaotic states |ψch〉 are approximated by a
s
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Figure 3.3: (a) Mushroom billiard with a stem of height l, width a and a cap of radius
R. Shown are regular (red) and chaotic (blue) trajectories, corresponding eigenfunc-
tions, as well as the Poincaré section at the quarter-circular boundary. (b) Tunneling
rates of regular states with quantum numbers n ≤ 3 vs k for a = 0.5 and R = 1. The
prediction of Eq. (3.4) (solid lines) is compared with numerical rates (dots). The insets
show the regular eigenfunctions ψ12,1reg and ψ54,3reg [A1].
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random wave model which respects the Dirichlet boundary condition of the corner of
angle 3π/2 at the connection of cap and stem. The application of Eq. (3.3) finally leads
to the explicit analytical formula
γm,n =
8
π
∞∑′
s=1
Jm+ 2s
3
(jm,na)
2
Jm−1(jm,n)2
, (3.4)
where the sum over s excludes all multiples of 3, Jm denotes the mth Bessel function,
and jm,n is the nth root of Jm. Equation (3.4) was derived in Ref. [87], where it was
successfully compared to experimental data obtained from a microwave experiment.
Figure 3.3(b) shows numerically determined tunneling rates γm,n (dots) for regular
states of fixed radial quantum number n = 1, 2, 3 and increasing angular quantum number
m for a = 0.5 and R = 1. The rates were determined by evaluating avoided crossings
between regular and chaotic modes. They are compared to the theoretical prediction,
Eq. (3.4) (lines). Excellent agreement for tunneling rates γm,n over 18 orders of magnitude
is found [A1]. Comparisons with similar agreement of numerically determined tunneling
rates with the predictions of the fictitious integrable system approach were performed for
[A1] different quantum maps [46], annular billiards, mushroom billiards with elliptic hats,
annular microcavities [94], as well as disordered nanowires in a magnetic field.
3.2 Semiclassical description of dynamical tunneling
For integrable systems tunneling rates are typically calculated using WKB theory [33],
which leads to the prediction of Eq. (3.1). It depends exponentially on Planck’s constant
and on the classical action, S =
∫
p(q) dq, of a path connecting the initial quantizing
torus to the final quantizing torus of the same energy. As these tori are separated by a
classically impenetrable energy barrier, there is no real path connecting the two tori. An
example is given by the one-dimensional potential shown in Fig. 3.4(a). Here the integral,
S =
∫
p(q) dq, has to be evaluated between qb and qc. In this region the momentum
p(q) =
√
2m(E − V (q)) is purely imaginary as V (q) > E. For generic integrable systems
both coordinates of phase space have to be complexified, q → q1 + iq2 and p→ p1 + ip2. In
such a complexified phase space the two real tori of energy E are part of one complexified
torus and complex paths along this torus can be found connecting the two real tori [124],
see Fig. 3.4(b). These complex paths are used to determine the action S in Eq. (3.1) which
gives an intuitive picture of tunneling in integrable systems: The tunneling rate decreases
exponentially with increasing width and height of the potential barrier and is determined
completely by the energy of the considered state and the structure of the complexified
torus connecting the initial to the final state.
For dynamical tunneling in systems with a mixed phase space one central question is
to find a similarly intuitive picture revealing the classical origins of the tunneling rates.
14
The fictitious integrable system approach as presented above cannot provide this insight,
as it is based on quantum properties only, such as the quantized fictitious integrable
system, its eigenstates, and the projection operator onto the chaotic region. Also it
is known that the simple WKB picture of integrable tunneling fails for generic non-
integrable systems with a mixed phase space. Even in complexified phase space it is
impossible to find paths connecting the regular and chaotic regions. This occurs due to
so-called natural boundaries beyond which the complexified tori of the regular island do
not exist [109,110,124], see Fig. 3.4(c).
This failure of the standard WKB methods for systems with a mixed phase space is the
main difficulty in finding a tunneling prediction based on complex paths. Theories exist
for higher-dimensional integrable systems [33, 104, 105] and also in the near-integrable
regime [66,69,74,79,106–108], where only small chaotic components exist in phase space.
For generic non-integrable systems the time evolution of regular states has been studied
in the presence of dynamical tunneling using time-evolution paths in complex phase space
[43, 73, 80, 81]. Finally, in Ref. [A4] the first semiclassical prediction of direct regular-to-
chaotic tunneling rates is presented for the experimentally relevant regime heff . Areg.
Specific complex paths are constructed to overcome the fundamental difficulties caused
by natural boundaries [124].
The derivation of this semiclassical prediction [A4] is based on the fictitious integrable
system approach, Eq. (3.2), for quantum maps. In the action-angle representation it can
be rewritten as
γm =
∑
ch
|〈Ich|U |Im〉|2, (3.5)
qqa qb qc
V (q)
E
γ
(a)
Re p
Im q
Re q
(b)
Re p
Im θ
Re q
(c)
Figure 3.4: (a) Potential of a one-dimensional integrable system with an energy bar-
rier. At energy E bounded motion (qa ≤ q ≤ qb) is classically separated from un-
bounded motion (q ≥ qc). Quantum mechanically a metastable state on the left may
tunnel to the right with tunneling rate γ. (b) Complexified phase space of (a). The two
real tori of energy E are connected by a path (green arrow) along a complexified torus
(red surface) on which the energy is conserved. (c) Complexified phase space of the
non-integrable standard map. Complex paths from the regular to the chaotic region do
not exist, as the complexified regular tori (red surface) break at the natural boundary
(white line) [124].
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where |Im〉 = |ψmreg〉 are the eigenstates of Hreg concentrating in the regular island of
the mixed system F and |Ich〉 are the eigenstates of Hreg located in the chaotic re-
gion of F . Their quantizing tori have a classical action larger than the action Ib of
the first torus of Hreg that is entirely located outside the regular region of F . Evaluat-
ing Eq. (3.5) in position representation, a semiclassical prediction of γ is derived using
standard semiclassical methods [125, 126] for complex paths. To this end the complex-
path technique for propagators [43, 73] is generalized to the tunneling matrix elements
〈Ich|U |Im〉 =
∫
dq′
∫
dq 〈Ich|q′〉〈q′|U |q〉〈q|Im〉. The arising terms are expressed semiclas-
sically and the integrals over the position coordinates are evaluated by a saddle-point
method. Summing over Ich according to Eq. (3.5) gives a semiclassical prediction of the
tunneling rates, which can be further simplified: (i) using a diagonal approximation of
the modulus squared of the tunneling matrix elements, (ii) replacing the sum over Ich
by an integral, and (iii) linearizing the action in the exponential and evaluating the edge
contribution of the integral at Ib. These steps lead to the final semiclassical prediction
for regular-to-chaotic tunneling rates
γm =
∑
ν
~eff
4π
∣∣∣∂2Sν(Ib,Im)∂Ib∂Im
∣∣∣
Im ∂Sν(Ib,Im)
∂Ib
· exp
(
−2 ImSν(Ib, Im)
~eff
)
(3.6)
with the complex action
Sν(Ib, Im) =
∫
Cm,ν
p(q) dq + SFν (qν , q
′
ν) +
∫
Cb,ν
p(q) dq. (3.7)
The action Sν is constructed from paths ν in complexified phase space connecting the
initial regular torus Im to the boundary torus Ib. Such a complex path ν consists of
three segments [A4]: (i) The first segment originates from the initial regular eigenstate
〈q|Im〉 of Hreg. It connects a reference point of the real torus Im to a specific point (qν , pν)
in complexified phase space which is determined by the next segment (ii). Segment (i)
is parametrized by the curve Cm,ν on the complexified initial torus Im. (ii) The second
segment is determined by the semiclassical propagator corresponding to 〈q′|U |q〉. It is
obtained by applying the complexified map F of the non-integrable system once to the
point (qν , pν) such that the resulting point (q′ν , p′ν) is on the complexified boundary torus
Ib. Hence, this segment connects the initial complexified torus Im to the final complexified
torus Ib. This requirement determines the possible endpoints (qν , pν) of the first segment.
(iii) The final segment connects the point (q′ν , p′ν) on the complexified boundary torus Ib
to a reference point of this final torus. It is parametrized by the curve Cb,ν . The complex
parts of the three segments are sketched in Fig. 3.5(a).
The semiclassical result, Eq. (3.6), allows for calculating regular-to-chaotic tunneling
rates by means of complex paths for generic systems with a mixed phase space. It semi-
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classically confirms the long-conjectured exponential heff-scaling of regular-to-chaotic tun-
neling rates [70] and thereby generalizes the WKB-prediction, Eq. (3.1), of integrable sys-
tems to non-integrable systems. The essential point for the construction of the complex
paths is the use of the approximate complexified tori Im and Ib of the fictitious integrable
system Hreg. These tori can be connected by a time-evolution segment (ii) evaluating the
mixed system F , as they do not have a natural boundary and hence can be extended
sufficiently deep into complexified phase space. With the corresponding invariant tori of
the mixed system this is not possible, as they are limited by natural boundaries and the
time evolution would remain on Im [A4].
For the application of the prediction, Eq. (3.6), one has to construct the complexified
tori Im and Ib using a fictitious integrable system Hreg, find the complex paths ν be-
tween Im and Ib composed of the segments (i)-(iii), and compute their action Sν using
Eq. (3.7). It is sufficient to select the dominant paths, which have the smallest positive
imaginary action. This procedure was performed for the standard map at K = 2.9 [A4]
with SFν (qν , q′ν) = (qν − q′ν)2/2 − V (q′ν) [35, 127]. The semiclassical prediction accord-
ing to Eq. (3.6) accurately describes the numerical tunneling rates, see Fig. 3.5(b). The
deviations at small heff occur due to resonance-assisted tunneling.
Re q0 1
Re p
−0.5
0.0
0.5
(a)
Im θ
1/heff
γm
(b)
10−6
10−4
20 50 80
Figure 3.5: (a) Dominant complex paths (green arrows) consisting of segments (i)-(iii)
for the standard map at K = 2.9 leading to the regular-to-chaotic tunneling rate γ1 at
heff = 1/50. The segments (i) and (iii) (curved arrows) on the complexified initial (red)
and final (blue) torus are connected by a time-evolution segment (straight arrows).
The natural boundary is shown (white line) on the initial torus. (b) Regular-to-chaotic
tunneling rates γm for m = 0, 1, 2, 3 vs 1/heff. Numerical rates (dots), obtained by
opening the system, are compared with the semiclassical prediction, Eq. (3.6) (solid
lines). The phase space is shown in the insets with absorbing regions (gray) as well as
the Husimi representation of states with m = 0 and m = 3 at heff = 1/60 [A4].
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4 Spectral properties and dynamical
tunneling
A central property of a quantum system is its spectrum consisting of the eigenvalues
En. It can be described by global measures, such as the average density of states, or
by local measures, such as the nearest-neighbor level-spacing distribution. Both of these
properties are introduced in the following and discussed for systems with a mixed phase
space. Consequences of dynamical tunneling are presented.
4.1 Partial Weyl law for billiards
The spectral staircase function N(E) counts the number of eigenstates with an energy
En smaller than a given energy E, N(E) = #{n|En < E}. It can be decomposed into a
smooth and a fluctuating part, N(E) = N̄(E) + Nfluct(E). For two-dimensional billiards
at large energies the smooth part is given by the generalized Weyl law [128]
N̄(E) =
A
4π
E − L
4π
√
E + C + . . . (4.1)
in units ~ = 2m = 1. Here A denotes the area of the billiard and L is the length of
its boundary. The constant C is determined by the curvature and by properties of the
corners of the billiard [57]. The derivative of the spectral staircase function is the density
of states d(E). For the average density of states d̄(E) one finds
d̄(E) =
A
4π
− L
8π
1√
E
+ . . . . (4.2)
Analogous results are available for three-dimensional billiards and other types of waves
and boundary conditions [129]. A fractal Weyl law was introduced for open systems [130].
The leading term of Eq. (4.2) depends on the area A of the billiard. It is derived by
counting the number of Planck cells in phase space at energy E. The second term arises
only for billiards or resonators and depends on the length L of the boundary. It was
already conjectured by Weyl in 1913 [131]. At the billiard boundary the wave function
has to vanish. Hence, a layer of the length the boundary L and the width of the order of
the wave length λ ∼ 1/
√
E is depleted [A5]. Both terms of Eq. (4.2) can also be derived
semiclassically. While the leading term originates from closed trajectories of zero length,
the second term arises as a contribution from closed trajectories, which are reflected
perpendicularly at the boundary [132–135].
The phase space of generic billiards or resonators typically consists of several classically
disjoint regions Γi, e.g., regular and chaotic regions. The corresponding spectrum is
composed of subspectra with eigenstates mainly concentrating on one of these invariant
regions, which can be motivated from the semiclassical eigenfunction hypothesis [13–15].
Hence, the question arises, if a partial Weyl law similar to Eq. (4.2) exists for the partial
average density of states d̄Γi(E) with d̄(E) =
∑
i d̄Γi(E). This is relevant to study the
spectral statistics of the subspectra, used e.g. for the calculation of transition rates with
Fermi’s golden rule [87], to determine the total internal reflection in optical resonators
[136,137] or tilted leads attached to a quantum dot [138].
In Ref. [A5] it was shown that such a partial Weyl law exists for each subset of eigen-
states corresponding to an invariant region Γ of phase space. The two leading terms were
derived using the Wigner-Weyl transformation of the Green function. For the spectral
staircase this leads to
N̄Γ(E) =
AΓ
4π
E − LΓ
4π
√
E, (4.3)
similar to Eq. (4.1). As expected, the area AΓ results from counting the number of Planck
cells in the phase-space region Γ at energy E. Hence, AΓ is the area A weighted by the
fraction of phase space occupied by Γ. Surprisingly, LΓ originates from the length L
weighted by the fraction of the billiard boundary in which trajectories running parallel to
the boundary belong to Γ. This is unexpected, as in the semiclassical derivation of the
second term in Eq. (4.1) trajectories perpendicular to the boundary [132–135] are used.
The result, Eq. (4.3), was confirmed numerically for the mushroom billiard [A5], see
Fig. 4.1, where the number of regular and chaotic states are predicted and compared
∆Γ
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Figure 4.1: (a) Spectral staircase function NΓ(E) for regular and chaotic eigenstates of
the desymmetrized mushroom billiard with R = 1, l = 1, and a = 0.5. Equation (4.3)
(smooth lines) is compared to numerical data (histograms). The regular and chaotic
parts of the boundary are shown in the inset. (b) Same data after subtracting the
leading area term, ∆Γ(E) = NΓ(E) − AΓE/(4π), compared to the second term of
Eq. (4.3) (smooth lines). The results are shown over a larger energy range [A5].
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to the numerically obtained counting function. The approach has also been verified for
counting the number of regular and chaotic states in the generic cosine billiard, as well as
for the elliptical billiard, where rotating and oscillating states were considered [A5].
Besides the regular and chaotic states which concentrate on phase-space regions of
volume larger zero, exceptional sequences of eigenstates may exist, which are not related
to such a volume of phase space. Examples are bouncing-ball modes or scars [139–144].
For such a subset of eigenstates the leading term in Eq. (4.1) vanishes and the question
about the energy dependence of their counting function arises.
In Ref. [A6] this question was considered for bouncing-ball modes, which concentrate on
a family of marginally stable periodic orbits. Examples are given by many nonintegrable
billiards containing a rectangular region combined with other boundary segments, for
example the stadium [145], the Sinai [53], and the cosine billiard [5]. In such billiards the
bouncing-ball modes have a structure similar to the eigenstates of a rectangle, see the
insets of Fig. 4.2. These modes are characterized by two quantum numbers, m and n,
where m describes the quantization along the bouncing-ball orbits and n perpendicular
to them.
In Ref. [146] it was proven that the modes with n = 1 and increasing m exist in
the semiclassical limit. This sequence of eigenvalues gives a spectrum as would be ex-
pected from a one-dimensional quantum system. Its counting function is described by
N̄bb(E) ∼
√
E. Typically also modes with higher excitations n > 1 perpendicular to the
periodic orbits can be observed for large enough m. Hence, it is expected that the number
of bouncing-ball modes is asymptotically described by a power law N̄bb(E) ∼ Eδ with
exponent 1/2 ≤ δ < 1.
For a specific billiard the exponent δ depends on the couplings of the bouncing-ball
modes to the chaotic modes. These couplings are determined by the shape of the billiard
in the vicinity of the rectangular bouncing-ball region. Examples are given by the stadium
billiard, for which the exponent δ = 3/4 was obtained [147, 148], and the cosine billiard,
for which δ = 9/10 was found as an upper bound [148].
In Ref. [A6] the number of bouncing-ball modes is related to their tunneling rate into the
chaotic sea. Applying the fictitious integrable system approach, Eq. (3.3), to the bouncing-
ball modes leads to tunneling rates which show a power-law decay with increasing quantum
number m for fixed n. It is argued that the decreasing rates γ imply the semiclassical
existence of the bouncing-ball modes. This allows to classify the bouncing-ball modes as
existing or not existing depending on the criterion
γm,n <
∆2ρchπ
2
, (4.4)
where ρch is the density of chaotic states and ∆ is the mean level spacing. Counting the
number of bouncing-ball modes which exist according to Eq. (4.4), gives a result for their
counting function Nbb(E). For the stadium billiard the prediction of δ = 3/4 [147,148] is
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Figure 4.2: Decay rates of bouncing-ball modes for the desymmetrized cosine billiard.
For the quantum numbers n = 1, 2 and increasing m numerical rates (dots) are com-
pared with the approximate solution (4.5) (lines) on a double-logarithmic scale. The
insets show the bouncing-ball modes of quantum number (7,1) and (39,2). The classical
bouncing-ball orbits are illustrated by green vertical lines [A6].
confirmed. For the cosine billiard the analytical prediction for the tunneling rates,
γm,n =
√
2πh
w3
n2√
m
, (4.5)
is derived, in which h is the height and w the width of the rectangular part of the
desymmetrized cosine billiard, see Fig. 4.2. Using the existence criterion (4.4) for the
results of Eq. (4.5) leads to the exponent δ = 5/8 for the number of bouncing-ball modes
N̄bb(E) in the cosine billiard.
4.2 Fractional-power-law level statistics
An important local spectral quantity is the nearest-neighbor level-spacing distribution
P (s), which is introduced here following Ref. [149]. It is defined as the probability density
of the energy-level separations
sn = εn+1 − εn (4.6)
obtained from the unfolded eigenenergies
εn = N̄(En). (4.7)
The unfolding procedure is decisive to remove spacing variations caused by the globally
changing smooth part of the density of states.
Depending on the considered quantum system the nearest-neighbor level-spacing distri-
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bution shows universal behavior. Berry and Tabor have shown [150] that the level-spacing
distribution of integrable systems with more than one degree of freedom universally decays
like an exponential function in the semiclassical limit, see Fig. 4.3(a,b). This allows for
the local interpretation of regular energy levels as uncorrelated random numbers, which
show level clustering, P (s = 0) > 0. Hence, spectral statistics of regular systems can be
described by random matrices of the Poisson ensemble. For fully chaotic systems Bohigas,
Giannoni, and Schmit conjectured that local spectral statistics can be modeled by random
matrix theory [151, 152]. Time-reversal invariant systems can be described by the circu-
lar orthogonal ensemble (COE), see Fig. 4.3(e,f), and systems with broken time-reversal
symmetry by the circular unitary ensemble (CUE). Several numerical verifications of the
conjecture exist [153–155] and its theoretical foundation was provided in the semiclassi-
cal limit by means of periodic orbit theory [156–158]. Universally, chaotic energy levels
show level repulsion, P (s = 0) = 0. Such universal spectral properties [153] are of broad
interest for applications, e.g., in solid state physics [159], mesoscopic physics [160], cold
atom physics [161], and atomic as well as acoustic physics [162].
Generic Hamiltonian systems, however, are neither integrable nor fully chaotic but have
a mixed phase space consisting of regular and chaotic regions. In order to describe the
nearest-neighbor level-spacing distribution for such systems, Berry and Robnik [163] as-
sumed an uncorrelated superposition of regular and chaotic subspectra. This assumption
is based on the semiclassical eigenfunction hypothesis [13–15], stating that semiclassically
regular and chaotic eigenfunctions and eigenvalues form independent subspaces which
are related to the classically regular and chaotic components of phase space. For a two-
component system with one regular and one chaotic region this leads to the prediction
P (s) = preg-reg(s) + pch-ch(s) + preg-ch(s) (4.8)
= ρ2rege
−ρregserfc
(√
πρchs
2
)
+
(
ρ2ch
πs
2
+ 2ρregρch
)
e−
π(sρch)
2
4 e−ρregs, (4.9)
which consists of three contributions; the probability to find a spacing of length s between:
two regular states, preg-reg(s), two chaotic states, pch-ch(s), a regular and a chaotic state,
preg-ch(s). Due to the terms preg-reg(s) and preg-ch(s) the Berry-Robnik distribution shows
level clustering, P (s = 0) > 0, see Fig. 4.3(c,d). It depends on the unfolded regular and
chaotic density of states, ρreg and ρch, with ρreg + ρch = 1. For ρreg = 0 the system is
fully chaotic and the Wigner distribution is obtained, while for ρreg = 1 the system is
integrable and an exponential distribution is recovered for P (s).
In numerical simulations of the nearest-neighbor level-spacing distribution for mixed
systems the level clustering predicted by Berry and Robnik cannot be observed. Instead
a fractional-power-law distribution,
P (s) ∼ sβ, (4.10)
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Figure 4.3: (a) Phase space of an integrable system with the corresponding (b) Poisson
distribution of nearest-neighbor level spacings. (c) Mixed phase space (ρreg ≈ 0.3) with
(d) Berry-Robnik distribution and (e) chaotic system with (f) Wigner distribution.
with exponent β was observed for small spacings s [164, 165]. Qualitatively this behav-
ior may be described by the Brody distribution [159, 166, 167]. However, this approach
requires a fitting parameter which is not related to any physical property of the system.
The deviations between the numerical simulations and the Berry-Robnik distribution
are caused by dynamical tunneling, which weakly couples regular and chaotic states and
thus enlarges small spacings between the corresponding levels. This effect has been mod-
eled in Refs. [91,92,168,169], where a phenomenological coupling strength between regular
and chaotic states was introduced, and in Refs. [77,90], where a fit-free prediction of the
level-spacing distribution was given. However, these results do not explain the power-law
distribution of small spacings, Eq. (4.10).
In Ref. [A7] it is shown that a fractional-power-law distribution universally arises over
a wide range of small spacings. This is caused by the regular-to-chaotic tunneling rates
of different regular states which range over many orders of magnitude. Numerically the
power-law distribution is demonstrated for a class of modified standard maps at K = 2.9,
for which their phase space consists of one large regular island embedded in the chaotic
sea. Most relevant is the heff-regime with few regular levels (Nreg ≈ 6), as semiclassically
(Nreg  1) the influence of tunneling on spectral statistics becomes less relevant. A
power-law distribution for P (s) at small s is observed, see Fig. 4.4 (green histograms).
In order to describe the power-law distribution of P (s), the mixed system is modeled
by a random matrix Hamiltonian H [A7], which contains regular levels εreg and chaotic
levels εch on its diagonal. These levels are coupled by off-diagonal elements vm,j, which
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represent the regular-to-chaotic tunneling couplings between the mth regular and the jth
chaotic state. The coupling matrix elements vm,j are modeled by independent Gaussian
random variables with zero mean and standard deviation vm, which does not depend on
the chaotic state j but differs for each regular state m. The typical coupling vm is related
to the tunneling rate γm of the mth regular state,
vm =
N
2π
√
γm
Nch
. (4.11)
Hence, the probability density P̄ (v) of all couplings is described by
P̄ (v) =
1
Nreg
Nreg−1∑
m=0
1√
2πvm
e−
v2
2v2m . (4.12)
The tunneling rates γm are parameters of the random matrix model. They can be de-
termined analytically, e.g., using the fictitious integrable system approach, Eq. (3.2), or
numerically. In general the tunneling rates γm vary over many orders of magnitude, such
that the typical couplings vm cover a wide range on a logarithmic scale. For the considered
example systems also v0 < · · · < vNreg−1 holds.
In Ref. [A7] an analytical prediction for the level-spacing distribution of mixed systems
in the presence of dynamical tunneling is derived, starting from Eq. (4.8) and using the
following assumptions: (i) The spacings of the chaotic subspectrum ofH are approximated
by the Wigner distribution, Pch(s) = πsρ2ch/2e−π(sρch)
2/4, with mean spacing 1/ρch [151,
154]. Hence,
pch-ch(s) = Pch(s)(1− ρregs), (4.13)
in which the first factor is the probability of finding a ch-ch spacing of size s in the
chaotic subspectrum of H and the second factor describes the probability of having no
regular level within this ch-ch spacing. (ii) For Nreg  Nch, consecutive regular levels are
separated on scales larger than the mean level spacing, such that
preg-reg(s) = 0. (4.14)
(iii) Dynamical tunneling leads to enlarged reg-ch spacings. They can be modeled by 2×2
submatrices of H, (
εreg v
v εch
)
, (4.15)
which relies on degenerate perturbation theory [90, 91]. From Eq. (4.15) the tunneling-
improved reg-ch spacings are calculated,
preg-ch(s) = 2ρregρche−
π(sρch)
2
4 · 1
Nreg
Nreg−1∑
m=0
ṽm
vm
X
(
s
2ṽm
)
, (4.16)
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Figure 4.4: Level-spacing distribution P (s) of the standard map with K = 2.9 and
heff = 1/100. The classical phase space is shown in the inset. The numerical data (green
histogram) is compared to the analytical prediction, the sum of Eqs. (4.14), (4.16), and
(4.13), (black solid line) and the Berry-Robnik distribution, Eq. (4.9), (black dashed
line) (a) on a linear and (b) on a double-logarithmic scale for small spacings. The typical
couplings 2vm (triangles) mark the power-law regime (straight red line) with exponent
β ≈ 0.3. Linear level repulsion is obtained below the smallest typical coupling [A7].
where X(x) =
√
π/2xe−x2/4I0(x2/4), I0 is the zeroth order modified Bessel function of
the first kind, and ṽm = vm/
√
1− 2πρ2chv2m.
Using Eqs. (4.14), (4.16), and (4.13) in Eq. (4.8) gives the final prediction for the level-
spacing distribution in the presence of dynamical tunneling [A7]. Figure 4.4 shows that
this result is in excellent agreement with spectral data of the example systems.
For spacings smaller than the smallest coupling, s < v0, P (s) shows linear level repul-
sion, P (s) ∼ s. Spacings in between v0 and vNreg−1, however, obey a power-law behavior,
P (s) ∼ sβ, with exponent β. Using an approximate ansatz for the smallest and the
largest coupling leads to β ∼ heff [A7]. This type of scaling behavior demonstrates the
inapplicability of the Brody distribution [166, 167] for mixed systems, which fails to si-
multaneously describe the heff-dependent power-law exponent for small spacings and the
fixed Berry-Robnik distribution for large spacings.
4.3 Consequences of flooding on spectral statistics
The typical couplings vm between regular and chaotic states are determined by the regular-
to-chaotic tunneling rates γm but also by the density of states ∼ N , see Eq. (4.11). For an
increasing density of states at fixed heff and fixed Nreg/Nch the couplings vm increase and it
is observed [45,71,89,101,170–172] that the regular states strongly couple to many chaotic
states. As a consequence, these regular states disappear and chaotic states penetrate into
the regular island, ignoring the semiclassical eigenfunction hypothesis. This effect is called
flooding of regular states [45,89].
Flooding causes the number N freg of regular eigenstates that actually exist in the regular
island to be smaller than the number Nreg expected from the semiclassical eigenfunction
25
hypothesis. An explanation for this phenomenon is provided in Refs. [45, 89]. There it is
argued that next to the WKB quantization condition, Eq. (2.3), the regular state on the
mth quantizing torus has to fulfill an additional condition. It exists only if the relation
γm <
1
τH,ch
(4.17)
holds. Here γm is the tunneling rate of the mth regular state and the Heisenberg time
τH,ch = heff/∆ch is the ratio of the effective Planck constant heff and the mean level spacing
of the chaotic subspectrum ∆ch.
Flooding of regular states also has an impact on spectral statistics [A8]. With increas-
ing density of states regular states are flooded, such that a transition of spacing statistics
from the Berry-Robnik to the Wigner distribution is expected, although the underlying
classical phase-space structure and heff remain unchanged [173]. This transition is demon-
strated quantitatively in Ref. [A8] for quantum maps with a simple phase-space structure
consisting of M identical cells. Each cell contains one elliptical regular island surrounded
by chaotic motion, see the insets of Fig. 4.5. For a system consisting ofM cells there exist
M regular islands such that there are also M regular states for each quantum number m.
Increasing the system size M leads to increasing typical couplings of the regular states to
the chaotic sea,
vm =
N
2π
√
γm
Nch
=
1
2π
√
γm
heffρch
√
M, (4.18)
without changing heff or the fraction of regular to chaotic phase-space area. While the
standard Berry-Robnik prediction, Eq. (4.9), gives the same result for the spacing statis-
tics for each M , numerically a transition to Wigner statistics is observed for large M , see
Fig. 4.6.
In order to describe this transition an improved Berry-Robnik distribution is defined in
Ref. [A8], which accounts for the flooding of regular states using the existence criterion,
Eq. (4.17). With Eq. (4.18) it can be rewritten for the typical coupling of the mth regular
states,
vm <
1
2πρch
. (4.19)
If this existence criterion is fulfilled, the typical coupling of the mth regular states is
smaller than the semiclassically expected chaotic mean level spacing and they exist. For
vm larger than this threshold, the mth regular states effectively couple to an increasing
number of spectrally close chaotic states. These Nreg −N freg regular states which violate
Eq. (4.19) are flooded by chaotic states in phase space and disappear. For the considered
model systems the relation v0 < · · · < vNreg/M−1 holds, such that for increasing M the
quantizing tori are flooded from the border to the center of the regular islands, see Fig 4.5.
To obtain a description of the level-spacing distribution which includes flooding, the
density of not flooded regular states ρfreg is calculated using the existence criterion (4.19).
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Figure 4.5: Density of regular states ρfreg in the presence of flooding, Eq. (4.21), (black
line) and semiclassically expected density of regular states ρreg (green dotted line) vs
system size M for heff ≈ 1/13. The insets illustrate the classical phase space (black)
and the flooding of the regular island: The gray tori enclose the area ρfreg for M = 1,
21, 610, and 6765 which is related to the phase-space region occupied by the averaged
Husimi function of all chaotic eigenstates folded into the first unit cell [A8].
This density is then used in the Berry-Robnik prediction, Eq. (4.9), instead of ρreg, leading
to the flooding-improved Berry-Robnik distribution [A8]
Pfi(s) = (ρ
f
reg)
2e−ρ
f
regserfc
(√
πρfchs
2
)
+
(
(ρfch)
2πs
2
+ 2ρfregρ
f
ch
)
e−
π(sρfch)
2
4 e−ρ
f
regs (4.20)
with ρfch = 1− ρfreg and
ρfreg =
Nreg/M−1∑
m=0
heff
[
1−Θ
(
vm −
1
2πρch
)]
. (4.21)
For increasing M it shows the observed transition from the original Berry-Robnik distri-
bution to the Wigner distribution, see Fig. 4.6.
Equation (4.20) does not describe the power-law level repulsion, which is observed for
systems with a mixed phase space, as introduced in Sec. 4.2. Hence, the flooding- and
tunneling-improved Berry-Robnik distribution was derived [A8], which allows to describe
both, the effect of flooding and the power-law level repulsion at small spacings. The effects
of flooding are incorporated into Eq. (4.16) by replacing the number of semiclassically
expected regular states Nreg with the number of surviving regular states N freg which fulfill
the existence criterion (4.19). The other regular states, which fulfill the WKB quantization
condition, Eq. (2.3), but violate the existence criterion, Eq. (4.19), are assigned to the
chaotic subspectrum. With these modifications level repulsion between the N freg surviving
regular states and the chaotic states is then modeled perturbatively, as outlined in Sec. 4.2.
Figure 4.6 shows that the flooding- and tunneling-improved Berry-Robnik distribution is
in excellent agreement with numerically determined spacings for increasing M .
27
P (s)
0
1
0 1 2s
(b)
M = 6765
p
q
. . . . . .P (s)
0
1
0 1 2s
(a)
M = 1
p
q
Figure 4.6: Level-spacing distribution P (s) of the model system [A8] for heff ≈ 1/13.
The flooding-improved Berry-Robnik distribution (red dashed lines) as well as the
flooding- and tunneling-improved Berry-Robnik distribution (green solid lines) are com-
pared to numerical data (black histogram) for system sizes (a) M = 1 (weak flooding)
and (b) M = 6765 (strong flooding). The Wigner distribution (dotted lines) and the
Berry-Robnik distribution (dash-dotted lines) are shown for comparison. In the insets
the averaged Husimi function of chaotic eigenstates illustrates the flooding of regular
states, while the classical phase space (black lines and dots) remains unchanged [A8].
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5 Summary and outlook
This text considers the fundamental process of dynamical tunneling and its influence on
the quantum spectrum of systems which show regular and chaotic dynamics. The summa-
rized results provide the basis for the prediction of tunneling rates in higher-dimensional
systems such as atoms or molecules, which is decisive also in the fields of quantum chem-
istry and quantum biology, e.g., to understand in more detail, how mutations in complex
DNA molecules are caused by tunneling of protons and electrons.
In order to predict tunneling rates of regular states to the chaotic sea the fictitious inte-
grable system approach is introduced. This approach is then extended to a semiclassical
prediction of tunneling rates originating from complex paths, which connect the regular
and chaotic regions. Furthermore, a unification with resonance-assisted tunneling gives a
prediction, which is valid from the quantum to the semiclassical regime.
The tunneling process between regular and chaotic states has pronounced implications
on the spectrum of the quantum system. It leads to repulsion between regular and chaotic
energy levels, which results in a nearest-neighbor level-spacing distribution showing a
power-law behavior for small spacings. It is shown that this behavior originates from
regular-to-chaotic tunneling rates ranging over several orders of magnitude. In addition
a prediction for the number of regular, chaotic, and bouncing-ball modes in billiards is
given and the impact of flooding onto the quantum spectrum is predicted.
The results introduced in this text lead to several new questions and open prob-
lems. Concerning regular-to-chaotic tunneling it would be desirable to include resonance-
assisted tunneling into the presented semiclassical evaluation of the fictitious integrable
system approach. Here the inclusion of nonlinear resonances into the fictitious integrable
system Hreg seems to be decisive. The approach should be extended to generic billiards
and to other higher-dimensional systems like optical microcavities, atoms, or molecules.
In such higher-dimensional systems the phase space can no longer be separated by regular
tori. Hence, all chaotic components are connected, forming the so-called Arnold web [38].
Understanding the interplay of the classically allowed transition through the Arnold web
and the classically forbidden regular-to-chaotic tunneling is an open challenge. A key in-
gredient for these studies might be the recently developed iterative canonical transforma-
tion method for the determination of Hreg. First experiments to study resonance-assisted
tunneling and flooding in billiards are performed using microwave cavities and have to be
evaluated. In the future also experiments concerning many-particle tunneling using Bose-
Einstein condensates are of interest. Furthermore, the inclusion of effects of nonlinear
resonances or partial barriers on the level-spacing distribution of mixed systems remains
a challenging open problem.
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I. INTRODUCTION
Tunneling of a particle is one of the central manifestations
of quantum mechanics. The prototypical example is the tun-
neling escape from a one-dimensional potential well through
an energy barrier. While classically the particle is confined
for all times, quantum mechanically the probability inside
the well decays exponentially, exp−t, where  is the tun-
neling rate. It depends on the width and the height of the
barrier and can be predicted, e.g., using WKB theory 1.
Tunneling vanishes in the semiclassical limit, where typical
classical actions are large compared to Planck’s constant.
Tunneling not only occurs for potential barriers but when-
ever the corresponding classical system consists of dynami-
cally disconnected regions in phase space, which has been
termed dynamical tunneling 2. It occurs in Hamiltonian
systems which typically have a mixed phase space. Here
regions of regular motion, the so-called regular islands, and
regions of chaotic motion, the so-called chaotic sea, coexist.
While the classical motion is confined to any of these re-
gions, quantum mechanically they are coupled by dynamical
tunneling. In particular the fundamental process of regular-
to-chaotic tunneling describes the exponential decay of a
wave packet initially localized in the regular island to the
chaotic sea. The same coupling also leads to tunneling from
the chaotic sea to the regular island.
Dynamical tunneling also affects the structure of eigen-
states of systems with a mixed phase space. According to the
semiclassical eigenfunction hypothesis 3–5 the eigenstates
are concentrated either in the regular islands or in the chaotic
sea. Away from the semiclassical limit this classification still
holds approximately such that the corresponding eigenstates
are called regular or chaotic. However, each eigenstate has
contributions in the other regions of phase space due to dy-
namical tunneling.
Dynamical tunneling in a mixed phase space has been
studied theoretically 6–36 and experimentally, e.g., in cold
atom systems 37–39, microwave billiards 33,40,41, and
semiconductor nanostructures 42. It is of current interest
for, e.g., eigenstates affected by flooding of regular islands
43–46, emission properties of optical microcavities
34,47–49, and spectral statistics in systems with a mixed
phase space 50–53.
The concept of chaos-assisted tunneling was introduced
in Refs. 8–10. It occurs, e.g., in systems with two
symmetry-related regular islands surrounded by chaotic mo-
tion in phase space. There it was observed that the energy
splittings E between two symmetry related regular states
are typically drastically enhanced due to the appearance of
chaotic states, compared to an integrable situation. Chaos-
assisted tunneling consists of two processes: a regular-to-
chaotic tunneling step from a regular torus of one island to
the chaotic sea and a chaotic-to-regular tunneling step from
the chaotic sea to the symmetry-related torus. The energy
splittings E show strong fluctuations 8–10,54 under varia-
tion in external parameters, as the distance between the en-
ergies of the regular doublet and the close-by chaotic states
varies. This was also observed for optical microcavities 29
and microwave billiards 40,41. In contrast to the energy
splittings E the regular-to-chaotic tunneling rates  de-
scribe the average coupling to the chaotic sea, = E /, as
shown in Sec. II D, and therefore do not fluctuate.
In the regime, hAreg, in which the Planck’s constant h is
smaller but of the same order as the area Areg of the regular
island, quantum mechanics is not affected by fine-scale
structures in phase space, such as nonlinear resonances or the
hierarchical transition region. Hence, the direct regular-to-
chaotic tunneling process dominates. In Ref. 6 a qualitative
argument for the tunneling rates to behave exponentially as
exp−B /h was given. One may write B=CAreg, where
the nonuniversal constant C has been calculated for various
situations in the semiclassical limit: for a weakly chaotic
system C=2 30 was found and C2 for rough nano-
wires 55,56. The approach in Ref. 28 leads semiclassi-
cally to C=2−ln 4 which was corrected to C=3−ln 4 57.
However, this prediction does not describe generically
shaped regular islands as it uses a transformation of the regu-
lar island to a harmonic oscillator.
In order to find a quantitative prediction of direct regular-
to-chaotic tunneling rates for generic islands, we introduced
the fictitious integrable system approach 32,58. It relies on
the decomposition of Hilbert space into a regular and a cha-
otic subspace by means of a fictitious integrable system
8,28,30. We require that its dynamics resembles the regular
motion in the originally mixed system as closely as possible
and extends it beyond the regular region. This leads to a
tunneling formula involving properties of this integrable sys-
tem as well as its difference to the mixed system under con-
sideration. It allows for the prediction of tunneling rates from
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any quantized torus within the regular island. This approach
was applied to quantum maps 32, billiard systems 33, and
optical microcavities 34.
In the semiclassical regime, hAreg, the fine-scale struc-
tures of the classical phase space can be resolved by quantum
mechanics. In particular, nonlinear resonances cause an en-
hancement of the regular-to-chaotic tunneling rates, which
has been termed resonance-assisted tunneling 18–21. It
leads to characteristic peak and plateau structures in the tun-
neling rates as observed for near integrable systems 18,19,
mixed quantum maps 20,21, periodically driven systems
22,23, quantum accelerator modes 30, and for multidi-
mensional molecular systems 26,27. Quantitatively, how-
ever, deviations of several orders of magnitude to numerical
rates appear, especially in the experimentally accessible re-
gime where nonlinear resonances become relevant for tun-
neling. Recently, it was shown that a combination of the
direct regular-to-chaotic tunneling mechanism and the
resonance-assisted tunneling mechanism leads to a theory
which quantitatively predicts tunneling rates from the quan-
tum to the semiclassical regime 35. For the application of
this unified theory it is essential to determine the direct
regular-to-chaotic tunneling rates.
In this paper we review the fictitious integrable system
approach for the prediction of direct regular-to-chaotic tun-
neling rates. The approach is derived in Sec. II. Numerical
methods for the determination of tunneling rates are pre-
sented in Sec. III. It is then shown how the approach can be
applied analytically, semiclassically, and numerically to
quantum maps in Sec. IV and two-dimensional billiard sys-
tems in Sec. V.
II. DYNAMICAL TUNNELING AND THE FICTITIOUS
INTEGRABLE SYSTEM APPROACH
We consider systems with a mixed phase space, in par-
ticular two-dimensional quantum maps and billiards. Their
phase space is divided into regions of regular dynamics and
regions of chaotic dynamics. We focus on the fundamental
situation of just one regular island embedded in the chaotic
sea Fig. 1a. At the center of the island one has an elliptic
fixed point, which is surrounded by invariant regular tori. For
such systems the semiclassical eigenfunction hypothesis
3–5 implies that in the semiclassical limit the eigenstates
can be classified as either regular or chaotic, according to the
phase-space region on which they concentrate. In order to
understand the behavior of eigenstates away from the semi-
classical limit one has to compare the size of phase-space
structures with Planck’s constant h. We discuss this exem-
plarily for quantum maps 59 which are described by a uni-
tary time-evolution operator U on a Hilbert space of finite
dimension N. Here we introduce the semiclassical parameter
heff=h /A=1 /N as the ratio of Planck’s constant h to the area
A of phase space. The eigenstates 	n and quasienergies 
n
of U are determined by
U	n = ei
n	n . 1
The so-called regular states are predominantly concentrated
on tori within the regular island and fulfill the Bohr-
Sommerfeld-type quantization condition
 pdq = heff	m + 12
, m = 0, . . . ,Nreg − 1. 2
For a given value of heff there exist Nreg of such regular
states, where Nreg= Areg /heff+1 /2 and Areg from now on is
the dimensionless area of the regular island. The chaotic
states mainly extend over the chaotic sea. Note that for sys-
tems with a large density of chaotic states the regular states
may disappear and chaotic states flood the regular island
44,45.
An important consequence of a finite heff in systems with
a mixed phase space is dynamical tunneling. It couples the
regular island and the chaotic sea, which are classically sepa-
rated. Hence, the regular and chaotic eigenfunctions of U
always have a small component in the other region of phase
space, respectively, see Figs. 1b and 1c.
The coupling of the regular and the chaotic phase-space
regions can be quantified by tunneling rates m which de-
scribe the decay from the mth regular torus to the chaotic
sea. To define these tunneling rates one can consider a wave
packet started on this mth quantized torus in the regular is-
land which is coupled to a continuum of chaotic states, as in
the case of an infinite chaotic sea. Its decay e−mt is charac-
terized by a tunneling rate m. For systems with a finite
phase space this exponential decay occurs at most up to the
Heisenberg time H=heff /ch, where ch is the mean level
spacing of the chaotic states. Alternatively, the tunneling
rates can be obtained from lifetimes of resonances in a cor-
responding open system, e.g., by adding an absorbing region
somewhere in the chaotic component, see Sec. III A.
In the regime, heffAreg, where heff is smaller but compa-
rable to the area Areg of the regular island, the rates m are
dominated by the direct regular-to-chaotic tunneling mecha-
nism, while contributions from resonance-assisted tunneling
are negligible. We concentrate on systems where additional
a
U
b
d
Ureg
e
|ψreg〉
c
f
|ψch〉
FIG. 1. Color online a Illustration of the mixed classical
phase space corresponding to a quantum map U together with the
Husimi representation of b a regular and c a chaotic eigenstate
of U which both have a small component in the other region. d
Illustration of the classical phase space of the fictitious integrable
system Ureg. e Eigenstates 	reg of Ureg are purely regular, while
f the purely chaotic states 	ch extend in the chaotic region of
phase space.
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phase-space structures within the chaotic sea are not relevant
for tunneling. In the following we derive a prediction for the
direct regular-to-chaotic tunneling rates using the fictitious
integrable system approach 32.
A. Derivation
In order to find a prediction for the direct regular-to-
chaotic tunneling rates, we decompose the Hilbert space of
the quantum map U into two parts which correspond to the
regular and chaotic regions. While classically such a decom-
position is unique, quantum mechanically this is not the case
due to the uncertainty principle. We find a decomposition by
introducing a fictitious integrable system Ureg. Related ideas
were presented in Refs. 8,28,30. The fictitious integrable
system has to be chosen such that its dynamics resembles the
classical motion corresponding to U within the regular island
as closely as possible and continues this regular dynamics
beyond the regular island of U, see Fig. 1d. The eigenstates
	reg
m  of Ureg, Ureg	reg
m =ei
reg
m
	reg
m , are purely regular in the
sense that they are localized on the mth quantized torus of
the regular region and continue to decay beyond this regular
region, see Fig. 1e. This is the decisive property of 	reg
m 
which have no chaotic admixture, in contrast to the predomi-
nantly regular eigenstates of U, see Fig. 1b. The explicit
construction of Ureg is discussed in Sec. II B.
With the eigenstates 	reg
m  of Ureg we define a projection
operator
Preg ª 
m=0
Nreg−1
	reg
m 	reg
m  , 3
using the first Nreg eigenstates of Ureg which approximately
projects onto the regular island corresponding to U. The or-
thogonal projector,
Pch ª 1 − Preg, 4
approximately projects onto the chaotic phase-space region.
These projectors, Preg and Pch, define our decomposition of
the Hilbert space into a regular and a chaotic subspace.
Introducing a basis 	ch in the chaotic subspace we can
write Pch=ch	ch	ch. Here we sum over all Nch=N−Nreg
states 	ch, which we call purely chaotic states, see Fig. 1f
for an illustration. The coupling matrix element vch,m be-
tween a purely regular state 	reg
m  and any purely chaotic
state 	ch is
vch,m = 	chU	reg
m  . 5
From this the tunneling rate is obtained using a dimension-
less version of Fermi’s golden rule, see Appendix A,
m = 
ch
vch,m2, 6
where the sum is over all chaotic basis states 	ch and thus
averages the modulus squared of the fluctuating matrix ele-
ments vch,m. Here we apply Fermi’s golden rule in the case of
a discrete spectrum, which is possible if one considers the
decay e−mt up to the Heisenberg time H=heff /ch only.
Inserting Eq. 5 into Eq. 6 we obtain
m = PchU	reg
m 2 = 1 − PregU	reg
m 2 7
as the basis of all our following investigations. It allows for
the prediction of tunneling rates from a regular state local-
ized on the mth quantized torus to the chaotic sea. Equation
7 agrees with the intuition that the tunneling rates are de-
termined by the amount of probability that is transferred to
the chaotic region after one application of the time evolution
operator U on 	reg
m . We want to emphasize that Eq. 7
essentially relies on the chosen decomposition of Hilbert
space determined by the fictitious integrable system Ureg. A
similar expression for the tunneling rates was obtained from
a phenomenological Hamiltonian in Ref. 30. Note that the
tunneling rate for the inverse process of tunneling from the
chaotic sea to the mth regular torus is also given by Eq. 7
but with an additional prefactor of 1 /Nch due to the different
density of final states 46.
1. Approximation for very good Ureg
In cases where one finds a fictitious integrable system Ureg
which resembles the dynamics within the regular island of U
with very high accuracy, Eq. 7 can be approximated as
m  U − Ureg	reg
m 2, 8
using PregU	reg
m  PregUreg	reg
m =Ureg	reg
m . Instead of the
projector Pch in Eq. 7 the difference U−Ureg enters in Eq.
8. This allows for a semiclassical evaluation, which is pre-
sented in Sec. II C.
2. Approximation for nonorthogonal chaotic states
If one constructs chaotic states 	̃ch from random wave
models 4, they will not be orthogonal to the purely regular
states 	reg
m . In this case we construct orthonormalized states
	ch ª c1 − Preg	̃ch 9
with normalization c. We find for the coupling matrix ele-
ments Eq. 5
vch,m = c	̃chU − PregU	reg
m  10
	̃chU − Ureg	reg
m  , 11
where we use the approximations c1 and again
PregU	reg
m Ureg	reg
m . Equation 11 can now be inserted
into Eq. 6, leading to
m  P̃chU − Ureg	reg
m 2, 12
with P̃ch=ch	̃ch	̃ch.
3. Application to billiards
Two-dimensional billiard systems, which we consider in
Sec. V, are given by the motion of a free particle of mass M
in a domain  with elastic reflections at its boundary .
Quantum mechanically they are described by a Hamilton op-
erator H. The fictitious integrable system approach can also
be applied to billiards: we use a fictitious integrable system
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Hreg and its eigenstates 	reg
mnq, characterized by the two
quantum numbers m and n. We start from a random wave
model 4 for the chaotic states 	̃chq which are not orthogo-
nal to the purely regular states. Using the approximation for
nonorthogonal chaotic states we obtain in analogy to Eq. 11
Vch,mn = 

d2q	̃chqH − Hreg	reg
mnq 13
for the coupling matrix element between a purely regular
state with quantum numbers m ,n and different chaotic
states 	̃chq. The tunneling rate mn is obtained using Fer-
mi’s golden rule Eq. A1,
mn =
2

Vch,mn2ch 
Ach
4M
Vch,mn2 , 14
where we average over the modulus squared of coupling ma-
trix elements Vch,mn between one particular purely regular
state and different chaotic states of similar energy. The cha-
otic density of states ch is approximated by the leading Weyl
term chAch2 / 8M in which Ach denotes the area of
the billiard times the chaotic fraction of phase space. This
expression for ch follows, e.g., from counting the number of
Planck cells h2 in the chaotic part of phase space 8.
B. Fictitious integrable system
The most difficult step in the application of Eqs. 7 and
14 to a given system is the determination of the fictitious
integrable system Hreg. Its dynamics should resemble the
classical motion of the considered mixed system within the
regular island as closely as possible. As a result the contour
lines of the corresponding integrable Hamiltonian Hreg Fig.
1d approximate the Kolmogorov-Arnold-Moser KAM
curves of the classically mixed system Fig. 1a in phase
space. This resemblance is not possible with arbitrary preci-
sion as the integrable approximation, for example, does not
contain nonlinear resonance chains and small embedded cha-
otic regions. Moreover, it cannot account for the hierarchical
regular-to-chaotic transition region at the border of the regu-
lar island. Similar problems appear for the analytic continu-
ation of a regular torus into complex space due to the exis-
tence of natural boundaries 7,11–14,18–20. However, for
not too small heff, where these small structures are not yet
resolved quantum mechanically, an integrable approximation
with finite accuracy turns out to be sufficient for a prediction
of the tunneling rates.
In addition the integrable dynamics of Hreg should ex-
trapolate smoothly beyond the regular island of H. This is
essential for the quantum eigenstates of Hreg to have cor-
rectly decaying tunneling tails. According to Eq. 7 they are
relevant for the determination of the tunneling rates. While
typically tunneling from the regular island occurs to regions
within the chaotic sea close to the border of the regular is-
land, there exist other cases, where it occurs to regions
deeper inside the chaotic sea, as studied in Ref. 30. Here
Hreg has to be constructed such that its eigenstates have the
correct tunneling tails up to this region, see Sec. IV A 3.
For quantum maps we determine the fictitious integrable
system in the following way: we employ classical methods,
see below, to obtain a one-dimensional time-independent
Hamiltonian Hregq , p which is integrable by definition and
resembles the classically regular motion of the mixed sys-
tem. After its quantization we obtain the regular quantum
map Ureg=e
−iHreg/eff with corresponding eigenfunctions
	reg
m . For the numerical evaluation of Eq. 7 we use Pch
=1− Preg=1−	reg
m 	reg
m , where the sum extends over m
=0,1 , . . . ,Nreg−1.
Now we discuss two examples for the explicit construc-
tion of Hreg. Note that also other methods, e.g., based on the
normal-form analysis 60,61 or on the Campbell-Baker-
Hausdorff formula 62 can be employed in order to find
Hreg. For the example systems considered in this paper, how-
ever, they show less good agreement.
1. Lie-transformation method
One approach for the determination of the fictitious inte-
grable system for quantum maps is the Lie-transformation
method 63. It determines a classical Hamilton function,
Hreg
K q,p = 
l=0
K
lhlq,p , 15
as a power series in the period of the driving , see Fig. 2a
and Ref. 19, for examples. Typically, the order of the ex-
pansion K can be increased up to 20 within reasonable nu-
merical effort. The Lie-transformation method provides a
regular approximation Hreg which interpolates the dynamics
inside the regular region and gives a smooth continuation
into the chaotic sea. At some order K the series typically
diverges due to the nonlinear resonances inside the regular
island. For strongly driven systems, such as the standard map
at 2.5, the Lie-transformation method is not able to re-
produce the regular dynamics of U, see Fig. 2b.
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FIG. 2. Color online Application of the Lie transformation
method. a Orbits thick gray lines and dots of the map Dd see
Sec. IV A 2 and of the corresponding integrable system thin red
lines of order K=15. Here Hreg accurately resembles the regular
dynamics of U. b Orbits of the standard map see Sec. IV B for
=2.9 thick gray lines and dots and of the corresponding inte-
grable system thin red lines of order K=7. Here Hreg does not
accurately resemble the regular dynamics of H.
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2. Method using the frequency map analysis
An alternative method is applicable even to strongly
driven one-dimensional systems. In order to determine
Hregq , p we associate to each torus within the regular re-
gion of U an energy. This information for individual tori is
then extrapolated to the entire phase space. To this end we
consider a straight line qu , pu, parametrized by u, from
the center u=0 of the regular island to its border with the
chaotic sea. Each torus of the map crosses this line at some
value u and using the frequency map analysis 64, we com-
pute the enclosed area Au and the rotation number u.
Using a polynomial interpolation of these functions we cal-
culate an energy
Eu = 
0
u
duu
dAu
du
16
for each torus in the regular region of phase space 58. This
formula follows from Hamilton’s equations of motion and
Au=pq ,udq. Finally, we find the fictitious integrable
system Hreg by a two-dimensional extrapolation of the ener-
gies to the whole phase space with
Hreg
K q,p = 
k,l=−K
K
hk,le
2ikqe2ilp 17
using periodic basis functions up to the maximal order K. An
example is shown in Fig. 3a. Note that the resulting Hreg
shows a reasonable behavior beyond the regular island of H
only for small values of K. For too large orders K one ob-
serves that Hreg oscillates in this region, see Fig. 3b. This
would lead to purely regular states 	reg
m  with incorrect tun-
neling tails beyond the regular island of U, resulting in
wrong predictions of tunneling rates with Eq. 7.
3. Quality of the prediction
An important question is whether the direct tunneling
rates obtained using Eq. 7 depend on the actual choice of
Hreg and how these results converge in dependence of the
order K of its perturbation series. There are two main prob-
lems: first the classical expansion of the Lie transformation is
asymptotically divergent 63, which means that from some
order K on the series fails in reproducing the dynamics of the
mixed system inside the regular region, see Fig. 2b. Sec-
ond, for the quantization of Hreg its behavior in the vicinity
of the last surviving KAM torus must be smoothly continued
beyond the regular island of U. Large fluctuations of Hreg in
this region, as appear for the method based on the frequency
map analysis for large K, make the use of Eq. 7 impossible,
see Fig. 3b.
Ideally one would like to use classical measures, which
describe the deviations of the regular system Hreg from the
originally mixed one, to predict the error of Eq. 7 for the
tunneling rates. However, these classical measures can only
account for the deviations within the regular region but not
for the quality of the continuation of Hreg beyond the regular
island of U. It remains an open question how to obtain a
direct connection between the error on the classical side and
the one for the tunneling rates.
Nevertheless, the convergence of the integrable approxi-
mation can be studied by considering the tunneling rates de-
termined with Eq. 7 under variation in the perturbation or-
der K. For the example map Dd introduced in Sec. IV A 2
we find convergence up to the maximal considered order
Fig. 4a and later use K=10 for the comparison of Eq. 7
and numerical rates. For the standard map at =2.9 the rates
diverge rather quickly Fig. 4b and we use K=2.
In general, different classical methods are applicable to
determine a fictitious integrable system Ureg which leads to
an accurate prediction of tunneling rates with Eq. 7. Hence,
the determination of Ureg is not unique. The quality of an
integrable system can be estimated a posteriori by compari-
son of the predicted tunneling rates with numerical rates.
4. Application to billiards
There are only few integrable two-dimensional billiard
systems such as the circular, the rectangular, and the ellipti-
cal billiard. We use such integrable systems for various ap-
plications, as discussed in Sec. V for the mushroom and the
annular billiard as well as for wires in a magnetic field and
the annular microcavity. A general procedure to obtain Hreg
q
p
(a)
−0.5
0.0
0.5
−0.5 0.0 0.5 q
p
(b)
−0.5
0.0
0.5
−0.5 0.0 0.5
FIG. 3. Color online Application of the method using the fre-
quency map analysis. We show orbits of the standard map see Sec.
IV B for =2.9 thick gray lines and dots and the corresponding
integrable system thin red lines of order a K=2 and b K=10.
While in b Hreg resembles the regular island of U with higher
accuracy than in a, the extrapolation of Hreg beyond the island
strongly oscillates.
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FIG. 4. Tunneling rates  determined with Eq. 7, normalized
by the numerical value num for m=0, heff=1 /32 vs order K of Hreg.
In a we choose the system Dd see Sec. IV A 2 and use the
Lie-transformation for the determination of Hreg while in b the
standard map see Sec. IV B at =2.9 is considered for which we
determine Hreg using the method based on the frequency map
analysis.
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for arbitrary billiards is still under development.
C. Semiclassical evaluation
In this section we semiclassically evaluate the direct
regular-to-chaotic tunneling rates for systems where the fic-
titious integrable system is of the form Hregq , p= p2 /2
+Wq. We consider one-dimensional kicked systems
Hq,p,t = Tp + Vq
n
t − n , 18
which are the simplest Hamiltonian systems showing a
mixed phase-space structure. They are described by the ki-
netic energy Tp and the potential Vq which is applied
once per kick period =1. The classical dynamics of a
kicked system is given by its stroboscopic mapping, e.g.,
evaluated just after each kick
qn+1 = qn + Tpn ,
pn+1 = pn − Vqn+1 . 19
It maps the phase-space coordinates after the nth kick to
those after the n+1th kick. The corresponding quantum
map over one kicking period is given by U=UVUT with
UV = e
−iVq/eff, 20
UT = e
−iTp/eff. 21
We consider a compact phase space with periodic boundary
conditions for q −1 /2,1 /2 and p −1 /2,1 /2.
For an analytical evaluation of Eq. 7, which predicts the
direct regular-to-chaotic tunneling rates, we approximate the
fictitious integrable system Ureg by a kicked system, Ũreg
=UṼUT or Ũreg=UVUT̃, with
UṼ = e
−iṼq/eff, 22
UT̃ = e
−iT̃p/eff. 23
Here the functions Ṽq and T̃p are a low order Taylor
expansion of Vq and Tp, respectively, around the center
of the regular island. Note that the classical dynamics corre-
sponding to Ũreg is typically not completely regular. Still the
following evaluation is applicable if Ũreg has the properties:
i within the regular island it has an almost identical classi-
cal dynamics as U, including nonlinear resonances and small
embedded chaotic regions. ii It shows predominantly regu-
lar dynamics for a sufficiently wide region beyond the border
of the regular island of U.
We now give a semiclassical evaluation of Eq. 7 assum-
ing that both properties i and ii are fulfilled. We consider
the first case Ũreg=UṼUT. As the dynamics of U and Ũreg are
almost identical within the regular island of U, the approxi-
mate result Eq. 8 can be applied with Ureg replaced by
Ũreg, giving
m  U − UṼUT	reg
m 2 24
=UUT
†U
Ṽ
†
− 1UṼUT	reg
m 2. 25
We now use that 	reg
m , which is an eigenstate of the exact
Ureg and Hreg, is an approximate eigenstate of UṼUT, leading
to UṼUT	reg
m ei
reg
m
	reg
m . We obtain
m  UVUṼ
†
− 1	reg
m 2. 26
In position representation this reads
m  2
k=0
N−1
	reg
m qk21 − cos	Vqk
eff

 , 27
where VqªVq− Ṽq and qk=k /N−1 /2. In the semi-
classical limit the sum in Eq. 27 can be replaced by an
integral over the position space
m  2
−1/2
1/2
dq	reg
m q21 − cos	Vq
eff

 . 28
Here, for the normalization dq	reg
m q2=1 holds, while pre-
viously k	reg
m qk2=1 was fulfilled. Note that for the sec-
ond case, where UregUVUT̃ is used in Eq. 8, a similar
result can be obtained in momentum representation,
m  2
−1/2
1/2
dp	reg
m p21 − cos	Tp
eff

 , 29
with TpªTp− T̃p.
We now use a WKB expression for the regular states
	reg
m . For simplicity we restrict to the case
Hregq,p =
p2
2
+ Wq 30
leading to
	reg
m q  
2pq
exp	− 1effqmr
q
pqdq
 , 31
which is valid for qqm
r . Here qm
r is the right classical turn-
ing point of the mth quantizing torus,  is the oscillation
frequency, and pq=2Eregm −Wq. The eigenstates 	regm q
decay exponentially beyond the classical turning point qm
r .
The difference of the potential energies Vq approximately
vanishes within the regular region and increases beyond its
border to the chaotic sea. Hence, the most important contri-
bution in Eq. 28 arises near the left or the right border, qb
l
or qb
r , of the regular island. For qqb
r we rewrite the regular
states
	reg
m q  	reg
m qb
rexp	− 1effqbr
q
pqdq
pqbrpq
32
	reg
m qb
rexp	− 1
eff
q − qb
rpqb
r
 , 33
where in the last step we use pq pqb
r in the vicinity of
the border.
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In order to evaluate Eq. 28 we split the integration in-
terval into two parts, such that m=m
l +m
r , corresponding to
the contributions from the left and the right. For simplicity
we now approximate Vq by a piecewise linear function,
Vq  0, qmr  q qbr
cbq − qb
r , q qb
r ,
 34
with a constant cb. With this we find
m
r  2eff	reg
m qb
r2
0
xmax
e−2xpqb
r 1 − coscbxdx
35

Iheff

	reg
m qb
r2, 36
where x= q−qb
r /eff, xmax= 1 /2−qb
r /eff, and
I = 
0
xmax
e−2xpqb
r 1 − coscbxdx . 37
In the semiclassical limit xmax→ and for fixed quantum
number m the integral I becomes an heff-independent con-
stant. The tunneling rate m
r is proportional to the square of
the modulus of the regular wave function at the right border
qb
r of the regular island. With Eq. 31 we obtain
m
r 
Iheff
22pqb
r
exp	− 2effqmr
qb
r
pqdq
 . 38
A similar equation holds for m
l . Note that the same exponent
is obtained when considering the one-dimensional tunneling
problem through an energy barrier in between the right turn-
ing point qm
r and the right border of the island qb
r .
As an example for the explicit evaluation of Eq. 38 we
consider the harmonic oscillator Hregq , p= p2 /2+2q2 /2,
where  denotes the oscillation frequency and gives the ratio
of the two half axes of the elliptic invariant tori. Its classical
turning points qm
r,l=2Em /, the eigenenergies Em
=effm+1 /2, and the momentum pq=2Em−q22 are
explicitly given. Using these expressions in Eq. 38 and
m=2m
r we obtain
m = c
heff
m
exp− 2Aregheff m − mln	1 + mm 
 39
as the semiclassical prediction for the tunneling rate of the
mth regular state, where Areg is the area of the regular island,
m= m+1 /2Areg /heff−1, and m=1−m. The exponent in
Eq. 39 was also derived in Ref. 25 using complex-time
path integrals. The prefactor
c =
I
2

Areg
40
can be estimated semiclassically by solving the integral Eq.
37 for xmax→. For a fixed classical torus of energy E one
obtains
I 
1
2pqb
r
−
2pqb
r
4pqb
r2 + cb
2 . 41
With this prefactor the prediction Eq. 39 gives excellent
agreement with numerically determined rates over 10 orders
of magnitude in , see Fig. 10c. For a fixed quantum num-
ber m in the semiclassical limit the energy Em approaches
zero such that one can approximate pqb
rqb
r in Eq. 41
which does not depend on heff.
Let us make the following remarks concerning Eq. 39:
the only information about this nongeneric island with con-
stant rotation number is Areg /heff as in Ref. 28. In contrast
to Eq. 7 it does not require further quantum information
such as the quantum map U. While the term in square brack-
ets semiclassically approaches one, it is relevant for large
heff. In contrast to Eq. 28, where the chaotic properties are
contained in the difference Vq, they now appear in the
prefactor c via the linear approximation of this difference.
In the semiclassical limit the tunneling rates predicted by
Eq. 39 decrease exponentially. For heff→0 one has m
→0 and m→1, such that e−2Areg/heff. This reproduces the
qualitative prediction obtained in Ref. 6. The nonuniversal
constant in the exponent is 2 which is comparable to the
prefactor 3−ln 41.61 derived in Refs. 28,57. We find
that our result gives more accurate agreement to numerical
rates, as will be shown in Sec. IV. Still, a semiclassical
evaluation of Eq. 7 for a fictitious integrable system of a
more general form than Eq. 30 has to be developed.
D. Relation to chaos-assisted tunneling
In Ref. 9 Tomsovic and Ullmo studied dynamical tun-
neling in systems with two symmetry-related regular islands
surrounded by a chaotic region in phase space. They consid-
ered the quasienergy splittings 
m between the symmetric
and antisymmetric regular states on the mth quantizing tori
of both islands. These tunneling splittings are drastically en-
hanced by the presence of chaos, i.e., chaotic states assist the
tunneling process compared to the case of a system with
integrable dynamics between the regular islands. The two-
step process, which couples the regular torus from one island
to the chaotic sea and from the chaotic sea to the symmetry-
related torus of the other island, dominates the direct cou-
pling of the two regular tori.
The tunneling splittings 
m show fluctuations over sev-
eral orders of magnitude under variation in external param-
eters 8,9,54. These fluctuations originate from the varying
distance of the regular doublet to the chaotic states and their
varying coupling. According to a random matrix model, the
splittings follow a Cauchy distribution 65 with geometric
mean 21

m = 	NchVeffm 


2, 42
where Veff
m describes the effective coupling of the mth regular
state to the chaotic sea and  is the period of the driving.
Note that the factor Nch arises due to the different conven-
tion in Eq. 1.27 of Ref. 21, where the regular state is
coupled to one chaotic state only.
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We now show that this average tunneling splitting 
m
in systems with symmetry-related regular regions is identical
to the tunneling rate m from one regular region to the cha-
otic sea: we start from Eq. A2, m=Nchvch,m2, and use
the relation of the dimensionless coupling matrix elements
vch,m, defined in Eq. 5, to Veff
m
vch,m2 = 	Veffm 


2. 43
Together with Eq. 42 this leads to
m = 
m . 44
This result was previously employed in Fig. 3 in Ref. 35,
where numerical splittings 
m are used and the prediction
is for tunneling rates m.
Figure 5 illustrates the strong fluctuations of the splittings

m squares in contrast to the smooth behavior of the tun-
neling rates m dots, lines. As predicted by Eq. 44 one can
see in the figure that the splittings fluctuate around the tun-
neling rates as a function of 1 /heff.
This demonstrates that for a quantitative verification of a
theory on regular-to-chaotic tunneling the tunneling rates al-
low for a more precise comparison than tunneling splittings.
III. NUMERICAL DETERMINATION OF
TUNNELING RATES
To test the theoretical prediction derived in Sec. II we
compare its results to numerical rates in Secs. IV and V. In
this section we present three alternative methods to numeri-
cally compute tunneling rates: A opening the system, B
time evolution of regular states, and C evaluating avoided
crossings. Figure 6 shows a comparison of the tunneling
rates obtained by these three methods for a quantum map.
We find excellent agreement between the first two methods
while the last approach shows small deviations.
A. Opening the system
The structure of the considered phase space, with one
regular island surrounded by the chaotic sea, allows for the
determination of tunneling rates by introducing absorption
somewhere in the chaotic region of phase space. For quan-
tum maps this can be realized, e.g., by using a nonunitary
open quantum map 66,67
Uo = PUP , 45
where P is a projection operator onto the complement of the
absorbing region. An example is given by a sum of projec-
tors on position eigenstates,
P = 
ql
qr
qq , 46
where the regular island is located well inside the interval
ql ,qr.
While the eigenvalues of U are located on the unit circle
the eigenvalues of Uo are inside the unit circle as Uo is sub-
unitary, see Fig. 7. The eigenequation of Uo reads
Uo	n
o = zn	n
o , 47
with eigenvalues
1/heff
γ,∆ϕ
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m=2
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FIG. 5. Color online Dynamical tunneling rates  dots,
quasienergy splittings 
 squares, and the prediction of Eq. 7
lines vs 1 /heff for the regular states m2. We use the system Dd
see Sec. IV A 2. The insets show the phase space with two
symmetry-related regular regions used to determine 
 and the
phase space with one regular region used to determine .
1/heff
γ
10−14
10−10
10−6
10−2
10 20 30 40 50 60
q
p
FIG. 6. Color online Comparison of tunneling rates  obtained
by opening the system dots, time evolution crosses, and the
evaluation of avoided crossings squares vs 1 /heff. We use the map
Dho see Sec. IV A 1 and consider the regular states m3. The
inset shows the phase space of the system.
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Im z
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FIG. 7. Color online a The eigenvalues of the unitary quan-
tum map Dho see Sec. IV A 1 with heff=1 /14 are located on the
unit circle. Regular states are marked by red stars, chaotic states by
blue plus symbols. b The eigenvalues of the open system Uo are
located inside the unit circle. c The distance 1− z is shown on a
logarithmic scale.
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zn = e
i
n+in/2. 48
The decay rate is characterized by the imaginary part of the
quasienergies in Eq. 48 and one has
m = − 2 logzm  21 − zm . 49
In order to obtain the open map Uo practically, we quantize
the classical map on the cylinder q , p − ,
−1 /2,1 /2 with the periodically extended potential Vq.
This leads to an infinite dimensional unitary matrix U in
position representation 68 and we find Uo with Eq. 45
using the projector P given by Eq. 46. After the diagonal-
ization of Uo we identify the eigenvalues zm of U
o close to
the unit circle, which correspond to the quasibound regular
states, and use Eq. 49 to determine the tunneling rates, see
Fig. 6 dots for an example.
If the chaotic region does not contain partial barriers and
shows no dynamical localization, it is justified to assume that
the probability of escaping the regular island is equal to the
probability of leaving through the absorbing regions located
in the chaotic sea. Then, the location of the absorbing regions
in the chaotic part of phase space has no effect on the decay
rates.
In generic systems, however, partial barriers will appear
in the chaotic region of phase space. The additional transition
through these structures further limits the quantum transport
such that the calculated decay through the absorbing region
occurs slower than the decay from the regular island to the
neighboring chaotic sea. Similarly, dynamical localization in
the chaotic region may slow down the decay. The quantita-
tive influence of partial barriers and dynamical localization
on the regular-to-chaotic tunneling rates is an open problem
for future studies. If necessary we will suppress their influ-
ence by moving the absorbing regions closer to the regular
island.
B. Time evolution
A simple method to obtain a numerical prediction of the
tunneling rates for quantum maps is given by the time evo-
lution of a purely regular state 	reg
m  with a nonunitary op-
erator Uo= PUP. Here P projects onto a region in phase
space which includes the regular island. We consider
Wmt = PregUot	reg
m 2 50
for tN, which describes the probability of the time-evolved
regular state in the regular island at time t. At each time step
some probability of 	reg
m  is absorbed in the chaotic region
due to the openness of the quantum map Uo. Consequently,
Wmt decays exponentially, Wmte−mt, and the tunneling
rates m can be determined by a fit of the numerical data. If
	reg
m  contains admixtures from lower excited regular states
with smaller tunneling rates their decay dominates at times
t1 /m. If it contains admixtures from higher excited regu-
lar states with larger tunneling rate their decay will be seen
at small times, see Fig. 8. The computed tunneling rates are
in excellent agreement with the results obtained by opening
the system, see Fig. 6 crosses. This method works best for
regular states 	reg
m  which resemble the corresponding eigen-
states of the mixed system U with high accuracy. It is par-
ticularly useful for Hilbert spaces of large dimension N
where diagonalizing the matrix Uo would numerically be
very time consuming.
C. Evaluation of avoided crossings
The third method calculates the tunneling rate of a regular
state directly from the spectrum of the system. For quantum
maps we determine the quasienergies 
 under variation in a
parameter of the system which leaves the classical dynamics
invariant, such as the Bloch phase q or p. These phases
specify the periodicity conditions on the torus and can be
incorporated in the quantization of the map 69. Under
variation of such a parameter the quasienergy of the consid-
ered regular state 
m shows avoided crossings with quasien-
ergies 
ch of chaotic states, see Fig. 9. These avoided cross-
ings have widths 
ch,m. According to degenerate
perturbation theory they are related to the matrix elements
vch,m by 
ch,m=2vch,m and fluctuate depending on the in-
volved chaotic state. The tunneling rate follows from the
dimensionless version of Fermi’s golden rule Eq. A2,
m =
Nch
4

ch,m2ch, 51
where Nch is the number of chaotic states. Note that the two
methods discussed in Secs. III A and III B determine the
t
e−γ0t
W (t)
m = 0
(a)
0.1
1
0 100000 t
∼ e−γ0t
e−γ1t
W (t)
m = 1
(b)
10−10
10−5
100
0 100000
FIG. 8. Color online Time evolution of a purely regular state
for the system Dho see Sec. IV A 1 with heff=1 /14. We present
Wt vs t obtained by Eq. 50 on a semilogarithmic scale. a For
the regular ground state the tunneling rate to the chaotic sea 0 is
determined by the slope of the numerical data. b For the first
excited state m=1 the slope for small times t determines the tun-
neling rate 1, while for larger times the decay of the ground state
0 with a smaller slope is found.
θq
ϕ
0
π
2π
0.00 0.25 0.50 0.75 1.00
FIG. 9. Color online Quasienergies of the quantum map U for
the system Dho see Sec. IV A 1 vs Bloch phase q with heff
=1 /14 and p=0. Regular states red solid lines show avoided
crossings with chaotic eigenstates blue dashed lines.
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tunneling rates  for fixed Bloch phases. Under variation in
q or p we observe numerically for these methods that the
rates vary by at most a factor of two, while Eq. 51 gives an
average rate.
The quality of this prediction depends on the number of
avoided crossings entering the average in Eq. 51. If only a
few avoided crossings are included, the statistical error of the
result is large. Note that for quantum maps with a mean drift
in the chaotic sea, such as the systems D introduced in Sec.
IV A 1, under variation of the Bloch phases  several cha-
otic states will show avoided crossings with each regular
state 59. The results of this method are presented in Fig. 6
squares for an example system. We typically obtain tunnel-
ing rates which are smaller than the results of the other two
methods. While we have no explanation of this behavior, the
deviation is smaller than a factor of two, which is sufficient
for a comparison to theoretical predictions.
Also for billiards tunneling rates can be computed by this
method. We determine the spectrum under variation of parts
of the billiard boundary which leaves the classically regular
dynamics unchanged but affects the chaotic dynamics. Quan-
tum mechanically, the eigenenergies of the regular states re-
main almost unaffected while the eigenenergies of the cha-
otic states vary strongly, due to the changing density of
chaotic states. Hence, avoided crossings of widths Ech,mn
between the considered regular and the chaotic states appear.
The tunneling rate is given by Fermi’s golden rule Eq. 14,
mn =
2

Ech,mn2ch
4


16M
Ech,mn2Ach , 52
where we average the product of all numerically determined
widths Ech,mn=2Vch,mn and the corresponding density of
chaotic states ch, which we approximate by its leading Weyl
term, see Sec. II A 3. Note that in general it can be difficult
to deform a part of the billiard boundary such that the regular
dynamics is unchanged while still the numerical methods for
the determination of eigenvalues in billiard systems are ap-
plicable.
IV. APPLICATION TO QUANTUM MAPS
In the following we will apply the fictitious integrable
system approach, derived in Sec. II, to the prediction of di-
rect regular-to-chaotic tunneling rates in the case of quantum
maps and compare the results to numerical rates for different
example systems.
A. Designed maps D
Our aim is to introduce kicked systems which can be de-
signed such that their phase space shows one regular island
embedded in the chaotic sea, with very small nonlinear reso-
nance chains within the regular island, a negligible hierarchi-
cal region, and without relevant partial barriers in the chaotic
component. For such a system it is possible to study the
direct regular-to-chaotic tunneling process without additional
effects caused by these structures.
To this end we define the family of maps D, according to
Eq. 19, with an appropriate choice of the functions Tp
and Vq 12,32,35,43,44. For this we first introduce
tp = 
1
2
− 1 − 2p for −
1
2
 p 0
1
2
+ 1 − 2p for 0 p
1
2
 , 53
vq = − rq + Rq2 for −
1
2
 q
1
2
, 54
with 0r2 and R0. This gives a regular island around
q , p= 0,1 /4. Considering periodic boundary conditions
the functions tp and vq show discontinuities at p
=0,1 /2 and q=1 /2, respectively. In order to avoid
these discontinuities we smooth the periodically extended
functions vq and tq with a Gaussian,
Gz =
1
22
exp	− z2
22

 , 55
resulting in analytic functions
Tp = dztzGp − z , 56
Vq = dzvzGq − z , 57
which are periodic with respect to the phase-space unit cell.
With this we obtain the maps D depending on the parameters
r, R, and the smoothing strength . The smoothing  deter-
mines the size of the hierarchical region at the border of the
regular island. Tuning the parameters r and R one can find
situations, where all nonlinear resonance chains inside the
regular island are small.
1. Map Dho with harmonic oscillatorlike island
For R=0 both functions vq and tp are linear in q and
p, respectively. In this case we find a harmonic oscillatorlike
regular island with elliptic invariant tori and constant rota-
tion number. We choose the parameters r=0.46, R=0, 
=0.005 and label the resulting map by Dho. Its phase space is
shown in the insets of Fig. 10. Numerically, we determine
tunneling rates by introducing absorbing regions at q
1 /2, as described in Sec. III A. In order to apply the ficti-
tious integrable system approach we use the Hamiltonian of
a harmonic oscillator as Hreg. It is squeezed and tilted accord-
ing to the linearized dynamics in the vicinity of the stable
fixed point located at the center of the regular island. Its
eigenfunctions 	reg
m  are analytically known, see Appendix
B.
Figure 10a shows the numerically evaluated prediction
of Eq. 7 compared to numerical tunneling rates. We find
excellent agreement over more than ten orders of magnitude
in . In the regime of large tunneling rates small deviations
occur which can be attributed to the influence of the chaotic
sea on the regular states: these states are located on quantiz-
ing tori close to the border of the regular island and are
affected by the regular-to-chaotic transition region. However,
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the deviations in this regime are smaller than a factor of two.
Figure 10b shows the results of Eq. 27, which are ob-
tained by approximating Ureg by a kicked system, Ũreg
=UṼUT, again using the analytically given 	reg
m . These re-
sults are still in excellent agreement with the numerical rates
solid lines. In Eq. 28 the sum over the positions is re-
placed by an integral, which explains the small deviations to
the results of Eq. 27, see Fig. 10b dashed lines. These
deviations vanish in the semiclassical limit.
Finally, in Fig. 10c we compare the results of the semi-
classical prediction Eq. 39 to the numerical rates. Due to
the approximations performed in the derivation of this for-
mula stronger deviations are visible in the regime of large
tunneling rates while the agreement in the semiclassical re-
gime is still excellent.
In Refs. 28,57 a prediction was derived for the tunneling
rate of the regular ground state,
0 = c
,4
,0
, 58
where  is the incomplete gamma function, =Areg /heff, and
c is a constant. Equation 58 can be approximated semiclas-
sically 21, →, leading to
0 
1

e−3−ln 4. 59
Figure 10c shows the comparison of Eq. 58 dotted line
to the numerical rates for the map Dho. Especially in the
semiclassical regime strong deviations are visible. The factor
2 which appears in the exponent of Eq. 39 is more accurate
than the factor 3−ln 4 in Eq. 59.
2. Map Dd with deformed island
In generic systems the regular island has a nonelliptic
shape and the rotation number of regular tori changes from
the center of the regular region to its border with the chaotic
sea. Such a situation can be achieved for the family of maps
D with the parameter R0. For most combinations of the
parameters r and R resonance structures appear inside the
regular island. They limit the heff regime in which the direct
regular-to-chaotic tunneling process dominates. Hence, we
choose a situation in which the nonlinear resonances are
small such that their influence on the tunneling process is
expected only at large 1 /heff. For this we use r=0.26, R
=0.4, =0.005 and label the resulting map with a deformed
island by Dd, see the inset in Fig. 11 for its phase space.
We determine the fictitious integrable system Hreg by
means of the Lie-transformation method described in Sec.
II B. It is then quantized and its eigenfunctions are deter-
mined numerically. Figure 11 shows a comparison of the
numerically evaluated prediction of Eq. 7 solid lines to
numerical tunneling rates dots yielding excellent agreement
for 10−11. For smaller values of  deviations occur due to
resonance-assisted tunneling which is caused by a small 10:1
resonance chain. Similar to the case of the harmonic oscilla-
torlike island the fictitious integrable system Ureg can be ap-
proximated by a kicked system UregUṼUT using Ṽq
=−rq2 /2+Rq3 /3. Hence, Eqs. 27 and 28 can be evaluated
giving similarly good agreement not shown. The prediction
of Eq. 58 28,57 dotted line shows large deviations to the
numerical rates.
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FIG. 10. Color online Numerical tunneling rates dots for m
8 for the map Dho with a harmonic oscillatorlike island. a Com-
parison with Eq. 7 lines. The insets show Husimi functions of
the regular states for the quantum numbers m=0 and m=5 at
1 /heff=30 and the classical phase space of the system. b Compari-
son with Eq. 27 solid lines and Eq. 28 dashed lines. c
Comparison with Eq. 39 solid lines. The prediction of Refs.
28,57 Eq. 58 for m=0 with a fitted prefactor is shown dotted
line.
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3. Map Dwc with weakly chaotic dynamics
In Ref. 30 the dynamical tunneling process from one
regular island to the chaotic sea in a system with weakly
chaotic dynamics was investigated. Here, tunneling can oc-
cur to regions in phase space which are far away from the
border of the regular island with the chaotic sea. We show
that also in this situation, which we believe to be nongeneric,
the fictitious integrable system approach can be applied. Its
results will be compared to the WKB prediction of Ref. 30.
A system with weakly chaotic dynamics can be modeled
by the example systems D. We choose r=0.05, R=0.1, and
=0.005, consider the extended phase space q , p
−1,1 −1 /2,1 /2, and label the resulting map by Dwc. Its
phase space is shown in the upper inset of Fig. 12.
In order to apply the fictitious integrable system approach
we use the Lie-transformation method, as described in Sec.
II B, to obtain the fictitious integrable system Hreg. As the
system Dwc is only weakly driven, due to the small param-
eters r and R, it is sufficient to consider the zeroth order of
the Lie expansion which has no mixed terms containing q
and p simultaneously. The resulting integrable approximation
Hregq,p =
p2
2
+ Wq , 60
describes the dynamics in a potential Wq=2q2 /2−Rq3 /6
with =r /2, see the lower inset in Fig. 12.
In Ref. 30 it was shown that for such a weakly chaotic
system regular-to-chaotic tunneling rates can be predicted by
one-dimensional tunneling under the energy barrier of the
potential Wq. For the tunneling rates one finds
m 
m
2
exp	− 2effqmi
qm
o
pq,Ereg
m dq
 , 61
where pq ,Ereg
m =2Eregm −2q2+Rq3 /3, qmi denotes the right
classical turning point inside the potential well, qm
o is the
turning point outside the potential well, and m is the oscil-
lation period on the mth quantizing torus. The eigenenergies
Ereg
m can be calculated using the Bohr-Sommerfeld quantiza-
tion pq ,Ereg
m dq=heffm+1 /2. For the system Dwc the
right turning point qm
o is located far away from the regular
island. Tunneling occurs to the region with qqm
o deep in-
side the weakly chaotic sea and not to the neighborhood of
the regular island, as for the other examples considered in
this paper.
In Fig. 12 we compare the numerically evaluated predic-
tion of Eq. 7 solid lines to the result of Eq. 61 dashed
lines and numerical rates dots, which are determined by
absorbing regions at q1. We find good agreement.
Note that for the weakly chaotic system Dwc the purely
regular states 	reg
m  of Hreg show the correct tunneling tails
far beyond the regular island including the outer turning
point qm
o . Moreover, the semiclassical evaluation of Eq. 8,
presented in Sec. II C, can be performed. This leads to Eq.
38 which has the same exponential term as Eq. 61 but a
different prefactor.
We want to emphasize that generically regular-to-chaotic
tunneling cannot be described by Eq. 61, as the integrable
approximation Hreg is not of form 60.
B. Standard map
The paradigmatic model of an area preserving map is the
standard map 70, defined by Eq. 19 with the functions
Tp = p , 62
Vq =

2
sin2q . 63
For  between 2.5 and 3.0 one has a large generic regular
island with a relatively small hierarchical region surrounded
by a 4:1 resonance chain, see the inset in Fig. 13.
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FIG. 11. Color online Dynamical tunneling rates from a regu-
lar island to the chaotic sea for the map Dd. Numerical rates dots
and prediction following from Eq. 7 lines vs 1 /eff for quantum
numbers m5. The insets show Husimi representations of the regu-
lar states m=0 and m=5 at 1 /heff=50. The prediction of Refs.
28,57 Eq. 58 for m=0 with a fitted prefactor is shown dotted
line.
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FIG. 12. Color online Dynamical tunneling rates from a regu-
lar island to the chaotic sea for the weakly chaotic system Dwc. We
compare numerical rates dots and the prediction following from
Eq. 7 solid lines and Eq. 61 30 dashed lines vs 1 /heff for
m=0 and m=1. The upper inset shows the phase space of the sys-
tem, where the absorbing regions are indicated in gray. In the lower
inset the approximate one-dimensional potential Wq used in Eq.
61 is presented with the inner outer turning point qm
i qm
o  at
energy Ereg
m .
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When determining tunneling rates numerically by intro-
ducing absorbing regions at q1 /2, we find strong fluctua-
tions as a function of heff, presumably caused by partial bar-
riers. Using absorption at q1 /4, which is closer to the
island, we find smoothly decaying tunneling rates dots in
Fig. 13.
Evaluating Eq. 7 for =2.9 gives reasonable agreement
with these numerical rates with deviations up to a factor of
five, see Fig. 13 solid lines. Here we determine Hreg using
the method based on the frequency map analysis as the Lie
transformation is not able to reproduce the dynamics within
the regular island of U, see Sec. II B. With increasing order
K of the expansion series of Hreg the tunneling rates follow-
ing from Eq. 7 diverge, see Fig. 4b. Hence, for the pre-
dictions in Fig. 13 we choose K=2 which is the largest order
before the divergence starts to set in. Note that at such small
order K the accuracy of Hreg within the regular region of U is
inferior compared to the examples discussed before. Hence,
in Eq. 7 the state U	reg
m  has small contributions of other
purely regular states 	reg
n  in the regular island. These con-
tributions are compensated by the application of the projec-
tor Pch. However, this projector depends on the number of
regular states Nreg, which grows in the semiclassical limit. If
Nreg increases by one, Preg suddenly projects onto a larger
region in phase space. This explains the steps of the theoret-
ical prediction, Eq. 7, visible in Fig. 13. How to improve
Hreg and the projector Pch is an open question.
C. Map Drs with a regular stripe
Another designed kicked system was introduced in Refs.
12,13,71,72. Here the regular region consists of a stripe in
phase space, see the inset in Fig. 14. In our notation the
mapping Drs Eq. 19 is specified by the functions
Vq = −
1
2
	8aq + d1 − d2 + 12
8aq −  + d1tanhb8q − qd
+
1
2
− 8aq +  + d2tanhb8q + qd
 ,
64
Tp = −
K
8
sin2p , 65
with parameters a=5, b=100, d1=−24, d2=−26, =1, qd
=5, and K=3. The kinetic energy Tp is periodic with re-
spect to the phase-space unit cell.
The resulting map Drs is similar to the system Dho as it
also destroys the integrable region by smoothly changing the
function Vq at q=qd / 8. For qqd / 8 the poten-
tial term is almost linear while it tends to the standard map
for qqd / 8. The parameter b determines the width of
the transition region. In Ref. 71 this map is used to study
the evolution of a wave packet initially started in the regular
region by means of complex paths. We now predict direct
regular-to-chaotic tunneling rates with Eq. 7. The fictitious
integrable system Ureg is determined by continuing the dy-
namics within qqd / 8 to the whole phase space. It is
given as a kicked system Eq. 19 defined by the functions
Ṽq = −
1
2
	 + d1
2
−
d2
2

 , 66
Tp = −
K
8
sin2p . 67
When determining tunneling rates numerically using absorb-
ing regions at q1 /2, we find strong fluctuations as a func-
tion of heff, similar to the standard map. Choosing q1 /4
for the opening, which is closer to the regular stripe, we find
smoothly decaying tunneling rates dots in Fig. 14. Their
comparison with the numerical evaluated prediction of Eq.
7 shows excellent agreement, see Fig. 14 lines.
Note that due to the symmetry of the map there are al-
ways two regular states with comparable tunneling rates ex-
cept for the ground state m=0. These two states are located
symmetrically around the center of the regular stripe. While
the prediction Eq. 7 is identical for both of these states,
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FIG. 13. Color online Tunneling rates for the standard map
=2.9 for m2 vs 1 /heff. Prediction of Eq. 7 lines and nu-
merical rates dots, obtained using absorbing regions at q1 /4
gray-shaded area of the inset.
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FIG. 14. Color online Dynamical tunneling rates from a regu-
lar stripe to the chaotic sea for the map Drs. We compare numerical
rates dots and the prediction following from Eq. 7 lines vs
1 /heff for the quantum numbers m4. The inset shows the phase
space of the system. The numerical rates are obtained using absorb-
ing regions at q1 /4 gray-shaded area of the inset.
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the numerical results differ slightly due to the different cha-
otic dynamics in the vicinity of the left and right borders of
the regular region.
V. APPLICATION TO BILLIARDS
Billiards play a central role in both experimental and the-
oretical studies in quantum chaos. They are dynamical sys-
tems given by a point particle of mass M which moves with
constant velocity inside a domain R2 which we assume
to be compact. The particle is elastically reflected at the
boundary  such that the angle of incidence equals the
angle of reflection. While there are only a few integrable and
completely chaotic billiards, the majority shows a mixed
phase space consisting of regions of regular and chaotic dy-
namics. Quantum mechanically, billiards are described by
the time-independent Schrödinger equation in units =2M
=1 used in this section
− 	nq = En	nq, q  , 68
with the Dirichlet boundary condition 	nq=0, q. In
Eq. 68  denotes the Laplace operator in two dimensions.
Equation 68 is identical to the eigenvalue problem of the
two-dimensional Helmholtz equation which, for example,
describes electromagnetic modes in a microwave cavity. This
equivalence allows for the simulation of quantum billiards
by experiments using microwave cavities 73–77.
The state of a particle is described by a wave function
	qL2 in position representation, where L2 is the
Hilbert space of square integrable functions on . Due to the
compactness of  the eigenvalues En are discrete and can
be ordered as 0E1E2E3¯. The eigenfunctions can
be chosen real and form an orthonormal basis on L2. In
contrast to the case of quantum maps discussed in Sec. IV
one gets infinitely many eigenvalues and eigenfunctions.
There are only a few billiard systems, whose eigenfunctions
are analytically known, e.g., the rectangular, circular, and
elliptical billiard. Usually an analytical solution of Eq. 68 is
not possible.
The determination of tunneling rates for two-dimensional
billiard systems is of current interest. It is relevant, e.g., in
the context of light emission in optical microcavities
47–49,78, flooding of regular states 44–46 and conduc-
tance properties of electrons in disordered wires with a mag-
netic field 55,56. Previous theoretical predictions of tunnel-
ing rates 31 or energy-splittings 16,17 in billiards
required additional free parameters.
We apply the fictitious integrable system approach in or-
der to determine direct regular-to-chaotic tunneling rates for
billiards. For this we employ Eqs. 13 and 14, where in the
following we omit the tilde of the nonorthogonal chaotic
states 	̃ch and label the corresponding dimensionless matrix
elements and tunneling rates by vch,mn and mn, respectively.
For the chaotic states entering in Eq. 13 we employ random
wave models 4 such that the average in Eq. 14 becomes
an ensemble average over the different realizations of the
random wave model. From this we obtain explicit analytical
predictions for the mushroom billiard 33, the annular bil-
liard, two-dimensional nanowires with one-sided surface dis-
order, and optical microcavities 34.
A. Mushroom billiard
We consider the desymmetrized mushroom billiard 79,
see Fig. 15a, characterized by the radius R of the quarter
circular cap, the stem width a, and the stem height l. This
billiard is of great current interest 31,51,80–82 due to its
sharply separated regular and chaotic regions in phase space.
The regular trajectories show whispering-gallery motion and
do not cross the small quarter circle of radius a. Each trajec-
tory which crosses this curve is chaotic, see Fig. 15c. There
is no hierarchical regular-to-chaotic transition region and
there appear no resonance chains inside the regular island.
Hence, for this billiard resonance-assisted tunneling does not
occur and the direct regular-to-chaotic tunneling process is
relevant for all energies E. The application of the fictitious
integrable system approach to the mushroom billiard leads to
the explicit analytical formula 83, which was obtained in
Ref. 33, where it was successfully compared to experimen-
tal data.
1. Derivation of tunneling rates
In order to predict tunneling rates for the mushroom bil-
liard we review the derivation 33 starting from Eqs. 13
and 14. First we construct a fictitious integrable system
Hreg, determine its eigenstates 	reg
mnq, and find a model for
the chaotic states 	chq. In the following analysis we set R
=1. A natural choice for the regular system Hreg is the
quarter-circle billiard. Its eigenfunctions are analytically
known
s
a
l
R
x
y r
ϕ
ρ
ϑ
(a)
Ω
(b)
V = 0
V = W
s
p
−1
1
0 π
2
(c)
FIG. 15. Color online a Schematic picture of the mushroom
billiard, with cap radius R, stem width a, and stem height l, showing
the two coordinate systems used in the theoretical derivation of the
direct regular-to-chaotic tunneling rates. b Auxiliary billiard Hreg
W .
c Poincaré section at the quarter-circle boundary relative tangen-
tial momentum p vs arclength s showing regular and chaotic re-
gions with illustrations of trajectories.
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	reg
mnr,
 = NmnJmjmnrsinm
 , 69
in polar coordinates r ,
. They are characterized by the
radial n=1,2 , . . . and the azimuthal m=2,4 , . . . quantum
numbers. As we are considering the quarter-circle billiard m
is allowed to take even values only. Here Jm denotes the mth
Bessel function, jmn denotes the nth root of Jm, Nmn
=8 / /Jm−1jmn accounts for the normalization, and Emn
= jmn
2 are the eigenenergies. Among the regular states of the
quarter-circle billiard, we will consider only those which
concentrate on regular tori of the mushroom billiard with
angular momentum pmn=m / jmna.
We use the Hamiltonian H of the mushroom and Hreg of
the quarter-circle billiard in Eq. 13 to determine the cou-
pling between the regular and the chaotic states. An infinite
potential difference H−Hreg=− occurs, while 	reg
mn =0 in the
stem of the mushroom for y0. In order to avoid the unde-
fined product H−Hreg	reg
mn we introduce a finite potential at
y0, see Fig. 15b,
Hreg
W q,p = p2 + Vq , 70
Vq = 0 for x
2 + y2  1,x,y  0
W for y  0,0 x 1
 otherwise,
 71
and consider the limit W→ in which the quarter-circle bil-
liard is recovered. For finite W the regular eigenfunctions
	reg,W
mn q of Hreg
W decay into the region y0. To describe this
decay we make the following ansatz:
	reg,W
mn x,y = 	reg,W
mn x,y = 0ey , 72
where  depends on W via the Schrödinger equation as
− 2 + W = Emn
W . 73
Since the regular eigenfunctions 	reg,W
mn and their derivatives
have to be continuous at y=0, we obtain
 =
y	reg,W
mn x,y = 0
	reg,W
mn x,y = 0
. 74
Evaluating Eq. 13 for the coupling matrix elements one
finds
vch,mn = lim
W→

0
a
dx
−l
0
dy	chx,y− W	reg,W
mn x,y 75
=− lim
W→

0
a
dx
−l
0
dy	chx,y
W

eyy	reg,W
mn x,0 . 76
In the last equation the term Wey / appears, which in the
limit W→ gives for y0
W

ey =
W
W − EmnW
e
W−EmnW y → 2y , 77
where we use Eq. 73 and that Emn
W remains bounded. For
the coupling matrix elements Eq. 76, we obtain
vch,mn = − 
0
a
dx	chx,y = 0y	reg
mnx,y = 0 . 78
Due to the limiting process only an integration along the line
y=0 remains which connects the quarter circle billiard to the
stem of the mushroom. Equation 78 contains the derivative
of the regular wave function perpendicular to this line. The
largest contribution of the integral is close to the corner of
the mushroom at x=a, as the derivative of the regular eigen-
functions y	reg
mn decays toward x=0. Inserting the regular
states Eq. 69, one finds
vch,mn = − Nmn
0
a
dx	chx,y = 0
m
x
Jmjmnx . 79
In order to evaluate Eq. 79 we use a random wave descrip-
tion to model the chaotic states 	chq. It has to respect the
Dirichlet boundary conditions in the vicinity of the corner at
x=a. For this random wave model we use polar coordinates
q=  ,  as introduced in Fig. 15a such that the corner of
angle 3 /2 is located at 0,0. The Dirichlet boundary con-
ditions at this corner are accounted for using 83
	ch,  = 83Achs=1

csJ2s/3ksin	2s3  
 80
in which x−a= cos  and y= sin . The coefficients cs
are independent Gaussian random variables with mean zero,
cs=0, and unit variance, csct=st. Equation 80 fulfills
the Schrödinger equation at energy E=k2 and the prefactor is
chosen such that 	ch , 2=1 /Ach holds far away from
the corner. Note that we do not require these chaotic states to
decay into the regular island, as Eq. 79 is an integral along
a line of the billiard where the phase space is fully chaotic.
Near the boundary, but far away from the corner, 	ch2
recovers the behavior 1−J02kx 84,85. Inserting Eq. 80
into Eq. 79 at energy Emn= jmn
2 and  =, we obtain the
coupling matrix elements
vch,mn = − Nmn 83Achs=1

cssin	2s3 

· 
0
a
J2s/3jmna − x
m
x
Jmjmnxdx , 81
where terms with s a multiple of 3 vanish. Using these ma-
trix elements in Fermi’s golden rule Eq. 14 gives a pre-
diction of the tunneling rates
mn = m
2Nmn
2 
s=1


0
a dx
x
J2s/3jmna − xJmjmnx2.
82
The prime at the summation indicates that the sum over s
excludes all multiples of three. The remaining integral can be
solved analytically Eq. 11.3.40 of 86, leading to the final
result
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mn =
8


s=1


Jm+2s/3jmna2
Jm−1jmn2
. 83
This gives a prediction of direct regular-to-chaotic tunneling
rates of any regular state 	reg
mn to the chaotic sea in the mush-
room billiard. The sum has its dominant contribution for s
=1 and evaluating Eq. 83 up to s2 gives sufficiently
accurate predictions.
It is worth to remark that a very plausible estimate of the
tunneling rate is given by the averaged square of the regular
wave function on a circle with radius a, i.e., the boundary to
the fully chaotic phase space, yielding mn
0
=Nmn
2 Jmjmna2 /2. Surprisingly, it is just about a factor of
two larger for the parameters we studied. In Ref. 31 a re-
lated quantity is proposed, given by the integral of the
squared regular wave function over the quarter circle with
radius a. This quantity, however, is too small by a factor of
order 100 for the parameters under consideration.
2. Comparison with numerical rates
The eigenvalues and eigenfunctions of the mushroom bil-
liard are determined by numerically solving the Schrödinger
equation. The improved method of particular solutions
31,87 allows a determination of the energies E with a rela-
tive error 10−14. We analyze the widths Ech,mn of avoided
crossings between a given regular state and typically 30 cha-
otic states under variation in the height l of the stem, starting
with l=0.3. From Eq. 52, Ech,mn2Ach /8, we deduce
the tunneling rate where we use Ach= la+ arcsina
+a1−a2 /2 33 as derived in Appendix C. Note that some
pairs of regular states are very close in energy, e.g., E20,1
−E16,210−4, such that their avoided crossings with a cha-
otic state overlap, making a numerical determination of the
smaller tunneling rate unfeasible within the presented ap-
proach.
Figure 16 shows the numerical tunneling rates mn for
fixed radial quantum number n=1,2 ,3 and increasing azi-
muthal quantum number m for a=0.5. It is compared to the
theoretical prediction Eq. 83, which is connected for fixed
n and increasing m by straight lines, giving rise to an appar-
ently smooth curve. We find excellent agreement for tunnel-
ing rates mn over 18 orders of magnitude. The small oscil-
lations which appear in the numerical rates on top of the
exponential decay might be related to the two-level approxi-
mation for avoided crossings which we use for the numerical
determination of the tunneling rates.
To further test the prediction we determine the tunneling
rate of the regular state m ,n= 30,1 under variation in the
stem width a. The results presented in Fig. 17 show a de-
crease in this tunneling rate which appears faster than expo-
nential with 1−a. Again we find excellent agreement to nu-
merical rates. Note that the accuracy of the numerical
method used for determining eigenenergies of the mushroom
is best for a0.5 and declines for larger or smaller a.
Another interesting question is how the tunneling rates
from a given classical torus behave. For this we consider a
sequence of regular states m ,n which semiclassically local-
ize on a torus characterized by an angular momentum pt
a. For each n we choose m such that pmn=m / jmn pt. The
resulting behavior of the tunneling rates is presented in Fig.
18 for pt=0.6 and pt=0.8. A comparison of these predictions
to numerical rates shows excellent agreement.
For fixed azimuthal quantum number m and increasing
radial quantum number n the tunneling rates increase. This
k
γ
(12, 1) (54, 3) n = 1
n = 2
n = 3
10−20
10−15
10−10
10−5
100
20 40 60 80
FIG. 16. Color online Tunneling rates of regular states with
quantum numbers n3 vs k for a=0.5 comparing the prediction of
Eq. 83 solid lines and numerical rates dots. The insets show the
regular eigenfunctions 	reg
12,1 and 	reg
54,3 as indicated by labels. In
addition the asymptotic prediction of Eq. 88 is presented dashed
lines.
a
γ
(30, 1)
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10−10
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0.3 0.4 0.5 0.6 0.7
FIG. 17. Color online Tunneling rates of the regular state 	reg
30,1
vs the stem width a. We compare the prediction of Eq. 83 solid
lines and numerical rates dots. The insets show the regular eigen-
function 	reg
30,1 at a=0.34 and a=0.74.
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FIG. 18. Color online Tunneling rates of regular states local-
ized closest to a classical torus of angular momentum pt=0.8 and
pt=0.6 vs k for a=0.5. We compare the prediction of Eq. 83 solid
lines and numerical rates dots. The insets show the regular eigen-
functions 	reg
52,2 close to pt=0.8 and 	reg
22,3, 	reg
192,25 close to pt=0.6.
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behavior is presented in Fig. 19. Again we find good agree-
ment between the predictions of Eq. 83 and numerical
rates.
3. Approximation
Let us now approximate Eq. 83 for mn and large
wave numbers k in order to understand the exponential be-
havior of the tunneling rates, which is visible in Figs. 16 and
18 with increasing k. First we consider the numerator of the
leading term s=1 in Eq. 83 and use Eq. 9.1.63 of Ref. 86
for noninteger arguments of the Bessel function
Jm+2/3jmna amnm+2/3exp	m + 23
1 − amn2 1 + 1 − amn2 m+2/3  , 84
with amn= jmna / m+2 /3. Equation 84 provides an upper
bound of Jm+2/3jmna. Numerically it has been confirmed
that a good approximation is given by this bound divided by
m3/2,
Jm+2/3jmna 
1
m2/3
	amnm̃ expm̃bmn1 + bmnm̃ 
 85
=
1
m2/3
exp	m̃bmn − ln	1 + bmnamn 

 , 86
where m̃=m+2 /3 and bmn=1−amn2 . The denominator of the
term s=1 in Eq. 83 can be approximated for n=1 using Eq.
9.5.18 of Ref. 86
Jm−1jmn = Jm jmn  − 1.1131m
−2/3  −
1
m2/3
. 87
We thus obtain for the tunneling rates assuming that Eq. 87
also approximately holds for n1
mn 
8

exp2m̃bmn − ln	1 + bmnamn 
 . 88
For fixed radial quantum number n and increasing azimuthal
quantum number m the tunneling rates decay exponentially
with km. Figure 16 shows the comparison to Eq. 83
dashed lines. We find agreement with deviations smaller
than a factor of two. The prediction Eq. 88 has a similar
form as Eq. 39 which has been obtained for a quantum map
with a harmonic oscillatorlike regular island. This reflects the
similarity of this system to the mushroom billiard.
B. Annular billiard
We consider the desymmetrized annular billiard character-
ized by the radius R=1 of the large semicircle, the radius a
of the small semicircle, and the displacement w of this semi-
circle, see Fig. 20a. In contrast to the sharply separated
regular and chaotic dynamics in the mushroom billiard, the
phase space of the annular billiard is more subtle. Again we
find regions of regular whispering-gallery motion. In the cha-
otic region, however, additional regular islands and partial
barriers may be located, depending on the choice of a and w.
This structure leads to the existence of so-called beach states
which resemble regular states but are localized in the chaotic
sea close to the border of the regular region. These beach
states were described by Doron and Frischat 16,17 who
also studied the dynamical tunneling process in annular bil-
liards. Their prediction of tunneling rates required fitting
with a free parameter. In this section we want to apply the
fictitious integrable system approach to find a prediction of
direct regular-to-chaotic tunneling rates which describe the
decay of whispering-gallery modes into the chaotic sea.
In order to determine these direct regular-to-chaotic tun-
neling rates we proceed similar to the case of the mushroom
billiard. We have to evaluate Eq. 13 for the coupling matrix
elements vch,mn and then use Fermi’s golden rule Eq. 14
to determine the tunneling rates. In the first step the fictitious
integrable system Hreg and its eigenstates 	reg
mn have to be
defined. A natural choice for Hreg is the semicircle billiard
which exactly reproduces the whispering-gallery motion in
the annular billiard. Its eigenstates are given by
	reg
mnr,
 = NmnJmjmnrsinm
 89
in polar coordinates r ,
, where Jm denotes the mth Bessel
function, jmn is the nth root of Jm, and Nmn
k
γ
(70, 2)
(70, 12)
10−20
10−15
10−10
10−5
100
80 90 100 110 120 130
FIG. 19. Color online Tunneling rates of regular states with
quantum number m=70 vs k for a=0.5 comparing the prediction of
Eq. 83 solid lines and numerical rates dots. The insets show the
regular eigenfunctions 	reg
70,2 and 	reg
70,12.
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FIG. 20. Color online a Schematic picture of the desymme-
trized annular billiard showing the two coordinate systems used in
the theoretical derivation of the direct regular-to-chaotic tunneling
rates. b Poincaré section at the semicircle boundary relative tan-
gential momentum p vs arclength s showing regular and chaotic
regions for R=1, a=0.15, and w=0.45 with illustrations of
trajectories.
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=4 / /Jm−1jmn. The regular states are characterized by the
radial quantum number n=1,2 , . . . and the azimuthal quan-
tum number m=1,2 , . . .. Hence, the tunneling rates describ-
ing the decay of the regular state 	reg
mnr ,
 will be labeled by
mn. Note that for the annular billiard only those regular
states semiclassically exist which localize on tori with angu-
lar momentum pmn=m / jmnw+a.
Evaluating Eq. 13 in order to determine the coupling
matrix elements vch,mn between the regular and the chaotic
states, an infinite potential difference arises within the small
disk of radius a between the Hamiltonian H of the annular
and Hreg of the semicircle billiard, H−Hreg=. At the same
time for the chaotic states 	ch=0 holds in that region, which
leads to an undefined product “ ·0.” Similar to the approach
presented for the mushroom billiard we circumvent this
problem by considering a finite potential difference W for
which at the end the limit W→ is performed. In contrast to
the mushroom billiard the area of the annular billiard  is
included in the area of the semicircle billiard reg, reg.
We find that in this case the derivative of the chaotic states
	chq enters in Eq. 13. We obtain
vch,mn = a
0

d 	reg
mna, 	ch = a,  90
=aNmn
0

d Jmjmnrsinm
	cha,  , 91
where we introduce polar coordinates  ,  such that x
= cos +w and y= sin . Only the integration over  
from  =0 to  = along the small semicircle of radius 
=a remains. Note that the regular eigenfunctions are given in
polar coordinates r ,  ,
 , , while we integrate along
=a, see Fig. 20a. Along this half-circle the regular wave
function is largest near the point  , = a ,0 for w0.
Hence, a random wave description for the chaotic states
	ch ,  has to respect the Dirichlet boundary conditions on
the line y=0 and on the small semicircle of radius a.
Such a random wave model can be constructed using the
solutions of the annular concentric billiard Sec. 25 of 88
as base functions in polar coordinates  , 
	ch,  =
2
Achs=1

cs sins  ·
JskYska − JskaYsk
Jska2 + Yska2
,
92
in which the cs are Gaussian random variables with cs=0
and csct=st. Furthermore, Ys denotes the sth Bessel func-
tion of the second kind. The normalization constant 2 has
been obtained numerically, such that 	ch2=1 /Ach holds
far away from the boundary. The chaotic states defined by
Eq. 92 fulfill the Schrödinger equation at arbitrary energy
E=k2. Similar to the mushroom billiard we do not require
that the chaotic states decay into the regular island, as Eq.
91 is an integral along a line of the billiard which is not hit
by any regular whispering-gallery trajectory. Near the hori-
zontal boundary and away from the small circle 	ch2 re-
covers the behavior 1−J02k−a 84,85. Using the radial
derivative of 	ch ,  at =a one finds
	ch = a,  =
2k
Achs=1

cs sins Rska , 93
in which we use Js+1kaYska−JskaYs+1ka=2 / ka
Eq. 9.1.16 of 86 and introduce
Rska ª
2
kaJska2 + Yska2
. 94
With this result we calculate the tunneling rates at energy
Emn= jmn
2
mn = 2Nmn
2 a2jmn
2 
s=1

Rsjmna2 ·

0

d sins Jmjmnr sinm
 2.
95
This is our final result predicting the decay of a regular state
	reg
mn located in the regular whispering-gallery region to the
chaotic sea. In Eq. 95, in contrast to the result for the mush-
room billiard Eq. 83, the term s=1 is typically not the
most important contribution. Here the dominant s increases
with energy. In contrast to the prediction of Refs. 16,17 no
fitting is required.
The numerical determination of tunneling rates using
avoided crossings is more difficult for the annular billiard
than in the case of the mushroom billiard: in order to affect
the chaotic but not the regular component of phase space
under parameter variation we increase the radius a of the
small inner circle and move its center position w such that its
rightmost edge at w+a is constant. We increase a starting
from a=0.05 until 30 avoided crossings have occurred or a
=0.4 is reached. This procedure drastically affects the cha-
otic states while the regular whispering-gallery modes re-
main almost unchanged. Note that under this parameter
variation the phase-space structure in the chaotic region
changes from macroscopically chaotic to a situation in which
additional regular islands and partial barriers appear. With
increasing k, however, a smaller parameter variation is re-
quired and these problems become less relevant.
Figure 21 shows the numerical tunneling rates for w+a
=0.6. We evaluate the analytical prediction Eq. 95 for a
=0.15 and w=0.45. Variations in a with constant w+a, as
necessary for the numerical rates, affect the prediction by at
most a factor of two not shown. The comparison in Fig. 21
gives qualitative agreement. While some tunneling rates
agree with the prediction, deviations of a factor of 100 ap-
pear for other rates.
We believe that these deviations are artifacts of our nu-
merical procedure to determine tunneling rates from avoided
crossings 58. They occur most likely due to beach states
which exist in the chaotic region of phase space and look
similar to regular states though no quantizing tori can be
associated with them 16,17. Numerically we need to ana-
lyze avoided crossings between the regular mode and all
modes outside the regular island under variation in the shape
of the billiard. However, as beach states almost behave like
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regular states, their energy only slightly varies if the bound-
ary of the billiard is changed. Hence, they rarely show
avoided crossings with the regular state. In addition the cha-
otic states concentrate further away from the regular island
and thus give rise to considerably smaller avoided crossings.
This leads to artificially reduced numerical tunneling rates. It
would be desirable to determine numerical tunneling rates
for the annular billiard by other means, e.g., by opening the
billiard, to obtain a more quantitative verification of the pre-
diction Eq. 95.
C. Disordered wire in a magnetic field
We study two-dimensional nanowires 55,56,89 with
one-sided disorder, see Fig. 22a, in the presence of a ho-
mogeneous magnetic field B perpendicular to the wire. Such
nanowires have a mixed phase space, see Fig. 22b. Orbits
which only hit the lower flat boundary are regular skipping
orbits while those which are reflected at the upper disordered
boundary numerically show chaotic motion. The phase space
of the wire has a sharp transition from regular to chaotic
dynamics. There are no resonance chains inside the regular
island and there is no relevant hierarchical region.
In Refs. 55,56 it was shown that in such wires the lo-
calization lengths ! increase exponentially with increasing
Fermi wave number kF of the electrons. This can be ex-
plained by the mixed phase-space structure giving rise to
dynamical tunneling between the regular island and the cha-
otic sea. The dynamical tunneling rates  are directly related
to the localization lengths, !1 /. We apply the fictitious
integrable system approach to determine localization lengths
! and compare the results to the analytical prediction derived
in Refs. 55,56.
The nanowire with a disordered boundary is assembled
from L rectangular elements to which two leads of width W
are attached. The nth element has a length l=W /5 and a
height hn which is uniformly distributed in the interval W
− /2,W+ /2 with =2W /3. The heights hn are allowed to
take M =20 different values including the boundaries of the
interval. For increasing values of the Fermi wave number kF
the magnetic field B is adjusted such that the cyclotron radius
rc=kF / eB remains constant, using rc=3W. This leaves the
classical dynamics unchanged and the semiclassical limit is
given by kF→.
In order to apply the fictitious integrable system approach
we have to consider a closed billiard. It is obtained by im-
posing periodic boundary conditions at the positions where
the leads are attached. The tunneling rate is given by Fermi’s
golden rule Eq. 14 using the coupling-matrix elements
between regular and chaotic states Eq. 13. Similar to the
examples discussed previously we have to find a fictitious
integrable system Hreg which resembles the regular part of
the phase space and extends it beyond. A reasonable choice
is a billiard of length Ll with periodic boundary conditions at
x=0 and with a boundary at y=0 but open for y0. In a
magnetic field it shows exactly the same regular phase space
as the wire with one disordered boundary and is completely
integrable. Its eigenfunctions 	reg
m x ,y are given by 90
	reg
m x,y =
1
lL
eikmxZmy , 96
where Zmy solves a one-dimensional Schrödinger equation
with an effective potential due to the magnetic field and m
1 is the quantum number in transversal direction. Using
this regular system and its eigenstates in Eq. 13 gives
vch,m = 
C
dsN	chxs,ys	reg
m xs,ys . 97
As for the annular billiard the derivative of the chaotic states
N	chxs ,ys is in the normal direction along the disor-
dered boundary C, which is parameterized by s.
The most important contributions of the integral in Eq.
97 are from rectangular elements of the wire which have
the smallest height, i.e., hn=W− /2. This follows from the
exponential decay of the regular wave functions 	reg
m in y
direction. There are L /M such rectangular elements. The up-
per boundary of the wire near such an element is composed
of i two vertical parts x=nl, y hn−1 ,W− /2 and x
= n+1l, y W− /2,hn+1 and ii one horizontal part x
 nl , n+1l, y=W− /2.
k
γ
(12, 1)
(54, 3)
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100
20 40 60 80 100
FIG. 21. Color online Tunneling rates from regular states with
quantum numbers n3 vs k for w+a=0.6 comparing the prediction
of Eq. 95 solid lines and numerical rates dots. The insets show
the regular eigenfunctions 	reg
12,1 and 	reg
54,3.
W
δ
l
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FIG. 22. Color online a Schematic picture of a magnetic wire
with one-sided disorder to which leads of width W are attached. The
wire is composed of rectangular elements of length l and a uni-
formly distributed height in W− /2,W+ /2. For the tunneling
process contributions i along the vertical and ii along the hori-
zontal parts of the upper boundary are relevant. b A Poincaré
section y , py at fixed x shows a large regular island red lines and
the chaotic sea blue dots.
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i Let us first consider one vertical contribution to the
coupling-matrix elements vch,m for the fixed x coordinate x
=nl. For the chaotic states 	ch we employ a random wave
model with wavelength kF such that the Dirichlet boundary
condition at x=x is fulfilled
	chr,
 =
2
Achs=1

csJskFrsin	s
 − 2 s
 , 98
where the polar coordinates r ,
 are defined by x=x
+r cos 
 and y=W− /2+r sin 
. The coefficients cs are
Gaussian random variables with mean zero and csct=st. It
will turn out that the form of Eq. 98 is more convenient for
the following evaluation than a plane wave ansatz. The de-
rivative of 	ch with respect to x at x=x
 gives
x	chx = x, ŷ =
2
Achs=1

cs
JskFŷs
ŷ
, 99
where ŷ=y− W− /2. Hence, the contribution of one verti-
cal part of the boundary to the coupling-matrix element is
up to a phase eikmx


vch,m =
2
Ach
1
Lls=1

cs
0
 JskFŷs
ŷ
Zmŷdŷ . 100
Here we have replaced the upper integration limit by  as
Zmŷ decays exponentially. The sum of 2L /M such
coupling-matrix elements gives according to Fermi’s golden
rule Eq. 14 the direct regular-to-chaotic tunneling contri-
bution of the vertical boundaries
m
i =
4
Ml

s=1

s2	
0
 JskFŷ
ŷ
Zmŷdŷ
2, 101
where we assume independent coefficients cs for each verti-
cal boundary.
ii For the horizontal boundaries we consider the regular
wave functions 	reg
m x̂ , ŷ=0=Zm
0 eikmnl+x̂, where x̂=x−nl and
Zm
0 =Zmŷ=0. For the chaotic wave function a random wave
model respecting the Dirichlet boundary at ŷ=0 is used,
	chx̂, ŷ = 2NAchs=1
N
cse
ikFx̂ cos  s+
ssinkFŷ sin  s ,
102
where the coefficients cs are Gaussian random variables with
mean zero as well as csct=st and the angles  s and 
s are
uniformly distributed in 0,2. The derivative of 	ch with
respect to ŷ at ŷ=0 reads
ŷ	chx̂, ŷ = 0 =
2kF
NAchs=1
N
cs sin  se
ikFx̂ cos  s+
s.
103
Hence, we obtain for the contribution of one horizontal part
of the boundary to the coupling-matrix element up to a
phase eikmnl
vch,m =
2kFZm0
AchNLls
cs sin  se
i
s
0
l
dx̂eikF cos  s+kmx̂.
104
The sum of L /M such coupling-matrix elements gives ac-
cording to Fermi’s golden rule, Eq. 14, the direct regular-
to-chaotic tunneling contribution of the horizontal bound-
aries
m
ii =
Zm
0 2
2Ml

0
2
d sin2  
2 − 2 cos	lkFcos  + kmkF

	cos  + km
kF

2 ,
105
where we assume independent coefficients cs for each hori-
zontal boundary. The total tunneling rate is given as the sum
of the two contributions, Eq. 101 from the vertical parts of
the boundary and Eq. 105 from the horizontal parts of the
boundary,
m = m
i + m
ii. 106
Here we use the approximation that random wave models for
the horizontal and vertical boundaries are independent.
We now compare this result for the dynamical tunneling
rates m to the semiclassical prediction of localization
lengths !m for the wire with one-sided disorder derived in
Ref. 56. For the connection between tunneling rates and
localization lengths we use their inverse proportionality
91,92. One finds
m =
vx,m
!ml
=
2km
!ml
, 107
where vx,m is the velocity of the mth mode in x direction and
the localization length !m is measured in units of the length l
of the rectangular elements. Figure 23 compares the localiza-
tion lengths obtained by the fictitious integrable system ap-
proach using Eqs. 106 and 107 with numerically deter-
mined Zmy solid lines to the analytical prediction of Ref.
56 dashed lines showing good agreement with deviations
smaller than a factor of two.
kF W/π
ξ
m = 1 m = 2 m = 3 m = 4101
104
107
1010
1 5 9 13
FIG. 23. Color online Localization lengths of transversal
modes in a magnetic wire with one-sided disorder for the mode
numbers m4 vs kFW / for l /W=1 /5 and =2W /3. We compare
the prediction of Eqs. 106 and 107 solid lines and the analyti-
cal result of Ref. 56 dashed lines.
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Note that while in Ref. 56 the localization length is l
independent we find for our horizontal contribution an l de-
pendence due to the integral in Eq. 104. This becomes rel-
evant for lW and can be corrected by either changing the
upper limit of integration in Eq. 104 from l to 1 /kF or by
choosing an improved Hreg. This accounts for the fact that far
away from the corners of the disordered boundary there is no
tunneling.
D. Optical microcavities
Optical microcavities in which photons can be confined in
three spatial dimensions are a subject of intensive research as
they are relevant for applications such as ultralow-threshold
lasers. Especially whispering-gallery cavities such as micro-
disks, microspheres, and microtoroids have been investigated
as they can trap photons for a long time near the boundary by
total internal reflection at the optically thinner medium. The
corresponding whispering-gallery modes have a very high
quality factor Q. While the microdisk emits the photons iso-
tropically, cavities with deformed surfaces may additionally
lead to directed emission 47,78,93,94.
The quality factors Q of optical microcavities can be con-
nected to dynamical tunneling rates . These rates can be
determined using the fictitious integrable system approach
34, which will be summarized in this section. For a mode
in an open cavity the quality factor Q is related to the corre-
sponding resonance with complex wave number k=Rek
+ i Imk via
Q = −
Rek
2 Imk
. 108
For cavities with a mixed phase space the quality factor Q of
a regular mode has two contributions
1
Q
=
1
Q1d
+
1
Qdyn
. 109
Here Q1d accounts for the coupling of the regular mode to
the continuum. In the case of the circular microcavity 95 it
is described by a quasi-one-dimensional barrier-tunneling
process through an angular momentum barrier. It can be pre-
dicted by means of WKB theory or using the numerically
determined decay rates of the modes in the circular cavity.
Note that for this contribution the mixed phase-space struc-
ture is irrelevant. The second contribution, Qdyn, is given by
dynamical tunneling from the regular mode to the chaotic
sea, which is strongly coupled to the continuum. Here we
assume that there are no further phase-space structures
within the chaotic sea that affect the quality factor. A priori it
is not obvious, which of the two contributions will dominate.
In order to determine Qdyn the fictitious integrable system
approach can be employed in analogy to hard-wall billiards.
It is extended to open cavities in the following way: i as a
fictitious integrable system Hreg one chooses a cavity such
that it resembles the regular dynamics of H. The quantum
system has resonance states 	reg. ii As a model for the
chaotic resonances 	ch a random wave model is used, which
in addition fulfills the relevant cavity boundary conditions.
iii The tunneling rate  determines the quality factor Qdyn
by
Qdyn =
2 Rek2n
2

, 110
where n is the refractive index of the cavity. Here it is used
that the imaginary part of the wave number is connected to
the decay rate of the resonant state via =−4n
2 RekImk
and Eq. 108.
This approach was developed and applied to the annular
microcavity, a microdisk with an air hole, in Ref. 34. It has
a particularly interesting geometry which allows for unidi-
rectional emission and high quality factors simultaneously.
An analytical expression for the quality factor Qdyn was de-
rived which is in very good agreement with the full numeri-
cal simulations of Maxwell’s equations.
VI. SUMMARY AND OUTLOOK
We study the direct regular-to-chaotic tunneling process
in systems with a mixed phase space. It is dominant in the
regime, heffAreg, where fine-scale structures of the phase
space such as nonlinear resonances are not resolved by quan-
tum mechanics. To describe this tunneling process we intro-
duce the fictitious integrable system approach. It uses a de-
composition of the Hilbert space into two parts which
account for the regular and the chaotic dynamics. This leads
to a formula which predicts the direct tunneling rate m of
the mth regular state 	reg
m  to the chaotic sea Eq. 7. The
fictitious integrable system has to be chosen such that its
dynamics resembles the regular dynamics of the original
mixed system as closely as possible and extends it beyond its
regular region. The determination of the fictitious integrable
system is the most difficult step in the application of this
approach. For maps the Lie transformation or methods based
on the frequency map analysis can be used. A general proce-
dure for billiards is under development.
In Sec. IV dynamical tunneling rates are determined nu-
merically and compared to the prediction of the fictitious
integrable system approach for different quantum maps. We
find excellent agreement over several orders of magnitude in
. For a harmonic oscillatorlike island embedded in a chaotic
sea it is possible to derive a semiclassical expression for the
tunneling rates which depends on the area of the regular
region and the effective Planck constant only. Furthermore,
in Sec. V we apply the approach to billiard systems, where
we use random wave models to describe the chaotic states.
For the mushroom billiard the prediction is in excellent
agreement with numerical and experimental data. Finally, we
apply the approach for direct regular-to-chaotic tunneling
rates to the annular billiard, nanowires with one-sided disor-
der in a magnetic field, and to the quality factors of optical
microcavities.
In the semiclassical regime, heffAreg, nonlinear reso-
nances lead to enhanced tunneling rates due to resonance-
assisted tunneling. This resonance-assisted tunneling mecha-
nism is combined to direct regular-to-chaotic tunneling in
Ref. 35, leading to a prediction of tunneling rates which is
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valid from the quantum to the semiclassical regime. For this
prediction the direct tunneling rates discussed in this paper,
which can be determined using the fictitious integrable sys-
tem approach, are essential.
Ultimately, it is the aim to obtain a complete semiclassical
treatment of the approach also for systems with a generic
regular island. This theory should predict tunneling rates and
their dependence on the effective Planck constant heff di-
rectly from classical properties of the regular island, such as
its size, shape, and winding number and properties of the
chaotic sea, such as unstable fixed points, partial barriers,
and transport properties. A promising approach seems to be
the complex-path formalism which has been successfully ap-
plied to study the tunneling tails of a time-evolved wave
packet in mixed regular-chaotic systems 12–14. Alterna-
tively, a complex time approach 24,25 can be considered.
Using such semiclassical approaches for the prediction of
regular-to-chaotic tunneling rates should give further insight
into the dynamical tunneling process.
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APPENDIX A: DIMENSIONLESS FERMI’S GOLDEN
RULE FOR TIME-PERIODIC QUANTUM SYSTEMS
In order to predict dynamical tunneling rates m we use
Fermi’s golden rule for systems with a discrete spectrum.
This rate describes the decay e−mt of the mth regular state to
the chaotic sea at most up to the Heisenberg time H
=heff /ch. Compared to the standard derivation of Fermi’s
golden rule 96 for the continuous case, the incoherent in-
tegral over the continuum states is replaced by the incoherent
sum over the discrete chaotic states. One finds
m =
2

Vch,m2ch, A1
with the chaotic density of states ch and the average of the
modulus squared of the coupling matrix elements Vch,m of the
Hamiltonian between energetically close-by chaotic states
and the mth purely regular state.
We now apply Eq. A1 to time-periodic systems with
period  and quasienergies in the interval 0, with 
=2 / such that ch=Nch / . We introduce dimensionless
quantities m=m and vch,m=Vch,m / leading to
m = Nchvch,m2 = 
ch
vch,m2. A2
Here vch,m= 	chU	reg
m  is the coupling matrix element of the
time evolution operator U over one period and the mean
level spacing is 2 /N.
APPENDIX B: ADAPTED EIGENSTATES OF THE
HARMONIC OSCILLATOR
For the maps D, which for R=0 show a tilted and
squeezed harmonic oscillatorlike regular island, purely regu-
lar states 	reg
m q can be constructed by tilting and squeezing
the eigenfunctions of the harmonic oscillator accordingly.
One finds 97
	reg
m q =
1
2mm!	Re"eff 

1/4
Hm	Re"
eff
q
e−"/effq2/2
B1
with the Hermite polynomials Hm and the complex squeezing
parameter ", which can be obtained from the tilting angle 
of the elliptic island with respect to the momentum axis and
the ratio  of its half axes with
Re" =
1
1

cos2 +  sin2
, B2
Im" = Re"	 1

− 
sincos . B3
Here  and  can be determined from the linearized dynam-
ics of the classical map around the fixed point,
 =
1
2
arctan	M22 − M11M12 − M21
 , B4
 =M12 − M21 − c
M12 − M21 + c
, B5
where c=M12+M212+ M22−M112 and
M =
qn+1
qn
qn+1
pn
pn+1
qn
pn+1
pn
 . B6
APPENDIX C: DERIVATION OF Ach FOR THE
MUSHROOM BILLIARD
We want to show how the area Ach, which is the area of
the billiard times the fraction of the chaotic phase-space vol-
ume, is determined for the mushroom billiard.
All trajectories which enter the stem of the mushroom or
cross the half-circle r=a in the cap are chaotic irrespective of
their momentum direction. Additionally the region ra con-
tains some chaotic dynamics. We denote its contribution to
Ach by I and obtain for the mushroom billiard
Ach = 2la +

2
a2 + I . C1
BÄCKER, KETZMERICK, AND LÖCK PHYSICAL REVIEW E 82, 056208 2010
056208-22
68
In order to determine I we consider the fraction Pr of cha-
otic trajectories in the cap for ra. It depends on the radial
coordinate r only
Pr =
2

arcsin	a
r

 , C2
as can be seen from Fig. 24.
Integrating over the region ra in the cap of the mush-
room gives
I = 
0

a
R
rdrd
Pr C3
=R2 arcsin	 a
R

 + aR2 − a2 − 1
2
a2. C4
Inserting this expression into Eq. C1 we finally obtain
Ach = 2la + R2 arcsin	 aR
 + aR2 − a2 C5
as the area of the mushroom billiard times the fraction of the
chaotic phase-space volume. For the desymmetrized mush-
room used in Sec. V A this result has to be divided by two.
1 L. D. Landau and E. M. Lifshitz, Course of Theoretical Phys-
ics, Vol.3: Quantum Mechanics Pergamon Press, New York,
1991.
2 M. J. Davis and E. J. Heller, J. Chem. Phys. 75, 246 1981.
3 I. C. Percival, J. Phys. B 6, L229 1973.
4 M. V. Berry, J. Phys. A 10, 2083 1977.
5 A. Voros, Stochastic Behavior in Classical and Quantum
Hamiltonian Systems Springer, Berlin, 1979.
6 J. D. Hanson, E. Ott, and T. M. Antonsen, Phys. Rev. A 29,
819 1984.
7 M. Wilkinson, Physica D 21, 341 1986.
8 O. Bohigas, S. Tomsovic, and D. Ullmo, Phys. Rep. 223, 43
1993.
9 S. Tomsovic and D. Ullmo, Phys. Rev. E 50, 145 1994.
10 S. Tomsovic, J. Phys. A 31, 9469 1998.
11 S. C. Creagh, Tunneling in Complex Systems World Scientific,
Singapore, 1998.
12 A. Shudo and K. S. Ikeda, Phys. Rev. Lett. 74, 682 1995.
13 A. Shudo and K. S. Ikeda, Physica D 115, 234 1998.
14 T. Onishi, A. Shudo, K. S. Ikeda, and K. Takahashi, Phys. Rev.
E 64, 025201R 2001.
15 O. Bohigas, D. Boosé, R. Egydio de Carvalho, and V. Mar-
vulle, Nucl. Phys. A. 560, 197 1993.
16 E. Doron and S. D. Frischat, Phys. Rev. Lett. 75, 3661 1995.
17 S. D. Frischat and E. Doron, Phys. Rev. E 57, 1421 1998.
18 O. Brodier, P. Schlagheck, and D. Ullmo, Phys. Rev. Lett. 87,
064101 2001.
19 O. Brodier, P. Schlagheck, and D. Ullmo, Ann. Phys. 300, 88
2002.
20 C. Eltschka and P. Schlagheck, Phys. Rev. Lett. 94, 014101
2005.
21 P. Schlagheck, C. Eltschka, and D. Ullmo, in Progress in Ul-
trafast Intense Laser Science I, edited by K. Yamanouchi, S. L.
Chin, P. Agostini, and G. Ferrante Springer, Berlin, 2006.
22 S. Wimberger, P. Schlagheck, C. Eltschka, and A. Buchleitner,
Phys. Rev. Lett. 97, 043001 2006.
23 A. Mouchet, C. Eltschka, and P. Schlagheck, Phys. Rev. E 74,
026211 2006.
24 A. Mouchet, J. Phys. A 40, F663 2007.
25 J. Le Deunff and A. Mouchet, Phys. Rev. E 81, 046205
2010.
26 S. Keshavamurthy, J. Chem. Phys. 122, 114109 2005.
27 S. Keshavamurthy, Phys. Rev. E 72, 045203R 2005.
28 V. A. Podolskiy and E. E. Narimanov, Phys. Rev. Lett. 91,
263601 2003.
29 V. A. Podolskiy and E. E. Narimanov, Opt. Lett. 30, 474
2005.
30 M. Sheinman, S. Fishman, I. Guarneri, and L. Rebuzzini, Phys.
Rev. A 73, 052110 2006.
31 A. H. Barnett and T. Betcke, Chaos 17, 043125 2007.
32 A. Bäcker, R. Ketzmerick, S. Löck, and L. Schilling, Phys.
Rev. Lett. 100, 104101 2008.
33 A. Bäcker, R. Ketzmerick, S. Löck, M. Robnik, G. Vidmar, R.
Höhmann, U. Kuhl, and H.-J. Stöckmann, Phys. Rev. Lett.
100, 174103 2008.
34 A. Bäcker, R. Ketzmerick, S. Löck, J. Wiersig, and M.
Hentschel, Phys. Rev. A 79, 063804 2009.
35 S. Löck, A. Bäcker, R. Ketzmerick, and P. Schlagheck, Phys.
Rev. Lett. 104, 114101 2010.
36 Dynamical Tunneling: Theory and Experiment, edited by S.
Keshavamurthy and P. Schlagheck unpublished.
37 D. A. Steck, W. H. Oskay, and M. G. Raizen, Science 293,
274 2001.
38 W. K. Hensinger et al., Nature London 412, 52 2001.
39 A. Mouchet and D. Delande, Phys. Rev. E 67, 046216 2003.
40 C. Dembowski, H.-D. Gräf, A. Heine, R. Hofferbert, H. Reh-
feld, and A. Richter, Phys. Rev. Lett. 84, 867 2000.
41 R. Hofferbert, H. Alt, C. Dembowski, H.-D. Gräf, H. L. Har-
ϑc
ϕ a
r
FIG. 24. Color online All trajectories of the mushroom billiard
passing through the point r ,
 with ra dot and angle  
 c cross the half-circle of radius a dashed line and are chaotic.
For angles  + c the time-reversed trajectories cross the half-
circle and they are chaotic as well.
DIRECT REGULAR-TO-CHAOTIC TUNNELING RATES… PHYSICAL REVIEW E 82, 056208 2010
056208-23
69
ney, A. Heine, H. Rehfeld, and A. Richter, Phys. Rev. E 71,
046201 2005.
42 T. M. Fromhold, P. B. Wilkinson, R. K. Hayden, L. Eaves, F.
W. Sheard, N. Miura, and M. Henini, Phys. Rev. B 65, 155312
2002.
43 H. Schanz, M.-F. Otto, R. Ketzmerick, and T. Dittrich, Phys.
Rev. Lett. 87, 070601 2001.
44 A. Bäcker, R. Ketzmerick, and A. G. Monastra, Phys. Rev.
Lett. 94, 054102 2005.
45 A. Bäcker, R. Ketzmerick, and A. G. Monastra, Phys. Rev. E
75, 066204 2007.
46 L. Bittrich, Ph.D. thesis, Technische Universität Dresden,
2010.
47 J. Wiersig and M. Hentschel, Phys. Rev. A 73, 031802R
2006.
48 S. Shinohara, T. Harayama, T. Fukushima, M. Hentschel, T.
Sasaki, and E. E. Narimanov, Phys. Rev. Lett. 104, 163902
2010.
49 J. Yang, S.-B. Lee, S. Moon, S.-Y. Lee, S. W. Kim, Truong Thi
Anh Dao, J.-H. Lee, and K. An, Phys. Rev. Lett. 104, 243601
2010.
50 V. A. Podolskiy and E. E. Narimanov, Phys. Lett. A 362, 412
2007.
51 G. Vidmar, H.-J. Stöckmann, M. Robnik, U. Kuhl, R. Höh-
mann, and S. Grossmann, J. Phys. A 40, 13883 2007.
52 B. Batistić and M. Robnik, J. Phys. A 43, 215101 2010.
53 A. Bäcker, R. Ketzmerick, S. Löck, and N. Mertig, e-print
arXiv:1007.4130.
54 W. A. Lin and L. E. Ballentine, Phys. Rev. Lett. 65, 2927
1990.
55 J. Feist, A. Bäcker, R. Ketzmerick, S. Rotter, B. Huckestein,
and J. Burgdörfer, Phys. Rev. Lett. 97, 116804 2006.
56 J. Feist, A. Bäcker, R. Ketzmerick, J. Burgdörfer, and S. Rot-
ter, Phys. Rev. B 80, 245322 2009.
57 M. Sheinman, Master thesis, Technion, Haifa, 2005.
58 S. Löck, Ph.D. thesis, Technische Universität Dresden, 2010.
59 M. V. Berry, N. L. Balzas, M. Tabor, and A. Voros, Ann. Phys.
122, 26 1979.
60 F. G. Gustavson, Astron. J. 71, 670 1966.
61 A. Bazzani, M. Giovannozzi, G. Servizi, E. Todesco, and G.
Turchetti, Physica D 64, 66 1993.
62 R. Scharf, J. Phys. A 21, 4133 1988.
63 A. J. Lichtenberg and M. A. Lieberman, Regular and Stochas-
tic Motio Springer, New York, 1983.
64 J. Laskar, C. Froeschlé, and A. Celletti, Physica D 56, 253
1992.
65 F. Leyvraz and D. Ullmo, J. Phys. A 29, 2529 1996.
66 F. Borgonovi, I. Guarneri, and D. L. Shepelyansky, Phys. Rev.
A 43, 4517 1991.
67 H. Schomerus and J. Tworzydło, Phys. Rev. Lett. 93, 154102
2004.
68 S.-J. Chang and K.-J. Shi, Phys. Rev. A 34, 7 1986.
69 J. P. Keating, F. Mezzadri, and J. M. Robbins, Nonlinearity 12,
579 1999.
70 B. V. Chirikov, Phys. Rep. 52, 263 1979.
71 A. Ishikawa, A. Tanaka, and A. Shudo, J. Phys. A 40, F397
2007.
72 A. Ishikawa, A. Tanaka, and A. Shudo, Phys. Rev. E 80,
046204 2009.
73 H.-J. Stöckmann and J. Stein, Phys. Rev. Lett. 64, 2215
1990.
74 S. Sridhar, Phys. Rev. Lett. 67, 785 1991.
75 H.-D. Gräf, H. L. Harney, H. Lengeler, C. H. Lewenkopf, C.
Rangacharyulu, A. Richter, P. Schardt, and H. A. Weiden-
müller, Phys. Rev. Lett. 69, 1296 1992.
76 J. Stein and H.-J. Stöckmann, Phys. Rev. Lett. 68, 2867
1992.
77 H. Alt, A. Bäcker, C. Dembowski, H.-D. Gräf, R. Hofferbert,
H. Rehfeld, and A. Richter, Phys. Rev. E 58, 1737 1998.
78 J. Wiersig and M. Hentschel, Phys. Rev. Lett. 100, 033901
2008.
79 L. A. Bunimovich, Chaos 11, 802 2001.
80 E. G. Altmann, A. E. Motter, and H. Kantz, Chaos 15, 033105
2005.
81 H. Tanaka and A. Shudo, Phys. Rev. E 74, 036211 2006.
82 B. Dietz, T. Friedrich, M. Miski-Oglu, A. Richter, and F.
Schäfer, Phys. Rev. E 75, 035203R 2007.
83 R. S. Lehman, J. Math. Mech. 8, 727 1959.
84 A. Bäcker, R. Schubert, and P. Stifter, Phys. Rev. E 57, 5425
1998.
85 M. V. Berry, J. Phys. A 35, 3025 2002.
86 M. Abramowitz and I. A. Stegun, Handbook of Mathematical
Functions Dover, New York, 1970.
87 T. Betcke and L. N. Trefethen, SIAM Rev. 47, 469 2005.
88 A. Sommerfeld, Vorlesungen über theoretische Physik, Band
6: Partielle Differentialgleichungen der Physik Verlag Harri
Deutsch, Thun, 1978.
89 A. García-Martín, M. Governale, and P. Wölfle, Phys. Rev. B
66, 233307 2002.
90 L. E. Ballentine, Quantum Mechanics: A Modern Development
World Scientific, Singapore, 1999.
91 L. Hufnagel, R. Ketzmerick, M.-F. Otto, and H. Schanz, Phys.
Rev. Lett. 89, 154101 2002.
92 A. Iomin, S. Fishman, and G. M. Zaslavsky, Phys. Rev. E 65,
036215 2002.
93 J. U. Nöckel and A. D. Stone, Nature London 385, 45
1997.
94 C. Yan et al., Appl. Phys. Lett. 94, 251101 2009.
95 J. U. Nöckel, Ph.D. thesis, Yale University 1997.
96 C. Cohen-Tannoudji, Quantum Mechanics Wiley, New York,
1995, Vol. 2.
97 L. Schilling, Ph.D. thesis, Technische Universität Dresden,
2006.
BÄCKER, KETZMERICK, AND LÖCK PHYSICAL REVIEW E 82, 056208 2010
056208-24
70
[A2] Integrable approximation of regular islands: The iterative canonical
transformation method
C. Löbner, S. Löck, A. Bäcker, and R. Ketzmerick
Phys. Rev. E 88 (2013) 062901 [12 pages].
Generic Hamiltonian systems have a mixed phase space, where classically dis-
joint regions of regular and chaotic motion coexist. We present an iterative
method to construct an integrable approximation Hreg, which resembles the
regular dynamics of a given mixed system H and extends it into the chaotic
region. The method is based on the construction of an integrable approxima-
tion in action representation which is then improved in phase space by iterative
applications of canonical transformations. This method works for strongly per-
turbed systems and arbitrary degrees of freedom. We apply it to the standard
map and the cosine billiard.
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Generic Hamiltonian systems have a mixed phase space, where classically disjoint regions of regular and
chaotic motion coexist. We present an iterative method to construct an integrable approximation Hreg, which
resembles the regular dynamics of a given mixed system H and extends it into the chaotic region. The method
is based on the construction of an integrable approximation in action representation which is then improved in
phase space by iterative applications of canonical transformations. This method works for strongly perturbed
systems and arbitrary degrees of freedom. We apply it to the standard map and the cosine billiard.
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I. INTRODUCTION
Classical Hamiltonian systems are an important class of dy-
namical systems with relevance in many areas of physics, e.g.,
celestial mechanics, accelerator physics, molecular physics,
and semiclassical methods [1,2]. A particular case are in-
tegrable systems [3] where the dynamics is restricted to
invariant tori in phase space. The other extreme is given by
fully chaotic systems in which almost all trajectories show
sensitive dependence on the initial conditions. Generically,
however, Hamiltonian systems have a mixed phase space,
in which regions of regular and chaotic motion coexist [4].
This is illustrated in Fig. 1(a) for a two-dimensional (2D)
symplectic map showing a regular island composed of regular
tori surrounded by the chaotic sea. Within the regular island
there is a rich self-similar substructure including nonlinear
resonance chains and thin chaotic layers on all scales [2].
For many applications it turns out to be extremely useful
to replace the complicated fine details of the dynamics
inside the regular island of a mixed Hamiltonian H by
an integrable approximation Hreg. This integrable system
Hreg should resemble the dynamics in a regular island of
H as good as possible and smoothly interpolate through
regions of nonlinear resonance chains and chaotic layers.
An example for such an integrable approximation is shown
in Fig. 1(b). A number of methods have been established
in the literature: For near-integrable systems one can use
normal-form techniques [5–8] or perturbative methods based
on Lie transforms [2,9–11] or the Campbell-Baker-Hausdorff
formula [12]. For strongly perturbed 2D symplectic maps a
method based on the frequency analysis and a series expansion
for Hreg(q,p) was developed [13]. For the approximation
of individual tori by a Hamiltonian, see Refs. [14,15]. If,
however, one considers higher-dimensional systems with
strongly perturbed regular islands, a new method for finding
an overall Hreg is needed.
A current motivation for finding an integrable approxi-
mation is to describe the quantum tunneling from a regular
island into the chaotic sea. This is possible using the fictitious
integrable system approach [13,16–18] which successfully
predicts tunneling rates for 2D maps. An extension to
higher-dimensional systems would require a suitable method
for determining an integrable approximation Hreg. Other
applications for integrable approximations are, e.g., in the field
of toroidal magnetic devices [19].
In this paper we introduce the iterative canonical transfor-
mation method to construct an integrable approximation Hreg
for a generic regular island. This method can be extended
to arbitrary degrees of freedom. The resulting integrable
approximation Hreg resembles the shape of the tori from the
regular island and the dynamics on these tori. Furthermore,
it interpolates through zones of nonlinear resonance chains
and chaotic layers and extends the tori beyond the regular
island; see Fig. 1(b). The method first finds an integrable
approximation in action representation which mimics the
frequency dependence within the regular island. Second,
in phase space a sequence of canonical transformations is
applied which optimizes the shape of and the dynamics on
the tori. To illustrate the method we apply it to a generic
2D symplectic map. An application to a higher-dimensional
system is presented for a generic billiard.
This paper is organized as follows: In Sec. II we introduce
the iterative canonical transformation method. We present its
application to the standard map in Sec. III and discuss its
relation to other approaches. In Sec. IV we apply the approach
to the generic cosine billiard. A summary and outlook is given
in Sec. V.
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FIG. 1. (Color online) (a) Phase space of the standard map,
Eq. (22) at K = 1.25, with regular orbits (black lines) and chaotic
orbits (black dots) and (b) of its integrable approximation Hreg
(thin red lines) following from the iterative canonical transformation
method.
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II. ITERATIVE CANONICAL
TRANSFORMATION METHOD
Our aim is to approximate a given nonintegrable Hamil-
tonian H (q, p) with f degrees of freedom by an integrable
Hamiltonian Hreg(q, p). This integrable approximation Hreg
should resemble the dynamics of H in a regular island around
a stable orbit; see Fig. 1.
The construction of the integrable approximation Hreg(q, p)
is performed in two steps. We first define an integrable
approximation in action representation in Sec. II A. It is then
transformed to a phase-space representation and is improved
iteratively using canonical transformations in Sec. II B.
A. Action representation
The time evolution of a Hamiltonian system in the 2f -
dimensional phase space (q, p) is determined by Hamilton’s
equations
q̇ = ∂H
∂ p
(q, p), ṗ = −∂H
∂q
(q, p). (1)
For an integrable system with f degrees of freedom one
has f constants of motion such that the dynamics takes
place on f -dimensional tori. Likewise, the regular motion
of a nonintegrable Hamiltonian H is also confined to f -
dimensional tori. To each torus the action J = (J1, . . . ,Jf )
with
Ji := 1
2π
∮
Ci
p dq (2)
can be associated. Here the Ci are topologically independent
closed paths on the torus.
The starting point of the iterative canonical transformation
method is the construction of an integrable approximation
Hreg(J) in action representation. We obtain Hreg(J) from the
actions J of the tori of the original system H . For a large
number of regular tori τ with energy Eτ we determine a
sufficiently long trajectory using Eq. (1) from which the action
Jτ can be determined numerically using Eq. (2). For explicit
examples see Secs. III and IV. Based on this data we express
Hreg(J) by a series expansion, e.g., a polynomial expansion,
which minimizes ∑
τ
|Eτ − Hreg(Jτ )|2. (3)
In order to smoothly interpolate through zones of nonlinear
resonance chains, tori close to them have to be excluded.
B. Phase-space representation
In this section we first transform Hreg(J) to the initial inte-
grable approximation H 0reg(q, p) in phase-space representation,
such that it roughly approximates the regular tori of H (q, p).
Then we search for a sequence of N canonical transformations,
Tn : (q, p) → (q ′, p′), n = 1, . . . ,N, (4)
which in each step gives
Hnreg(q, p) = H 0reg
[
T −11 ◦ . . . ◦ T −1n (q, p)
]
, (5)
such that the tori of Hnreg show a better agreement with the
corresponding tori of H . As the transformations Tn preserve
integrability we obtain a sequence of integrable approxima-
tions Hnreg. To find such a transformation we introduce a family
of canonical transformations which can be varied smoothly by
a parameter. We define a cost function which measures the
quality of the transformation. The optimal transformation can
then be determined by minimizing the cost function.
1. Initial integrable approximation
Starting from Hreg(J) we choose a simple canonical
transformation,
T0 : (φ,J) → (q, p), (6)
which maps the tori of Hreg(J) to the neighborhood of the tori
of H (q, p) with the same action J such that they have roughly
the same shape. This canonical transformation leads to the
initial integrable approximation
H 0reg(q, p) = Hreg[J(q, p)]. (7)
It can be determined, e.g., from the linearized dynamics of
H (q, p) at the center of the island. Explicit examples are given
in Secs. III and IV.
2. Family of canonical transformations
We define a family of canonical transformations T a de-
pending on a parameter vector a = (a1, . . . ,ar ) ∈ Rr . This is
realized using a type 2 generating function of the form
F a(q, p′) =
f∑
i=1
qip
′
i +
r∑
ν=1
aνGν(q, p′). (8)
The concrete family of transformations is defined by choosing
a set of r independent functions Gν . This choice depends on
the considered problem, see Secs. III and IV for examples.
The canonical transformation T a is then defined by the set of
equations
q ′ = ∂F
a
∂ p′
(q, p′) = q +
r∑
ν=1
aν
∂Gν
∂ p′
(q, p′), (9)
p = ∂F
a
∂q
(q, p′) = p′ +
r∑
ν=1
aν
∂Gν
∂q
(q, p′), (10)
which implicitly connect the old variables (q, p) to the new
variables (q ′, p′) [20]. For a = 0 one obtains the identity
transformation. As the tori of H 0reg and H roughly agree, we
consider near-identity transformations with
|a|  1 (11)
only. This ensures, according to the implicit function theorem,
the invertibility of Eqs. (9) and (10) such that the transfor-
mation T a is well defined in a sufficiently large phase-space
region.
3. Iterative improvement
We now iteratively improve the initial integrable approxi-
mation H 0reg from Sec. II B1. For a given integrable approxima-
tion Hnreg, Eq. (5), we determine a transformation Tn+1 leading
to a better integrable approximation Hn+1reg . We introduce a cost
function L(a) in the parameter space of a, which measures
062901-2
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how well a particular transformation Tn+1 = T a improves the
current integrable approximation Hnreg,
L(a) = 1N
∑
τ
∑
t
[
xτt − T a
(
xτ,nt
)]2
. (12)
Here we sum over a suitable set of tori τ of H which is not
necessarily the same set as used to minimize Eq. (3). For
each torus τ , we sum over a set of its points from a solution
xτt = (qτt , pτt ) of H , Eq. (1), at discrete times t which gives N
points in total. For each time t we compute the distance of this
solution xτt to the transformation T
a(xτ,nt ) of the corresponding
solution xτ,nt of Hnreg from the previous iteration step,
xτ,nt = Tn
(
xτ,n−1t
)
, n  1, (13)
which lies on the integrable torus with the same action Jτ as
τ . We evaluate the transformation Tn obtained in the previous
iteration step numerically using Eqs. (9) and (10). For the first
iteration step we use
xτ,0t = T0
(
φτ0 + ωτ t,Jτ
)
, n = 0, (14)
with T0 given by Eq. (6). The initial angle φ
τ
0 is determined,
such that the initial point xτ,00 is closest to x
τ
0. Note that in
Eq. (13) we use the numerically determined frequency ωτ
of H on the torus τ , instead of the approximated frequency
ω = ∂Hreg/∂J.
We determine an approximation of the cost function L(a),
Eq. (12), with the help of a first-order approximation of the
canonical transformation, Eqs. (9) and (10),
q ′(q, p) = q +
r∑
ν=1
aν
∂Gν
∂ p
(q, p) + O(a2), (15)
p′(q, p) = p −
r∑
ν=1
aν
∂Gν
∂q
(q, p) + O(a2). (16)
This leads to the approximation
L(a) ≈ L(0) − 2N
r∑
ν=1
Bνaν + 1N
r∑
μ,ν=1
aμCμνaν, (17)
where
Bν =
∑
τ,t
(
qτt − qτ,nt
)∂Gν
∂ p
(
qτ,nt , p
τ,n
t
)
−
∑
τ,t
(
pτt − pτ,nt
)∂Gν
∂q
(
qτ,nt , p
τ,n
t
)
, (18)
Cμν =
∑
τ,t
∂Gμ
∂ p
(
qτ,nt , p
τ,n
t
)∂Gν
∂ p
(
qτ,nt , p
τ,n
t
)
+
∑
τ,t
∂Gμ
∂q
(
qτ,nt , p
τ,n
t
)∂Gν
∂q
(
qτ,nt , p
τ,n
t
)
, (19)
which depend on the chosen tori τ and the sample points xτt
and xτ,nt .
The optimal parameter a is the solution of the extremal
condition ∂L/∂aμ = 0, which, using the approximation (17),
becomes a system of linear equations,
r∑
ν=1
Cμνaν = Bμ, μ = 1, . . . ,r, (20)
that can be solved for a by matrix inversion. This solution
defines the new canonical transformation T a.
If the resulting transformation T a is not invertible in the
relevant phase-space region, then Eq. (11) suggests to scale
down the solution parameters according to
a → ηa, (21)
using a sufficiently small damping factor η ∈]0,1[. In this way,
the damping allows for finding large transformations built up
from small steps. The required number N of iteration steps
will increase roughly by a factor of 1/η.
In the n-th step the resulting transformation Tn+1 := T a
leads to a better approximation Hn+1reg of H , Eq. (5). Typically,
after a finite number N of iterations, the cost function saturates
and one can stop the iterative process. This leads to an
optimized integrable approximation HNreg of H . Note that H
N
reg
is not given in an analytic form, as the transformations T −1n
in Eq. (5) have to be evaluated numerically from Eqs. (9)
and (10). The necessity of an iterative approach follows
from two reasons. First, the exact minimization problem,
Eq. (12), is replaced by an approximate one, Eq. (17). Second,
the transformations T a typically do not form a group, i.e.,
T a ◦ T a′ 	= T a+a′ . Hence, the application of multiple steps
provides new solutions which cannot be obtained by using just
one step. This is explicitly employed when using the damping
factor. An algorithmic overview of this iterative canonical
transformation method is given in Appendix A.
III. APPLICATION TO 2D MAPS
In this chapter we apply the iterative canonical transfor-
mation method to the simplest class of nonintegrable systems,
given by 2D symplectic maps. The paradigmatic model of such
a map M with a mixed phase space is the standard map [21],
which is defined by
(
q ′
p′
)
=
(
q + p
p + K2π sin(2πq ′)
)
(22)
on the phase space (q,p) ∈ [0,1[×[−0.5,0.5[ with periodic
boundary conditions. For 0 < K < 4 one has a stable fixed
point at (q∗,p∗) = ( 12 ,0). We consider the standard map for the
parameter K = 1.25. The phase space is shown in Fig. 1(a).
Around the fixed point (q∗,p∗) one finds an island of regular
tori which is embedded in a chaotic sea.
We now determine an integrable approximation Hreg(q,p)
that mimics the dynamics in the regular island of the standard
map. We follow the steps of the iterative canonical transfor-
mation method as described in Sec. II.
A. Action representation
We first determine the integrable approximation Hreg(J ) in
action representation. We cannot use Eq. (3) for that purpose
as for maps the energy is not defined. Instead we use the
frequency function ω(J ) which is uniquely related to Hreg(J )
according to
ω(J ) = ∂Hreg
∂J
(J ) (23)
062901-3
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FIG. 2. (Color online) Numerically determined frequency ω vs
action J (dots) fitted by Eq. (25) with K = 5 (red line) and
extrapolated beyond the border of the regular island.
and minimize ∑
τ
|ωτ − ω(Jτ )|2 . (24)
Here we compute the frequencies ωτ and the actions Jτ
from the regular tori τ of the map M by choosing a set of
initial conditions on a line from the center of the regular
island to its border [the outermost torus shown in Fig. 1(a)].
Specifically, we use the points (q∗ + τ60q,p∗) with τ =
1, . . . ,60 and q = 0.293. For each initial condition we
calculate 104 iterates. From these points we determine the
frequency ωτ [22,23] and the action Jτ , Eq. (2), see the black
dots in Fig. 2. As mentioned in Sec. II A data points near
nonlinear resonances are omitted. Using Eq. (24) we fit a
polynomial
ω(J ) =
K∑
k=0
αkJ
k (25)
to the remaining data. Up to order K = 5 (red curve in Fig. 2)
we find a significant improvement of the fit. For too-high orders
K the extrapolation of ω(J ) to actions beyond the border of
the regular island strongly depends on K. Finally, we integrate
Eq. (23) to obtain an integrable Hamiltonian,
Hreg(J ) =
K∑
k=0
αk
k + 1J
k+1. (26)
B. Phase-space representation
Following Sec. II B we now determine an initial integrable
approximation H 0reg(q,p) in phase-space representation, which
we then improve by an iterative application of canonical
transformations.
1. Initial integrable approximation
To obtain H 0reg(q,p), we transform the dynamics of Hreg(J )
to new coordinates (q,p), according to the linearized dynamics
of M around the fixed point (q∗,p∗). This is realized by the
transformation
T0 :
(
φ
J
)
→
(
q
p
)
=
(
q∗
p∗
)
+ R
(√
2J cos φ√
2J sin φ
)
, (27)
where
R :=
(
cos θ − sin θ
sin θ cos θ
) (
1/
√
σ 0
0
√
σ
)
. (28)
This transformation generates elliptic tori with a tilting angle
θ and the axial ratio σ as shown by the thin lines in Fig. 3(a).
The parameters θ and σ are properties of the linearized system
and are given by [2]
tan 2θ = M11 − M22M12 + M21 , (29)
σ 2 = |M12 − M21| − c|M12 − M21| + c , (30)
with
c =
√
(M12 + M21)2 + (M22 − M11)2. (31)
Here M is the monodromy matrix of the standard map at the
stable fixed point (q∗,p∗),
M =
(
∂q ′
∂q
∂q ′
∂p
∂p′
∂q
∂p′
∂p
)∣∣∣∣∣
(q∗,p∗)
=
(
1 1
−K 1 − K
)
. (32)
The inverse of the canonical transformation (27) gives
J (q,p) and generates a Hamiltonian H 0reg(q,p) according to
Eq. (7). We stress that in contrast to the linearized dynamics
of M , H 0reg(q,p) contains the global frequency information of
the regular island. Note that H 0reg does not obey the periodic
boundary conditions of the map, which is not relevant for
approximating the regular island. The comparison in Fig. 3(a)
shows that the tori of the initial integrable approximation
H 0reg(q,p) agree with the tori of M in the vicinity of the fixed
point only. In the remaining part of the island H 0reg needs to be
improved.
2. Family of canonical transformations
First we define a family of canonical transformations T a by
choosing a generator basis Gν to be used in Eq. (8). Since the
tori of M and H 0reg are symmetric with respect to the fixed point,
the considered transformations should conserve this symmetry
and commute with the symmetry operation(
q − q∗
p − p∗
)
→
(−(q − q∗)
−(p − p∗)
)
, (33)
i.e., we restrict to generators which satisfy
Gν(−(q − q∗), − (p′ − p∗)) = Gν(q − q∗,p′ − p∗). (34)
We choose the Fourier ansatz
F a(q,p′)
= qp′ +
Nq∑
ν1=0
Np∑
ν2=0
a+ν1ν2f
+
ν1
(
q − q∗
Lq
)
f +ν2
(
p′ − p∗
Lp
)
+
Nq∑
ν1=1
Np∑
ν2=1
a−ν1ν2f
−
ν1
(
q − q∗
Lq
)
f −ν2
(
p′ − p∗
Lp
)
, (35)
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FIG. 3. (Color online) The phase space of the standard map, Eq. (22), at K = 1.25 (thick gray lines and dots) compared to the tori (thin
colored lines) of (a) the initial integrable approximation H 0reg, (b) its transformation after the first iteration step T1, and (c) after the final iteration
step TN , N = 60. (d) Magnification of the border torus of H 0reg and HNreg (thin green lines) and the standard map (thick gray line) together with
the individual points xτ,nt (small green dots) of Hnreg approaching the reference points x
τ
t (big black dots) of the standard map. Straight lines
(blue) indicate the initial and final distances that contribute to the cost function, Eq. (12).
with basis functions
f +ν (x) = cos (2πνx) , (36)
f −ν (x) = sin (2πνx) . (37)
Thus the coefficients to be optimized are a = (a+ν1,ν2 ,a−ν1,ν2 )
with a+00 = 0. The orders Nq,p and the periods Lq,p of the
basis functions can still be chosen.
3. Iterative improvement
We now perform the iterative improvement in order to trans-
form the tori of H 0reg closer to the tori of M . First, we compute
the coefficients Bν and Cμν of the cost function, Eqs. (18)
and (19), summing over all tori determined in Sec. III A and
over times t = 0,1,2, . . . ,104. For the generating function (35)
we choose period lengths Lq,p ≈ 1 and low orders Nq,p,
specifically Lq = Lp = 1.33 and Nq = Np = 2. Finally, we
obtain a solution a1 of Eq. (20) which we rescale using the
strong damping factor η = 0.05, Eq. (21). This solution a1
defines the first canonical transformation T1 = T a1 . As shown
in Fig. 3(b) this transformation slightly deforms the tori of the
initial integrable approximation H 0reg.
We repeat this procedure iteratively to obtain a sequence
of transformations (T1,T2, . . .) leading to improved integrable
approximations (H 1reg,H
2
reg, . . .); see Fig. 3. To quantify this
iterative improvement we evaluate the cost function L after
each iteration step n; see Fig. 4. For large n the cost function
saturates as Tn converges to the identity transformation and the
iteration is stopped after N = 60 steps. The final integrable
approximation HNreg(q,p) closely resembles the dynamics of
n
L
10−5
10−4
10−3
0 20 40 60
FIG. 4. (Color online) Cost function L vs iteration step n.
the original map, as shown in Fig. 3(c) for the shape of the tori
and in Fig. 3(d) for the individual points that are used for the
cost function, Eq. (12).
One would expect further optimization of the results by
choosing higher orders Nq,p in Eq. (35) which increases the
number of parameters of the transformation T a. However, it
turns out that increasing Nq,p requires very small damping
factors η and, hence, more iteration steps, which reduces the
performance. A possible improvement might be the increase
of Nq,p only during the last iteration steps.
C. Comparison to other methods
We now compare the iterative canonical transformation
method with two other approaches. A well-known method
for approximating Hamiltonian systems is the perturbation
theory by means of Lie transforms which was introduced
by Deprit [9]. Tutorials can be found in Refs. [2,10] and in
particular in Ref. [11] the case of 2D maps is treated. One
finds that this method fails to approximate the regular island
of the standard map at K = 2.9 due to the strong perturbation
[13, Fig. 2(b)], which is no obstacle for our method, as we
show in Fig. 5.
For 2D maps a different method was introduced [13] which
is also based on the frequency analysis of the main regular
island. It gives results which are of the same quality as those
presented in this chapter [13, Fig. 3(a)]. However, this method
q
p
0.0 1.0
−0.5
0.5
(a)
n
L
10−5
10−4
10−3
0 10 20 30
(b)
FIG. 5. (Color online) (a) Phase space of the standard map,
Eq. (22), at K = 2.9 (thick gray lines and dots) and its integrable
approximation (thin red lines) obtained using N = 30 steps with the
parameters Lq = 2.86, Lp = 1.33, Nq = 1, Np = 2 in Eq. (35) and
a damping factor η = 0.1. (b) Cost function L vs iteration step n.
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cannot be extended to higher dimensions. In contrast the
iterative canonical transformation method can be applied to
systems of arbitrary dimension, which we demonstrate for the
case of the 2D cosine billiard in the next section.
IV. APPLICATION TO BILLIARDS
We now apply the iterative canonical transformation
method, introduced in Sec. II, to find an integrable ap-
proximation for two-dimensional billiards. So far, integrable
approximations of billiards have been constructed for near-
integrable cases [24] and for special geometries, in particular
for the mushroom and the annular billiard [13,25], where
the integrable approximation is the circular billiard. Here
we demonstrate the applicability of our approach to generic
billiards.
Two-dimensional billiards are given by a point particle of
mass M moving along straight lines inside a domain  ⊂
R2 with elastic reflections at the boundary. This motion is
described by the Hamiltonian
H (q, p) =
{
p2
2M q ∈ 
∞ q /∈ 
, (38)
where we set 2M = 1 in the following.
Billiards belong to the class of Hamiltonians with the
scaling property
H (q,λ p) = λ2H (q, p). (39)
In such systems one can relate any solution of energy E to
a corresponding solution of energy E = 1; see Appendix B.
Therefore we need information of trajectories from the billiard
at energy E = 1 only. In the following we require that the
integrable approximation Hreg(q, p) also belongs to the class
of scaling Hamiltonians, Eq. (39).
As a generic example we consider the cosine billiard
[26–29], see Fig. 6(a), which is given by a rectangle whose
upper boundary is replaced by the curve
y = r(x) := h + w
2
[1 + cos(2πx)] (40)
with x ∈ [−0.5,0.5]. As parameters we use h = 0.2 and
w = 0.066 leading to a generic mixed phase space. In order
to visualize the dynamics which takes place on the energy
shell E = 1 in the 4D phase space we introduce two Poincaré
sections 1 (y = 0,py > 0) and 2 (x = 0,px > 0) indicated
by the light green lines in Fig. 6(a). Figures 6(b) and 6(c)
show the intersections of some trajectories with the Poincaré
sections 1 and 2, respectively. In each of these sections
the chaotic orbit fills a two-dimensional region, whereas the
regular orbits form one-dimensional sets. This indicates the
structure of the regular tori, which are 2D manifolds in the 4D
phase space.
In the following we determine an integrable approximation
Hreg for the cosine billiard using the iterative canonical
transformation method introduced in Sec. II.
A. Action representation
To define the integrable approximation Hreg(J) in action
representation, we first compute points on a set of tori of H .
Σ1
Σ2
x−0. 05 .5
h
w
y
(a)
x
px
(b)
−1
1
−0.5 0.5
Σ1
y
py
(c)
0.5
1.0
0.000 0.266
Σ2
FIG. 6. (Color online) (a) Cosine billiard in position space for
h = 0.2 and w = 0.066 with a regular trajectory (dark red line), a
chaotic trajectory (dashed blue line), and the positions of the Poincaré
sections 1 and 2 (light green lines). (b) Dynamics on 1 with a
chaotic orbit (blue dots) and regular orbits (lines). (c) Same as (b) for
2, zoomed to py ∈ [0.5,1].
As these tori are 2D manifolds in the 4D phase space, there
exist two independent directions perpendicular to a given torus.
Due to the restriction E = 1 just one direction remains. Thus
the relevant part of phase space can be explored using initial
conditions along a 1D curve of constant energy. For this curve
we choose a fixed position at the top of the cosine billiard and
a momentum parametrized by an angle ϑ ,
x0 = 0, (41)
y0 = h + w, (42)
px0 = sin ϑ, (43)
py0 = − cos ϑ, (44)
with ϑ ∈]0,0.3926]. For 100 initial conditions on this curve
we calculate a trajectory with 104 reflections, sampling the tori
τ . We compute their intersections with 1 and 2 to determine
the actions Jτ = (J τ1 ,J τ2 ) using Eq. (2); see the dots in Fig. 7(a).
For an alternative approach, see Ref. [30]. We compute the
frequencies ωτ = (ωτ1 ,ωτ2 ) for each torus τ [22,23].
According to Sec. II A, we now determine an integrable
Hamiltonian Hreg(J), which connects the actions to the corre-
sponding energies. The ansatz for this integrable Hamiltonian
has to be chosen in accordance with the scaling property (39)
of H , which implies (see Appendix B)
Hreg(λJ) = λ2Hreg(J). (45)
Therefore it can be written, e.g., as
Hreg(J) = J 22 · F(J1/J2) (46)
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J1
J2
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10−2
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FIG. 7. (Color online) (a) Numerically determined actions Jτ =
(J τ1 ,J
τ
2 ) of the cosine billiard (dots) and contour line E = 1 (red) of
the integrable Hamiltonian Hreg(J), Eq. (46). (b) Relative error 0 of
the energy (solid) and the frequencies 1 (dashed) and 2 (dotted).
with some function F . We express F as a power series,
F(J1/J2) =
K∑
k=0
αk · (J1/J2)k. (47)
This ansatz with k  0 ensures finite energies in the center of
the regular island, where J1 = 0; see Fig. 6(b). We determine
the coefficients αk such that Eq. (3) is minimized. For K = 2
we show in Fig. 7(a) the contour line E = 1 of Hreg(J) in
good agreement with the numerical actions Jτ . In Fig. 7(b) we
plot the relative errors of the energy 0 = |[Hreg(Jτ ) − E]/E|
for E = 1 and of the frequencies i = |[∂Hreg(Jτ )/∂Ji −
ωτi ]/ω
τ
i | with i = 1,2. Here we use the numerically determined
frequencies ωτi of the cosine billiard for comparison. All
relative errors i are lower than 10−2.
B. Phase-space representation
In the following we introduce more suitable coordinates
(Q,P) giving a continuous representation of trajectories in
phase space. In these coordinates we determine an initial
integrable approximation H 0reg(Q,P) of H (Q,P), which we
then improve by an iterative application of canonical transfor-
mations. Finally, by returning to the original coordinates (q, p),
we find the integrable approximation Hreg(q, p) of H (q, p).
1. Transformation to a system with continuous trajectories
A basic feature of billiards is that the momentum p(t) is
discontinuous due to reflections at the boundary. Therefore
regular tori in phase space consist of disjoint parts which are
related at the boundary by nontrivial maps; see Appendix C,
Eqs. (C6) and (C7). It seems difficult to directly find an inte-
grable approximation Hreg(q, p) whose trajectories reproduce
these properties. To overcome this problem, we introduce a
canonical transformation
T : (q, p) → (Q,P), (48)
such that in the new coordinates the regular trajectories of H
become continuous in phase space.
In the following we construct the transformation T , as a
composition of two transformations,
T = T2 ◦ T1. (49)
(a)
0
h
−0.5 0 0.5x
y
(b)
−0.5 0 0.5
0
1
x̄
ȳ
←
− T1
←
− T2
(c)
−0.5 0 0.5X
Y
0
1
2
FIG. 8. (Color online) (a) Cosine billiard and a trajectory (red
line) in the coordinates (a) q = (x,y), (b) q̄ = (x̄,ȳ), and (c) Q =
(X,Y ) using the transformations T1, Eq. (50), and T2, Eqs. (51)
to (54). The colored dots correspond to the reflection points of the
trajectory in (a). The gray grid shows lines of constant X and lines of
constant Y .
Here T1 is given by a point transformation
T1 :
(
q
p
)
→
(
q̄(q)
p̄(q, p)
)
, (50)
which we derive in Appendix C for a general class of billiards.
As shown in Fig. 8, this transformation maps the cosine billiard
H (q, p), see Fig. 8(a), to a system H (q̄, p̄) with a rectangular
spatial domain, see Fig. 8(b). This new system can be thought
of as a generalized rectangular billiard, as it provides elastic
reflections at the boundary but has a nontrivial time evolution.
As the second step we get rid of momentum inversions
when the particle hits the upper boundary. For this we
apply an unfolding operation T2 : (q̄, p̄) → (Q,P), explicitly
given by
X = x̄, (51)
Y =
{
ȳ p̄y  0
2 − ȳ p̄y < 0
, (52)
Px = p̄x, (53)
Py = |p̄y |, (54)
where we use the notation (q̄, p̄) = (x̄,ȳ,p̄x,p̄y) and (Q,P) =
(X,Y,Px,Py). As shown in Fig. 8(c), the trajectory segments
which move in the negative ȳ direction are reflected with
respect to the line ȳ = 1. Furthermore, we impose periodic
boundary conditions in the Y direction.
Due to the unfolding, the trajectory components Px and
Py become continuous at the positions Y = 0,1,2, which
correspond to the boundary of the original billiard; see Fig. 9.
This finally gives an equivalent representation H (Q,P) of the
cosine billiard where all regular trajectories are continuous in
phase space. Note that the components X, Y , and Px have
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FIG. 9. (Color online) Momentum components (a) px , (b) py of
the trajectory from Fig. 8(a) and (c) Px , (d) Py of the transformed
trajectory from Fig. 8(c).
continuous first derivatives, while Ṗy has a discontinuity; see
Fig. 9(d). We find that this discontinuity cannot be avoided
by any point transformation T1, Eq. (50). Also higher order
discontinuities may occur.
Note that the transformation T , Eq. (49), commutes with
the scaling operation (B8) such that the Hamiltonian H (Q,P)
also fulfills the scaling relation (39). Moreover, both actions
J = (J1,J2), Eq. (2), are preserved under the transformation
T such that the previously determined action representation
Hreg(J) remains valid for H (Q,P).
2. Initial integrable approximation
Starting from Hreg(J), we determine the initial integrable
approximation H 0reg(Q,P) following Sec. II B. For this we
choose a canonical transformation T0 : (φ,J) → (Q,P), as in
Eq. (6) with (q, p) replaced by (Q,P), given by
X =
√
2J1
δJ2
cos φ1, (55)
Px = −
√
2δJ1J2 sin φ1, (56)
Y = 1
π
φ2 + J1
πJ2
sin φ1 cos φ1, (57)
Py = πJ2. (58)
The first two equations lead to a rotation in the (X,Px) plane,
with action J1 and half-axis ratio δJ2, see the thin red lines in
Fig. 10(b). We choose the constant parameter δ to reproduce
the linearized dynamics around the stable periodic orbit at Y =
0. For this we derive an analytical expression for δ as a function
of the cosine billiard parameters h and w, see Appendix D,
Eq. (D5). Equations (57) and (58) describe a motion with
constant momentum Py , see the thin red lines in Fig. 10(e). On
average Y increases linearly with φ2 such that φ2 ∈ [0,2π [ is
mapped to Y ∈ [0,2[ with periodic boundary conditions; see
Fig. 8(c). The second, oscillatory term in Eq. (57) is required
to make the transformation canonical.
We finally obtain an initial integrable approximation
Horeg(Q,P) = Hreg[J(Q,P)], which still obeys the scaling
property, Eq. (39). Figures 10(b) and 10(e) show that the tori
of H and H 0reg agree close to the central trajectory. In the outer
parts of the regular island H 0reg needs to be improved.
3. Family of canonical transformations
We define a family of canonical transformations T a given
by the generating function (8),
F a(Q,P ′) = Q P ′ + G(Q,P ′), (59)
X
Px
−1
1
−0.5 0.5
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
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→
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. . . →
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(b) ⎧
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0 2
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FIG. 10. (Color online) Poincaré sections 1 and 2 for the cosine billiard H (Q,P) [(a) and (d)], its initial integrable approximation
H 0reg(Q,P) [(b) and (e)], and its final integrable approximation Hreg(Q,P) [(c) and (f)].
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with the perturbation
G(Q,P ′) =
r∑
ν=1
aνGν(Q,P ′). (60)
In the following we specify G(Q,P ′) according to (i) the
scaling relation, (ii) the symmetries, and (iii) the phase-space
geometry.
(i) To preserve the scaling property (39) the transformation
has to commute with the scaling operation (B8). From Eqs. (9)
and (10) one gets the scaling condition
G(Q,λP ′) = λG(Q,P ′). (61)
This is fulfilled by the form
G(Q,P ′) = P ′g(Q,θ ′), (62)
which uses the polar representation P ′ = (P ′ cos θ ′,P ′ sin θ ′)
with θ ′ ∈ [0,π ] and an arbitrary function g(X,Y,θ ′) which
depends on three variables only.
(ii) The systems H and H 0reg both have two symmetries,
namely the parity in the X direction,
(X,Y,Px,Py) → (−X,Y,−Px,Py), (63)
and the time-reversal symmetry,
(X,Y,Px,Py) → (X,2−Y,−Px,Py), (64)
which follows from (q, p) → (q, − p) using Eqs. (50), (52),
and (54). To ensure that the canonical transformations, Eqs. (9)
and (10), commute with these symmetry transformations, the
function g must satisfy
g(−X,Y,π − θ ′) = g(X,Y,θ ′), (65)
g(X,2 − Y,π − θ ′) = −g(X,Y,θ ′). (66)
(iii) To match the Y -periodic structure of the phase space
we require
g(X,Y + 2,θ ′) = g(X,Y,θ ′). (67)
We express g as a truncated Fourier series in X, Y , and θ ′
with periodicities Lx = 1, Ly = 2, and Lθ = 2π . This leads
to the expansion
g(X,Y,θ ′) =
Nx∑
n=0
Ny∑
m=1
Nθ∑
l=0
a1nmlf
+
n
(
X
Lx
)
f −m
(
Y − 1
Ly
)
×f +l
(
θ ′ − π2
Lθ
)
+
Nx∑
n=1
Ny∑
m=0
Nθ∑
l=1
a2nmlf
−
n
(
X
Lx
)
f +m
(
Y − 1
Ly
)
×f −l
(
θ ′ − π2
Lθ
)
, (68)
with the Fourier basis functions f ±ν from Eqs. (36) and (37).
The orders Nx,y,θ can still be chosen. None of the other six
combinations occurs, e.g., f +n f
+
m f
+
l , as they would violate the
symmetry conditions (65) and (66).
Finally, the family of canonical transformations T a is
defined by the generating function (59). With this family the
iterative improvement will be performed.
n
Ln
0.0001
0.0002
0.0003
0 2 4 6
FIG. 11. (Color online) Cost function L vs iteration step n.
4. Iterative improvement
In order to apply the iterative improvement, we evaluate the
cost function L(a), Eq. (12), in (Q,P) space. For this we sum
over 10 tori τ and 9000 times t for each torus. We checked that
the points of the trajectories at these times are well distributed
on the tori.
We define a family of canonical transformations T a using
the generating function (59) with Nx = Ny = Nθ = 2. Then
the linear Eq. (20) is solved and the solution is rescaled using
a damping factor η = 0.3, Eq. (21), giving the parameter a1.
This specifies the first canonical transformation T1 = T a1 ,
which maps the tori of H 0reg closer to the tori of H . We
iteratively repeat this procedure based on the transformed
tori; see Fig. 10. After N = 6 steps convergence is achieved.
The final integrable approximation HNreg(Q,P) is given by
Eq. (5). In Figs. 10(c) and 10(f) we compare the Poincaré
sections of H (Q,P) and HNreg(Q,P). We have confirmed that
the improvement is of the same quality also in other sections
of phase space (not shown). Figure 11 shows the evaluated
cost function Ln after each iteration step n. The final value
of the cost function LN is about a factor of 2 larger than
for the 2D example; see Fig. 4. However, as L is defined as
a squared distance, Eq. (12), it scales linear in the number
of degrees of freedom. From that perspective the results can
be seen as comparable in quality. One would expect further
improvements when choosing a larger family of canonical
transformations by increasing the orders Nx,y,θ in Eq. (68).
V. SUMMARY AND OUTLOOK
In this paper we introduce the iterative canonical transfor-
mation method which determines an integrable approximation
Hreg of a Hamiltonian system H with a mixed phase space.
The dynamics of this integrable approximation Hreg resembles
the regular motion of H and extends it beyond the regular
region. In contrast to other approaches the iterative canonical
transformation method can be applied to strongly perturbed
systems. We present its application to the standard map and to
the 2D cosine billiard. For both of these generic systems we
find a very good agreement between the regular dynamics of
H and Hreg as well as a reasonable extension of the motion
beyond the regular region. This integrable extension is valuable
quantum mechanically, as it leads to regular basis states outside
the regular region, which is helpful for predicting tunneling
rates [13,16–18].
The method is applicable to higher dimensions, e.g., for
a Hamiltonian system with f degrees of freedom. Around
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fully elliptic periodic orbits one has nested f -dimensional
tori, which constitute a regular region in phase space. A
visualization of such a higher-dimensional region in the case
of a 4D map is shown in Ref. [31]. The application of
the iterative canonical transformation method should make
the prediction of tunneling rates in such higher-dimensional
systems possible.
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APPENDIX A: ALGORITHMIC OVERVIEW
The algorithm of the iterative canonical transformation
method proceeds in the following steps:
(1) For a chosen set of tori τ of H , compute the actions Jτ
and frequencies ωτ .
(2) Determine Hreg(J) in action representation by minimiz-
ing Eq. (3).
(3) Define H 0reg(q, p) in phase-space representation by
choosing a simple transformation T0, Eq. (6), that roughly
mimics the shape of the tori of H (q, p).
(4) For a chosen set of tori τ of H determine a sample of
points xτt at times t .
(5) For n = 0,1, . . . ,N − 1 :
(a) Compute the points xτ,nt , Eqs. (13) or (14), where
the transformation Tn is evaluated numerically using Eqs. (9)
and (10).
(b) Compute the coefficients Bν and Cμν of the cost
function L(a), Eqs. (18) and (19).
(c) Determine a by solving Eq. (20) and possibly
applying a damping, Eq. (21).
(d) Set Tn+1 := T a.
(6) Determine HNreg with Eq. (5).
APPENDIX B: SCALING RELATIONS
In the following we consider the class of Hamiltonians H
with the scaling property (39). For any solution (q(t), p(t)) of
such a system, we show that
qλ(t) := q(λt), (B1)
pλ(t) := λ p(λt), (B2)
is also a solution of Hamilton’s equations (1) as follows:
q̇λ(t) = λq̇(λt), (B3)
= λ∂H
∂ p
[q(λt), p(λt)], (B4)
= ∂H
∂ p
[q(λt),λ p(λt)], (B5)
= ∂H
∂ p
[qλ(t), pλ(t)]. (B6)
Here we used Eqs. (1), (B1), and (B2) and the scaling
∂H
∂ p
(q,λ p) = λ∂H
∂ p
(q, p), (B7)
which follows from differentiating Eq. (39) with respect to p.
The corresponding statement for ṗλ(t) is obtained analogously.
We see that to each solution (q(t), p(t)) we can associate
a family of other solutions (qλ(t), pλ(t)) using the scaling
operations
(q, p,t) → (q,λ p,λ−1t), (B8)
E → λ2E, (B9)
J → λJ, (B10)
where the last one follows from Eq. (2). Hence, in such
scaling systems each solution with positive energy E is related
to a corresponding solution of energy E = 1 by using a
scaling factor λ = 1/√E. Finally, we point out that because
of Eqs. (B9) and (B10) the scaling property (39) for the
phase-space representation H (q, p) translates to an analogous
scaling property,
H(λJ) = λ2H(J), (B11)
for the action representation of the system.
APPENDIX C: BILLIARD TRANSFORMATION
We derive the explicit expression for the canonical trans-
formation T1, Eq. (50), which transforms the cosine billiard
to a system confined in a rectangular domain with elastic
reflections, see Figs. 8(a) and 8(b). Here we consider the
more general class of billiards given by a rectangle whose
upper boundary is replaced by a curve y = r(x). First, we
introduce a point transformation (x,y) → (x̄,ȳ) in position
space. We fill the inner billiard domain with a family of curves
(see the vertical curves in Fig. 12) which define the contour
lines of x̄(x,y). This family of curves is given by x = f (x̄,y),
where the function f has to be determined. The transformation
equations are
x(x̄,ȳ) = f [x̄,y(x̄,ȳ)], (C1)
y(x̄,ȳ) = r(x̄)ȳ. (C2)
For practical reasons we require the coordinates x and x̄ to
coincide at the upper boundary, which leads to
f [x̄,r(x̄)] = x̄ (C3)
x = x̄
y = r(x)
x̄ = const.
x = f(x̄, y)
0
r(0)
0 x
y
FIG. 12. (Color online) Visualization of the point transformation
(x,y) → (x̄,ȳ) for the cosine billiard. The billiard domain is filled
with a family of curves (vertical lines) that represent the contour lines
of x̄(x,y) and intersect the upper boundary y = r(x) at x = x̄.
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and ensures that ȳ ∈ [0,1]. This point transformation implies
a canonical transformation in phase space, described by the
generating function
F (x̄,ȳ,px,py) = x(x̄,ȳ)px + y(x̄,ȳ)py. (C4)
The corresponding momentum transformation is
(
px(x̄,ȳ,p̄x,p̄y)
py(x̄,ȳ,p̄x,p̄y)
)
=
(
∂x
∂x̄
∂y
∂x̄
∂x
∂ȳ
∂y
∂ȳ
)∣∣∣∣∣
−1
(x̄,ȳ)
(
p̄x
p̄y
)
. (C5)
Equations (C1), (C2), and (C5) define a canonical transforma-
tion T1 : (x,y,px,py) → (x̄,ȳ,p̄x,p̄y), which depends on the
function f . We specify f by requiring certain properties for
the reflections at the boundary of the transformed system.
In the old coordinates the reflections are given by the
operators
R1 :
(
px
py
)
→
(
px
−py
)
, (C6)
R2 :
(
px
py
)
→
(
px
−py
)
+ 2r
′(x)
1 + r ′(x)2
(
py − r ′(x)px
px + r ′(x)py
)
,
(C7)
at the lower (y = 0) and the upper boundary [y = r(x)],
respectively. We require the transformed reflections T1 ◦ R1,2 ◦
T −11 to take the simple form(
p̄x
p̄y
)
→
(
p̄x
−p̄y
)
(C8)
for R1 at the lower boundary (ȳ = 0) and for R2 at the upper
boundary (ȳ = 1). This leads to the following conditions for
the function f :
∂f
∂x̄
[x̄,r(x̄)] = 1 + r ′(x̄)2, (C9)
∂f
∂y
[x̄,r(x̄)] = −r ′(x̄), (C10)
∂f
∂y
(x̄,0) = 0. (C11)
We solve the set of conditions (C3), (C9), (C10), and (C11)
and obtain
f (x̄,y) = x̄ + 1
2
r(x̄)r ′(x̄) − r
′(x̄)y2
2r(x̄)
. (C12)
We verify that for the special case of the cosine billiard
with r(x) given by Eq. (40), this canonical transformation is
invertible everywhere in phase space if the parameters satisfy
π2w(h + w) < 1. (C13)
This includes all configurations of interest for which the central
orbit is stable.
APPENDIX D: DERIVATION OF THE PARAMETER δ
We derive the parameter δ relevant for the half-axis ratio of
the regular tori; see Eqs. (55) and (56). First, we consider the
Poincaré map M : (x,px) → (x ′,p′x) on the section 1. This
map has a fixed point (x∗,p∗x) = (0,0) which corresponds to
the central, stable periodic orbit of the billiard. Using Eq. (2)
we obtain its action J2 as
J2 = 
2π
, (D1)
where  = 2(h + w) is its length.
According to Ref. [32] we compute its monodromy matrix
as
M =
(
1 − κ (1 − κ2 )
−2κ 1 − κ
)
. (D2)
Here κ = r ′′(0) = 2π2w is the curvature of the upper boundary
at the reflection point of the stable periodic orbit. The half-axis
ratio σ of the local elliptic dynamics can be expressed in terms
of M using Eqs. (30) and (31).
The next step is to calculate the new half-axis ratio σ ′ after
the transformation (48). Using Eqs. (C1) and (C5) we find
σ ′ = σ
(
1 − κ
4
)2
. (D3)
On the other hand, the stable periodic orbit of H 0reg has the
local half-axis ratio
σ ′ = δJ2, (D4)
as follows from Eqs. (55) and (56). Finally, by combining
Eqs. (D3), (D4), and (D1) we obtain
δ = 2π

√∣∣2κ + (1 − κ2 )∣∣ − ∣∣2κ − (1 − κ2 )∣∣∣∣2κ + (1 − κ2 )∣∣ + ∣∣2κ − (1 − κ2 )∣∣
(
1 − κ
4
)2
.
(D5)
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[22] J. Laskar, C. Froeschlé, and A. Celletti, Physica D 56, 253
(1992).
[23] R. Bartolini, A. Bazzani, M. Giovannozzi, W. Scandale, and
E. Todesco, Part. Accel. 52, 147 (1996).
[24] S. C. Creagh, Phys. Rev. Lett. 98, 153901 (2007).
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100, 174103 (2008).
[26] P. Stifter, Diploma thesis, Universität Ulm, 1993; Ph.D. thesis
Universität Ulm, 1996.
[27] G. A. Luna-Acosta, A. A. Krokhin, M. A. Rodrı́guez, and P. H.
Hernández-Tejeda, Phys. Rev. B 54, 11410 (1996).
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In mixed regular-chaotic systems the quantitative under-
standing of dynamical tunneling, which refers to classi-
cally forbidden transitions between phase-space regions
that are separated by dynamical barriers [1], represents
one of the most challenging open problems in semiclassi-
cal physics. In the early 1990s it was found [2–4] that
tunneling rates between phase-space regions of regular
motion are substantially enhanced by the presence of cha-
otic motion, which was termed chaos-assisted tunneling.
Such dynamical tunneling processes are ubiquitous in
molecular physics [1] and were realized with cold atoms
in periodically modulated optical lattices [5,6].
The fundamental process in this context is tunneling
between states in a regular island and the surrounding
chaotic region. In the quantum regime, h & A, where
Planck’s constant h is smaller but comparable to the area
of the regular island A, this process is dominated by a
direct regular-to-chaotic tunneling mechanism [7–9]. An
approach to determine these direct tunneling rates was
recently given in Ref. [10]. It relies on a fictitious inte-
grable system that resembles the regular dynamics within
the island under consideration, and has been applied to
quantum maps [10], billiard systems [11], and the annular
microcavity [12]. In the semiclassical regime, h  A,
however, the direct tunneling contribution alone is incapa-
ble to describe the observed tunneling rates.
The existence of nonlinear resonances inside the regular
island leads to peaks and plateaus in the tunneling rates.
These can be qualitatively predicted by the theory of
resonance-assisted tunneling [13,14] as shown for quan-
tum maps [14], periodically driven systems [15,16], quan-
tum accelerator modes [9], and for multidimensional
molecular systems [17,18]. Quantitatively, however, devi-
ations of several orders of magnitude appear (see Fig. 1,
gray line). Hence, both mechanisms alone give no reliable
quantitative prediction of tunneling rates in generic
systems.
In this Letter we derive a unified framework that com-
bines the direct regular-to-chaotic and the resonance-
assisted tunneling mechanisms. Beyond the direct tunnel-
ing contribution there are additional contributions: They
consist of resonance-assisted tunneling steps within the
regular island and, in contrast to previous studies [9,14],
a final direct tunneling step to the chaotic sea; see insets in
Fig. 1. This leads to an excellent prediction of tunneling
rates from the quantum to the semiclassical regime. In
particular, it includes the @ regime, which is relevant for
the search of experimental signatures of resonance-assisted
tunneling.
Specifically, we consider one-dimensional kicked sys-
tems, described by the classical Hamiltonian Hðp; q; tÞ ¼
TðpÞ þ VðqÞPk2Zðt kÞ and by the quantum time-
evolution operator U ¼ exp½iVðqÞ=@ exp½iTðpÞ=@,
which exhibit one major regular island embedded in the
chaotic sea. This mixed phase-space structure gives rise to
FIG. 1 (color online). Dynamical tunneling rates  from the
innermost quantized torus (m ¼ 0) of a regular island with
one dominant 5:1 resonance. Numerical data (dots) are com-
pared to the prediction of Eq. (1) (solid line) and previous results
in the quantum regime due to the direct tunneling process
[dashed line, Eq. (2), Ref. [10]] and in the semiclassical regime
due to resonance-assisted tunneling (gray solid line, Ref. [14]).
The lower inset shows the phase space of the system [24]. The
upper insets illustrate the dominant tunneling steps for three
values of h.
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eigenstates of U that are mainly regular or chaotic, i.e.,
concentrated on a torus inside the regular region or spread
out over the chaotic sea. However, they do have small
components in the other region of phase space.
Consequently, a wave packet started on the mth quantized
torus (m ¼ 0; 1; . . . ; mmax  1) of the island will, in the
presence of absorbing boundary conditions in the chaotic
sea, leak out from the island emt with a characteristic
tunneling rate m. It describes the mean coupling to the
chaotic sea, where fluctuations from individual chaotic
states are averaged.
We now consider the presence of a prominent nonlinear
r:s resonance (s oscillations match r driving periods)
within the island. For small @, this resonance gives rise to
couplings between different regular states [13], which
compete with direct tunneling and lead to additional path-
ways into the chaotic sea. We derive (see below) the
tunneling rate of the mth quantized state as
m¼dmþjAðr:sÞm;r j2dmþrþjAðr:sÞm;r Aðr:sÞm;2rj2dmþ2rþ . . . : (1)
The first term describes the direct tunneling process from
the mth quantized torus to the chaotic sea with the rate dm,
neglecting any influence from nonlinear resonances. In the
second term the coefficient Aðr:sÞm;r describes one resonance-
assisted tunneling step from the mth to the (mþ r)th
quantized torus via an r:s resonance, while the factor
dmþr describes the subsequent direct tunneling into the
chaotic sea. The last term accounts for two resonance-
assisted and one direct tunneling step. The three terms
are visualized as insets in Fig. 1 in the h regime where
they are most relevant. Note, that the final step to the
chaotic sea occurs due to direct tunneling, which is in
contrast to previous studies [9,14], where another
resonance-assisted step is used. We now discuss (i) the
direct tunneling rates dm, (ii) the coefficients A
ðr:sÞ
m;r , and
(iii) the derivation of Eq. (1).
(i) The direct tunneling rates can be predicted by an
approach [10] using a fictitious integrable system which
has to be chosen such that its classical dynamics resembles
the dynamics of the mixed system within the regular island
as closely as possible. The eigenstates jmi0 of the fictitious
integrable Hamiltonian H0 are localized in the regular
region of H and decay outside. Using Fermi’s golden
rule, dm  Pchjvjmi0;chj2, in which vjmi0;ch ¼ hc chjUjmi0
couples jmi0 to different chaotic states, the direct tunneling
rates are given as [10]
dm ¼ kPchðUUregÞjmi0k2; (2)
where Ureg  expðiH0=@Þ and Pch is a projector onto the
chaotic region. Here we assume that there are no additional
phase-space structures within the chaotic sea that affect the
direct tunneling rates. Note, that this approach is applicable
for general systems with a mixed phase space [11,12].
Different methods for the determination of the fictitious
integrable system can be employed, based on the Lie trans-
formation [19] (used in Figs. 1 and 2) or on the frequency
map analysis [20] (used in Fig. 3). Details will be presented
elsewhere [21].
(ii) The coefficients Aðr:sÞm;kr in Eq. (1) depend on nonlinear
resonances. The classical dynamics of such an r:s reso-
nance is described in the corotating frame by the effective
pendulum Hamiltonian [13,19]
HresðI;Þ¼H0ðIÞr:sðIIr:sÞþ2V rðIÞcosðrÞ (3)
with r:s ¼ 2s=r, where 2V rðIÞ cosðrÞ is the perturba-
tion in terms of the local action-angle variables (I, ). The
simplest approach is the direct quantization of Eq. (3) in
action-angle space by neglecting the action dependence of
the coupling using V r:s  V rðIr:sÞ and by making a qua-
dratic approximation of H0ðIÞ around the action Ir:s of the
r:s resonance, leading to H0ðIÞ r:sðI  Ir:sÞ 
ðI  Ir:sÞ2=2mr:s. It is then found that the r:s resonance
couples the mth excited state jmi0 of the resonance-free
island to the state jmþ ri0 with the coefficient
Aðr:sÞm;kr ¼
V r:sei’
Em  Emþkr þ kr@r:s (4)
where Em ¼ ½Im  Ir:s2=ð2mr:sÞ þr:sIm with Im 
@ðmþ 1=2Þ are the eigenvalues of the approximation of
H0. Ir:s, V r:s, and mr:s can be extracted from the classical
phase space [14,22].
(iii) To derive Eq. (1) we start from Eq. (3) and apply
quantum perturbation theory to obtain the perturbed regu-
lar states
jmi ¼ jmi0 þ Aðr:sÞm;r jmþ ri0 þ Aðr:sÞm;r Aðr:sÞm;2rjmþ 2ri0 þ . . . :
(5)
These are now inserted into Fermi’s golden rule
FIG. 2 (color online). Dynamical tunneling rates  from the
quantized torus m ¼ 2 of a regular island with three dominant
resonances. Numerical data (dots) is compared to the prediction
of Eq. (1) (solid line). For comparison the direct tunneling
contribution (dashed line, Eq. (2), Ref. [10]) and the result of
Eq. (1) without the improvements (iia) and (iib) is presented
(dotted line). The inset shows the regular island of the system
[24] and the dominant 5:1, 11:2, and 6:1 resonances which cause
tunneling steps as indicated by labels.
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m 
P
chjvjmi;chj2 with vjmi;ch ¼ hc chjUjmi. Using the
definition of dm and neglecting ‘‘off-diagonal’’ contribu-
tions of mixed terms (which at most amount to corrections
of the order of a factor two) leads to Eq. (1).
In the following we discuss two important improve-
ments to the coefficients Aðr:sÞm;kr in (ii): (iia) On one hand,
the quadratic approximation of H0ðIÞ around I ¼ Ir:s fails
to predict the correct unperturbed energies Em, especially
for resonances close to the border of the regular island such
that the peaks in the tunneling rates are located at a wrong
position (see Figs. 2 and 3, dotted lines). Here, we use a
semiclassical procedure to determine a global approxima-
tion of the unperturbed system H0ðIÞ [10]. Using its eige-
nenergies Em in Eq. (4) leads to improved peak positions in
the tunneling rates. (iib) On the other hand, the action
dependence of the perturbationV rðIÞ needs to be properly
accounted for. Here we use the fact that the Hamiltonian
Hðp; q; tÞ is analytic in the ‘‘harmonic oscillator’’ variables
ðP;QÞ  ffiffiffiffiffi2Ip ð sin; cosÞ which result from (p, q)
through an analytical canonical transformation. This yields
V rðIÞ / Ir=2 in lowest order in I and V rðIÞeir / ðQ
iPÞr. Quantization in Q space then amounts to replacing
ðQþ iPÞ= ffiffiffiffiffi2@p by the ladder operator â satisfying âjmi0 ¼ffiffiffiffi
m
p jm 1i0. We therefore obtain in leading order
V m;krr:s  0hm0jHresjm0 þ ri0 ¼ V r:s

@
Ir:s

r=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðm0 þ rÞ!
m0!
s
(6)
with m0 ¼ mþ ðk 1Þr. These new coupling parameters
Vm;krr:s depend on @ and on the quantum number m of the
coupled regular state. They replace V r:s in Eq. (4) and
improve the tunneling rates in between the peaks.
We now predict dynamical tunneling rates with Eq. (1)
using (i) the direct tunneling rates dm from Eq. (2) describ-
ing the decay of the regular states by ignoring the influence
of resonances, (iia) the improved eigenenergies Em of
H0ðIÞ and (iib) the action dependent couplings Vm;krr:s
from Eq. (6). Figure 1 shows a comparison between this
theoretical prediction (solid line) and numerical data
(dots), obtained using absorbing boundary conditions in
the chaotic sea. In contrast to the sole application of direct
tunneling with Eq. (2) (dashed line) or resonance-assisted
tunneling according to Ref. [14] (gray line) we find ex-
cellent agreement from the quantum to the semiclassical
regime. The phase space of the system is depicted in the
inset of Fig. 1. It shows one dominant 5:1 resonance inside
the regular island. All other resonances are small and do
not contribute to the tunneling rates for the shown values of
h. We find that the direct tunneling rates d following from
Eq. (2) explain the numerical data for 1=h & 20. For larger
1=h the 5:1 resonance is important and gives rise to two
characteristic peaks corresponding to the coupling of the
ground state m ¼ 0 to m ¼ 5 and m ¼ 10. Our theoretical
prediction excellently reproduces the peak positions and
heights.
As a next example we consider a situation where three
dominant resonances exist, namely, a 5:1 resonance near
the center of the regular island, an 11:2, and an outer 6:1
resonance, see the inset in Fig. 2. Here, multiresonance
couplings occur and the tunneling rates from the torusm ¼
2 are determined with Eq. (1) by a summation over all
relevant r:s resonances. For example the peak at 1=h  84
in the tunneling rates is caused by the coupling of the state
m ¼ 2 to the 18th excited state via the 5:1 and the 11:2
resonance. In Fig. 2 we compare numerical data (dots) to
the prediction of Eq. (1) and find very good agreement. For
comparison we also show the rates (dotted line) that result
from using Eq. (1) together with Eq. (4) without the
improvements (iia) and (iib). We still find overall agree-
ment to the average decrease of the tunneling rates with
1=h. However, the reproduction of the positions and
heights of the individual peaks requires to use a global
approximation for the unperturbed energies (iia) and to
take into account the action dependence of the coupling
matrix elements (iib).
The paradigmatic model of quantum chaos is the stan-
dard map [TðpÞ ¼ p2=2, VðqÞ ¼ K=ð42Þ cosð2qÞ].
For K ¼ 3:5 it has a large generic regular island with a
dominant 6:2 resonance and further relevant 14:5 and 8:3
resonances. These are the largest low-order resonances.
Figure 3 shows the comparison between numerical data
and the prediction of Eq. (1) far into the semiclassical limit.
We find quantitative agreement over 30 orders of magni-
tude in . The direct tunneling process is relevant for
1=h & 30 beyond which several regimes for the tunneling
rates caused by different resonances are identified. We
attribute the small deviations below the prediction of
Eq. (1) to destructive interference of different tunneling
sequences leading to the same final state.
FIG. 3 (color online). Dynamical tunneling rates  from the
innermost quantized torus m ¼ 0 of the regular island for the
standard map at K ¼ 3:5. Numerical data (dots) is compared to
the prediction of Eq. (1) (solid line). For comparison the direct
tunneling contribution [dashed line, Eq. (2), Ref. [10]] and the
result of Eq. (1) without the improvements (iia) and (iib) is
presented (dotted line). The inset shows the island with the
dominant 6:2, 14:5, and 8:3 resonances and the arrows indicate
the regimes where they start to become relevant.
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An important question is when the resonances become
relevant, i.e., where is the transition between the direct
tunneling regime h & A, where resonances play no role,
and the resonance-assisted tunneling regime h  A. The
latter requires that the (mþ r)th quantized torus exists
inside the island, i.e.,
A
h
 mþ rþ 1
2
: (7)
The position hpeak of the first peak in m arises when Eq.
(4) diverges for Em  Emþr þ r@r:s ¼ 0. Using the qua-
dratic approximation for H0ðIÞ, we find
Ar:s
hpeak
¼ mþ r
2
þ 1
2
(8)
with Ar:s  2Ir:s. The first peak appears when the r:s
resonance encloses mþ r=2 quantized tori. However, the
influence of the resonance may appear much earlier than
1=hpeak. We define the transition point 1=hres when the
first two terms in Eq. (1) are equal. Using
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mr:sV r:s
q
¼
Ar:s=16 [14], whereAr:s is the area enclosed between
the separatrices of the r:s resonance, we obtain
Ar:s
rhres
Ar:s
Ar:s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dmþrðhresÞ
dmðhresÞ
s
1
ðhres=hpeak  1Þ ¼
128
2
: (9)
This criterion explicitly involves the size Ar:s of the r:s
resonance chain measured with respect to r Planck cells
and to the area Ar:s enclosed by the resonance, as well as
the ratio of the direct tunneling rates from the (mþ r)th
and the mth quantized torus. As the left-hand side of
Eq. (9) is expected to display a monotonous increase
with 1=hres towards the singularity at 1=hpeak, resonance
chains with a large area Ar:s will lead to a lower tran-
sition point 1=hres at which the crossover from direct to
resonance-assisted tunneling appears. While, e.g., the first
peak of the 5:1 resonance in Fig. 2 appears at 1=hpeak 
130 it dominates the tunneling process already at 1=hres 
40 which is even before the contributions from other
resonances set in. Eqs. (8) and (9) confirm the intuition
that low-order resonances with small r, s and large Ar:s
are most relevant.
In conclusion, we have combined an improved
resonance-assisted tunneling theory with the theory of
direct tunneling using a fictitious integrable system to
predict dynamical tunneling rates from the quantum re-
gime, h & A, to the semiclassical regime, h  A.
Excellent quantitative agreement with numerically deter-
mined tunneling rates is found on the level of individual
resonance peaks, which emphasizes the validity of the
underlying direct and resonance-assisted mechanisms.
We therefore expect that these mechanisms leave their
characteristic traces in semiclassical approaches based on
complex classical trajectories [23], and allow one to under-
stand and predict tunneling rates also in more complex,
multidimensional quantum systems.
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Liège, 4000 Liège, Belgium.
[1] M. J. Davis and E. J. Heller, J. Chem. Phys. 75, 246
(1981).
[2] W.A. Lin and L. E. Ballentine, Phys. Rev. Lett. 65, 2927
(1990).
[3] O. Bohigas, S. Tomsovic, and D. Ullmo, Phys. Rep. 223,
43 (1993).
[4] S. Tomsovic and D. Ullmo, Phys. Rev. E 50, 145
(1994).
[5] D. A. Steck, W.H. Oskay, and M.G. Raizen, Science 293,
274 (2001).
[6] W.K. Hensinger et al., Nature (London) 412, 52 (2001).
[7] J. D. Hanson, E. Ott, and T.M. Antonsen, Phys. Rev. A 29,
819 (1984).
[8] V. A. Podolskiy and E. E. Narimanov, Phys. Rev. Lett. 91,
263601 (2003); see Ref. [25] for a corrected formula.
[9] M. Sheinman, S. Fishman, I. Guarneri, and L. Rebuzzini,
Phys. Rev. A 73, 052110 (2006).
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Tunnelling is a fascinating manifestation of wave me-
chanics, which allows waves to explore regions, that are
inaccessible to classical trajectories. In textbooks on quan-
tum mechanics [1], this phenomenon is paradigmatically
treated for potential barriers using the WKB method:
Here, a metastable state which localizes on a torus of
energy E that is classically confined in a potential well,
tunnels through the barrier with a rate
γ ∝ exp
(
−2 Im S

)
. (1)
This rate depends exponentially on Planck’s constant
h = 2π and the classical action S =
∫
p(q) dq of a
single complex path. This path goes through the barrier
region, where the potential V (q) is higher than the energy
E of the confined state such that the momentum p(q) =√
2m(E − V (q)) is imaginary. This gives a path (q, p(q))
in the complexified phase space which is situated on the
complexified torus of energy E.
In contrast to this integrable barrier tunnelling,
non-integrable systems typically exhibit dynamical
tunnelling [2,3] between classically disjoint regions of
regular and chaotic motion in phase space. This regular-
to-chaotic tunnelling is the essential building block of
chaos-assisted tunnelling [4]. It is important for current
applications in atomic and molecular physics [5–7], ultra-
cold atoms [8–10], optical cavities [11–15] and microwave
resonators [16–18]. Here, the rate γ of regular-to-chaotic
tunnelling describes the inverse life-time of metastable
states, initialized on a regular torus to the chaotic re-
gion. This rate not only determines the mean tunnel
splittings in chaos-assisted tunnelling but is also needed
to describe tunnelling effects on spectral statistics [19–22]
and the structure of eigenfunctions [23–25] in generic non-
integrable systems.
In many applications regular-to-chaotic tunnelling rates
can be determined numerically. Moreover, quantum-
mechanical predictions exist and show [26] for the regime
h  A, where Planck’s constant h is smaller but compa-
rable to the area of the regular region A, that these rates
arise from direct regular-to-chaotic tunnelling [11,27,28],
while for h  A resonance-assisted tunnelling [29–31]
occurs additionally. A deep understanding of regular-
to-chaotic tunnelling, however, requires a semiclassical
theory similar to eq. (1). Such theories exist for integrable
[1,32,33] and near-integrable systems [34–39] only.
For generic non-integrable systems it is conjectured [40]
that a complex-path prediction like eq. (1) should exist.
This conjecture was put forward by Hanson, Ott and
Antonsen in 1984 to explain the exponential h-scaling of
numerical tunnelling rates in the standard map. Such
scaling was numerically observed for cavities [11,12,16,18],
ultra-cold atoms [10] and quantum maps [28] in the regime
h  A. A semiclassical theory, however, still does not
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Fig. 1: (Color online) Dominant complex paths (green arrows)
for the regular-to-chaotic tunnelling rate γ1 of the standard
map at κ = 2.9 and h = 1/50 emerging from the real
phase space. The WKB-like segments (curved arrows) on the
complexified initial (inner red) and final (outer blue) torus are
connected by a time-evolution segment (straight arrows). The
natural boundary is shown as projection (white line) on the
initial torus.
exist. Up to now it is not even clear where to search for
such a complex path: i) WKB-like methods are bound
to fail, as pointed out in refs. [34,35,39]. This is due to
natural boundaries [41,42] at which the complexification
of regular tori ends, see fig. 1. ii) While tunnelling
contributions in long-time propagators can be predicted
successfully using time-evolution paths in complex phase
space [43,44], this approach has not been used to discuss
tunnelling rates.
In this paper a semiclassical prediction of regular-
to-chaotic tunnelling rates γ for generic non-integrable
systems is achieved in the regime h  A, i.e. in the
experimentally relevant regime where γ is large. For
this prediction we use specific complex paths, whose con-
struction overcomes the fundamental difficulties caused
by natural boundaries. Our prediction, eq. (7), formally
resembles eq. (1), but is based on complex paths which
contain a time-evolution segment in addition to WKB-
like segments, see fig. 1. We demonstrate how to predict
tunnelling rates from our approach and find excellent
agreement to numerical tunnelling rates for the standard
map, see fig. 3, where few complex paths dominate.
These results provide a semiclassical foundation of the
conjectured [40] exponential h-scaling of regular-to-chaotic
tunnelling rates.
We now derive our complex-path prediction for regular-
to-chaotic tunnelling rates γ, eq. (7). For simplicity
the presentation focuses on time-periodic quantum sys-
tems, described by a time-evolution operator Û over one
period of the driving. The corresponding classical system
is a symplectic map U in phase space (q, p). The starting
point of our derivation is the quantum prediction of
q
p
(a)
−0.5
0.0
0.5
0 1 q
(b)
0 1
(c)
θ
I0 Ib
...
...
0
π
2π
Fig. 2: (Color online) (a) Phase space of the standard map at
κ = 2.9 with regular tori (lines) and a chaotic orbit (dots),
(c) in the action-angle coordinates of Hreg. (b) Phase space of
Hreg. The boundary torus Ib is marked by a thick line.
regular-to-chaotic tunnelling rates [27,28]
γm =
∑
Ich≥Ib
|〈Ich|Û |Im〉|2. (2)
Here, γm is given by the quantum-mechanical probability
transfer during one time period between the regular basis
state |Im〉 to all basis states |Ich〉 of the chaotic region.
As discussed in detail in ref. [28], it is essential that
the basis states are not the eigenstates of Û , since those
predominantly concentrate in either the regular or the
chaotic region but also have tunnelling admixtures in the
complementary region. To provide the basis states one
can, e.g., use the eigenstates of a fictitious integrable
system Hreg(q, p), which resembles the regular region
of the non-integrable system U as closely as possible
(ignoring resonance chains) and extends it beyond its
boundary, see fig. 2(c). As these eigenstates localize on
tori with quantised action Im =
1
2π
∮
p(q)dq = (m + 12 ),
we can distinguish between regular basis states |Im〉 with
Im < Ib and chaotic basis states |Ich〉 with Ich ≡ Im ≥ Ib.
Here, Ib is the (not necessarily quantised) action of the
first torus of Hreg that is entirely located outside the
regular region of U , see fig. 2.
Starting with eq. (2), we derive a semiclassical predic-
tion of γ, eq. (7), using standard semiclassical methods
[45,46] for complex paths. To this end we generalize
the complex-path technique for propagators [43] to the
tunnelling matrix elements 〈Ich|Û |Im〉. Choosing the
position representation gives
〈Ich|Û |Im〉 =
∫
dq′
∫
dq 〈Ich|q′〉〈q′|Û |q〉〈q|Im〉. (3)
To transform this into a semiclassical expression the initial
basis state 〈q|Im〉 and the final basis state 〈Ich|q′〉 are
replaced by WKB-like states [1,32,33,47] on the quantizing
tori Im and Ich. The propagator 〈q′|Û |q〉 is also expressed
semiclassically [43,45]. The arising integrals over q and q′
are evaluated by a saddle-point method [46]. This results
in semiclassical tunnelling matrix elements
〈Ich|Û |Im〉 =
∑
ν
s

2π
∂2Sν(Ich, Im)
∂Ich ∂Im
exp
(
i
Sν(Ich, Im)

+ iφν
)
. (4)
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They are constructed from classical paths ν, with action
Sν and a Maslov-phase shift φν . The paths ν have
to connect the initial torus Im to the final torus Ich.
Since there are no such paths in real phase space, see
fig. 2, the above propagator is exclusively constructed from
paths in the complexified phase space. Such a complex
path ν consists of three segments: i) The first segment
originates from the WKB-like eigenfunction 〈q|Im〉. It is
the curve Cm,ν on the analytic continuation of the initial
torus Im into the complexified phase space. This curve
connects a reference point of the real torus Im to a specific
point (qν , pν) whose location is determined by the next
segment. ii) The second segment originates from the
semiclassical propagator corresponding to 〈q′|Û |q〉. This
time-evolution segment is obtained by once applying the
complexified map U of the non-integrable system. It has
to connect (qν , pν) on the initial complexified torus Im to
a point (q′ν , p
′
ν) on the final complexified torus Ich. This
requirement determines the possible endpoints (qν , pν) of
the first segment. iii) The final segment originates from
the WKB-like eigenfunction 〈Ich|q′〉. It is the curve Cch,ν
along the complexified final torus Ich. It connects the
point (q′ν , p
′
ν) to a reference point of the real final torus
Ich. The complex parts of the three segments are sketched
in fig. 1 (green curves). Their explicit construction will be
described below.
The action Sν of such complex paths is given by
Sν(Ich, Im) =
∫
Cm,ν
p(q) dq + SUν (qν , q′ν) +
∫
Cch,ν
p(q) dq. (5)
Here, the first and the last contribution originate from the
WKB-like segments i) and iii), respectively. The action
SUν (qν , q′ν) originates from the time-evolution segment ii).
From the possibly infinite number of paths, which con-
tribute to the sum in eq. (4), we select the dominant ones
which have the smallest positive imaginary action. Note,
that this is sufficient for our purposes, while in general a
Stokes analysis [32,33,48] would be required. Using these
paths ν in eq. (4) and summing over Ich according to
eq. (2) gives a semiclassical prediction of the tunnelling
rates
γm =
∑
Ich≥Ib
∣∣∣∣
∑
ν
s

2π
∂2Sν(Ich,Im)
∂Ich ∂Im
exp
„
i
Sν(Ich, Im)
 + iφν
«
∣∣∣∣
2
.
(6)
We evaluate this expression further in terms of a
diagonal approximation for the modulus |...|2 =∑
ν/2π|∂Ich∂ImSν | exp (−2 Im Sν/). This approxima-
tion assumes that the cross terms cancel because of
random interference between different paths1. Summing
1The diagonal approximation is typically applicable for a large
number N of paths. For a small number N of paths the Jensen
inequality ensures that the diagonal approximation at worst under-
estimates the tunneling rate, eq. (6), by the small factor N . Note
that destructive interference of different paths, which would lead
the diagonal terms over the quantizing actions Ich still
requires to determine new complex paths to each of
the quantizing tori Ich. This effort can be drastically
reduced by approximating the sum over discrete quan-
tizing actions Ich by an integral over continuous Ich,
giving γm =
∑
ν
∫ ∞
Ib
dIch/2π|∂Ich∂ImSν | exp (−2 Im Sν/).
Numerically, we observe for various systems that the
integrand is maximal at the boundary where Ich =
Ib and decreases exponentially with increasing Ich, i.e.
∂IbImSν(Ib, Im) > 0. Under this assumption we linearize
the action in the exponential and evaluate the edge
contribution of the integral. In contrast to eq. (6) only
paths to the boundary torus Ib are needed and the Maslov
phase φν is no longer required. Our final semiclassical
result for regular-to-chaotic tunnelling rates is
γm =
∑
ν

4π
∣∣∣∂
2Sν(Ib,Im)
∂Ib∂Im
∣∣∣
Im ∂Sν(Ib,Im)∂Ib
exp
(
−2 Im Sν(Ib, Im)

)
. (7)
The main advance of this result is that a construction
of complex paths for regular-to-chaotic tunnelling rates
in non-integrable systems is now possible. These paths
connect WKB-like segments i) and iii) on the complexified
tori Im and Ich via a time-evolution segment ii) of the
non-integrable system U , see fig. 1. With these paths
eq. (7) provides a semiclassical foundation of the long-
conjectured exponential h-scaling of regular-to-chaotic
tunnelling rates. This generalizes the WKB-prediction (1)
of integrable systems to non-integrable systems. The
essential point that allows for the first time to find com-
plex paths for regular-to-chaotic tunnelling rates in non-
integrable systems is the use of approximate complexified
tori Im and Ib. These tori do not have natural boundaries,
such that the WKB-segment i) can be extended sufficiently
deep into complexified phase space to provide a time-
evolution segment ii) which maps to Ib. This would not
be possible with the corresponding invariant tori of the
non-integrable system U , because there the WKB-segment
i) can only be extended up to the natural boundary
and the time-evolution segment ii) would remain on Im.
For WKB-paths in near-integrable systems similar ideas
to overcome natural boundaries were used [29,36,38,39].
Note that also for a quantum-mechanical evaluation of
eq. (2) it is essential to use basis states |Im〉 and |Ich〉, e.g.
eigenstates of an approximate integrable system Hreg and
not the eigenstates of Û [27,28]. This exactly corresponds
to our semiclassical use of the approximate tori Im and Ib.
For applying our prediction, eq. (7), one has to A)
construct the complexified tori Im and Ib, e.g. by using
a fictitious integrable system Hreg, B) find the complex
paths ν between Im and Ib composed of the segments
i)–iii) and C) compute their action Sν using eq. (5)
to smaller tunneling rates, is not accounted for by the diagonal
approximation. In the semiclassical limit, for which just the
path with the smallest imaginary action dominates, the diagonal
approximation becomes exact.
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Fig. 3: (Color online) Tunnelling rates γm of the standard
map at κ = 2.9 for m = 0, 1, 2, 3 vs. 1/h. The semiclassical
prediction, eq. (7), (solid lines) is compared to numerical rates
(dots). The insets show the Husimi representation of states
with m = 0 and m = 3 at h = 1/60 and the phase space with
absorbing regions (grey).
and select the dominant paths, which have the smallest
positive imaginary action.
We now discuss the successful predictions of eq. (7)
for the paradigmatic example of non-integrable sys-
tems, the standard map [49]. It is obtained from the
one-dimensional kicked Hamiltonian H(q, p) = T (p) +
V (q)
∑
n δ(t − n) with T (p) = p2/2 and V (q) =
κ/(2π)2 cos (2πq). The stroboscopic time evolution is
given by the map U : q′ = q + T ′(p); p′ = p − V ′(q′).
The corresponding quantum time-evolution operator Û
is given by Û = exp (−iV (q)/) exp (−iT (p)/) [50,51],
where h = 2π is the effective Planck constant. At κ = 2.9
we determine the numerical tunnelling rates γm (see dots
in fig. 3) by introducing an absorber in position space
( [28], sect. (III.A)) tangential to the regular region (inset
in fig. 3). The semiclassical prediction according to eq. (7)
(lines) accurately describes the numerical tunnelling rates
(within a factor of 2). The deviations at small h (and
small γ) occur due to the onset of resonance-assisted
tunnelling [26,29–31]. Beyond the natural boundary our
construction A), B) gives a huge number of paths. In step
C) we select four paths (and their symmetry partners)
which dominantly contribute to eq. (7), see fig. 1. Paths
which have less than 5% contribution to the tunnelling
rate are neglected. The four contributing paths have
comparable imaginary actions ImSν , which explains the
exponential h-scaling of the numerical tunnelling rates.
Generically a regular island is surrounded by a hierarchical
region with partial barriers [4], which leads to a small
additional decrease of regular-to-chaotic tunnelling rates.
For the standard map at κ = 2.9 this is observed in the
numerical tunnelling rates, when placing the absorber at
the boundary of the hierarchical region. Our semiclassical
prediction can describe this effect successfully by choosing
the boundary torus Ib tangential to the hierarchical
region [52]. Note, that semiclassical predictions of similar
quality can also be obtained for other approximations Hreg
or other parameters κ [52].
0
Re I
I1
Ib
Re θ
0
π
Im θ
Fig. 4: (Color online) Dominant complex paths (green arrows)
for the tunnelling rate γ1 of the standard map at κ = 2.9
and h = 1/50 as in fig. 1 but in action-angle representation.
The planes are the complexifications of the initial torus I1 and
the final torus Ib of Hreg. White dots represent points on
I1 which map onto Ib. They are at the intersection of the
grey lines (Im E′ = 0) with the boundary between light red
regions (Re E′ < Eb) and dark blue regions (Re E
′ > Eb).
The visualization is simplified by shifting the angle of the
endpoints of segment ii) by −ωb along Ib and by only showing
the complex parts of the paths (as also done in fig. 1). The
natural boundary is shown as projection (white line) on the
initial torus.
Finally, we explain the construction steps A)–C): A)
We start by constructing a fictitious integrable system
Hreg(q, p), fig. 2(c), based on the frequency analysis for the
main regular island ([28], sect. (II.B.2)). Since Hreg(q, p)
is integrable, there exists a canonical transformation to
action-angle coordinates (I, θ), see fig. 2, which we will
exploit numerically. We choose a reference point (qr, pr)
for each torus, in case of the standard map qr ≥ 0.5,
pr = 0. Its action I(qr) :=
∮
pdq/(2π) and frequency
ω(qr) are calculated by numerically integrating Hamilton’s
equations for Hreg(q, p). The boundary torus Ib is
determined by searching for the smallest qr such that the
corresponding torus of Hreg encloses the regular region
of the non-integrable system U . B) To search for the
complex paths ν, we use a shooting algorithm giving
segments i) and ii), such that the endpoint of segment
ii) is located on the torus Ib: For segment i) the torus
Im is analytically continued by complexifying the angle
θ, which parametrizes the initial torus. This gives a
plane in the complexified action-angle representation, see
fig. 4. To obtain the (q, p)-coordinates for a given θ, we
numerically integrate Hamilton’s equations for Hreg(q, p)
up to complex time t = θ/ωm starting from the reference
point of Im first in real and then in imaginary time.
For segment ii) we map the point q(θ), p(θ) with the
complexified map U to a point q′(θ), p′(θ). This point is
on the complexified boundary torus Ib, only if its complex
final energy E′(θ) := Hreg(q′(θ), p′(θ)) is equal to the real
energy Eb of the boundary torus Ib. Therefore the final
step of the shooting algorithm is a numerical root search
10005-p4
93
Complex paths for regular-to-chaotic tunnelling rates
of E′(θ) − Eb giving the angles θν , see white dots in fig. 4
and thus the initial point q(θν), p(θν) and the final point
q′(θν), p′(θν) of segment ii). To find a good initial guess
for θν we visualize E
′(θ) − Eb on the complexified initial
torus, see the grey lines and the boundary between red
and blue areas in fig. 4. For segment iii) we numerically
integrate Hamilton’s equations for Hreg, first from the
point q′ν , p
′
ν in negative imaginary time until the curve
has reached real q, p-coordinates and then in negative real
time until the curve has reached the reference point of
the torus Ib. Combining segments i)–iii) gives the path ν.
C) Its action Sν is evaluated according to eq. (5). For
the standard map the second contribution is given by
SU (qν , q′ν) = (qν−q′ν)2/2−V (q′ν) [50,51]. The first and the
third contribution of eq. (5) are obtained by a numerical
integration. We select the dominant paths ν with the
smallest positive imaginary action, see arrows in fig. 4.
We observe that the dominant paths ν have the smallest
imaginary angle. Specifically for the standard map we
incorporate the parity by choosing one symmetry partner
and doubling its contribution in eq. (4), which leads to an
additional factor of four in eq. (7). For γ1 at h = 1/50 the
four dominant paths ν contribute 20%, 6%, 33% and 41%
(left to right) to the tunnelling rate.
For higher-dimensional systems the tunnelling rate γm
is still given by complex paths from a torus Im to
tori I ch. This follows from a generalization of eq. (6)
with the prefactor replaced by the determinant of the
stability matrix. However, several new challenges arise:
a) Regular regions are formed by a collection of regular
tori interspersed by the Arnold web [49,53]. Even when
ignoring the complications due to the Arnold web, the
boundary of the regular region is now given by a family
of boundary tori. b) The construction of approximate
tori requires new methods. c) The search algorithm for
complex paths has to be generalized to higher dimensions.
d) It is not clear, if a simplification analogous to eq. (7) is
possible.
In summary, we have presented a complex-path con-
struction which overcomes natural boundaries and allows
for predicting regular-to-chaotic tunnelling rates of non-
integrable systems. We have successfully applied this
method to predict tunnelling rates of the standard map,
where few paths dominate. In the future it is desirable to
include resonance-assisted tunnelling into our approach.
Finally, we believe that our complex-paths prediction will
be important for higher-dimensional systems like billiards,
optical microcavities, atoms and molecules.
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Hentschel M., Phys. Rev. A, 79 (2009) 063804.
[13] Shinohara S., Harayama T., Fukushima T.,
Hentschel M., Sasaki T. and Narimanov E. E., Phys.
Rev. Lett., 104 (2010) 163902.
[14] Yang J., Lee S.-B., Moon S., Lee S.-Y., Kim S. W.,
Dao T. T. A., Lee J.-H. and An K., Phys. Rev. Lett.,
104 (2010) 243601.
[15] Song Q., Ge L., Redding B. and Cao H., Phys. Rev.
Lett., 108 (2012) 243902.
[16] Doron E. and Frischat S. D., Phys. Rev. Lett., 75
(1995) 3661.
[17] Dembowski C., Gräf H.-D., Heine A.,
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H.-J., Phys. Rev. Lett., 100 (2008) 174103.
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Waves restricted to finite resonators in two or three
dimensions have found abundant applications in contem-
porary physics. Examples include electromagnetic and
acoustic resonators, microdisk lasers, atomic matter waves
in optical billiards, and quantum dots [1–5]. The average
density of states is an essential observable of a resonator
and dictates many physical properties. Investigations of
this quantity go back to Lord Rayleigh more than a
hundred years ago [6] and have been a continuing topic
of interest ever since [7–14]. Today the fundamental result
for the average density of states
d̄(E) =
A
4π
− L
8π
1√
E
+ . . . (1)
is known as Weyl’s law, as he gave the first proof of the
leading term [7]. Equation (1) is formulated for the case of
a two-dimensional quantum billiard with areaA, boundary
length L, and Dirichlet boundary conditions (in units
= 2m= 1). Analogous results for three dimensions, other
types of waves and boundary conditions are available [14],
and for open systems a fractal Weyl law was proposed [15].
The first term of eq. (1) depends on the area A of the
billiard only. As for any quantum system it is obtained
by counting the number of Planck cells in the phase
space available at energy E. The second term was already
conjectured by Weyl [8]. It is specific for billiards or
resonators and depends on the length L of the boundary.
As the wave function must vanish on the boundary, a layer
is depleted which has a length L and a width of the order
of the wave length λ∼ 1/√E. Semiclassically, the second
term can be interpreted as a contribution from closed
trajectories which are reflected perpendicularly at the
boundary [10,16,17]. Higher-order corrections in eq. (1)
arise, e.g., due to corners and curvature effects [9–14].
Generic billiards, which are studied for electromagnetic,
acoustic, and matter waves [1–4], have a phase space
containing several dynamically separated domains, such
as regular and chaotic regions, see fig. 1(c). The spectrum
consists of sub-spectra with eigenfunctions mainly concen-
trating on one of these invariant regions Γi, according to
the semiclassical eigenfunction hypothesis [18–20]. It is a
fundamental question to know the corresponding partial
average density of states d̄Γi(E) , where d̄(E) =
∑
i d̄Γi(E).
This is essential for studying the spectral statistics [21]
of such sub-spectra. The partial density of states is also
compulsory for the determination of transition rates with
Fermi’s golden rule [22]. Furthermore, it is required when
an external coupling to the system is not uniform in
phase space, e.g., the total internal reflection in optical
resonators [23,24] or tilted leads attached to a quantum
dot [25].
In this paper we derive the partial Weyl law,
d̄Γ(E) =
AΓ
4π
− LΓ
8π
1√
E
, (2)
for a subset of eigenstates corresponding to an invariant
region Γ of phase space, using the Wigner-Weyl transfor-
mation of the Green function. As expected, for the area
AΓ the ratio AΓ/A is the fraction of phase space occu-
pied by Γ, see eq. (14). For the length LΓ we find that the
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Fig. 1: (Color online) (a) Spectral staircase NΓ(E) for regu-
lar and chaotic eigenstates of the desymmetrized mushroom
billiard with R= 1, l= 1, and a= 0.5. We compare numeri-
cal data with the first term (dashed lines) and both terms of
eq. (3) (smooth solid lines). The inset shows the regular and
chaotic parts of the boundary. (b) Same data after subtract-
ing the area term, ∆Γ(E) =NΓ(E)−AΓE/(4π), compared to
the second term of eq. (3) (smooth solid lines) shown over a
larger energy range. Determinig LΓ in eq. (3) from perpen-
dicular instead of parallel trajectories gives an incorrect result
(dotted lines). (c) Phase space at the circular boundary with
regular (lines) and chaotic (dots) regions and illustrations of
trajectories and eigenfunctions.
ratio LΓ/L is the fraction of the billiard boundary where
parallel trajectories belong to Γ, see eq. (15). This is unex-
pected as semiclassically the boundary term in eq. (1)
originates from trajectories perpendicular to the bound-
ary [10,16,17]. We confirm the result eq. (2) numerically
for the mushroom billiard and the generic cosine billiard,
where we predict the number of regular and chaotic states,
and for the elliptical billiard, where we consider rotating
and oscillating states.
Before we derive eq. (2) we exemplify its application
for the desymmetrized mushroom billiard [26] shown in
fig. 1(c). It is characterized by the radius R of the quarter
circular cap, the stem width a, and the stem height l. Clas-
sically one has two distinct phase-space regions visualized
in fig. 1(c). All trajectories which are located only in the
cap of the mushroom are regular, while those entering the
stem are chaotic [26]. For the chaotic region eq. (14) yields
Ach = πR
2/4− [R2 arcsin(a/R)+ a√R2− a2]/2 [22]. For
the length Lch we have to consider those parts of the
billiard boundary ∂Ω for which parallel trajectories belong
to the chaotic region (including the marginally stable
bouncing-ball orbits). This is the case for the straight
boundaries, such that Lch = 2R+2l is the length of the
chaotic boundary of the mushroom billiard. Areg and Lreg
follow from Areg =A−Ach and Lreg =L−Lch = πR/2,
respectively. (For the full mushroom billiard one finds
Lreg = πR and Lch = 2R+2l.) In order to verify this
prediction of the partial density of states, eq. (2), we
numerically solve the time-independent Schrödinger equa-
tion, −∆ψl(q) =Elψl(q), for the desymmetrized mush-
room billiard with Dirichlet boundary condition (ψl(q) =
0, q∈ ∂Ω), R= 1, l= 1, and a= 0.5. We calculate the first
6024 eigenstates ψl using the improved method of particu-
lar solutions [27]. They can be classified as mainly regular
or mainly chaotic, depending on the phase-space region on
which they concentrate (fig. 1(c)). There are several meth-
ods for this classification which give similar results. Here
we determine the regular fraction wlreg of an eigenstate
ψl of the mushroom by its projection on a basis of the
regular region. For this basis we use the eigenstates ψmnqc
of a quarter circle of radius R= 1 with energy Emn and
angular momentum m>a
√
Emn. These basis states are
given by ψmnqc (r, ϕ) =NmnJm(jmnr)sin(mϕ), where m=
2, 4, . . . is the angular quantum number, n= 1, 2, . . . is the
radial quantum number, Jm is the m-th Bessel function
of the first kind, jmn is the n-th root of Jm, Emn = j
2
mn,
and Nmn =
√
8/π/Jm−1(jmn) is a normalization constant.
The projection of ψl onto these basis states leads to the
regular fraction wlreg =
∑
m,n |〈ψmnqc |ψl〉|2Θ(m− a
√
Emn)
with 0wlreg  1. The chaotic fraction is then given by
wlch = 1−wlreg. From wlreg and wlch the densities of the
regular and the chaotic states can be computed, dΓ(E) =∑
l w
l
Γ δ(E−El). For comparison with numerics we use
the more convenient spectral staircase function NΓ(E) =∫ E
0
dη dΓ(η). It has a step of size w
l
Γ at eigenenergy El.
From eq. (2) one finds
N̄Γ(E) =
AΓ
4π
E− LΓ
4π
√
E. (3)
Figure 1(a) shows the regular and the chaotic spectral
staircase for the mushroom billiard. We find excellent
agreement with our prediction, eq. (3) (smooth solid
lines). In fig. 1(b) we demonstrate that the boundary
contribution of eq. (3) is in agreement with the difference
of the numerical data and the first term of eq. (3). Using
the semiclassical interpretation of the boundary term
in eq. (1) one would naively expect that LΓ/L is the
fraction of the boundary where perpendicular trajectories
belong to Γ. However, this does not reproduce the data
(dotted lines). The numerical fluctuations arise due to
oscillatory contributions to the density of states which
are not considered here. We have confirmed that under
variation of the width a of the stem of the mushroom the
prediction eq. (3) agrees with numerics.
Now we turn to the derivation of eq. (2). The most
general method to represent quantum states in phase
space is their Wigner distribution. Other options, such as
the Husimi distribution or numerical methods for specific
geometries as in the example above, yield similar results
and can be obtained from averages over the Wigner
distribution. In the semiclassical limit, according to the
semiclassical eigenfunction hypothesis, the weights wlΓ for
an invariant region Γ of non-zero measure are either zero
or one and independent of the projection method.
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Based on the Wigner distribution of an eigenstate ψl,
Wl(q,p) =
1
π2
∫
d2r e2iprψ∗l (q+ r)ψl(q− r), (4)
we define the phase-space–resolved density of states for a
phase-space point (q,p)
dq,p(E) =
∞∑
l=1
δ(E−El)Wl(q,p). (5)
For an arbitrary region Γ of phase space the density of
states is given by the integral
dΓ(E) =
∫
Γ
d2qd2p dq,p(E). (6)
Using
ImG(x,x′, E) =−π
∞∑
l=1
ψ∗l (x
′)ψl(x)δ(E−El) (7)
eq. (5) can be rewritten as
dq,p(E) =− 1
π3
∫
d2r e2ipr ImG(q− r,q+ r, E), (8)
where G(x,x′, E) is the energy-dependent Green function.
For billiards it satisfies
(∆+κ2)G(x,x′, E) = δ(x−x′), x,x′ ∈Ω, (9)
where κ=
√
E. On ∂Ω it satisfies the boundary condition
of the billiard and is zero outside Ω. Close to the boundary
the curvature can be neglected and the Green function of
a half-plane is an appropriate approximation. It is then
given in the upper half-plane by
G(x,x′, E)≈ 1
4i
[H+0 (κ|x−x′|)−H+0 (κ|x− x̂′|)]. (10)
Here H+0 denotes the Hankel function of the first kind and
x̂′ is the mirror image of x′.
Instead of requiring that the Green function vanishes in
the lower half-plane, it is more appropriate to continue the
Green function antisymmetrically across the boundary,
i.e. eq. (10) is extended to the full plane. In this way the
corresponding Wigner function is adapted to the Dirichlet
boundary condition and yields a more faithful momentum
distribution1. Far from the boundary this modification has
no effect and reduces to the standard definition.
Using polar coordinates for the momentum p= (p, β)
and Cartesian coordinates for the position q= (q‖, q⊥),
measured parallel and perpendicular to the boundary ∂Ω,
1The standard Wigner function maps a plane wave to a sharp
peak in momentum. However, this clear correspondence is lost if
the domain of the wave function is restricted in space, as is the
case in a billiard. For a point close to the boundary the integral in
eq. (4) covers only a small spatial interval and results in a broad
momentum distribution. The boundary adapted Wigner function
avoids this artifact of the restricted domain [28]. For example, in
1D the transform of a sine wave sin(κq) has the expected δ-peaks
at p=±κ. Note, that the standard Wigner function would result in
eq. (12) in a broad distribution of β for points q near the boundary.
we evaluate in eq. (8) the integrals over r and in eq. (6)
the integral over p,
d̄q,β(E) =
1
4π3
∫ ∞
0
dp p
∫
d2r e2ipr
×
[
J0(2κ|r|)−J0
(
2κ
√
r2‖ + q
2
⊥
)]
, (11)
where J0 is the Bessel function of the first kind. For the
r-integration of the first Bessel function we use polar coor-
dinates r= (r, ϕ), where ϕ is the angle with respect to p,∮
dϕ e2ipr cosϕ = 2πJ0(2pr), and
∫∞
0
dr r J0(2pr)J0(2κr) =
δ(p−κ)/4p. For the r-integration of the second Bessel
function in eq. (11) we use Cartesian coordinates r=
(r‖, r⊥) leading to pr= pr‖cos(β−β‖)+ pr⊥sin(β−β‖),
where β‖(q) is the angle of the tangent to the boundary
at q∈ ∂Ω. Integration over r⊥ gives πδ(sin[β−β‖])/p and
integration over p leads to πδ(r‖)/2. Finally we obtain
d̄q,β(E) =
1
8π2
− 1
8π
δ(sin[β−β‖])J0(2κq⊥). (12)
The δ-function selects trajectories with momentum paral-
lel to the boundary. According to eq. (6) we have
d̄Γ(E) =
∫
Ω
d2q
∫ 2π
0
dβ χΓ(q, β) d̄q,β(E), (13)
where χΓ(q, β) is the characteristic function of the phase-
space region Γ. It is one when the trajectory running at
angle β through the point q belongs to Γ, zero if this
is not the case, and 1/2 on the boundary of Γ. We now
evaluate eq. (13) in the semiclassical limit κ→∞, where
J0(2κq⊥)→ δ(q⊥)/κ. This gives the final result eq. (2)
with
AΓ =
∫
Ω
d2q
1
2π
∫ 2π
0
dβ χΓ(q, β), (14)
LΓ =
∮
∂Ω
ds χΓ(q(s), β‖(s)). (15)
Here, s is the arc length along the boundary, q(s) is
the corresponding point on the boundary, and β‖(s) =
β‖(q(s)) is the angle of the tangent to the boundary at
that point. We thus find that LΓ/L is the fraction of the
billiard boundary where parallel trajectories belong to Γ.
Strictly speaking, χΓ(q(s), β‖(s)) in eq. (15) is obtained
as a limit from trajectories starting at q‖ = s with β→ β‖
and q⊥→ 0. This infinitesimal neighborhood has to be
considered when the parallel trajectory with β = β‖ and
q⊥ = 0 cannot be assigned to one of the regions Γ. Note,
that AΓ is proportional to the volume of Γ, while there is
no such simple relation for LΓ. For the special case where Γ
is the entire phase space we have χΓ ≡ 1 leading to AΓ =A
and LΓ =L, such that eq. (2) reduces to eq. (1).
We now give two explanations for the boundary term in
eq. (2) and its relation to trajectories of Γ that are parallel
to the boundary: i) If Γ is the entire phase space, eqs. (6)
and (8) lead to dq(E) =−ImG(q,q, E)/π. The semiclassi-
cal contributions to this Green function are given by closed
trajectories which start and end at q [1]. According to the
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99
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second term in eq. (10) they have a length 2q⊥ correspond-
ing to a perpendicular reflection at the boundary. This
leads to the term J0(2κq⊥)/(4π), which agrees with the
second term in eq. (12) when integrated over all β. If Γ is a
region in phase space, one needs the phase-space–resolved
density of states dq,p(E). Equation (8) shows that the
direction of the momentum p is not related to the direction
of the trajectories which semiclassically contribute to the
Green function. Evaluating eq. (11) leads to r‖ = 0, such
that still perpendicularly reflected trajectories of length
2q⊥ give the boundary term. However, this contribution
arises only if the direction β of the momentum p is paral-
lel to the boundary. For the other directions the contribu-
tion cancels due to the phase factor exp(2ipr) in eq. (11).
ii) An intuitive explanation of the boundary term can be
given in terms of a plane wave, exp(ip‖q‖)sin(p⊥q⊥), with
Dirichlet boundary condition at q⊥ = 0. Here the sine-term
suppresses waves with p⊥ = 0 and thus reduces the density
of states for these waves, which have a momentum p paral-
lel to the boundary. Semiclassically such waves correspond
to trajectories parallel to the boundary, in agreement with
our result for the boundary term, eq. (15).
We now consider the desymmetrized cosine billiard
in order to demonstrate that the partial Weyl law can
be applied to systems with a generic mixed phase-space
structure. The cosine billiard is characterized by the height
h and length a of the rectangular part as well as the
height hc of the upper cosine boundary, see fig. 2(c).
For the chosen parameters the phase space of the cosine
billiard consists of one large regular region surrounded
by chaotic motion and a four-island resonance chain, see
fig. 2(c), which also shows a magnification of the generic
hierarchical regular-to-chaotic transition region. In order
to apply the partial Weyl law we have to define a region
Γ in phase space and determine the corresponding area
AΓ and length LΓ. According to eq. (3) this gives a
prediction for the number of eigenstates concentrating on
Γ. In principle any invariant region can be used. We choose
the red-shaded region in fig. 2(c), which contains most
of the central regular island. The area AΓ is determined
from eq. (14) by numerical integration. For the length LΓ
we have to consider those parts of the billiard boundary
∂Ω for which parallel trajectories belong to Γ. This
holds for the left vertical boundary of length LΓ = h+hc,
see the inset in fig. 2(a). We stress, that including the
hierarchical region or parts thereof in the definition of Γ
affects AΓ, but not the boundary term LΓ, as the orbits
parallel to the boundary do not belong to the hierarchical
transition region. Numerically we calculate the first 1853
eigenstates of the desymmetrized cosine billiard with h=
0.8, a= 1.3, and hc = 0.24 using the improved method
of particular solutions [27]. For the l-th eigenstate we
integrate its Poincaré-Husimi distribution [29] over the
region corresponding to Γ which gives the weight wlΓ.
These weights determine the spectral staircase function
NΓ(E). We find excellent agreement with our prediction,
eq. (3), see fig. 2(a). In fig. 2(b) we demonstrate that
Fig. 2: (Color online) (a) Spectral staircase NΓ(E) for eigen-
states concentrated in an invariant region Γ of the desym-
metrized cosine billiard with a= 1.3, h= 0.8, and hc = 0.24.
We compare numerical data with the first term (dashed line)
and both terms of eq. (3) (smooth solid line). The inset shows
the part of the boundary corresponding to Γ. (b) Same data
after subtracting the area term, ∆Γ(E) =NΓ(E)−AΓE/(4π),
compared to the second term of eq. (3) (smooth solid line)
shown over a larger energy range. (c) Phase space at the lower
horizontal boundary with invariant region Γ (red shaded),
remaining phase space (gray lines and dots), magnification of
the hierarchical regular-to-chaotic transition region, and illus-
tration of a regular trajectory.
the boundary contribution of eq. (3) is in agreement with
the difference of the numerical data and the first term of
eq. (3), apart from a constant offset due to higher-order
terms neglected in eq. (3).
As an interesting application, where a part of the bound-
ary contributes to two invariant regions of phase space,
we now consider the desymmetrized elliptical billiard [30],
shown in fig. 3(c). It is characterized by the lengths ra
and rb of the two half-axes, with ra > rb, and the focus
f =
√
r2a− r2b . The phase space of the elliptical billiard
consists of two separated regions of rotating and oscillat-
ing motion as visualized in fig. 3(c). The quantum eigen-
states can be classified accordingly as mainly rotating or
oscillating, N̄(E) = N̄rot(E)+ N̄osc(E). Using eq. (3) we
predict the number of rotating and oscillating states up to
energy E. The areas Arot and Aosc are determined from
eq. (14) by numerical integration. For the length Lrot we
have to consider those parts of the billiard boundary ∂Ω
for which parallel trajectories show rotating motion. This
is the case for the elliptical boundary of length L. Trajec-
tories parallel to the horizontal boundary are precisely on
the separatrix between oscillating and rotating motion.
Therefore, integration over δ(sinβ) in eq. (12) gives half
of the contribution for each of the two invariant regions
of phase space and we have Lrot =L+ ra/2. For the oscil-
lating states we have Losc = rb+ ra/2. Note, that for the
full ellipse the complete boundary belongs to the rotating
region, Lrot = 4L and Losc = 0. Numerically we calculate
the first 2568 eigenstates of the desymmetrized elliptical
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Fig. 3: (Color online) (a) Spectral staircase NΓ(E) for rotat-
ing and oscillating eigenstates of the desymmetrized elliptical
billiard with ra = 1 and rb = 0.7. We compare numerical data
with the first term (dashed lines) and both terms of eq. (3)
(smooth solid lines). The inset shows the rotating and oscil-
lating parts of the boundary. (b) Same data after subtracting
the area term, ∆Γ(E) =NΓ(E)−AΓE/(4π), compared to the
second term of eq. (3) (smooth solid lines) shown over a larger
energy range. (c) Phase space at the elliptical boundary rotat-
ing (red lines from left to right) and oscillating (blue lines)
regions and illustrations of trajectories.
billiard with ra = 1.0 and rb = 0.7 using the improved
method of particular solutions [27]. They are character-
ized by the angular and the radial quantum number, m
and n. For each state we calculate the second constant
of motion κmn [30]. If κ
2
mn > f
2 the state is classified as
rotating and for κ2mn < f
2 as oscillating. Figure 3(a) shows
the rotating and the oscillating spectral staircase for the
elliptical billiard. We find excellent agreement with our
prediction, eq. (3) (smooth solid lines). In fig. 3(b) we
demonstrate that the boundary contribution of eq. (3) is
in agreement with the difference of the numerical data and
the first term of eq. (3). We have confirmed that also under
variation of rb the prediction, eq. (3), agrees with numerics
(not shown).
A straightforward generalization of our results to
Neumann boundary conditions is possible by changing
the sign of the second term in eqs. (2), (3), (10), and (12).
As interesting tasks there remains to find the higher-order
terms of d̄Γ(E) due to corners and curvature effects as
well as to generalize our approach to systems with broken
time-reversal symmetry and to three-dimensional cavities.
Also the generalization of the approach to systems with
smooth potentials [31] is an open problem. Finally, it is
now possible to study the spectral fluctuations around
d̄Γ(E) associated with a phase-space region Γ for generic
billiards.
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We study the coupling of bouncing-ball modes to chaotic modes in two-dimensional billiards with two parallel
boundary segments. Analytically, we predict the corresponding decay rates using the fictitious integrable system
approach. Agreement with numerically determined rates is found for the stadium and the cosine billiard. We use
this result to predict the asymptotic behavior of the counting function Nbb(E) ∼ Eδ . For the stadium billiard we
find agreement with the previous result δ = 3/4. For the cosine billiard we derive δ = 5/8, which is confirmed
numerically and is well below the previously predicted upper bound δ = 9/10.
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I. INTRODUCTION
Two-dimensional billiard systems have found abundant ap-
plications in contemporary physics such as for electromagnetic
and acoustic resonators, microdisk lasers, atomic matter waves
in optical billiards, and quantum dots [1–5]. The classical
dynamics of these billiards is described by a point particle
of mass M moving with constant velocity inside a domain 
with elastic reflections at its boundary ∂. Depending on the
shape of the boundary the phase space can be regular, mixed
regular-chaotic, or chaotic. Quantum mechanically, billiards
are described by the time-independent Schrödinger equation
(in units h̄ = 2M = 1)
−ψl(x,y) = Elψl(x,y), (x,y) ∈  (1)
with Dirichlet boundary condition ψl = 0 on ∂, eigenfunc-
tions ψl , eigenvalues El , Laplace operator , and l ∈ N.
Many nonintegrable billiards of interest contain a rect-
angular region combined with other boundary segments, for
example the stadium [6], the Sinai [7], and the cosine billiard
[8]; see Fig. 1. Classically, in these billiards a family of
marginally stable periodic orbits exists, which bounce with
perpendicular reflections between the two parallel parts of the
boundary. These so-called bouncing-ball orbits are surrounded
by chaotic motion in phase space. For simplicity we will
only consider billiards which show no visible regular regions.
Quantum mechanically, most of the eigenfunctions ψl are
chaotic; i.e., they extend over the whole chaotic phase space.
In contrast, the so-called bouncing-ball modes ψmn [9–14]
concentrate on the marginally stable periodic orbits. They
have a structure similar to the eigenstates of a rectangle, see
Figs. 1(c) and 1(d), and are characterized by the quantum
numbers m and n, where m describes the quantization along the
bouncing-ball orbits and n perpendicular to them. In Ref. [15]
it was proven that semiclassically the modes with n = 1 and
increasing m exist. For the counting function Nbb(E) of the
bouncing-ball modes up to energy E this sequence of modes
leads to Nbb(E) ∼
√
E. Typically also modes with higher
excitations n > 1 perpendicular to the periodic orbits exist
for large enough m. Which bouncing-ball modes ψmn are
realized for a specific billiard depends on the couplings of
the bouncing-ball modes to the chaotic modes. For fixed m
these couplings increase with n such that for large n the
bouncing-ball modes couple to many neighboring chaotic
modes and thus disappear. One expects that the number of
bouncing-ball modes is asymptotically described by a power
law Nbb(E) ∝ Eδ with exponent 1/2  δ < 1. The exponent
δ = 1 cannot be achieved in ergodic billiards, as quantum
ergodicity [16–20] requires that the fraction of exceptional
eigenfunctions must vanish, i.e., Nbb(E)/N (E) → 0, where
N (E) ∼ E is the total number of eigenstates.
The exponent δ depends on the shape of the billiard in the
vicinity of the rectangular bouncing-ball region. In Ref. [21] it
was shown that for the stadium billiard the exponent δ = 3/4
arises, using an EBK-like quantization of the bouncing-ball
modes. With a different approach based on an adiabatic
approximation [10] of the bouncing-ball modes an upper
bound for the exponent δ was obtained for any chaotic billiard
with a rectangular bouncing-ball region [22]. For the stadium
billiard this bound agrees with δ = 3/4 from Ref. [21]. For the
cosine billiard a bound of δ = 9/10 was obtained and δ ≈ 0.87
was observed numerically.
In this paper we relate the couplings between bouncing-ball
modes and chaotic modes to the number Nbb(E) of bouncing-
ball modes in a billiard. The couplings give rise to decay rates
γ , which describe the initial exponential decay ∼e−γ t of states
concentrating on the marginally stable periodic orbits to the
(c) (d)
(a)
Ω
∂Ω
w
h
(b)
b
FIG. 1. (Color online) Schematic pictures of the desymmetrized
(a) stadium and (b) cosine billiard. Each billiard has a rectangular
bouncing-ball region (gray shaded) of width w and height h. In the
rectangular region so-called bouncing-ball orbits exist perpendicular
to the parallel parts of the boundary (red vertical lines). In (c) and
(d) bouncing-ball modes are shown for the stadium and the cosine
billiard, respectively.
016210-11539-3755/2012/85(1)/016210(9) ©2012 American Physical Society
103
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chaotic region of phase space. In order to predict the decay
rates γ we employ the fictitious integrable system approach
[23,24], which was previously used to determine regular-
to-chaotic tunneling rates in systems with a mixed phase
space [23–27]. We find a power-law decrease of the decay
rates with increasing energy. We argue that the decreasing γ
imply the semiclassical existence of the bouncing-ball modes,
complementing previous approaches [11,15,21]. Furthermore,
we use this prediction of decay rates to count the number
of bouncing-ball modes Nbb(E). For the stadium billiard we
confirm the prediction of δ = 3/4 [21,22]. For the cosine
billiard we derive the exponent δ = 5/8 = 0.625, which is well
below the previously predicted upper bound δ = 9/10 [22].
Numerically we observe δ ≈ 0.64 using a larger energy range
than in Ref. [22], where δ ≈ 0.87 was found.
This paper is organized as follows. In Sec. II we review
the fictitious integrable system approach, derive a prediction
for the decay rates of bouncing-ball modes, and compare
the results to numerically determined rates. As examples we
consider the ergodic stadium billiard and the cosine billiard at
parameters, where no regular motion is visible in phase space.
In Sec. III we use the prediction of decay rates to determine
the number Nbb(E) of bouncing-ball modes and compare the
results to the literature [21,22]. A summary is given in Sec. IV.
II. COUPLING OF BOUNCING-BALL MODES
For the analysis of the coupling of bouncing-ball modes to
the chaotic sea we use the analogy to systems with a mixed
phase space. There the coupling of regular and chaotic modes is
caused by dynamical tunneling [28], which quantum mechan-
ically connects the classically separated regular and chaotic
regions. The billiards studied in this paper have no regular
islands in phase space. However, there is a region surrounding
the marginally stable bouncing-ball orbits which acts like a
regular island, whose border is energy dependent such that
its area semiclassically goes to zero [21]. For this situation
we apply the fictitious integrable system approach [23,24] to
predict the couplings of bouncing-ball modes to the chaotic
sea. Whether this coupling occurs due to dynamical tunneling
as in mixed systems, or due to classically allowed transitions,
e.g., through partial barriers, or some other mechanism is an
open question that we do not address in this paper.
A. The fictitious integrable system approach
We first give a brief review of the fictitious integrable system
approach [24] which was previously used to determine regular-
to-chaotic tunneling rates in systems with a mixed phase space
[23–27]. Here it is applied in order to predict couplings of
bouncing-ball modes in chaotic billiards. The main idea of the
fictitious integrable system approach is the decomposition of
Hilbert space into two parts, which correspond to the bouncing-
ball modes (regular subspace) and to the remaining chaotic
modes (chaotic subspace). Such a decomposition can be found
by introducing a fictitious integrable system Hreg. This system
has to be chosen such that its classical dynamics is integrable
and contains the marginally stable bouncing-ball motion of
the chaotic billiard. Quantum mechanically, the eigenstates
|ψmnreg 〉 of Hreg, Hreg|ψmnreg 〉 = Emnreg |ψmnreg 〉, closely resemble the
bouncing-ball modes of the chaotic billiard and are used as a
basis for the regular subspace. The regular modes |ψmnreg 〉 are
characterized by two quantum numbers m and n, where m
describes the quantization along the bouncing-ball orbits and
n perpendicular to them. They localize on quantizing tori of
Hreg, and decay beyond. This decay is the decisive property
of |ψmnreg 〉, which have no chaotic admixture, in contrast to
bouncing-ball modes in a chaotic billiard. Two choices for the
system Hreg will be discussed in Sec. II B.
Introducing a basis |ψch〉 in the chaotic subspace, the
coupling matrix element of one regular mode |ψmnreg 〉 and a
chaotic mode |ψch〉 is given by
vch,mn = 〈ψch|H |ψmnreg 〉. (2)
The disadvantage of these couplings vch,mn is their dependence
on the size of the chaotic region via the normalization of
the chaotic modes |ψch〉. A better suited quantity, that is
not affected by such changes, is the decay rate γ . Under
variation of the billiard boundary far away from the rectangular
bouncing-ball region it is unique for each regular state |ψmnreg 〉.
From the couplings vch,mn the decay rate is obtained with
Fermi’s golden rule
γmn = 2π〈|vch,mn|2〉ρch. (3)
Here we average over the modulus squared of the fluctuating
coupling matrix elements vch,mn of one particular regular mode
and different chaotic modes of similar energy. The chaotic
density of states is approximated by the leading Weyl term
ρch ≈ A/(4π ), in which A denotes the area of the billiard.
To illustrate the decay rates γ one may consider a regular
state |ψmnreg 〉 concentrating close to the marginally stable
bouncing-ball orbits which is coupled to a continuum of
chaotic states. Its decay ∼e−γmnt is characterized by the rate
γmn. For systems with a finite phase space this exponential
decay occurs at most up to the Heisenberg time τH = 2π/,
where  is the mean level spacing. Alternatively, the decay
rates are the inverse of the lifetimes of resonances in a
corresponding open system, which can be obtained, e.g., by
adding an absorbing region in the chaotic component of phase
space far away from the bouncing-ball region.
B. Integrable approximations
In the following we predict decay rates γ of bouncing-ball
modes with Eqs. (2) and (3). For this we construct a fictitious
integrable system Hreg, whose eigenstates |ψmnreg 〉 resemble the
bouncing-ball modes of the chaotic billiard. Two approaches
will be presented below. The first uses adiabatic modes, which
approximate the bouncing-ball modes quite well, but have to
be evaluated numerically. The second approach uses modes of
the rectangular billiard, which are given analytically, but turn
out to be a good approximation for the bouncing-ball modes
of the cosine billiard only.
1. Adiabatic-mode approximation
In order to construct modes which approximate the
bouncing-ball modes of a billiard we use the adiabatic
016210-2
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separation ansatz [10]
ψmnreg (x,y) = ϕm(y; x)χmn(x) (4)
with
ϕm(y; x) =
√
2
h(x)
sin
(
mπy
h(x)
)
, (5)
where h(x) is the height of the billiard at x with h(0) = h.
Equation (4) is close to a separation ansatz but ϕm weakly de-
pends on x in order to satisfy the Dirichlet boundary condition
on ∂. The functions ϕm accounts for the quantization of the
fast bouncing-ball motion in the y direction. The slow motion
in the x direction is quantized by demanding that χmn fulfills
the 1D Schrödinger equation [10],
−χ ′′mn(x) + m2V (x)χmn(x) = emnχmn(x), (6)
which we solve numerically. Here the effective potential is
m2V (x) with
V (x) = π
2
h(x)2
− π
2
h2
(7)
and the eigenvalues are denoted by emn. From emn one
obtains approximate eigenvalues of the bouncing-ball modes
Emnreg = m2π2/h2 + emn. The ansatz, Eq. (4), exactly satisfies
the Schrödinger equation inside the rectangular region of the
billiard. Outside of the rectangular region this is only approxi-
mately true. There the functions χmn(x) will eventually decay
exponentially, as the effective potential m2V (x) becomes very
steep for large m.
The adiabatic modes show good agreement to the bouncing-
ball modes of the stadium and the cosine billiard if n  m; see
Figs. 2(a)–2(d). In particular the bouncing-ball modes are well
reproduced in the region x ≈ w, where the rectangular region
ends. Note that small deviations arise for modes with large n,
in particular for the stadium billiard (not shown). However,
(a)
Eigenstate
(b)
(c)
Adiabatic
mode
(d)
(e)
Rectangle
mode
(f)
FIG. 2. (Color online) Comparison of bouncing-ball modes of (a)
the cosine billiard with quantum number (23,4) and (b) the stadium
billiard with quantum number (23,5) to the corresponding adiabatic
modes [(c), (d)] and to the rectangle modes [(e), (f)]. The adiabatic
modes (c) and (d) closely resemble the bouncing-ball modes (a)
and (b), respectively. The rectangle mode (e) closely resembles the
bouncing-ball mode (a) of the cosine billiard, while for the stadium
billiard the rectangle mode (f) fails to reproduce the bouncing-ball
mode (b).
these modes strongly couple to chaotic modes and thus do not
contribute to the counting function in Sec. III.
We now predict decay rates of bouncing-ball modes using
the adiabatic modes |ψmnreg 〉. Replacing the coupling matrix
elements vch,mn in Eq. (3) by Eq. (2) we find for the decay
rates
γmn = 2πρch
N
〈ψmnreg |H
( ∑
ch,E
|ψch〉〈ψch|
)
H |ψmnreg 〉 (8)
= 2πρch
N
∥∥Pch,EH |ψmnreg 〉∥∥2. (9)
To obtain Eq. (8) we express the average in Eq. (3) by a
sum over all chaotic states |ψch〉 in an energy interval E
around the energy Emnreg of the adiabatic mode and N is the
number of chaotic states in this energy interval. The term∑
ch,E |ψch〉〈ψch| in Eq. (8) is equal to a projector Pch,E
onto the chaotic subspace in the considered energy interval. We
approximate this projector using the adiabatic modes |ψmnreg 〉,
Pch,E ≈ PE
(
1 −
∑
m′n′
|ψm′n′reg 〉〈ψm
′n′
reg |
)
. (10)
Here PE projects onto the energy interval [Emnreg −
E/2,Emnreg + E/2]. The choice m′  n′ for the sum ensures
that Pch,E projects onto the phase-space component with
kx/h  ky/w, which excludes the bouncing-ball region but
also parts of the surrounding chaotic region. This choice
will underestimate the decay rates slightly. However, a more
precise projection would require an a priori knowledge of the
energy-dependent border between the bouncing-ball region
and the chaotic region. Using Eq. (10) in Eq. (9) the decay
rates are determined by
γmn = A
2N
∥∥∥∥∥PEH |ψmnreg 〉 −
∑
(m′,n′)∈E
vm′n′,mn|ψm′n′reg 〉
∥∥∥∥∥
2
, (11)
where
vm′n′,mn = 〈ψm′n′reg |H |ψmnreg 〉 (12)
and ρch ≈ A/(4π ) has been used. In order to numerically
evaluate the term PEH |ψmnreg 〉 in Eq. (11) we expand the
state |ψmnreg 〉 in the eigenbasis |ψl〉 of H in the energy inter-
val [Emnreg − E/2,Emnreg + E/2] such that PEH |ψmnreg 〉 =∑
E clEl|ψl〉, where cl = 〈ψl|ψmnreg 〉. With this procedure
Eq. (11) can be evaluated numerically for all bouncing-ball
modes of quantum number (m,n). We find good agreement to
numerically determined rates for the cosine and the stadium
billiard; see Sec. II C.
2. Rectangle-mode approximation
While the approach for the determination of decay rates
presented in the last section is applicable for any billiard with
a rectangular bouncing-ball region, an analytical result is not
available. In order to find such an analytical result we now
approximate the bouncing-ball modes by the eigenstates |ψmnreg 〉
of a rectangular billiard and construct the chaotic states |ψch〉
entering in Eq. (2) by a random-wave model [29]. As chaotic
states |ψch〉 modeled in this way are not orthogonal to the
016210-3
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regular states |ψmnreg 〉, Eq. (2) has to be modified (see Sec. II A
in Ref. [24]), which leads to the approximation
vch,mn = 〈ψch|H − Hreg|ψmnreg 〉. (13)
The simplest approximation of a rectangular bouncing-ball
region of width w and height h is given by the rectangular
billiard of the same width and height. We now use this
billiard as the fictitious integrable system Hreg in Eq. (13).
Its eigenstates in position representation are given analytically
by
ψmnreg (x,y) =
2√
wh
sin
(
nπx
w
)
sin
(
mπy
h
)
(14)
with eigenenergies Emnreg = π2m2/h2 + π2n2/w2. Note that
these rectangle modes ψmnreg (x,y) are zero for x  w, while the
bouncing-ball modes of chaotic billiards will typically extend
into this region. Hence, the rectangle modes will only be an
approximation of the true eigenstates of the billiard. Figure 2
shows that the rectangle modes are good approximations for
the bouncing-ball modes of the cosine billiard, which has a
corner of angle π/2 at x = w, but not for the bouncing-ball
modes of the stadium billiard, which substantially extend
beyond x = w. As the fictitious integrable system approach
relies on a good approximation of the bouncing-ball modes,
the following prediction of decay rates is expected to apply
only for billiards which have a corner of angle π/2 at x = w,
like the cosine billiard.
When evaluating Eq. (13) an infinite potential difference
arises between the Hamiltonian H of the chaotic billiard and
Hreg of the rectangle, H − Hreg = −∞, for x  w. At the
same time for the rectangle modes ψmnreg (x,y) = 0 holds in
that region, which leads to an undefined product −∞ × 0.
Similar to the approach presented for the mushroom billiard
in Refs. [24,25] we circumvent this problem by introducing a
rectangular billiard which is extended by a finite potential W
at x  w for which in the end the limit W → ∞ is taken. This
leads to
vch,mn =
∫ h
0
dy ψch(x = w,y) ∂xψmnreg (x = w,y). (15)
For completeness we now give the derivation of Eq. (15)
following Refs. [24,25]: We first introduce a rectangular
billiard which is extended by a finite potential W for x  w,
HWreg = p2x + p2y + V (x,y), (16)
V (x,y) =
⎧⎪⎨
⎪⎩
0 for 0 < x < w, 0 < y < h,
W for x  w, 0 < y < h,
∞ otherwise,
(17)
and consider the limit W → ∞ in which the original rectangu-
lar billiard is recovered. For finite W the regular eigenfunctions
ψmnreg,W (x,y) of H
W
reg decay into the region x  w, which is
described by
ψmnreg,W (x,y) = ψmnreg,W (x = w,y)e−λ(x−w). (18)
Here λ depends on W via the Schrödinger equation as
−λ2 + W = EWmn. (19)
Since the derivative of the regular eigenfunctions ψmnreg,W has
to be continuous at x = w we obtain
∂xψ
mn
reg,W (x = w,y) = −λ ψmnreg,W (x = w,y). (20)
This can be used for rewriting Eq. (13) for the coupling matrix
elements
vch,mn = lim
W→∞
∫ w+b
w
dx
∫ h(x)
0
dy ψch(x,y)(−W )ψmnreg,W (x,y)
(21)
= lim
W→∞
∫ w+b
w
dx
∫ h(x)
0
dy ψch(x,y)
W
λ
e−λ(x−w)
× ∂xψmnreg,W (w,y). (22)
The term
W
λ
e−λ(x−w) = W√
W − EWmn
e−
√
W−EWmn(x−w) (23)
reduces in the limit W → ∞ to 2δ(x − w) for x  w, where
we used Eq. (19) and that EWmn remains bounded. This finally
leads to Eq. (15).
Evaluating the coupling matrix elements, Eq. (15), for the
rectangle modes, Eq. (14), gives
vch,mn = (−1)n 2√
wh
nπ
w
∫ h
0
dy ψch(x = w,y) sin
(
mπy
h
)
.
(24)
Therefore the decay rates γmn, Eq. (3), scale with n2.
In order to find the scaling of the decay rates with m
we employ a random-wave model [29] for the chaotic states
ψch(x,y) entering in Eq. (24). Here it is given by
ψch(x,y) = 2√
A
smax∑
s=1
cs sin
(
sπy
h
)
sin(kx,sx + ϕs) (25)
and accounts for the Dirichlet boundary conditions at y = 0
and y = h, but ignores the corner at x = w. Here the cs are
Gaussian-distributed random variables with mean zero and
variance σs = 〈c2s 〉. The phases ϕs are uniformly distributed in
[0,2π ), kx,s =
√
Emnreg − π2s2/h2, and smax = (h/π )
√
Emnreg .
Furthermore we define ky,s = πs/h and the angles αs =
arctan(ky,s/kx,s). These angles are not equidistributed on
[0,π/2]; see Fig. 3. To approximate an equidistribution of
directions we compensate this by appropriate weights σs , with∑smax
s=1 σs = 1. A natural choice is given by assigning to each
σs half of the size of the adjacent angular intervals
σs = 1
π/2
⎧⎪⎨
⎪⎩
(αs+1 − αs−1)/2, 1 < s < smax,
π/2 − (αsmax + αsmax−1)/2, s = smax,
(α1 + α2)/2, s = 1;
(26)
see Fig. 3.
Using Eq. (25) in Eq. (24) the y integration over the two
sine functions gives δsmh/2 such that
vch,mn = (−1)n 2√
wh
nπ
w
h√
A
cm sin(kx,mw + ϕm). (27)
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kx
ky
ky,1
ky,smax
αs
FIG. 3. (Color online) Illustration of the discrete directions
contributing to the random-wave model, Eq. (25), in k space at energy
Emnreg (black quarter circle) with m = 10 and n = 2. While the wave
numbers ky,s are equispaced, the wave numbers kx,s as well as the
angles αs are not equispaced. The angular regions around each αs are
marked by gray lines and the one for αsmax is shaded.
We now determine the decay rates with Eq. (3) using an
ensemble average of the modulus squared of the coupling
matrix elements given by Eq. (27). This results in
γmn = π
2h
w3
n2σm, (28)
which contains the weight σm. In order to find the weight σm
from Eq. (26) we have to evaluate smax. One finds smax =
m for small enough n <
√
2(m + 1/2)l/h following from
(h/π )
√
Emnreg < m + 1. We now perform a first-order expansion
of the angles αm in Eq. (26) for large m and restrict to even
smaller n  √m. We obtain
σm ≈
√
2
π
1√
m
(29)
leading to our final result
γmn =
√
2πh
w3
n2√
m
, (30)
which predicts the decay rates of bouncing-ball modes
characterized by the quantum numbers m and n to the
chaotic sea for n  √m. For increasing m the decay rates
decrease like a square root while for increasing n they increase
quadratically.
The power-law decrease of the decay rates for constant n
and increasing m is in contrast to the exponential decrease
found for direct regular-to-chaotic tunneling rates in mixed
systems, as in the mushroom billiard [25,30] and in quantum
maps [23,31–33]. The decreasing decay rates for fixed n
lead to decreasing couplings vch,mn, see Eq. (3), between
the bouncing-ball modes and chaotic modes compared to the
mean level spacing . This implies for large enough m the
semiclassical existence of the bouncing-ball mode (m,n). Note
that the prediction, Eq. (30), only depends on the rectangular
bouncing-ball region but not on the other regions of the
considered billiard. Hence, it is the same for each billiard
studied in this paper. However, it can only be applied if the
rectangle modes closely resemble the bouncing-ball modes.
This is the case for the cosine billiard but not for the stadium
billiard; see Sec. II C for the comparison of Eq. (30) to
numerically determined rates.
C. Applications
We now evaluate Eqs. (11) and (30) for the decay rates of
bouncing-ball modes, as discussed in Sec. II B, and compare
the results to numerically determined decay rates for specific
example systems. We choose the desymmetrized cosine
billiard with w = 1, h = 0.6, b = 0.2, h(x) = h arccos[2(x −
w)/b − 1]/π for x > w, and label this billiard by Bc. Further-
more we consider the desymmetrized stadium billiard with
w = 1, h = 0.6, h(x) =
√
h2 − (x − w)2 for x > w, and label
this billiard by Bs .
For the evaluation of Eq. (11) the energy interval E
has to be specified. We choose E ≈ 100 with mean level
spacing . Note that for small energy intervals E < 20 the
results of Eq. (11) show strong fluctuations, as the adiabatic
states cannot be properly expanded in the eigenbasis of
H . For E > 20, however, the results show only small
changes.
In order to calculate decay rates numerically we determine
the spectrum of the stadium and the cosine billiard, using the
improved method of particular solutions [34], under variation
of parts of the billiard boundary: For the cosine billiard we
vary the width of the cosine part b around b = 0.2 and for
the stadium we vary w around w = 1. For small variations
of these parameters the eigenvalues of the bouncing-ball
modes remain almost unaffected while the eigenvalues of
the chaotic states show strong variations, due to the changing
density of chaotic states. Analyzing up to 30 avoided crossings
Ech,mn = 2vch,mn of a given bouncing-ball mode ψmn with
chaotic states we deduce the decay rate from Fermi’s golden
rule [24,25],
γmn = 18 〈|Ech,mn|2A〉. (31)
Here we average over all numerically determined widths
Ech,mn and the corresponding billiard areas A.
In Fig. 4(a) we show for the cosine billiard Bc numerical
rates (dots) compared with the prediction of Eq. (11), using the
adiabatic modes (solid lines), and Eq. (30), using the rectangle
modes (dashed lines). We consider bouncing-ball modes with
horizontal quantum number n = 1,2 and increasing vertical
quantum number m. We find very good agreement with
deviations smaller than a factor of two for both predictions.
The numerical rates and the results of Eq. (11) follow the power
law γ ∼ m−1/2 predicted by Eq. (30). This confirms that for
the cosine billiard the adiabatic modes as well as the rectangle
modes sufficiently well approximate the bouncing-ball modes,
as seen in Figs. 2(a), 2(c), and 2(e). Note that also for the
desymmetrized Sinai billiard [7] both predictions agree with
numerical rates (not shown). It also has a corner of angle π/2 at
x = w, such that the rectangle and the adiabatic modes closely
resemble its bouncing-ball modes.
Figure 4(b) shows the decay rates for the stadium billiard Bs
for n = 1,2 and increasing m. We compare the numerical rates
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FIG. 4. (Color online) Decay rates of bouncing-ball modes for
(a) the cosine billiard Bc and (b) the stadium billiard Bs . For the
quantum numbers n = 1,2 and increasing m we compare numerical
rates (dots) to the results of Eqs. (11) (solid lines) and (30) (dashed
lines) on a double-logarithmic scale. The insets in (a) and (b) show
the bouncing-ball modes of quantum number (7,1) and (39,2).
(dots) to the prediction of Eq. (11) (solid lines) and Eq. (30)
(dashed lines). Here, the average behavior of the fluctuating
numerical rates agrees with the prediction of Eq. (11). As for
the cosine billiard this prediction seems to follow a power
law for large m, however, with an exponent smaller than
−1/2, close to −1. As expected, Eq. (30), based on the
rectangle modes, does not reproduce the numerical rates,
showing deviations by a factor of 10. These deviations arise
as the rectangle modes do not agree well enough with the
bouncing-ball modes of the stadium billiard, in contrast to
the adiabatic modes used in Eq. (11); see Figs. 2(b), 2(d), and
2(f). Note that the small fluctuations in the prediction arise due
to the numerical evaluation of Eq. (11) and might be related
to the chosen projector Pch,E . The large fluctuations in the
numerically determined rates could be caused by additional
couplings of the bouncing-ball modes to scars concentrating
on unstable periodic orbits, which is left for future studies.
In Fig. 5 we show numerically determined decay rates and
the two predictions, Eqs. (11) and (30), for bouncing-ball
n
γ
(b)
0.01
0.1
1
10
1 2 4 8n
γ
(a)
1
10
1 2 4 8
FIG. 5. (Color online) Decay rates of bouncing-ball modes for (a)
the cosine billiard Bc and (b) the stadium billiard Bs . For the quantum
numbers m = 30 and n = 1,2, . . ., we compare numerical rates (dots)
to the results of Eqs. (11) (solid lines) and (30) (dashed lines) on a
double-logarithmic scale. The insets show the bouncing-ball modes
of quantum number (a) (30,4) and (b) (30,6).
modes with fixed quantum number m = 30 and increasing
n. For both the cosine and the stadium billiard we find good
agreement between the numerical rates and Eq. (11) using
the adiabatic modes. Equation (30), based on the rectangle
modes, is valid only for the cosine billiard as discussed before.
For increasing n the decay rates increase almost quadratically,
γ ∼ n2, for both of the billiards, as found in Eq. (30).
III. COUNTING BOUNCING-BALL MODES
We now study and predict the number of bouncing-ball
modes Nbb(E) up to energy E for a billiard with a rectangular
region. Due to the quantum ergodicity theorem [16] in an
ergodic billiard the ratio of Nbb(E) to the total number of
eigenstates N (E) goes to zero in the semiclassical limit,
Nbb(E)/N (E) → 0. In addition the number of bouncing-ball
modes should increase at least as
√
E, which gives the number
of states concentrating on a one-dimensional line. Hence, one
expects for the number of bouncing-ball modes
Nbb(E) = αEδ + · · · (32)
with exponent 1/2  δ < 1 and prefactor α. Here we neglect
higher order terms which contain powers of the energy smaller
than δ.
Note that in Ref. [35] the boundary contribution ∼√E
of Eq. (32) has been determined for subsets of eigenstates
in billiards. For the bouncing-ball modes in the billiards
considered in this paper this boundary contribution suggests
the additional term −h/(4π )√E. As we are not dealing with
a regular region around a fixed point but an energy-dependent
region around the line of marginally stable bouncing-ball
orbits, we expect the boundary contribution −2h/(4π )√E.
However, it will not be considered in the following, as we are
interested in the leading term only.
A. Counting using overlap with adiabatic modes
First we count the number of bouncing-ball modes Nbb(E)
in the cosine and the stadium billiard numerically. For this
purpose we calculate their first ≈3000 eigenstates |ψl〉 and
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FIG. 6. (Color online) Number of bouncing-ball modes Nbb(E)
for (a) the cosine billiard Bc and (b) the stadium billiard Bs . We
compare the results using the overlap criterion (black staircase
functions) and the prediction using the decay rates (gray staircase
functions) to power laws with exponent (a) δ = 5/8 and (b) δ = 3/4
(red dashed lines) on a double-logarithmic scale. In (a) we show in
addition a power law with exponent δ = 9/10 (dotted line) [22]. The
insets show the results using the overlap criterion on a linear scale
compared to Eq. (32) fitted for E > 10 000 (red dashed lines). We
find δ = 0.64, α = 0.196 in (a) and δ = 0.73, α = 0.112 in (b).
eigenvalues El using the improved method of particular
solutions [34]. We then determine the overlap
W = |〈ψl|ψmnreg 〉|2 (33)
of each eigenstate |ψl〉 with the adiabatic approximations
|ψmnreg 〉 of the bouncing-ball modes. If |ψl〉 has an overlap
W > 1/2 with an adiabatic mode with m  n we consider
|ψl〉 as a bouncing-ball mode of the system. Counting the
number of these modes gives a numerical estimate of Nbb(E).
In Figs. 6(a) and 6(b) the results (black staircase functions)
for the cosine and the stadium billiard are shown, respectively,
on a double-logarithmic scale. For large energies the data
follow in both cases a power law for the number of bouncing-
ball modes, as expected from Eq. (32). Note that varying the
cutoff W = 1/2 in [0.5,0.6] changes the prefactors α but not
the exponents δ (not shown).
Specifically for the stadium billiard one expects δ = 3/4
[21,22]. In Fig. 6(b) we show the function Nbb(E) = 0.13E3/4
(red dashed line), which on a double-logarithmic scale has
the same slope as the numerical data. In the inset we fit an
exponent δ ≈ 0.73 to the data which is close to δ = 3/4.
For the cosine billiard δ = 9/10 was obtained as an upper
bound and δ ≈ 0.87 was observed numerically [22]. However,
in Fig. 6(a) the data are best fitted by an exponent δ ≈ 0.64 (red
dashed line in the inset). In order to resolve this contradiction
we also studied the cosine billiard used in Ref. [22] with
parameters h = 1, w = 2, and b = 1 (not shown). In Ref. [22]
numerical data for Nbb(E) is presented which is well described
by Nbb(E) = αEδ + β with an exponent δ ≈ 0.87 and a
constant offset β. For the identification of the bouncing-ball
modes a visual selection is performed and states up to energy
E = 8400 are considered. If we use the overlap criterion with
W > 1/2 for this cosine billiard and consider states up to
energy E = 20 000 we obtain an exponent δ ≈ 0.64. Also a
visual selection over this larger energy range gives an exponent
δ ≈ 0.7. Hence, we conclude that the smaller energy interval
used in Ref. [22] is not sufficient to find the asymptotic scaling
exponent.
B. Counting using decay rates
In Refs. [36,37] the criterion γmn < 1/τH has been found
to describe the existence of regular states for systems with
a mixed phase space. It compares the decay rates γmn to the
Heisenberg time τH = h/ = 2π/. Here we apply a similar
criterion to predict the number of bouncing-ball modes in a
billiard, using the results (11) and (30) for the decay rates
derived in Sec. II.
From Eq. (3) we obtain the average coupling v̄mn of a
bouncing-ball mode to the chaotic sea,
v̄mn =
√
γmn
2πρch
. (34)
If this coupling v̄mn is much smaller than , on average the
bouncing-ball mode weakly couples to the chaotic modes such
that it is visible. If the coupling is much larger than , on
average the bouncing-ball mode couples strongly to many
chaotic modes such that it is not visible. In between these two
limiting cases there is a smooth transition, which was studied
in Ref. [37] for systems with a mixed phase space. In order to
count the number of bouncing-ball modes we approximate
this smooth transition by a sharp condition. The criterion
γmn < 1/τH would lead to the condition v̄mn < /(2π ). It
is very strict in the sense that it only allows for very small
couplings between the bouncing-ball modes and the chaotic
modes. Approximately in the middle of the transition we find
the condition
v̄mn <

2
, (35)
which we use in the following for counting the number of
bouncing-ball modes.
We now calculate the average coupling v̄mn for all bouncing-
ball modes up to energy E with Eq. (34), using the decay
rates γmn from Eq. (11). We then count the number of those
modes which fulfill the condition (35). The results are shown in
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Fig. 6(a) for the cosine billiard and in Fig. 6(b) for the stadium
billiard as gray staircase functions. For the stadium billiard
we obtain the exponent δ ≈ 0.76 close to δ = 3/4 [21,22] and
for the cosine billiard we find δ ≈ 0.63. Note that changing
the condition (35) to v̄mn < /(2π ) changes the prefactor α
but not the exponent δ for the examples we considered (not
shown).
In order to obtain an analytical prediction of Nbb(E) for
the cosine billiard we use the result for the decay rates γmn,
Eq. (30). Together with Eq. (34), condition (35) is fulfilled by
all bouncing-ball modes with
n <
√
π
2
√
w3√
2πh
m1/4. (36)
For large m this complies with the restriction n  √m used
in the derivation of Eq. (30). For the determination of Nbb(E)
one now has to count all states of quantum number (m,n) for
which Eq. (36) is fulfilled and Emnreg = π2m2/h2 + π2n2/w2 <
E. This sum can be approximated by an integral, where we
integrate the right-hand side of Eq. (36) over m in the interval
[0,mmax] and approximate mmax ≈
√
Eh/π . This finally gives
for the number of bouncing-ball modes
Nbb(E) ≈ αE5/8 (37)
with the constant α = 4w3/2h3/4√π/2/(5 × 21/4π7/4).
Equation (37) gives the exponent δ = 5/8 [red dashed line in
Fig. 6(a)]. It is close to the exponents δ ≈ 0.64 and δ ≈ 0.63
which were obtained using the overlap criterion and the decay
rates from Eq. (11), respectively. Even the prefactor α ≈ 0.34
agrees roughly with the fitted value α ≈ 0.2. Note that Eq. (37)
is only valid for billiards with a confining corner at x = w, as
in the cosine billiard, because otherwise Eq. (30) for the decay
rates cannot be applied, as in the case of the stadium billiard.
IV. SUMMARY
In this paper we study the couplings of bouncing-ball
modes to chaotic modes in two-dimensional billiards and
use these couplings to count the number of bouncing-ball
modes. In Sec. II we apply the fictitious integrable system
approach [23,24] to predict decay rates γmn, which describe
the initial decay of bouncing-ball modes into the chaotic
sea. Using the adiabatic modes as approximate bouncing-ball
modes we evaluate Eq. (11) and find agreement to numerical
rates for the cosine and the stadium billiard. For the cosine
billiard, which has a corner of angle π/2 at x = w, we
evaluate the fictitious integrable system approach analytically
using the eigenstates of the rectangular billiard as approximate
bouncing-ball modes. This leads to Eq. (30) which shows
excellent agreement with numerical rates. As a result we
find that the decay rates of bouncing-ball modes of constant
quantum number n decrease as a power law with increasing
energy.
In Sec. III we use the results on the decay rates in order
to count the number of bouncing-ball modes Nbb(E) ∼ Eδ
up to energy E. For the stadium billiard we recover the
exponent δ = 3/4 [21,22]. For the cosine billiard we find
δ ≈ 0.64. Using the analytical result Eq. (30) for the decay
rates we derive δ = 5/8, which is in agreement with our
numerics and well below the previously predicted upper bound
δ = 9/10.
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Spectra of quantum systems whose classical dynamics
are either regular or chaotic usually show universal statis-
tical properties. This fascinating relation between classical
motion and quantum spectra is demonstrated in Ref. [1],
where it was argued that the spectra of generic regular
systems show Poissonian statistics. In contrast, spectral
correlations of classically chaotic systems can be described
by random matrix theory [2,3]. A justification of this
conjecture was given in terms of periodic orbit theory
[4–6]. The nearest-neighbor level-spacing distribution
PðsÞ is of central importance to the study of universal
spectral properties [7–9]. Results from these studies are
of broad interest for applications in, e.g., solid state physics
[10], mesoscopic physics [11], cold atom physics [12], and
atomic as well as acoustic physics [13].
The spacing distribution of generic Hamiltonian systems
has been the subject of an active debate over the last
decades [14–22]. These systems show a mixed phase
space, where disjoint regions of either regular or chaotic
motion coexist [see Fig. 1]. Assuming statistically inde-
pendent subspectra corresponding to regular and chaotic
regions in phase space, Berry and Robnik computed the
level-spacing distribution of mixed systems [14]. In con-
trast to the predicted level-clustering behavior, PðsÞ> 0 at
s ¼ 0, numerically a fractional power-law distribution
PðsÞ / s (1)
for small spacings s with exponent  2 ½0; 1 was ob-
served [15,16]. Qualitatively this behavior may be de-
scribed by the Brody distribution [23,24], as recently
discussed in Refs. [10,11]. Yet, this approach involves a
free fitting parameter which is not related to any physical
property of the system.
Dynamical tunneling [17,25–30] plays an important role
for the level-spacing distribution, as it weakly couples
regular and chaotic states and thus enlarges small spacings
between the corresponding levels. In Refs. [19–22] a phe-
nomenological coupling strength between regular and cha-
otic states was introduced, while in Refs. [17,18] a fit-free
prediction of the level-spacing distribution was given.
However, these results do not explain the numerically
observed power-law distribution, Eq. (1).
In this Letter we show that a fractional power-law dis-
tribution universally arises over a wide range of small
spacings because tunneling rates from different regular
FIG. 1 (color online). Level-spacing distribution PðsÞ at heff ¼
1=100 of the standard map [36], with the classical phase space
shown in the inset. We compare the numerical data [(green)
histogram] to the analytical prediction, Eq. (4), (black solid line)
and the Berry-Robnik result [14] (black dashed line) (a) on a
linear and (b) on a double-logarithmic scale. The typical cou-
plings 2vm (triangles) mark the power-law regime [straight (red)
line]. Below the smallest typical coupling 2v0 one finds linear
level repulsion.
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states range over many orders of magnitude. We give an
analytical prediction of the level-spacing distribution,
which is in excellent agreement with numerical data of a
modified standard map [see Fig. 1] and a designed kicked
system [see Fig. 2]. Moreover, we demonstrate that the
power-law exponent  scales like  / heff . For the small-
est spacings below the power-law regime, our result recov-
ers the well-known linear level repulsion [8].
As model systems we study kicked systems described
by the Hamiltonian ~Hðq; pÞ ¼ TðpÞ þ VðqÞPn2Zðt nÞ
[31]. By a stroboscopic view at integer times one gets an
area-preserving map on the two torus. The relative areas of
the regular and chaotic regions in phase space are denoted
by r and c ¼ 1 r. The map is quantum mechanically
given by a unitary operator U on a Hilbert space of dimen-
sion N with effective Planck constant heff ¼ 1=N. The
semiclassical limit is approached as heff ! 0. Solving the
eigenvalue equation Ujni ¼ ein jni yields N eigenphases
n with eigenvectors jni. According to the semiclassical
eigenfunction hypothesis [32–34] one expects Nr  rN
regular states as well as Nc  cN chaotic states. The
unfolded spacings are sn ¼ ðnþ1 nÞN=ð2Þ for
phases n which are ordered by increasing size.
In order to study the influence of dynamical tunneling on
spectral statistics we consider the standard map [35] which
is the paradigmatic kicked system. We use parameter
values for which it has one large regular island. To obtain
significant statistics for small spacings we consider an
ensemble of modified standard maps, where the regular
island is preserved, while the chaotic dynamics is varied.
Thus, the regular levels and the tunneling rates remain
essentially unchanged, while the chaotic levels are strongly
varied. This is realized by varying the kicking potential
VðqÞ in the chaotic part [36]. Moreover, since partial
barriers in the chaotic region may affect spectral statistics
beyond dynamical tunneling [26], we remove their influ-
ence by the above choice of the kicking potential.
Numerically, we focus on the heff regime with few regular
levels (e.g., Nr ¼ 6), as semiclassically (Nr ! 1) the
influence of tunneling on spectral statistics becomes less
pronounced. We find a power-law distribution for PðsÞ at
small s [see Fig. 1]. This behavior is also observed for
another ensemble of kicked systems [37] [see Fig. 2].
We model the spectral statistics of systems with a mixed
phase space by considering a random matrix Hamiltonian
H which contains regular levels "r and chaotic levels "c on
its diagonal. These levels are coupled by off-diagonal
elements vm;j, which account for tunneling contributions
between the mth regular and the jth chaotic state. H is
scaled such that the mean level spacing is unity and can be
chosen real and symmetric for time-reversal invariant sys-
tems. The regular levels "r are semiclassically determined
by the torus structure of the regular island [31]. Since Nr
is small, they do not show the Poissonian behavior assumed
in Refs. [18,19,22]. The chaotic levels "c behave like
eigenphases of a random matrix from the circular
orthogonal ensemble [7]. Here we assume that there are
no additional phase-space structures within the chaotic
region. The coupling matrix elements vm;j are modeled
by independent Gaussian random variables with zero
mean. The standard deviation vm of vm;j does not depend
on the chaotic state j but is specific for each regular statem.
In particular vm is smaller for states m which quantize
closer to the center of the regular island,
v0 < . . .< vNr1. The typical coupling vm is related to
the tunneling rate m of the mth regular state by
vm ¼ N2
ffiffiffiffiffiffi
m
Nc
s
; (2)
which follows from the dimensionless form of Fermi’s
golden rule in kicked systems [38]. Hence, we model the
probability density PðvÞ of all couplings by
PðvÞ ¼ 1
Nr
XNr1
m¼0
1ffiffiffiffiffiffi
2
p
vm
eðv2=2v2mÞ: (3)
The tunneling rates m are parameters of the random
matrix model which can either be determined numerically
or analytically, e.g., using the fictitious integrable system
approach [28,30]. Since the tunneling rates m vary over
many orders of magnitude, the typical couplings vm em-
brace a wide range on a logarithmic scale [see the triangles
in Fig. 1]. Hence, in contrast to previous studies [18,19,22]
PðvÞ is not Gaussian but strongly peaked around small
couplings.
In the spirit of the semiclassical eigenfunction hypothe-
sis [32–34] we partition the level-spacing distribution into
three distinct contributions
PðsÞ ¼ prrðsÞ þ pccðsÞ þ prcðsÞ: (4)
Here, prrðsÞ describes the fraction of r r spacings
formed by two regular levels, pccðsÞ the fraction of
c c spacings formed by two chaotic levels, and prcðsÞ
the fraction of r c spacings formed by one regular and
one chaotic level in the superposed spectrum [14,18,22].
We evaluate the three contributions by making the
following assumptions: (i) The spacings of the chaotic
subspectrum of H can be approximated by the Wigner
distribution PcðsÞ ¼ s2c=2eðscÞ2=4 with mean spacing
1=c [2,8]; (ii) consecutive regular levels are separated on
scales larger than the mean level spacing. This is generi-
cally the case if there are less regular than chaotic states
(r < c) and heff is not much smaller than the regular
region r (heff & r). Then one has just a few regular
levels,Nr  r=heff , which are semiclassically determined
by the torus structure of the regular island. The interval
between such consecutive regular levels then typically
contains chaotic levels.
The contribution of zeroth order r c spacings ~s ¼
j"r  "cj to the level-spacing distribution, neglecting cou-
plings between regular and chaotic states, is given by
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pð0Þrcð~sÞ ¼ 2rc exp
ð~scÞ2
4

: (5)
Here c is the probability to have a chaotic level "c in the
distance ~s from the regular level "r,
R1
~s PcðsÞds ¼
exp½ð~scÞ2=4 is the probability to have no further
chaotic level between "r and "c, and 2r is the probability
of a zeroth order r c spacing to contribute to PðsÞ [14].
Dynamical tunneling leads to enlarged r c spacings,
which can be modeled by the 2 2 submatrices of H
"r v
v "c
 
: (6)
This relies on degenerate perturbation theory [18,19] and is
applicable because typically both r r and c c spacings
are large compared to the couplings (vm  1=r;c). From
Eq. (6) we calculate the tunneling improved r c spacings
s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~s2 þ 4v2
p
such that
prcðsÞ ¼
Z 1
1
dv PðvÞ
Z 1
0
d~spð0Þrcð~sÞðs
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~s2 þ 4v2
p
Þ:
(7)
This expression reflects that r c spacings result from all
possible zeroth order r c spacings ~s and all possible
couplings v, which are described by PðvÞ.
In order to compute the integrals in Eq. (7) we introduce
polar coordinates (s0,’) with ~s ¼ s0 cos’ and 2v ¼ s0 sin’
[19], such thatprcðsÞ ¼ s
R=2
0 d’
Pðs2 sin’Þpð0Þrcðs cos’Þ.
Calculating the remaining integral gives
prcðsÞ ¼ pð0ÞrcðsÞ 1Nr
XNr1
m¼0
~vm
vm
X

s
2~vm

(8)
with XðxÞ ¼ ffiffiffiffiffiffiffiffiffi=2p xex2=4I0ðx2=4Þ, where I0 is the zeroth
order modified Bessel function of the first kind and ~vm ¼
vm=ð1 22cv2mÞ1=2.
The contribution of r r spacings to the level-spacing
distribution is insignificant, due to assumption (ii)
prrðsÞ ¼ 0: (9)
The contribution of c c spacings to PðsÞ is
pccðsÞ ¼ PcðsÞ½1 rs; (10)
where the first factor is the probability of finding a c c
spacing of size s in the chaotic subspectrum of H. The
second factor describes the probability of having no regular
level within this c c spacing, which is valid in the regime
where s is smaller than all r r spacings.
Combining Eqs. (8)–(10) in Eq. (4) gives our prediction
of the level-spacing distribution in the presence of dynami-
cal tunneling. Figures 1 and 2 show that this result is in
excellent agreement with spectral data of our example
systems for s & 1. The small deviations for s * 1 can be
attributed to approximation (i).
Now we derive the fractional power law of PðsÞ, Eq. (1),
in the tunneling regime. Here s is in between the smallest
typical coupling v0 and the largest typical coupling
vNr1. In this regime r r spacings do not contribute
[see Eq. (9)]. Furthermore, the repulsion between chaotic
levels [see Eq. (10)] ensures that c c spacings only have
significant probability for larger spacings and are insignifi-
cant deep in the tunneling regime (s  1). Here, Eq. (5)
reduces to pð0ÞrcðsÞ  2rc which is used together with
~vm  vm in Eq. (8) leading to
PðsÞ  2rc
Nr
XNr1
m¼0
X

s
2vm

: (11)
Xðs=2vmÞ behaves linearly for s < 2vm and reaches a
plateau of unit height for s > 2vm. Hence, one finds linear
level repulsion below the smallest coupling v0 which
would dominate the whole tunneling regime, if only one
typical coupling was present in the system [18,19,22].
However, the vm range over many orders of magnitude.
This leads to an arrangement of the X functions, which
individually behave like a step function, such that PðsÞ
becomes a staircase on a double logarithmic scale [see
Fig. 2]. This staircase resembles a power law, according
to Eq. (1), and its slope is the power-law exponent
  logðNrÞ= logðvNr1=v0Þ: (12)
This explicitly shows that the fractional power-law arises
from typical couplings which range over many orders of
magnitude.
FIG. 2 (color online). Comparison of the level-spacing distri-
bution PðsÞ for the kicked system [37], with the classical phase
space shown in the inset. The numerical data [(green) histo-
grams], the analytical prediction, Eq. (4), (black solid lines), and
the Berry-Robnik result [14] (black dashed line) are shown for
heff ¼ 1=80 (lower curves), heff ¼ 1=120 (middle curves), and
heff ¼ 1=160 (upper curves). The corresponding typical cou-
plings 2vm (triangles, squares, and circles) mark the power-
law regime [straight (red) lines]. The gray solid lines illustrate
contributions from increasing vm by incrementing the upper
summation index in Eq. (11) from 0 to Nr  1 for heff ¼
1=80. This gives rise to a staircase function.
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We now evaluate the scaling of the exponent  under
variations of heff . With Nr ¼ r=heff , vNr1  1, and the
rough estimate v0  expðCr=heffÞ [28,39], we get
 / heff : (13)
This type of scaling behavior, phenomenologically derived
in Ref. [16], is confirmed in Fig. 2 (heff ¼ 1=80, 1=120,
and 1=160), with the almost constant ratio =heff ¼ 26,
24, and 21 for the three cases of heff . This result demon-
strates the inapplicability of the Brody distribution [23,24]
for mixed systems, as it fails to simultaneously describe the
heff-dependent power-law exponent for small spacings and
the fixed Berry-Robnik-type distribution of large spacings
beyond the tunneling regime.
Let us conclude by considering the level-spacing distri-
bution in the semiclassical limit heff ! 0. In this limit
small r r spacings appear such that assumption (ii) is
violated. A generalized derivation shows that the r c
contribution to PðsÞ then still follows a power law with
exponent  ! 0, as in Eq. (13). At the same time the r r
contribution approaches Poisson statistics. In combination
one thus recovers Berry-Robnik statistics in the semiclas-
sical limit.
To summarize, we have demonstrated how the wide
range of dynamical tunneling rates universally leads to a
power-law distribution of PðsÞ at small spacings s. We
expect that this is also the fundamental mechanism which
explains spacing-statistics in mixed systems with more
complicated phase-space structures.
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We study spectral statistics in systems with a mixed phase space, in which
regions of regular and chaotic motion coexist. Increasing their density of
states, we observe a transition of the level-spacing distribution P (s) from
Berry-Robnik to Wigner statistics, although the underlying classical phase-
space structure and the effective Planck constant heff remain unchanged. This
transition is induced by flooding, i.e., the disappearance of regular states due
to increasing regular-to-chaotic couplings. We account for this effect by a
flooding-improved Berry-Robnik distribution, in which an effectively reduced
size of the regular island enters. To additionally describe power-law level re-
pulsion at small spacings, we extend this prediction by explicitly considering
the tunneling couplings between regular and chaotic states. This results in a
flooding- and tunneling-improved Berry-Robnik distribution which is in excel-
lent agreement with numerical data.
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1Institut für Theoretische Physik, Technische Universität Dresden, 01062 Dresden, Germany
2Max-Planck-Institut für Physik komplexer Systeme, Nöthnitzer Straße 38, 01187 Dresden, Germany
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We study spectral statistics in systems with a mixed phase space, in which regions of regular and chaotic motion
coexist. Increasing their density of states, we observe a transition of the level-spacing distribution P (s) from
Berry-Robnik to Wigner statistics, although the underlying classical phase-space structure and the effective Planck
constant heff remain unchanged. This transition is induced by flooding, i.e., the disappearance of regular states
due to increasing regular-to-chaotic couplings. We account for this effect by a flooding-improved Berry-Robnik
distribution, in which an effectively reduced size of the regular island enters. To additionally describe power-law
level repulsion at small spacings, we extend this prediction by explicitly considering the tunneling couplings
between regular and chaotic states. This results in a flooding- and tunneling-improved Berry-Robnik distribution
which is in excellent agreement with numerical data.
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I. INTRODUCTION
The universal relation between the statistics of quantum
spectra and classical mechanics is a fundamental cornerstone
of quantum chaos: For systems with regular dynamics it was
conjectured that spectral statistics show Poissonian behavior
[1]. In contrast, systems with chaotic dynamics should be
described by random matrix theory [2,3], which can be
explained in terms of periodic orbits [4–6]. For generic
Hamiltonian systems with a mixed phase space, in which
disjoint regions of regular and chaotic motion coexist, univer-
sal spacing statistics were obtained by Berry and Robnik [7].
Their derivation is based on the semiclassical eigenfunction
hypothesis [8–10], which states that eigenfunctions of a
quantum system semiclassically localize on those regions in
phase space that a typical orbit explores in the long-time limit.
For regular states in one-dimensional systems this corresponds
to the WKB quantization condition [11,12]∮
Cm
p dq = heff
(
m + 1
2
)
. (1)
It shows that the regular state, labeled by the quantum number
m, localizes on the quantizing torus Cm which encloses the area
heff(m + 12 ) in phase space. On the other hand the semiclassical
eigenfunction hypothesis implies that chaotic states uniformly
extend over the chaotic region of phase space. Assuming that
the disjoint regular and chaotic regions give rise to statistically
uncorrelated level sequences, one obtains the Berry-Robnik
level-spacing distribution [7]; see Fig. 1 (dash-dotted lines).
The assumption of uncorrelated regular and chaotic level
sequences does not hold in the presence of dynamical tunneling
[13–26], which quantum mechanically couples regular and
chaotic states. If such tunneling couplings are small, regular
eigenstates will typically have tiny chaotic admixtures and
vice versa. The influence of such weak couplings on spacing
statistics can be described perturbatively [27–31]. Based on
this description a tunneling-improved Berry-Robnik distri-
bution was derived recently, which explains the power-law
distribution of small spacings in mixed systems [31].
For systems with a large density of states, it is observed
[15,32–36] that a regular WKB state strongly couples to many
chaotic states. As a consequence, the corresponding regular
eigenstate disappears and chaotic eigenstates penetrate into
the regular island, ignoring the semiclassical eigenfunction
hypothesis. This effect is called flooding [33,34]. It causes
the number N fr of regular eigenstates that actually exist
in the regular island to be smaller than the number N scr
expected from the semiclassical eigenfunction hypothesis. In
Refs. [33,34] it was found that in addition to the WKB
P (s)
0
1
0 1 2s
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M = 6765
p
q
. . . . . .
P (s)
(a)
M = 1
p
q
0
1
FIG. 1. (Color online) Level-spacing distribution P (s) of the
model system (see Sec. II) for heff ≈ 1/13. The numerical data
(black histogram) is compared to the flooding-improved Berry-
Robnik distribution (red dashed lines), Eq. (23), as well as to the
flooding- and tunneling-improved Berry-Robnik distribution (green
solid lines), Eq. (29), for system sizes (a) M = 1 (weak flooding)
and (b) M = 6765 (strong flooding); M is introduced in Sec. II A.
For comparison the Wigner distribution (dotted lines) and the Berry-
Robnik distribution (dash-dotted lines) are shown. The insets show
averaged Husimi functions of chaotic eigenstates.
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quantization condition (1) the regular state on the mth
quantizing torus exists only if
γm <
1
τH,c
. (2)
Here, γm is the tunneling rate, which describes the initial
exponential decay of the mth WKB state to the chaotic region.
The Heisenberg time τH,c = heff/c is the ratio of the effective
Planck constant heff and the mean level spacing of the chaotic
spectrum c.
In this paper we study the consequences of flooding on
spectral statistics in systems with a mixed phase space. With
increasing density of states we observe a transition of the
level-spacing distribution from Berry-Robnik [see Fig. 1(a)]
to Wigner statistics [see Fig. 1(b)], although the underlying
classical phase-space structure and heff remain unchanged.
This transition is demonstrated quantitatively for model
systems with a simple phase-space structure, but it is expected
to hold for generic systems with a mixed phase space. In order
to explain the transition, we introduce a flooding-improved
Berry-Robnik distribution which takes into account that only
N fr  N scr regular states survive in the regular region. We find
good agreement with numerical data; see Fig. 1 (red dashed
lines). We unify this intuitive prediction with the tunneling-
improved Berry-Robnik distribution [31], which explicitly
considers the tunneling couplings between regular and chaotic
states. This results in a tunneling- and flooding-improved
Berry-Robnik distribution, which excellently reproduces the
observed transition from Berry-Robnik to Wigner statistics as
well as the power-law level repulsion at small spacings; see
Fig. 1 (green solid lines).
This paper is organized as follows: In Sec. II we introduce
a family of model systems. Their level-spacing distribution is
studied in Sec. III, where we demonstrate the transition from
Berry-Robnik to Wigner statistics numerically and explain it
by the flooding of regular states. We conclude with a summary
in Sec. IV.
II. MODEL SYSTEM
In this section we introduce a family of model systems for
which the consequences of flooding can be studied in detail.
A. Classical dynamics
We consider systems with a mixed phase space where
classically disjoint regions of regular and chaotic motion
coexist. As examples we choose one-dimensional kicked
systems, described by the classical Hamilton function
H (q,p,t) = T (p) + V (q)
∑
n∈Z
δ(t − n), (3)
where T (p) is the kinetic energy and the potential V (q) is
applied once per kicking period. The dynamics of such systems
is determined by the stroboscopic mapping M of the positions
and the momenta (qn,pn) at times t = n just after each kick
[37],
M : (qn+1,pn+1) = (qn + T ′(pn),pn − V ′(qn+1)). (4)
We design the example systems similarly to those in
Refs. [21,23,33,38] by the piecewise linear functions
t ′(p) =
{−1 + s1(p + 1/4) for p ∈ ]−1/2,0[,
+1 − s2(p − 1/4) for p ∈ ]0,1/2[, (5)
v′(q) = −rq − (1 − r)q + 1/2, (6)
where x is the floor function and t ′(p) is periodically
extended. Smoothing the functions t ′(p) and v′(q) with a
Gaussian Gε(z) = exp(−z2/2ε2)/
√
2πε2, one obtains ana-
lytic functions
T ′(p) =
∫ ∞
−∞
dz t ′(z)Gε(p − z), (7)
V ′(q) =
∫ ∞
−∞
dz v′(z)Gε(q − z). (8)
By construction these functions have the periodicity properties
T ′(p + k) = T ′(p), (9)
V ′(q + k) = V ′(q) − k, (10)
for k ∈ Z. This allows to consider the map M on a torus, i.e.,
(q,p) ∈ [−M/2,M/2[ × [−1/2,1/2[ with periodic boundary
conditions and M ∈ N. Due to the choice of T ′(p) and V ′(q),
the dynamics is equivalent in each unit cell of phase space with
q ∈ [k − 1/2,k + 1/2[ and k ∈ Z; see Fig. 2. In the following
we choose the parameters s1 ∈ [5,20], s2 = 2, r = 0.46, and
ε = 0.005 such that each unit cell has a regular island centered
at (q̄k,p̄) = (k,1/4). The area of one such island is Ar ≈ 0.32,
which equals the relative size of the regular region in phase
space.
Since the islands are transporting to the next unit cell in
the positive q direction, i.e., M(q̄k,p̄) = (q̄k+1,p̄), the center
of each island is a fixed point of the Mth iterate of the
map, MM (q̄k,p̄) = (q̄k,p̄). The surrounding chaotic sea has an
average drift in the negative q direction as the overall transport
of the system is zero [39,40]; see Fig. 2. Quantum mechanically
this transport suppresses the localization of chaotic eigenstates.
In our model systems the hierarchical regions around the
regular islands are sufficiently small, and also the effects of
partial transport barriers and nonlinear resonance chains are
irrelevant to the numerical studies.
q
p
(a)
q
. . .
p
. . .
(b)
FIG. 2. (Color online) Phase-space portrait of the model system,
Eq. (4). For one unit cell M = 1 (a) the regular island (red lines) is
embedded in the chaotic sea (blue dots). For systems with M > 1
(b) the phase space consists of M such unit cells side by side. The
arrows indicate the transport in the regular islands and in the chaotic
sea.
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B. Quantization
The quantum system is given by the time-evolution operator
over one period of the driving,
Û = exp
(
− i
h̄eff
V (q̂)
)
exp
(
− i
h̄eff
T (p̂)
)
; (11)
see, e.g., Refs. [12,41,42]. Quantizing the map M on a
two-torus induces the Bloch phases θq and θp [42,43] which
characterize the quasiperiodicity conditions on the torus. The
Bloch phase θp is limited by M(θp + N/2) ∈ Z because of
the periodic boundary conditions, whereas θq ∈ [0,1[ can be
chosen arbitrarily [34,43].
Due to the quantization on a compact torus the effective
Planck constant heff = 2πh̄eff is determined by the number of
unit cells M and the dimension of the Hilbert space N ,
heff = M
N
. (12)
Here N ∈ N is a free parameter of the quantization and
the semiclassical limit is reached for heff → 0. Note that
M and N are chosen by continued fractions of heff =
1/(d + σ ) with σ = (√5 − 1)/2 being the golden mean and
d ∈ N. This ensures that heff = M/N is as irrational as
possible [33]. If M and N were commensurate the quantum
system would effectively be reduced to less than M cells.
In the following we choose d = 12, leading to (M,N ) =
(1,13),(21,265),(610,7697),(6765,85 361), such that the ef-
fective Planck constant is approximately fixed at heff ≈ 1/13.
The eigenvalue equation
Û |φn〉 = eiφn |φn〉 (13)
gives N eigenphases φn ∈ [0,2π [ with corresponding eigen-
vectors |φn〉. For fixed heff it is possible to tune the density
of states by varying M and N , i.e., for increasing M,N with
approximately constant heff = M/N the density of states rises
and flooding becomes more and more prominent, as will be
discussed in Sec. III B. In order to numerically solve the
eigenvalue equation (13) for N > 104 we use a band-matrix
algorithm; see the Appendix.
III. SPECTRAL STATISTICS AND FLOODING
In this section we study the consequences of flooding
on spectral statistics. In Sec. III A we consider the model
systems introduced in Sec. II. Increasing their density of
states (M → ∞) at fixed heff gives the flooding limit for
which we obtain a transition of the level-spacing distribution
P (s) from Berry-Robnik to Wigner statistics. In Sec. III B we
discuss flooding of regular states. Based on this discussion,
we introduce the flooding-improved Berry-Robnik distribution
Pfi(s) in Sec. III C, which intuitively explains how the flooding
of regular states causes the transition from Berry-Robnik to
Wigner statistics. In Sec. III D we unify this prediction with
the results of Ref. [31], leading to the more sophisticated
flooding- and tunneling-improved Berry-Robnik distribution
Pfti(s). This distribution additionally accounts for the effects of
level repulsion between regular and chaotic states. In Sec. III E
we consider three limiting cases in which level repulsion
vanishes. In particular we discuss that the semiclassical limit,
heff → 0 with fixed M , leads to the standard Berry-Robnik
statistics, while Wigner statistics are obtained in the flooding
limit considered in this paper.
A. Spacing statistics of the model system
We investigate the spectral statistics of the model systems
introduced in Sec. II numerically. In order to increase the
statistical significance of the spectral data, we perform en-
semble averages by varying the parameter s1 of the map; see
Eq. (5). This modifies the chaotic dynamics but leaves the
dynamics of the regular region unchanged. Also the Bloch
phase θq is used for ensemble averaging. For the parame-
ters (M,N ) = (1,13),(21,265),(610,7697),(6765,85 361) we
choose 50,50,10,4 equidistant values of s1 in [5,20] and
400,19,10,1 equidistant values of θq in [0,1[, respectively.
For each choice the ordered eigenphases φn give the unfolded
level spacings
sn := N
2π
(φn+1 − φn). (14)
Assuming an uncorrelated superposition of regular and chaotic
subspectra corresponding to disjoint regular and chaotic
regions in phase space, these spacings are expected to follow
the Berry-Robnik distribution [7]. The only relevant parameter
of this distribution is the density of regular states which
semiclassically equals the relative size of the regular region
in phase space, Ar; see Eq. (18). This gives the standard
Berry-Robnik distribution
PBR(s) = d
2
ds2
{
exp(−Ars) erfc
(√
π
2
(1 − Ar)s
)}
. (15)
For purely chaotic systems one has Ar = 0 such that the
Wigner distribution Pc(s) = (πs/2)e−πs2/4 is recovered. For
purely regular systems one has Ar = 1, giving the Poisson
distribution Pr(s) = e−s .
For the model systems introduced in Sec. II, one has
Ar ≈ 0.32, such that Eq. (15) predicts the same level-spacing
distribution for all system sizes M . This is in contrast to
our numerical findings, which show a transition of the level-
spacing distribution from Berry-Robnik to Wigner statistics
with increasing system size M and fixed heff . In Fig. 3
numerical results for the level-spacing distribution of the
model systems are shown as black histograms. For the case
of only one unit cell [Fig. 3(a)] the level-spacing distribution
roughly follows the Berry-Robnik distribution (dash-dotted
line). With increase of the system size to M = 21 unit
cells [Fig. 3(b)] the level-spacing distribution shows global
deviations from the Berry-Robnik distribution. For even larger
system sizes [Figs. 3(c) and 3(d)] we observe a transition to the
Wigner distribution (dotted line). This transition is caused by
flooding of regular states, which we discuss in the following
section.
B. Flooding of regular states
We now show how the number of regular and chaotic states
is modified in the presence of flooding. According to Eq. (1)
each regular state occupies an area heff in phase space. Hence,
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FIG. 3. (Color online) Level-spacing distribution P (s) of the
model system for heff ≈ 1/13. The numerical data (black histograms)
show a transition from the Berry-Robnik distribution (dash-dotted
lines) to the Wigner distribution (dotted lines) with increasing system
size M = 1, 21, 610, and 6765 (a)–(d). These data are compared
to the flooding-improved Berry-Robnik distribution (red dashed
lines), Eq. (23), as well as to the flooding- and tunneling-improved
Berry-Robnik distribution (green solid lines), Eq. (29). The insets
show the same distributions on a double logarithmic scale.
the maximal number of quantizing tori mmax per island is given
by
mmax =
⌊
Ar
heff
+ 1
2
⌋
≈ Ar
heff
(16)
and the quantum number m runs from 0 to mmax − 1. Since
we consider a chain of M islands there are M regular levels
supported by the mth quantizing tori of the M islands. Hence,
we semiclassically expect
N scr = mmaxM ≈ ArM/heff (17)
regular states supported by the M regular islands of size Ar.
The semiclassically expected density of regular states ρscr is
therefore given by the relative size of the regular region,
ρscr :=
N scr
N
≈ Ar. (18)
Similarly we expect N scc = N − N scr chaotic states and ρscc =
1 − ρscr .
Due to dynamical tunneling, regular and chaotic states are
coupled. The average coupling of the regular states localizing
on the mth quantizing tori to the chaotic states is given by the
typical coupling vm [31]. It is determined by the tunneling rate
γm which describes the initial exponential decay of the mth
regular WKB state to the chaotic sea,
vm = N
2π
√
γm
N scc
= 1
2π
√
γm
heffρscc
√
M. (19)
We compute the system-specific tunneling rates γm numeri-
cally [23]. They depend only on Planck’s constant heff and the
classical phase-space structure of one regular island, which are
fixed in our investigations. Hence, the factor
√
γm/(heffρscc ) in
Eq. (19) is constant for our model systems and the typical
coupling vm is tunable by the system size M . Note that the
couplings v used in Refs. [33,34] differ by the factor ρscc
from our definition, Eq. (19), due to a different choice of
dimensionless units.
In Ref. [33] it was shown that in addition to the WKB
quantization condition (1) regular states exist on the mth
quantizing tori only if the tunneling rate γm is smaller than
the inverse Heisenberg time of the chaotic subsystem, γm <
1/τH,c, Eq. (2). Using Eq. (19) and τH,c = heff/c = N scc we
rewrite this existence criterion in terms of the typical coupling,
vm <
1
2πρscc
. (20)
If the existence criterion (20) is fulfilled, the typical coupling
of the WKB states on the mth quantizing tori is smaller than
the chaotic mean level spacing and the corresponding regular
eigenstates exist. If vm increases beyond this threshold, the
regular states on the mth quantizing tori effectively couple
to an increasing number of spectrally close chaotic states.
Consequently the corresponding regular eigenstates disappear.
This process is called flooding of regular states [33,34,44,45].
Thus for large typical couplings vm the number N fr of regular
states which actually exist in the regular islands is smaller than
the semiclassically expected number N scr of regular states. The
quantizing tori of the N scr − N fr regular states which violate
Eq. (20) are flooded by chaotic states in phase space. Note
that for our model systems the relation v0 < v1 < v2 < · · ·
holds, such that the quantizing tori are flooded in the order of
decreasing quantum number m from the border to the center
of the regular islands.
C. Flooding-improved Berry-Robnik distribution
We now introduce a flooding-improved Berry-Robnik
distribution which takes the flooding of regular states into
account. For that purpose we compute the density of regular
states ρfr in the presence of flooding. Starting from the
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FIG. 4. (Color online) Density of regular states ρfr in the presence
of flooding, Eq. (22), vs the system size M for heff ≈ 1/13 on a
logarithmic abscissa. For comparison, the semiclassically expected
density of regular states ρscr is shown (green dotted line). The insets
illustrate the classical phase space where the gray tori enclose the area
ρfr for M = 1, 21, 610, and 6765. In addition, the averaged Husimi
function of all chaotic eigenstates folded into the first unit cell is
shown.
semiclassically expected density of regular states, Eq. (18),
and using Eqs. (12) and (17) we obtain
ρscr ≈
mmax−1∑
m=0
heff . (21)
This expression shows that each quantizing torus semiclas-
sically contributes one Planck cell to the density of states.
To compute the density of regular states ρfr in the presence
of flooding we include only those quantizing tori in the sum
in Eq. (21) for which the existence criterion (20) holds, and
obtain [33,34]
ρfr :=
mmax−1∑
m=0
heff
[
1 − 
(
vm − 1
2πρscc
)]
. (22)
In Fig. 4 the density of regular states ρfr is shown for the
example system at heff ≈ 1/13 versus the system size M on
a logarithmic abscissa. It decreases with increasing system
size M and has a step whenever a typical coupling vm equals
1/(2πρscc ). The semiclassical density of regular states ρ
sc
r is an
upper limit. In the spirit of Eq. (18), ρscr ≈ Ar, we interpret the
density of regular states ρfr in the presence of flooding by an
area in phase space. For M = 1, 21, 610, and 6765 the insets of
Fig. 4 show this area enclosed by a gray torus. In addition the
averaged Husimi functions (bright/yellow to darker/red color
scale) illustrate that the surviving regular states are localized
in this area ρfr , which decreases in the flooding limit M → ∞.
Already for the system with one unit cell, M = 1, we find that
ρfr is smaller than its semiclassical expectation ρ
sc
r because the
outermost regular state of quantum number m = 3 violates the
existence criterion (20).
Note that the amount by which a regular state is flooded can
also be described by smooth functions, e.g., by the fraction of
regular states [34] or the asymptotic flooding weight [45].
However, they do not provide a significant advantage for our
investigations.
To obtain a description of the level-spacing distribution
which includes flooding, we now use prediction (22) for the
density of regular states ρfr instead of the relative size of
the regular region Ar as the relevant parameter in Eq. (15).
With ρfc := 1 − ρfr this leads to the flooding-improved Berry-
Robnik distribution
Pfi(s) = d
2
ds2
{
exp
(−ρfr s) erfc
(√
π
2
ρfcs
)}
, (23)
which is our first main result. In Fig. 3 we compare the numer-
ically determined nearest-neighbor level-spacing distribution
to the analytical prediction (23) for our model system. With
increasing system size M and fixed heff we find a global
transition of the level-spacing distribution from Berry-Robnik
to Wigner statistics. This global transition is well described
by the flooding-improved Berry-Robnik distribution, Eq. (23).
It is a consequence of flooding, which reduces the density of
regular states below its semiclassical expectation, ρfr  ρscr .
According to Eq. (18) this can be interpreted as a flooding-
induced decrease of the regular region in phase space. In
the limit M → ∞ the regular islands are completely flooded
and no regular state exists. Hence, the Wigner distribution is
obtained.
Note that even for the case of only one unit cell [see
Fig. 3(a)] nonzero couplings vm exist such that the numerical
data are better described by the flooding-improved Berry-
Robnik distribution, Eq. (23), than by Eq. (15).
At small spacings deviations between numerical data and
the flooding-improved Berry-Robnik distribution are visible.
They occur due to level repulsion between the surviving regular
and the chaotic levels, which is not considered within this
approach and will be incorporated in the following section.
D. Flooding- and tunneling-improved
Berry-Robnik distribution
We now unify the flooding-improved Berry-Robnik distri-
bution, Eq. (23), with the tunneling-improved Berry-Robnik
distribution [31]. The resulting flooding- and tunneling-
improved Berry-Robnik distribution allows us to describe both
the effect of flooding and the power-law level repulsion at
small spacings. The derivation is done along the lines of
Ref. [31]. We incorporate the effects of flooding into this
theory by replacing the number of regular states N scr with
the number of surviving regular states N fr which fulfill the
existence criterion (20). The other regular states, which fulfill
the WKB quantization condition (1) but have strong couplings
to the chaotic sea, vm > 1/(2πρscc ), are assigned to the chaotic
subspectrum. Level repulsion is then modeled by accounting
for the small tunneling couplings vm between the N fr surviving
regular states and the chaotic states perturbatively.
Following Refs. [7,28,30,31] the flooding- and tunneling-
improved Berry-Robnik distribution Pfti(s) consists of three
distinct parts:
Pfti(s) = pr-r(s) + pc-c(s) + pr-c(s). (24)
Here pr-r(s) describes the contribution of level spacings
between two regular levels, pc-c(s) the contribution of level
spacings between two chaotic levels, and pr-c(s) the contribu-
tion of level spacings formed by one regular and one chaotic
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level in the superposed spectrum. In our model systems the
number of quantizing tori mmax is small, e.g., mmax ≈ 4, and
the M regular levels with the same quantum number m are
equispaced with distance N/M in the unfolded spectrum [46].
Hence, the regular levels do not follow the generic Poissonian
behavior occurring for large mmax, but are well separated,
pr-r(s) ≈ 0. (25)
Furthermore,
pc-c(s) = Pc(s)
[
1 − ρscr s
]
, (26)
where Pc(s) is the Wigner distribution, which describes the
probability of finding a spacing s in the chaotic subspectrum.
The second factor [1 − ρscr s] describes the probability of
finding a gap in the regular subspectrum. For the third term in
Eq. (24) one finds [31]
pr-c(s) = p(0)r-c (s)
1
N fr
N fr −1∑
m=0
ṽm
vm
X
(
s
2vm
)
, (27)
with X(x) := √π/2 x exp(−x2/4)I0(x2/4), where I0 is
the zeroth-order modified Bessel function and ṽm =
vm/
√
1 − 2π (ρscc vm)2. The contribution of the zeroth-order
regular-chaotic spacings, p(0)r-c (s), is given by
p(0)r-c (s) = 2ρscc ρscr exp
(
−π
(
ρscc s
)2
4
)
. (28)
Using Eqs. (25), (26), and (27) in Eq. (24), we obtain the
flooding- and tunneling-improved Berry-Robnik distribution
Pfti(s) = Pc(s)
[
1 − ρscr s
] + p(0)r-c (s) 1N fr
N fr −1∑
m=0
ṽm
vm
X
(
s
2vm
)
,
(29)
which is our final result. In Eq. (29) one has to sum
over the N fr  N scr regular states which fulfill the existence
criterion (20). This selection of the regular states takes flooding
into account. In addition power-law level repulsion at small
spacings is described by the last term of Eq. (29).
In Fig. 3 we compare the numerical results for the level-
spacing distribution to the flooding- and tunneling-improved
Berry-Robnik distribution, Eq. (29) (green solid lines). We find
excellent agreement. The global transition of the level-spacing
distribution from the Berry-Robnik distribution in Fig. 3(a)
for a system with one unit cell to the Wigner distribution
in Fig. 3(d) for a system with M = 6765 is well described.
This transition is caused by the disappearance of regular states
due to flooding. Furthermore, the flooding- and tunneling-
improved Berry-Robnik distribution, Eq. (29), reproduces the
power-law level repulsion of P (s) at small spacings, which
is caused by small tunneling splittings between the surviving
regular and chaotic states. This can be seen particularly well
in the double logarithmic insets of Fig. 3.
E. Limiting cases
Depending on the interplay between the flooding limit
M → ∞ and the semiclassical limit heff → 0, we identify
three cases in which the tunneling corrections of Sec. III D are
insignificant.
Case (i) is the flooding limit with fixed heff and M → ∞
in which all regular states are flooded. Asymptotically one
obtains the Wigner distribution; see Fig. 3(d). Note that a
further increase of the system size after all regular states
have been flooded completely, may lead to the localization
of chaotic eigenstates which affects spectral statistics [47,48].
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FIG. 5. (Color online) Level-spacing distribution P (s) of the
model system at fixed density of regular states ρfr ≈ 0.58ρscr . The
numerical data (black histograms) are compared to the flooding-
improved Berry-Robnik distribution (red dashed lines), Eq. (23),
as well as to the flooding- and tunneling-improved Berry-Robnik
distribution (green solid lines), Eq. (29), for (M,N ) = (5,63),
(34,735), (89,2458), and (1597,77 643) (a)–(d), corresponding to
heff ≈ 1/13, 1/22, 1/28, and 1/49, respectively. For comparison, the
Wigner distribution (dotted lines) and the Berry-Robnik distribution
(dash-dotted lines) are shown. The insets show the same distributions
on a double logarithmic scale.
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Case (ii) considers the semiclassical limit heff → 0 for
fixed system sizes M . In this case both flooding and tunneling
corrections vanish due to exponentially decreasing tunneling
couplings. Hence, the spacing statistics tend toward the
standard Berry-Robnik distribution, Eq. (15) [31,49].
In case (iii) the semiclassical limit heff → 0 and the flooding
limit M → ∞ are coupled such that ρfr is constant and smaller
than ρscr . In this limit flooding is present yet the tunneling
corrections at small spacings vanish. In this case the spacing
statistics are given by the flooding-improved Berry-Robnik
distribution, Eq. (23).
In Fig. 5 we illustrate spectral statistics in the limit of
case (iii). We consider the model systems for (M,N ) =
(5,63),(34,735),(89,2458),(1597,77 643) such that the den-
sity of regular states is fixed, ρfr ≈ 0.58ρscr , and heff ≈
1/13,1/22,1/28,1/49 decreases. Both the numerical data and
the flooding- and tunneling-improved Berry-Robnik distri-
bution, Eq. (29), tend toward the flooding-improved Berry-
Robnik distribution, Eq. (23). The vanishing influence of the
tunneling corrections at small spacings is particularly visible
in the insets, which show the spacing distributions on a double
logarithmic scale.
IV. SUMMARY
In this paper we study the impact of flooding on the
level-spacing distribution P (s) for systems with a mixed phase
space. Numerically we find a transition from Berry-Robnik to
Wigner statistics with increasing density of states and fixed
heff . We explain this transition by the flooding of regular
islands. It reduces the density of regular states ρfr below its
semiclassical expectation ρscr , which can be interpreted as a
flooding-induced decrease of the regular region in phase space.
Taking this into account we derive a flooding-improved Berry-
Robnik distribution, which reproduces the observed transition
of the level-spacing statistics. We unify this prediction with
the tunneling-improved Berry-Robnik distribution [31] which
includes power-law level repulsion. This gives the flooding-
and tunneling-improved Berry-Robnik distribution, which
shows excellent agreement with numerical data.
In order to demonstrate the effect of flooding on spectral
statistics, we investigated model systems with a simple phase-
space structure. However, we expect that flooding has similar
consequences for systems with a generic phase space, which
may contain several regular and chaotic regions as well as
nonlinear resonances, larger hierarchical regions, and partial
transport barriers. This expectation is based on the fact
that even for generic systems tunneling couplings between
classically disjoint regions exist. Hence, increasing the density
of states for fixed heff should still lead to a transition of
the level-spacing distribution from Berry-Robnik to Wigner
statistics.
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APPENDIX: PERIODIC BAND MATRIX
Our aim is to calculate the eigenphases φn from Eq. (13)
numerically up to Hilbert-space dimension N ≈ 105. This is
possible due to a band-matrix algorithm [50] which was used
in Refs. [33,34] and is presented in the following.
We start with the matrix representation of the symmetrized
time-evolution operator,
Û sym = e−(i/2h̄eff )T (p̂) e−(i/h̄eff )V (q̂) e−(i/2h̄eff )T (p̂), (A1)
in the basis of the discretized position states |qk〉,
U
sym
k,l := 〈qk|Û sym|ql〉, (A2)
with qk = heff(k + θp − 12 ) and k,l = 0,1, . . . ,N − 1. This
matrix has dominant contributions around the diagonal and
in the upper right and lower left corners, i.e., Û sym can
be approximated by a periodic band matrix. For our model
systems the width of the band depends on the extrema of
V ′(q). The essential step for computing the eigenvalues of
U sym is to find a similarity transformation from this periodic
band matrix to a band matrix. For the Hermitian case a similar
idea was used in Ref. [51].
Since the kicking potential is symmetric about q = 0 for
M(θp + N/2) ∈ Z, V (ql) = V (qN−l), we find
U
sym
k,l = U symN−l,N−k. (A3)
Hence, the set of eigenvectors |φn〉, for which we choose the
phase such that 〈q0|φn〉 = 〈q0|φn〉∗, satisfies
〈ql |φn〉 = 〈qN−l |φn〉∗, (A4)
where the star denotes the complex conjugation and l runs
from 1 to N − 1. Based on these relations it is possible to
find a unitary transformation Â to a set of purely real vectors
|ψn〉 := Â|φn〉, given by
〈q0|ψn〉 = 〈q0|φn〉, (A5)
〈q2k−1|ψn〉 = 1√
2
(〈qk|φn〉 + 〈qN−k|φn〉), (A6)
〈q2k|ψn〉 = 1
i
√
2
(〈qk|φn〉 − 〈qN−k|φn〉), (A7)
〈qN−1|ψn〉 = 〈qN/2|φn〉. (A8)
Here, k runs from 1 to (N − 1)/2 for odd N or from 1 to
(N − 2)/2 for even N and the last row has to be considered
only for even N .
We now define a new operator Ŵ , given by the unitary
transformation of Û sym with Â,
Ŵ := Â Û symÂ−1. (A9)
Its matrix representation W in the basis of position states |qk〉
has a banded structure with twice the bandwidth of the matrix
U sym but without components in the upper right and lower left
corners. Furthermore it is symmetric,
Wk,l = Wl,k, (A10)
with complex matrix elements Wk,l . The unitary transforma-
tion (A9) leads to a new eigenvalue problem with the same
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eigenphases as in Eq. (13),
Ŵ |ψn〉 = eiφn |ψn〉. (A11)
Numerical standard libraries provide methods for the eigen-
value computation of only real symmetric or complex Hermi-
tian band matrices but not for unitary band matrices such as
W . Hence, we first calculate the real part of the eigenvalues,
following from Re{W } |ψn〉 = cos φn |ψn〉, and afterwards
the imaginary part from Im{W } |ψm〉 = sin φm |ψm〉. This
is possible since the eigenvectors |ψn〉 are purely real.
From these results one can recover the eigenphases φn by
the requirement cos2 φn + sin2 φm = 1. The corresponding
eigenfunctions |ψn〉 can be obtained from Eq. (A11) by the
method of inverse iteration using an LU decomposition. By
the mapping of the original eigenvalue problem Eq. (13) to
the band matrix form Eq. (A11), it is possible to compute both
eigenvalues and eigenfunctions with a numerical effort scaling
as N2 in contrast to the standard diagonalization procedures
which scale as N3.
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