We propose a classification algorithm that extends linear classifiers for binary classification problems by looking for possible later splits to deal with remote clusters. These additional splits are searched for in directions given by several eigen transformations. The resulting structure is a tree that possesses unique properties that allow, during the construction of the classifier, the use of criteria that are more directly related to classification power than is the case with traditional classification trees. We show that the algorithm produces classifiers equivalent to linear classifiers where these latter are optimal, and otherwise offer higher flexibility while being more robust than traditional classification trees. It is shown how the classification algorithm can outperform traditional classification algorithms on a real life example. The new classifiers retain the level of interpretability of linear classifiers and traditional classification trees unavailable with more complex classifiers. Additionally, they not only allow to easily identify the main properties of the separate classes, but also to identify properties of potential subclasses.
INTRODUCTION
Over the years many sophisticated classification algorithms have been developed that outperform, classification power wise, more traditional classifiers, such as linear classifiers and classification trees. This does not mean these traditional classifiers are now without merit as both linear classifiers and classification trees can easily be interpreted to understand which properties are relevant to differentiate between the groups that are to be separated.
It can even be defended that either a linear classifier or a classification tree will perform relatively well. In the cases where the instances of each class are clustered together, linear classifiers should yield reasonable results; in cases where the instances are more scattered, classification trees will offer some of the needed flexibility. There are, however, classification problems intermediate between such extremes. The basic assumption in classification problems is that instances of the same class lie close together in the feature space. In an idealised case the instances of each class approximate a normal distribution, an assumption that is made when using the Naive Bayes algorithm. In many cases however, the instances belong to subclasses, which may not be known. The class is then actually a union of subclasses, and its distribution may differ significantly from a single normal distribution, and rather be a mixture of several such distributions. But since these subclasses belong to the same class, they share similar properties and their centres will often lie close together. As a consequence, instances of the same class will still be clustered together. For such a (binary) classification problem the best classifiers will probably be a single boundary, in most cases even a simple hyperplane, which divides the feature space in two parts. If the differences between the subclasses are large, however, the instances of the same class may globally not be all clustered together anymore, and a simple classifier such as a hyperplane will not be flexible enough. A classification tree on the other hand misses the finetuning properties to separate the main groups optimally as splits are only done on the attributes.
We therefore propose to extend the linear classifier by adding the possibility to execute some additional splits, but limited to investigating some more interesting directions only. To determine these interesting directions we use eigen transformations such as principal component analysis (Hotelling 1933; Jolliffe 1986 ), Fisher's linear discrimant analysis (Fisher 1936) and principal separation analysis (Plastria, De Bruyne and Carrizosa 2008) . The first direction will indicate the direction of the principal split, the others will give an indication of where some additional clusters may lie. Alternatively, the first direction might also be determined by any algorithm yielding a linear classifier. Such classifiers do not only allow to easily identify the main properties of the different classes, but also allow to identify properties of potential subclasses.
2-class Eigen Transformation Classification Trees
The new algorithm we introduce in this paper is the 2-class eigen transformation classification tree (2C-ETCT) and is based on the eigenvalue-based classification tree (EVCT) algorithm (Plastria, De Bruyne and Carrizosa 2008) . The first step in building a 2C-ETCT is to transform the feature space using an ordered transformation matrix completely or partially based on an eigen transformation. As the classification power of the tree can be estimated quite accurately as a consequence of the a priori fixed structure of the tree, the 2C-ETCT algorithm allows many transformations to be used simultaneously and the algorithm will select the best performing transformation automatically. After the feature space has been transformed, the tree is grown.
Due to the fact that the transformation ordered the new features by relevance, the selection of the split feature will be very straightforward. The split in the top node is done based on the first feature, in the nodes on the second level the splits are done based on the second feature, etc. Theoretically, the depth of the tree can equal the number of features, but if the tree ends up being very large, the instances are probably too dispersed for this algorithm to outperform existing methods. In these cases it is probably better to use another tree algorithm. The algorithm will outperform if the data set has the structure described in the introduction and when the main split happens in the top node and very few splits are needed for the additional clusters.
Once a splitting feature has been chosen, the actual splits are calculated by taking the midpoint of two consecutive instances that minimizes the number of misclassifieds. The splits are made using this criterion and not the more popular information gain (Quinlan 1993) or Gini index (Breiman et al. 1984) , because the goal is to base the construction as much as possible directly on the classification power. We also don't need to use the criteria to select a feature to split on.
After the tree is grown, it is pruned. As all 2C-ETCTs are pruned versions of the largest 2C-ETCT, we can use an internal cross-validation to determine the optimal size of the tree. This way the entire training data can be used in all stages of the construction of the tree in a statistically sound way and should lead to less overfitting than for example the estimated error rates used in C4.5 classification trees for pruning (Quinlan 1993 ). As we are using the same principle to build and to evaluate the classifier, this technique should yield reliable outputs.
Eigen Transformations
We will be using six eigen transformations, which were also used in (Plastria, De Bruyne and Carrizosa 2008) . The first three do not start from a separate classifier, but will retain the first eigenvector to perform the first split. The first one is the unsupervised principal component analysis (Hotelling 1933; Jolliffe 1986 ). The second and third transformation are the supervised Fisher's linear discriminant analysis (Fisher 1936 ) and the principal separation component analysis (Plastria, De Bruyne and Carrizosa 2008) . The last three start with a separate first vector. In practice one might prefer a vector based on a powerful classifier such as support vector machines, but here we choose a straightforward vector given by the means of the instances of the two classes.
Using the following notations we use the following eigen transformation matrices R:
• the transformation matrix based on principal component analysis
• the transformation matrix based on Fisher's linear discriminant analysis • three transformation matrices based on the means of both sets, combined with each of the aforementioned techniques
The remaining rows R 2..n are the n − 1 first rows of the aforementioned techniques after projection of the instances on the hyperplane perpendicular on R 1 .
2C-ETCT DATA STRUCTURE
A 2C-ETCT has a top node and a transformation matrix corresponding to the eigen transformation that yielded the best results. This matrix is used to transform instances to the new feature space.
A node can have zero or two child nodes. If a node has child nodes, it will delegate the request of classification of an instance to one of its child nodes chosen thanks to the node's split value on the feature of the instance that corresponds to the level of the node. If the node has no child nodes, it will classify the instance as the expected class that corresponds with the node.
A node also has ten node folds. These hold the data that corresponds to the internal training and test sets. This data is used during the construction of the tree. Each node fold holds a split value and an expected class value based on the corresponding internal training data. The number of correct and incorrect classified instances of the internal test data sets are also stored in the node folds. This data is used to estimate the node's classification power. It may be that there is no data for a given node fold if for its internal training set the data is homogenous in a node at a higher level. 
INTERNAL FOLDS
Using the standard 10 folds would be an easy choice. However, it has to be reconsidered whether this division is still to be preferred when other factors come into play. One also has to take into account the effect on the computation time, whether the test folds are sufficiently large for the algorithm to perform properly and if to avoid new overfitting. Therefore we've chosen to use 2 5-fold divisions, to accommodate the desirable properties. As data points are often offered in a non-random order, the data points are first shuffled before dividing them into folds. As a consequence computational results are not necessarily the same given repeated tests.
PHASES OF THE ALGORITHM

Grow
When a node receives a message to grow, it checks whether the data points it received are not all of the same class or that the last feature has not been reached. If these conditions are met, a split value for the current feature is calculated minimizing the number of misclassified instances. Then the data points are split into two groups depending on their position relative to the split value. The groups are passed to their respective child node through a grow message. If a child node does not yet exist, it is created. In case a training set never reaches a specific node, the corresponding node fold properties are not available.
Evaluate
During the evaluation phase the transformed test folds are used. A node will compare the received data points with the corresponding expected class value, and the amount of corresponding and noncorresponding points is stored for each fold. If the node has children, the data points are divided according to the corresponding split value and passed to the child nodes to continue the evaluation phase.
Prune after Evaluation
The prune after evaluation is executed bottom-up; thus the prune after evaluation is first executed by the children, before it is by the parent node. Only the existing node fold data is taken into account. The number of correctly classified test data instances is summed over all folds. If this total is not smaller than the sum of the corresponding totals of the child nodes, then the child nodes are pruned as they are assumed to increase overfitting. In the other case the results of the evaluation phase are changed to correspond with these of the child nodes in order to reflect the classification power of the node if it relies on its children.
Select Best Top
Now the classification power of the different top nodes are compared and only the best top node and its corresponding transformation matrix are kept.
Calibrate
During the calibration phase, the final split values and expected classes for the nodes are calculated using the entire training set. These are the values that are going to be used during classification. The structure of the tree remains unchanged during the calibration.
Prune after Calibration
If the entire offspring of a node has the same expected class as the node itself, then these offspring nodes are pruned.
EXAMPLE
Below one can find several figures illustrating different parts of the algorithm. Note that here the number of node folds has been limited to three and that only a small part of the tree is depicted.
Grow
In figure 2 the node on level 3 received three grow messages for each remaining part of the internal training sets that reached it. For each data set an expected class value has been assigned based on the number of instances of each class. If the instances of a training set do not all belong to a single class, a split value is calculated that minimizes the number of misclassified instances in its respective data set. This is done for the first data set in figure 2. Consequently child nodes of level 4 are created, which receive a grow message with the respective subsets of the first training data set based on the split value of the node on level three. The second training set was homogeneous in the node on level three. As a consequence no split value is computed and there will be no data available for these node folds of the level 4 nodes. The third training data set is dealt with in the same way as the first, except that no level 4 nodes need to be created as they already exist.
Evaluate
After the tree has fully grown, the nodes are evaluated with the test data sets as is illustrated in figure 3. For a node fold, the instances of its test data set are classified based on the expected class value of the node fold. The number of correctly and incorrectly classified instances are stored. If a split value exists for a given node fold, which is the case for the first and the third node fold of the node with level 3, the test sets are divided based on the split value and passed on to the child nodes. If there is no split value as is the case here for the second node fold, the data will not be passed on to the child nodes and consequently there will be no data available on that level for the given node fold. Figure 3 shows a node that receives a prune after evaluation message. To decide if the child node should be pruned or not the evaluation data of the node folds is used. The sum of the correctly classified instances of the node folds for which data exists in the child nodes are compared. In this case there are 13 instances correctly classified in the nodes of level 4. This is better than the 10 correctly classified instances of the corresponding node folds of the parent node. In this case it is assumed that the child nodes improve the classification power of the parent node. Consequently, the nodes are not pruned and the node fold data of the parent node is updated to reflect the classification power of its child nodes, which can be seen in figure 4. the child nodes correctly classify 8 instances, which is worse than the 10 correctly classified instances of the corresponding node folds of the parent node. In this case the child nodes will be pruned as can be seen in figure 6. 
Prune after Evaluation
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Calibrate
After the tree has been pruned, it is calibrated. Using all the data available to the algorithm, the final split values and expected class values are calculated for all nodes as is shown in figure 7 . This is similar to the growth phase, except that no new nodes are created. 
NUMERICAL EXPERIMENTS
Without Additional Clusters
As the 2C-ETCT is an extension of a linear classifier, we first check its performance as a linear classifier. Therefore we construct data sets with different dimensions of 500 instances belonging to 2 classes that both have a normal distribution. We compare the classification power of the 2C-ETCT with a Naive Bayes (Bayes) classifier that expects this kind of distribution and a support vector machine (SVM) (Vapnik 1995) that should also perform well on these problems. Except for the 2C-ETCT results, the results were obtained using Weka (Witten and Frank 2005) If the 2C-ETCT performs as we expect it to, there should not be a significant difference with the Bayes and the SVM classifiers. We can indeed see in table 1 that there is no such significant performance difference.
We also added the results when classifying with a C4.5 tree (Quinlan 1993 ) and we can see it is less suited for these kinds of problems than the other classifiers. But more interestingly, we also observe that the C4.5 tree suffers from increasing overfitting when the dimensionality rises and the space gets more sparse as a consequence, which is not the case with the 2C-ETCT indicating that it is a more robust classifier. 
With Additional Clusters
Next we check the performance of the 2C-ETCT algorithm on classification problems with some additional clusters. Again we construct data sets with different dimensions of around 500 instances belonging to 2 classes. 80% of the instances are distributed in the same way as the data sets without additional clusters. The remaining 20% is used to create addititional clusters. There are d clusters of each class. The clusters were not placed purely at random for several reasons. First, the impact of the position of the clusters would be so large, that it would not be possible to compare the results over the different data sets. Second, clusters behind the main cluster of the opposite class deviate too much from the concept that the clusters share common properties with the main cluster. Third, clusters that are too close to the main cluster or behind the main cluster of the same class don't really influence the problem and can not be considered as separate clusters. Fourth, if clusters of the same class are too close to one another they start to form one cluster. In order to take these concerns into account and to avoid giving an large advantage or disadvantage to any of the algorithms, we apply the following constraints. The centres of the clusters are positioned on the hyperplanes going through the centres of the main clusters perpendicular to the vector given by the centres of the main clusters. Each cluster is also placed at fixed distance from the previous cluster perpendicular to all previously used directions. This way the clusters are well dispersed within the constraints. Half of the clusters around one of the main classes are of the opposite class and the other half are of the same class. If d is odd there is one cluster more of the opposite class. If a cluster is placed in direction v, a cluster of the opposite class is placed around the opposite main cluster in direction −v. This gives an advantage to the linear classifiers as clusters can be positioned closely to one hyperplane and a small change to the hyperplane can move one cluster to the other side, without having too much influence on its position relative to the other clusters. This also avoids some degenerate cases for the C4.5 classification trees. These data sets have a disadvantage for linear classifiers as there are clusters, but an advantage as the clusters are positioned favourably for these algorithms. For the C4.5 classification trees the existence of the clusters gives them an advantage, but the fact the 80% of the instances belong to only two clusters gives it a disadvantage. The 2C-ETCT has the advantage that the particular clusters with some smaller clusters favours the algorithm, but not all of such a(n) (unrealistically) large number of clusters can be found by the algorithm and this property with the specific position of the clusters also has a negative impact on the determination of the first eigenvector and consequently on all others.
In table 2 we can see that the 2C-ETCT now signicantly outperforms the Bayes and SVM classifiers, which can be explained by the fact that the 2C-ETCT can identify some of the clusters without introducing more overfitting. Due to the largely normally distributed nature of the groups, the C4.5 tree still cannot outperform the other classifiers although it has a big advantage with the existence of the additional clusters. Figure 8 shows the visualisation of a 2C-ETCT using the first two principal mean components. The data set in question is the glass data set from the UCI Machine Learning Repository (Newman et al. 1998) . The instances of the data set belong either to the window glass class or the non-window glass class. Both classes consist of several subclasses, which are not known for this version of the data set. As the subclasses of each of the classes have similar properties in most cases, the two groups can be clearly distinguished. However, the fact that not all properties are shared by the subclasses manifests itself by the existence of smaller clusters further removed from the main group. It can be seen in table 3 that the 2C-ETCT outperforms a linear classifier as this is not able to handle the smaller clusters. The C4.5 on the other hand cannot exploit the mainly normally distributed classes and will therefore also be outperformed by the 2C-ETCT.
Real Life Example
Figure 8: 2C-ETCT of the glass data set using principal mean components. 
CONCLUSIONS
We introduced eigen transformation based classification trees that are meant to be extensions of linear classifiers. Alongside we proposed a parameterless algorithm using an internal cross-validation to compute these 2C-ETCTs. We have shown that the resulting trees are equivalent to linear classifiers where these are optimal. In these cases the 2C-ETCT has also proven to outperform and to be more robust than traditional classification trees. We have also shown that in cases, both artificial and real, where the instances of a class are largely normally distributed except for some small clusters the 2C-ETCT can significantly outperform both traditional linear classifiers and classification trees. These extended classifiers do not only offer more flexibility than the aforementioned traditional classifiers, but also offer a level of
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interpretability lacked by more complex classifiers. Additionally, they do not only allow to easily identify the main properties of the separate groups, but also to identify properties of potential subclasses.
