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A microscopic confirmation of the fractional statistics of the quasiparticles in the fractional quan-
tum Hall effect has so far been lacking. We calculate the statistics of the composite-fermion quasi-
particles at ν = 1/3 and ν = 2/5 by evaluating the Berry phase for a closed loop encircling another
composite-fermion quasiparticle. A careful consideration of subtle perturbations in the trajectory
due to the presence of an additional quasiparticle is crucial for obtaining the correct value of the
statistics. The conditions for the applicability of the fractional statistics concept are discussed.
The fractional statistics concept of Leinaas and
Myrheim[1] relies on the property that when particles
with infinitely strong short range repulsion are confined
in two dimensions, paths with different winding numbers
are topologically distinct and cannot be deformed into
one another. The particles are said to have statistics θ
if a path independent phase 2πθ results when one par-
ticle goes around another in a complete loop. A half
loop is equivalent to an exchange of particles, assuming
translational invariance, which produces a phase factor
eipiθ = (−1)θ. Non-integral values of θ imply fractional
statistics. There are no fundamental particles in nature
that obey fractional statistics. Any fractional statistics
objects will have to be emergent collective particles of a
non-trivial condensed matter state. Furthermore, they
will be necessarily confined to two dimensions: in higher
dimensions the notion of a particle going around an-
other is topologically ill defined, because any loop can
be shrunk to zero without ever crossing another particle.
Even though the explanation of the fractional quan-
tum Hall effect[2] (FQHE) and numerous other remark-
able phenomena follows from the composite fermion the-
ory with no mention of fractional statistics [3], fractional
statistics is believed to be one of the consequences of in-
compressibility at a fractional filling [4, 5, 6], and may
possibly be observable in an experiment specifically de-
signed for this purpose. For Laughlin’s quasiholes[7] at
ν = 1/m, m odd, the statistics was derived explicitly by
Arovas, Schrieffer, and Wilczek[4] in a Berry phase calcu-
lation, but a similar demonstration of fractional statistics
has been lacking at other fractions, or even for the quasi-
particles at ν = 1/m. The need for a microscopic confir-
mation was underscored by Kjønsberg and Myrheim[8]
who showed that, with Laughlin’s wave function, the
quasiparticles at ν = 1/m do not possess well-defined
statistics. The reason for the discrepancy remains un-
clear, but it illustrates that the fractional statistics is
rather fragile and cannot be taken for granted.
The objective of this article is to revisit the issue
armed with the microscopic composite-fermion (CF) the-
ory of the FQHE [9]. A step in that direction has been
taken by Kjønsberg and Leinaas[10], whose calculation
of the statistics of the “unprojected” CF quasiparticle of
ν = 1/m, the wave function for which is different from
that of Laughlin’s, produced a definite value, the sign of
which, however, was inconsistent with general consider-
ations. We confirm below that the statistics is robust to
projection into the lowest Landau level (LL), and provide
a non-trivial resolution to the sign enigma, which has its
origin in very small perturbations in the trajectory due
to the insertion of an additional CF quasiparticle. The
calculation is extended to ν = 2/5 for further verification
of the generality of the concept.
Because the CF theory provides an accurate account
of the low energy physics, including incompressibility at
certain fractional fillings, it must also contain the physics
of fractional statistics, which indeed is the case. The
fractional statistics can be derived heuristically in the
CF theory as follows [11]. Composite fermions are bound
states of electrons and an even number (2p) of vortices.
When a composite fermion goes around a closed path
encircling an area A, the total phase associated with this
path is given by
Φ∗ = −2π(BA/φ0 − 2pNenc) , (1)
where Nenc is the number of composite fermions inside
the loop and φ0 = hc/e is called the flux quantum. The
first term on the right hand side is the usual Aharonov-
Bohm phase for a particle of charge −e going around in a
counterclockwise loop. The second term is the contribu-
tion from the vortices bound to composite fermions, in-
dicating that each enclosed composite fermion effectively
reduces the flux by 2p flux quanta. (A note on conven-
tion: We will take the magnetic field in the +z direction,
the electron charge to be −e, and consider the counter-
clockwise direction for the traversal of trajectories.)
Eq. (1) summarizes the origin of the FQHE. The phase
in Eq. (1) is interpreted as the Aharonov-Bohm phase
from an effective magnetic field: Φ∗ ≡ −2πB∗A/φ0. Re-
placingNenc by its expectation value 〈Nenc〉 = ρA, where
ρ is the two-dimensional density of electrons, we get
B∗ = B − 2pφ0ρ . (2)
The integral quantum Hall effect[12] (IQHE) of compos-
ite fermions at CF filling ν∗ = n produces the FQHE
of electrons at ν = n/(2pn + 1). At these special filling
factors, the effective magnetic field is B∗ = B/(2pn+1).
2The fractional statistics is also an immediate corol-
lary of Eq. (1). Let us consider the state with CF filling
n < ν∗ < n+1 and denote by ηα = xα−iyα the positions
where the composite fermions in the topmost partially
filled CF level are localized in suitable wave packets. One
may imagine a density lump centered at each ηα. An “ef-
fective” description in terms of ηα, which will be called
CF quasiparticles (CFQP’s), can in principle be obtained
by integrating out zj = xj − iyj. We can conjecture the
winding properties of the CFQP’s from the underlying
CF theory as follows. Consider two CFQP’s, sufficiently
far from one another that the overlap between them is
negligible. According to Eq. (1) the phase a CFQP ac-
quires for a closed loop depends on whether the loop
encloses the other CFQP or not. When it does not, the
phase is Φ∗ = −2πeB∗A/hc. The change in the phase
due to the presence of the enclosed CFQP is
∆Φ∗ = 2π2p∆〈Nenc〉 = 2π
2p
2pn+ 1
(3)
because a CFQP has an excess of 1/(2pn+ 1) electrons
associated with it relative to the uniform state [producing
a local charge of q∗ = −e/(2pn+ 1)]. With ∆Φ∗ = 2πθ∗
we get the CFQP statistics parameter
θ∗ =
2p
2pn+ 1
. (4)
This value is consistent, mod 1, with those quoted
previously[5, 6].
Our goal is to confirm Eq. (4) in a microscopic calcu-
lation of the Berry phases. The statistics is given by
θ∗ =
∮
C
dθ
2π
〈
Ψη,η
′
|i ddθΨ
η,η′
〉
〈Ψη,η′ |Ψη,η′〉
−
∮
C
dθ
2π
〈
Ψη|i ddθΨ
η
〉
〈Ψη|Ψη〉
, (5)
where Ψη is the wave function containing a single CFQP
at η, and Ψη,η
′
has two CFQP’s at η and η′. Here we take
η = Re−iθ, and C refers to the path with R fixed and θ
varying from 0 to 2π in the counterclockwise direction.
For convenience, we will take η′ = 0.
The calculation of θ∗ requires microscopic wave func-
tions which are constructed as follows. The composite
fermion theory maps the problem of interacting electrons
at ν into that of weakly interacting composite fermions
at ν∗. In order to put these composite fermions at ηα,
we first construct the electronic wave function at ν∗ with
the electrons in the partially filled level at ηα; these are
placed in the coherent state wave packets
φ¯(n)η (~r) = φ
(n)
η (~r) exp[−|z|
2/4l∗2] (6)
φ(n)η (~r) = (z¯ − η¯)
n exp[η¯z/2l∗2 − |η|2/4l∗2] (7)
where l =
√
h¯c/eB and l∗ = (2pn+ 1)1/2l are the mag-
netic lengths at B and B∗. We then make a mapping into
composite fermions in a manner that preserves distances
(to zeroth order) by multiplying by Φ2p1 =
∏N
j<k=1(zj −
zk)
2p exp[−2p
∑
i |zi|
2/4l21] with l
2
1 = h¯c/eB1 = h¯c/eρφ0,
followed by projection into the lowest LL.
To give an explicit example, consider two CFQP’s at
ν = 1/(2p+1). The electron wave function at ν∗ = 1 with
fully occupied lowest LL and two additional electrons in
the second LL at η and η′ is
Φη,η
′
1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ
(1)
η (~r1) φ
(1)
η (~r2) . . .
φ
(1)
η′ (~r1) φ
(1)
η′ (~r2) . . .
1 1 . . .
z1 z2 . . .
. . . . .
. . . . .
zN−31 z
N−3
2 . . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
e
−
∑
j
|zj |
2/4l∗2
. (8)
This leads to the (unnormalized) wave function for two
CFQP’s at ν = 1/(2p+ 1):
Ψη,η
′
1/(2p+1) = P
N∏
i<k=1
(zi − zk)
2p
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ
(1)
η (~r1) φ
(1)
η (~r2) . . .
φ
(1)
η′ (~r1) φ
(1)
η′ (~r2) . . .
1 1 . . .
z1 z2 . . .
. . . . .
. . . . .
zN−31 z
N−3
2 . . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
×e
−
∑
j
|zj|
2/4l2
. (9)
Here, P is the lowest Landau level projection operator,
and we have used l∗−2 + 2pl−21 = l
−2 which is equiva-
lent to Eq. (2). Wave functions for one or many CFQP’s
at arbitrary filling factors can be written similarly. The
lowest LL projection can be performed in either one of
two ways described in the literature[13]. Our wave func-
tions are similar to those considered in Ref. 10, but not
identical.
The integrands in Eq. (5) involve 2N dimensional in-
tegrals over the CF coordinates, which we evaluate by
Monte Carlo method. To determine the O(1) difference
between two O(N) quantities on the right hand side with
sufficient accuracy, we use the same importance sampling
for both the quantities on the right hand side, which re-
duces statistical fluctuations in the difference. The two-
CFQP wave function Ψη,η
′
is used as the weight function
for both terms in Eq. (5). Approximately 4 × 108 iter-
ations are performed for each point. For ν = 1/3 we
have studied systems with N = 50, 100, and 200 par-
ticles, and the projected wave function is used. In this
case, a study of fairly large systems is possible because
no explicit evaluation of the determinant is required at
each step. For ν = 2/5, it is much more costly to work
with the projected wave function, and we have studied
only the unprojected wave function for N = 50 and 100.
The calculation at ν = 1/3 explicitly demonstrates that
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FIG. 1: The statistical angle θ˜∗ for the CF quasiparticles at
ν = 1/3 (upper panel) and ν = 2/5 (lower panel) as a function
of d ≡ |η − η′|. N is the total number of composite fermions,
and l is the magnetic length. (The symbol θ˜∗ is used rather
than θ∗ for the statistical angle to remind that the correct
interpretation of the results gives θ∗ = −θ˜∗.) The error bar
from Monte Carlo sampling is not shown explicitly when it
is smaller than the symbol size. The deviation at the largest
d/l for each N is due to proximity to the edge.
θ∗ is independent of whether the projected or the unpro-
jected wave function is used, or which projection method
is used; we assume the same is true at ν = 2/5.
The statistics parameter θ∗ is shown in Fig. 1 for
ν = 1/3 and ν = 2/5. θ∗ takes a well-defined value for
large separations. At ν = 1/3 it approaches the asymp-
totic value of θ∗ = −2/3, which is consistent with that
obtained in Ref. 10 without lowest LL projection. At
ν = 2/5 the system size is smaller and the statistical un-
certainty bigger, but the asymptotic value is clearly seen
to be θ∗ = −2/5. At short separations there are substan-
tial deviations in θ∗; it reaches the asymptotic value only
after the the two CFQP’s are separated by more than ∼
10 magnetic lengths.
The microscopic value of θ∗ obtained above has the
same magnitude as θ∗ in Eq. (4) but the opposite sign.
The sign discrepancy, if real, is profoundly disturbing
because it cannot be reconciled with Eq. (1) and would
cast doubt on the fundamental interpretation of the CF
physics in terms of an effective magnetic field.
To gain insight into the issue, consider two composite
fermions in the otherwise empty lowest LL, for which
x=l
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
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FIG. 2: Density profiles for Ψη (dashed line) and Ψη,η
′
(solid
line) along the x axis at ν = 1/3, with η = 13l and η′ = 0.
(The uniform state has density ρ = ν/2pi.) The noise on
the curves is a measure of the statistical uncertainty in the
Monte Carlo simulation. The CFQP in the second level has a
smoke ring shape, with a minimum at its center. The CFQP
is located at x = 13l in Ψη, but is shifted outward in Ψη,η
′
.
The inset shows the density profiles for χη (dashed line) and
χη,η
′
(solid line), describing CFQP’s in the lowest LL (see the
text for definition).
various quantities can be obtained analytically. When
there is only one composite fermion at η = Re−iθ, it is
the same as an electron, with the wave function given by
χη = exp[η¯z/2−R2/4− |z|2/4] . (10)
For a closed loop,
∮
C
dθ
2π
〈
χη|i ddθχ
η
〉
〈χη|χη〉
= −
R2
2l2
= −
πR2B
φ0
. (11)
Two composite fermions, one at η and the other at η′ = 0,
are described by the wave function
χη,0 = (z1 − z2)
2p(eη¯z1/2 − eη¯z2/2)e−(R
2+|z1|
2+|z2|
2)/4
(12)
Here, we expect θ∗ = 2p. However, an explicit evaluation
of the Berry phase shows, neglecting O(R−2) terms
∮
C
dθ
2π
〈
χη,0|i ddθχ
η,0
〉
〈χη,0|χη,0〉
= −
R2
2l2
− 2p , (13)
which gives θ∗ = −2p for large R. Again, it apparently
has the “wrong” sign.
A calculation of the density for χη,0 shows that the
actual position of the outer composite fermion is not R =
|η| but R′, given by
R′2/l2 = R2/l2 + 4 · 2p (14)
for large R. This can also be seen in the inset of Fig. (2).
The correct interpretation of Eq. (13) therefore is
∮
C
dθ
2π
〈
χη,0|i ddθχ
η,0
〉
〈χη,0|χη,0〉
= −
R′2
2l2
+ 2p (15)
4which produces θ∗ = 2p. The O(1) correction to the area
enclosed thus makes a non-vanishing correction to the
statistics. (It is noted that the CF quasiparticle at η = 0
is also a little off center, and executes a tiny circular loop
which provides another correction to the phase, but this
contribution vanishes in the limit of large R.)
This exercise tells us that an implicit assumption made
in the earlier analysis, namely that the position of the
outer CFQP labeled by η remains unperturbed by the
insertion of another CFQP, leads to an incorrect value
for θ∗. In reality, inserting another CFQP inside the
loop pushes the CFQP at η very slightly outward.
To determine the correction at ν = n/(2pn + 1), we
note that the mapping into composite fermions preserves
distances to zeroth order, so Eq. (14) ought to be valid
also at ν = n/(2pn+1). This is consistent with the shift
seen in Fig. 2 for the position of the CFQP. Our earlier
result
∮
C
dθ
2π
〈
Ψη,0|i ddθΨ
η,0
〉
〈Ψη,0|Ψη,0〉
= −
R2
2l∗2
−
2p
2pn+ 1
(16)
ought to be rewritten, using l∗2/l2 = B/B∗ = 2pn + 1,
as
∮
C
dθ
2π
〈
Ψη,0|i ddθΨ
η,0
〉
〈Ψη,0|Ψη,0〉
= −
R′2
2l∗2
+
2p
2pn+ 1
(17)
When the contribution from the closed path without the
other CFQP, −R′2/2l∗2, is subtracted out, θ∗ of Eq. (4)
is obtained. The neglect of the correction in the radius
of the loop introduces an error which just happens to be
twice the negative of the correct answer.
The fractional statistics of the CFQP should not
be confused with the fermionic statistics of composite
fermions. The wave functions of composite fermions are
single-valued and antisymmetric under particle exchange;
the fermionic statistics of composite fermions has been
firmly established through a variety of facts, including
the observation of the Fermi sea of composite fermions,
the observation of FQHE at fillings that correspond to
the IQHE of composite fermions, and also by the fact
that the low energy spectra in exact calculations on fi-
nite systems have a one-to-one correspondence with those
of weakly interacting fermions[3]. There is no contra-
diction, however. After all, any fractional statistics in
nature must arise in a theory of particles that are ei-
ther fermions or bosons when an effective description is
sought in terms of certain collective degrees of freedom.
The fractional statistics appears in the CF theory when
the original particles {z} are treated in an average, mean
field sense to formulate an effective description in terms
of the CFQP’s at {η}.
The fractional statistics is equivalent to the existence
of an effective locally pure gauge vector potential, with
no magnetic field associated with it except at the parti-
cle positions[4]. In the present case, the substantial de-
viation of θ∗ from its asymptotic value at separations
of up to 10 magnetic lengths indicates a core region
where the induced vector potential is not pure gauge,
thereby imposing a limitation on a model in which the
the CFQP’s are approximated by ideal, point-like parti-
cles with well-defined fractional statistics (anyons). Such
an idealization is valid only to the extent that the relevant
CFQP trajectories do not involve a significant overlap of
CFQP’s. Given that there does not exist a strong repul-
sion between the CFQP’s – the inter-CF interaction is
very weak and often attractive[14] – such trajectories are
not precluded energetically, and the anyonmodel is there-
fore not a justifiable approximation, except, possibly, for
very dilute systems of CFQP’s in a narrow filling factor
range around ν = n/(2pn + 1). Any experimental at-
tempt to measure the fractional statistics of the CFQP’s
must ensure that they remain sufficiently far apart during
the measurement process.
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