In this note, we present the necessary mathematical framework for stochastic MPEC models, including some new results on the existence of solutions and on convexity and di erentiability of the implicit upper-level objective function. In so doing, we clarify the links between these models and two-stage stochastic programs with recourse.
Introduction
The present note serves to introduce a framework for hierarchical decision-making under uncertainty. Hierarchical decision-making problems are encountered in a wide variety of domains in the engineering and experimental natural sciences, and in regional planning, management, and economics. These problems are all de ned by the presence of two or more objectives with a prescribed order of priority or information. We consider in this paper a sub-class of these problems having two levels, or objectives. We refer to the upper level as the objective having the highest priority and/or information level; it is de ned in terms of an optimization with respect to one set of variables. The lower-level problem, which in the most general case is described by a variational inequality, is then a supplementary problem parameterized by the upper-level variables. These models are known as generalized bilevel programming problems, or mathematical programs with equilibrium constraints (MPEC); see, for example, Luo et al. (1996) .
In applications relating to Stackelberg game theory, economics, and decision analysis, a number of the problem inputs will often be subject to uncertainty. This is true in particular with respect to costs, demands, and system capacities, which are subject to uctuations and/or are di cult to measure. In hierarchical models of engineering design and physical phenomena, external conditions and measurement errors introduce uncertainty into the problems. In both of these cases, the uncertainty can be included explicitly by generalizing some of the problem parameters to random variables. However, this generalization complexi es signi cantly the model; resolution strategies will in many cases require some approximation methods to solve the resulting stochastic programs.
In the simplest case, the expected values of the random variables could be substituted for their distributions and a deterministic model then solved. However, in a nonlinear problem subject to constraints, the e ect of this simpli cation can be quite costly. Indeed, not only will the optimal cost of the expected value solution not necessarily represent the average of the possible optimal costs, but the solution may not even be feasible with respect to the realized values of the random variables. In the case of bilevel pricing and other applications of the Stackelberg game model (consider for example the network design problem of Marcotte, 1986) , user demands are often known only probabilistically. A robust model should then take into account explicitly the range of possible demand values in order to minimize the costs of insu cient capacity when the true demands are realized. Similarly, as is the case in truss topology optimization (see, for example, Marti, 1997) , the external forces (or, loads) acting on a mechanical structure are often a function of uncertain data, such as weather conditions; in structural optimization models it is clearly important that the design be robust with respect to changes in these forces. To take into account explicitly the variability of the random inputs, as well as the possible infeasibility, we consider a stochastic programming extension of the mathematical programming problem with equilibrium constraints.
We thus de ne the following stochastic MPEC:
f(x; y ! ) dF(!); (1a) subject to x 2 X; (1b) y ! 2 S ! (x); ! 2 ; (1c) where f : < n+m 7 ! < f+1g denotes the upper-level objective function, S ! (x) := fy ! 2 < m j ?T ! (x; y ! ) 2 N Y!(x) (y ! ) g denotes the set of solutions to the lowerlevel variational inequality de ned by the parameterized mapping T ! (x; ) and feasible set Y ! (x) presumed convex], and N denotes the normal cone. The random variable ! is de ned on a probability space ( ; A;P).
In practice, it is often impossible to evaluate exactly the expected value in (1a) for problems of realistic size due to the di culty in calculating the multiple integrals. Therefore, in many applications, it is convenient to make the assumption/approximation that the random variables ! 2 are discrete or that the joint distribution function can be adequately discretized. In this case the expected value reduces to a sum over a discrete set L of random events`, the probability of each such event being given by `. We can then reformulate (1) as the following discretely-distributed stochastic MPEC:
`f (x; y`); (2a) subject to x 2 X; (2b) y`2 S`(x);`2 L; (2c) where S`(x) := fy`2 < m j ?T`(x;y`) 2 N Y`(x) (y`) g.
We note that the deterministic problem, which we will refer to as MPEC], is obtained when jLj = 1. (This observation will also aid in determining the properties of SMPEC-L].)
A special case of MPEC] is bilevel programming, which is obtained when the lower-level variational inequality problem reduces to the optimality conditions for an optimization problem, that is, when, for all x 2 X, T(x; ) = r y t(x; ) for some function t : X < m 7 ! <. Usually, bilevel programming is formulated in terms of the corresponding optimization problem, thus leading to the formulation BP] minimize f(x; y); (3a) subject to x 2 X; t(x; y ! ); ! 2 :
We note that nonlinear forms of two-stage stochastic programs with recourse are studied to a large extent only for the quadratic case (e.g., Rockafellar and Wets, 1986) .
In the rest of the paper, we shall investigate some relationships among the stochastic extensions of the models MPEC], BP], BPOV], and 2S-SLP]. In particular, we analyze the links between these problem classes, previously not considered together, and present new results on the existence of solutions, and di erentiability and convexity properties of the implicit upper-level objective function.
First, let us establish the complexity relations between the problem classes. These are illustrated in Figure 1 . All the relations described in Figure 1 follow directly from the problem formulations. Most interesting here is the equality, which equates two-stage stochastic programming with recourse to the optimal value form of bilevel programming problems.
The gure also illustrates that a particular linear form of SBPOV] reduces to the classic two-stage stochastic linear program with recourse, 2S-SLP], namely a stochastic version of the right-hand side perturbation model, as discussed by Shimizu et al. (1997, p. 189) , in which the upper-level variable is located only on the right-hand side of the lower-level constraints. (We will see later that this simpli cation enjoys, in many cases, certain convexity properties.)
Since BP] is NP-hard, even in the linear case (e.g., Hansen et al., 1992) , it is clear that the problem SMPEC] introduced in this paper is NP-hard, as are the other problems in Figure 1 , with the exception of the discrete version of the problem 2S-SLP], which is equivalent to a linear program, and is thus in P.
Existence of solutions
Consider the following general hierarchical programming model, which encompasses all those presented in Section 1. Consider the following assumptions, which will be necessary for demonstrating the existence of optimal solutions to the problem classes of interest:
(i) X < n is nonempty and closed.
(ii) Y(x) is nonempty for at least one x 2 X; and bounded for all x 2 X. (v) (Inf-compactness) f is lower semi-continuous, proper, and has bounded level sets on P.
The following existence results weaken previously considered requirements on the model formulations. As such, they are particularly interesting for a number of important applications. One such example can be found in (stochastic or deterministic) structural optimization problems; in this case, for example, it can be shown, using Corollary 2.4, that there exists an optimal solution even in the presence of zero design bounds, which thus allows for an optimization of the topology of the structure. Proof: The assumptions imply the inf-compactness of the extended function f + P , where P is the indicator function for the closed set P. The result then follows from Weierstrass' Theorem.
Next, we specialize this result to the problems de ned in Section 1, and give the necessary conditions for the hypotheses to be satis ed. To demonstrate the existence of an optimal solution to SMPEC-], it is necessary to establish the existence of the in nite integral in equation (1a). For this, we introduce the following de nition. Corollary 2.6 (Existence of optimal solutions to SMPEC-]). For each ! 2 , let the assumption (iii) hold, and the mapping T ! : < n+m 7 ! < m be continuous on X < m . Then, gr S ! is closed for each ! 2 . Suppose furthermore that (iv) and (v) are satis ed and that the set fI c j c a g is bounded, in which case the in nite integral I := R 1 a f(x; !) dF(!) < 1. Then, the integral in (1a) is inf-compact, and there exists at least one optimal solution to SMPEC-].
Proof: First note that R 1 ?1 f = R a ?1 f + R 1 a f, a 2 <. We will consider the in nite integrals on the right-hand side independently. We need only to show that under conditions (iv) and (v) and the boundedness of the set fI c j c a g, the in nite integral of (1a) is inf-compact on P. But by (v), f is integrable, and so it follows that I < 1. Then, in this case, By the boundedness of fI c j c a g and assumption (v), the level sets of (1a) are bounded. Then, the desired result follows from Theorem 2.3. Corollary 2.8 (Existence of optimal solutions to SBP-]). Let the assumptions of Corollary 2.7 be satis ed for all ! 2 . Under the additional assumption that the set fI c j c a g is bounded, the integral is inf-compact, and there exists at least one optimal solution to SBP-]. Proof: The proof follows from Corollaries 2.6 and 2.7. Corollary 2.9 (Existence of optimal solutions to SBPOV-L]). Under the assumptions of Corollary 2.7, there exists at least one optimal solution to SBPOV-L].
Proof: The result is a special case of Corollary 2.7. Corollary 2.10 (Existence of optimal solutions to SBPOV-]). For each ! 2 , let the assumption (iii) hold, and the function t ! : < n+m 7 ! < be continuous on X < m . Then, gr S ! is closed for each ! 2 . Suppose furthermore that (iv) and (v) are satis ed and that the set fI c j c a g is bounded. Then, there exists at least one optimal solution to SMPEC-]. Proof: The result is a special case of Corollary 2.8. Proof: By the linearity of all of the problem functions, (i) and (ii) imply (iv) and (v). Then, the proof follows from that of Corollary 2.8.
By studying the slightly less general problem SBPOV], we have established a number of links between bilevel programming and two-stage stochastic programs.
Convexity
We next establish the convexity of some interesting special cases of SMPEC].
Theorem 3.1 (Convexity of SBPOV-L]). In addition to the assumptions of Corollary 2.9, assume, for each`2 L, that t`and g i;`, i = 1; : : : ; k, are convex on < n+m . Then, each function p`: X 7 ! < f+1g de ned by (4c) is convex on X. Further, assume that X is convex, and that the function f : X < 7 ! < is convex on X < and increasing in its second argument. Then, x 7 ! P`2 L `f (x; p`(x)) is convex on X, so that SBPOV-L] is a convex problem. Proof: We need only to establish the convexity of p`;`2 L, on X, but this result follows from Geo rion (1970, Thm. 5). Proof: From Theorem 3.1, f is convex. By (v), f is integrable, and by construction F is monotone increasing. Therefore, based on the above assumptions, the integral in (1a) is convex, as is SBPOV-].
It is clear that the convexity of 2S-SLP] is a special case of that of SBPOV-].
Di erentiability
In this section, we will examine the directional di erentiability of the implicit upper-level objective function of HP], and, as before, specialize that result to the di erent problem classes. Let us rst consider a number of assumptions.
(a) f is twice continuously di erentiable.
(a 0 ) f is (once) continuously di erentiable.
(b) Y(x) := fy 2 < m j g i (x; y) 0; i = 1; : : :; k g, where each function g i : < n+m 7 ! < is twice continuously di erentiable on < n+m and convex in y for each x 2 X. (c) Let I(x;y) := fi = 1; : : : ; k j g i (x; y) = 0 g. Then, for each x 2 X and y 2 S(x), the partial gradients r y g i (x; y), i 2 I(x;y), are linearly independent.
(d) T is continuously di erentiable and strongly monotone.
(d 0 ) T is continuously di erentiable and monotone.
The following Theorem, presented without proof, follows directly from Robinson (1991).
Theorem 4.1 (Directional di erentiability for HP]). Let the assumption (a) be satis ed and the implicit mapping x 7 ! S(x) be locally Lipschitz continuous on X. Then, the implicit function x 7 ! f(x) is locally Lipschitz continuous and directionally di erentiable on X.
Next, we provide su cient conditions for the directional di erentiability of the implicit objective functions for the problem classes presented in Section 1. In the case of a continuously-distributed random variable, ! 2 , we can relax the continuity requirement on the objective function f somewhat. Proof: Note that under the assumptions of Corollary 2.6, the in nite integral of (1a) exists. It is su cient to show that assumption (a 0 ) along with the hypotheses on F are su cient for (1a) to be twice continuously di erentiable. It follows from the di erentiation theorem (e.g., Bartle, 1964 ) that if f is continuous in J := a; b] and F is increasing and di erentiable at every point on J , then the partial integral E n (x) := R c+n c f(x; !) dF(!) is continuously di erentiable on J . By the existence of the in nite integral, the sequence fE n (x)g converges on J to E(x), as do fE 0 n g and fE 00 n g to E 0 and E 00 , respectively. The desired result then follows.
The following result, adapted from Fiacco (1983) , illustrates that the requirements needed to ensure directional di erentiability of the implicit objective function of SBPOV] are considerably weaker than those of SMPEC]. This property could be of use in many applications; again, structural optimization with zero design bounds is one such example. Proof: By the result of Fiacco (1983) , under (b), (c) and (d 0 ), the optimal value function x 7 ! p`(x) is directionally di erentiable on X, for all`2 L. Then, by Theorem 3.1, with assumption (a), the implicit mapping x 7 ! P`2 L `f (x; p`(x)) is locally Lipschitz continuous and directionally di erentiable on X. In this note we have presented the mathematical framework for a new, general class of models, namely stochastic hierarchical optimization problems. A number of theoretical results have been demonstrated, including several which weaken previously published conditions for models of these types. We have presented both general results as well as speci c conditions under which these results are satis ed for each of the problem classes considered. In so doing, we have established links between hierarchical optimization models and the class of stochastic programs with recourse. In the nonlinear case in particular, these theoretical results may help to stimulate the cross-fertilization of theoretical and algorithmic advances for both model classes, as well as encouraging the development of new applications. As an example, promising numerical experiments for an application of SBPOV-L] to truss topology optimization problems can be found in Christiansen et al. (1997) .
