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Abstract
Some boundary value problems ofDirichlet andNeumann types associatedwith a compressible Stokes system are studied from the
point of view of the theory of hydrodynamic potentials. Existence and uniqueness results as well as boundary integral representations
of classical solutions are given in the case of bounded domains in Rn having compact but not connected boundaries of class C1,,
0< 1.
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1. Introduction
Let m, n ∈ N, n2 and let Dk ⊂ Rn, k = 0, 1, . . . , m, be m + 1 bounded domains with connected boundaries of
class C1, (0< 1), such that Ds ⊂ D0, s = 1, . . . , m, and Dk ∩ Dl = ∅, k, l = 1, . . . , m, k = l. Also, let D be a
bounded domain of the form
D = D0
∖(
m⋃
k=1
Dk
)
. (1)
Assume that the origin of Rn belongs to one of the domains D1, . . . , Dm, and choose the direction of the unit normal
n to the boundary  of D such that n points outside D. Note that  = ⋃mk=0k , where k is the boundary of Dk ,
k = 0, 1, . . . , m (see Fig. 1).
Let f = (f1, . . . , fn) be a vector ﬁeld such that f ∈ C0,(D) ∩ C0(D), and let c ∈ R and  ∈ R+.
The purpose of this paper is to prove the existence and uniqueness of classical solutions to some boundary value
problems of Dirichlet and Neumann types associated with the compressible Stokes system
∇ · u = c, −∇p + ∇2u = −f in D, (2)
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Fig. 1. Bounded multiply connected domain in Rn.
where u = (u1, . . . , un) and p are unknown ﬁelds. These results will be obtained with the theory of hydrodynamic
potentials.
The boundary value problems associated with the compressible Stokes system (2) are of interest in the dynamics
of viscous compressible ﬂow for low Reynolds numbers. In the case n = 2 or n = 3, the system (2) consists of the
continuity and Stokes equations which describe the low Reynolds number ﬂow of a compressible Newtonian ﬂuid with
a constant rate of expansion, i.e., a compressible Stokes ﬂow within the domain D. For such a ﬂow, u and p are the
velocity and pressure ﬁelds, f is the body force per unit of volume and c is the constant rate of expansion. The density
of the ﬂuid, , is another unknown of the ﬂow, but it does not appear explicitly in the continuity equation.
Note that Cunha et al. [2] obtained an extension of the well known Lorentz reciprocal identity for incompressible
Newtonian ﬂuid ﬂows (see e.g. [4,5,13,14]) to the case of compressible Newtonian ﬂuid ﬂows. They used this identity
to develop a direct boundary integral formulation for compressible Stokes ﬂows in terms of the boundary distributions
of the velocity and traction ﬁelds. Their formulation has been implemented numerically to the study of drop expansion
in compressible Stokes ﬂows. Also, Cunha and Loewenberg [1] obtained a boundary integral equation formulation for
compressible creeping ﬂows with a constant rate of expansion. Their formulation was applied for generating dense
compressed emulsion structure in viscous ﬂows with periodic boundary conditions.
The Dirichlet problems for the Stokes system in bounded or exterior domains in Rn (n2) with compact but not
connected boundaries have been studied by Maremonti et al. [8]. Their mathematical analysis makes use of the theory
of hydrodynamic potentials, and the results may be viewed as a natural extension of the well-known ones due to Odqvist
[10], Ladyzhenskaya [7] and Solonnikov [15] for the corresponding boundary value problems in bounded domains
with connected boundaries.
The traction problem for the Stokes system (i.e., a boundary value problem of the Neumann type for the Stokes
system) was treated by Starita and Tartaglione [16] in the framework of the hydrodynamic potential theory. They
obtained existence and uniqueness results as well as boundary integral representations of classical solutions in the case
of bounded or exterior domains with not connected boundaries of class C1, (0< 1). A parallel multipolar indirect
boundary element method for the Neumann interior Stokes ﬂow problem was obtained by Gómez and Power [3].
The mathematical analysis developed in this paper takes into account the hydrodynamic potential theory. The proofs
of themain results follow some kind of arguments similar to those due toMaremonti et al. [8] and Starita andTartaglione
[16] in the incompressible case c = 0. However, the proposed boundary integral representations of solutions are new
and may be viewed as natural extensions of those in [8] and [16] from the incompressible case c=0 to the compressible
case c = 0. In addition, the present formulations may lead to the extension of the well-known completed double layer
boundary integral equation method of Power and Miranda [11] (see also [12]) from the case of bounded incompressible
Stokes ﬂows to the case of bounded compressible Stokes ﬂows.
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2. The Dirichlet and Neumann problems for the system (2)
Let U be a continuous vector function on the boundary  of the domain D such that∫

U · n d= c|D|, (3)
where |D| = ∫
D
dx and dx = dx1 . . . dxn.
The interior Dirichlet problem for the compressible Stokes system (2) consists of the system (2) and the boundary
condition
u = U on . (4)
Let us assume that the ﬁelds u = (u1, . . . , un) and p satisfy the system of equations (2). Then the stress tensor ﬁeld
T(u) associated with the ﬁelds u and p is the second-order tensor ﬁeld deﬁned by
T(u) = −pIn + (∇u + (∇u)T), (5)
where In is the identity tensor in Rn, and (∇u)T means the transposed matrix to ∇u = (ui/xj )i,j=1,...,n.
According to Eqs. (2) we deduce that
Tij (u)
xj
= −fi in D, i = 1, . . . , n, (6)
where Tij (u) are the components of T(u).
In Eqs. (6) we have used the repeated-index summation convention. From now on, we shall use this rule.
LetT be a continuous vector ﬁeld on  such that∫
D
f · ˜ dx = −
∫

T · ˜ d+ 2c
∫

˜j (x)ni(x)
2
xixj
∫
D
Fn(x − y) dy d(x) (7)
for all vector ﬁelds ˜= (˜1, . . . , ˜n) expressing rigid body motions in Rn, i.e., vector ﬁelds of the form
˜(x) = a +(x − x0), x ∈ Rn, (8)
where a and x0 are constant vectors, and  is a constant skew tensor.
Also Fn is the fundamental solution of the Laplace equation in Rn, i.e.,
∇2Fn(x − y) = (x − y), (9)
and is given by (see e.g., [12,17])
Fn(x − y) =
⎧⎪⎨⎪⎩
1
2
ln r for n = 2,
− 1
	n
1
(n − 2)rn−2 for n3,
(10)
where r = |x − y| is the Euclidean distance between the points x = (x1, . . . , xn) and y = (y1, . . . , yn), 	n denotes the
surface area of the (n − 1)-dimensional unit sphere in Rn, and  is the Dirac distribution or the delta function in Rn.
The interior Neumann problem for the compressible Stokes system (2) in the bounded domain D is the boundary
value problem consisting of the system of equations (2) and the boundary condition of the Neumann type
T(u) · n =T on . (11)
Deﬁnition 1. (1) The pair (u, p) is a classical solution to the interior Dirichlet problem for the compressible Stokes
system (2) if (u, p) ∈ (C2(D) ∩ C0(D)) × C1(D) and satisﬁes Eqs. (2) and the boundary condition (4) pointwise.
(2) The pair (u, p) is a classical solution to the interior Neumann problem for the compressible Stokes system (2)
if (u, p) ∈ (C2(D) ∩ C0(D)) × C1(D), T(u) · n ∈ C0(), and satisﬁes Eqs. (2) and the boundary condition (11)
pointwise.
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Theorem 2. (1) The interior Dirichlet problem consisting of the compressible Stokes system (2) and the boundary
condition (4) has at most one classical solution (u, p) (p is unique up to an additive constant).
(2) The interior Neumann problem consisting of the system of equations (2) and the boundary condition (11) has at
most one classical solution (u, p) (u is unique up to a rigid body motion ﬁeld).
Proof. Assume that (u(1), p(1)) and (u(2), p(2)) are two classical solutions to the interior Dirichlet or Neumann problem
for the compressible Stokes system (2) and let (u(0), p(0)) be the difference of them. Then we have
∇ · u(0) = 0, −∇p(0) + ∇2u(0) = 0 in D (12)
and
u(0) = 0 or T(u(0)) · n = 0 on . (13)
According to the fact that the ﬁelds u(0) and p(0) satisfy the system of equations (12), we get the identity (see e.g., [5,
Chapter 1])
2
∫
D
E0ijE
0
ij dx =
∫

u
(0)
i Tij (u
(0))nj d, (14)
where
E0ij =
1
2
(
u(0)i
xj
+ u
(0)
j
xi
)
, Tij (u
(0)) = −p(0)ij + 2E(0)ij ,
i, j = 1, . . . , n.
In view of the boundary condition (13) the right-hand side of the identity (14) vanishes and hence
u(0)i
xj
+ u
(0)
j
xi
= 0 in D, i, j = 1, . . . , n. (15)
The solution to the system of equations (15) has the form (8), i.e., it represents a rigid body motion ﬁeld in Rn (see
e.g., [5, Chapter 1]).
Finally, taking into account the boundary condition (13), we obtain the desired uniqueness results. This completes
the proof of Theorem 2. 
3. The free-space Green function for the Stokes equation
Let us consider the following equations:
∇ · u(y) = 0, −∇p(y) + ∇2u(y) + c(y − x) = 0, y ∈ Rn (16)
where c = (c1, . . . , cn) is a constant vector. The second of the equations (16) is the singularly forced Stokes equation
that describes the Stokes ﬂow due to a point force located at the point x in Rn, whose strength is c.
Let us introduce the free-space Green function or the Stokeslet G(Gij ), the pressure vector S(
Si ), and the stress
tensor SS(SSijk) such that
ui(y) = 12	nGij (y − x)cj , p(y) =
1
2	n

Sj (y − x)cj ,
Tik(u)(y) = 12	n S
S
ijk(y − x)cj . (17)
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From (16) and (17) we obtain the equations
Gij (y − x)
yi
= 0, j = 1, . . . , n (18)
−

S
j (y − x)
yi
+ ∇2yGij (y − x) = −2	nij(y − x), i, j = 1, . . . , n, (19)
where ∇2y is the Laplace operator with respect the point y, and ij is the Kronecker symbol, i.e., ij = 1 for i = j , and
ij = 0 for i = j .
Further, according to the relations (5) and (17), we get the components SSijk of the stress tensor SS in the form
SSijk(y − x) = −
Sj (y − x)ik +
Gij (y − x)
yk
+ Gkj (y − x)
yi
. (20)
Moreover, from Eqs. (18) and (19) it follows the relations
SSijk(y − x)
yk
= S
S
kji(y − x)
yk
= −2	nij(y − x). (21)
The functions G(Gij ) and S(
Si ) are given by (see e.g., [5, Chapter 2] for n = 2, 3; [17, p. 16] for n2):
Gij (̂y) =
⎧⎨⎩−ij ln r +
ŷi ŷj
r2
for n = 2,
1
(n − 2)	nrn−2 ij +
ŷi ŷj
rn
for n3,

Si (̂y) = 2
ŷi
rn
, (22)
and the stress tensor SS(SSijk) has the components (see e.g. [5, Chapter 2] for n = 2, 3; [17, p. 17] for n2):
SSijk (̂y) = −2n
ŷi ŷj ŷk
rn+2
, (23)
where ŷ = y − x and r = |̂y|.
For the next arguments we need the pressure tensor S(Sik) associated with the stress tensor SS(SSijk) such that
SSijk(y − x)
xj
= 0 for x = y, (24)
−
S
ik(x − y)
xj
+ ∇2xSSijk(y − x) = 0 for x = y, (25)
where ∇2x means the Laplace operator with respect to the point x. The components Sik of S are given by (see [5,
Chapter 3] for n = 2, 3; [17, pp. 61–62] in the general case n2):
Sik(x − y) = 4
(
−ik
rn
+ n x̂i x̂k
rn+2
)
for n2, (26)
where x̂ = x − y = (̂x1, . . . , x̂n).
According to Eqs. (18) and (21) we get the identities∫

Gji(x − y)ni(y) d(y) = 0, x ∈ Rn, (27)
1
2	n
∫
L
i (y)SSijk(y − x)nk(y) dL(y) =
⎧⎪⎪⎨⎪⎪⎩
−j (x) for x ∈ D,
− 12 j (x) for x ∈ L,
0 for x /∈D,
(28)
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where = (1, . . . ,n) is any rigid body motion ﬁeld in Rn, L is an arbitrary (n − 1)-dimensional closed Lyapunov
surface in Rn, and D is the bounded domain with boundary L.
Note that in the case in which x ∈ L, the integral from the left-hand side of the identity (28) is evaluated in the sense
of principal value.
4. The theory of hydrodynamic potentials
Let us consider the vector functions g=(g1, . . . , gn) and h=(h1, . . . , hn) such that g,h ∈ C0(). The hydrodynamic
single-layer potential with density g is the vector function V(·, g) given by
V(x, g) =
∫

G(x − y) · g(y) d(y), x ∈ Rn\. (29)
The hydrodynamic double-layer potential with density h is the vector function W(·,h) with the following components:
Wj(x,h) =
∫

SSijk(y − x)nk(y)hi(y) d(y), x ∈ Rn\, (30)
j = 1, . . . , n.
Also, let P s(·, g) and Pd(·,h) be the functions given by
P s(x, g) = 
∫


Si (x − y)gi(y) d(y), x ∈ Rn\, (31)
Pd(x,h) = 
∫

Sik(x − y)nk(y)hi(y) d(y), x ∈ Rn\. (32)
According to Eqs. (18), (19), (24) and (25), we deduce that each of the pairs (V(·, g), P s(·, g)) and (W(·,h), P d(·,h))
is a classical solution to the Stokes system in both regions D and Rn\D, i.e.,
∇ · V(·, g) = 0, −∇P s(·, g) + ∇2V(·, g) = 0, (33)
∇ · W(·,h) = 0, −∇Pd(·,h) + ∇2W(·,h) = 0 (34)
in D and Rn\D.
The single- and double-layer potentials behave at inﬁnity as follows:
V(x, g) =
{
O(ln |x|) for n = 2
O(|x|2−n) for n3 as |x| → ∞, (35)
P s(x, g) = O(|x|1−n) as |x| → ∞,
W(x,h) = O(|x|1−n), P d(x,h) = O(|x|−n) as |x| → ∞. (36)
Moreover, if the density g of the single-layer potential satisﬁes the condition∫

g(y) d(y) = 0, (37)
then the following asymptotic formulas hold (see e.g., [8]):
∇kV(x, g) = O(|x|1−n−k), P s(x, g) = O(|x|−n) as |x| → ∞, k = 0, 1. (38)
Let T(V) be the stress tensor ﬁeld due to the single-layer potential V(·, g). According to Eqs. (20) we ﬁnd that
Tij (V)(x) = − P s(x, g)ij + 
(
Vi(x, g)
xj
+ Vj (x, g)
xi
)
= 
∫

SSjik(x − y)gi(y) d(y), x ∈ Rn\. (39)
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In addition, the normal stresses due to the single-layer potentialV(·, g) are deﬁned in a neighbourhoodU of a component
k of  by the relation
tj (V)(x) = Tjl(V)(x)nl(x˜), x ∈ U\k, j = 1, . . . , n, (40)
where x˜ is the unique projection of x ∈ U onto k , k = 0, 1, . . . , m.
Let w be a (scalar, vector, or tensor) ﬁeld deﬁned in a domain containing . Then we denote by w−(x0) and w+(x0)
the limiting values of w in a point x0 ∈ , evaluated from D and Rn\D, respectively.
Taking into account the fact that each (n − 1)-dimensional surface k , k = 0, 1, . . . , m, is of class C1, it can be
proved that both kernels of the single- and double-layer potentials V(·, g) and W(·,h), G(x0 − y) and KS(y, x0), are
weakly singular when x0 ∈  (see e.g., [5, Chapter 3]). This property leads to the existence of the principal value of
the double-layer potential in each point x0 ∈  (the double-layer potential is singular when x0 ∈ , but its principal
value is well deﬁned), and to the continuity property of the single-layer potential across  (for details concerning all of
these properties see [5, Chapter 3] or [12, Chapter 5]). A similar result can be established for the normal stresses due
to the single-layer potential. The following theorem concerns the continuity behaviour of the hydrodynamic potentials
across the boundary  of the domain D (see [5, Chapter 3] for n = 2, 3; [17, p. 19] for n2):
Theorem 3. Let g and h be two vector ﬁelds deﬁned on  such that g,h ∈ C0(), and let V(·, g), W(·,h) and t(V)
be the functions given by the relations (29), (30) and (40). Then for any x0 ∈  we have
V+(x0, g) = V−(x0, g) = V(x0, g), (41)
W+j (x0,h) = 	nhj (x0) +
∫ PV

KSij (y, x0)hi(y) d(y), (42)
W−j (x0,h) = −	nhj (x0) +
∫ PV

KSij (y, x0)hi(y) d(y), (43)
t+j (V)(x0) = −	ngj (x0) +
∫ PV

KSji(x0, y)gi(y) d(y), (44)
t−j (V)(x0) = 	ngj (x0) +
∫ PV

KSji(x0, y)gi(y) d(y), (45)
where KSij (y, x) = SSijk(y − x)nk(y), and the symbol PV means the principal value.
Since we need the traction ﬁeld associated with the double-layer potential W(·,h), we next present the classical
Lyapunov–Tauber theorem (see e.g., [5, Chapter 3]).
Theorem 4. Let h ∈ C0,() (> 1 − ) be a Hölder continuous vector function with Hölder exponent  ∈ (0, 1],
and assume that either of the limits (T(W))+ · n or (T(W))− · n exists. Then, also the other limit exists and they are
equal, i.e., at any point x0 ∈  we have the equality
(Tij (W))+(x0)nj (x0) = (Tij (W))−(x0)nj (x0), j = 1, . . . , n. (46)
Let us now consider the single- and double-layer integral operatorsV : C0() → C0() andKd : C0() → C0()
given by
(Vg)(x0) = V
(
x0,
1
2	n
g
)
,
(Kdh)j (x0) = 12	n
∫ PV

KSij (y, x)hi(y) d(y) (47)
for any x0 ∈  and all g,h ∈ C0().
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Using the fact that both kernels of the integral operatorsV and Kd , G(x − y) and KS(y, x), are weakly singular it
can be proved that these operators are compact from C0() into C0() (more details concerning the theory of integral
operators with weakly singular kernels can be consulted in [6]).
Let 〈·, ·〉 : C0() × C0() → R be the inner product given by
〈g,h〉 =
∫

g(y) · h(y) d(y), g,h ∈ C0(), (48)
and let Kd∗ : C0() → C0() be the adjoint of the double-layer integral operator Kd with respect to this inner
product, i.e.,
〈Kdh, g〉 = 〈h,Kd∗g〉, g,h ∈ C0(). (49)
Straightforward computation shows that
(Kd∗g)j (x) = 12	n
∫ PV

KSji(x, y)gi(y) d(y), x ∈ , g ∈ C0(), (50)
j = 1, . . . , n, and that Kd∗ is also compact from C0() into C0().
Finally, let G be a vector function which satisﬁes the condition G ∈ C0,(D) ∩ C0(D), 0< 1, and let w(·,G)
and q(·,G) be the functions given by
w(x,G) = 1
2	n
∫
D
G(x − y) · G(y) dy, (51)
q(x,G) = 1
2	n
∫
D
S(x − y) · G(y) dy (52)
for x ∈ Rn. The vector function w(·,G) is called the volume potential with density G.
The pair (w(·,G), q(·,G)) is a (C2,(D) ∩ C1,(Rn)) × (C1,(D) ∩ C0,(Rn)) solution to the system of equations
(see e.g., [8,16])
∇ · w = 0 in D, (53)
−∇q + ∇2w = −G in D. (54)
Now, we are able to discuss some boundary value problems of Dirichlet and Neumann types for the compressible
Stokes system (2) from the point of view of the theory of hydrodynamic potentials.
5. The interior Dirichlet problem for the system (2)
As above, let us consider a bounded domain D = D0\(⋃mk=1Dk) with boundary  =⋃mk=0k such that k is of
class C1, (0< 1), k = 0, . . . , m, and let c ∈ R and  ∈ R+ be two constants. Also let f ∈ C0,(D) ∩ C0(D) and
U ∈ C0() be given vector ﬁelds such that the condition (3) holds.
We have proved that the interior Dirichlet problem consisting of the compressible Stokes system (2) subject to the
boundary condition of the Dirichlet type (4) has at most one classical solution (u, p) (p is unique up to an additive
constant) (see Theorem 2).
In order to show the existence of the classical solution to the boundary value problem (2), (4) we need some
preliminary results.
Firstly, we denote byN(− 12 In +Kd) andN(− 12 In +Kd∗) the null spaces of the operators − 12 In +Kd : C0() →
C0() and − 12 In + Kd∗ : C0() → C0(), i.e.,
N(− 12 In + Kd) = {0 ∈ C0() : (− 12 In + Kd)0 = 0 on }, (55)
N(− 12 In + Kd∗) = {0 ∈ C0() : (− 12 In + Kd∗)0 = 0 on }. (56)
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In view of Fredholm’s alternative (see e.g. [6]) it follows that these spaces have the same dimension. The following
result gives the expression of this dimension and also the structure of a basis of the spaceN(− 12 In + Kd∗) (see [8],
[5, p. 182]):
Theorem 5. The setsN(− 12 In + Kd) andN(− 12 In + Kd∗) are linear subspaces of L1(), and
dimN
(
−1
2
In + Kd
)
= dimN
(
−1
2
In + Kd∗
)
= n(n + 1)m
2
+ 1. (57)
Also, a basis of the spaceN(− 12 In + Kd∗) is the set
{jk,n : j = 1, . . . , n(n + 1)/2, k = 1, . . . , m}, (58)
such that
V
(
·, 1
2	n
jk
)∣∣∣∣
Dh
= khj , j = 1, . . . , n(n + 1)2 , k, h = 1, . . . , m, (59)
where 1, . . . ,n(n+1)/2 are n(n + 1)/2 linearly independent rigid body motion ﬁelds in Rn.
In addition, any function  ∈N(− 12 In + Kd∗) has the property
V
(
·, 1
2	n

)∣∣∣∣
0
= 0. (60)
We are now able to prove the following existence result:
Theorem 6. Let D =D0\(⋃mk=1Dk) ⊂ Rn (n2) be a bounded domain with boundary =⋃mk=0k such that k is
of class C1, (0< 1), k = 0, . . . , m. Also, let f ∈ C0,(D) ∩ C0(D) and U ∈ C0() be given vector ﬁelds, and let
c ∈ R,  ∈ R+. Assume that the ﬁeld U satisﬁes the condition (3). Then the system of Fredholm integral equations of
the second kind
−1
2
j (x) +
1
2	n
∫ PV

KSij (y, x)i (y) d(y) = Uj(x) − Vj
(
x,
1
2	n

)
+ c
∫

Fn(x − y)nj (y) d(y)
− 1
2	n
∫
D
Gji(x − y)fi(y) dy, x ∈ , (61)
j=1, . . . , n, has a solution=(1, . . . ,n) ∈ C0(),where is an element ofN(− 12 In+Kd∗) uniquely determined,
and Fn is the fundamental solution of the Laplace equation in Rn (see the relation (10)).
Moreover, the boundary integral representations
u(x) = W
(
x,
1
2	n

)
+ V
(
x,
1
2	n

)
− c
∫

Fn(x − y)n(y) dy
+ 1
2	n
∫
D
G(x − y) · f(y) dy, x ∈ D (62)
p(x) = Pd
(
x,
1
2	n

)
+ P s
(
x,
1
2	n

)
+ 1
2	n
∫
D
S(x − y) · f(y) dy, x ∈ D, (63)
obtained with the densities  and , determine the unique classical solution (u, p) (p is unique up to an additive
constant) to the interior Dirichlet problem consisting of the compressible Stokes system (2) subject to the boundary
condition of the Dirichlet type (4).
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Proof. Let U∗ ∈ C0() be the function given by
U∗(x) = U(x) − 1
2	n
∫
D
G(x − y) · f(y) dy, x ∈ . (64)
Therefore, we have to prove the existence of a solution  ∈ C0() to the Fredholm integral equation of the second
kind (the vector form of the system of equations (61))(
−1
2
In + Kd
)
= U∗ − V
(
·, 1
2	n

)
+ c
∫

Fn(· − y)n(y) d(y) on  (65)
for some  ∈ N(− 12 In + Kd∗). According to Theorem 5 and Fredholm’s alternative we deduce that Eq. (65) has a
solution  ∈ C0() if and only if the following orthogonality conditions are satisﬁed:∫

{
U∗(x) − V
(
x,
1
2	n

)
+ c
∫

Fn(x − y)n(y) d(y)
}
·kl(x) d(x) = 0, (66)
k = 1, . . . , n(n + 1)/2, l = 1, . . . , m, and∫

{
U∗(x) − V
(
x,
1
2	n

)
+ c
∫

Fn(x − y)n(y) d(y)
}
· n(x) d(x) = 0. (67)
Note that the functions jk , j = 1, . . . , n(n + 1)/2, k = 1, . . . , m, are given by the relations (59).
Recalling that the single-layer potential V(·, (2	n)−1) satisﬁes the continuity equation ∇ · V(·, (2	n)−1) = 0
in D, and using the relation (3), Eqs. (9) and (18), as well as the divergence theorem, we obtain∫

{
U∗(x) − V
(
x,
1
2	n

)
+ c
∫

Fn(x − y)n(y) d(y)
}
· n(x) d(x)
=
∫

Uj(x)nj (x) d(x) + c
∫
D

xj
∫
D

yj
Fn(x − y) dy dx
=
∫

Uj(x)nj (x) d(x) − c
∫
D
∫
D
∇2xFn(x − y) dy dx
=
∫

Uj(x)nj (x) d(x) − c
∫
D
dx =
∫

Uj(x)nj (x) d(x) − c|D| = 0.
Thus, the condition (67) is identically satisﬁed for any  ∈ N(− 12 In + Kd∗), as a consequence of the compatibility
condition (3). It remains only the conditions (66).
On the other hand, from Theorem 5 it follows that the condition
 ∈N(− 12 In + Kd∗)
requires the existence of some constants 0, ik ∈ R, i = 1, . . . , n(n + 1)/2, k = 1, . . . , m, such that
=
n(n+1)/2∑
i=1
m∑
r=1
irir + 0n on . (68)
Therefore, the conditions (66) can be written in the form
n(n+1)/2∑
i=1
m∑
r=1
ir
∫

V
(
x,
1
2	n
ir
)
·kl(x) d(x) =
∫

U∗(x) ·kl(x) d(x)
+ c
∫

kl(x) ·
∫

Fn(x − y)n(y) d(y) d(x), (69)
k = 1, . . . , n(n + 1)/2, l = 1, . . . , m.
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Wehave obtained a non-homogeneous system of linear algebraic equations with unknowns ir , i=1, . . . , n(n+1)/2,
r=1, . . . , m.We will show that this system has a unique solution or, equivalently, that the corresponding homogeneous
linear algebraic system
n(n+1)/2∑
i=1
m∑
r=1
0ir
∫

V
(
x,
1
2	n
ir
)
·kl(x) d(x) = 0, (70)
k = 1, . . . , n(n+ 1)/2, l = 1, . . . , m, admits only the trivial solution 0j l = 0, j = 1, . . . , n(n+ 1)/2, l = 1, . . . , m. For
this aim, we use the notation
0 =
n(n+1)/2∑
i=1
m∑
r=1
0irir , (71)
as well as the property ∇ · T(V(·, (2	n)−10)) = 0 in D, to deduce that∫

(T(V(0)))−(x) · n(x) d(x) = 0, (72)
where V0 = V(·, (2	n)−10).
On the other hand, the property 0 ∈N(− 12 In + Kd∗) yields that
(T(V(0)))+ · n = 0 on 
and hence (see the formulas (44) and (45))
(T(V(0)))− · n = 0 on , (73)
in view of which the relation (72) becomes∫

0(y) d(y) = 0. (74)
Therefore, the single-layer potential V(·, (2	n)−10) satisﬁes the following decay formula at inﬁnity (see the relations
(38)):
∇kV
(
x,
1
2	n
0
)
= O(|x|1−n−k) as |x| → ∞, k = 0, 1. (75)
Moreover, the pair (V(·, (2	n)−10), P s(·, (2	n)−10)) is a solution to the Stokes system in Rn\ (see
Eqs. (33)), and
(T(V(·, (2	n)−10)))+ · n = 0 on .
Therefore, in view of the uniqueness of the solution to the exterior Neumann problem for the Stokes system (see e.g.,
[5, Chapter 1]), we deduce that
V
(
·, 1
2	n
0
)
= 0, P s
(
·, 1
2	n
0
)
= 0 in Rn\D0, (76)
and V(·, (2	n)−10) represents the velocity ﬁeld of a rigid body motion in each bounded domain Dk , k = 1, . . . , m.
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On the other hand, multiplying Eqs. (70) by 0kl , summing over k = 1, . . . , n(n + 1)/2 and l = 1, . . . , m, and using
the formulas (44) and (45), we obtain
0 = 
∫

V
(
x,
1
2	n
0
)
·0(x) d(x)
=
∫

V
(
x,
1
2	n
0
)
· {(T(V0))−(x) · n(x)} d(x)
= 2
∫
D
Eij (V0)(x)Eij (V0)(x) dx, (77)
where
Eij (V0) = 12
(
V 0i
xj
+ V
0
j
xi
)
, i, j = 1, . . . , n.
The property (77) yields that the single-layer potential V(·, (2	n)−10) is the velocity ﬁeld of a rigid body motion
in the bounded domain D. But this ﬁeld vanishes on 0, as follows from the ﬁrst of the relations (76). According to
the uniqueness of the solution to the interior Dirichlet problem for the Stokes system (see [5, Chapter 1]), we deduce
that V(·, (2	n)−10) = 0 in D. In addition, the continuity of the single-layer potential V(·, (2	n)−10) in the whole
space Rn (see the relation (41)) yields that
V
(
·, 1
2	n
0
)
=
n(n+1)/2∑
j=1
m∑
k=1
0jkV
(
·, 1
2	n
jk
)
= 0 on . (78)
Now, according to the linear independence of the functions V(·, (2	n)−1jk) and expressing rigid body motions (see
Theorem 5), we ﬁnd that the linear combination (78) leads to
0jk = 0, j = 1, . . . ,
n(n + 1)
2
, k = 1, . . . , m. (79)
Consequently, we have proved that the homogeneous algebraic system (70) has only the trivial solution, i.e., the
non-homogeneous algebraic system (69) has a unique solution (jk) j=1,...,n(n+1)/2
k=1,...,m
. Therefore, there exists the uniquely
determined function
=
n(n+1)/2∑
j=1
m∑
k=1
jkjk ∈N
(
−1
2
In + Kd∗
)
(i.e., has the form (68) with 0=0) such that the conditions (66) and (67) hold. The existence of a solution ∈ C0()
to the Fredholm integral equation of the second kind (65) is now a direct consequence of Fredholm’s alternative.
Finally, using Eq. (9), the properties (33), (34), (53) and (54), as well as the limiting formula (43), we conclude
that the integral representations (62) and (63) provide the unique classical solution (u, p) (p is unique up to an
additive constant) to the interior Dirichlet problem for compressible Stokes system (2), (4). This completes the proof of
Theorem 6. 
6. The interior Neumann problem for the system (2)
We consider again a bounded domain D=D0\(⋃mk=1Dk) ⊂ Rn with boundary =⋃mk=0k such that k is of class
C1, (0< 1), k = 0, . . . , m, and let c ∈ R and f ∈ C0,(D) ∩ C0(D) be given. Also, letT ∈ C0() be a vector
function which satisﬁes condition (7).
We have shown that the interior Neumann problem consisting of the compressible Stokes system (2) subject to the
boundary condition of the Neumann type (11) has at most one classical solution (u, p) (u is unique up to a rigid body
motion) (see Theorem 2).
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In order to obtain the existence result of the solution to the boundary value problem (2), (11), we need some additional
results.
Firstly, we introduce the null spacesN( 12 In+Kd) andN( 12 In+Kd∗) of the operators 12 In+Kd : C0() → C0()
and 12 In + Kd∗ : C0() → C0(), as follows:
N( 12 In + Kd) = {0 ∈ C0() : ( 12 In + Kd)0 = 0 on }, (80)
N( 12 In + Kd∗) = {0 ∈ C0() : ( 12 In + Kd∗)0 = 0 on }. (81)
According to Fredholm’s alternative we deduce that these spaces have the same dimensions. Moreover, we have
(see [16]):
Theorem 7. The setsN( 12 In + Kd) andN( 12 In + Kd∗) are linear subspaces of L1(), and
dimN
(
1
2
In + Kd
)
= dimN
(
1
2
In + Kd∗
)
= n(n + 1)
2
+ m. (82)
Also, a basis of the spaceN( 12 In + Kd∗) is the set
{i ,Nk : i = 1, . . . , n(n + 1)/2, k = 1, . . . , m}, (83)
where the functions i and Nk are given by
i =
{∗i on 0,
0 on \0,
i = 1, . . . , n(n + 1)
2
, (84)
∗i ∈ C0(0) such that V(·, 1/(2	n)∗i ) are n(n + 1)/2 linearly independent rigid body motions in D0 and
P s(·, 1/(2	n)∗i ) ≡ 0 in D0, i = 1, . . . , n(n + 1)/2, and
Nk =
{
n on k,
0 on \k,
k = 1, . . . , m. (85)
Theorem 8. The spaceN( 12 In + Kd) admits the decomposition
N( 12 In + Kd) =RNc, (86)
where R is the n(n + 1)/2-dimensional space of the restrictions to  of the rigid body motions in Rn, andNc is any
m-dimensional complementary space to R. In addition, a basis ofNc is the set {1, . . . ,m} such that s ∈ C0()
and
T
(
W
(
·, 1
2	n
s
))
· n =
{
n on s ,
0 on \s , s = 1, . . . , m. (87)
Note that
T+
(
W
(
·, 1
2	n
s
))
· n = T−
(
W
(
·, 1
2	n
s
))
· n
= T
(
W
(
·, 1
2	n
s
))
· n on , (88)
in view of Theorem 4 and the following result (see e.g., [16]):
Theorem 9. If  ∈N(− 12 In + Kd) or  ∈N( 12 In + Kd) then  ∈ C1,().
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Now, we are able to show the following existence result:
Theorem 10. Let D = D0\(⋃mk=1Dk) ⊂ Rn (n2) be a bounded domain with boundary =⋃mk=0k such that k
is of class C1,, k = 0, . . . , m, 0< 1. Also, let f ∈ C0,(D)∩C0(D) andT ∈ C0() be given vector ﬁelds, and let
c ∈ R,  ∈ R+ be two constants. Assume that the ﬁeldT= (T1, . . . , Tn) satisﬁes the condition (7). Then there exists
a solution = (1, . . . ,n) ∈ C0() to the system of Fredholm integral equations of the second kind:
1
2
j (x) +
1
2	n
∫ PV

KSji(x, y)i (y) d(y)
= Tj (x) − Tji
(
W
(
x,
1
2	n

))
ni(x)
+ 2cni(x) 
xi
∫

Fn(x − y)nj (y) d(y) − 12	n
∫
D
KSji(x, y)fi(y) dy, x ∈ , (89)
j = 1, . . . , n, where  is an element ofNc uniquely determined, and Fn is the fundamental solution of the Laplace
equation in Rn (see the relation (10)).
In addition, the integral representations
u(x) = V
(
x,
1
2	n

)
+ W
(
x,
1
2	n

)
− c

∫

Fn(x − y)n(y) d(y) + 12	n
∫
D
G(x − y) · f(y) dy, x ∈ D (90)
p(x) = P s
(
x,
1
2	n

)
+ Pd
(
x,
1
2	n

)
+ 1
2	n
∫
D
S(x − y) · f(y) dy, x ∈ D, (91)
obtained with the densities  and , determine the unique classical solution (u, p) (u is unique up to a rigid body
motion) to the interior Neumann problem consisting of the compressible Stokes system (2) subject to the boundary
condition of the Neumann type (11).
Proof. The system of equations (89) can be written in the following vector form:(
1
2
In + Kd∗
)
= T∗ − T
(
W
(
·, 1
2	n

))
· n + 2cn · ∇
∫

Fn(· − y)n(y) d(y) on , (92)
where T∗ ∈ C0() is the vector function whose components are given by
T ∗j (x) = Tj (x) −
1
2	n
∫
D
KSji(x, y)fi(y) dy, x ∈ . (93)
Note that the function gi given by
gi(x) =
∫

Fn(x − y)ni(y) d(y) =
∫
D
Fn(x − y)
yi
dy, x ∈ D (94)
has continuous ﬁrst derivatives in D (see e.g. [9, Chapter 11]). Then we can deﬁne the function gi/xj on ,
as follows:
gi
xj
(x) = lim
x′→x∈
x′∈D

x′i
∫
D
Fn(x′ − y)
yi
dy, x ∈ , (95)
and gi/xj ∈ C0(), i, j = 1, . . . , n.
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Further, taking into account Theorem 8 and Fredholm’s alternative, we deduce that the Fredholm integral equation
of the second kind (92) has a solution  ∈ C0() if and only if the following orthogonality conditions are satisﬁed:∫

{
T∗(x) − T
(
W
(
x,
1
2	n

))
· n(x)
+2cn(x) · ∇
∫

Fn(x − y)n(y) d(y)
}
·0(x) d(x) = 0 ∀0 ∈ R, (96)
∫

{
T∗(x) − T
(
W
(
x,
1
2	n

))
· n(x)
+2cn(x) · ∇
∫

Fn(x − y)n(y) d(y)
}
· s(x) d(x) = 0, s = 1, . . . , m. (97)
According to the fact that the total force and torque on  due to the double-layer potential W(·, (2	n)−1) are equal
to zero (see e.g. [5, Chapter 3]), i.e.,∫

{
T
(
W
(
x,
1
2	n

))
· n(x)
}
·0(x) d(x) = 0 ∀0 ∈ R, (98)
the condition (96) reduces to∫

{
T∗(x) + 2cn(x) · ∇
∫

Fn(x − y)n(y) d(y)
}
·0(x) d(x) = 0 ∀0 ∈ R. (99)
Let ˜ = (˜1, . . . , ˜n) be an arbitrary rigid body motion ﬁeld in Rn and set 0 = ˜| ∈ R. Then from the property
(28) we ﬁnd that∫

0j (x)
1
2	n
∫
D
KSji(x, y)fi(y) dy d(x) =
∫
D
fi(y)
1
2	n
∫

SSjik(x − y)nk(x)0j (x) d(x) dy
= −
∫
D
fi(y)˜i (y) dy. (100)
Further, applying the divergence theorem and using the equality
Fn(x − y)
yi
= −Fn(x − y)
xi
,
we get the identity∫

{
n(x) · ∇
∫

Fn(x − y)n(y) d(y)
}
·0(x) d(x)
= −
∫

0j (x)ni(x)
2
xixj
∫
D
Fn(x − y) dy d(x). (101)
The relations (100) and (101) yield that the condition (99) is satisﬁed for any 0 ∈ R as a consequence of the
compatibility condition (7). Therefore, it remains only to require the conditions (97), i.e.,∫

{
T
(
W
(
x,
1
2	n

))
· n(x)
}
· s(x) d(x)
=
∫

{
T∗(x) + 2cn(x) · ∇
∫

Fn(x − y)n(y) d(y)
}
· s(x) d(x), s = 1, . . . , m. (102)
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On the other hand, the condition  ∈Nc is equivalent to the existence of the constants 1, . . . , m ∈ R such that (see
Theorem 8)
=
m∑
k=1
kk on  (103)
and hence the conditions (102) take the form
m∑
k=1
k
∫

{
T
(
W
(
x,
1
2	n
k
))
· n(x)
}
· s(x) d(x)
=
∫

{
T∗(x) + 2cn(x) · ∇
∫

Fn(x − y)n(y) d(y)
}
· s(x) d(x), s = 1, . . . , m. (104)
We have obtained a non-homogeneous system of linear algebraic equations with unknowns k , k = 1, . . . , m. We will
show that this system has a unique solution.
Let us consider the homogeneous system of linear algebraic equations
m∑
k=1
0k
∫

{
T
(
W
(
x,
1
2	n
k
))
· n(x)
}
· s(x) d(x) = 0, s = 1, . . . , m, (105)
with unknowns 0k ∈ R, k = 1, . . . , m. If 0 is the vector function given by
0 =
m∑
k=1
0kk on , (106)
then the system of equations (105) takes the form∫

s(x) ·
{
T
(
W
(
x,
1
2	n
0
))
· n(x)
}
d(x) = 0, s = 1, . . . , m. (107)
Multiplying Eqs. (107) by 0s and adding the resulting equations, we obtain∫

0(x) ·
{
T
(
W
(
x,
1
2	n
0
))
· n(x)
}
d(x) = 0. (108)
On the other hand, since 0 ∈ N( 12 In + Kd) we deduce that the double-layer potential W(·, (2	n)−10) has the
following limiting values on both sides of  (see the relations (42) and (43)):
W+
(
·, 1
2	n
0
)
= 0, W−
(
·, 1
2	n
0
)
= −0 on . (109)
Therefore, the relation (108) becomes∫

W−
(
x,
1
2	n
0
)
·
{
T
(
W
(
x,
1
2	n
0
))
· n(x)
}
d(x) = 0. (110)
In addition, the fact that the pair (W(·, (2	n)−10), P d(·, (2	n)−10)) satisﬁes the equations
∇ · W
(
x,
1
2	n
0
)
= 0, x ∈ D
− ∇Pd
(
x,
1
2	n
0
)
+ ∇2W
(
x,
1
2	n
0
)
= 0, x ∈ D, (111)
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yields the identity
2
∫
D
E0ijE
0
ij dx =
∫

W−
(
x,
1
2	n
0
)
·
{
T
(
W
(
x,
1
2	n
0
))
· n(x)
}
d(x), (112)
where 2E0ij = u0i /xj + u0j /xi , and u0 ≡ W(·, (2	n)−10). In view of the property (110), the right-hand side
of this identity vanishes and thus the double-layer potential W(·, (2	n)−10) represents a rigid body motion in the
bounded domain D. This property together with the second of the relations (109) yield that 0 ∈ R. But 0 ∈ Nc,
which is a m-dimensional complementary space ofNc. Consequently, it is only possible to have 0 = 0 on , i.e.,
m∑
k=1
0kk = 0 on . (113)
This is a linear combination of the linearly independent vector functions 1, . . . ,m, which determine a basis ofNc.
Accordingly, we must have
0k = 0, k = 1, . . . , m, (114)
i.e., the homogeneous system of linear algebraic equations (105) has only the trivial solution. Hence the non-homo-
geneous system of linear algebraic equations (104) has a unique solution (1, . . . , n) ∈ Rm, i.e., there exists the
uniquely determined function
=
m∑
k=1
kk ∈Nc
for which the orthogonality conditions (102) are satisﬁed.
The existence of a solution  ∈ C0() to the Fredholm integral equation of the second kind (92) is now a direct
consequence of Fredholm’s alternative since the conditions (96) and (97) are just the orthogonality conditions required
by it.
Finally, usingEqs. (9), (33), (34), (53) and (54), aswell as the formula (45), we deduce that the integral representations
(90) and (91) (obtained with the functions and ) determine the unique classical solution (u, p) (u is unique up to a
rigid body motion) to the interior Neumann problem for the compressible Stokes system (2), (11). This completes the
proof of Theorem 10. 
7. Conclusions
In this paper we have used the theory of hydrodynamic potentials to show the existence and uniqueness result of
classical solutions to some boundary value problems of Dirichlet and Neumann types for the compressible Stokes
system (2) in a bounded domain in Rn (n2) with compact but not connected boundary.
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