Various authors have proposed using the jackknife technique to approximate a standard error for the Gini coefficient. It has also been shown that the Gini measure can be obtained simply from an artificial OLS regression based on the data and their ranks. Accordingly, we show that obtaining an exact analytical expression for the standard error is a trivial matter. In addition, by extending the regression framework to one involving Seemingly Unrelated Regressions, several interesting hypotheses regarding the sensitivity of the Gini coefficient to changes in the data are readily tested in a formal manner.
Introduction
Although the Gini coefficient is probably the most widely used empirical measure of income inequality, it is usually reported without any acknowledgement of the fact that it is simply a sample statistic. As such, it has a sampling variance, and ideally a standard error should be reported. This has long been understood (e.g., Hoeffding, 1948) , but the standard error associated with the Gini coefficient has been reported only rarely in practice. The reason for this is that most of the formulations of this standard error that have been proposed in the literature are mathematically complex, or they require a considerable amount of numerical computation 1 . The latter disadvantage applies, in particular, to the application of the jackknife technique 2 to simulate a variance for the Gini coefficient, as suggested by Walden (1985, 1988) and others.
Recently, Karagiannis and Kovacevic (2000) and Ogwang (2000) have re-considered this issue. In particular they discuss ways in which the computational burden associated with the jackknife approximation of the Gini coefficient's variance can be reduced to a level where this method can be applied even when realistically large data samples are involved. In addition, Ogwang provides a particular regression-based interpretation of the Gini coefficient that not only forms the basis of his approach, but unwittingly exposes the fact that there is really no need to resort to the jackknife technique at all in this context! The purposes of this note are to expose the latter point, and to show how this regression-based interpretation is also helpful with regard to various hypothesis tests that are of practical interest. We illustrate our results with empirical applications. 
Basic Results

Let
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where is the weighted least squares (WLS) estimator of 2 in the model
where the are heteroskedastic errors with variances of the form . So, in the formulation
of the Gini coefficient in (4), we have: Ogwang's (2000) principal contribution is to use equation (4) as the basis for applying the jackknife principle to develop a standard error for G. His innovation dramatically reduces the computational burden of using the jackknife in this context, as it usually involves computing G from every possible sub-sample that is created by dropping one observation. The key to his result is that the data are first ranked in the construction of (4) from (5) and (6).
As useful as the proposals made by Karagiannis and Kovacevic (2000) and by Ogwang (2000) are, in fact a closer examination of the latter's approach reveals that the adoption of the jackknife technique is actually unnecessary, and the construction of an appropriate standard error for the Gini coefficient is trivial. To see this, note that from (4): (7) var. ( )
and so the standard error of G is:
Of course, comes directly from the WLS estimation of (5) 
. In other words, the desired standard error can be obtained directly from standard u y
OLS regression output! Precisely this approach has been used by Selvanathan (1991), Giles and McCann (1994) , Crompton (2000) and others to calculate standard errors for Laspeyres, Paasche, and other types of price indices 4 . It should also be stressed that resampling procedures such as the jackknife are justified only in terms of their asymptotic properties. For instance, Shao (1991) provides a detailed analysis of these properties, and establishes the weak consistency of the jackknife variance estimator. This estimator is not necessarily appealing in finite samples -for instance, Efron and Stein (1981) prove that it is biased upwards in small samples, so at least it provides a conservative measure.
Numerical Illustrations
First, we illustrate the relationship between the exact standard error given by (8) , and its jackknife counterpart, using an artificial data-set 5 . Table 1 shows the Gini coefficient and its standard error for various sample sizes, and the corresponding jackknife calculations. The asymptotic convergence of the latter to the former is evident, as is the upward bias in the jackknife Gini estimate and its standard error in finite samples. Ogwang (2000) , and the other associated authors noted above, propose that the "exact" Gini coefficient should be used with the "jackknife" standard error. The percentage distortion in [G / s.e.(G)] that would be associated with this approach is just the percentage distortion in s.e.(G). This is also shown in Table 1 for our artificial data-set.
Next, we consider a small application using data from the Penn World Tables 6 . Our data measure real per capita consumption, in internationally comparable terms, for 133 countries in the years 7 1970, 1975, 1980 and 1985. In Table 2 we again compare the Gini coefficients and their standard errors obtained by the simple regression approach described above, and by using the jackknife. As before, the finite-sample bias of the latter measures is obvious, and in fact is much more pronounced (in percentage terms) than in Table 1 The OLS/WLS approach to calculating the standard errors for the Gini coefficient also facilitates various interesting hypothesis tests that cannot be conducted readily if the jackknife approximation is used. For example, we can test the hypothesis that the Gini coefficient is the same in different years by stacking up the single-year regressions of the form (5) or (9), using Seemingly Unrelated Regressions (SUR) estimation, and testing the equality of the appropriate coefficients across the equations. Part (a) of Table 3 shows the SUR estimates of the Gini coefficient and the standard errors for our consumption data. The coefficients themselves are smaller than those obtained year by year (as in Table 1 ), and the gain in asymptotic efficiency associated with SUR estimation is reflected in the smaller standard errors. The latter, of course mean that the percentage distortion in the jackknife standard errors is even greater than the Table 2 results suggest. Table 7 we show the results when the 1975 and 1980 coefficients are restricted to be the same. With the inclusion of this additional (data-supported) information, the Gini coefficient standard errors are further reduced, and so the distortions associated with the jackknife approximation are more pronounced.
As a final example of the usefulness of the SUR approach to calculating both the Gini coefficient and its estimated variability, we consider the significance of the effect on this measure of international consumption inequality if one or more countries are deleted from the sample. In each year, the U.S.A. has the highest real per capita consumption among the countries in our sample, and Ethiopia has the smallest. Table 4 shows the results of testing the robustness of the Gini coefficient estimates, in each year (based on restricted SUR estimation), to the deletion of one or both of these extreme sample values 13 .
Comparing Tables 3(b) and 4, we see that the Gini coefficient is slightly more sensitive to the omission of the U.S.A. from the sample than to the omission of Ethiopia. Not surprisingly, it is even more sensitive to the omission of both countries. The Wald statistics relate to the equivalence of the Gini values before and after the various omissions -they are asymptotically chi-square distributed with degrees of freedom equal to the number of countries deleted. Interestingly, when we focus on statistical significance rather then the numerical values of the Gini coefficients, a different picture emerges. When the U.S.A. is dropped from the sample we cannot reject the null hypothesis, that the Gini coefficient is unaltered, at the 15% significance level or lower.
On the other hand, when Ethiopia is dropped from the sample, we reject this null hypothesis at the 5% level, though not at the 2.5% level or lower. Finally, when both countries are dropped, we again reject the stability of the Gini coefficient at the 5% level, though not at the 4% level or lower.
Concluding Remarks
The Gini coefficient is the most common economic measure of inequality. A standard error is needed if confidence intervals or tests are to be constructed for this coefficient, and various authors have proposed using the jackknife technique to get a large-sample approximation for this standard error. However, because the Gini coefficient can be obtained from a simple OLS regression-based approach, the exact calculation of its standard error is actually trivial. This insight also provides the basis for constructing various tests of the robustness of the Gini coefficient to changes in the sample of data, using SUR estimation as the basis for this analysis. Such tests are not readily constructed if the jackknife methodology is used. 
12.
This statistic is asymptotically chi-square with three degrees of freedom under the null hypothesis, so the 1% critical value is 11.3449, and the p-value is essentially zero.
13. These tests are readily implemented through the use of simple dummy variables to isolate the observations (countries) of interest.
