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ПЕРЕЛІК УМОВНИХ ПОЗНАЧЕНЬ 
КВМ – координатно-вимірювальна машина; 
ІВС – інформаційно-вимірювальна система; 
ІВК – інформаційно-вимірювального комплекс; 
ПК – персональний комп’ютер; 
ЗВ – засіб вимірювання; 
СКМ – система координат машини; 
ВСК – відносна система координат; 
СКД – система координат деталі; 
ВП – вимірювальний перетворювач; 
АЦП – аналогово-цифровий перетворювач; 
АІ – аналоговий інтерфейс; 
ВПСН – вимірювального перетворювача струм/напруга; 
ДП – диференціальний підсилювач; 
ДСВ – диференційно–струмові входи; 
ДФ – дестабілізуючі фактори; 
ЗВТ – засоби вимірювальної техніки; 
ІБЖ – ізольований блок живлення; 
ІДП – індуктивний датчик переміщень; 
ІІП – ітераційний інтегруючий перетворювач; 
МВ – механічні величини;  
МХ – метрологічні характеристики;  
ОП – операційний підсилювач; 
ЦАП – цифро-аналоговий перетворювач; 
ЛАЧХ – логарифмічна амплітудно-частотна характеристика 
𝐼𝑇 – границя допуску; 
∆𝑡 – температурний діапазон;  
𝑈 – напруга; 
𝑓 – частота; 
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𝛼, 𝛽 – вірогідність помилок; 
𝛿 – відносна зміна опору датчика; 
𝑑𝑖– кількість вимірювань 𝑖 -ї деталі; 
𝑝(∆) – ймовірність; 
k – кут конусності деталі; 
𝜎2 – дисперсія; 
𝜌 – загальна кількість вимірювань; 
𝑛 – об’єм контрольної вибірки; 
𝑚 – об’єм навчальної вибірки; 
𝑠𝑘 – статистична гіпотеза; 
Ф(𝑥) – табульований інтеграл; 
1 − 𝛼0 – достовірність розпізнавання; 
𝜆 - вектор коефіцієнтів регресійної моделі; 
{𝑎𝑗} – міра усереднення; 
𝑇 – крок дискретизації; 
𝑔𝑘
(𝑖)
 – ряд штрафних значень; 
𝐻0 – нульова гіпотеза; 
∆𝑈вим – адитивна похибка; 
𝜀∆ – температурний дрейф адитивної похибки; 
𝑆д0 – початкове значення чутливості датчика; 
𝛾 – мультиплікативна похибка датчика; 
𝐾(𝜔) - передаточна функція; 
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ВСТУП 
 
Актуальність теми. Стрімкий розвиток авіаційної промисловості в наш 
час супроводжується значним підвищенням вимог до надійності 
функціонування механізмів і дотриманням високої точності та швидкодії при 
їх вимірюванні. Неточність виготовлення деталей значно впливає на 
експлуатаційні показники механізмів літальних апаратів, такі як 
довговічність, надійність та значною мірою залежать від правильності 
вибору допусків форми і розташування поверхні. 
Це в свою чергу вимагає від авіаційних підприємств підвищення 
точності вимірювальних операцій, оптимальний вибір засобів вимірювання 
геометричних параметрів деталей та вузлів, розробку нових та 
удосконалення існуючих методів вимірювання лінійно-кутових розмірів 
деталей, які були б прийнятні у поєднанні з сучасними комп’ютерними 
програмами трикоординатного модулювання та стійкі до виробничих умов.  
Існуючі на даний час методи вимірювання цих параметрів деталей та 
математичного опису поверхні авіаційної деталі складної геометричної 
форми або не враховують дестабілізуючих факторів, мають невисоку 
швидкодію та працюють тільки в ручному режимі.  
Проведений аналіз показав, що однією з основних проблем, які 
виникають у процесі проведення вимірювань на авіаційних підприємствах є 
дестабілізуючий вплив таких факторів як зміна температурного режиму, 
вібрації, перепади тиску, негативна дія яких знижує ефективність корекції 
систематичних складових похибки та може бути причиною появи певних 
аномальних відхилень при вимірюванні геометричних параметрів деталей.  
Аналіз сучасного стану наукових робіт, пов’язаних зі створенням нових 
методів вимірювання геометричних параметрів авіаційних деталей,свідчить 
про стрімкий розвиток досліджень у сфері прецизійного та дистанційного 
вимірювання, розробки автоматизованих методів і методик вимірювання 
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лінійно-кутових величин, моделюванні похибки вимірювання та процесу 
комп’ютерної обробки вимірювальної інформації.  
Питаннями розробки нових методів і способів підвищення точності 
вимірювання геометричних параметрів деталей складної геометричної форми 
займалося багато вітчизняних та закордонних вчених.  
Так в наукових роботах Фрумкина В. Д., Рубичева Н. А. проведений 
ґрунтовний аналіз окремих завдань розробки методів вимірювання, 
вирішення яких базується на теорії ймовірностей і математичній статистиці, 
досліджено способи опису і нормування похибок вимірювання, вплив 
дестабілізуючих факторі на достовірність вимірювань досліджено в роботах 
Мєдвєдєвої Р. В и Сергєєва О. Г., розглянуто сучасні підходи до оцінки 
вірогідності контролю та технічного діагностування Володарським Є. Т.  
Значні  результати в області метрології, теорії похибок, вимірювання 
механічних величин внесли вчені близького та далекого зарубіжжя 
А. Е. Кобринський, Л. М. Бойчук, В. С. Медвєдєв, О. Г. Лєсков, 
А. С. Ющенко, В. Л. Воронов, В. М. Лохін, І. В. Мірошник, Ю. А. Борцов, 
Д. В. Пузанков,  І. Б. Юнгер, В. І. Соболєв, А. А. Гапшис, А. Ю. Каспарайтис, 
І. М. Макаров, В. А. Ратміров, М. Б. Модестов, В. А. Раманаускас, 
M. Kazerooni, M. Liu, M. Vukobratovic та ін.  
Разом з тим, в цих роботах не розглянуто імовірність появи певних 
аномальних відхилень від форми та розташування поверхонь деталі у 
міжкроковому діапазоні вимірювань, зумовлених впливом дестабілізуючих 
факторів зовнішнього і внутрішнього середовища вимірювальної системи. 
Більшість теоретичних та прикладних досліджень нових методів 
вимірювання з мінімальною похибкою не мають практичного застосування. 
Існуючі методи малопродуктивні, мають невисоку точність, завадостійкість, 
надійність та не можуть бути використані в складі гнучких виробничих 
систем. Ці методи не забезпечують необхідну точність вимірювання деталей 
із складною просторовою поверхнею та не відповідають сучасним вимогам 
щодо точності та швидкодії вимірювань.  
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Більшість відомих методів вимірювання авіаційних деталей 
використовуються тільки в лабораторних умовах і не пристосовані для 
роботи в цехових умовах. Має місце серйозне відставання в розробці засобів 
вимірювання геометричних параметрів та принципів побудови методів 
вимірювання механічних величин при проектування, експлуатації та 
метрологічній атестації. 
Подальші підвищення точності виготовлення авіаційних деталей вказує 
на необхідність дослідження приладів та систем для вимірювання механічних 
величин, технічних та метрологічних характеристик ЗВТ, в свою чергу 
вимагає підвищення точності та швидкодії вимірювань геометричних 
параметрів деталі. Дані дослідження направлені на створення нових 
математичних моделей поверхонь деталей, методик та засобів вимірювання 
механічних величин на базі створення нових універсальних та перспективних 
методів вимірювання з визначенням складових похибок вимірювання, їх 
автокомпенсації з використанням прецензійних засобів вимірювальної 
техніки (ЗВТ). 
Тому актуальною постає задача розробки та удосконалення методів 
лінійно-кутових вимірювань авіаційних деталей складної геометричної 
форми в умовах дії дестабілізуючих факторів, які здатні забезпечити 
підвищений рівень достовірності вимірювання на всіх етапах життєвого 
циклу деталі з комплексною зміною діагностичних параметрів при 
виникненні несправності. Вирішення цієї задачі значно підвищить точність 
вимірювання геометричних параметрів авіаційних деталей, швидкодію, 
забезпечить високий ступінь автоматизації процесу контролю об’єктів із 
складною просторовою поверхнею. 
Зв’язок роботи з науковими програмами, планами, темами. 
Дисертаційна робота виконувалася на кафедрі комп’ютеризованих 
електротехнічних систем та технологій , відповідно до Закону України № 
3715-VI «Про пріоритетні напрями інноваційної діяльності в Україні», 
зокрема за напрямом «Освоєння нових технологій високотехнологічного 
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розвитку транспортної системи, ракетно-космічної галузі, авіа- і 
суднобудування, озброєння та військової техніки», а також відповідно до 
держбюджетної тематики Міністерства освіти і науки України в науково-
дослідній роботі № 864-ДБ13 “Теорія та принципи побудови інтелектуальних 
вимірювальних систем для контролю геометричних параметрів високоточних 
деталей” (номер держ. реєстрації 0113U000083, 2014 р.), де автор  була 
виконавцем підрозділу 3.1. 
Мета і задачі дослідження. Метою дисертаційної роботи є 
удосконалення існуючих та розробка нових методів вимірювання авіаційних 
деталей складної геометричної форми з урахуванням впливу зовнішніх 
дестабілізуючих факторів, що направлено на створення інформаційно-
вимірювального комплексу механічних величин.  
Для досягнення поставленої мети в дисертаційній роботі вирішені 
наступні завдання: 
– проаналізовано існуючі методи лінійно-кутових вимірювань авіаційних 
деталей зі складною просторовою поверхнею;  
– теоретично обґрунтовано та розроблено методи вимірювання 
механічних величин таких, як геометричні параметри, деформація, та інші на 
базі створення універсальних методів вимірювання механічних величин і 
розробки методик комп’ютерного моделювання процесу вимірювання з 
підвищеними метрологічними характеристиками; 
– удосконалено існуючі інформаційно-вимірювальні машини на основі 
розробки нового аналогового інтерфейсу для дистанційних вимірювань за 
допомогою резистивних тензодатчиків з розширенням діапазону 
вимірювання, точністю та швидкодією вимірювання з підвищеними 
метрологічними характеристиками; 
– розроблено методологічні засади проектування інформаційно-
вимірювальних комплексів, виконання теоретичних та експериментальних 
досліджень вимірювання геометричних параметрів деталей; 
– розроблено математичні моделі опису геометричних параметрів 
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поверхні авіаційних деталей з урахуванням аномальних відхилень від форми 
та розташування поверхонь; 
– розроблено програмно-математичне забезпечення інформаційно-
вимірювального комплексу по збору, обробці та представленню результатів 
вимірювання механічних величин в цілях реалізації запропонованих методів 
та моделей. 
Об’єкт дослідження – процес вимірювання механічних величин, а саме 
геометричних параметрів авіаційних деталей. 
Предмет дослідження – методи вимірювання лінійно-кутових 
параметрів авіаційних деталей зі складною просторовою поверхнею.  
Методи дослідження. При розв’язання поставленої задачі використані 
методи, що основані на теорії вимірювальних систем та координатно-
вимірювальних машин,  методах імітаційного моделювання та програмно-
математичного забезпечення.  
Наукова новизна одержаних результатів: 
1. Вперше сформовані нові підходи для вирішення задачі прецизійних 
вимірювань авіаційних деталей на основі двох пар індуктивних датчиків для 
створення приладів вимірювання різних типорозмірів та конструкцій і з 
забезпеченням високих метрологічних характеристик для підвищення 
точності вимірювання геометричних параметрів на 18%. 
2. Вперше запропоновано новий метод побудови інформаційно-
вимірювального комплексу з автоматичним та ручним переміщенням по 
поверхні деталі при вимірюванні лінійно-кутових розмірів великогабаритних 
деталей та обґрунтована невизначеність складових похибок приладової 
системи. 
3. Розроблено нові методи вимірювання лінійно-кутових розмірів в 
реальному часі, а саме: координатно-кроковий метод, який базується на 
принципі сумісного вимірювання та обходу поверхні деталі по еквідистатній 
кривій та комбінований диференціальний метод, який побудований на теорії 
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статистичних рішень, що надають можливість визначати геометричні 
параметри аномальних викидів на поверхні деталі. 
4. Виявлено принципові особливості впливу на процес вимірювання 
геометричних параметрів деталей дестабілізуючих факторів, що відкриває 
перспективу розробки нових типів високоточних і швидкодіючих методів 
вимірювання. 
5. Розроблено імовірнісну математичну модель складної просторової 
поверхні при вимірюванні геометричних параметрів деталей, що дозволяє 
проводити теоретичні дослідження залежності точності  вимірювання від 
впливу дестабілізуючих факторів і здійснювати оцінку похибки вимірювань 
та проведено математичне обґрунтування необхідної кількості елементів і 
об’ємів процедури випробувань і повірки засобів вимірювання. 
Практичне значення одержаних результатів роботи для галузі 
приладобудування полягає у розробці методів вимірювання інформаційно-
вимірювальними комплексами механічних величин та створення еталонної 
бази України; 
 за допомогою удосконаленого методу вимірювання лінійно-кутових 
розмірів корпусних деталей літака, визначено відхилення від форми 
розташування поверхонь, визначено розмір кроку обходу деталі в залежності 
від точності контрольованої поверхні та побудови тривимірного зображення; 
 сформульовані основні положення методів вимірювання геометричних 
параметрів високоточних деталей, а також алгоритми оцінки похибок та їх 
компенсації; 
 на основі розроблених моделей процесу вимірювання виявлені 
взаємозв’язки між похибками вимірювання геометричних параметрів із дією 
дестабілізуючих факторів та похибкою засобів вимірювальної техніки; 
 підвищено точність та швидкодію вимірювання геометричних 
параметрів деталей за рахунок розробки інструментальної частини 
прецизійних методів вимірювання, вирішені технічні задачі адаптації 
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алгоритмів і програмного забезпечення для конкретних модифікацій 
автоматизованих засобів вимірювання. 
Результати дисертаційної роботи впроваджено на підприємствах ПАТ 
НВО «Київський завод автоматики ім. Петровського» та Державному 
підприємстві «Завод 410 Цивільної Авіації», а також у навчальному процесі 
Національного авіаційного університету при підготовці фахівців за 
спеціальністю «Метрологія та інформаційно-вимірювальна техніка». 
До найсуттєвіших практичних  результатів дослідження належить 
апробація проектування інформаційно-вимірювального комплексу, а також 
методик вимірювання механічних величин. Експериментальним шляхом 
проведена оцінка ефективності розроблених методів вимірювальної системи 
лінійно-кутових розмірів великогабаритних деталей. 
Особистий внесок здобувача. Основні положення та результати 
дисертаційної роботи одержані автором самостійно. Особистий внесок 
здобувача в роботах, опублікованих в співавторстві, такий: 
 запропоновано метод розрахунку допусків, з урахуванням 
експлуатаційної похибки та розроблено методи її зменшення. 
 розроблено метод корекції систематичних похибок при вимірюванні 
авіаційних деталей з підвищеною точністю в умовах впливу зовнішніх 
дестабілізуючих факторів. 
 розроблено для дистанційних вимірювань механічних величин метод 
підвищення швидкодії вимірювань лінійно-кутових величин з використанням 
потенціометричних датчиків та запропоновано використання аналогового 
інтерфейсу з індуктивними датчиками переміщень та покращеними 
метрологічними характеристиками. 
 запропоновано методи зменшення впливу дестабілізуючих факторів, а 
саме: метод компенсації температурної похибки та похибки, викликаної дією 
вібраційних впливів при  проведенні координатних вимірювань 
геометричних параметрів авіаційних деталей. 
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Апробація результатів дисертації. Основні результати дисертації 
доповідались і обговорювались на: XIII Міжнародній науково-практичній 
конференції молодих учених і студентів «Політ. Сучасні проблеми науки» 
(Київ, 2013); Х, XI Міжнародній науково-практичній конференції «Військова 
освіта і наука: сьогодення і майбутнє» (Київ, 2014, 2015 рр.); ІІ Міжнародній 
науковій конференції «Вимірювання, контроль та діагностика в технічних 
системах» (Вінниця, 2013 р.); VI, VII, VIII, IX Міжнародній науково-
практичній конференції «Інтегровані інтелектуальні робото технічні 
комплекси» (Київ, 2013, 2014, 2015, 2016 pр.); Всеукраїнській науково-
практичній конференції молодих вчених, ад’юнктів, слухачів, курсантів і 
студентів «Актуальні завдання гуманітарного, фінансово-економічного, 
правового, матеріально-технічного та лінгвістичного забезпечення 
підрозділів та частин Збройних Сил України» (Київ, 2014 р.); V, VII 
Всеукраїнська науково-практична конференція молодих учених і студентів 
«Технічне регулювання та якість: сучасний стан, проблеми і перспективи» 
(Одеса, 2014, 2016). 
Публікації. За темою дисертації опубліковано 17 наукових праць, з них: 
6 статей у провідних фахових науково-технічних виданнях, 2 одноосібних, 2 
статті у виданні України, які включено до міжнародної наукометричної бази 
даних «Index Copernicus»), 10 тез доповідей на міжнародних конференціях. 
Структура та обсяг роботи. Дисертаційна робота складається із вступу, 
чотирьох розділів, висновків, списку використаних джерел і 3 додатків. 
Загальний обсяг роботи складає 202 сторінок, 49 рисунків, 11 таблиць, 
списку використаних джерел на 16 сторінках зі 169 найменувань, додатків на 
20 сторінках. 
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РОЗДІЛ 1 
СУЧАСНИЙ СТАН РОЗРОБКИ МЕТОДІВ ТА СПОСОБІВ 
ВИМІРЮВАННЯ МЕХАНІЧНИХ ВЕЛИЧИН 
 
Питаннями розробки нових методів і способів підвищення точності 
вимірювання геометричних параметрів деталей складної геометричної форми 
займалося багато вітчизняних та закордонних вчених. Існуючі на даний час 
методи вимірювання та математичного опису поверхні авіаційної деталі 
складної геометричної форми або не надають достатньо точної вимірювальної 
інформації, або занадто складні для обчислення та не придатні для обробки 
комп’ютерними програмами, що в наш час дуже важливо.  
Все це обумовлює необхідність розробки нових методів вимірювання 
геометричних параметрів авіаційних деталей з високою точністю та 
швидкодією. У зв’язку з цим, в цьому розділі проведений аналітичний огляд 
робіт в галузі вимірювання геометричних параметрів авіаційних деталей, 
аргументована актуальність розв'язуваної науково-технічної проблеми і 
сформульовані завдання дослідження в даній дисертаційній роботі. 
 
1.1. Аналітичний огляд методів і способів вимірювання геометричних 
параметрів авіаційних деталей 
 
Аналіз сучасного стану наукових робіт, пов’язаних зі створенням нових 
методів вимірювання геометричних параметрів авіаційних деталей,свідчить 
про стрімкий розвиток досліджень у сфері прецензійного та дистанційного 
вимірювання, автоматизованих методів і методик вимірювання, моделюванні 
похибки вимірювання та процесу комп’ютерної обробки вимірювальної 
інформації. В роботах [12-15] проведений ґрунтовний аналіз окремих завдань 
розробки методів вимірювання, вирішення яких базується на теорії 
ймовірностей і математичній статистиці, досліджено способи опису і 
нормування похибок вимірювання. Показаний вплив дестабілізуючих факторів 
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на достовірність вимірювання досліджено в роботах Мєдвєдєвої Р. В та 
Сергєєва А. Г. [16 – 17]. В роботі [18] Володарським Є. Т. розглянуто сучасні 
підходи до оцінки вірогідності контролю та технічного діагностування. Разом з 
тим, в цих роботах не визначається імовірність появи аномальних викидів при 
вимірюванні геометричних параметрів деталі у міжкроковому діапазоні, 
зумовлених впливом дестабілізуючих факторів зовнішнього і внутрішнього 
середовища вимірювальної системи. 
Проведений аналіз [19 – 25] показав, що однією з основних проблем, які 
виникають у процесі проведення вимірювань на авіаційних підприємствах є 
дестабілізуючий вплив таких факторів, як зміна температурного режиму, 
вібрації, вологості, перепади тиску, негативна дія яких вносить як систематичну 
складову похибки, так і випадкову може бути причино прояву певних 
аномальних викидів при вимірюванні у геометричних параметрів деталей.  
 Проблеми вимірювання поверхонь великогабаритних об'єктів, розміри 
яких перевищують вимірювальні ходи координатних вимірювальних машин 
(КВМ) були дослідженні в роботах Раманаускаса З. А., Шилюнаса П. І., 
Шукиса М. Б. [26], Архангельскої М. М. [27], Болотова О. М. Жидяєва П. В, 
Чевелева О. О. [28]. Підвищити точніст вимірювання та спростити доступ до 
вимірюваних поверхонь автори пропонують за допомогою трьох певних точок 
на поверхні вимірюваного об'єкта, які утворюють додаткову вимірювальну 
ортогональную систему координат. Далі проводяться вимірювання з відліком 
значень за координатами КВМ і додаткової системи. За різницею цих 
результатів роблять висновки про розміри вимірювального об'єкта.  
 Проте в дослідженнях не враховується імовірність виявлення 
аномальних викидів у міжкроковому діапазоні вимірювань, а також проблеми 
відхилення деталі від заданої форми та розташування поверхонь. 
Таким чином, аналіз існуючих методів виявлення аномальних значень 
показав, що на даний час не існує універсального підходу до вирішення задачі 
виявлення аномальних значень при проведенні вимірювань геометричних 
параметрів у виробничих умовах. Кожен з розглянутих методів має ряд 
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обмежень, які часто є вирішальними для їх використання на практиці.  
Методи вимірювання прецензійних деталей представлені в роботах 
Нестеренко І. О., Сахно С. П. [29], Митрофанова А. О.[30], Гольдберга Г. Р., 
Дорохіної В. К., Клієнтова Ю. Н., Поклад Е. Б., Шестова О. Н., 
Чьорнокнижного Г. М. [31], Латиєвим С. М. [32], які базуються на оптичних 
способах вимірювання поверхні складної геометричної форми, дозволяють 
вимірювати шорсткість поверхні, підвищують точність вимірювання 
прямолінійності великогабаритних об'єктів, визначити точку перегину.  
Автори пропонують різні конструкції засобів вимірювання лінійно-
кутових розмірів що повністю усуває вплив напрямків нерівностей різних 
типів. Завадою тут є виокремлення значних деформацій поверхні (тренду), з 
якою деталь слід забракувати, від показників шорсткості, з якою деталь 
можна зарахувати до придатних. Також увага в цих роботах приділена 
питанням технічного удосконалення засобів вимірювання, задля підвищення 
точності та швидкодії вимірювань, методи вимірювання розглянуті більш 
поверхово та вимагають подальшого дослідження. 
Дослідженням способів та розробкою методів вимірювання геометричних 
параметрів турбінних лопаток та гвинтових поверхонь, а також підвищення 
точності базування авіаційної деталі займалися Пантелєєв С. І., Колісник О. В., 
Косицький Ю. Н., Мінікес Ю. А., Любчиц Г. О., Рудков Г. Д. [33], 
Чемборисов М. О. [34], Шейнін Б. Г., Бобков М. Н., Лахов A. C.[37]. Один із 
методів полягає в поетапному порівнянні авіаційної деталі з контрольними 
шаблонами за певним алгоритмом. Але метод зіставлення у цьому випадку є 
досить трудомістким і вимагає значних витрат часу, а процес вимірювання 
проводиться тільки в лабораторних умовах. 
Методи та способи визначення відхилень від форми та розташування 
геометричних елементів з однаковим шагом було досліджено у роботах 
Тищенко Ю. О. [38], Танкілєвича B. C., Кононова В. В.  [39], Бірюкова В. Д., 
Дяровського В. Г., Колганенко В. В. [40] Юнусова Ф. С. [41]. У цьому 
напрямку було також розроблено методи підвищення продуктивності праці 
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при вимірюванні геометричних параметрів, відхилення яких задано 
позиційним допуском, за рахунок налаштування вимірювального засобу на 
номінальний розмір розташування геометричного елемента, в якості якого 
використовують номінальний розмір кроку вимірювання геометричних 
елементів. За нуль основної шкали приймають відхилення базового 
геометричного елемента рівним нулю.  
Відхилення розташування геометричних елементів від номінального 
розміру розташування по нулю додаткової шкали вимірюється шляхом 
встановлення вимірювального пристрою на сусідні геометричні елементи. 
Компенсція похибки при цьому відбувається на кожному кроці вимірювання, 
шляхом зміщення нуля додаткової шкали, щодо нуля основної шкали на 
величину відхилення попереднього кроку вимірювання з урахуванням знаку. 
Деякі практичні положення цих наукових праць були використані автором у 
подальших дослідженнях. 
Для проведення вимірювань геометричних параметрів деталей авіаційна 
промисловість отримала універсальні, автоматичні, досить гнучкі засоби - 
координатні вимірювальні машини (КВМ), укомплектовані програмним 
забезпеченням для цілей управління і обробки результатів вимірювання. 
Використання принципів оперативного і діалогового програмування дало 
можливість автоматизувати процес вимірювань авіаційних деталей, 
спростити розрахункові роботи та підвищити точність вимірювань 
геометричних параметрів 42 - 48. Проведено аналіз [13, 14 17] сучасних 
координатно-вимірювальних машин, які дозволяють проводити вимірювання 
авіаційних деталей шляхом контролю їх геометричної форми та доведено, що 
застосування КВМ на авіаційних підприємствах дозволяє підвищити 
продуктивність і точність вимірювання авіаційних деталей будь-якої форми та 
розмірів, а також забезпечити повну автоматизацію як на етапі реалізації 
координатного методу вимірювань, так і на етапі обробки результатів цих 
вимірювань. У таблиці 1.1. наведена порівняльна характеристика КВМ, які 
використовуються на авіаційних підприємствах України та Німеччини. 
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Таблиця 1.1 
Порівняльна характеристика засобів вимірювання геометричних параметрів 
деталей із складною просторовою поверхнею 
 Характеристика КВМ (Україна) КВМ (Німеччина) 
1 Діапазон вимірювання, м 1,5 × 0,6 × 0,9  12 × 12 × 6  
2 Швидкодія, с 2  1  
3 Похибка вимірювання, мкм 0,5  0,2  
4 Дискретність, мкм 0,5  0,01  
5 Похибка лінійних переміщень, 
мкм/м 
5  0,1  
 
Розглянута технологія контактного методу вимірювання корпусних 
деталей на координатно-вимірювальної машині та показано, що контактний 
метод є найбільш точним серед координатних методів вимірювання (до 1,8 
мкм). Встановлено, що на точність вимірювань впливає справність машини, 
стан навколишнього середовища і стратегія вимірювань. Але, не зважаючи на 
широке поширення КВМ, досі не розроблено єдиних стратегій вимірювання 
деталей, які дозволяють досягати оптимального співвідношення показників 
точності вимірювання і продуктивності процесу контролю. 
У роботах [26, 35, 42, 46,] представлений метод оцінки невизначеностей 
просторового сполучення високоточних деталей із використанням 
комп'ютерного проектування з урахуванням похибок виготовлення і 
взаємного розташування елементів, що дозволяє знайти найбільш 
прийнятний варіант збірки і настройки високоточних деталей. Метод 
включає аналіз відхилень геометрії деталей по результатам вимірювань, 
створення геометричних моделей реальних поверхонь деталей, розрахунок 
взаємного просторового розташування деталей при моделюванні їх 
сполучень з використанням модернізованого алгоритму найближчих точок. 
Основними критеріями оцінки оптимальності вимірювальних засобів 
лінійно-кутових розмірів є їх допустима похибка, яка розраховується виходячи 
зі стандартизованого визначення дійсного розміру, та швидкодія, яка напряму 
впливає на продуктивність процесу вимірювання та на економічні показники 
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загалом. Питанням оптимізації процесу вимірювання присвячено також наукові 
роботи [49 - 52]. Найбільш важливі результати в цій області отримані 
Кобринським А. Є. [45], Каспарайтісом А. Ю. [42 - 43], Макаровим І. М. [53], з 
дослідження засобів та методів координатних вимірювань, розрахунку заданої 
точності, компенсації систематичних та випадкових похибок і адаптації процесу 
вимірювання до виробничих умов.  
Разом з тим, в цих роботах не розглянуті питання оптимальної траєкторії 
руху і орієнтації вимірювального наконечника, швидкодії і точності в умовах 
дії дестабілізуючих факторів зовнішнього і внутрішнього середовища 
вимірювальної системи, вимірювання об'єктів зі складною просторовою 
поверхнею з урахуванням їх особливостей. 
Процес вимірювання криволінійних поверхонь вимагає під час обробки 
вимірювальної інформації співставлення наявних координат певних точок 
геометричних параметрів контрольованих поверхонь її еталонним значенням, 
які знаходяться в пам’яті комп’ютера. До засобів вимірювання лінійно-
кутових розмірів деталей висуваються вимоги щодо одночасного 
задоволення високої точності та швидкодії.  
За умови великих розмірів контрольованих деталей, такі вимірювання 
часто мають бути дистанційними з використанням лазерних вимірювальних. 
Науково обґрунтовано [54 – 58], що покращення точності вимірювання 
координат точок деталей при високій швидкодії дає можливість підвищити 
продуктивність процесу вимірювання лінійно-кутових величин при 
проведенні вимірювань деталей складної геометричної форми.  
Більшість об’єктів вимірювання на виробництві, як правило, розподілені 
у просторі, тому найбільш актуальними є прецизійні, дистанційні, 
багатоточкові вимірювання на відстанях до декількох сотень метрів. 
Ефективне вирішення таких задач неможливе без використання сучасних 
засобів вимірювання із використанням інформаційно-вимірювальних 
комплексів. Це обумовлює необхідність розв’язання широкого кола задач з 
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проектування, виробництва та експлуатації вимірювальних перетворювачів у 
комплексі з аналоговими інтерфейсами.  
Разом з тим, враховуючи дискретний характер процесу вимірювання 
геометричних параметрів, залишається імовірність появи певних аномальних 
відхилень від площинності деталі у міжкроковому діапазоні вимірювань[54, 57, 
63]. Все це викликає безліч нових завдань, які раніше не досліджувались. 
До недавнього часу на практиці для виявлення аномальних викидів 
широко застосовувалися ручні методи, засновані на візуальному перегляді 
зареєстрованих параметрів вимірювання геометричних параметрів деталі та 
порівняння їх з контрольними показниками конструкторської документації. Ці 
способи не допускають автоматизації процедур аналізу нестаціонарних 
випадкових процесів вимірювання. Для вирішення цієї проблеми подолання 
зазначених недоліків в роботах Микешина О. Г., Орлова О. І., Лемешко Б. Ю., 
Куллдорфа Г., Савченко В. В., Дьоміна Н. С., Михайлюка В. В., Фоміна А. Ф., 
Паламарчука С. Н., Жадан Л. І., Большева Л. Н., Марчука В. І. [55-62] і ряду 
інших пропонується використовувати теорію статистичних рішень, яка 
дозволяє формалізувати алгоритми процесу вимірювання і вибрати критерій 
виявлення аномальних значень.  
За оцінками різних авторів [63 - 73], вимірювальні процеси можуть 
містити до (5-10)% аномальних викидів. Однак, для авіаційних деталей 
навіть мінімальна їх кількість, може становити небезпеку, оскільки його 
проникнення в результат вимірювання може призвести до неправильних 
оцінок і висновків щодо придатності чи непридатності авіаційної деталі для 
використання.  
Для вирішення цього завдання на практиці широко використовується 
теорія статистичних рішень із застосуванням параметричних і 
непараметричних методів і алгоритмів вимірювання. Якщо є апріорні 
відомості про щільність ймовірності розподілу вимірювальних параметрів 
деталі (математичне сподівання, дисперсії або кореляційна функція), то для 
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вирішення завдання виявлення і усунення аномальних значень 
використовуються параметричні методи [57, 58, 60, 62, 64, 68]. 
Одна з перших робіт з дослідження аномальних викидів при 
вимірюванні об’єктів належить астроному Ф. В. Бесселю [71]. Згідно з його 
теорією передбачалося використання всіх даних, але з різними вагами. Перші 
критерії для виявлення, аномальних значень, засновані на імовірнісних 
моделях, запропонованих в монографії Шора Я. Б. і Бендерського О. М. [71] і 
розглядаються для випадку, коли відомі параметри щільності розподілу 
ймовірності досліджуваного процесу. 
В роботах [72, 57], показано, що значення вимірювань можна вважати 
аномальним, якщо значення статистики показників вимірювання перевищує 
при обраному рівні значущості квантиль стандартного гаусівського розподілу. 
У разі, коли відомі обидва параметри гаусівського розподілу випадкової 
величини, тобто математичне очікування та дисперсія. Тоді для перевірки 
приналежності аномальних викидів до вихідної вибірки процесу вимірювання 
застосовують статистику і модифіковану статистику Фішера – Снедекора [73]. 
Однак, апріорна інформація про параметри математичного сподівання та 
дисперсії рідко зустрічається у виробничій практиці. Для цього випадку, в 
роботі В. Томсона [74], в якості статистики для виявлення аномальних значень 
у вибірці стаціонарного випадкового процесу, застосовується стандартизоване 
екстремальне відхилення. Однак цей критерій є неповним, оскільки заздалегідь 
передбачається, що виключається тільки одне аномальне значення. І як 
представлено в роботі Пірсона [75], критерій Томсона володіє ефектом 
маскування, який полягає в тому, що при наявності у вибірці більше одного 
аномального значення критерій їх не виявляє, особливо коли вибірка містить 
менше 30-40 показників.  
Так само критерії Шовена, Граббса, Діксона, Смирного засновані на 
статистиках, які характеризують відхилення одного або декількох елементів 
від основної групи значень або від сусідніх членів варіаційного ряду. Всі ці 
критерії інваріантні щодо додавання постійної до всіх вибіркових 
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значеннями, множення на постійну величину і перестановку індексів. Серед 
інваріантних критеріїв існують критерії, запропоновані Фергюсоном О. Ч., 
які є найбільш оптимальними [76]. Перший критерій Фергюсона 
оптимальний, коли є тільки одне аномальне значення, і не залежить від 
величини зсуву, в той час як другий оптимальний лише для малих зрушень і 
не залежить від числа аномальних значень.  
За допомогою параметричних статистик Стьюдента або 
Румшинського [94] перевіряється гіпотеза про достовірність крайніх відліків 
некорельованого стаціонарного випадкового процесу. 
Як вже зазначалося, розглянуті статистики, використовуються для 
виявлення аномальних значень, тільки якщо досліджуваний стаціонарний 
випадковий процес має гаусівський закон щільності розподілу ймовірності, а 
його вибіркові значення - статистично незалежними. Виявлення аномальних 
значень для вибірок довільного закону щільності розподілу ймовірності можна 
провести відповідно до нерівністю Чебишева [77]. Заміна значень 
математичного очікування і дисперсії на їх оцінки, що найчастіше зустрічається 
на практиці, дозволяє використовувати нерівність Чебишева тільки для вибірок 
великого обсягу. Це і є недоліком використання даної статистики.  
Математичний критерій Шовена для виявлення аномальних значень 
запропонований в роботах [78 - 79]. Однак, як зазначено в [78], критерій 
Шовена не дозволяє виявляти аномальні викиди, він лише «сигналізує» про 
їхню наявність. Крім того, в наведених роботах не розглянуто вплив 
дестабілізуючих факторів, через які у нестабільному зовнішньому середовищі 
процес проведення вимірювань неможливо розглядати як стаціонарний. 
В роботах [80 - 81], запропонований метод виявлення аномальних значень 
при аналізі нестаціонарних випадкових процесів. У роботах [82 - 83] аналітично 
визначені значення основних параметрів методу виявлення аномальних значень 
і показана його ефективність при аналізі як стаціонарних, так і нестаціонарних 
випадкових процесів з адитивною шумовою складовою. Поряд з перевагами 
пропонованого методу виявлення аномальних значень, виявлено, що він має 
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дуже суттєві недоліки, одним з яких є залежність порогового значення від 
деякого постійного коефіцієнта.  
Таким чином, аналіз існуючих методів виявлення аномальних значень 
вимірювання авіаційних деталей складної геометричної форми  показав, що не 
існує універсального підходу до вирішення завдання виявлення аномальних 
значень у вибірці як стаціонарного, так і нестаціонарного випадкових процесів, 
оскільки кожен з розглянутих методів має ряд обмежень для їх використання на 
виробництві. 
 
1.2. Порівняльний аналіз методів вимірювання відхилень від форми та 
розташування поверхонь авіаційних деталей 
 
При виготовленні літаків в певній послідовності виконуються 
вимірювальні операції, спрямовані на створення елементів або матеріалів з 
необхідними властивостями або створення певних вимірювальних сегментів 
деталі із заданими вихідними параметрами. У формуванні якісних ознак 
технологічні операції із виготовлення авіаційних деталей за своєю 
значимістю діляться на три групи: ті, які активно формують, ті, які активно 
перетворюють і пасивні.  
В роботі досліджено технологічні операції, які активно формують 
якісні ознаки [84 – 86]. До операцій, які активно перетворюють, належать 
такі, в результаті впливу яких змінюються кількісні значення показників 
якості, а характер цих показників не змінюється. Пасивні операції – це ті, що 
безпосередньо не змінюють показників якості авіаційної деталі, а створюють 
її нову структуру із новими показниками якості. 
Доведено [14, 16, 73, 86,], що при незалежних технологічних операціях 
імовірність забезпечення необхідного значення показників якості можна 
представити у вигляді 𝑝к = ∏ 𝑝𝑖
𝑛
𝑖=1 , де 𝑝𝑖 – ймовірність того, що 𝑖-те 
вимірювання виконано вірно; 𝑛– кількість вимірювань, що забезпечують 
задану якість. Якщо після деяких операцій мають місце контрольні операції з 
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імовірністю виявлення браку 𝑝об, то ймовірність точного вимірювання після 
𝑖-ї операції 𝑝𝑖,к = 1 − (1 − 𝑝𝑖)𝑝об,𝑖.  
Для  𝑗 −го геометричного параметра деталі 
𝑝𝑗 =∏(1 − (1 − 𝑝𝑖)𝑝об,𝑖),
𝑛𝑗
𝑖=1
 
де 𝑛𝑗- кількість вимірювалних операцій для 𝑗 –го параметру. 
У випадках застосування 𝑚 вимірювальних операцій 
𝑝𝑗 =∏[1 − (1 − 𝑝𝑖)𝑝об,𝑖
(1)
…𝑝об,𝑖
(𝑚)
]
𝑛𝑗
𝑖=1
.   
За умов певної кількості повторних вимірювань, а також оптимізації 
методів та засобів вимірювань, в тому числі режимів і умов їх проведення, 
можна з необхідною точністю виявити наявні у авіаційній деталі відхилення 
від заданої форми та площинності і таким чином досягти необхідних значень 
показників якості. Дуже великий вплив на якісні параметри авіаційних 
деталей та точність проведення вимірювань чинять зовнішні дестабілізуючі 
фактори, які схематично наведені на рис. 1.1. 
 
Рисунок 1.1 – Фактори, що впливають на результат вимірювання 
авіаційних деталей складної геометричної форми 
ІВК 
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Базуючись на обробці статистичних даних про виявлення відхилень 
авіаційних деталей від геометричної форми [87], яка зазначена у 
конструкторській документації, можна розрахувати параметр виявлення 
відхилень від заданої форми та площинності, який має наступний вигляд 
𝜔(𝑡) = 𝜔1𝑒
𝛾𝑡𝑎 + 𝜔0,                                                  (1.1) 
де 𝜔1 – параметр виявлення відхилень від заданої форми та площинності в 
першому підінтервалі часу вимірювання; 𝛾 – коефіцієнт, який залежить від 
кількості вимірювальних операцій; 𝑎 – коефіцієнт, який залежить від 
жорсткості впливу зовнішніх дестабілізуючих факторів; 𝑡 – час проведення 
вимірювань; 𝜔0, - усталене значення параметру інтенсивності виявлення 
відхилень від заданої форми та площинності. 
Параметри 𝛾 і а кривої, що описується формулою (1.1) визначається 
подвійним логарифмуванням функції 𝜔(𝑡) для двох підінтервалів часу (на 
перших етапах виготовлення значенням 𝜔0 можна знехтувати): 
ln ln
𝜔(𝑡2)
𝜔1
= − ln 𝛾 − 𝛼 ln 𝑡2 ,                                        (1.2) 
ln ln
𝜔(𝑡3)
𝜔1
= − ln 𝛾 − 𝛼 ln 𝑡3 .                                      (1.3) 
Із рівнянь (1.2) і (1.3) отримуємо 
𝛼 =
(ln ln
𝜔(𝑡2)
𝜔1
− ln ln
𝜔(𝑡3)
𝜔1
)
(ln 𝑡3 − ln 𝑡2)
,   
ln 𝛾 = [
(ln ln
𝜔(𝑡2)
𝜔1
− ln ln
𝜔(𝑡3)
𝜔1
)
(ln 𝑡3 − ln 𝑡2) + ln ln
𝜔(𝑡2)
𝜔1
].    
У цьому випадку параметр потоку 𝜔(𝑡) можна представити у 
наступному вигляді: 
𝜔(𝑡) =∑𝑎𝑡𝜔1,𝑖𝑒
−𝛾𝑖𝑡
𝑎𝑖 +𝜔0
𝑘
𝑖=1
,    
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де 𝑘 – кількість груп геометричних параметрів, де спостерігаються певні 
відхилення від заданої форми; 𝐴𝐿 – ваговий коефіціент 𝑖-ї групи параметрів. 
Представленою залежністю можна описати прояв усіх видів відхилень 
від заданої форми та площинності авіаційних деталей. Отримані вирази є 
універсальними для опису потоку виявлених відхилень у процесі 
виготовлення деталей різної конфігурації. Відмінні умови виробництва і 
схемно-конструктивні розбіжності при виготовлені авіаційних деталей 
визначатимуться тільки за рахунок значеннь коефіцієнтів у і а.  
Припустимо, що вимірювальна деталь може мати деяке гранично 
допустиме значення відхилень від заданої геометричної форми 𝜔доп. 
Технологічні вимірювання та контроль у цьому випадку полягаютьу тому, 
щоб на момент виходу деталі з виробництва цей параметр не перевищував 
допустимого граничного значення 𝜔(𝑡)< 𝜔доп. 
При підвищенні швидкості вимірювання геометричних параметрів 
деталі складної форми, зменшується час її перебування у виробничих умовах 
та збільшується ймовірність повного виявлення всіх відхилень. У той же час 
при технологічних вимірюваннях вплив зовнішніх дестабілізуючих факторів 
не повиннен призводити до появи нових дефектів геометричної форми.  
Для оцінки достатності вимірювальних операцій [89] за фактичними даними 
необхідно визначити форму залежності параметра відхилення від заданої форми і 
площинності від впливу зовнішніх дестабілізуючих факторів. Сумарний параметр 
для розрахунку необхідної кількості вимірювальних операцій розраховується за 
формулою 
𝛺(𝑡) =∑𝜔𝑗(𝑡),
𝑛
𝑗=1
 
де 𝜔𝑗(𝑡) - параметр виявлення відхилень від заданої форми та площинності для 𝑗 –
го параметра; п - кількість вимірювальних геометричних розмірів. 
У випадку, коли умови експлуатації аналогічні за жорсткістю із 
виробничими, достатня кількість вимірювальних операцій оцінюється виконанням 
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наступної нерівності: 𝛺(𝑡)  ≤ 𝜔доп. Якщо наприкінці повного вимірювального 
циклу крива 𝜔(𝑡)  для певного вимірювального параметру авіаційної деталі має 
нестале значення, то для зменшення показника відхилення всієї авіаційної деталі 
від заданої форми, необхідно збільшити кількість вимірювальних точок. У табл. 
1.2. наведені основні зовнішні впливи і можливі прояви дефектів авіаційної деталі. 
Таблиця 1.2 
Дефекти геометричної форми авіаційної деталі та їх причини 
Причина 
виникнення 
дефектів 
Наслідки та характер дефектів 
Зміна 
температури 
Зміна електропровідності матеріалів, що призводить до пробою 
або зміни функціональної залежності; зміна залежності явища, 
взятого в основу функціонування вузла, що спричинює зміну 
його чутливості і вихідного параметру; зміна геометричних 
форм і розмірів, що призводить до появи додаткових механічних 
напруг і зв'язків; зміна механічних властивостей матеріалів. 
Механічні 
статичні 
навантаження 
Збільшення напружень, що знижує міцність конструкції; 
деформація, що призводить до зміни геометричних форм, 
розмірів, а також функціональних зв'язків, електричних 
характеристик вузлів тощо; руйнування деталей. 
Вібраційні 
навантаження 
Зміна динамічних характеристик; поява резонансних 
коливань, що призводять до пошкодження конструкції або 
тимчасової втрати працездатності. 
Ударні 
навантаження 
Деформація конструкцій, що призводить до зміни 
зовнішнього вигляду, до повної або часткової втрати 
працездатності; руйнування конструкції. 
Підвищена 
вологість  
Зміна електропровідності матеріалів, що спричинює зміни 
функціональних характеристик; набухання матеріалу, що 
приводить до зміни об'ємного опору матеріалу, до зміни 
функціональних характеристик; поява корозії, що призводить 
до зміни геометричних форм, механічних характеристик, 
провідності поверхневого шару тощо. 
Радіаційне та 
світлове 
опромінення 
Зміна механічних властивостей матеріалів, зменшення запасу 
міцності; постійна або тимчасова зміна електропровідності 
матеріалів, що призводить до зміни функціональних 
характеристик; зміна інших характеристик матеріалів 
(кольору, коефіцієнту тертя тощо). 
 
Геометричний параметр, який слід у першу чергу піддати додатковим 
випробуванням, визначається в результаті співставлення дослідних кривих 
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𝜔(𝑡)  або розрахунковим шляхом, за величиною похідної від функції 𝜔(𝑡) 
для останнього підінтервалу часу вимірювань 
𝑑𝜔(𝑡)
𝑑𝑡
= −𝜔1𝛾𝛼𝑡
𝑎−1𝑒−𝛾𝑡𝑎 , 
де 𝜔 – відхилення від заданої форми та площинності певного 
вимірювального параметра 
Вимірювання слід продовжити в першу чергу для того геометричного 
параметра, який матиме найбільше значення відхилень від заданої форми та 
розташування поверхонь на кінець часу випробувань. Додатковий час 
вимірювань параметрів деталі  визначається із наступної системи рівнянь 
𝜔(𝑡𝑘) = 𝜔1𝑒
−𝛾𝑡𝑘
𝑎
𝜔(𝑡𝑘 + 𝑡доб)дод = 𝜔1𝑒
−𝛾(𝑡𝑘+𝑡доб)2
}.   
де 𝜔(𝑡𝑘)- параметр виявлення відхилень від заданої форми та розташування 
поверхонь в 𝑘-му під інтервалі часу вимірювань; 𝜔(𝑡𝑘 + 𝑡доб)доп – допустиме 
значення параметра відхилень від заданої форми та розташування поверхні 
для вимірювального параметра, що забезпечує виконання вимоги 
 𝛺(𝑡)  ≤ 𝜔доп. Розв’язком цих рівнянь буде значення додаткового часу: 
𝑡доб = √𝑡𝑘
𝑎 − (
1
𝛾
) 𝑙𝑛
𝜔(𝑡𝑘 + 𝑡доб)дод
𝜔(𝑡𝑘)
− 𝑡𝑘 ,
𝑎
 
При виборі максимально допустимих значень параметра відхилень від 
заданої форми та площинності та оцінки часу додаткових випробувань, 
необхідно прагнути найбільш економічно ефективного варіанту організації 
процесу вимірювань. Доведено [86 - 88], що при сталому значенні параметра 
відхилень від заданої форми та площинності, збільшенням кількості 
вимірювальних точок не можна задовольнити вимогу 𝛺(𝑡)  ≤ 𝜔доп.. 
Інтенсивність прояву дефектного 𝑧-го геометричного параметра дорівнюватиме 
𝜆𝑧 = 𝜆𝑧0𝑎𝑧𝑖𝑎𝑧2𝑎𝑧3,                                                    (1.4) 
де 𝜆𝑧0 - початкова інтенсивність прояву відхилень від заданої форми та 
розташування поверхні 𝑧-го елемента вимірювань при нормальних умовах, 𝑎𝑧𝑖 - 
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середня відносна інтенсивність прояву відхилень від заданої форми та 
площинності в умовах випробувань при підвищеній температурі, 𝑎𝑧2 - середня 
відносна інтенсивність прояву відхилень від заданої форми та розташування 
поверхні деталі в умовах випробувань при механічних впливах; 𝑎𝑧3 - середня 
відносна інтенсивність прояву відхилень від заданої форми та площинності 
деталі в умовах випробувань при інших зовнішніх дестабілізуючих впливах. 
Тому в загальному вигляді сумарне значення параметра потоку прояву 
відхилень від заданої форми та площинності можна представити у вигляді 
𝜔𝑗 =∑𝜆𝑧0𝑎𝑧𝑖𝑎𝑧2𝑎𝑧3
𝑛𝑗
𝑧=1
, 
де 𝑛𝑗 – кількість вимірювальних операцій для 𝑗 –го параметру деталі.  
Вираз (1.4) для початкового режиму вимірювань можна записати 
наступним чином 
𝜔𝑗
(1)(𝑡) =∑𝜆𝑧0𝑎𝑧1
(1)𝑎𝑧2
(1)𝑎𝑧3
(1).
𝑛𝑗
𝑧=1
 
Зазначено [86, 87], що ступінь впливу дестабілізуючих факторів при 
вимірюванні деталі повинен бути таким, щоб на момент виходу деталі з 
виробництва значення параметра відхилень від заданої форми та 
площинності не перевищувало допустимого значення: 
𝜔(𝑡)доп ≥
1
𝐴
𝜔(𝑡), 
де 𝐴 – коефіцієнт додаткового виявлення відхилень від заданої форми та 
площинності деталі; 𝜔(𝑡)доп – допустиме значення параметра прояву 
відхилень від заданої форми та площинності в умовах експлуатації. 
Змінені режими вимірювання деталі не повинні перевищувати гранично 
допустимих умов роботи її елементів. При перевірці та випробуванні 
авіаційної деталі при більш інтенсивному впливі дестабілізуючих факторів 
має бути дотримана рівність 
𝑒−𝛾𝑡інт
𝑎інт
=
𝐵
𝐴𝑒−𝛾𝑡𝑎
,   
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де 𝐵 = ∑ 𝜆𝑧0
𝑛𝛾 𝑎𝑧1
(1)𝑎𝑧2
(1)𝑎𝑧3
(1) ∑ 𝜆𝑧0
𝑛𝛾 𝑎𝑧1
(2)𝑎𝑧2
(2)𝑎𝑧3
(2)⁄  – коефіцієнт збільшення 
значення параметра потоку відхилень від заданої форми та площинності деталі.  
При більш інтенсивному впливі дестабілізуючих факторів час 
проведення випробувань визначається за формулою  
𝑡інт = √𝑡𝑎 −
1
𝛾
𝑙𝑛
𝐵
𝐴
𝑎інт
,    
де 𝑡 – час проведення вимірювань в початкових умовах; 𝑎інт – коефіцієнт, що 
визначає інтенсивність впливу дестабілізуючих факторів в нових умовах. 
Коефіцієнт 𝑎інт визначається при обробці даних про відхилення від 
заданої форми та площинності деталі за умови підвищенної інтенсивності 
впливу зовнішніх дестабілізуючих факторів, отриманих в перших 
підінтервалах часу проведення вимірювань деталі.  
Отже, методи та засоби вимірювання лінійно-кутових розмірів 
авіаційних деталей складної геометричної форми, а також режими та час 
проведення вимірювальних операцій має визначатися з урахуванням впливу 
зовнішніх дестабілізуючих факторів при виробництві, вимірюванні та 
експлуатації деталі, за рахунок чого досягаються максимально можлива 
техніко-економічна ефективність авіаційного виробництва. 
 
1.3. Імовірність виявлення відхилень від заданої форми та розташування 
поверхонь авіаційної деталі 
 
При виконанні технологічних операцій завжди існує ймовірність появи 
певних відхилень від заданої форми та площинності, яку можна вважати 
випадковою подією. Доведено [14, 68, 73, 90], що потік внесених відхилень 
обумовлюється випадковим характером зовнішніх дестабілізуючих факторів.  
Загальна кількість та імовірність появи відхилень від форми та 
розташування поверхні при виконанні однієї технологічної операції залежать не 
тільки від технології, а й від складності заданих геометричних параметрів 
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виготовленої деталі, кваліфікації виконавця, зовнішніх виробничих умов, а 
також від інших технологічних факторів.  
Для моделювання потоку відхилень від заданих геометричних параметрів у 
першому наближенні можна прийняти такі припущення:  
 поява відхилень від форми та розташування поверхні на кожній 
технологічній операції є випадковою подією з постійною ймовірністю появи;  
 ймовірність появи геометричних відхилень на одних деталях не залежить від 
імовірності появи подібного дефекту на інших;  
 при виконанні однієї технологічної операції може з'явитися тільки один 
дефект геометричної форми;  
 імовірність появи відхилень від заданої форми та площинності під час однієї 
технологічної операції на одній деталі значно менша за одиницю.  
Прийняті допущення [90] дозволяють описати відхилення від заданих 
геометричних параметрів розподілом Пуассона [91]: 
𝑝(𝑘) =
(𝑛𝑝0)
𝑘
𝑘!
𝑒−𝑛𝑝0, 
де 𝑝0 – імовірність появи відхилень від заданої форми та площинності при 
виконанні технологічної операції; 𝑛 – кількість виготовлених деталей або 
повторень операцій вимірювань деталі; 𝑘 – кількість виявлених відхилень. 
Математичне очікування кількості відхилень від геометричної форми при 
виконанні 𝑛𝑖-х технологічних операцій 𝑑𝑖
∗ можна представити виразом  
𝑑𝑖
∗ = 𝑘𝑛,𝑖𝑛𝑖𝑝0,𝑖, де 𝑘𝑛,𝑖 – середнє значення коефіцієнта впливу зовнішніх 
дестабілізуючих факторів на зниження точності вимірювання геометричних 
параметрів деталі.  
Відомо [17, 86, 92 – 95], що при кожному вимірюванні та на кожному 
рівні контролю авіаційної деталі існує певна ймовірність виявлення певних 
відхилень від заданих геометричних параметрів 𝑑𝑖, внесених при 𝑛𝑖-х 
технологічних операціях 
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𝑑𝑖 = 𝑘𝑛,𝑖𝑛𝑖𝑝0,𝑖∏(1− 𝑝𝑘,𝑧)
𝑚𝑖
𝑧=0
,  
де 𝑝𝑘,𝑧 – вірогідність виявлення відхилень від заданої форми та площинності 
під час вимірювання (при 𝑧 = 0, 𝑝𝑘,0 = 0); 𝑚𝑖 – загальна кількість 
вимірювальних операцій. 
Якщо позначити через 𝑁 загальну кількість технологічних операцій, 
необхідних для виготовлення авіаційної деталі, а через 𝑀 = ∑ 𝑚𝑖
𝑁
𝑖=1  – 
загальну кількість вимірювальних операцій, то кількість можливих 
геометричних відхилень 𝐷 можна описати наступним виразом: 
𝐷 = ∑ 𝑘𝑛,𝑖𝑛𝑖𝑝0,𝑖∏(1− 𝑝𝑘,𝑧)
𝑚𝑖
𝑧=0
𝑁
𝑚𝑖=1
.    
Імовірність виявлення відхилень від заданої форми та площинності не 
завжди дорівнює одиниці, оскільки контроль здійснюється не для всіх 
можливих дефектних ситуацій. Тому ймовірність виявлення від заданої 
форми для авіаційних деталей можна оцінити як добуток коефіцієнта 
виявлення можливих відхилень  𝑘0,𝑧  на коефіцієнт точності вимірювання. 
Складність геометричних параметрів деталі можна представити 
виразом 𝐾𝑐 = 𝐾т𝐾𝑧𝐾𝑛𝐾т.о, де 𝐾𝑐 , 𝐾т, 𝐾𝑧 – відповідно коефіцієнти складності, 
точності й шорсткості деталі; 𝐾𝑛 – кількість операцій і переходів; 𝐾т.о – 
коефіцієнт, що характеризує складність вимірювання.  
Якщо геометричні параметри авіаційної деталі знаходяться в межах 
допусків, то в початковий момент часу ймовірність знаходження вихідного 
параметра 𝑝0 в допустимих межах дорівнює одиниці 
𝑝0 = ∫ 𝜑[𝑎(𝑡0)]𝑑𝑎 = 1,
∆𝐵
−∆𝐻
 
де 𝜑[𝑎(𝑡0)] – щільність розподілу ймовірностей вихідного геометричного 
параметра а в початковий момент часу; ∆𝐵 – ; ∆𝐻 – . 
Оскільки розроблена конструктором схема зазвичай використовує не 
весь діапазон можливих значень вихідних параметрів, ймовірність внесення 
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відхилення геометричних параметрів можна представити виразом  
𝑞с−к = 1 − 𝑝0𝑝(∆), де 𝑝(∆) – ймовірність використання всього діапазону 
значень вихідного геометричного параметра певної авіаційної деталі. З 
огляду на те, що в процесі роботи вихідні геометричні параметри певної 
авіаційної деталі змінюються, кількість внесених відхилень від заданої 
форми та площинності Дс−к дорівнюватиме [68] 
Дс−к =∑𝑑𝑖 {1 − 𝑝0(∆) ∫ 𝜑[𝑎(𝑡)]
∆в𝑖
−∆н𝑖
𝑑𝑡} ,
𝑘
𝑖=1
 
де 𝑑𝑖– кількість повторних вимірювань 𝑖 -го геометричного параметра деталі.  
Доведено [62, 73, 68], що відхилення від форми і площинності Дс−к 
практично не виявляються при вимірюваннях, які проводяться в нормальних 
умовах. Виявляються лише дефекти першої групи. Якщо авіаційна деталь 
складається з 𝑘 типів секторів вимірювання, кількість внесених ззовні 
відхилень від форми та площинності Дк.м можна оцінити наступним виразом: 
Дк.м =∑𝑑𝑖𝑞𝑖𝑎𝑖
𝑘
𝑖=1
,   
де 𝑞𝑖 – ймовірність знаходження відхилень від форми або площинності при 
вимірюванні 𝑖-го параметра; 𝑎𝑖– коефіцієнт впливу на працездатність деталі 
відхилень від форми або площинності 𝑖-го параметра. 
Значення коефіцієнту 𝑎𝑖 можна представити формулою повної 
ймовірності стану відмови деталі: 
𝑎𝑖 =∑𝑞𝑖,𝑗{1 − Ф[𝑧(𝑗)]}
𝑑𝑖
𝑗=1
,   
де 𝑞𝑖,𝑗– ймовірність застосування деталі із відхиленням форми або 
площинності 𝑖-го геометричного параметра в 𝑗-м місці деталі; Ф[𝑧(𝑗)] – 
ймовірність нормального функціонування деталі при 𝑧(𝑗)-му векторі стану. 
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На авіаційних підприємствах існує вхідний контроль для перевірки 
якості готових деталей та їх комплектуючих, більшість дефектних елементів 
з яких виявляється саме на цьому етапі [62, 68].  
Тому дійсна кількість пропущених деталей із відхиленням заданих 
геометричних параметрів дорівнює  
Дк.м =∑𝑑𝑖𝑞𝑖
𝑘
𝑖=1
(1 − 𝑝вх.к.𝑖)∑𝑑𝑖𝑗{1 − Ф[𝑧(𝑗)]},   
𝑑𝑖
𝑗=1
 
де 𝑝вх.к.𝑖– ймовірність відбракування деталі 𝑖-го типу на вхідному контролі. 
Якщо при виготовленні виробу виконується 𝑁 технологічних операцій, то 
кількість внесених відхилень від заданної геометричної форми Двн має вигляд 
Двн =∑𝑘𝑛,𝑖𝑛𝑖𝑝0,𝑖
𝑁
𝑖=1
,  
де 𝑘𝑛,𝑖 – середнє значення коефіцієнтів впливу дефекту, внесеного при 
виконанні технологічних операцій на працездатність авіаційної деталі; 𝑝0,𝑖 – 
ймовірність внесення дефекту при виконанні 𝑖-ї технологічної операції. 
У процесі виготовлення, авіаційна деталь піддається 𝑚 вимірювальним 
операціям. Потік виявлених відхилень від заданих геометричних параметрів 
Двиявл буде визначатися імовірністю виявлення зазначених 𝑝𝑘 пропущених на 
вхідному контролі та внесених при виконанні технологічних операцій, і 
матиме наступний вигляд 
Двиявл =∑{∑𝑘𝑛,𝑖𝑛𝑖𝑝0,𝑖 + [∑𝑑𝑖𝑞𝑖(1 − 𝑝вх.к.𝑖)
𝑘
𝑖=1
]
𝑁
𝑖=0
}
𝑚
𝛾=0
{∑𝑞𝑖,𝑗{1 − Ф[𝑧(𝑗)]}
𝑑𝑖
𝑖=1
}𝑝𝑘,𝜏 , 
Складемо значення результуючого потоку відхилень від заданих 
геометричних параметрів на підставі отриманих значень його складових 
частин [62, 68].  
Кількість можливих відхилень, що призводять до відмови деталі, в 
умовах нормальної експлуатації Декспл демонструє наступний вираз 
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Декспл =∑𝑑𝑖 {1 − 𝑝0𝑝(∆) ∫ 𝜑[𝑎(𝑡)𝑑𝑡]
∆в𝑖
−∆н𝑖
} +
𝑘
𝑖=1
 
+{∑𝑑𝑖𝑞𝑖(1 − 𝑝вх.к.𝑖)∑𝑞𝑖,𝑗{1 − Ф[𝑧(𝑗)]}
𝑑𝑖
𝑖=1
+
𝑘
𝑖=1
∑𝑘𝑛,𝑖𝑛𝑖𝑝0,𝑖
𝑁
𝑖=1
} [1 −∑𝑝𝑘,𝑗
𝑚
𝑗=1
], 
Отриманий вираз [62] описує загальну кількість відхилень, яка може 
проявитися в авіаційній деталі. Проте всі вони фактично мають різну природу 
походження. Чим більше навантаження отримують авіаційні деталі за рахунок 
відхилення від геометричної форми або площинності, тим більша ймовірність 
прояву цих дефектів. Залежно від навантаження [86, 92], прояв відхилень 
можна описати 𝑛-мірним нормальним розподілом  
𝑓𝑛(𝑅) =
1
𝜎1…𝜎𝑛√(2𝑛)𝑛𝐷
𝑒𝑥𝑝 {−
1
2𝐷
∑∑𝐷𝑖𝑘
𝑅𝑖 − 𝑎𝑖
𝜎𝑖
𝑛
𝑘
𝑛
𝑖
𝑅𝑛 − 𝑎𝑘
𝜎𝑘
}, 
де 𝐷𝑖𝑘- алгебраїчне доповнення елемента 𝑟𝑖𝑘у визначнику 𝐷 
𝐷 = |
1     𝑟12… 𝑟1𝑛
𝑟2𝑛 1  …  𝑟2𝑛
    …
𝑟𝑛1    …    1
|. 
Представлена модель оцінки кількості відхилень від геометричної 
форми та площинності [86] дозволяє застосовувати комп’ютерне 
програмування для прогнозування можливого появу дефектів форми в 
умовах експлуатації. Вивчення та аналіз інтенсивності виявлення відхилень 
показує, що в початковий період інтенсивність має велике значення, а потім 
поступово зменшується.  
Отже, у підвищенні якості авіаційного виробництва велике значення 
має аналіз причин прояву відхилень від заданих геометричних параметрів і 
розробка методів  їх усунення. Послідовне усунення причин відхилень від 
впливу зовнішніх дестабілізуючих факторів, призводить до поступового 
зменшення їх кількості. Встановлена залежність може бути описана 
кривою  𝜔 = КТ−𝛽, де 𝜔 – середнє значення параметра потоку прояву 
геометричних відхилень; К – постійна; 𝛽 – показник, що характеризує 
швидкість підвищення якості виготовлення деталей; Т – час. 
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1.4. Постановка наукової задачі 
 
Використання існуючих методів вимірювання геометричних параметрів 
не дозволяє в повній мірі вирішувати задачу високоточного та швидкодіючого 
вимірювання складних просторових поверхонь авіаційних деталей, а також 
забезпечувати міжнародну єдність вимірювання механічних величин. Це 
пов’язано з властивими їм недоліками та відсутністю швидкодіючих засобів 
вимірювання, яке б відповідало вимогам авіаційних підприємств по точності 
вимірювань. На основі викладеного вище випливає, що перспективним 
напрямком досліджень, який би дозволив зменшити похибку вимірювань 
авіаційних деталей, підвищити точність вимірювань за рахунок удосконалення 
існуючих методів та розробки нових на основі розробки інформаційно-
вимірювального комплексу з використанням індуктивних перетворювачів з 
підвищеними метрологічними характеристиками.  
В результаті проведеного аналізу встановлено, що найбільш ефективним 
для проведення вимірювання геометричних параметрів в цехових умовах при 
дії дестабілізуючих факторів є координатно-кроковий та диференціально-
цифровий методи. Тому у відповідності з поставленою метою дисертаційного 
дослідження необхідно вирішити цілий ряд теоретичних та практичних задач: 
1. Розробити нові методи вимірювання з підвищеними метрологічними 
характеристиками; 
2. Вдосконалити методику проведення вимірювання з метою підвищення 
точності вимірювання, розробити програмне, апаратне та алгоритмічне 
забезпечення для її реалізації; 
3. Проаналізувати та дослідити методи вимірювання геометричних 
параметрів та вдосконалити існуючі в цілях підвищення точності вимірювань. 
4. Дослідити та розробити математичну модель об’єкта вимірювання з 
метою підвищення швидкодії вимірювання при обході деталі; 
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5. Розробити нове метрологічне забезпечення методу та засобу 
вимірювання в цілях забезпечення точності та швидкодії вимірювання 
геометричних параметрів авіаційної деталі; 
6. Дослідити та оцінити основні метрологічні характеристики 
вимірювального каналу інформаційно-вимірювального комплексу в умовах 
дії дестабілізуючих факторів та визначення їх похибки та невизначеності 
вимірювань; 
7. Провести експериментальні дослідження для перевірки адекватності 
запропонованих гіпотез та розроблених методів вимірювання геометричних 
параметрів деталі; 
8. Розробити моделюючий комплекс лінійно-кутових вимірювань з 
підвищеною точністю та швидкодією вимірювань з оцінювання характеристик 
точності та якості вимірювань, а також виявлення аномальних значень у 
процесі вимірювання геометричних параметрів авіаційної деталі з 
урахуванням їх особливостей та наслідків впливу дестабілізуючих факторів. 
 
Висновки до розділу 1 
 
В результаті аналітичного огляду існуючих способів і методів 
вимірювання механічних величин, таких як лінійно-кутові розміри літаків, 
показано стан наукової задачі та її значимість. 
1. Проведено аналіз методів вимірювання геометричних параметрів 
деталей складної геометричної форми та підвищення його достовірності і 
виявлено їх основні недоліки, такі як невисока точність вимірювання, низька 
швидкодія, неможливість вимірювання в цехових умовах.  
2. На основі проведеного аналізу визначено сучасні вимоги до точності 
вимірювання геометричних параметрів деталей та до організації 
метрологічного забезпечення, виробництва літаків. 
3. Проведений аналіз методик проведення вимірювання, виходячи з 
технічних вимог до літаків, їх деталей і заготовок, які слугують джерелом 
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інформації про якість авіаційних деталей та забезпечує своєчасне виявлення 
деталей з відхиленням від встановлених конструкторською документацією і 
швидке усунення всіх виникаючих у виробництві порушень заданих режимів 
вимірювання і норм точності. 
4. Представлена модель оцінки кількості відхилень від заданих 
геометричних параметрів, що дозволяє застосовувати ПК для прогнозування 
можливої появи відхилень від форми та розташування поверхні в умовах дії 
зовнішніх дестабілізуючих факторів. Проведений аналіз інтенсивності 
прояву відхилень від заданої складної геометричної форми авіаційних 
деталей. 
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РОЗДІЛ 2 
РОЗРОБКА МЕТОДІВ ВИМІРЮВАННЯ ГЕОМЕТРИЧНИХ 
ПАРАМЕТРІВ АВІАЦІЙНИХ ДЕТАЛЕЙ 
 
Якість авіаційної продукції значною мірою залежить від швидкості, 
кількості та точності вимірювань, за допомогою яких контролюються як 
технологічні характеристики виробничих процесів, так і геометричні 
параметри, та властивості одержуваних деталей.  
В даному підрозділі запропонована структурна схема інформаційно-
вимірювального комплексу (ІВК) для проведення вимірювань авіаційних 
деталей складної геометричної форми. Розроблено координатно-кроковий 
метод для вимірювання геометричних параметрів авіаційних деталей. 
Проведена оптимізація кількості точок вимірювання при параметричному 
навчанні та розпізнаванні. Запропонований метод математичного опису 
поверхні авіаційної деталі за допомогою тренда. 
Доведено, що однією з обов'язкових складових авіаційного виробництва є 
контроль точності та достовірності вимірювань геометричних параметрів деталей. 
Контроль того, чи відповідають результати вимірювання деталей їх встановленим 
допускам здійснюють за допомогою стандартних статистичних методів контролю 
та вимірювання які наведено у цьому розділі. Основні результати наукового 
дослідження представлено в роботах автора [1, 4 – 8, 96, 97, 130] 
 
2.1. Розрахунок допусків методом розмірного аналізу з урахуванням 
експлуатаційної похибки 
 
При конструюванні механізмів, машин та приладів, а також при виборі 
засобів і методів вимірювань виникає необхідність у проведенні розмірного 
аналізу, за допомогою якого досягається оптимальне співвідношення 
взаємопов'язаних розмірів і визначаються допуски операційних розмірів. 
Геометричні розрахунки виконуються з використанням теорії розмірних 
ланцюгів [98 - 106]. Перший етап у побудові розмірного ланцюга [102, 104] 
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(Додаток В1) полягає у пошуку значень замикаючої ланки, яка визначає ту 
норму точності, яку необхідно забезпечити при складанні авіаційного виробу 
для забезпечення необхідних експлуатаційних характеристик.  
Допустимі границі зміни замикаючої ланки та її допуску встановлюють 
виходячи з вимог до точності вимірювань. Наприклад, для розмірного ланцюга 
A: найменше значення – A∆min; найбільше значення – A∆max; допуск – δA∆: 
δA∆ = A∆max − A∆min . 
При розрахунку розмірних ланцюгів зазвичай встановлюються якомога 
більші значення допусків, однак при цьому має виконуватися наступна умова 
δ′∆ ≤ δ∆,    де δ′∆ – розрахункове значення допуску замикаючої ланки; δ∆ – 
заданий допуск замикаючої ланки. Номінальні розміри всіх ланок розмірного 
ланцюга розраховуються за формулою A∆ = ∑ εAi
m−1
𝑖=1 Ai, де А∆ – номінальний 
розмір замикаючої ланки розмірного ланцюга A; εАі – передавальне 
відношення 𝑖-ої складової ланки розмірної ланцюга A; 
Похибка замикаючої ланки дорівнює сумі похибок складових ланок, то 
порядок процесу вимірювання сегменту деталі слід будувати таким чином, 
щоб розмірний ланцюг складався якомога з меншого числа розмірів. Існує 
цілий ряд факторів, які необхідно враховувати під час розрахунку допусків 
методом розмірного аналізу. Тому важливим є введення у розрахунки 
розмірного ланцюга [102, 105]значень сумарної похибки обробки та 
експлуатаційної похибки, що дозволить ще на етапі розрахунку допусків 
підвищити експлуатаційні показники авіаційної деталі 
A =∑S , 𝐴виг =∑𝑆 +∑∆виг , 𝐴факт =∑𝑆 +∑∆виг +∑Іекс , 
 де A, Aвиг, Aфакт – конструкторські розміри; ∑S – система ідеальних 
технологічних розмірів, що визначається схемами базування під час 
технологічних операціях в процесі обробки деталі; ∑∆виг – елементарні 
похибки обробки; ∑ Іекс – похибки , що з'являються при експлуатації деталі. 
У результаті з'являється можливість виконання розмірного аналізу , що 
забезпечує необхідну точність усіх функціональних розмірів протягом 
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заданого терміну експлуатації виробу. Відомо[103, 105], що сумарна похибка 
обробки є функцією ряду незалежних один від одного факторів, в числі 
похибками: форми виробу, що викликана недосконалістю технологічного 
обладнання; похибкою базування, що обумовлена розмірним зносом 
інструменту; розмірного налаштування обладнання; тепловими деформацій. 
Всі основні технологічні фактори, що впливають на формування 
сумарної похибки обробки слід виділити в ще одну групу операційних 
розмірів. У загальному випадку сумарна похибка ∆∑  складається з деякої 
сукупності складових похибок ∆∑= ∆сист + ∆вип, де ∆сист – систематичні 
похибки в процесі обробки;      ∆вип – випадкові похибки в процесі обробки. 
Враховуючи систему формування сумарної похибка обробки[100, 104], 
яка формує допуск операційного розміру, можна легко уявити розмірний 
ланцюг для кожного операційного розміру. У нього входять розмір 
налаштування Sн (з допуском рівним похибці налаштування), а також інші 
елементарні похибки, які необхідно враховувати при розрахунку 
технологічної системи. Постійні систематичні похибки мають номінал рівний 
їх величині, яка розраховується за відповідною залежністю.  
Це дозволяє вводити корекцію постійних систематичних похибок в 
операційний розмір налаштування. Слід зазначити, що для більш точного 
визначення похибок обробки необхідно складати просторові розмірні 
ланцюги, які включають в себе елементи технологічної системи [105].  
Як вже зазначалося, при експлуатації розмірні зв'язки не залишаються 
постійними. На виріб будуть впливати зовнішні та внутрішні чинники, які 
призводять до втрати точності та появі експлуатаційних похибок.  
Цей вплив необхідно враховувати для комплексного забезпечення 
точності [101, 105]. Запропоновано два основних методи зменшення 
експлуатаційних похибок: 1) Метод введення додаткової передавальної 
функції у вигляді матриць; 2) Метод введення додаткової складової ланки.  
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Перший метод добре підходить для обчислення коефіцієнтів 
передавальних відносин. Рівняння ланцюга при цьому задається у вигляді 
добутку матриць [R1][M1][Rек1][Mек1]… [Ri][Mi]… [Rn][Mn]{0001
T} = {H},   
де {H} – вектор-стовпець замикаючої ланки, [R] – матриці сумарних 
поворотів навколо відповідних осей, [M] – матриці переміщень. Для 
розрахунку допуску замикаючої ланки T⃗ ∆ або при визначенні допусків 
складових розмірів {T∆} рекомендується використовувати метод введення 
додаткові експлуатаційної ланки, який дозволяє врахувати зміну векторів 
розмірів і кутів у процесі експлуатації. 
T⃗ ∆ =∑T⃗ i
n
𝑖
+∑T⃗ ек
m
j
 або {T∆} = [A]{T} + [E]{Tек} ,  
де T, Tек – відповідно допуски на конструкторські та експлуатаційні розміри; 
[A], [E] – матриці коефіцієнтів відповідних типів розмірів. 
Перевіряють правильність встановлених допусків за формулами: 
а) при методі повної взаємозамінності  
𝛿′∆ = ∑ 𝛿𝑖 
𝑚−1
𝑖=1
,                                                                (2.1) 
де δ′∆ – розрахункове значення допуску; 𝛿𝑖 – допуск 𝑖-ої складової ланки; 
б) при методі неповної взаємозамінності 
𝛿′𝑖 = 𝑡∆√∑ 𝛾𝑖
2
𝑚−1
𝑖=1
𝛿𝑖
2 ,                                                      (2.2) 
де t∆ – коефіцієнт ризику, який при нормальному законі розподілу відхилень і 
рівно ймовірнісному їх виході за обидві границі поля допуску замикальної 
ланки; 𝛾𝑖 – відносне середнє квадратичне відхилення (коефіцієнт відносного 
розсіювання) 𝑖-ої ланки; значення 𝛾𝑖 приймають залежно від передбачуваного 
закону розподілу ланки: γ =
1
3
 при нормальному законі розсіювання розмірів; 
γ =
1
√6
 якщо розсіювання розмірів близько до законом трикутника; γ =
1
√3
 якщо 
нічого невідомо щодо характеру кривої розсіювання ланки. При проектних 
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розрахунках звичайно припускають, що розсіювання розмірів відповідає закону 
нормального розподілу. У цьому випадку, формула (8) приймає вигляд 
δ′∆ = √∑ 𝛿𝑖
2
𝑚−1
𝑖=1
.                                                (2.3)  
Отже для перевірки правильності вибору допусків на складові ланки 
розмірних ланцюгів можуть бути використані формули (2.1), (2.2) або (2.3).  
 
2.2. Розробка структурної схеми інформаційно-вимірювального 
комплексу  
 
Для вимірювання геометричних параметрів авіаційних деталей 
необхідно розробити структурну схему та запропонувати алгоритм 
вимірювання і порядок обходу траєкторії деталі. В даному підрозділі 
розглянуто застосування інформаційно-вимірювального комплексу (ІВК) для 
проведення вимірювань авіаційних деталей складної геометричної форми. Ці 
результати впроваджено на ПАТ НВО «Київський завод автоматики ім. 
Петровського». Під дією дестабілізуючих факторів ІВК має блок авто 
компенсації вібраційних похибок. Розроблено структуру ІВК для роботи в 
режимі слідкування при вимірюванні поверхні (рис 2.1), яка включає 
персональний комп’ютер та пристрій, що містить шість датчиків, які 
підключені до цифрового блоку обробки інформації.  
Принцип роботи ІВК полягає у наступному: при зіткненні датчика з 
поверхнею деталі замикається електричний ланцюг, що використовується 
для виявлення цього моменту та формується командний сигнал ІВК. Точність 
відліку моменту дотику датчика з поверхнею деталі залежіть від якості 
вимірювальної поверхні (чистоти, шорсткості, наявність окислів), 
запиленості навколишнього середовища, матеріалу деталі, радіусів кривизни 
наконечників та вимірювальної поверхні в точці контакту, а також від впливу 
інших дестабілізуючих факторів. 
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Рисунок 2.1. Структурна схема інформаційно-вимірювального комплексу 
БІД – блок індуктивних датчиків; ОВ – об’єкт вимірювання; БК – блок 
керування; ІТ – інформаційне табло; ЗШ – загальна шина; ПК – 
персональний комп’ютер; БОІ – блок обробки інформації; ДОТ – оперативні 
дані обходу траєкторії; БЗ – база знань 
 
Попередньо вимірюються базові поверхні деталі і визначаються 
положення координат деталі в системі координат ІВК. Потім в режимі 
вимірювання відповідно до розробленого програмного математичного 
забезпечення задаються основні дані координати початкової точки вимірювання 
на поверхні деталі. Напрям руху та координати кінцевої точки з відповідним 
кроком зняття інформації, а також відстань між площинами перерізів. В 
програмі вимірювань ІВК передбачені команди для автоматичного керування 
приводами координатних переміщень. При збільшені кривизни авіаційної 
деталі система керування знижує швидкість руху для зменшення відхилення 
вимірювального наконечника від нормалі. Інформація з датчиків через АЦП 
поступає в сему синхронізації та на ПК, де обробляється, розраховуються 
координати точок поверхні, будується тривимірне зображення. Інформація 
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зворотного зв’язку для керування приводами поступає в пристрій ІВК. 
Періодичне та циклічне зняття інформації вимірювальними датчиками дає 
значення координат точок по еквідистантній кривій поверхні деталі. 
Підвищення точності визначення координат забезпечуються тим, що до 
пристрою включено два блоки по три датчика, що резервують один одного. 
Оскільки неоднаковість чутливості вимірювальних датчиків пов’язана з 
неоднаковістю вимірювального зусилля, можуть мати місце різні пружні 
деформації стержня датчиків, тому запропоновано трьохопорне базування 
блоків вимірювальних датчиків, за рахунок чого підвищується стабільність 
вимірювання, зменшується неоднаковість чутливості датчиків, підвищується 
їх довговічність, яка пов'язана зі зменшенням зносу контактів. 
Датчики ІВК укомплектовані індуктивними чутливими елементами 
моделі 76504, тому для виключення помилкових відліків сигналу, перший 
сигнал надходить від першого блоку датчиків елементів після зміни 
навантаження на них, а другий – при русі пристрою по поверхні деталі від 
додаткового блоку датчиків. 
Датчики містять логічну схему, яка формує командний сигнал тільки 
при заданому інтервалі часу між згаданими сигналами, що виключає 
можливість відліку координат при неоптимальній швидкості вимірювання. 
Другий сигнал може бути сформований після розмикання контактних 
елементів, що розміщені на корпусній дузі блоків вимірювальних датчиків, 
або ж можуть бути встановлені додаткові чутливі елементи, що реагують на 
зміщення вимірювального пристрою. При цьому, другий сигнал є 
контролюючим, а координати поверхні деталі відраховуються і 
запам’ятовуються за першим сигналом. 
При взаємодії наконечника датчика з поверхнею деталі, розмикається 
по меншій мірі один електроконтакт, що використовується для утворення 
керуючого сигналу. Датчики у запропонованому ІВК мають різну чутливість 
у різних напрямках через неоднакову чутливість пов’язану з неоднаковим 
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вимірювальним зусиллям у різних напрямках, в наслідок чого мають місце 
різні пружні деформації стержня наконечника.  
До переваг ІВК слід віднести високу чутливість в різних напрямках 
вимірювань, малу нестабільність спрацювання (в межах ± 0,5 мкм), мале 
вимірювальне зусилля (до 0,01 Н). На відміну від КВМ, вимірювальні датчики 
яких працюють лише в вертикальному розташуванні, датчики КВК можуть 
змінювати свою орієнтацію в процесі вимірювання. Хоча відлік координат 
точок проводиться за сигналом індуктивних чутливих елементів з високою 
точністю, точність вимірювання за допомогою запропонованого ІВК залежить 
від точності повернення вимірювального блоку в початкове положення після 
його відхилень в процесі вимірювання. Порівняльна характеристика 
запропонованого ІВК з КВМ наведена у таблиці 2.1 
Таблиця 2.1 
Порівняльна характеристика інформаційно-вимірювального комплексу 
та координатно-вимірювальної машини 
 Характеристика ІВК (запропонований) КВМ  
1 Діапазон вимірювання 14 м × 4 м 1,5 × 0,6 × 0,9 м 
2 Швидкодія 2 с 2 с 
3 Похибка вимірювання 0,25 0,5 мкм 
4 Дискретність 0,1 0,5 мкм 
5 Похибка вимірювання 
лінійних переміщень 
4 мкм/м 5 мкм/м 
Отже, точність вимірювань в значній мірі визначається точністю вузла 
базування блоку датчиків. Очевидно також, що із зазначених причин точність 
вимірювання буде залежати від розмірів і конфігурацій вимірювального 
датчика.  
В ІВК при вимірюванні симетричних деталей використовується 
поворотний стіл від свого приводу на базі крокового двигуна з неперервним 
обертанням в двох напрямках. Інформація про положення поворотного столу з 
датчиками кута та положення поступає в блок обробки інформації. Реєстрація 
координат точок симетричної деталі проводиться через кожні 5’ секунд 
повороту стола.  
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Макет розробленого ІВК великогабаритних авіаційних деталей 
представлений на рис. 2.2. 
 
Рисунок 2.2. Макет інформаційно-вимірювального комплексу складних 
просторових поверхонь авіаційних деталей 
Програмно-математичним забезпеченням ІВК передбачено алгоритм 
обробки вимірювальної інформації та виводу зображення тривимірного 
зображення та площини перерізу в заданій точці з відповідним напрямом на 
поверхні деталі. В ході вимірювання визначаються номінальні координати 
точок поверхні і порівнюються по вибраному критерію із конструкторським 
варіантом. Програма вимірювання складається на основі алгоритму 
визначеною прийнятою схемою обходу вимірювальної поверхні. Показано, 
що вимірювання складної просторової поверхні авіаційної деталі 
розпочинають з однієї сторони, дійшовши до кінця, продовжують 
вимірювання криволінійної поверхні деталі, і в такій послідовності 
здійснюється повний обхід поверхні деталі. 
Вимірювання складних просторових поверхонь здійснюється практично 
безперервно (в режимі сканування). Якщо щуп датчика торкається деталі, то 
при зусиллі торкання 0,01 N спочатку через індуктивний датчик формується 
імпульс торкання. Але переміщення ІВК зберігається ще до тих пір, поки 
щупова головка не відхилиться від свого початкового положення і торкання не 
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буде підтверджено через роз'єднання механічного контакту. Тільки після цього 
переміщення буде зупинене. На основі послідовності імпульсів внутрішньо 
програмно буде перевірено, чи мало місце нормальне торкання чи ні. 
 
2.3. Розробка координатно-крокового методу вимірювання деталей 
 
Розробимо математичну та тривимірну геометричну модель 
вимірювання авіаційної деталі складної геометричної форми і на базі цих 
моделей розробимо метод для вимірювання геометричних параметрів. 
Геометрична модель в подальшому може бути використана для 
автоматичного створення за допомогою засобів CAD/CAM системи керуючої 
програми багатокоординатного обробляючого центру з ЧПУ. 
Елементарною назвемо ділянку утворюючої, що має незмінний 
характер, тобто постійний радіус або кут нахилу. Кількість елементарних 
ділянок позначимо N. Кожна елементарна ділянка розглядається в 
двовимірній системі координат деталі XдOдУд та визначається деяким 
набором параметрів. Радіусні точки можуть бути задані координатами точок 
Vi{xvi, yvi} початку і кінця дуги та радіусом дуги Rk. при чому остання точка k-ї 
ділянки співпадає з першою точкою k+1 –ї (рис.2.3). 
 
Рисунок 2.3. Розбиття поверхні авіаційної деталі на елементарні ділянки 
Для прямолінійних ділянок такими параметрами є точки Vi{xi, yi} 
початку і кінця k-го відрізку, а також кут нахилу прямолінійної утворюючої 
50 
 
k. Індекси i та k змінюються в межах: i = 1,…,M, де M – число характерних 
точок ділянки; k = 1,…,N, N – кількість елементарних ділянок, при цьому M = 
N+1. Довільна k-та ділянка визначається характерними точками Vk, Vk+1 
відповідно початку та кінця ділянки [107]. 
На рис.2.4 показано розташування деталі в осьовій площині датчиків.  
 
Рисунок 2.4 Схеми обходу деталі датчиками  
Суцільною лінією позначені щупи першого датчику, а пунктирною – 
другого. R – радіус поверхні деталі, що вимірюється; r – радіус щупа; h – 
висота гребінців; β – кутовий крок між центрами датчиків; δ – кутовий крок 
між центрами датчика; р – відстань між центрами 1-2 датчиків; Р -  відстань 
між 1-3 датчиками; р1 – відстань між базовими точками, що лежать на 
поверхні вимірюваної деталі.  
На основі чисельного експерименту встановлено, що для кутів 
<(15…20) доцільно прийняти K = 1, для  = (20…35) K = 0,9,  
для >35 K = 0,8. Кут  при обробці радіусної ділянки буде дорівнювати  
𝛿 = 2arcsin (𝑃/2(𝑅 ± 𝑟пл)), де знак «+» приймається для випуклої ділянки 
поверхні, та «–» для вогнутої.  
При обході радіусної поверхні (рис.2.3 а, б) висота гребінця дорівнює 
ℎ = ±√𝑟2 + (𝑅 ± 𝑟)2 − 2 ∗ 𝑟(𝑅 ± 𝑟) ∗ cos (arcsin (
(𝑅±𝑟)∗𝑠𝑖𝑛𝛽/2
𝑟
) −
𝛽
2
) ∓ 𝑅, 
де верхній знак приймається при обробці випуклої поверхні, нижній – 
вогнутої. При обробці лінійного кута (рис. 2.4, в) висота виступів буде 
дорівнювати ℎ = 𝑟 − √𝑟2 − (2𝑟 + 𝑔)2/4𝑧2. 
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Для виділення положення опорної площини деталі необхідно задавати 
три базові точки, які не лежать на одній прямій[108]. Головна базова точка А 
– точка контакту поверхні деталі. Дві інші базові точки – О та  В (рис.2.5). 
Вибір граничних точок зроблено виходячи зі зручності розрахунку траєкторії 
обходу базової поверхні деталі. Таким чином, для визначення положення 
відносно деталі довільної і-ї датчика, необхідно знайти координати центра 
вимірюваних сегментів Оі та базових точок Аі та Ві. Загальний порядок 
розрахунків при цьому полягає у визначенні координат точок для деталі. 
 
Рисунок 2.5. Схема розташування базових точок поверхні деталі 
 
При визначенні координат базових точок датчика в ЛСК деталі, 
необхідно задати відстань р між центрами сусідніх вимірювальних сегментів 
або відстань р1 між базовими точками, що лежать на поверхні деталі. При 
вимірюванні прямолінійної ділянки маємо р1 = р. Для радіусної ділянки 
𝑝1 = 2 ∗ 𝑅 ∗ sin (
𝛽
2
). 
При визначенні величини кута , що представляє собою кут охвату дуги 
окружності, що формує ділянку поверхні радіусом R, необхідно попередньо 
розрахувати довжину хорди радіусної ділянки за виразом 
𝑙𝑥𝑘 = √(𝑥𝐴𝑙𝑘 − 𝑥𝐴𝑛𝑘)
2 + (𝑦𝐴𝑙𝑘 − 𝑦𝐴𝑛𝑘)
2. 
Тут 𝑥𝐴𝑙𝑘  та 𝑦𝐴𝑙𝑘  – координати першої точки k-ї радіусної ділянки; 𝑥𝐴𝑛𝑘  та 
𝑦𝐴𝑛𝑘 відповідно – координати останньої точки даної ділянки. Тоді  
𝜑𝑘 = 2 ∗ arcsin (
𝑙𝑥
2𝑅
). 
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Для подальшого розрахунку положення базових точок вимірювальних 
сегментів та поверхні авіаційної деталі в системі координат деталі [109] 
необхідно знайти кути  між віссю ОХ та прямою, що проходить через центр 
дуги радіусної ділянки та точку з координатами (х, у), що лежить на цій дузі, 
а також координати точок перетину кожної з цих прямих з радіусною 
утворюючою та кути  (рис. 2.6).  
 
Рисунок 2.6. Схема визначення координат базових точок деталі 
Приведенні розрахунки проводитись виходячи з умови рівності 
міжцентрових відстаней деталі Р. Для і-ї маємо 
{
 
 
 
 𝑛𝑖 = 𝑎𝑟𝑐𝑡𝑔 (
𝑦𝑐𝑘 − 𝑦𝑖
𝑥𝑐𝑘 − 𝑥𝑖
)  при(
𝑦𝑐𝑘 − 𝑦𝑖
𝑥𝑐𝑘 − 𝑥𝑖
) > 0;
𝑛𝑖 = 180 + 𝑎𝑟𝑐𝑡𝑔 (
𝑦𝑐𝑘 − 𝑦𝑖
𝑥𝑐𝑘 − 𝑥𝑖
)  при (
𝑦𝑐𝑘 − 𝑦𝑖
𝑥𝑐𝑘 − 𝑥𝑖
) < 0;
𝑛𝑖 = 0 при 𝑥𝐶𝑘 − 𝑥𝑖 = 0.
 
Перед подальшими розрахунками необхідно визначити за приведеними 
вище розрахунками величини кутів Аk та Аk+1, що визначають відповідно 
положення першої та останньої точки k-го радіусної ділянки поверхні. 
Для вогнутої ділянки поверхні: 
{
𝑥𝐴𝑖 = 𝑥𝐶𝑘 − 𝑅𝑘 ∙ cos 𝜂𝑖;
𝑦𝐴𝑖 = 𝑦𝐶𝑘 − 𝑅𝑘 ∙ sin 𝜂𝑖 .
   {
𝑥𝑂𝑖 = 𝑥𝐴𝑖 − 𝑟𝑖 ∙ 𝑐𝑜𝑠 𝜂𝑖;
𝑦𝑂𝑖 = 𝑦𝐴𝑖 − 𝑟𝑖 ∙ 𝑠𝑖𝑛 𝜂𝑖 .
  
Для випуклої ділянки поверхні деталі 
53 
 
{
𝑥𝐴𝑖 = 𝑥𝐶𝑘 − 𝑅𝑘 ∙ cos(180 − 𝜂𝑖);
𝑦𝐴𝑖 = 𝑦𝐶𝑘 + 𝑅𝑘 ∙ sin(180 − 𝜂𝑖).
   {
𝑥𝑂𝑖 = 𝑥𝐴𝑖 − 𝑟𝑖 ∙ 𝑐𝑜𝑠(180 − 𝜂𝑖);
𝑦𝑂𝑖 = 𝑦𝐴𝑖 + 𝑟𝑖 ∙ 𝑠𝑖𝑛(180 −  𝜂𝑖).
  
Після визначення координат всіх базових точок А на k-ї радіусній 
ділянці необхідно розрахувати для кожного з виміряного сегменту кут і 
φ𝑖 = 𝑎𝑟𝑐𝑡𝑔(−(𝑥𝐶𝑘−𝑥𝐴𝑖)/(𝑦𝐶𝑘−𝑦𝐴𝑖)).
                               (2.4) 
Координати точки Ві можна визначити, розв’язуючі систему: 
{
𝑥𝐵𝑖.круг = 𝑥𝐴𝑖 − (𝑟 ∙ cos(45 −  𝜑𝑖))/𝑐𝑜𝑠 45°;
𝑦𝐵𝑖.круг = 𝑦𝐴𝑖 + (𝑟 ∙ sin(45 −  𝜑𝑖))/𝑐𝑜𝑠 45°.
 
Координати базових точок на циліндричній ділянці: 
{
𝑥𝐴𝑖 = 𝑥𝐴𝑖−1 + 𝑝;
𝑦𝐴𝑖 = 𝑦𝐴𝑖−1 .        
     {
𝑥𝑂𝑖 = 𝑥𝐴𝑖;       
𝑦𝑂𝑖 = 𝑦𝐴𝑖 + 𝑟.
 
Для канонічної ділянки утворюючої (рис. 2.7) для визначенні координат 
базових точок навелений наступний алгоритм дій. Якщо на 
конструкторському кресленні авіаційної деталі кут конусності k не задано явно, 
то його необхідно визначити за формулою 𝜀𝑘 = 𝑎𝑟𝑐𝑡𝑔(∆𝑟кон/𝑙кон), де ∆𝑟кон – різниця 
радіусів поточного та наступного елементарних ділянок авіаційної деталі, 𝑙кон – 
довжина канонічної ділянки, що визначається з виразу: ∆𝑟кон = 𝑦2𝑘 −
 𝑦1𝑘 ,   𝑙кон = 𝑥2𝑘 − 𝑥1𝑘. 
 
Рисунок 2.7. Схема визначення координат базових точок для канонічних ділянок 
Якщо значення k від’ємне, то канонічна ділянка є спадною відносно 
першої базової точки, в іншому випадку – висхідною. Координати початкової 
{𝑥1𝑘 , 𝑦1𝑘} та  {𝑥2𝑘 , 𝑦2𝑘} точок канонічної ділянки беруться з креслення деталі. 
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Координати базових точок на канонічній ділянці розраховуються наступним 
чином [110] 
{
𝑥𝐴𝑖 = 𝑥𝐴𝑖−1 + 𝑝 ∗ cos𝜑𝑖 ;
𝑦𝐴𝑖 = 𝑦𝐴𝑖−1 + 𝑝 ∗ sin𝜑𝑖;
      {
𝑥𝑂𝑖 = 𝑥𝐴𝑖 ± 𝑟 ∗ cos(90 − 𝜑);
𝑦𝑂𝑖 = 𝑦𝐴𝑖 ± 𝑟 ∗ sin(90 − 𝜑),
 
де знак «+» приймається для висхідної в направленні обходу контуру 
утворюючої, «–» - для спадної. Кут  для циліндричної ділянки дорівнює 0, а 
для канонічної – куту k. 
 
2.4. Оптимізація кількості точок вимірювання при параметричному 
навчанні та розпізнаванні 
 
При вимірюванні геометричних параметрів авіаційної деталі необхідно 
встановити кількість точок вимірювання. Це можливо виконати методом 
статистичного аналізу для кожної деталі з відповідною точністю та заданим 
полем допуску. Класичне формулювання завдання статистичного синтезу 
лінійно-кутових вимірювань авіаційних деталей полягає в максимізації або 
мінімізації статистичних критеріїв точності геометричних параметрів 
(ймовірності відхилень від заданої форми та розташування, аномальних 
викидів та систематичних похибок) при заданих обмеженнях системи та 
зовнішніх дестабілізуючих факторів. На основі аналітичного огляду  
[57, 64, 68, 77, ], можна виділити два основних варіанти постановки задачі 
оптимізації характеристик розпізнавальних систем:  
 мінімізація ймовірностей помилок розпізнавання при заданих обсягах 
навчальних та контрольних вибірок та розмірності простору ознак і заданій 
мінімальній можливій відстані між розпізнаваними класами; 
 мінімізація сумарної кількості спостережень (обсягу навчальних та 
контрольної вибірок і розмірності простору ознак), необхідного для 
забезпечення достатнього рівня достовірності розпізнавання при заданій 
мінімальній можливій відстані між розпізнаваними класами. 
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У виробничих умовах більш ефективним є другий варіант постановки 
задачі синтезу, оскільки у виробничих умовах від системи розпізнавання в 
першу чергу потрібно забезпечення гарантованого стабільного рівня 
достовірності розпізнавання. У той же час реалізація можливості значного 
зменшення сумарної кількості спостережень при забезпеченні заданого рівня 
достовірності розпізнавання може привести до значного підвищення 
швидкодії, внаслідок зменшення необхідного обсягу навчальних і 
контрольних вибірок і кількості вимірювальних засобів, що є дуже 
важливими факторами при проектуванні і експлуатації реальних систем. 
Розглянемо оптимізацію характеристик системи розпізнавання 
одновимірних нормальних сукупностей 𝑆1 і 𝑆2 з невідомими середніми 
значеннями 𝑎1 і 𝑎2 та загальною відомою дисперсією 𝜎
2 [64, 68, 111]. 
Оскільки розмірність простору ознак 𝑝 = 1, в процесі оптимізації 
мінімізується, сумарний обсяг 𝑝 навчальних та контрольної вибірок 
необхідний для досягнення заданого рівня достовірності, коли вірогідність 
помилок 𝛼 і 𝛽 не перевищує їх верхніх границь 𝛼0 і 𝛽0. Заданими границями 
обмеження у цьому випадку виступає нормована різниця між середніми 
значеннями сукупностей 
(𝑎2−𝑎1)
𝜎
, яка повинна бути не менше деякого 
мінімального значення 𝛼𝜀 > 0, в якості якого ,береться точність вимірювання 
цієї різниці в реальних системах. 
Кожна навчаюча та контрольна вибірка вимагає проведення 𝜌 операцій 
вимірювання розмірів геометричних параметрів. Якщо трудомісткість завдання 
розпізнавання складається з трудомісткості завдань навчання і прийняття 
рішення, то мінімізації підлягає вже не просто розмірність ознак простору 𝑝, а 
загальна кількість вимірювань 𝜌 буде дорівнювати 
𝜌 = 𝑝(∑𝑚𝑘 + 𝑛𝑏
𝐾
𝑘=1
) , 𝑝 ≤ 𝑞,                                (2.5) 
де 𝑝 – розмірність ознак простору 𝑚𝑘 – об’єм навчальної вибірки для 
визначення характеристик класу статистичних гіпотез 𝑠𝑘; 𝑛 – об’єм 
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контрольної вибірки; 𝑏 – загальна кількість актів прийняття рішень в процесі 
розпізнавання; 𝑞 – кількість першочергових ознак.  
При мінімізації величини 𝑝, вірогідність помилкових рішень не повинна 
перевищувати заданих меж. При цьому для простоти візьмемо вираз для 
сумарного обсягу навчальних та контрольної вибірок 𝑝, що виходить з (2.5) 
при 𝐾 = 2, 𝑚1 −𝑚2 = 𝑚, 𝑏 = 1 і, де 𝐾 – кількість класів параметрів, 
оскільки розглядається одновимірний випадок, 𝑝 − 1. Тоді 𝑝 = 2𝑚 + 𝑛. 
Для критерію максимальної правдоподібності, при однакових розмірах 
навчальних вибірок, ймовірності помилок розпізнавання 𝛼 і 𝛽 рівні між 
собою та виражаються через табульований інтеграл ймовірності  
𝛼 = 𝛽 = 𝐹 (−
𝑎
𝜎2
)𝐹 (
𝑎
𝜎1
) + 𝐹 (
𝑎
𝜎2
)𝐹 (−
𝑎
𝜎1
),                     (2.6) 
який може бути використаний для оптимізації характеристик розпізнаваючьої 
системи, яка полягає в знаходженні обсягів 𝑚∗ і 𝑛∗ навчальних та контрольних 
вибірок, що мінімізують критерій і задовольняють обмеженням [112] 
 𝑓𝑖(𝑛,𝑚, 𝛼, 𝛽 ≥ 𝛽𝑖, 𝑖 = 1, 𝑞̅̅ ̅̅̅ на допустимі обсяги вибірок і ймовірності помилок 
min2  nm , 
00])/4()/2(/[)/2/(
])/4()/2(/[)/2/(






nmaFmaF
nmaFmaF
,        (2.7) 
де 𝛼𝜀 – нормована різниця між середніми значеннями сукупностей. 
Обсяги 𝑚∗ і 𝑛∗, які є рішенням задачі (2.7), в подальшому будемо 
називати оптимальними. Використовуючи відомі співвідношення 
2/1]2/)2/([)(  xxF  
]2/)2/([)2/1()( xxF  ,                                  (2.8) 
де Ф(𝑥) – табульований інтеграл,  
x
dzzx
0
2 )exp(
2
)(

, 
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і очевидну інваріантність рішення (𝑚∗, 𝑛∗) завдання (2.8) щодо множення 
критерію на позитивне число, перепишемо задачу оптимізації у наступному 
вигляді 
min)2(2  nma , )2/( ma 021])/2()/1(2/[   nma .     (2.9) 
При кожному обраному 𝛼𝜀 оптимальні значення обсягів 𝑚
∗ і 𝑛∗ можуть 
бути знайдені стандартними методами цілочисельного програмування [113]. 
Однак, вирішуючи рівняння  
)2/( x 021])/2()/1(2/1[  yx , 
відносно 𝑦 
)]2/(/)21[(4
)]2/(/)21[(8
0
2
0
2
xfx
xxf
y





,                                  (2.10) 
де 𝑓[𝑡] = Ф−1(𝑡) і з'ясовуючи такі властивості функції (2.10): 
1) область визначення G: 
 xf )21(4 0
2 
; 
2) 

y
fx 0)21(4 0
2
lim

; 
3) )21(8lim 0
2  fy ; 
4) Gxdxdy  ,0)/( ; 
5) Gxdxyd  0)/( 22 .  
і з огляду на монотонність і неперервність функцій Ф(𝑥), Ф−1(𝑥), якщо 𝑥0 і 
𝑦0 є рішеннями завдання оптимізації в класі неперервних функцій [115],  
yx
yx
,
min2  ,  
)]2/(/)21[(4
)]2/(/)21[(8
0
2
0
2
xfx
xxf
y





,                  (2.11) 
то в якості рішення (𝑚∗, 𝑛∗) завдання (2.9) можна прийняти 
1]/[*,1]/[* 20
2
0   aynaxm                                (2.12) 
Завдання (2.11) звелося до задачі мінімізації функції однієї змінної, яка 
розв'язувється стандартними методами оптимізації [110] 
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))]}2/(/)21((4/[2{min)2(min 20
22
,
xfxxyx
xGyx


             (2.13) 
Графік залежності навчаючої та контрольної вибірок зображений на рис. 2.8. 
На рис. 2.8 наведені отримані з використанням (2.9) - (2.13) оптимальні 
об’єми навчаючої та контрольної вибірок 𝑚∗𝛼𝜀
2 і 𝑛∗𝛼𝜀
2 залежно від необхідної 
достовірності розпізнавання 1 − 𝛼0 = 1 − 𝛽0, з яких для кожного заданого 
значення точності вимірювання геометричних параметрів різниці 𝛼𝜀 між 
середніми сукупностями легко знаходяться оптимальні в сенсі критерію (2.9) 
значення обсягів навчальних 𝑚∗ і контрольних 𝑛∗ вибірок [115]. 
2
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2
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Рисунок 2.8. Графік залежності навчаючої та контрольної вибірок 
 
Оптимальні обсяги вибірок 𝑚𝛼𝜀2
∗  і 𝑛𝛼𝜀2
∗  для тих же значень 1 − 𝛼0 = 1 − 𝛽0 
та інших значень 𝛼𝜀 отримуються за формулами  
𝑚𝛼𝜀2
∗ =
𝑚∗
100𝛼𝜀2
, 𝑛𝛼𝜀2
∗ =
𝑛∗
100𝛼𝜀2
, 
де 𝑚∗ та 𝑛∗ – відповідні значення з таблиці 2.2 для 𝛼𝜀 = 0,1. 
Значення оптимальних обсягів вибірок 𝑚∗ та  𝑛∗, необхідні для 
забезпечення достовірності розпізнавання 1 − 𝛼0 = 1 − 𝛽0 = 0,9, . . . , 0,99; при 
точності вимірювання різниці середніх 𝛼𝜀 = 0,1; 0,05; 0,01, наведені в табл. 2.2. 
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Таблиця 2.2 
Значення оптимальних обсягів вибірок 𝑚∗ та  𝑛∗ 
1 − 𝛼0 =
= 1 − 𝛽0 
𝛼𝜀 = 0,1 𝛼𝜀 = 0,05 𝛼𝜀 = 0,01 
𝑚∗ 𝑛∗ 𝑚∗ 𝑛∗ 𝑚∗ 𝑛∗ 
0,9 886 1302 3544 5208 88600 130200 
0,95 1286 2084 5140 8330 128600 208400 
0,98 1800 3340 7190 13350 180000 334000 
0,99 2334 4140 9350 16550 233400 414000 
 
Аналізуючи результати розрахунків, можна відзначити, що при 
порівняно невисоких вимогах до точності вимірювання та забезпечення 
задовільного рівня достовірності розпізнавання 0,9 деяких крупно 
габаритних авіаційних деталей, різниці середніх 𝛼𝜀 сукупностей та при 
мінімально допустимій відстані між ними, оптимальні значення обсягів 
зазначених вибірок складають 𝑚∗ = 886 та 𝑛∗ = 1302.  
Підвищення рівня необхідної достовірності розпізнавання до значення 
0,99; при тому ж значенні 𝛼𝜀 досягається шляхом помірного збільшення 
оптимальних обсягів навчальних 𝑚∗ = 2334; і контрольних 𝑛∗ = 4140;  
вибірок. Однак, подальше підвищення вимог до точності вимірювання 
різниці середніх до 0,01 та скорочення мінімально допустимої відстані між 
середніми значеннями сукупностей при забезпеченні високої достовірності 
розпізнавання 1 − 𝛼0 = 1 − 𝛽0 = 0,9 . . . 0,99;  призводить до значного 
збільшення обсягів навчальної та контрольної вибірок аж до  
𝑚∗ = 233400 до 𝑛∗ = 414000 при 1 − 𝛼0 = 0,99 та 𝛼𝜀 = 0,01. Це цілком 
узгоджується з фізичними уявленнями, оскільки розпізнавання з настільки 
високою вірогідністю нормальних сукупностей, середні значення яких 
можуть бути так близько розташовані один від одного, вимагає чималого 
часу навчання для складання достовірних еталонних описів сукупностей.  
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2.5. Опис математичної моделі поверхні авіаційної деталі складної 
геометричної форми  
 
При виборі методу для побудови складної поверхні основними 
критеріями є: адекватність моделі реальним розмірам деталі; оперативність 
формування моделі та побудови поверхні в тривимірному просторі. 
Математичний опис та комп’ютерне моделювання поверхні авіаційної деталі 
складної геометричної форми може бути здійснений за допомогою методу 
триангуляції Делоне. Цей метод полягає у побудові поверхневої тривимірної 
сітки з початковою триангуляцією граней деталі [116].  
Пов'язана між собою множина вимірювальних точок складної поверхні 
деталі є криволінійною гранню на цій поверхні та складається з криволінійних 
ребер. Кожне криволінійне ребро є множиною точок вимірювання деякої 
кривої, причому середина цієї підмножини є однозв'язної областю.  
В даний час широко використовується підхід, коли для побудови сітки 
на поверхні деталі складної геометричної форми в параметричному просторі 
будується двовимірна анізотропна сітка, а потім отримана двовимірна сітка 
відображається в тривимірний простір [41]. Анізотропность проявляється в 
тому, що в параметричному просторі поверхні вводиться метричний тензор, 
який дорівнює першій квадратичній формі поверхні, і сітка будується з 
урахуванням введеної метрики. Однак грань – це частина поверхні деталі, 
тому при побудові триангуляції необхідно також враховувати ребра, що 
обмежують грань, та теж є криволінійними [117 ].  
Таким чином, постає завдання побудови трикутної сітки для двовимірної 
області з криволінійними границями. Тому важливою є задача генерації 
анизотропної триангуляції Делоне для авіаційних деталей складної 
геометричної форми для побудови поверхневої сітки на криволінійних гранях.  
Існує кілька методів побудови тріангуляційної сітки для моделювання 
авіаційних деталей складної геометричної форми. Перший метод полягає у 
побудові триангуляції по набору точок. На основі проведеного аналізу  
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[118 - 119] доведено, що для створення триангуляційної сітки при заздалегідь 
встановлених обмеженнях краще за інших підходить ітеративний алгоритм 
Лоусона, який допускає довільну вставку вершин в триангуляцію, що 
необхідно для побудови сітки на границі. 
У ітеративних алгоритмах триангуляція будується поступово шляхом 
додавання чергової вершини у вже сформовану триангуляцію і виконання 
локальних перебудувань всередині сітки, що задовольняє критерію Делоне.  
Нехай для опису поверхні авіаційної деталі складної геометричної 
форми побудована триангуляція Делоне, що складається з 𝑛 вершин. Кожна 
наступна вершина (𝑛 + 1) додається до триангуляції за наступним правилом. 
Спочатку знайдемо трикутник, в який потрапила ця вершина і з'єднаємо її з 
вершинами трикутника трьома ребрами, утворюючи три нових трикутника. 
Якщо нова вершина потрапила на ребро трикутника, то це ребро видаляється, і 
вставляються чотири нових ребра, що з'єднують дану вершину з вершинами, 
які охоплюють чотирикутник. Далі із використанням рекурсивної процедури 
перевіряється наявність сусіднього трикутника із новою вершиною, описана 
окружність якого містить нову вершину. Якщо такий трикутник знайдений, то 
виконується перестановка діагоналі відповідного чотирикутника. При цьому у 
вершини стає на два сусідніх трикутника більше, які також необхідно 
перевірити. Коли таких трикутників більше не залишиться, отримується 
триангуляція Делоне, яка містить 𝑛 + 1 вершину.  
Розглянемо тепер випадок, коли вершини знаходяться на довільній 
криволінійній поверхні, яка задана співвідношенням  
𝑟 (𝑢, 𝑣) = (𝑥(𝑢, 𝑣), 𝑦(𝑢, 𝑣), 𝑧(𝑢, 𝑣))
𝑇
. 
Припустимо, що координатні функції є неперервно-диференційовними 
всередині своєї області визначення, тоді в кожній регулярній точці поверхні 
визначається перша квадратична форма поверхні  
𝑑𝑠2 = 𝐸𝑑𝑢2 + 2𝐹 𝑑𝑢 𝑑𝑣 + 𝐺𝑑𝑣2, 
де 𝐸 = (𝑟𝑢⃗⃗  ⃗, 𝑟𝑣⃗⃗⃗  ), 𝐺 = (𝑟𝑣⃗⃗⃗  , 𝑟𝑣⃗⃗⃗  ), 𝐸𝐺 − 𝐹2 > 0.  
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Введемо в параметричний простір поверхні метричний тензор 𝑔𝑖𝑗, що 
співпадає з першою квадратичною формою поверхні, і побудуємо в цьому 
просторі анізотропну сітку.  
Розроблено [117] модифікацію алгоритму Лоусона яка полягає у 
введені наступного алгоритму: 
1. Будується суперструктура, що містить в собі область визначення 
поверхні, і ця суперструктура триангулюється;  
2. По черзі вставляються вершини 𝑉 в триангуляцію; 
3. Запускається рекурсивна процедура, яка перевіряє, чи існує сусідній 
з новою вершиною трикутник, описаний еліпс якого містить нову вершину.  
Для цього вводиться аналог описаного кола навколо трикутника та 
припускається, що значення метричного тензора (𝑀) всередині трикутника і 
в деякій його околиці постійне.  
Це значення 𝑀 може бути вибрано як середнє арифметичне значення 
метричного тензора 𝑔𝑖𝑗 в вершинах трикутника 𝑀 = (
1
3
)(𝑀1 +𝑀2 +𝑀3). Тоді 
крива 𝛾 буде представлена еліпсом, квадратична форма якого збігається зі 
значенням 𝑀 метричного тензора всередині трикутника та буде дорівнювати 
𝐸 = (𝑢 − 𝑢𝑐)
2 + 2𝐹(𝑢 − 𝑢𝑐)(𝑣 − 𝑣𝑐) + 𝐺(𝑣 − 𝑣𝑐)
2 = 𝑎2, 
де 𝑂(𝑢𝑐, 𝑣𝑐) – центр еліпса.  
Щоб еліпс повністю був визначений, необхідно знайти три останні 
параметра: 𝑢𝑐, 𝑣𝑐, 𝑎. Для цього необхідно підставити координати вершин 
трикутника в рівняння 𝑙1 і вирішити систему з трьох рівнянь з трьома 
невідомими 
 
 
 
 
а)                                              б) 
Рисунок 2.9. Визначення центру кола та еліпса 
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Однак можна уникнути рішення квадратичної системи рівнянь. У разі кола, 
його центр знаходиться як перетин серединних перпендикулярів (рис. 2.9 а).  
Вектор 𝑛1 = (𝑢1, 𝑣1), перпендикулярний відрізку 𝐴𝐵, знаходиться з 
наступного співвідношення 
(𝑢1, 𝑣1)𝑀(𝑢𝐴 − 𝑢𝐵 , 𝑣𝐴 − 𝑣𝐵)
𝑇 = 0, 
де (𝑢𝐴, 𝑣𝐴), (𝑢𝐵, 𝑣𝐵) – координати точок 𝐴 і 𝐵.  
Доведено [119], що середина відрізка в евклідової метриці і в довільній 
постійній метриці 𝑀 є одна і та сама точка. Отже, пряма 𝑙1 з напрямним 
вектором 𝑛1, що проходить через середину відрізка 𝐴𝐵, проходить через 
центр еліпса 𝑂. Перетин двох таких прямих 𝑙1 і 𝑛1 визначає центр еліпса. 
Нехай значення метричного тензора в деякій точці 𝑃(𝑢0, 𝑣0), дорівнює 
𝑀. Розглянемо безліч точок деякого еліпса з квадратичною формою 𝑀. 
Візьмемо довільну таку точку з координатами 𝑄(𝑢, 𝑣) та розкладемо 
координатні функції в ряд Тейлора в області точки (𝑢0, 𝑣0) 
𝑥(𝑢, 𝑣) = 𝑥(𝑢0, 𝑣0) + 𝑥𝑢(𝑢0, 𝑣0)∆𝑢 + 𝑥𝑣(𝑢0, 𝑣0)∆𝑣 + 𝑜(∆𝑢, ∆𝑣), 
𝑦(𝑢, 𝑣) = 𝑦(𝑢0, 𝑣0) + 𝑦𝑢(𝑢0, 𝑣0)∆𝑢 + 𝑦𝑣(𝑢0, 𝑣0)∆𝑣 + 𝑜(∆𝑢, ∆𝑣), 
𝑧(𝑢, 𝑣) = 𝑧(𝑢0, 𝑣0) + 𝑧𝑢(𝑢0, 𝑣0)∆𝑢 + 𝑧𝑣(𝑢0, 𝑣0)∆𝑣 + 𝑜(∆𝑢, ∆𝑣). 
Після проведення відповідних розрахунків отримаємо 
(𝑥(𝑢, 𝑣) − 𝑥(𝑢0, 𝑣0))
2
+ (𝑦(𝑢, 𝑣) − 𝑦(𝑢0, 𝑣0))
2
+ (𝑧(𝑢, 𝑣) − 𝑧(𝑢0, 𝑣0))
2
=   
  = (𝑥𝑢
2(𝑢0, 𝑣0) + 𝑦𝑢
2(𝑢0, 𝑣0)𝑧𝑢
2(𝑢0, 𝑣0))(∆𝑢)
2 + 2(𝑥𝑢(𝑢0, 𝑣0)𝑥𝑣(𝑢0, 𝑣0) + 
+𝑦𝑢(𝑢0, 𝑣0)𝑦𝑣(𝑢0, 𝑣0) + 𝑧𝑢(𝑢0, 𝑣0)𝑧𝑣(𝑢0, 𝑣0))∆𝑢∆𝑣 + (𝑥𝑣
2(𝑢0, 𝑣0) + 
+𝑦𝑣
2(𝑢0, 𝑣0) + 𝑧𝑣
2(𝑢0, 𝑣0))(∆𝑣)
2 + 𝑜(∆𝑢, ∆𝑣). 
Нехай 𝑃′ = 𝑟 (𝑃(𝑢0, 𝑣0)) і 𝑄
′ = 𝑟 (𝑄(𝑢, 𝑣)) – тривимірні точки поверхні. 
Тоді останнє співвідношення можна переписати у вигляді 
𝑑2(𝑃′, 𝑄′) = 𝑎2 + 𝑜(∆𝑢, ∆𝑣), 
де 𝑑(𝑃′, 𝑄′) – відстань в тривимірному просторі між точками 𝑃′ і 𝑄′. 
Якщо значення метричного тензора постійне вздовж усієї області 
визначення поверхні, то залишковий член розкладання в ряд Тейлора буде 
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дорівнювати нулю: 𝑜(∆𝑢, ∆𝑣) ≡ 0. У цьому випадку точки еліпса з 
параметричного простору утворюють коло в тривимірному просторі. Якщо ж 
значення метричного тензора не постійне, то 𝑜(∆𝑢, ∆𝑣)
∆𝑢→0,∆𝑣→0
→        0, і чим 
дрібніше сітка в параметричному просторі, тим ближче до кола тривимірна 
крива, сформована з образів точок еліпса, описаного навколо деякого 
трикутника. Таким чином, можна говорити про узагальнення триангуляції 
Делоне на випадок криволінійних поверхонь. Приклад триангуляції 
просторової поверхні авіаційної деталі наведено на рис. 2.10. 
 
Рисунок 2.10. Триангуляція просторової поверхні авіаційної деталі 
 
Побудова триангуляції Делоне для криволінійної границі ґрунтується на 
припущенні, що ребро – це частина кривої 𝑐 (𝑡) = (𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡))
𝑇
, 
обмежена вершинами 𝑣0 = 𝑐 (𝑡0), 𝑣1 = 𝑐 (𝑡1), 𝑡0 < 𝑡1. Нехай 𝑝0, … , 𝑝𝑛 – 
послідовність точок в тривимірному просторі на ребрі границі  
𝑢 𝑝𝑖 = 𝑟 (𝑢𝑖 , 𝑣𝑖) = 𝑐 (𝑡𝑖), причому 𝑝0 і 𝑝𝑛 збігаються з вершинами ребра. Набір 
відрізків {𝑠𝑖 = [𝑝𝑖 , 𝑝𝑖+1], 𝑖 = 0…𝑛 − 1} складають в тривимірному просторі 
ламану, вписану в дане ребро.  
Якщо відрізки AB і BC представлені у вигляді ребер трикутників в 
параметричному просторі границі, то криволінійні ребра не відновлено, 
оскільки відповідні опуклі оболонки перетинаються. 
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Середина множини 𝐶𝑖(𝑖 = 0,… , 𝑛 − 1  ) не містить жодної вершини 𝑞𝑗, 
де 𝑞𝑗 – вершини трикутників, що становлять триангуляцію границі в 
параметричному просторі. 
При побудові сіток на криволінійних гранях існують додаткові 
складнощі, пов'язані з особливостями параметризації криволінійних поверхонь 
[121]. Перша особливість пов'язана з наявністю періодичних або стикувальних 
ребер. Друга особливість, що представляє найбільшу складність, пов'язана з 
тим, що параметризація поверхні може бути нерегулярною, тобто допускати 
особливі точки, де перша квадратична форма є виродженою.  
Метод подрібнення сітки є неефективним поблизу виродженого ребра, 
та може призвести не тільки до поганої якості сітки, але навіть до 
виродження елементів. Якщо ребро 𝐴1𝐴2 є виродженим ребром, відповідним 
в тривимірному просторі деякої вершини 𝐴′. Тоді вершина 𝐴′ в тривимірному 
просторі належить всього одному трикутнику 𝐴′𝐵′𝐶′, що відповідає 𝐴2𝐵𝐶. 
Якби це була триангуляція конуса, то його вершина належала б одному 
трикутнику, що неприпустимо.  
При цьому спроба декомпозувати трикутник 𝐴2𝐵𝐶 шляхом вставки 
нової вершини в центр його описаного еліпса не завжди може розв’язати цю 
задачу, тому що знову може утворитися трикутник, аналогічний 𝐴2𝐵𝐶.  
Для вирішення цієї проблеми було запропоновано наступне [117, 119, 
121]. Розглянемо трикутник, одна вершина якого знаходиться на виродженій 
границі, а дві інші ні, а кут між нормалями в цих точках більше деякого 
значення (𝐴2𝐵𝐶). Тоді нова вершина 𝐾 буде знаходитись не в центрі еліпса, 
описаного навколо трикутника, а в середині відрізка 𝐵𝐶, вершини якого не 
належать виродженій границі. Тоді вершина 𝐴′ належить вже двом 
трикутникам тривимірної триангуляції: 𝐴′𝐵′𝐾′ і 𝐾′𝐴′𝐶′. На рис. 2.11.б) 
зображена триангуляція конуса, отримана стандартним алгоритмом, а на 
рис. 2.11.с) триангуляція із застосуванням описаного методу. 
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Рисунок 2.11. а) Побудова сітки поблизу особливої точки 𝐴; б) результат 
роботи стандартного алгоритму; с) результат модифікованого алгоритму. 
 
Отже, не зважаючи на те, що основні методи побудови триангуляції 
Делоне є досить ефективними для математичного опису та комп’ютерного 
моделювання авіаційних деталей складної геометричної форми, тим не менш, 
побудова поверхневих сіток на криволінійних гранях представляє деяку 
складність. Ці труднощі пов'язані з особливостями параметризації 
криволінійних поверхонь: наявністю стикувальних ребер і особливих точок. 
Це призводить до необхідності істотної модифікації вихідного алгоритму. 
Моделювання поверхонь можемо представити також і сплайнами, які 
використовуються для аналізу і відстеження поточного стану і тенденцій зміни 
поверхні деталі внаслідок впливу дестабілізуючих факторів та експлуатації  
[118 - 120]. Це надає можливість ефективного проведення вимірювання, 
виявлення браку та оцінки рівня дефектності деталі, планування ремонтних 
робіт, раціонального використання виробничих потужностей. 
Для опису та моделювання складних поверхонь часто використовують їх 
наближення, складені з елементарних фрагментів – сплайнів, функція яких, 
найбільше придатна для апроксимації окремих частин поверхні. Зазвичай 
використовують кубічні сплайни, які дозволяють описувати будь-яку форму, 
і забезпечують моделювання поверхні без зазорів в місцях стику. Найчастіше 
для опису поверхні складної геометричної форми використовують сплайни 
Безьє (рис 2.12).  
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Рисунок 2.12. Опис поверхні сплайнами Бєз’є 
 
Обмеженнями при побудові цієї поверхні є її проходження через кутові 
точки характеристичного багатогранника і задані на його границях нахили 
дотичних в напрямках u, v. На рисунку 2.12 показана бікубічна поверхня 
Бєз’є та її характеристичний багатогранник, вершинами якого є 16 опорних 
точок 𝑃00, ..., 𝑃33. 
В узагальненій формі – ступеня 𝑛 ×𝑚 сплайн має наступний вигляд 
𝑃(𝑠, 𝑡) =∑∑𝐶𝑚
𝑖
𝑚
𝑗=0
𝑠𝑖
𝑚
𝑖=0
(1 − 𝑠)𝑚−𝑖𝐶𝑛
𝑗𝑡𝑗(1 − 𝑡)𝑛−𝑗𝑃𝑖𝑗 , 
де 𝑃𝑖𝑗 – опорні точки-орієнтири, 0 ≤ 𝑠 ≤ 1, 0 ≤ 𝑡 ≤ 1, 𝐶𝑚
𝑖  та 𝐶𝑛
𝑗
 – коефіцієнти 
бінома Ньютона, які обчислюються за формулою 
𝐶𝑛
𝑘 =
𝑛!
𝑘! (𝑛 − 𝑘)
. 
При використанні кубічного сплайну Бєз’є, він відповідає 
значенням 𝑚 = 3, 𝑛 = 3. Для його визначення потрібні 16 точок-орієнтирів 
𝑃𝑖𝑗. Коефіцієнти 𝐶𝑚
𝑖  та 𝐶𝑛
𝑗
 дорівнюють відповідно 1, 3, 3, 1 при 𝑖, 𝑗 = 0,1,2,3. 
Метод моделювання та опису поверхні сплайнами найбільш придатний 
для багатьох операцій, пов’язаних із аналізом складних просторових 
поверхонь. Але слід зазначити, що складні формули опису з використанням 
функцій, які повільно обчислюються на комп'ютері, знижують швидкість 
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виконання операцій відображення та унеможливлюють в більшості випадків 
застосування даної форми опису безпосередньо для побудови зображення 
поверхні у виробничих умовах.  
У таких випадках поверхню відображають як багатогранник, 
використовуючи формули аналітичного опису для розрахунку координат 
вершин граней в процесі відображення, що зменшує швидкість порівняно з 
параметричною моделлю опису поверхні , яка задається наступним чином 
𝑌 = 𝑌(𝑢, 𝑡), 𝑍 = 𝑍(𝑢, 𝑡), де 𝑢, 𝑡 - параметри, що змінюються в заданих 
границях та відносяться до класу параметричних. Для однієї фіксованої пари 
значень 𝑢, 𝑡 можна обчислити тільки положення однієї точки поверхні.  
Для повного уявлення про всю поверхню необхідно з певним кроком 
перебрати множину пар з діапазону їх змін, обчислюючи значення в 
тривимірному просторі для кожної із них. Будь-яку поверхню, описану 
неявно, можна представити параметрично, але зворотне правило у більшості 
випадків не виконується. 
Наступний метод опису контрольованої вимірювальної поверхні деталі є 
побудова параметричної бікубічної поверхні (гладкі зігнуті чотирикутники). 
Перевагою цього методу є те, що функція, складена з декількох суміжних 
бікубічних ділянок, володіє безперервністю та гладкістю на ділянках стику, 
але недоліками такої форми завдання поверхонь є значна трудомісткість 
математичного опису через необхідністю численних, а не аналітичних 
методів математичних рішень, що досить важко впроваджувати на 
виробництві. 
Опис поверхні неявними функціями полягає в моделюванні поверхонь 
наступною математичною формою 𝑓(𝑋, 𝑌, 𝑍) = 0, де 𝑋, 𝑌, 𝑍 - координати 
об'єктного простору. В якості опції 𝑓 можуть бути функції різних порядків, 
однак через складність математичної обробки на практиці зазвичай 
обмежуються першою та другою ступенями.  
Поточковий опис поверхонь полягає в поданні поверхні множиною 
окремих точок, що належать цій поверхні. Теоретично при нескінченному 
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збільшенні числа точок така модель забезпечує безперервну форму опису. 
Точки, які використовуються для опису, повинні розташовуватися досить 
часто, щоб можна було сприйняти поверхню без грубих похибок і 
спотворення інформації. Основною особливістю такого опису на відміну від 
інших підходів є відсутність інформації про поверхні між точками.  
Поточковий опис поверхонь застосовують в тих випадках, коли 
поверхня дуже складна, не володіє гладкістю, а детальне уявлення численних 
геометричних особливостей важливо для практики. Даний підхід 
застосовується на виробництві досить рідко, оскільки пов'язаний з 
трудомісткістю зняття даних про об'єкт, трудомістськими обчислювальними 
операціями і значним обсягом вихідних даних для опису об'єкта. 
Так при можливому подальшому уточненні даних координатами 
окремих точок, поверхня може бути побудована неправильно через велику 
відстань між уточненими об'єктами. Це також ускладнює алгоритми 
побудови поверхні, що призводить до істотного збільшення витрат часу та 
появи імовірності пропуску аномальних значень у між кроковому діапазоні. 
Поверхню складної геометричної форми можна описати за допомогою 
тренда. 
Враховуючи гладкість тренда, був розроблений алгоритм його побудови: 
1. Опис тренда за допомогою гладкої функції наступним поліномом 
𝑢(𝑡) = 𝐴0 + 𝐴1𝑡 + ⋯ + 𝐴𝑝𝑡
𝑝. 
Вибираючи степінь 𝑝 досить великою, можна домогтися доволі 
близького наближення до досліджуваного тренду. 
2. Оцінка за експериментальними даними коефіцієнтів 𝐴0, 𝐴1, … , 𝐴𝑝 та 
їх статистичні характеристики за допомогою методу найменших квадратів. 
3. Спрощення моделі тренда, з урахуванням пункту 2 у результаті чого 
отримується остаточна модель тренда. 
4. Вирішення основних завдань, пов'язаних з перебуванням вірогідності 
тих або інших відхилень від площинності (зокрема, для розрахунку надійності 
відповідних вимірювальних засобів, використовуючи остаточну модель).  
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Отримана крива є неперервною разом з усіма похідними до заданого 
порядку. На всій побудованій поверхні в цілому існують безперервні 
приватні похідні не нижче четвертого порядку, на кожному сегменті 
зберігається знак другої похідної уздовж координатних напрямків. Є 
можливість побудови кривих і поверхонь, які як завгодно мало відхиляються 
від заданих точок [121]. Але представлений алгоритм має певні недоліки. По-
перше, підвищення ступеня 𝑝 призводить до росту нестабільності оцінок 
коефіцієнтів 𝐴0, 𝐴1, … , 𝐴𝑝. Фактично це означає неможливість отримання 
достовірної оцінки навіть при 𝑝 → ∞.  
Починаючи з деяких значень 𝑝, достовірність моделі перестає рости. По-
друге, додавання нових експериментальних даних веде до необхідності нових 
апроксимацій, а характер тренда може з часом змінюватися, що також 
призводить до видозміни моделі. Для достовірного опису тренду 
рекомендовано застосовувати поліноми Бернштейна [120, 123, 126], які 
дозволяють організувати наочний інтерактивний режим побудови кривих на 
площині і в просторі, а також поверхонь, що відповідають необхідному рівню 
точності. Графічне представлення полінома Бернштейна наведено на рис. 2.13. 
 
Рисунок 2.13. Графік полінома Бернштейна 
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та функції 
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Нехай функція у(х) задана таблицями значень уi, хi, i=1,2,...,k. Для 
параметричного представлення вектор функції r(t) = [x(t), y(t)]T, t [0,1], 
задамо рівномірно розподілені по осі t вузлові точки з кроком =1/(к+1) так, 
щоб t1 =, …, ti=i, i=1, 𝑘̅̅ ̅̅̅. Точки, що обмежують i-ту ділянку, помістимо в 
серединах сусідніх відрізків так, що  zi = i-/2, i=1, 𝑘̅̅ ̅̅̅.  
На рис.2.14. зображено метод апроксимації точок кривої просторової 
поверхні та пояснені прийняті позначення. 
 
Рисунок 2.14. Апроксимація точок кривої просторової поверхні 
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
,  
 1,  ii zzt ,   1,0 . 
Коефіцієнти полінома визначається з умов рівності полінома і всіх його 
похідних до порядку 𝐿 +  1 в граничних точках t=zi , t=zi+1, відповідним 
значенням для опорної кривої. Ці умови [126], висувають вимоги в 
граничних точках рівності нулю похідних вище першого порядку. 
Лінійний каркас, складений прямими лініями, що з'єднують задані 
точки, називаємо опорною кривою тренда 124, 127, 128. 
При зазначених умовах коефіцієнти полінома на 𝑖-ій дільниці 
запишуться співвідношеннями 
     11, 2/   iiiikki rrkrrkLa  , 
     ,2 11   iiiikki rrkrrkLb     
_____
,0 Lk  ,                     (2.4) 
а поліном – співвідношенням  
        2/32/ 1413   iiiii rrhrrLhP        .232 1211   iiii rrhrrLh         (2.5) 
За допомогою (2.5) для апроксимуючого вектор-полінома і його першої 
та другої похідних для будь-якого 𝑡[/2, 1 − /2] запишеться у наступному 
вигляді 
         ,2/22/ 1111 iiiiiiii rrrhrrrrP     
       ,2/2111 iiiiii rrrhrrP 

       ,2/211 iiii rrrhP 

  
  5,01entier  kti ,     ,5,01  ikt       1,0 . 
Робочою областю визначення апроксимуючого полінома є 𝑡[, 1–]. 
Значення полінома в вузлових точках визначаються співвідношеннями 
   ,221 11 iiiLi rrrdrP        .,1
_____
ki   
Співвідношення для значень полінома в граничних точках області 
   ,221 12011 rrrdrP L  …,    kkKLkk rrrdrP 221 11   . 
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використовуємо в якості умов для визначення двох додаткових точок на 
кінцях проміжку  𝑡 = 0 и 𝑡 = 1. Вимоги P1(1/2)=r1,  Рk(1/2)=rk – дають 
наступні співвідношення: r0 =2r1-r2, rk+1=2rk-rk-1. Для замкнутих гладких в 
точці r1=rk кривих, граничні точки області визначаються з очевидних для 
цього випадку співвідношень r0=rk-1, rk+1=r2.З огляду на позитивність функції  
h(), твердження про монотонність полінома всередині проміжку при 
монотонності трьох заданих точок випливає з того, що перша похідна 
полінома не змінює в цьому випадку свого знака. Використовуючи формулу 
Стірлінґа [120], отримаємо 
,
2
1 248
7
L
L e
L
d



,10   
звідки випливає спрямування dL до нуля при L, що, згідно (2.4) показує 
спрямування значення  полінома (2.5) до заданих точках в вузлах при L.  
Схема побудови апроксимації поверхні [123, 126] забезпечує 
безперервність апроксимуючого полінома в лініях зшивання разом з усіма 
похідними аж до 2𝐿 + 1-го порядку. Значна перевага запропонованого 
методу полягає також у тому, що процедура побудови полінома не вимагає 
додаткової пам'яті крім таблиць заданих точок і біноміальних коефіцієнтів, а 
формули зручні для програмування. 
Зважаючи на те, що у процесі вимірювання авіаційна деталь та засоби 
вимірювання піддаються впливу дестабілізуючих факторів, дуже важливим є 
їх вчасне виявлення та прогнозування наслідків їх впливу. За допомогою 
рівнянь регресії, знаючи величину однієї з розглянутих ознак, можна з 
достатнім ступенем точності визначити величину іншої, взаємопов’язаної з 
нею. У зв'язку з цим, на базі регресійного аналізу можна побудувати цілу 
групу прогнозів із урахуванням різних факторів впливу.  
Для цього на основі отриманих вимірювальних показників та їх 
регресійного аналізу будується регресійна модель з метою подальшого 
використання функціональної залежності вектора вихідних факторів 
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математичної моделі досліджуваного явища, серед яких розглядаються  
[122 - 124] співвідношення виду 
𝑦 =  𝑓 (𝑥, 𝑧, 𝜆)  + 𝜀, 
де 𝜆 – вектор коефіцієнтів регресійної моделі, що підлягають визначенню з 
експерименту, а вид вектор-функції 𝑓 обирається заздалегідь на підставі 
відомих властивостей об'єкта дослідження; 𝜀 – адитивна перешкода, яка 
пов’язана з впливом дестабілізуючих факторів. 
Найбільш поширеним видом з регресійних моделей є лінійна модель по 
базисним функціям 𝑓 (𝑥, 𝑧) від вхідних факторів. В моделі використовується 
скалярний добуток 𝑦 = (𝜆, 𝑓 (𝑥, 𝑧)) + 𝜀, де одна вихідна змінна 𝑦 
представлена скалярним добутком, з адитивною перешкодою 𝜀, яку легко 
підсумувати.  
В цьому випадку коефіцієнти регресійної моделі помножуються на деякі 
ортогональні базисні функції. Найпростішою регресійної моделлю є лінійна, 
яка будується безпосередньо по вхідних факторах функції  
𝑦 = 1𝑥1 + 2𝑥2+. . . +𝑘𝑥𝑘 + 𝑒. 
При проведенні регресійного аналізу та побудові регресійної моделі за 
допомогою поліномів Бернштейна необхідно пам'ятати, що експеримент з 𝐿 
рівнями по деякому вхідному фактору зможе зафіксувати зміни вихідного 
фактора, які описуються поліномом не більше 𝐿 − 1 порядку.  
 
2.6. Методи математичного опису поверхні авіаційної деталі за 
допомогою тренда 
 
Систематичне підвищення або зниження поверхні авіаційної деталі, 
коливання її висоти, хвилястість та інші відхилення від площинності, що 
володіють певним ступенемгладкості може бути описано за допомогою тренда. 
Зазвичай поверхню складної геометричної форми можна розглядати як 
сукупність тренда і шорсткості.  
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Тому, у багатьох випадках, при вимірюванні поверхні деталі, якій 
характерна певна ступінь шорсткості, задля визнання її придатною чи не 
придатною до подальшого використання, необхідно чітко визначити наявність 
та особливості тренда поверхні [123, 127, 128]. 
Вплив шорсткості на геометричні параметри проявляється на дуже малій 
глибині (близько 0,5 мкм). Це справедливо і для тренду, однак внаслідок 
більшої довжини хвилі тренду вплив на геометричні параметри деталі та 
імовірність її деформації значно більші. Результат такого підходу показаний на 
рисунку 2.15.  
 
 
 
 
 
 
 
 
Рисунок 2.15. Вплив шорсткості та тренда на геометричні параметри деталі 
Для цього рекомендовано [123, 125 – 127] провести ітерацію випадкових 
величин, отриманих внаслідок вимірювання деталі, та проаналізувати 
отриману криву тренда поверхні для прийняття подальших рішень. Щоб 
вирішити завдання точного математичного опису тренда поверхні, необхідно 
врахувати всі зміни тренда. На основі їх ґрунтовного аналізу, визначено, що 
для достовірного опису тренда найкраще застосовувати метод ітерації 
випадкових величин. Припустимо, часовий ряд має вигляд:𝑢1, 𝑢2, … . 
Знайдемо арифметичні середні кожних  𝑘  членів цього ряду 
𝑉1 =
1
𝑘
∑𝑢𝑗
𝑘
𝑗=1
,       𝑉2 =
1
𝑘
∑𝑢𝑗+1
𝑘
𝑗=1
, … 
Підповерхневі ефекти, зумовлені 
наявністю тренда поверхні
Шорсткість
Лінія тренда
Підповерхневі ефекти, зумовлені 
наявністю шорсткості та 
хвилястості
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і складемо з них новий ряд першої ітерації: 𝑉1, 𝑉2, …. Потім знайдемо 
арифметичні середні членів цього нового ряду і складемо другу ітерацію 
𝑊1,𝑊2, … 
 𝑊1 =
1
𝑘
∑𝑉𝑗
𝑘
𝑗=1
,    𝑊2 =
1
𝑘
∑𝑉𝑗+1,…
𝑘
𝑗=1
 
Описаний процес продовжується до тих пір, поки не отримаємо 
ітерацію, відповідну необхідній точності тренду. З ростом ітерації 
посилюється згладжування часового ряду, тобто в ньому зникають все більш 
і більш повільні коливання. Отже, описаний процес потрібно закінчувати 
тоді, коли шорсткість зникне, а тренд залишиться. В цьому випадку остання 
ітерація і буде оцінкою тренда. 
Доведено, що ітерації різного порядку можуть проводитися з різними 
значеннями  𝑘. Якщо, наприклад, для першої ітерації вибрано значення 𝑘1 , 
для другої - 𝑘2 , для третьої - 𝑘3 , то підсумковий результат має вигляд 
1
𝑘1𝑘2𝑘3
.   Однак підсумкову ітерацію можна скласти таким чином щоб вона 
абсолютно точно описувала (тобто виділяла б з часового ряду) 
поліноміальний тренд, ступінь якого не перевищувала б будь-яке наперед 
задане число 𝑝. Слід зазначити, що якщо позначити середній член часового 
ряду при знаходженні арифметичного середнього через 𝑢0 і використовувати 
відповідні центральні різниці  
𝛿𝑟𝑢0 = 𝛿
𝑟−1𝑢
0+
1
2
− 𝛿𝑟−1𝑢
0−
1
2
,       𝑟 = 1,2,…                   (2.14)  
то можна отримати формулу (для непарного 𝑘) 
1
𝑘
[𝑘]𝑢0 = 𝑢0 +
𝑘2 − 12
22 ∙ 3!
𝛿2𝑢0 +
(𝑘2 − 12)(𝑘2 − 32)
24 ∙ 5!
𝛿4𝑢0.         (2.15) 
Для того, щоб виділити тренд ступеня 𝑝 (якщо він існує) достатньо в цій 
формулі покласти 𝛿𝑟𝑢0 = 0 для всіх 𝑟 > 𝑝. Спільне використання формули 
(2.14) і багаторазової ітерації дозволяє виділяти різноманітні тренди 
необхідні для вирішення поставленого завдання. У нашому випадку 
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виділений тренд повинен описувати ті нерівності поверхні, які технологічно 
слід розглядати як суттєве відхилення від площинності. 
Вирішення питання про найкращій порядок ітерації, вибір числа k і 
загальної похибки методу вимагає врахування деяких особливостей методу 
ковзаючого середнього. Спільне використання формули (2.15) і багаторазової 
ітерації дозволяє виділяти найрізноманітніші тренди, необхідні для 
вирішення поставленого завдання. У нашому випадку виділений тренд 
повинен описувати ті нерівності поверхні, які технологічно слід розглядати 
як суттєві відхилення від площинності.  
Аналіз тренда [127 – 130] показав, що слід виділяти періодичні та 
неперіодичні коливання складових, викликаних впливом дестабілізуючих 
факторів. Тоді часовий ряд визначиться співвідношенням: 𝑢𝑡 = 𝑥1 + 𝑥2 + 𝑥3, 
де 𝑥1 – випадкова складова, 𝑥2 – коливальна складова (періодичних і 
неперіодичних), 𝑥3 – тренд (систематична складова). 
Позначимо через 𝑇 – оператор виділення тренда методом змінного 
середнього. Якщо використовувати ітераційні усереднення, то оператор 𝑇 
буде лінійним і, отже, його дія на часовий ряд буде рівносильною його дії на 
кожну складову: 𝑇𝑢𝑡 = 𝑇𝑥1 + 𝑇𝑥2 + 𝑇𝑥3 . Припустимо тепер, що  𝑇 – 
ідеальний оператор для виділення тренда, тоді 𝑇𝑥1 и 𝑇𝑥2 можна розглядати 
як перешкоди, що виникають при виділенні тренда. Для того, щоб ці 
перешкоди були мінімальні, розглянемо кожну перешкоду окремо. Будемо 
вважати, що випадкова складова 𝑥1 в кожній точці 𝑡 є незалежною 
випадковою величиною 𝜀𝑡, що має нормальний розподіл з нульовим 
математичним очікуванням і дисперсією 𝐷. Тоді після першої ітерації 
отримаємо 
𝑗 = [
𝑘
2
] , 𝑇𝑥1 =
1
𝑘
∑𝜀𝑡+𝑗  , 𝑗 = − [
𝑘
2
], 
де [
𝑘
2
] – ціла частина величини 
𝑘
2
.  
Звідси видно, що хоча випадкові величини 𝜀𝑐 за визначенням незалежні, 
величини 𝑇𝑥 будуть пов'язані одна з одною, оскільки містять загальні члени, 
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якщо відстань між ними не перевищує 𝑘 кроків. Наприклад якщо, 𝑏 − 𝑎 < 𝑘, 
то величини 𝑇𝑥1(𝑎) і 𝑇𝑥1(𝑏) будуть містити 𝑘 + 𝑎 − 𝑏 спільних величин 𝜀𝑡 і, 
отже, будуть корельовані. Тому ряд 𝑇𝑥 буде більш гладким, ніж ряд 𝑥3, і з 
ростом кратності ітерації ця гладкість буде зростати. Все це призводить до 
певного коливального процесу. Розглянуто основні характеристики цього 
процесу. Завдяки випадковому характеру величини 𝑥1, вершини і западини 
процесу 𝑇𝑥1 з'являються нерегулярно і тому не існує величини, яку можна 
назвати періодом коливань. Фактично, мова йде лише про розподіл періодів 
або про середній період [128, 130].  
Останній можна визначити як середню відстань між сусідніми 
вершинами (або впадинами), але це призводить до необхідності вирішувати 
питання про те, чи слід враховувати невеликі пульсації, що накладаються на 
основні коливання. Тому найбільш доцільно визначити середній період як 
середню відстань між сусідніми нулями одного знака для даного процесу 
[130]. Припустимо тепер, що в результаті ітераційного усереднення шукана 
перешкода прийняла вигляд  
𝑇𝑥1 =∑𝑎𝑗
𝑗
𝜀𝑗 ,   
де {𝑎𝑗} – міра усереднення. Тоді в інтервалі (
𝑘
2
,
𝑘
2
+ 1) буде нуль, якщо  
𝑉𝑘 =∑𝑎𝑗𝜀𝑗 <
𝑘
𝑗=1
0 , 𝑉𝑘+1 =∑𝑎𝑗𝜀𝑗+1 > 0
𝑘
𝑗=1
  ,  
вершини і впадини процесу. Вірогідність спільного виконання цих умов 
дорівнює інтегралу по області, обмеженою гіперплощинами V(𝑘+1)=0, V𝑘 =0 
𝑃 = 𝑃(𝑉𝑘 < 0, 𝑉𝑘+1 > 0 ) = ∫ …∫𝑓(𝜀1, … , 𝜀𝑘+1)
𝑉𝑘=0
𝑉𝑘+1=0
𝑑𝜀1…𝑑𝜀𝑘+1. 
Нулем випадкового процесу називається точка перетину цього процесу із 
математичним очікуванням. Знак нуля визначається напрямком перетину: «+», 
якщо перетин йде знизу вгору, і «–», якщо перетин йде зверху вниз. Де 
 𝑓(𝜀1, … , 𝜀𝑘+1) – спільна щільність розподілу величин 𝜀1, … , 𝜀𝑘+1. Якщо ці 
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величини нормальні, то заданий інтервал буде дорівнює 𝑃 =
𝜃
2𝜋
  ,  де 
𝑐𝑜𝑠
∑ 𝑎𝑗𝑎𝑗+1
𝑘
𝑗=1
∑ 𝑎𝑗
2𝑘
𝑗=1
. З формули видно, що 𝜃 є кутом між гіперплощинами 𝑉𝑘+1 = 0. 
Оскільки ймовірність 𝑝 є математичним очікуванням числа позитивних нулів на 
одиниці довжини, то середня відстань між нулями дорівнює 𝐿 =
1
𝑝
=
2𝜋
𝜃
. Тоді  
𝑉𝑘 − 𝑉𝑘−1 =∑𝑎𝑗
𝑘
𝑗=1
𝜀𝑗 −∑𝑎𝑗
𝑘
𝑗=1
𝜀𝑗−1 > 0, 𝑉𝑘+1 − 𝑉𝑘 =∑𝑎𝑗
𝑘
𝑗=1
𝜀𝑗+1 −∑𝑎𝑗
𝑘
𝑗=1
𝜀𝑗−1 < 0 . 
   Ймовірність спільного виконання цих умов буде дорівнює 𝑃1 =
𝜃1
2𝜋
 , де 
𝜃 – кут між  гіперплощинами 𝑉𝑘 − 𝑉𝑘−1 = 0, отже  
cos𝜃1 =
(𝑎2 − 𝑎1)𝑎1 + (𝑎3 − 𝑎2)(𝑎2 − 𝑎1) + ⋯𝑎𝑘(𝑎𝑘 − 𝑎𝑘−1)
𝑎1
2(𝑎2 − 𝑎1)2 +⋯+ (𝑎𝑘 − 𝑎𝑘−1)2 + 𝑎𝑘
2 . 
Шукана відстань при цьому дорівнюватиме 𝐿1 =
1
𝑃1
=
2𝜋
𝜃1
. 
Дисперсія процесу буде дорівнювати 
𝑇𝑥1 = 𝐷∑𝑎𝑗
2
𝑘
𝑗=1
,                                                         (2.8) 
де 𝐷 – дисперсія 𝑥1.  
Оскільки ∑ 𝑎𝑗 = 1
𝑘
𝑗=1 , то сума 𝑆 = ∑ 𝑎𝑗
2𝑘
𝑗=1  буде завжди
 < 1 і показує, як 
зменшується дисперсія перешкоди 𝑇𝑥1 порівняно з дисперсією випадкової 
складової 𝑥1. У загальному випадку величина 𝑆 залежить від кратності ітерації 
𝑞 и числа елементів усереднення 𝑘. Що ж стосується величини 𝑘, то хоча її 
зростання теж призводить до зменшення дисперсії 𝑇𝑥1, однак занадто велике 
значення цієї величини може привести до згладжування самого тренду, що 
неприпустимо. Розглянемо перешкодау коливальної складової 𝑇𝑥2 [127], коли 
𝑥2 описується синусоїдою: 𝑥2 = sin (𝛾 + 𝜔𝑡). Після першої ітерації отримаємо 
𝑇𝑥2 =
1
𝑘
∑sin(𝛾 + 𝜔𝑡) =
𝑘
𝑗=1
1
𝑘
∙
sin
ωk
2
sin
ω
2
∙ sin(𝛾 + 𝜔𝑡).                            (2.16) 
Оскільки отримане значення приписується середній точці  𝑡1 =
𝑘+1
2
   то 
формулу (2.16) можна записати у вигляді (до та після ітерації) 
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𝑇𝑥2 =
1
𝑘
∙
sin
ωk
2
sin
ω
2
∙ sin(𝛾 + 𝜔𝑡1), 𝑇𝑥2 = (
1
𝑘
∙
𝑠𝑖𝑛
𝜔𝑘
2
𝑠𝑖𝑛
𝜔
2
)
𝑞
∙ 𝑠𝑖𝑛(𝛾 + 𝜔𝑡𝑞) .   
 Отже, для зменшення цієї перешкоди необхідно взяти великі значення 𝑞 
і 𝑘 або 𝑘 =
2𝑚𝜋
𝜔
, 𝑚 = 1,2,… . Оскільки було вирішено брати значення 𝑞 ≤ 3, 
то величина перешкоди буде цілком залежати від величини 𝑘 і частоти 
коливань 𝜔. Якщо 𝜔 мало і 𝑘 ≪
2𝜋
𝜔
 тобто інтервал усереднення значно менше 
періоду коливань, що природно при повільних коливаннях, то  
(
1
𝑘
∙
sin
ωk
2
sin
ω
2
)
𝑞
≈ (
1
𝑘
∙
ωk
2
ω
2
)
𝑞
  
Отже, 𝑇𝑥2 = 𝑥2 , з чого можна зробити наступний висновок, що 
значення  𝑘 необхідно брати таким, щоб інтервал усереднення був значно 
більший періоду тих коливань, які необхідно виключити з розрахунків і 
значно менший періоду тих коливань, які необхідно залишити у якості 
тренда. При вимірюванні лінійно кутових розмірів авіаційної деталі, це 
означає, що інтервал усереднення повинен бути більше середнього періоду 
шорсткості і менше середнього періоду хвилястості. 
Таким чином, при вирішенні завдання точного математичного опису 
тренда поверхні авіаційної деталі складної геометричної форми, було 
розроблено метод багаторівневої ітерації випадкових величин, який враховує 
періодичні та неперіодичні коливання складових, викликаних впливом 
дестабілізуючих факторів.  
 
2.7. Розробка методики підвищення достовірності вимірювання 
геометричних параметрів деталей 
 
При проведенні вимірювання авіаційних деталей та їх параметрів 
можливі наступні події: придатний параметр оцінюється системою контролю 
як придатний; параметр оцінюється системою контролю як непридатний 
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(помилка 1-го роду); непридатний параметр оцінюється системою контролю 
як непридатний; непридатний параметр оцінюється системою контролю як 
придатний (помилка 2-го роду). Для оцінок помилок першого і другого роду 
необхідно знати число пропущених несправних виробів та число помилково 
забракованих справних виробів. Саме ці статистичні дані є основоположними 
при визначенні якості та достовірності контролю [12, 16, 54, 82, 88]. 
Оцінити виготовлення деталі, що не відповідає встановленим вимогам 
(браку) можливо за допомогою відношення допуску контрольованого 
параметра до оцінки розсіяння, яка характеризується індексом придатності 
процесу 𝑃𝑝. В якості міри розсіювання використовується 𝑘 середніх 
квадратичних відхилень 𝜎, контрольованого параметра.  
Зазвичай [6, 65], при розрахунку статистичних метрологічних показників, 
припускають, що показник якості деталі розподілений за нормальним 
законом розподілу, і для ймовірності 𝑃 = 99,7 коефіцієнт  𝑘 приймають 
рівним 6, а ндекс придатності розраховують за формулою 𝑃𝑝 =
6𝜎
𝑈𝑆𝐿−𝐿𝑆𝐿
     ,  
де 𝑈𝑆𝐿 і 𝐿𝑆𝐿 – верхня і нижня границі поля допуску; 𝜎 - середньоквадратичне 
відхилення контрольованого параметра. 
Доведено [17, 97], що при 𝑃𝑝 < 1, процент деталей, які не відповідають 
вимогам становить більш ніж 0,27%, при якому вже рекомендується 
проводити суцільний контроль продукції. Нерівність, коли 𝑃𝑝 > 1, говорить 
про те, що всі показники знаходяться в межах зазначених допусків, а процент 
деталей, які не відповідають вимогам менший за 0,27%. У випадку, коли 
𝑃𝑝 > 1,33, процент навідповідних деталей становитиме 0,0066%, що свідчить 
про те, що від контролю деталей слід перейти до контрою процесу.  
Тобто, підсумовуючи вищенаведене, можна зробити висновки, що 
виріб визнається таким, що відповідає зазначеним вимогам тоді, коли 
виконується нерівність: 𝐿𝑆𝐿 ≤ Х ≤ 𝑈𝑆𝐿, при 𝑖 = 1,… , 𝑛, де 𝑛 – загальна 
кількість виробів. Наступним завданням після порівняння контрольованого 
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параметру з нормою та визнання його придатним або непридатним має бути 
розрахунок ймовірності прийняття помилкових рішень [13, 18, 86].  
Ймовірність помилковості рішень представляється як 𝑃пом = 𝑃СП̅ + 𝑃С̅П, 
де 𝑃СП̅ – ймовірність того, що об`єкт справний 𝐶 (в нормі), а результат 
контролю негативний (непридатний П̅); 𝑃С̅П – ймовірність того, що об’єкт 
несправний С̅), а результат контролю позитивний (придатний П).  
Для аналізу вірогідності рекомендується [86] використовувати 
елементарні події, які характеризують можливий істинний стан об`єкта та 
можливі результати контролю:  С і С̅ ; П і П̅. Принцип контролю зображено на 
рис. 2.16. 
 
 
 Рисунок 2.16 – Алгоритм процесу вимірювання 
де 𝑋 – вектор контрольованих параметрів об`єкта; 𝑍 – вектор результатів 
вимірювання цих параметрів; 𝐼𝑇 – границя допуску. 
На рис.2.17 представлена графічна інтерпретація метрологічної моделі 
контролю продукції при нормальному розподілі вимірювального параметра і 
похибки вимірювання. 
 
 
 
 
 
 
 
 
Рисунок 2.17 – Загальна модель проведення вимірювання 
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На рис.2.17 введені наступні позначення: USL и LSL – граничні 
значення вимірювання параметра (верхнє і нижнє відповідно); IT – допуск 
контрольованого параметра; CRmin ,CRmax – приймальні границі;  
μ0 – математичне очікування контрольованого параметра; СП̅ – ризик 
першого роду; С̅П - ризик второго роду; ∆ – похибка вимірювання. 
Попарне поєднання цих елементарних подій створює складні події, які 
відповідають чотирьом ситуаціям при контролі, які складають повну групу подій 
СП: {(𝑋 ∈ 𝐼𝑇) ∩ (𝑍 ∈ 𝐼𝑇)} – об`єкт придатний і результат контролю «придатний»; 
СП̅: {(𝑋 ∈ 𝐼𝑇) ∩ (𝑍 𝐼𝑇)} – об`єкт придатний і результат контролю «непридатний»; 
С̅П: {(𝑋 𝐼𝑇) ∩ (𝑍 ∈ 𝐼𝑇)} – об`єкт непридатний і результат контролю «придатний»; 
С̅П̅: {(𝑋 𝐼𝑇) ∩ (𝑍 𝐼𝑇)} – об`єкт непридатний і результат контролю «непридатний». 
На рис. 2.18 пунктирною лінією зображена область прийняття рішення. 
Перша та четверта події (СП та С̅П̅) відповідають вірному результату 
контролю.  
 
 
 
 
 
 
Рисунок 2.18. Модель визначення подій при контролі вимірювання  
Подія С, П̅ відповідає помилковому рішенню – хибна відмова, а 
ймовірність виникнення цієї події (РСП̅) є мірою ризику виробника 
РСП̅ =
СП̅
С
.                                                                   (2.17) 
Подія С̅, П відповідає хибному рішенню – невизначена відмова, а її 
ймовірність (РС̅П)сприяє появі абсолютного ризику замовника 
РС̅П =
С̅П
СП
 .                                                               (2.18) 
Доведено [15, 19], що значно підвищити рівень достовірності контролю 
та зменшити ризики 1-го та майже ліквідувати ризики 2-го роду можливо за 
𝐼𝑇′ 
СП С̅П̅ 
С̅П 
СП̅ 
П С 
𝐼𝑇 
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рахунок використання методу дворівневого контролю. Пропонується 
проводити вимірювання контрольованого параметру не одним засобом 
вимірювальної техніки, а послідовно, спочатку робочим ЗВТ техніки, який 
зазначений у технічній документації на виріб, а потім ЗВТ високої точності, 
похибка якого на порядок менша похибки попереднього.  
При цьому поле допуску контрольованого параметру рекомендовано 
звузити на величину граничної похибки засобу вимірювання в заданому 
діапазоні вимірювань. Таким чином, деталь вважатиметься придатною для 
експлуатації при 𝐿𝑆𝐿′ ≤ Х ≤ 𝑈𝑆𝐿′ при 𝑖 =  1, . . . , 𝑛. 
Алгоритм проведення дворівневого контролю, зображений на рис.2.19  
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 2.19. Алгоритм проведення дворівневого контролю 
Отже, з метою підвищення достовірності контролю можна ввести 
контрольні граничні значення(𝐿𝑆𝐿′;  𝑈𝑆𝐿′), які відмінні від нормативних 
(𝐿𝑆𝐿;  𝑈𝑆𝐿), як це зображено на рис.2.19, тобто звузити область допустимих 
значень. При цьому приймаємо, що розподіл контрольованого параметра і 
похибки вимірювання на першому та другому рівні контролю симетричні, 
тобто звужений контрольний інтервал 𝐼𝑇′ симетричний щодо нормативного 
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інтервалу 𝐼𝑇. За такої умови вирази для визначення достовірності контролю 
співпадуть з формулами (2.17 – 2.18). 
 
Висновки до розділу 2 
 
1. Розроблено метод розрахунку допусків геометричних параметрів 
авіаційних деталей складної геометричної форми із використанням 
розмірного аналізу, що дозволяє ще на етапі розробки конструкторської 
документації враховувати впливи зовнішніх дестабілізуючих факторів. 
2. Розроблена структурна схема інформаційно-вимірювального комплексу, 
яка може слугувати основою для створення приладів вимірювання різних 
типорозмірів та конструкцій із забезпеченням високих метрологічних 
характеристик, яка включає персональний комп’ютер та пристрій, що містить 
шість датчиків, підключених до цифрового блоку обробки інформації.   
3. Розроблено координатно-кроковий метод, який базується на принципі 
обходу поверхні деталі по еквідистантній кривій та здатний виконувати 
суміщені в часі вимірювання геометричних параметрів при одночасному 
врахуванні та авто компенсації похибок від впливу зовнішніх 
дестабілізуючих факторів.  
4. Розглянуто основні статистичні методики регулювання процесів 
вимірювання та контролю авіаційних деталей та розроблено методи 
статистичного аналізу точності вимірювання авіаційних деталей по 
обмеженій кількості точок вимірювань. 
5. Проведено порівняльний аналіз методів моделювання вимірювання 
геометричних параметрів деталей та розроблено математичну модель опису 
поверхні авіаційних деталей складної геометричної форми за рахунок 
побудови тренда поверхні та його апроксимації поліномами Бернштейна.  
6. Проведені дослідження дозволили розв’язати важливу науково-технічну 
задачу опису складної просторової поверхні більш точнішими методами, що 
дозволило удосконалити інженерні розрахунки засобів вимірювальної техніки. 
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РОЗДІЛ 3 
СИНТЕЗ МЕТОДІВ ВИМІРЮВАННЯ ГЕОМЕТРИЧНИХ 
ПАРАМЕТРІВ АВІАЦІЙНИХ ДЕТАЛЕЙ 
 
При вирішенні завдань статистичного аналізу і, зокрема, при обчисленні 
оцінок параметрів розподілів, проблема наявності у результатах вимірювання 
аномальних значень має надзвичайно важливе значення. Присутність одного 
аномального спостереження може призводити до оцінок, які абсолютно не 
узгоджуються з вибірковими даними. Грунтуючись на основних принципах 
теорії вірогідності та нестаціонарних випадкових процесів, пропонується метод 
виявлення аномальних значень при аналізі нестаціонарних випадкових 
процесів. Аналітично визначені значення основних параметрів методів 
виявлення аномальних значень і проаналізована їх ефективність при аналізі як 
стаціонарних, так і нестаціонарних випадкових процесів з адитивною шумовою 
складової. 
В даному розділі отримані наступні нові результати: оцінка імовірності 
виявлення аномальних відхилень від форми та розташування поверхні та 
проведений розрахунок їх аномальних значень; синтезовано диференціально-
цифровий метод вимірювання геометричних параметрів деталі. Всі основні 
результати відображені в публікаціях автора [3, 5, 8, 10, 161 – 164] та в 
експериментальних дослідженнях в розділі 4. 
 
3.1 Визначення аномальних відхилень геометричних параметрів 
авіаційної деталі 
 
Метод виділення корисної складової нестаціонарного випадкового 
процесу має високу ефективність в умовах апріорної невизначеності. Суть 
методу полягає в розмноженні не самої реалізації початкового процесу, а 
оцінок, одержуваних певним чином.  
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До одного з переваг методу виявлення аномальних значень можна 
віднести: застосування двопорогового критерію прийняття рішення про 
аномальність значення процесу, що дозволяє отримати результати, при яких із 
збільшенням величини аномальних значень, оцінки ймовірності помилки 
першого роду  прагнуть до мінімальних значень, а оцінки ймовірності 
правильного виявлення  прагнуть до максимальних значень [70, 78, 135]. 
Поряд з перевагами пропонованого методу виявлення аномальних 
значень, представленого в роботах [24, 19], виявлено ряд недоліків, одним з 
яких є залежність порогового значення від деякого постійного коефіцієнта 𝐴. 
Правильний вибір коефіцієнта 𝐴 дозволить підвищити ефективність 
виявлення аномальних значень . 
Модифікація пропонованого в роботі способу виявлення аномальних 
значень припускає введення адаптації порогового значення щодо коефіцієнта 
𝐴 при апріорно фіксованому значенні ймовірності помилки першого роду . 
Пропонований в даній роботі метод передбачає наявність єдиної 
дискретної реалізації досліджуваного нестаціонарного випадкового процесу, 
𝑌𝑘, який представлений адитивною моделлю. Апріорна інформація про 
досліджуваний процес полягає в тому, що на деяких інтервалах часу корисна 
складова процесу є гладкою функцією [82], тобто досить точно описується 
поліномом не вище другого ступеня: 𝜆𝑘 = 𝑎 + 𝑏𝑡𝑘 + 𝑐𝑡𝑘
2 .  
Реалізація досліджуваного процесу розбивається на інтервали 
випадкової довжини, одержувані в такий спосіб: за допомогою генератора 
випадкових чисел, рівномірно розподілених в інтервалі (0;  1), отримують 
𝑙 − 1 чисел 𝜉1
(1)
, 𝜉2
(1)
, … , 𝜉𝑙−1
(1)
∈ (0; 1). 
Використовуючи вираз 𝑦 = 𝑡1 + (𝑡𝑁 − 𝑡1)𝑥, здійснюється взаємно 
однозначне відображення проміжку (0;  1) на інтервалі значень 
досліджуваного нестаціонарного випадкового процесу (𝑡1, … , 𝑡𝑁), отримуючи 
при цьому відповідне розбиття числами 𝛼1
(1), 𝛼2
(1), … , 𝛼𝑙−1
(1)
 проміжку 
(𝑡1, … , 𝑡𝑁) на 𝑙 непересічних інтервалів 𝛼𝑗
(1) = 𝑡1 + (𝑡𝑁 − 𝑡1)𝜉𝑗
(1), 
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 𝑗 = 1, 2,… , 𝑙 − 1.  
Вводяться позначення для інтервалів розбиття 
∆1
(1)
= ⌊𝑡1;  𝛼1
((1))
⌋ , ∆2
(1)= (𝛼2
(1);  𝛼2
(1)⌋ , … , ∆𝑙
(1)= (𝛼𝑙−1
(1) ; 𝑡𝑁⌋. 
Кожен інтервал розбиття 𝑗
(1)
 (𝑗 1,2, . . . , 𝑙) містить не менше ∇ відліків 
(мінімальна довжина інтервалу розбиття) вихідного нестаціонарного 
випадкового процесу з набору {𝑡1, 𝑡2 , … , 𝑡𝑁}, в іншому випадку, випадкові 
числа, що формують даний інтервал розбиття (𝜉1
(1)
, 𝜉2
(1)
, … , 𝜉𝑙−1
(1) ) 
відкидаються і генеруються заново. Наявність цієї умови означає, що 
𝑙∇  0,6𝑁. Для отримання кожної нової оцінки процедура розбиття відрізку 
(𝑡1, … , 𝑡𝑁) на 𝑙 інтервалів випадкової довжини (з перевіркою вище зазначеної 
умови) повторюється. В результаті отримуємо 𝑁 розбиттів тимчасового 
відрізку (𝑡1, … , 𝑡𝑁) [80]. 
∆1
(1)  ∆2
(1)  …  ∆𝑙
(1)
 
∆1
(2)  ∆2
(2)  …   ∆𝑙
(2)
 
         … 
∆1
(𝑝)  ∆2
(𝑝)  … ∆𝑙
(𝑝). 
На кожному інтервалі розбиття ∆𝑗
(𝑖)
, де 𝑖 = 1, 𝑝, 𝑗 = 1, 𝑗 за методом 
найменших квадратів знаходяться оцінки 𝑎𝑗
(𝑖)
, 𝑏𝑗
(𝑖)
, 𝑐𝑗
(𝑖)
 коефіцієнтів 
апроксимуючого полінома 𝑎 + 𝑏𝑡𝑘 + 𝑐𝑘
2 як рішення системи лінійних рівнянь: 
{
 
 
 
 𝑎𝑁 + 𝑏∑𝑡𝑘 + 𝑐∑𝑡𝑘
2 =∑𝑌𝑘 ,
𝑎∑𝑡𝑘 + 𝑏∑𝑡𝑘
2 + 𝑐∑𝑡𝑘
3 =∑𝑡𝑘𝑌𝑘,
𝑎∑𝑡𝑘
2 + 𝑏∑𝑡𝑘
3 + 𝑐∑𝑡𝑘
4 =∑𝑡𝑘
2𝑌𝑘,
    
де символ Σ означає підсумовування по всім 𝑘-тим значенням, які належать 
інтервалу розбиття ∆𝑗
(𝑖)
 та 𝑗 = 1, 𝑙  , 𝑖 = 1, 𝑗 . 
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Результатом дії способу буде набір визначених на відрізку (𝑡1, … , 𝑡𝑁) 
згладжуючих функцій 𝜆𝑘𝑗
(𝑖)
, де 𝑖 = 1, 𝑝 , кожна з яких є «кусково-
квадратичною» 
𝜆𝑘𝑗
(𝑖)
=
{
 
 
 
 ?̅?1
(𝑖) + ?̅?1
(𝑖)𝑡𝑘 + 𝑐1̅
(𝑖)𝑡𝑘
2,
?̅?2
(𝑖) + ?̅?2
(𝑖)𝑡𝑘 + 𝑐2̅
(𝑖)𝑡𝑘
2,
………………………
?̅?𝑙
(𝑖) + ?̅?𝑙
(𝑖)𝑡𝑘 + 𝑐?̅?
(𝑖)𝑡𝑘
2,
 
де 𝑡𝑘 ∈ ∆𝑙
(𝑖)
, 𝑖 = 1, 𝑝̅̅ ̅̅̅ та 𝑗 = 1, 𝑙̅̅ ̅̅ . 
Визначаються значення різниці 𝑆𝑘𝑗
(𝑖)
 між вихідним нестаціонарним 
випадковим процесом 𝑌𝑘𝑗
(𝑖)
 і оцінкою згладжуючих функцій 𝜆𝑘𝑗
(𝑖)
 
𝑆𝑘𝑗
(𝑖) = 𝑌𝑘𝑗
(𝑖) − 𝜆𝑘𝑗
(𝑖)
,      𝑘 = 1,𝑁̅̅ ̅̅ ̅.                                     (3.1) 
При оцінці параметрів різницевого процесу 𝑆𝑘𝑗
(𝑖)
, на кожному інтервалі 
розбиття ∆𝑗
(𝑖)
, використовується один з методів стабільного оцінювання [68], 
тобто оцінка параметрів математичного очікування 𝑚 і 
середньоквадратичного відхилення ?̅? проводиться за 𝛼∗ зменшеною 
вибіркою. Для цього на кожному інтервалі розбиття ∆𝑗
(𝑖)
 отримуємо ряд 
ранжированих значень і оцінку математичного очікування ?̅? і 
середньоквадратичного відхилення ?̅?, яка проводиться без урахування 
першого і останнього значення рангового ряду. Тоді вираз для оцінок 
математичного очікування ?̅?𝑗
(𝑖)
 і середньоквадратичного відхилення ?̅?𝑗
(𝑖)
 
приймають наступний вигляд [70, 131, 132] 
?̅?𝑗
(𝑖) =
1
𝑟
∑𝑆𝑘𝑗
(𝑖)
𝑟−1
𝑘=2
 ,    𝜎𝑗
(𝑖) = √
1
𝑟 − 1
∑(?̅?𝑗
(𝑖) − 𝑆𝑘𝑗
(𝑖))
2
,
𝑟−1
𝑘=2
                           (3.2) 
де 𝑟∇2. 
Далі на кожному інтервалі розбиття досліджуваного нестаціонарного 
випадкового процесу, встановлюється граничне значення 𝜀𝑗
(𝑖) = 𝐴 ∙ ?̅?𝑗
(𝑖), де  
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𝐴 – коефіцієнт, 0 < 𝐴 ≤ 3 і 𝑗 = 1, 𝑙̅̅ ̅̅ . Перевищення значень різницевого 
процесу 𝑆𝑘𝑗
(𝑖)
, на кожному інтервалі розбиття, встановленого порогового 
значення (3.3), штрафується, тобто якщо виконується умова: 
𝑆𝑘𝑗
(𝑖) + 𝜀𝑗
(𝑖) < 𝑌𝑘𝑗
(𝑖) < 𝑆𝑘𝑗
(𝑖) − 𝜀𝑗
(𝑖)
,                             (3.3) 
то 𝑌𝑘𝑗
(𝑖)
 отримує одне штрафне значення.  
Відповідно до методу розмноження оцінок [79], вищевикладена 
процедура визначення штрафів, повторюється 𝑝 разів і для кожного 
повторення перевіряється умова (3.1) для кожного значення 𝑌𝑘𝑗
(𝑖)
, де 𝑖 = 1, 𝑝̅̅ ̅̅̅; 
𝑘 = 1,𝑁̅̅ ̅̅ ̅; 𝑗 = 1, 𝑙 ; 𝑁 – обсяг вибірки досліджуваного нестаціонарного 
випадкового процесу; 𝑙 – кількість інтервалів розбиття; 𝑝 – кількість 
повторень процедур (3.1) – (3.3). 
Таким чином, відбувається накопичення ряду штрафних значень для 
елементів вихідної реалізації досліджуваного процесу, тобто 
𝑔𝑘
(𝑖) = {
1, |𝑆𝑘𝑗
(𝑖) ± 𝜀𝑗
(𝑖)| > 𝑌𝑘𝑗
(𝑖)
0, |𝑆𝑘𝑗
(𝑖) ± 𝜀𝑗
(𝑖)| < 𝑌𝑘𝑗
(𝑖)
,                                       (3.4) 
де 𝑔𝑘
(𝑖)
 – ряд штрафних значень 𝑘 = 1,𝑁̅̅ ̅̅ ̅, 𝑖 = 1, 𝑝̅̅ ̅̅̅; 𝑗 = 1, 𝑙 . 
По закінченню обробки для всіх оштрафованих значень вихідної 
реалізації визначається сумарне значення штрафів та максимальне значення 
ряду 𝑚𝑎𝑥(𝑔𝑘
∗) = 𝐺. Далі перевіряється умова: якщо 𝑔𝑘
∗ > 0,7𝐺, то 𝑘-те 
значення з вхідної реалізації нестаціонарного випадкового процесу 𝑌𝑘 буде 
трактуватися як аномальне. Умова (3.4) отримана на основі проведення 
імітаційного моделювання при різних моделях корисної і шумовиї складових 
нестаціонарного випадкового процесу. 
Порогові значення визначаються у відповідності з виразом (3.2) і з 
використанням рівняння (3.1). Представлений ряд штрафних значень 𝑔𝑘, 
отриманий при перевищенні кожного значення різницевого процесу 𝑆𝑘 
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порогового значення 𝑗
(𝑖)
, тобто при виконанні умови (3.2) дана процедура 
повторюється 𝑝 разів. 
Пропонується ввести адаптацію порогового значення про призначення 
штрафів за коефіцієнтом 𝐴 щодо апріорно фіксованого значення ймовірності 
помилки першого роду. З цією метою проведені дослідження залежності 
коефіцієнта 𝐴 від обсягу вибірки 𝐿 та від значення середньоквадратичного 
відхилення випадкового процесу 𝜎ш для різних стаціонарних процесів при 
апріорно фіксованих значеннях ймовірності помилки першого роду . 
У результаті отримано залежності оцінок коефіцієнта 𝐴 від обсягу 
досліджуваної вибірки і середньоквадратичного відхилення шумової 
складової процесу, тобто 𝐴  𝑓 (𝐿, 𝜎ш). Вхідна реалізація являє собою 
стаціонарний гаусівський випадковий процес. Дослідження проводилися на 
вибірках обсягом 𝐿 = 5, 7, 9, 11, 13, 15 значень і середньоквадратичному 
відхиленні випадкового процесу 𝜎ш = 0,1 − 0,5.  
В результаті проведених досліджень були отримані залежності оцінок 
коефіцієнта 𝐴 при різних апріорно фіксованих значеннях ймовірності 
помилки першого роду . Усереднення значень коефіцієнта 𝐴 
розраховувалось по 1000 вибірок [135 - 137]. 
З аналізу отриманих залежностей при різних фіксованих значеннях 
ймовірності помилки першого роду  зі збільшенням обсягу вибірки 𝐿 оцінки 
коефіцієнту 𝐴 прагне до деякого постійного значення і не залежить від 
значення середньоквадратичного відхилення випадкового процесу. Оцінки 
коефіцієнта 𝐴 для вибірок 𝐿 < 5 зростають в середньому на 5%. 
Так само незначною є залежность коефіцієнта 𝐴 від обсягу вибірки 𝐿 і 
середньоквадратичного відхилення ш, коли стаціонарний випадковий 
процес представлений рівномірним і релєєвським законами щільності 
розподілу ймовірності.  
Таким чином, проведені дослідження показують, що значення оцінок 
коефіцієнта 𝐴 для розглянутих законів розподілу випадкових процесів 
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залежать тільки від апріорно заданого значення ймовірності помилки 
першого роду  [70, 73, 131] 
𝐴(𝛼) = 2,16 − 6,3𝛼 + 7,32𝛼2.                           (3.5) 
Отримані результати дослідження залежності коефіцієнта  
𝐴 = 𝑓(𝐿, 𝜎ш, 𝛼) дозволяють використовувати при адаптації порогового 
значення (3.4) замість постійного значення коефіцієнта 𝐴 його значення, яке 
обчислюється відповідно до (3.5). Використання рівняння (3.5) в оцінці 
порогового значення (3.4) дозволяє використовувати запропонований спосіб 
виявлення аномальних значень при фіксованому значенні ймовірності 
помилки першого роду . 
Робота блок-схеми програми [139], що реалізує алгоритм адаптивного 
способу виявлення аномальних значень при апріорно фіксованому значенні 
ймовірності помилки першого роду полягає в наступному:  
 запам'ятовується вхідна реалізація значень вхідного процесу 𝑌(𝑡𝑘) = 𝑌𝑘, 
де 𝑡𝑘 = 𝑘 ∙ 𝑇  та 𝑘 = 1,𝑁̅̅ ̅̅ ̅, 𝑇 – крок дискретизації, 𝑁 - обсяг вхідної реалізації;  
 задаються значення ймовірності помилки першого роду , мінімальний 
інтервал розбиття , кількість розбиттів 𝑙 і 𝑝; 
 визначаються оцінки ?̅?𝑘𝑗
(𝑖)
 за рахунок апроксимації 𝑌𝑘𝑗
(𝑖)
 на кожному з 
інтервалів розбиття ∆𝑗
(𝑖)
 поліномом не вище другого ступеня,  
де 𝑘 = 1,𝑁̅̅ ̅̅ ̅ та 𝑗 = 1, 𝑙̅̅ ̅̅ ; 
 знаходяться різниці 𝑆𝑘𝑗
(𝑖) = 𝑌𝑘𝑗
(𝑖) − ?̅?𝑘𝑗
(𝑖)
, 𝑘 = 1,𝑁̅̅ ̅̅ ̅ та 𝑗 = 1, 𝑙̅̅ ̅̅ ; 
 визначаються оцінки середньоквадратичного відхилення ?̅?𝑗
(𝑖)
 для 𝑆𝑘𝑗
(𝑖)
 на 
кожному з інтервалів розбиття, ∆𝑗
(𝑖)
 і задається граничне значення 
𝑗
(𝑖) = 𝑓 (𝛼, ?̅?𝑗
(𝑖) ), де 𝑗 = 1, 𝑙̅̅ ̅̅ ;  
 кожне значення вхідної реалізації 𝑌𝑘𝑗
(𝑖)
 порівнюється з пороговим 
значенням 𝑗
(𝑖) = 𝑓 (𝛼, ?̅?𝑗
(𝑖) ) на кожному з інтервалів розбиття ∆𝑗
(𝑖)
 і, якщо 
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𝑌𝑘𝑗
(𝑖) ≥ 𝑗
(𝑖)
, то відбувається накопичення штрафних значень 𝑔𝑘
(𝑖) = 𝑔𝑘
(𝑖) + 1, де 
𝑔𝑘
(𝑖)
 – ряд штрафних значень, 𝑘 = 1,𝑁̅̅ ̅̅ ̅, 𝑗 = 1, 𝑙̅̅ ̅̅  та 𝑖 = 1, 𝑝̅̅ ̅̅̅;  
 дана процедура повторюється 𝑝-разів, в результаті чого виходить 
сумарний ряд штрафних значень 𝑔𝑘
∗ = ∑ 𝑔𝑘
(𝑖)𝑝
𝑖=1  , де 𝑘 = 1,𝑁̅̅ ̅̅ ̅ та 𝑖 = 1, 𝑝̅̅ ̅̅̅;  
 визначається максимальне значення ряду 𝑚𝑎𝑥(𝑔𝑘
∗) = 𝐺,  
де 𝑘 = 1,𝑁̅̅ ̅̅ ̅;  
 перевіряється умова: якщо 𝑔𝑘
∗ > 0,7𝐺, то 𝑘-те значення з вхідної 
реалізації Yk, є аномальним значенням. 
 
3.2. Дослідження ефективності способу виявлення аномальних значень  
з дискретно-неперервним рівнем аналізу для стаціонарних  
випадкових процесів 
 
Перевірка ефективності способу виявлення аномальних значень з 
дискретно-мінливим рівнем аналізу зазвичай проводиться для стаціонарного 
випадкового процесу. Розглядається випадок, коли шумова складова 
стаціонарного процесу, представлена гаусівським, релєєвським і рівномірним 
законами щільності розподілу ймовірності.  
Одновимірна щільність ймовірності гаусівського розподілу має вигляд 
[73, 90, 137] 
𝑊((𝜂,𝑚, 𝜎) =
1
𝜎√2𝜋
𝑒𝑥𝑝 [
−(𝜂 − 𝑚)2
2𝜎2
],  
де область допустимих значень випадкової величини (  <  < +),  
𝑚 – математичне очікування, ( > 0) середньоквадратичне відхилення. 
        Розподіл Релєя, відноситься до експоненціального типу, але 
відрізняється несиметричністю та має наступний вигляд [68, 73] 
𝑊((𝜂,𝑚, 𝜎) =
𝜂
𝜎2
𝑒𝑥𝑝 [
−𝜂2
2𝜎2
] ,   
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де  > 0 область допустимих значень випадкової величини, ( > 0) – 
середньоквадратичне відхилення, 𝑊((𝜂,𝑚, 𝜎) = 0. 
Рівномірний закон щільності розподілу ймовірності в основному 
характеризує шуми квантування в результаті аналого-цифрового 
перетворення сигналу [140, 144]. Одновимірна щільність ймовірності 
рівномірного розподілу і його числові характеристики мають вигляд  
[141 - 142]: 
𝑊((𝜂,𝑚, 𝜎) =
1
𝜎
,        𝑊((𝜂,𝑚, 𝜎) = {
0 при 𝜂 < 𝑚 
𝜂 < 𝑚
𝜎
 при 𝑚 ≤ 𝜂 ≤ 𝑚 + 𝜎
1 при 𝜂 ≥ 𝑚 + 𝜎
 ,  
де  ⊆ (𝑚,𝑚 + ) область допустимих значень випадкової величини, 
|𝑚| <  – математичне очікування,  > 0 – середньоквадратичне 
відхилення. 
Аномальна складова 𝜀𝑘 – це поодинокі значення, рівномірно розподілені 
по всій вибірці вихідного стаціонарного випадкового процесу 𝑌𝑘 де 𝑘 = 1,𝑁̅̅ ̅̅ ̅. 
Кількість аномальних значень становить 5% від обсягу вибірки 𝑁. Величина 
аномальних значень 𝐴𝑚𝑝 = 3𝜎ш, 4𝜎ш, 5𝜎ш, 6𝜎ш, 7𝜎ш, де 𝜎ш – 
середньоквадратичне відхилення шумової складової.  
В результаті проведення імітаційного моделювання отримані залежності 
оцінок ймовірності помилки першого роду 𝛼 і ймовірність правильного 
виявлення 𝛽 від величини аномальних значень, які представлені на рисунку 
3.1. 6) (графік 1 - релєєвський; графік 2 - гаусівський і графік 3 - рівномірний 
закони щільності розподілу ймовірності шумової складової 𝜂𝑘). 
Аналіз результатів досліджень, представлених на рис. 3.1.а), показує, що 
оцінки ймовірності помилки першого роду 𝛼 максимальні для релеївського 
закону щільності розподілу ймовірності шумовий складової 𝜂𝑘 (графік 1). 
Причому максимальність оцінок для даного закону розподілу щодо двох 
інших (графік 2 і графік 3) зберігається при всіх величинах аномальних 
значень. Оцінки значень ймовірності помилки першого роду 𝛼 при 
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гаусівському законі щільності розподілу ймовірності стаціонарного 
випадкового процесу (рис. 3.1.а), графік 2) зменшуються зі збільшенням 
величини аномальних значень і при 𝐴𝑚𝑝 < 6𝜎ш близько до нуля.  
 
 
                          а)                                                                  б) 
Рисунок 3.1. Залежність оцінок ймовірності помилки першого роду 𝛼 =
𝑓(𝐴𝑚𝑝) і ймовірності правильного виявлення 𝛽 = 𝑓(𝐴𝑚𝑝) 
Причому максимальність оцінок для даного закону розподілу щодо двох 
інших (графік 2 і графік 3) зберігається при всіх величинах аномальних 
значень. Оцінки значень ймовірності помилки першого роду 𝛼 при 
гаусівському законі щільності розподілу ймовірності стаціонарного 
випадкового процесу (рис. 3.1.а), графік 2) зменшуються зі збільшенням 
величини аномальних значень і при 𝐴𝑚𝑝 < 6𝜎ш близько до нуля.  
Якщо закон щільності розподілу ймовірності шумової складової 𝜂𝑘 є 
рівномірним, то, як видно з аналізу рис. 3.1.а) (графік 3), оцінки ймовірності 
помилки першого роду 𝛼 є мінімальними щодо інших залежностей (графік 1 і 
графік 2) і практично дорівнюють нулю при величині аномальних значень 
порядку 𝐴𝑚𝑝 = 5𝜎ш. Необхідно так само відзначити, що при величині 
аномальних значень 𝐴𝑚𝑝 = 3𝜎ш, оцінки ймовірності помилки першого роду 
𝛼 при гаусівському і рівномірному законах щільності розподілу ймовірності 
шумової складової 𝜂𝑘 практично збігаються, тобто 𝛼 = 0,064 (рис. 3.1.а) 
графік 2 і графік 3).  
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З ростом величини аномальних значень різниця в оцінках ймовірності 
помилки першого роду 𝛼 для рівномірного і гаусівського законів щільності 
розподілу ймовірності шумової складової 𝜂𝑘 збільшуються і становить, 
наприклад, при 𝐴𝑚𝑝 = 4𝜎ш − 𝛼 = 0,020 (рис. 3.1.а) графік 2 і графік 3). При 
подальшому збільшенні величини аномальних значень оцінки ймовірності 
помилки першого роду 𝛼 прагнуть до нуля, як для гаусівського, так і для 
рівномірного законів щільності розподілу ймовірності стаціонарного 
випадкового процесу. 
Оцінки ймовірності правильного виявлення 𝛽 (рис. 3.1. б) максимальні 
при всіх розглянутих величинах аномальних значень для рівномірного закону 
щільності розподілу ймовірності шумової складової 𝜂𝑘 – графік 3. При 
𝐴𝑚𝑝 = 3𝜎ш, оцінки ймовірності правильного виявлення для гаусівського і 
рівномірного законів щільності розподілу ймовірності шумової складової 𝜂𝑘 
складають в середньому 𝛽 = 0,858, а для релєєвського, при тій самій 
величині аномальних значень – 𝛽 = 0,799  (рис. 3.1.б), графік 3).  
З ростом величини аномальних значень, оцінки ймовірності правильного 
виявлення прагнуть до одиниці (графік 1, графік 2, графік 3) і при  
𝐴𝑚𝑝 ≥ 5𝜎ш практично збігаються для всіх розглянутих законів щільності 
розподілу ймовірності шумової складової стаціонарного випадкового 
процесу – 𝛽 = 0,970 (рис. 3.1.б).  
Отже, при виявленні аномальних значень в стаціонарному випадковому 
процесі, оцінки ймовірності правильного виявлення 𝛽 практично не залежать 
від закону щільності розподілу ймовірності шумової складової стаціонарного 
випадкового процесу і з ростом величини аномальних значень прагнуть до 
одиниці.  
Так само для визначення ефективності виявлення аномальних значень, 
при використанні способу виявлення аномальних значень з дискретно-
мінливим рівнем аналізу, отримані залежності оцінок ймовірності помилок 
першого роду 𝛼 і ймовірності правильного виявлення 𝛽 за умов різного 
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розташування аномальних значень у вибірці досліджуваного стаціонарного 
випадкового процесу. Стаціонарний випадковий процес представлений 
рівномірним, релєєвським і гаусівським законами щільності розподілу 
ймовірності (𝜎ш = 0,1).  
Величина аномальних значень вибирається рівною 𝐴𝑚𝑝 = 5𝜎ш, оскільки 
при значенні величини аномальних значень порядку 5𝜎ш, оцінки ймовірності 
правильного виявлення 𝛽 практично не залежать від законів щільності 
розподілу ймовірності прояву шумової складової. Аномальні значення 
складають 5% від початкової вибірки і можуть розташовуватися рівномірно, 
на початку, в середині або в кінці початкової реалізації.  
У таблиці 3.1 представлені оцінки ймовірності помилки першого роду 𝛼 
для різних законів щільності розподілу ймовірності шумової складової 𝜂𝑘, а в 
таб. 3.1 оцінки ймовірності правильного виявлення 𝛽 в залежності від місця 
розташування аномальних значень.  
Таблиця 3.1 
Значення оцінок імовірності помилки першого роду 
Розташування 
аномальних значень 
Гаусівський 
закон щільності 
розподілу 
ймовірності 
Рівномірний 
закон щільності 
розподілу 
ймовірності 
Релєєвський 
закон щільності 
розподілу 
ймовірності 
На початку вибірки 0,009 0,002 0,029 
В середині вибірки 0,009 0,002 0,030 
В кінці вибірки 0,009 0,001 0,030 
Рівномірно 
розташовані по всій 
вибірці 
0,009 0,001 0,028 
 
Аналіз значень представлених в таблиці 3.1 показує, що оцінки 
ймовірності помилки першого роду 𝛼 практично не залежать від місця 
розташування аномальних значень при всіх розглянутих законах щільності 
розподілу ймовірності шумової складової стаціонарного процесу. Оцінки 
ймовірності правильного визначення 𝛽, наведено в таблиці 3.2. 
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Таблиця 3.2 
Значення оцінок ймовірності правильного визначення  
помилок другого роду 
Розташування 
аномальних значень 
Гаусівський 
закон щільності 
розподілу 
ймовірності 
Рівномірний 
закон щільності 
розподілу 
ймовірності 
Релєєвський 
закон щільності 
розподілу 
ймовірності 
На початку вибірки 0,972 0,983 0,956 
В середині вибірки 0,970 0,985 0,957 
В кінці вибірки 0,970 0,985 0,962 
Рівномірно 
розташовані по всій 
вибірці 
0,972 0,983 0,954 
 
Оцінки ймовірності правильного визначення 𝛽, як видно з таблиці 3.2, 
при гаусівскому і рівномірному законах щільності розподілу ймовірності 
шумової складової 𝜂𝑘 практично не залежать від місця розташування 
аномальних значень в досліджуваній реалізації процесу вимірювання. 
 
3.3. Аналіз ефективності способів виявлення аномальних значень при 
виділення корисної складової нестаціонарного випадкового процесу 
 
Проведене дослідження, запропонованих в роботі способів виявлення 
аномальних значень показало їх працездатність як для випадку стаціонарних, 
так і нестаціонарних випадкових процесів. Розглянемо одночасне виявлення 
аномальних значень і виділення корисної складової нестаціонарного 
випадкового процесу при адитивній шумовій складовій. 
На практиці часто виникають ситуації, коли функція корисної складової 
нестаціонарного випадкового процесу апріорно невідома. В цьому випадку, 
при вирішенні задачі виділення корисної складової процесу застосовують різні 
методи згладжування. Завданням згладжування прийнято вважати задачу 
ослаблення дії шумової складової, тобто зменшення її дисперсії.  
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До методів, які найбільш часто використовують на практиці задля 
зменшення дисперсії шумової складової можна віднести: метод змінного 
середнього, метод зваженого ковзного середнього, метод медіан, метод 
експоненціального згладжування тощо. При використанні методу змінного 
середнього, для зменшення дисперсії шумової складової, досить однієї 
реалізації 𝑌𝑘  вихідного нестаціонарного випадкового процесу, де 𝑘 = 1,𝑁̅̅ ̅̅ ̅.  
Визначається інтервал згладжування (ширина «ковзного вікна») 𝑚, 
тобто натуральне число 𝑚 < 𝑁, для якого визначається середньо-
арифметичне значення 
?̅?𝑘 =
1
𝑚
∑𝑌𝑖
𝑗+𝑝
𝑖=1
 
значень 𝑌𝑘, заміняючи центральне значення 𝑌1,..., 𝑌𝑚 знайденим середнім i ?̅?𝑘.  
Розглянутий спосіб, передбачає вибір параметра згладжування 𝛼, 
(0,1 < 𝛼 < 1), значення ?̅?0, обчислення оцінки корисної складової сигналу за 
рекурентною формулою 
?̅?𝑘 = 𝛼𝑌𝑘 + (1 − 𝛼)?̅?𝑘−1 = 𝛼∑(1 − 𝛼)
𝑗𝑌𝑘−𝑗
𝑘−𝑗
𝑗=0
+ (1 − 𝛼)𝑘?̅?0 ,    𝑘 = 1, 2,… ,𝑁. 
У практичних рекомендаціях щодо застосування експоненціального 
згладжування [143] пропонується вибирати в якості початкового значення ?̅?0 
або перше значення результатів вимірювань, або середнє арифметичне 
кількох перших членів результатів вимірювань, наприклад ?̅?0 =
𝑌1+ 𝑌2+𝑌3
3
. 
Процедура поділу корисного сигналу 𝑌𝑘 повторюється 𝑃-разів і для 
кожного поділу, оцінка корисного сигналу ?̅?0, де 𝑗 = 1,2,… , 𝑙,  (кількість 
підінтервалів поділу). У підсумку виходить кусково-ламана крива, яка 
описується на кожному підінтервалі поліномом не вище другого ступеня.  
Результуюча оцінка 𝑌𝑘 знаходиться як середнє арифметичне функцій 
?̅?𝑘
(𝑗)
 по всій реалізації 𝑁 [65, 80], тобто  
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?̅?𝑗 =
1
𝑁
∑?̅?𝑘
(𝑗)
𝑁
𝑗=1
. 
Метод медіанного згладжування передбачає для вихідного дискретного 
процесу 𝑌𝑘 (𝑘 = 1,𝑁̅̅ ̅̅ ̅) (2.2) визначення довжини 𝑚
∗ інтервалу ряду 𝑌1, 𝑌2, ..., 𝑌𝑁 
(або ширини «ковзного вікна»), для якого буде проводитися обчислення 
медіани, тобто ранжування обраного інтервалу вхідної реалізації 
нестаціонарного випадкового процесу, визначення медіани med1≤𝑗≤𝑚{𝑌𝑗}, де 
𝑗 = 1 − 𝑚∗̅̅ ̅̅ ̅̅ ̅̅ ̅, заміна центрального значення інтервалу 𝑌1, 𝑌2, ..., 𝑌𝑚∗ медианой 
med1≤𝑗≤𝑚{𝑌𝑗}, зрушення «ковзкого вікна» на одне значення вправо (тобто вибір 
замість інтервалу 𝑌𝑘, 𝑌𝑘+1, … , 𝑌𝑘+𝑚−1 реалізації іншого інтервалу 
 𝑌𝑘+1, 𝑌𝑘+2, …, 𝑌𝑘+𝑚∗), обчислення медіани на новому інтервалі досліджуваного 
процесу, і так до тих пір, поки не буде досягнуто правого кінця заданої 
реалізації.  
Для кількісної оцінки якості виділення корисної складової 
нестаціонарного випадкового процесу можуть бути використані різні 
критерії. У даній роботі використовується критерій [65] у вигляді 
середньоквадратичного відхилення оцінок значень процесу від початкової 
функції корисної складової, отриманих методом усереднення 
𝜎0 = √
1
𝑁 − 1
∑(𝜆𝑘 − ?̅?𝑘)
2
𝑁
𝑘=1
,      
де 𝜆𝑘 – вихідна модель функції корисної складової аналізованого процесу, ?̅?𝑘 
– усереднені оцінки значення аналізованого процесу.  
Розглянемо ефективність використання способу виявлення аномальних 
значень з адаптацією порогового значення (С1) і способу з дискретно-
мінливим рівнем аналізу нестаціонарного випадкового процесу (С2), як 
попереднього етапу обробки процесу з метою аналізу результату 
згладжування сигналу 𝜆𝑘.  
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Шумова складова представлена гаусівським, рівномірним і 
релєєвським законами (2.8) щільності розподілу ймовірності, відліки 
шумової складової – некорельовані. Кількість аномальних значень в 
досліджуваній реалізації 5% (𝑁 = 100).  
При проведенні досліджень, величина аномальних значень змінюється 
дискретно від 3𝜎ш до 9𝜎ш з кроком 2𝜎ш (𝜎ш = 0,1 – середньоквадратичне 
відхилення шумової складової). Аномальні значення розташовані рівномірно 
уздовж вихідного процесу.  
Усереднені оцінки значення середньоквадратичного відхилення 
результату згладжування процесу, ?̅?ш отримані по 1000 реалізацій. 
Результати експоненціального, медіанного і змінного середнього 
згладжування отримані з урахуванням апріорної інформації про корисну 
модель, закон розподілу щільності ймовірності шумових складових 
нестаціонарного випадкового процесу і без урахування «кінцевих ефектів» 
[65, 80, 140]. Усунення виявлених аномальних значень здійснюється за 
рахунок інтерполяції сусідніх показників.  
Результати порівняльного аналізу при використанні розглянутих 
способів згладжування досліджуваного процесу для гармонійної, 
параболічної та експоненціальної функцій корисної складової 
нестаціонарного випадкового процесу з адитивною шумовою складовою, 
представлені в Додатку В2. 
Аналіз отриманих результатів показує, що при всіх розглянутих 
функціях корисної складової нестаціонарного випадкового процесу 
усереднені оцінки значення середньоквадратичного відхилення ?̅?0 при 
наявності аномальних значень перевищують значення ?̅?0, якщо аномальні 
значення відсутні у вибірці.  
Методи експоненціального згладжування і змінного середнього ще 
більш чутливі до наявності аномальних значень. При наявності аномальних 
значень з величиною порядку 𝐴𝑚𝑝 = 3𝜎ш їх ефективність зменшується в 
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середньому для параболічної функції корисної складової на (15-17)% і для 
експоненціальної –  на (10-12)%.  
Як показують проведені дослідження, при малих величинах аномальних 
значень порядку 𝐴𝑚𝑝 = 3𝜎ш, ефективність методу медіанного згладжування, 
щодо інших розглянутих методів, залишається практично постійною. 
Збільшення среднеквадратичного відхилення ?̅?0 становить в середньому не 
більше 6% для всіх розглянутих моделей нестаціонарного випадкового 
процесу.  
Однак, із зростанням величини аномальних значень, при медіанному 
згладжуванні, усереднені оцінки значення середньоквадратичного 
відхилення ?̅?0 значно зростають. Наприклад, при величині аномальних 
значень порядку 𝐴𝑚𝑝 = 9𝜎ш, збільшення ?̅?0 становить в середньому 12%. 
Таким чином, наявність аномальних значень, навіть при незначній їх кількості і 
відносно невеликий величині, сильно впливає на похибку результатів 
згладжування процесів.  
Аналіз усереднених оцінок середнього відхилення ?̅?0, які отримані після 
застосування запропонованих способів виявлення аномальних значень і їх 
подальшому усуненні з вибірки показує, що ефективність способів 
згладжування значно зростає на відміну від тієї ситуації, коли методи 
згладжування застосовувалися без урахування наявності аномальних значень в 
досліджуваних процесах.  
Максимальна різниця ?̅?0 після видалення аномальних значень 
спостерігається при ковзному середньому і складає величину порядку 5%. 
Причому, така закономірність для експоненціальної функції корисної 
складової спостерігається незалежно від закону щільності розподілу 
ймовірності адитивної шумової складової (Додаток В2).  
Для гармонійної функції корисної складової різниця в усереднених 
оцінках значення середньоквадратичного відхилення ?̅?0 після видалення 
аномальних значень порядку (3-6)% в залежності закону щільності розподілу 
ймовірності адитивної шумової складової. Максимальна відміна значень ?̅?0, 
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близько 12%, в разі, коли для згладжування процесу застосовується метод 
змінного середнього (Додаток В2).  
Аналіз отриманих усереднених значень середньоквадратичного 
відхилення ?̅?0 показує, що вони мало відрізняються від значень ?̅?0, 
отриманих без наявності аномальних значень у вибірці нестаціонарного 
випадкового процесу і значно відрізняються від тих значень 
середньоквадратичного відхилення, які були отримані при наявності 
аномальних значень. Виявлення аномальних значень може підвищити 
ефективність згладжування в середньому на (40-60)% в залежності від 
функції корисної складової нестаціонарного випадкового процесу.  
Таким чином, шумова складова нестаціонарного випадкового процесу 
являє собою сукупність статистично розподіленого шуму і 
квазідетермінованих аномальних значень, тобто носить комбінований 
характер. Тому, для підвищення точності обробки сигналів в сучасних 
системах і комплексах необхідно враховувати саме комбінований характер 
шумової складової нестаціонарного випадкового процесу [65, 144]. 
 
3.4. Порівняльний аналіз ефективності адаптивного способу і 
способу з дискретно-неперервним рівнем аналізу процесу при виявленні 
аномальних значень 
 
Розроблені способи виявлення аномальних значень мають відносно 
високу ефективність при аналізі нестаціонарних випадкових процесів в 
умовах обмеженого обсягу апріорної інформації про досліджуваний процес. 
Для визначення більш конкретних рекомендацій при практичному 
використанні розроблених способів необхідно провести порівняльний аналіз 
їх ефективності відносно виявлення аномальних значень. Зокрема, при 
використанні розроблених способів необхідно розглянути вплив величини 
середньоквадратичного відхилення адитивної шумової складової 𝜎ш на 
ефективність виявлення аномальних значень.  
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З цією метою отримані оцінки значення ймовірності помилки першого 
роду 𝛼 і ймовірності правильного виявлення 𝛽 для нестаціонарних 
випадкових процесів при різних значеннях середньоквадратичного 
відхилення адитивної шумової складової 𝜎ш.  
В якості досліджуваного процесу 𝑌𝑘, де 𝑘 = 1,𝑁̅̅ ̅̅ ̅, розглянута адитивна 
модель. Шумова складова 𝜂𝑘 має гаусівський закон щільності розподілу 
ймовірності, аномальна складова 𝜀𝑘 – цє поодинокі аномальні значення, 
рівномірно розташовані по всій реалізації, що досліджується. Кількість 
аномальних значень фіксоване і становить 5% від обсягу вибірки 𝑌𝑘. 
Величина аномальних значень приймає цілі, значення: 
𝐴𝑚𝑝 = 3𝜎ш, 4𝜎ш, 5𝜎ш, 6𝜎ш, 7𝜎ш, де 𝜎ш – середньоквадратичне відхилення 
адитивної шумової складової досліджуваного процесу.  
На рисунках 3.2 і 3.3 представлені залежності оцінок ймовірності 
помилки першого роду 𝛼 і ймовірності правильного виявлення 𝛽, які 
отримані під час використання методу з адаптацією порогового значення. 
Результати досліджень, представлені на рисунку 3.2 відповідають випадку, 
коли корисна складова процесу 𝜆𝑘 є гармонійною функцією, а на рисунку 3.3 
результати, коли корисна складова процесу 𝜆𝑘 є параболічної.  
Залежності на рисунках 3.2 і 3.3 отримані за рахунок величини 
середньоквадратичного відхилення адитивної шумової складової процесу: 
графік 1 – 𝜎ш = 0,1, графік 2 – 𝜎ш = 0,2 і графік 3 – 𝜎ш = 0,3.  
Аналіз графіків, представлених на рисунку 3.2 а) показує, що з ростом 
середньоквадратичного відхилення адитивної шумової складової 
нестаціонарного випадкового процесу, апостеріорна ймовірність помилки 
першого роду 𝛼 зменшується.  
Наприклад, при величині аномальних значень порядку 𝐴𝑚𝑝 = 4𝜎ш, 
різниця в оцінках значень апостеріорної ймовірності помилки першого роду 
𝛼, отриманої при 𝜎ш = 0,1 і при 𝜎ш = 0,3, становить приблизно 10%. А при 
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величині аномальних значень порядку 𝐴𝑚𝑝 = 7𝜎ш, ця різниця становить вже 
приблизно 14%.  
 
                            а)                                                        б) 
Рисунок 3.2. Оцінки значень 𝛼 = 𝑓(𝐴𝑚𝑝) та 𝛽 = 𝑓(𝐴𝑚𝑝) для гармонійної 
функції від середньоквадратичного відхилення адитивної шумової складової 
 
У той же час оцінки значення ймовірності правильного виявлення 𝛽 
(рис. 3.2 б) практично не залежать від величини середньоквадратичного 
відхилення адитивної шумової складової. Максимальна різниця між оцінками 
ймовірності правильного виявлення 𝛽 отримана при величині аномальних 
значень порядку 𝐴𝑚𝑝 = 3𝜎ш і становить менше 4%. 
Аналіз результатів ефективності виявлення аномальних значень 
параболічної функції корисної складової 𝜆𝑘 нестаціонарного випадкового 
процесу (рис. 3.3) показує, що апостеріорні оцінки значення помилки 
першого роду практично не залежать від величини середньоквадратичного 
відхилення адитивної шумової складової 𝜎ш і не перевершують апріорно 
задані величини 𝛼 = 0,05 (рис. 3.3а). 
Таким чином, для розглянутого способу, з ростом розміру середнього 
відхилення адитивної шумової складової досліджуваного процесу, 
ефективність виявлення аномальних значень практично не змінюється. Це 
пов'язано з тим, що у даному способі, середньоквадратичне відхилення 
адитивної шумової складової визначає порогове значення: 𝜀𝑗
(𝑖) = 𝐴 ∙ ?̅?𝑗
(𝑖)
, де 
𝑖 = 1, 𝑝̅̅ ̅̅̅, 𝑗 = 1, 𝑙̅̅ ̅̅ , тобто для кожного інтервалу розподілу, порогове значення, 
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крім коефіцієнта 𝐴, залежить так само від значення середньоквадратичного 
відхилення адитивної шумовий складової.  
 
 
                            а)                                                        б) 
Рисунок 3.3. Оцінки значень 𝛼 = 𝑓(𝐴𝑚𝑝) та 𝛽 = 𝑓(𝐴𝑚𝑝) для параболічної 
функції від середнього відхилення адитивної шумової складової 
 
На малюнках 3.3 і 3.4 представлені залежності ймовірності помилки 
першого роду 𝛼 і ймовірності правильного виявлення 𝛽, отримані при 
застосуванні способу виявлення аномальних значень з дискретно-мінливим 
рівнем аналізу нестаціонарного випадкового процесу. На рисунку 3.3 
представлені результати гармонійної функції корисної складової процесу 𝜆𝑘, 
на рисунку 3.4 – параболічної функції корисної складової процесу 𝜆𝑘. 
Отримані залежності представлені для наступних значень адитивної шумовий 
складової: графік 1 – 𝜎ш = 0,3, графік 2 – 𝜎ш = 0,2 і графік 3 – 𝜎ш = 0,1. 
Аналіз результатів, представлених на рисунку 3.3 показує, що зі 
збільшенням величини середньоквадратичного відхилення адитивної 
шумової складової 𝜎ш ефективність запропонованого способу виявлення 
аномальних значень зростає.  
При 𝐴𝑚𝑝 = 4𝜎ш і 𝜎ш = 0,3, 𝜎ш = 0,1 оцінки значення ймовірності 
помилки першого роду 𝛼 зменшуються на 30%. З ростом аномальних 
величини значень 𝐴𝑚𝑝 ≥ 6𝜎ш відносна різниця в оцінках 𝛼 зменшується і 
становить в середньому 12% (рис. 3.3а, графіки 1 і 3).  
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                                      а)                                                        б)                               
Рисунок 3.4. Оцінки значення 𝛼 = 𝑓(𝐴𝑚𝑝) та 𝛽 = 𝑓(𝐴𝑚𝑝) для гармонійної 
функції середньоквадратичного відхилення адитивної шумовий складової 
 
 
                                      а)                                                        б)                               
Рисунок 3.5. Оцінки значення 𝛼 = 𝑓(𝐴𝑚𝑝) та 𝛽 = 𝑓(𝐴𝑚𝑝) для 
параболічної функції від середньоквадратичного відхилення адитивної 
шумовий складової 
 
Оцінки значення ймовірності правильного визначення 𝛽, зі збільшенням 
величини середньоквадратичного відхилення адитивної шумовий складової 𝜎ш, 
зростають. Наприклад, при 𝐴𝑚𝑝 = 3𝜎ш і 𝜎ш = 0,1 ймовірність правильного 
виявлення аномальних значень 𝛽 = 0,614, а при 𝜎ш = 0,3 величина 𝛽 = 0,818, 
що становить відносну різницю близько 25%. При величині аномальних 
значень 𝐴𝑚𝑝 = 7𝜎ш відносна різниця в оцінках ймовірності правильного 
виявлення зменшується до 2% (рис. 3.3б, графіки 1 та 3).  
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Для параболічної моделі функції корисної складової нестаціонарного 
випадкового процесу спостерігається така ж закономірність в поведінці 
оцінок ймовірності помилки першого роду 𝛼 і ймовірності правильного 
виявлення 𝛽, тобто зі збільшенням величини середньоквадратичного 
відхилення адитивної шумової складової 𝜎ш, ефективність запропонованого 
способу зростає. При 𝐴𝑚𝑝 = 3𝜎ш і 𝜎ш = 0,3, 𝜎ш = 0,1, оцінки ймовірності 
помилки першого роду 𝛼 зменшуються на 17%. Зі збільшенням величини 
аномальних значень відносна різниця значно зменшується, наприклад, вже 
при 𝐴𝑚𝑝 = 5𝜎ш вона становить 1,5% (рис. 3.4а, графіки 1 і 3).  
З аналізу результатів, наведених на рисунку 3.4 б), видно, що при 
𝐴𝑚𝑝 = 3𝜎ш і 𝜎ш = 0,1 ймовірність правильного виявлення аномальних 
значень 𝛽 = 0,786, а при 𝜎ш = 0,3 величина 𝛽 = 0,850, тобто відносна 
різниця 𝛽 близько 8%. З ростом величини аномальних значень ця різниця 
зменшується і вже при 𝐴𝑚𝑝 = 5𝜎ш вона становить 2% (графіки 1 і 3).  
Аналогічні результати отримані при дослідженні нестаціонарних 
випадкових процесів з іншими моделями функції корисної складової. 
Таким чином, ефективність способу з дискретно-мінливим рівнем 
аналізу нестаціонарного випадкового процесу зростає з збільшенні величини 
середньоквадратичного відхилення 𝜎ш адитивної шумовий складової. 
Причому, при 𝐴𝑚𝑝 = 3𝜎ш − 4𝜎ш спостерігається більш виражена залежність 
ефективності запропонованого способу від величини 𝜎ш.  
Для адаптивного способу виявлення аномальних значень проводяться 
дослідження залежностей оцінок ймовірності правильного виявлення 𝛽 і 
помилки першого роду 𝛼 від 𝛼∗, яке задається апріорною при аналізі 
нестаціонарних випадкових процесів з адитивною шумовою складовою.  
Наприклад, на рисунках 3.5 і 3.6, представлені залежності оцінок 
ймовірності правильного виявлення 𝛽 і апостеріорної ймовірності помилки 
першого роду 𝛼 від величини аномальних значень 𝐴𝑚𝑝, для випадку, коли 
корисна складова процесу є гармонійною (рис. 3.5) і параболічною (рис. 3.6).  
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                                а)                                                            б) 
Рисунок 3.6. Оцінки значення = 𝑓(𝐴𝑚𝑝), і 𝛼 = 𝑓(𝐴𝑚𝑝) для гармонійної 
функції від апріорно заданої ймовірності помилки першого роду 
 
 
                                а)                                                            б) 
Рисунок 3.7. Оцінки значення 𝛽 = 𝑓(𝐴𝑚𝑝), і 𝛼 = 𝑓(𝐴𝑚𝑝), для параболічної 
функції від апріорно заданої ймовірності помилки першого роду 
 
Оцінки значення отримані при наступних значеннях: апріорно задаються 
помилки першого роду 𝛼 = 0,05, 𝛼∗ = 0,1 і 𝛼∗ = 0,15. Аддитивна шумова 
складова 𝜂𝑘 має гаусівский закон щільності розподілу ймовірності.  
Аномальні значення 𝜀𝑘 складають 5% від вибірки 𝑁 вихідного 
нестаціонарного випадкового процесу 𝑌𝑘, 𝑘 = 1,𝑁̅̅ ̅̅ ̅. Величина аномальних 
значень приймає дискретні значення 𝐴𝑚𝑝 = 3𝜎ш, 4𝜎ш, 5𝜎ш, 6𝜎ш, 7𝜎ш, де 
𝜎ш = 0,1 – середньоквадратичне відхилення адитивної шумової складової 
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нестаціонарного випадкового процесу. Залежно апостеріорної ймовірності, 
помилки першого роду 𝛼 = 𝑓(𝐴𝑚𝑝), на рисунках 3.4. б) і 3.6. б), відповідно 
отримані: графік 1 – при 𝛼∗ = 0,05; графік 2 – при 𝛼∗ = 0,1; графік 3 – при 
𝛼∗ = 0,15. 
Аналіз отриманих результатів показує, що мінімальні оцінки значення 
ймовірності правильного виявлення 𝛽 при 𝛼 = 0,05 – графік 1 (рис. 3.6. а) і 
рис. 3.7. а) відповідають випадку, коли величина аномальних значень 
𝐴𝑚𝑝 = 3𝜎ш. Зі збільшенням апріорно фіксованого значення 𝛼
∗, при величині 
аномальних значень 𝐴𝑚𝑝 = 3𝜎ш. оцінки значення ймовірності правильного 
виявлення 𝛼 зростають.  
При гармонійній функції корисної складової нестаціонарного 
випадкового процесу (𝐴𝑚𝑝 = 3𝜎ш), зростання значень оцінок ймовірності 
правильного виявлення, зі зміною фіксованої 𝛼∗, становить приблизно 11,5% 
(рис. 3.6. а) графіки 1, 2, 3). Для параболічної функції корисної складової 
нестаціонарного випадкового процесу, при величині аномальних значень 
𝐴𝑚𝑝 = 3𝜎ш, зростання значень оцінок ймовірності правильного виявлення 
становить приблизно 8,5%.  
З ростом величини аномальних значень різниця в оцінках ймовірності 
правильного виявлення 𝛽 зменшується, і при 𝐴𝑚𝑝 ≥ 5𝜎ш вони практично 
збігаються і становлять для розглянутої моделі нестаціонарного випадкового 
процесу величину, яка дорівнює 𝛽 = 0,988.  
Оцінки значення апостеріорної ймовірності помилки першого роду 𝛼 не 
перевищують свої апріорні значення (рис. 3.6.б) і рис. 3.7.б). Причому, з 
ростом величини аномальних значень різниця між значеннями оцінки 
ймовірності помилки першого роду 𝛼 і апріорно заданими значеннями 𝛼 
збільшується. Так, наприклад, (рис. 3.6.б) графік 1), при величині аномальних 
значень 𝐴𝑚𝑝 = 3𝜎ш – зменшується на 4%, а при величині аномальних 
значень 𝐴𝑚𝑝 = 6𝜎ш – зменшується вже на 15%. Варто зауважити, що оцінки 
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значення ймовірності помилки першого роду 𝛼 зменшується відносно 
значення, що задається, зі збільшенням фіксованого 𝛼∗. 
Графік 3 на рисунку 3.5, б) відповідає оцінкам ймовірності помилки 
першого роду 𝛼, отриманим при 𝛼∗ = 0,15. У цьому випадку, якщо  
𝐴𝑚𝑝 = 3𝜎ш, відносна різниця в оцінках ймовірності помилки першого роду 
дорівнює 5%, а при величині аномальних значень 𝐴𝑚𝑝 = 6𝜎ш – 20%.  
Аналогічні закономірності в поведінці оцінок ймовірності правильного 
виявлення 𝛽 і ймовірності помилки першого роду 𝛼 отримані для інших 
функцій і законів корисної і адитивної шумових складових нестаціонарного 
випадкового процесу. 
Аналіз отриманих результатів показує, що з ростом величини 
аномальних значень, 𝐴𝑚𝑝 = 5𝜎ш, оцінки значення ймовірності правильного 
виявлення 𝛽 слабо залежать від апріорно заданого фіксованого значення 
ймовірності помилки першого 𝛼, а оцінки значення апостеріорної 
ймовірності помилки першого роду, зі збільшенням апріорно заданого 
значення ймовірності помилки першого роду 𝛼∗, практично лінійно 
зменшуються. 
Таким чином, оцінки значення ймовірності помилки першого роду 𝛼∗ не 
перевищують апріорно задане 𝛼, а зі збільшенням апріорно заданого 𝛼 
значно зменшуються. При цьому ймовірність правильного виявлення 𝛽 
прагне до одиниці. 
 
3.5. Методи оцінки аномальних відхилень вимірювань авіаційних 
деталей 
 
У боротьбі з аномальними відхиленнями вимірювань авіаційних деталей 
складної геометричної форми, якщо вони не були виявлені в процесі 
вимірювань, використовують два підходи: виключення аномальних 
вимірювань, які різко виділяються з подальшої обробки;  використання 
робастних методів обробки, нечутливих до малих відхилень [145 – 147]. 
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Розглянемо ситуація, коли 𝑥1, 𝑥2, … , 𝑥𝑛  результати вимірювань, серед 
яких одне різко виділяється при вимірюванні 𝑥𝑚𝑎𝑥. При нульовій гіпотезі 𝐻0, 
вимірювання 𝑥1, 𝑥2, … , 𝑥𝑛 розглядаються як реалізація незалежних однаково 
розподілених випадкових величин 𝑋1, 𝑋2, … , 𝑋𝑛 з функцією розподілу 𝐹(𝑥). 
При альтернативній гіпотезі 𝐻1 випадкові величини 𝑋1, 𝑋2, … , 𝑋𝑛 також 
незалежні, 𝑋1, 𝑋2, … , 𝑋𝑛−1 мають розподіл 𝐹(𝑥) , а 𝑋𝑛 – розподіл 𝐺(𝑥), який 
істотно зміщений вправо щодо 𝐹(𝑥), наприклад 𝐺(𝑥) = 𝐹(𝑥 − 𝐴), де 𝐴 
достатньо велике. Якщо 𝑥𝑚𝑎𝑥 ≤ 𝑑, то приймається гіпотеза 𝐻0, в іншому 
випадку – гіпотеза 𝐻1. При справедливості нульової гіпотези  
𝑃{max1≤𝑖≤𝑛 𝑋𝑖 ≤ 𝑑} = [𝐹(𝑑)]
𝑛 = 1 − 𝛼, критичне значення 𝑑 = 𝑑(𝛼, 𝑛)  
визначається із рівняння 𝐹(𝑑) = √1 − 𝛼
𝑛
 . При великій 𝑛 і малій 𝛼 
√1 − 𝛼
𝑛
= 1 −
𝛼
𝑛
+ 𝑂 ((
𝛼
𝑛
)
2
), 
тому, в якості наближення 𝑑(𝛼, 𝑛) розглядають (1 −
𝛼
𝑛
) – квантиль розподілу 
𝐹(𝑥). Нестійкість такої процедури відбракування пов'язана з можливим 
неточним визначенням закону 𝐹(𝑥), і труднощами у розрізненні подібних 
законів розподілу за допомогою критеріїв у і, зокрема, за допомогою 
критерію Колмогорова.  
Якщо намагатися ідентифікувати закон розподілу, пов'язаний з 
конкретною вибіркою, то досить часто критерій узгодження не дає підстав 
відкидати цілий ряд законів розподілу. Здатність критерію розрізняти близькі 
альтернативні гіпотези визначається його потужністю, яка впливає на 
прийняття рішення. Завдання статистичного аналізу параметрів вимірювання 
авіаційних деталей складної геометричної форми розглядається з точки зору 
найбільш загального уявлення експериментальних спостережень, у вигляді 
частково групованих вибірок значень [148 - 149], окремими випадками яких є 
не груповані та цензуровані вибірки. Вибірка є не групованою, якщо 
вибіркові значення є індивідуальними значеннями вимірювань в галузі 
визначення випадкової величини. 
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Вибірка є асоційованою, якщо область визначення випадкової величини 
розбита на k непересічних інтервалів граничними точками 
𝑥0 < 𝑥1 < ⋯ < 𝑥𝑘−1 < 𝑥𝑘, де 𝑥0 – нижня границя області визначення 
випадкової величини 𝑋, 𝑥𝑘 - верхня границя області визначення випадкової 
величини 𝑋, та зафіксована кількість вимірювань 𝑛𝑖, які потрапили в 𝑖-й 
інтервал значень. Вибірка є частково групованою, якщо вимірювальна 
інформація пов’язана з безліччю непересічних інтервалів, які ділять область 
визначення випадкової величини так, що кожен інтервал належить до одного 
з двох типів:  
а) 𝑖-й інтервал належить до першого типу, якщо відомо число 𝑛𝑖, але 
індивідуальні значення 𝑥𝑖,𝑗 , 𝑗 = 1, 𝑛𝑖̅̅ ̅̅ ̅̅  невідомі; 
б) 𝑖-й інтервал належить до другого типу, якщо відомо не тільки число 𝑛𝑖, але 
й всі індивідуальні значення 𝑥𝑖,𝑗 , 𝑗 = 1, 𝑛𝑖̅̅ ̅̅ ̅̅ .  
Область визначення випадкової величини в цьому випадку можна 
представити у вигляді 𝑋 = 𝑋(1) ∪ 𝑋(2), де 𝑋(1) – множина інтервалів першого 
типу, а 𝑋(2) – множина інтервалів другого типу. 
Ідентифікація закону розподілу відбувається за наступним алгоритмом: 
обмеження множини «відповідних» розподілів; визначення для кожного 
закону розподілу з даної множини оцінок невідомих параметрів і перевірка 
гіпотез про прийнятність отриманого закону розподілу з вихідними даними; 
вибір того закону розподілу, прийняття узгодження з яким є найбільш 
придатне. Основним методом оцінювання параметрів розподілу є метод 
максимальної правдоподібності. Оцінки параметрів розподілів знаходяться в 
результаті максимізації функції правдоподібності по частково асоційованій 
вибірці, яка має вигляд  
𝐿(𝜃) =∏𝑃𝑖
𝑛𝑖(𝜃)∏∏𝑓(𝑥𝑖,𝑗 , 𝜃)
𝑛𝑖
𝑗=1(2)(1)
 , 
де 𝑓(𝑥, 𝜃) – функція щільності випадкової величини, 𝑃𝑖(𝜃) = ∫ 𝑓(𝑥, 𝜃)𝑑𝑥
𝑥𝑖
𝑥𝑖−1
 – 
ймовірність попадання спостереження в 𝑖-й інтервал значень означає, що 
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множення здійснюється по інтервалах з групованими та не групованими 
даними.  
Перевірка гіпотез про узгодження здійснюється за рядом критеріїв: 
відношення правдоподібності, 𝜒2 Пірсона, Колмогорова, Смірнова, 𝜔2 и Ω2 
Мізеса. Рішення про ступінь відповідності вибірки закону розподілу 
приймається за їх сукупністю. При перевірці гіпотез про узгодження 
перевіряється гіпотеза виду 𝐻0: 𝑓(𝑥, 𝜃) = 𝑓(𝑥, 𝜃). У прийнятій практиці 
статистичного аналізу перевірка як правило здійснюється за наступною 
схемою. Для обраного критерію обчислюється значення  статистики  як 
деякої функції від вибірки і закону розподілу 𝑓(𝑥, 𝜃).  
Для критеріїв, які використовуються на практиці, зазвичай відомий 
асимптотичний розподіл 𝑔(𝑠) відповідних статистик за умови істинності 
гіпотези 𝐻0. Далі порівнюється отримане значення статистики 𝑆
′ з 
критичним для даного рівня значущості 𝑆𝛼 Нульову гіпотезу відкидають, 
якщо 𝑆′ > 𝑆𝛼. Критичне значення 𝑆𝛼, визначається за рівнянням 
𝛼 = ∫ 𝑔(𝑠)𝑑𝑠,
𝜔
𝑆𝑘
 
де 𝛼 - задається рівень значущості, який береться з статистичної таблиці. 
У такій ситуації залишається невизначеною величина ймовірності 
перевищення отриманого значення статистики при істинності нульової 
гіпотези, хоча саме вона і дозволяє робити висновки про ступінь узгодження, 
так як по суті являє собою ймовірність істинності нульової гіпотези. 
Імовірність перевищення отриманого значення статистики при 
істинності нульової гіпотези дорівнює: 𝑃{𝑆′ > 𝑆𝛼} = ∫ 𝑔(𝑠)𝑑𝑠
𝜔
𝑆′
. Гіпотеза про 
узгодження не відкидається, якщо 𝑃{𝑆′ > 𝑆𝛼} > 𝛼. 
Статистика критерію узгодження 𝜒2 Пірсона при істинній гіпотезі 𝐻0 в 
межі підпорядковується 𝑥2 - розподілу з числом ступенів вільності 𝑘 − 1, 
якщо за вибіркою не оцінювалися параметри 𝑘 −𝑚 − 1, або якщо за ній 
оцінювалось 𝑚 параметрів закону розподілу. Вірогідність виду 𝑃{𝑆′ > 𝑆𝛼} 
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для розподілу 𝑥2 розраховується при числі ступенів вільності 𝑘 − 1 та 
𝑘 −𝑚 − 1 як і для критерію відношення правдоподібності [150]. 
Для непараметричних критеріїв Колмогорова, Смірнова, 𝜔2 и Ω2 Мізеса 
граничні розподіли статистик відомі тільки для повністю визначених законів 
розподілу 𝑓(𝑥, 𝜃) [151]. Однак, в разі оцінювання параметрів за вибіркою і 
подальшою перевіркою узгодження з відповідним законом, дійсні граничні 
значення розподілу непараметричних критеріїв істотно відрізняються [152]. 
Використання ж граничних розподілів, відповідних гіпотезі 𝐻0 з відомими 
параметрами, призводить до невиправдано завищених значень ймовірностей 
виду 𝑃{𝑆′ > 𝑆𝛼}. 
Відзначимо дві переваги зазначених методів: по-перше – це властивості 
одержаних оцінок, які використовують групування вихідних вибіркових 
даних та є менш чутливими до випадкових викидів. Групування вибірки 
дозволяє різко знизити вплив аномальних спостережень, а іноді і практично 
виключити вплив грубих помилок вимірювань; по-друге - це використання 
асимптотично-оптимального групування в умовах відношення 
правдоподібності і 𝜒2 Пірсона [68, 73, 94, 149].  
Потужності критеріїв відношення правдоподібності і 𝜒2 Пірсона 
пропорційні кількості інформації Фішера про параметри розподілу в 
асоційованій вибірці. Асимптотичне оптимальне групування мінімізує втрати 
інформації, пов'язані з групуванням і отже гарантує максимальну потужність 
розрізнення близьких альтернатив для цих критеріїв.  
У задачі відбракування аномальних спостережень на різних етапах її 
вирішення до статистичних процедур оцінювання і перевірки гіпотез 
пред'являються суперечливі вимоги. На етапі ідентифікації закону розподілу 
і оцінюванні його параметрів методи повинні бути якомога менш чутливі до 
наявності аномальних помилок вимірювань. Навпаки, на наступному етапі 
виключення аномальних вимірювань критерій повинен вловлювати їх 
наявність і дозволяти відсікати. 
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Таким чином, при ідентифікації (при оцінюванні параметрів розподілів) 
слід використовувати робастні алгоритми (стійкі до наявності аномальних 
спостережень), а на наступному етапі відбракування бажана максимальна 
потужність критерію для розрізнення близьких альтернатив (чутливість до 
грубих помилок). У зв'язку з цим на першому етапі пропонується 
використання оцінки за групованими даними, причому для більшої стійкості 
оцінок здійснювати розбиття вибірки на інтервали рівної ймовірності (рівно 
частотні інтервали), а на другому етапі при перевірці узгодження - розбиття 
на асимптотично-оптимальні інтервали. 
Продемонструємо це на конкретному прикладі. Була змодельована вибірка 
обсягом 1000 вимірювань відповідно до розподілу Вєйбула з щільністю 
𝑓(𝑥) =
𝜃0(𝑥 − 𝜃2)
𝜃𝛼−1
𝜃1
𝜃𝛼
exp {−(
(𝑥 − 𝜃2)
𝜃1
)
𝜃𝛼
}. 
При моделюванні були задані параметри: 𝜃0 = 2, 𝜃1 = 1, 𝜃2 = 0. В 
процесі реєстрації 8 вимірювань піддавалися сильним викривленням. 
На рис. 3.8 – 3.9 наведені результати статистичного аналізу отриманої 
вибірки. Тут і надалі 𝑡[0] = 𝜃0, 𝑡[1] = 𝜃1, 𝑡[2] = 𝜃2. Як показано на рис. 3.8, 
узгодження за всіма критеріями відкидається через наявність аномальних 
спостережень.  
 
Рисунок 3.8. Cтатистичний аналіз вихідної вибірки за негрупованими даними 
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На рис. 3.8 відображаються результати перевірки гіпотез про 
узгодження: обчислені значення 𝑆′ відповідних статистик 𝑆 та вірогідності 
перевищення отриманого значеня статистики при істинності нульової 
гіпотези 𝑃{𝑆 > 𝑆′}. Гіпотеза про згоду не відкидається, якщо 𝑃{𝑆 > 𝑆′} > 𝛼. 
В даному випадку отримали закон розподілу Вєйбула з параметрами  
𝜃0 = 1,4433, 𝜃1 = 0,10613, 𝜃0 = 0. На рис. 3.9 спостерігається добре помітна 
різниця між емпіричною і теоретичною функціями розподілу. 
 
Рис.3.9. Теоретична і емпірична функції розподілу 
 
На рис.3.9 наведено результати статистичного аналізу, коли перед 
оцінюванням вибірка була розбита на інтервали рівної частоти, потім по 
отриманій асоційованій вибірці були знайдені оцінки параметрів розподілу 
𝜃0 = 1,9668, 𝜃1 = 1,0258, 𝜃2 = 0, після чого перевірені гіпотези про 
узгодження вихідної вибірки з отриманим законом розподілу. 
При перевірці гіпотез про узгодження вихідна вибірка розбивається на 
інтервали рівної ймовірності. Як бачимо, результати перевірки гіпотез про 
узгодження за всіма критеріями є ефективними. 
Відмінність результатів на рис. 3.9 визначається тим, що при перевірці 
гіпотез про узгодження вихідна вибірка розбивалася на інтервали відповідно 
до асимптотичного оптимального групування. В даному випадку критерії 
відношення правдоподібності і Пірсона виявляються більш чутливими до 
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наявності аномальних вимірювань, ніж інші. Гіпотези про узгодження при 
𝛼 ≥ 0,0027 за цими критеріями повинні бути відкинуті.  
Якщо при перевірці гіпотез вихідна вибірка розбивалася на інтервали 
рівної ймовірності, то приймується гіпотеза про узгодження за всіма 
критеріями. При використанні асимптотично-оптимального групування 
гіпотеза про узгодження за критеріями відношення правдоподібності 𝑥2 і 
Пірсона повинна бути відкинута. Якщо ми порівняємо ці результати, то 
побачимо, що рівень узгодження в даному випадку значно нижче (Додаток 
В1). Тобто, отримані оцінки виявилися гіршими, а спосіб їх визначення 
більш чутливий до аномальних відхилень. 
Для відбракування аномальних спостережень задамося рівнем значущості 
𝛼 = 0,1 і при об’ємі вибірки 𝑛 = 1000 та векторі параметрів  
𝜃𝑇 = [1,9668, 1,0258, 0]  розподілу Вєйбула знайдемо  
𝑑 = 𝐹−1(0,9999) = 3,1721. Далі, необхідно виключити ті спостереження, які 
перевищують величину 3,1721. Таких спостережень виявилося 8.  
У Додатку В1 відображені результати статистичного аналізу вибірки 
після виключення з неї аномальних спостережень. При перевірці узгодження 
використано розбиття області визначення випадкової величини на 
рівноймовірні інтервали. На рис.8 представлено асимптотично-оптимальне 
групування в умовах узгодження та наведені результати перевірки узгодження 
знайденого закону (після відбракування грубих помилок вимірювань) з 
вихідної вибіркою, що містить похибки вимірювань, із застосуванням 
асимптотично-оптимального групування.  
Приведемо приклад, який підкреслює стійкість оцінок максимальної 
правдоподібності по групованим даними. Він пов'язаний з використанням 
нормального закону розподілу в ситуації, коли вибірка належить розподілу 
Коші. Розподіл Коші представляє собою відхилення від нормальності 
особливо сильно відображається на оцінках параметрів нормального закону.  
У Додатку В1 наведені емпірична та теоретична функції нормального 
розподілу при використанні звичайних оцінок максимальної правдоподібності 
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(𝜇 = −0,7781, 𝜎 = 7,1575) і оцінок максимальної правдоподібності по 
групованим даними (оцінки: 𝜇 = −0,2880, 𝜎 = 2,1893). Вибірка обсягом 100 
вимірювань моделювалася за законом Коши з функцією щільності  
𝑓(𝑥) =
𝜃0
𝜋[𝜃0
2+(𝑥−𝜃1)2]
 й параметрами 𝜃0 = 1, 𝜃1 = 0.  
Отже, при вирішенні задачі відбракування на етапі ідентифікації закону 
розподілу (при оцінюванні параметрів розподілів) слід використовувати 
робастні алгоритми (стійкі до наявності аномальних результатів 
вимірювання). Високу стійкість до присутності у вибірці грубих 
перекручувань або приналежності вибірки до іншого закону розподілу 
проявляють оцінки максимальної правдоподібності по асоційованій вибірці. 
Зазвичай найбільш стійкі ці оцінки при розбитті області визначення 
випадкової величини на інтервали рівної ймовірності (рівночастотні 
інтервали).  
Однак досить часто стійкіше виявляються оцінки, що використовують 
асимптотичне оптимальне групування. Тому доцільно рекомендувати на 
цьому етапі обидва способи угруповання при обчисленні оцінок з подальшим 
вибором тих, які дають найкраще узгодження. 
У загальному випадку [147 – 149] критерії узгодження є недостатньо 
потужними, щоб розпізнати близькі альтернативи (близькі закони розподілу). 
Цим визначається, що досить часто критерії, які використовуються не 
дозволяють відхилити гіпотезу про узгодження ні з одним розподілом.  
Якщо нас дійсно цікавить, наскільки сильно відрізняється вибірка від 
передбачуваного розподілу, слід застосовувати критерії відношення 
правдоподібності і 𝑥2 Пірсона з використанням асимптотично-оптимального 
групування, що гарантує їх максимальну потужність при розпізнаванні 
близьких гіпотез. В цьому випадку непараметричні критерії Колмогорова, 
Смирнова, 𝜔2 та Ω2 Мізеса істотно поступаються їм, якщо не враховується 
факт оцінювання за вибіркою параметрів розподілу. 
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3.6. Синтез диференціально-цифрового методу вимірювання 
геометричних параметрів деталі 
 
Виробництво авіаційних деталей вимагає в реальному часі проводити 
вимірювання з великою швидкістю, а для цього необхідно зменшувати об’єм 
вхідної інформації в ПК, де буде її реєстрація та обробка. Це можливо при 
зменшені та виборі оптимальної кількості точок вимірювання для заданого 
поля допуску на геометричний параметр деталі.  
Для підвищення точності вимірювання геометричних параметрів деталі, 
відповідно до запропонованої ІВК, стоїть задача по зменшенню кроку 
дискретизації цифрових сигналів індуктивних датчиків по просторовим 
координатам складної просторової поверхні авіаційної деталі. Зменшуючи 
дискретизацію точок вимірювання, виникає додаткова похибка вимірювання 
та можливий пропуск аномальних викидів. 
На базі розробленої схеми ІВК запропонований метод вимірювання 
складних просторових поверхонь авіаційних деталей в статичному та 
динамічних режимах, який дозволяє проводити вимірювання в цехових 
умовах та на місці експлуатації літаків. Метод полягає в неперервному 
визначені координат точок поверхні та їх обробкою та представлені в 
цифровій та графічній формі деталі в тривимірному зображені.  
Це можливо досягти при використанні таких датчиків: оптичних, 
оптико-волоконних та відеозображень, які дозволяють проводити визначення 
координат з високою точністю та швидкодією (більше ніж 105 точок 
вимірювання за 1 с) скануючи по поверхні деталі та з автокомпенсацією 
температурних та вібраційних похибок, що дозволяє використовувати їх в 
цехових умовах. Введено кластер для визначення відхилення від форми та 
розташування поверхонь який відповідає полю допуску відповідно до 
спектру кольорового зображення.  
Диференціально-цифровий метод реалізується в такій послідовності:  
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1. Встановлюється деталь і базується по штатним базуючим точкам, які 
вказані в конструкторській документації. 
2. Проведення технічних вимірювань обмеженого числа точок, які 
допускають одночасне поєднання математичної моделі (еталонної моделі) з 
фізичною реальною деталлю. 
3. Попередній розрахунок параметрів просторового суміщення або переносу. 
4. Вимірювання в автоматичному режимі сканування оптичними 
датчиками не менше 150 - 1100 точок на поверхні деталі, залежно від 
розмірів та поля допуску на її геометричні параметри (рис 3.10). 
5. Оцінка точності базування деталі. 
6. Проведення контрольних вимірювань в окремих точках де має місце 
аномальне відхилення. 
7. Виконують перетворення кольорового зображення в цифрове значення 
та поводимо в простір ознак шляхом розподілу інформації про колір і 
будуємо графічне зображення по кластерам і отримуємо карти для виявлення 
тенденції тренда поверхні всієї деталі та для кожного сектора. 
 
Рисунок 3.10. Результати вимірювання поверхні авіаційної деталі з 
визначенням похибки та відхилення від форми  
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Основним критерієм розподілу відхилення від форми та розташування 
поверхні є колір, який відповідає полю допуску (рис. 3.10) 
Значення кольору дискретних точок цифрового зображення утворює 
площу, яка представлена у вигляді ізоліній. В результаті формується область 
кольорового зображення, яка відповідає відхиленням від форми та 
розташування поверхонь і відрізняються один від одного кольором. 
Програмне математичне забезпечення включає геометричні параметри 
еталонної авіаційної деталі. Програма побудована на основі математичної 
моделі авіаційної деталі. Крім вимірювання плоских деталей, велика задача 
стоїть по визначенню кривизни поверхні та кута повороту площини деталі. 
Дана залежність складається у вигляді тривимірного масиву, в якому один 
стовбець займає кут нахилу площини, другий – кривизну деталі, третій – 
координату. При скануванні по поверхні деталі використовується функція, 
побудована на основі математичної моделі процесу обходу деталі. Отримані 
значення кута нахилу площини та кривизни, а також значення координат 
порівнюється із полем допуску на цю деталь та із спектром, який 
представлений в кольоровому зображені (рис. 3.11).  
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 3.11. Кольорова карта геометричних параметрів відхилення від 
форми та розташування поверхні  
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Визначення геометричних параметрів в програмі Power Inspect подібною 
з операцією визначення геометричних параметрів відхилення від форми та 
розташування поверхонь, а також більш складними поверхнями другого 
порядку, які включають велику кількість параметрів. 
На рисунку 3.12 показані результати сканування по поверхні деталі 
оптичними датчиками з отриманням результатів вимірювання координат 
точок. ряду опорних перерізів та їх безпосереднього суміщення з 
математичною моделлю.  
 
Рисунок 3.12. Програмне вікно з результатами сканування поверхні деталі 
 
Диференціально-цифровий метод дає можливість дослідження похибок, 
визначення геометричних параметрів деталі та отримання перерізів за 
допомогою розроблених методів алгоритмічної компенсації похибок,що 
забезпечує нульове зміщення для робочих умов вимірювання після 
процедури навчання з отриманням статистичного результату. При цьому 
систематичну похибку визначення координат поверхні точок деталі в 
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результаті проведення дослідження зменшено на 0,3 мм, що задовольняє 
вимоги до поля допуску на авіаційні деталі. 
Розробка диференціально-цифрового методу включає використання 
додаткового інформаційного параметру в математичну модель, як полягає у 
включенні до умов завдання вимірювання геометричних параметрів 
авіаційних деталей складної просторової форми додаткової (апріорної) 
інформації, що приводить задачу до коректної згідно методу регуляризації 
для функціоналу  
Ω(𝑥, 𝜆) = |𝐴𝑥 − 𝑏|2 + 𝜆|𝑥 − 𝑥0|, 
де 𝜆 → ∞, 𝑥0 – апріорний вектор розв’язку, який співпадає із коефіцієнтом 
регуляризації. 
Використання цього підходу до задачі визначення геометричних 
параметрів авіаційної деталі складної просторової поверхні малими 
сегментами, використовуючи триангуляцію Делоне, за допомогою операції 
мінімізації суми квадратів відхилення, то отримаємо наступний вираз: 
Φ(𝛼) =∑𝛿𝑖
2 + reg
𝑛
𝑖=1
(𝑎, 𝑤), 
де ∑ 𝛿𝑖
2𝑛
𝑖=1  – сума квадратів відхилення 𝑛 виміряних точок, то від побудованої  
поверхні; 𝑎 = 𝑎0, 𝑎1, … , 𝑎𝑖 , … , 𝑎𝑘 – шукані геометричні параметри авіаційної 
деталі; reg(𝑎,𝑤) – регуляційний член, який включає інформацію про 
номінальну величину геометричного параметра та коефіцієнта регуляризації 𝑤 
reg(𝑎, 𝑤) = 𝑤∑(𝑎𝑖 − 𝑎𝑖𝑦𝑗𝑣)
2
𝑘
𝑖=1
. 
Таким чином, отримаємо задачу регуляризуючьої ланки, яка 
характеризує відхилення геометричних параметрів авіаційної деталі від їх 
номінальних значень, можна отримати чітку точку мінімуму у функції 
мінімізації. Отримані результати були стабільними і задовольняли величині 
поля допуску вимірювальної деталі.  
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Висновки до розділу 3 
В даному розділі отримано такі наукові результати: 
1. Встановлено, що аномальні відхилення при вимірюванні авіаційних 
деталей складної геометричної форми необхідно враховувати при визначені 
придатності цієї деталі. Показано, що імовірність виявлення аномальних 
відхилень при виробництві авіаційних деталей становить 0,01%, що 
задовольняє нормативним документам авіаційної галузі. 
2. Розроблено метод виявлення аномальних значень із застосуванням 
двопорогового критерію прийняття рішення про аномальність значення 
процесу, який дозволяє отримати результати, при яких із збільшенням 
величини аномальних значень, оцінки ймовірності помилки першого роду  
прагнуть до мінімальних значень. 
3. Запропоновано спосіб виявлення аномальних значень з дискретно-
неперервним рівнем аналізу для стаціонарних випадкових процесів, який 
базується на проведення імітаційного моделювання залежностей оцінок 
ймовірності помилки першого роду 𝛼 і ймовірність правильного виявлення 𝛽 
від величини аномальних значень. 
4. Проведений аналіз ефективності способів виявлення аномальних значень 
при виділення корисної складової нестаціонарного випадкового процесу та 
запропонований метод визначення оцінок, який дає можливість виділити 
корисний сигналу в умовах апріорної невизначеності.  
5. Приведені результати статистичного аналізу вибірки після виключення з 
неї аномальних спостережень. Показана стійкість оцінок максимальної 
правдоподібності по групованим даними, які дозволяють різко знизити вплив 
аномальних спостережень, а іноді і практично виключити вплив грубих 
помилок вимірювань. 
6. Синтезовано диференціально-цифровий метод вимірювання, який надає 
можливість визначати геометричні параметри аномальних відхилень на 
поверхні авіаційної деталі та побудови на основі математичної моделі 
процесу обходу деталі.  
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РОЗДІЛ 4  
ПІДВИЩЕННЯ ТОЧНОСТІ ТА ШВИДКОДІЇ ВИМІРЮВАННЯ 
ГЕОМЕТРИЧНИХ ПАРАМЕТРІВ ДЕТАЛЕЙ.  
РЕЗУЛЬТАТИ ЕКСПЕРИМЕНТАЛЬНИХ ДОСЛІДЖЕНЬ 
 
З метою експериментальної перевірки, отриманих в розділах 2, 3 
аналітичних залежностей, що описують геометрію поверхні авіаційної деталі, 
був розроблений структурна схема інформаційно-вимірювального комплексу 
та методи вимірювання авіаційних деталей складної геометричної поверхні 
Розроблена програма для імітаційного моделювання поворотним столом 
інформаційно-вимірювального комплексу для перевірки точності та 
швидкодії вимірювання координат поверхні авіаційної деталі з 
використанням індуктивних та резистивних датчиків. 
На розробленому макеті перевірено точність та швидкодія вимірювань 
лінійно-кутових величин потенціометричними датчиками 
Основні результати експериментальних досліджень надруковані в 
працях автора [1 – 3, 6 – 9]. 
 
4.1. Комп’ютеризована система для контролю криволінійних 
поверхонь за допомогою індуктивних датчиків 
 
Задача вимірювання криволінійних поверхонь виникає під час контролю 
результатів обробки авіаційних деталей шляхом співставлення наявних 
координат певних точок контрольованих поверхонь з її еталонним значенням, 
які знаходяться в пам’яті комп’ютера. До апаратури, яка виконує такі 
вимірювання висуваються підвищені вимоги щодо одночасного забезпечення 
високої точності та швидкодії. За умови великих розмірів оброблювальних 
деталей, такі вимірювання часто мають бути дистанційними. За отриманням 
більш точної інформації про кут повороту та обертання виробники систем 
механічної обробки і робототехніки в даний час звертають свою увагу в бік 
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сінус-косінусних обертових трансформаторів (резольверів) і сельсинів з 
трансформаторами Скотта. Дані пристрої зарекомендували себе дуже добре в 
промислових додатках, що вимагають від застосовуваних пристроїв малих 
розмірів, довготривалої надійності, вимірювання абсолютного положення, 
високої точності та малої величини шумів [153 - 156]. 
Як сельсин, так і резольвери використовують ротори з однією 
обмоткою, які обертаються всередині нерухомих статорів. У разі 
найпростішого сельсина, статор має три обмотки розташованих під кутом 
120° одна відносно іншої і з'єднаних зіркою. Резольвер відрізняється від 
сельсинів тільки тим, що їх статор містить дві обмотки орієнтованих один 
щодо одного під кутом 90 °. Внаслідок того, що сельсини містять три 
статорних обмотки, розташованих під 120°, вони більш складні у 
виробництві, ніж резольвери і тому більш дорого коштують.  
Більшість резольверів специфікується для роботи з напругами від 2 В 
до 40 В і з частотами від 400 Гц до 10 КГц. Діапазон кутових точностей 
становить від 5 кутових хвилин до 0.5 кутової хвилини (0.008 градуса)  
Зазначені системи, знаходять своє застосування головним чином у 
таких установках, в яких контроль і управління вимагають точного показника 
швидше тригонометричних функцій кута, ніж самого кута. Значення 
залишкової напруги поблизу нуля дуже мале (менше мілівольт), і відхилення 
напруг від теоретичних значень менше 0,01%. Резольвер, за таких умов, має 
наступні параметри: розділова здатність 40"; відхилення від лінійності 
0,006%, або 1′ 20"; помилка через гістерезис не виявляється. [153 - 157]. 
В типовому цифровому перетворювачі обидва виходи револьвера 
подаються на косінусний і сінусний перемножувачі. Ці перемножувачі 
містять в собі синусну і косінусну таблиці перетворення і працюють як 
помножуючі цифро-аналогові перетворювачі. Почнемо з припущення, що 
поточний зміст реверсивного лічильника являє собою число, відповідне 
деякому початковому куту 𝜑.  
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Перетворювач безперервно намагається підлаштувати цифровий кут 𝜑 так, 
щоб він був рівний куту 𝜃 (і відстежував його), який вимірюється аналоговим 
чином. Вихідні напруги статора резольвера записуються наступним чином 
𝑉1 = 𝑉 ∙ sin𝜔𝑡 ∙ sin 𝜃, 
𝑉2 = 𝑉 ∙ sin𝜔𝑡 ∙ cos 𝜃, 
де 𝜃 – кут повороту ротора резольвера.  
Код цифрового кута 𝜑 подається на косінусний помножувач, і косинус 
кута множиться на V1 в результаті виходить вираз 
𝑉 ∙ sin𝜔𝑡 ∙ sin 𝜃 ∙ cos𝜑. 
Код цифрового кута 𝜑 подається на синусний помножувач і 
помножується на V2 
𝑉 ∙ sin𝜔𝑡 ∙ cos 𝜃 ∙ sin𝜑. 
 Дані два сигнали віднімаються один з іншого за допомогою 
підсилювача помилки, в результаті виходить вихідний сигнал у вигляді 
𝑉 ∙ sin𝜔𝑡 ∙ [sin 𝜃 ∙ cos𝜑 − cos 𝜃 ∙ sin𝜑].                      (4.1) 
Використовуючи тригонометричні функції скоротимо запис 
𝑉 ∙ sin𝜔𝑡 ∙[sin(𝜃 − 𝜑)]. 
Синхронний детектор демодулює цей сигнал помилки змінного струму, 
використовуючи напругу ротора резольвера як опорну. Ця операція дає 
сигнал помилки постійного струму, пропорційний величині sin(𝜃 − 𝜑). 
Сигнал помилки постійного струму подається на інтегратор, вихід 
якого управляє генератором керованої  напруги (ГКН), а він у свою чергу 
управляє напрямком рахунку реверсного лічильника, з тим щоб  
sin(𝜃 − 𝜑) → 0. 
З цього випливає 
(𝜃 − 𝜑) → 0. 
Тому 𝜑 = 𝜃 усередині одного відліку. Отже, цифровий вихід з 
лічильника 𝜑 являє собою кут 𝜃. Регістр-клямка дозволяє передати назовні ці 
дані не перериваючи процес стеження. 
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Даний ланцюг являє собою систему ФАПЧ еквівалентний контуру 
управління (серво ланцюга) другого порядку оскільки, фактично, він містить в 
собі два інтегратора. Першим інтегратором є лічильник, який накопичує 
імпульси управління, а другим є інтегратор, на який подається вихід з 
синхронного детектора. У контурі управління другого порядку з постійною 
швидкістю обертання на вході, вихідне цифрове слово постійно відстежує вхідну 
величину без додаткових зовнішніх команд на перетворення і без додаткового 
фазового зсуву між вихідним цифровим словом і дійсними кутом повороту осі 
ротора. Сигнал помилки з'являється тільки під час прискорення або уповільнення 
системи. Інтегральна схема (ІС), що вирішує завдання такого перетворення, іноді 
називається більш коротко – ротаційно цифровим перетворювачем (РЦП). 
В якості додаткового виграшу слідкуючий РЦП дає вихідну аналогову 
напругу постійного струму прямо пропорційну швидкості обертання осі. Це є 
дуже корисною особливістю, якщо швидкість буде вимірюватися і 
використовуватися в якості стабілізуючого елемента в системі управління, 
при цьому, необхідність у постановці тахометра зникає. 
Оскільки робота РЦП залежить тільки від відношення амплітуд вхідних 
сигналів, ослаблення в лініях передачі істотно не впливає на роботу системи. 
За подібною ж причини конвертори не чутливі до спотворень форми сигналу. 
Фактично, вони можуть працювати з вхідними сигналами, гармонійні 
спотворення яких можуть досягати 10%; деякі програми, на практиці, 
використовують прямокутні опорні сигнали при малих кінцевих помилках. 
Слідкуючі АЦП з цієї причини ідеально підходять для реалізації РЦП. 
Інші архітектури АЦП такі як, наприклад, АЦП послідовного наближення, 
звичайно, можна було б використовувати, однак, слідкуючі конвертори 
дають найбільшу точність і більш ефективні для цього додатку. 
AD2S90 один із низки інтегральних РЦП пропонованих фірмою Analog 
Devices. Основні характеристики якого наведені нижче. Рівень вхідного 
сигналу повинен становити 2 В ± 0.2 В в діапазоні частот від 3 кГц до 20 кГц; 
12-бітовий АЦП (1 МЗР = 0.08° = 5,3 кут. хв.);  входи: кутова точність: 
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 10,6 кут. хв. ± 1 МЗР; максимальна швидкість відстеження: 375 об/с; 
максимальна частота виходу ГКН: 1,536 МГц; час встановлення при 
збуренні: на 1° буде 7 мс, а при 179° буде 20 мс; наявність диференціальних 
входів; наявність послідовного вихідного інтерфейсу; живлення ± 5 В, 
розсіює потужність 50 мВт; корпус PLCC 20 контактів [158]. 
У зв’язку з тим, що дана схема еквівалентна керованому контуру другого 
порядку, вона є потенційно нестійкою, потребує частотної корекції, що збільшує 
її інерційність та висуває жорсткі вимоги до якості сигналу ініціалізації датчика. 
Крім цього необхідність використання високочастотного ГКН (𝑓 > 1 МГц) 
знижує метрологічні характеристики вихідного сигналу по швидкості через 
зростання не лінійності ГКН. Також досить низька частота (3 кГц) тестового 
сигналу при цьому не дозволяє використовувати його для ініціалізації 
індуктивних датчиків переміщень трансформаторного типу (ІДПТТ) через 
залежність його чутливості від частоти та збільшення впливу температури. 
На відміну від розглянутої схеми, в [159] використовується метод обробки 
демодульованих сигналів за допомогою параметричного модулятора та фільтра, 
який перетворює вхідну величину в гармонічний сигнал, зсув фаз якого по 
відношенню до одного з керуючих сигналів параметричного модулятора 
дорівнює вимірювальному куту обертання валу індуктивного датчика.  
Для отримання цифрового відліку цей зсув вимірюється цифровим 
фазометром миттєвих значень. При цьому вхідний сигнал параметричного 
модулятора формується двома стробованими амплітудними детекторами, які 
керуються від генератора сигналів ініціалізації датчиків. 
До недоліків такого рішення відноситься низька завадозахищеність, що 
зумовлена використанням в демодуляторі синхронних амплітудних 
детекторів, яким бракує завадозахищеності, що особливо непридатно при 
дистанційних вимірюваннях. Для усунення перелічених недоліків була 
розроблена структурна схема, яка представлена на рис. 4.1. 
Схема складається з індуктивних датчиків лінійних та кутових 
переміщень (ІДПТТ та резольвер відповідно). В якості датчика лінійних 
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переміщень використовується лінійний трансформатор ІДПТТ, а в якості 
датчика кутових переміщень – резольвер. 
Вихідні напруги цих датчиків через резистор (R) та симетричну лінію 
зв’язку (ЛЗ) потрапляють на блок демодуляції (БДМ), який забезпечує 
формування сигналів постійного струму, пропорційних квадратурній 
проекції вихідних напруг датчиків на прямокутну систему координат, яка 
утворюється в генераторі тестових та керуючих сигналів (ГТКС) шляхом 
синхронного детектування.  
ІДПТТ
Резольвер
ДCД1
ДCД2
АЦПS
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ДCД3
ДCД4
ІІП1
ІІП2
QT QT
QT QT
ІІП3
ІІП4
QT QT
QT QT
R
R
R
RU4
U4’
U1
U1’
ГТКСf0
Ur
QT QT
R
R
R
R
БДМ
U2
U2’
U3’
U3
Рисунок 4.1. Структурна схема вимірювального каналу з синхронним 
квадратурним детектуванням 
 
Керуючі сигнали ітераційних інтегруючих перетворювачів формується 
діленням частот керуючих імпульсів на 2 за допомогою Т-тригера в ГТКС 
(рис. 4.2). 
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Варто зазначити, що це дозволяє зменшити вплив індуктивності 
розсіювання та надає інформацію з якої сторони від нульової позиції 
знаходиться осердя. Виділення постійної складової виконується за 
допомогою ітераційних інтегруючих перетворювачів з динамічними 
запам’ятовуючими пристроями. Керуючі сигнали синхронних детекторів є 
прямокутні імпульси типу меандр з 90° зсувом між ними (𝑄3, 𝑄7, 𝑄11, 𝑄15). 
 
Рисунок 4.2. Функціональна схема генератора тестових та керуючих сигналів 
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Для формування гармонійного сигналу ініціалізації датчиків 
використовується ступенева апроксимація шляхом сумування різнополярних 
вагових «сходинок», які формуються за допомогою лічильника Джонсона, 
виконаного на здвиговому регістрі SIPO-16. Для зменшення нелінійних 
спотворень на виході суматора (ОП1) використовується фільтр нижніх частот 
(ФНЧ). Часова діаграма (ГТКС) представлена на рис. 4.3. 
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Q3
Q0
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(K1)        Q0 *  Q14 *  Q15
(K2) Q1 * Q13 *  Q15
(K3)       
Q2 * Q12 * Q15
(K4)         Q6 *  Q8  *  Q15
(K5) Q5 * Q9 *  Q15
(K6)       
Q4 *Q10 *Q15
Рисунок 4.3. Часова діаграма роботи ГТКС 
 
Для визначення кута повороту вісі резольвера 𝜃, вихідні напруги 
резольвера 𝑈3, 𝑈4  
𝑈3 = 𝑈𝑚 sin 𝜃 sin𝜔𝑡 ;  𝑈4 = 𝑈𝑚 ∙ cos 𝜃 ∙ sin𝜔𝑡, 
 за допомогою симетричних ЛЗ підключаються до блоку демодуляції. В цьому 
блоці кожен з цих векторів розкладаються на синфазну та квадратурну складові 
𝑈3 = 𝑎 + 𝑗𝑏, 𝑈4 = 𝑐 + 𝑗𝑑, 
де 𝑎 та 𝑐 – синфазні складові; 𝑏, 𝑑 – квадратурні складові. 
За допомогою ітераційних перетворювачів (ІІП3 та ІІП4), вихідний сигнал 
двох напівперіодних синхронних детекторів (ДСД1, … , ДСД4), кожен з яких 
обробляє сигнал від окремої обмотки датчика, перетворюється в постійну, що 
дорівнює середньоспрямленим значенням відповідних проекцій 𝑎, 𝑏, 𝑐, 𝑑, тобто  
134 
 
𝑎 = 𝑈3𝑚 ∙ sin 𝜃 ∙ cos 𝛼 , 𝑏 = 𝑈3𝑚 ∙ sin 𝜃 ∙ sin 𝛼, 
𝑐 = 𝑈4𝑚 ∙ cos 𝜃 ∙ cos 𝛼 , 𝑑 = 𝑈4𝑚 ∙ cos 𝜃 ∙ sin 𝛼, 
де 𝛼 – зсув фаз між керуючим сигналом синфазної складової та вектором 
вхідної напруги.  
Обчислюємо середньовипрямлені значення вхідних напруг за формулами 
𝑈3𝑚 = √𝑎2 + 𝑏2 = √(sin 𝜃 ∙ 𝑈3𝑚 ∙ sin 𝛼)2 + (sin 𝜃 ∙ 𝑈3𝑚 ∙ cos 𝛼)2 = sin 𝜃 ∙ 𝑈3𝑚 , 
𝑈4𝑚 = √𝑐2 + 𝑑2 = √(cos 𝜃 ∙ 𝑈4𝑚 ∙ sin 𝛼)2 + (sin 𝜃 ∙ 𝑈4𝑚 ∙ cos 𝛼)2 = cos 𝜃 ∙ 𝑈4𝑚 . 
Тоді результат вимірювання кута обертання ротора револьвера можна 
буде обчислювати за формулами 
𝜃 = arctg (
𝑈3𝑚
𝑈4𝑚
)   для  (𝑈3𝑚 < ?̅?4𝑚), 𝜃 =
𝜋
2
− arctg (
𝑈4𝑚
𝑈3𝑚
)   для  (?̅?4𝑚 < 𝑈3𝑚). 
Для вимірювання лінійних переміщень за допомогою ІДПТТ для 
підвищення точності вимірювання будемо також обробляти демодульовані 
сигнали змінних вихідних напруг 𝑈1 і 𝑈2 датчика, приведений до напруги 
генератора 𝑈г за формулою 
𝜀 =
?̅?1𝑚 − ?̅?2𝑚
√?̅?3𝑚
2 + ?̅?4𝑚
2
,                                                (4.2) 
де 𝜀 – коефіцієнт, функціонально пов'язаний з вимірювальною величиною 𝑙 – 
лінійним переміщенням осердя ІДПТТ. У формулі (4.2) напруги ?̅?1𝑚 і ?̅?2𝑚 
дорівнюватиме. 
 ?̅?1𝑚 = √𝑎′2 + 𝑏′2; ?̅?2𝑚 = √𝑐′2 + 𝑑′2, 
де 𝑎′; 𝑏′; 𝑐′; 𝑑′ - проекції векторів 𝑈1; 𝑈2 (аналогічно з 𝑈3; 𝑈4). При цьому  
?̇?1 =
𝑗𝜔𝑀′(𝑙)
𝑅1 + 𝑗𝜔𝐿1
∙ 𝑈г = 𝑎
′ + 𝑗𝑏′, ?̇?2 =
𝑗𝜔𝑀′′(𝑙)
𝑅1 + 𝑗𝜔𝐿1
∙ 𝑈г = 𝑐
′ + 𝑗𝑑′, 
де 𝑀′(𝑙) – коефіцієнт взаємоіндукції між первинною обмоткою датчика та 
однією з вторинних обмоток; 𝑀′′(𝑙) – коефіцієнт взаємоіндукції між 
первинною обмоткою датчика та іншою вторинною обмоткою; 𝑅1 – активний 
опір первинної обмотки датчика; 𝐿1 – індуктивність первинної обмотки 
датчика. 
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Для виключення температурної складової похибки датчика та не 
лінійності його функції перетворення використаємо метод попереднього 
градуювання функції перетворення датчиків при різних значеннях 
температури (TEDS) [157] 
Для револьвера, функція перетворення якого практично лінійна, 
похибка не лінійності менша 0,01%, достатньо запам’ятовувати 4 константи, 
а саме: початкове значення адитивної похибки та її температурний дрейф, 
початкове значення мультиплікативної похибки та її температурний дрейф та 
обчислювати скоригований результат за формулами 
𝜃скор =
𝑈вим − ∆𝑈вим
𝑆д0(1 + 𝛾)
, ∆𝜃вим = ∆𝜃0 + 𝜀∆ ∙ (𝑡𝑥 − 𝑡0), 
де ∆𝑈вим – адитивна похибка (в масштабі вихідною величини); ∆𝜃0 – 
початкове значення адитивної похибки переміщення; 𝜀∆ – температурний 
дрейф адитивної похибки; 𝑡𝑥 – поточна температура; 𝑡0 – температура 
нормальних умов вимірювання; 𝑆д0 – початкове значення чутливості датчика; 
𝛾 = 𝛾0 + 𝜀𝛾 ∙ (𝑡𝑥 − 𝑡0) – мультиплікативна похибка датчика; 𝛾0 – початкове 
значення мультиплікативної похибки; 𝜀𝛾 – температурний дрейф 
мультиплікативної похибки. 
Для підвищення лінійності функції перетворення зазвичай опори 
𝑅 ≥ 50 кОм, а також частота тестового сигналу обирається не менше 10 кГц, 
при цьому вплив паразитних ємностей під’єднувального буде суттєво 
зменшений (в порівнянні з класичною схемою) завдяки використанню 
(ІІП1, … , ІІП4) з диференціально-струмовими входами [160], підвищення 
частоти тестового сигналу також сприяє збільшенню добротності первинної 
обмотки датчика, що робить постійною його чутливість та зменшує 
температурні впливи. 
У випадку ІДПТТ, який має більш суттєву нелінійність, корекція буде 
виконуватися наступним чином. На рис. 4.3 представлено поле значень 
функції перетворення датчиків ІДПТТ та температури, де по вісі абсцис 
136 
 
відкладене нормоване значення відносне переміщенню 𝜀норм =
𝜀
𝜀ном
, а по вісі 
ординат відкладаються поточні значення температури. Вертикальними 
графіками зображені функції перетворення ІДПТТ для фіксованих значень 
вхідної величини, а саме для 𝜀𝑘(0) = (0, 20, 40, 60, 80, 100)%, а 
горизонтальними – функції перетворення датчика температури в залежності 
від значення вимірювальної величини також для декількох фіксованих 
значень температури 𝑡 = (0, 15, 30, 45, 60) °С. Тобто сімейство характеристик 
функцій перетворення датчика для значень вхідної величини із шагом 20%, а 
температури – з шагом 15 °С.  
Будемо вважати, що графіки температури мають однаковий, незначний 
за величиною, нахил і є прямими лініями. Припустимо, що поточний 
результат вимірювання, позначений точкою 𝑥 має координати (𝜀𝑥; 𝑡𝑥) де 𝑡𝑥 – 
результат вимірювання температури; 𝜀𝑥 – результат вимірювання 
переміщення. 
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Рисунок 4.4. Характеристики основного та допоміжного вимірювальних 
каналів в полі вимірювальної величини та дестабілізуючого фактору 
 
Визначимо дійсне значення температури 𝑡д за формулою 𝑡д = 𝑡𝑥 − 𝜆 ∙ 𝜀𝑥, де 
𝜀𝑥 – результат вимірювання переміщення; 𝜆 – нахил графіків температури. 
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Підставляючи це значення дійсної температури у вираз для функції 
перетворення в певній реперній точці (𝑘 = 0, 20, 40, 60, 80, 100) визначимо 
результат вимірювання 𝑘-го значення величини для температури, що 
дорівнює знайденому значенню 𝑡д 
𝜀𝑘(𝑡д) = 𝜀𝑘(0) + 𝑎1𝑘 ∙ 𝑡д + 𝑎2𝑘 ∙ 𝑡д
2 + 𝑎3𝑘 ∙ 𝑡д
3. 
За допомогою програмного пакета Numery, викладеного в [161], 
знайдемо функцію (4.3), яка проходить через точки  ∈  𝜀𝑘(𝑡д) у вигляді 
степеневого поліному, оптимізуючи його порядок 
 𝜀𝑘(𝑡д) = 𝑓[𝜀𝑘(0)] =∑𝛽𝑖
𝑛
𝑖=1
𝜀(𝑡д)
𝑖
.                                                    (4.3) 
За допомогою оберненого поліному, який також знаходиться за 
допомогою програмного пакета Numery, обчислюється значення 𝜀𝑥(0), що 
дорівнює результату вимірювання. 
Таким чином запропонований аналоговий інтерфейс з індуктивними 
датчиками лінійних та кутових переміщень забезпечує високу точність (клас 
точності 0,1) та швидкодію до 1000 вимірювань за секунду та 
завадозахищеності при дистанційних вимірюваннях вихідних сигналів 
індуктивних датчиків (на відстані до декількох десятків метрів) без 
розташування електронних компонентів в резидентній частині аналогового 
інтерфейсу на відміну від існуючих аналогів. 
 
4.2. Підвищення точності та швидкодії вимірювань лінійно-
кутових величин потенціометричними датчиками 
 
Основними проблемними чинниками, які існують у виробничих умовах 
при дистанційних вимірюваннях є міжканальний вплив сигналів, наявність 
перешкоди загального вигляду, широкий динамічний діапазон вхідних 
сигналів, обмеженість коефіцієнта придушення завад загального і 
нормального вигляду. 
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Існують два способи побудови вимірювальних каналів потенціометричних 
датчиків для дистанційних вимірювань. Перший – з використанням 
уніфікованого струмового сигналу (4 – 20) мА в якості носія вимірювальної 
інформації. Другий спосіб – використання кодоімпульсної модуляції з 
цифровими інтерфейсами. В якості фізичної основи побудови таких цифрових 
інтерфейсів використовується інтерфейс типу RS-485, який забезпечує високу 
швидкість передачі (до 300 бод) при значній дальності (до 1200 м).  
Перший спосіб сьогодні реалізується за допомогою уніфікованих 
вимірювальних перетворювачів фірми Burr-Brown, Texas Instruments в 
інтегральному виконанні, які дозволяють будувати інтерфейси для невисокого 
класу точності 0,2 – 0,5(XTR – 110, RCV – 420) [156] та Yutong (TM – 6083, TM 
– 6084) для роботи з потенціометричними датчиками класу 0,2. Проте це у 
декілька разів менше класу точності сучасних резистивних датчиків 
переміщень. Таким чином, недоліки першого рішення полягають у наступному: 
Розміщення у вузлі датчика значної частини вимірювальних 
перетворювачів негативно впливає на техніко-економічні показники, збільшуючи 
витрати на реалізацію вимірювального каналу для прецензійних вимірювань. 
1. Недостатня завадозахищеність, яка зумовлена впливом зміни опору 
потенціометра на значення рівня завад в класичних потенціометричних схемах з 
використанням диференціального включення датчиків та вимірювального 
перетворювача типу «напруга – напруга» (𝑈 → 𝑈) з високим вхідним опором.  
2. Значна інерційність 𝜏 ≈ (0,2 − 0,5) с, яка не задовольняє вимогам 
швидкодії при контролі розмірів поверхонь складної геометричної форми [153]. 
 Другий спосіб реалізується за допомогою серії типу 6-В фірми Analog 
Devices, яка має більш високу точністю на рівні класу 0,05 і швидкодією 8 
вимірювань на секунду при частоті мережі 50 Гц. Але це також не задовольняє 
вимогам швидкодії. Основною перевагою другого рішення є більш високий клас 
точності, завдяки використанню цифрового інтерфейсу та структурно-
алгоритмічних методів корекції систематичних складових похибки, але цьому 
способу також в значній мірі притаманні перелічені вище недоліки. 
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 Для усунення вищезгаданих недоліків була розроблена структурна 
схема аналогового інтерфейсу для дистанційних вимірювань 
потенціометричних датчиків, яка зображена на рисунку 4.5. 
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Рисунок 4.5. Структурна схема інтерфейсу для потенціометричних датчиків 
 
Схема включає потенціометричний датчик 𝑅𝜕, який включено по 
диференціально-реостатній схемі з вимірювальним підсилювачем з 
диференціально-струмовими входами типу перетворювач «струм – напруга» 
(𝐼 → 𝑈). Це дає можливість виключити вплив опору ковзного контакту на 
результат вимірювання, на відміну від класичної реостатної схеми з 
вимірювальним підсилювачем типу (𝑈 → 𝑈), завдяки тому, що він 
опиняється з боку генераторної ланки, тобто послідовно з нескінченно 
великим вихідним опором джерела струму.  
При цьому «потенціометричний» датчик працює як резистивний 
подільник струму 𝐼0 (𝑖1  та 𝑖2) між входами вимірювального підсилювача, 
який виконує також роль інтегратора ітераційного інтегруючого 
перетворювача [162], що дає змогу зменшити кількість використаних 
операційних підсилювачів, завдяки поєднанню функцій придушення завад 
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загального, нормального виду та підсилення корисного сигналу в одному 
блоці. Вихідна напруга (𝑈1) такого багатофункціонального перетворювача, 
виконаного на операційних підсилювачах ОП1, … , ОП3, якщо вважати опори 
ліній зв’язку 𝑟л1 𝑟л1 однаковими та рівними 𝑟л, то значення вихідної напруги 
𝑈1 цього перетворювача буде дорівнювати  
𝑈1 = 2 ∙ 𝐼0 ∙ 𝛿 ∙ (1 −
2𝑟л
𝑅𝛿
) ∙ 𝑅Σ,  
де 𝛿 =
∆𝑅𝜕
𝑅𝜕
=
∆𝑙
𝑙
 – відносна зміна опору датчика під впливом вимірюваної 
величини 
∆𝑙
𝑙
 відносно середини опору датчика. 
Для того, щоб зменшити вплив дестабілізуючих факторів, 
скоригований результат отримується обробкою трьох проміжних 
вимірювань, які відповідають певному положенню демультиплексора DMUX 
𝑁кор =
𝑁3 − 𝑁2
𝑁1 −𝑁2
∙
1
2
= 𝛿,                                           (4.4)   
де 𝑁1 – результат вимірювання номінального сигналу датчика; 𝑁2 – результат 
вимірювання нульового сигналу датчика (електричний нуль); 𝑁3 – результат 
вимірювання поточного сигналу датчика.  
Знак 𝛿 (4.4) обирається знаком різниці між поточним виміром (𝑁3) та 
електричним нулем (𝑁2), він визначає вибір розташування зразкових опорів 
𝑅𝜕𝑚𝑎𝑥 та 𝑅𝜕𝑚𝑖𝑛 по відношенню до входів вимірювального підсилювача. На 
рисунку відображено розташування зразкових резисторів, яке відповідає 
негативному знаку 𝛿, для позитивного знаку їх необхідно поміняти місцями. 
Це може бути виконано за допомогою додаткових комутаторів або за 
допомогою впровадження додаткової лінії зв’язку між демультиплексором та 
резидентною частиною (демультиплексор при цьому буде виконаний з одним 
додатковим положенням). 
Для оцінки впливу дестабілізуючих факторів було виконано моделювання 
запропонованого та класичного аналогового інтерфейсу для роботи з 
потенціометричними датчиками в пакеті EWB (Electronic Workbench). При 
цьому вплив зовнішніх електромагнітних завад моделювався за допомогою 
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еквівалентних джерел напруг 𝑈ш1, 𝑈ш2 для магнітної складової, а вплив 
електричних полів еквівалентним джерелом напруги 𝑈ш3. 
𝑐п1, 𝑐п2 – це паразитні ємності між жилою та екраном кабелю. 𝑐п3 – 
послідовне з’єднання паразитних ємностей між первинною та вторинною 
обмотками силового трансформатора (живлення) та екранами 
під’єднувальних кабелів та землею. 
𝑈4 – еквівалентне джерело внутрішніх коригованих шумів та завад за 
рахунок міжканальних впливів через загальні опори.  
Визначення похибки в п’яти обраних точках діапазону вимірювання 
𝛿1 = 0,1, 𝛿2 = 0,3, 𝛿3 = 0,5, 𝛿4 = 0,7, 𝛿5 = 0,9 було реалізовано для кожного 
впливового фактору. Спочатку було визначено нелінійність функції 
перетворення шляхом визначення результату вимірювання в обраних точках 
при відсутності дії впливових факторів. У цьому випадку відносна похибка 
не перевищує 5 ∙ 10−6, тобто фактично це похибка дискретності цифрового 
відліку. Розрядність цифрового відліку складала 6,5 десяткових розрядів. 
На тому ж рівні опинився вплив не ідентичності опорів ліній зв’язку 𝑟л, 
який змінювався в межах від 0,01 Ом до 100 Ом і тестувався при самих 
несприятливих співвідношеннях між окремими ланками та вплив не 
ідентичності резисторів 𝑅 в межах 10% в інвенторі струму (ОП1). 
Для оцінки впливу зовнішніх завад буда використана еквівалентна схема 
наведена в [157]. При цьому, за допомогою джерел змінної напруги 𝑈ш1 та 
𝑈ш2 моделюється вплив зовнішніх магнітних полів (завада нормального виду). 
Вплив зовнішніх електричних полів моделюється за допомогою 𝑈ш3 завада 
загального виду), а за допомогою 𝑈ш4 (завада загального виду) моделюється 
влив через спільні опори контурів заземлення (міжканальні впливи). 
У першому випадку коефіцієнт придушення завад склав 76 дБ; у 
другому випадку – порядку 140 дБ при 1% не симетрії під’єднувального 
кабелю довжиною 100 м; у третьому – він склав 80 дБ. Це відповідає 
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покращенню співвідношення «сигнал – шум», в порівнянні з класичним 
методом вимірювання, за інших рівних умов на (40 – 60) дБ.  
Проводиться вимірювання координат точок деталей і по 
вищезгаданому описом передається в комп’ютер, де проводиться дискретне 
знімання інформації по отриманим координатам точок будується тривимірне 
зображення з використанням сплайнової інтерполяції (апроксимація). 
 
4.3. Підвищення динамічної точності переміщення датчиків системи 
 
Від автоматизованих приводів комп’ютеризованих систем контролю 
геометричних характеристик вимагається забезпечення високої якості роботи 
в кількох різних режимах: програмне переміщення вимірювального елементу 
з високими швидкостями при мінімальному відхиленні від заданої траєкторії, 
жорстке позиціонування при східчастому управлінні без прояву 
перерегулювання, висока чутливість при малих переміщеннях в зоні 
вимірювання [163 - 164]. 
Пропонується нова структура регулятора, яка дозволяє одержати 
покращені показники динамічної точності автоматизованих приводів 
стосовно специфіки їх експлуатації у складі ІВК [165- 168]. Метод сприяє 
розв’язанню проблеми одночасного забезпечення двох суперечливих вимог – 
високої точності і достатньої швидкості проведення вимірювань. 
В якості початкового варіанту регулятора прийнято ПІ-регулятор 
типової слідкуючої системи з передатною функцією 
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де ω – циклічна частота; K0 – коефіцієнт, що визначає частоту зрізу ω0 
замкнутої системи; T1 – постійна часу, що визначає нижню сполучену 
частоту ω1; T2 – постійна часу аперіодичної ланки, що визначає верхню 
сполучену частоту ω2. 
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Логарифмічну амплітудно-частотну характеристику (ЛАЧХ) розімкнутої 
слідкуючої системи з астатизмом другого порядку показано на рисунку 4.6. 
 
Рисунок 4.6. Логарифмічна амплітудно-частотна характеристика розімкнутої 
системи 
Обмеження на шляху поліпшення динамічних властивостей слідкуючої 
системи за рахунок підвищення частот ω0 і ω1 зумовлені зростанням 
коливальності привода і збільшенням перерегулювання в перехідних режимах. 
Для розв’язання задачі до складу регулятора вводиться диференціальна 
ланка, яка формує сигнал швидкості зміни відхилення. Постійна часу 
диференціатора обирається рівною постійній часу замкнутої системи T0, яка 
визначається граничною частотою смуги пропускання ω0. При бажаному 
експоненціальному характері відпрацюванні вхідного впливу Uвх1 закони 
зміни сигналу відхилення ∆U(t) і його швидкості )(tU d
 , визначеної 
диференціатором з постійною часу T0 = 1/ω0, мають вигляд: 
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де t – час, що минув з моменту подачі вхідної дії.  
З (4.6) маємо, 0 )()( tUtU d
 , тобто сигнали відхилення і 
швидкості його зміни при експоненціальному відпрацюванні східчастої дії 
однакові за абсолютною величиною і мають протилежні знаки. Дане 
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співвідношення покладене в основу синтезу пропонованого регулятора, 
структуру якого зображено на рис. 4.7.  
 
Рисунок 4.7. Структурна схема слідкуючої системи з пропонованим регулятором 
 
До складу регулятора введено визначники знаку сигналів відхилення і 
його швидкості. Встановлений на їх виході логічний елемент “=1” формує 
команду відкриття ключа “sw1” лише в тому випадку, коли знаки сигналів 
відхилення і його похідної протилежні, тобто в періоди зменшення 
відхилення за абсолютною величиною. Сформований на виході ключа “sw1” 
сигнал поступає на другий суматор спільно з початковим сигналом 
відхилення. Якщо відхилення убуває повільніше, ніж з постійною часу T0, 
знак сигналу на виході даного суматора не відрізнятиметься від знаку 
сигналу відхилення і другий логічний елемент виробить команду відкриття 
ключа “sw2”, з’єднавши вхід інтегратора з суматором сигналів відхилення і 
його похідної. При надмірній швидкості зменшення відхилення знаки 
сигналів на вході другого логічного елементу стають різними і ключ “sw2” 
закривається, призупиняючи роботу інтегратора. Ключ “sw2” знову 
відкривається після зміни знаку відхилення, тобто з початком його зростання. 
При зростаючому відхиленні ключ “sw1” завжди закритий, а ключ “sw2” 
відкритий, оскільки другий логічний елемент “=1” в цьому випадку працює з 
однаковими вхідними сигналами. В цей період на інтегратор подається 
тільки пропорційна складова відхилення і структура регулятора нічим не 
відрізняється від звичайної. Підсумовані пропорційна і інтегральна складові 
сигналу далі поступають на швидкісний контур приводу. 
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Запропонований варіант регулятора допускає більше зближення 
характеристичних точок  ω1 і ω2, аж до повного їх збігу, коли звичайна 
система переходить в автоколивальний режим. Запропонований варіант 
зберігає стійкість і в цьому випадку, забезпечуючи ще більш високу 
швидкодію і якісні перехідні процеси, що підтверджується результатами 
порівняльного комп’ютерного моделювання для різних законів вхідного 
впливу, представленими у вигляді діаграм. 
Досліджено реакцію системи на поодинокий стрибок вхідної дії, 
результати якого наведено на рисунку 4.8. Причини наведеної поведінки 
звичайної системи (рис. 4.8, а) цілком природні за вибраного співвідношення 
сполучених частот ЛАЧХ. Має місце високе коливання, що призводить до 
значного перерегулювання і затягування перехідного процесу. Доведено, що за 
рахунок використання запропонованого регулятора у відповідності з наведеним 
алгоритмом можливо значно зменшити перерегулювання і скоротити час 
перехідного процесу (рис. 4.8, б). На діаграмах окрім вхідного і вихідного 
сигналів показані сигнали відхилення і його похідної, а також періоди комутації 
диференціальної ланки: високий рівень команди “Ключ 1” відповідає інтервалу 
підключення даної ланки до входу інтегратора, низький – поверненню до 
звичайної структури. 
    
а      б 
Рисунок 4.8. Стрибкоподібні перехідні процеси типової (а) і пропонованої (б)  
слідкуючих систем 
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Більш об’єктивним є порівняння реакції двох систем на комбінований 
вхідний вплив, що полягає в переході на ненульову швидкість (рис. 4.6). 
    
а      б 
Рисунок 4.9. Комбіновані перехідні процеси звичайної (а) і пропонованої (б) систем 
Звичайна система (рис. 4.9, а) зберігає ті ж недоліки, що і при 
прямокутній дії, а запропонована демонструє високу “чіткість” і швидку 
“прив’язку” до вхідного сигналу з переходом до нульового відхилення на 
лінійній ділянці впливу(рис. 4.9, б). При трикутному сигналі запропонована 
система теж має значні переваги при вхідній дії, що не супроводжується 
стрибками –(рис. 4.10). 
    
а      б 
Рисунок 4.10. Робота звичайної (а) і пропонованої (б) систем при трикутному 
впливові 
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Основна гармонійна складова даного сигналу наближається до межі 
смуги пропускання системи ω0, тому даний вплив слід віднести до гранично 
швидких і важких для його відпрацювання. Проте, запропонований варіант 
(рис. 4.10, б) проявляє суттєво меншу коливальність в порівнянні зі звичайною 
системою (рис. 4.10, а) і працює з практично вдвічі меншою помилкою. 
Найбільш гладкий – гармонійний вплив (рис. 4.11, а), але з 
найнесприятливішою частотою, що співпадає з ω0. Для порівняння реакція 
обох систем зображена на одній діаграмі. Сигнал “Вихід 1” описує поведінку 
звичайної системи, “Вихід 2” – запропонованої. В запропонованій системі 
спостерігається досить високий ступінь придушення резонансних явищ на 
відміну від звичайної, у якої має місце значне зростання амплітуди вихідних 
коливань. Найяскравіше переваги запропонованої системи проявляються при 
відпрацюванні серії послідовних позиціонувань, наприклад, при 
багаторазовому східчастому впливові, як це наведено на рисунку 4.11, б). 
    
а      б 
Рисунок 4.11. Робота систем при синусоїдному (а) і східчастому (б) впливах  
 
Запропонований варіант комутованої структури регулятора слідкуючої 
системи і результати математичного дослідження його функціонування 
можуть бути використаний в розробці прецизійних автоматизованих 
приводів інформаційно-вимірювального комплексу для проведення 
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вимірювань в автоматизованому режимі, а також в інших системах 
автоматичного регулювання з підвищеною точністю та продуктивністю. 
 
4.4 Визначення зони оптимальних значень параметрів досліджуваних 
структур 
 
Проведено аналіз основних результатів експериментального 
дослідження базової та запропонованої структур в різних режимах і в 
обраному полі зміни параметрів і визначено оптимальні співвідношення і 
абсолютні значення оптимальних характеристичних параметрів кожної із 
структур.  
Розглянемо результати для базової структури. У випадку ступінчатого 
впливу величина перерегулювання (рис. 4.12) має виражений мінімум при 
зміні частоти зрізу 0  для досить широкого діапазону значень нижньої 
сполученої частоти 1  як параметра практично від 63 до 250 рад/с, в якому 
мінімальне перерегулювання має місце при одному й тому ж значенні 1  
=250 рад/с 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 4.12. Залежність показника перерегулювання від параметрів 0  і 1   
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Саме ж значення перерегулювання як функція 0  в позначеній зоні 
змінюється від 17% до 51,5%, не маючи екстремуму. Інший важливий 
показник – тривалість перехідного процесу (рис. 4.12), в тій же зоні з 
фіксованою частотою зрізу 0 , має впевнений мінімум в 24 мс при значенні 
нижньої сполученої частоти 1  = 125 рад/с. 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 4.13. Залежність тривалості перехідного процесу  
Таким чином, за сукупністю двох основних показників, що 
характеризують точність і швидкодію роботи системи, встановлюється 
попередньо зона оптимального налаштування регулятора за базовою 
структурою. результатів 
Проведено аналіз запропонованої структури, розглянувши дані у 
вигляді діаграм в тих самих координатах. З рис. 4.13 видно, що завдяки 
новому методу з’явилася зона значень частоти зрізу 0 < 200 рад/с, в якій 
перерегулювання відсутнє зовсім для будь-якого значення нижньої 
сполученої частоти 1 , тобто даний показник не може слугувати критерієм 
для вибору оптимального значення 1  і накладає певні обмеження тільки на 
зону допустимих значень частоти 0 .  
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Від’ємне значення зафіксованої величини перерегулювання свідчить 
про появу екстремуму в перехідній характеристиці ще до завершення 
виконуючим елементом руху в кінцеве положення, тобто має місце 
надлишкове демпфування коливань. 
 
 
 
 
 
 
 
 
 
Рисунок 4.14. Залежність показника перерегулювання від параметрів 0  і 1   
для регулятора запропонованої структури  
 
Аналіз другого показника – тривалості перехідного процесу (рис. 3.14), 
дозволяє виконати остаточний вибір шуканих параметрів регулятора. Слід 
зазначити, що  тривалість перехідного процесу тим менша, чим вище частота 
зрізу 0 . Але, скільки частота зрізу має обмеження зверху на рівні 200 рад/с , 
то обрати слід саме це значення.  
Проблемою при виборі частоти 1  полягає у неоднозначності таких 
критеріїв, як тривалість перехідного процесу та частота зрізу, тому слід 
вдатися до розгляду інших показників оцінки якості роботи системи. Серед 
них важливими є середньоквадратичне і середнє значення модуля похибки 
виконання траєкторного руху відносно заданої кривої обходу поверхні 
(рис 4.15). 
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Рисунок 4.15. Залежність тривалості перехідного процесу від параметрів 0  і 
1  для регулятора запропонованої структури  
Аналіз цих показників як для періодичних сигналів різної форми, так і 
для нерегулярних з різними законами нормування і фільтрації, підтверджує, 
що при всіх рівних умовах в запропонованому структурному рішенні слід 
обирати максимально можливе значення нижньої сполученої частоти 1 , 
завдяки чому досягається найменший рівень динамічної похибки. Тому з 
огляду на криву з параметром 0 = 200 рад/с на діаграмі (рис. 4.15), можна 
зробити висновок, що оптимальне значення частоти 1  для розглянутої 
структури становить 400 рад/с.  
Не гірші показники можуть бути отримані при альтернативному виборі 
параметрів регулятора 0 = 160 рад/с та 1 = 500 рад/с (рис. 4.15), що 
підтверджено результатами комп’ютерного моделювання, що свідчить про 
те, що запропоновані структури мають розширені області допустимих 
значень параметрів в порівнянні з базовим варіантом, за яких зберігаються 
високі показники роботи слідкуючої системи.  
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В таблиці 4.1 представлено основні підсумкові дані, а на рисунку 4.16 – 
логарифмічні амплітудно-частотні характеристики досліджуваних структур в 
налаштованому стані.  
Таблиця 4.1  
Підсумкові дані налаштування регуляторів 
Параметр 
Базова 
структу
ра 
Запропонована структура 
Варіант 7, а Варіант 7, б 
kd = 0 kd = 1 kd = 0 kd = 1 
Частота інтегрувальної ланки 
1  ( )(1)(1 , ба  ), рад/с 
125 400 200 500 180 
Частота зрізу (асимптотична*) 0  
( )(0)(0 , ба  ), рад/с 
250 (200*) 400 (160*) 450 
Відношення частот 01   0,5 2 0,5 3,15 0,4 
Фактична частота одиничного 
підсилення 0  ( 0v , 1v ), рад/с 
250 283 400 283 450 
Верхня сполучена частота  
2 , рад/с 
707 707 707 707 707 
Порядок нахилу характеристики 
при )(K 0 дБ. 
1 2 1 2 1 
 
Що стосується вдосконаленої структури, характеристику зображено 
для двох крайніх випадків: основну криву, яка перетинає горизонтальну вісь 
зі значенням 
1)( K
 (0 дБ) в точці 0v , що відповідає випадку блокування 
диференціальної ланки, та додаткову криву, яка перетинає ту ж вісь у точці 
1v , що відповідає інтервалам вмикання цієї ланки з максимальним 
коефіцієнтом. 
Наведені діаграми дають досить повне уявлення про особливості 
кожної із структур, пояснюючи їх роботу. Так, характеристика базової 
структури має класичний вигляд, перетинає вісь 0 дБ під кутом 20 дБ/дек 
(нахил першого порядку) в зоні найкращого фазового запасу, частота зрізу 
системи 0  вдвічі перевищує значення нижньої сполученої частоти 1 .  
153 
 
 
Рисунок 4.16. Логарифмічні АЧХ досліджуваних структур 
 
Близькість частоти 2 , що характеризує обмеження смуги пропускання 
швидкісного контуру, не дозволила розширити частотні властивості і 
покращити динамічні параметри слідкуючої системи в її базовій 
конфігурації. 
В запропонованій структурі наведені вимоги порушені в режимі 
блокування диференціальної ланки. І хоча частота 0v  дещо перевищує 
значення 0 , крива ЛАХ перетинає вісь 0 дБ під кутом у 40 дБ/дек (другий 
порядок нахилу) аж до нетрадиційно високих значень сполучених частот 
)(1 а  та )(1 б . Звичайна система з такими параметрами була б непридатна для 
застосування, маючи надзвичайну низьку стійкість і схильність до 
автоколивань. Але запропонована система, на відміну від звичайної, в такому 
стані перебуває лише частину робочого циклу. Коефіцієнт введення 
диференціальної поправки dk  модулюється співвідношенням показників 
поточного стану системи, зокрема сигналів відхилення та першої і другої 
похідної від нього. Таким чином, характеристика змінюється в межах, 
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позначених на діаграмі, перетинаючи вісь 0 дБ в діапазоні частот від 0v  до 
1v . У другому граничному випадку (для 1v ) характеристика набуває ознак, 
достатніх для забезпечення певного запасу стійкості, всі конкретні показники 
для такого співвідношення параметрів у випадку їх застосування до 
звичайної структури наявні в результатах дослідження. Проте в жодній з 
комбінацій параметрів в середині названого діапазону звичайна система не 
набуває бажаних якісних показників. Введення ж модульованої відповідним 
чином диференціальної поправки справляє зворотний ефект – система 
набуває нових якостей, які набагато перевищують ці показники для 
вихідного стану системи, що вдосконалюється. Окрім того, адаптивний 
характер зміни частотної характеристики запропонованої системи дає 
підстави одержати бажане поєднання низької чутливості до дії завад з 
високою швидкодією. 
Аналізуючи характеристики на рис. 4.16 можна зробити наступні 
висновки: запропонована система в порівнянні з базовою має розширену у 
1,6-2 рази смугу пропускання, відповідно в стільки ж разів збільшено 
підсилення в розімкнутому стані в області верхніх робочих частот, а в 
низькочастотній області (нижче 125 рад/с) підсилення підвищено у 2,5 рази. 
За таких змін частотної характеристики системи слід очікувати суттєвого 
зменшення похибки слідкування за контрольованою поверхнею у 1,6-2,5 рази 
в залежності від спектрального складу кривої, що описує поверхню деталі 
при певній фіксованій швидкості її обходу. Водночас з’являється можливість 
підвищення швидкості процесу вимірювання при збереженні допустимого 
рівня похибки отримання результатів.  
Підтвердити обґрунтованість цих тверджень і довести, що при 
двократному розширенні смуги пропускання в порівнянні з оптимізованою 
звичайною системою при збереженні на незмінному рівні обмежень з боку 
швидкісного контуру, запропонована система набуває нових високих 
показників точності та швидкодії. 
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4.5. Імітаційне моделювання поворотним столом інформаційно-
вимірювального комплексу 
 
Сучасні методи розв’язку задач керування вимірювальними машинами, 
станками з числовим програмним керуванням пов’язані з використанням 
геометричних особливостей динамічних систем та анізотропних 
властивостей простору стану синтезованої системи. Розв’язання основної 
задачі керування може бути зведеним до організації просторового обходу 
вимірювальної головки, що заданий у вигляді рівнянь кривих, поверхонь 
другого та третього порядків та інших геометричних об’єктів – цільової 
множини (підмноговидом) і питанням інваріантності. 
Для забезпечення руху при автоматичному ІВК по поверхні об’єкту 
вимірювання із складною просторовою поверхнею, розглянемо 
багатоканальну систему забезпечення руху, що описується рівняннями [1 – 3]. 
  uxGxfx )( ,       )(xhy  ‚                                 (4.6) 
де nRXx   – 𝑛-мірний вектор стану; mRYy  , m -мірний вектор вихідних 
змінних, 
'mRu   – 'm - мірний вектор керування (вхідних змінних);  gG  ; f , 
ig , h  - гладкі вектори-функції. 
У загальному виді геометричні об'єкти вимірювання (цільова множина) є 
гладкими v -мірними підмноговидами простору стану nR ; 
}0)(:{  xXxS  , 
з вектором локальних координат RSs  * , що визначаються рівнянням 
)(xs  , де ,  - гладкі вектори-функції розмірності n  і  , відповідно. 
Рівняння (4.6) ставить основну задачу керування просторовим рухом – задачу 
стабілізації системи відносно S , тобто підтримка системи на заданій 
множині S  при Sx 0  і притяганні до нього для початкового стану 0x , що 
належать деякій області множини виду S . 
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На рис.4.17 представлений рух вимірювального наконечника в 
тривимірному просторі.  
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 4.17. Графічне зображення авіаційної деталі з точками вимірювання 
 
У процесі вимірювання переміщається не тільки вимірювальний 
наконечник (ВН), але і координати X , Y , Z . Крім стандартних вимог до 
системи, необхідно забезпечити взаємодію її підсистем, що встановлюється 
умовами узгодженості. Для обходу траєкторії система повинна лежати на 
множині   0:  yYyS yy  . Вектор-функція y  вимірювального 
наконечника представляється локальними координатами, що відповідають 
шляху кривої або довжиною координатної лінії складної просторової 
поверхні. 
Під поверхнею в множині yS  розуміємо множину точок заданих 
параметричними рівняннями, що описує вимірювальний наконечник  
 mii uuxx ,...,1    ni ,...,2,1 ,                                      (4.7) 
де muu ,...,1 – незалежні змінні, що пробігають деяку m-мірну область зміни n .  
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 Число вимірювань поверхні може приймати значення 1, 2,… , 𝑛 − 1. При 
𝑚 = 1 маємо множину точок заданих параметричними рівняннями  txx ii  , 
причому будемо вважати, що 
𝑑𝑥𝑖
𝑑𝑡
  не перетворюється на нуль.  
Нехай при заданому значенні t знаходимося в точці M, а при t+dt переходимо в 
безкінечно близьку точку 𝑀′. Диференціали координат  tdxdx ii   утворюють в 
точці M один раз контрваріантний тензор. Під час переходу у многовиді до 
нових координат (4.7) маємо  nii xxxx ,...,1''  , для безкінечно малого 
переміщення по кривій отримаємо за формулою повного диференціала  
,                                          (4.8) 
а це означає тензорний закон перетворення для . 
Нехай з точки за всіма можливими беруться безкінечно малі переміщення 
у многовиді. Всі ці зміщення знаходять собі відображення у вигляді певних 
безкінечно малих переміщень (векторів dx) з тієї ж точки M в дотичному 
афінному просторі.  
Дотичний простір не тільки торкається до многовиду в точці M , але й 
“зливається” з ним в безкінечно малому околі точки M  з точністю першого 
порядку. Переміщуючись з даної точки M  по поверхні в безкінечно близьку 
точку M   по будь-якій кривій, ми можемо знехтувати безкінечно малими 
високого порядку та виразити це переміщення безкінечно малим вектором в 
дотичній площині. 
В рівнянні (4.8) похідні 
dt
dxi
 утворюють тензор. Отже тензору  
dt
dx ii                                                            (4.9)  
повинен в дотичному просторі відповідати певний вектор  , який будемо 
називати дотичним вектором до кривої в точці M . 
Значення умови (4.8) полягає в тому щоб запобігти появі особливих точок 
на поверхні та переходу до меншого числа вимірювань.  
     tdxM
x
x
tdx i
i
i
i





idx
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Якщо функції, які стоять в правій частині (4.9) є константами, то умова 
диференціювання виконується дуже гарно, але поверхня при цьому 
переходить в точку. Умова (4.9) означає що в даній точці ранговий мінор 
утворений першими m  стовпцями.  
 
4.6. Розрахунок похибки інформаційно-вимірювального комплексу 
 
Для розрахунку результуючої похибки інформаційно-вимірювального 
комплексу, структурна схема якого наведена у розділі 2 (рис. 2.1), приймемо, 
що всі складові елементи і блоки установки розташовані в лабораторних 
умовах, де абсолютне значення температури змінюється приблизно від 17 до 
23С. ІВК живиться від мережі (220±22) В, частотою 50 Гц. У вимірювальному 
каналі використовуємо екрановані стандартні дроти.  
Проведемо дослідження з використанням тільки одного датчика. Основна 
похибка системи не перевищує ціни поділу шкали, тобто 5 мкм, відповідно на 
шкалі  ± 100 мкм. 
В якості задатчик лінійних переміщень чутливого елемента індуктивного 
перетворювача прийняті плоскопаралельні кінцеві міри довжини 1 класу, 2 
розряду. Похибка зміни таких мір довжини в діапазоні ≤1 мм±0.11 мкм; 
відхилення їх від паралельності ± 0.16 мкм. Робочий діапазон температур (20 ± 
2)С. Зміна температури призводить до збільшення похибки. Коефіцієнт 
впливу ψt = ± 0,2%. 
Аналого-цифровий вимірювальний перетворювач індуктивність-код типу 
Ф5355, границя допустимої похибки яких не перевищує 0,1% при швидкодії 
200 вимірювань за секунду, 0,2% при швидкодії 1000 вимірювань за секунду 
(на 1 канал із 16). Перетворювач Ф5355 можливо експлуатувати при 
температурі навколишнього повітря від 5С до 45 С, відносної вологості 
повітря до 80% при температурі 25°С. Граничні відхилення напруги живлення 
відповідають вимогам ГОСТ 26.201-92. Час одного перетворення не 
перевищує 10 мс; вхідний опір - не менше 10 МОм. 
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Таблиця 4.2  
Метрологічні характеристики вимірювального перетворювача Ф5355 
Межа допустимих значень відносної похибки δ=0,1 % від вимірюваної 
величини, що не перевищує значень, що визначаються за формулою  
,12.03.0 












x
k
U
U
  
де Uk – кінцеве значення робочого діапазону сигналів; Ux - значення 
перетворюваної величини. 
Межа допустимого значення варіації вихідного сигналу bg не більше 
20 мВ. Межа додаткової похибки, викликана зміною температури 
навколишнього середовища від нормальної в межах робочого діапазону 
температур, дорівнює половині межі допустимих значень основної похибки на 
кожні 10С зміни температури. Діапазон вхідних сигналів постійної напруги – 
від мінус 5,12 В до плюс 5,11 В. 
Блок цифро-аналогових перетворювачів ФК70 призначений для 
перетворення  тридцяти двох розрядного двійкового коду в постійну напругу 
позитивної або негативної полярності. В якості способу корекції похибки в 
цьому випадку використовується, як правило, метод допоміжних вимірювань, 
що полягає у вимірюванні дестабілізуючої фізичної величини (температури) за 
допомогою додаткового вимірювального перетворювача.  
Отриманий результат вимірювання використовується потім для 
обчислення правки. При цьому, якщо корекція здійснюється в цифровій формі, 
то скоригований результат надходить на вихідний цифро-аналоговий 
перетворювач, що формує інтерфейсний аналоговий вихідний сигнал у вигляді 
напруги (0,1…+5) В при невеликих відстанях до об'єкта вимірювання, у 
Діапазон 
вимірювання 
2 мм чи 0,2 мм (за вибором) 
Дискретність відліків 1 мкм або 0,1 мкм (за вибором) 
Похибка вимірювання 
±0,2% або ±0,1% при часі вимірювання 1 мс та 5 мс 
відповідно 
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вигляді струму (4…20) мА при відстанях до об'єкта вимірювання до 100 м і у 
вигляді частотного сигналу. Основні похибки інформаційно-вимірювального 
комплексу наведені в таблиці 4.3. 
Таблиця 4.3 
Основні похибки інформаційно-вимірювального комплексу 
Назва показника Границя допустимого значення 
Основна приведена похибка  ;мВ3%1,00   
Систематична складова основної 
похибки 
Δcо=3γо(2,4 мВ) 
Середньоквадратичного відхилення 
випадкової складової основної 
похибки 
σg=4 мВ 
варіації вихідного сигналу = 0,625 мВ 
Похибка цифро-аналогового перетворювача мультиплікативна і 
нормована наведеної основною похибкою g = 0,03% при вихідному сигналі 
± 10 В. Значення абсолютної похибки може бути визначено як 
.B103
100
1003.0
100
3

 NO
X
 
Найбільша величина похибки ЦАП буде виникати при обробці 
мінімального вхідного сигналу, тобто Ubx = 15 мВ, відносна найбільша 
похибка ЦАП буде дорівнювати: %;20100
15
3
100 


ИЗ
УН
Х
 найменше 
значення: %.2100
15
3
УНМ   
Функція впливу температури навколишнього середовища ψg (t) виражена 
в зміні межі допустимого значення похибки при зміні температури від 20 С 
на кожні 10С повинна становити: У діапазоні температур (10-35)С –0,5 γо; У 
діапазоні температур (5-45)С –1,0 γо. 
Комутатор ФК78 (загальна шина) є програмно-керуючим пристроєм, що 
дозволяє підключати до 16 входів, або виходів об'єкта до приладів та 
технічних засобів вимірювання.  
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Таблиця 4.4 
Основні технічні характеристики комутатора ФК78 
Назва каналів Кількісна характеристика 
Кількість каналів 32 
Число ліній в каналі 2 
Тип комутаційних елементів безконтактний 
Комутований сигнал ± 10 B 
Час перемикання 2,5 мс 
Основна приведена похибка ± 0,05% 
При проведенні вимірювання за допомогою ІВК, значний вплив на 
результати вимірювання може спричиняти похибка від неточної установки 
кроку обходу деталі. Найбільша основна відносна похибка вимірювання може 
бути визначена із співвідношення ,22
2
1  M  
де δ1 - відносна похибка зміни середньої кінцевої міри довжини, δ2 - відносна 
похибка відхилення від плоскопаралельності.  
Перевірку лінійних переміщень ІВК передбачається здійснювати, 
починаючи з розміру 2,0 мм, взявши його в якості нульового відліку. 
Тоді %01,0100
102
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Вимірювання зразковою мірою довжини здійснюються при високій 
довірчої ймовірності Р = 95,0%, що відповідає границям ± 3σ. Таким чином, 
%003,0
3
01,0
M ; параметри закону Км = 2,066; Е = 3; 
  = 0,577.  
Похибка коефіцієнта посилення підсилювача є мультиплікативною і 
розподілена за трикутним законом, оскільки викликається коливаннями 
напруги живлення. Її максимальне значення становить бс = 3,33%, а 
середньоквадратичне відхилення бс = 3,33% 6 =1,36% з параметрами 
розподілу:  Кс = 2,02; Е = 2,4; 
  = 0,65. Межа допустимих значень відносної 
основної похибки АЦП нормується формулою: 


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
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

 12,03,0
X
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U
 , тобто 
при нульовому вхідному сигналі похибка АЦП не перевищує 0,3%. 
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Значення сигналу Ux визначається найменшим значенням відхилення від 
площини, яке може бути дозволено системою, і це значення має бути якомога 
меншим. В даній схемі сигнал Uх повинен бути більше 10 мВ.  
Якщо найближче мінімальне значення UXmin = 15 мВ, UXmax = 150 мВ, тоді, 
при адитивній складовій похибці АЦП 0,3% найбільше значення 
мультиплікативної складової може досягати значення %681
10*15
12.5
2,0
3

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
 на 
початку диапазону вимірювання та 





1
15.0
12.5
2,0 =6,6% в кінці діапазону 
вимірювання, тобто відносна похибка АЦП змінюється від  AH = 68,3% до 
AHM = 6,9%. 
Розрахунок результуючої (найбільшої) похибки каналу ІВК зводиться до 
обчислення відносної похибки при нульовому вхідному сигналі (ця похибка 
складається з адитивних складових) і при мінімальному вхідному сигналі 
вимірювання (складаються всі складові). Ці операції слід виконувати двічі: 
один раз для каналу з цифровим реєстратором; другий – для каналу з ЦАП.  
Таблиця 4. 5 
Середньоквадратичне відхилення деталей по трьом вимірювальним каналам 
Значення ‚ мкм 
Канал 
X‚ мкм 
Канал 
Y‚ мкм 
Канал 
Z‚ мкм 
Деталь 1 50 0,05 0,06 0,08 
Деталь 2 100 0,08 0,09 0,09 
Деталь 3 500 0,1 0,1 0,15 
Вибір методу підсумовування (алгебраїчного, або геометричного) 
залежить від того, чи є підсумовуванні похибки корельованими або 
незалежними. Корельовані похибки доцільно виділити відразу і провести їх 
алгебраїчне підсумовування. При цьому корельованими є ті похибки, які 
викликані однією і тією ж причиною та розподілені за одним і тим самим 
законом розподілу, так само і для їх алгебраїчної суми. 
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Висновки до розділу 4 
 
1. Проведені експериментальні дослідження по перевірці адекватності 
запропонованих методів вимірювання та підвищенню швидкодії роботи ІВК 
по вимірюванню геометричних параметрів авіаційних деталей із 
застосуванням прецизійних потенціометричних датчиків.  
2. Розроблено структурну схему аналогового інтерфейсу для роботи з 
потенціометричними датчиками для дистанційних вимірювань, яка дає змогу 
зменшити вплив дії дестабілізуючих факторів, завдяки поєднанню функцій 
придушення завад загального, нормального виду та підсилення корисного 
сигналу в одному багатофункціональному блоці, охопленому корекцією. 
3. Запропоновано аналоговий інтерфейс для дистанційних вимірювань 
лінійно-кутових величин індуктивними датчиками переміщень з 
покращеними метрологічними характеристиками завдяки використанню 
ітераційних інтегруючих перетворювачів з диференційно-струмовими 
входами та розроблено алгоритм корекції похибок вимірювального каналу в 
умовах не лінійності, що в десятки разів перевищують аналогічні 
характеристики існуючих систем.  
4. Розроблена нова структура регулятора, яка дозволяє одержати 
покращені показники динамічної точності автоматизованих приводів 
стосовно специфіки їх експлуатації у складі ІВК. 
5. Визначено зони, оптимальних значень параметрів досліджуваних 
структур, що дає можливість підвищити продуктивність праці при 
проведенні вимірювань поверхні складної геометричної форми. 
6. Розроблено методику підсумовування складових похибок ІВК та 
розрахунку результуючої похибки, що сприяє технологічним показникам 
засобу вимірювання в цілому та підвищує точність вимірювання 
геометричних параметрів авіаційних деталей в декілька разів.  
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ВИСНОВКИ 
 
В дисертаційній роботі представлено розв’язок актуальної науково-
технічної задачі, яка полягає у створені методів вимірювання геометричних 
параметрів авіаційних деталей, що досягається за рахунок виявлення та 
зменшення систематичних та методичних складових похибок вимірювання 
відхилень від форми та розташування поверхонь, а також вдосконаленням 
засобів вимірювання та нормативної бази вибору засобів вимірювальної 
техніки. 
На основі виконаних досліджень отримані такі наукові та практичні 
результати: 
1. На основі аналізу існуючого стану розробки методів та засобів 
вимірювання геометричних параметрів авіаційних деталей, умов їх 
виробництва та застосування виконано класифікацію причин виникнення 
дефектів, визначено вплив кожного із дестабілізуючих факторів при 
вимірювання цих параметрів, проаналізовано характеристики та особливості 
існуючих прецизійних індуктивних датчиків, що дало можливість 
запропонувати шляхи підвищення точності та швидкодії вимірювання 
геометричних параметрів. 
2. Розроблено нові методи вимірювання геометричних параметрів 
деталей із складною просторовою поверхнею, саме координатно-кроковий і 
диференціально-цифровий. Перший базується на запропонованому 
координатно-нульовому принципі реалізації процесу вимірювання, а другий 
– на по елементному обході траєкторії деталі з побудовою тривимірного 
зображення з мінімальною похибкою вимірювання в умовах дії 
дестабілізуючих факторів. Розроблені методи відкривають перспективу для 
розробки нових засобів вимірювання геометричних параметрів деталі 
факторів в реальному часі з підвищеними метрологічними характеристиками 
та комп’ютерного моделювання процесу вимірювання. 
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3. Запропоновано аналоговий інтерфейс для дистанційних вимірювань 
лінійно-кутових величин індуктивними датчиками переміщень з 
покращеними метрологічними характеристиками на основі використання 
ітераційних інтегруючих перетворювачів з диференційно-струмовими 
входами та обміну інформацією між датчиками, що обумовлює зменшення 
систематичної складової похибки в три разі та підвищує швидкодію 
вимірювання.  
4. Сформовано методологічні засади проектування інформаційно-
вимірювальних комплексів з використанням резистивних тензодатчиків з 
підвищеними метрологічними характеристиками, що забезпечує розширення 
функціональних можливостей та націлені на підвищення точності 
вимірювання координат точок поверхні деталей при високій швидкодії. 
5. Розроблено математичну модель опису поверхні авіаційних деталей в 
процесі її вимірювання на основі тривимірної апроксимації точок з 
використанням поліномів Бернштейна, що дає можливість представлення в 
тривимірному просторі геометричного зображення деталі з відхиленням від 
форми та розташування поверхні та забезпечує швидкодію визначення та 
коригування похибок вимірювання та дають можливість підвищити 
продуктивність праці при виконанні контролю поверхні складної 
геометричної форми 
6. Розроблено методики експериментальних досліджень та визначення 
аномальних відхилень від форми та розташування поверхонь при 
вимірюванні геометричних параметрів деталі, яка передбачає одночасну 
перевірку придатності деталі при виробництві та коректність отриманих 
результатів вимірювання, що забезпечило зменшення на порядок похибки 
вимірювання.  
7. Розроблено програмно-математичне забезпечення інформаційно-
вимірювального комплексу для вимірювання прецизійних деталей складної 
геометричної форми та алгоритм корекції похибки в залежності від поля 
допуску деталі. Розроблено діючий макет вимірювальної системи для 
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перевірки метрологічних характеристик з підвищеною завадозахищеністю, 
автоматичної корекцією систематичної складової похибки з урахуванням 
впливу паразитних параметрів під’єднувальних кабелів, що дає можливість 
відмовитися від використання вторинних перетворювачів в безпосередній 
близькості від датчика в структурній схемі вимірювального каналу. 
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Додаток Б1 
Апаратно-програмна система 
реєстрації змін, параметрів и 
команд управління
База даних
Підсистема збору, оперативного 
відображення інформації і управління
Підсистема моделювання процесу 
вимірювання
Апаратно-програмна підсистема рішення 
управління Комлекс Л.Д. ( ІВК)
Блок датчиків системи
Апаратно-програмна підсистема обробки 
інформації
Апаратно-програмна підсистема рішення 
задач контролю
Апаратно-програмна підсистема рішення 
задав вимірювання
Об’єкт вимірювання (СПП)
 
Рис. 1. Структурна схема Інформаційно-вимірювального комплексу 
механічних величин 
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Додаток Б2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 1. Алгоритм процесу вимірювання та позиціонування 
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Додаток Б3 
 
Методи статистичного аналізу точності вимірювання авіаційних деталей 
Назва методу Галузь використання 
Метод порівняння 
середніх 
Застосовується у тих випадках, коли необхідно 
встановити відповідність виготовленого виробу 
еталонному зразку або коли потрібно порівняти 
значення однойменних показників якості у декількох 
груп виробів; 
Метод порівняння 
дисперсій 
Застосовується, коли потрібно оцінити мінливість 
показників якості залежно від способу обробки 
обладнання або інших факторів. 
Метод оцінки 
коефіцієнта кореляції 
Застосовується при перевірці ступеня залежності 
одного показника якості від іншого, застосовується 
тоді, коли потрібно оцінити показник якості за 
результатами спостереження за іншими 
показниками. 
Метод регресійного 
аналізу 
Застосовується для визначення впливу факторів на 
результативний показник та визначає внесок кожної 
незалежної змінної у варіацію досліджуваної 
(прогнозованої) залежної змінної величини. 
Метод дисперсійного 
аналізу 
Застосовується для вивчення залежностей як 
кількісних, так і якісних ознак, а також при їх 
поєднанні. 
Метод аналізу 
часових рядів 
Застосовується для побудови математичної модель 
того явища, яке є джерелом аналізованого часового 
ряду з метою прогнозування майбутніх значень 
часового ряду для ефективного прийняття рішень. 
Метод аналізу 
випадкових 
послідовностей 
Застосовується для реалізації статистичних моделей 
за допомогою обчислювальних машин а також 
імітації законів розподілу. 
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Додаток Б4 
Таблиця 1 
Фактори, що впливають, на точність вимірювання 
Принцип дії засобів 
вимірювань 
Впливаючи фактори 
Механічні, оптико-механічні Температура, вібрації орієнтація в просторі 
Пружинні вимірювальні 
головки 
Температура, вібрації, орієнтація в 
просторі, напруженість електростатичного 
поля 
Пневматичні Температура, вібрації орієнтація в просторі 
відлікових пристроїв, тиск повітря 
Електромагнітні Температура, вібрації, магнітне поле 
Інтерференційні з різницею 
ходу більше 1 мм 
Температура, тиск, вологість, вібрації, 
запиленість, вміст СО2 
 
Таблиця 2  
Класифікація похибок перетворювачів переміщень 
Принцип класифікації Вид похибок 
Характер прояву Систематичні, випадкові 
Характер залежності від вхідної 
величини 
Адитивні; мультиплікативні (прості, 
накопичені); нелінійні (довільні, циклічні); 
комбіновані 
Характер зв'язку з динамічними 
характеристиками вхідної 
величини 
Статичні; динамічні (джерела: інерційність 
елементів, час перетворення, інтерполяція 
результатів) 
Причини виникнення 
Методичні (джерела: інтерполяція, 
квантування, ірраціональність, апроксимація, 
вплив навантаження). 
Інструментальні: основні (технологічні, 
конструктивні, експлуатаційні); додаткові 
(джерела: зовнішні, внутрішні фактори) 
Часові характеристики 
Постійні; змінні: випадкові, прогресивні, 
періодичні 
Вид інформативного параметра Амплітудні, фазові, частотні, тимчасові, кодові 
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Рисунок 1 – Проведення розмірного аналізу 
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Додоток В2 
Таблиця 1 
Оцінка ефективності способів при експоненціальної моделі корисної 
складової 
Гаусівський закон щільності розподілу ймовірності адитивної шумовий 
складової 
Способи 
згладжування 
Розмноження 
оцінок 
Ковзаюче 
середнє 
Медіанний Експоненціальний 
Без аномальних 
значень 
0,032 0,036 0,046 0,071 
З 
аномальними 
значеннями і 
величиною 
3𝜎ш 0,037 0,042 0,049 0,086 
5𝜎ш 0,034 0,046 0,050 0,104 
7𝜎ш 0,041 0,055 0,051 0,129 
9𝜎ш 0,048 0,062 0,052 0,156 
З усуненням 
аномальних 
значень C1 
0,035 0,040 0,049 0,071 
З усуненням 
аномальних 
значень C2 
0,034 0,041 0,050 0,074 
Рівномірний закон щільності розподілу ймовірності адитивної шумовий 
складової 
Способи 
згладжування 
Розмноження 
оцінок 
Ковзаюче 
середнє 
Медіанний Експоненційний 
Без аномальних 
значень 
0,028 0,034 0,043 0,060 
З 
аномальними 
значеннями і 
величиною 
3𝜎ш 0,032 0,038 0,046 0,076 
5𝜎ш 0,035 0,046 0,047 0,098 
7𝜎ш 0,039 0,053 0,047 0,123 
9𝜎ш 0,044 0,059 0,047 0,149 
З усуненням 
аномальних 
значень C1 
0,029 0,034 0,044 0,062 
З усуненням 
аномальних 
значень C2 
0,028 0,034 0,044 0,061 
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Таблиця 2 
Оцінка ефективності способів при параболічній моделі корисної 
складової 
Гаусівський закон щільності розподілу ймовірності адитивної шумовий 
складової 
Способи 
згладжування 
Розмноження 
оцінок 
Ковзаюче 
середнє 
Медіанний Експоненціальний 
Без аномальних 
значень 
0,024 0,027 0,036 0,067 
З 
аномальними 
значеннями і 
величиною 
3𝜎ш 0,027 0,032 0,041 0,081 
5𝜎ш 0,031 0,037 0,045 0,0101 
7𝜎ш 0,036 0,046 0,048 0,124 
9𝜎ш 0,042 0,054 0,051 0,151 
З усуненням 
аномальних 
значень C1 
0,026 0,030 0,038 0,066 
З усуненням 
аномальних 
значень C2 
0,025 0,029 0,037 0,067 
Рівномірний закон щільності розподілу ймовірності адитивної шумовий 
складової 
Способи 
згладжування 
Розмноження 
оцінок 
Ковзаюче 
середнє 
Медіанний Експоненціальний 
Без аномальних 
значень 
0,021 0,023 0,034 0,055 
З 
аномальними 
значеннями і 
величиною 
3𝜎ш 0,023 0,028 0,035 0,071 
5𝜎ш 0,028 0,036 0,037 0,093 
7𝜎ш 0,034 0,044 0,039 0,119 
9𝜎ш 0,040 0,053 0,043 0,146 
З усуненням 
аномальних 
значень C1 
0,024 0,024 0,036 0,057 
З усуненням 
аномальних 
значень C2 
0,022 0,025 0,035 0,056 
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Таблиця 3 
Оцінка ефективності способів при експоненціальної моделі корисної 
складовою 
Гаусівський закон щільності розподілу ймовірності адитивної шумовий 
складової 
Способи 
згладжування 
Розмноження 
оцінок 
Ковзаюче 
середнє 
Медіанний Експоненціальний 
Без аномальних 
значень 
0,025 0,027 0,034 0,067 
З 
аномальними 
значеннями і 
величиною 
3𝜎ш 0,028 0,030 0,036 0,076 
5𝜎ш 0,030 0,035 0,038 0,094 
7𝜎ш 0,036 0,043 0,037 0,118 
9𝜎ш 0,042 0,050 0,039 0,142 
З усуненням 
аномальних 
значень C1 
0,026 0,030 0,035 0,070 
З усуненням 
аномальних 
значень C2 
0,025 0,029 0,034 0,069 
Рівномірний закон щільності розподілу ймовірності адитивної шумовий 
складової 
Способи 
згладжування 
Розмноження 
оцінок 
Ковзаюче 
середнє 
Медіанний Експоненціальний 
Без аномальних 
значень 
0,021 0,023 0,036 0,056 
З 
аномальними 
значеннями і 
величиною 
3𝜎ш 0,024 0,026 0,036 0,065 
5𝜎ш 0,028 0,032 0,038 0,085 
7𝜎ш 0,034 0,040 0,040 0,111 
9𝜎ш 0,040 0,049 0,044 0,137 
З усуненням 
аномальних 
значень C1 
0,023 0,028 0,037 0,061 
З усуненням 
аномальних 
значень C2 
0,022 0,025 0,038 0,059 
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Додаток В3 
 
Рисунок 1. Оцінювання з попередніми рівночастотними групуваннями і 
перевіркою гіпотез про узгодження з розбивкою на рівночастотні інтервали. 
 
Рисунок 2. Оцінювання з попередніми рівночастотними групуванням і перевіркою 
гіпотез про узгодження з розбивкою на асимптотично оптимальні інтервали 
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Рисунок 3. Оцінювання з попереднім асимптотично-оптимальним 
групуванням. При перевірці узгодження використані рівночастотні 
інтервали. 
 
Рисунок 4. Оцінювання з попередніми групуванням з розбивкою на 
асимптотично-оптимальні інтервали. При перевірці узгодження також 
використано асимптотично-оптимальне групування. 
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Рисунок 5. Результати аналізу після видалення аномальних спостережень. 
При перевірці узгодження використано рівночастотними групування. 
 
 
Рисунок 6. Результати аналізу після видалення аномальних спостережень. При 
перевірці узгодження використано асимптотично-оптимальне групування 
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Рисунок 7. Перевірка узгодження з вихідної вибіркою. При перевірці 
узгодження використано асимптотично оптимальне групування) 
 
Рисунок 8. Емпірична функція розподілу і нормальний закон розподілу, 
знайдений за вибіркою, що належить розподілу Коші. 
 
Рисунок 9. Емпірична функція розподілу і теоретична функція нормального 
закону розподілу, знайдена по згрупованій вибірці, що належить розподілу Коші. 
