Recently, a theoretical framework aimed at separating the roles of dynamics and topology in multi-dimensional systems has been developed (Gao et al, Nature, Vol 530:307 (2016)). The validity of their method is assumed to hold depending on two main hypothesis: (i) The network determined by the the interaction between pairs of nodes has negligible degree correlations; (ii) The node activities are uniform across nodes on both the drift and pair-wise interaction functions. Moreover, the authors consider only positive (mutualistic) interactions. Here we show the conditions proposed by Gao and collaborators are neither sufficient nor necessary to guarantee that their method works in general, and validity of their results are not independent of the model chosen within the class of dynamics they considered. Indeed we find that a new condition poses effective limitations to their framework and we provide quantitative predictions of the quality of the one dimensional collapse as a function of the properties of interaction networks and stable dynamics using results from random matrix theory. We also find that multi-dimensional reduction may work also for interaction matrix with a mixture of positive and negative signs, opening up application of the framework to food-webs, neuronal networks and social/economic interactions. * suweis@pd.infn.it 1 arXiv:1606.09630v4 [physics.gen-ph]
I. INTRODUCTION
The fundamental agents of biological or socio-economic systems, from genes in generegulatory networks to stock holders in financial markets, act under complex interactions and in general we do not know how to derive their dynamics from first-principle potentials.
In general these interactions are described by pair-wise relations through a matrix (the adjacency matrix) that regulates, typically in non-linear way, the effect of the interactions to the dynamics of the single component.
In particular, there is a rising interest in assessing how interactions determine the stability (or resilience) of dynamical attractors [1] , i.e. the ability of a system to return after a perturbation to the original equilibrium state [2] [3] [4] [5] ). Cell biology [6, 7] , ecology [5, 8, 9] , environmental science [10, 11] , and food security [12, 13] are just some of the many areas of investigation [14] [15] [16] where the relation between interaction properties and stability is, although deeply studied, a central open question. Therefore, understanding the role of system topology in resilience theory for multi-dimensional systems is an important challenge from which our ability to prevent the collapse of ecological and economic systems, as well as to design resilient systems. Existing methods are only suitable for low-dimensional system [1] , and, in general, it is not possible to assume that a complex system dynamics can be approximated by one dimensional non-linear equation of the type dx dt = f (x, β), where the "control" parameter β describes the endogenous effects on the system dynamics.
Recently, Gao et al. [17] developed a theoretical framework that collapses the multidimensional dynamical behavior onto a one-dimensional effective equation, that in turn can be solved analytically. They considered a class of equations describing the dynamics of several types (ranging from cellular [18] to ecological [19, 20] and social systems [21] ) of multi-dimensional systems with pair-wise interactions. In this paper, we show under which assumption the proposed method works, we propose new insights on the validity of their framework and we generalize their previous results. Our work is organized as follows. In the next section we summarize the core of Gao et al. framework [17] , highlighting the assumption behind their methods. In section III we then find that a more general condition poses effective limitations to the validity of the multi-dimensional reduction and we provide quantitative analytical predictions of the quality of the one-dimensional approximation as a function of the properties of the interaction networks and dynamics. In section IV we then show that the multi-dimensional reduction may work beyond the assumption of strictly mutualistic interactions, thus extending the validity of Gao et al. framework. We prove analytically our results for generalized Lotka-Volterra and test our conclusions by numerical simulations also for more general dynamics.
II. BACKGROUND
We start by giving a short summary of the multi-dimensional reduction approach for the study of the resilience in complex interacting systems [17] . Gao et al. consider a class of equations describing the dynamics of several types of multi-dimensional systems with two body interactions:ẋ
where functions F (x i ) and G(x i , x j ) represent the self-dynamics and interaction dynamics, respectively, and the weight matrix A ij specifies the interaction between nodes. In particular, they limit their study only to those interaction networks A that have (i) negligible degree correlations and (ii) all positive entries (A ij ≥ 0). Moreover, (iii) they assume that the node activities are uniform across nodes on both the drift and pair-wise interaction functions.
The resilience of a given fixed point x * of a system driven by dynamics Eq. (1) is given by the maximum real eigenvalue λ 1 of the Jacobian matrix characterizing the linearized dynamics around the fixed point, i.e. J ik =δ
Gao et al. characterize the effective state of the system using the average nearest-neighbor activity (see Appendix A)
and an effective control parameter β ef f that depends on the whole network topology
i.e., β ef f is the average over the product of the outgoing and incoming degrees of all nodes.
Finally, they propose that the dynamics of x ef f following Eq. (1) can be mapped, independently on F (x i ) and G(x i , x j ), to the following one-dimensional effective equation:
where β is the control parameter.
In this work we will show that: (a) the conditions (i)-(iii) above are neither sufficient nor necessary to guarantee that the collapse works in general; (b) The validity of their results is not independent of the model chosen within the class of dynamics they considered, i.e. does depend on F and G. (c) We show that the restriction A ij ≥ 0 can be omitted.
We highlight that in this framework the system is assumed to be in one of the stable fixed points, x * , of Eq. (4) satisfying f (β, x * ) = 0 and ∂ x f | x=x * < 0. In other words, for the one-dimensional system given by Eq. (4) we can calculate analytically the resilience function x(β) -uniquely determined by f (x, β) -which represents the possible states of the system as a function of the parameter β. Therefore, in order to study the stability or the existence of critical transitions in the complex multi-dimensional system given by Eq. (1) one has to simply calculate β ef f from the network and analyse the corresponding resilience function
x(β) corresponding to Eq. (4) . If the collapse works, then F (x ef f ) + β ef f G(x ef f , x ef f ) = 0 is a point on the curve given by x(β) (see Figure 1 and Appendix A for mathematical details).
Clearly, this is a powerful result as we can easily study the properties of the one-dimensional non-linear Eq. (4). Therefore our framework is not specific for the theory of Gao et al.
(which yields a definite value for β ef f according to Eq. (3)), but explores the validity of the one-dimensional reduction for any possible value of β.
III. RESILIENCE PATTERNS FOR GENERALIZED LOTKA-VOLTERRA DY-

NAMICS
In order to better understand the relevance of conditions (i) and (ii) on the validity of the results of Gao et al, we consider a simplified setting where both conditions (i) and (ii) are satisfied. By considering F (x) = αx and G(x, y) = xy, the condition (ii) is valid by definition. In this case the dynamics is defined by the generalized Lotka-Volterra (GLV)
equations:ẋ
where α is the intrinsic growth rate, and S is the number of species in the community. The interaction matrix A is taken to be a random matrix, so that condition (i) is always satisfied.
The advantage of using GLV dynamics is that we have an analytical solution for the stationary state x * = −A −1 · α as a function of the interaction network A. Moreover, this solution is globally stable in the positive orthant if A is negative definite [9, 22] . Finally the corresponding one-dimensional analytical effective equation for GLV dynamics reads as dx dt = αx + βx 2 , whose feasible (x(β) > 0) and stationary solution is:
with α/β < 0. For values of α/β > 0, the solution exists, but is not meaningful.
For each realization of the stochastic interaction matrix, we can define two errors (see Figure 1 ) measuring the vertical and horizontal distance from the point (x ef f , β ef f ) and the stationary solution of the one-dimensional resilience function x(β). For the GLV dynamics, both errors become
where By taking A to be a random matrix, the error itself becomes a random variable whose probability distribution is inherited from the distribution of the random matrix. We can calculate the expected value and variance analytically under the assumption that the expected values of numerator and denominator in the terms above can be taken independently of each other. After making this approximation, we get the expected value and variance of the error:
Hence, we need to calculate the terms
, where all indices are iterated over {1, 2, ..., S}. In full generality, we assume that all pairs of off-diagonal elements (A ij and A ji ) are drawn from a bivariate distribution with mean µ, standard deviation σ and correlation coefficient ρ. The diagonal elements are either drawn from a univariate distribution following the same statistics as the unconditional off-diagonal elements or kept fixed and constant by setting A ii = −d i . Under this setting one can generate both directed and undirected networks, being able to tune also the interaction properties [23] . Then for the different cases we can quantitatively predict the errors of Gao et al. framework with respect to the actual quantities measured directly from the network.
IV. DISCUSSION AND RESULTS
A. Stable GLV dynamics.
We now discuss a subtle, but important issue related to the existence of a reachable stable point in the multi-dimensional GLV dynamics. Indeed, depending on the parametrization of the adjacency matrix A, Eq. (5) may not have any stable stationary solutions. Recently, the width of this parameter region was also discussed in [24] . However, we find that if we apply the multi-dimensional reduction to these unstable systems, we still find an effective one-dimensional equation with feasible and stable solutions. In other words, the feasibility and stability of Eq. (6) does not imply that the corresponding solution of the full system given by Eq. (5) is feasible and stable. The map in this case is not well defined, as x ef f can not be reach by the full dynamics. Therefore, in order to have a meaningful multidimensional reduction, we must restrict our analysis only to those random matrices A that assure stability (and feasibility) of the complete GLV dynamics (this issue is not discussed in [17] ).
By combining our framework presented in section III with results on the D-stability of random matrices [5, 9, 25] , we can achieve this goal. If the off-diagonal elements of A are given by a distribution with mean µ, standard deviation σ and correlation coefficient ρ and the diagonal elements are all fixed to a constant (A ii = −d), we could set d so that the analytic solution of the multi-dimensional GLV dynamics is stable and feasible (see Appendix B). For µ ≤ 0, the critical value to have stable GLV dynamics is Table I ). For µ > 0, stable GLV dynamics are assured Table I ).
Note that for the case of a constant diagonal close to the critical value, shown in Figure   2 (D), the theoretical value is not expected to give a good approximation to the empirical average, since in this case, the expected value of the denominator d becomes zero. In this case, the approximation of taking numerator and denominator separately is not justified.
Furthermore, sampling becomes difficult, as outliers may govern the empirical mean and standard deviation.
B. Results for GLV dynamics with random interaction matrix
The analytic derivation is complicated and tedious. Even in the simplest version of random matrix A, the entries A ij are all i.i.d., we need to separate out pairs A 2 ij as they will lead to contributions other than µ 2 where µ = A ij (and similarly for higher order tuples).
In order to do so, we devised an algorithm to solve it. The analytical expressions of expected value and variance of the error for different cases of interaction matrices A at the highest order in the network size S are listed in Table I .
The results in Table I can be summarized as follow: :
• In all cases, the error (or its fluctuations) grows without bound if the ratio µ σ goes to zero for a given network size S.
Case err Var(err)
Correlation (ρ = 0):
for ρ = 0 and S 1
for ρ = 0 and S 1 -
for ρ = 0 and S 1 • If the diagonal is of the same scale as S, the error may explode. This happens if In order to test these analytical results, we sampled the interaction matrix with the corresponding statistics numerically and compared the empirical mean and standard deviation with the theoretical predictions. The results can be observed in Figure 2 . In all cases, the theoretical predictions are met very well. There is a notable but small deviation for small network sizes S = 20, namely slight underestimation of the mean for the case of correlation, c.f. plot B of Figure 2 .
In our discussion, we set the connectivity (the fraction of non-zero elements) to one, i.e. C = 1. Generalizing our results to not fully connected networks is straightforward. We model sparsely connected networks by drawing a mask T with entries drawn from a Bernoulli distribution, T ij ∼ B(1, C), independently drawing another matrix A with specific statistics as before, and finally setting A = T • A , where • denotes the Hadamard or entry-wise product. Since A ij and T ij are independent, it suffices to insert the moments T k ij , into the calculation of err and its variance, c.f. Eqs. 8 and 9. For the case of correlated pairs discussed above, the expression of the expected value remains the same, err = ρσ 2 Sµ 2 , while the variance is increased,
This is to be expected, as for non-zero mean the sparse mask T contributes to the variance.
Finally, our results are robust for other definitions of error. In the Appendix C, we also provide the analytical expressions of another error definition, i.e. the distance from the mean point err = err( x ef f , β ef f ).
C. Beyond GLV dynamics
In the most general setting, the stationary solution of Eq. (4) is β(
. If we use the error definition err (see Appendix C for more details), we can have some qualitative insights on the conditions under which the multi-dimensional collapse is expected to work also for more general dynamics than the GLV discussed above. In fact, for the general dynamics given by Eq. (1), then the following equation holds:
For GLV dynamics, the key quantity in determining the feasibility of the multi-dimensional reduction is a simple function of the product between ρ and σ/µ compared to the system size S [26] . We thus ansatz the possibility that this quantity is crucial in determining the quality of the collapse also for different type of dynamics.
If the random matrix A is generated by i.i.d. random variables (A ij = p(µ, σ)) and Eq.
C1 S >>
σ |µ| holds, then we find through Eq. (3) that β ef f ≈ S 2 µ 2 +σ 2 Sµ ≈ Sµ does not depend on the specific dynamics (see Appendix C).
Therefore, we obtain the following equation:
We note that Eq. (12) does not hold, the collapse will fail (e.g. GLV dynamics);
if it holds and
≈ −1, the collapse will work.
In Figure 3 , we test the above results by using the dynamics for ecological communities proposed in Gao et al. [17] :
where B = 0.1, C = 1, K = 5, D = 5, E = 0.9, H = 0.1. We show that the collapse may work also for both positive-negative interactions A ij if S is large enough shown in Figure   3 (a). On the other hand, Figure 3 (b) confirms that condition (i) and (ii) and the positivity of the interactions of A are not sufficient to guarantee the validity of the one-dimensional approximation also for dynamics beyond GLV: If the matrix A has a very large variance, the collapse fails also for the specific dynamics used by Gao et al..
V. CONCLUSIONS
In this paper we have shown under which condition a large dynamical system can be effectively approximated with one-dimensional equation. The order parameter that appears as a variable in the effective equation can be obtained from a simple expression of the local variables. Under this approximation, it becomes clear which properties of the interactions determine the state of the system and it turns out to be possible to quantify their effects.
We explored which properties of the interactions determine the accuracy of the approximation. In general, the form of the multi-dimensional equations and how their non-linearities are introduced will influence the opportunity to approximate the original set of equations • We observe that, as predicted, when the heterogeneity in the interaction strength is very high (σ µ), the collapse fails.
with the corresponding one-dimensional equation. In order to focus on the effect of the interactions, we therefore first have considered a simple idealized scenario -the generalized Lotka-Volterra equations -where the interactions are linear. In this context, the accuracy of the approximation is only determined by the interaction matrix.
The criterion we obtained relates the variability of the interactions between the agents/nodes and the number of the agents. In particular, for the approximation to work, the size of the system has to be larger than a critical value proportional to the coefficient of variation of the interaction strengths. Also the reciprocity of interactions plays an important role:
the approximation is expected to work for any interaction strengths if there is not any correlation in the activity between each pair of nodes in the network. As the correlation between reciprocal interactions is increased, the larger the size of the system must be so to guarantee the accuracy of the approximation.
Finally we have shown that the approximation works also for interaction matrices with a mixture of positive and negative signs and that it can be extended to more complicated and non-linear dynamics. These results open up possible applications of the framework to Appendix A: One-dimensional effective equation
We here summarize the mathematical details of the one dimensional reduction proposed by Gao et al. [17] .
For the class of dynamics described by Eq. (1), we first consider a scalar quantity y j . A neighbour j is selected with probability proportional to the outgoing degree of j Selecting y j (x i ) = G(x i , x j ), we could write the second term of the right part of Eq. (1) as following: 
. By applying the operator to both sides of the latter equation we have:
At last, we obtain the one-dimensional effective equationẋ = F (x)+ βG(x, x) = f (x, β). By solving the equilibrium state of this equation (f (x, β) = 0), we could obtain the resilience curve x(β) or β(x) in the two dimensional coordinate system. We then calculate directly As shown in [9] , a feasible fixed point x * of the GLV dynamics (i.e. one with all entries x * i ≥ 0) is globally stable if the symmetrized interaction matrix A + A T is negative definite. study is derived in [25] : It can be achieved by setting the diagonal elements to a constant value A ij = −d, where d has to be larger than some critical value d c . In terms of the mean µ, variance σ 2 and correlation coefficient ρ, this critical value is found to be
Appendix C: Error as distance from the mean point
Now we provide the analytical expression of another error definition according to the mean point. Indeed, we can define the error as the distance from the mean point ( x ef f , β ef f )
to the stationary solution of the one-dimensional resilience function x(β) as following: the collapse will work (i.e. err x = err β ≈ 0); Otherwise, the collapse will fail.
