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Abstract 
A three-dimensional domain integral method for extracting mixed-mode stress intensity factors is described in detail. 
The method is based on the extended finite element method, which does not force the discontinuities to be in 
conformity with the mesh. In order to compute the pointwise stress intensity factors along the crack front, the domain 
integrals are evaluated as a post-processing step. As the crack surface is expressed by the level set method, no explicit 
meshing of the crack geometry emerges on the crack front. This makes difficult the domain integral. An independent 
grid of hexahedral cells around the crack front needs to be constructed as the virtual extension domain for 
accomplishing the domain integral. To assess the accuracy of the approach, a typical example of the mixed-mode 
crack is discussed. The results are found to be in good agreement with analytic and benchmark solutions. 
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1. Introduction 
Among the available numerical methods for calculating fracture parameters in linear elastic fracture 
mechanics, the domain integral method has proven useful for both two and three-dimensional crack 
problems. In the domain integral method, a crack-tip contour integral is expressed as an equivalent 
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domain/volume integral over a finite domain surrounding the crack tip. Recasting the contour integral into 
a domain/volume integral is numerically advantageous, as it become unnecessary to capture the details of 
the singular field near the crack front, see Moran and Shih [1][2] for a general discussion on crack-tip 
contour integrals and their associated domain integral representation. The domain integral method has 
been employed by Li et al. [3] and by Shih et al. [4] to determine the energy release rate along straight, 
three-dimensional crack fronts in homogeneous.  
A domain integral method commonly used to extract stress intensity factors (SIFs) in two-dimensional 
crack problems is the interaction energy integral method. It was introduced by Stern et al. [5] in 1976. 
Since then, many researchers have studied on this subject, see Shih and Asaro [6]. Nakamura et al. [7][8] 
first used this approach to calculate the mixed-mode stress intensity factors along straight, three-
dimensional bimaterial interface cracks. Gosz et al. [9][10] developed an interaction energy integral 
approach for extracting the mixed-mode stress intensity factors along planar interface cracks and non-
planar crack fronts in three dimensions. 
Three-dimensional fracture analysis of engineering practice by standard finite element method (FEM) 
still remains a challenging problem because of the need to construct a mesh which conforms to both the 
crack surfaces and the surfaces of the component. In order to overcome this deficiency, the extended finite 
element method (X-FEM) has been developed. It was originally proposed by Belytschko et al. [11]. They 
presented a method for enriching finite element approximations so that crack growth problem can be 
solved with minimal remeshing. Moes et al. [12] introduced a much more elegant technique by adapting 
an enrichment that includes the asymptotic near crack-tip field and Heaviside function. Sukumar et al.[13] 
first applied this approach to three-dimensional crack problems. Subsequently, Moes et al. [14] coupled 
the method with the level set method (LSM) to solve fracture parameters in three dimensions. 
Although the modeling of three-dimensional cracks still relies on concepts and results obtained from 
two dimensions, it is commonly accepted that many of these concepts may not always be generalized to 
three dimensions. In three-dimension X-FEM for the domain integral, as the crack is not modeled as part 
of the finite element mesh, this makes the determination of virtual extension domain more complicated. In 
the two-dimensional implementation of X-FEM, elements that were within a characteristic distance of the 
crack-tip were included in the virtual extension domain, which does not readily generalize to an easy-to-
implement algorithm in three dimensions. An alternative approach needs to be used to handle this case. 
The outline of the following sections is as follows. In Section 2 and 3, respectively, the basic concept 
of X-FEM and the LSM are described. The computations of mixed-mode SIFs along the crack front in 
three dimensions are discussed in detail in Section 4. A typical example of the mixed-mode crack is given 
in  Section 5.  
2. Extended Finite Element Displacement Approximation  
For a interior crack surface in 3-dimensions, let c*  be the crack surface and c/  the crack front²the 
closure c c c*  * / . Consider a point x  that lies inside a finite element e . The enriched displacement 
approximation for a vector-valued function 3 3( ) : h ou x  assumes the form 
 4
1
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where IN  is the standard finite element shape function associated with node I , Iu  is the nodal 
displacement vector associated with continuous part of the finite element solution, Ia  is the nodal 
enriched degree of freedom vector associated with the Heaviside (discontinuous) function, and I
Db  is the 
nodal enriched degree of freedom vector associated with the crack front enrichment function. In the above 
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equation, 1 2{ , , , }mn n n   is the set of all nodes in an element; *  is the set of nodes whose shape 
function support is cut by the crack interior c* ; and /  is the set of nodes whose shape function support 
is cut by the crack tip c/  
 
{ : , 0}K K K cn n Z/   /   ,                                                                                                     
{ : , 0, }J J J c Jn n nZ* /  *    ,                                                                                        
0/ *                                                                                                                                        (2) 
where supp( )K KnZ   is the support of the nodal shaped function, which consists of the union of all  
elements cut partially by the crack surface. Similarly, supp( )J JnZ   is the support of the nodal shaped 
function, which consists of the union of all elements cut completely by crack surface.  
For crack problem, two sets of enrichment function are used: 
z  The function ( )H x , i.e. the modified Heaviside function which takes on the value 1  above   the 
crack and 1  below the crack. 
z  The function ( )FD x , which is a basis that spans the crack-tip asymptotic fields in 2-dimensions  
 
( ( ), ( )) sin , cos , sin sin , cos sin
2 2 2 2
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x x                                      (3) 
where ( , )r T  is a polar co-ordinate in the 1 2e e  plane, as show in Fig. 1. Note that sin( 2)r T  takes 
into account the discontinuity across the crack surface. 
3. Crack representation of the level set  
In the level set representation, the crack geometry is defined by two orthogonal signed distance 
functions M , \ . The crack surface is represented by the zero level set of M , while the location of crack 
front is captured by the level set function \ . Combining the two, the crack discontinuity and the crack 
front of the discontinuity can be illustrated (Fig. 1.) by the sets 
 
^ `: ( ) 0 and ( ) 0c M \*   x x x , 
^ `: ( ) 0 and ( ) 0c M \/    x x x                                                                                                       (4) 
The values of the two level set functions are only needed to generate on a narrow band of grid points 
around the crack surface and tip. The signed distance function M  is defined as 
 
( ) min ( ( ))signM
*
* **
   
x
x x x n x x                                                                                                 (5)  
where *x  is the normal projection of x  on the crack surface *  and n  is the unit normal vector of this 
surface. Similarly, \  may be defined. The two level set functions not only give geometric information 
about the location of the crack, but also provide a local coordinate system 1 2 3( , , )e e e . If x  is a point 
inside the element e  whose nodes are in set / . The basis vectors at x  are defined by 
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where the nodal gradient at node I , I , is the average of the gradient of the elements connected to 
node I . From this coordinate system, it is trivial to compute the values of r and T  used in the 
enrichment functions ( )FD x  
 
2 2( ) ( )r M \ x x ,          1 ( )tan
( )
MT
\
 x
x
                                                                                     (7) 
It is obvious that the enrichment function ( )H x  can also be written as 
 
1 above
( ( ))
1 below
c
c
H \


­ *° ® *°¯
x                                                                                                              (8) 
  
     Fig. 1. Illustration of the crack surface and crack front            Fig. 2. local cartesian coordinate system at point s of the crack front 
4. Stress Intensity Factors Computation  
4.1. J-integral in three dimensions 
The J-integral can be extended by considering a crack with a tangentially continuous front from two 
dimensions to three dimensions. As shown in Fig. 2, a local cartesian coordinate system 1 2 3( , , )x x xc c c  is 
constructed at a point s  along the crack front by employing the basis vectors 1 2 3( , , )e e e .  Hence, the 
pointwise J-integral is given by 
 
( )0
( ) lim ( )l lj jsJ s s H n d[ **o *³                                                                                                             (9) 
where 
 
,lj lj ij i lH W uG V                                                                                                                             (10) 
and ( )s*  is a contour in the local 1 2x xc c  plane surrounding point s  on the crack front, jn is the unit 
outward normal to the contour * , ( )l s[  are the components of the unit vector 1e  defined by Eq. (6). 
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Here in Eq. (10), W  is the strain energy density, ijV  are the components of the Cauchy stress, and ,i lu  
are the components of the gradient of the displacement. 
               
     Fig. 3.  Domain representation for J-integral evaluation                                Fig. 4. Inclined crack in 3D specimen   
For a virtual crack advance ( )a s'  in the local 1 3x xc c  plane, the energy release rate is defined such 
that  
 
0
( ) lim ( )
c tt
l lj jL AA
J J s ads a s H n dA[
o
 '  '³ ³                                                                                      (11)  
where cL  denotes the crack front under consideration; dA  is a surface element on a vanishingly small 
tubular surface enclosing the crack tip (i.e., dA dsd * ); and jn  are the components of the unit outward  
normal to dA . J  can be calculated by the domain integral method similar to that used in two dimensions. 
To do so, we first convert the surface integral in Eq. (11) to a volume integral by introducing a contour 
surface oA , outside surface tA , external surfaces endsA  at the ends of the crack front, and the crack faces 
cracksA , as shown in Fig. 3. It can be seen that t o ends cracksA A A A A     encloses a volume V . A 
weighting function lq  is defined such that it has a magnitude of zero on oA  and ( ) ( )l lq a s s[ '  on tA . 
lq  is assumed to vary smoothly between these values within A . Then, in the limit as the tubular surface 
tA  is shrunk onto the crack segment cL , in the absence of crack face tractions, we obtain the domain 
integral 
 
, ,( )lj l j lj j lVJ H q H q dV  ³                                                                                                            (12) 
Finally, the pointwise crack-tip integral ( )J s  can be obtained if it is assumed that ( )J s  is constant 
along the small crack segment cL . It follows directly from Eq. (11) that  
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                                                                                                                          (13) 
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4.2. Computation of stress intensity factors 
In order to extract the three stress intensity factors, the interaction integral concept is used. 
Superimposing the auxiliary field onto the actual field yields 
 
inttot auxJ J J J                                                                                                                            (14) 
totJ  is the contour integral of total field (the actual field plus the auxiliary field) and auxJ  is the contour 
integral of the auxiliary field. Based on the definition of the J-integral, the interaction integrals intJ
D  can 
be expressed as 
 
int ( )0
lim ( )l lj jsJ s H n d
D D[
**o
 *³    (D  ĉ,Ċ,ċ  for modeĉ,Ċ,ċ )                                                 (15) 
with ljH
D  given as 
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lj ik ik lj ij i l ij i lH u u
D V H G V V                                                                                                      (16) 
where auxiu ,
aux
ijH , and 
aux
ijV  are auxiliary displacement, strain and stress fields. The domain integral can be 
obtained similar to Eq. (12) 
 
int , , , , , , ,( ) ( )
aux aux aux aux aux aux
l j ik ik lj ij i l ij i l l ij ij l ij j i l ij i ljV V
J q u u dV q u u dV
D
V H G V V V H V V      ³ ³                        (17) 
Substituting this value of intJ
D
 into Eq. (13), we get intJ
D . On the other hand, if the calculations are 
repeated for auxiliary pure Mode ĉ, Mode Ċ, and Mode ċ crack-tip fields for D = ĉ ,Ċ ,ċ , 
respectively, a linear system of equations results[6] 
 
1
int 4
auxk
J B KD D DE ES
           (no sum on D  ĉ,Ċ,ċ )                                                                         (18) 
When the auxkD (the stress intensity factors for the auxiliary) are assigned unit values, the solution of the 
above equations leads to  
 
int4
s
sK B JD DS                                                                                                                                 (19) 
where KD  are the stress intensity factors for the actual field, sBD  are components of prelogarithmic 
energy-factor matrix B . For isotropic media , B is diagonal, with components 
 
11 22 33and4 (1 ) 4
B B BP P
S Q S
   

                                                                                          (20) 
where P  is the shear modulus, and Q  is Poisson¶s ratio. So far, the mixed-mode stress intensity factors 
can completely computed by evaluating the interaction integral (17), (13) and (19). 
4.3. Implementation in X-FEM 
In the construction of the domain and scalar field, we follow Sukumar et al. [13]. The dimensions of 
the domain are: 1L c , 2L c and 3L c  along the 1xc -, 2xc - and 3xc -co-ordinate directions, respectively. If J-
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integral is sub-divided into 5 5 2u u  hexahedral cells, the denominator in Eq. (13) is approximated by the 
formula 3 3( ) / 2L L
 
c c , where 3L

c  and 3L

c  are the element lengths on either side of s  in the 3xc -direction. 
We have 
 
3( )
2cL
L
a s ds c' |³                                                                                                                              (21) 
Within the context, 2 2 2u u  quadrature rule is used in each integration cell. 
5. Numerical experiments  
In this section, a 3D specimen with an inclined through-thickness crack is solved for various 
misorientation angles T  to demonstrate the accuracy and efficiency of this method for mixed-mode crack 
in homogeneous, isotropic material. 
The geometry analyzed with a tensile stress 1V   unit applied on top and bottom face is shown in Fig. 
4. The dimensions are 20h   unit, 10w  unit and 10t   unit. Poisson¶s ratio is taken as 0.3 and 
Young¶s modulus is chosen as 1000 unit. 
In order to compare the accuracy of the solution, we use the standard FEM and the X-FEM to compute 
this example with the same mesh size, a regular mesh of 8-node brick elements of size 0.5 0.5 0.5u u (8-
node brick elements with a collapsed face on the front for the FEM) . The numerical results are shown in 
Fig. 5 where the arithmetic mean values of mode ĉ and mode Ċ SIFs along the crack front are plotted 
versus the orientation angles T . The values of the SIFs near the external boundary of the specimen are 
not taken into account because the domain of the integral is not large enough. As shown in the figure, 
excellent agreement is obtained between both methods except the average value (45 )KĊ .  For reference, 
the SIFs in a plane strain (PE) condition are also given in the figure, which is lower than other both cases.  
Fig. 6 shows the values of  (45 )KĊ  with different mesh size L L Lu u . In the figure, the arc length co-
ordinate s  is measured along the crack front, from its centre ( 0s  ) to the point where it meets the free 
surface ( / 2s t ). The stress state at the centre of the specimen is under near plane strain conditions and 
the numerical SIFs approaches the two-dimensional plane strain result. It can be seen that the accuracy of 
the numerical results is improved as the element size near the crack front decreases. The relative errors 
between the average values obtain and the plane strain case decrease from 22% to 5%  while elements 
size change from 0.5L  to 0.1L  .     
  
    Fig. 5. Stress intensity factors in modes ĉ and Ċ                        Fig. 6. Normalized KĊ  along the crack front for 45T   
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6. Conclusions 
A method has been described by coupling the X-FEM with LSM to solve the crack problem in three-
dimensional bodies. For three-dimensional crack modeling, a discontinuous function was used to model 
the interior of the crack surface, and functions from the two-dimensional asymptotic crack-tip 
displacement fields were used for the crack front enrichment. The geometry of the crack is represented by 
two zero level sets that are orthogonal to one another at the crack front. The crack can cut any element 
arbitrarily and the crack front can pass through an element. This method for extracting the mixed-mode 
SIFs has been developed that takes advantage of beneficial properties of variables in the level set co-
ordinates, in which the element topology need not conform to the surfaces of the cracks. The example 
presented shows that the results obtained by this approach are comparable to those obtained by the 
standard FEM.   
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