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1. Introduction
Let A and B be Hermitian matrices. The principal aim of this note is to establish some majorisation
relations between the singular values of A + B and those of A + iB. By now there exists a large body
of such results, some of which have found interesting applications in physics and in the geometry of
operator ideals. A convenient general reference for such inequalities is the book [2]. Special results
relating singular values and norms of A + iB with those of A and B may be found in [1,5,8,9], and in
other papers cited there.
The notation A 0 is used to mean that A is positive semidefinite (p.s.d. for short). If A and B are
Hermitian and A − B is p.s.d., then we say that A B. The singular values of A are enumerated as
s1(A) · · · sn(A). These are the eigenvalues of the p.s.d. matrix |A|:=(A∗A)1/2.
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Let X and Y be given n × nmatrices. Then each of the following statements is stronger than the one
that follows it:
|X| |Y |, (1.1)
sj(X) sj(Y) for 1 j n, (1.2)
k∏
j=1
sj(X)
k∏
j=1
sj(Y) for 1 k n, (1.3)
k∑
j=1
sj(X)
k∑
j=1
sj(Y) for 1 k n. (1.4)
The family of inequalities (1.4) is abbreviated as {sj(X)} ≺w {sj(Y)}, and likewise (1.3) is expressed
as {sj(X)} ≺wlog {sj(Y)}. The two relations are called weak majorisation, and weak log majorisation,
respectively. The inequalities (1.4) are equivalent to the statement |‖X|‖ |‖Y |‖ for every unitarily
invariant norm on the space of matrices. See [2].
If a and b are real numbers, then we have
|a + b|√2|a + ib|. (1.5)
Our main theorem gives matrix versions of this elementary and fundamental inequality.
Theorem 1.1. Let A and B be n × n Hermitian matrices. Then{
sj(A + B)} ≺w {√2sj(A + iB)} . (1.6)
If A is positive semidefinite, then we have the stronger inequality{
sj(A + B)} ≺wlog {√2sj(A + iB)} . (1.7)
If both A and B are positive semidefinite, then this can be strengthened further to
sj(A + B)
√
2sj(A + iB), 1 j n. (1.8)
There exist 2 × 2Hermitianmatrices A and B for which (1.7) is not true. There exist a 2 × 2 p.s.d.matrix A
and Hermitian B for which (1.8) is not true. There exist 2 × 2 p.s.d. matrices A and B for which the matrix
inequality
A + B√2|A + iB| (1.9)
is not true.
The proof of this theorem is given in Section 2. An equivalent formulation of the inequality (1.6) is
|‖A + B|‖√2|‖A + iB|‖ (1.10)
for all n × n Hermitian matrices A and B, and for all unitarily invariant norms. This could possibly be
strengtened in another direction. Do we have for every X the inequality
|‖AX + XB|‖√2‖AX + iXB‖? (1.11)
We study this question in Section 3.
2. The proof
For the reader’s convenience we recall some extremal principles. More details can be found in [2].
If A is a Hermitian matrix with eigenvalues λ
↓
1 (A) λ
↓
2 (A) · · · λ↓n (A), then the Minimax Principle
says
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λ
↓
j (A) = max
dim M=j minx∈M‖x‖=1
〈x, Ax〉. (2.1)
If A is any matrix, then
sj(A) = max
dim M=j minx∈M‖x‖=1
‖Ax‖ (2.2)
and for 1 k n,
k∑
j=1
sj(A) = max
∣∣∣∣∣∣
k∑
j=1
〈yj , Axj〉
∣∣∣∣∣∣ , (2.3)
where the maximum is taken over all choices of orthonormal k-tuples of vectors x1, . . . , xk and
y1, . . . , yk . We have also
k∏
j=1
sj(A) = max ∣∣detW∗AW ∣∣ , (2.4)
where the maximum is taken over all n × k matricesW such thatW∗W = I.
Let A and B be n × nHermitianmatrices. Label the eigenvectors of A + B as e1, . . . , en in such away
that
sj(A + B) = ∣∣〈ej , (A + B)ej〉∣∣ . (2.5)
Using the inequality (1.5) we have∣∣〈ej , (A + B)ej〉∣∣= ∣∣〈ej , Aej〉 + 〈ej , Bej〉∣∣

√
2
∣∣〈ej , Aej〉 + i〈ej , Bej〉∣∣
= √2 ∣∣〈ej , (A + iB)ej〉∣∣ . (2.6)
Combining (2.5), (2.6) and (2.3) we get
k∑
j=1
sj(A + B)
√
2
k∑
j=1
sj(A + iB).
This establishes the weak majorisation (1.6).
Now suppose A is a positive definite and B a Hermitian matrix. Let λ1, . . . , λn be the eigenvalues of
the matrix A−1/2BA−1/2. We have then
|det(A + B)| =
∣∣∣det A det (I + A−1/2BA−1/2)∣∣∣
= |det A|
n∏
j=1
∣∣1 + λj∣∣
 |det A|
n∏
j=1
√
2
∣∣1 + iλj∣∣
= √2n |det A|
∣∣∣det (I + iA−1/2BA−1/2)∣∣∣
= √2n |det(A + iB)| . (2.7)
A continuity argument shows that this is true alsowhen A is positive semidefinite. By (2.4) we can ﬁnd
an n × k matrixW such thatW∗W = I and
k∏
j=1
sj(A + B) = ∣∣det W∗(A + B)W ∣∣ .
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Using (2.7) we see that this quantity is bounded by
√
2k
∣∣detW∗(A + iB)W ∣∣ = √2k k∏
j=1
sj
(
W∗(A + iB)W) .
Again using (2.4) we see that this is no bigger than
√
2k
k∏
j=1
sj(A + iB) =
k∏
j=1
√
2sj(A + iB).
This establishes the weak log majorisation (1.7).
If both A and B are positive semidefinite, then the singular values of A + B are just its eigenvalues.
Choose orthonormal vectors e1, . . . , en so that sj(A + B) = 〈ej , (A + B)ej〉.
For a ﬁxed j letM be the j-dimensional space spanned by the vectors e1, . . . , ej . Then
sj(A + B) = min
x∈M,‖x‖=1〈x, (A + B)x〉. (2.8)
But
〈x, (A + B)x〉 = 〈x, Ax〉 + 〈x, Bx〉√2 |〈x, Ax〉 + i〈x, Bx〉|
= √2 |〈x, (A + iB)x〉|√2‖(A + iB)x‖‖x‖. (2.9)
So the inequality (1.8) follows from (2.8), (2.9) and the minimax principle (2.2).
The inequalities (1.6)–(1.8) have been proved. It remains to show that the conditions imposed on A
and B are necessary. Let
A =
[
1 0
0 −2
]
, B =
[
0 i
−i 0
]
.
Let R = A + B and T = A + iB. A calculation shows that
R∗R =
[
2 −i
i 5
]
, T∗T =
[
2 −3
−3 5
]
.
Hence, (det R∗R)1/2 = 3 and (det T∗T)1/2 = 1. This shows that s1(R)s2(R) > 2s1(T)s2(T) and the
relation (1.7) is not true.
Next consider the matrices
A =
[
1 1
1 1
]
, B =
[
0 0
0 −2
]
.
A calculation shows that s2(A + B) =
√
2, and s2(A + iB) =
√
4 − 2√3 . The inequality (1.8) is vio-
lated in this case.
To see that the operator level inequality (1.9) is not always true, let
A =
[
2 1
1 1
]
, B =
[
1 0
0 0
]
.
A little calculation shows that
√
2 |A + iB| = 1(
4 + √2
)1/2
[
6 + √2 3 − i
3 + i 2 + √2
]
.
Another calculation shows that the determinant of the matrix
√
2 |A + iB| − (A + B) is a negative
number. So the inequality (1.9) cannot be true in this case.
In a reverse direction to that of Theorem 1.1 we have the following. Let A and B be p.s.d. matrices.
In [4] we showed that{
sj(A + iB)} ≺w {sj(A + B)} . (2.10)
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The stronger inequality{
sj(A + iB)} ≺wlog {sj(A + B)} (2.11)
was established by Zhan [14]. Further strengthening of this in the sense of (1.8) is not possible. Let
A =
[
1 0
0 0
]
, B =
[
1 1
1 1
]
.
A calculation shows that in this case s2(A + iB) > s2(A + B).
A discussion of the several levels at which operator inequalities are sought and found occurs in [3,
p. 198] and in our recent paper [6]. Theorem 1.1 should be seen in that context.
3. Norms of commutators and Schur products
In this sectionwe discussmatters related to the validity of inequality (1.11). The symbols ‖A‖, ‖A‖1,
and ‖A‖2 stand for the usual operator norm, the trace norm, and the Hilbert–Schmidt norm, respec-
tively. The norms ‖ · ‖ and ‖ · ‖1 are dual to each other.
Awell-known andmuch used trickwith 2 × 2 blockmatrices shows that to prove (1.11) it is enough
to prove the special casewhen A = B. Since the norms involved are unitarily invariant, wemay assume
that the Hermitian matrix A is diagonal, A = diag(λ1, . . . , λn). We then have to decide whether
|‖AX + XA|‖√2|‖AX + iXA|‖ (3.1)
for every real diagonal matrix A and any matrix X . Let V be the matrix with entries
vjk = λj + λk√
2(λj + iλk)
. (3.2)
Then the inequality (3.1) has an equivalent formulation as
|‖V ◦ X|‖ |‖X|‖, (3.3)
where V ◦ X stands for the Schur product (entrywise product) of the matrices V and X .
The general problem of ﬁnding norms of Schur products is a difﬁcult one, and has been studied by
several authors. If A is a p.s.d. matrix, then for all X
|‖A ◦ X|‖max
i
aii|‖X|‖. (3.4)
See [3, Exercise 2.7.12]. For any given A let SA(X) = A ◦ X . This deﬁnes a linear map on the spaceM(n)
of all n × nmatrices. For any unitarily invariant norm |‖ · |‖ onM(n) let
|‖SA|‖ = sup|‖X|‖=1 |‖SA(X)|‖.
Let E be the matrix all of whose entries are equal to 1. Then ‖E‖1 = n, and hence
‖SA‖1  1
n
‖SA(E)‖1 = 1
n
‖A‖1. (3.5)
Using the duality between the norms ‖ · ‖ and ‖ · ‖1 one can show that ‖SA‖1 = ‖SA‖. See [13, Lemma
2.1], or [12, p. 323]. For the Hilbert–Schmidt norm the problem is very simple. We have
‖SA(X)‖22 =
∑
i,j
∣∣aij∣∣2 ∣∣xij∣∣2 max
i,j
∣∣aij∣∣2 ‖X‖22.
Hence ‖SA‖2 = max
i,j
|aij|.
Instead of V we ﬁnd it more convenient to deal with the matrix
W = 1 + i√
2
V . (3.6)
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This matrix is Hermitian and is a multiple of V by a scalar of modulus 1. Further wjj = 1 and |wjk| 1
for all j and k. This shows that
‖SW‖2 = 1.
Hence we have for all n × nmatrices X and Hermitian A, the inequality
‖AX + XA‖2 
√
2‖AX + iXA‖2. (3.7)
In this case a little more is true. Using the parallelogram law
|a + b|2 + |a − b|2 = 2 |a + ib|2
one can see that
‖AX + XA‖22 + ‖AX − XA‖22 = 2‖AX + iXA‖22.
Inequality (3.7) follows from this. The situation for other norms is more interesting and we have the
following:
Theorem 3.1. Letλ1, . . . , λn be realnumbersand letW be then × nmatrixassociatedwith themaccording
to (3.2) and (3.6). Then
(i) For n < 4, |‖SW |‖ = 1 for every unitarily invariant norm.
(ii) For n 4, there exist positive numbers λ1, . . . , λn such that ‖SW‖ > 1.
(iii) Let c(n) = sup‖SW‖where the supremumis takenoverall n × nmatrices constructed in themanner
prescribed. Then c(n) = O(log n).
Proof. We have noted thatwjj = 1 and |wjk| 1 for all j and k. So, for n = 2,W is p.s.d. Let n = 3 and
let α1 α2 α3 be the eigenvalues of W . All 2 × 2 minors of W are nonnegative and hence so is the
quantity α1α2 + α1α3 + α2α3. A calculation shows that det W = 0. Since trW = 3 we must have
α1 > 0. From this information it can be concluded thatα3 = 0, and henceW is p.s.d. This implies that|‖SW |‖ = 1.
Let λj = rj , 1 j n, and let r → ∞. Then wjk = (1 − i)/2 for j < k, and wjk = (1 + i)/2 for
j > k. A calculation shows that det W < 0 when n = 4. Hence for any n 4,W is not p.s.d. Since W
is Hermitian, this shows that ‖W‖1 > |trW| = n. Hence ‖SW‖ > 1 for all n 4.
The entries ofW can be expressed also as
wjk = 1
2
(
1 + 2 λjλk
λ2j + λ2k
+ i λ
2
j − λ2k
λ2j + λ2k
)
,
and therefore
W = 1
2
(E + M + iL) ,
where
mjk = 2 λjλk
λ2j + λ2k
, jk =
λ2j − λ2k
λ2j + λ2k
.
The matrix M is of the form DCD, where D is a real diagonal matrix and C is the Cauchy matrix with
cjk = 1/(λ2j + λ2k). ThusM is a p.s.d. matrix with diagonal entries equal to 1, and hence ‖SM‖ = 1. It
is an interesting and important fact of operator theory [10] that there exist real numbers λ1, . . . , λn
such that ‖SL‖ = O (log n). This proves (iii). 
The matrix Y with entries yjk = |wjk| is interesting in another context. We can express the entries
as
yjk = A(λj , λk)
B(λj , λk)
,
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where A(x, y) = (x + y)/2 and B(x, y) =
√
(x2 + y2)/2 represent respectively, the arithmetic mean
and the root mean square of positive numbers x and y. Several matrices obtained in this way by taking
ratios of two means have been studied in [11,7]. The matrix Y is p.s.d., and hence |‖SY |‖ = 1.
We could ask the same question as in (1.11) when we see the inequality (2.10). Once again we have
‖AX + iXA‖2  ‖AX + XA‖2
for all X and p.s.d. A. Using the identity
(1 + i)(λj + iλk)
λj + λk =
λj − λk
λj + λk + i
and the fact about the matrix L mentioned earlier, we see that there exists a number c′(n) such that
‖AX + iXA‖ c′(n)‖AX + XA‖.
The optimal constant c′(n) in this inequality grows with n as O(log n).
Acknowledgements
We thank John Holbrook for a discussion that led us to Theorem 3.1. The ﬁrst author is supported
by a J.C. Bose National Fellowship. Part of this work was done while the second author was visit-
ing the Institute of Mathematics of the Polish Academy of Sciences. This visit was sponsored by the
European Community under the Marie Curie Host Fellowship of the Transfer of Knowledge: TODEQ
(MTKD-CT-2005-030042).
References
[1] T. Ando, R. Bhatia, Eigenvalue inequalities associated with the Cartesian decomposition, Linear and Multilinear Algebra,
22 (1987) 133–147.
[2] R. Bhatia, Matrix Analysis, Springer, 1997.
[3] R. Bhatia, Positive Definite Matrices, Princeton University Press, 2007.
[4] R. Bhatia, F. Kittaneh, Norm inequalities for positive operators, Lett. Math. Phys. 43 (1998) 225–231.
[5] R. Bhatia, F. Kittaneh, Cartesian decompositions and Schatten norms, Linear Algbra Appl. 318 (2000) 109–116.
[6] R. Bhatia, F. Kittaneh, The matrix arithmetic–geometric mean inequality revisited, Linear Algebra Appl. 428 (2008) 2177–
2191.
[7] R. Bhatia, H. Kosaki, Mean matrices and inﬁnite divisibility, Linear Algebra Appl. 424 (2007) 36–54.
[8] R. Bhatia, X. Zhan, Compact operators whose real and imaginary parts are positive, Proc. Amer. Math. Soc. 129 (2001)
2277–2281.
[9] R. Bhatia, X. Zhan, Norm inequalities for operators with positive real part, J. Oper. Theory 50 (2003) 67–76.
[10] E.B. Davies, Lipschitz continuity of functions of operators in the Schatten classes, J. London Math. Soc. 37 (1988) 148–157.
[11] F. Hiai, H. Kosaki, Means for matrices and comparison of their norms, Indiana Univ. Math. J. 48 (1999) 899–936.
[12] M. Hladnik, J. Holbrook, Optimal measures for Toeplitz matrices, Linear Algebra Appl. 402 (2005) 319–334.
[13] R. Mathias, The Hadamard operator norm of a circulant and applications, SIAM J. Matrix Anal. Appl. 14 (1993) 1152–1167.
[14] X. Zhan, Singular values of differences of positive semidefinite matrices, SIAM J. Matrix Anal. Appl. 22 (2000) 819–823.
