Abstract-Power consumption has become a crucial problem in modern circuit design. Multiple supply voltage (MSV) design is introduced to provide higher flexibility in controlling the power and performance tradeoff. One important requirement of MSV design is that timing constraints of the circuit must be satisfied after voltage assignment of the cells. In this article, we develop two algorithms to solve the voltage assignment problem under timing constraints, namely, min-cost flow (MCF) and valueoriented branch-and-bound (VOBB). In the MCF algorithm, the voltage assignment problem is formulated as a convex cost dual network flow problem, and can be solved optimally in polynomial time under certain conditions by calling a MCF solver. The VOBB algorithm, which is a VOBB-based searching method, solves the voltage assignment problem optimally in general cases by employing the MCF algorithm and a linear programming solver as subroutines. At last, we propose a MSV-driven floorplanning framework that optimizes power consumption and physical layout of a circuit simultaneously during the floorplanning stage, by embedding the MCF algorithm into a simulated annealingbased floorplanner and applying the VOBB algorithm as a postprocessing step. We compared our approach with the latest works on this problem, and the experimental results show that, using our approach, significant improvement on power saving can be achieved in much less running time, which confirms the effectiveness and efficiency of our method.
timing constraints. Basically, high voltage level is assigned to critical cells and low voltage level is assigned to noncritical cells, so that power can be saved without violating the timing constraints. Therefore, an effective voltage assignment method is desirable to minimize power consumption under timing requirements. Moreover, it is beneficial to consider the problem of voltage assignment, voltage island generation, and floorplanning simultaneously under the timing, power, area, and other physical constraints, since these steps will significantly affect each other.
A number of previous papers addressed the voltage assignment and island generation problem in floorplanning and placement. In these previous papers, MSV is considered at various design stages, including the floorplanning and placement stages [7] , [8] , [10] , [12] , [13] , as well as the post-floorplanning and post-placement stages [4] , [11] , [15] , [19] , [20] . For the latter category, Wu et al. [19] and Ching et al [4] targeted at minimizing the number of voltage islands generated, and Mak et al. [15] formulated the voltage assignment and island generation problem as an integer linear program (ILP), but none of them had taken timing constraints into consideration explicitly. In [20] , Wu et al. proposed an approximation algorithm based on a zero slack algorithm to minimize the power cost and to simplify the power network resource under timing constraints; Lee et al. [11] tackled the voltage assignment problem using an ILP-based approach with a set of linear inequalities representing the timing requirements. An inevitable deficiency of all these post-floorplanning and post-placement works is that physical layout and power optimization are done separately, hence the solution quality is restricted to a certain extent. Concurrent physical layout and power optimization will be much more favorable. Hu et al. [7] and Ma et al. [13] considered this simultaneous voltage assignment, voltage island generation, and floorplanning problem, however, neither of them explicitly considered timing in their problem formulation. In one recent paper [10] , Lee et al. handled the voltage assignment problem under timing constraints with a dynamic programming heuristic, and applies a power network aware floorplanner afterward. However, physical information is not taken into account in their voltage assignment step; also, the length of an interconnect is restricted to stay within a certain range during floorplanning, which will degrade the solution quality.
In this paper, we propose two algorithms to solve the voltage assignment problem under timing constraints, namely, the mincost flow (MCF) algorithm and the value-oriented branchand-bound (VOBB) algorithm. MCF is a fast approximation algorithm while VOBB is a slower but optimal algorithm.
0278-0070/$26.00 c 2011 IEEE We then propose a MSV-driven floorplanning framework that optimizes power consumption and physical layout of a circuit simultaneously during the floorplanning stage, by embedding the faster MCF algorithm into a simulated annealing (SA)-based floorplanner and applying the slower but optimal VOBB algorithm as a postprocessing step. Our approach is compared with the most updated previous works, and the results show that significant improvement on power saving can be achieved in much less running time.
The remainder of this paper is organized as follows. We define the multiple voltage assignment (MVA) problem and the MSV-driven floorplanning problem in Section II. The MCF algorithm and VOBB algorithm for the MVA problem are proposed in Sections III and IV, respectively. The SA-based MSV-driven floorplanning framework that integrates the two algorithms is introduced in Section V. Our approach is tested and compared with previous works, and the experimental results will be reported in Section VI. We conclude our paper in the last section.
II. Preliminaries and Problem Formulation
We are given a set of n modules m 1 + (positive integer set), since the delay of a module is measured in terms of the number of clock cycles. Fig. 1(a) is an example of a DP Curve, which contains three choices of supply voltages for this module. Moreover, we assume that for each module, power is a convex function of delay when each point (d
is connected to its neighboring point(s) by a linear segment in the DP Curve. We are also given a timing requirement T cycle , called clock cycle time, of this circuit and require that the critical path delay is at most T cycle .
We denote a netlist by a directed acyclic graph (DAG), G = (V, E). Each vertex i ∈ V denotes a module m i , while each directed edge e(i, j) ∈ E denotes an interconnect through which a signal is sent from m i to m j . Fig. 2 is an example of the DAG representation of a netlist, where each vertex is associated with a DP Curve, while each edge is attributed with a wire delay. Thus, both the vertices and the edges have delay.
To facilitate our problem formulation, we desire to associate delay with only edges, thus we transform G = (V, E) into G = (V ,Ē) in such a way that each vertex i ∈ V is split into an input vertex and an output vertex, and the input vertex is connected to the output vertex by a directed edge. We denote this set of newly created edges and the set of original edges by E 1 and E 2 , respectively. Hence,Ē = E 1 ∪ E 2 . Fig. 3 illustrates the resultant DAG of the graph in Fig. 2 after this transformation, where dashed edges are in E 1 and solid edges are in E 2 . After this transformation, the DP Curve of a vertex in G will be associated with its corresponding edge in E 1 .
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For example, after this transformation, vertex 1 and vertex 6 inḠ of Fig. 3 are the input and output vertex of vertex 1 in G of Fig. 2 , respectively, thus the DP Curve of vertex 1 in G is now associated with the edge e(1, 6) inḠ, and we will use k 1, 6 to denote the number of voltage level choices of this DP Curve. We can assume that each edge e(i, j) ∈ E 2 (corresponding to a wire) is also associated with a DP Curve in which the delay is an integer ranging from the wire's minimum delay to the maximum allowed delay T cycle , and the power consumption is zero at all points. Fig. 1(b) is an example DP Curve corresponding to an edge e(i, j) ∈ E 2 . Therefore, each edge e(i, j) ∈Ē ofḠ is now associated with one and only one DP Curve, while the vertices inḠ simply represent the starting or ending point of a time interval and are not associated with any DP Curves. For each edge e(i, j) ∈Ē, we use d ij to denote the delay on it, and useP ij to represent the function that maps delay to power consumption on edge e(i, j), i.e.,
Moreover, we use l ij and u ij to denote the lower and upper bound of the delay d ij on edge e(i, j), i.e.,
ij . For each edge e(i, j) ∈ E 2 , u ij is T cycle , while l ij is the minimum wire delay of the corresponding connection which is estimated by scaling wire length to delay according to (1) when physical information is available as follows:
where w ij is the estimated length of the wire connecting module i and module j, and δ is a constant scaling factor. In 1 We assume that a module has a fixed delay value given a working voltage level. In practice, there are multi-input and multi-output modules, where each input-output combination has different delay values. We can extend our approach to tackle this issue, by splitting the vertex representing a multi-input multi-output module into more vertices with more sophisticated connections, instead of splitting the vertex into two connected vertices. Fig. 4 . DP Curve P ij (d ij ) of (a) an edge e(i, j) ∈ E 1 , (b) an edge e(i, j) ∈ E 2 , and (c) an edge e(i, j) ∈ E 3 . our implementation, w ij is computed as the Manhattan distance between module i and module j, which is a commonly used estimation of interconnection wire length at floorplanning stage. Let t i ∈ Z + denote the arrival time at vertex i inV , then it follows that
The static timing constraint and the voltage assignment problem can be defined as follows. Definition 1: Static timing constraint: Given a clock cycle time T cycle and a DAG,Ḡ = (V ,Ē) corresponding to a netlist, the static timing constraint of the netlist is that the arrival time t i satisfies (2) and (3), ∀i ∈V .
Definition 2: MVA: Given a clock cycle time T cycle and a DAG,Ḡ = (V ,Ē) where each edge e is associated with a DP Curve, select a delay-power pair for each edge in its DP Curve such that the sum of power consumption is minimized while the static timing constraint is satisfied.
Our ultimate goal in this paper is to solve the following MSV-driven floorplanning problem.
Definition 3: MSV-driven floorplanning:
Given a netlist, a timing constraint, and a set of modules, each of which has multiple choices of supply voltage, generate a floorplan in which each module is assigned to work at a specific voltage level such that the timing constraint is satisfied and a weighted sum of power consumption, power network resource, area, and interconnect length is minimized.
III. MCF Algorithm for MVA Chang and Pedram [3] prove that the MVA problem is an NP-hard problem, even if each module had only two voltage choices. In the following, we show that the MVA problem can be formulated as a convex cost dual network flow problem, and can be transformed into a MCF problem by using the Lagrangian relaxation technique. The MCF can be computed by calling the cost-scaling algorithm, after which the voltage assignment solution is obtained from the flow value on the network. When the delay choices of each module are continuous in the real or integer domain, the resultant voltage assignment solution is optimal. In general cases when the delay choices are not continuous, we are able to obtain a feasible voltage assignment with power consumption approximating the optimal solution.
A. Mathematical Program Formulation for MVA
According to the definitions and notations introduced in Section II, the MVA problem can be easily formulated into the following mathematical program.
Problem (1)
Problem (1) without the discrete choice constraint (1e) is a convex cost integer dual network flow problem (or simply a dual network flow problem) [1] , since its dual can be transformed to a MCF problem.
B. Simplification of the Mathematical Program
To simplify the problem, we will first make some modifications to the DP Curves. First of all, we connect each pair of neighboring points in a DP Curve by a linear segment, resulting in a piecewise linear convex function of power versus delay. It can be shown that there always exists an optimal solution to the dual network flow problem [problem (1) without (1e)] with integral variables [1] . Therefore, (1f) and (1g) can be removed.
In the second step of simplification, the lower and upper bounds on variables d ij and t i in (1c) and (1d) are eliminated. We first eliminate bounds on d ij by defining a new power delay function for each edge e(i, j) ∈Ē as follows:
where M is a sufficiently large number, and here, we set
Actually, M can be viewed as a penalty for violating the lower and upper bounds of the variables, and we set the penalty to be large enough to guarantee that a solution with variables violating the bounds is impossible to be an optimal one, if a feasible solution of problem (1) exists. Therefore, by replacingP ij (d ij ) with P ij (d ij ), we can remove (1c) and (1d) with variables in the optimal feasible solution guaranteed to stay in the range specified by (1c) and (1d). An example transformed DP Curve of an edge in E 1 and that of an edge in E 2 are illustrated in Fig. 4(a) and (b) , respectively. Similarly, we define B i (t i ) as follows and put it into the objective function so that the lower and upper bounds on t i can also be eliminated as follows:
After all the above simplifications, problem (1) without (1e) can be transformed into problem (2) as follows.
Problem (2)
In the following section, problem (2) is further simplified by using the Lagrangian relaxation technique.
C. Lagrangian Relaxation
The Lagrangian relaxation technique is useful to eliminate difficult constraints. Here, we want to eliminate the constraints t j − t i ≥ d ij in (2b). We apply the Lagrangian relaxation technique to problem (2), by introducing a nonnegative Lagrangian multiplier vector x, the corresponding Lagrangian subproblem is to compute
where x ij is the nonnegative Lagrangian multiplier associated with the constraint t j − t i ≥ d ij . Note that
We define
Then we can rewrite L(x) as follows:
In order to convert this problem to a network flow problem, we add an extra vertex 0 intoḠ, and add an edge e(0, i) for each vertex i ∈V . Let us denote this set of newly added edges by E 3 and denote the resultant DAG by
Particularly, for each newly added edge e(0, i), we put d 0i = t i , l 0i = 0, u 0i = T cycle , and P 0i = B i . The delay power curve P ij (d ij ) of an edge e(i, j) ∈ E 3 is shown in Fig. 4 (c). Upon these notations, the Lagrangian subproblem can be restated as problem (3) . subject to 
Problem (3)
Then problem (3) can be rewritten as to compute
The Lagrange dual problem is to determine x * as follows.
Problem (4)
The following well-known theorem [2] establishes a connection between problems (2) and (4) as follows: Theorem 1: Let x * be a solution to the Lagrange dual problem, then L( x * ) equals the optimal objective value of the original convex dual network flow problem.
D. Transformation into MCF Problem
We first derive an explicit expression for H ij (x ij ). As shown in Fig. 5 ,
) be a break point (where the slope changes) on this function, and let s − and s + denote the left slope and the right slope at this point, respectively. We can have the following two lemmas.
Lemma 1: 
Combining the two cases completes the proof.
Lemma 2:
Recall that the objective of the Lagrange dual problem is to maximize e(i,j)∈E * H ij (x ij ) over x, so we can safely add
Note that, for the function H ij (x ij ) corresponding to an edge e(i, j) ∈ E 1 , the Lagrangian multiplier x ij must be nonnegative, therefore, it can be further bounded as 0 ≤ x ij ≤ M ∀e(i, j) ∈ E 1 . Together with Lemma 1 and the DP Curve in Fig. 4(a) , we are able to express H ij (x ij ) of each edge e(i, j) ∈ E 1 as follows:
. Note that it directly follows from the convexity of
Similarly, the constraint 0 ≤ x ij ≤ M can also be added for each function H ij (x ij ) that corresponds to an edge e(i, j) ∈ E 2 , since the variable x ij of an edge e(i, j) ∈ E 2 is also a nonnegative Lagrangian multiplier. According to Lemma 1 and the power delay curve P ij (d ij ) in Fig. 4(b) , the corresponding H ij (x ij ) of an edge e(i, j) ∈ E 2 can be written as follows:
Note that this is because the slope of the DP Curve of an edge e(i, j) ∈ E 2 from l ij to u ij is 0.
For the function H ij (x ij ) corresponding to an edge e(i, j) ∈ E 3 , the variable x ij is not a Lagrangian multiplier, and it is bounded by −M ≤ x ij ≤ M, according to Lemma 2. According to Lemma 1 and the DP Curve in Fig. 4(c) , the corresponding function H ij (x ij ) can be written as follows:
Similarly, this is because the slope of the DP Curve of an edge e(i, j) ∈ E 3 from l ij to u ij is 0. Note that unlike the above cases, the variable x ij for an edge e(i, j) ∈ E 3 is not a Lagrangian multiplier, thus it can be negative. Fig. 6 shows the bounds and shapes of all these functions H ij (x ij ). It is easy to observe that these functions H ij (x ij ) are piecewise linear concave. Then, we let C ij (x ij ) = −H ij (x ij ), so that C ij (x ij ) is a piecewise linear convex function. We can subsequently transform problem (4) into problem (5) as shown below, by replacing H ij (x ij ) with −C ij (x ij ).
Problem (5)
Minimize e(i,j)∈E * C ij (x ij ) (5a) Subject to j:e(i,j)∈E * x ij − j:e(j,i)∈E * x ji = 0, ∀i ∈ V * (5b) −M ≤ x ij ≤ M ∀e(i, j) ∈ E 3 (5c) 0 ≤ x ij ≤ M ∀e(i, j) ∈ E 1 ∪ E 2 . (5d)
E. Cost-Scaling Algorithm
Problem (5) is a convex cost flow problem in which the cost associated with the flow on an edge e(i, j) is a piecewise linear convex function containing a number of linear segments. We can transform problem (5) into a MCF problem in an expanded network G = (V , E ), and solve it using a costscaling algorithm [5] .
In the transformation from G * to G , each edge e(i, j) in G * will be replaced by one or more edges, depending on the number of linear segments in the corresponding function C ij (x ij ). There are three categories of edges to consider, namely, E 1 , E 2 , and E 3 .
1) Edge in E 1 : An edge in E 1 represents an input and output relationship of a module. For each edge e(i, j) ∈ E 1 , k = k i,j edges are inserted into G , with one edge corresponding to one linear segment in the cost function C ij . These edges have costs of −d (2) , respectively, and lower capacities of zero for all of them. 2) Edge in E 2 : An edge in E 2 represents an interconnect.
Each edge e(i, j) ∈ E 2 is directly copied to G , with 
* is equivalent to solving the MCF problem in G . 2 We can directly apply the cost-scaling algorithm ( [5] and [6] ) on G to find a MCF. The time complexity of using cost-scaling algorithm to solve our MVA problem is
F. Solution Transformation
The convex cost-scaling algorithm upon termination gives an optimal flow x * and the corresponding optimal node potentials π * . Both the solutions x * and π * may be noninteger. Since all the edge costs are integers, there always exist integral optimal vertex potentials π. To determine them, we construct G (x * ) and determine the shortest path distance sd(i) from vertex 0 to every other vertex i ∈ V . Since all edge costs in G (x * ) are integers, each sd(i) is also an integer. Then π(i) = −sd(i) for each i ∈ V gives an integral optimal set of vertex potentials for problem (5) . According to [1] , an optimal solution to problem (2) can be obtained by first assigning t i = π i , then set d ij = t j − t i for each e(i, j) ∈ E 1 . Note that we do not need to assign the value of d ij for each e(i, j) ∈ E 2 , since the power consumption on a wire is zero, and the timing constraints will be automatically satisfied if there exists a feasible solution to the original voltage assignment problem [problem (1)]. If no feasible solutions of the voltage assignment problem exist, the total flow passing through vertex 0 will be larger than D, as stated in the following lemma.
Lemma 3: Given an instance of the MVA problem, there exists a feasible solution to this instance if and only if the flow value through vertex 0 in the min-cost network flow problem in G as constructed above is such that f 0 ≤ D, where
Proof: (Only if part:) Suppose a feasible solution exists for the voltage assignment problem. Let C be the total cost of the flow network. Initially, C = 0 when the flow on each edge is zero, and this is automatically the MCF if there is no negative cycle. Note that every negative cycle must pass vertex 2 There is a constant difference of e(i,j)∈E 1 P ij (u ij ) between the cost of the MCF in G * and the cost of the MCF in G . p(u, v) ) and the edge e(v, 0) form a negative cycle, as shown if Fig. 7(a) . Recall that the edge cost are all integers, thus the cost through p (u, v) [denoted by C p(u,v) ] must be integral, i.e., C p(u,v) ≤ −T cycle − 1, otherwise the above-mentioned negative cycle cannot be formed. This yields that one unit flow through vertex 0 will decrease the total cost C by at least one, and hence C ≤ −f 0 , where f 0 denotes the flow value through vertex 0. Note that the optimal objective value of the Lagrange dual problem [problem (4) 
equals the optimal objective value of problem (2) (the dual network flow problem), so the objective value of problem (2) is also greater than e(i,j)∈E 1P ij (l ij ), which corresponds to the highest possible total power consumption of all the modules. This is impossible and we can thus conclude that no feasible solutions exist for the original voltage assignment problem exists, contradictory to our original assumption.
(If part:) Suppose the flow through vertex 0 is less than or equal to D, i.e., f 0 ≤ D. Again, we prove by contradiction. If there is no feasible solution to the original voltage assignment problem, it means that the timing constraint T cycle will be violated by some critical path p(u, v) even if each module on p(u, v) is assigned to work at its highest legal voltage level. Given this, there must be at least one module with its input vertex as i and output vertex as j in the expanded network G , such that all the edges between vertex i and vertex j are saturated, since a negative cycle will be formed with vertex 0 otherwise [as shown in Fig. 7(b) , all the red edges are saturated]. Note that the sum of the capacities of these thickened red edges is M = D + 1 and the flow through these edges must go through vertex 0. Therefore, we can conclude that f 0 > D, contradictory to our original assumption.
If the flow through vertex 0 is not more than D, we can construct a feasible solution for the original problem [problem (1)] with discretization constraint (1e) from this optimal solution of problem (2), by taking the largest possible delay choice d q ij smaller than or equal to d ij for each edge e(i, j) ∈ E 1 (this is the legalization step of the voltage assignment). It can be easily shown that this solution is feasible to our original problem, and we can see from the experimental results that this transformation method can approximate the optimal power consumption well and gives large power savings.
G. Handling Level Shifters
Whenever there is a net through which a signal is sent from a module at a low voltage level to a module at a high voltage level, a level shifter will be inserted into this net. Each level shifter is associated with a fixed delay and power values, and will affect the timing and power consumption of the whole circuit. In order to take level shifters into consideration, we extend our approach in a conservative way. When the DAG representation of the input netlist is given, we will first compute the longest path L (in terms of the number of edges on a path) from a primary input to a primary output in the DAG. It is trivial that at most L level shifters will be inserted on any path of the DAG after voltage assignment. This indicates that after level shifter insertion, the delay of the whole circuit will be increased by L·d ls units in the worst case where d ls denotes the delay of a level shifter. Therefore, in order to guarantee that the timing constraint can still be satisfied after level shifter insertion, we simply put T cycle − L · d ls as the timing constraint of the circuit while solving the voltage assignment problem, after which the necessary level shifters are inserted.
H. Summary of the MCF Algorithm
Algorithm MCF (MVA Instance S).
6) Assign capacity and cost to each edge e ∈ E of G . 7) Run cost-scaling algorithm on G = (V , E ). 8) Transform the flow into voltage assignment. 9) Legalize the voltage assignment for each module.
IV. VOBB Algorithm for MVA
The MCF algorithm proposed in the last section is a polynomial time algorithm, however, it may not produce the optimal voltage assignment solution in general cases when the delay choices on each edge are not continuous. In this section, we present a branch-and-bound-based searching method called VOBB that is able to obtain the optimal voltage assignment for a candidate floorplan. This VOBB algorithm employs the MCF algorithm as a subroutine, and is used to further optimize the voltage assignment solution on a candidate floorplan generated by the MCF algorithm. However, there is no guarantee that this searching based method will terminate within polynomial time, which makes it inappropriate to be embedded into a SA procedure. It will thus be used as a postprocessing step in our MSV-driven floorplanning framework.
A. Integer Program for MVA
In order to facilitate the presentation of the optimal algorithm, we first introduce some extra notations. Consider the DAGḠ = (V ,Ē) transformed from the DAG G = (V, E) representing the netlist of a circuit, where each vertex v ∈ V is split into an input vertex and an output vertex, and the input vertex is connected to the output vertex by a directed edge (refer to Figs. 2 and 3 for illustration) . Recall thatĒ = E 1 ∪E 2 , where E 1 denotes the set of newly added edges and E 2 denotes the set of original edges in G. Each edge e(i, j) ∈ E 1 is associated with a DP Curve {(d x ij (q) = 1. Each edge e(i, j) ∈ E 2 corresponds to an interconnection wire and is attributed with an interconnection delay d ij . The interconnection delay is calculated as d ij = δ·w ij , where δ is a constant scaling factor, and w ij is the estimated wire length. Note that on an edge e(i, j) ∈ E 2 , a level shifter needs to be inserted if the working voltage level at the source is lower than the working voltage level at the sink. Let the binary variable y ij denote whether a level shifter is needed to be inserted on edge e(i, j): y ij = 1 if a level shifter is needed, and y ij = 0 otherwise. We use ϕ and ρ to denote the power consumption and delay of a level shifter, respectively. We use t i to denote that arrival time at vertex i and use T cycle to denote the clock cycle time. In addition, for each edge e(i, j) ∈ E 1 , we say that vertex i is the predecessor of vertex j (denoted by pred(j)), and we say that vertex j is the successor of vertex i (denoted by succ(i) ). Note that each edge e(i, j) ∈ E 1 comes from the splitting of an original vertex in G, so vertex i is the unique predecessor of vertex j and vertex j is the unique successor of vertex i.
The objective of the MVA problem is to select a delaypower pair for each module such that the total power consumption is minimized while the static timing constraint is satisfied. Using the notations above, the MVA problem can be formulated into an integer program as stated in problem (6) . The objective function (6a) is the sum of all modules' and level shifters' power consumption. Constraints (6b)-(6d) are to ensure that the timing requirement is satisfied, while (6e) and (6f) make sure that exactly one working voltage level is selected for each module. Constraint (6g) specifies the values of the variables representing the level shifters: ∀e(i, j) ∈ E 2 , a level shifter needs to be inserted (y ij = 1) if the module at the source works at a lower voltage level than the module at the sink, i.e.,
v q j,succ(j) ×x j,succ(j) (q); otherwise, there is no need to insert a level shifter.
Problem (6) Minimize
B. VOBB-Based Search
In this section, we will show how to solve the MVA problem optimally. We will first describe the basic VOBB algorithm and then explain how to compute the upper and lower bounds. The branch-and-bound approach solves problems by searching successive partitions of the solution space. As usual, we will describe the searching process by a search tree in which an internal node represent a set of solutions while a leaf node represent a single solution.
1) Branching Rules: In our searching approach, we visit different parts of the solution space by confining the values of some selected variables. We use the set of binary variables {x i (1), x i (2) , . . . , x i (k i )} to denote the voltage assignment for module m i . In each iteration, we may select a module m i (we will describe the selection criteria in the following) and branch to k i children nodes, which represent the solution space of k i different subproblems where k i is the number of supply voltage choices of module m i . Without loss of generality, we assume that we choose m 1 in the first iteration and choose m 2 in the second iteration. We branch into the first subproblem by assigning m 1 to operate at its first working voltage level, so the subproblem is obtained by adding the set constraints to problem (6) as follows:
Similarly, we branch into the subproblem in the next level by assigning m 2 to operate at its first working voltage level, so this subproblem is obtained by adding another set of constraints as follows:
In this way, we will branch out to many subproblems and search the whole solution space of the original problem. Next, we will discuss selection criteria for the branching steps. Given a candidate floorplan, we first solve the MVA problem using the approach in Section III (without the legalization step) and obtain a solution
. . , m n , we will check starting from i = 1 to n whether module m i can work at (d * i , p * i ), and select the first module whose solution is infeasible to branch out to the children nodes. After selecting one module m i , we will construct k i subproblems with additional constraints to confine the voltage level of m i where k i is the number of voltage choices for m i .
2) Upper Bounds and Lower Bounds Computation: For a branch-and-bound-based algorithm, tight upper and lower bounds are important for efficiency. A good upper bound can be obtained by solving the MVA problem with the MCF algorithm. The sum of the power consumptions of modules and the level shifters gives the upper bound. This is a good upper bound as our experiments show that the number of cells with infeasible voltage assignments before the legalization step of the MCF algorithm is relatively small. The lower bound can be easily obtained by solving a linear relaxation of the problem (6) (the detail is omitted). Note that we will do the upper bound and lower bound computations whenever a new node in the search tree is visited.
3) Pruning Rules and Value-Oriented Searching Rules:
With the upper and lower bounds obtained above, we can construct our pruning rules. Some nodes with their subtrees together will never contribute an optimal solution, and good pruning rules help to find such nodes to reduce runtime. If a node is infeasible, i.e., we cannot find a feasible solution satisfying the timing constraint even assuming a continuous domain for the module voltages (this can be verified by invoking the MCF algorithm), it will be pruned. Besides, if a node's lower bound is greater than or equal to the global upper bound, it will also be pruned. This is correct since we can never find a better solution by traversing into its subtree.
With the above bounds and pruning rules, we can search the solution space faster. Our VOBB searching algorithm is divided into rounds. In each round, we set a target which is used as a threshold to decide whether a node should be visited in this round. For example, in the first round, the target will be computed as follows:
where 0 ≤ α ≤ 1 is a constant (set to 0.6 in our experiments), and O ub and O lb are the upper and lower bounds of the original problem. When we reach a node S, we will check whether S lb ≤ target where S lb is the lower bound at S. If so, we will continue to visit the subtree of S; otherwise, this node S will be marked and will not be visited in this round (may be visited in the following rounds). After one round, the value of target will be updated as target + C where C is a constant (set to 5% of O ub in our experiments). Note that a subtree which is explored in a previous round will not be repeatedly visited in any subsequent rounds. In general, this value-oriented searching strategy will search nodes with smaller lower bounds in earlier rounds and we can upper bound the deviation of a solution obtained from such valueoriented search from the optimal solution. This idea is derived from the target-oriented branch-and-bound algorithm in [17] . Actually, this searching scheme is general and is independent of how the upper and lower bounds are computed, i.e., other upper and lower bounds computation methods can be applied and integrated into this searching scheme.
In our VOBB algorithm, there are two conditions under which we can stop searching. 1) A feasible solution is found at a node of which the objective function value is equal to the smallest lower bound (obtained by the linear relaxation) ever seen during the search.
2) Current round is finished and the global upper bound
O ub is less than or equal to target. 3) All possible nodes are visited and searched.
V. MSV-Driven Floorplanning Framework
We integrate the MCF algorithm and the VOBB algorithm with a SA-based floorplanner to develop a MSV-driven floorplanning framework. This framework can be divided into two stages: floorplanning stage and postprocessing stage.
A. Floorplanning Stage
In the floorplanning stage, the MCF algorithm for voltage assignment is embedded into a SA-based FAST-SP [18] floorplanner to explore the solution space. After each random move, the length of some interconnects may be changed which will cause changes in the minimum delay of the corresponding wires. Thus, the operating voltage level of each module is reassigned by solving the updated dual network flow problem, after which the necessary level shifters are inserted and the total power consumption is calculated. The power network resource is evaluated afterwards. When the annealing process terminates, the best found solution will be returned.
We use the cost function to evaluate a candidate floorplan as follows:
In this function, A is the area of the floorplan, W is the total wire length estimated by the half perimeter bounding box method, represents the power network resource, which is estimated as the sum of half-perimeters of the bounding boxes of the blocks working at the same voltage levels (the blocks assigned with the same voltage level are preferred to stay close with this term), P denotes the total power consumption, and particularly, P is set to a large number to give a heavy penalty when the candidate floorplan violates timing. The parameters λ w , λ pn , and λ p can be used to adjust the relative weighting between the contributing factors, and they are determined in a random walk with 1000 random moves before the annealing process starts, in such a way that the four factors, area, wire length, power network resource, and power cost, are contributing similarly to the cost function. This cost function can be modified to consider the fixed-outline constraint by replacing the area term A (since we are not minimizing the area) by λ ∞ (max{0, w − W } + max{0, h − H }) where λ ∞ is a large positive constant, w and h are the width and height of the candidate floorplan solution, and W and H are the fixed width and height required for the final floorplan design.
B. Postprocessing Stage
We use the VOBB voltage assignment algorithm as a postprocessing step. After an initial floorplan is generated by the SA-based floorplanner with MCF algorithm, we perform our VOBB algorithm to obtain the optimal voltage assignment. However, the resultant power network routing resources may be worsened, as the modules assigned with the same working voltage level may not stay together. Thus, we apply an ordinary SA-based floorplanner whose objective function is a weighted sum of area, wire length, and power network routing resources (the voltage assignment for the modules are fixed). After this fast floorplanning step, the VOBB algorithm is performed once again to assign a final working voltage to each module to ensure that the timing constraint is satisfied.
VI. Experimental Results
In this section, we perform several sets of experiments to validate our proposed approach. We first compare the performance of the MCF algorithm and the VOBB algorithm, we then compare VOBB with an existing ILP-based approach [11] for voltage assignment. Finally, we evaluate our MSV-driven floorplanning framework by comparing with the best previous paper [10] on this problem. Throughout the experiments, we use six test cases which are obtained from the authors of [10] . The number of blocks is ranging from 10 to 300, and some of the blocks are soft blocks. These test cases are based on the GSRC benchmarks, with power and delay specifications added for each block. Every block has two legal working voltage levels, namely, VDDH and VDDL, each of which is associated with a power consumption value and a delay value. In our test cases, VDDH is 1.5 V and VDDL is 1.0 V. The power consumption associated with VDDH (VDDL) is high (low), and the delay value associated with VDDH (VDDL) is low (high). The values of power consumption and delay values are approximately proportional to the area of the corresponding block. For example, for block b 1 (with area of 24 045-unit) in test case n10, the delay value and power consumption are 21 640-unit and 24 045-unit at VDDH, respectively, while the delay value and power consumption are 57 706-unit and 10 686-unit at VDDL, respectively. For block b 1 (with area of 432-unit) in test case n300, the delay value and power consumption are 388-unit and 432-unit at VDDH, respectively, while the delay value and power consumption are 1034-unit and 192-unit at VDDL, respectively. In general, the area of the blocks in the test cases is ranging from 150 to 40 000. In our experiments, the clock cycle time T cycle for each test case is set to be 1.5 times of the critical path delay when all the modules are working in VDDH, and the delay of a level shifter d ls is set to be 200-unit. Our algorithms are implemented in the C programming language and all the experiments are performed on a Linux machine with a 3.20 GHz CPU and 2 GB RAM. We found that the voltage assignment solution produced by the MCF algorithm was fairly close to the optimal one (by VOBB), which can be verified by the following set of experiments. We randomly generate ten floorplans for each benchmark and compare the two algorithms in terms of average power consumption and the number of modules with different voltage assignments. Results show that, for each test case, only about 10% of the modules are assigned with different voltage levels by the two algorithms (see Table I ). Note that the runtime for MCF is the execution time of the SA process that integrates the MCF algorithm (a single iteration of the MCF algorithm terminates in less than 1 s).
As we mentioned before, our SA-based floorplanner with MCF algorithm can be easily adapted to consider fixed-outline constraints by modifying the cost function. In the following, we test the fixed-outline version of our SA-based floorplanner. The fixed-outline is set to be W × H in our experiment, where W = H and W × H equals 1.2 times the total area of all the modules. The results are listed in Table II . We can see that our MCF algorithm works well within the fixed-outline context. An average of 26.97% power saving can be achieved. The fixed-outline floorplanner is performed ten times on each test case, and the success rate is also reported in Table II .
Besides, we further demonstrated the effectiveness of the MCF approach by performing another set of experiments in which the same set of circuits is used but the number of legal working voltage levels for each module is augmented to either three or four. The resultant floorplans are displayed in Fig. 8 . An average of 28.62% power saving can be achieved.
We then compare our VOBB algorithm for the MVA problem with the latest previous paper [11] that also tried to solve the voltage assignment problem on a candidate floorplan. Reference [11] is an ILP-based approach. The results are shown in Table V-B. The runtime limit for each data set is 10 h, and the " * " indicates that the program does not run to the end after 10 h (so, the solution is suboptimal). VOBB can obtain optimal solutions in a reasonable amount of time for most of the test cases and has out-performed [11] quite a lot. The results obtained by the SA-based floorplanner with MCF algorithm is also listed for comparison. Compared with the MCF approach, we can see that VOBB contributes 12.1% improvement on power saving on average, while [11] improves the power saving by 11.8%. During the experiments, we found that the runtime depends more on the complexity of the circuit rather than the number of modules. The word "complexity" refers to the total number of constraints. We can see that the runtime for n200 is even longer than that for n300.
At last, we report the results of a comparison between our MSV-driven floorplanning framework (as described in Section V) and the previous paper [10] . The results are displayed in Table V -B. Again, the runtime limit for each attempt of the VOBB procedure is 10 h, and " * " indicates that the VOBB procedure does not finish within this time limit. We can see that our approach achieves much more power saving (an average of 32.96% versus 6.68% by [10] ) with much less level shifters (an average of 39 versus 186 by [10] ).
VII. Conclusion
In this paper, we proposed two algorithms to solve the voltage assignment problem under timing constraints, namely, MCF and VOBB. The two algorithms are integrated into a MSV-driven floorplanning framework that simultaneously optimizes power consumption and physical layout of a circuit during the floorplanning stage. We compared our approach with the latest previous papers, and the experimental results show that, using our approach, significant improvement on power saving can be achieved in less running time, which confirms the effectiveness and efficiency of our proposed approach.
