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A LATTICE ISOMORPHISM THEOREM FOR CLUSTER
GROUPS OF MUTATION-DYNKIN TYPE An
ISOBEL WEBSTER
Abstract. Each quiver appearing in a seed of a cluster algebra determines
a corresponding group, which we call a cluster group, which is defined via a
presentation. Grant and Marsh showed that, for quivers appearing in seeds of
cluster algebras of finite type, the associated cluster groups are isomorphic to
finite reflection groups. As for finite Coxeter groups, we can consider parabolic
subgroups of cluster groups. We prove that, in the type An case, there exists
an isomorphism between the lattice of subsets of the defining generators of the
cluster group and the lattice of its parabolic subgroups. Moreover, each parabolic
subgroup has a presentation given by restricting the presentation of the whole
group.
1. introduction
This paper examines cluster groups, which arise from the theory of cluster al-
gebras. Cluster algebras were introduced by Fomin and Zelevinsky in order to
construct a model for dual canonical bases in semisimple groups [11]. However,
their applications have spread into numerous areas of Mathematics such as combi-
natorics [12], quiver representation theory [22] and Poisson geometry [14].
A (skew-symmetric) cluster algebra [11, Section 2] is a subalgebra of the field of
rational functions, F = Q(u1, u2, ..., um), on a finite number of indeterminates. It
is determined by an initial input, known as a seed, consisting of a free generating
set of F over Q, i.e. a quiver with no loops or two-cycles. A combinatorial process
called mutation is repeatedly applied to produce more seeds. A generating set for
the cluster algebra is then chosen from the union of the seeds. The elements of
this generating set are known as the cluster variables of the cluster algebra. This
notion of mutating, which involves a local change in the quiver relating to a choice
of vertex, is at the heart of the definition of a cluster algebra.
A cluster algebra is of finite type if it has finitely many cluster variables. The
classification [13] of the cluster algebras of finite type corresponds to the classi-
fication of the finite root systems via Cartan matrices and simply-laced Dynkin
diagrams. In this classification it is shown that a cluster algebra is of finite type
if and only if it has a seed containing a cluster quiver which is an orientation of
a Dynkin diagram (or a disjoint union of Dynkin diagrams). A cluster quiver is
said to be of mutation-Dynkin type if it lies in some seed of a cluster algebra of
finite type or, equivalently, if there is a finite sequence of mutations taking it to an
oriented Dynkin diagram (or a disjoint union of oriented Dynkin diagrams).
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The article [1] associates to each simply-laced mutation-Dynkin quiver a group
presentation and shows that the corresponding group is isomorphic to a finite re-
flection group. Moreover, this reflection group will be of the same Dynkin type as
the cluster algebra from which the quiver arises.
Several subsequent publications have built on this work. The article [8] provides
similar presentations for affine Coxeter groups while [15] and [16], independently
of one another, extended the results of [1] to provide presentations for Artin braid
groups in the simply-laced case and the finite type case, respectively. Moreover, it
is shown that the groups corresponding to both of these presentations are invariant
under mutation of the quiver.
Consider the group presentation associated to each simply-laced mutation-Dynkin
quiver in [15], together with the additional set of relations that specify that the
square of each generator is equal to the identity. Then [15, Lemma 2.5] shows the
resulting group is isomorphic to the group with presentation defined by [1]. Thus,
we obtain another presentation associated to a mutation-Dynkin quiver that gives
a group that is isomorphic to a finite reflection group. It is the group presentation
based on the work done in [15] that is considered here. In particular, we will be
considering the group presentations associated to mutation-Dynkin quivers of type
An. However, these presentations make sense for any cluster quiver and may be
interesting to consider more generally. Due to the context given above, we call the
corresponding group a ‘cluster group’ with the aim of exploring its properties in
general.
Definition 1.1. Let Q be a cluster quiver. Following [8], if i and j are vertices of
Q which are joined by a single arrow, then we call this arrow simple.
Definition 1.2. Let Q be a cluster quiver with vertex set Q0. The cluster group
associated to Q, denoted by GQ, is defined to be the group with group presentation
〈T |R〉 where
T = {ti : i ∈ Q0}
and R is the following set of relations:
(a) For all i ∈ Q0, t
2
i = e.
(b) The braid relations: For all i, j ∈ Q0,
(i) titj = tjti if there is no arrow between i and j in Q.
(ii) titjti = tjtitj if i and j are joined by a simple arrow in Q.
(c) The cycle relations:
ti1ti2ti3 ...tirti1 ...tir−2 = ti2ti3 ...tir ti1ti2ti3 ...tir−1
= ti3 ...tir ti1ti2ti3ti4 ...tir
= ...
= tirti1ti2ti3 ...tir ti1 ...tir−3
for every chordless, oriented cycle
i1 −→ i2 −→ i3 −→ ... −→ ir −→ i1
in Q, in which all arrows are simple.
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Remark 1.3. The relations (b)(ii) and (c) are defined to be compatible with the
group presentations associated to diagrams of finite type given in [15] and the group
presentations associated to diagrams of affine type given in [8].
For general cluster quivers the corresponding cluster group is not necessarily
invariant under mutation of the quiver [8, Section 7]. However, for this paper
we will consider only simply-laced mutation-Dynkin quivers. In this case, as we
will discuss in Section 2, the cluster group presentation is compatible with quiver
mutation [15, Lemma 2.5], [1, Theorem 5.4].
Let I denote the set of subsets of T . Given a cluster quiver Q and I ∈ I, we use
GI to denote the subgroup of the cluster group GQ generated by I. We call any
subgroup of GQ obtained in this way a parabolic subgroup. We state the first of
our two main results here, which will be proved in Section 3.
Theorem. (Theorem 4.15) Suppose Q is a quiver of mutation-Dynkin type with
connected components Q1, ..., Qr of type An1 , ..., Anr for some n1, ..., nr ∈ Z
+, then
there exists a lattice isomorphism
Φ : I −→ G˜,
Φ : I 7−→ GI ,
where G˜ denotes the collection of all the parabolic subgroups of GQ.
In the case when the quiver is an oriented simply-laced Dynkin diagram, ∆,
the associated cluster group presentation is precisely the Coxeter presentation of
type ∆. By [1] and [15, Lemma 2.5], the cluster group presentations associated
to mutation-Dynkin quivers give groups which are isomorphic to finite reflection
groups and thus are finite Coxeter groups. This can also be shown directly by a
simple extension of [15, Proposition 2.9]. Under this isomorphism, the defining
generators of GQ are mapped to elements of the set of reflections, {wsiw
−1 : w ∈
W∆, si ∈ S}, of the Coxeter system (W∆, S). Thus for any I ⊆ T , the parabolic
subgroup GI is isomorphic to a reflection subgroup of W∆. Reflection subgroups of
Coxeter groups are themselves Coxeter groups [6].
Each finite Coxeter group has an associated root system and conversely each
root system defines a Coxeter group (see [19]). Suppose ∆ is a Dynkin diagram of
type An and W∆ is the corresponding Coxeter group with root system Φ. For any
reflection subgroup W ′ of W∆, the subset
Ψ = {α : sα ∈ W
′} ⊆ Φ
is a subsystem of Φ and W ′ is the Coxeter group defined by Ψ [7]. By [7, Corollary
1], the Dynkin diagram of Ψ will be of type An′ for some n
′ ≤ n. Thus W ′ will be
of type An′ . It follows that, when Q is of mutation-Dynkin type An, each parabolic
subgroup of GQ is isomorphic to a cluster group associated to a quiver of type
An′ , for some n
′ ≤ n. In fact, our second main result shows that each parabolic
subgroup has a cluster group presentation given by restricting the presentation of
the whole group.
Given any I ⊆ T , let QI denote the full subquiver of Q on the vertices corre-
sponding to the elements of I. To distinguish between the defining generators of
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GQ and GQI , we label the generators of the cluster presentation of GQI by t
′
i, for
each ti ∈ I.
Theorem. (Theorem 5.2) Suppose Q is a quiver of mutation-Dynkin type with
connected components Q1, ..., Qr of type An1 , ..., Anr for some n1, ..., nr ∈ Z
+. For
any I ⊂ T , there exists an isomorphism
GQI −→ GI ,
t′i 7−→ ti.
This theorem is our second main result, which will be proved in Section 4.
Note that for quivers of affine type, the cluster group defined as in Definition
1.2 is not always a Coxeter group. The article [8] shows that, in order for this to
happen, additional relations must be added in some cases.
There are many well-established results for Coxeter presentations and we are in-
terested in whether cluster groups possess properties comparable to those of Coxeter
groups. Theorem 4.15 is analogous to the following theorem for Coxeter groups.
Theorem 1.4. [19, Theorem 5.5(c)] Let (W,S) be a Coxeter system. The assign-
ment I 7→ WI defines a lattice isomorphism between the collection of subsets of S
and the collection of parabolic subgroups WI of W .
Similarly, analogously to our second main result, any parabolic subgroup of a
Coxeter group has a Coxeter presentation [19, Theorem 5.5(a)]
In Section 1, we will recall and develop some definitions and theorems from
which we will build the required foundations of the theory of cluster groups. In
particular, we will highlight results from [1] and [15] that show that the cluster
group associated to any quiver of mutation-Dynkin type is invariant under mutation
of the quiver. For the subsequent sections we consider only quivers of mutation-
Dynkin type with connected components Q1, ..., Qr of type An1, ..., Anr for some
n1, ..., nr ∈ Z
+. Let Q be such a quiver. The quivers of mutation-Dynkin type An
arise from triangulations of a disk (see [10]) which provides a geometric insight that
we need when considering results for cluster presentations of this type. In Section
2, we use this interpretation to associate a graph to Q, called the braid graph. This
becomes a tool for constructing an isomorphism between the cluster group GQ and
a Young subgroup of Σn+r. In Section 3, the existence of such an isomorphism
is employed to prove the above lattice isomorphism theorem for cluster groups of
mutation-Dynkin type An1 ⊔ ... ⊔ Anr . Finally, in Section 4, it will be shown that
any parabolic subgroup GI of GQ has a cluster group presentation associated to
QI .
The author would like to thank the referee for their careful reading of the man-
uscript and their constructive input.
2. foundational theory of cluster groups
First, we recall some definitions and theorems that we will need and then use
them too prove results for the theory of cluster groups.
Recall that a quiver is an oriented graph Q = (Q0, Q1) where Q0 is the set of
vertices and Q1 is the set of arrows. Moreover, a cluster quiver is one which has no
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loops or 2-cycles. Specifically, we consider quivers where the arrows are unlabelled
and whose vertices are labelled by the set {1, ..., n}, where n ∈ N equals the number
of vertices.
Definition 2.1. Let Q be a cluster quiver with vertex set Q0. The mutation of Q
at a vertex v ∈ Q0 is the quiver µv(Q) which is obtained by applying the following
steps:
(a) For each path in Q of length two passing through the vertex v of the form
u −→ v −→ w, add an arrow u −→ w. Note that this takes into account
multiplicity of arrows, i.e. if there are x arrows u −→ v and y arrows
v −→ w then xy arrows are added from u to w.
(b) Reverse each arrow adjacent to v.
(c) Repeatedly delete pairs of arrows forming 2-cycles until there are no 2-cycles.
Note that the operation in (c) is well-defined as, no matter which pairs of arrows
we choose to delete, the same number of arrows will be deleted in each direction.
Definition 2.2. Two cluster quivers are mutation-equivalent if there exists a
finite sequence of mutations transforming one into the other.
Definition 2.3. Let ∆ be a simply-laced Dynkin diagram on n vertices which are
labelled 1, ..., n. Any orientation of ∆ is called a cluster quiver of Dynkin
type ∆. Following [10], we call a connected Dynkin diagram indecomposable
and a disconnected Dynkin diagram decomposable, where the type is determined
by specifying each type of the connected (thus indecomposable) components. The
decomposable Dynkin diagram that is the disjoint union of the Dynkin diagrams ∆1
and ∆2 is denoted by ∆1 ⊔∆2.
Definition 2.4. A cluster quiver is ofmutation-Dynkin type ∆ if it is mutation-
equivalent to a cluster quiver of Dynkin type ∆.
We remark that any mutation-Dynkin quiver has a unique type [13, Theorem
1.7].
Given a cluster quiver Q, we consider the cluster group GQ, as given in Definition
1.2, where the set of defining generators is denoted by T and the set of relations is
denoted by R. In particular, suppose that Q is a decomposable cluster quiver with
connected components Q1, ..., Qr. We consider the cluster presentation associated
to Qi for each 1 ≤ i ≤ r.
Theorem 2.5. [3, Theorem 1] Let G1 and G2 be groups with group presentations
〈X1|R1〉 and 〈X2|R2〉, respectively. Then G1 ×G2 has presentation 〈X1 ∪X2|R1 ∪
R2 ∪ B〉 where B is the set of relations {x1x2 = x2x1 : x1 ∈ X1, x2 ∈ X2}.
For each 1 ≤ i 6= j ≤ r let Ti be the set of generators of GQi and Ri the set
of relations and define the set of relations Bij = {titj = tjti : ti ∈ Ti, tj ∈ Tj}.
By Theorem 2.5, GQ1 × GQ2 × ... × GQr = 〈T1 ∪ ... ∪ Tr|R1 ∪ ... ∪ Rr ∪ B〉 where
B = ∪ri=1(∪1≤j≤r,j 6=iBij).
However, T = T1 ⊔ ... ⊔ Tr and as the Qi are the connected components of
Q, no edge exists between any two vertices lying in different components. Thus
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R = R1∪ ...∪Rr ∪B, meaning 〈T1∪ ...∪Tr|R1∪ ...∪Rr ∪B〉 is precisely the cluster
presentation of Q. This gives the following lemma.
Lemma 2.6. If Q is a decomposable cluster quiver with indecomposable components
Q1, .., Qr then
GQ = GQ1 ×GQ2 × ...×GQr .
It is easy enough to prove the following lemma.
Lemma 2.7. If Q and P are isomorphic cluster quivers, then GQ ∼= GP .
In the light of Lemma 2.7, we note that GQ only relies on Q up to isomorphism
and so nothing is lost by restricting to quivers with vertices labelled by the set
{1, ..., n}. The cluster groups associated to more general cluster quivers will be
isomorphic to the groups associated with these quivers.
Remark 2.8. As discussed previously, [15, Lemma 2.5] shows the cluster group
associated to a mutation-Dynkin quiver is isomorphic to the group with the group
presentation defined in [1]. In fact, [15, Lemma 2.5] shows that the cycle rela-
tions appearing in the cluster group presentations for mutation-Dynkin quivers are
equivalent to those appearing in the group presentations defined in [1]. Moreover,
[1, Theorem 5.4] shows that the groups arising from these group presentations are
invariant under mutation of the quiver. It follows that the cluster groups associ-
ated to mutation-Dynkin quivers are invariant under mutation. Alternatively, by
a simple extension of the proof of [15, Proposition 2.9] it can be shown directly
that when Q is a mutation-Dynkin quiver, the corresponding cluster group will be
invariant under mutation of Q. Thus, we have the following.
Lemma 2.9. [15, Lemma 2.5], [1, Theorem 5.4] Let Q be a cluster quiver of
mutation-Dynkin type. If Q and Q′ are mutation-equivalent then GQ ∼= GQ′.
By [19], each simply-laced Dynkin diagram gives rise to a Weyl group and so to
a finite Coxeter group. A finite Coxeter group is given by a simply-laced Dynkin
diagram, ∆, in the following way.
Fix a vertex labelling of ∆ with the set {1, .., n} and consider some orientation,
−→
∆,
of ∆. LetW∆ be the group with group presentation < S|R > where S = {s1, ..., sn}
and R is the set containing the relations (sisj)
m(i,j) for all 1 ≤, i, j ≤ n, where
m(i, j) =
{
2, when there is no arrow between i and j in ∆;
3, when there is an arrow between i and j in ∆.
Then W∆ is a finite Coxeter group [19, Definition 5.1].
Furthermore, as ∆ contains no cycles, G−→
∆
= 〈t1, ..., tn|t
2
i = (titj)
p(i,j) = e〉 where
p(i, j) =
{
2, when there is no arrow between i and j;
3, when there is an arrow between i and j.
= m(i, j).
In this case, the cluster group does not depend on the orientation of ∆, so we
denote it simply by G∆.
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Thus
ϕ : G∆ −→ W∆,
ϕ(ti) := si,
defines an isomorphism between G∆ and W∆.
If Q is of mutation-Dynkin type ∆, then Q is mutation-equivalent to some ori-
entation of ∆ (with some fixed labelling of vertices by 1, ..., n). By Lemma 2.9,
GQ ∼= G∆ ∼= W∆. That is, when Q is a quiver of mutation-Dynkin type, the
associated cluster group is isomorphic to the finite Coxeter group of the same type.
For more general cluster quivers, we consider the following subgroups of the
associated cluster group.
Definition 2.10. For a subset I of T , let GI denote the subgroup of GQ generated
by the elements of I. A parabolic subgroup of GQ is a subgroup of the form GI
for some I ⊆ T .
When Q is a quiver of mutation-Dynkin type An, we will show that there exists
a lattice isomorphism between the lattice of subsets of the set of generators of GQ
and the lattice of its parabolic subgroups. First, we need to define the braid graph
of Q, which we do in the following section.
3. the braid graph of a cluster group of mutation-dynkin type An
Fix a quiver Q of mutation-Dynkin type with connected components Q1, ..., Qr of
types An1 , ..., Anr , respectively, where n1, ..., nr ∈ Z
+ and n = Σri=1ni. As previously
mentioned, the quivers of mutation-Dynkin type An arise from triangulations of a
polygon [10]. In this section we explain how in the case when r = 1, we can
construct a braid graph from a triangulation that gives rise to Q. This braid graph
will be independent of the choice of triangulation giving rise to Q so we can consider
it to be the braid graph of Q. This graph is then used to build an isomorphism
between GQ and Σn+1. This theory will then be extended to the case when r ≥ 1.
In a convex polygon, P , a diagonal is a line in the interior of P which connects
two non-adjacent vertices and only touches the boundary of the polygon at its
endpoints. A triangulation of P is a decomposition of the polygon into triangles
by a maximal set of non-crossing diagonals. We remark that every triangulation of
an n-gon has exactly n− 2 triangles and n− 3 diagonals.
Every triangulation T of a convex (n + 3)-gon gives rise to an indecomposable
quiver of mutation-Dynkin type An, denoted by QT [4].
Definition 3.1. [9, Section 4] For a triangulation T of a convex (n + 3)-gon, QT
is the quiver whose vertices are in bijection with the diagonals of T . Moreover,
there exists an arrow from the vertex i to the vertex j in QT if and only if the
corresponding diagonals di and dj bound a common triangle where dj immediately
precedes di in the anticlockwise orientation of the triangle.
Theorem 3.2. [4, Lemma 2.1] (and also from [9, Example 6.6]) For a triangulation
T of a convex (n + 3)-gon, QT is of mutation-Dynkin type An. Conversely, every
quiver Q of mutation-Dynkin type An is of the form QT for some triangulation, T ,
of an (n+ 3)-gon.
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A flip along the diagonal di is defined in the following way. Suppose di = XY
where X and Y are distinct vertices of P . We have that di is adjacent to two
triangles, XY A and XYB where A and B are vertices of P , distinct from X and
Y . A flip along the diagonal di consists of deleting di and adding the new diagonal
d′i = AB to form a new triangulation [9, Definition 3.5].
As mentioned in [9, Proposition 3.8], the articles [17], [18] and [23] give the
following proposition.
Proposition 3.3. [17], [18], [23] Any two triangulations of a polygon are connected
by a sequence of flips along diagonals.
Proposition 3.4. [4, Lemma 2.1] Let T be a triangulation of a convex polygon
and let T ′ be the triangulation obtained by flipping T along the diagonal di. Then
QT ′ = µi(QT ).
We outline here a neat summary of the above which can be found in [25]. Let T
be the set of all triangulations of the (n + 3)-gon P and Mn be the set of quivers
of mutation-Dynkin type An. Define a function
γ : T −→Mn,
γ : T 7−→ QT .
This map is surjective as every indecomposable quiver Q of mutation-Dynkin
type An arises from a triangulation of an (n+ 3)-gon.
Define the following equivalence relation on T:
T ∼ T ′ if and only if T ′ can be obtained from T by a clockwise rotation of P .
The map γ induces a surjective map γ˜ : (T,∼) −→Mn.
Theorem 3.5. [25, Theorem 3.5] For n ≥ 2, the map γ˜ : (T,∼) −→ Mn is
bijective.
Suppose now that Q is a quiver of mutation-Dynkin type with connected com-
ponents Q1, ..., Qr of types An1 , ..., Anr , respectively, where n1, ..., nr ∈ Z
+ and
n = Σri=1ni and r ≥ 1. From the above, it follows that Q arises from a triangu-
lation of the disjoint union of P1, ..., Pr where Pi is a convex (ni + 3)-gon for each
1 ≤ i ≤ r. Moreover, any triangulation of this disjoint union of polygons admits a
quiver of mutation-Dynkin type An1 ⊔ ... ⊔Anr .
Definition 3.6. [15, Definition 3.1] Let T be a triangulation of a convex (n + 3)-
gon, P . The braid graph of T is the graph ΓT = (VT , ET ) where VT are the
vertices of V and ET are the edges, defined in the following way. The vertices VT
are in bijection with the triangles of T in P and there exists an edge between two
vertices if and only if the corresponding triangles share a common diagonal in T .
For each T , T ′ ∈ T with T ∼ T ′, it is clear that ΓT is isomorphic to ΓT ′ .
For the moment, we restrict to the case when r = 1. Let T be a triangulation
giving rise to Q. So ΓT denotes the braid graph associated to T . In fact, all
triangulations giving rise to Q will have the same braid graph. Thus it makes sense
to refer to ΓT as the braid graph of Q and we will denote this graph by ΓQ.
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Moreover, ΓQ is a connected tree on n + 1 vertices and, as each triangle can be
bounded by between 1 and 3 diagonals, the valancy of each vertex is equal to 1, 2
or 3.
Example 3.7. Let Q be the quiver
1 2 3 4
Consider the following triangulation, T :
From Definition 3.1, we have that QT = Q. That is, T is a triangulation giving
rise to Q. From this triangulation, we obtain the following braid graph of Q.
ΓQ:
Let Γ be a planar tree. We denote by ΣΓ the symmetric group on the vertices of
Γ. That is, the group of permutations of the set of vertices of Γ.
Proposition 3.8. [24, Proposition 3.4] For a planar tree Γ, the group ΣΓ is gen-
erated by the set XΓ = {σ : σ is an edge of Γ} subject to the relations:
(1) σ2 = e for all σ ∈ XΓ.
(2) If σ1, σ2 ∈ XΓ are disjoint then
σ1σ2 = σ2σ1.
(3) If σ1, σ2 ∈ XΓ have one common vertex then
σ1σ2σ1 = σ2σ1σ2.
(4) If σ1, σ2, σ3 ∈ XΓ have a single vertex in common and lie in clockwise order
σ1σ2σ3σ1 = σ2σ3σ1σ2 = σ3σ1σ2σ3.
An additional relation is given in [24] for when Γ is not a tree. However, as the
braid graphs for the quivers we are considering will always be trees, we only require
the above four relations.
Remark 3.9. Given the relations (1) − (3), [15, Lemma 2.5] shows the relations
given in (4) are equivalent to the cycle relation given in the group presentations
defined in [1].
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In [24], a version of Proposition 3.8 is given for the braid group, in which an
edge σ is interpreted as a braid which twists the strands corresponding to the
endpoints of the edge. In the context of the symmetric group, we view σ as the
transposition which interchanges the endpoints of the corresponding edge. As noted
in [24, Remark 3.4], the proof that the statement is true for the symmetric group
is similar to the proof given for [24, Proposition 3.4] for the braid group.
Choose any labelling of the vertices of ΓQ by the set {1, 2, ..., n+ 1}. There is a
bijection between the vertex set of Q (which is in bijection with the diagonals of
T ) and the edges of ΓQ [15, Definition 3.1]. So we have a bijection between the
vertex set of Q and the set of edges of ΓQ. We label the edge corresponding to the
vertex i under this bijection by Ei.
Lemma 3.10. Suppose Ei has endpoints xi, yi ∈ {1, 2, ..., n + 1}, xi 6= yi. Then
there exists an isomorphism
piQ : GQ −→ Σn+1,
piQ : ti 7−→ (xi, yi).
Proof. By labelling the vertices of the braid graph ΓQ of Q by the set {1, ..., n+1},
we obtain a presentation from Proposition 3.8 for Σn+1 with generating set {(xi, yi) :
{xi, yi} is an edge in ΓQ} subject to the relations (1)− (4). As these correspond to
the relations in the cluster presentation of GQ via the bijection between the vertices
of Q (and so the set of defining generators of GQ) and the edges of the braid graph,
it is clear that piQ is an isomorphism. 
Definition 3.11. [20] For some n, k ∈ N, let ρ = {αj : 1 ≤ j ≤ k} be a set
partition of {1, ..., n}. The subgroup of Σn given by
Σα1 × Σα2 × ...× Σαk
where Σαj = {σ ∈ Σn : σ(m) = m, ∀m /∈ αj} is called the Young subgroup
corresponding to ρ and is denoted by Y (ρ).
Next, we consider the case when r ≥ 1. That is, when Q is a quiver of mutation-
Dynkin type with connected components Q1, ..., Qr of types An1, ..., Anr , respec-
tively, where n1, ..., nr ∈ Z
+ and n = Σri=1ni and r ≥ 1.
Let P be the disjoint union of P1, ..., Pr, where each Pi is a convex (ni+3)-gon for
each 1 ≤ i ≤ r. As previously discussed, there exists a triangulation Ti of Pi which
gives rise to Qi for each 1 ≤ i ≤ r. Let T be the collection of these triangulations.
Thus T will be a triangulation of P giving rise to Q. Again, as the braid graph is
independent of the choice of triangulation giving rise to Q, we can denote it by ΓQ.
It follows that ΓQ will be the graph that is the disjoint union of ΓQ1, ....,ΓQr . Note
that ΓQ will contain n edges and n + r vertices, each with valancy 1, 2 or 3.
Choose any labelling of the vertices of ΓQi for each 1 ≤ i ≤ r by the set Ni =
{(Σi−1j=1nj) + i, ..., (Σ
i
j=1nj) + i}, taking N1 = {1, 2, ..., n1 + 1}.
The vertex sets of the connected components give a partition ρ := ⊔rj=1Nj of the
set {1, ..., n+ r} and we consider the Young subgroup, Y (ρ), corresponding to ρ.
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Lemma 3.12. Suppose Ei is the edge in ΓQ corresponding to the vertex i of Q with
endpoints xi, yi ∈ {1, 2, ..., n+ r}. Then there exists an isomorphism
piQ : GQ −→ Y (ρ),
piQ : ti 7−→ (xi, yi).
Proof. By Lemma 2.6,
GQ = GQ1 × ...×GQr .
By Lemma 3.10, for each 1 ≤ j ≤ r and any labelling of ΓQj by {1, ..., nj+1} there
exists an isomorphism
piQj : GQj −→ Σnj+1,
piQj : ti 7−→ (x
′
i, y
′
i),
where Ei = {x
′
i, y
′
i} for distinct x
′
i, y
′
i ∈ {1, ..., ni + 1}. Let pj : Σnj+1 −→ ΣNj be a
relabelling of ΓQj to the induced labelling by ΓQ. So the following map
pj ◦ piQj : GQj −→ ΣNj ,
pj ◦ piQj : ti 7−→ (xi, yi)
is an isomorphism where xi, yi ∈ {1, 2, ..., n+ r} are the endpoints of Ei in the fixed
labelling of ΓQ.
So we can define an isomorphism
piQ : GQ1 × ...×GQr −→ ΣN1 × ...× ΣNr
by pi|GQj = pj ◦ piQj for each 1 ≤ j ≤ r.
Noting that GQ = GQ1 × ...×GQr and Y (ρ) = ΣN1 × ...×ΣNr , we have obtained
the desired isomorphism. 
Remark 3.13. It follows from Lemma 3.12 that the map between the set of vertices,
V , of Q to the set of defining generators of GQ, taking i ∈ V to ti, is injective.
That is, for any vertices i and j of Q, ti = tj if and only if i = j.
4. main theorem: a lattice isomorphism
In [19], the proof of Theorem 1.4 examines how an element of the finite Coxeter
group acts on the associated root system. We approach the problem of proving an
analogous lattice isomorphism theorem for cluster groups of mutation-Dynkin type
An1 ⊔ ... ⊔ Anr in a different way.
First, we recall some key definitions and examples of lattices and partitions of
sets that we will need.
Definition 4.1. [5, Definition 2.4] A lattice is a partially ordered set in which
every two element subset has both a least upper bound (the ‘join’) and a greatest
lower bound (the ‘meet’). For any two elements X and Y of a lattice, we denote
the join of X and Y by X ∨ Y and the meet of X and Y by X ∧ Y .
We give three examples of lattices which will be useful.
Example 4.2. (1.) LetX be a set. The power set ofX forms a partially ordered
set under inclusion which is a lattice.
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(2.) Recall that a (set) partition ρ of a non-empty set X is a collection of
non-empty subsets of X such that
(a) X =
⋃
ρ
(b) α1 ∩ α2 = ∅ for every distinct α1, α2 ∈ ρ.
We call the elements of a partition ρ the parts of ρ. When ρ = {α1, ..., αk} is
a partition of a set X we employ an abuse of notation by writing ρ = ⊔kj=1αj .
The set of partitions of a set X forms a partially ordered set under the
refinement ordering. That is, for each pair of partitions ρ, ρ′ of X ,
ρ ≤ ρ′ ⇔ every part of ρ is a subset of some part of ρ′.
Moreover, [21, Theorem 5.15.1] outlines how the meet and join of any two
partitions of the same set are obtained, which we describe below.
The partitions of X are in bijection with the equivalence relations on X .
So for each partition ρ = ⊔kj=1αj of X we have a corresponding equivalence
relation, Rρ, on X where for each x, y ∈ X ,
xRρy ⇔ x, y ∈ αj for some 1 ≤ j ≤ k.
From any two equivalence relations R1 and R2 on a set X , we construct
new equivalence classes, denoted by R1∩R2 and t(R1∪R2), in the following
way. For any x, y ∈ X ,
(a) x(R1 ∩R2)y if and only if xR1y and xR2y
(b) x(t(R1 ∪ R2))y if and only if there exist z0, ..., zm ∈ X such that x =
z0, y = zm and either ziR1zi+1 or ziR2zi+1 for all 1 ≤ i ≤ m− 1.
Note that t(R1 ∪R2) is the transitive closure of the binary relation R1 ∪R2
on X .
Given two partitions ρ1, ρ2 of the set X , ρ1 ∧ ρ2 is the partition corre-
sponding to R1∩R2 and ρ1∨ρ2 is the partition corresponding to t(R1∪R2)
[21, Theorem 5.15.1].
(3.) Let G be a group. Then the set of subgroups of G forms a partially ordered
set under inclusion. This forms a lattice and, for any subgroups G1, G2 of
G, G1 ∨G2 = 〈G1 ∪G2〉 and G1 ∧G2 = G1 ∩G2.
Definition 4.3. [5, Definition 2.13] Let L be a lattice. A non-empty subset K of
L is a sublattice of L if for every x, y ∈ K, x ∨ y, x ∧ y ∈ K.
Definition 4.4. [5, Definition 2.16] Let L and K be lattices. A map φ : L −→ K
is a lattice homomorphism if for all x, y ∈ L, φ(x ∨ y) = φ(x) ∨ φ(y) and
φ(x ∧ y) = φ(x) ∧ φ(y). Moreover, φ is a lattice isomorphism if it is a bijective
lattice homomorphism.
Proposition 4.5. [5, Proposition 2.4(ii)] Let L and K be lattices. For any map
φ : L −→ K, φ is a lattice isomorphism if and only if φ is an order-isomorphism.
Again, suppose Q is a quiver of mutation-Dynkin type with connected com-
ponents Q1, ..., Qr of types An1 , ..., Anr , respectively, where n1, ..., nr ∈ Z
+ and
n = Σri=1ni. Take T to be a triangulation of the disjoint union of (ni + 3)-gons
giving rise to Q and consider the braid graph, ΓQ, of Q. Fix a labelling of ΓQ by
the set {1, ..., n + r}. The previous section outlined how there is a bijection from
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the set of generators of GQ onto the set of edges of ΓQ. We let Ei represent the
edge in ΓQ corresponding to the vertex i of Q for each 1 ≤ i ≤ n. Moreover, from
the chosen labelling of the braid graph, we obtain a partition ρ of {1, ..., n + r}
by taking the parts of ρ to be the vertex sets of the connected components of ΓQ.
Suppose Ei has endpoints xi, yi ∈ {1, 2, ..., n+ r} (xi 6= yi). Then, by Lemma 3.12,
there exists an isomorphism
piQ : GQ −→ Y (ρ),
piQ : ti 7−→ (xi, yi).
Let I be the power set of T = {t1, ..., tn}. This is a lattice under inclusion.
Moreover, let G be the set of subgroups of GQ (so G is a lattice under inclusion)
and let G˜ = {GI : I ∈ I}, i.e. G˜ is the collection of parabolic subgroups of GQ.
Let P be the set of partitions of {1, ..., n+ r} and Y the set of Young subgroups of
Σn+r. By Example 4.2, P is a lattice under the refinement ordering. The following
result is well-known (see e.g. [2]).
Proposition 4.6. [2] The set Y is a lattice under inclusion and there exists a lattice
isomorphism
ψ : P −→ Y ,
ψ : ρ 7−→ Y (ρ).
Definition 4.7. Given I ∈ I we obtain a partition ρI ∈ P in the following way.
Let ΓI be the graph obtained from ΓQ by deleting all edges Ei such that ti /∈ I. As
ΓQ is a connected tree, ΓI will consist of some connected components, Γ
1
I ,Γ
2
I , ...,Γ
k
I ,
each of which is a full subgraph of ΓQ. We define ρI = ⊔
k
j=1αj where αj is the
vertex set of the connected component ΓjI .
Let P˜ = {ρI : I ∈ I} and Y˜ = {Y (ρ) : ρ ∈ P˜}. In this section, we will show that
there exists a lattice isomorphism:
φ : I
Lem 4.13
−→ Y˜ ,
φ : I 7−→ Y (ρI).
To do this, we will show there exists an order isomorphism:
φ1 : I
Lem 4.8
−→ P˜,
φ1 : I 7−→ ρI
and prove that P˜ is a sublattice of P under the refinement ordering. Thus, by
Proposition 4.5, φ1 will be a lattice isomorphism. We will further show that Y˜ is a
sublattice of Y under inclusion and use Proposition 4.6 to show the following map
is a lattice isomorphism.
φ2 : P˜
Lem 4.12
−→ Y˜ ,
φ2 : ρI 7−→ Y (ρI).
By composing φ1 and φ2, we obtain the desired lattice isomorphism between I and
Y˜ . This approach is summarised in the following diagram.
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I P˜ Y˜
P Y
φ
Lem 4.13
Lem 4.8
φ1
Lem 4.12
φ2
Lem 4.9 & 4.10 Lem 4.11
Prop 4.6
ψ
Finally, we will show that, for each I ∈ I, the parabolic subgroup GI is isomor-
phic to the Young subgroup Y (ρI) and use this to prove our first main result.
Lemma 4.8. There exists an order-isomorphism.
φ1 : I −→ P˜,
φ1 : I 7−→ ρI .
Proof. To show that φ1 is an order isomorphism, we must show that for any I, J ∈ I,
I ⊆ J if and only if ρI ≤ ρJ .
Suppose I ⊆ J . Then ΓI is a subgraph of ΓJ , meaning the vertex set of each
connected component of ΓI is a subset of the vertex set of some component of ΓJ
and so ρI ≤ ρJ .
If ρI ≤ ρJ then each part of ρI is a subset of a part of ρJ , meaning the vertex set
of each connected component of ΓI is a subset of the vertex set of some component
of ΓJ . Recall ΓI is obtained by deleting all edges of ΓQ corresponding to all ti /∈ I.
If there existed some ti ∈ I \ J , then Ei would lie in a connected component of ΓI ,
so the vertex set of this component would contain the endpoints of Ei. However,
as ti /∈ J , Ei would not lie in any connected component of ΓJ . Thus the endpoints
of Ei would lie in separate connected components of ΓJ , contradicting the fact that
the vertex set of each connected component of ΓI is a subset of the vertex set of
some component of ΓJ . Thus I ⊆ J .

We go on to show that P˜ is a lattice and so φ1 is a lattice isomorphism.
Lemma 4.9. The set P˜ is a lattice under the refinement ordering.
Proof. We prove that P˜ is a lattice under refinement by showing that it is a sub-
lattice of P.
By definition, to show that P˜ is a sublattice, we must show that for any I, J ∈ I,
ρI ∨ ρJ , ρI ∧ ρJ ∈ P˜ . We show that
ρI∩J = ρI ∧ ρJ ,(1)
ρI∪J = ρI ∨ ρJ .(2)
For ease of notation we will write RK for the equivalence relation corresponding
to the partition ρK ∈ P˜ . Noting Example 4.2 (2.), we need to show that ρI∩J is
precisely the partition corresponding to the equivalence relation RI ∩RJ and ρI∪J
is precisely the partition corresponding to the equivalence relation t(RI ∪RJ).
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Let ρI = ⊔
a
i=1αi, ρJ = ⊔
b
j=1α
′
j and ρI∩J = ⊔
c
l=1βl. First, we show that for all
x, y ∈ {1, ..., n+ r},
xRI∩Jy ⇔ x(RI ∩ RJ)y.
Recall that for any K ∈ I, ρK is obtained by deleting the edges in ΓQ corre-
sponding to the ti not in K then taking the parts of ρK to be the vertex sets of the
connected components of this resulting graph, denoted by ΓK .
As I ∩ J ⊆ I, J and as ΓQ is a tree, for any two distinct vertices x and y lying in
the same connected component of ΓI∩J , the unique path from x to y in ΓQ must
consist only of edges corresponding to some ti ∈ I ∩ J . Therefore there exists a
path from x to y in both ΓI and ΓJ . Thus a connected component in ΓI∩J is a
subgraph of some connected component in both ΓI and in ΓJ . So xRI∩Jy implies
x(RI ∩ RJ)y.
Conversely, suppose two distinct vertices x and y lie in the same component in
ΓI and the same component in ΓJ . Then there exists a path in ΓQ between x and
y consisting only of edges corresponding to some ti ∈ I and a path between x and
y consisting only of edges corresponding to some ti ∈ J . However, ΓQ is a tree,
meaning any existing path between x and y is unique. Thus the edges in the path
between x and y in ΓQ consist only of edges corresponding to some ti ∈ I ∩ J ,
giving that x and y lie in the same connected component of ΓI∩J . So x(RI ∩RJ)y
implies xRI∩Jy.
As the equivalence relation corresponding to ρI∩J is precisely RI ∩ RJ , it must
be that ρI∩J = ρI ∧ ρJ , so (1) is shown.
Finally, we show that for all x, y ∈ {1, ..., n+ r},
xRI∪Jy ⇔ x(t(RI ∪ RJ))y.
For any x, y ∈ {1, ..., n + r}, xRI∪Jy if and only if x and y lie in the same
connected component of ΓI∪J . This occurs if and only if there exists a unique
path in ΓQ between x and y consisting only of edges corresponding to elements of
I ∪J . That is, if and only if there exists distinct z0, ..., zm ∈ {1, ..., n+ r} such that
x = z0, y = zm and for all 1 ≤ i ≤ m either ti ∈ I or ti ∈ J , where ti corresponds
to the edge in ΓQ with endpoints (zi−1, zi). In other words, there exist distinct
z0, ..., zm ∈ {1, ..., n+ r} such that x = z0, y = zm and for all 1 ≤ i ≤ m− 1 either
ziR1zi+1 or ziR2zi+1. So xRI∪Jy ⇔ x(t(RI ∪ RJ))y.
Hence both (1) and (2) are shown, so ρI ∨ ρJ , ρI ∧ ρJ ∈ P˜ for all I, J ∈ I and so
P˜ is a sublattice of P. 
From Lemma 4.8 together with Lemma 4.9 and Proposition 4.5 we conclude the
following.
Corollary 4.10. The set P˜ is a sublattice of P isomorphic to I.
We now show that Y˜ is a sublattice of Y .
Lemma 4.11. The set Y˜ is a sublattice of Y.
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Proof. For all I, J ∈ I,
Y (ρI) ∨ Y (ρJ) = ψ(ρI) ∨ ψ(ρJ)
= ψ(ρI ∨ ρJ) by Proposition 4.6
= ψ(ρI∪J) by Lemma 4.9
= Y (ρI∪J) ∈ Y˜
and
Y (ρI) ∧ Y (ρJ) = ψ(ρI) ∧ ψ(ρJ)
= ψ(ρI ∧ ρJ) by Proposition 4.6
= ψ(ρI∩J) by Lemma 4.9
= Y (ρI∩J) ∈ Y˜ .
Thus Y˜ is a sublattice of Y . 
Lemma 4.12. There exists a lattice isomorphism
φ2 : P˜ −→ Y˜ ,
φ2 : ρI 7−→ Y (ρI).
Proof. It follows from Proposition 4.6 that
ψ|P˜ : P˜ −→ Y ,
ψ|P˜ : ρI 7−→ Y (ρI)
is an injective lattice homomorphism. As Y˜ = im(ψ|P˜), we conclude that ψ|P˜
induces the lattice isomorphism:
φ2 : P˜ −→ Y˜ ,
φ2 : ρI 7−→ Y (ρI).

Thus Y˜ is a sublattice of Y isomorphic to P˜ and so isomorphic to I.
Lemma 4.13. There exists a lattice isomorphism
φ : I −→ Y˜ ,
φ : I 7−→ Y (ρI).
Proof. Let
φ : I −→ Y˜
be the composition φ = φ2 ◦ φ1. Then
φ(I) = Y (ρI)
for all I ∈ I. By Lemma 4.9 and Lemma 4.12, φ is a lattice isomorphism. 
Recall that G is the set of subgroups of GQ (so G is a lattice under inclusion) and
G˜ = {GI : I ∈ I} (the set of parabolic subgroups of GQ). Our next aim is to show
that G˜ is a sublattice of G . For this we need the following lemmas.
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Lemma 4.14. For I ∈ I, the map
piQ |GI : GI −→ Y (ρI),
piQ |GI : ti 7−→ (xi, yi)
is a group isomorphism. That is, GI ∼= Y (ρI).
Proof. For ease of notation, we write pi |I in place of piQ |GI .
Clearly, im(pi |I) ⊆ Y (ρI) as for each ti ∈ I, Ei = {xi, yi} lies in some connected
component ΓjI of ΓI . It follows that xi, yi ∈ αj and so pi |I (ti) = (xi, yi) ∈ Σαj ⊆
Y (ρI).
Since piQ is an isomorphism, pi |I : GI 7−→ Y (ρI) is injective. Hence it is enough
to show that im(pi |I) = Y (ρI) in order to show that pi |I : GI −→ Y (ρI) is an
isomorphism.
Let ρI = ⊔
k
j=1αj. For any 1 ≤ j ≤ k, αj = {m1, ..., mu} ⊆ {1, ..., n+ r}, we have
Σαj
∼= Σu induced by the map
p˜i : l 7−→ ml
As the set of elementary transpositions {(l, l+ 1) : 1 ≤ j ≤ u− 1} generates Σu,
the set {(ml, ml+1) : 1 ≤ j ≤ u − 1} generates Σαj . For any 1 ≤ l ≤ u − 1, there
exists a unique path in ΓjI between the vertices ml and ml+1 (as ml, ml+1 ∈ αj):
ml = x1
Ei1
x2
Ei2
x3
Ei3
...
Eip−1
xp = ml+1
and
(ml, ml+1) = (x1, x2)(x2, x3)...(xp−2, xp−1)(xp−1, xp)(xp−2, xp−1)
...(x2, x3)(x1, x2)
= pi |I (ti1ti2 ...tip−1tiptip−1 ...ti2ti1)
where tiq ∈ I for each 1 ≤ q ≤ p, as each edge Eiq lay in Γ
j
I . Thus pi |I is surjective
and so GI ∼= Y (ρI). 
Theorem 4.15. The subset G˜ is a sublattice of G and there exists a lattice isomor-
phism
Φ : I −→ G˜,
Φ : I 7−→ GI .
Proof. Let Sub(Σn+r) denote the set of subgroups of Σn+r. The group isomorphism
(piQ)
−1 : Σn+r −→ GQ
induces a lattice isomorphism
Sub(Σn+r) −→ G,
H 7−→ (piQ)
−1(H).
Note that, by Lemma 4.14, (piQ)
−1(Y (ρI)) = GI for each Y (ρI) ∈ Y˜ . Thus G˜ is the
image of the sublattice Y˜ under this induced lattice isomorphism. It follows that G˜
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is a sublattice of G and that taking the restriction of the induced lattice isomorphism
to the sublattice Y˜ of Sub(Σn+r) yields the following lattice isomorphism
Y˜ −→ G˜,
Y (ρI) 7−→ GI .
Composing this map with φ (Lemma 4.13) will give the desired lattice isomorphism
Φ. 
Lemma 4.14 allows us to prove a further result for cluster groups of mutation-
Dynkin type An1 ⊔ ... ⊔ Anr .
Proposition 4.16. For any I ∈ I, GI ∩ {t1, .., tn} = I.
Proof. Suppose Q is of mutation-Dynkin type An1 ⊔ ... ⊔ Anr with Σ
r
i=1ni = n for
some r ≥ 1. Fix any tq /∈ I and let J = {t1, .., tn} \ {tq}.
So ΓQ has connected components ΓQ1, ...,ΓQr where ΓQi is the braid graph cor-
responding to the indecomposable component Qi. Moreover, Eq = {xq, yq} is the
edge in ΓQ corresponding to tq for some distinct xq, yq ∈ {1, ..., n + r}. Thus ΓJ
will consist of r + 1 connected components
ΓQ1, ...,ΓQm−1 ,Γ
1
Qm
,Γ2Qm,ΓQm+1, ...,ΓQr
where ΓQm is the component containing Eq and Γ
1
Qm
and Γ2Qm are the two connected
components of the graph obtained from ΓQm by deleting the edge Eq.
Without loss of generality, we can assume xq ∈ α1 and yq ∈ α2 where α1 is the
vertex set of Γ1Qm and α2 is the vertex set of Γ
2
Qm
Denote the vertex set of each ΓQj by αqj . It follows that ρJ = (⊔
m−1
j=1 αqj )⊔ (α1 ⊔
α2) ⊔ (⊔
r
j=m+1αqj) where xq ∈ α1 and yq ∈ α2 and
Y (ρJ) = Σαq1 × ...× Σαqm−1 × Σα1 × Σα2 × Σαqm+1 × ...× Σαqr .
Note that for any σ ∈ Y (ρJ) and m ∈ α1, σ(m) ∈ α1. Thus σ(xq) 6= yq for any
σ ∈ Y (ρJ) and so piQ(tq) = (xq, yq) /∈ Y (ρJ).
As I ⊆ J , we have Y (ρI) ⊆ Y (ρJ ) (by Lemma 4.8 and Proposition 4.6) so
pi(tq) /∈ Y (ρI) hence piQ(tq) /∈ im(pi |I), so tq /∈ GI by Lemma 4.14.
Thus GI ∩ {t1, .., tn} ⊆ I. The reverse inclusion is obvious as I ⊆ GI and
I ⊆ {t1, .., tn}.
Note that in the case when r = 1 (so Q is of mutation-Dynkin type An) ΓQ will
contain just one connected component. Thus ΓQm will simply be ΓQ meaning ΓJ
will consist of two connected components Γ1Q and Γ
2
Q and the proof for this case
continues as for when r > 1.

5. parabolic subgroups are cluster groups
Suppose Q is a quiver of mutation-Dynkin type with connected components
Q1, ..., Qr of type An1 , ..., Anr , respectively, where n1, ..., nr ∈ Z
+ and n = Σri=1ni.
In this section, we prove that parabolic subgroups of the cluster group GQ have
presentations given by restricting the cluster group presentation of the whole group.
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Proposition 5.1. (A) [10] Any full subquiver of an indecomposable quiver of
mutation-Dynkin type is a disjoint union of quivers of mutation-Dynkin
type.
(B) Any full subquiver of a mutation-Dynkin type An quiver is of mutation-
Dynkin type An1 ⊔ ... ⊔ Anr for some r ≥ 1.
Proof. For a proof of the statement (A), see [10].
The second statement (B) follows from Theorem 3.2 as taking a full subquiver
of a mutation-Dynkin type An quiver is equivalent to cutting along a diagonal of
the corresponding triangulation of an (n + 3)-gon to obtain a disjoint union of
triangulations of smaller polygons.

Consider a subset I ⊆ T . Let QI denote the full subquiver, QI , of Q on vertices
corresponding to the elements of I. Consider the group with presentation given
by taking the defining generators to be the set I and the set of relations to be all
the corresponding defining relations of the cluster presentation of GQ that consist
only of elements of I. The group corresponding to this presentation is a cluster
group of mutation-Dynkin type as it is precisely GQI . By Proposition 5.1, QI
will be a disjoint union of quivers Q′1, ..., Q
′
r′ of mutation-Dynkin type An′1 , ..., An′r′ ,
respectively, for some 1 ≤ n′i ≤ n and r
′ ≥ 1.
Consider the parabolic subgroup, GI , generated by I. From Lemma 4.14, GI is
isomorphic to Y (ρI). We will show that there exists an isomorphism between GQI
and Y (ρI) and so, by transitivity, the parabolic subgroup GI has a cluster group
presentation associated to QI .
In particular, we will show that this isomorphism gives the following commutative
diagram. GI
	

// GQ
Y (ρI) // GQI
OO
To distinguish between the defining generators of GQ and GQI , we label the
generators of the cluster presentation of GQI by t
′
i, for each ti ∈ I.
Theorem 5.2. Suppose Q is a quiver of mutation-Dynkin type with connected
components Q1, ..., Qr of type An1 , ..., Anr for some n1, ..., nr ∈ Z
+. For any I ⊂ T ,
there exists an isomorphism
GQI −→ GI ,
t′i 7−→ ti.
Proof. We show that there exists an isomorphism
GQI −→ Y (ρI),
t′i 7−→ piI(ti).
We begin by considering the braid graphs ΓQ and ΓQI and show that ΓI = ΓQI .
20 ISOBEL WEBSTER
Let T be a triangulation giving rise to Q. From the proof of Proposition 5.1, a
triangulation T ′ giving rise to QI can be obtained from T by cutting along each of
the diagonals lying in the set {di : ti /∈ I}.
We consider the braid graph, ΓQI of QI . We remark that in obtaining T
′, no
triangle of T will have been deleted. Thus the number of vertices of ΓQI equals
the number of vertices in ΓQ, which equals the number of vertices in ΓI . Moreover,
all triangles in T ′ will have the same orientation as in T except those which were
bounded by a diagonal that was ‘cut’. As one diagonal of T bounds exactly two
triangles, the set of edges in ΓQI will equal the set of edges in ΓQ minus the set of
edges which correspond to one of the ‘cut’ diagonals. These are precisely the edges
corresponding to all elements of T \ I. Thus ΓQI is equal to the graph obtained
from ΓQ by deleting the edges corresponding to the ti /∈ I, which is precisely ΓI .
The fixed labelling of ΓQ induces a labelling on the vertices ΓQI from which we
obtain a partition ρ′ of {1, ..., n + r}. As ΓQI = ΓI , this partition is precisely ρI
meaning Y (ρ′) = Y (ρI).
By Lemma 3.12, there exists an isomorphism
piQI : GQI −→ Y (ρ
′),
piQI : t
′
i 7−→ (xi, yi)
where xi and yi are the endpoints of the edge in ΓQI corresponding to t
′
i. Moreover,
as ΓQI = ΓI and applying by Lemma 4.14, the following map is an isomorphism.
piQ |I : GI −→ Y (ρI),
piQ |I : ti 7−→ (xi, yi).
As Y (ρ′) = Y (ρI), we can define pi := (piQ |I)
−1 ◦ piQI , which will be the desired
isomorphism,
piQ |
−1
I ◦piQI : GQ′ −→ GI ,
piQ |
−1
I ◦piQI : t
′
i −→ ti.

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