Abstract: Volatility clustering and leverage are two of the most prominent features of the dynamics of asset prices. In order to incorporate these features as well as the typical fat-tails of the log return distributions, several types of exponential Lévy models driven by random clocks have been proposed in the literature, providing with a viable alternative to the classical stochastic volatility approach based on SDEs driven by Wiener processes. This paper has two main contributions. First, using a threshold type estimators based on high-frequency discrete observations of the process, we consider the recovery problem of the underlying random clock of the process. We show consistency of our estimator in the mean-square sense, extending former results in the literature for more general Lévy processes and for irregular sampling schemes. Secondly, we illustrate empirically the estimation of the random clock, the Blumenthal-Geetor index of jump activity, and the spectral Lévy measure of the process using intraday high-frequency data.
1. Introduction
Modeling of asset prices via random clocks
Accurate modeling of the stylized features of the stock prices has been a fundamental problem in mathematical finance for a long time. In addition to the well-known leptokurtic properties of the distributions of log returns, volatility clustering and leverage are the two most prominent features of the dynamics of asset prices (see, e.g., [9] for a review of these and other stylized features). Indeed, typical asset prices exhibit changes in the volatility through time. This phenomenon can be perceived more clearly when looking at the the time series of log returns, which often show high variability periods followed by low variability periods. Roughly speaking, "high-volatility" events exhibit a tendency to cluster in time. Leverage refers to the empirical observation of a volatility growth after a drop in prices, suggesting that volatility is negatively correlated with returns.
One of the traditional approaches to incorporate volatility leverage and clustering into the model consists of treating the volatility parameter σ of the BlackScholes model stochastic, resulting in a model of the form:
where {σ t } t≥0 is an adapted stochastic process driven by another factor. For instance, in the traditional Heston model, r(t) := σ dr(t) = α(m − r(t))dt + γ r(t)dB t ,
where E (dB t · dW t ) = ρdt and αm/γ 2 > 1/2. An alternative approach is to assume that the clustering of volatility is a byproduct of changes in the business activity of the market: periods of higher (resp. lower) trading activity results in higher (resp. lower) volatility. These phenomenon can be incorporated into the model via a random clock
where {r(t)} t≥0 , called the speed or rate process of the random clock, is a nonnegative adapted process. Hence, in this paradigm, the stock price process is given by S t = S 0 exp W τ (t) + bτ (t) .
3)
The use of random clocks can be traced back to the work of Clark [8] , who proposed to link future price returns of cotton to the variations in volume during different trading periods (see also Ané and Geman [2] for a modern empirical study in the same direction). in fact, the two models (1.1) and (1.3) are closely related in view of a fundamental result of Monroe [20] , stating that any semimartingale can be written as a time-changed Wiener process. Indeed, t 0 σ u dW u can be written as B τ (t) , where B is certain Wiener process and τ (t) has rate process r(t) = σ 2 t (see, e.g., [18, Theorem 4.6] ). Note that in the nonleverage case (τ and W are independent), {W τ (t) } t≥0 has the same distribution as { t 0 σ u dW u } t≥0 with σ t = r 1/2 (t), and thus, (1.3) has the same distribution as dS t =S t (b + 1/2)r(t)dt + r 1/2 (t)dW t ,S 0 = S 0 .
The use of a Wiener process W in the model (1.3) is not essential. Indeed, for more than a decade, several subclasses of Lévy processes have been used as alternatives to the Wiener process in financial models. Among the better known models are the variance Gamma model of [7] , the CGMY model of [5] , and the generalized hyperbolic motion of [3, 12] (see also [4, 11] ). While preserving the simple statistical properties of the increments of a Wiener process (namely, independent and stationary increments), Lévy processes {Z t } t≥0 can exhibit flexible marginal distributions with heavy tails, high-kurtosis, and asymmetry. Hence, exponential Lévy models of the form
will yield time series of log returns with leptokurtic distributions. Furthermore, given that a Lévy process is not constrained to have continuous paths, the stock price dynamics under (1.4) can incorporate sudden price shifts or jumps, which can be used to account for major information news affecting the market perspective about the company. At the same time, under certain conditions, the Lévy processes Z can display infinite jump activity (infinite many jumps on any finite time interval), which is a plausible model approximation to a random measurementZ t , which value is the result of a large-number of small "collisions" occurring through time with high-frequency. This is indeed the situation with stock prices which log return processZ t := log(S t /S 0 ) is the net result of a high number of transactions of small size. Everything being taken into account, exponential Lévy processes is a natural alternative to the geometric Brownian motion of the Black-Scholes model. When the previous considerations are combined, it is natural to consider a time-changed Lévy model
as a stochastic volatility model with jumps. The speed process r(t) of the random clock τ , which existence is assumed, will dictate the volatility of the process in the sense that when r(t) takes a high value (relative to its overall mean), the clock τ will run faster, which in turn results in a higher variability and more frequent jumps. Hence, a mean reverting processes r(t) is an appealing model in order to incorporate the volatility clustering phenomenon of real stock price dynamics. This crucial observation was first noticed by Carr et.al. [6] , who studied the performance of the model for option pricing when Z is normal inverse Gaussian or CGMY, and r is a CIR model. A more formal explanation of the effect that the random clock τ has in the volatility of the process can be deduced when considering the behavior of the realized variation of the log return process X t := log {S t /S 0 } for high-frequency data. Recall that the process
is called the realized variation up to time t based on the sampling times π n : t n 0 = 0 < t n 1 < · · · < t n n := T < ∞. When the mesh δ n := max i {t n i − t n i−1 } of the sampling times is small, the increment V π (t)−V π (s) of the realized variation is a good proxy of the net variability of the stock during the period [s, t] ⊂ [0, T ]. In the no-leverage case (Z and τ are independent), V π (t) converges, in probability, to the time-changed quadratic variation
where ∆X s := X s − X s − is the jump of the process at time s. Thus, the time periods [s, t] where r takes a high value will have a tendency to display higher variability than those periods [s , t ] where r is small (both periods with the same duration).
Before introducing the statistical problems we consider in this paper, let us revise a few well-known facts of Lévy processes (see, e.g., Figueroa [15] and references therein for the necessary background on Lévy processes). By definition, a Lévy process Z = {Z t } t≥0 is a process with independent and stationary increments, right-continuous with left limits paths, and no fixed jump times. The law of the process is determined uniquely by the distribution of Z 1 . Thus, for instance, when Z 1 is Normally distributed, Z t is necessarily a Brownian motion with drift, σW t + bt. Also, it is known that the distribution of a Lévy process is determined by three parameters: a non-negative real σ 2 , a real b, and a measure ν on R\{0} such that (x 2 ∧ 1)ν(dx) < ∞. These parameters dictate the dynamics of the process according to the decomposition
where W is a Wiener process and Y is a pure-jump process such as a compound Poisson process. The measure ν controls the jump dynamics of the process Z in that for any A ∈ B(R),
is a Poisson process with intensity ν(A), and for any disjoint B, the two Poisson processes N A and N B are independent (see Section 19 of [21] ). In summary, ν(A) gives the average number of jumps (per unit time) whose magnitudes fall in the set A. A common assumption in Lévy-based financial models is that ν is determined by a function s : R\{0} → [0, ∞), called the Lévy density, as follows
Intuitively, the value of s at x 0 provides information on the frequency of jumps with sizes "close" to x 0 . Note that the process Z will display infinite jump activity if and only if ν(R\{0}) = ∞.
We finish this section with a digression about the connection between the stochastic volatility models (1.1) and the time-changed Lévy model (1.5). To illustrate this point, let us consider the particular Heston model (1.2) and its discrete-time approximations. Using Euler's method, the high-frequency log returns R i := log{S ti /S ti−1 } satisfy the following approximations:
. . , n, where i , i are i.i.d. standard normal variables (assuming for simplicity ρ = 0). On the other hand, in light of the representation (1.7) and taking without loss of generality σ = 1, the model (1.5) admits the following discrete-time approximations:
where 1 , . . . , n given r(t 0 ), . . . , r(t n−1 ) are independent with respective distributions f r(t0)dt , . . . , f r(tn−1)dt , and where f t denotes the marginal distribution of Y t . Two interesting points become apparent from these approximations. Given that for high-frequency observations the drift terms are negligible (as they are of order dt), the essential difference between the Heston model and the corresponding time changed-Lévy model is that the later may have an extra non-Gaussian innovation ε i . These additional innovations will contribute weight to the tails of the log return distributions when the marginal distributions of the pure-jump component of Z exhibit heavy tails. Also, given that
, the rate process r will also affect the variability of the time series ε 1 , . . . , ε n .
The statistical problems and literature review
Statistical inference of the time-changed Lévy model (1.5) is not a simple matter, not even under parametric specifications of the model, due to the unobservable random clock τ . The likelihood function is in general intractable, requiring simulation-based methods for obtaining maximum likelihood estimates such as particle filters or Bayesian MCMC methods (see, e.g., Johannes et. al. [17] and Li [19] ). Our goal in this paper is to take a "non-parametric" approach where we impose only "qualitative" constraints about the parameters of the model.
The following statistical problems are of particular interest:
(1) Recovery of the random clock τ (t) = t 0 r(u)du;
(2) Estimation of the intensity of "jump-activity" of the process; (3) Estimation of the Lévy density s : R\{0} → R + .
Note that we have an identifiability problem. Concretely, the random clock
cannot be recovered based only on observations of the process
. This is clear since, for any constant k > 0, one can always write
, which is still a Lévy process but with Lévy triplet (kb, kσ 2 , ks(x)dx). Hence, one must impose additional restriction to the model in order to uniquely identify the random clock τ . For instance, any of the constraints
will suffice to identify uniquely τ among the above parameterizations Z
. Also, under the assumption that
for some c 0 > 0, there exists a unique Z (k) process having Lévy density
The problem of clock recovery can be traced back to the work of Winkel [22] . Assuming that τ and Z are independent and that Z exhibit infinite-jump activity, Winkel shows that
where
The consistency (1.11) follows directly from the strong law of large numbers since, conditional on {τ (t)} t≤T , the variables {M k } k≥0 are independent Poisson distributed with a common mean
Winkel's procedure is the main motivation for our work, which has as main goal to overcome the two clear drawbacks of (1.11): inaccessibility of the Lévy measure ν, necessary to compute the constants a k , and inaccessibility of the jumps ∆X t := X t − X t − (at least based on discrete sampling). To solve the first issue we first note that the sequence a k is suprefluous since
suggesting the use of the statisticŝ 12) to recover τ (T ) by making a → 0. Still, ν(|x| ≥ a) is needed and to overcome this issue we impose a semiparametric assumption on the behavior of ν(|x| ≥ a) as a → 0. One of this kind of assumptions, that appears commonly in the literature of Lévy-based financial models, is to take a Lévy density s(x) := ν(dx)/dx such that lim
for constants β ∈ (0, 2) and c − , c
The previous limits motivate to consider the statisticŝ
which we should expect to satisfy that
For the inaccessibility of the jumps, we use the natural approach of replacing the jumps by the increments of the process ∆
, which are expected to be good proxies of the jumps under hight-frequency sampling. Concretely, the following statistics are the natural discrete-time-based proxies of (1.12) and (1.15), respectively,
where 0 = t n 0 < · · · < t n n = T denote the sampling times and {a n } n≥1 denotes a sequence such that a n → 0. In this paper, we investigate the asymptotics of the previous statistics as a n → 0, and δ n := max k {t n k − t n k−1 } → 0. Note that both limits are needed in order to recover the random clock. Furthermore, it is expected that δ n should converge to 0 faster enough compare to a n in order to filtering out the continuous part of X and also, the small jumps of the process. We provide below (see Theorem 2.1 in Section 2) the explicit relationship between a n and δ n forτ n (T ) to recover τ (T ).
While the present work was underway, it came to our knowledge a closely related work by A¨it-Sahalia and Jacod [1] . They consider the most general setting of an Itô semimartingale X = {X t } t≥0 , which means that its characteristic triplet (B, C, η) are of the form:
Up to a possible enlargement of the space, X admits the representation
where W is a Wiener process and µ is a Poisson random measure with compensator η. The following decomposition was imposed
where, for a locally bounded predictable process L t ≥ 1,
, and some predictable a
Under the above structural assumption, Ait-Sahalia and Jacod proves that the estimatorτ n in (1.18) with a n = αδ ω n , for some α > 0 and ω > 0, converges in probability toĀ
Our Lévy time-changed model (1.5) is an Itô semimartingale and the results in [1] can be aplied. Under the particular subclass of Itô semimartingales considered in the present paper, we extend the result in [1] further to obtain convergence in the mean-square sense and to consider non-regular sampling times (namely, t n k − t n k−1 are not required to be constant as in [1] ). Our method of proof, which is different from [1] , exploits heavily the well-known ergodic short-term property of Lévy process Z t ,
and new estimates of the rate of convergence in the above limit.
Another related work is Woerner [23] , who devise a recovery procedure of the random clock using multipower variations of the process under a semiparametric constraint on s of the form: 19) and additional regularity conditions. In the case of the bipower variation
Woener shows that 20) provided that max{r, s} < β, for certain computable constant γ β,r,s , and where it is assumed that δ n ≡ t n k − t n k−1 → 0. In particular, when r = s = β/2, we recover τ (T ) = t 0 r(u)du, up to the constant c 0 . The parameter β in (1.13) coincides with the Blumenthal-Geetor index β defined by
which is a number in [0, 2] (since always {|x|≤1} |x| 2 ν(dx) < ∞). The parameter β serves as a summary measurement of the jump activity of the process: the larger is β, the more frequent is the jump activity. For instance, if p > 0, the p th −power variation V (p,0) n (X) converges to a non-trivial limit, while it does converge to 0 for any p < β.
A method to estimate the index of jump activity β can be deduced from (1.16), as was recently pointed out by Ait-Sahalia and Jacod [1] . Concretely, assuming that (1.16) holds true, it will follow that the statisticŝ 18) . Thus, the clock τ (T ) can approximately be recovered if one takes c 0 = 1 or c + + c − = 1, which is always possible by taking an appropriate k in the equivalent parameterizations (1.8).
We remark that one does not need to assume the same degree of jump activity for the positive and negative jumps. For instance, assuming that 22) for some c + > 0 and β + ∈ (0, 2), then it is expected that
with a similar result holding for the estimateβ − n,α . The last estimation problem (3) listed at the beginning of this section, namely the non-parametric estimation of the Lévy density s, has been considered in detail in Figueroa [13] - [14] . We point out that this problem cannot be solved in finite-time horizon T < ∞. Indeed, the only information about the sample path t ∈ [0, T ] → X t that is relevant to estimate the Lévy density s, on some region [c, d] ⊂ R\{0}, are the jumps of X with size between [a, b]. However, for any finite time horizon [0, T ], there will be finitely-many of such jumps and consistency won't be achievable no matter how frequently the process is sampled. In [13] , we assume that the rate process r is ergodic, and combine its longrun ergodic properties with the short-term ergodic properties of Z to attain consistent estimation of the integral parameters β(ϕ) := ϕ(x)s(x)dx. These integral parameters can subsequently be combined with a numerical approximation method for the function s to yield a non-parametric estimator for s. The estimators for β(ϕ) are given by the realized ϕ-variations of X per unit time:
Under certain moment conditions on r,β n (ϕ) converges toζ β(ϕ) when t n n → ∞ and δ n = max{t which existence is assumed. The paper is organized as follows. In Section 2, we prove the mean-square convergence of (1.18) to τ (T ). The proof of this result is deferred until the Appendix A for the sake of clarity. In Section 3, the numerical performance of the estimation methodology is illustrated using simulated data and also real data. We consider intraday stock prices (at a 5-second frequency) of Intel (INTC) from January 2, 2003 to December 30, 2005. Our results complement the enlightening empirical study of Ait-Sahalia and Jacod [1] , where the same stock and frequency is considered for the year of 2006. We conduct an analysis of the behavior of the estimator (1.21), with a n = αδ ω n (as suggested in [1] ), on the parameters α and α , which shows some interesting features.
Recovery of the random clock
In the context of Lévy-type stochastic volatility models X t = Z τ (t) , the random clock is the analog of the integrated variance processσ t := t 0 σ 2 u du in stochastic volatility models driven by Wiener processes. Given its financial relevance, recovery of the random clock is an important problem.
The following is our main result showing the convergence of (1.18) towards τ (T ) in the mean square sense under certain structural assumption on s near the origin and the semiparametric condition (1.13) on s. The theorem below generalizes the results in Ait-Sahalia and Jacod [1] , when applied to our time-changed Lévy model, in two directions: (1) the sampling is not necessarily regular and (2) the convergence is in the mean-square sense.
Theorem 2.1. Suppose that the Lévy density s satisfies (1.13), and it is concave decreasing on (0, x 0 ), and concave increasing on (−x 0 , 0), for some 0 < x 0 < ∞.
Also, suppose that
Remark 2.2. Ait-Sahalia and Jacod [1] considers sequences a n of the form
for some constants α,ω > 0. Note that in this case a
, they proposeω = 1/5 as the universal choice in order to attain a distributional limit result for the estimators (1.21).
The proof of Theorem 2.1 is presented in the Appendix A. Let us just mention that our method of proof is different from that in [1] . We exploits heavily the well-known ergodic short-term property of Lévy process Z t ,
and new estimates of the rate of convergence in the above limit. As it is often the case with Lévy processes, our estimates rely heavily on decomposing the Lévy process Z into a compound Poisson process and a process with small jump sizes. Concretely, suppose that Z has Lévy-Itô decomposition
where W is a standard Brownian motion and µ is an independent Poisson measure on R\{0} × R + with mean measure ν(dx)dt, andμ(dx, dt) := µ(dx, dt) − ν(dx)dt. Next, we set
hence, Z ε is a compound Poisson process with intensity λ ε := ν(|x| ≥ ε), and jumps {ξ ε i } i with common distribution 1 |x|≥ε ν(dx)/λ ε , while the remaining process Z ε is a Lévy process with Lévy triplet (σ 2 , b ε , 1 {|x|≤ε} ν(dx)), where
x1 {|x|≥ε} ν(dx).
Numerical and empirical performance
Our goal in this part is to study the performance of the estimator (1.18) for the random clock, the estimator (1.21) for the Blumenthal-Geetor index of jump activity, and the estimators (1.24) when applied to estimate the spectral Lévy function a → ν(|x| ≥ a).
In the case of the estimator (1.21), we take a n = αδ ω n and α = 2 or α = 5, following Ait-Sahalia and Jacod [1] . We are particularly interested in the behavior of the estimator as a function of the control parameter α.
Throughout this section, X t stands for the log return process log {S t /S 0 }, {W t } t≥0 and {B t } t≥0 stand for correlated Wiener processes with correlation ρ = E (dW t · dB t ), and {Z t } t≥0 stands for a pure-jump Lévy process independent of W and B. All the figures are presented in the Appendix B.
3.1. Finite-sample performance using simulated data
A stochastic volatility model with stable jump in returns
The following model was studied in [1] :
where Z is a symmetric β-stable process with β = 1.5 and scale parameter 1. The parameter setting is as follows: β = 1.5; η 1/2 = .25; γ = .5; κ = 5; ρ = −.5; θ = .1.
As we can see, the overall volatility of the continuous component is 20%, and there is a leverage effect. The stable process is quite heavy-tailed process with not even a finite second moment. The simulated 5-sec log returns of process are shown in Figure 1 . Figure 2 shows the typical graphs of α →β αδ ω n ,α , for different value of α . The graph shows a relatively high variability of the estimateβ as function of α in a hump-liked shape. The estimate seems to settle down about the true parameter of β for values of α around .06, but eventually the estimate start to increase as α becomes larger. The value .06 seems to correspond to the average value of σ 2 t which is η = .0625.
Time-changed Normal Inverse Gaussian Lévy models
Normal inverse Gaussian (NIG) processes is one the most popular Lévy process for modeling financial prices (see, e.g., [10] for more information). This process is defined as
where σ Z and θ Z are constants, W Z is a Wiener process, and U is an Inverse Gaussian subordinator such that E U (t) = vt, for v > 0. This model is an infinite-jump activity process with jumps activity β = 1. The increments of Z can be simulated by a rejection-type method (see [10] , pp. 183). Figure 3 shows the 5-second log returns of the time-changed Normal Inverse Gaussian (TCNIG) process:
The following settings were used:
210, E (dW Z (t)dB r (t)) = 0 b = .143, α = 1.763, m = 1, σ r = 0.563. Figure 4 shows the typical graphs of α →β αδ ω n ,α , for different value of α . We again observe relatively high variability of the estimateβ about the true value β = 1, but in sharp contrast with the previous model, we don't perceived the hump-liked shape, and hence, we can conjecture that the continuous component of the previous model is the reason of the hump.
Time-changed of a Wiener process plus a NIG process
This model is similar to (3.2-3.3), but we assume that the Lévy process has a continuous component. Concretely, the model takes the form
where Z is the NIG process (3.1), τ is given by (3.2-3.3), and W is independent of Z and τ . Here, we take the same parameter setting for Z and τ as above, and also σ X = .25. Figure 5 shows the 5-second log returns of the model (3.4). Figure 4 shows the graphs of α →β αδ ω n ,α , for different value of α . We again perceive the hump-liked shape, confirming ate least empirically our previous conjecture. We note that the estimate of the β is much more stable than in the case of the stochastic volatility model with stable jumps.
Empirical case study: INTC
In this part we apply our estimation methodology to the intraday stock prices of Intel (INTC) from January 2, 2003 to December 30, 2005, which were obtained via the NASDAQ TAQ database. Once all the transaction from 9:30 am until 4:00 pm has been collected, we sampled the prices of the stock at intervals of 5 seconds and subsequently computed the log returns, filtering out the overnight log returns. Figures 7 and 8 show the prices and log returns during the mentioned three year period. One can clearly perceived the volatility clustering effect, in this case, higher variability during the first year compared, for instance, to the relatively low volatility at the end of the period. Figure 9 and 10 show the estimated index of jump activity based in frequencies of 5 and 15 seconds. There are small differences, but both of them points out to a index of jump activity of about 1.5, which is also consistent with the findings in [1] for the year of 2006. It also worth pointing out the hump-like shape, suggesting the presence of a continuous component in the dynamics of the price process. We also apply the one sided versions ofβ (see (1.23) ) to determine if there is a significant difference between the indexes of positive and negative jump activity. We found that they are almost identical. We also remark that the we apply the estimators to 1-min. log returns, but the results were not good, since the estimates happen to be greater than 2 almost all the time. This shows how crucial high-frequency is for this estimate to yield good results.
Index of jump activity β

Estimates for the rate process r of the random clock
Once an estimate for the jump activity index β has been found, it is natural to plug this value in the procedures for the random clock (1.20) and (1.18 ). This will produce an estimate for the random clock t → τ (t) up to a constant (c 0 in the case of (1.20) and c + + c − = 1 in the case of (1.18). The recovery of the daily rate process r(t i ) for t i = iδ, where δ = 1/252 years, is interesting. We recover these values using the natural approximation 
Estimates for spectral Lévy density ν(|x| ≥ a)
We finally illustrate the performance of the estimators 1.24 in time. Our goal is to illustrate the convergence ofβ n (1 {|x|≥a} ) as t n n → ∞. Figure 13 shows the graphs ofβ n (1 {|x|≥a} ) as a function of t n n for different values of a. As expected, the convergence is much faster when a is large, while for value of a close to the origin, we would require a longer time horizon for reaching stability.
The last two terms on the right-hand side of the previous equation can be bounded as follows:
Let us consider the first two terms on the right-hand side of (A.3). Conditioning on ξ 1 and using that a ≥ ε, the expression
can be written as follows:
The two terms in line (A.8) can be bounded in absolute value by
To dealt with the two term in line (A.9), note first that, since s is assumed concave and decreasing for x > 0 near the origin,
Also, note that
In that case,
Therefore,
where we used that
Applying the above bound of A t and (A.6-A.7) to (A.3), we obtain (A.2).
We are ready to show the consistency of the estimators (1.18). Below, we use the notation b n c n (resp. b n c n ) means that lim sup n→∞ b n /c n < ∞ (resp. b n c n and c n b n ).
Proof of Theorem 2.1. Let
We first note that (2.1) will follow from the limits
Conditioning on F τ T := σ(τ (t) : t ≤ T ) and writingF t (a) := P(Z t ≥ a),
Since ν(x ≥ a n ) → ∞ as n → ∞ and E τ (T ) < ∞, the firs term in the righthand side above dominated the second one, and hence, we have to show only
Using (A.2) with ε = a n /κ, for some κ ≥ 2 to be determined below, and since a n → 0, the following limits will suffice for (A.11):
(A.12)
(A.14)
an κ , a n ) ν(x ≥ a n ) ν(x ≥ a n )a = o(1). We use the same arguments as for (A.12) to show (A.16). Next, we use that ν(|x| ≥ a n /κ)/ν(x ≥ a n ) 1, as n → ∞, that (x ∧ 1) ≤ √ x, for x > 0, and that (∆ xν(dx) and that s(a n )/ν(x ≥ a n ) a −1 n , the limit (A.14) will follows if a −β n δ n = o(1), as n → ∞. Similarly, using the identity
and that m(a n /κ, a n )/ν(x ≥ a n ) a rate process r(t) of the random clock using Winkel's method.
