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Modelling of transcritical and supercritical nitrogen jets 
  
The present paper addresses the modelling of fuel injection at conditions of high pressure and temperature which occur in a variety 
of internal combustion engines such as liquid fuel rocket engines, gas turbines, and modern diesel engines. For this investigation a cryo-
genic nitrogen jet ranging from transcritical to supercritical conditions injected into a chamber at supercritical conditions was modelled. 
Previously a variable density approach, originally conceived for gaseous turbulent isothermal jets, employing the Favre averaged Na-
vier-Stokes equations together with a “k-ε” turbulence model, and using Amagat's law for the determination of density was applied. This 
approach allows a good agreement with experiments mainly at supercritical injection conditions. However, some departure from exper-
imental data was found at transcritical injection conditions. The present approach adds real fluid thermodynamics to the previous ap-
proach, and the effects of heat transfer. The results still show some disagreement at supercritical conditions mainly in the determination 
of the potential core length but significantly improve the prediction of the jet spreading angle at transcritical injection conditions. 




The increasing demand for higher efficiency and per-
formance of power and propulsion systems lead to the prac-
tice of raising pressure and temperature inside the combus-
tion chamber. Rocket engines combustion chambersare 
typically subjected to high values of pressure and tempera-
ture which commonly exceed the critical thermodynamic 
point of it working fluid. The widespread of turbocharging, 
high compression ratios and high pressure direct injection 
systems seen in diesel engines contributed to the increase of 
the operating pressures and temperatures inside the com-
bustion chamber. Often, in these engines, fuel injection 
happens at pressures which exceed the critical value of the 
fuel. The development of more advanced materials used in 
gas turbines has led to higher compression ratios and allow 
for higher temperatures at the turbine inlet, in practice this 
translates in higher pressures and temperatures experienced 
by fuels when injected into the combustion chamber, condi-
tions around and above the critical point are easier to be 
achieved. Finally, more recently, the policy of downsizing 
in small gasoline engines has led to the inclusion of much 
of the technologies already present in diesel engines, con-
sequently causing an increase of operating pressures and 
temperatures as well. 
The thermodynamic critical point of fuels and oxidizers 
is likely to be achieved in a large number of internal com-
bustion engines. According to several authors this leads to 
fast variations of the fluid properties [1] which must be 
correctly understand and predicted in order to obtain the 
most efficient design of propulsion and power systems. 
Recent studies have pointed in the direction of identi-
fying four different regions around the critical point. 
When both pressure and temperature are below the critical 
point, the regime is called subcritical. When temperature 
is above critical point and the pressure bellow, the fluid 
behaves like an ideal gas. If only pressure is supercritical 
the regime can be called transcritical, regime which still 
raises a lot of questions to researchers since fluids appear 
to have mixed behaviour. Finally when both pressure and 
temperature are above the critical point the regime is 
called supercritical [2]. 
The present study is focused on the numerical investiga-
tion of injection under transcritical and supercritical condi-
tions, a problematic that has been studied experimentally by 
several authors [3–14] as well as numerically [2, 9–11, 14–
30]. As far as today, some conclusions have been reached 
and validated about the changes in the physical properties 
of fluids when they are around and above critical condi-
tions. According to Bellan [1], at the critical point mass 
diffusivity, surface tension, and latent heat become zero. On 
the other hand, the heat capacity at constant pressure, Cp, 
the isentropic compressibility, ks and the thermal conductiv-
ity, λ, all become infinite. At supercritical conditions a 
behavioural change is observed for the jet structure, which 
evolves from a liquid-gas injection to a gas-gas like injec-
tion [8, 10, 13, 31]. However bigger questions appear about 
fluid behaviour in conditions near critical for which it is 
still unknown if the fluid presents a behaviour closer to a 
gas, a liquid or a mix of the two. Also, the transcritical 
regime still constitutes an unknown in terms of fluid behav-
iour which deserves further studies.  
To model transcritical and supercritical injection condi-
tions a variable density approach, which employs the Favre 
Averaged Navier-Stokes equations and a k − ε turbulence 
model was tested [32]. This approach originally developed 
for isothermal, incompressible, turbulent, gaseous jets. It 
was tested to model the injection of cold nitrogen at condi-
tions ranging from transcritical to supercritical regime, into 
a chamber filled with gaseous nitrogen at supercritical con-
ditions. Flow configuration can be observed in Fig. 1, while 
the test conditions are described in Table 1. The obtained 
results showed quite good accuracy of the simulations at 
supercritical injection conditions, when compared with 
experimental. However the agreement was worse for tran-
scritical injection conditions. Reasons for this discrepancy 
with experimental data at transcritical injection conditions 
could be pointed to the fact that the used model didn’t take 
in consideration the influence of heat transfer between the 
two fluids and also not including real fluid effect. In order 
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to address these drawbacks of the previous approach the 
Favre averaged energy equation was integrated in the exist-
ing formulation as well as real fluid equations of state. With 
these modifications the authors have the expectation to 
improve the model performance in the modelling of the jet 
at transcritical conditions as well as to introduce more un-
derstanding over the flow of study.  
To do so, the same configuration used in previous inves-
tigation [32] was employed as well as the same test condi-
tions. The results will be compared with experimental data 
[8, 9] as well as with other numerical approaches [19, 23]. 
2. Computational model 
In the present work was used a mathematical model and 
numerical approach based on the model used by Barata et 
al. [15] and in previous works [29, 30, 32]. However, modi-
fications were made, the Favre averaged energy conserva-
tion equation was introduced and the equation of state 
based of Amagat’s law was replaced by real fluid equations 
of state.  
2.1. Governing equations 
The method to solve is based on the solution of the con-
servation equations for momentum and mass. Turbulence is 
modelled with the "k–ε" turbulence model. A similar meth-
od has been used for three-dimensional or axisymmetric 
flows and only the main features are summarized here. 
 
Table 1. Conditions of the test cases 
 Case 3 Case 4 
Condition Transcritical Supercritical 
Chamber Temperature [K] 298 298 
Chamber Pressure [MPa] 3.97 3.97 
Injection Temperature [K] 126.9 137 
Injection Velocity [m/s] 4.9 5.4 
ρ0 [kg/m3] 435 171 
ρ∞ [kg/m3] 45.5 45.5 
ω 0.1046 0.2661 
 
 In the conservation equations, mass weighted averaging 
is applied to avoid the appearance of many terms involving 
density fluctuations for which additional models are need-
ed. A mass averaged quantity is defined as 
 
ϕ  ρϕρ  (1) 
 For the governing equations the standard parabolic 
truncation is employed. The mass averaged continuity 
equation for the axisymmetric two-dimensional geometry 







∂r  0 (2) 
The momentum equations for axial and radial direction 




























The mixing of different fluids is described by introduc-
ing the scalar property of mixture fraction, F, this variable 
represents the mass fraction of the fluid at the injector. It 










∂r  (5) 
 In “k–ε” turbulence model, the Reynolds stresses are 
expressed in terms of the local strain rate:  
 
 
Fig. 1. Chamber geometry 
−ρuu′′  ρμ  μ !∂u"∂x# 
∂u"
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 μ  C/ k
0
ε  (7) 
 The scalar flux in equation (5) is approximated with a 





 From the foregoing we can deduced the parabolized set 
of equations in cylindrical coordinates where the general-
ized equation is 
∂









∂r%  S7 
(9) 
where φ~  may stand for any of the velocities, turbulent 
kinetic energy, dissipation, or scalar property, and Sφ take 
on different values for each particular φ~ [33]. 
The previous works [29, 30, 32] didn’t include in its for-
mulation the conservation equation of energy. For the present 
investigation it had to be deduced and then integrated in the 
computational code. The Favre averaged energy equation for 
a steady flow in its vectorial form is represented by 
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The Favre averaged energy equation brings with it a 
large number of source terms, some of them can be solved 
directly, others, which are numbered, must be modelled.  
Term (1), corresponding to turbulent transport of heat, 
can be modelled using a gradient approximation for the 
turbulent heat-flux: 
 
c9ρu#′′T′′ M −c9 μPr
∂T
∂x# (11) 
Term (2) is obtained from the turbulent-viscosity hy-
pothesis expressed in equation (6) 






∂u+,∂x+ δ$#% (12) 
Terms (3) and (5), corresponding to turbulent transport 
and molecular diffusion of turbulent energy, can be ne-
glected if the turbulent energy is small compared to the 
enthalpy, k ≪ h* . This is a reasonable approximation for 
most flows below the hyper-sonic regime. A better approx-
imation might be a gradient expression of the form: 
ρu#′′u+′′u+′′




Term (4) is an artefact from the Favre averaging. It is 
related to heat conduction effects associated with tempera-
ture fluctuations. It can be neglected if RSTUSVWTR ≫ R
STU
SVWT R, 
which is also true for virtually all flows. 
And finally term (6) can also be neglected if Yτ,Y 	≫
[τ$#′′[, which is true to virtually all flows. The energy equa-
tion could also be put in the form of the general equation 
(9), it is not done here due to the fact of becoming a very 
long expression. 
2.2. Real fluid equation of state 
To obtain the mean density field an equation of state is 
employed. For many applications the ideal gas equation of 
state is the most common choice. However, as explained 
previously, the conditions of study of the present investiga-
tion escape the range of applicability of the concept of ideal 
gas. For this reason a real fluid equation of state seems to 
be a more convenient choice.  
In the present investigation two different real fluid 
equations of state were analysed and employed in the nu-
merical approach, the Soave-Redlich-Kwong and the Pend-
Robinson equations of state. 
The Soave-Redlich-Kwong equation can be expressed as 
 
P  RTV] − b −
aT 
V]V]  b  (14) 
where the coefficients ` and a	are described in detail in 
Soave [34]. 
The Peng-Robinson equation of state can be written as  
 
P  RTV] − b −
aT 
V]V]  b  bV] − b  (15) 








Fig. 2. Comparison of different equations of state at: a) 3 MPa; b) 4 MPa; 
c) 5 MPa 
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The performance of both equations of state was investi-
gated in the present investigation. Fig. 2 shows the compar-
ison, for three different pressures and under temperatures 
ranging from 100 K to 300 K, between the two real fluid 
equations of state and the data from gas encyclopaedia [36], 
having also as reference the performance of the ideal gas 
equation of state. 
Results express very clearly the advantage that the two 
real fluid equations of state have over the ideal gas equation 
of state. What doesn’t become so clear is which real fluid 
equation of state performs better. Thus, both equations of 
state were implemented into the computational approach in 
order to evaluate their performance in the modelling of the 
flow of interest. 
In previous work [30, 32], fluid properties such as mo-
lecular viscosity, specific heat at constant pressure, and 
thermal conductivity had been assumed as constant. How-
ever, this was not the case for the present investigation. 
Experimental data from Gas Encyclopaedia [36] was used 
to generate linear functions which provide the value of such 
properties for different temperatures and pressures. 
2.3. Numerical method 
The governing equations are solved using a parabolized 
marching algorithm which resembles the (elliptic) TEACH 
code, and are described in detail in [33]. This approach was 
applied to variable density jets and then extended to the study 
of liquid cryogenic jets under sub-near critical pressures, and 
sub to supercritical temperatures in the present work.  
2.4. Computational grid 
An expansive grid in both directions was used, making it 
more refined when close to injector. In the axial direction a 
constant expansion rate is impose, as well as the domain 
length, due to this, the initial grid size is calculated by the 
grid construction routine. The determination of points in the 
radial direction is somewhat more complex. For the width of 
the injector, a fixed amount of points was set, which 
stablishes a constant distance between nodes. Outside of the 
injector radial size, the grid routine determines the expansion 
rate in order to fit the remaining points into the radial domain 
of the configuration. The grid has a size of 150 by 65 points, 
and for the injector 13 points are set in the radial direction. 
The rate of expansion in the axial direction is set as 2%. 
 
 
Fig. 3. Grid size dependency test based on the axial density distribution 
 
In order to evaluate the influence of the grid on the con-
verged solution grid dependency tests had to be performed. 
Figure 3 shows the grid dependency test, the used grid, of 
150x65 points is compared with a more refined grid of 
212x92 points and with a coarser grid of 106x46 points. 
The results used for comparison are the axial density varia-
tion in the centreline and its visible the independence of the 
solution from the grid size. 
3. Results and discussion 
Numerical results obtained in the present work are pre-
sented in this section and compared with the experimental 
data of Mayer et al. [9], the large eddy simulations of 
Schmitt et al. [19] and of Jarczyk and Pfitzner [23], and 
also with the results obtained using the unmodified ap-
proach [30, 32]. A discussion is also provided in order to 
reach the conclusions exposed in the next section. 
Fig. 4 and 5 show the density field and streamlines for 
respectively the transcritical case and the supercritical case, 
in both figures image a) shows the results obtained while 
employing the Soave-Redlich-Kwong equation of state 
while image b) expresses the results achieved with the 
Peng-Robinson equation. Analysing Fig. 5 the most evident 
conclusion that can be taken is the appearance of a recircu-
lation downstream of the injector, it is also evident the 
existence of entrainment of the chamber fluid into the injec-
tion fluid right after the injector. This jet structure is not 
affected by the choice of equation of state, both Fig.5 a) and 
b) show exactly the same jet structure. Comparing the re-
sults from both equations of state can be concluded that the 
Peng-Robinson equations produces higher values of density 
at the inlet, this is a result which could be anticipated by the 
results obtained in Fig. 2. It is also visible a longer potential 
core and deeper penetration of the jet into the chamber in 
the model with uses the PR equation. This can possibly be 
explained by the fact that the higher density at inlet causes a 
larger momentum, since velocity is the same, and this larger 
momentum takes longer to be dissipated. The supercritical 
case is represented in Fig. 6. A very similar jet structure is 
observed for this case when compared with transcritical 
injection conditions. There’s also the appearance of en-
trainment close to the injector, and, further downstream, the 
existence of a recirculation. Comparing with Fig. 5 the 
potential core length and jet penetration is shorter for both 
equations of state. Like in the transcritical case also the 
Peng-Robinson equations of state produces higher values of 
density in the inlets which leads to a longer potential core. 
Fig. 6 and 7 represent in better detail the evolution of 
density in the centreline of the jet. In Fig. 6 the axial densi-
ty distribution for the transcritical case is shown for the 
current approach with both equations of state, these results 
are here compared with the experimental results from May-
er et al. [9] as well as with the results obtained with the 
previous approach, which obtained density from Amagat’s 
law, and with two large eddy simulations of Schmitt et al. 
[19] and of Jarczyk and Pfitzner [23]. Both results of the 
different equations of state for the current approach show a 
much larger potential core than the one observed in the 
results of the other authors. With the Soave-Redlich-Kwong 
equation of state is obtained a potential core of 15.7 injector 
diameters, as for the Peng-Robinson equation a potential 
core of 16.4 injector diameters is obtained. For the same case 
Schmitt et al. reaches a potential core of 7.9 diameters while 
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Jarczyk and Pfitzner achieves a potential core with a length 
of around 9 diameters. These values of potential core length 
are also longer than the potential core of 11.8 obtained by the 
initial approach with Amagat’s law. Further downstream the 
current approach keeps the difficulty in fitting the experi-

















Fig. 6. Axial density distribution for transcritical case 
 
 
Fig. 7. Axial density distribution for supercritical case 
 
The axial density distribution for the supercritical case is 
represented in Fig. 7. Again, the current approach employing 
the two different equations of state is compared with experi-
mental and LES data as well as with the results obtained by 
the previous approach [30]. For the supercritical case a closer 
agreement with experimental data is obtained but the over 
prediction of the potential core length still exists. When using 
the Soave-Redlich-Kwong equation a potential core with a 
length of 9.4 injector diameters is observed, with the Peng-
Robinson equation it increases to a length of 9.6 injector 
diameters. For the same test case the previous approach 
achieved a potential core length of 7.8 diameters, Schmitt et 
al. reached 5.1 while Jarczyk and Pfitzner predicted a poten-
tial core with a length of 6.0 injector diameters, it’s important 
to refers that when analyzing the experimental results for this 
case the existence of a potential core is not evident. Down-
stream of the potential core is obtained a better agreement 
with experiments between 10 and 15 diameters but then there 
is a departure from the data provided by Mayer [9]. Still, for 
this condition, the LES from Schmitt et al. [19] is not able to 
provide superior agreement, while the previous approach 
provides a closer agreement. For this case is the large eddy 
simulation of Jarczyk and Pfitzner which provides the closest 
agreement. 
The full width of half maximum of density is expressed 
for the transcritical and supercritical test cases respectively 
in Figures 8 and 9. In figure 8 are represented the values 
obtained by the previous and current approach as well as 
the experimental data provided by Mayer et al. [9]. Analyz-
ing first the data from Mayer, it can be seen that initially the 
jet appears to have a radius of twice the radius of injector, 
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this is explained in the paper of Mayer [9] by the difficulty 
of the technique of Raman Scattering to provide accurate 
values of density when the values are high. There’s then a 
decrease of the jet thickness until 10 x/D followed then by 
the expected expansion of the jet width. Similar evolution is 
observed by all the approaches presented in the present 
paper. However, when using the real fluid equations of state 
the potential core is longer thus delaying the expansion of 
the jet. In figure 12 only the results obtained by previous 
and current approach are exhibit since Mayer didn’t provide 
results for this case. Nevertheless, the evolution of the full 
with of half maximum of density follows the same shape 
obtained for the transcritical case, with the previous ap-
proach showing wider expansion of jet.  
 
 
Fig. 8. Axial density distribution for transcritical case 
 
From the results of the full width of half maximum of 
density, it can be obtained the tangent by linear interpola-
tion which represents the jet expansion rate. The linear 
interpolation was performed by other authors between x/D 
= 15 and x/D = 25. In the present work these were generally 
the points chosen for the calculation, however as it is visi-
ble, for the current approach at transcritical conditions, the 
jet expansion starts only after x/D = 15, thus, for this situa-
tion the interpolation was performed between x/D = 20 and 
x/D = 30. These results are expressed in Table 2. 
 
 
Fig. 9. Axial density distribution for supercritical case 
 
For the transcritical case the experimental data of Mayer 
et al. [9] reached to a spreading rate of 0.196, a similar 
spreading rate was obtained by the experimental work of 
Oschwald and Micci [8]. The original approach used in the 
present investigation, for the same case predicted a spread-
ing rate of 0.316 which is an over prediction of around 61% 
when compared with the data of Mayer. By the introduction 
of a real fluid equation of state a closer agreement for the 
spreading rate was reached, with values of 0.250 for the 
SRK equation and 0.266 with the PR equation of state, 
representing respectively a variation of 27.6% and 35.7% 
when compared with Mayer’s work. The large eddy simula-
tion of Schmitt et al. provides a spreading rate of 0.227 
which is still closer to experimental data.  
 


















2002 [8] SRK PR 
Trans-
critical 
0.316 0.250 0.266 0.196 0.227 0.206 
Super-
critical 
0.310 0.214 0.234 – 0.241 0.312 
 
For the supercritical case Mayer et al. didn’t provide re-
sults of the FWHM of Density thus not allowing the com-
parison of jet spreading angle. On the other hand Oschwald 
and Micci [8] as well as Schmitt et al. [19] did provide 
results allowing a comparison to be established. The results 
obtained from the first approach which makes use of Ama-
gat’s law replicate almost perfectly the jet spreading rate 
obtained by Oschwald and Micci [8]. Achieving a much 
better result that any of other predictions. The large eddy 
simulation of Schmitt et al. [19] provides an acceptable 
results as well, closely followed by the second approach 
when employing the Peng-Robinson equation of state and 
finally the furthest agreement comes from the second ap-
proach when employing the SRK equation of state. 
4. Conclusions 
With the objective of testing and developing new meth-
odologies to model jets at conditions around the critical 
point, a methodology originally developed for the study of 
turbulent, variable density, isothermal jets was modified to 
include the effects of heat transfer and a real fluid equation of 
state. The effects of the variation of physical properties of 
fluid such as thermal conductivity, specific heat at costant 
pressure and molecular viscosity experienced with the varia-
tion of pressure and temperature were also included. To do 
so, in the present approach were introduced linear functions 
taken from the data provided by the Gas Encyclopaedia [36]. 
The original approach had already along this investiga-
tion proved his potential for the study of this kind of fluids, 
despite its simplicity and inexpensive computational re-
quirements. It proved to provide good agreement with ex-
perimental data for supercritical injection conditions out-
performing much more expensive large eddy simulations. 
However, it starts facing difficulties when dealing with 
flows in subcritical and transcritical conditions. By not 
accommodating the heat transfer and real fluid thermody-
namics it fails to predict the correct behaviour of fluids in 
the transition to the two phase flow. The new approach 
intends overcome these lacks by the introduction of the 
Favre averaged energy equation and a real fluid equation of 
 
Modeling of transcritical and supercritical nitrogen jets 
COMBUSTION ENGINES, 2017, 169(2) 131 
state in the form of a Soave-Redlich-Kwong and a Peng-
Robinson equations of state.  
This new modified approach was able to improve the 
spreading angle results over the original approach under 
transcritical regime of injection, reaching a much closer 
agreement. The performance of the agreement at supercriti-
cal conditions unfortunately suffered a decrease.  
Two different reasons could be pointed out to the de-
crease of accuracy at supercritical conditions. On one hand 
the data provided in Gas Encyclopaedia doesn’t contain 
values of the properties in the critical point. The critical 
point represents a thermodynamic singularity, thus, the 
properties values at this point suffer a very pronounced 
variation which is not accessed by the present approach. On 
the other hand, the flow appears to be governed by the 
turbulent characteristics. The ratio between turbulent vis-
cosity and turbulent thermal diffusivity is prone to suffer 
variations along the flow. Thus, the employment of a con-
stant turbulent Prandtl number, bcd , may in fact not be the 
most efficient option. Future work will address these two 
points, expecting to obtain increased performance. 
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Nomenclature 
a, b real fluid equation of state coefficients c9 specific heat at constant pressure C/ coefficient in turbulence model D injector diameter [m] ε dissipation rate of turbulent energy f mixture fraction F mean mixture fraction i axial direction index j radial direction index k turbulent kinetic energy μ molecular viscosity μ turbulent viscosity ϕ generalized variable ω chamber-to-injected fluid density ratio Pjk critical pressure [MPa] Pl chamber ambient pressure [MPa] Pk reduced presure (Pl Pjk⁄ ) Pr Prandtl number Pr turbulent Prandtl number ρ density [kgm–3] 
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