We assume that we have M candidate insurance models for describing a process. The models considered consist of a risk process driven by right-constant, finite-state spaces, jump processes. Based on observing the history of the risk process, we propose dynamics whose solutions indicate the likelihoods of each candidate model. 1. Introduction. Risk theory deals with stochastic models in insurance business, see, for example, Grandell [2] . Usually, in such models claims are described by point processes and the amounts claimed by policies holders are sequences of random variables. The profit, or the loss, of the company is the difference between premiums income and the claims. In this paper, we assume that we have M competing models, denoted by {H 1 ,...,H M }, describing the risk process, see Section 2. We are interested in ranking the candidate models based on their likelihood of being most appropriate for describing the risk process and some other processes driving the risk process. This problem as well as others fall within the category of Model Tracking or Detection problems as we are interested in tracking (or detecting) the most appropriate model for describing the proposed risk model, see, for example, Poor [5] and Snyder [6] .
Introduction.
Risk theory deals with stochastic models in insurance business, see, for example, Grandell [2] . Usually, in such models claims are described by point processes and the amounts claimed by policies holders are sequences of random variables. The profit, or the loss, of the company is the difference between premiums income and the claims. In this paper, we assume that we have M competing models, denoted by {H 1 ,...,H M }, describing the risk process, see Section 2. We are interested in ranking the candidate models based on their likelihood of being most appropriate for describing the risk process and some other processes driving the risk process. This problem as well as others fall within the category of Model Tracking or Detection problems as we are interested in tracking (or detecting) the most appropriate model for describing the proposed risk model, see, for example, Poor [5] and Snyder [6] .
In the next section, we present the model of the paper. The main result of the paper is found in Section 3 where the likelihood that our model is best described by a certain candidate model is derived. In Section 4, a filtering problem is discussed.
The model.
Assume initially that all processes are defined on a probability space (Ω, Ᏺ,P).
Consider an insurance "risk process" R which at time t is the sum of an initial capital R 0 , an integrated premiums process with integrand a nonnegative, bounded, and measurable real-valued function P (·), a new premiums process, a lost premiums process, and a claims process. We also assume that we have M candidate models denoted by {H 1 ,...,H M } representing the dynamics of the risk process. Then, under the hypothesis that model H h is used, h = 1,...,M, we have 
Here 
We assume here that the Z i 's have no common jumps, that is, with
denote the complete filtration generated by the risk process and let
be the complete filtration generated by the risk process R and the processes Z i , i = 1, 2, 3. Now, given the filtration , and, a set of competing hypotheses {H 1 ,...,H M }, where
, we want to determine the dynamics to compute the posterior probabilities 
where the expectation is taken under probability measure P . In Section 3, we propose dynamics to (2.15) whose solution is a solution of some stochastic differential equation. Section 4 is concerned with a filtering problem.
M-ary detection filters.
SupposeP is a reference probability, under which ν i ,
In order to recover the "real world" probability measure P under which the model dynamics introduced in Section 2 hold, define the Radon-Nikodym derivative Λ such that
where (see Jacod and Shiryaev [4] )
However, in this section, we will be working under the "reference probability"P . By an abstract version of Bayes' rule (see [1] )
The unnormalized probability q h t is given by the equation Proof. Using (3.2), we have
6) with optional projection on the σ -field t
(3.7)
Using (3.4) and [7, Chapter 7, Lemma 3.2] to exchange stochastic integration and conditional expectation underP , we have
which, using elementary rules for conditional probabilities and Bayes rule, is Note that the normalized form of (3.5) is given by
(3.12)
As an example: suppose that the set of candidate models consists of two models, that is, α ∈ {(1, 0), (0, 1)} and p
. Define the log-likelihood or test statistic process,
Large values of l are in favor of model 1 whereas, small values of l are in favor of model 2.
The filtering problem. Equation (3.5) contains E[ Z
The following result gives the dynamics of the unnormalized version of this filter. Here we assume that the random matrix A is adapted to the filtration . Again we work under the "reference probability"P , under which ν i , i = 1, 2, 3, have deterministic compensators
Theorem 4.1. Let
The unnormalized probability process σ t ( ,m,n) satisfies the stochastic integral equation
Proof. Note that (2.11) gives
(4.3)
Since the processes Z In this paper, a risk model described by M candidate models was discussed. Detection filters were derived using measure change techniques.
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