This paper seeks to quantify the uncertainty associated with atmospheric conditions when propagating shaped pressure disturbances due to a low-boom supersonic aircraft. A discrete adjoint formulation is used to obtain sensitivities of the boom metrics to atmospheric inputs such as temperature, wind, and relative humidity distributions in addition to deterministic inputs such as the near-field pressure distribution. This study uses a polynomial chaos theory approach to couple these adjoint-derived gradients with uncertainty quantification to enable robust design by using gradient-based optimization techniques. The effectiveness of this approach is demonstrated over an axisymmetric body of revolution. Results show that the mean and standard deviation of sonic boom loudness are simultaneously reduced using robust optimization. Unlike the conventional optimization approaches, the robust optimization approach has the added benefit of generating probability distributions of the sonic boom metrics.
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I. Introduction and Motivation
Sonic boom remains a critical concern for commercial supersonic overland flight. Since the successful demonstration of the DARPA Shaped Sonic Boom Demonstrator (SSBD), 1 the past decade has seen multiple research efforts 2, 3, 4, 5, 6, 7, 8, 9 toward mitigating the adverse impact of sonic boom. Numerical tools and methods employed for boom mitigation have seen tremendous improvements not only due to ever increasing computational power, but also through the use of advanced techniques such as adjoint-based methods. Multiple studies have demonstrated the capability of adjoint-based methods to optimize near-field pressure waveforms, 2, 10, 11 ground-based boom metrics, 8 as well as equivalent area metrics. 5, 9 A fundamental assumption in these studies has been that the atmospheric temperature, humidity and wind distributions are fixed to standard atmospheric 12 profiles that do not vary with time. In reality, boom metrics on the ground are based on the prevalent atmospheric conditions and there is a need to quantify this uncertainty under varying atmospheric conditions so it may be considered during the design process.
The primary objective of this paper is to develop a discrete adjoint methodology to obtain sensitivities of boom metrics with respect to atmospheric temperature, relative humidity and wind profiles, and use them for robust design of an underlying concept under varying atmospheric conditions. The propagation algorithm used in this study is sBOOM. 13 The ultimate goal is to design aircraft concepts while accounting for the aleatory uncertainty inherent in atmospheric propagation.
In robust design, probability distributions are placed on uncertain parameters and appropriate techniques are used to obtain distributions of the output quantities of interest. While stochastic techniques such as Monte Carlo methods may be used without the need for sensitivities, such approaches can become prohibitively expensive due to the numerous function evaluations needed to generate usable probability distributions. Despite this computational expense, the sensitivities of moments (mean and standard deviation) from probability distributions is not known. In the interest of minimizing computational expense, a non-intrusive polynomial chaos surrogate modeling approach 14 is used to perform uncertainty quantification. This has the additional advantage of providing analytical mean and standard deviation sensitivities. The optimization problem is recast to a robust design objective as given in Eq. 1, where J N is a non-deterministic function of the objective chosen for optimization.
The paper is organized as follows: Section II provides a brief derivation of changes needed in the boom adjoint formulation to account for atmospheric sensitivities. Section III provides verification of adjoint sensitivities by using complex variables. Section IV discusses polynomial chaos formulation; and sections V, VI and VII detail the CFD integration, optimization setup, and results, respectively. Finally, conclusions and future work will be discussed.
II. Extension to Existing Theory
The discrete adjoint formulation derived in this section is based on a similar implementation developed in Refs. 8 and 9. In this paper, specific details that pertain to computation of sensitivities with respect to atmospheric parameters are provided. The primary difference occurs in the independent variable vector D, which represented the near-field pressure or equivalent area distribution in the old formulation, now represents the atmospheric temperature pairs (
This makes the length of the independent design variable vector to be 2(nt + nh + nwx + nwy).
Following the formulation of previous papers, the Lagrangian corresponding to a chosen objective, J, is written in Eq. 2, where k n is the Blokhintzev invariant 15 scaling factor given by ρ0c0G ρcG0 0
. The details of the matrix terms are provided in the Appendix. Taking the derivative of the Lagrangian with respect to D results in Eq. 3. Contrary to the previous boom-adjoint formulations, the relevant matrices during propagation now depend on the design variable vector D, and hence matrix derivative terms now appear in the derivative of the Lagrangian.
Adjoint equations are extracted as in previous formulations 8, 9 and the resulting terms, given in Eq. 4, allow computation of the relevant uncertainty sensitivities. Note that this expression is quite involved compared to the gradient expression for computing the deterministic sensitivities (See Eq. 19 from Ref 8) .
In order to get the matrix derivative terms, ray acoustics are differentiated to obtain sensitivities of several quantities, notably: 
II.A. Differentiating Atmospheric Properties
A schematic of the ray as it travels from aircraft to ground through the atmosphere is depicted in Fig. 1 . The path taken by the ray is determined by geometric ray acoustic equations. 16 Given the atmospheric temperature profile as altitude and temperature pairs (H i , T i )∀i ∈ [1, nt], the atmospheric temperature (T h ) at any intermediate point on the ray is a linear interpolation between the temperatures at the enclosing 
Atmospheric properties do not depend on relative humidity or winds, therefore their corresponding sensitivities are zero.
II.B. Differentiating Atmospheric Absorption and Relaxation Effects
During propagation, atmospheric absorption formulae 17 are used to account for the thermo-viscous attenuation and vibrational relaxation losses due to nitrogen and oxygen, which are functions of temperature, pressure, and relative humidity. These quantities are numerically differentiated to obtain sensitivities of these quantities with respect to atmospheric temperature, wind and relative humidity profiles. Due to their dependence on atmospheric pressures, these sensitivities do not exhibit local support and are non-zero with respect to all the altitudes from the ground level to the location in the atmospheric profile immediately above the current ray point. The absorption coefficient is given by Eq. 5, where P r = 101.325 kPa is the reference pressure, and T r = 293.15K is the reference temperature. Its sensitivity is numerically computed by using Eq. 6, where
The vibrational relaxation has two terms. The first term depends solely on the temperature profile, and its sensitivity is calculated as for the above term. The second term is given by Eq. 7 for nitrogen, where the percent mole fraction of water vapor in air (m) depends on relative humidity via m = (RH)Psat P h . The derivative terms with respect to temperature and relative humidity profiles are given by Eqs. 8 and 9, respectively. Other relevant terms are similarly computed.
II.C. Differentiating Longitudinal and Lateral Ranges
Obtaining the lateral range sensitivities involves differentiating multiple quantities such as propagation angles, ray vectors, Snell's constant, wind velocities, along with the above mentioned quantities with respect to all atmospheric profile inputs. Once these are obtained, the incremental longitudinal and lateral ranges, for each of the four rays comprising the ray tube may be differentiated to obtain their sensitivity with respect to atmospheric parameters. These incremental quantities are summed during propagation of aircraft disturbances along ray tubes from cruise altitude to ground. This results in sensitivities of the longitudinal and lateral ranges with respect to atmospheric temperature and wind profiles.
II.D. Differentiating Ray Tube Areas
Once sensitivities of longitudinal/lateral ranges, ray vectors, and angles with respect to all relevant atmospheric profiles are obtained, the ray tube area calculation is differentiated to obtain the sensitivities with respect to the relevant atmospheric quantities. This includes calculation of the sensitivity of the unit vector along the wave normal directionn. These values are then used in a discrete-adjoint gradient formulation (see Eq. 4) to extrapolate these sensitivities to the ground.
II.E. Demonstration Example
In order to demonstrate the use of these atmospheric sensitivities in robust design optimization, sample atmospheric temperature, and wind distributions are given in tables 1, 2, and 3, respectively. The temperature profile follows the ISO standard atmosphere model with arbitrarily chosen wind distributions. The relative humidity profile follows ANSI S1.26-1995, Appendix C. 17 The relative humidity profile is truncated at 45000 ft amounting to 46 altitude, relative humidity pairs. With this choice of atmospheric profiles, the number of variables for atmospheric sensitivity calculation is 2 × (3 + 3 + 11 + 46) = 126. The formulation is not limited to these distributions; the user has the freedom to pick any arbitrary atmospheric profile with the only caveat being that the computational time will increase as the size of the uncertain variable vector increases. 13700.0 18.0 2 and 3, respectively. As the distance along the ray tube increases, the disturbance propagates towards the ground from the source (aircraft location) and the ray tube area (G) increases as shown by the solid line. Because the starting location of propagation is between atmospheric temperature layers 2 and 3, the sensitivity with respect to T 1 starts off at zero and becomes non-zero when the ray tube crosses into the first atmospheric temperature layer. As the ray moves downwards, the sensitivity with respect to T 3 gradually drops, as expected. The sensitivity with respect to T 1 initially drops owing to the effect of Snell's constant, but then gradually increases as the ray approaches the ground. Because the propagation starts in a constant temperature layer, all sensitivities with respect to H i are zero to begin with. As soon as the ray moves into the subsequent layer, the sensitivities with respect to H 1 and H 2 become non-zero and stay that way through the end of propagation. Sensitivity with respect to H 3 remains zero through out. Finally, all relevant derivative terms are used to compute the sensitivities of the ground A-weighted loudness levels with respect to the atmospheric parameters. This information is plotted in Fig. 4 . A few observations can be made: the sensitivities with respect to altitude variables are almost two orders of magnitude smaller than those with respect to profile variables. The relative humidity sensitivities seem smaller compared to temperature and wind sensitivities; however the relative humidity profile has much finer resolution than the other profiles and therefore the effect of the sensitivities is dispersed across multiple values. The relative humidity between 4 and 10 km seem to have appreciably large sensitivities compared to altitudes out of this range. 
III. Verification of Adjoint Sensitivities
To verify that the sensitivity values obtained from adjoint calculations are correct, a complex variable version of the propagation algorithm 8 has been extended to include atmospheric profile parameters. The use of complex step approach 18, 19 is common practice for discrete-adjoint gradient verification. The derivatives of appropriate cost functional with respect to the chosen design variables are calculated with an imaginary step size of 10 −50 . As an example case, an arbitrary off-body pressure waveform is propagated to the ground from an altitude of 45000.0 ft by using the atmospheric profiles from the previous section. Table 4 compares the adjoint and complex variable gradients of the longitudinal range (X) with respect to the atmospheric temperature profile propagated at φ = 0 deg. The results obtained by using the discrete-adjoint implementation exhibit excellent agreement with the complex-variable sensitivities. The lateral range sensitivities, not shown here, exhibit similar agreement. Table 5 compares the sensitivities of the final ray tube areas with respect to the temperature profile and shows similarly good agreement with the values computed using the complex step. Tables 6, 7, 8 and 9 compare the adjoint and complex sensitivities of the A-weighted sonic boom loudness on the ground with respect to temperature, relative humidity, longitudinal winds, and lateral winds, respectively. These show the adjoint sensitivities to be sufficiently accurate for robust shape optimization. i Adjoint 
III.A. Sensitivity of Ranges to Temperature Profile
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IV. Robust Design via Polynomial Chaos
This section details integration of the robust adjoint-based approach with stochastic expansions based on polynomial chaos theory for efficient design of low boom configurations under conditions of atmospheric uncertainty. The first section outlines the approach to adjoint-based design under aleatory uncertainty. The second section details the non-intrusive polynomial chaos formulation along with two alternative approaches for point-collocation. The third section describes the moments and sensitivities that can be obtained from the polynomial chaos expansion (PCE), which are required for adjoint-based robust design. The last section describes the design optimization approach used in this study. 
i Adjoint i Adjoint Design optimization seeks to minimize some quantity (e.g., dBA, PLdB, etc.) written as:
where D is a vector of the design variables. For deterministic design, J is simply the objective of interest. For a stochastic process, the objective is also a function of the uncertain variables. With uncertainty, the formulation of J must be changed to account for variation in the system due to the random variables. Design under uncertainty is based on performing optimization with an objective composed of mean and standard deviation of the objective. One such approach is known as robust design. The objective for robust design is to reduce not only the mean of the design quantity, but also the standard deviation. The robust design objective used in this study (see Eq. (1)) is suitable for systems that possess inherent or aleatory uncertainty due to random variations in the physical system. Adjoint-based design requires calculation of the objective gradients with respect to the design variables, as shown in Eq. (11) .
One of the significant challenges with design under uncertainty is the computational cost of propagating the uncertainty at each optimization step. Traditional sampling approaches may require a significant number of evaluations of the deterministic model to obtain converged statistics. When the deterministic model is complicated as in the case of CFD-based design, traditional sampling techniques may become impractical.
To relax the computational burden, a surrogate modeling approach may be used as a means of efficient uncertainty propagation and quantification.
IV.B. Point-Collocation Non-intrusive Polynomial Chaos
In recent studies, 20, 21, 22, 23, 24 the polynomial chaos method has been favored as a means of uncertainty quantification (UQ) over traditional methods such as Monte Carlo, due to its computational efficiency.
Polynomial chaos is a surrogate modeling technique based on a spectral representation of uncertainty. An important aspect of this representation is that a response value or random function Y can be separated into deterministic and stochastic components, as shown in Eq. (12).
Here, α i is the deterministic component and Ψ i are the random variable basis functions corresponding to the i th mode. The response Y is a function of the independent, random variables ξ, and design variables D. Note that this series is, by definition, an infinite series. However, in practice it is truncated, and a discrete sum is taken over a number of output modes. 25 To form a complete basis for a total order expansion, N t terms are required, which can be computed from Eq. (13) for a polynomial chaos expansion (PCE) of order s (s = 2 in this study) and a number of random variables, n.
Further details on polynomial chaos theory are given by Ghanem 26 and Eldred.
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To determine the expansion coefficients α i , polynomial chaos methods can be implemented by using an intrusive or non-intrusive approach. The intrusive mthod, while appearing straightforward, has been shown to be computationally expensive for complicated problems. 20 As a result, this work applies the non-intrusive approach for which modification of the deterministic model is unnecessary, and that requires only the response values at selected sample points to approximate the stochastic response surface.
IV.B.1. General Approach to Point-Collocation
Several methods have been developed for non-intrusive polynomial chaos (NIPC). Of these, point-collocation NIPC has been used extensively in aerospace simulations and CFD problems. 21, 22, 24, 27 The point-collocation method starts with replacement of a stochastic response with its PCE according to Eq. (12). N t vectors are then chosen in random space, and the deterministic code is evaluated at these points, which form the left hand side of Eq. (12). Following this, a linear system of N t equations can be formulated and solved for the spectral modes of the random variables. This system is shown in Eq. (14) .
Note that for this linear system, N t is the minimum number of deterministic samples required to obtain an analytical solution (i.e., the coefficient vector). If more samples are available and are linearly independent, the system is overdetermined and can be solved using a least squares approach. The number of samples over the required minimum is represented by the use of an oversampling ratio (OSR), defined as the ratio of the number of actual samples to the minimum number required (N t ). In general, the number of collocation points can be determined by multiplying Eq. (13) by an OSR. Hosder et al. 28 determined an effective OSR of 2.0 for the stochastic model problems studied and showed that the accuracy of the PCE is dependent on the number of collocation points.
IV.B.2. Gradient-Enhanced Point-Collocation
The general point-collocation approach can be extended to include gradients for the calculation of the expansion coefficients. 27, 29, 30 In surrogate modeling, this is commonly referred to as gradient enhancement. When using the point-collocation NIPC approach, the gradient formulation can be developed by first differentiating Eq. (12) with respect to the j th standard random variable, as shown in Eq. (15)
Expanding the LHS by noting the standard random variable ξ is a function of the actual random variable x yields Eq. (16) .
Note that the first term on the LHS is the derivative obtained from a local sensitivity analysis. The next term is based on the known distribution of the uncertain input variable. A normally distributed variable with mean µ and standard deviation σ is shown in Eq. (17).
The differentiated PCE with respect to each uncertain variable at each sample point (Eq. (16)) can be appended to the linear system of Eq. (14) . The new system of linear equations is shown in Eq. (18) . Note that for N S sample points, n number of random variables, and N t terms in the PCE, the dimensions of the coefficient matrix are N S (n + 1) by N t , the solution vector has dimension N S (n + 1), and the unknown vector has dimension N t . . . .
. . .
The derivatives of the basis polynomials in the LHS of Eq. (18) can be obtained either analytically or through finite differencing. The solution procedure is no different than that used for the original point-collocation scheme. However, this modified scheme makes use of gradients, which can be obtained through sensitivity analysis. This approach has the advantage of reducing the number of samples needed to construct the surrogate model and promise to reduce the computational cost of computing sensitivities with respect to the uncertain variables.
IV.B.3. Sparse Approximation
Polynomial chaos techniques suffer from the curse of dimensionality. That is, the number of deterministic model evaluations required to create an accurate surrogate model grows exponentially with the number of random dimensions. For many large-scale, complicated problems, the minimum required number of deterministic model samples may be impractical or even impossible to obtain. An ideal approach would achieve an accurate surrogate model with as few deterministic samples as possible, even if the minimum number of samples required for a total order expansion (Eq. (13)) is not achievable. The next subsection describes an underdetermined solution approach that will achieve accuracy in the surrogate model while reducing the cost of deterministic evaluations.
In general, a system of linear equations that has fewer linearly independent equations than unknowns possesses an infinite number of solutions. In many PCEs, only a small fraction of the coefficients may carry significant weight in the surrogate model. This allows for an assumption that many of the expansion coefficients are zero, making the vector of expansion coefficients sparse. Under this assumption, the linear system can be regularized, which allows for a well-posed problem. The objective is to seek a solution to the linear system with the fewest number of non-zero coefficients. By using convex relaxation, a solution can be obtained from the L 1 -minimization problem shown in Eq. (19) .
Here, δ is the truncation error associated with the truncation of the series in Eq. (12). For problems in this study, δ is assumed to be near zero, as it can be shown that the solution to Eq. (19) is unique in this instance.
In the above formulation, the dimensions of Ψ are N s by N t and the vector α * is of length N s , with N s < N t for the underdetermined problem. The vector α is of length N t . Doostan and Owhadi 31 discuss, in great detail, the theory and formulation of the above method, as well as its stability.
The optimization problem in Eq. (19) is commonly referred to as Basis Pursuit Denoising (BPDN), 31, 32, 33 and can be solved using methods from quadratic programming. 32, 33 In the current study, the least absolute shrinkage and selection operator (LASSO) homotopy optimization routine 33 was selected to find the optimal solution of Eq. (19) . While many methods exist for solving the above minimization problem, the homotopy method was selected for efficiency, as this method is not significantly affected by the dimensionality of the problem.
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IV.C. Moments and Design Variable Sensitivities
Adjoint-based design under uncertainty requires that statistical moments and gradient information with respect to the design variables be determined. Eldred 25 shows that with polynomial chaos, moments can be determined analytically, as shown in Eqs. (20) and (21) for the mean and variance of the stochastic expansion.
The robust design objective in Eq. (1) can be calculated with these two moments. In this study, because discrete-adjoint gradients are available, the gradient-enhanced point-collation approach is used for computation of the robust objective.
To satisfy the adjoint-based design objective in Eq. (11), moment sensitivities must be obtained. The sensitivity of the mean with respect to the design variables is obtained by differentiating Eq. (20) , which is shown in Eq. (22) .
This calculation is trivial when the sensitivities of each response with respect to each design variable are known, as it is simply the average of the sensitivities for each design variable. The sensitivity of the variance is shown in Eq. (23), which is obtained by differentiating Eq. (21).
Obtaining the sensitivities in Eq. (23) requires that the sensitivities of the expansion coefficients be determined. A second polynomial chaos expansion can be constructed by differentiating Eq. (12) with respect to the j th design variable, as shown in Eq. (24) .
Solving this equation for sensitivities of the expansion coefficients must be done for each of the design variables and can be accomplished with general point-collocation or the L 1 -minimization approach, if the system is underdetermined. The sensitivity-based approach can also be used, but has an added cost of obtaining mixed derivative
V. CFD Integration
The boom-adjoint formulation developed here is coupled with the NASA Langley FUN3D 34 unstructured CFD solver. FUN3D solves the steady and unsteady Euler and Reynolds-averaged Navier-Stokes equations on general static and dynamic mixed-element grid discretizations. It has been used for a broad class of aerodynamic analysis and design simulations across the speed range. FUN3D also offers a discretely-consistent adjoint implementation that has been used to perform mathematically-rigorous design optimization, 35, 36, 37 error estimation, and formal mesh adaptation 38, 39 for complex geometries and flow-fields in massively parallel computing environments. In addition, FUN3D offers a discretely-consistent forward mode of differentiation. A scripting procedure 40 can be used to automatically convert the baseline source code to a complex-variable formulation.
FUN3D coupling essentially follows the description from earlier work 8 except in the non-deterministic case, where the sensitivities are separated into two components: those with respect to the deterministic shape variables (D) and those with respect to uncertain atmospheric parameters (ξ). The flowchart of the CFD integration used in this study is depicted in Fig. 5 , where it is assumed that the number of sBOOM propagation runs needed to quantify the uncertainty is less than the computational nodes used for the simulation; this need not be the case in general. To start the process, the underlying concept is gridded and parameterized. Employing efficient decomposition algorithms, the grid is spread across a computational cluster consisting of E nodes and the flow or adjoint solver is run. Inter-nodal communication is used to maintain the integrity of the complete domain solution. Probability distributions are placed on the uncertain variables and latin hypercube sampling is used to generate F = 2(nt + nh + nwx + nwy) + 1 atmospheric profiles, each of which is propagated to the ground in an "embarrassingly parallel" fashion by using a subset/superset of the computational nodes allocated to run the flow/adjoint solvers. After successful completion of sBOOM runs, the objectives and sensitivities, both with respect to deterministic and non-deterministic variables, are passed to the uncertainty quantification algorithm, which then computes the non-deterministic objective values along with their corresponding sensitivities. This information is gathered by the optimizer and used to update the shape parameters for the next iteration of gradient optimization. 
VI. Optimization Problem and Setup
The adjoint formulation described in this study is applied to an axisymmetric body of revolution in supersonic flow with free-stream Mach number of 1.6, and angle of attack of 0.6 deg. The initial mesh for this body is generated using VGRID 41 and SSGRID. 42 The grid generation approach employs a heuristic technique to align the mesh topology a priori with the expected primary off-body shock structures. A more rigorous adjoint-based approach to mesh adaptation for such problems is described in literature 43 . The near-field is extracted at an off-body distance of 450 ft below the aircraft, which translates to 3 body-lengths. The objective is to reduce the A-weighted loudness of the sonic boom signatures at the ground level with and without consideration of uncertain atmospheric effects. An Euler solver is used in this study as viscous effects are likely to be small for boom minimization purposes.
The surface mesh for the axisymmetric body is parameterized by using the BANDAIDS 44 free-form shape deformation tool. BANDAIDS provides a compact set of design variables for modifying a discrete surface mesh in the normal direction, along with analytic sensitivities required by the discrete adjoint formulation of the near-field CFD problem. The parameters for shape modification are NURBS control points. However, to make smooth changes to the underlying mesh and reduce the number of variables, all control points at constant-x are grouped to allow radial expansion or contraction of that station by a single variable. After grouping, there are a total of 25 design variables for modifying the concept, with only 21 allowed to very during optimization. Because of compact support of NURBS basis functions, deformations at any section smoothly deforms the underlying mesh up to two adjacent stations on either side of the location being deformed. The primary criteria in the choice of parameterization was to balance the number of design variables with deformation smoothness. The SNOPT optimization package 45 was used to perform shape optimization.
VII. Results and Discussion
This section presents the shape optimization results of both the deterministic and robust optimization approaches, and results from each are discussed.
VII.A. Deterministic Optimization
A deterministic unconstrained optimization is initially run to minimize the A-weighted loudness obtained using standard atmospheric profiles. Figure 6(a) shows the changes to the geometry after optimization compared to the baseline while Fig. 6 (b) depicts cross-sectional comparison along a few non-dimensional longitudinal locations represented by η. The solid (red) lines represent the baseline and the dash-dotted (blue) lines represent the optimum configuration. The optimizer shrinks the radius at the front and aft sections while enlarging the middle portion. Figures 7(a) and 7(b) compare the near-field and ground signatures, respectively. In the near-field, the initial shock strength is significantly reduced, followed by a gradual pressure increase to the maximum. Shaping eliminates the middle shock, both in the near-field and the ground signature. The ground signature changes from a three-strong-shock solution to an essentially sinusoidal shape, with a reduction from 82.8 to 66.1 on the perceived level scale 46 or from 68.6 to 53.5 on the A-weighted loudness scale.
VII.B. Robust Design Optimization
To simplify the problem and reduce the dimensionality during robust optimization, fewer points in the lateral wind and relative humidity profiles are used as shown in Tables 10 and 11 , respectively. This reduces the number of uncertain variables to 30. Normal distributions are placed on these variables with means and standard deviations listed in Table 12 .
Robust optimization starts from the same baseline geometry used to start the deterministic optimization. The optimization reaches a mean and standard deviation of 53.28 and 1.07, respectively. The iteration histories of both optimization runs are compared in Fig. 8 , where the need to evaluate the robustness measures of the objective has increased the number of function evaluations by more than a factor of two. Figure 9 compares the cross-section shapes after robust optimization with those resulting from the deterministic optimization at the quoted η locations. Side-views of the two optimized geometries are also shown in the figure, where an axis ratio of Y /X = 50 is chosen to emphasize cross-sectional differences. The 10(b) show the near-field and ground signature comparisons after robust design optimization, obtained using a standard atmosphere. The near-field changes visibly, and this results in ground signatures that are slightly different as well. Even though the optimization is run with multiple atmospheric profiles, the ground signature shown here is computed using a standard atmosphere. The mean A-weighted loudness is slightly lower, at 53.28 than the deterministic optimum of 53.52, even though the loudness calculated using the standard atmospheric profile at the robust optimum point is slightly higher at 53.62. The perceived level follows the same trend as the A-weighted loudness owing to the correlation between the two metrics. 47 The peak overpressure of the robust signature is reduced compared to the deterministic case; however owing to the smaller rise-time to peak over-pressure of the initial shock, the loudness is slightly higher. Nevertheless, signature variability due to different atmospheres is taken into account during optimization, yielding a design robust to atmospheric changes. The probability distributions of the A-weighted loudness level on the ground before and after robust design optimization are plotted in Fig. 11 . As expected, the current formulation simultaneously reduces the mean by shifting the curve to the left, as well as the standard deviation by making the distribution sharper.
VIII. Summary
A methodology to tackle propagation uncertainty during sonic boom minimization has been developed by using a discrete adjoint approach. The formal coupling between the boom adjoint method and CFD has been enhanced for robust shape optimization of low-boom supersonic aircraft concepts by using a non-intrusive polynomial chaos formulation. This approach complements other advanced conceptual design methods for boom mitigation by providing uncertainty bounds on optimized designs. The methodology has been applied to an axisymmetric body to perform both deterministic and robust optimization. The results showed that robust optimization produced a different optimum, with a shape that accounted for atmospheric variability. Two major benefits are achieved by using the approach described in this paper. The first benefit is the simultaneous minimization of the mean and standard deviation, which will become more important as more uncertain atmospheric parameters are included. The second benefit is that the approach is computationally efficient through the use of a non-intrusive polynomial chaos formulation that samples a surrogate instead of the actual analysis and provides analytical sensitivities of the underlying surrogate for use in gradient-based optimization. In addition, using the boom loudness on the ground as the objective in shape optimization has the advantage of removing the need for near-field or equivalent area targets, which are required for other shape optimization approaches to mitigate sonic boom. Future work will apply this methodology to a complex aircraft concept. 
