ABSTRACT. For an entire function f : C → C and a triple (p, α, r) ∈ (0, ∞) × (−∞, ∞) × (0, ∞], the Gaussian integral means of f (with respect to the area measure dA) is defined by
INTRODUCTION
Let dA be the Euclidean area measure on the finite complex plane C. Suppose α is real and 0 < p < ∞. For any entire function f : C → C, we consider its Gaussian integral means and hence the function r → M p,α (f, r) is strictly increasing on (0, ∞) unless f is constant. Consequently, letting r → 0 and r → ∞ in M p,α (f, r)
respectively, we find the following maximum principle for r ∈ (0, ∞):
with equality if and only if f is a constant.
Besides the above maximum principle we are here motived mainly by [15, 6, 7, 13, 12, 14, 2] to take a further look at the Gaussian integral means M p,α (f, r) from two perspectives. The first is to treat the last inequality as a space embedding: if dµ r (z) = 1 |z|<r dA(z) (with 1 E being the characteristic function of E ⊂ C) then Such an interpretation leads to characterizing a given nonnegative Borel measure µ on C such that the following Fock-Sobolev trace inequality
holds for all holomorphic functions f : C → C in F p,m . In the above and below:
• 0 < p, q < ∞; • X Y (i.e. Y X) means that there is a constant c > 0 such that X ≤ cY -moreover -X ≈ Y is equivalent to X Y X; • m is nonnegative integer; • F p = F p,0 and F p,m stand for the so-called Fock space and FockSobolev space of order m ≥ 1 respectively. Interestingly, for an entire function f : C → C one has (cf. [2] ):
• B(a, r) = {z ∈ C : |z − a| < r} is the Euclidean disk centered at a ∈ C with radius r > 0.
As stated in Theorem 3 of Section 2, the above-required measure is fully determined by
As a particularly interesting and natural by-product of this characterization, we can also use the Taylor expansion of an entire function at the origin to get the optimal Gaussian Poincaré inequality (see [8, (1.6) ] as well as [5, p. 115] and [16, Theorem 1] for the endpoint case corresponding to f ∈ F 1,1
which, plus the foregoing maximum-principle-based estimate (cf. [2, (1)])
derives the following Gaussian isoperimetric-Sobolev inequality f ∈ F 1,1 :
since this inequality can be proved valid for the entire functions f (z) = z k with k = 1, 2, 3, ... through a direct computation with the polar coordinate system, the mathematical induction and the inequality for the gamma function Γ(·) below:
The second is to decide: when ln r → ln M p,α (z k , r) is convex for r ∈ (0, ∞), namely, when the Gaussian Hadamard Three Circle Theorem below
holds for 0 < r 1 ≤ r ≤ r 2 < ∞. The expected result is presented in Theorem 7 of Section 3, saying that for a nonnegative integer k and a positive
is convex and concave as r ∈ (0, c] and r ∈ [c, ∞) respectively under − ∞ < α ≤ 0.
As a consequence, we have that if −∞ < α, −p < 0 then the function ln r → ln M p,α (z k , r) is convex as r ∈ (0, (2 + pk)/(−2α)] and hence the function ln r → ln M 2,α (f, r) is convex as r ∈ (0, 1/(−α)] for any entire function f : C → C. In other words,
when 0 < r 1 ≤ r ≤ r 2 < 1/(−α). However, as proved in Remark 9 via considering the entire function 1 + z, the last convexity cannot be extended to (0, ∞).
TRACE INEQUALITIES FOR FOCK-SOBOLEV SPACES
We need two lemmas. The first lemma comes from [2] and [18, 17, 4, 11] .
is the Taylor polynomial of e z of order m − 1 (with the convention that p 0 = 0), and b > −(mp + 2), then
Furthermore, this last inequality holds also for all z ∈ C when b ≤ pm.
(iii) There exists a positive constant r 0 such that for any 0 < r < r 0 , the Fock space F p exactly consists of all functions f = w∈rZ 2 c w k w , where
where the infimum is taken over all sequences {c w } giving rise to the above decomposition.
The second lemma is the so-called Khinchine's inequality, which can be found, for example, in [7] .
As the main result of this section, the forthcoming family of analyticgeometric trace inequalities for the Fock-Sobolev spaces is a natural generalization of the so-called diagonal Carleson measures for the Fock-Sobolev spaces in [2] .
Theorem 3.
Let m be a nonnegative integer, r ∈ (0, ∞), and µ be a nonnegative Borel measure on C.
when and only when
Proof. (i) Suppose 0 < p ≤ q < ∞. The following argument is similar to that of Theorem 10 in [2] .
Fix any a ∈ C and let
In particular, 
Completing a square in the exponent, we can rewrite the inequality above as
Conversely, assume that
We proceed to estimate the integral
of any given function f ∈ F p,m . For any positive number s let Q s denote the following square in C with vertices 0, s, si, and s + si:
It is clear that
is a decomposition of C into disjoint squares of side length s. Thus
Fix positive numbers s and t such that t + √ s = r. By Lemma 1 (ii)
holds for all z ∈ C. Now if z ∈ Q s + a, where a ∈ sZ 2 implies B(z, t) ⊂ B(a, r) by the triangle inequality, and hence 1+|z| ≈ 1+|a|. Consequently,
This amounts to
Combining this last estimate with the previous assumption on µ and p ≤ q, we obtain
Note that there exists a positive integer N such that each point in C belongs to at most N of the disks B(a, r), where a ∈ sZ 2 . So, one gets
as desired.
(ii) Suppose 0 < q < p < ∞. The following proof is inspired by [13] .
First assume that f L q (C,µ) f F p,m holds for all f ∈ F p,m . For any {c j } ∈ l p , we may choose {r j (t)} as in Lemma 2, thereby getting
Then by Lemma 1 (iii) we know that
Here {a j } is the sequence of all complex numbers of sZ 2 and k a (z) = e za− 1 2 |a| 2 . In particular,
According to the assumption we have
whence getting by Lemma 2,
Also, note that if |a| > 2r then |z| m is comparable to (1 + |a|) m for z ∈ B(a, r). So
So, a combination of the previously-established inequalities gives
Since p/(p − q) is the conjugate number of p/q, an application of the Riesz representation theorem yields
Conversely, assume that the last statement holds. Note that the first part of the argument for the above (i) tells that
holds for all f ∈ F p,m . Applying Hölder's inequality to the last summation we obtain
Once again, notice that there exists a positive integer N such that each point in C belongs to at most N of the disks B(a, r), where a ∈ sZ 2 . So,
This completes the argument. 1 (B(a,r) ) e −q|z| 2 /2 dA(z) (1+|a|) mq < ∞ when 0 < p ≤ q < ∞;
dA(a) < ∞ when 0 < q < p < ∞.
(ii) The Riemann-Stieltjes integral operator T φ : F p,m → F q exists as a bounded operator if and only if
Proof. (i) For any Borel set E ⊂ C let φ −1 (E) be the pre-image of E under φ and
An application of Theorem 3 with the above formula gives the desired result.
(ii) According to [3, Proposition 1] , an entire function f : C → C belongs to F q if and only if
in Theorem 3, we get the boundedness result for T φ .
CONVEXITIES OR CONCAVITIES IN LOGARITHM
We also need two lemmas. The first one comes directly from [12, Lemmas 2, 1, 6] with (0, 1) being replaced by (0, ∞). 
Lemma 5. (i) Suppose f is positive and twice differentiable on
is also twice differentiable on (0, ∞). If for each natural number k the function ln h k (x) is convex in ln x, then ln H(x) is also convex in ln x.
The second lemma as below is elementary.
Lemma 6. Suppose f is continuous differentiable on
The main result of this section is the following log-convexity theorem.
Theorem 7.
Suppose k is a nonnegative integer and 0 < p < ∞. Proof. The case α = 0 is a straightforward by-product of the classical Hardy convexity theorem (cf. [9] ). So, for the rest of the proof we may assume α = 0.
By the polar coordinates and an obvious change of variables, we have
At the same time, we have
Note that the function inside the brackets in ∆(λ, x) is independent of λ. So,
From now on, we use the notation X ∼ Y to represent that X and Y have the same sign. Let us consider the following two functions (with λ fixed):
, it is easy to obtain d ′′ 2 (x) < 0, and then
With the help of the above analysis, we deduce
Further computations derive 
Therefore, ∆(λ, x) ≤ ∆(0, x) = 0, and the desired result follows.
(ii) If α < 0, then δ 
As a matter of fact, L'Hopital's rule gives
Consequently,
It follows from the definition of δ 1 (x) that lim x→0 δ 1 (x) x = 0. So, by the definition of δ 1 (x) we have δ ′ (0) = 0. In a similar manner, another application of L'Hopital's rule derives
The definition of δ 1 (x) and L'Hopital's rule imply
and then δ ′ (∞) = −∞. It follows from an integration in polar coordinates that ∼ (c + 1)(−1 + 3x − x 2 )e 3x + (3 + 3c − 6x − 6cx − x 2 )e 2x +(−3 − 3c + 3x + 3cx + 2x 2 + cx 2 + x 3 )e x + (c + 1)
≡ G(x).
A direct computation gives
Also, it is not hard to prove that G 0 (x) has exactly one real zero λ in (0, ∞), and G 0 (x) is positive on (0, λ) and negative on (λ, ∞). A numerical computation shows that λ = 1.86047095 · · · . This implies that M 2,1 (a + z, r) is logarithmically concave on ( √ λ, ∞) for any a ∈ C, and the interval ( √ λ, ∞) is maximal.
