ABSTRACT The nuclear norm minimization method emerged from a patch-based low-rank model leads to an excellent image denoising performance, where the non-local self-similarity over image patches is exploited. However, natural images are normally with complex and irregular image patches, which cannot be well represented using only a low-rank model, and thus most of them suffer from the over-penalty problem especially for images with lots of local irregular structures (e.g., fine details or sharp edges), and then results in over-smoothing problem after denoising. On the other hand, in order to represent the irregular components, edges defined over pixel level are often exploited. While the total variation (TV) is a well-known prior to remove noises and preserve edges, it might yield undesired staircase artifacts. The total generalized variation (TGV), a generalization of TV, can largely alleviate such staircase artifacts. Consequently, in order to deal with the over-smoothing problem aroused by a low-rank model, we propose a re-weighted TGV regularized nuclear norm minimization model for local structure preserving image denoising. Thanks to the split Bregman method, our proposed model can be effectively solved. A re-weighted strategy is developed to adaptively update the weight parameters of TGV regularization. The encouraging experimental results on noisy images demonstrate the effectiveness of our proposed method.
I. INTRODUCTION
Images captured in the real world are usually corrupted by noise. Such noise corrupts important details of images and impairs their quality, thus recovering a clean image from its noisy version is one of the most basic tasks in image processing. Image denoising has been extensively studied in the past decades [1] - [22] . As image denoising is a highly illposed problem, the performance mainly relies on the prior knowledge.
The so-called nonlocal self-similarity (NSS) prior widely exists in images, as natural images often have many repetitive patterns, namely, a patch can have many similar patches across the whole image. Representative work is the nonlocal means (NLM) denoising algorithm [2] . Inspired by the success of NLM, a large number of NSS based methods has shown great potential for image denoising [2] - [4] , [6] , [11] , [13] , [15] , [17] , [23] . Most of NSS based methods exploit NSS prior on patch level. For instance, BM3D [4] constructed 3D stacks of similar patches and operated collaborative filtering in 3D transform domain in order to fully exploit the nonlocal self-similarity. Recently, low rank matrix approximation (LRMA) has been applied in image denoising with significant improvements [14] , [19] , [24] , [25] . Though LRMA takes full advantage of NSS on patch level, it usually produces over-smooth estimates. Specifically, natural images with rich textures and small edges are over smoothed such that only dominant edges are retained. It is because textures with irregular patterns do not have enough repeats such that NSS prior becomes weaker in this case. For textural image, textures with regular patterns can be well represented by low rank model due to owning lots of repeated structures. However, textures with irregular patterns maybe lack of enough repetitive structures such that cannot be well represented by patched based low rank model. This is the reason that LRMA sometimes smooths out fine details even with low noise level.
Alternative to patch based method, image gradient defined on pixel level is an important information that can be used to improve image quality. Sun et al. [26] proposed to utilize the gradient profile prior learned from a large number of natural images to improve the visual quality for image superresolution. A mixture of Gaussians or a generalized Gaussian distribution is often used to approximate the distribution of image gradient [27] . Cho et al. [28] utilized a generalized Gaussian distribution to model the distribution of image gradient and imposed a prior that the reconstructed image should have a gradient distribution similar to a reference distribution. By matching the gradient distribution prior, more detailed textures can be recovered, thus a texture enhanced image restoration method can be proposed. Zuo et al. [15] proposed a gradient histogram preservation (GHP) algorithm, which achieved an excellent texture enhanced image denoising performance. GHP utilized a hyper-Laplacian distribution to approximate gradient histogram, then developed a gradient histogram regularization, and introduced it to a popular image denoising method NCSR [13] to refine the proposed framework.
On the other hand, exploting 1 norm based regularization over the image gradient, the total variation (TV) has been proposed to smooth noise as well as preserving sharp edges [1] . But it sometimes yields undesired staircase artifacts. To avoid this, many studies have been made to improve the TV [30] - [33] . Recently, Bredies et al. [31] proposed the total generalized variation (TGV) to generalize TV and lead to piecewise polynomial intensities. The TGV is more precise in describing intensity variations in smooth regions, and with order greater than or equal to two, involving highorder derivatives, thus reduces staircase artifacts while still being able to preserve sharp edges like TV does.
With the above considerations, in this work, we aim to combine nonlocal prior (patch level) and local prior (pixel level) to solve image denoising problem. LRMA and image gradient are utilized as nonlocal prior and local prior, respectively. More specifically, we introduced TGV to LRMAbased image denoising model such that both of texture with regular patterns and irregular patterns can be preserved. Fig. 1 presents our motivation. A re-weighted strategy is developed to adaptively update the weight parameters of TGV regularization. Experimental results on three textural image datasets demonstrate that the proposed image denoising method can well preserve textures with irregular patterns. Finally, the relationships between our proposed method and some related methods are discussed.
Our main contributions are summarized as follows: 1) We combine nonlocal prior (patch level) and local prior (pixel level) to alleviate over-smoothing problem aroused by low rank model for image denoising. A TGV regularized nuclear norm minimization model for local structure preserving image denoising is proposed. 2) A re-weighted strategy is developed to adaptively update the weight parameters of TGV regularization. 3) An effective split Bregman based optimization algorithm is developed to solve this model. 4) Experimental results on noisy textural images demonstrate the effectiveness of proposed model. The rest of the paper is organized as follows. In Section II, we briefly introduce LRMA and the principle of total generalized variation. Section III presents our proposed model and the corresponding efficient optimization algorithm is developed. Experimental results are given in Section IV. The discussion about differences between our proposed method and other methods is presented in Section V. Finally, Section VI concludes this paper.
II. RELATED WORKS A. LOW RANK MATRIX APPROXIMATION
Since the low rank property of patch matrix constructed by similar image patches, low rank matrix approximation (LRMA) is an efficient tool to recover the latent structures embedded in this patch matrix. Given a matrix Y ∈ R M ×N , LRMA aims to find a low rank matrix X ∈ R M ×N which solves the following minimization function:
where Rank(·) is the function to calculate the rank of matrix and · F is Frobenius norm. Obaviously, (1) is a nonconvex problem and difficult to solve. To make the problem practicable, a convex relaxation of (1) is proposed as follows [34] :
where · * is nuclear norm, i.e., · * = i |σ i (X)|, σ i (X) is the ith singular value of X. By casting the constrained optimization into an unconstrained one, (2) can be reformulated as:
where λ is a positive constant. This model is called as nuclear norm minimization (NNM). Cai et al. [35] proved 7118 VOLUME 7, 2019 problem (3) can be solved effectively by singular value thresholding (SVT). Then Dong et al. [14] proved the group sparsity defined by mixed 1,2 norm is equivalent to standard NNM. For image denoising problem, a noisy image is given and then several noisy patch matrix can be constructed by similar noisy patches. To recover each noisy patch matrix is equivalent to solve problem (3). The denoised image can be reconstructed by averaging all recovered patches. In recent years, there exists a flurry of studies that have been done to alleviate the over-penalty problem of NNM [19] , [24] , [25] , [36] , [37] . Lu et al. [24] proposed a generalized nonconvex nonsmooth low-rank method and experimental results demonstrate the nonconvex low-rank method often performs better than NNM. Gu et al. [19] proposed a weighted nuclear norm minimization method (WNNM) to assigns different weights to different singular values such that all singular values are shrunk more reasonably. It is because the prior knowledge we often have on singular values is that the large singular values of a matrix of image similar patches contain the major edge and texture information. This prior reminds us that the larger singular values should be shrunk less and the smaller ones should be shrunk more. In NNM, all singular values are shrunk with the same threshold λ, and it may result many textures and edges in images being over-smoothed especially when the noise is strong. Jia et al. [25] proposed a rank constrained nuclear norm minimization method to refrain from over-penalty problem of NNM. Xie et al. [37] proposed the weighted Schatten p-norm minimization, which is a more flexible model to generalize the NNM to the Schatten p-norm minimization with weights assigned to different singular values. All abovementioned methods can be applied to image denoising and achieve outstanding performance. However, sometimes they still over-smooth the image textures and edges, thus the image visual quality may degrade. The reason is that these patch based low rank method overemphasis patch level prior (e.g. NSS) and omit the fact that texture with irregular patterns maybe lack of repetitive structures. Even though different singular values are assigned different weights so that larger singular values can be shrunk less than the smaller ones, it is inevitable that part of textures are unable to be preserved.
B. TOTAL GENERALIZED VARIATION
Although TV is very effective for smoothing noise and preserving edges, it yields the staircase artifacts in slanted regions. Unlike TV, which only considers first-order derivatives, TGV is a generalization of TV with order greater than or equal to two, involving high-order derivatives. TGV of order k and weight α = (α 0 , α 1 , . . . , α k−1 ) is defined as follows [31] :
where w denotes the dual variable; 
For any x ∈ , w(x) is a symmetric k-tensor; div l w is the l-divergence and div w is defined as
The infinity norm of w and div w are defined as
The space of bounded generalized variation is defined as
BGV k ( ) is a Banach space independent to the weight vector α. Note that TGV k α is a semi-norm on the normed space BGV k ( ). And TGV k α (u) = 0 if and only if u is a polynomial of degree less than k.
thus TGV 1 1 is identical to TV. When k=2, Sym 2 (R d ) is the set of symmetric bilinear forms and is equivalent to space
In our work, we only use the second-order TGV because the higher order TGV does not improve the performance enough but increases the extra computing cost [31] . Specifically, for k = 2 the second-order TGV can be formulated as:
where div
, R 2 . And a computationally friendly formula of TGV 2 α can be written as [31] 
where G(p) = 1 2 (∇p + ∇p T ) denotes the symmetrical derivative. Furthermore, the discrete form of TGV 2 α (u) can be written as
For simplicity of implementation, we approximate ∇u by Du, let D 1 , D 2 be the first-order forward finite difference matrices with periodic boundary conditions in horizontal and vertical directions respectively. Thus D and G(p) are given by
And the new version of (13) is
where the first term at the right hand of equation corresponds to the total magnitude of the first order vertical and horizontal discrete gradients of image; the second one corresponds to the total magnitude of the second order discrete gradients; α 1 ∈ (0, 1) and α 0 ∈ (0, 1) are the weight parameters to balance between them. According to (14) , we can see that TGV of second order contains not only the first order gradient which is involved in classical TV model, but also the second order one. Furthermore, (14) is a convex optimization problem. And the convexity property of TGV makes it computationally feasible. For more details and discussion about TGV, one can refer to [31] .
III. PROPOSED METHOD
In this section, we first present our proposed model for local structures preserved image denoising and then develop an efficient optimization algorithm to solve this model.
A. PROPOSED MODEL
As mentioned in Section II, NNM based noise removal method benefits from NSS prior, whereas local structures are often over-smoothed. We propose to introduce TGV 2 α to NNM based image denoising model as a local gradient prior.
However, NSS is a patch-based prior and TGV is a pixelbased prior. Thus we rewrite (3) as follows:
where X ∈ R M ×N is the original image, Y ∈ R M ×N is the noisy version of X , R j is the operator to collect the similar patches of the reference patch located at pixel j, and then stacks those patches into a matrix which should be low rank. Then TGV regularization form is given by
We substitute (14) into (16) to obtain the following proposed model
In (17), the scalars α 0 and α 1 are used to weight each term, i.e. G(p) 1 and DX − p 1 , such that all coefficients are shrunk with the same threshold. In reweighted 1 algorithm [38] , the authors proposed that weights are relate inversely to the latest iteration results, namely, weights can be updated iteratively as free parameters. Inspired by this, we propose that the weights of α 0 and α 1 are updated adaptively instead of preset empirically. More specifically, α 0 and α 1 are redefined by the latest iteration results such that each coefficient is shrunk adaptively. Therefore, (17) can be reformulated as:
where α 1i ∈ R 2 denotes a vector formed by stacking weights for (
denotes the weights matrix for G(p) i . As shown in (18), LRMA and re-weighted TGV are exploited in our proposed model. On one hand, the low rank properties of similar patches matrix are fully utilized to remove noise. On the other hand, TGV term regularizes the solution space of the latent clean image such that more local information of each pixel can be preserved.
B. OPTIMIZATION
As it is not easy to solve the proposed model (18) directly, we use an efficient alternating minimization algorithm based on the split Bregman iteration (SBI) method [39] . To facilitate the optimization, we introduce three auxiliary variables
to split the model such that (18) is rewritten as
By enforcing the constraint with the Bregman iteration process, the minimization problem (19) becomes
where b,ẑ,û are new auxiliary variables. After that, the optimization problem in (20) can be divided into four subproblems. We alternatively optimize each subproblem in the following subsections.
1) SOLVING THE (X , p) SUBPROBLEM
Given other variables (i.e. f , z, u), the (X, p) subproblem becomes
The problem (21) can be solved by using the first-order necessary conditions and then we obtain the following equations:
There are various methods which can be utilized to efficiently solve the above equations. Here we use Fast Fourier Transform (FFT) in our implementation. After using Fourier transform on both sides of (22), we obtain the following linear system:
where F is the Fourier transform matrix, D 1 = F * 1 F, D 2 = F * 2 F and other block matrices are defined as follows:
Obviously, FX, Fp 1 , and Fp 2 can be obtained by applying Cramer's rule. Then the solutions to (X, p) subproblem are obtained as follows:
where E is defined as
where |·| * is defined as follows:
where is component-wise multiplication.
2) SOLVING THE f SUBPROBLEM Given other variables (i.e. X, p, z, u), the f subproblem can be solved with respect to each similar patches group R j f respectively, and then aggregate all the estimated patches to get the final solution. For each similar patches group R j f , the minimization problem is formulated as
which is a standard NNM problem. Thus, using SVT to solve this problem, we get
where
Given other variables (i.e. X, p, f , u), the z subproblem is formulated as
and it can be solved effectively by shrinkage operator, i.e.
where the shrink operator is defined as
Then α 1i is updated by the latest iteration results of z,
where is a small constant to avoid dividing by zero.
4) SOLVING THE u SUBPROBLEM
Given other variables (i.e. X, p, f , z), the u subproblem is formulated as
Likewise, we can obtain the solution to u subproblem, i.e.
Then α 0i is updated by the latest iteration results of u,
After X, p, f , z, u are all calculated, the update of b,ẑ,û are
C. THE SUMMARIZATION OF THE PROPOSED METHOD
The final solution of the minimization problem (20) can be obtained by alternatively solving each subproblem and iteration above until the maximum iteration is reached or the stopping criteria is satisfied. Our proposed method is summarized in Algorithm 1. Since the proposed optimization framework is essentially an instance of the standard SBI algorithm, we refer interested readers to [39] for theoretical details of the convergence analysis. More detailed stability analysis of the proposed model is given in subsection IV-D.
Algorithm 1 Proposed Method via Solving (20)
• Input: Noisy image Y • Set the parameters θ, λ 1 , λ 2 , λ 3 , the maximum iteration T;
Construct the similar patches collected operator R j by kNN (k-NearestNeighbor) algorithm.
• Iterate on k = 0, 1, . . . , T -Update X k+1 and p k+1 based on ( 
IV. EXPERIMENTAL RESULTS
In this section, we present the experimental results to verify the performance of our proposed method. In order to comprehensively validate the effectiveness of combining patch level prior and pixel level prior, the minimization problem (15) is directly used for comparison (denoted by NNM, i.e. only exploiting patch level prior).
We perform image denoising experiments on three standard textural image dataset:
1) DATASET I
Ten natural images with various textures and edges from [15] and [28] are utilized in our experiment, whose scenes are shown in Fig. 2 . 
2) THE DESCRIBABLE TEXTURES DATASET (DTD)
DTD is a texture database, consisting of 5640 textural images in the wild [29] . For simplicity, we randomly select 10 textural images to be utilized in our experiment, whose scenes are shown in Fig. 2. 
3) BERKELEY SEGMENTATION DATASET (BSD100)
The commonly used Berkeley Segmentation Dataset (BSD100) [40] contains 100 images that cover an amount of content including animals, humans, buildings. Due to a large number of images in BSD100, we cannot present all images here.
All the test images are gray-scale images with gray level ranging from 0 to 255. To evaluate the quality of the denoised images, both PSNR (Peak Signal to Noise Ratio) and SSIM [41] are calculated.
A. COMPARISON WITH NNM-BASED IMAGE DENOISING METHOD
In this subsection, we compare proposed methods with some well-known NSS and NNM based image denoising methods, including BM3D [4] , SAIST [14] , SGHP [15] , WNNM [19] . The codes of all the competing methods are provided by the authors and we used the recommended parameters by the authors.
1) EXPERIMENTAL RESULTS ON DATASET I
We present experimental results of image denoising on 10 test images from Dataset I. These ten images are captured in real life and the size is large (Most of them are larger than 800 × 700). The PSNR and SSIM results are reported in Table 1 . Denoising comparison results are presented in Fig. 3, Fig. 4 and Fig. 5 .
It can be seen that the standard NNM always over-smooth fine details such that NNM achieves the lowest objective and subjective qualities compared with the other methods. BM3D [4] performs better than NNM. Nevertheless, a lot of fine details are over-smoothed. GHP [15] can preserve some texture appearances and is superior to BM3D. SAIST [14] slightly suppresses the over-smooth and achieve higher PSNR than GHP. However, high frequency details are smoothed in some regions. WNNM [19] perform better both in removing noise and preserving details than other baselines. However, WNNM is inferior to our proposed method. One can be observed that our proposed method preserves more local structures and achieves higher objective quality. For instance, in Fig. 3 , the textures with irregular patterns are almost smoothed out in magnified region by other methods, and only salient textures are retained. However, our proposed method preserve plenty of local structures such that the higher objective and subjective qualities are achieved. And in Fig. 4 , the hair and water ripples are over-smoothed by other methods, but our proposed method retains alleviate the over-smooth. Fig. 5 shows that the details on the wall are not preserved by all methods except our proposed method.
2) EXPERIMENTAL RESULTS ON DESCRIBABLE TEXTURES DATASET
In this subsection, in order to demonstrate the ability of preserving local structures, we present experimental results of image denoising on 10 test images from Describable Textures Dataset. The PSNR and SSIM results are reported in Table 2 . Denoising comparison results are presented in Fig. 6 and Fig. 7 . The results show that our proposed method significantly outperforms other competition methods on rich textural images. In Fig. 6 , NNM almostly smooth out all details, only dominant edges are retained. BD3M [4] is superior to SAIST [14] and WNNM [19] . However, most micro edges are smoothed out. Our proposed method perform better than other methods on this matted hair image. Fig. 7 presents our proposed method outperforms other methods both in suppressing noise and preserving micro edges.
3) EXPERIMENTAL RESULTS ON BSD100 DATASET
In this subsection, To test the robustness of our proposed method, we present experimental results of image denoising on 10 test images from BSD100 Dataset. Fig. 8 presents our proposed method performs overwhelmingly better than other methods on image with rich textures. Our proposed method successfully preserves desirable local structures and remove noise. Fig. 9 shows the local structures of the bridge and leaves are retained well by our proposed method. And the average PSNR and SSIM results are reported in Table 3 .
This Dataset includes various kinds of images, and our proposed method achieves nice performance on most kinds of images. However, when the images are full of plain region, our proposed method produces comparable results with other methods. It is because all competition method exploit NSS prior such that images with a lot of flat region cannot take fully advantages of the re-weighted TGV regularization.
B. COMPARISON WITH CONVOLUTIONAL NEURAL NETWORK (CNN) BASED IMAGE DENOISING METHOD
In this work, we focus on the over-smoothing problem aroused by low rank model. However, CNN-based image denoising methods achieve state-of-the-art performance recently. In order to better evaluate the performance of our proposed method, we compare with two representative CNN-based methods: DnCNN [42] , UNLNet [43] . The all experimental results were produced using the source codes with default parameters released by the authors. The PSNR and SSIM results are reported in Table 4 . Visual comparison results are presented in Fig. 11, Fig. 12 and Fig. 13 . As shown in Table 4 , our proposed method achieves competitive performance with DnCNN and UNLNet. From Fig. 11, Fig. 12 and Fig. 13 , we can see that our proposed method preserves more local structures than competing methods. DnCNN and UNLNet achieve excellent image denoising performance in terms of both objective and subjective qualities for most images. More specifically, DnCNN and UNLNet show superior performance when the test images are consistent with patterns of training images. On the other hand, our proposed method achieves better performance than DnCNN and UNLNet for test images with rich textures, for instance, Fig. 12 and Fig. 13 . Because these test images deviate from patterns of training images used by DnCNN and UNLNet.
C. PARAMETER SETTING
There are several parameters in the proposed method that need to be set, i.e. the patch size √ m × √ m, number of similar patches g, model parameters θ, λ 1 , λ 2 , λ 3 . To clarify the influence of patch size, we conducted an experiment, which compares between several values of √ m. We tested the denoising results of our method on Dataset I. The average PSNR results are presented in Fig. 14 (a) . One can see that the performance of the proposed method is insensitive to patch size. The patch size sets as 7 or 8 generally leading to better performance. Fig. 14 (b) presents the average denoising results of our method with different values of g on Describable Textures Dataset. One can see that the performance of the proposed method is insensitive to the number of similar patches. Larger value of g may lead to better performance. θ is defined as θ = cσ 2 n /σ s , where c is a constant and we set it as 2 √ 2 according to [14] ; σ n is the estimation of noise standard variance and we update it iteratively following the suggested setting of [14] ; σ s is the standard variance of singular values. λ 1 , λ 2 , λ 3 are model parameters. The convergence of the proposed algorithm is guaranteed for λ 1 > 0, λ 2 > 0, λ 3 > 0 [39] .
In our experiments, √ m is set as 7 such that patch size is 7 × 7. The number of similar patches g is set as 80. Noted that larger values of √ m and g lead to higher computation complexity (see subsection IV-E), while may improve the performance. Our choice is a tradeoff between performance and computation complexity. λ 1 , λ 2 , λ 3 are related to the threshold, we fix λ 1 = 800, λ 2 = 100, λ 3 = 1.7 for all images. We found that our algorithm converges generally within 15-20 iterations in all experiments. So we set T = 30. The above-mentioned empirical parameter settings are used in all experiments. The results demonstrate our proposed method are robust under current parameter settings.
D. ALGORITHM CONVERGENCE
In this subsection, we will test the convergence rate of the proposed method. The PSNR evolutions of ten test images are plotted in Fig. 10 . Among results, five images from Describable Textures Dataset are presented in Fig. 10a and other five test images from Dataset I are presented in Fig. 10b . One can see that, with the increasing of iteration number, all the PSNR curves increase monotonically and then converge to certain values within 15 iterations. These observations demonstrate the convergence of the proposed method.
E. COMPUTATIONAL COMPLEXITY
In this subsection, we further analyzed the computational complexity of our proposed method. We compare the average computational time of different methods to process a VOLUME 7, 2019 512 × 512 image in Dataset I. The results are presented in Table 5 . All experiments are implemented with Matlab 2015b environment on an Intel core i5-4570 3.2GHz CPU and 16GB RAM. One can see that BM3D is the fastest and it spends only 3.5s, while our proposed method needs 212.4s to process a 512 × 512 image. Because BM3D are implemented with compiled C++ mex-function and with optimization and parallelization, while other compared methods and our proposed method are implemented purely in Matlab. It should be noted that DnCNN and UNLNet need expensive time cost during training. Noted that nuclear norm minimization based low-rank approximation is of high computational complexity. It can be sped up by using parallel computational technique, just like BM3D.
On the other hand, we have also carried out theoretic analysis of computational complexity of our proposed method. For each iteration, the computational complexity of the proposed methods mainly consists of three parts: 1) solving the (X, p) subproblem; 2) solving the f subproblem; 3) solving the z and u subproblem.
The complexity of solving (X, p) subproblem is O (MN log(MN ) ). The complexity of solving the f subproblem can be divided into two parts: the k-NN patch grouping and singular value thresholding. The complexity of computing the k-NN patch grouping is O (Pgs 2 m) , where P is the number of extracted similar patch groups, s is the search window of size s × s, m is the number of pixels in each patch. The complexity of computing singular value 
V. DISCUSSION Recently, Wang et al. [44] proposed a low-rank matrix recovery algorithm based on a re-weighted nuclear norm and total variation (SRLRMR). The experimental results show the excellent performance for denoising sparse large noise.
It should be noted that there are several main differences between SRLRMR and our proposed method: 1. SRLRMR exploits the low rank property of natural images such that the re-weighted nuclear norm is applied to constrain the whole image. However, our proposed method exploits the nonlocal self-similarity prior in the image. To be specific, nonlocal similar patches are collected to construct patch matrix and then nuclear norm are utilized to constrain the similar patches matrix. In a word, SRLRMR develop the low rank prior on the whole image, but our proposed method exploit the low rank prior on patch level. 2. SRLRMR is developed for denoising sparse large noise, which is more like a matrix completion problem or robust principal component analysis problem. However, our proposed method focuses on denoising Gaussian noise. Most related researches demonstrate patch based method are more suitable for image denoising [2] - [4] , [6] , [8] , [10] , [11] , [13] - [15] , [17] , [19] , especially for Gaussian noise.
3. The total variation (TV) norm is introduced to reweighted low-rank matrix analysis in SRLRMR to achieve structural smoothness, because sparse large noise cannot be removed efficiently when addressing images with high intrinsic rank structures or high noise density. However, total generalized variation is incorporated in our proposed method for preserving local structures. Total generalized variation has been demonstrated the ability of preserving textures and avoiding disadvantage of TV [31] , [33] .
For high level computer vision, some matrix decomposition and local structure preserving based methods has been proposed recently. To address the noisy and incomplete data, the underlying geometric and visual structures should be exploited. In [45] , the latent image representations are learned by deep architecture. Manifold smoothness regularization and smoothness of the predictor regularization are introduced to exploit the underlying geometric structures and visual structures. Reference [46] proposed semi-supervised nonnegative matrix factorization framework to learn image representations by explicitly pursuing the block-diagonal structure. To preserve block-diagonal structure, a new structure preserved regularization is designed. Reference [47] utilized a sparse model based 1 norm to address noisy and incomplete data . Meanwhile, a new regularization is designed to preserve visual and textual structures. These methods are designed for more complicated image understanding and structure preserving by some new regularizations. These inspire us to extend our work to other modality image denoising with new structure preserving regularization in future work.
VI. CONCLUSION
In this work, a local structures preserved image denoising method is proposed and applied to texture preserved image denoising. A total generalized variation regularization is utilized to alleviate the over-smoothing problem induced in NNM-based image denoising methods. A re-weighted strategy is utilized to adaptively update the weight parameters in TGV regularization. Benefiting from NNM-based low rank approximation as nonlocal prior and TGV as local prior, the proposed method can well preserve textures and sharp edges. Experimental results show that the proposed methods has superior performance to the state-of-the-art image denoising methods, especially when images are rich of textures with irregular patterns.
