Threshold dynamics and ergodicity of an SIRS epidemic model with
  Markovian switching by Li, Dan et al.
ar
X
iv
:1
70
7.
06
38
0v
1 
 [m
ath
.D
S]
  2
0 J
ul 
20
17
Threshold dynamics and ergodicity of an SIRS epidemic model
with Markovian switching
Dan Lia, Shengqiang Liua,∗, Jing’an Cuib
aDepartment of Mathematics, Harbin Institute of Technology, Harbin, Heilongjiang, 150001, P.R. China
bSchool of Science, Beijing University of Civil Engineering and Architecture, Beijing, 100044, P.R. China
Abstract
This paper studies the spread dynamics of a stochastic SIRS epidemic model with nonlin-
ear incidence and varying population size, which is formulated as a piecewise deterministic
Markov process. A threshold dynamic determined by the basic reproduction number R0 is
established: the disease can be eradicated almost surely if R0 < 1, while the disease persists
almost surely if R0 > 1. The existing method for analyzing ergodic behavior of popula-
tion systems has been generalized. The modified method weakens the required conditions
and has no limitations for both the number of environmental regimes and the dimension
of the considered system. When R0 > 1, the existence of a stationary probability measure
is obtained. Furthermore, with the modified method, the global attractivity of the Ω-limit
set of the system and the convergence in total variation to the stationary measure are both
demonstrated under a mild extra condition.
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1. Introduction
Since the seminal work of Kermack and McKendrick [1], mathematical models have
become important tools for understanding the spread and control of infectious diseases. In
the real ecological systems, the population dynamics are usually influenced by a random
switching in the external environments. For example, the disease transmission rate β in
epidemic models was modified for meteorological factors because survivals and infectivity
of many viruses and bacteria are better in damp conditions with little ultraviolet light [2,
3, 4]; The population growth rates and the environmental capacities usually fluctuate with
the change of food resource abundance, which is in turn dependent upon unpredictable
rainfall fluctuations largely [5]. In the literatures, it is a popular way that the random
switching of environmental regimes is characterized by the continuous-time Markov chain
with values in a finite state space, which drives the changes of the main parameters of
population models with state switchings of the Markov chain [6, 7, 8, 9, 10, 11, 12]. The
resulting dynamical systems then become regime-switching differential equations, i.e., the
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piecewise-deterministic Markov process. Therefore, based on the biological system subject
to stochastic environmental conditions, epidemic models with deterministic parameters are
unlikely to be realistic, and it is significant to investigate the effect of the random switching
of environmental regimes on the spread dynamics of the disease in the host population.
However, despite the potential importance of the environmental noise, it has received
relatively little attention in the epidemiology literatures. Gray, Greenhalgh and Mao et al.
[7] are the first ones to propose a piecewise deterministic SIS epidemic model with Marko-
vian switching. By the modeling techniques of time discretization or branching processes,
Baca¨er et al. [13, 14] obtained very well results concerning the definition of the suitable
basic reproduction number for the epidemic model with random switching of environmental
regimes. Recently, Hieu and Du et al. [15] and Greenhalgh, Liang and Mao [16] studied the
effect of Markovian switching on the deterministic SIRS epidemic models respectively, both
of which are special cases of the classic epidemic model as follows
dS(t)/dt = Λ− µS(t) + λR(t)− βS(t)I(t),
dI(t)/dt = βS(t)I(t)− (µ+ α + δ)I(t),
dR(t)/dt = δI(t)− (µ+ λ)R(t),
(1.1)
which was presented by Anderson and May [17] to study the influence of infectious diseases
(caused by viruses or bacteria, etc.) on the density of host populations. In this model, S(t),
I(t) and R(t) are respectively the number (or density) of susceptible, infectious and recovered
individuals at time t, and all the parameters are positive. Λ represents a constant recruitment
of new susceptibles; µ is the per-capita natural mortality rate; β is the transmission rate
(i.e., effective per capita contact rate of infective individuals) equal to the product of the
contact rate and transmission probability; α is the mortality caused by the disease; δ is the
per-capita recovery rate of infected individuals; the recovered hosts are initially immune, but
this immunity can be lost at a rate λ.
In the existing literatures, there are few researches on the ergodicity of the stochastic
epidemic model, which is formulated as the piecewise deterministic Markov process. To the
best of our knowledge, Hieu and Du et al. [15] first studied the ergodicity of the regime-
switching epidemic model, which was the stochastic edition of a special case of system (1.1).
They obtained the threshold between the extinction and persistence of the disease. Using
the method of references [11, 12], they described completely the Ω-limit set of all positive
solutions of the model and established the sufficient condition ensuring that the instantaneous
measure converges to the stationary measure in total variation. However, the mortality
caused by the disease was not taken into account, which led to the variable population
size and then resulted in the challenge of reducing the dimension of the considered system.
Moreover, they assumed that there were only two environmental regimes.
In addition, the incidence function plays an important role for ensuring that the epidemic
model does give a reasonable description of the disease dynamics [18, 19]. It is traditionally
assumed that the incidence rate of disease spread is bilinear with respect to the number of
susceptible individuals S(t) and the number of infective individuals I(t), e.g., βSI as in the
system (1.1). Actually, it is generally difficult to get the details of transmission of infectious
diseases because they may vary with the ambient conditions. Moreover, with the general
incidence function, the data themselves may flexibly decide the function form of incidence
rates in practice [20]. Therefore, in this paper, we will choose the general nonlinear incidence
rate of the form βSG(I) to enable the model to be more realistic and have wider application.
Motivated by the facts mentioned above, in this paper, we will study the following
stochastic SIRS epidemic model with the general (including both linear and nonlinear) inci-
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dence rate: 
dS(t)/dt = Λ− µS(t) + λR(t)− βr(t)S(t)G(I(t)),
dI(t)/dt = βr(t)S(t)G(I(t))− (µ+ α+ δ)I(t),
dR(t)/dt = δI(t)− (µ+ λ)R(t),
(1.2)
where G(·) is a general function and the transmission rate β is drived by a homogeneous
continuous-time Markov chain {r(t), t ≥ 0} taking values in a finite state space M =
{1, 2, . . . , E} representing different environments. As in [21], we let the Markov chain r(t)
be generated by the transition rate matrix Q = (qe,e′)E×E, i.e.,
P{r(t+∆t) = e′|r(t) = e} =
{
qe,e′∆t + o(∆t), if e 6= e
′,
1 + qe,e′∆t+ o(∆t), if e = e
′,
where ∆t > 0 represents a small time increment. Here qe,e′ is the transition rate from state
e to state e′, and qe,e′ ≥ 0 if e 6= e
′ while qe,e = −
∑
e′ 6=e qe,e′.
The main aim of this paper is to investigate the extinction and persistence of the disease
of system (1.2) and determine the threshold between them. In the case of the disease
persistence, we will analyze the ergodic behavior of system (1.2). By skilled techniques,
authors in [11, 12] applied the stochastic stability theory of Markov processes in [22, 23,
24, 25] to two-dimensional Kolmogorov systems of competitive type switching between two
environmental states. They obtained the sufficient conditions for the global attractivity
of the Ω-limit set of the system and the convergence of the instantaneous measure to the
stationary measure in total variation. However, the method used in [11, 12] is not applicable
for our model (1.2). In this paper, we will generalize the method to analyze ergodic behavior
of the ecological systems from two environmental regimes to any finite ones. By the theory
in [26], we will weaken the condition to ensure the global attractivity of the Ω-limit set and
the convergence of instantaneous distribution to the stationary distribution. Moreover, the
modified techniques avoid the limitations for both the number of environmental regimes and
the dimension of the considered system. For instance, the method used by [11, 12] does
not deal with the case where the dimension of the system is higher than the number of
environmental states of Markov chain, while the modified method can do.
It is worth mentioning that the modified method can be applied to the case where all
parameters of the model considered in [7, 15, 16] were derived by the stochastic process r(t),
however, here we only allow the transmission rate β of model (1.2) to be disturbed because
in reality it may be more sensitive to environmental fluctuations than other parameters
of model (1.1) for human populations. In particular, by the new method, under weaker
conditions we can directly extend the results in [11, 12, 15] from two environmental states
to any finite ones.
This paper is organized as follows. Section 2 introduces some preliminaries used in the
later parts and illustrates our main results. In this section, we investigate the extinction and
the persistence in the time mean of the disease and establish the threshold between them.
Under the mild conditions, we describe completely the Ω-limit set of all positive solutions
to the model (1.2), and prove the global attractivity of the Ω-limit set and the stochastic
stability of the unique invariant measure. In Section 3, we give the proofs of the main results
in details. Finally we conclude this paper with further remarks in Section 4.
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2. Preliminaries and main results
2.1. Preliminaries
In this paper, unless otherwise specified, let (Ω˜,F ,P) be a complete probability space with
a filtration {Ft}t≥0 satisfying the usual conditions (i.e., it is right continuous and increasing
while F0 contains all P-null sets). Note that we here use Ω˜ instead of the usual Ω to denote
the sample space, still denote by ω an element of Ω˜, and reserve the notation Ω for the notion
of omega-limit set to avoid notional conflict. For any initial value z0 = (S(0), I(0), R(0)) ∈
R
3
+ with R
3
+ = {x ∈ R
3 : xi > 0, i = 1, 2, 3}, we denote by z(t, ω, z0) = (S(t, ω, z0),
I(t, ω, z0), R(t, ω, z0)) the solution to system (1.2) at time t, starting in z0 (or z(t, z0) =
(S(t, z0), I(t, z0), R(t, z0)), z(t) = (S(t), I(t), R(t)) whenever there is no ambiguity). If x ∈ R
3
and ǫ > 0, the open ball B(x, ǫ) with center at x and radius ǫ is defined to be the set of all
y ∈ R3 such that |y−x| < ǫ. Denote N = {1, 2, . . .} and N0 = {0, 1, 2, . . .}. For any constant
sequence {c(e) : e ∈M}, define cM = maxe∈M{c(e)}.
Assume that the Markov chain r(t) is irreducible. Under this condition, the Markov
chain has a unique stationary probability distribution π = (π1, . . . , πE) ∈ R
1×E, which can
be determined by solving the following linear equation πQ = 0 subject to
∑E
e=1 πe = 1, and
πe > 0, ∀e ∈M. Let
0 = τ0 < τ1 < τ2 < · · · < τn < · · ·
be jump times of the Markov chain r(t), and denote by
σ1 = τ1 − τ0, σ2 = τ2 − τ1, . . . , σn = τn − τn−1, . . . .
holding time between adjacent two jumps. Furthermore, we set
Fn0 = σ(τk, k ≤ n) and F
∞
n = σ(τk − τn, k > n)
for all n = 0, 1, · · ·, then for each n, Fn0 is independent of F
∞
n .
Throughout this paper, we further assume that
(H1) G(·) : R+ → R+ is a twice-differentiable function, G(0) = 0 and 0 < G(I) ≤ IG
′(0)
holds for all I > 0;
(H2) g(x) is Lipschitz on [0,Λ/µ], namely, there exists a constant ϑ > 0, such that
|g(x1)− g(x2)| ≤ ϑ|x1 − x2| for any x1, x2 ∈ [0,Λ/µ],
where g(x) = G(x)/x.
Notice that the function G(I) in this paper is not necessarily increasing function with
respect to I, e.g., it may firstly increase and then decrease describing some psychological
effects: for a very large number of infectives the infection force βG(I) may decrease as I
increases, because in the presence of a very large number of infectives the population may
tend to reduce the number of contacts per unit time [27]. Our general results can be used
in some specific forms for the incidence rate that have been commonly used, for example:
(i) linear type: G(I) = I;
(ii) saturated incidence rate: G(I) = I/(1 + aI) (e.g., [27]);
(iii) non-monotonic incidence rate: G(I) = I/(1 + aI2) (e.g., [28]);
(iv) incidence rates with “media coverage” effect as shown below:
Type 1 (see [29]): G(I) = I exp(−mI), where m is a positive constant.
Type 2 (see [30]): βG(I) = (β − β˜f(I))I, where β > β˜ and the twice-differentiable
function f(I) satisfies f(0) = 0, f
′
(I) ≥ 0, limI→+∞ f(I) = 1, where f
′(0) denotes the
derivative of the function f(x) at x = 0.
To study the dynamics of model (1.2), we need the following two lemmas, the proof of
which are straightforward, so are omitted.
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Lemma 1. Suppose that the system
dx(t)
dt
= F (x(t)), t ≥ 0
with F : R3 → R3 has a globally asymptotically stable equilibrium x∗ ∈ R3. Then, for any
neighborhood U of x∗ and any compact set C ⊂ R3, there exists a T > 0 such that x(t, x0) ∈ U
for all t ≥ T and x0 ∈ C.
Lemma 2. For any given initial value (z0, r(0)) ∈ R
3
+ ×M, there exists a unique solution
(S(t, z0), I(t, z0), R(t, z0)) of system (1.2) on t ≥ 0 and the solution will always remain in
R
3
+. Moreover, the solution has the property that for every ω ∈ Ω˜, there exists t0 = t0(ω)
such that
Λ
µ+ α
< S(t, ω, z0) + I(t, ω, z0) +R(t, ω, z0) <
Λ
µ
, for all t ≥ t0.
Let
X = K ×M, (2.3)
where K = {x ∈ R3+ : Λ/(µ+α) < x1+x2+x3 < Λ/µ}. From Lemma 2, we get that the set
X is an attraction domain for the system (1.2) in the sense that all sample paths of system
(1.2) tend to this set and once they go into it, they will remain there forever. Hence, without
loss of generality, we consider only the smaller state-space X throughout this paper.
2.2. Main results
2.2.1. Extinction and persistence of the disease
In studying epidemic modelings, the most interesting and important issues are usually to
establish the threshold condition for the extinction and persistence of the disease, which will
be given in this subsection. Let us introduce the basic reproduction number in a random
environment as follows
R0 =
∑
e∈M πe(ΛβeG
′(0)/µ)
µ+ α+ δ
.
Here, we refer the readers to [7, 13, 14] for the reason why we label the above formula as the
basic reproduction number of our stochastic epidemic model (1.2). Next, we shall show that
the position of R0 with respect to 1 serves as a threshold between the disease extinction and
persistence for our epidemic model (1.2) of SIRS type in a random environment.
Before we prove the results, let us state a proposition which gives an equivalent condition
for the position of R0 with respect to 1 in terms of the system parameters and the stationary
distribution π of the Markov chain r(t), which drives the switch of environments.
Proposition 3. The following alternative conditions on the value of R0 are valid:
(i) R0 < 1 if and only if
∑
e∈M πeB(e) < 0;
(ii) R0 > 1 if and only if
∑
e∈M πeB(e) > 0,
where
B(e) =
ΛβeG
′(0)
µ
− (µ+ α + δ)
for each e ∈M.
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The proof of this proposition is straightforward, so is omitted. We then state our results
on the extinction of the disease.
Theorem 4. Suppose that R0 < 1, then the solution (S(t), I(t), R(t)) of system (1.2) with
any initial value (z0, r(0)) ∈ X has the property that
lim
t→+∞
S(t) = Λ/µ a.s., (2.4)
lim
t→+∞
I(t) = 0 a.s., (2.5)
lim
t→+∞
R(t) = 0 a.s. (2.6)
Proof. From the second equation of system (1.2), it is easy to see that
d log I(t)
dt
= βr(t)
SG(I)
I
− (µ+ α + δ).
By Lemma 2 and the assumption (H1): G(I) ≤ IG′(0), we have
d log I(t)
dt
≤
Λβr(t)G
′(0)
µ
− (µ+ α + δ).
Integrating the above inequality, it is obtained from the Birkhoff Ergodic theorem that
lim sup
t→+∞
log I(t)
t
≤
∑
e∈M
πeB(e) a.s.,
this, together with (i) of Proposition 3, implies
lim
t→+∞
I(t) = 0 a.s.
This is the required assertion (2.5). The procedure to prove assertions (2.4) and (2.6) is
similar to that given in Theorem 1 in [31], so is omitted. This completes the proof of
Theorem 4. 
Remark 1. From the proof procedure of Theorem 4, it is obvious to see that when R0 <
1, any positive solution of system (1.2) converges exponentially to the disease-free state
(Λ/µ, 0, 0) with probability 1.
We now turn to the persistence of the disease.
Theorem 5. Suppose that R0 > 1, then for any initial value (z0, r(0)) ∈ X, the following
statement is valid with probability 1:
lim inf
t→+∞
1
t
∫ t
0
I(s)ds ≥
µ2
βM(µϑ+ βM(G′(0))2)Λ
∑
e∈M
πeB(e).
By (ii) of Proposition 3, we hence conclude that the disease is persistent in the time mean
with probability 1.
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The proof of this theorem is similar to the arguments of Theorem 2 in [31], so we omit
it.
Remark 2. Indeed, from Theorem 5, it can be seen that the persistence in the time mean
implies the following weak persistence. That is, if R0 > 1, then for any initial value
(z0, r(0)) ∈ X ,
lim sup
t→+∞
I(t) ≥
µ2
βM(µϑ+ βM(G′(0))2)Λ
∑
e∈M
πeB(e) > 0 a.s.
Let us now establish a useful corollary, which indicates that R0 is a threshold value
determining the disease is extinct or persistent, i.e., the position of the deterministic quantity
R0 with respect to 1 determines the disease extinction or persistence for system (1.2). We
can easily obtain from Theorems 4 and 5 the following corollary.
Corollary 6. For any initial value (z0, r(0)) ∈ X, the solution (S(t), I(t), R(t)) of system
(1.2) has the property that
(i) if R0 < 1, the number of infected individuals I(t) of system (1.2) tends to zero
exponentially almost surely, i.e., the disease dies out with probability one;
(ii) if R0 > 1, the disease will be almost surely persistent in the time mean.
2.2.2. Ω-limit set and attractor
For each state e ∈ M, we denote by πet (z0) the solution of system (1.2) in the state e
with the initial value z0 ∈ K. As in [11], the Ω-limit set of the trajectory starting from an
initial value z0 ∈ K is defined by
Ω(z0, ω) =
⋂
T>0
⋃
t>T
(S(t, ω, z0), I(t, ω, z0), R(t, ω, z0)).
We here use the notation “Ω-limit set” in lieu of the usual one “ω-limit set” in the deter-
ministic dynamical system for avoiding notational conflict with the element notation ω in
the probability sample space. In this subsection, we shall show that under some appropri-
ate conditions, Ω(z0, ω) is deterministic, i.e., it is constant almost surely; moreover, it is
independent of the initial value z0.
Let us recall that the basic reproduction number Re0 of the deterministic subsystem of
(1.2) corresponding to environmental state e can be computed by using the next generation
matrix approach [32] as
Re0 =
ΛβeG
′(0)
µ(µ+ α + δ)
. (2.7)
In the remainder of this paper, we sometimes need to impose the following assumption:
(H3) If Re0 > 1, then there exists a unique and globally asymptotically stable positive
equilibrium E∗e = (S
∗
e , I
∗
e , R
∗
e) for the corresponding deterministic subsystem of (1.2).
Note that the condition R0 > 1 implies that there exists at least one state e ∈ M such
that B(e) > 0, i.e., Re0 > 1 corresponding to the subsystem of (1.2) in the state e. We may
assume, without any loss of generality, that R10 > 1 in the remainder of this paper if the
assumption (H3) is needed. Indeed, Remark 3 indicates that the assumption is reasonable.
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Hence, the subsystem in the first state (e = 1) has a globally stable positive equilibrium
E∗1 = (S
∗
1 , I
∗
1 , R
∗
1).
Now we recall some concepts on the Lie algebra of vector fields [26, 33]. Let a(x) and
b(x) be two vector fields on Rd. The Lie bracket [a, b] is also a vector field given by
[a, b]j(x) =
d∑
k=1
(
ak
∂bj
∂xk
(x)− bk
∂aj
∂xk
(x)
)
, j = 1, 2, . . . , d.
In the remainder of this paper, we need the following definition: A point z = (S, I, R) ∈ R3+
is said to satisfy the condition (H), if vectors Y1(z), . . . , YE(z), [Yi, Yj ](z)i,j∈M, [Yi, [Yj,
Yk]](z)i,j,k∈M, . . ., span the space R
3, where for each e ∈M,
Ye(S, I, R) =
(
Λ− µS + λR− βeSG(I)
βeSG(I)− (µ+ α + δ)I
δI − (µ+ λ)R
)
.
With this definition, we have
Theorem 7. Suppose that R0 > 1 and the hypotheses (H3) hold. Let
Γ =
{
(S, I, R) = πpktk ◦ · · · ◦ π
p1
t1
(E∗1) : t1, . . . , tk ≥ 0 and p1, . . . , pk ∈M, k ∈ N
}
.
Then, the following statements are valid:
(a) With Γ denoting the closure of Γ, Γ is a subset of the Ω-limit set Ω(z0, ω) with
probability 1.
(b) If there exists a point z∗ := (S∗, I∗, R∗) ∈ Γ satisfying the condition (H), then Γ
absorbs all positive solutions in the sense that for any initial value z0 ∈ K, the value
T˜ (ω) = inf
{
t > 0 : (S(s, ω, z0), I(s, ω, z0), R(s, ω, z0)) ∈ Γ, ∀s > t
}
is finite outside a P-null set. Consequently, Γ is the Ω-limit set Ω(z0, ω) for any z0 ∈ K with
probability 1.
Remark 3. If there exists the other state e ∈M such that Re0 > 1, we can define
Γe =
{
(S, I, R) = πpktk ◦ · · · ◦ π
p1
t1
(E∗e ) : t1, . . . , tk ≥ 0 and p1, . . . , pk ∈M, k ∈ N
}
.
Then, we have the same conclusion that the closure Γe of Γe is the Ω-limit set Ω(z0, ω) with
probability 1, which implies that Γe = Γ.
2.2.3. Global convergence of the distribution in total variation norm
First, we establish the existence of an invariant probability measure.
Theorem 8. If R0 > 1, the Markov process ((S(t), I(t), R(t)), r(t)) has an invariant proba-
bility measure ν∗ on the state space X.
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Remark 4. To prove this theorem, we utilize the alternative principle in [24, 36]. In the
proceeding of the proof, it is critical to find a compact subset O ofX such that the probability
that the process ((S(t), I(t), R(t)), r(t)) falls into O in the time mean is positive, where X
is a slightly larger state space compared with the state space X . In Section 3, we shall give
two alternative methods for constructing such compact subset: one is similar to that given
in Theorem 3.1 of [12], while the other one is based on the results of Theorem 5.
We now characterize the invariant probability measure by the following theorem.
Theorem 9. Suppose that R0 > 1 and the hypotheses (H3) hold. Assume further that the
hypotheses in (b) of Theorem 7 is satisfied. Then for any initial value x0 = (z0, r(0)) ∈ X,
the instant distribution of the process ((S(t), I(t), R(t)), r(t)) satisfies
lim
t→+∞
‖P(t, x0, (·, ·))− ν
∗(·, ·)‖ = 0, (2.8)
and
Px0
{
lim
t→+∞
1
t
∫ t
0
f(z(s, z0), r(s))ds =
∑
e∈M
∫
K
f(u, e)ν∗(du, e)
}
= 1, (2.9)
where f(·, ·) is any ν∗-integrable function. Moreover, the stationary distribution ν∗ has the
density f ∗ with respect to the product measure m on X and supp(f ∗) = Γ×M.
Remark 5. In [12], it is easy to see that if the condition (4.4) is valid, then the condition
(H) holds. In (b) of Theorem 7 and Theorem 9, we therefore have weakened the conditions
ensuring the global attractivity of the Ω-limit set of the system and the convergence in total
variation of the instantaneous measure to the stationary measure. Moreover, the method in
[11, 12] is not applicable to the case where the dimension of the system considered is higher
than the number of environmental regimes, while the modified method in proving Theorems
7 and 9 has no limitations for both the number of environmental regimes and the dimension
of the system considered. This, together with the following example 1, illustrates that our
modified method in this paper has a wider application than the techniques in [11, 12].
Example 1. Let G(I) = I/(1 + aI2), where a is a positive parameter measuring the psy-
chological or inhibitory effect. The stochastic model (1.2) under regime switching reduces
to 
dS(t)/dt = Λ− µS(t) + λR(t)− βr(t)S(t)
I(t)
1+aI2(t)
,
dI(t)/dt = βr(t)S(t)
I(t)
1+aI2(t)
− (µ+ α + δ)I(t),
dR(t)/dt = δI(t)− (µ+ λ)R(t),
(2.10)
which switches from one to the other according to the movement of the right-continuous
Markov chain {r(t), t ≥ 0} taking values in the state space M = {1, 2} with the generator
Q =
1− 0.5
365
·
(
−169 169
196 −196
)
.
This Markov chain has a unique stationary distribution
π = (π1, π2) =
(196
365
,
169
365
)
. (2.11)
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For each environmental state e ∈M, Cai and Kang et al. [34] discussed the corresponding
deterministic epidemic model:
dS(t)/dt = Λ− µS(t) + λR(t)− βeS(t)
I(t)
1+aI2(t)
,
dI(t)/dt = βeS(t)
I(t)
1+aI2(t)
− (µ+ α+ δ)I(t),
dR(t)/dt = δI(t)− (µ+ λ)R(t).
(2.12)
The basic reproduction number of the deterministic system (2.12) is
Re0 =
ΛβeG
′(0)
µ(µ+ α + δ)
=
Λβe
µ(µ+ α + δ)
,
which determines the extinction and persistence of the disease. According to Theorem 5.1
in [34], then
• The unique disease-free equilibrium E0 = (Λ/µ, 0, 0) is globally asymptotically stable
whenever Re0 ≤ 1, and it is unstable when R
e
0 > 1.
• When Re0 > 1, there exists a unique equilibrium E
∗
e = (S
∗
e , I
∗
e , R
∗
e) with S
∗
e > 0, I
∗
e > 0,
R∗e > 0, which is globally asymptotically stable.
Without any loss of generality, let us assume that R10 > 1 and R
2
0 < 1 in this example.
The other parameter values used here are mainly taken from the work in [17] investigating
the dynamics of Pasteurella muris in colonies of laboratory mice: Λ = 0.33 days−1, µ =
0.006 days−1, α = 0.06 days−1, δ = 0.04 days−1, λ = 0.021 days−1, a = 0.001 [34], β1 =
0.0056 days−1 corresponding to R10 = 2.9057 > 1 (the disease is persistent, see (a) in Figure
1), and β2 = 0.0013 days
−1 corresponding to R20 = 0.6745 < 1 (the disease is extinct, see
(b) in Figure 1). Combining with (2.11), this implies that the basic reproduction number
for the stochastic system (2.10) is
R0 =
π1Λβ1
µ(µ+ α + δ)
+
π2Λβ2
µ(µ+ α + δ)
= 1.8726 > 1.
Hence, by Corollary 6, the disease will be almost surely persistent in the time mean (see (c)
in Figure 1). For the system (2.10), we define the following set as in Theorem 7
Γ =
{
(S, I, R) = πpktk ◦ · · · ◦ π
p1
t1
(E∗1) : t1, . . . , tk ≥ 0 and p1, . . . , pk ∈ {1, 2}, k ∈ N
}
,
where E∗1 = (19.0161, 2.8783, 4.2830).
For any point z = (S, I, R) ∈ Γ, let
Ye(z) =
(
Λ− µS + λR− βeSG(I)
βeSG(I)− (µ+ α + δ)I
δI − (µ+ λ)R
)
, e = 1, 2.
Because there are only two environmental states for the system (2.10) with three equations,
the matrix (Y1(z), Y2(z)) has 3 rows and 2 columns, which indicates that the determinant
det
(
Y1(z), Y2(z)
)
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becomes meaningless. Hence, the method used in [12] can not be used to judge whether
or not the claims that the Ω-limit set Γ of the system (2.10) is globally attractive and its
instantaneous measure converges in total variation to some stationary measure are valid,
while our method in this paper can be feasible.
Computing the Lie bracket of Y1(z) and Y2(z), we obtain the vector field given by
[Y1, Y2](z) = (β1 − β2)
(
(Λ + λR)G(I)− (µ+ α + δ)SIG′(I)
−(Λ + λR)G(I)− (α + δ)SG(I) + (µ+ α + δ)SIG′(I)
δSG(I)
)
.
Hence,
det
(
Y1(z), Y2(z), [Y1, Y2](z)
)
= −
[
(β1 − β2)SG(I)
]2
·
[
µδ
(Λ
µ
− (S + I +R)
)
− α(µ+ λ)R
]
= −
[(β1 − β2)SI
1 + aI2
]2
·
[
µδ
(Λ
µ
− (S + I +R)
)
− α(µ+ λ)R
]
,
from which, we can easily find by the numerical method that there exist many points z ∈ Γ
such that det(Y1(z), Y2(z), [Y1, Y2](z)) 6= 0. For instance, det(Y1(z), Y2(z), [Y1, Y2](z)) 6= 0
when z = π2100(E
∗
1) = (37.3966, 0.0033, 0.4464), which implies that at the point z = π
2
100(E
∗
1),
the vectors Y1(z), Y2(z), [Y1, Y2](z) span the space R
3, i.e., the point z = π2100(E
∗
1) satisfies
the condition (H). Therefore, by (b) of Theorem 7 and Theorem 9, we can conclude that
the Ω-limit set Γ of the system (2.10) is globally attractive and its instantaneous measure
converges to some stationary measure in total variation (see, Figures 2 and 3).
3. Proofs of main results
In this section, we first provide some auxiliary definitions and results concerning stability
of Markovian processes [22, 23, 24, 36] that we will use later to prove our main results.
Let Φ = {Φt : t ≥ 0} be a time-homogeneous Markov process with state space (X,B(X)),
where the state space X is a locally compact and separable metric space, and B(X) is the
Borel σ-algebra on X. The process Φ evolves on the probability space (Ω˜,F ,Px), where
x ∈ X is the initial condition of the process, and the measure Px satisfies Px(Φt ∈ B) =
P(t, x, B) for all x ∈ X, t ≥ 0 and B ∈ B(X). Assume further that Φ is a Borel right process,
so that in particular Φ is a strongly Markovian process with right-continuous sample paths
[37]. Note that if Φ is a Feller process then it is a Borel right process. Let {Pt}t≥0 be the
transition semigroup of the process Φ, and the operator Pt acts on σ-finite measure ν on X
via
νPt(B) =
∫
X
P(t, x, B)ν(dx), B ∈ B(X).
It is easy to see that if ν is the initial distribution of the process Φ at time 0, then νPt is
the distribution of Φ at time t. A σ-finite measure ν on B(X), with the property
ν(B) = νPt(B) =
∫
X
P(t, x, B)ν(dx)
11
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Figure 1: The paths of S(t), I(t) and R(t) for the systems (2.12) and (2.10) with the same initial values
z0 = (50, 1, 0). (a) the paths of the deterministic system (2.12) in the state 1 with β1 = 0.0056 days
−1
corresponding to R1
0
= 2.9057 > 1; (b) the paths of the deterministic system (2.12) in the state 2 with
β2 = 0.0013 days
−1 corresponding to R2
0
= 0.6745 < 1; (c) the paths of the stochastic system (2.10)
switching between the state 1 and the state 2 with R0 = 1.8726 > 1 and r(0) = 1. (Color figure online)
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Figure 2: A sample orbit of the system (2.10) with the initial values z0 = (50, 1, 0) and r(0) = 1. The red
lines and blue lines represent the paths of the system (2.10) in states 1 and 2, respectively. The ◦ denotes
the the starting point of the orbit, the  denotes the end of the orbit, and the number of environmental
switching is 2000. (Color figure online)
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Figure 3: Two-dimension projections of the sample orbit in Figure 2. The orbit of Figure 2 is projected onto
the S-I, S-R and I-R coordinate planes from the top to the bottom, respectively. (Color figure online)
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for any B ∈ B(X) and t ≥ 0, will be called invariant (or stationary) measure.
For a measurable set B ∈ B(X), let
τB = inf{t ≥ 0 : Φt ∈ B}, ηB =
∫ ∞
0
1{Φt∈B}dt.
We then introduce the standard definition of Harris recurrence as follows. The process Φ is
called Harris recurrent if either
(a) some nontrivial σ-finite measure φ1 exists such that Px{τB < ∞} ≡ 1 whenever
φ1(B) > 0; or
(b) some nontrivial σ-finite measure φ2 exists such that Px{ηB = ∞} ≡ 1 whenever
φ2(B) > 0,
is valid for any x ∈ X and B ∈ B(X). In addition, the process Φ is said to be positive Harris
recurrent if it is Harris recurrent with a finite invariant measure.
Suppose that a is a probability measure on [0,+∞), and define the transition function
Ka of a general sampled Markov chain corresponding to the measure a as
Ka(x,B) =
∫ ∞
0
P(t, x, B)a(dt)
for all x ∈ X and B ∈ B(X). We refer the readers to [23] for the detail definition of the
sampled Markov chain of the process Φ. A kernel T : X × B(X) → [0,+∞) is called a
continuous component of the Markov transition function Ka if
(i) For each B ∈ B(X) the function T (·, B) is lower semi-continuous;
(ii) For all x ∈ X and B ∈ B(X), the measure T (x, ·) satisfies Ka(x,B) ≥ T (x,B).
The continuous component T is called everywhere non-trivial if T (x,X) > 0 for each x ∈ X.
The process Φ will be called a T -process if there exists a probability measure a, such that the
corresponding transition function Ka has an everywhere non-trivial continuous component
T .
The process Φ is called bounded in probability on average if for each initial condition
x ∈ X and any ε > 0, there exists a compact subset C ⊂ X such that
lim inf
t→+∞
1
t
∫ t
0
Px{Φs ∈ C}ds ≥ 1− ε.
For the σ-finite measure φ, the process Φ is called φ-irreducible if for any x ∈ X and
B ∈ B(X),
Ex[ηB] > 0
whenever φ(B) > 0, where Ex(·) denotes the expectation of the random variable with respect
to the probability measure Px. In this case, the measure φ is called an irreducibility measure.
The process Φ is usually be called irreducible when the specific irreducibility measure is
irrelevant.
For checking the asymptotic stability of the distribution, we need some results concerning
the stochastic stability and ergodicity of Markovian processes as follows.
Theorem 10. (see, [24, 36]) Assume that Φ is a Feller process. Then either
(a) there exists an invariant probability measure on X, or
(b) for any compact set C ⊂ X,
lim
t→∞
sup
ν
1
t
∫ t
0
(∫
X
P(s, x, C)ν(dx)
)
ds = 0,
where the supremum is taken over all initial distributions ν on the state space X.
14
Theorem 11. (see, Theorem 3.2 in [23]) Suppose that the process Φ is an irreducible T -
process. Then Φ is positive Harris recurrent if and only if Φ is bounded in probability on
average.
Theorem 12. (see, Theorem 8.1 in [23]) Suppose that the process Φ is irreducible, and
is bounded in probability on average. Assume further that there exists a lattice distribution
a, such that the corresponding kernel Ka possesses an everywhere non-trivial continuous
component. Then the following assertions are valid.
(i) For every x ∈ X,
lim
t→+∞
‖P(t, x, ·)−Π(·)‖ = 0,
where ‖ · ‖ denotes the total variation norm, and Π denotes the invariant probability measure
on the state space X.
(ii) Moreover, for any Π-integrable function f and any x ∈ X,
Px
{
lim
t→+∞
1
t
∫ t
0
f(Φs)ds =
∫
X
f(u)Π(du)
}
= 1.
From the preceding definitions, it is easy to get that if the process Φ is Harris recurrent,
then it is also irreducible. Hence, the following proposition is immediate from Theorems 11
and 12.
Proposition 13. Suppose that the process Φ is positive Harris recurrent. If a lattice dis-
tribution a exists such that the corresponding kernel Ka admits an everywhere non-trivial
continuous component, i.e., Φ is a T -process, then we have
(i) For every x ∈ X,
lim
t→+∞
‖P(t, x, ·)−Π(·)‖ = 0,
where Π denotes the invariant probability measure on X.
(ii) Moreover, for any Π-integrable function f and any x ∈ X,
Px
{
lim
t→+∞
1
t
∫ t
0
f(Φs)ds =
∫
X
f(u)Π(du)
}
= 1.
Let B(X) be the σ-algebra of Borel subsets of the space X defined by (2.3), and m˜ be
the Lebesgue measure on K; ℓ be the measure on M given by ℓ(e) = πe, e ∈ M. Denote by
m = m˜ × ℓ be the product measure on (X,B(X)) given by m(B × {e}) = m˜(B) × ℓ(e) for
each B ∈ B(K) and e ∈M.
3.1. Proof of Theorem 7
To prove Theorem 7, we need the following three lemmas.
Lemma 14. Suppose that R0 > 1. For any initial condition (z0, r(0)) ∈ X, there exists a
ι > 0 such that lim supt→+∞ I(t, z0) ≥ ι a.s.
Proof. By Remark 2, the result of Lemma 14 is immediate. However, we then give another
proving method. Let
ε =
µ
∑
e∈M πeB(e)
4ΛβM
.
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By the assumptions (H1) and (H2), we get that limx→0+ G(x)/x = G
′(0), which yields that
there exists a positive constant ι satisfying
ι <
µ2
∑
e∈M πeB(e)
8Λ(βMG′(0))2
,
such that G′(0)−G(x)/x < ε if 0 < x < ι. Next, we shall show that lim supt→+∞ I(t, z0) > ι
a.s. In the contrary, assume that a measurable set B with P(B) > 0 exists such that
lim supt→+∞ I(t, ω, z0) < ι for any ω ∈ B. Then, for each ω ∈ B, there exists a T =
T (ω, ι) > 0 such that I(t, ω, z0) < ι for all t > T . Note that G(I(t, ω, z0)) ≤ I(t, ω, z0)G
′(0)
and S(t, ω, z0) < Λ/µ for all t > T and ω ∈ B, which implies that
βr(t,ω)S(t, ω, z0)G(I(t, ω, z0)) ≤
ΛβMG′(0)ι
µ
for all t > T and ω ∈ B. Hence, it is obtained from the first equation of system (1.2) that
for each ω ∈ B,
dS(t, ω, z0)
dt
= Λ− µS(t, ω, z0) + λR(t, ω, z0)− βr(t,ω)S(t, ω, z0)G(I(t, ω, z0))
≥ Λ− µS(t, ω, z0)−
ΛβMG′(0)ι
µ
holds for all t > T . By the comparison theorem, one can find a T1 = T1(ω, ι) > T satisfying
S(t, ω, z0) ≥
Λ
µ
−
2ΛβMG′(0)ι
µ2
(3.13)
for all t > T1 and ω ∈ B. Noting that G
′(0) − (G(I(t, ω, z0))/I(t, ω, z0)) < ε for all t > T1
and ω ∈ B, it follows from (3.13) that
βr(t,ω)
(
ΛG′(0)
µ
−
S(t, ω, z0)G(I(t, ω, z0))
I(t, ω, z0)
)
= βr(t,ω)
(
ΛG′(0)
µ
− S(t, ω, z0)G
′(0)
)
+ βr(t,ω)
(
S(t, ω, z0)G
′(0)
−
S(t, ω, z0)G(I(t, ω, z0))
I(t, ω, z0)
)
≤ βMG′(0)
(Λ
µ
− S(t, ω, z0)
)
+
ΛβM
µ
(
G′(0)−
G(I(t, ω, z0))
I(t, ω, z0)
)
≤
∑
e∈M πeB(e)
4
+
∑
e∈M πeB(e)
4
=
∑
e∈M πeB(e)
2
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for all t > T1 and ω ∈ B. From the second equation of system (1.2), we then have
d ln I(t, ω, z0) =
[
βr(t,ω)
S(t, ω, z0)G(I(t, ω, z0))
I(t, ω, z0)
− (µ+ α + δ)
]
dt
=
(
Λβr(t,ω)G
′(0)
µ
− (µ+ α + δ)
)
dt
−βr(t,ω)
(
ΛG′(0)
µ
−
S(t, ω, z0)G(I(t, ω, z0))
I(t, ω, z0)
)
dt
≥
(Λβr(t,ω)G′(0)
µ
− (µ+ α + δ)
)
dt−
∑
e∈M πeB(e)
2
dt
for all t > T1 and ω ∈ B. Integrating both sides of the above inequality from T1 to t (t > T1)
yields
ln I(t, ω, z(T1, ω, z0))− ln I(T1, ω, z0)
t
≥
1
t
∫ t
T1
(Λβr(s,ω)G′(0)
µ
− (µ+ α + δ)
)
ds−
∑
e∈M πeB(e)
2
(3.14)
for all t > T1 and ω ∈ B, where z(T1, ω, z0) = (S(T1, ω, z0), I(T1, ω, z0), R(T1, ω, z0)). Since
I(t, ω, z(T1, ω, z0)) is bounded,
lim sup
t→+∞
ln I(t, ω, z(T1, ω, z0))− ln I(T1, ω, z0)
t
≤ 0.
However, by the Birkhoff Ergodic theorem, it is obtained from the right hand of the inequality
(3.14) that
lim
t→+∞
[
1
t
∫ t
T1
(Λβr(s,ω)G′(0)
µ
− (µ+ α+ δ)
)
ds−
∑
e∈M πeB(e)
2
]
=
∑
e∈M πeB(e)
2
> 0
for almost all ω ∈ B. This is a contradiction. Thus, lim supt→+∞ I(t, z0) > ι a.s. This
completes the proof of Lemma 14. 
Lemma 15. If R0 > 1, then there exists a ̺ > 0 such that for each i ∈M, the event
Ei =
{
for infinite many k ∈ N0, (S(τk), I(τk), R(τk)) ∈ H̺ occur with r(τk) = i
}
occurs with probability one, where
H̺ =
{
(S, I, R) :
Λ
µ+ α
≤ S + I +R ≤
Λ
µ
, I ≥ ̺
}
.
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Proof. Fix a T > 0, by Lemma 14, one can define almost surely finite stopping times with
respect to filtration Ft:
η1 = inf
{
t > 0 : I(t) ≥ ι
}
,
η2 = inf
{
t > η1 + T : I(t) ≥ ι
}
,
· · ·
ηn = inf
{
t > ηn−1 + T : I(t) ≥ ι
}
, . . . .
Let τ(ηk) = inf{t > ηk : r(t) 6= r(ηk)}, σ̂(ηk) = τ(ηk) − ηk and Ak = {σ̂(ηk) < T}, k ∈ N.
Then Ak+1 is in the σ-algebra generated by {r(ηk+1 + s) : s ≥ 0} while Ak ∈ Fηk+1. From
the strong Markov property of the process ((S(t), I(t), R(t)), r(t)), it is obtained that for any
Ack, k ∈ N,
P
(
Ack
)
=
∑
e∈M
P
(
Ack
∣∣∣ r(ηk) = e)P(r(ηk) = e)
=
∑
e∈M
P
(
σ̂(ηk) ≥ T
∣∣∣ r(ηk) = e)P(r(ηk) = e)
=
∑
e∈M
P
(
σ̂(0) ≥ T
∣∣∣ r(0) = e)P(r(ηk) = e)
≤ p1
and
P
(
Ack ∩A
c
k+1
)
=
∑
e∈M
P
(
Ack ∩A
c
k+1
∣∣∣ r(ηk+1) = e)P(r(ηk+1) = e)
=
∑
e∈M
P
(
Ack
∣∣∣ r(ηk+1) = e)P(Ack+1 ∣∣∣ r(ηk+1) = e)P(r(ηk+1) = e)
=
∑
e∈M
P
(
Ack
∣∣∣ r(ηk+1) = e)P(σ̂(ηk+1) ≥ T ∣∣∣ r(ηk+1) = e)P(r(ηk+1) = e)
≤ p1
∑
e∈M
P
(
Ack
∣∣∣ r(ηk+1) = e)P(r(ηk+1) = e)
= p21,
where p1 := maxe∈M{P(σ̂(0) ≥ T |r(0) = e)} < 1. This implies
P
( ∞⋂
i=1
∞⋃
k=i
Ak
)
= 1− P
( ∞⋃
i=1
∞⋂
k=i
Ack
)
= 1,
that is, the events Ak, k ∈ N occur infinitely often a.s. Since
dI(t)
dt
= βr(t)S(t)G(I(t))− (µ+ α + δ)I(t) ≥ −(µ + α+ δ)I(t) (3.15)
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with I(ηk) ≥ ι, it follows from the comparison theorem that I(ηk + t) ≥ ιe
−(µ+α+δ)t for
all t ≥ 0. Thus, with probability one the events {(S(ηk + σ̂(ηk)), I(ηk + σ̂(ηk)), R(ηk +
σ̂(ηk))) ∈ H˜̺}, k ∈ N occur infinitely often with ˜̺ := ιe−(µ+α+δ)T , which yields that the
events {(S(τk), I(τk), R(τk)) ∈ H˜̺}, k ∈ N0 occur infinitely often a.s.
Let us fix i ∈ M. Introduce the following sequence of stopping times with respect to
filtration Fn0 :
ξ1 = inf
{
k ∈ N0 : (S(τk), I(τk), R(τk)) ∈ H˜̺
}
,
ξ2 = inf
{
k ∈ N0 : τk > τξ1 + T, (S(τk), I(τk), R(τk)) ∈ H˜̺
}
,
· · ·
ξn = inf
{
k ∈ N0 : τk > τξn−1 + T, (S(τk), I(τk), R(τk)) ∈ H˜̺
}
, . . . .
Define the events
A˜k =
{
for some s ∈ (0, T ], r((τξk + s)−) 6= r(τξk + s) and r(τξk + s) = i
}
,
k ∈ N. Next, to obtain the assertion that P{Ei} = 1, by (3.15) we need only to prove
that with probability one the events A˜k, k ∈ N occur infinitely often provided we set ̺ :=˜̺e−(µ+α+δ)T . From the strong Markov property of the process ((S(t), I(t), R(t)), r(t)), it then
follows that for any A˜ck, k ∈ N,
P
(
A˜ck
)
=
∞∑
n=0
P
(
A˜ck
∣∣∣ ξk = n)P(ξk = n)
=
∞∑
n=0
P
(
ξk = n
)
·
∑
e∈M
P
(
A˜ck
∣∣∣ ξk = n, r(τξk) = e)P(r(τξk) = e ∣∣∣ ξk = n)
=
∞∑
n=0
P
(
ξk = n
)
·
∑
e∈M
P
(
A˜ck
∣∣∣ ξk = n, r(τn) = e)P(r(τξk) = e ∣∣∣ ξk = n)
=
∞∑
n=0
P
(
ξk = n
)
·
∑
e∈M
P
(
E
∣∣∣ r(0) = e)P(r(τξk) = e ∣∣∣ ξk = n)
≤ p˜1
∞∑
n=0
P
(
ξk = n
)
·
∑
e∈M
P
(
r(τξk) = e
∣∣∣ ξk = n)
= p˜1
and
P
(
A˜ck ∩ A˜
c
k+1
)
=
∞∑
n=0
P
(
A˜ck ∩ A˜
c
k+1
∣∣∣ ξk+1 = n)P(ξk+1 = n)
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=
∞∑
n=0
P
(
ξk+1 = n
)
·
∑
e∈M
P
(
A˜ck ∩ A˜
c
k+1
∣∣∣ ξk+1 = n, r(τξk+1) = e)P(r(τξk+1) = e ∣∣∣ ξk+1 = n)
=
∞∑
n=0
P
(
ξk+1 = n
)
·
∑
e∈M
P
(
A˜ck
∣∣∣ ξk+1 = n, r(τξk+1) = e)P(A˜ck+1 ∣∣∣ ξk+1 = n, r(τξk+1) = e)
·P
(
r(τξk+1) = e
∣∣∣ ξk+1 = n)
=
∞∑
n=0
P
(
ξk+1 = n
)
·
∑
e∈M
P
(
A˜ck
∣∣∣ ξk+1 = n, r(τξk+1) = e)P(E ∣∣∣ r(0) = e)
·P
(
r(τξk+1) = e
∣∣∣ ξk+1 = n)
≤ p˜1
∞∑
n=0
P
(
ξk+1 = n
)
·
∑
e∈M
P
(
A˜ck
∣∣∣ ξk+1 = n, r(τξk+1) = e)P(r(τξk+1) = e ∣∣∣ ξk+1 = n)
≤ p˜1
∞∑
n=0
P
(
A˜ck
∣∣∣ ξk+1 = n)P(ξk+1 = n)
≤ p˜21,
where p˜1 := maxe∈M{P(E | r(0) = e)} < 1 with the event
E =
{
for all s ∈ (0, T ], if r(s−) 6= r(s) then r(s) 6= i
}
.
Hence, by induction we have
P
( ∞⋂
i=1
∞⋃
k=i
A˜k
)
= 1− P
( ∞⋃
i=1
∞⋂
k=i
A˜ck
)
= 1,
which means that the events A˜k, k ∈ N occur infinitely often a.s. The proof of Lemma 15 is
completed. 
Lemma 16. Fix any two distinct states e1, e2 ∈ M satisfying the probability that the state
e2 can be accessible from the state e1 through only one step is positive, i.e., qe1,e2 > 0. Let
{ξn}
∞
n=1 be a sequence of strictly increasing finite stopping times with respect to filtration F
n
0
satisfying r(τξn) = e1 for all n ∈ N. Suppose that B is a bounded Borel subset of [0,+∞)
with positive Lebesgue measure. Then, the events Ak = {r(τξk+1) = e2, σξk+1 ∈ B}, k ∈ N
occur infinitely often a.s., that is,
P
( ∞⋂
i=1
∞⋃
k=i
Ak
)
= 1.
Proof. By the strong Markov property of the process ((S(t), I(t), R(t)), r(t)), it is obtained
that for each k ∈ N,
P
(
Ak
)
=
∞∑
n=0
P
(
Ak
∣∣∣ ξk = n)P(ξk = n)
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=
∞∑
n=0
P
(
ξk = n
)
·
∑
e∈M
P
(
Ak
∣∣∣ ξk = n, r(τξk) = e)P(r(τξk) = e ∣∣∣ ξk = n)
=
∞∑
n=0
P
(
ξk = n
)
P
(
Ak
∣∣∣ ξk = n, r(τn) = e1)P(r(τξk) = e1 ∣∣∣ ξk = n)
=
∞∑
n=0
P
(
ξk = n
)
P
(
r(τn+1) = e2, σn+1 ∈ B
∣∣∣ r(τn) = e1)
=
∞∑
n=0
P
(
ξk = n
)
P
(
r(τ1) = e2, σ1 ∈ B
∣∣∣ r(0) = e1)
= P
(
r(τ1) = e2, σ1 ∈ B
∣∣∣ r(0) = e1) := p˜ > 0.
This implies that P(Ack) = 1− P(Ak) = 1− p˜ < 1. Moreover,
P
(
Ack ∩ A
c
k+1
)
=
∞∑
n=0
P
(
Ack ∩A
c
k+1
∣∣∣ ξk+1 = n)P(ξk+1 = n)
=
∞∑
n=0
P
(
ξk+1 = n
)
·
∑
e∈M
P
(
Ack ∩A
c
k+1
∣∣∣ ξk+1 = n, r(τξk+1) = e)P(r(τξk+1) = e ∣∣∣ ξk+1 = n)
=
∞∑
n=0
P
(
ξk+1 = n
)
P
(
Ack ∩A
c
k+1
∣∣∣ ξk+1 = n, r(τξk+1) = e1)P(r(τξk+1) = e1 ∣∣∣ ξk+1 = n)
=
∞∑
n=0
P
(
ξk+1 = n
)
P
(
Ack
∣∣∣ ξk+1 = n, r(τξk+1) = e1)P(Ack+1 ∣∣∣ ξk+1 = n, r(τξk+1) = e1)
= (1− p˜)
∞∑
n=0
P
(
ξk+1 = n
)
P
(
Ack
∣∣∣ ξk+1 = n, r(τξk+1) = e1)P(r(τξk+1) = e1 ∣∣∣ ξk+1 = n)
= (1− p˜)
∞∑
n=0
P
(
ξk+1 = n
)
P
(
Ack
∣∣∣ ξk+1 = n)
= (1− p˜)2
for all k ∈ N. Hence, by induction we have
P
( ∞⋃
i=1
∞⋂
k=i
Ack
)
= 0.
Thus,
P
( ∞⋂
i=1
∞⋃
k=i
Ak
)
= 1− P
( ∞⋃
i=1
∞⋂
k=i
Ack
)
= 1.
This completes the proof of Lemma 16. 
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Proof of Theorem 7. (a) Let us divide the following proof of the assertion (a) into three
steps.
Step 1. We shall show that E∗1 ∈ Ω(z0, ω) a.s. From Lemma 15, without loss of
generality, we assume that the event E1 in Lemma 15 occurs. Specifically, there exists a
sequence of strictly increasing finite stopping times {ξn}
∞
n=1 with respect to filtration F
n
0
satisfying r(τξn) = 1 and (S(τξn), I(τξn), R(τξn)) ∈ H̺ for all n ∈ N and almost all ω ∈
Ω˜. In addition, for any δ˜ > 0, it is obtained from Lemma 1 that one can find a T > 0
such that (S(t, z), I(t, z), R(t, z)) ∈ B(E∗1 , δ˜) is valid for all t ≥ T and z ∈ H̺, where
H̺ = H̺
⋃
{(S, I, R) : S = 0,Λ/(µ + α) ≤ I + R ≤ Λ/µ}
⋃
{(S, I, R) : R = 0,Λ/(µ +
α) ≤ S + I ≤ Λ/µ}. Thus, by Lemma 16, it follows that with probability one, the events
{(S(τξn+1), I(τξn+1), R(τξn+1)) ∈ B(E
∗
1 , δ˜)}, k ∈ N will occur infinitely often with σξn+1 ∈
[T, 2T ]. This means that E∗1 ∈ Ω(z0, ω) a.s.
Step 2. Let
Γ˜ =
{
(S, I, R) = πpktk ◦ · · · ◦ π
p1
t1
(E∗1) : t1, . . . , tk > 0 and p1, . . . , pk ∈M, k ∈ N
}
,
with q1,p1, qpi,pi+1 > 0 and pi 6= pi+1, i = 1, . . . , k − 1. We now prove that Γ˜ ⊂ Ω(z0, ω)
a.s. To begin with, we shall show that for any t1 > 0, π
p1
t1
(E∗1) ∈ Ω(z0, ω) a.s. Denote
z˜∗ = πp1t1 (E
∗
1). For any δ˜1 > 0, by the continuous dependence of the solutions on the time
and initial conditions, one can find two numbers ε˜1, δ1 > 0 such that if z ∈ B(E
∗
1 , ε˜1) then
πp1t (z) ∈ B(z˜
∗, δ˜1) for all t ∈ B(t1, δ1). Moreover, by Step 1 and Lemma 16, it follows that for
such number ε˜1, there exists a sequence of strictly increasing finite stopping times {η
0
n}
∞
n=1
with respect to filtration Fn0 satisfying
r(τη0n) = p1 and
(
S(τη0n), I(τη0n), R(τη0n)
)
∈ B
(
E∗1 , ε˜1
)
for all n ∈ N and almost all ω ∈ Ω˜. Hence, by Lemma 16 again, we can obtain a sequence
of strictly increasing finite stopping times {η1n}
∞
n=1 with respect to filtration F
n
0 satisfying
r(τη1n) = p2 and
(
S(τη1n), I(τη1n), R(τη1n)
)
∈ B
(
z˜∗, δ˜1
)
for all n ∈ N and almost all ω ∈ Ω˜. This implies that πp1t1 (E
∗
1) ∈ Ω(z0, ω) a.s. Therefore, by
induction one can conclude that Γ˜ ⊂ Ω(z0, ω) a.s.
Step 3. Now, we shall prove that the assertion (a) is valid. Let us first select any state
e˜ ∈ M. If q1,e˜ > 0, then by Steps 1 and 2 we have π
e˜
t (E
∗
1) ∈ Ω(z0, ω) a.s. for all t ≥ 0. If
q1,e˜ = 0, we can also claim that π
e˜
t (E
∗
1) ∈ Ω(z0, ω) a.s. for all t > 0. In fact, fix any t > 0 and
let δ˜2 be a any positive constant. By the continuous dependence of the solutions on the time
and the initial conditions, one can find a constant ε˜2 > 0 such that π
e˜
t (z) ∈ B(π
e˜
t (E
∗
1), δ˜2) if
z ∈ B(E∗1 , ε˜2). On the other hand, it is obtained from the irreducibility of the generator Q
that a positive integer n0 (1 ≤ n0 ≤ E − 1 ) exists such that
ql0,l1ql1,l2 · · · qln0−1,ln0 > 0
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with {lk : 0 ≤ k ≤ n0} ⊂ M and l0 = 1, ln0 = e˜. Thus, from the continuous dependence
of the solutions on the initial conditions, it follows that there exist s1, s2, . . . , sn0−1 > 0 such
that
πe˜t ◦ π
ln0−1
sn0−1
◦ · · ·πl1s1(E
∗
1) ∈ B
(
πe˜t (E
∗
1), δ˜2
)
.
Because B(πe˜t (E
∗
1), δ˜2) is a open set in R
3
+, a sufficiently small δ˜3 > 0 exists such that
B(z∗, δ˜3) ⊂ B
(
πe˜t (E
∗
1), δ˜2
)
,
where z∗ := πe˜t ◦ π
ln0−1
sn0−1
◦ · · ·πl1s1(E
∗
1). Hence, it is obtained from Step 2 that there exists a
sequence of strictly increasing finite stopping times {η2n}
∞
n=1 with respect to filtration F
n
0 ,
such that (
S(τη2n), I(τη2n), R(τη2n)
)
∈ B(z∗, δ˜3) ⊂ B
(
πe˜t (E
∗
1), δ˜2
)
for all n ∈ N and almost all ω ∈ Ω˜. This implies that πe˜t (E
∗
1) ∈ Ω(z0, ω) a.s. for any t > 0.
By the similar arguments, we can conclude that Γ ⊂ Ω(z0, ω) a.s. Also because Ω(z0, ω) is a
close set, we have Γ ⊂ Ω(z0, ω) a.s. This completes the proof of the assertion (a).
(b) We shall prove that the second assertion is valid. By Theorem 1 of Chapter 3 in
[26], the claim that the point z∗ satisfies the condition (H) means that there exist ele-
ments pˆ1, . . . , pˆi in M and tˆ ∈ R
i with positive coordinates tˆ1, . . . , tˆi such that the function
ϕ(t1, . . . , ti) = π
pˆi
ti
◦ · · · ◦ πpˆ1t1 (z∗) has a tangent map, the rank of which at tˆ is equal to
the dimension of R3. That is, the rank of matrix [∂ϕ/∂t1, . . . , ∂ϕ/∂ti]|(tˆ1,...,tˆi) is equal to 3.
Without loss of generality, we assume that
det
( ∂ϕ
∂t1
,
∂ϕ
∂t2
,
∂ϕ
∂t3
)∣∣∣
(tˆ1,...,tˆi)
6= 0. (3.16)
By the existence and continuous dependence on the initial conditions of the solutions, the
function
ψ(s, t, u) = πpˆi
tˆi
◦ · · · ◦ πpˆ4
tˆ4
◦ πpˆ3
u+tˆ3
◦ πpˆ2
t+tˆ2
◦ πpˆ1
s+tˆ1
(z∗)
is defined and continuously differentiable in some small domain (−a, a)× (−b, b)× (−c, c) ⊂
R
3. From (3.16), it follows that
det
(∂ψ
∂s
,
∂ψ
∂t
,
∂ψ
∂u
)∣∣∣
(0,0,0)
6= 0.
By the inverse function theorem, it is obtained that there exist 0 < a1 < a, 0 < b1 <
b, and 0 < c1 < c with a1, b1, c1 < min{tˆ1, tˆ2, tˆ3}, such that the function ψ(s, t, u) is a
diffeomorphism between V = (−a1, a1) × (−b1, b1) × (−c1, c1) and U = ψ(V ). Hence, for
each point (u1, u2, u3) ∈ U , a point (s, t, u) ∈ V exists such that
(u1, u2, u3) = ψ(s, t, u) ∈ Γ,
which, together with the assertion (a), implies that U ⊂ Γ ⊂ Ω(z0, ω) a.s. Note that U is
a open subset of K ⊂ R3+. Therefore, a almost surely finite stopping time T˜ with respect
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to filtration Ft exists such that (S(T˜ ), I(T˜ ), R(T˜ )) ∈ U a.s. And because Γ is a positive
invariant set for the solutions of system (1.2) and U ⊂ Γ, we can get that for almost all
ω ∈ Ω˜, (S(t), I(t), R(t)) ∈ Γ is valid for all t > T˜ . This also implies that Ω(z0, ω) ⊂ Γ a.s.
Thus, combining with the claim (a) of this theorem, one can get Γ = Ω(z0, ω) a.s. This
completes the proof of Theorem 7. 
3.2. Proof of Theorem 8
To prove Theorem 8, we need the following two lemmas.
Lemma 17. For any ε > 0, there exists a T = T (ε) > 0 and a subset A ∈ F∞ with
P(A) > 1− ε such that for any t > T and S0 ∈ [0,Λ/µ],∣∣∣∣1t
∫ t
0
(
βr(s,ω)S˜(s, S0)G
′(0)− (µ+ α+ δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣ < ε (3.17)
holds for every ω ∈ A, where S˜(s, S0) is the solution to system
dS˜(t)
dt
= Λ− µS˜(t) (3.18)
with the initial condition S˜(0) = S0.
Proof. Consider the equation
dS˜(t)
dt
= Λ− µS˜(t).
Let ε1 be any positive constant satisfying ε1 < ε/(8G
′(0)
∑
e∈M πeβe). By the compactness
of the interval [0,Λ/µ] and the continuous dependence of solutions on initial conditions, there
exists a positive number T1 = T1(ε1) = T1(ε) such that∣∣∣S˜(t, S0)− Λ
µ
∣∣∣ < ε1 (3.19)
for all t > T1 and S0 ∈ [0,Λ/µ]. Let us first fix a S
∗
0 ∈ [0,Λ/µ]. For every ω ∈ Ω˜ and t > T1,
we then have ∣∣∣∣1t
∫ t
0
(
βr(s,ω)S˜(s, S
∗
0)G
′(0)− (µ+ α + δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣
≤
∣∣∣∣1t
∫ t
0
βr(s,ω)
(
S˜(s, S∗0)−
Λ
µ
)
G′(0)ds
∣∣∣∣
+
∣∣∣∣1t
∫ t
0
(
βr(s,ω)
ΛG′(0)
µ
− (µ+ α + δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣
≤
1
t
∫ T1
0
βr(s,ω)
∣∣∣∣S˜(s, S∗0)− Λµ
∣∣∣∣G′(0)ds+ 1t
∫ t
T1
βr(s,ω)
∣∣∣∣S˜(s, S∗0)− Λµ
∣∣∣∣G′(0)ds
+
∣∣∣∣1t
∫ t
0
(
βr(s,ω)
ΛG′(0)
µ
− (µ+ α + δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣. (3.20)
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Since βr(s,ω)
∣∣∣S˜(s, S∗0) − Λµ ∣∣∣G′(0) ≤ ΛβMG′(0)µ for all s ∈ [0, T1] and ω ∈ Ω˜, there exists a
T2 = T2(ε) ≥ T1 such that for t > T2,
1
t
∫ T1
0
βr(s,ω)
∣∣∣∣S˜(s, S∗0)− Λµ
∣∣∣∣G′(0)ds < ε3 . (3.21)
Moreover, it is obtained from (3.19) that
1
t
∫ t
T1
βr(s,ω)
∣∣∣∣S˜(s, S∗0)− Λµ
∣∣∣∣G′(0)ds ≤ ε1G′(0)t− T1
∫ t
T1
βr(s,ω)ds.
From the Birkhoff Ergodic theorem, there exists a subset A1 ∈ F∞ satisfying P(A1) = 1 such
that for each ω ∈ A1, a T3 = T3(ω, ε) ≥ T1 exists, and when t > T3,
1
t
∫ t
T1
βr(s,ω)
∣∣∣∣S˜(s, S∗0)− Λµ
∣∣∣∣G′(0)ds ≤ 2ε1G′(0)∑
e∈M
πeβe <
ε
3
(3.22)
and ∣∣∣∣1t
∫ t
0
(
βr(s,ω)
ΛG′(0)
µ
− (µ+ α + δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣ < ε3 . (3.23)
Hence, substituting (3.21), (3.22) and (3.23) into (3.20), it is obtained that for t > T4(ω, ε) =
max{T2, T3},∣∣∣∣1t
∫ t
0
(
βr(s,ω)S˜(s, S
∗
0)G
′(0)− (µ+ α+ δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣ < ε
holds for each ω ∈ A1. This implies
lim
t→+∞
1
t
∫ t
0
(
βr(s)S˜(s, S
∗
0)G
′(0)− (µ+ α + δ)
)
ds =
∑
e∈M
πeB(e) a.s.
By the Egoroff theorem, there exists a T5 = T5(ε) > 0 and a subset A2 ∈ F∞ with P(A2) >
1− ε/2 such that for any t > T5 and ω ∈ A2,∣∣∣∣1t
∫ t
0
(
βr(s,ω)S˜(s, S
∗
0)G
′(0)− (µ+ α + δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣ < ε2 .
From (3.19), it can be seen that for any S1, S2 ∈ [0,Λ/µ]∣∣∣S˜(t, S1)− S˜(t, S2)∣∣∣ < 2ε1 for all t > T1,
which, together with the preceding similar arguments, implies that there exists a T6 =
T6(ε) > T1 and a subset A3 ∈ F∞ with P(A3) > 1− ε/2 satisfying that
1
t
∫ t
0
βr(s,ω)
∣∣∣∣S˜(s, S0)− S˜(s, S∗0)∣∣∣∣G′(0)ds < ε2
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for any S0 ∈ [0,Λ/µ], t > T6 and ω ∈ A3. Let A = A2
⋂
A3, then P(A) > 1 − ε. For any
t > T (ε) = max{T5, T6} and S0 ∈ [0,Λ/µ],∣∣∣∣1t
∫ t
0
(
βr(s,ω)S˜(s, S0)G
′(0)− (µ+ α + δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣
≤
1
t
∫ t
0
βr(s,ω)
∣∣∣∣S˜(s, S0)− S˜(s, S∗0)∣∣∣∣G′(0)ds
+
∣∣∣∣1t
∫ t
0
(
βr(s,ω)S˜(s, S
∗
0)G
′(0)− (µ+ α + δ)
)
ds−
∑
e∈M
πeB(e)
∣∣∣∣
≤
ε
2
+
ε
2
< ε
holds for each ω ∈ A. This completes the proof of Lemma 17. 
Lemma 18. For any ε > 0, there exists a γ = γ(ε) ∈ (0,Λ/(µ+ α)] such that the following
statements are valid:
(i) there exist two positive constants T˜1 = T˜1(ε) and T˜2 = T˜2(ε), such that for any
t > T˜1 + T˜2, if I(s, ω, z0) < γ for all s ∈ [0, t], then∣∣∣S(s, ω, z0)− S˜(s, S0)∣∣∣ < ε
3L
holds for all s ∈ [T˜1 + T˜2, t];
(ii) for any t > 0, if I(s, ω, z0) < γ for all s ∈ [0, t], then∣∣∣∣G(I(s, ω, z0))I(s, ω, z0) −G′(0)
∣∣∣∣ < ε3L
holds for all s ∈ [0, t], where L = max{βMG′(0), (ΛβM)/µ} and S˜(s, S0) is the solution of
system (3.18) with the initial condition S˜(0) = S0 ∈ [0,Λ/µ].
Proof. (i) Let ε1 = µε/6L. Consider the following equation
du1(t)
dt
= −µu1(t) + ε1 (3.24)
with the initial value u1(0) = u10 ∈ R. It is easy to see that the system (3.24) has a globally
asymptotically stable equilibrium u∗1 = ε1/µ. By Lemma 1, it follows that a constant T˜1 > 0
exists such that u1(t) ≤ 2ε1/µ for all t ≥ T˜1 and u
1
0 ∈ [−Λ/µ,Λ/µ].
Suppose that for a fixed constant γ1 > 0, I(s, ω, z0) < γ1 for all s ∈ [0, t] with t > T˜1+ T˜2,
where γ1 = γ1(ε) and T˜2 = T˜2(γ1) will be determined later. It is obtained from the third
equation of system (1.2) that
dR(t, ω, z0)
dt
= δI(t, ω, z0)− (µ+ λ)R(t, ω, z0)
≤ δγ1 − (µ+ λ)R(t, ω, z0)
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for all s ∈ [0, t]. Moreover, for the system
du2(t)
dt
= δγ1 − (µ+ λ)u
2(t) (3.25)
with the initial value u2(0) = Λ/µ, one can easily find a constant T˜2 = T˜2(γ1) > 0 such
that u2(t) < 2δγ1/(µ+ λ) if t ≥ T˜2. By the comparison theorem, it follows from (3.25) that
R(t, ω, z0) < 2δγ1/(µ+ λ) when t ≥ T˜2. Define the functions Fe(S, I, R) = Λ − µS + λR −
βeSG(I), e ∈ M. Due to the continuity of Fe with respect to variables I and R, one can
find a sufficiently small γ1 = γ1(ε) ∈ (0,Λ/(µ+ α)] such that whenever 0 ≤ I(s, ω, z0) ≤ γ1
and 0 ≤ S(s, ω, z0) ≤ Λ/µ for all s ∈ [0, t],
Λ− µS(s, ω, z0)− ε1 ≤
dS(s, ω, z0)
ds
≤ Λ− µS(s, ω, z0) + ε1
for all s ∈ [T˜2, t]. Introduce the following equation
du(s)
ds
= Λ− µu(s)− ε1, (3.26)
with the initial condition u(T˜2) = S(T˜2, ω, z0). From the comparison theorem, it is easy to
see that
S(s, ω, z0) ≥ u(s, u(T˜2)) for all s ∈ [T˜2, t]. (3.27)
From (3.18) and (3.26), it is obtained that for s ∈ [T˜2, t]
d
ds
(S˜(s)− u(s)) = −µ(S˜(s)− u(s)) + ε1
with the initial value S˜(T˜2) − u(T˜2) ∈ [−Λ/µ,Λ/µ]. Hence, it is obtained from (3.24) and
(3.27) that for s ∈ [T˜1 + T˜2, t],
S˜(s, S0)− S(s, ω, z0) = (S˜(s, S0)− u(s, u(T˜2))) + (u(s, u(T˜2))− S(s, ω, z0))
≤
2ε1
µ
<
ε
3L
.
Using the similar arguments, we also have
S(s, ω, z0)− S˜(s, S0) <
ε
3L
for all s ∈ [T˜1 + T˜2, t].
Hence, for all s ∈ [T˜1 + T˜2, t], we have∣∣∣S(s, ω, z0)− S˜(s, S0)∣∣∣ < ε
3L
.
(ii) On the other hand, by the continuity of the function g(I) = G(I)/I with respect
to variable I and limI→0+ g(I) = G
′(0), it follows that there exists a sufficiently small γ2 =
γ2(ε) ∈ (0,Λ/(µ+ α)], such that whenever 0 ≤ I(s, ω, z0) ≤ γ2,∣∣∣∣G(I(s, ω, z0))I(s, ω, z0) −G′(0)
∣∣∣∣ < ε3L.
Let us choose γ = γ(ε) = min{γ1, γ2}. This completes the proof of Lemma 18. 
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Proof of Theorem 8. Let ε be any positive constant with ε < (
∑
e∈M πeB(e))/2. Con-
sider the process ((S(t), I(t), R(t)), r(t)) on a larger state space
X = K˜ ×M,
where K˜ = K\{(S, I, R) ∈ R3+ : I = 0} and K is the closure of K. Note that the process
((S(t), I(t), R(t)), r(t)) is a time-homogeneous Markov process with the Feller property. Ac-
cording to Theorem 10, one can get the existence of an invariant probability measure ν∗
for the process ((S(t), I(t), R(t)), r(t)) on the state space X , provided that a compact set
O ⊂ X exists such that
lim inf
t→+∞
1
t
∫ t
0
(∫
X
P(s, x, O)ν(dx)
)
ds = lim inf
t→+∞
1
t
∫ t
0
P(s, x0, O)ds > 0, (3.28)
for some initial distribution ν = δx0 with x0 ∈ X , where P(s, ·, ·) is the transition probability
function and δ· is the Dirac function. On the other hand, it is easy to see that for any initial
value x0 = (z0, r(0)) ∈ X , when t > 0 the solution (S(t), I(t), R(t)) of system (1.2) do not
reach the boundary ∂K˜ of the region K˜ under the condition that R0 > 1. Hence, we have
ν∗(∂K˜ ×M) = 0, which obviously implies that ν∗ is also the invariant probability measure
of the process ((S(t), I(t), R(t)), r(t)) on the state space X . Consequently, to complete the
proof of Theorem 8, it is sufficient to find a compact set O ⊂ X satisfying (3.28).
Fix a T > max{T , T˜1 + T˜2, 6ΛL(T˜1+ T˜2)/µε}, and set χn(ω) = 1A(θ
nTω), n ∈ N0, where
A is as in Lemma 17, 1A(·) is the indicator function, and the shift operators θ
t on Ω˜ are
defined by
(θtω)s = ωs+t, s, t ≥ 0.
Let
χ1n(ω) =

1, if χn(ω) = 1 and I(t, ω, z0) < γ
for any t ∈ [nT, (n+ 1)T ],
0, otherwise
and
χ2n(ω) =

1, if χn(ω) = 1 and there exists some t ∈ [nT, (n + 1)T ]
such that I(t, ω, z0) ≥ γ,
0, otherwise,
where n ∈ N0. It is easy to see that χn(ω) = χ
1
n(ω) + χ
2
n(ω). Denote χ
3
n(ω) = 1 − χn(ω).
Since r(t+ s, ω) = r(t, θsω) for any s, t > 0, we have
z(t + s, ω, z0) = z(t, θ
sω, z(s, ω, z0)) for any s, t > 0.
This implies that if χ1n(ω) = 1 then I(t + nT, ω, z0) < γ holds for all 0 ≤ t ≤ T , i.e.,
I(t, θnTω, z(nT, ω, z0)) < γ holds for all 0 ≤ t ≤ T . In addition, χ
1
n(ω) = 1 implies χn(ω) = 1,
i.e., θnTω ∈ A. Hence, it is obtained from Lemmas 17 and 18 that∣∣∣∣ 1T
∫ T
0
(
βr(t,θnT ω)S˜(t, S(nT, ω, z0))G
′(0)− (µ+ α + δ)
)
dt−
∑
e∈M
πeB(e)
∣∣∣∣ < ε, (3.29)
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1T − (T˜1 + T˜2)
∫ T
T˜1+T˜2
∣∣∣∣S(t, θnTω, z(nT, ω, z0))− S˜(t, S(nT, ω, z0))∣∣∣∣dt < ε3L (3.30)
and
1
T
∫ T
0
∣∣∣∣G(I(t, θnTω, z(nT, ω, z0)))I(t, θnTω, z(nT, ω, z0)) −G′(0)
∣∣∣∣dt < ε3L. (3.31)
For the second equation of system (1.2), we compute that
1
T
(
ln I((n+ 1)T, ω, z0)− ln I(nT, ω, z0)
)
=
1
T
∫ (n+1)T
nT
(
βr(t,ω)
S(t, ω, z0)G(I(t, ω, z0))
I(t, ω, z0)
− (µ+ α + δ)
)
dt
=
1
T
∫ T
0
(
βr(t+nT,ω)
S(t+ nT, ω, z0)G(I(t+ nT, ω, z0))
I(t+ nT, ω, z0)
− (µ+ α+ δ)
)
dt
=
1
T
∫ T
0
(
βr(t,θnTω)
S(t, θnTω, z(nT, ω, z0))G(I(t, θ
nTω, z(nT, ω, z0)))
I(t, θnTω, z(nT, ω, z0))
− (µ+ α + δ)
)
dt
=
1
T
∫ T
0
(
βr(t,θnT ω)S˜(t, S(nT, ω, z0))G
′(0)− (µ+ α + δ)
)
dt+
1
T
∫ T
0
βr(t,θnTω)
(
S(t, θnTω, z(nT, ω, z0))− S˜(t, S(nT, ω, z0))
)G(I(t, θnTω, z(nT, ω, z0)))
I(t, θnTω, z(nT, ω, z0))
dt
+
1
T
∫ T
0
βr(t,θnTω)S˜(t, S(nT, ω, z0))
(
G(I(t, θnTω, z(nT, ω, z0)))
I(t, θnTω, z(nT, ω, z0))
−G′(0)
)
dt
≥
1
T
∫ T
0
(
βr(t,θnT ω)S˜(t, S(nT, ω, z0))G
′(0)− (µ+ α + δ)
)
dt
−
L
T
∫ T˜1+T˜2
0
(∣∣∣∣S(t, θnTω, z(nT, ω, z0))− S˜(t, S(nT, ω, z0))∣∣∣∣)dt
−
L
T − (T˜1 + T˜2)
∫ T
T˜1+T˜2
(∣∣∣∣S(t, θnTω, z(nT, ω, z0))− S˜(t, S(nT, ω, z0))∣∣∣∣)dt
−
L
T
∫ T
0
(∣∣∣∣G(I(t, θnTω, z(nT, ω, z0)))I(t, θnTω, z(nT, ω, z0)) −G′(0)
∣∣∣∣)dt.
Substituting (3.29), (3.30) and (3.31) into the right side of the above inequality, it is obtained
that when χ1n(ω) = 1, we have
1
T
(
ln I((n+ 1)T, ω, z0)− ln I(nT, ω, z0)
)
≥
∑
e∈M
πeB(e)− 2ε. (3.32)
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Let
Θ = max
{∣∣∣∣βeSG(I)I − (µ+ α + δ)
∣∣∣∣ : 0 ≤ S, I ≤ Λµ , e ∈M
}
.
If χ2n(ω) = 1 or χ
3
n(ω) = 1, then
1
T
(
ln I((n+ 1)T, ω, z0)− ln I(nT, ω, z0)
)
=
1
T
∫ (n+1)T
nT
(
βr(t,ω)
S(t, ω, z0)G(I(t, ω, z0))
I(t, ω, z0)
− (µ+ α + δ)
)
dt
≥ −Θ. (3.33)
Summing up both sides of (3.32) and (3.33) respectively yields
1
T
(
ln I((n+ 1)T, ω, z0)− ln I(nT, ω, z0)
)
≥
(∑
e∈M
πeB(e)− 2ε
)
χ1n(ω)−Θ
(
χ2n(ω) + χ
3
n(ω)
)
,
which implies
1
kT
(
ln I(kT, ω, z0)− ln I(0)
)
≥
1
k
((∑
e∈M
πeB(e)− 2ε
) k−1∑
n=0
χ1n(ω)−Θ
k−1∑
n=0
(
χ2n(ω) + χ
3
n(ω)
))
holds for any k ∈ N. Noting that I(t) ≤ Λ/µ for all t ≥ 0, we then have
lim sup
k→+∞
1
k
((∑
e∈M
πeB(e)− 2ε
) k−1∑
n=0
χ1n(ω)−Θ
k−1∑
n=0
(
χ2n(ω) + χ
3
n(ω)
))
≤ 0. (3.34)
Using the arguments similar to that given in Theorem 3.1 of [12], we have
lim
k→+∞
1
k
k−1∑
n=0
χn(ω) = P(A) a.s.,
which implies
lim
k→+∞
1
k
k−1∑
n=0
χ3n(ω) = 1− P(A) ≤ ε a.s., (3.35)
and
lim
k→+∞
1
k
k−1∑
n=0
(
χ1n(ω) + χ
2
n(ω)
)
= lim
k→+∞
1
k
k−1∑
n=0
χn(ω) ≥ 1− ε a.s. (3.36)
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Multiplying both sides of (3.35) by Θ and multiplying both sides of (3.36) by−(
∑
e∈M πeB(e)
− 2ε), then adding to (3.34) yields
lim sup
k→+∞
1
k
[
∆
k−1∑
n=0
χ1n(ω)−Θ
k−1∑
n=0
χ2n(ω)−∆
k−1∑
n=0
(
χ1n(ω) + χ
2
n(ω)
)]
= lim sup
k→+∞
1
k
[
− (Θ + ∆)
] k−1∑
n=0
χ2n(ω)
≤ −∆(1− ε) + Θε a.s.,
where ∆ =
∑
e∈M πeB(e)− 2ε > 0. Hence, it is obtained that for ε sufficiently small,
lim inf
k→+∞
1
k
k−1∑
n=0
χ2n(ω) ≥
∆(1− ε)−Θε
Θ+∆
:= κ > 0 a.s. (3.37)
Denote by D(s) the closure of the region{
(S, I, R) ∈ R3+ :
Λ
µ+ α
≤ S + I +R ≤
Λ
µ
, I ≥ s, 0 < s <
Λ
µ
}
.
For the system (1.2), one can find a γ = γ(γ, T ) > 0 satisfying z(t, ω, z0) ∈ D(γ) for all
t ∈ [0, T ] and z0 ∈ K, provided that an s ∈ [0, T ] exists such that z(s, ω, z0) ∈ D(γ). Hence,
for each ω ∈ Ω˜ with χ2n(ω) = 1 and any z0 ∈ K, we have∫ (n+1)T
nT
1{z(t,ω,z0)∈D(γ)}dt = T,
which, combined with (3.37), implies
lim inf
t→+∞
1
t
∫ t
0
1{z(s,ω,z0)∈D(γ)}ds ≥ κ > 0 a.s.
By Fatou’s lemma, it then follows that
lim inf
t→+∞
1
t
∫ t
0
P
{
z(s, ω, z0) ∈ D(γ)
}
ds ≥ κ > 0.
Let O = D(γ)×M ⊂ X , we then have
lim inf
t→+∞
1
t
∫ t
0
P(s, x0, O)ds = lim inf
t→+∞
1
t
∫ t
0
P
{
z(s, ω, z0) ∈ D(γ)
}
ds ≥ κ > 0.
This completes the proof of Theorem 8. 
Remark 6. The method used in the proof of Theorem 8 is similar to that given in Theorem
3.1 of [12]. In the proceeding of the proof, it is most important to find a compact set O ⊂ X
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satisfying (3.28). Indeed, according to the results of Theorem 5, there exists a simpler
method for getting such compact set O ⊂ X as follows. By Theorem 5, we have
lim inf
t→+∞
1
t
∫ t
0
I(s)ds ≥
µ2
βM(µϑ+ βM(G′(0))2)Λ
∑
e∈M
πeB(e) := κ1 > 0 a.s.
if R0 > 1. Since
1
t
∫ t
0
I(s)ds =
1
t
∫ t
0
I(s) · 1{I(s)<κ1
2
}ds+
1
t
∫ t
0
I(s) · 1{I(s)≥κ1
2
}ds
≤
κ1
2
+
Λ
µ
·
1
t
∫ t
0
1{I(s)≥κ1
2
}ds,
we have
lim inf
t→+∞
1
t
∫ t
0
1{I(s)≥κ1
2
}ds ≥
µκ1
2Λ
a.s. (3.38)
By Fatou’s lemma, it then follows from (3.38) that
lim inf
t→+∞
1
t
∫ t
0
P
{
I(s) ≥
κ1
2
}
ds = lim inf
t→+∞
1
t
∫ t
0
E
[
1{I(s)≥κ1
2
}
]
ds
≥ E
[
lim inf
t→+∞
1
t
∫ t
0
1{I(s)≥κ1
2
}ds
]
≥
µκ1
2Λ
.
Let O = D(κ1
2
)×M ⊂ X . It then follows that
lim inf
t→+∞
1
t
∫ t
0
P(s, x0, O)ds = lim inf
t→+∞
1
t
∫ t
0
P
{
z(s, ω, z0) ∈ D
}
ds
= lim inf
t→+∞
1
t
∫ t
0
P
{
I(s) ≥
κ1
2
}
ds
≥
µκ1
2Λ
,
which implies that (3.28) holds.
3.3. Proof of Theorem 9
Proof. We shall complete the proof of this theorem by three steps.
Step 1. We shall prove that the process ((S(t), I(t), R(t)), r(t)) is positive Harris recur-
rent. Since the point z∗ ∈ Γ satisfies the condition (H), without loss of generality, we can
assume by the similar arguments in the proof of (b) in Theorem 7 that the function
ψ(s, t, u) = πpˆi
tˆi
◦ · · · ◦ πpˆ4
tˆ4
◦ πpˆ3
u+tˆ3
◦ πpˆ2
t+tˆ2
◦ πpˆ1
s+tˆ1
(z∗) (3.39)
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is defined and continuously differentiable in (−c, c)3 ⊂ R3 with
det
(∂ψ
∂s
,
∂ψ
∂t
,
∂ψ
∂u
)
6= 0 (3.40)
for any (s, t, u) ∈ (−c, c)3, where the states pˆk ∈ M, tˆk > 0, k = 1, . . . , i, and c is some
positive constant. From the definition of the set Γ, without loss of generality we can assume
that there exist p¯1, . . . , p¯j ∈ M and t¯1, . . . , t¯j > 0 such that z∗ = π
p¯j
t¯j
◦ · · · ◦ πp¯1
t¯1
(E∗1).
Because E∗1 is the equilibrium of system (1.2) in the state 1, for any w1 > 0 we then have
π1w1(E
∗
1) = E
∗
1 . Hence, z∗ can be rewritten as
z∗ = π
p¯j
t¯j
◦ · · · ◦ πp¯1
t¯1
◦ π1w1(E
∗
1). (3.41)
Substituting (3.41) into (3.39), it is obtained that for any w1 > 0,
ψw1(s, t, u) = ψ(s, t, u) = F˜ (t˜) ◦ π
pˆ3
u+tˆ3
◦ πpˆ2
t+tˆ2
◦ πpˆ1
s+tˆ1
◦ F (t¯) ◦ π1w1(E
∗
1),
where t˜ = (tˆ4, . . . , tˆi), t¯ = (t¯1, . . . , t¯j) and F˜ (t˜) = π
pˆi
tˆi
◦ · · · ◦ πpˆ4
tˆ4
, F (t¯) = π
p¯j
t¯j
◦ · · · ◦ πp¯1
t¯1
. For
each z ∈ R3+, we introduce the function as follows
Ψz,w1(s, t, u) = F˜ (t˜) ◦ π
pˆ3
u+tˆ3
◦ πpˆ2
t+tˆ2
◦ πpˆ1
s+tˆ1
◦ F (t¯) ◦ π1w1(z)
with the domain
D =
{
(s, t, u) : |s|, |t|, |u| < c :=
b
24
min {tˆ1, tˆ2, tˆ3, c}
}
,
where the positive constant b (b < 1) will be determined later. In particular, if we select
z = E∗1 , then
ΨE∗
1
,w1(s, t, u) = ψw1(s, t, u) = ψ(s, t, u),
which, together with (3.40), implies
det
(
∂ΨE∗
1
,w1
∂s
,
∂ΨE∗
1
,w1
∂t
,
∂ΨE∗
1
,w1
∂u
)∣∣∣∣
(0,0,0)
6= 0. (3.42)
Through a small perturbation for the function Ψz,w1(s, t, u), we obtain the following function
Ψz,w(s, t, u) = F˜ (t˜ + w3) ◦ π
pˆ3
u+tˆ3
◦ πpˆ2
t+tˆ2
◦ πpˆ1
s+tˆ1
◦ F (t¯ + w2) ◦ π
1
w1
(z)
with the domain (s, t, u) ∈ D, z ∈ R3+ and w = (w1, w2, w
′), where w2 = (x1, . . . , xj),
w′ = (y1, . . . , yi−4), w3 = (w
′, K˜ −
∑j
k=1 xk −
∑i−4
k=1 yk − w1 − (s+ t+ u)) satisfying
0 < w1, xk, yl <
b
12(i+ j − 3)
,
k = 1, . . . , j, l = 1, . . . , i− 4, and here K˜ = b/3.
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Note that for some fixed values of s, t, u and w, the point Ψz,w(s, t, u) may be not
necessarily accessible from any point z ∈ R3+ by the system (1.2), because two adjacent
elements e˜1, e˜2 of the ordered state set M˜ := {1, p¯1, . . . , p¯j, pˆ1, . . . , pˆi} may be not accessible
directly, i.e., the case where qe˜1,e˜2 = 0 may occur. However, owing to the irreducibility of
the transition rate matrix Q and the continuous dependence of the solutions on the time
and initial conditions, without loss of generality one can assume that the ordered state set
M˜ in the function Ψz,w satisfies that qe˜1,e˜2 > 0 for any two adjacent elements e˜1, e˜2 ∈ M˜,
i.e., the point Ψz,w(s, t, u) is accessible from any point z ∈ R
3
+ by the system (1.2). Thus,
in the remainder of the proof we will always assume that this fact is valid for the function
Ψz,w considered above.
Let us define the domain
W =
{
x ∈ Ri+j−3 : 0 < xk <
b
12(i+ j − 3)
, k = 1, . . . , i+ j − 3
}
.
By the continuous dependence of the solutions on the time and initial conditions, it is
obtained from (3.42) that there exist sufficiently small ε > 0, b such that
det
(
∂Ψz,w
∂s
,
∂Ψz,w
∂t
,
∂Ψz,w
∂u
)∣∣∣∣
(0,0,0)
6= 0
for any z ∈ B(E∗1 , ε) and w ∈ W . Thus, for any fixed z ∈ B(E
∗
1 , ε) and w ∈ W , a
small neighborhood Uz,w ⊂ D of the point (0, 0, 0) exists such that the mapping Ψz,w is a
diffeomorphism between Uz,w and Ψz,w(Uz,w). Note that the function Ψz,w is continuously
differentiable with respect to the parameter (z, w). Due to the modified slightly inverse
function theorem, for sufficiently small ε and b, one can find a open subset U ⊂ R3+ such
that for any z ∈ B(E∗1 , ε) and w ∈ W , we always have Uz,w ⊂ D and U = Ψz,w(Uz,w) with
d0 := inf
z ∈ B(E∗1 , ε),
w ∈ W,u ∈ U
∣∣∣Jz,w(u)∣∣∣ > 0,
where Jz,w(u) is the determinant of the Jacobian matrix of Ψ
−1
z,w at u.
Define the event
E =
{
r(0) = 1, the states of the process r(t) appear
in the order of {p¯1, . . . , p¯j, pˆ1, . . . , pˆi}
}
.
Denote by σ0, σp¯1 , . . . , σp¯j , σpˆ1, . . . , σpˆi the sojourns of the process r(t) in the environmental
states 1, p¯1, . . . , p¯j, pˆ1, . . . , pˆi, respectively. According to the preceding assumption, we then
have d1 := P(E) > 0 if r(0) = 1. Note that given that the event E occurs, random variables
σ0, σp¯1, . . . , σp¯j , σpˆ4 , . . . , σpˆi are independent. Hence,
d2 := P
{
(σ0, σp¯1 − t¯1, . . . , σp¯j − t¯j, σpˆ4 − tˆ4, . . . , σpˆi−1 − tˆi−1) ∈ W,σpˆi > K˜ + tˆi
∣∣∣E}
= P
{
w ∈ W,σpˆi > K˜ + tˆi
∣∣∣E} > 0.
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Let K =
∑j
k=1 t¯k +
∑i
k=1 tˆk + K˜. For any z ∈ B(E
∗
1 , ε) and any Borel set B ⊂ U , we have
P(K, z, 1, B × {pˆi})
≥ d1 · P
{
(σ0, σp¯1 − t¯1, . . . , σp¯j − t¯j , σpˆ4 − tˆ4, . . . , σpˆi−1 − tˆi−1) = w ∈ W,
(σpˆ1 − tˆ1, σpˆ2 − tˆ2, σpˆ3 − tˆ3) = (s, t, u) ∈ Ψ
−1
z,w(B), σpˆi > K˜ + tˆi
∣∣∣∣E}
= d1 · P
{
(s, t, u) ∈ Ψ−1z,w(B)
∣∣∣E, w ∈ W,σpˆi > K˜ + tˆi} · P{w ∈ W,σpˆi > K˜ + tˆi∣∣∣E}
≥ d1d2 · P
{
(s, t, u) ∈ Ψ−1z,w(B)
∣∣∣E, w ∈ W,σpˆi > K˜ + tˆi}.
Let h(x1, x2, x3) be the probability density function of random variables (σpˆ1 , σpˆ2, σpˆ3) under
the condition that the event E occurs. Since σpˆ1 , σpˆ2 , σpˆ3 are independent exponential
random variables given that the event E occurs, the function h(s + tˆ1, t + tˆ2, u + tˆ3) is a
smooth function and d3 := inf(s,t,u)∈D h(s + tˆ1, t+ tˆ2, u+ tˆ3) > 0. Thus,
P(K, z, 1, B × {pˆi}) ≥ d1d2 ·
∫
Uz,w
h(s+ tˆ1, t+ tˆ2, u+ tˆ3)1Ψ−1z,w(B)(s, t, u)dsdtdu
≥ d1d2d3 ·
∫
Uz,w
1Ψ−1z,w(B)(s, t, u)dsdtdu
= d1d2d3 ·
∫
U
1B(u1, u2, u3)
∣∣∣Jz,w(u1, u2, u3)∣∣∣du1du2du3
≥ d0d1d2d3 · m˜(B) = d4 ·m(B × {pˆi}), (3.43)
where d4 is some positive constant. By Lemma 16 and the similar arguments in Step 2 of the
proof in Theorem 7, it is obtained that for any initial value (z0, e) = ((S(0), I(0), R(0)), e) ∈
X , there exists with probability one a sequence of strictly increasing finite stopping times
{ςn}
∞
n=1 with respect to filtration F
n
0 , such that r(τςn) = 1 and (S(τςn), I(τςn), R(τςn)) ∈
B(E∗1 , ε) for all n ∈ N. Combining this property and (3.43), one can obtain by the strong
Markov property of the process ((S(t), I(t), R(t)), r(t)) that for d := P(K, z, 1, B×{pˆi}) > 0,
P(E˜) ≥ d+ (1− d)d+ (1− d)2d+ · · ·
=
d
1− (1− d)
= 1,
where E˜ represents the event that the process ((S(t), I(t), R(t)), r(t)) will enter B × {pˆi} at
some finite moment. Hence, if m(B × {pˆi}) > 0 with B ⊂ U , then P(E˜) = 1, which implies
that the condition (a) in the definition of Harris recurrent is satisfied with the measure
φ1(A) = m(A ∩ (B × {pˆi})) for any A ∈ B(X). Note that from Theorem 8, we have got
that the process ((S(t), I(t), R(t)), r(t)) has an invariant probability measure ν∗ on the state
space X . Consequently, the process ((S(t), I(t), R(t)), r(t)) is positive Harris recurrent.
Step 2. Next, we shall show that a lattice distribution a exists such that the correspond-
ing kernel Ka admits an everywhere non-trivial continuous component, which implies that
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the stochastic process ((S(t), I(t), R(t)), r(t)) is a T -process. Combining with the result in
Step 1, it then follows from Proposition 13 that for any initial value x0 ∈ X , the assertions
(2.8) and (2.9) are valid. Let us first consider two cases as follows.
Case 1. r(0) = 1 ∈ M. For each k ∈ N, it is obtained from Lemma 1 and the globally
asymptotic stability of the equilibrium E∗1 of system (1.2) in the state 1 that there exists
some n1k ∈ N such that if n ≥ n
1
k, π
1
nK(z) ∈ B(E
∗
1 , ε) for all z ∈ [k
−1, k]3 ∩ K.
Case 2. r(0) = e ∈M but e 6= 1. Due to the connectivity between distinct states of the
Markov chain r(t), we can get that a positive integer le (1 ≤ le ≤ E − 1) exists such that
qhe
0
,he
1
qhe
1
,he
2
· · · qhe
le−1
,he
le
> 0,
where {hek : 0 ≤ k ≤ le} ⊂ M and h
e
0 = e, h
e
le
= 1. From Lemma 1 and the globally
asymptotic stability of the equilibrium E∗1 , it then follows that for each k ∈ N, some n
e
k ∈ N
exists such that if n ≥ nek,
π
he
le
nK−(s0+···+sle−1)
◦ π
he
le−1
sle−1 ◦ · · ·π
he0
s0
(z) ∈ B(E∗1 , ε)
for all z ∈ [k−1, k]3 ∩ K and (s0, · · · , sle−1) ∈ [0, K/le]
le .
Let us select a sequence of strictly increasing {nk}
∞
k=1 with nk = maxe∈M{n
e
k}. Denote
by σhe
0
, . . . , σhe
le
the sojourn times of the process r(t) in the states he0, . . . , h
e
le
, respectively.
For each k ∈ N, we then have:
(1) if r(0) = 1,
p1k = P
{
σ˜ > nkK
∣∣∣r(0) = 1} > 0,
where σ˜ denotes the sojourn time of the process r(t) in the states 1;
(2) if r(0) = e ∈M\{1},
pek = P
{
(σhe
0
, . . . , σhe
le−1
) ∈ [0, K/le]
le , σhe
0
+ · · ·+ σhe
le
> nkK
∣∣∣r(0) = e} > 0.
Letting pk = mine∈M{p
e
k} for each k ∈ N, we can get
P
(
nkK, z, e, B(E
∗
1 , ε)× {1}
)
≥ pk
for any z ∈ [k−1, k]3 ∩K and e ∈ M. By the Kolmogorov-Chapman equation, this, together
with (3.43), implies that
P
(
(nk + 1)K, z, e, B × {1}
)
≥ pkd4 ·m(B × {1})
for any z ∈ [k−1, k]3 ∩ K, e ∈ M and any Borel set B ⊂ U , where we here use the fact
that in the proof of Step 1 in this theorem, we can assume that the state pˆi = 1 without
loss of generality. As in the proof of Theorem 4.2 in [12], we construct a lattice distribution
a(nK) = 2−n, n ∈ N, and the corresponding Markov transition function Ka(z, e, A) =∑∞
n=1 2
−n
P(nK, z, e, A) for any (z, e) ∈ X and A ∈ B(X). Moreover, the kernel Ka has an
everywhere non-trivial continuous component T : X × B(X)→ [0,+∞) defined by
T (z, e, A) = 2−(nk+1+1)pk+1d4 ·m
(
A ∩ (U × {1})
)
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when z ∈ (((k+1)−1, k+1)3\(k−1, k)3)∩K, k ∈ N. Thus, the process ((S(t), I(t), R(t)), r(t))
is a T -process.
Step 3. We now shall that the stationary distribution ν∗ of the process ((S(t), I(t), R(t)),
r(t)) has a density f ∗ with respect to the product measure m on X and supp(f ∗) = Γ×M.
Since the argument is similar to that of [11], we here only sketch the proof to point out the
difference with it.
Noting that Γ is a positive invariant set of system (1.2), it follows from (b) of Theorem 7
that limt→+∞ P{z(t) ∈ Γ} = 1, which implies that ν
∗(Γ×M) = 1. Applying the Lebesgue
decomposition theorem, there exist unique probability measures ν∗a , ν
∗
s and κ ∈ [0, 1] such
that ν∗ = (1 − κ)ν∗a + κν
∗
s , where ν
∗
a is absolutely continuous with respect to m and ν
∗
s is
singular. It is easy to see that if κ = 0, then ν∗ = ν∗a , i.e., ν
∗ is absolutely continuous with
respect to m. Suppose κ 6= 0. By the similar arguments in Proposition 3.1 of [11], one can
get that ν∗s is also a stationary distribution, and a measurable subset Γ0 ⊂ Γ exists with
m˜(Γ0) = 0 and ν
∗
s (Γ0×M) = 1. From the proof in (b) of Theorem 7 and Step 1 of the proof
in this theorem, it is obtained by the continuous dependence of the solutions on the time
and initial conditions that for sufficiently small ε, b in the Step 1, a open set U ⊂ Γ exists
such that
P
(
K, z, 1, B × {pˆi}
)
≥ d4 ·m(B × {pˆi})
for any Borel set B ⊂ U , where z ∈ B(E∗1 , ε). Noting that m((A\C)×M) = m(A×M) for
anyM⊂M and any Lebesgue measurable subsets A, C of K with m˜(C) = 0, we then have
P
(
K, z, 1, (Γ\Γ0)×M
)
≥ P
(
K, z, 1, (U\Γ0)×M
)
≥ P
(
K, z, 1, (U\Γ0)× {pˆi}
)
≥ d4 ·m((U\Γ0)× {pˆi})
= d4 ·m(U × {pˆi}) > 0.
Through the similar arguments in Proposition 3.1 in [11], it follows that ν∗sP
K((Γ\Γ0)×M) >
0, which is contradict with
ν∗sP
K((Γ\Γ0)×M) = ν
∗
s ((Γ\Γ0)×M) = 0
due to the stationary distribution property. Thus, κ = 0, which implies that ν∗ is absolutely
continuous with respect to m with the density f ∗.
Finally, by the similar arguments of Proposition 3.1 in [11], one can also conclude that∫
V
f ∗dm > 0 for all open set V ⊂ Γ ×M, which implies that supp(f ∗) = Γ ×M. This
completes the proof of Theorem 9. 
4. Discussion
In this paper, we have established the threshold dynamics of the disease extinction and
persistence for the system (1.2). That is, the disease can be eradicated almost surely if
R0 < 1, while the disease persists almost surely if R0 > 1. Moreover, we also have given the
ergodic analyzing of this epidemic model. The global attractivity of the Ω-limit set of the
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system and the convergence in total variation of the instantaneous measure to the stationary
measure were obtained under the weakened conditions. From two environmental regimes
to any finite ones, the method presented in this paper is a generalization of the techniques
used by [11, 12] for the ergodic analyzing of the piecewise deterministic Markov process. For
analyzing the ergodicity of the considered system, the generalized method requires weaker
conditions and is applicable to the multi-dimension system with any number of environmental
regimes.
Note also that only the transmission rate β of model (1.2) is disturbed because in reality it
is more sensitive to environmental fluctuations than other parameters for human populations.
Nevertheless, it is easy to see that the method used in this paper can be easily extended
to the case where other parameters of model (1.2), such as the recruitment rate Λ and the
natural mortality µ, can also change with the switching of environmental regimes, which
may be more reasonable for the wildlife population. In addition, by this new method, under
weaker conditions, we can directly extend the results in [11, 12, 15] from two environmental
states to any finite ones.
However, in the case when R0 > 1, the extra condition that some point in the Ω-limit
subset Γ satisfying the condition (H) exists is required for ensuring the global attractivity
of the Ω-limit set of system (1.2) and the convergence in total variation of the instantaneous
measure to the stationary measure. From a biological point of view, what is the biological
meaning of this condition? To obtain the ergodicity of system (1.2), is it enough that only
the condition that R0 > 1 is satisfied? We leave these questions for future work.
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