Traffic anomalies in communication networks greatly degrade network performance.
Introduction
Anomalous events in communication networks cause traffic behavior to deviate from its usual profile. Hence, network traffic anomalies may be identified by analyzing traffic patterns. Various methods have been employed for detecting traffic anomalies. Early approaches include developing traffic models using statistical signal processing techniques. A baseline profile of network regular operation is developed based on a parametric model of traffic behavior and a large collection of traffic samples to account for all possible anomaly-free cases [ 1] . Anomalies may then be detected as sudden changes in the mean values of variables describing the baseline model.
978-1-4673-1487 -9/12/$31.00 ©2012 IEEE However, it is infeasible to acquire datasets that include all possible cases. In a network with quasi-stationary traffic, statistical signal processing methods may be employed to detect anomalies as correlated abrupt changes in network traffic [ 2] .
In recent years, machine learning techniques have been employed for traffic classification. Unsupervised machine learning models are used to detect anomalies in networks with non-stationary traffic [ 3] . The one-class neighbor machine [ 4] and recursive kernel based online anomaly detection [ 5] algorithms are effective methods for detecting anomalous network traffic [ 6] . The Naive Bayes (NB) estimators perform well for categorizing the Internet traffic based on various applications [ 7] .
The Border Gateway Protocol (B GP) [ 8] is used for routing packets between the Internet Autonomous Systems (A Ss ). BGP anomalies may be categorized as misconfigurations, worms, or blackouts. Rule based methods have been already employed for detecting anomalous BGP events [ 9] . However, they are non-adaptive, have high computational complexity, and require a priori knowledge of network conditions. A BGP anomaly detector has been proposed and implemented using statistical pattern recognition techniques [ 10] . For example, a Bayesian detection algorithm was designed to show that unexpected route misconfigurations may be identified as statistical anomalies [ 11] . An instance-learning framework may also employ wavelets to systematically identify anomalous BGP route advertisements [ 12] . We have recently evaluated Support Vector Machine (SVM) and Hidden Markov Model (HMM) classifiers for detecting BGP anomalies [ 13] .
In the past, the main focus of proposed approaches was to develop models for traffic classification. However, the accuracy of a classifier depends on the underlying model, the extracted features, and the combination of features used for developing the model. In this paper, we address feature selection process to detect BGP anomalies. The employed algorithms belong to the category of filters, where feature selection is independent of Table 2 : List of features extracted from BGP update messages. the underlying learning algorithm [ 14] . This paper is organized as follows. In Section 2, we describe feature extraction from raw BGP data. A brief review of the employed feature selection algorithms is presented in Section 3. Design and implementation of the proposed NB classifiers are described in Section 4 while their performance is evaluated in Section 5. We conclude with Section 6.
Feature Extraction
BGP update messages are available to the research commu nity through the Route Views project [ 15] and the Routing Information Service (R IS) project within the Reseaux IP Europeens (R IPE) community [ 16] . The BGP messages are collected in multi-threaded routing toolkit (MRT) binary format [ 17] . The anomalous traffic traces are collected by RIPE during Slammer, Nimda, and Code Red I attacks. The list of collected anomalies along with regular (anomaly-free ) datasets is given in Table 1 . We used the Zebra tool [ 18] to convert MRT data to ASCII format. We also developed a tool that employs the regular expression library of C# to extract features from the ASCII files.
The BGP protocol generates four types of messages: open, update, keep alive, and notification. We only consider the BGP update messages because they contain all necessary features for anomaly classification. The extracted features are categorized into volume and AS-path features. The AS-PAT H is a BGP update message attribute that enables the protocol to select the best path for routing packets. The update messages carry information about paths that BGP packets traverse. A feature is categorized as AS-path if it is derived from the AS-PAT H attribute. Otherwise, it is categorized as a volume feature. Extracted features F and their categories are listed in Table 2 .
BGP traffic features are sampled every minute within a five day window. Hence, 7,200 samples are generated for each anomalous event. Samples from two days before and after each anomaly are used as regular test datasets. Each sample Average AS-PATH length
AS-path 6
Maximum AS-PATH length
AS-path 7
Average unique AS-PATH length
AS-path 8
Number of duplicate announcements volume 9
Number of duplicate withdrawals volume 10
Number of implicit withdrawals volume 11
Average edit distance
AS-path 12
Maximum edit distance
AS-path 13
Inter-arrival time 
Feature Selection
Feature selection algorithms improve classification accuracy by selecting features that are most relevant to the classification task. We employ the Fisher [ 19] , [ 20] , three variants of the minimum Redundancy Maximum Relevance (mR MR ) [ 21] , extendedlweightedlmulti-class odds ratio (EORIW ORI MOR) , and class discriminating measure (CDM) [ 22] selection al gorithms. We selected the top ten features while neglecting weaker and distorted features.
The Fisher feature selection algorithm computes the score <Pk for the kth feature as a ratio of inter-class separation and intra-class variance. Features with higher inter-class separation and lower intra-class variance have higher Fisher scores. If there are N! anomalous samples and N!: regular samples of the kth feature, the mean values m� of anomalous samples and m� of regular samples are calculated as
The mR MR algorithm relies on an information theory approach for feature selection. It selects a subset of features that contains more information about the target class while having less pairwise mutual information. A subset of features 8 = {Xl, ... , Xk, ... } with 181 elements has the minimum redundancy if it minimizes (3 ) and maximum relevance to the classification task if it maxi mizes (4 ) where C is a class vector and I denotes the mutual information function calculated as The odds ratio (OR) algorithm and its variants perform well for selecting features to be used in binary classification with NB models. In case of a binary classification with two target classes e and e, the odds ratio for a feature Xk is (6 ) where ak and rk are the sets of anomalous and regular samples for feature k, respectively. The Fisher score for the kth feature where Pr(Xk Ie) and Pr(Xk Ie) are the probabilities of feature is calculated as Xk being in classes e and e, respectively.
The extended odds ratio (EOR) , weighted odds ratio (W OR ), multi-class odds ratio (MOR) , and class discriminating measure (CDM) are variants that enable multi-class feature selection. In case of a classification problem with 'Y = { Cl, C2, ... , CJ} classes, where Pr(Xk ICj) is the conditional probability of Xk given the class Cj and Pr( Cj) is the probability of occurrence of the jth class. The OR algorithm may be extended by computing Pr(Xklcj) for continuous features. If the sample points are independent and identically distributed, (6 ) may be written as where IXk I and Xik denote the size and the ith element of the kth feature vector, respectively. A realization of the random variable Xik is denoted by Xik. Other variants of the OR algorithm may be extended to continuous cases in a similar manner. The top ten selected features are listed in Table 3 .
Classification with Naive Bayes (NB)
The Bayesian classifiers are among the most efficient machine learning classification tools. They assume conditional independence among features. Hence,
where Xk and Xl are realizations of feature vectors Xk and Xl, respectively. In a two-way classification, classes Cl and C2 denote anomalous and regular data points, respectively. We arbitrarily assign labels Cl = 1 and C2 = -1. For a four way classification, we define four classes Cl = 1, C2 = 2, C3 = 3, and C4 = 4 that denote Slammer, Nimda, Code Red I, and Regular data points, respectively. Even though it is naive to assume that features are independent conditioned on a given class (8 ) , in certain applications NB classifiers perform better compared to other classifiers. They also have low complexity and may be trained effectively with smaller datasets. We train generative Bayesian models that may be used as classifiers using labeled datasets. In such models, the probability distributions of the priors Pr( Cj ) and the likelihoods Pr(Xi = xilcj) are estimated using the training datasets.
Posterior of a data point represented as a row vector Xi is calculated using the Bayes rule
The naive assumption of independence among features helps calculate the likelihood of a data point as 
where Nj is the number of training data points that belong to the lh class and N is the total number of training points. The parameters of two-way and four-way classifiers are estimated and validated by a tenfold cross-validation. In a two-way classification, an arbitrary training data point Xi is classified as anomalous if the posterior Pr( cIIXi = Xi) is larger thanPr(c2lXi =Xi).
Performance Evaluation
We use the MATLAB statistical toolbox to develop NB classifiers. The feature matrix consists of 7,200 rows for each dataset corresponding to the number of training data points and 17 columns representing features for each data point. Two classes are targeted: anomalous (true ) and regular (false ). In a two-way classification, all anomalies are treated to be of one type while in a four-way classification, each training data We use three datasets listed in Table 4 to train the two-way classifiers. Performance of two-way and four-way classifiers is evaluated using various datasets. The results are verified by using regular RIPE and regular BCNET [ 23] datasets. The regular BCNET dataset is collected at the BCNET location in Vancouver, British Columbia, Canada [ 24] , [ 25] . The proposed classifiers are trained using the top selected features listed in Table. .. . TP
• true positive (T P) is the number of anomalous training data points that are classified as anomaly; • true negative (T N) is the number of regular training data points that are classified as regular;
• false positive (FP) is the number of regular training data points that are classified as anomaly;
• false negative (FN) is the number of anomalous training data points that are classified as regular.
The sensitivity measures the ability of the model to identify the anomalies (true positives ) among all labeled anomalies (true ). The precision is the ability of the model to identify the anomalies (true positives ) among all data points that are classified as anomalies (positives ). The accuracy treats the regular data points to be as important as the anomalous training points. Hence, it is not an adequate measure when comparing performance of classifiers. For example, if a dataset contains 900 regular and 100 anomalous data points and the NB classifies these 1,000 data points as regular, its accuracy is 90%, which seems high at the first glance. However, no anomalous data point is correctly classified and, hence, the F score is zero. Therefore, the F-score is often used to compare performance of classification models. It is the harmonic mean of the precision and the sensitivity and reflects the success of detecting anomalies rather than detecting both anomalies and regular data points.
Two-Way Classification
The results of the two-way classification are shown in Table 5 . The combination of Code Red I and Nimda training data points (NB3 ) achieves the best classification results. The NB models classify the training data points of regular RIPE and regular BCNET datasets with 95.8% and 95.5% accuracies, respectively. There are no anomalous data points in these datasets and, thus, both TP and FN values are zero. Hence, the sensitivity is not defined and precision is equal to zero. Consequently, the F-score is not defined for these cases and the accuracy reduces to Classifiers trained based on features selected by the OR algo rithms often achieve higher accuracies and F-scores for training and test datasets listed in Table 4 . The OR selection algorithms perform well when used with the NB classifiers because the feature score (6 ) is calculated using the probability distribution that the NB classifiers use for posterior calculations (9 ) . Hence, the features selected by the OR variants are expected to have stronger influence on the posteriors calculated by the NB classifiers [ 26] . The WOR feature selection algorithm achieves the best F-score for all NB classifiers.
The Slammer worm test data points that are incorrectly classified (false positives and false negatives ) using the NB3 classifier trained based on the features selected by WOR in the two-way classification are shown in Figure 2 
Four-Way Classification
The four-way classification results are shown in Table 6 . The four-way NB model classifies data points as Slammer, Nimda, Code Red I, or Regular. Both regular RIPE and regular BCNET datasets are tested. Regular BCNET dataset classification results are also listed in order to verify the performance of the proposed classifiers. Although it is more difficult to classify four distinct classes, the classifier trained based on the features selected by the MOR algorithm achieves 68.7% accuracy. Performance of the NB classifiers is often inferior to the SVM and HMM classifiers [ 13] . However, the NB2 classifier trained on Slammer and Code Red I datasets performs better than the SVM classifier.
Conclusions
In this paper, we successfully classified anomalies in BGP traffic traces using NB models. We employed various feature selection algorithms and generative NB models to design anomaly detectors. We extended the usage of the OR algorithms from categorical to continuous features. The OR algorithms often achieved higher F-scores in the two-way and four-way classifications with various training datasets. The NB classifiers may be used for online detection of anomalies because they have low complexity and may be trained effectively on smaller datasets.
