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Abstract
Analogue gravity designates the study of curved spacetime in a laboratory environment
and allows to test concepts of General Relativity. This analogy is established via a
conformal identity between the flow of curved spacetime and inhomogeneous flows in
hydrodynamics, which predicts that small waves on a fluid behave exactly as scalar
fields in a curved spacetime metric. Atomic quantum fluids such as Bose-Einstein
Condensates (BEC) are a widespread workbench for studying artificial black holes and
many-body physics but face considerably large experimental challenges. In recent years,
quantum fluids of light became a promising alternative at less technical expense, where
the many-body dynamics in a laser beam are established via photon-photon interactions
mediated through an optical nonlinearity. Whereas recent works considered strongly
confined laser fields in microcavities, this work presents a photon fluid in a propagating
geometry, i.e. a paraxially propagating laser beam in a bulk nonlinear medium. In this
scenario, the propagating direction maps onto a time coordinate and the photon fluid is
established in the transverse beam profile. The thermal nonlinearity is excited through
heating of the absorbed laser power that introduces a nonlocal response of the medium
and adds another level of complexity.
It is experimentally shown that the dynamics of small amplitude excitations are gov-
erned by the Bogoliubov dispersion relation and allows to observe superfluidity at suf-
ficiently large wavelengths. This is confirmed by the onset of persistent currents and
the nucleation of quantized vortices in sub- and supercritical flows around an extended
obstacle, which is a direct observation of superfluidity in a room-temperature system.
The superfluid regime is a requirement for building analogue spacetime metrics and is
thus of paramount importance. The spacetime of a rotating black and white whole
was then created by shaping the topology of the spatial phase using diffractive phase
masks. The experimental measurements of the inhomogeneous flows revealed, for the
first time conclusive evidence of a (2+1) dimensional acoustic horizon and ergosphere.
Such a system promises to study Penrose superradiance, where first experimental and
numerical results for its observation are presented.
Finally, nonlinear wave dynamics such as self-steepening and shock formation are stud-
ied where the dynamics can be interpreted in terms of a self-induced spacetime. Fur-
thermore, the dynamics of a sea of incoherent waves is studied with respect to the
long-range interactions provided by the nonlocality, where a novel transition from indi-
vidual dispersive shock waves towards a collective giant shock wave is observed.
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Chapter 1
Fluids of light - An introduction
1
CHAPTER 1. FLUIDS OF LIGHT - AN INTRODUCTION
1.1 Motivation
A fluid made out of light is at first a strange thing to imagine. From daily experience,
everybody is familiar how fluids look like and how they behave under external influences
such as wind, gravity or temperature. So how does a ”light” fluid look like?
On large scales, fluids such as water appear as a homogeneous flowing medium, whose
properties are different from other forms of matter such as gases or solids. The physical
definition of a solid, gas or liquid may be characterised via macroscopic properties of
that matter such as density, pressure or temperature and depending on these a lump of
matter takes the corresponding aggregate state. Today we know that the properties of
any matter arise from the interactions of the microscopic constituent particles, an idea
that dates back to greek philosophers over 2500 years ago. The macroscopic properties
of a fluid are therefore directly linked to how these particles interact. In that perspec-
tive, the question of how a fluid looks like and how it behaves depends on the relevant
interactions of its building blocks. With this in mind, the terminology of fluids applies
to a very general system, whose appearances may differ from everyday experience. An
example are traffic jams on highways, where the overall density of constituent particles,
the vehicles is large enough, such that a coupling between neighbouring vehicles be-
comes relevant. If one vehicle changes its speed, it induces a density variation that the
others have to react to in order to avoid collision. This density variation will propagate
along the highway as a ”pressure” wave.
In the case of light, the microscopic particles that build a ray of light, the photons, are
described by the theory of quantum mechanics as massless bosons. As a consequence,
photons do not interact in vacuum and will therefore not be able to create a state that
may be described as a gas or fluid. If the photons build up a laser beam that is propa-
gating inside a transparent material, this situation changes. Depending on the material
and the photon density (i.e. Laser intensity), the photons can change the refractive
index of the material, that will have a back-reaction on the photons itself. In other
words, photons do interact in such materials and under specific conditions, such a laser
beam is a fluid of interacting particles.
Interestingly, these so called fluids of light, or photon fluids have the properties of
quantum fluids, a macroscopic manifestation of quantum mechanics where the dynam-
ics of the whole fluid is governed by a single wave function. These have sparked a huge
interest in the past two decades since the first realisation of an atomic Bose-Einstein
Condensate, where the quantum degeneracy of a cloud of ultra-cold atoms leads to
a macroscopic occupation of the ground state. The situation is becoming even more
interesting in the presence of interactions that lead to spectacular effects such as su-
2
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perfluidity or superconductivity. In general, the rich physics of many-body systems has
attracted a lot of theoretical and experimental interest in various different fields from
ultra-cold atoms over electrons in semiconductors to quark-gluon plasma in particle col-
liders. Nowadays, quantum fluids and especially atomic BECs are a platform to study
nonlinear dynamics, such as generation and interaction of quantised vortices, solitons
or shock waves. On the other hand, they are used for quantum simulators, where the
high controllability allows to build ’artificial solids’ that allow to model many-body sys-
tems, which are impossible to solve with current computational techniques. They are
also promising candidates for applications that require superb interferometric accuracy,
i.e. detection of gravitational waves. In the past decade, BECs became an established
workbench for analogue gravity studies that are able to create artificial scenarios of
curved spacetimes i.e. an experiment that simulates waves in the vicinity around a
black hole. These display an experimental testbed for concepts of general relativity.
Nonetheless, the realisation of a BEC took almost 70 years after it was first predicted
by Satyendranath Bose and Albert Einstein in the early 1920s, and shows how diffi-
cult it is to control a gas of particles such that they form a condensate. Even today
it requires extensive experimental effort to trap and cool a cloud of atoms down to
nano-Kelvin and therefore the community is always in search of new quantum fluids
that require less technical and financial resources. Quantum fluids of light provide easy
experimental access and wide tunability of parameters and are therefore promising al-
ternatives. Over the recent years, a variety of different systems has reemerged that
are based on light which is trapped in a cavity to enhance the light-matter interaction.
The most spectacular theoretical and experimental studies have shown Bose-Einstein
condensation and superfluidity of photons. In this thesis, an even simpler approach to
a photon fluid is presented, where the transverse plane of a paraxially propagating laser
beam in a thermal nonlinear medium is shown to exhibit characteristics of a quantum
fluid. In this system, the photon-photon interactions can be tuned in magnitude and
in range, which allows to control the macroscopic properties of this fluid very easily
while an overall flow can be designed by the topology of the optical phase of the laser.
This versatility allows to precisely build (2+1) dimensional fluid geometries that can
be used to study analogue gravity of i.e. rotating black holes. For this reason, a thor-
ough investigation of the dynamics of elementary excitations is carried out to study the
photon fluid dispersion relation and aspects of superfluidity. As will be shown, when
the amplitudes of such excitations are non-pertubative, the dynamics allow to study
self-steepening and shock waves. Furthermore, the tunability of long range interactions
can be used to investigate self-organisation processes of turbulent wave systems that
draw links to dynamics of galaxies. Future directions show that the analogies are even
3
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richer. The self-induced blow up of a narrow laser spot mimics certain facets of an
expanding universe in cosmological models. Additionally, by changing from repulsive
to attractive interactions the description of a fluid breaks down, but the dynamics are
now ruled by the Newton-Schro¨dinger equation that enables to simulate self-gravitating
wave functions.
1.2 A brief history
The concept of a photon fluid applies to a variety of systems exhibiting a light-matter
coupling that eventually leads to a collective behaviour of a many photon system in the
form of a quantum fluid. The photon-photon interactions are induced by the optical
nonlinearity of the system and may therefore differ among the various implementa-
tions. Depending on the specific problem, the common approach is to reformulate the
equations that govern the temporal evolution of the optical field, onto a generalised
Gross-Pitaevskii equation that describes the dynamics of a quantum fluid. In optics,
this identity is met by the Nonlinear Schro¨dinger Equation (NLSE) that describes the
paraxially propagating laser field in a nonlinear optical medium. In the case of a defo-
cusing nonlinearity, the local light intensity maps into a fluid density and the gradient
of the phase into a fluid flow. The first branding of a coherent light field as a photon
fluid dates back to the early nineties, where the evolution of the field in a laser cavity
was reformulated into a Ginzburg-Landau equation and demonstrated the correspon-
dence to the dynamics of a quantised fluid [1,2]. Here, the interactions are mediated via
the nonlinear refractive index of the gain medium. In the following decade, a growing
interest was devoted to the hydrodynamical aspects of the transverse field dynamics in
cavities. In particular, the observation of phase singularities was soon interpreted as
quantised vortices [3, 4], a hallmark signature of quantum fluids.
The strong links to Bose-Einstein Condensates raised questions in the community re-
garding differences between laser operation and condensation. Where a BEC results
from thermal equilibrium, the driven-dissipative laser operation follows from a dynam-
ical balance between pumping and dissipation. Experimentally, this was recognized
by a growing interest in optical semiconductor cavities, where a strong coupling be-
tween excitons in the bulk material and the photons lead to a mixed quasiparticle, the
exciton-polariton. The optical nonlinearity arises here through the strong interactions
between the excitons. The small mass of exciton-polaritons promised quantum degener-
acy and thus condensation at higher temperatures compared to atoms. Pioneering stud-
ies reported BECs of polaritons [5–7], where the thermalisation occurred via polariton-
polariton collisions. In another system, a photon BEC was observed where a cavity
4
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Figure 1.1: Photon fluid in a semiconductor micro cavity. a) The photon mode is
strongly coupled to the excitons in the quantum well (QW) giving rise to a photon-
photon interaction. The photon fluid plane is in the transverse plane, i.e. a mode with
frequency ω and in-plane vector kII may be excited by a laser beam with incident angle
θ b) and c) Farfield spectrum showing the Bose-Einstein condensation of an exciton-
polariton condensate for increasing intensity (polariton density). Taken from Kasprzak
et al. [5].
filled with fluorescent dye allowed photon thermalization [8]. Like the exciton-polariton
system, the dye-microcavities require continuous pumping due to dissipation and losses
but possess in contrast only weak light-matter coupling [9].
However, exciton-polariton systems are off-resonantly pumped, so that the conden-
sate forms after relaxation processes of injected hot electron-hole pairs [10]. When
coherently pumped, it was shown that the field may be described by a generalized
Gross-Pitaevskii formalism without dealing with complex relaxation mechanisms [11].
Consequently, the hydrodynamical aspects of these photon fluids gained a lot of interest
due to easy experimental access to many-body physics and theoretical studies revealed
that the dynamics of elementary excitations on top of the photon fluid follow the Bo-
goliubov dispersion relation [12]. The spatial confinement of the cavity provides an
effective mass for the photons while the third order nonlinearity of the system gives rise
to interactions. As a result, the low momentum excitations have a linear dispersion and
can be described as phonons of the photon fluid. In the following, experimental studies
on the superfluid aspects of the photon fluids reported the dissipationless flow around a
defect, that was confirmed by an interpretation in terms of the Landau criterion for su-
perfluids [13,14]. As the flow was increased beyond the speed of sound, the breakdown
of superfluidity was observed by the characteristic nucleation of quantised vortex and
anti-vortex pairs [15] and furthermore the creation of dark solitons [16]. The superfluid
5
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Figure 1.2: Photon fluids in a thermal bulk medium. left panel: The effective photon-
photon interaction is mediated via a thermally induced change of the refractive index.
The fluid plane is in the transverse plane to the propagation direction. right panel: a)
Dark beam immersed in a bright background creates a dark soliton when nonlinear self-
defocusing balances diffraction and gradient catastrophe b) when nonlinearity exceeds
diffraction (Nd-Vanadate laser in methanol+rhodamine B, taken from Conti et al. [23]).
c) and d) Same effects observed in a methanol/graphene solution from the Heriot-Watt
Experiment.
character of these systems allows to build analogue gravity models, where the linear
dispersion of the photon fluid mimics the dispersionless vacuum. In this situation, it is
possible to map the equation of motion of these waves onto an effective Klein-Gordon
equation, describing scalar fields in a curved spacetime [17]. Recently, semiconductor
exciton-polariton condensates have been proposed to study Hawking radiation from an
acoustic horizon in an inhomogeneous flow in the photon fluid [18] and first experimen-
tal realisations of such a flow have been reported [19].
Next to driven-dissipative systems, an alternative approach to photon fluids involves
a cavityless system, where the transverse profile of the laser beam that is propagating
through a bulk nonlinear material, is described as a fluid where the longitudinal prop-
agation axis is replaced by the time coordinate. These systems are commonly referred
to as photon fluids in a propagating geometry. The photon-photon interactions are also
mediated by a third order nonlinearity of the bulk material where photo-refractive crys-
tals and thermal nonlinear liquids are a commonly used platform. Theoretical interest
in the hydrodynamic properties of these systems was stimulated by the observation of
quantised vortices in laser beams travelling through a cell filled with a slightly absorb-
ing liquid [20–22]. Especially strong attention was revived towards solitonic structures.
A soliton forms when dispersive effects are counterbalanced by the self-induced change
6
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of the properties of the underlying medium, and appear in optics as self-trapped beams
in the spatial (or pulses in the temporal) domain. In general, solitons appear in various
fields of physics, such as water or atmosphere, plasmas, nonlinear optics, molecular
chains or BECs and are of great interest due to their particle like features. Although
self-trapping of optical beams was known since the early 1960s, most research on solitons
in optics was devoted to 1D systems, i.e. optical pulses in fibres, where solitons may
be described as solutions of an integrable 1D NLSE. The prediction and observation of
2D solitons in saturable nonlinear media [22, 24, 25] drew the attention towards higher
dimensional systems, such as beams in a propagating geometry, that showed interesting
new phenomena [26–30]. In photon fluids with defocusing nonlinear media, a spatial
soliton is manifested by self trapping of dark beams or stripes, i.e. a region of zero
intensity immersed in a high intensity background, where the diffraction is balanced
by the self-defocusing (that corresponds to an effective self-focusing of the dark beam).
Whereas bright solitons may form due to instabilities of plane waves in focusing media,
dark solitons are generally different in the sense that they need a phase singularity or
phase jump to be created in defocusing media [31].
The rich physics of 2D soliton dynamics was mainly studied in thermal media and
photofrefractive crystals. Both systems exhibit a nonlocal nonlinearity, that is found
in diffusive systems where the material response is not only dependent on the local
intensity but also on the surrounding intensities. This induces a long range interaction
that gives rise to new phenomena, such as attractive soliton-soliton interactions and
the formation of bound states [32–34]. The build up of such a nonlinearity is non-
instantaneous, i.e. the charge carriers in photofrefractive crystals need a finite time to
build up the space-charge field that is required for the electro-optic effect and the same
is true for thermal media, where the heating of the absorbed laser power induces the
nonlinearity via the thermo-optic coefficient. Such media support incoherent solitons,
i.e. self-trapping of beams that are both temporally and spatially incoherent [35, 36],
which is understood by an averaging effect in the temporal and spatial domain of the
non-instantaneous nonlocal nonlinearity.
Besides solitons, a deeper hydrodynamical viewpoint of beams in a propagating geom-
etry was recognized in studies on the transverse patterns of strongly self-defocusing
beams. These can be interpreted as dispersive shock waves, a fundamentally different
type of shock waves compared to classical fluids, that in the absence of viscosity are
regularized by dispersion rather than dissipation [37]. These were also found in BECs
a few years earlier [38, 39], and gave a first experimental observation of superfluid ef-
fects in these kind of photon fluids. Dispersive shock waves are characterised by an
oscillatory shock front that is understood as a spatial self-phase modulation resulting
7
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from steep gradients of the transverse intensity profiles. In the nonlocal case, these
shock waves appear without the characterstic oscillations due to the averaging effect
of the nonlocal nonlinearity, but can be identified via spatial phase chirp singulari-
ties [40, 41]. These studies mainly used a photon fluid language in the sense that the
dynamics were described in terms of the hydrodynamical analogue of the NLSE. In
that perspective, solitonic structures as well as shock waves are phenomena that are
described by nonlinear equations of motion in the transverse plane of the laser beam.
Their respective amplitudes are large enough so that they are locally changing the
properties of the background fluid. Few studies considered the linear aspects of the
hydrodynamics, i.e. where small amplitude excitations can be treated as pertubations
on a strong background fluid. Following the prediction of superfluidity for classical
fluctuations in this system [12], it was shown through a wave turbulence mechanism,
that a sea of random waves can undergo condensation into a coherent state, formally
identical to Bose-Einstein condensation, but for classical waves [42]. Only recently, the
dynamics of small amplitude excitations have been considered for studies of many-body
physics [43–45], while very few experimental studies in bulk nonlinear media have been
reported on the dynamical aspects of coherent linear photon fluid excitations. A quasi
1D analogue gravity model using the optical analogue of a Laval nozzle has been pro-
posed [46, 47], but a fundamental investigation of the linear wave dynamics in these
systems is still missing.
This thesis presents experimental studies on linear and nonlinear wave dynamics in a
propagating geometry photon fluid with a thermal nonlinearity, and shows the appli-
cability for analogue gravity studies.
8
Chapter 2
Thermally induced optical
nonlinearity
The experiments presented throughout this thesis are conducted in materials that re-
quire large dimensions and relatively strong nonlinearities. An obvious choice are there-
fore liquids and solid materials that have strong thermal nonlinearities as these provide
a large propagation speed of waves on top of the photon fluid and long dimensions
that allow longer temporal evolution. This chapter presents techniques and results that
characterise the optical nonlinear properties of these media.
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2.1 Introduction
In linear optics, the interaction between an electromagnetic wave and a material is
defined by the electronic structure of the medium and the frequency and polarisation
of the electromagnetic field. The optical properties of the material are not altered by
the presence of the light field as long as the electric field is weak enough to only induce
a linear material response, i.e. the induced electric polarisation in a material is a linear
function of the applied electric field. This linearity is no longer true for strong electric
fields that lead to phenomena where the optical properties are modified by the presence
of strong light fields. For instance, the refractive index of many materials depends on
the intensity of the optical field and can be described by
n = n0 + n2I (2.1.1)
with the linear refractive index n0 at room temperature and I is the time-averaged
intensity of the optical field [48]. The nonlinear refractive index n2 is a parameter that
defines the strength at which the refractive index changes with optical intensity and
depends on the nonlinear mechanism that is dominant for the used light field properties.
These mechanisms can be of various physical nature such as electronic polarization,
molecular orientation [49], saturated absorption [50] or thermal effects. The strength
and temporal responses of those nonlinearities vary over orders of magnitudes, i.e from
femtosecond response times for electronic polarization to milisecond response times for
thermal effects [48]. On the other hand, the nonlinear refractive index for thermal
effects is usually ten orders of magnitude larger than for Kerr nonlinearities and is the
dominant effect for continuous wave (CW) lasers. The thermal effect arises due to a
change of temperature in the material that is caused by the absorption of laser light
that transfers energy from the absorbed laser power into heat, that will change the
refractive index of the material through the thermo-optic coefficient β = ∂n
∂T
:
n(T ) = n0 +
∂n
∂T
∆T (2.1.2)
β can be positive or negative and for most solids and liquids is of the order of 10−5 −
10−4K−1. Laser beams with a gaussian profile that are propagating through such a ma-
terial will imprint a spatial refractive index profile that will act as a lens and hence back
react on the beam. This is called self-lensing [51]. Materials with positive coefficients
possess a self-focusing, whereas negative coefficient materials possess a self-defocusing
nonlinearity.
Furthermore, the laser induced heat in the material will result in temperature gra-
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dients and eventually lead to heat diffusion currents inside the medium. This leads
to a nonlocal nonlinearity, i.e. the refractive index n(T ) at any point in space is not
only dependent on the local intensity, but also on the surrounding intensities [52, 53].
The physical processes that can lead to nonlocal nonlinearities are not limited to heat
diffusion. Any kind of transport i.e. atomic diffusion in gases [24] and diffusion of
charge carriers in photorefractive media [54] will lead to nonlocality. Also orientational
nonlinearity of liquid crystals [55] and dipole-dipole interactions in Bose-Einstein con-
densates [56] are known to cause nonlocal interactions. In principle, nonlocality tends
to average out the nonlinear effects of localized excitations, i.e. it introduces an addi-
tional length scale, below the nonlinearity is effectively suppressed [57]. Nonetheless,
nonlinear phenomena are still observed in highly nonlocal systems where they have
shown to support solitons [24] and furthermore it was shown that nonlocality prevents
collapse and stabilises solitons also in (2+1)-dimensions [58, 59]. On another perspec-
tive, nonlocality in nonlinear optics adds a long range interaction between excitations as
can be seen at interacting solitons where nonlocality changes the action from repulsive
to attractive, depending on their initial distance [34, 60]. These long range interac-
tions have also been found to play a crucial role in the formation of incoherent solitons
through self-organisation in turbulent flows [61] and waveguiding in focusing nonlinear
media [62,63].
2.2 Nonlocal response function
Thermal nonlinearities are caused by heat from absorbed laser power that will lead to
heat diffusion inside the material. This heat transport affects the nonlinear refractive
index profile ∆n(x, y) ∝ ∆T (x, y) (Eq. (2.1.2)) and consequently does not follow the
spatial beam profile (i.e. ∆n(x, y) ∝ I(x, y)). However, the relation between ∆n and I
can be calculated by solving the heat transport equation.
Assuming a sufficiently low absorption, so that the heat flow along the propagation
direction z is negligible (∇⊥T  ∇zT ), allows to reduce the problem to the 2D heat
transport equation:
(ρ0C)
∂∆T
∂t
− κ∇2⊥(∆T ) = αI (2.2.1)
Here (ρ0C) refers to the heat capacity per unit volume, κ is the thermal conductivity
and α the linear absorption coefficient. In the low absorption regime, the change in
intensity along z is assumed to be negligible at all times resulting in a constant source
term αI, which is justified as long as thermal lensing effects are negligible. This equation
can be solved as a boundary value problem, and hence with Eq. (2.1.2) the change in
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refractive index at each point in space can be found. At steady state, i.e. ∂∆T/∂t = 0,
Eq. (2.2.1) reduces to
∇2⊥(∆T (r⊥)) = −
α
κ
I(r⊥) (2.2.2)
and with ∆n = β∆T to
∇2⊥(∆n(r⊥)) = −
αβ
κ
I(r⊥) (2.2.3)
which is the two dimensional poisson equation with the formal solution
∆n(r⊥) = −αβ
κ
∫
dr′2⊥G(r⊥, r
′
⊥)I(r
′
⊥) (2.2.4)
where G is the Green’s function for Eq. (2.2.2) obeying
∇2⊥G(r⊥, r′⊥) = δ(r⊥ − r′⊥) (2.2.5)
Finally, with R(r⊥, r′⊥) = −αβκγG(r⊥, r′⊥) the thermal change of refractive index can be
written as
∆n(r⊥) = γ
∫
d2r′⊥R(r⊥, r
′
⊥)I(r
′
⊥) (2.2.6)
where R is the so called nonlocal response function, that is to within a constant the
Green’s function of the heat transport equation and describes the spatial spreading of
the nonlinear refractive index due to heat diffusion [64, 65]. The response function R
obeys the conditions:
∇2⊥R(r⊥, r′⊥) = −
αβ
κγ
δ(r⊥ − r′⊥) (2.2.7)∫ +∞
−∞
R(r⊥)d2r = 1 (2.2.8)
Therefore the shape of R is only dependent on the geometry of the sample and for given
boundary conditions, these equations can be solved numerically to find an expression
for R.
In the literature, the shape of the nonlocal response function is often approximated by
an exponential decay of the form R(r) ∝ e−|r|/σ [47] or gaussian function R(r) ∝ e−r2/σ2
[66]. This is valid as a first order approximation for diffusion like equations such as
Eq. (2.2.2), however studies of the shape on the effects of modulational stabilities in
defocusing media have shown that the modulational stability is sensitive to the shape
of the nonlocal response [64]. Moreover, it is known that a nonlocal interaction leads to
a modification of the dispersion relation of elementary excitations in BECs [67], giving
rise to the existence of a roton minimum. Hence, the shape may have an influence on
12
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Figure 2.1: (a) Schematic of a beam propagating through the thermal nonlinear
medium. (b) Numerical solution of Eq. (2.2.2) for the response function R using a
gaussian beam with wx = wy = 120µm and boundary dimensions W = 1 cm. The used
material parameters are given in Table 2.1.
the excitation spectrum in the photon fluid with a defocusing nonlinearity (see Chapter
3). It is therefore important to derive an exact description of the nonlocal response in
a cylindrical sample as shown in Fig. 2.1.
For boundaries at infinity in the transverse dimensions, the Fourier transform of Eq.
(2.2.7) yields
Rˆ(K) =
(
αβ
κγ
)
1
K2
(2.2.9)
R(r⊥ − r′⊥) = −
(
αβ
κγ
)
1
2pi
ln(|r⊥ − r′⊥|) (2.2.10)
where K =
√
K2x +K
2
y denotes the transverse spatial momentum. However, Eq. (2.2.9)
in real space and 2D is a logarithmic function which is very different from what would
be expected from heat diffusion. That shows that in two dimensions boundaries have
to be incorporated, in order to find a decaying function.
In a realistic scenario, the boundaries are located at a finite transverse distance W from
the beam location and under the assumption that the width of the beam wx,y  W ,
the system is shift invariant in r⊥ = (x, y). We can then numerically find R by using
a narrow gaussian beam I(r⊥) = I0e−2(x
2/w2x+y
2/w2y) to approximate the delta function
and then use the pdetool in Matlab to solve Eq. (2.2.2) assuming that the temperature
change at the boundaries is zero (∆n(r⊥ = W ) = 0) with W = 1 cm. (see Fig. 2.1).
This reveals a more realistic result than Eq. (2.2.10) predicted and provides a first
estimation of the spatial extent of nonlocality for the given boundary conditions. The
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width of the numerical solution can be defined by the FWHM, which is approximately
σ ≈ 300 µm and comparable to what was found in earlier studies [53]. Although, if σ is
to be the determining parameter whether the nonlinear refractive index at a given point
∆n(x, y) is negligibly affected by a nearby intensity at a larger distance, then the slow
decay and large spatial extent of R immediately shows that this is a poor definition.
Therefore, an analytical solution with a physically relevant definition of the nonlocal
length is necessary to accurately describe the thermal nonlinearity in the system.
2.3 Distributed loss model
The result of the response function for infinite space sample has shown that boundaries
have to be included in a two dimensional modelling of the heat diffusion given by
Eq. (2.2.1). Another way of including the effect of the boundaries is to introduce a
loss term into the heat equation accounting for heat loss over an area proportional to
the nonlocal length σ. This model will be termed in the following as Distributed loss
model (DLM) and has been used to describe the transition from infinite to finite range
nonlocalities in thermal media where σ was used as a free parameter to describe the
formation and patterns of dispersive shock waves [40]. With this, the steady state heat
equation extends to:
∇2⊥(∆T ) = −
α
κ
I(r⊥)− 1
σ2
∆T (2.3.1)
With the addition of the loss term ∝ ∆T/σ2. Then Eq. (2.2.7) for the Response
function becomes: (
∇2⊥ −
1
σ2
)
R(r⊥, r′⊥) = −
αβ
κγ
δ(r⊥ − r′⊥). (2.3.2)
and again by Fourier transform, the K-space Response function reads:
Rˆ(K) =
(
αβσ2
κγ
)
1
1 + σ2K2
(2.3.3)
The corresponding real space Response function equation has the form of a modified
Bessel function of the second kind K0 and is the analytical solution to Eq. (2.3.1):
R(r⊥ − r′⊥) =
1
2piσ2
K0
(
r⊥ − r′⊥
σ
)
(2.3.4)
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Figure 2.2: Comparison of radial profiles of the nonlocal response function R(r⊥).
Numerical solution of Eq. (2.3.2) using an approximately delta like gaussian beam
with wx = wy = 120µm and boundary conditions W=10 mm. The analytical DLM
solution has the form of a zeroth order Bessel function of the second kind (Eq . (2.3.4))
with a nonlocal length σ=10 mm which is identical to the sample radius W .
.
By comparing to the Fourier transform of Eq. (2.2.6): ∆nˆ = γRˆ(K)Iˆ(K) we can relate
the model parameters and finally yield
Rˆ(K) =
1
1 + σ2K2
(2.3.5)
with γ = αβσ
2
κ
. This is the Lorentzian response that is found for diffusion like transport
mechanisms. Comparing the DLM solution Eq. (2.3.4) with the numerical solution
of Eq. (2.2.7) we see that both curves are in good agreement and for the parameters
chosen they slightly diverge for values greater than r = 3 mm (Fig. 2.2). It is also
noted that the exponential decay R ∝ e−|x|/σ used in earlier studies on nonlocal photon
fluids [47] is valid as a first approximation with a width that is significantly smaller
compared to the DLM solution. Therefore, when nonlocal length of different studies
are compared, the particular form of the response function has to be taken into account.
The nonlocal length obtained in the DLM model is identical to the sample dimensions
σ = 10 mm and describes the response over short ranges accurately. This is confirmed
by considering Eq. (2.3.1) under the approximation ∇2(∆T ) ≈ −∆T/W 2. This is
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justified as the total temperature change over the sample radius W is on average ∆T :(
1
σ2
− 1
W 2
)
∆T (r) = −α
κ
I(r) (2.3.6)
Hence, for non-zero ∆T this identity holds true for any cylindrical I(r) if σ = W . In
conclusion, the result of the DLM model provides an analytical solution of the nonlocal
response function and under cylindrical symmetry the nonlocal length is given by the
radius of the boundaries.
2.4 Experimental characterisation of thermal non-
linearity
The previous section has presented the theoretical solutions of the 2D heat equation and
has introduced the nonlocal response function, that is used to evaluate the transverse
heat profile that is generated by a laser beam in a weakly absorptive medium. The
following sections aims to experimentally quantify the thermal nonlinear properties of
such a medium.
2.4.1 Experimental setup
A diode-pumped Nd:YAG continuous wave laser (Lighthouse Photonics) that operates
with a frequency doubled output at λ = 532 nm with a maximum power of 7 W
is used. Most photon fluid experiments require a large beam waist of a few mm up
to cm so these high powers are needed to achieve intensities of a few W/cm2. For
a defocusing nonlinear medium, a dilute solution of graphene flakes in methanol is
used, where the nanometer sized graphene flakes are added for absorption. Graphene’s
unique electronic band structure for monolayer flakes provides a strong absorption in
the visible spectrum with negligible fluorescence [68] that makes it an ideal candidate to
transform absorbed laser power into heat. Methanol (CH3OH) is an optical transparent
organic solvent with a strong negative thermooptic coefficient and is thus often used as
a thermal nonlinear medium in combination with an absorbing additive. The nonlinear
sample is a cylindrical copper cell with radius W = 1 cm and length L = 13 cm filled
with the methanol/graphene solution. The input and output facets are 5 mm thick
optical BK-7 windows with a standard antireflection coating for λ = 350 nm to 700
nm. The concentration of nanometric graphene flakes (∼7 nm) is of the order 10−5
g/cm3 (corresponding to 7×1014 flakes/cm3 or ∼ 0.05 ppm) in order to provide a weak
absorption of around 20% along the length of the sample, which is weak enough to
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ensure the slowly varying amplitude approximation.
ρ Cp κ n ∂n/∂T
(kg/m3) (J/gK) (W/mK) (1/K)
Methanol 793 2.5 0.204 1.32 −4× 10−4
Water 1000 4.2 0.556 1.33 −1× 10−4
Lead Glass SF6 5180 0.389 0.673 1.81 1.4× 10−5
Table 2.1: Material properties of thermal nonlinear media. Parameters are density (ρ),
specific heat capacity (Cp), thermal conductivity (κ), refractive index n and thermo-
optic coefficient ∂n/∂T . Data taken from [69,70].
2.4.2 Spatial phase measurement technique
The following experiment is designed after the work from Minovich et al. [53] where the
idea is to probe the thermal nonlinearity of a medium by measuring the change in optical
path length ∆l = ∆n× L between two weak beams in a Mach-Zehnder Interferometer
(Fig. 2.3). The nonlinear sample sits in one of the interferometer arms while a strong,
parallel counter propagating pump beam is used to create the nonlinearity. Here, a set
of beam splitters is used to split the laser beam into three components: pump, probe
and reference beam. The probe and reference beam build up the interferometer, while
the pump beam is separated beforehand and cross-polarized. This is necessary in order
to reflect it off a polarizing beam splitter inside the interferometer. In this way, the
pump beam is counter propagating to the probe beam. The probe and reference beam
are orders of magnitude weaker in intensity than the pump beam so that the measured
change in optical path length is solely attributed to the strong pump. The pump beam
has a collimated narrow gaussian profile in order to recreate a δ-like shape to reproduce
the conditions given by Eq. (2.2.6) and (2.2.7). In that case, the induced ∆n profile
is nearly identical to the nonlocal response function. In reality however one cannot
choose a too narrow profile since the sample length has to be smaller that the Rayleigh
range that guarantees a constant beam profile during propagation through the nonlinear
medium. The narrow pump beam profile is created by contracting the beam with a 5:1
telescope (f1 = 500 mm, f2 = 100 mm) that results in a beam radius of w = 120 µm
(1/e2) with a Rayleigh range zR = piw
2n0/λ ≈ 11 cm inside the medium. The probe
and reference beam are expanded with the opposite ratio (f3 = 50 mm, f4 = 250 mm).
The change in optical path length ∆l is a function of the relative phase change ∆φ
between probe and reference beam and hence, by measuring the phase of the probe
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probe
pump
Figure 2.3: Experimental setup: A monochromatic laser beam is split into 3 compo-
nents: pump, probe and reference beam. The strong pump induces a transverse heat
profile that can be measured by a phase shift in the probe beam profile with respect to
the reference beam. The pump is cross-polarized and counter propagating through the
nonlinear sample with respect to the other beams. The output facet is imaged by a 4-f
telescope onto the camera.
beam one is able to probe the nonlinearity ∆n(x, y):
∆n(x, y) =
∆l(x, y)
L
=
∆φ(x, y)
2pi
λ
L
(2.4.1)
The transverse phase profile φ(x, y) is measured by a technique known as Phase-shifting
interferometry (PSI) [71] where the desired phase of a beam can be reconstructed by
interference with a reference beam. This is done by recording the interference pattern
onto a CCD, while changing the path length of the reference beam through a piezo-
controlled translation stage (PZT), in order to record a set of N interferograms whose
fringes are spatially equally shifted with respect to each other.
The intensity of a two beam interference pattern can be generally described as:
In(x, y) = I0(x, y)
(
1 + V (x, y)
[
cos (φ(x, y)− θn)
])
(2.4.2)
where I0 is the beam intensity, V the fringe visibility and θn =
2pi
N
(n − 1) with n =
1, 2, 3...., N an arbitrary reference phase that is varied at least over one period of the
interference pattern by the PZT. Each In portrays one interferogram and the complete
set of N interferograms is used to calculate the relative phase (see Fig. 2.4). Neglecting
the coordinates and reformulate the cosine-function, each pixel in the transverse domain
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1Figure 2.4: left: Example of one interferogram. The bending of the interference fringes
in the centre is due to the heating of the pump beam (not visible). right: The corre-
sponding spatial phase retrieved from Eq. (2.4.8)
can be represented as:
In = I0(1 + V cosφ cos θn + V sinφ sin θn) (2.4.3)
Now, by multiplying the equation by sin θn and cos θn and summing over n, we arrive
at a set of two equations:
N∑
n=1
In cos θn =
N∑
n=1
I0(cos θn + V cosφ cos
2 θn + V sinφ sin θn cos θn) (2.4.4)
N∑
n=1
In sin θn =
N∑
n=1
I0(sin θn + V cosφ sin θn cos θn + V sinφ sin
2 θn) (2.4.5)
The first terms and the mixed terms on the right hand side are zero because of the
orthogonality of the trigonometric functions. The only non-zero terms on the right
hand sides are the ones with cos2 and sin2 functions. These simplify to
N∑
n=1
In cos θn = I0V
N
2
cosφ (2.4.6)
N∑
r=1
In sin θn = I0V
N
2
sinφ (2.4.7)
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and finally we find a simple algorithm to process the measured In to calculate the phase
φ(x, y):
tanφ(x, y) =
N∑
n=1
In(x, y) sin θn
N∑
n=1
In(x, y) cos θn
(2.4.8)
2.4.3 Thermal nonlinearity at equilibrium
As a first approximation, the steady state heat equation with the distributed loss term
predicts a nonlocal length σ that is approximately given by the radius W of the sample
geometry (see Eq. (2.3.6)). The following results were measured by the technique
described in the previous section, after the system has reached thermal equilibrium.
This is true when the heating from the absorbed laser power and heat dissipation at
the boundaries equalize. In this situation, the temperature inside the medium can be
described by Eq. (2.2.2). Experimentally this is achieved by holding the laser power
constant over 15 to 20 minutes before the taking any measurements. This will be
confirmed by estimating the temporal heat diffusion in Section 2.4.4. The spatial phase
difference ∆φ(x, y) for two different powers is shown in Fig. 2.5. Here, the measured
relative phase ∆φ(x, y) = φ(x, y) − φ(x0, y0) is the difference between the phase at
position (x,y) and at position (x0, y0) far away from the pump spot. In this case, this
point was chosen at the boundaries of the field of view that is approximately at 8
mm distance from the pump spot. Although far away, the profile hasn’t completely
flattened out indicating a non-zero phase shift that will lead to a small error in phase
amplitude. The corresponding cross-sections are shown in Fig. 2.6. Note that the
amplitudes here are positive and normalised to one to allow to fit the spatial shape
of the refractive index profile according to Eq. (2.2.6) using the DLM solution (Eq.
(2.3.4)) with a single parameter σ. At low power (P = 7.4 mW, I0 ≈ 32 W/cm2), an
almost symmetric profile is observed that is well described by the solution of the DLM
model with σ ≈ 10 mm (blue curve).
There exists a small asymmetry along the y-axis due to convection currents that are
antiparallel to the gravitational force. This effect is strong for high powers where a
strong asymmetry in the heat profile is observed. At high laser powers, the heat at the
pump spot induces strong temperature gradients that lead to pressure instabilities in
the methanol solution and consequently results in convection currents inside the sample.
This is an efficient transport mechanism that carries away the heat from the pump spot
and influences the heat diffusion along the x-direction, narrowing the heat profile.
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1Figure 2.5: Spatial heat induced phase profile at steady state for low power (7 mW,
left) and high power (38 mW, right) from a pump beam with 120 µm waist radius.
High powers lead to convection currents that dominate the heat transport inside the
sample leading to asymmetries in the phase profile. The colorcode shows ∆n in 10−6
units.
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1Figure 2.6: Cross-sections of phase profile shown in Fig. 2.5. The amplitude has been
normalised to one in order fit the shape of the refractive index change according to Eq.
(2.2.6) using the DLM solution (Eq. (2.3.4)) with a single parameter σ. At P=7 mW,
the phase profile can be modelled with the DLM solution using a beam waist radius
of w = 120 µm and nonlocal length σ = 10 mm. At P=38 mW, convection leads to
asymmetric distortions in the heat profile.
2.4.4 Time dependent thermal nonlinearity
So far, the nonlocal nonlinearity has been described by the two-dimensional steady
state heat equation (Eq. (2.2.2)). This is valid for weak absorption and as long as
the system is in a dynamic thermal equilibrium with the environment, i.e the heating
from the absorbed laser power equalises the losses at the boundaries. In this case, the
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corresponding solutions for the spatial temperature profile can be accurately described
by a convolution of the input beam profile with a nonlocal response function. In steady
state, the nonlocal length σ is given by the smallest sample dimension which is 1 cm
for the experimental samples shown here. However, for many photon fluid experiments,
it is advantageous to have a control over the nonlocal length, since it determines the
effective range of photon-photon interaction.
The nonlocal length is driven by heat diffusion and hence one can gain control over σ
by controlling diffusion. One option is to use the build up time of diffusion currents
after the laser is switched on. An estimate of the diffusion time scales can be calculated
by neglecting the source term in Eq. (2.2.1):
(ρ0C)
∂∆T
∂t
= κ∇2⊥(∆T ) (2.4.9)
and approximate the temporal ∂∆T/∂t ≈ ∆T/td and spatial derivatives ∇2⊥(∆T ) ≈
∆T/W 2 so that:
td ≈ ρ0C
κ
W 2 (2.4.10)
For most liquids the heat capacity is ρ0C ≈ 2× 106J/(m3K) and the thermal conduc-
tivity κ ≈ 0.2W/(mK) and using a radius of W=10 mm, the diffusion time becomes
td ≈ 1000 s or 17 minutes. So for a cylindrical sample with 1 cm radius it takes approx-
imately 17 minutes until dynamic thermal equilibrium is achieved. Setting W ≈ σ one
arrives at an expression for the temporal evolution of the nonlocal length over time:
σ ≈
√
κ
ρ0C
t (2.4.11)
This result essentially tells us that one can achieve nonlocal lengths of a few hundred
of microns by performing experiments a few seconds after the laser illuminates the
sample. To study the temporal evolution, transients can be measured by setting the
camera to video mode and triggering the start with a photodiode. As soon as the laser
shutter opens, the camera starts recording with a set frame rate and exposure time.
This procedure is repeated at least four times for each measurement, while in each step
the PZT is moved by a fraction of the laser wavelength in order to shift the interference
pattern (PSI technique). To calculate the nonlinear phase change ∆φ(x, y, t), one has
to subtract a reference phase (i.e. one at low power) or as in this case the phase at
t = 0: ∆φ(x, y, t) = φ(x, y, t)− φ(x, y, 0). The relative phase change is then translated
into a change of refractive index according to Eq. (2.4.1).
The temporal change of refractive index over time and corresponding lineouts are shown
in Fig. 2.7. Here, a total pump power of P0 = 7.7 mW was used with a beam waist
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time due to laser induced heating of the medium. right: the lineouts taken from the
left hand plot for selected times.
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1Figure 2.8: Time-dependent thermal nonlinearity in methanol/graphene for pump pow-
ers P = 7.7 mW (blue) and P = 10 mW (red) with a pump beam waist radius w = 131
µm. left: Peak nonlinearity ∆n(x = 0, t), right: nonlocal length σ(t) extracted from
fitting lineouts of the spatial heat profiles (see Fig. 2.7) with the DLM solution of the
nonlocal response function. The fit shows σ(t) = a
√
t, with a = 3.85 × 10−4 m/s−1/2
in line with the expectation value for methanol aM = 3.21× 10−4 m/s−1/2.
radius of w = 131 µm. To quantify the nonlocal length, the lineouts are normalised to
one and fitted with Eq. (2.2.6) using the steady state DLM response function. Although
the system is not at equilibrium, this solution is used to provide a comparison to the
result of the steady state heat profile at thermal equilibrium. It will be later shown that
this is a valid approach. The results in Fig. 2.7 show the build up of the nonlinearity
over a 20 s time frame and as can be seen after 20 s it has reached almost ∆n = 5×10−6.
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Figure 2.9: Time-dependent thermal nonlinearity in methanol/graphene for short times
(< 1 s) and different pump powers with a pump beam waist radius w = 131 µm. (a)-(c)
thermally induced refractive index profiles after 0.9 s at a) P=10 mW, b) P=20 mW
and c) P=30 mW. (d) Corresponding lineouts ∆n(x, y = 0, t = 0.9s). (e)-(f) Peak
nonlinear refractive index ∆n(x = 0, y = 0, t) as a function of time and power. ∆n is
linearly proportional to the used power in the measured time window.
The peak nonlinearity ∆n(x = 0, t) and the nonlocal length σ(t) is plotted in Fig. 2.8
for two laser powers. At P=7.7 mW, the nonlinearity steeply increases until it starts
to saturate around ∆n ≈ 8× 10−6 after t = 102 s. At slightly larger power P=10 mW,
the increase is abruptly capped after t ≈ 10 s at around ∆n ≈ 10−5. This cannot be
explained by an intensity drop due to self-defocusing of the pump beam as it would lead
to a much larger refractive index profile and thus to an increase in the nonlocal length.
In fact, a small decrease of the nonlocal length is observed, where around t ≈10 s the
build up is stopped and the nonlocal length saturates at σ =2 mm. This effect may be
therefore attributed to the onset of convection currents inside the medium that carry
away the heat and thus stop the further temperature build up. This is in line with the
observation in Fig. 2.6, where the heat profile at much larger power P=38mW in the
x-direction is strongly narrowed due to convection inside the sample.
Nevertheless, at P = 7.7 mW (red squares), the transient build up is well described by a
square root function σ(t) = a
√
t, with a = 3.85×10−4m/s−1/2 being a fitting parameter.
Note that for material parameters of methanol
√
κ/(ρ0C) = 3.21×10−4m/s−1/2 = 0.83a
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and the result is in good agreement with the expectation value.
Of particular interest is the millisecond time scale below one second as it provides
nonlocal lengths below 500 µm which is of importance for experiments presented in
Chapter 5 that use the temporal build up to tailor the nonlocality. Fig. 2.9 shows
the transient build up of the nonlinearity for different laser powers up to 1 s after
opening of the laser shutter. The spatial profiles of the refractive index change reveal a
symmetric geometry at all powers and the respective lineouts show a linear increase of
the nonlinearity with intensity. This is confirmed by Fig. 2.9e) and f), where the peak
nonlinearity as a function of time and power is shown. At all times, the nonlinearity is
approximately a linear function of the used power.
As mentioned earlier, the time dependent nonlocal length σ has been evaluated so far
on the basis of solution of the steady state heat equation with effective boundaries for
comparison at the expense of accuracy on the shape of the nonlocal response. To verify
that this is a valid approach, one has to find a solution to the time dependent heat
equation (Eq. (2.2.1)) and calculate the temperature profile for a given time. The time
dependent solution has been reported in studies on thermal lensing assuming a weakly
absorbing medium with infinite boundaries [72, 73]. For a gaussian intensity profile
I(r) = 2P0
piw2
exp (−2r2/w2) it is given by:
∆T (r, t) =
2P0α
piCρw2
∫ t
0
(
1
1 + 2t′/tc
)
exp
(−2r2/w2
1 + 2t′/tc
)
dt′ (2.4.12)
where tc =
w2Cρ
4κ
is the characteristic diffusion time and apart from a factor 4 is iden-
tical to Eq. (2.4.11). The temperature profiles are calculated for the first 20 s using
the experimental parameters from above and are plotted at two selected times t = 2 s
and t = 20 s in Fig. 2.11. Note that the profiles are normalised to unity to compare
the spatial width. As can be seen, the shape from the solution of the temporal heat
equation (green) and the one from the DLM model are almost identical confirming the
experimental results and model very well.
In conclusion, the temporal build up of the thermal nonlinearity in a weakly absorbing
methanol/graphene solution was measured with a time resolved phase-shifting inter-
ferometric technique. The results were compared to an analytical solution of the time
dependent heat diffusion equation and are qualitatively in very good agreement. The
spatial profile of the heat induced refractive index could be well recovered by the theo-
retical model, however a discrepancy of the magnitude of the nonlinear index of about a
factor three was observed. This might be due to an intrinsically underlying assumption
that the absorption in the medium is homogeneously distributed. In the experiment,
the absorption is mainly due to the graphene particles that display localised regions of
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1Figure 2.11: Comparison between DLM model and time dependent heat equation: The
data (blue circles) shows the normalised amplitude of the measured spatial temperature
profile at t = 2 s (left) and t = 20 s (right) for input power P = 7.7 mW. The green
curve shows the temperature profile according to Eq. (2.4.12) and the red curve from
Eq. (2.2.6) using the response function from the DLM model. All results were obtained
using a beam waist radius of w = 131 µm.
high absorption in contrast to very low absorption in the pure methanol. This might
lead to a less efficient heat build up in the medium that is reflected in the refractive
index change and needs further investigation. With this it is possible to monitor the
change in refractive index as well as the nonlocal length over time which are the defining
parameters in a nonlocal thermal medium and therefore display a full characterisation
of the thermal nonlinearity.
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Chapter 3
Photon fluid - characterisation
This chapter presents the concepts and techniques of how waves propagate on a photon
fluid. The study of elementary excitations provides crucial insights into the dynamics
of many body quantum fluids and is therefore of paramount importance. It is shown
by experimental techniques that these follow the Bogoliubov dispersion relation for
superfluids. The wave kinematics are directly linked to the properties of the fluid
itself and are therefore an elegant way of characterising the photon fluid. The results
presented in here were published in ”Experimental characterisation of nonlocal photon
fluids”, Optica (2015) [57].
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3.1 The Nonlinear Schro¨dinger Equation
A fluid of light, or photon fluid, is a term widely used to describe a gas of photons,
i.e. the many weakly interacting photons forming a laser beam in an optical nonlinear
medium. This is a many body problem of weakly interacting bosons and it has been
shown that the collective macroscopic dynamics are governed by a nonlinear Schro¨dinger
equation (NLSE) [22,24,74].
The physical system that is described throughout this thesis considers a monochromatic
CW laser beam that is propagating inside an optical nonlinear medium. Here it will be
outlined how in classical nonlinear optics, the nonlinear Schro¨dinger equation follows
from the paraxial approximation of the electromagnetic wave equation. Considering a
monochromatic wave of frequency ω and neglecting the polarization degree of freedom
for simplicity, the propagation of the electric field
E˜(~r, t) = E(~r)eiωt + E∗(~r)e−iωt (3.1.1)
in a dispersive, isotropic medium with a nonlinear polarization can be described by the
nonlinear wave equation [48,75]:
∇2E˜(~r, t)− r(ω)
c2
∂2
∂t2
E˜(~r, t) =
1
0c2
∂2
∂t2
PNL(~r, t) (3.1.2)
with the linear dielectric permittivity r, the vacuum dielectric permittivity 0 and the
nonlinear polarization with a third-order nonlinear susceptibility χ(3):
PNL(~r, t) = 0χ
(3)E˜(~r, t)3 (3.1.3)
Introducing Eq. (3.1.1) into Eq. (3.1.2) and keeping the parts of the nonlinear polariza-
tion that will influence the propagation of the beam, i.e. neglecting the third harmonic
terms, equation (3.1.2) can be reduced to the stationary equation:
∇2E(~r) + ω
2
c2
r(ω)E(~r) = −3ω
2
c2
χ(3)|E(~r)|2E(~r) (3.1.4)
This equation describes the evolution of the complex amplitude of the electric field in
a nonlinear Kerr-type medium. To arrive at a useful description for a directed laser
beam, only solutions are considered whose amplitudes only slowly change along the
propagation (z- or k0-) direction (slowly varying amplitude approximation) and where
wave propagation is limited to within a small angle from the propagation direction
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(paraxial wave approximation).
E(r⊥, z) = E0(r⊥, z)eik0z (3.1.5)
The variation of the amplitude E0(r⊥, z) along z is negligible with respect to the optical
wavelength and by reinstating Eq. (3.1.5) into Eq. (3.1.4) one can neglect the second
order derivative ( ∂
2
∂z2
E0(r⊥, z) ≈ 0) and with k0 = ωc
√
r(ω) =
ωn0
c
one arrives at an
equation for the complex electric field amplitude in the form of a nonlinear Schro¨dinger
equation (NLSE) [48]:
∂
∂z
E0(r⊥, z) =
i
2k0
∇2⊥E0(r⊥, z) +
3
2
ik0
n20
χ(3)|E0(r⊥, z)|2E0(r⊥, z) (3.1.6)
Although it was derived here in the context of nonlinear optics, this form of equation is
found in many fields in physics, i.e. it is used to study small amplitude gravity waves
in fluids and it is identical to the Gross-Pitaevskii equation for quantum fluids such as
Bose-Einstein condensates and liquid helium. In a similar form it also appears in the
Ginzburg-Landau theory for superconductors. Essentially, it describes the propagation
of slowly varying wave packets in dispersive, weakly nonlinear media. In optics, it is
used to describe nonlinear beam propagation in optical nonlinear media. The first term
on the right hand side of Equation (3.1.6) describes the diffraction whereas the latter,
nonlinear term describes the interaction of the beam with itself, i.e. depending on the
sign of the χ(3) it will be either an attractive or repulsive interaction.
It is convenient to write the self-interaction term in Eq. (3.1.6) in a more simpler form
by introducing the nonlinear change in refractive index ∆n = n2I with n2 =
4
3n200c
χ(3)
and the intensity I = 1
2
0n0c|E|2. With this the NLSE becomes:
∂
∂z
E0(r⊥, z) =
i
2k0
∇2⊥E0(r⊥, z) +
ik0∆n
n0
E0(r⊥, z) (3.1.7)
The derivation shown here considers a Kerr type nonlinearity in the sense that the
refractive index of the medium will depend on the square of the applied electric field.
Such a nonlinearity must not necessarily arise from electronic polarization according
to Eq. (3.1.3), but is also found for example for photorefractive effects, where the
nonlinearity is a result of an optically induced space-charge electric field, or thermal
nonlinearities that arise through heat from absorbed laser power. Especially in the case
for thermal nonlinearities the resulting nonlinear response is determined by the thermal
properties of the material and will often depend on heat diffusion that adds a level of
complexity in evaluating the temporal and spatial shape of the nonlinear term as was
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shown in the previous Chapter. In the nonlocal case, the parameter ∆n in the NLSE
is given by Eq. (2.2.6).
3.2 Hydrodynamical analogue
A laser beam propagating in a Kerr nonlinear medium is governed by the Nonlinear
Schro¨dinger equation. Here, it will be shown that by reformulating the NLSE it is pos-
sible to describe the transverse beam profile as a fluid. In the paraxial approximation,
we start from the electric field E0 propagating along the z-direction described by the
nonlinear Schro¨dinger equation (Eq. (3.1.6)):
∂
∂z
E0(r⊥, z) =
i
2k0
∇2⊥E0(r⊥, z) +
ik0∆n
n0
E0(r⊥, z)
where k0 = 2pin0/λ is the optical wave vector and ∆n = −n2|E|2 a self-defocusing
nonlinearity, that guarantees modulational stability of the beam. By using the well
known Madelung transformation from quantum mechanics, one can write the electric
field as:
E0(r⊥, z) =
√
ρ(r⊥, z)eiφ(r⊥,z) (3.2.1)
where ρ is the fluid density and phase φ. Additionally, the propagation direction z is
mapped into a time coordinate t = zn0/c (c: speed of light) and by splitting the NLSE
into real and imaginary part one arrives at a set of hydrodynamical equations [17].
∂tρ+∇(ρv) = 0 (3.2.2)
∂tψ +
1
2
v2 +
c2n2
n30
ρ− c
2
2k2n20
∇2√ρ√
ρ
= 0 (3.2.3)
The first equation is a continuity equation that describes the mass conservation whereas
the latter is the Euler equation, describing a flow ~v = c/kn0)∇φ = ∇ψ of an incom-
pressible fluid with density ρ. The repulsive interaction that leads to the bulk pressure
P = c2n2ρ
2/2n30 is given by the optical nonlinearity that defines a local speed of sound:
c2s =
∂P
∂ρ
=
c2n2ρ
n30
(3.2.4)
The last term in Eq. (3.2.3) is the so called quantum pressure that does not have an
analogy in real fluids. In quantum fluids it arises from the uncertainty principle, i.e.
a local compression of the condensate or fluid leads to a decrease of the delocalisation
of particles ∆x. Since the uncertainty principle dictates therefore an increase in the
particles momenta ∆p, the quantum pressure opposes any stretching or contraction
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Figure 3.1: Hydrodynamical analogue: The transverse profile of a laser paraxially prop-
agating through a nonlinear defocusing medium can be described by a set of hydrody-
namic equations, describing the flow of an incompressible fluid, while the z-axis maps
into a time axis. Hence, the temporal evolution of the photon fluid can be observed
along the propagation of the laser beam.
of the condensate over distances of the healing length. The quantum pressure can be
neglected on macroscopic length scales, i.e. when the density is only slowly changing,
however, it starts dominating the dynamics in regions of rapidly changing density. It
appears in optics as a result from diffraction which is due to the wave nature of light.
These equations describe the transverse profile of a laser beam as a (2+1) dimensional
fluid, where the the fluid density ρ(r⊥) is controlled by the laser intensity and the flow
is controlled by the spatial phase gradient. This propagating geometry is therefore a
simple and straight forward implementation of a photon fluid.
3.3 Bogoliubov dispersion relation
As seen in the previous section, the transverse beam profile is described by a set of
hydrodynamical equations, so the fluid is realised by setting a constant intensity that
excites the nonlinearity. The question is now how small perturbations on top of a
constant background will propagate. This can be deduced by linearising Eq. (3.2.2) and
(3.2.3) by means of first order fluctuations around a background solution i.e. ρ = ρ0+ρ1
and ~v = ~v0 + ~v1, where ρ1  ρ0 and ~v1  ~v0. Assuming the background density is
constant and background flow is zero, i.e. ~v0 = 0, the continuity and Euler equation
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can be expressed as
∂tρ1 + ρ0∇⊥~v1 = 0 (3.3.1)
∂t~v1 + ~v1∇⊥~v1 + c
2n2
n30
∇⊥ρ1 − c
2
2k2n20
∇⊥
(∇2⊥√ρ√
ρ
)
= 0 (3.3.2)
Here, the spatial derivative of Eq. (3.2.3) was taken to obtain the second equation.
Now, the second term in Eq. (3.3.2) is a linear function in ~v1 and can be neglected. By
straight forward expansion of the last term one arrives at:
∂t~v1 +
c2n2
n30
∇⊥ρ1 − c
2
2k2n20
∇⊥
(∇⊥ρ1
4ρ20
+
∇2⊥ρ1
2ρ0
)
= 0 (3.3.3)
The wave equation for small density pertubations can then be obtained by taking the
time derivative of Eq. (3.3.1) and inserting Eq. (3.3.3), where the first term in the
brackets can be neglected since it contains higher order of ρ0 in the denominator.
Finally one gets:
∂2t ρ1 −
c2n2ρ0
n30
∇2⊥ρ1 +
c2
4k2n20
∇4⊥ρ1 = 0 (3.3.4)
Note that this reduces to the equation of motion for sound waves with the speed of sound
c2s =
c2n2ρ
n30
, when the higher order terms arising from the quantum pressure (∝ ∇4ρ1)
are neglected. It is here explicitly derived for the density, however the same form of
equations can be derived for the velocity ~v1 or velocity potential ψ1. The perturbations
can be treated as plane wave solutions of the form [17,76]:
ρ1 = ue
i( ~K~r−Ωt) + v∗ei(
~K~r+Ωt) + c.c. (3.3.5)
where u and v are complex amplitudes with a temporal frequency Ω and transverse
mode K-vector ~K = (Kx, Ky) that satisfy the Bogoliubov dispersion relation:
(Ω− ~v ~K)2 = c
2n2ρ0
n30
K2 +
c2
4k2n20
K4 (3.3.6)
Using the optics terminology, note that Ω = c
n0
Kz is the frequency in the photon fluid
time variable t = zn0/c, with Kz the longitudinal wave vector component of the pertur-
bation. In the hydrodynamical analogue, this dispersion describes a linear relationship
between frequency and wave vector Ω ∝ K for small wave vectors, hence the sound
modes follow a phononic dispersion and a quadratic relationship Ω ∝ K2 for large wave
vectors, that is characteristic for a single-particle dispersion. The small momentum ex-
citations can be understood as collective sound modes propagating at the speed of sound
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given by Eq. (3.2.4). The linear dispersion of collective excitations is a characteristic of
superfluidity, as it defines a critical Landau velocity (see Chapter 4). The excitations
with large momenta are understood as excited particles, propagating at high speed
undisturbed through the fluid. Both are separated by a characteristic length scale, the
so-called healing length ξ, that is fixed by the balance between the interaction energy
and quantum pressure, or in optics terminology, between the nonlinear interaction and
linear diffraction. It is calculated by equating the two terms in Eq. (3.3.6):
ξ =
λ
2
√
n0n2ρ0
(3.3.7)
The term healing length arises from the BEC literature where it defines the minimum
distance over which the order parameter Ψ heals from 0 to the constant density of the
condensate. For example, the typical size of quantized vortices are given by the healing
length.
It needs to be stressed that Eq. (3.3.6) can be derived by linearising the NLSE without
the ”detour” through the hydrodynamic equations [12, 43]. In this case the notation
for the density changes to ρ0 = |E0|2. Both notations are identical, but |E0|2 will be
used since it appears later as an experimental parameter. However, it is the Euler
equations (Eq. (3.2.2) and (3.2.3)) where the hydrodynamics analogy becomes visible,
that further provide a useful link to gravitational analogues [17,77].
So far, a local nonlinearity ∆n = −n2|E|2 was used and therefore the interactions
involved are local, or short ranged. In this case, the dispersion derived above for small
amplitude excitations is identical to those found in dilute non-polar BECs. When
dealing with thermal nonlinear media, the nonlinearity becomes highly nonlocal that
effectively leads to long range interactions and as will be shown next, this strongly
affects the dispersion relation. Considering the NLSE with a nonlocal nonlinearity of the
form ∆n(r⊥) = γ
∫
d2r′⊥R(r⊥, r
′
⊥)I(r
′
⊥), a straight forward extension of the Bogoliubov
theory leads to a modified dispersion of the form [47,67]:
(Ω− ~v ~K)2 = c
2n2|E0|2
n30
Rˆ(K,n0Ω/c)K
2 +
c2
4k2n20
K4 (3.3.8)
where Rˆ is the Fourier transform of the nonlocal response function. The dependence
on the rescaled frequency Kz = n0Ω/c is negligible since in the paraxial approximation
K  Kz and the main contribution of the nonlocal response is along the transverse
dimensions. Therefore, in the example of a thermal nonlinearity described in the limits
of the DLM model, the response function can be simplified to Rˆ(K, 0) = 1/(1 +σ2K2).
This is the Lorentzian response function in the two-dimensional K-space with the non-
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Figure 3.2: Bogoliubov dispersion relation according to Eq. (3.3.8). (black) Local
nonlinearity ∆n = 10−5, σ = 0; (brown) Nonlocal nonlinearity ∆n = 10−5, σ = 50
µm; (red) Nonlocal nonlinearity ∆n = 10−5, σ = 100 µm; (orange) linear dispersion
∆n = 0.
local length σ. The interaction term in the nonlocal dispersion is therefore altered in
presence of a non zero nonlocal length in a way that it effectively reduces the nonlinear
interactions for excitation with wavelengths much larger than σ (Fig. 3.2). This has
striking consequences since the nonlocal length is usually bigger than the healing length
(σ > ξ), hence σ determines the length scale whether an excitation propagates as parti-
cle or wave. In an experiment, it is therefore necessary that the transverse wavelengths
are larger Λ > ξ, σ to ensure superfluidity.
3.4 Dispersion measurement
3.4.1 Oceanographic technique
The experimental technique presented here was inspired from studies on ocean wave
dispersion [78,79]. The central idea in these oceanographic studies is to capture a time
series of airborne images of the ocean surface and collect the amplitudes of random
surface waves over time and space. By analysing the Fourier spectrum over space and
time one can gather information about the population of the frequency spectrum Ω(K).
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The same algorithm can be applied to the photon fluid, where random spatial ampli-
tude fluctuations on the laser beam are used as the analogue of surface waves in the
ocean, where intensity fluctuations translate into sound waves in the photon fluid anal-
ogy. The spatial random wave pattern appears naturally on the beam profile, unless
one invests a lot effort to filter it out, and is used in the experiment. The time series
can be captured by imaging the beam profile and scanning the imaging plane in defined
increments along the z-direction. Since t = zn0/c each image captured at a position
z0 corresponds to a time t0 (Fig. 3.1). The speed of sound is a function of the laser
intensity and therefore it is desirable to have a top-hat like spatial beam profile that
would guarantee that the tranverse beam intensity does not vary significantly over dis-
tances compared to those waves propagate inside the photon fluid. In the experiment,
the gaussian beam profile is expanded by a 7-fold telescope to a beam waist diameter
of around w ≈ 16 mm and selected the central, high intensity region with an aperture.
This results in an approximated top hat like profile with appropriate constant intensity
across the beam without the need of complicated beam shaping techniques. This beam
is then launched into the sample filled with nonlinear methanol/graphene solution (abs.
α ≈ 0.017 cm−1), where its transverse beam profile can be imaged by a camera/lens
system. The camera and imaging lens (f = 75 mm) are mounted at a fixed image dis-
tance on a computer controlled translation stage, that allows to scan the object plane
along z with uniform scaling of the transverse directions (Fig. 3.4). By this technique,
a set of up to 60 images along the z-direction is captured and stored in a 3D I(x, y, z)
dataset. The dispersion is then calculated via the Fourier transform of the measured
intensity profile I(x, 0, z). The intensity-to-noise ratio was enhanced by averaging over
200 lineouts along the y-direction. The measured dispersions of the photon fluid are
shown in Fig. 3.4 b)-d).
• Fourier transform: 
• Dispersion of small amplitude noise on the laser beam
Dispersion relation
I(Kx,Ky,Kz = ⌦) = F [I(x, y, z)]
x
y
z = (c/n0)t
FT
Kx
Ky
Kz = ⌦
I˜(Kx,Ky,Kz = ⌦) = F [I(x, y, z)]I(x, y, z)
Figure 3.3: Oceanographic tech ique: transv rse l ser intensity is measured as a func-
tion of all spatial coordinates I(x, y, z). The dispersion is calculated by a 2D Fourier
transform of the signal I(x, 0, z).
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1Figure 3.4: a) Experimental setup: Spatial beam profile is imaged at various z-positions.
The camera and lens are sitting at a fixed distance on a linear translation stage. b)-d)
Measured photon fluid dispersion for different scanning distances b) 1.5 cm c) 5 cm d)
12 cm. The effective flow is controlled by an angle between the optical axis of the laser
beam and the imaging axis of the camera/lens: b) v = 0 m/s c) v = 1.3× 106 m/s d)
v = 3.0× 106 m/s.
The contour plots show the logarithmic amplitude of the spatiotemporal frequency
spectrum of random noise on the photon fluid. All the spectra show some folding, that
is due to the discrete sampling of the intensity signal by the finite pixelation of the
CCD sensor. Figure 3.4 b) shows data taken from 60 images along a scanning distance
of 1.5 cm with an increment separation ∆z = 250 µm and an intensity of I ≈ 2 W/cm2.
The measured dispersion Ω(K) reveals a parabolic behaviour expected from the Bo-
goliubov dispersion relation for large K-vectors given by Eq. (3.3.6). The intensity
used here yields a nonlinearity of ∆n ≈ 10−6 resulting in a healing length ξ ≈ 230
µm. Translated into K-space, the critical K-value below a phononic linear dispersion
is expected is around KC = 2pi/ξ ≈ 0.3× 105 m−1. The resolution in K or Ω, is given
by ∆K = 2pi/∆xmax ≈ 102 m−1 and ∆Ω = 2pi/∆zmax ≈ 4× 10−10 s−1 where ∆xmax is
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the size of the sensor format of the camera and ∆zmax is the overall scanning distance.
Comparing with Fig. 3.2, a sufficient resolution in K-space is given, but the resolution in
Ω is the limiting parameter in observing a linear dispersion. For this reason, to enlarge
the resolution in Ω the data was measured over longer distances ∆zmax = 5 cm and 12
cm with an increment of 1 mm. However, the result of all measurements is a parabolic
dispersion, where the experimental accuracy and resolution does not allow to distin-
guish between a purely parabolic (linear beam propagation) and Bogoliubov dispersion
(nonlinear beam propagation). This would require a much longer beam propagation
over several meters or stronger nonlinearity, however the results clearly indicate that
the limiting length scale in a nonlocal medium is indeed the nonlocal length σ ≈ 10
mm leading to KC ≈ 103 m−1.
Furthermore, by tilting the imaging axis of the camera lens system with respect to the
beam axis, one can introduce a linear phase gradient along the tilt direction. Accord-
ing to the hydrodynamical equations, this yields to a non-zero background flow in the
photon fluid. This is verified by a tilted dispersion in Fig. 3.4 c) and d) where the flow
v can be calculated by fitting the data to Eq. (3.3.6) with ∆n = 0 and c) v = 1.3× 106
m/s and d) v = 3.0× 106 m/s.
The oceanographic technique has been successfully transferred to the photon fluid as
it shows that small amplitude excitations follow a parabolic dispersion that is identi-
cal to the Bogoliubov dispersion in the case ∆n = 0. As discussed, it has however
experimental limitations with respect to resolution that can only be overcome by very
long propagation inside the nonlinear medium. Since the nonlinearity is feeded by ab-
sorption of the laser beam, there exists an upper limit for the nonlinear propagation
length before the intensity significantly changes along propagation. This is problematic
as the intensity maps into a fluid density that would then significantly change over
time. Another technical problem with this technique that it requires to image photon
fluid planes inside a nonlinear medium and in the case of strong nonlinearity this can
no longer be considered as linear imaging because of possible deformations of various
image planes [65]. However, an object was imaged through the nonlinear medium in
order to experimentally verify that the distortions are only significant in the presence
of high intensity contrast, i.e. the sharp edge of a knife edge (Fig. 3.5). It is therefore
expected, that the weak oscillations on top of the more intense background beam do
not significantly distort the images and therefore the measured dispersions are indeed
correct. This is further corroborated by the excellent theoretical fit of Eq. (3.3.6).
Nonetheless, a precise estimate of the low frequency dispersion has to be assessed by
a technique that is not bound to the resolution limits or imaging inside the nonlinear
medium. Such a technique is presented in the next section.
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1Figure 3.5: Imaging through a nonlinear medium. A knife edge blocking part of the
beam is imaged through the medium at low power (P=20 mW, linear imaging) and
high power (P=2.5 W, nonlinear imaging).
3.4.2 Pump and probe technique
This following technique varies from the oceanographic technique as in seeding defined
wavelengths rather than using random noise on the beam [43]. The key idea is to mea-
sure the wave phase velocity by comparing the initial and final location of such a wave
after it has propagated for a given distance. To experimentally seed a wave, the beam
is sent through a Mach-Zehnder-Interferometer as to create a weak probe beam that
is recombined with a strong pump. In this configuration, the strong pump is used to
create the strong background field required to set the photon fluid properties and the
weak probe is used to create a small intensity modulation on top of the strong pump
through linear interference. A theoretical study of this configuration was discussed
in [43].
The intensity of the probe beam is controlled by a combination of λ/2-plate and polar-
izing beamsplitter to avoid absorptive elements that may lead to unwanted heating. By
controlling intensity and angle between pump and probe one is able to easily control the
desired modulation depth (≈ 5%) and wavelength. Both beams are then loosely focused
onto the sample input using a set of cylindrical lenses (f1 = 200 mm and f2 = 50 mm)
to create an elliptical beam with a narrow minor axis waist radius wy = 180 µm and a
wide major radius with wx = 0.7 cm (values corresond to the radii where the intensity
has dropped to 1/e2 of the peak intensity). The respective angles of the beams were
aligned such that the interference fringes are parallel to the y-axis so that the K-vector
of the phonon waves are aligned along the x-axis. Then, the K vector of the excitation
is given by the geometric relation K = k0 sin(φpr), where φpr is the angle of the probe
beam with respect to the pump. A similar configuration was used before in studies
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~kprobe
~kpump
Figure 3.6: Pump and probe technique: A weak intensity modulation is created by an
interference pattern between a strong pump and a weak probe beam. Both beams have
a highly elliptical intensity envelope due to a loosely focusing by a set of cylindrical
lenses. The spatial filter is an iris in the focal plane of the imagine telescope after the
sample to block the phase conjugated beam at the output. Finally, the shift of the
interference pattern is imaged by a 4-f telescope onto a CCD.
on periodic soliton formations [80,81], however the intensity modulation contrast used
here is very low compared to earlier works. The elliptical beam configuration was used
to achieve higher intensities while working with a large beam profile as this is necessary
to fit in the relatively large phonon wavelengths of the order of a few mm that are
required to access the low frequencies in the Bogoliubov dispersion. After the beam
has propagated through the sample, the output facet is imaged onto a CCD camera
and a shift ∆S in the interference pattern can be measured as a function of the laser
intensity (Fig. 3.7). This is understood as the weak intensity modulation through the
linear interference is set as the initial condition of an excitation in the photon fluid as
soon as the beams enter the nonlinear medium. In the Bogoliubov theory, this initial
condition is translated into eigenstates of the photon fluid and becomes a superposition
of Bogoliubov modes with opposite momenta ±K (see (Eq. (3.3.5)) [43, 82]. As the
beam propagates through the nonlinear sample, the initial excitation splits up into a
positive and negative transverse momentum components that are propagating in oppo-
site directions at the phase velocities given by the dispersion relation at ±K.
For excitations with K < KC , this is the speed of sound determined by the nonlinearity
in the system. Assuming a nonlinearity ∆n = 10−6, the speed of sound can be esti-
mated to cs ≈ 2×105 m/s. Given the effective propagation time in a 13 cm long sample
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Figure 3.7: a) Beam profile at the sample output facet. The modulation is due to the
low contrast barely visible. b) Example of a background subtracted lineout taken from
a) for low power (P≈0, dotted blue line) and high power (P=28 mW, solid red line)
showing a shift ∆S relative to the low power case [57]).
is around t = zn0/c ≈ 0.5 ns, the excitations propagate only around ∆S = cst = 100
µm. This shows clearly, that if the low frequency excitations with opposite momenta
have wavelengths of a few hundred of µm, they will never completely separate and are
thus always superimposed in the experiment.
In optical terms, the Bogoliubov splitting can be understood as a third order nonlinear
mixing process, where the pump and probe generate an idler beam that propagates at
the conjugate angle −φpr. Note that this process is not phase matched and therefore
the idler is only generated by the sudden change in nonlinearity when the beam enters
the nonlinear medium (see Section 3.5). Since the probe and the idler beam are su-
perimposed, a spatial filter in the focus of the imaging optics is used, to filter out the
−K = k0 sin(−φpr) component in the farfield and image only the positive component
on the camera. The phase velocities of the excitations are given by vph = Ω/K with
Ω(∆n) defined by (Eq. (3.3.6)) and are thus dependent on the nonlinearity set by the
pump beam. By changing the nonlinearity through the pump power one can therefore
control the phase velocity and as a consequence, a shift of the interference pattern can
be measured according ∆S(∆n) = vph(∆n)t with t = zn/c for various laser powers.
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1Figure 3.8: Shifts measured for various wavelengths Λ at a) P=28 mW and b) P=45
mW. The predicted shifts according to Eq. (3.4.1) are shown with the red solid lines.
The blue lines show the predicted shifts for a local nonlinearity a) ∆n = (0.7±0.1)×10−5
and b) ∆n = (1.4 ± 0.1) × 10−5 with σ = 0. The corresponding healing lengths are
a) ξ ≈ 86 µm and b) ξ ≈ 62 µm. The shaded blue area covers the region where a
saturation of the phase velocity is observed. The healing length
Using Eq. (3.3.6), one obtains an expression for the shift ∆S(∆n,K):
∆S(∆n,K) =
K
2k0
[√
1 +
|∆n|
n0
Rˆ(K)
(
2k0
K
)2
− 1
]
z (3.4.1)
that allows to estimate the nonlinearity ∆n and the nonlocal length σ of the system by
measuring the shifts for several wavelengths Λ. This is shown in Fig. 3.8 for wavelengths
between Λ ≈ 100 µm -1.5 mm at fixed laser powers a) P=28 mW and b) P=45 mW.
The data is in very good agreement with the theoretical predictions given by Eq. (3.4.1)
with a nonlocal response Rˆ(K) = 1/(1 + σ2K2) and a) ∆n = (0.7± 0.1)× 10−5 and b)
∆n = (1.4± 0.1)× 10−5. In both cases, the estimate for the nonlocal length is around
σ ≈ 125 µm. For comparison with a purely local nonlinearity σ = 0, the expected shifts
were plotted and show clearly that the behaviour for small wavelengths is very different
from the nonlocal case. In the local case, a Taylor series expansion reveals that the
shifts go to zero with a 1/K dependence where in contrast to the nonlocal case, they
tend to zero as 1/K3 because the nonlocal response adds an extra decay of 1/K2. In
the K → 0 (Λ → ∞) limit, the local and nonlocal shifts both go towards √∆n/n0.
Overall, the measured data cannot be fitted with any value ∆n by considering a purely
local nonlinearity.
The remarkable feature is that even in the nonlocal case the data shows clearly that
the shifts become wavelength independent for Λ > 500 µm (shaded blue area), where
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Figure 3.9: Nonlocal Bogoliubov dispersion. The measured data shows excellent agree-
ment with the predicted dispersion given by Eq. (3.3.6) with σ = 118 µm and
|∆n| = 7.3× 10−6 for P=28 mW.
the waves are considered as collective phononic excitations. This saturation is evidence
of a constant phase velocity or in other words of a linear dispersion relation. Using
∆S = vpht = Ωt/K the measured shifts can be translated into temporal frequencies
and show good agreement with the nonlocal Bogoliubov dispersion (Fig. 3.9). It is the
linear dispersion that leads to a minimum non-zero propagation speed for excitations
cs = limK→0(Ω/K), hence there exists a critical speed below no waves at any given
frequency can propagate. A striking consequence is that energy transfer into the fluid
in the form of excitations, i.e. through scattering from an object, is suppressed and
therefore a frictionless flow characteristic for superfluids is expected.
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3.5 Discussion and Conclusion
The techniques and experiments presented in Chapter 3 were aimed at realizing a pho-
ton fluid in a propagating geometry with a nonlocal thermal nonlinearity. The main
focus was laid on developing ideas and techniques to measure the dynamics of small
amplitude excitations on top of a strong background fluid. As such, the dispersion rela-
tion lies at the centre of understanding the rich physics of fluid dynamics and therefore
a technique from oceanography was adapted to investigate the dispersion of a nonlo-
cal photon fluid. Using the random noise on the laser beam, the result confirmed the
parabolic dispersion for excitations with large momenta and highlighted the influence of
the phase gradient resulting in a hydrodynamic flow. As this technique involves Fourier
transforms in the spatial and temporal domain, the resolution of the measured spectra
is limited by the finite sample dimensions which was found to be too small to resolve the
low momenta spectrum. Different sample lengths were tested (1.5-12 cm) but to gain
sufficient resolution, propagation lengths of a 100 cm or more would have been needed,
but are disadvantageous due to their increased absorption. Furthermore, the technique
involved imaging through a nonlinear medium which is technically problematic as it is
known that the nonlinearity distorts the image planes. This led to a different experi-
ment that involved a pump probe scheme which overcomes both problems.
By measuring the phase velocity of seeded excitations, it was shown that the low mo-
menta dispersion follows the Bogoliubov dispersion relation for superfluids. It was ver-
ified that the nonlocality alters the dispersion for large momenta and in the presence
of strong nonlocality always dominates the healing length, which is the defining length
scale for quantum fluids with local interactions. Most importantly, it was shown that
there exists a linear dispersion even in highly nonlocal media and that allows to observe
superfluidity under specific conditions. Using a lorentzian K-space response, one is able
to fit the experimental data with a modified nonlocal dispersion relation to estimate the
nonlocal length σ ≈ 125 µm and the nonlinearity to ∆n = (0.7± 0.1)× 10−5 at P = 28
mW and ∆n = (1.4 ± 0.1) × 10−5 at P = 45 mW. Comparing the nonlocal length
found here with the result from Section 2.4.3, one finds that the nonlocal length is two
orders of magnitude smaller which is a significant difference. Both experiments were
conducted with the same sample and nonlinear medium at thermal equilibrium and
since σ is a function of material properties and boundary conditions they should yield
the same value. However the experiments conducted in Section 2.4.3 were performed
with a spatially symmetric gaussian beam profile whereas the pump and probe experi-
ment presented in this chapter involved a highly elliptical beam profile. The significant
difference can be explained by the difference of beam waist radii which introduces a new
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way of controlling the degree of nonlocality. This is in itself a surprising and important
result and is investigated and used in the next Chapter, where a highly elliptical beam
is used to create a superfluid flow around an extended obstacle.
The superfluid characteristics of the photon fluid are also reflected in the earlier men-
tioned ”Bogoliubov splitting”. In the experiment it is manifested by the appearance of
a weak beam that is propagating at the conjugate angle of the probe beam (Also see
Fig. 6.3). In the photon fluid, this corresponds to a wave with positive and negative
transverse momenta ±Kx. This is a consequence of the intrinsic modes of a superfluid,
which are a superposition of positive and negative frequency components (Eq. (3.3.5))
that arises via the nonlinear coupling of the particles in the Bogoliubov theory [43,76].
In particular, the dynamics of the here discussed superfluid are ruled by the NLSE,
where such a mode coupling appears in an additional term ∝ E20∗ when the total field
ansatz E = E0 +  + c.c. is chosen for linearisation. The linearised NLSE for the real
part then reads:
∂
∂z
=
i
2k
∇⊥+ ikn2
n0
[
E20
∗ + 2|E20 |
]
(3.5.1)
In nonlinear optics, this term corresponds to a four-wave mixing term that couples the
pump, the probe and the idler amplitudes. In a phase matched condition, this would
lead to energy transfer between the beams but in the non-phase matched scenario this
term is essentially switched off due to dephasing of the beams. In the experiment
all beams have the same frequency and propagate at different angles such that they
never satisfy phase matching conditions. Therefore, the generation of the idler in the
experiment is due to the sudden change in nonlinearity as the beams enter the nonlinear
medium and is suppressed shortly thereafter. A back reaction from the idler back to the
two other beams (i.e. pump depletion) can be safely neglected due to its weak intensity
(usually less than 1%). Therefore, the photon fluid waves are always superimposed but
only coupled at t = n0z/c ≈ 0, and one can therefore filter out the wave component
with negative −Kx after the sample (t 0) without affecting the dynamics of the wave
with positive momentum +Kx and vice versa. Note that the last term in the NLSE
mediates the photon-photon interaction and is responsible for the superfluid dynamics
and does not require phase matching. Thus the requirements to establish superfluidity
in the sense that the excitations follow the Bogoliubov dispersion, are always present
during the propagation of the beam through the entire nonlinear medium.
The shifts of the small amplitude waves were analysed in the language of photon fluids
where they are interpreted as a change of propagation speed in fixed time window. In
the language of nonlinear optics, this effect is explained in terms of a phase modulation
between the two beams E1(ω1, ~k1) and E2(ω2, ~k2), propagating in a nonlinear medium
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at a small angle. The resulting interference pattern depends on the angle and the
relative phase between the beams. If the latter is changed due to a nonlinear process, a
lateral shift of the interference pattern is observed. The general form of the third-order
nonlinear polarization amplitude reads:
P (3)(t) = 0χ
(3)E(t)3 (3.5.2)
with the total electric field amplitude E(t) = E1e
−i(ω1t+~k1~r) +E2e−i(ω2t+
~k2~r) +c.c. The re-
sulting full expression can be written in the common notation P (3)(t) =
∑
n P (ωn)e
iωmt
and consists of 64 terms, but only the self-action (SA) and cross-action (XA) terms at
positive frequencies are considered here. These are responsible for a nonlinearly induced
phase shift and by assuming that the probe beam is much weaker than the pump, i.e.
E2  E1, the relative phase is only significantly changed by the self-phase modulation
(SPM) of the pump beam E1 and the cross-phase modulation (XPM) of E2 by E1:
PSA(ω1, ~k1) = 0χ
(3)(E1E
∗
1E1 + E
∗
1E1E1 + E1E1E
∗
1) (3.5.3)
PXA(ω2, ~k2) = 0χ
(3)(E1E
∗
1E2 + E
∗
1E1E2 + E1E2E
∗
1
+ E∗1E2E1 + E2E1E
∗
1 + E2E
∗
1E1) (3.5.4)
In general, there are three self-action term and six cross action terms. Hence in the
case E1  E2 the change of refractive index experienced by the weak probe is twice the
self-induced refractive index change from the pump on itself. This leads to an increas-
ing relative phase shift between both beams during propagation that results in a shift
of the interference pattern between sample input and output. This can be understood
as a change of the wavevector magnitudes in the nonlinear case k′1 =
2pi
λ
(n0 + γ|E1|2)
and k′2 =
2pi
λ
(n0 + 2γ|E1|2) (Fig. 3.10). Note that in the defocusing case (γ < 0), the
magnitude of the k-vectors decrease.
Each of these terms P (ωi = ωj + ωk + ωl, ~ki = ~kj + ~kk + ~kl) with ωj,k,l = ±ω1,2 and
~kj,k,l = ±~k1,2 describes a nonlinear process, where a nonlinear refractive index grating
is created by the jth and kth wave, and from which the lth wave is scattered [81]. Note
that this grating is oscillating with ωgr = ωj + ωk and has a wave vector ~kgr = ~kj + ~kk.
Now in the special case of a thermal nonlinearity which has a slow response compared
to the laser frequency ω, only terms in the above equations that create a stationary
refractive index grating (ωgr = 0) will be effective. Here, in the degenerate case where
ω1 = ω2, the third term in the self-action polarisation is nonzero (ωgr = 2ω1) and so is
the third and fifth term in the cross-action polarisation (ωgr = ω1 + ω2 = 2ω1). In the
degenerate situation, there are still two self action and four cross-action terms left and
45
CHAPTER 3. PHOTON FLUID - CHARACTERISATION
 10  5 0 5 10 150
 100
 50
0
50
1
 10  5 0 5 10 150
 100
 50
0
50
1
~k1 ~k01 < ~k1 ~k02 < ~k2
~k2
~kgr ~kgr
 n = 0  n < 0
Figure 3.10: Qualitative explanation of the wavelength shifts as a result of cross-phase
modulation. a) linear scenario (∆n = 0). Two beams are propagating at an angle from
bottom to top and create an interference pattern that is parallel to the vertical axis. b)
nonlinear scenario (E1  E2,∆n < 0). The magnitudes of the k-vectors change such
that |~k′2| < |~k′1| and thus the interference pattern is tilted. Angles and magnitudes are
exagerrated for clarity.
hence the cross-phase modulation is still twice the self-phase modulation.
It is interesting to note that the fourth and the sixth terms in the cross-action polarisa-
tion are creating a stationary index grating that depends on the relative angles between
both beams and has exactly the same spatial modulation as the interference pattern.
Therefore, if the system is highly nonlocal in the sense that the nonlocal length is much
larger than the wavelength of the refractive index grating, these terms will be effectively
damped. As a consequence, the XPM is equal the SPM and a shift in the interference
pattern is suppressed. This is reflected in the dispersion measurement, where the shifts
of the long waves are pushed towards zero in Fig. 3.8 and their respective frequency Ω
towards the linear dispersion in Fig. 3.9.
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Superfluidity
The previous chapter showed that excitations in the photon fluid obey the Bogoliubov
dispersion relation that is also found for quantum fluids such as He3 or Bose-Einstein
condensates. Therefore it is expected that there exists a condition where the fluid
becomes superfluid, a state in which the fluid is described by an order parameter, a
macroscopic wave function that leads to frictionless flow in subcritical and nucleation of
quantized vortices in supercritical flows. This chapter presents the observation of these
phenomena in the photon fluid at room temperature and the results were published in
”The role of geometry in the superfluid flow of nonlocal fluids”, PRA (2016) [83].
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4.1 Introduction
Superfluidity is without doubt one of the most fascinating manifestations of quantum
physics at the macroscopic level and describes a state of a fluid in which it loses any
friction and establishes a dissipationless flow. This peculiar fluid state was first ob-
served in liquid Helium in the early 20th century and until now has attracted countless
experimental and theoretical studies that laid the foundation of todays understand-
ing of quantum liquids. Similar to Bose-Einstein condensates, it manifests itself when
cooling bosonic particles below a critical temperature where they undergo a phase
transition from normal to superfluid. This phase transition cannot be explained by
classical theories, but is a consequence of quantum degeneracy that leads to the col-
lective behaviour. At low temperatures, the de-Broglie wavelength of the atoms is of
the order of the inter-atomic spacing and this delocalization allows to describe the gas
or fluid as a macroscopic wave function, the order parameter. When weak interactions
are introduced, then the evolution of the order parameter is governed by an equation
that was derived by Gross and Pitaevskii and has the form of a Nonlinear Schro¨dinger
Equation [84, 85]. Quantum fluids of light that are described by the same equation,
where the electric field of a monochromatic beam plays the role of the order parameter
and the optical nonlinearity mediates the interaction. Photon fluids share therefore a
strong resemblance to Bose Einstein condensates or superfluid helium. The possibility
of superfluidity in photon fluids was proposed by Chiao et. al. [12] and experimental re-
alisations were presented in exciton-polariton condensates few years later [13,14]. These
driven-dissipative systems work at cryostatic temperatures where the light particles in
the semiconductor microcavity are described by strongly interacting exciton-polaritons.
Besides exciton-polariton condensates, photon condensates have been observed in op-
tical micro cavities filled with fluorescent dye [8, 9] while superfluid shock waves and
condensation of classical waves have been observed in defocusing bulk nonlinear media
using photo refractive crystals [37,42].
In all these systems, superfluid flow is usually observed in the scattering of a flow around
an obstacle. In a normal fluid, the kinetic energy of the fluid is dissipated in the form
of waves that are scattered from the obstacle. In a superfluid however, there exists a
critical flow speed below such waves are not allowed to be excited, and consequently the
fluid passes the obstacle undisturbed. At the breakdown of superfluidity, i.e. at flows
speeds close to the critical flow, the onset of turbulence in the form of quantised vor-
tex nucleation is commonly considered to be a hallmark signature of such superfluids.
These vortices are topological defects in the form of a phase singularity with quantized
circulation and are a well known feature of solutions to the NLSE. Chapter 3 presented
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the phononic, linear dispersion for long wavelength photon fluid excitations as a first
signature of superfluidity, but the vortex shedding in the superfluid flow in the wake of
an obstacle has so far not been shown photon fluids in a propagating geometry.
The physics of quantized vortices is of profound interest since the realisation and dis-
covery of superfluids like 4He and BECs, and today dynamical aspects are thoroughly
investigated in quantum turbulence [86]. Vortices have the dimensions of the healing
length and are thus hard to optically visualize in liquid 4He, where they are of the
order of a few Angstro¨ms. In comparison, due to their lower density, dilute atomic gas
BECs have healing lengths of the order of microns while photon fluids can reach tens
to hundreds of microns. Furthermore, the spatial phase interferometry in optics allows
easy access to phase information and thus straight forward localisation and character-
isation of winding numbers of vortices. This makes photon fluids a promising toolbox
for studying vortex formation and superfluid dynamics.
However, the nature of the nonlinearity plays a fundamental role regarding photon su-
perfluids. Most studies and experiments so far were conducted in systems with quasi
local nonlinearities, but only few of them considered highly nonlocal nonlinearities
found in thermal media. In fact, a superfluid scattering experiment as discussed earlier
has not been reported for a nonlocal photon fluid. A nonlocal nonlinearity introduces
effective long range interactions that will lead to earlier breakdown of superfluidity in
terms of wavelengths and critical flow speeds. More importantly, the results found for
the nonlocality in Chapter 2 and 3 are contradicting, i.e from theoretical and also ex-
perimental findings the nonlocal length is determined by the sample dimensions (σ ≈10
mm) which is two orders of magnitude larger than the nonlocality found in the dis-
persion relation measurements. There, superfluid wave propagation could be identified
for waves much shorter than the nonlocal length (10 mm) and this significant differ-
ence hints that the understanding of nonlocal effects on superfluidity is still incomplete.
Therefore, the stability and breakdown of superfluidity in the presence of nonlocality
is of profound interest and also ties links to dipolar BECs, where the nonlocality gives
rise to a roton/maxon spectrum [87]. Therefore nonlocal photon fluids provide a useful
platform for deeper understanding of nonlocal superfluids in general.
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4.2 Landau criterion
A frictionless flow of a fluid around a barrier or obstacle is only possible if no kinetic
energy from the flow is transferred into heat or excitations in the fluid. In particular,
considering a superfluid flow along the positive x-direction with a non-zero flow velocity
relative to an obstacle at rest, quasi-particles in the fluid can be excited under energy
and momentum conservation. Supposing that the interaction between the obstacle and
the flow is such that it can only create elementary excitations in the fluid and not
change the overall flow. In the co-moving frame, the obstacle changes velocity from vi
to vf , therefore the energy of such an excitation is:
(p) <
m
2
(v2i − v2f ) = p2/2m (4.2.1)
The momentum is conserved, thus using m~vi = ~p+m~vf one gets:
(p) < ~p~vi − p
2
2m
(4.2.2)
Since the last term is always positive, the condition reduces to:
(p) < |~p||~vi| (4.2.3)
For a quadratic dispersion  ∝ p2, this is satisfied for arbitrary small flow speeds vi,
hence excitations can be created by the obstacle at all velocities. However, if the
dispersion is linear, i.e. (p) = cp, excitations can only be created if vi > c. This is
the Landau criterion for superfluids that states that below a critical flow velocity it
is not possible to excite waves by means of a scattering from a boundary or obstacle
and therefore frictionless, superfluid flow is established. In general, the critical speed is
therefore defined and evaluated via vc = minp(p)/p = minK(Ω/K).
The energy spectrum  = h¯Ω of elementary excitations in a superfluid is given by
the Bogoliubov dispersion relation, that for nonlocal photon fluids takes the form (Eq.
(3.3.8)):
2 = h¯2(Ω− ~v ~K)2 = h¯2 c
2n2|E0|2
n30
Rˆ(K,n0Ω/c)K
2 + h¯2
c2
4k2n20
K4
with the nonlocal response function Rˆ. Considering a local medium, i.e. Rˆ = 1, this
dispersion is linear for waves with momenta smaller that the inverse healing length (K <
1/ξ) and their propagation speed is given by the speed of sound cs = limK→0 vph(K) =
limK→0(Ω/K). In this case, the critical Landau speed vc = minKvph(K) is given by the
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Figure 4.1: Bogoliubov dispersion relation in the lab frame. The dispersion a) and b) for
a local (σ = 0) and c) and d) for a nonlocal fluid (σ/ξ=4.76, experimental parameters)
in linear and logarithmic scaling. The red dashed line is the straight line found for
Ω = vcK with the critical speed vc [83].
sound speed. As this is a function of the nonlinearity, the critical velocity will depend
on the intensity in the experiment. However, as discussed in the previous Chapter
the nonlocality alters the dispersion relation and has therefore also an effect on the
critical Landau velocity. For further discussion, using the parameters m = k0n0h¯/c
and g = ck0h¯/n
2
0 and ρ = n2|E0|2 the phase velocity vph = Ω/K can written in the
convenient form:
vph(K) =
(
gρ/m
1 + σ2K2
+
h¯2K2
4m2
)1/2
(4.2.4)
The critical velocity is the local minimum with respect to K and depends on the relative
value between the nonlocal length σ and healing length ξ and thus two regimes can be
identified:
1.) For a local medium and weak nonlocalities i.e. σ < ξ/2, the minimum of v(K)
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Figure 4.2: Critical velocity vc as a function of nonlocal length σ (a) and fluid density
ρ (b). Here, ρσ = h¯
2/mgσ2 and vσ = h¯/mσ. The vertical dot-dashed line identify the
two regimes σ > ξ/2 and σ < ξ/2. The conditions met in the experiment are identified
by the dashed line. The dotted line in b) plots the
√
ρ behaviour for comparison.
is given at K=0 and is identical to the speed of sound cs (see Fig. 4.1a) and b)
vc = minKvph(K) =
√
gρ
m
= cs (4.2.5)
2.) In the case of strong nonlocalities, i.e. σ > ξ/2 (see Fig. 4.1c) and d), the local
minimum of v(K) is attained at Kc =
√
1
σ
(
2
ξ
− 1
σ
)
with a lower value:
vc =
√
h¯2
m2σ
(
1
σ
− 1
4σ
)
(4.2.6)
Fig. 4.2 shows the critical velocity as a function of fluid density and nonlocal length.
For values up to σ = ξ/2, the critical velocity is identical to the speed of sound and
slowly decays afterwards. The density dependence of vc shows the familiar
√
ρ for
quasi local photon fluids and then decays slower proportional to ρ1/4 as expected since
1/ξ ∝ √ρ. For the experimental parameters ∆n = 7.6 × 10−6 and σ = 110 µm, the
ratio σξ ≈ 4.76, which results in a reduction of the critical speed by almost a factor 2.
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Summarising, the critical Landau speed is reduced in the presence of nonlocality if the
nonlocal length is larger than half the healing length. The usual nonlinearities and
nonlocal lengths present in the 2D photon fluids using methanol/graphene solutions
were measured in Chapter 2 for thermal equilibrium and transient conditions. There,
the nonlocal length σ at thermal equilibrium is about 10 mm which exceeds ξ ≈ 70 µm
(assuming ∆n = 10−5) by a factor of 14 and consequently reduces the critical velocity
significantly. It is therefore necessary to find conditions under which the nonlocality
can be reduced and establish superfluidity, as presented in the following section.
4.3 The role of geometry
The nonlocal nature of the thermal nonlinearity plays a significant role in many phe-
nomena regarding photon (super-) fluids. In Chapter 2 it was shown that it can be
well modelled via the 2D heat equation and numerical as well as analytical solutions
were found to correctly predict experimental measurements of the thermally induced
refractive index change. In thermal equilibrium, the nonlocal length was found to be
determined by the radius of the sample geometry (Eq. (2.3.6)) which was 10 mm.
This result is contradicting to the value of σ found in the dispersion relation measure-
ments (Chapter 3), where σ ≈ 120− 130 µm at thermal equilibrium. This is somewhat
surprising since the same sample geometries as well as same graphene concentrations
were used. Furthermore, the nonlocal length is independent on the laser power as long
as convective effects can be neglected. Although convection was observed at higher
powers, it cannot explain the two orders of magnitude difference in nonlocal length in
both experiments. However, different beam geometries were used, a quasi 1D highly
elliptical beam profile in the dispersion relation measurements and a gaussian profile in
the thermal nonlinearity setup, thus the discrepancy has so far not been analyzed with
respect to the beam geometries.
In order to understand how the beam or fluid geometry influences the nonlocal length,
the two dimensional heat equation with the distributed loss term is considered (DLM
model):
∇2⊥(∆T ) = −
α
κ
I(r⊥)− 1
σ2
∆T
The analytical solution provides the nonlocal response function in K-space as the
Lorentzian function Rˆ(Kx, Ky) = 1/(1 + σ
2K2x + σ
2K2y ), while its Fourier transform
is a zero-order Bessel-K function in real space. As discussed previously, when using a
gaussian beam with radii wx = wy ≈ W (W : medium radius), the nonlocal length is
approximately given by the medium dimensions, i.e. W and thus superfluid flow would
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Figure 4.3: Sketch of heat diffusion in the x-y-plane (orange arrows). Highly asym-
metric beam geometries lead to an enhanced heat flow along the minor beam axis and
effectively reduces nonlocality along the major beam axis.
require wavelengths much larger than the medium itself and is experimentally unreal-
istic. The more interesting situation occurs with a beam profile that is highly elliptical
i.e. wy  wx, that can be achieved by loosely focusing with cylindrical lenses. The
focusing leads to a temperature distribution inside the sample with a width that scales
according to wy along the y-axis and thus the spatial derivative along y can be approxi-
mated ∂2(∆T )/∂y2 ≈ −∆T/w2y. In other words, the heat diffusion occurs mainly along
the y-axis due to the higher temperature gradients, effectively reducing heat trans-
port along the x-axis. Using this approximation, the 2D heat equation reduces to an
effectively 1D equation with an additional loss term proportional to 1/w2y:
∂2
∂x2
(∆T ) = −α
κ
I(r⊥)−
(
1
σ2
+
1
w2y
)
∆T (4.3.1)
∂2
∂x2
(∆T ) = −α
κ
I(r⊥)− 1
σˆ2
∆T (4.3.2)
and results in the effective nonlocal length σˆ = wyσ/
√
w2y + σ
2 and corresponding re-
sponse function Rˆ1D = 1/(1 + σˆ
2K2x). Note that if wy  σ, the effective 1D nonlocal
length acting along the x-direction is approximately given by the minor beam radius
σˆ ≈ wy. Therefore, in a highly elliptical beam geometry it is possible to effectively
reduce the nonlocality along the major axis and establish superfluidity for realistic ex-
perimental scenarios, i.e. for wavelengths much smaller than the fluid itself.
A different perspective on the tailoring of the nonlocal response by the beam geometry
can be gained by considering the largest possible wavelengths that can be supported
along the minor beam axis, Λy < wy or Ky > 1/wy. To obtain the response func-
tion in K-space, the full 2D heat equation is numerically solved for parameters sim-
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1Figure 4.4: a)-c) Numerical solution of the 2D heat equation, showing the spatial
nonlinear response ∆n(x, y) for an highly elliptical beam profile in comparison with the
analytical solution of the DLM model. (Parameters are inspired by the experiment:
wx = 7 mm, wy = 120 µm, α = 0.035 cm
−1, I0 = 7 W/cm
2, W = 1 cm). d) K-space:
Comparison between the 2D nonlinear response ∆nˆ(Kx, Ky) = γRˆ(Kx, Ky)Iˆ(Kx, Ky)
in the limit Ky = 1/wy (blue) and the effective 1D nonlinear response ∆nˆ(Kx) =
γIˆ(Kx, Ky = 0)/(1 + σˆ
2K2x) (red).
ilar to the experiments in Chapter 3. Using a highly elliptical beam geometry with
wx = 7 mm, wy = 120 µm and Intensity I0 = 7 W/cm
2, the steady state tempera-
ture profile and hence the spatial distribution of ∆n(x, y) is compared to the analytical
solution of the DLM model using Eq. (2.2.6) and (2.3.5) and the results are shown
in Fig. 4.4 a)-c). Both solutions are in very good agreement and allow to calculate
∆nˆ(Kx, Ky) = γRˆ(Kx, Ky)Iˆ(Kx, Ky) by means of a 2D Fourier transform as a valid
description of the K-space nonlinear response. Now, only waves with wave vectors
Ky > 1/wy are supported by the fluid geometry, so the effective nonlinear response
∆nˆ(Kx, Ky) is approximated in the limit Ky > 1/wy. It was found that either inte-
grating over all Ky > 1/wy or simply taking Ky = 1/wy yields almost identical results.
55
CHAPTER 4. SUPERFLUIDITY
For the latter case, the nonlinear response ∆nˆ(Kx, Ky = 1/wy) is shown in Fig. 4.4d)
in comparison to the nonlinearity obtained via the previously introduced effective re-
sponse function Rˆ1D: ∆nˆ(Kx) = γIˆ(Kx, Ky = 0)/(1 + σˆ
2K2x). The almost identical
results confirm that the nonlocal response function can indeed be described as an ef-
fectively 1D response function with a nonlocal length with approximately the minor
beam radius. The different results for the nonlocal length found from the dispersion
relation measurement in Chapter 3 and those from Chapter 2 can be explained as due
to the different beam geometries. It has to be emphasized that the physical nonlocal
length of the whole system is always determined by the boundary conditions, regardless
of the beam size or geometry. The photon fluid dynamics however, are determined by
the effective nonlocal length of the order of the smallest beam dimension. Therefore,
tailoring the beam geometry allows to tune the effective nonlocality and establish su-
perfluid dynamics over a wide range of wavelengths that would be otherwise impossible.
In conclusion, the fundamental nonlinear properties of the thermal nonlinear medium
have been characterised that are crucial in interpreting the dynamics in the photon
fluid that lay the foundation of the understanding of superfluidity in these systems.
4.4 Superfluid flow and vortex nucleation
So far, it was shown that the propagation of small amplitude waves in a nonlocal photon
fluid follow the Bogoliubov dispersion relation and in particular in the long wavelength
limit the linear relationship Ω = csK confirms signatures of superfluidity. These results
were obtained in a quasi 1D photon fluid using a highly elliptical beam profile that,
as was previously shown, allows to reduce the effective nonlocal length by roughly two
orders of magnitude. However, a direct observation of superfluid phenomena such as
frictionless flow or vortex shedding has not been presented yet. So following the idea
of superfluid scattering experiments [14, 43], the superfluid flow around an extended
obstacle and onset of its breakdown was studied.
The idea is to create a flow in the photon fluid around an ideally small, rigid obstacle
and investigate the dynamics for different Mach numbers M , in fluid dynamics de-
fined as the ratio of the relative flow velocity to the obstacle and the speed of sound,
M = vf/cs. The experimental layout is shown in Fig. 4.5 where the beam is loosely fo-
cused by a set of cylindrical lenses (f1=200 mm, f2=50 mm) to yield beam radii wx ≈ 1
cm and wy ≈ 210 µm. This beam is launched through an 18 cm long sample filled with
a methanol/graphene solution with an absorption coefficient α = 0.035 cm−1 to ensure
optimum thermal nonlinearity. This is necessary as higher nonlinearity yields faster
dynamics that are crucial regarding the limited temporal evolution in the photon fluid
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Figure 4.5: Experimental setup. A 532-nm CW-laser beam with an highly elliptical spa-
tial beam profile is launched into a sample (2×18 cm) filled with a methanol-graphene
solution. A knife blade is installed inside the sample and slightly tilted with respect to
the propagation direction at an angle θ that determines the flow of the photon fluid.
A plane wave reference beam is used to measure the spatial phase profile of the pump
beam with spatial phase interferometry.
determined by the sample length. The graphene concentration is chosen to maximise
the nonlinearity and hence the dynamics in order to observe superfluidity and vortex
nucleation. The obstacle consists of an aluminium knife blade installed in the medium
along the beam path such that the beam propagates at a small angle θ with respect
to the knife blade, introducing a flow vf = (c/n0) sin (θ) along the x-axis. Finally,
the sample is placed in one arm of a Mach-Zehnder interferometer so as to probe the
output beam profile with a plane wave reference beam. At the second beam splitter,
a mirror on a piezo-controlled delay stage is introduced to retrieve the relative phase
of the pump beam by means of the spatial phase interferometry described in Section
2.4.2. The output of the sample is finally imaged with a 4× magnification onto a CCD
camera.
To get an estimate of the nonlinearity, the value obtained from the best fit of the dis-
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Figure 4.6: Experimental measurements of the nearfield beam profile at the sample
output I(x, y)/I0, normalized by input beam intensity I0. (a) and (b) I(x, y)/I0 is
capped at 0.04 to emphasize waves scattered from the obstacle into the upper right-hand
region of each panel. (a) vf ∼ 6 × 105 m/s and I0 = 0.2 W/cm2 (linear propagation,
i.e. non-superfluid regime). (b) vf ∼ 6 × 105 m/s and I0 = 3.8 W/cm2 (nonlinear
propagation, i.e. superfluid regime with vf/cs ∼ 0.5). (c) and (d) show superfluid
instability at higher flow speed, vf ∼ 1.3 × 106 m/s: (c) I0 = 4.0 W/cm2 i.e. ∆n =
3.0 × 10−5 and vf/cs ∼ 1.2 and (d) I0 = 6.8 W/cm2 i.e. ∆n = 5.2 × 10−5 and
vf/cs ∼ 0.9. White circles indicate the position of the vortex singularities obtained
from the corresponding phase diagrams shown in (e) and (f), respectively [83].
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persion relation is |∆n| = |n2|I0 = 7.3×10−6 is used (see Fig. 3.9). Note that |∆n| does
not correspond to a physical parameter in the system since the nonlinearity is nonlo-
cal (the physical nonlinearity at a point (x,y) at given intensity is evaluated according
to Eq. (2.2.6)), but is understood to be the determining parameter of the dynamics
in the hydrodynamic limit (Λ > 1/σ, 1/ξ). Considering a slightly higher absorption
than in Chapter 3 (the ratio of the total absorbed power is ∼ 1.5) the nonlinearity in
this experiment is estimated to be |n2| ≈ 7.8 × 10−6 cm2/W. Therefore, intensities of
I0 = 4− 7 W/cm2 were used to gain sound speeds of about cs = 1− 1.4× 106 m/s and
thus superfluid behaviour is expected for comparable smaller flow speeds. However,
the previously discussed critical Landau velocity is only applicable for obstacles of the
order of the healing length (∼ 30 − 40 µm), while the knife blade certainly exceeds
these dimensions. It was reported that in the vicinity of such extended obstacles, the
local flow velocity becomes supercritical even in the case of a subcritical flow vf < cs
far away from the obstacle [88]. This is understood by the local bending of streamlines
around the extended obstacle which is modifying the local flow speed. Therefore, in
addition to the reducing effect of the nonlocality on the critical flow speed, a breakdown
of superfluidity is expected at values lower than the speed of sound.
The detailed dynamics of a flow along the positive x-direction around the obstacle is
shown in Fig. 4.6. The nearfield images present a magnified section of the whole field of
view, where the obstacle is visible as a dark triangular shadow in the lower part of the
image. At low speeds vf ∼ 6× 105 m/s and low intensity I0 = 0.2 W/cm2 (Fig. 4.6a),
the fluid is in the non-superfluid regime and waves are being scattered radially from the
tip. This is basically a similar phenomenon one would observe in a flowing water stream
hitting a barrier. As the intensity is increased, the fluid enters the superfluid regime,
i.e. vf/cs ∼ 0.5, and the radially scattered waves in the top right corner are highly
suppressed (Fig. 4.6b)). This is a consequence of the onset of superfluid, dissipation-
less flow. Note that this does not display a fully frictionless flow yet, since the system
has not had time to be in equilibrium, i.e. as the beam enters the nonlinear medium,
the photon superfluid is suddenly switched on and evolves for a given, limited time.
In that time, the waves that have been scattered in the non-superfluid state have not
propagated much farther. As the flow is increased (vf ∼ 1.3×106 m/s), the breakdown
of superfludity is observed as the nucleation of quantised vortices in the downstream
region of the obstacle. In the linear i.e. non-superfluid regime, a shadow of the obstacle
is observed in the downstream region, but in the nonlinear i.e. superfluid regime, the
light intensity flows around the rigid obstacle and fills in the dark region just as in a
fluid. Clearly visible, a series of vortices that appear as dark spots in the intensity
profiles, are nucleated in the vicinity of the tip (Fig. 4.6c) and d)). The correspond-
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Figure 4.7: Numerical simulations. Circular input pump beam with 1 mm (1/e2) beam
radius: (a) zoomed in intensity profile at the output of the nonlinear medium. The full
beam profile is shown in the inset. (b) phase profile for the circular beam (wrapped
between −pi and +pi. Elliptical input pump beam (wx = 1 mm, wy = 0.15 mm): (c)
intensity profile with a white circle indicating the position of a vortex nucleated from
the obstacle, and corresponding phase profile (d). All simulations are performed under
identical conditions, aside from the input beam profile. Simulation parameters are:
I0 = 2.65 W/cm
2, propagation length L = 18 cm, fluid flow speed vf = 1.0× 106 m/s,
and nonlocal interaction length σ = 1 cm. Taken from Vocke et al. [83].
ing phase profiles confirm the quantisation of the vorticity around a phase singularity.
Furthermore, the drag forces from the obstacle exerted on the fluid are visualised by
the bending of the phase pattern around the obstacle. The flow is proportional to the
phase gradient, hence the drag force is reflected in the change of flow direction behind
the obstacle (Fig. 4.6e) and f). At higher intensities, more vortices are shed although
vf/cs is decreasing at the same time. However, higher sound speeds also lead to faster
dynamics in a certain limit (i.e. waves travel at a higher speed) and thus increasing
the nonlinearity has similar effects as increasing the temporal evolution of the system.
Therefore, the two vortices at higher intensity in f) are due to the faster sound speed.
At even higher flow speeds, the transition from vortex nucleation to the emission of
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Figure 4.8: Numerical results: (a) Plot of vortex core 1/e2 radii, a and b, normalized to
the local healing length ξ, versus σ. The inset, corresponding to the white region in (e),
shows a vortex core with labeled major axis a and minor axis b. (b) normalized beam
intensity, I(x, y)/I0, (c) phase φ(x, y) and (d) nonlinear potential, ∆n(x, y)/∆n, for a
purely local superfluid after 20 cm of propagation, with vf/cs = 0.56, ∆n = −1.2×10−5,
and 1/e2 beam radii wx = wy = 1 mm. (e), (f) and (g) show the corresponding profiles
for a nonlocal superfluid with σ = 110 µm, and ∆n = −2.4× 10−5 [83].
hydrodynamic dark soliton was recently reported for exciton-polariton fluids [16] and
is in principle also observable in this system. However, these are created by strong
velocity gradients in the vicinity of extended obstacles that eventually lead to density
variations of the order of the healing length, that may be suppressed in the presence of
nonlocality. This is still to be confirmed and is subject for future investigations.
For more insight into the vortex shedding process and the impact of nonlocality, numer-
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ical simulations based on a split-step method to numerically integrate the full NLSE
were performed with parameters close to the experiment. A Lorentzian shaped nonlocal
response function Rˆ with a nonlocal length σ = 1 cm was used to describe the nonlinear
response. As in the experiment, a triangular shaped obstacle with the same dimensions
is immersed in the transverse beam profile. First, the influence of the beam geometry
was tested by simulating the scattering experiment with a round and an elliptical beam
at a constant intensity I0 = 2.65 W/cm
2. Fig. 4.7a) and b) show the nearfield and
corresponding phase in the case of a round beam where no particular features of vortex
nucleation is observed. In the case of an elliptical beam with a minor axis of wy = 150
µm (Fig. 4.7c) and d)), a vortex is spawned in the downstream region of the obstacle
matching the results of the experiment and thus confirms the superfluid state of the
fluid. This result corroborates the theoretical prediction of a purely geometric inter-
pretation of the geometry induced reduction of nonlocality. Furthermore, the vortices
in the experiment as well as in the simulation have an elliptical shape. The vortex
dimension is usually given by the healing length that is determined by the strength of
the kinetic and potential energy in the NLSE. Therefore, local variations in the density
caused by the smoothing of the nonlocality in the presence of an extended obstacle
can explain such elliptic shapes. Fig. 4.8a) shows the vortex core radii 1/e2 a, b as a
function of nonlocality. The radii are normalised to the local healing length in order
to account for local density variations in the fluid. Due to the impact of nonlocality
in the vortex nucleation, a constant ratio of intensity and flow speed vf/cs ∼ 0.56 is
chosen for each σ so that one vortex core is clearly observed. The results reveal that
in a purely local medium, i.e. σ = 0 µm, the ratio of the beam radii a/b ∼ 1 and
the cores are of circular shape, whereas with increasing nonlocality, the vortex cores
develop a more and more elliptical shape. The effect of nonlocality on the intensity,
phase and effective nonlinear potential energy ∆n(x, y)/∆n is shown in Fig. 4.8b)-g).
In the purely local case, the potential energy as well as the vortex core are of circular
shape. In the nonlocal case (σ = 110 µm), the elliptical vortex core is reflected in the
corresponding potential energy profile. This asymmetry in the potential is a result of
the nonlocal smearing of the overall fluid density. In particular, the spatial extent of
the knife blade is much larger in the nonlocal case resulting in an elongated potential
valley along the y-axis. The deformation of the vortex cores is therefore a consequence
of the obstacle shape in addition to a nonlocal nonlinearity.
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4.5 Conclusion
The physical nonlocal length in thermal nonlinear media is given by the dimension of
the system boundaries and it is therefore impossible to study perturbative photon fluid
dynamics that require transverse dimensions much larger than the range of nonlocality.
Furthermore, large nonlocal lengths effectively suppress the photon-photon interactions
and therefore drastically alter the linear dispersion relation that is necessary to observe
superfluidity. As a consequence, a superfluid state of light is experimentally unrealistic
in a medium with strong nonlocality. However, it was shown that by using highly asym-
metric fluid geometries, the effective nonlocal length that governs the dynamics in the
system can be reduced by several orders of magnitude and re-establish conditions under
which superfluidity is observed. This conclusion is reached by quantitatively modelling
the heat flow by means of a distributed loss model and is confirmed experimentally as
well as numerically. The beam geometry was chosen such that the degree of nonlocality
was reduced by two orders of magnitude, and superfluid phenomena were observed for
different flow velocities. The hallmark signature, the nucleation of quantised vortices
confirms the onset of superfluid turbulence and is distinguished from hydrodynamic
turbulence in a normal fluid.
Although the detailed analysis following the thermal modelling of the current underly-
ing system was necessary to quantitatively explain the physical mechanisms responsible
for tailoring the nonlocality, it must be emphasised that the general conclusions apply
to any form of nonlocality. As was outlined, a general perspective can be gained by
considering geometric parameters of the system to justify a reduction in the effective
nonlocal length. This also finds confirmation in the numerical simulations with balanced
beam dimensions, where no vortex shedding or dissipationless flow could be observed.
Therefore, thermal photon fluids bear a strong resemblance to dipolar BECs, that show
nonlocal effects due to long range dipole-dipole interactions [89]. Furthermore, the non-
local interaction with an extended obstacle affects the shape of the vortex cores, that
were found to be of elliptical shape. This effect can be understood as a smoothing of
the local effective nonlinear potential in the vicinity of the obstacle that is translated
into an anisotropic healing length determining the core shapes.
Summarising, the superfluid condition in this photon fluid is vital for studies regarding
analogue gravity experiments since the linearity of the low-momentum dispersion rela-
tion allows to build a valid analogy towards spacetime metrics. In that sense, a constant
speed of sound corresponds to the constant light speed in vacuum that guarantees local
Lorentz invariance [17].
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Analogue Gravity
It is known that elementary excitations in an inhomogeneous flow behave analogous to
scalar fields in curved spacetime. This Chapter presents the experimental realisation
of a two-dimensional rotating spacetime in a photon fluid that resembles a Kerr black
hole. The measurement of the flow and sound speed allows to identify an acoustic
event horizon and ergosphere in (2+1) dimensions that opens the door to study Penrose
superradiance.
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5.1 Introduction
5.1.1 Black holes in a nutshell
General relativity is the best theory we have describing gravity and its most impor-
tant prediction is the curvature of spacetime through massive objects. The shape of
spacetime itself is described by a metric which defines an infinitesimal physical distance
in space and time, in a given set of coordinates. In the presence of massive objects,
the metric is distorted in such a way that test bodies move along non-trivial ‘curved’
trajectories, what is commonly known as gravity. For bigger masses, the curvature or
distortion and hence their gravitational field becomes stronger. By far one of the most
exciting consequences are black holes, which are defined by a region of spacetime where
nothing, not even light, can escape from. In more detail, being a solution of the Ein-
stein equations, the curvature of spacetime of a spherically symmetric massive object
is described by the Schwarzschild metric in the Schwarzschild coordinates (t,r,θ,φ):
ds2 =
(
1− rs
r
)
c2dt2s −
(
1− rs
r
)−1
dr2 − r2dΩ2 (5.1.1)
Where rs = 2GM/c is the Schwarzschild radius, dts the Schwarzschild time and dΩ
2 =
dθ2 + sin2θdφ2 the angular line element. This metric describes, for example, the space-
time in the vicinity of a massive stellar object with mass M . Equation (5.1.1) bears a
singularity which becomes relevant if the entire mass M is confined in a volume with
radius R smaller than the Schwarzschild radius rs [90]. The apparent singularity at
the point r = rs defines a boundary in spacetime, called the event horizon but it is
important to note that there is no physical singularity at r = rs, being merely a singu-
larity of the Schwarzschild coordinate system. Beyond this boundary, the gravitational
curvature is so strong, that nothing can escape and therefore, such objects are called
black holes.
In 1974, Stephen Hawking showed that black holes are not entirely black by predicting a
thermal radiation emitted from the event horizon [91]. This effect arises from quantum
mechanics which shows that the vacuum is not entirely empty, but is a teeming soup
of virtual particles in constant flux that possesses a non-zero energy content. Fluctua-
tions of this ground state create virtual matter/antimatter particles, which annihilate
again shortly after being created [92]. He proposed that these pairs, excited from the
vacuum state, could be separated in the vicinity of an event horizon. One particle
could be sucked into the black hole while the other could escape and become a real
entity of spacetime. His results followed a thermodynamical treatment of black holes
by Bekenstein [93] and he derived an expression for the temperature of a black hole,
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being dependent of the gravitational field strength κ at the event horizon.
T =
h¯κ
2pikbc
=
h¯c3
8pikbGM
(5.1.2)
Thus, the emitted radiation has a thermal spectrum of a black-body with temperature
T. This tells us that the temperature of a solar mass black hole would be of the order
of 10−9K, thus emitting a very cold radiation compared to the cosmic microwave back-
ground (TCMB = 2.73K) which makes this theory experimentally nearly untestable.
However, there has been extensive research in analogue systems that show possible
experimental verifications on such problems in black hole physics [94,95].
5.1.2 Black holes in the laboratory
It was Unruh in 1981, who proposed that sound waves in a flowing medium like wa-
ter, are propagating in the same way than scalar fields do in a gravitational field. He
showed that the dynamical equations of motion from fluid dynamics can be cast into
that of a scalar field propagating in the modified geometry of a gravitational field [94].
Simply speaking, the curvature of spacetime from a massive object can be mimicked
by an inhomogeneous flow of a classical fluid in which waves can propagate. A horizon
exists at a surface whenever the wave propagation speed exceeds the local flow speed
orthogonal to that surface. This similarity leads to a useful analogy where parts of
general relativity can be identified with parts of non-relativistic fluid mechanics.
The main driver for the interest in analogue models was certainly the prospect to ob-
serve Hawking like emission from an analogue black hole since Hawking radiation is a
kinematic effect that is well covered with the ingredients that come with most analogue
systems. Simply speaking, these involve some quantum fields that live on a classical
background creating an effective spacetime. If the spacetime is such that there exist
a horizon for the quantum field propagation, then a thermally distributed emission of
particles is expected to appear [91, 96]. After Hawkings discovery of black hole evap-
oration, it was soon realised that the derivation of a thermal emission relied on the
existence of ultra high frequencies at the horizon with wavelengths shorter than the
Planck scale. In a nutshell, the thermal spectrum for an observer at infinity is infinitely
blue-shifted at the black hole horizon if back propagated in time, and the corresponding
high energies would rely on physics that are currently unknown, i.e. possibly requiring
a full quantum theory of gravity. This so called Trans-Planckian (TP) problem un-
veils the limits of Einstein gravity and quantum field theory and hints that a combined
quantum theory of gravity is needed to tackle the problem [97].
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For this reason, a major interest was laid on analogue models where the underlying
structure is well understood, i.e. the fluid wave equation beyond the long-wavelength
limit are known and can therefore be used to shed more insight into the Hawking pro-
cess. For shallow water waves the long wavelength limit is given by the water depth,
for quantum fluids such as BECs or photon fluids, the long wavelength limit is defined
by the healing length which is the sort of analogue to the Planck scale in quantum
gravity. Beyond this scale, the wave dispersion relation is not linear anymore and the
equation of motion can no longer be described by a second order wave equation in an
effective spacetime metric. Since the underlying physics beyond the ”analogue Planck
scale” is well understood for most analogue models, one can use the full wave equations
(with higher order derivatives) to study analogue Hawking radiation. The resulting
dispersion introduces a natural cut-off that prevents infinite blue shifting and hence
ultrahigh frequencies that circumvents the TP problem. The existence of Hawking ra-
diation in the presence of a high frequency cut-off was studied theoretically in the early
nineties [97,98] and led to the idea of using dispersive gravity waves in trans-sonic flows
as experimental testbed [99].
An important question regarding the analogy has to be asked of how important the
quantum fluctuations in the considered systems are. Classical fluids yield a Hawking
temperature of the order of nK which is too small to provide a measurable contribution
over thermal fluctuations. Although being far from being considered as a quantum
system, fluids have been used to study classical scattering between positive and nega-
tive norm modes in trans-sonic flows [100], which is known as the stimulated Hawking
process. Instead of using random fluctuations that naturally live in the system, a de-
fined ingoing frequency is excited that scatters off a horizon and non-zero scattering
amplitudes of positive and negative norm modes can be measured. The results indeed
supported the viewpoint that the thermal nature of the black hole emission does not
rely on Planck scale physics. That shows that even classical analogue gravity systems
are a useful tool to study black hole evaporation.
The measurement of the analogue spontaneous Hawking effect, i.e. the emission of
quanta from a vacuum state requires analogue systems with measurable quantum fluc-
tuations. With the rapid development of atom traps, ultra-cold dilute Bose Einstein
condensates became a promising candidate since they operate at temperatures in the
nano-Kelvin scale [101–103]. In fact the measurement of analogue Hawking radiation
in a BEC has been recently reported and is currently heavily debated in the commu-
nity [104].
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5.1.3 Black holes with a twist
Today, there exist a plethora of quantum analogue systems, from BECs in condensed
matter systems [18,19] (semiconductor exciton polariton condensates) to nonlinear op-
tics in fibres [105] and silica glass [106]. Whereas most of these systems display a
geometry involving one spatial and one temporal dimension (so called (1+1)D), quan-
tum fluids of light in a propagating geometry have been proposed to realise a (2+1)D
geometry [17,77]. This allows to create 2D spacetime geometries and hence the realisa-
tion of rotational flow next to radial flow. This would lead to an experimental testbed
for rotating (Kerr-like) black holes, that are surrounded by a region that drags the
spacetime fabric along the rotation. Like in a draining bathtub, the angular velocity
increases towards the rotation axis up to a point where the total velocity equates the
speed of light, the stationary limit beyond nothing can stay at rest for an observer at
infinity. This creates the so-called ergo region that is defined by two surfaces the outer
limit of which is the stationary limit described above, whereas the inner one is the event
horizon, i.e. where nothing can escape to infinity. The ergoregion is located outside the
event horizon in the plane of rotation and, as was proposed by Penrose, could be used
to extract rotational energy from a black hole.
His idea follows a Gedankenexperiment, where a particle with energy E is dropped into
the ergoregion where it is scattered and if escaping to infinity, carries away additional
energy. It is understood by analyzing the energy of a test particle on a trajectory
through the ergo region. In General Relativity, the energy is defined as the scalar prod-
uct between the particle 4-momentum and a vector-field, the so called time-like Killing
vector field, that describes time translation symmetry in General Relativity. For exam-
ple, the scalar product with the time-like Killing vector field V = (1, 0, 0, 0) describes
the time-translation symmetry and hence energy conservation. With the Killing vector
and 4-momentum p = (p0, p1, p2, p3) the energy is thus given by:
V · p = gµνV µpν (5.1.3)
= g0νp
ν (5.1.4)
= g00p
0 +
3∑
i=1
g0ip
i (5.1.5)
Here, gµν is the spacetime metric. For example, in flat Minkowski spacetime (i.e. r →
∞), the off-diagonal components of gµν vanish and the sum in Eq. (5.1.5) is identical to
zero and the energy is given by p0. Now for the Kerr metric, some of these off-diagonal
elements do not vanish and as it turns out, depending on the trajectory of the particle,
may lead to an energy that is negative as measured from infinity. Specifically, Penrose
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Ergosphere
Horizon
Figure 5.1: Superradiant scattering from a rotating black hole.
considered a scattering process where the particle decays into two components inside
the ergoregion where one has negative energy, i.e −E1 and will be swallowed by the
event horizon. The other part escapes to infinity, but due to energy conservation, now
carries more energy than the total incident energy E2 > E, where the excess is provided
by the angular momentum and mass of the Black hole [107]. The extracted energy E1
and extracted angular momentum J1 satisfy the very general relation:
E1 − aJ1 > 0 (5.1.6)
where a is the specific angular momentum of the black hole and J the angular momen-
tum of the particle. Therefore, if the infalling particle has negative energy, the gain
−E1 is limited by the angular momentum −J1. It was noted by Zeldovich, that this
so called Penrose process has an analogue for electromagnetic waves scattered from a
rotating cylinder. He calculated for such a cylinder with frequency Ω made of absorbing
material, that incident electromagnetic modes with frequencies ω impinging on it would
amplify if
ω −mΩ < 0 (5.1.7)
is satisfied, where m is to the axis of rotation according azimuthal quantum num-
ber [108]. It was later realised that this superradiant scattering is a rather general
physical process [109], while rotational superradiance is one phenomenon belonging to
a wider class of processes that allow stimulated and spontaneous emission of energy.
These include the superluminal motion of objects that allow energy dissipation in a
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transparent medium, such as the anomalous Doppler effect or the Vavilov-Cerenkov ef-
fect. From a thermodynamic viewpoint, the effect can be understood by the second law
of thermodynamics that demands the change of entropy must not decrease. Consider-
ing a superluminal moving object at velocity ~v in a transparent medium with incident
radiation. It can be shown that in the presence of dissipation, this condition is met if
∂S
∂t
∝ (ω − ~v ~K)a(ω) > 0 (5.1.8)
holds true [109]. Here K is the objects momentum and a(ω) denotes the frequency
dependent absorption coefficient that must become negative if w < ~v ~K. This example
presents the effect for inertial motion, but the same argument can be found for rotational
motion where ~v ~K is replaced by mΩ. It is therefore thermodynamically favourable for
such a system to emit radiation.
In practical terms, superradiance is a classical scattering mechanism in which the total
reflected amplitude of a wave is larger than the total incoming amplitude for a specific
range of frequencies, depending on the energy of the scattering potential [110]. In the
specific case of black hole superradiance, the radial part u(r) of the scalar field in the
Klein-Gordon equation is cast by means of a coordinate transformation into a very
simple form [111]:
d2u
dr∗2
+ Vω,m(r
∗)u = 0 (5.1.9)
r∗ is the so-called tortoise coordinate, that goes to −∞ at the event horizon and de-
scribes the radial coordinate r at +∞. The effective potential Vω,m has a complicated
expression, but it possesses the asymptotic values
Vω,m(r
∗)→
(ω −mΩH)2, r∗ → −∞ω2 r∗ → +∞ (5.1.10)
with the angular velocity ΩH at the horizon. With this, it was shown that Eq. (5.1.9)
allows superradiant solutions for incident waves that satisfy ω < mΩH [112]. The effect
relies on two factors: First, the system must provide a region where a superluminal
motion of an object or a wave is possible. In a rotating black hole, this is true inside the
ergo region, where the spacetime itself is dragged along the rotation in a superluminal
fashion. Second, the system needs some sort of dissipation, i.e for a black hole it is
given by the presence of an event horizon. If there wasn’t dissipation or absorption, the
negative energy wave can escape to infinity and the total energy remains the same.
Summarising, in analogue models it is known that in the hydrodynamic limit, the
equation of motion for elementary excitations is given by an analogue Klein-Gordon
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equation. Therefore, superradiant scattering has been studied in theory for classical
fluids [113–115] as well as for BECs [116, 117] and was recently proposed for photon
fluids, but has not been experimentally observed yet. The advantage of the photon
fluid over other analogue systems is the rather easy implementation. A rotational flow
in the photon fluid can be imprinted with the use of a Laguerre-Gaussian phase in the
pump beam that translates into a vortex like flow geometry. As described in Chapter 3,
by measuring the intensity and phase of such a beam it is possible to identify an event
horizon and ergo region and study scattering phenomena from rotating spacetimes. In
the following sections, a detailed experimental approach is presented to create a rotating
black hole in a photon fluid with thermal nonlinearity.
5.2 Acoustic spacetimes
A simple representation of an analogue system are sound waves in an inhomogeneous
moving fluid. Like in a river, the flow will drag the waves downstream, but they are
able to move upstream as long as the flow is smaller than the sound speed (Fig. 5.2).
However, if the flow becomes supersonic, the waves are not able to propagate upstream
anymore and are swept away downstream. The waves will therefore never reach an
observer standing upstream, which is a handwaving description of an acoustic horizon
that creates a region where sound cannot escape from and is known as a so-called ”dumb
hole” .
Considering a wave propagating at the sound speed cs in a flowing medium at velocity
~v = (-v, 0), the metric can be derived in its most simple form by purely geometric
assumptions [96]. Introducing (2+1) spacetime coordinates xµ = (t, x, y), the observer
at rest (lab frame) observes the sound mode propagate according to dx′ = dx − vdt,
hence the line element ds2 in (2+1)D is given by :
ds2 = −c2sdt2 + (dx− vdt)2 + dy2 (5.2.1)
= −(c2s − v2)dt2 − 2vdxdt+ dx2 + dy2 (5.2.2)
This can be written in the well known form
ds2 = gµνdx
µdxν (5.2.3)
with the metric tensor:
gµν =
−(c
2
s − v2) −v 0
−v 1 0
0 0 1
 (5.2.4)
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Figure 5.2: A sound pulse in a flowing medium: a) subsonic v < c, waves are able to
propagate upstream b) sonic v = c, waves are blocked at a sonic horizon and creates
shock fronts c) supersonic v > c, waves are swept downstream into the Mach cone.
Here, dx and dt measure the infinitesimal distance and time in the lab frame and Eq.
(5.2.2) - (5.2.4) describe an effective spacetime for waves in a homogeneous, stationary
flow v. One can find the sound cone, which are curves xµ(s) traversed by sound waves,
by solving ds2 = gµνdx
µdxν = 0 and the solutions are plotted for various flow speeds in
Fig. 5.2.
Now, let’s assume a non homogeneous flow in two dimensions, i.e the flow becomes a
function of space v = v(r). In this case, it is convenient to use spherical coordinates
(t, x, y) = (t, r cos θ, r sin θ) and hence Eq. (5.2.2) reads
ds2 = −c2sdt2 + (dr − v(r)dt)2 + r2dθ (5.2.5)
which in the case v(r) = cs
√
rs/r has the form of the Schwarzschild metric [118–120] in
Painleve-Gullstrand coordinates and describes the spacetime around a black hole. This
representation highlights, that the curvature of spacetime appears as an additional
flow term in the metric and in essence, this is the important analogy that laboratory
experiments are using to study analogue black holes.
The equation of motion for sound waves in the photon fluid are identical to those in
an inviscid, barotropic fluid as long as the quantum pressure is negligible. In this case,
the kinematics are governed by a linear dispersion that guarantees a fixed sound speed
for modes larger than the healing length. This is important in the relativistic analogy
since it allows to describe the kinematics with a wave equation on a curved spacetime
metric. Again, using linearised fluctuations of the density ρ1 and velocity potential Ψ1
around a stationary background and the continuity and euler equation (Eq. (3.2.2))
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and (3.2.3)) one obtains:
∂
∂t
ρ1 +∇(ρ0Ψ1 + ρ1~v) = 0 (5.2.6)
∂
∂t
Ψ1 +∇Ψ1~v = c
2
4k2n20
[
∇(∇ρ1
ρ0
)− ρ1
ρ0
∇
(∇ρ0
ρ0
)]
− c
2n2
n30
ρ1 (5.2.7)
Neglecting the term in the square brackets on the right hand side of Eq. (5.2.7) (quan-
tum pressure) and substituting into Eq. (5.2.6) one arrives at a single second order
equation for the velocity potential [17]:
− ∂
∂t
[
ρ0
c2s
(
∂
∂t
Ψ1 + ~v ∇Ψ1
)]
+∇
[
ρ0∇Ψ1 − ρ0~v
c2s
(
∂
∂t
Ψ1 + ~v ∇Ψ1
)]
= 0 (5.2.8)
with the sound speed c2s = c
2n2ρ0/n
3
0. This can be written in a more compact form and
is identical to a wave equation for a massless scalar field Ψ1
∆Ψ1 =
1√−g∂µ
(√−ggµν∂νΨ1) = 0 (5.2.9)
which is propagating in a (2+1) dimensional curved spacetime given by the metric
gµν =
(
ρ0
cs
)2−(c
2
s − v2) −vr −vθ
−vr 1 0
−vθ 0 1
 (5.2.10)
with g = det(gµν). Here, vr and vθ are the radial and azimuthal velocity components
and obey v2 = v2r + v
2
θ . This metric is, apart from a scaling factor, identical to the one
derived for waves on a flowing fluid (Eq. (5.2.4)) under purely geometric assumptions
and shows that photon fluid sound modes in an inhomogneous flow can be treated as
waves in a curved spacetime. Although derived in the context of a photon fluid [17],
this form of metric has been also found earlier for BECs [102, 121] and classical flu-
ids [94, 122]. It should be highlighted that only the phonons in the hydrodynamic
analogy, i.e excitations in the photon fluid in the large wavelength limit, are coupled
to the above derived acoustic metric. The photons of the laser beam are still coupled
to the physical spacetime metric which is the flat Minkowski spacetime. Moreover, the
acoustic metric describes a (2+1) dimensional spacetime that is shaped by the flow
geometry and can only reproduce a subset of the (3+1) geometry in general relativity,
where the curvature is related to the energy and mass distribution via the Einstein
equations. Therefore, analogue systems are only useful to study kinematical problems
of general relativity, i.e. trajectories of waves or particles defined by position, speed
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and acceleration, but not dynamical problems that involve forces.
5.3 Acoustic horizons and ergoregions in a (2+1)D
photon fluid
An acoustic spacetime in a photon fluid that recreates that of a black hole can be
realised by spatially shaping the intensity and phase profile of the laser beam. As
was described in Chapter 3, these are the two parameters that can be experimentally
tweaked to control the speed of sound cs and the flow v of the photon fluid. Both
can be functions of spatial coordinates and therefore there exist two ways of building a
horizon. The first is to keep the flow fixed in all spatial dimensions and modulate the
sound speed, or the opposite where the sound speed is held constant with a spatially
varying flow [122]. In this work, both quantities are controlled to create an acoustic
horizon.
The fluid density and hence sound velocity is given by the optical field intensity I(r)
and a current flow can be induced by a phase gradient ∇φ of the optical field. To
create a spacetime flow analogous to a Schwarzschild black hole in Painle`ve-Gullstrand
coordinates (i.e. v(r) ∝ −1/√r), the field is chosen in cylindrical coordinates (r, θ):
E(r) =
√
I(r)e−i(2pi
√
r/r0−mθ) (5.3.1)
where I(r) is the gaussian intensity envelope, r0 is the scaling factor defining the radial
phase curvature and m denotes the OAM integer. In the case m = 0, the phase gra-
dient has only radial components leading to a current flow directed towards the centre
with velocity vr(r) = −cpi/(kn0√r0r). When m 6= 0, the OAM adds a helical phase
that creates an optical vortex with an azimuthal phase gradient, that in addition to the
radial phase, creates a flow that has radial and azimuthal components that forms the
spacetime of a rotating Kerr black hole. This vortex structure, which finds it hydrody-
namic analogue in a “draining bathtub”, curls the spacetime fabric around its center
and if the rotation is strong enough, creates an ergosphere. This is a region outside
the event horizon, where the total current flow, vflow =
√
v2r + v
2
θ , overcomes the local
sound speed and nothing can stay at rest in the reference frame of an external observer.
Examples of such a beam geometry with a field given by Eq. (5.3.1), recreating a non-
rotating and a rotating black hole are shown in Fig. 5.3. The intensity |E(r)|2 and
phase φ(r) = 2pi
√
r/r0 − mθ are calculated using realistic parameters that are later
used in the experiment. The intensity and phase has to be chosen such that there exists
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Figure 5.3: Calculations of transverse intensity I(r) (top row) and phase profiles Φ(r)
(middle row) of a laser beam with a field according to Eq. (5.3.1) for a static black
hole (m=0) and a rotating black hole (m=2). The color code for the phase runs from
0 (blue) to 2pi (red). The resulting flow velocity and speed of sound (bottom row) are
calculated using parameters similar to the experiment: Power P = 140 mW, nonlinear
n2(t = 200 ms)= 4.4× 10−7 cm2/W, beam radius w1/e2 = 5 mm, r0 = 0.5 mm, m = 2.
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an intersection of sound and flow velocity close to the beam centre. The beam has a
phase singularity at r = 0 and consequently its intensity drops to zero, changing the
local sound speed.
Experimentally, such fields can be realised by using a flat intensity profile of a broad
gaussian beam that is sent onto a diffractive optical element i.e. Spatial light modula-
tor (SLM) or phase mask, to imprint the desired phase. These elements are essentially
diffraction gratings that are designed such that the first orders are carrying the desired
spatial phase profile. A SLM consists of a matrix of addressable liquid crystal pixels,
that are individually controlled via a voltage drop and capable of changing the refrac-
tive index for the incoming light. This allows to induce a spatially dependent phase
retardation for individual parts of the laser profile hitting the SLM. Phase masks are
diffraction gratings where the spatial design of the periodic structure is such that the
interference in the first diffracted order leads to a beam with the desired spatial phase
profile. These can be made from a thin chrome layer on a glass substrate, i.e. a periodic
array of opaque and transparent structures or by a periodic relief on an etched glass
substrate. Phase masks are very robust against high laser powers and provide a large
format that is beneficial when using large beam diameters that are needed for such an
experiment. Undoubtedly, SLMs provide high flexibility in quickly changing the phase
without changing any optical elements and are therefore a versatile tool, but great care
has to be taken to not damage them while working at high powers. So far, phase masks
are used in the experiments presented here but also SLMs will be tested in the future.
The experimental setup is shown in Fig. 5.4. A strong CW pump beam is sent through
a diffractive phase mask, where the +1 or -1 order can be selected by a spatial filter
in the focus of a 4f telescope. The sign of the orders determines the sign of the phase,
i.e. the +1 leads to a phase +Φ(r) and -1 to −Φ(r). With that it is possible to create
black hole metrics v(r) ∝ −1/√r and white hole metrics v(r) ∝ +1/√r. The beam
is imaged a few cm after the phase mask onto the sample input facet by a 4f imag-
ing telescope. This is necessary since the curved phase fronts near the centre of the
beam will overlap with further propagation, before they would reach the sample input.
The beam then propagates through the nonlinear sample filled with a 25% absorptive
methanol graphene solution where the near- and farfield at the sample output is imaged
by a CCD camera/4f imaging system. The nearfield is used to measure the speed of
sound whereas the farfield is used to measure flow velocity. All measurements were
performed in a time resolved manner described in Chapter 2, i.e. the near- and farfield
signals were recorded after a predefined delay from the opening of the laser shutter.
This is necessary in order to control the nonlocal length and hence retain superfluidity
for excitations with long wavelengths (see ”Measurement of the speed of sound”).
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Figure 5.4: Setup: 532 nm CW beam with a waist diameter of w ≈ 7 mm is launched
onto a phase mask imprinting a spatial phase according Eq. (5.3.1) with parameters
r0 = 0.5 mm, m = 2. The beam is then sent through the nonlinear sample filled with
a dilute methanol/graphene solution (25% abs.) and finally imaged by a 4f telescope
onto a CCD camera to measure the nearfield (speed of sound measurement), and onto
a translatable aperture to measure the spatially resolved farfield (flow speed measure-
ment).
5.3.1 Measurement of the flow velocity
The flow is proportional to the gradient of the spatial phase ~v(r) = (c/n0k0)∇Φ(r).
The phase can in general be expressed as (with ~r = (x, y))
Φ(~r) = ~k⊥~r − ωt (5.3.2)
and hence the flow is proportional to the transverse k-vector ~k⊥ = (Kx(~r), Ky(~r)).(
vx(~r)
vy(~r)
)
=
c
n0k0
∇Φ(~r) = c
n0k0
(
Kx(~r)
Ky(~r)
)
(5.3.3)
The components Kx,y can be measured by spatially isolating parts of the transverse
beam profile with a small aperture and measure the angle φx,y between the propagation
and z-direction in the farfield. Using the trigonometric relation Kx,y = k0 sinφx,y, the
flow is then given by (
vx(~r)
vy(~r)
)
=
c
n0
(
sinφx(x, y)
sinφy(x, y)
)
(5.3.4)
In the experiment, a 4f-telescope is used to image the beam at the sample output onto
the camera and onto a translatable aperture using a 50:50 beam splitter. The aperture
has a diameter of 200 µm and can be scanned across the full beam diameter to measure
the spatially resolved farfield (Fig. 5.5a). The position of the aperture is controlled by
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1Figure 5.5: Flow measurement technique: a) The spatially resolved farfield is measured
with a translatable iris ( ≈ 200 µm) that selects a small area of the beam profile
whose farfield intensity distribution is recorded by a camera in the focal plane of a
f=20 cm lens. The iris is scanned along x-direction across the beam profile with step
increments of 0.1 mm, while the farfield image at each position is recorded. b) Example
of the measured farfield intensity distribution. The gaussian envelope is fitted and the
(Kx, Ky)-coordinates of the center are recorded for each step. Lineouts of the farfield
b) at Ky = 0 (c) and Kx = 0 (d) for different positions across the beam profile. The
dark notch at x ≈ 0 is due to the zero intensity at the beam center (see Fig. 5.3 and
Figs. 5.9, 5.10).
a computer controlled translation stage with µm precision. An example of the farfield
intensity is shown in Fig. 5.5b). The farfield has an almost gaussian profile due to the
small aperture diameter and is fitted with a 2D gaussian function. With this technique,
the centre of the gaussian envelope is tracked along the transverse dimensions and it
is possible to perform a direct measurement of the spatially resolved flow velocity. A
set of up to 80 farfield images with steps of 0.1 mm is taken to measure across the full
beam diameter (Fig. 5.5c) and d)).
78
CHAPTER 5. ANALOGUE GRAVITY
5.3.2 Measurement of the speed of sound
Theoretically, the speed of sound is a function of the nonlinearity ∆n = γI in the system
that scales linearly with laser intensity. It is then valid to say that, if the nonlinear γ is
known, it is sufficient to measure the intensity distribution in the nearfield to calculate
the speed of sound cs.
However, the description of an inhomogeneous flow as a curved spacetime metric only
makes sense if the phase velocity of waves in the fluid is independent from their momen-
tum. In the photon fluid, this is true for excitations with a phonon-like wave character
whose wavelengths are larger than the healing and nonlocal length and consequently
all the phonons travel with a constant speed of sound. In previous chapters, it was
shown that photon fluids in a (1+1)D geometry are superfluid and excitations in the
long wavelength limit have the character of non-dispersive phonons. This was achieved
by using a highly elliptical beam profile that allowed to limit the nonlocal length to
σ ≈ 125 µm and access superfluidity over a broad range of wavelengths. This is no
longer possible when using 2D beam geometries with few millimeter diameters that
would result in too large nonlocal lengths that push the length scale for phonon wave-
lengths beyond the beam dimensions. It is therefore necessary to find alternative ways
of reducing the nonlocality.
Since the nonlocality is essentially a measure of heat diffusion that develops over the
rather slow thermal time constant of the medium, it is possible to reduce σ by using an
 
 
t=0.5 s
∆nL
(σ = 0)
∆nNL
(σ = 300µm)
−1 −0.5 0 0.5 10
5
10
X (mm)
A
m
p
li
tu
d
e
(a
rb
.u
ts
)
1
 
 
∆nL
∆nNL
10−1 100 101 102 103 104
10−6
10−5
10−4
10−3
t (s)
∆
n
Local
Nonlocal
1Figure 5.6: Calculating local ∆nL: Nonlinear nonlocal refractive index profile measured
with spatial phase measurement technique (Chapter 2) with I = 28W/cm2, t=0.5 s.
The measured normalised signals ∆nNL(t=0.5 s) (black dots) are fitted with Eq. (2.2.6)
with the real space response function R(r, r′, σ(t))) described by Eq. (2.3.4 (red line).
Afterwards, the blue dashed line is obtained by setting σ = 0 where the local peak
nonlinearity ∆nL(t) can be extracted for given σ(t).
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out of thermal equilibrium condition of the system. This can be done by opening the
laser shutter and capturing an image of the photon fluid after a short ms time delay.
This is a valid technique since the evolution time in the photon fluid (< 100ns) is much
faster than the thermal diffusion time in the system (≈ 10 min , see Chapter 2).
The transient build up of the thermal nonlinearity and nonlocal length was measured
and described in Chapter 2. The temporal increase of the nonlinearity ∆n(t) shown in
Fig. 2.8 displays the nonlocal ∆n(t) that is physically described by the convolution of
the intensity profile and nonlocal response function. The measured peak amplitude is
therefore affected and reduced by the nonlocality in the system. The speed of sound
however is independent from the nonlocal length, that only defines the range of spa-
tial frequencies that travel with cs, but not its absolute value. Note that cs refers to
the sound speed of the phonons, which is given by the slope of the linear part of the
Bogoliubov dispersion.
cs =
√
c2∆nL
n30
(5.3.5)
It is therefore necessary to introduce the here called local ∆nL, that is independent
from σ and the only parameter to define the speed of sound. It is calculated by fitting
Eq. (2.2.6):
∆nNL(r, t) = γNL(t)
∫
d2r′R(r, r′, σ(t))I(r′)
to the measured ∆n(r, t) with the real space response function R(r, r′, σ(t))) described
by Eq. (2.3.4) with σ being the only fitting parameter and then set σ = 0 µm to find
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tensity ratios. Left) The grey shaded areas mark the wavelengths of excitations that
travel with constant sound speed and have superfluid phonon character. Right) time
dependent speed of sound.
the peak amplitude of the quasi-local nonlinearity ∆nL (see Fig. 5.6 and 5.7):
∆nL(r, t) = γL(t)I(r) (5.3.6)
It has to be stressed that ∆nL is not a physical quantity, but is used to describe the
nonlinear amplitude and nonlocality independently from each other. In the end, it is
a result of the spatial phase measurement technique used in Chapter 2, that is not
capable of independently measure ∆n and σ. The time dependent ∆n(t) was measured
at an intensity I = 28 cm2/W that was needed to induce a detectable signal. This was
due to the small beam radius of the pump beam around w = 130 µm. As described
above, the black hole experiment requires large beam radii of w ≈ 3 − 4 mm, hence
the intensity used here is much lower. Therefore, it is very useful to work out the time
dependent nonlinear γ(t) (Fig. 5.7), that will allow to measure the nonlinearity and
consequently the speed of sound by simply recording the beam intensity. It was shown
in Chapter 2, Fig. 2.9, that the nonlinearity scales linearly with laser power, and since
the spatial beam profile is constant, with laser intensity.
A pump power of P = 140 mW was used with a beam waist radius of w = 3.6 mm
that yields a peak intensity of I = 0.7 W/cm2. Fig. 5.8 shows the calculated time
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dependent quantities for the two intensities:
Healing length ξ(t) = λ/(2
√
n0γL(t)I)
Sound speed cs(t) =
√
c2γL(t)I/n30
Nonlocal length σ(t) = 3.85× 10−4m/s−1/2√t
The grey shaded areas mark the cut off length scales where the photon fluid excitations
are phonons and travel at a constant phase velocity (speed of sound cs). The healing
length decreases over time whereas the nonlocal length increases, defining a time window
between t = 0.1 − 1 s where the cut off length scale is minimal. In this window, at
I = 0.7 W/cm2 the cutoff wavelengths have a reasonable size between 300-600 µm to
fit waves into the photon fluid. The speed of sound cs has in the same window values
between cs = 0.8−2×105 m/s, which is the approximate value that is needed to create
an horizon with the used beam parameters (see Fig. 5.8 and Fig. 5.3).
5.3.3 2D rotating black and white holes
The speed of sound and flow velocity for a black and white hole configuration was
measured according the previous sections. A pump beam with a peak power of P = 140
mW was used to excite the nonlinearity in the temporal build up after t=200 ms (black
hole) and t=600 ms (white hole). In both cases, the beam carries a spatial phase
described in Eq. (5.3.1) with parameters r0 = 0.5 mm and m=2. The flow measurement
was performed along the x-axis at y=0. It is then possible to easily separate the radial
flow and azimuthal flow component because they point along the x- and y-direction:
vx = vr , vy = vθ. Fig. 5.9 and 5.10 show the nearfield intensity at the sample output
and flow and sound velocities creating a metric of a rotating black and white hole. The
intensity distribution shows a gaussian like envelope with a hole at the centre at the
location of the phase singularity. The speed of sound is a scalar quantity and is plotted
as a lineout at y=0 and made negative for x > 0 for the black hole and for x < 0
for the white hole for easier comparison with the vectorial flow velocity. The radial
flow vr and total flow vtot =
√
v2r + v
2
θ show qualitatively very good agreement with
the theoretical fits and both exceed the sound speed at x ≈ ±0.5 mm, creating a 2D
ergosphere (vtot = cs) and a 2D event horizon (vr = cs).
The amplitude of the radial flow decreases towards the centre inside the horizon, which
is a consequence of two things: First, the finite aperture size of 200 µm leads always to
a measurement of an average flow velocity, especially in the centre beam where the flow
is changing very fast and even flips sign. It is therefore not surprising that the measured
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values deviate from the theoretical expectation. The azimuthal OAM phase component
seems to be a lot more robust against these effects, which is visible in the large flow
velocities near the centre. In the white hole, both components seem to be more robust
as in the black hole. This might be due to the transverse K vectors pointing outwards,
avoiding overlap of phase fronts during propagation enabling a cleaner measurement of
flow velocities.
The measured white hole velocities showed higher amplitudes than in the black hole
case. The best fit for the radial flow was achieved for r0 = 0.18 mm being less then
the expected r0 = 0.5 mm given by the phase mask. The reason for that is not fully
understood yet, but a misalignment of the imaging optics can be ruled out since it leads
to an additional phase that will depend quadratically on x, which results in an additional
linear flow term that does obviously not go along the excellent fit v(r) ∝ 1/√r0r. The
higher flow also required to use a longer delay of t = 600 ms to achieve a higher sound
speed due to the larger nonlinearity. However, the data shows very good evidence of an
ergosphere and an event horizon for phonons with a wavelength larger than Λ ≈ 500
µm. Summarising, the here presented results show 2D spacetime metrics recreating
those of rotating black and white holes.
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Figure 5.9: Black hole with experimental parameters r0 = 0.5 mm, m = 2, P = 140
mW, t = 200 ms. Top: nearfield intensity distribution at the sample output. The color
code shows the intensity from 0 (dark blue) to 1 W/cm2 (dark red). Bottom: Radial
and total flow velocities (red circles and blue squares) and speed of sound (black). An
event horizon and ergosphere is found at x ≈ ±0.5 mm.
84
CHAPTER 5. ANALOGUE GRAVITY
 4  2 0 2 4 4
 2
0
2
4
X (mm)
Y
(m
m
)
1
−4 −2 0 2 4−6
−4
−2
0
2
4
6
·105
X (mm)
V
el
o
ci
ty
(m
/s
)
vr data
vtot data
cs data
fit vtot
fit vr
1
Figure 5.10: White hole with experimental parameters r0 = 0.5 mm, m = 2, P = 140
mW, t = 600 ms. Top: nearfield intensity distribution at the sample output. The color
code shows the intensity from 0 (dark blue) to 1 W/cm2 (dark red). Bottom: Radial
and total flow velocities (red circles and blue squares) and speed of sound (black). The
best fit was achieved for r0 = 0.18 mm. An event horizon and ergosphere is found at
x ≈ ±0.5 mm.
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5.4 Wave scattering from rotating spacetimes
In recent years, most attention in analogue systems was drawn towards the Hawking
process although other aspects of curved spacetime physics gain more and more interest
with the further development of multidimensional analogue gravity systems [115, 123].
One effect is the superradiant scattering of scalar waves from a rotating (Kerr) black
hole, where scalar waves approaching and entering the ergosphere are reflected, and
depending on their frequencies, escape and are amplified with respect to their incoming
amplitude. The wave gains energy from the rotating spacetime, leaving a slower spin-
ning black hole behind. This process shares similarities with the Hawking effect and
is therefore not directly detectable for astrophysical black holes, but is expected to be
observable in analogue systems capable of creating a 2D ergosphere.
The last section has presented experimental evidence of such an ergosphere in a 2D
photon fluid, with the use of an optical vortex phase that creates a rotational flow
around the phase singularity. To study superradiance, a wave has to be seeded through
the interference with a second weak probe beam, that then may be amplified under cer-
tain conditions. Since this effect is a purely kinematical scattering process, a standard
approach is to analyze the amplitudes of the asymptotic solutions of the underlying
wave equations, which was studied theoretically for photon fluids in a cavity by Marino
et al. [77]. The reflection and transmission coefficients R and T of radial sound waves
obey the relation
|R|2 = 1−
(
Ω− nΩH
Ω
)
|T |2 (5.4.1)
Here, Ω is the phonon frequency, ΩH = mξcs/(pir
2
H) is the angular frequency at the
horizon rH , m is the topological charge of the vortex pump beam and n that of the
probe beam. For frequencies 0 < Ω < nΩH , |R|2 becomes greater than 1 and thus the
reflected wave component carries more energy than the incoming one. It was numer-
ically reported that the amplification is largest for n=1 and decreases with increasing
n [77] (see Fig. 5.11). As mentioned above, the amplitude components are evaluated
far away from the ergosphere where the spacetime curvature is essentially flat, so one
has to make sure that the waves are given enough time to travel to and back from
the black hole. As this is the case for classical fluid experiments or photon fluids in a
cavity, where the evolution time is the real time, quasi asymptotic amplitudes can be
measured by letting the system evolve over enough time. Photon fluids in a propagating
geometry do not provide such a flexibility, since the evolution time t = zn0/c is given by
the nonlinear propagation distance which is limited by absorption. Given a nonlinear
sample of L = 10− 20 cm, the time evolution is limited to t=40− 80 ns and although
86
CHAPTER 5. ANALOGUE GRAVITY
G!r!" = Tei!!−n!H"r!, r!→ − " , !9"
G!r!" = ei!r
!
+Re−i!r!, r!→ + " . !10"
The wave #Eq. !9"$ represents the ingoing mode at the hori-
zon !which is the only physically acceptable solution", where
T is the transmission coefficient, while in Eq. !10", the first
and second term corresponds, respectively, to an ingoing and
a reflected wave with reflection coefficient R. Since, by
Abel’s theorem, the Wronskian of these solutions is a con-
stant independent of r! from equality of the Wronskian at
both asymptotics, we get
1 − %R%2 = &! − n!H
!
'%T%2. !11"
It is clear from Eq. !11" that, for frequencies in the range 0
#!#n!H, the scattered wave has a larger amplitude than
the incident one, i.e., %R%$1. This is precisely the superra-
diant amplification relation from rotating black holes in gen-
eral relativity #7$.
IV. NUMERICAL RESULTS AND DISCUSSION
As a possible experimental system, we consider a 0.1-m-
long cavity with T=10−2 filled with 85Rb vapor at 80 °C
corresponding to 1012 atoms /cm3. The self-defocusing re-
gime in such medium is obtained by detuning the laser to the
red side of the hyperfine transition 5S1/2!F=2"−5P3/2!F=3"
!%(780 nm" #19$. The detuning must be chosen in order to
have the strongest nonlinearity compatible with an absorp-
tion lower than T. A refractive index change n2&0=2'10−6
leads to a sound speed cs=4.2'105 m /s. For these param-
eters (=275 )m and Ld=28 mm, hence phononic modes
are undamped over the beam transverse dimensions !typi-
cally few mm" and propagate with constant velocity cs.
Choosing the driving field Ed with r0=100 )m, the event
horizon appears at rH)760 )m. The location of the ergo-
surface, depending on the topological charge of the vortex m,
will be varied between rE)900 )m !m=4" and rE
)1.3 mm !m=10". Keeping these parameters fixed, the re-
flection coefficients %R!!"%2 can be explicitly calculated by
numerical integration of Eq. !6" with asymptotic solutions
#Eq. !9" and !10"$ and comparing the Fourier components of
the incident and reflected wave. Results for different values
of the black-hole rotation parameter m and n=1,2 are re-
ported in Fig. 1. As expected in the superradiant regime, 0
#!#n!H, we have %R%2$1 increasing for larger values of
m and being equal to 1 precisely at the characteristic fre-
quency n!H. This is very similar to what observed in the
case of massless fields in Kerr spacetime #22,23$ and, in the
framework of analog models, for the draining bathtub metric
#11,24$. As in other acoustic black holes, superresonance is
enormously efficient considering that typical amplifications
of scalar fields in rotating astrophysical black holes are of the
order of 0.2%–0.3% #22,23$. In our case for m=10, the
maximum amplification is about 31% !n=1" and 10% !n
=2". As the winding number n further increases the super-
resonant effect is continuously decreasing. Notice that, since
we are working with positive frequency waves, superradi-
ance will occur only for positive n, i.e., for waves that are
corotating with the black hole.
As already mentioned in previous works #9,11,24$, an im-
portant difference between the acoustic and the Kerr metric
is that in the former there is no mathematical upper limit on
the black hole’s rotational velocity and then on the size of the
ergoregion, allowing even larger amplification factors. How-
ever remind that Eq. !6" is based on the geometrical interpre-
tation through the acoustic metric #Eq. !5"$ which is valid in
the hydrodynamic limit, i.e., when *+(. On the other hand,
the characteristic frequency n!H defines the minimum super-
radiant wavelength, *c=
2,2rH2
nm( . Therefore, for the hydrody-
namic approximation to be valid in the whole superradiant
regime, one should have *c+(. This implies an upper bound
for the rotational parameter m. Inverting the equality *c=(
we obtain mmax=2,2rH
2 /n(2 which, for the parameters used
before, gives mmax)150, for n=1 and )75, for n=2 !it is
likely, however, that safe values should be at least three
times smaller".
The system here proposed presents some experimental ad-
vantages respect to usual matter fluids, the first being that the
implementation of a stationary vortex with a sink can be
achieved by the simple injection of a suitable driving field
profile. The resulting steady optical vortex flow possesses
both an ergoregion and an event horizon thus enabling labo-
ratory tests on superradiance and, in principle, Hawking ra-
diation. In particular, superradiance is more accessible since
it can be produced and detected using classical scalar fields
propagating in a curved spacetime and thus experiments at
the “quantum level” are not required.
FIG. 1. !Color online" !a" Reflection coefficients %R!!"%2 as a
function of ! /n!H for n=1 sound waves and different values of
the black-hole rotation parameter as obtained by numerical integra-
tion of Eq. !6": m=4 !"", 6 !#", 8 ! ", and 10 !! ". !b" The same
as in !a" for n=2 sound waves. In both cases (=275 )m and rH
=760 )m.
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Figure 5.11: Reflection coefficients |R|2 as a function of Ω/nΩH for n=1 sound waves
and different values of the black-hole rotation parameter: m=4 (green), m=6 (red),
m=8 (blue), m=10 (black). Figure taken from Marino et al. [77].
the sound speed is of the order cs = 10
5 m/s the total way that waves will propagate
is at best not more than a few hundred of microns. Furthermore, to create phonons in
a superfluid, wavelengths larger than the healing and nonlocal length have to be used
and thus the few hundred micron propagation distance correspond only to a fraction of
the wavelength.
Nevertheless, this photon fluid has several advantages over other systems since it allows
to study the delicate details of the scattering process itself in a sub-nanosecond time
resolution. The phase and intensity of the probe beam can be precisely controlled that
allows accurate seeding of waves with defined frequencies, shape and momentum. The
work presented here investigates the possibility of observing superradiant scattering in
a 2D photon fluid with experimental and numerical techniques.
For the above reason, the detection of such an effect requires a precise measurement
of amplitude and momen um of incoming and outgoing modes which are spatially in-
seperable in this system due to the short evolution time. However, scattered modes
could be spectrally detected in the farfield since they possess different K-vectors as the
incoming modes and are thus distinguishable from each other. In optical terms, this
scattering could be understood as a specific nonlinear χ(3)-process, where the pump and
probe beam generates a field with additional transverse momenta and possibly carrying
orbital angular momentum similar to what one would expect from a four-wave mixing
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process (FWM). From a theoretical perspective, it is known that the hydrodynamic de-
scription of the beam propagation as a photon fluid allows superradiant solutions of the
Klein-Gordon equation. Unfortunately, the FWM terms are hidden in the continuity
and euler equations that makes it difficult to study the role of FWM for superradiance.
It is therefore useful to directly linearise the nonlocal NLSE (Eq.3.1.6) using the ansatz
E = E0 +  (with   E0) and one obtains the equations for the field perturbations 
and ∗:
∂
∂z
=
i
2k
∇2⊥+
ikn2
n0
[(
(E0
∗ + E∗0) ? Rσ
)
E0 + (|E0|2 ? Rσ)
]
(5.4.2)
Here, Rσ is the nonlocal response function and the ? operator denotes a convolution. In
the special case of a local nonlinearity, the last two terms are identical and the equation
reduces to:
∂
∂z
=
i
2k
∇2⊥+
ikn2
n0
[
E20
∗ + 2|E20 |
]
(5.4.3)
The second term on the right hand side couples the pump field E0 to the pertubative
probe field , hence the phase and amplitude of the pump determine the evolution of
the probe, whereas the last term only depends on the intensity of the pump and adds a
nonlinear phase. In the following, these terms are called the four-wave mixing (FWM)
and cross phase modulation (XPM) terms.
The evolution of linearised field perturbations  is governed by Eq. (5.4.3), which allows
solutions whose phase depends on the phase of the background field E0. In other words,
during propagation, a nonlinear mixing process could lead to a OAM transfer from the
pump to the idler [124]. So by analysing the OAM content of the idler beam, one could
determine the scattering amplitudes and look for superradiant features. However, so
far it is not clear under which conditions and requirements a four-wave mixing process
would yield gain or loss for spatial frequencies that follow Eq. (5.4.1) and shares
the same features as superradiance. Nevertheless, a detailed investigation of FWM
with beams carrying a phase creating a rotating curved spacetime would provide vital
insights in the nonlinear processes that share similarities to Penrose superradiance. In
the following, preliminary experimental and numerical results are presented.
5.4.1 Experiment
The first step is to look for such an idler generated between a pump beam and a weak
plane wave probe beam. The experimental setup is the same as in the previous section
with an additional probe beam that is split off by a 50:50 beamsplitter before the phase
mask (see Fig. 5.4). The farfield is recorded at the sample output, where now the
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Figure 5.12: Top: Nearfield image of the pump beam with phase creating a white hole
according to Eq. (5.3.1) with m=2, r0 = 0.5 mm and co-propagating plane wave probe
beam at t = 300 ms. Ipump/Iprobe ∼ 10. The color code shows the relative intensity
normalised to I = 2 W/cm2. Bottom: Corresponding farfield images at t = 0 s (left)
and t = 300 ms (right). The pump beam appears as ring due to its radial and azimuthal
phase, while the probe is a gaussian spot centered at K = (0, 0) m−1. After t=300 ms,
additional spatial frequencies appear in the form of a spiral pattern, which is due to the
linear interference of the pump (m=2) and a four-wave mixed idler beam (l=4). The
color code shows the relative amplitude in log10-scale.
camera sits in the focal plane of a f = 500 mm lens. The nearfield is imaged onto
the camera by a single lens, with a magnification of M = 1.71. Fig. 5.12a) shows
an example of the interference in the nearfield with pump beam parameters r0 = 0.5
mm and m = 2 and a weak probe beam with a flat phase that is aligned along the
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Figure 5.13: Top: Nearfield image of the pump beam with phase creating a black hole
according to Eq. (5.3.1) with m=2, r0 = 0.5 mm and co-propagating plane wave probe
beam at t = 300 ms. Ipump/Iprobe ∼ 10. The color code shows the relative intensity
normalised to I = 2 W/cm2. Bottom: Corresponding farfield images at t = 0 s (left)
and t = 300 ms (right). The overall distribution of intensity is more spread as in
the white hole case. The spiral structure of the FWM signal is also observable here,
although not as clear.The color code shows the relative amplitude in log10-scale.
z-direction. The phase is chosen such it creates a radially outgoing flow as for white
holes. The corresponding farfields after t = 0 s (linear propagation) and t = 300 ms
(nonlinear propagation) are shown in Fig. 5.12b) and c). The intensity distribution at
t = 0 s of the pump beam follows a ring that is due to the OAM and radial phase profile
and the plane wave probe is a gaussian spot at the centre at ~K = (0, 0). After t = 300
ms, the farfield reveals additional features at larger K-vectors that have the spatial
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Figure 5.14: Farfield image of the pump beam with a white hole (r0 = 0.5 mm, m = 2)
and a plane wave probe beam propagating at an angle α ≈ 0.06◦ with respect to the
pump. (left) farfield after t = 600 ms with both beams and (right) with pump beam
blocked. The clear broadening of the probe beam in the unblocked case is due to cross-
phase modulation, while a weak idler can be identified at Kx ≈ −2 × 104 m−1. The
color code shows the relative amplitude in log10-scale.
structure of a two-armed spiral, that can be attributed to an idler beam generated by
four wave mixing. The pump and probe fields are proportional to E0 = Ep exp(imθ)
and  = pr exp(inθ) and from the second term of Eq. (5.4.3) E
2
0
∗ follows that the
FWM signal must carry OAM with an integer ` = 2m− n. So with m = 2 and n = 0,
the spiral structure can be understood as an interference between the idler carrying
OAM ` = 4 and the pump with OAM m = 2. It is different from the trivial non-FWM
case where ` = 0 and m = 2 as in this case the spiral would have opposite rotation.
The cross phase modulation is visible at larger probe angles, where the gaussian spot
from the probe and the ring shaped structure for the pump are clearly separated in the
farfield (Fig. 5.14). This is manifested by the broadening of the gaussian spot, which is a
consequence of the accumulated phase that is proportional to |E0|2 during propagation.
The strong pump beam induces therefore a defocusing effect that disappears when the
pump beam is blocked.
The experimental results have shown that both nonlinear terms in Eq. (5.4.3) are active
with the used phase and beam profiles and new spatial frequencies are generated. The
interesting question is what the OAM content of the newly generated field components
is and for that purpose, the OAM spectrum of the total field needs to be measured
and analysed in the future. In the meantime, numerical simulations with experimental
parameters were performed to further to investigate the OAM spectra that is presented
in the following section.
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Figure 5.15: Farfield image of the pump beam with a black hole (r0 = 0.5 mm, m = 2)
and a plane wave probe beam propagating at an angle α ≈ 0.06◦ with respect to the
pump. (left) farfield after t = 600 ms with both beams and (right) with pump beam
blocked. The clear broadening of the probe beam in the unblocked case is due to
cross-phase modulation. The color code shows the relative amplitude in log10-scale.
5.4.2 Numerical simulations
The numerical technique and results presented in here were performed in close col-
laboration by Calum Maitland [125]. The numerical simulations were carried out by
integrating the 2D NLSE in k-space by a split step technique identical to the one used
in Chapter 4. As a starting point, the experiment described in the previous section
was repeated in the numerics with parameters inspired by the experiment with a local
nonlinearity. Nonlocality was neglected since it reduces the effective nonlinearity and
dampens the FWM effects. The pump beam carries a radial and OAM phase with
r0 = 0.5 mm and m = 2 identical to the experiment that corresponds to a rotating
black hole in the analogue gravity analogy, while the probe beam is a co-propagating
weak plane wave. The near- and farfield of a total field intensity is shown in Fig. 5.16
after 14 cm nonlinear propagation. The two armed spiral interference pattern in the
nearfield as observed in the experiment is also visible, although the modulation is not
as strong due to the lower probe beam power (Pprobe/Ppump=1/100). The farfield re-
veals also a spiral structure with opposite rotation confirming the experimental results,
where the change of rotation was explained by an interference of a m = 2 (pump) and
a ` = 4 (FWM idler) beam. It is now of interest to analyze the OAM spectrum of
the generated beam and measure the orbital angular momentum of the combined field
ET in the transverse plane. In analogy with quantum mechanics, the inner product is
calculated between the simulated total field ET and an orthogonal basis of fields Om
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Figure 5.16: Numerics: left) Nearfield image of the pump beam with phase creating
a black hole according to Eq. (5.3.1) and co-propagating plane wave probe beam at
z=14 cm with experimental parameters from Fig. 5.12 obtained by integrating the
full NLSE (m=2, n=0, r0=0.5 mm, PPump=140 mW, PProbe=1.4 mW, beam diameter
(1/e2)=7 mm). Pump and probe have the same intensity envelope. right) Correspond-
ing farfield image, showing a spiral with opposite rotation as in the nearfield, confirming
the experiment. The color code shows the relative amplitude in log10-scale.
each with OAM h¯m, for a single integer m:
SOAM(m) = |〈ET |Om〉| = |
∫ ∞
0
∫ 2pi
0
ET (r, θ)
∗Om(r, θ)drdθ (5.4.4)
Orthogonality in this context means 〈On|Om〉 = 0 if n 6= m. Laguerre-Gauss modes
are such an orthogonal basis, however the intensity distribution changes between LG
modes as well as the OAM integer. This is not ideal for measuring OAM, as varying
the overlap with the test field’s intensity will give false contributions to the spectrum.
On the other hand, any collection of fields with the same amplitude A(r) and varying
single-valued OAM will be orthogonal:
〈Om|On〉 =
∫ ∞
0
∫ 2pi
0
A(r)einθ
∗
A(r)eimθdrdθ (5.4.5)
=
∫ ∞
0
|A(r)|2dr
∫ 2pi
0
ei(m−n)θ (5.4.6)
= Pδm,n (5.4.7)
as summing the complex exponential eikθ around the unit circle gives always 0 for all
k 6= 0. Note P is just the power, so defining the OAM basis as Om = 1√PA(r)eimθ
provides an orthonormal set. In principle A(r) may be any integrable radial function,
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Figure 5.17: Numerics: Overlap integral showing the OAM spectrum of the pump
background corrected field shown in Fig. 5.16 at the input (blue bar) and output (red
bars). The initial plane wave gains orbital angular momentum due to the nonlinear
interaction with the pump beam.
but for numerics purposes should go to zero as r approaches the half-width of the
simulation window. It has been proven useful to split the radial integral into small
intervals rj = j∆r, to prevent numerical artefacts such as aliasing and finite simulation
window [125]. With this, the overlap integral of a test field ET (r, θ) = F (r)e
inθ can be
defined as:
SOAM(m) = |
∫ ∞
0
F (r)∗A(r)dr
∫ 2pi
0
ei(m−n)θdθ| (5.4.8)
≈
∞∑
j
|F (rj)|A(rj)∆rδn,m (5.4.9)
If ∆r is small compared to the typical phase variation length scale of F (r) and A(r)
then SOAM(m) is locally independent of the radial field and thus a good measure of the
azimuthal content of ET .
With this technique, the OAM content of the background corrected field and the output
OAM spectra normalised to the input spectrum SOAM(`, 0) is shown in Fig. 5.17. For
a plane wave probe incident at zero angle, the ` = 4 mode is amplified after nonlin-
ear propagation. This confirms the experimental observation of the spiral interference
pattern being flipped from left to right and goes also in line with angular momentum
conservation according to the phase matching condition: ` = 2m− n.
Next, a more interesting situation is studied where a pump beam with m = 10 and
94
CHAPTER 5. ANALOGUE GRAVITY
 
 
50
100
150
0 2 4 6 8 10 12 14
−20
−10
0
10
20
z (cm)
` p
r
o
be
1
Figure 5.18: Amplification spectrum of the probe field (background corrected) as a
function of z for a plane wave propagating at an angle α = 0.01◦. The angular mo-
mentum spectrum arises through the projection of the probe field onto the basis of the
orthogonal OAM functions. At z=14 cm, a clear asymmetry in the OAM spectrum
with respect to l=0 has developed, while co-rotating modes (` > 0) are more ampli-
fied than counter rotating modes (` < 0). Parameters: m=10, n=0, PPump=0.5 W,
PProbe = 10
−4 × PPump.
a probe beam propagating at an angle with respect to the kz direction of the pump
beam (propagation axis) is used, that creates an interference pattern corresponding to
an ingoing wave towards the black hole horizon. The higher pump OAM corresponds
to a faster rotating black hole and should in general yield a larger amplification. Note
that by changing the angle one can effectively control the phonon frequency (for small
angles Ω ∝ K = k0 sinα) and study the OAM spectrum of the background corrected
probe field as a function of frequency. In particular, the relative amplification coef-
ficient A(`, z) = (S(`, z)− S(`, 0))/S(`, 0) is studied for different probe angles. As a
first proof of principle, Fig. 5.18 shows the evolution of A(`, z) along z at a fixed angle
α = 0.01◦. Even if the probe field has no OAM phase, the projection of the probe field
onto the basis of the orthogonal OAM functions shows a non-zero amplitude distribu-
tion between ` ≈ ±7 at z=0. However, in total the positive and negative components
cancel each other out so that the total OAM phase is
∑
l
A(`, z = 0)` = 0. After non-
linear propagation, the overall amplitude is increasing and an additional peak appears
between ` ≈ 13 − 23 that approximately satisfies ` = 2m − n (Note, n ≈ ±7). The
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Figure 5.19: Relative amplification ∆A(`) = A(`, z = 14 cm)-A(` = 0, z = 14 cm) for a
focusing beam carrying OAM ` with different focusing angles with the same parameters
as in Fig 5.18. Negative angles correspond to a focusing of the beam and radially ingoing
phonon waves. Positive modes ` > 0 are amplified whereas negative modes ` < 0 are
depleted for −0.06◦ < α < 0.03◦.
overall amplification indicates an energy transfer from the pump towards the probe
beam while the OAM modes around ` = +3 show higher amplitudes than those around
` = −3. This is a first indication that modes with a co-rotating angular momentum are
stronger amplified than counter-rotating modes.
Next, instead of using a plane wave probe beam at an angle, the probe beam is now
loosely focused in order to create a radially symmetric ingoing wave towards the black
hole. This has the advantage that the signal to noise ratio of the amplification can be
signficantly increased by summing over the azimuthal angle θ.
The amplification is studied for a scenario that corresponds to the experiment proposed
by Marino et al. [77]. Accordingly, an OAM phase is added to the weak probe, and the
amplification relative to the ` = 0 mode (∆A(`) = A(`, z = 14 cm)-A(` = 0, z = 14 cm))
is shown in Fig. 5.19. Note that negative angles correspond to a focusing of the beam
and radially ingoing phonon waves. At large angles (corresponding to large frequen-
cies) no amplification is observed, while a triangular shaped amplification/depletion
peaked at α ≈ −0.02◦ for positive/negative OAM modes is observed for angles be-
tween −0.06◦ < α < 0.03◦. This result shows that the scattering amplitudes depend
on the frequencies as well as their angular momentum, a basic common feature with
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superradiance. However, the latter predicts the largest amplification for the ` = 1
modes that is not confirmed in the numerical simulations. The amplification seems to
increase with increasing `, but starts to decrease for values that exceed the pump OAM
m (not shown). Furthermore, these simulations were repeated by integrating the lin-
earised NLSE that provides the advantage of artificially switching off the E2∗ or |E|2
term. The results with both terms active gave almost identical results, but if one is
neglected, the total amplification for all modes was suppressed [125]. A possible expla-
nation may be indicating that the effect is driven by an interplay between both terms
similar to what is observed for modulational instability. There, the |E|2 term provides
an effective phase-matching between otherwise mismatched beams and therefore allows
amplification under certain conditions [48].
5.5 Conclusion
The realisation of an analogue of a two-dimensional black and white hole in a photon
fluid was shown. A major challenge was to accurately shape the beam profile, so that
the phase gradient and the intensity of the beam translate into a scenario of an inhomo-
geneous flow creating an acoustic horizon and ergosphere. In particular, the speed of
sound was measured by the transient characterisation of the thermal nonlinearity while
the flow was measured by directly recording the spatial phase gradient of the beam. It
proved to be vital to use the slow build up of the nonlinearity in order to control the
nonlocality in the system. With this, it was possible to build a two-dimensional photon
fluid which is governed by a linear dispersion for experimentally realistic wavelengths.
The experimental results of the radial and azimuthal flow showed very good agreement
with the expectation values, however deviations were found in the radial components
close to the centre of the beam. Overall, the complex phase topology of the beam
seemed robust along propagation even in the presence of nonlinearity.
Penrose superradiance was predicted to be observable in a photon fluid by shaping
the topology of the pump beam such that it mimics the spacetime of a rotating black
hole [77]. Here, a first experimental and numerical study was carried out by probing
such an analogue black hole with plane waves provided by the intereference with an
additional probe beam. Whereas in the common literature, superradiant amplification
is formulated in terms of the amplitudes of asymptotic solutions, the photon fluid that
is studied here only allows scenarios where the wave amplitudes may only be analyzed
during the scattering event. Here, it was shown experimentally and numerically that
a scattering of such waves occurs, which is considered to be a proof of concept that
the underlying requirement for superradiance in this system is given. However, it is
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so far not known under what condition amplification occurs that bears resemblance
to Penrose superradiance. Furthermore, it was shown that the scattering leads to the
generation of new spatial frequencies that may be linked to a modulational instability,
that is described by E2∗ and |E|2 terms in the linearised NLSE. Both terms have
shown to be active in the experiment and it was numerically shown that the presence of
both terms is needed to observe the experimental results. Preliminary numerics show
an amplification of modes that are co-rotating and a dampening of modes which are
counter-rotating with respect to the rotation of the black hole. Nevertheless, the obser-
vations need further investigation and theoretical and experimental efforts are currently
underway to establish a clear link to superradiance. The idea here is to derive a gener-
alized Klein-Gordon equation, whose validity does not rely either on the hydrodynamic
approximation, nor on the separation between amplitude and phase perturbations be-
fore linearization [126]. In optical terms, superradiance would appear as a modulational
instability of OAM beams that is to our current knowledge still unknown. The experi-
mental approach aims at investigating the OAM content of the total field at the sample
output. A major challenge there is to distinguish between pump and probe light, which
is necessary to accurately measure gain or loss in the amplitudes of the weak probe
beam.
Summarising, the experiment and numerics present promising results that may lead to
the observation of superradiant scattering from a rotating black hole in a photon fluid.
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Chapter 6
Emergent geometries and nonlinear
wave dynamics
In this chapter, the nonlinear wave dynamics of large amplitude waves in a (1+1)D pho-
ton fluid are investigated from two different perspectives. In particular, self-steepening
and shock formation are described by analysing the full nonlinear Navier-Stokes equa-
tion, whereas the same phenomena can be explained in an analogue spacetime scheme,
where the nonlinear coupling is established by a self-induced spacetime metric. The
discussions are corroborated by experimental and numerical results and were pub-
lished in Marino et.al ”Emergent geometries and nonlinear-wave dynamics in photon
fluids” [127].
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6.1 Introduction
In General Relativity, the geometry of spacetime plays the key role in the description of
various phenomena and allows us to understand the gravitational force as a consequence
of distortions in this geometry. Analogue gravity models have opened up experimen-
tal possibilities to study kinematical problems of curved spacetimes, but usually rely
on perturbative schemes, i.e. the equation of motion for elementary excitations in a
condensed matter system is a linear wave equation that emerges from a pertubative
linearisation of the complete nonlinear problem. Therefore, the geometry in which
the waves propagate is given by the background and is not influenced by the waves
themselves. In that sense, effects that are based on a gravitational backreaction are
negligible.
Recently, a different perspective was introduced by Goulart et al. [128]. If the excita-
tions or waves are strong enough, their evolution is no longer governed by a linear wave
equation in a stationary metric, since the propagation will lead to nonlinear dynamics.
However, the equation of motion can be interpreted, as if the wave is propagating in an
effective emergent spacetime created by itself. In this way, the full nonlinear problem
is encoded in the back-reaction between metric and wave and includes the entire sys-
tem dynamics. Although the back-reaction represents in a way a dynamical system, it
cannot be used to test dynamical problems of General Relativity (i.e. the gravitational
effect of one test mass on another) since the metric-wave dynamics in the nonlinear
analogue gravity models is not coupled via Einstein’s equations. However, the mutual
interplay is woven into a geometrical framework that could allow insights to specific
dynamical features in General Relativity. Wave dynamics have been investigated long
before the concept of analogue gravity was conceived. The study of nonlinear wave
dynamics dates back to the early 19th century with the discovery of solitons and the
connection to differential geometry was established decades later by Riemann in his
work on flow discontinuities [129]. Today, there exist a countless number of works that
led to the mathematical understanding of numerous nonlinear wave phenomena such
as shock waves [37, 130], solitons [131, 132], or rogue waves [133, 134]. These phenom-
ena are not restricted to classical fluids or gases, but have also been investigated in
optical fibres [135], Bose-Einstein condensates [136,137] or plasmas [138]. As described
in Chapter 5, these systems in the linear regime display workbenches for studies on
acoustic black holes with the bulk interest in analogue Hawking radiation and superra-
diance. They have proven to be a useful tool for studying kinematics of event horizons,
but these horizons are not a consequence of a matter distribution. However, it was
shown that there exist situations, where parameters that define the fluid dynamics and
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that describing a 4D black hole could be put in correspondence [139]. In the nonlinear
regime, it was pointed out that the evolution of waves can still be described in an acous-
tic metric that is dynamically coupled to fluid parameters [140]. Therefore, analogue
models could be used to investigate some dynamical aspects of black hole physics.
This chapter presents the experimental and numerical study of nonlinear acoustic waves
in a photon fluid. The nonlinearity in the system leads to a characteristic wave steepen-
ing of density waves, that is understood as a backreaction of a self-induced background
flow from the wave itself. This backreaction can be interpreted as an self-induced ef-
fective curved spacetime metric. The self-steepening is eventually leading to a shock,
i.e. a discontinuity in density that is regularized in compressible, non viscous fluids by
dispersion in the form of a train of oscillatory fronts [141]. The formation of a shock
can be geometrically associated to a singularity of the emergent metric.
6.2 Self-steepening of density waves
In this study a quasi 1+1 dimensional photon fluid in a nonlocal defocusing media is
considered as described in detail in Chapter 3. This is governed by the NLSE for the
optical field:
∂tE =
i
2k
∂2xE − i
k
n0
E∆n (6.2.1)
with ∆n = γ
∫
R(x− x′)|E(x′)|2dx′
The hydrodynamical analogue is established by means of a Madelung transform that
leads to a set of hydrodynamical Navier Stokes equations (see Ch. 3, Eq. (3.2.2) and
(3.2.3)). The wave propagation of linear density waves was introduced and studied
and the results obtained in there discussed density perturbations that are described
by the linearised Navier-Stokes equations. In this regime, higher order perturbations
are neglected and the background solutions can be separated from the small amplitude
solutions and thus the waves are described by a set of linear wave equations. Therefore,
nonlinear terms in the equation of motion are not present and consequently no self-
action effects are incorporated. In other words, the density and phase variations caused
by the wave modulations are negligible with respect to the background parameters, and
thus have no influence on the latter.
If the wave amplitudes are large, the modulations will have influence on the background
and therefore the linearisation is not a good assumption anymore. It is therefore nec-
essary to consider the full nonlinear problem. As a reminder, Eq. (3.2.2) and (3.2.3) in
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1+1D are inserted here where for further analysis:
∂tρ+ ∂x(ρv) = 0 (6.2.2)
∂tψ +
1
2
v2 +
c2n2
n30
ρ− c
2
2k2n20
∂2x
√
ρ√
ρ
= 0 (6.2.3)
Now, by applying the first spatial derivative to Eq. (6.2.3) and neglecting the quantum
pressure term one obtains
∂tv + v∂xv +
∂xP
ρ
= 0 (6.2.4)
with P = c
2n2
2n30
ρ2 being the bulk pressure. In the case for small amplitude perturbations,
Eq. (6.2.2)-(6.2.2) can be converted into linear wave equations for density, pressure and
velocity perturbations (Chapter 3). Now, instead of looking for linearised solutions, the
goal is to find the velocity of a point at a given fixed density ρ using the full nonlinear
Navier Stokes equations [129,142], i.e.
u =
(
∂x
∂t
)
ρ
= −
(
∂ρ
∂t
)
x
/
(
∂ρ
∂x
)
t
(6.2.5)
To derive this, it is assumed that the velocity is a function of the density for any time
and spatial coordinate only, i.e. v = v(ρ). With this, Eqs. (6.2.2) and (6.2.4) can be
written as:
∂tρ+
∂(ρv)
∂ρ
∂xρ = 0 (6.2.6)
∂tv +
(
v +
1
ρ
∂P
∂v
)
∂xv = 0 (6.2.7)
Thus from Eq. (6.2.6) one obtains:(
∂x
∂t
)
ρ
=
∂(ρv)
∂ρ
= v + ρ
∂v
∂ρ
(6.2.8)
and equivantly from Eq. (6.2.7):(
∂x
∂t
)
v
= v +
1
ρ
∂P
∂v
= v +
1
ρ
∂P
∂ρ
∂ρ
∂v
= v +
c2s
ρ
∂ρ
∂v
(6.2.9)
Since v is uniquely dependent on ρ, the time derivatives of x at constant velocity and
density must be equal and therefore ∂v/∂ρ = ±cs/ρ. Reinstating this into Eq. (6.2.8)
one obtains u = ∂x/∂t = v(ρ) ± cs(ρ), and after integrating the solution for x(t) is
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given by [142]:
x(t) = (v(ρ)± cs(ρ))t+ constant (6.2.10)
This is the solution of a travelling wave, every point x is propagating at a velocity u(ρ)
that is determined by the density. Therefore, the shape of the wave profile changes as
time evolves. For example, a wave propagating along the positive x-direction travels
at u = v + cs. As derived above, the gradient ∂v/∂ρ > 0 and the sound speed is
cs ∝ ρ. Hence the total change of wave velocity with increasing density is positive, i.e.
∂u/∂ρ > 0, and points of higher density propagate faster than points at lower density.
This is the fundamental reason for wave steepenening in the hydrodynamic context.
In the photon fluid, wave breaking as observed in real fluids is avoided by the quantum
pressure term (dispersion) and nonlocality for nonlocal thermal nonlinearities [41]. This
can be understood by looking at the spatial Fourier spectrum of the wave. As long as
the wave is of sinusoidal shape the spatial fourier spectrum is a δ-function at the given
spatial frequency (momentum) of the wave. As soon as the shape approximates a
sawtooth like pattern, non-zero momenta appear in the spectrum, and if these happen
to lie in the dispersive (non-linear) part of the dispersion, all the spectral contributions
travel at different phase speed and therefore the wave packet spreads. The nonlocality
on the other hand smoothens the nonlinearity, hence the build up of self-induced density
discontinuities is weakened. Only when the quantum pressure and nonlocality are weak
with respect to the nonlinear term, self-steepening is clearly visible, otherwise the effect
is weakened. The speed of sound is given by c2s = ∂P/∂ρ and hence the nonlocal
dispersion of the photon fluid (Eq. (3.3.8)) can be written as:
Ω2 = c2sK
2
(
1
1 + σ2K2
+
ξ2
4pi2
K2
)
(6.2.11)
Thus, dispersion effects are negligible if the term in brackets is constant and close to
unity. This condition is met for σK  1 and ξK  1. Therefore, the regime where
steepening is clearly observable is given by the corresponding wavelengths that must
be larger than the healing length ξ and the nonlocal length σ. This is exactly the
requirement for excitations to be considered as phonons in the photon fluid. Note that
this argument is based on the assumption that the dispersion of the nonlinear waves
considered here is the nonlocal Bogoliubov dispersion derived for small amplitude per-
turbations. However, it provides a rough estimate of the regime where nonlocality and
quantum pressure is negligible.
The experiments to observe self-steepening were conducted in a quasi 1-D photon fluid.
Similar to the experiment presented in Chapter 3, a broad CW laser beam is split into
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Figure 6.1: Top: Nearfield of the total beam profile at the sample output. The intensity
modulation is associated to a density wave in the photon fluid. Bottom: Lineouts
showing the normalized beam profile at different intensities. At low intensities, the wave
possesses a sinusoidal shape (blue). For increasing nonlinearity, the wave propagates
and develops a steepening of the leading edge.
a strong pump and a weaker probe component. Both beams are then loosely focused
onto the sample input using a set of cylindrical lenses (f1 = 200 mm and f2 = 50
mm) to create an elliptical beam with a narrow minor axis waist radius wy = 180 µm
and a wide axis radius with wx = 0.7 cm. In this way, the system can be considered
as 1-dimensional. By controlling intensity and angle between pump and probe one is
able to easily control the desired modulation depth (up to≈ 40%) and wavelength of
the resulting interference pattern, that in this context is associated to a density wave.
The angle between both beams is chosen such that the propagation dynamics of the
wave follows the x-axis. After the sample, the negative spatial momentum components
of the probe beam are spatially filtered with a pinhole in the focus of the 4-f imaging
telescope that images the sample output onto a CCD camera (see Fig. 3.6). The more
intense pump beam has a peak intensity of about ∼ 1 W/cm2 inducing a nonlinearity
of approx. ∆n ≈ 10−5 (as measured in Chapter 3) and therefore the resulting healing
length is of the order of ξ ≈ 70 − 80 µm. In a quasi 1-D photon fluid, the nonlocal
length is approximately given by the smallest beam dimension, therefore σ < 180 µm as
was verified in Chapter 3, Fig. 3.8 and Chapter 4. The angle between pump and probe
measures 0.02◦ resulting in a density wave of roughly Λ = 1 mm wavelength. There-
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Figure 6.2: a) The experimental layout. b) Measured density wave profile after spatial
filtering for low intensity (I = 0.02 W/cm2, linear density wave propagation) and high
intensity (I = 1 W/cm2, nonlinear propagation). c) Numerical simulation under the
same conditions of the experiment, including also the nonlocal medium response, with
nonlocal length σ = 110 µm [126].
fore, the wavelength is larger that the healing and nonlocal length and consequently the
wave is situated in the regime of self-steepening. Examples of typical profiles of density
waves in the photon fluid is shown in Fig. 6.1 at different laser powers. At low power,
where the nonlinearity is small enough such that the propagation can be assumed to be
linear, the wave is of sinusoidal shape and this can be regarded as the initial condition.
For increasing power, the wave propagates along the positive x-direction and starts to
steepen at the leading edge. Since the temporal evolution in the photon fluid is given
by total nonlinear propagation length (21 cm), the wave propagation and hence the
maximum steepening that can be experimentally observed is limited. Another factor is
certainly the nonlocality that has the effect of smoothening sharp features.
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Figure 6.3: Numerical results: Evolution of probe beam in the presence of a flat pump
beam. a) linear dynamics, i.e. 1% pump power, 0.02◦ tilt angle, σ = 0: Input wave
splits into two Bogoliubov particles travelling in opposite directions. b) nonlinear dy-
namics, probe and pump at equal power, pulse splits and propagates nonlinearly while
developing self-steepening and eventually forms dispersive shock fronts. c) Lineouts of
b) at z = 0 cm (dashed line, input profile), at z = 18 cm for a nonlocal medium (thin
solid line, σ = 110 µm) and z = 18 cm for a local medium (thick solid line, σ = 0. d)
Sound speed cs and flow velocity v as a function of space (blue line- positive x-direction;
dashed red line - negative x-direction) [126].
For further analysis, numerical simulations were carried out where the technical limi-
tations in the experiment can be easily overcome. This is done by numerically solving
Eq. (6.2.1) with similar input conditions as in the experiment. With a nonlinearity of
n2 = 8 × 10−6 cm2/W, beam diameter wx =1 cm and a tilt angle between pump and
probe of 0.02◦, the numerical results recover well the wave steepening as observed in
the experiment (Fig. 6.2). The power ratio between both beams is changed in order to
compare the linear and the nonlinear wave dynamics along the propagation. As initial
condition, the probe diameter is chosen such it approximately creates a modulation of
one wavelength on top of the background. At small ratios, Iprobe/Ipump <0.1, the initial
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wave splits into two parts each travelling in opposite direction while maintaining their
shape (Fig. 6.3a). After separation, these can be identified as the positive and negative
momentum components of the solutions to the linearised hydrodynamic equations of a
quantum fluid described by the Bogoliubov theory [43] (see Chapter 3, Eq. (3.3.5)). At
higher ratios, Iprobe/Ipump >0.5, the propagation dynamics enter the nonlinear regime.
After separation, the wave profile steepens at the leading edge and eventually develops
high frequency ripples at the front (Fig. 6.3b)). This is the above discussed onset of
a dispersive shock wave. For later discussion, this effect can also be interpreted as a
result of a spatially dependent sound speed. Since the wave amplitudes strongly modify
the density of the fluid and hence the local sound speed: points at higher density on
the wave crests (higher intensity) travel faster than points in the wave troughs (low
density/intensity) resulting in a faster movement of the crests that eventually leads to
steepening. Fig. 6.3c) shows the corresponding lineouts of the profile for the input
condition and after 18 cm propagation for a nonlocal and local nonlinearity. As ex-
pected, the steepening and wave breaking is damped in the nonlocal case. The velocity
components of the travelling pulse are plotted in Fig. 6.3d) and as can be seen, both are
now dependent on the density as predicted by Eq. (6.2.10). Therefore, the background
flow v is induced by the wave itself. If the flow geometry is described in the context
of acoustic spacetimes, the initially flat spacetime is distorted by the wave which then
has a backreaction on the shape of the wave again. In this description, the dynamical
interplay between wave and effective metric can be interpreted geometrically.
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6.3 Geometrical interpretation
The results from the previous section showed that the dynamics of a nonlinear wave
in the photon fluid can be described as a result from a self-induced flow. Interestingly,
such waves or more specifically points at a given density are propagating at a constant
speed u = v ± cs that depends on the local density. In correspondence to analogue
gravity, it will be shown how such waves can be interpreted as scalar waves in a curved
spacetime geometry, that is usually given by the background flow v, but with the dif-
ference, that the curvature is now induced by the wave itself.
Starting from the (1+1) dimensional Navier Stokes equations (6.2.2) and (6.2.4) neglect-
ing the quantum pressure and taking the time derivative of the continuity equation one
finally arrives at a wave equation with the form [126]:
∂2t ρ− ∂x
(
(v2 + 2vρ
dv
dρ
+ c2s)∂xρ
)
= 0 (6.3.1)
From previous section dv/dρ = ±cs/ρ and u(ρ) = v ± cs, this becomes:
∂2t ρ− ∂x
(
u2∂xρ
)
= 0 (6.3.2)
which can be written in a more compact form by using (1+1) spacetime coordinates
xµ = (t, x):
∂µ(f
µν∂νρ) = 0 (6.3.3)
with the matrix:
fµν =
(
1 0
0 −u2
)
(6.3.4)
Note that since u(ρ) is a function of the density, this is a nonlinear wave equation for
ρ. To show the analogy to a wave equation in an acoustic metric, one has to find a
matrix that satisfies fµν =
√−ggµν (g = detgµν). Unfortunately, when dealing with
(1+1) dimensional systems, it is known that the description of an acoustic metric fails,
since the step from fµν =
√−ggµν breaks down [96]. However, this is a problem of
intrinsically one-dimensional systems. Therefore, one can use a higher dimensional sys-
tem, i.e (2+1)D with line symmetry where the metric is well defined. The experiments
were carried out in an intrinsically (2+1)D photon fluid, where the symmetry along
the y-axis was exploited to create a quasi (1+1)D system. With this, the equivalence
between Eq. (6.3.3): ∂2t ρ−∇⊥ (u2∇⊥ρ) = 0 in (2+1)D and the Klein-Gordon equation
in a curved spacetime can be shown and the wave equation can be reformulated using
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the d’Alembert operator:
1√−g∂µ
(√−ggµν∂νρ) = 0 (6.3.5)
with the metric gµν :
gµν =
u
4 0 0
0 −u2 0
0 0 −u2
 (6.3.6)
This equation has the same algebraic form as Eq. (5.2.9) for small amplitude pertur-
bations with a different metric, where in particular the flow v is density dependent
and thus affected by a wave propagating in it. An expression for u(ρ) can be derived
from expanding dv/dρ = ±cs/ρ and u(ρ) = v ± cs using the expression for the sound
speed cs =
√
c2n2ρ/n30 = b
2√ρ. With this, the flow is given as v(ρ) = ±2b√ρ + v0.
Here, v0 appears as the integration constant and can be associated to the background
flow. It is convenient to define a density ρ0 at which the velocity v = 0 for a uniform
density distribution. Hence, a wave propagating on such a background induces a flow
v(ρ) = ±2b(√ρ−√ρ0), while the total propagation velocity is given by:
u(ρ) = v(ρ)± cs(ρ) = ±b(3√ρ− 2√ρ0) (6.3.7)
Note, for small amplitude pertubations of the form ρ = ρ0 +ρ1 with ρ1  ρ0, u reduces
to the constant speed of sound. In the nonlinear case, a point in the profile at given
density ρ will propagate at speed u(ρ) and therefore wave crests are travelling faster
than throughs which is the fundamental reason for wave steepening. As time evolves,
this will lead to a situation where the leading slope of the wave becomes infinite and
forms a density discontinuity (shock front), i.e. for a wave propagating in positive x-
direction: ∂ρ/∂x = −∞ or ∂x/∂ρ = 0. From geometrical considerations, it is clear that
this point is not and extremum of the function x(ρ), but a point of inflection. Therefore,
also the second derivative ∂2x/∂ρ2 must vanish. Such a point can be associated to a
singularity in the metric, that can be calculated via the Ricci scalar R, which is in hand
waving terms, a measure of curvature in differential geometry, i.e. R diverges in the
presence of a singularity. The calculation is quite complicated [143], therefore only the
result obtained with Maple shall be presented here:
R = −2(3u
3(∂2xu+ ∂
2
yu) + u
2((∂xu)
2 + (∂yu)
2)− 2u(∂2t u) + 3(∂tu)2)
u6
(6.3.8)
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Figure 6.4: Numerical simulation of trajectories of points at constant density over
time for an in positive x-direction travelling wave. Due to the self-induced spacetime
curvature, they all intersect at a finite time corresponding to a singularity.
Hence, R diverges if u = 0 or if one of the summands diverges. The first case u = 0
is true for a critical density ρ = 4/9ρ0. In this situation, points with densities lower
than ρc travel in opposite direction to points above ρc and depends in the end how ρ0 is
chosen. Such a situation is not necessarily a singularity since the g00 in metric does not
change sign beyond the horizon as is true for usual acoustic metrics where g00 = c
2
s−v2.
The second case is given for the above conditions ∂ρ/∂x = −∞ and ∂2ρ/∂x2 =∞ since
u(ρ) ∝ √ρ. In linear analogues, such singularities are imposed by the background. Here
however the singularity emerges in a finite time, starting from an initially flat spacetime.
This is a consequence of the dynamic, nonlinear coupling between the wave and the
self-induced metric.
Figure 6.4 shows the trajectories of points with equal density over time for the right
moving wave in Fig. 6.3d), i.e. x(ρ, t). From the geometrical perspective, these can be
interpreted in terms of null geodesics. With Eq. (6.3.6) the line element can be written
as:
ds2 = gµνdx
µdxν = u4dt2 − u2dx2 − u2dy2 (6.3.9)
and thus the null geodesic ds2 = 0 along the positive x-direction is given by dx = u(ρ)dt.
In linear acoustics, i.e where perturbations travel at a fixed speed solely determined by
the background, geodesics are parallel in flat space and only intersect if the background
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imposes a certain curvature. Here, since u is density dependent, two geodesics emanat-
ing from two spacetime points in an initially flat spacetime are no longer parallel and
will intersect after a finite time.
6.4 Conclusion
The nonlinear wave dynamics in a quasi (1+1)D photon fluid have been investigated
numerically and experimentally from two perspectives. While the linear propagation
of pertubative waves is determined by a constant background configuration only, large
amplitude waves significantly alter the background and are thus dynamically coupled
to a self-induced, spatially and temporally varying background. The experimental and
numerical results of propagation of these waves show self-steepening and eventually
shock formation after a finite time. From a hydrodynamical viewpoint, the nonlinear
dynamics can be derived from the Navier-Stokes equation where i.e. the self-steepening
is understood as a consequence of a density dependent sound speed and self-induced
flow for each point in the wave profile. Thus, wave crests are propagating faster than
wave troughs.
A different point of view of these phenomena is derived in the perspective of analogue
gravity. Usually, the analogy between fluid dynamics and acoustic spacetimes is es-
tablished in the linear regime, i.e. the fluid variables and flow geometry is static and
small amplitude perturbations can be described as scalar waves with a Klein-Gordon
equation on a curved spacetime metric. In other words, the equation of motion for such
perturbations are intrinsically linear and do not allow nonlinear phenomena such as
self-steepening. However, as was shown by considering the full nonlinear problem, one
can still find a wave equation that can be cast into a form of a Klein-Gordon equation
on an effective metric, but now the metric will depend on the scalar wave itself. At first
sight this is a bit surprising, since the mathematical form of this equation looks like a
linear wave equation. The nonlinearity however is ”hidden” in the metric and there-
fore the wave is influenced by the metric and vice versa. This describes a dynamically
coupled system, where the self-steepening is understood as an increasing curvature of
the spacetime induced by the wave propagating on it. As previously discussed, this
self-interaction may be interpreted as a sort of gravitational influence of the wave itself.
However, such a nonlinear coupling in general relativity is governed by the Einstein
equations which are very different from the nonlinear equation described here. It has
to be noted that, although the experiments were carried out in a thermal nonlinear
medium that incorporates a finite nonlocality, the theoretical discussion is based on a
local nonlinearity. This was mainly done to simplify the analysis and proof that the
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nonlinear coupling of wave and metric is a valid approach to describe wave-steepening
phenomena. Numerically it was found that the nonlocality indeed has an influence on
the dynamics in way that smoothens the density profile and thus will have similar in-
fluence on self-induced flow and metric. Experimentally and numerically it was verified
that the steepening can be observed, but is damped due to nonlocal effects.
112
Chapter 7
Incoherent nonlocal shock waves
So far, linear as well as nonlinear wave dynamics in nonlocal photon fluids have been
presented in previous chapters. This chapter studies the stochastic dynamics of random
nonlinear waves in nonlocal turbulent flows. In particular, in the presence of strong
nonlinearity, a sea of random small scale waves develop a turbulent regime of dispersive
shock waves. When the nonlocality is increased, the long range interactions between
the random waves lead to the emergence of a collective incoherent shock wave. These
results are interpreted in the context of the long range Vlasov equation, a formalism
used to describe the statistical evolution of long range interacting random waves. The
experimental and numerical results were published in ”From coherent shocklets to giant
collective incoherent shock waves in nonlocal turbulent flow”, Nature Communications
(2015) [144].
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7.1 Introduction
The previous chapter presented the propagation dynamics of large amplitude waves
that are governed by a nonlinear wave equation and as was shown, such waves develop
a self-steepening that eventually leads to a shock front. In this scenario, the shock
front is characterised by a train of oscillations due to dispersive regularisation and are
thus coined as dispersive shock waves (DSW) [37, 39, 40, 145]. A similar effect occurs
when a sea of random waves propagate in the presence of strong nonlinearity. In such a
situation, each wave propagates and develops their own shocks resulting in a turbulent
sea of nonlinear waves. The statistical description of turbulent flows is well understood
in the weak nonlinear limit and describes various observations from classical to quan-
tum fluids. In the case of optics, similar to a gas of weakly interacting particles, the
thermalization of classical waves in a local photon fluid has been observed as a result of
a self organisation process, leading to a large scale coherent structure with properties
analogous to Bose Einstein condensates [42]. These observations can be understood on
the basis of wave turbulence theory [146]. In the case of strong nonlinearities however,
these models break down and therefore novel observations of wave turbulence in such
a regime are of paramount interest. An additional level of complex phenomena occur
in the presence of long range interactions between nonlinear waves that lead to differ-
ent forms of self-organisation processes. Among these phenomena are the formation of
incoherent solitons [35,63] that can be studied in optics with incoherent beams in non-
instantaneous nonlinear material. The random waves are created by a spatially (and
temporarily) incoherent beam that has a random distribution of phase and intensity.
In this situation, a soliton results from self-trapping via the nonlocal (non instanta-
neous) interactions and has recently been reported in highly nonlocal media [62], where
the spatial smoothing of the nonlocality leads to a global nonlinear potential. In the
presence of long range interactions or nonlocality, the inhomogeneous dynamics can
be described by the long range Vlasov equation. This equation belongs to a family of
kinetic equations used to describe long-range incoherent nonlinear waves [147]. This
chapter presents the turbulent flow of strongly interacting shock waves in the presence
of nonlocality. As will be shown, if the nonlocality is increased, a novel phenomena of
self-organization is observed in a global collective shock front that emerges from the
random field as a whole. This phenomenon is characterised as a radial shock front that
features a non-homogeneous redistribution of the small scale fluctuations. Although
no general theory in the strong nonlinear limit exists, it is outlined how this behaviour
may be described by a hydrodynamic-like model derived from a long range Vlasov equa-
tion. The underlying theory and numerical simulations presented in this Chapter were
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developed in the group of A.Picozzi at the Universite´ de Bourgogne, Dijon, while the
experiments were conducted at Heriot Watt University. The focus of this chapter is
therefore set on the experimental results. However, a simplified outline of the theoreti-
cal background is presented for context. For more information, a comprehensive review
is given in [147,148].
7.2 From coherent shocklets to giant collective in-
coherent shock waves
7.2.1 Local versus nonlocal regimes
The system that is studied considers a spatially incoherent optical beam that is prop-
agating through a nonlocal nonlinear medium. The incoherent field is characterised
by a random distribution of phase and amplitude fluctuations, whose length scale is
determined by the spatial coherence length λc. The dynamics are governed by the
2D nonlinear Schro¨dinger Equation (NLSE) with a nonlocal nonlinearity described a
nonlocal response function with width σ:
∂
∂z
E0(r, z) =
i
2k0
∇2⊥E0(r, z) +
ik0
n0
E0(r, z)γ
∫
dr′R(r − r′)|E0(r′, z)|2 (7.2.1)
Note, that in the here discussed defocusing regime γ < 0. This equation conserves
two important quantities: the power N =
∫ |E0|2dr and the energy (Hamiltonian)
H = E + U . E(z) is the linear contribution E(z) = 1/(2k0)
∫ ∇2|E0(r, z)|2dr and the
nonlinear contribution is denoted as U ∝ γ ∫ |E0(r, z)|2R(r − r′)|E0(r′, z)|2drdr′. The
important factors that rule the dynamics are the nonlocal length σ, the coherence
length λc and the healing length ξ. It is known that the formation of shock waves
require strong nonlinear interactions in the sense that linear (or dispersive) effects are
negligible over nonlinear dynamics. This is expressed in the condition U0  E0, or
similarly λc  ξ. The coherence length determines the size of the fluctuations while
the nonlocal length rules their interaction length scale. Thus if this length scale is
larger than the average distance (or size) of the fluctuations, self organization processes
play a significant role. In the following, the dynamics in a quasi local (σ  λc) and a
highly nonlocal regime are discussed (σ  λc). The results were obtained by numerical
simulations of the NLSE, starting with an input field shown in Fig. 7.1a) propagating
along the z-direction.
In the case of a quasi local nonlinearity, the coherence length is much bigger than the
nonlocal length and each fluctuation evolves independently and forms of a dispersive
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Figure 7.1: Quasi local regime, σ ∼ ξ  λc, formation of dispersive shocklets: Numer-
ical simulations of the NLSE with input field |E0|2 (a) and corresponding spectrogram
(d). During propagation along z, each fluctuation in the incoherent field develops its
own dispersive shock wave (shocklets) (b) and (c) and (f), as evidenced by a spectral
broadening (e).
shock wave (Fig. 7.1). The result is a turbulent regime in which small scale coherent
shock waves interact only over short distances. The sea of shock waves is manifested
by a broadening of the k-space spectrum (Fig. 7.1e)), while the polygon like shape in
real space is a result of the compression against each other alongside with a quasi 1D
dispersive shock fronts.
These dynamics change drastically in the highly nonlocal regime. Here, the nonlocal
length reaches beyond the coherence length and the dynamics are now ruled by a
collective behaviour. Starting from the same initial condition, the fluctuations of the
incoherent beam evolve into a giant incoherent shock front that is born at high intensity
regions and develops a radial, collective shock front (Fig. 7.2). The radially oriented
momentum (Fig. 7.2e)) exhibits a shock-like singularity, while the intensity develops
an annular ring of small high intensity speckles. Along with the shock formation, a
dramatic redistribution of fluctuations is observed. At the shock front, the speckles are
pushed into a ring of even smaller sized structures, leaving a sea of much larger, low
amplitude fluctuations behind in the centre of the beam. This redistribution is reflected
in the spatially resolved spectrograms (Fig. 7.2g)-i)), showing a narrow spectrum at
the beam centre and a significantly broadened spectrum in the shock front region.
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1Figure 7.2: Highly nonlocal regime, σ  λc > ξ, emergence of collective incoherent
shock wave. Starting from the same initial condition as shown in Fig. 7.1a) and d), the
incoherent field develops a giant collective shock wave in the form of radially outgoing
annular ring (a)-(f). The corresponding spectrograms during propagation (g)-(i) reveal
a dramatic spectral redistribution (Z-shape) in the form of coherence degradation at
the annular boundary (λc,shock ∼ 1/∆kshock) with a coherence enhancement in the
inner region (λc,inner ∼ 1/∆kinner). The shock develops in the highly nonlinear regime
(U  E) and is regularized by coherence degradation (U ∼ E) during propagation (j).
Propagation length in units of the nonlinear length L0 = 1/γE
2
0 [144].
The dynamics are thus featured by a coherence enhancement in central region and
a degradation on the annular beam boundary. The radially outgoing, induced self-
steepening is characterized by a tilt in the kx-x spectrogram that together with the
broadening at the annular boundary results in the Z-shaped pattern. This broadening
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reflects the coherence degradation from λc  ξ → λc ∼ ξ or equivalently U  E → U ∼
E (Fig. 7.2j)). This regularization is in marked contrast to coherent dispersive shock
waves where such a balancing of nonlinear and linear energies is due to the formation
of regular dispersive shock wave oscillations.
7.2.2 Theoretical background
The incoherent shock phenomenon is a novel observation in the highly nonlocal and
strongly nonlinear regime of turbulent flows. The wave turbulence theory describes
the evolution of turbulent flows in the weakly nonlinear limit [42]. Here it is outlined
how based on a generalized wave turbulence approach, the statistics of the incoherent
shock can be described by a collsionless long-range Vlasov equation (LRVE) [61, 147].
In contrast to the NLSE where the nonlinear propagation of a local field is described,
the Vlasov equation governs the evolution of the averaged spectrum of a random field
distribution. The long-range Vlasov equation differs from the traditional Vlasov for-
malism used to study random wave in plasmas [149] or hydrodynamics [150], whose
validity is constrained in the weak nonlinear limit for quasi-homogeneous statistics. In
the highly nonlocal regime however, the LRVE provides an exact statistical description
of a random inhomogeneous field and was used to model clustering of incoherent soli-
tons [147] and is formally identical to the formalism to describe long range interacting,
for example gravitational systems [151].
By comparison of numerical solutions using the NLSE and the LRVE, it is shown that
the Vlasov formalism is valid beyond the weak nonlinear limit and provides a valid
description of the random field in the highly nonlocal limit. In Fig. 7.2e) it was shown
that in the presence of strong nonlinearity, i.e. U  E , the dynamics are ruled by a
radially outgoing momentum of the field. It can be shown that in this case the 2D
LRVE is reduced to an effective one dimensional equation [144]:
∂znk(r, z) +
k
2k0
∂rnk(r, z)− ∂rV ∂knk(r, z) = 0 (7.2.2)
where nk(r, z) is the local averaged spectrum of the field at radial position r and
V (r, z) = γ/(2pi)2
∫∞
0
R(r, r′)N(r′, z)dr′ with an effective radial response function R.
N(r, z) =
∫∞
0
nk(r, z)dk is the ’particle density’. Eq. (7.2.2) can be linked to a
hydrodynamic-like model in the strongly nonlinear regime by means of ”plane wave”
solutions of the form nk(r, z) = N(r, z)δ(k − K(r, z)) with extremely narrow spectral
distribution, where the particle density N and momentum K obey a set of equations
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Figure 7.3: Comparison between NLSE and LRVE: (a)-(d) Numerical solution of the
propagation along z of the spectrogram: n˜k(r, z) = nk(r, z)/(rk) obtained by solving
the effective 1D LRVE (Eq. (7.2.2)). Propagation of the intensity N(r, z) (e)-(h), and
momentum K(r, z) (i)-(l) obtained by numerically solving the NLSE (grey, Eq. (7.2.1),
LRVE (green, Eq. (7.2.2)) and the hydrodynamic-like model (red dashed, Eq. (7.2.3)
and (7.2.4)). The propagation length z is in units of L0. The NLSE simulation in (e)-(l)
refers to the radial averaging of the results reported in Fig. 7.2.
of the same form as the Navier-Stokes equations (Eq. (6.2.2) and (6.2.4)):
∂zK +
1
2k0
K∂rK + ∂rV = 0 (7.2.3)
∂zN +
1
2k0
∂r(NK) = 0 (7.2.4)
These so-called singular solutions are, from a broader perspective known as ’mono-
kinetic’ solutions, i.e. to each spatial position (r, z) corresponds a unique well-defined
spectral velocity component (k, z) [152]. This particular form provides a direct corre-
spondence to a general hydrodynamic formalism, that brought vital insights in numer-
ous long-range interacting systems [152,153].
In Fig. 7.3 numerical solutions of the three underlying formalisms, the NLSE, the LRVE
and the hydrodynamic model are compared and show a quantitative agreement without
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using any adjustable parameters. As discussed in the previous Chapter on nonlinear
self-steepening, analogous effects can be observed here. Starting from K(r, z = 0) and
N(r, z = 0), the dynamics are first driven by the nonlinear term ∝ ∂rV in the first of the
above equations, that acts as an effective pressure term. Then, once enough momentum
(velocity) is gained, the steepening rate of the spectrum is ruled by the second term
∝ K∂rK and eventually leads to a gradient catastrophe of K(r, z). Although there is
no proof that the LRVE is valid in the strongly nonlinear regime, the results indicate
that in this situation the long range Vlasov formalism is indeed suitable to interpret
the observations. The hydrodynamic model equations provide an important insight
into the formation of the collective shock phenomenon from a self-steepening perspec-
tive that is analogous to the problem studied for coherent nonlinear waves in Chapter
6. The difference in the incoherent case is that the momentum experiences a steepen-
ing and shock-like singularity, while the intensity experiences an annular collapse-like
behaviour.
7.3 Experiment
The previously described phenomena of turbulent nonlinear wave dynamics in the pres-
ence of nonlocality can be studied in a photon fluid experiment consisting of a strong,
spatially incoherent beam propagating through a thermal nonlinear medium. By con-
trolling the range of nonlocality, the dispersive shocklets as well as the collective inco-
herent shock wave may be observed.
The experimental layout is shown in Fig. 7.4, where the incoherent field is realised
by a speckle pattern that is generated by focusing the beam on a ground glass plate
placed in the focal region of the first lens of a telescope. The beam does not need to
satisfy gaussian statistics, as the LRVE accurately describes the dynamics in the highly
nonlocal regime, thus the incoherent shock occurs regardless of the wave statistics. The
beam is recollimated and sent through the nonlinear sample filled with a slightly ab-
sorptive methanol/graphene solution. Finally, the output is imaged by a 4-f imaging
telescope onto the CCD camera for nearfield measurements. The spatially dependent
spectrum Kx(x) is measured by imaging and magnifying (×2) the sample output onto
an translatable iris ( ≈ 0.5 mm) to image the farfield of selected parts of the beam.
The beam has a diameter of 2.3 mm (1/e2) in the absence of the ground glass plate
and at the sample input. The coherence length, i.e. the size of the speckles can be
controlled by changing the size of the beam on the glass plate by an iris or shift of the
glass plate along the beam propagation in the focal region of the lens. The measured
absorption coefficient was α = 0.013 cm−1 and beam powers up to P = 2.5 W were
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Nd:YAG, CW 532nm, 7W
Ground glass
Sample
Nearfield
Farfield
Kx(x) selection
Figure 7.4: Experimental setup: The incoherent field is generated via focusing onto a
ground glass plate, whose position is adjusted along the propagation direction to control
the desired coherence length. The speckled beam is launched through the sample (12
cm) filled with a methanol/graphene solution providing a thermal nonlocal nonlinearity.
The near- and farfield of the sample output is imaged to measure the intensity and k-
space Fourier plane of the beam. The spatially resolved spectrograms are measured by
translating an iris across the beam profile.
used. The coherence length of the speckle pattern can be estimated by the width of
the transverse k-space spectrum, i.e. λc ∼ 1/∆k⊥. The typical coherence length and
hence average speckle size was λc ∼ 200 µm. The total power is distributed over few
speckles of very high intensity (I ∼ 10−20 W/cm2), therefore an estimated value of the
nonlinearity ∆n = γL(t > 10
3s)I ≈ −(2− 4)× 10−4 (γL taken from Fig. 5.7) leads to a
healing length of ξ < 5 µm. The relatively low absorption does not cause longitudinal
temperature gradients and hence the nonlocal length is given by the transverse sample
dimensions, σ ≈ 10 mm. Note, that despite absorption, the system can be regarded as
Hamiltonian since the absorption length (∼ 77 cm) is much larger than the nonlinear
length (∼ 0.04 cm) and the sample length (12 cm). With these parameters the scale
separation σ  λc > ξ required to be in the highly nonlocal regime to observe the
incoherent shock wave is fulfilled.
Fig. 7.5d)-f) shows typically measured nearfield images of the incoherent beam at the
sample output. With increasing power, the initial speckle pattern develops a ring-
shaped pattern with high spatial frequency components on the annular boundary, leav-
ing a smooth low-frequency region behind at the beam center. The corresponding
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Collective incoherent shock waves
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Figure 7.5: Experiments: Incoherent collective shock waves. (a)-(f) Nearfield beam
profiles recorded at the sample output at various beam powers. With increasing power,
the dynamics of the speckled input develop into an annular redistribution of the speck-
les. The up-down asymmetries are due to convection inside the sample (Lower part
of the image corresponds to the upper part of the beam in the experiment). (g)-(i)
Corresponding spectrograms confirm the emergence of a giant collective shock wave
evidenced by the characteristic Z-shaped structure. Spectrograms measured along the
x-axis (y=0).
lineouts at y = 0 confirm high intensity peaks at the annular boundary as predicted
by the collapse behaviour and a rather flat region in the inner region. The absence of
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Figure 7.6: Numerics: Incoherent collective shock waves. The simulations of the NLSE
were carried out with corresponding experimental parameters (λc = 200 µm, ξ = 4 µm,
σ = 590 µm). The simulation are in excellent agreement to the experimental results in
Fig. 7.5.
the shock in the bottom part is due to convection inside the sample, that completely
distorts the beam. Note, the image is flipped due to imaging and the bottom part of
the beam is actually the upper part in the experiment. The corresponding spectro-
grams were measured by spatially selecting parts of the beam with an iris that can be
translated along the x-axis at y = 0. The transmitted light is focused by a cylindrical
lens onto the CCD camera to record the farfield. In this way, the spatial dependence
of the transverse Fourier transform kx is recorded. The results show the characteristic
Z-shaped distortion of the spectrograms as discussed earlier and confirm the coherence
enhancement in the inner region and degradation at the annular boundary. For com-
parison, numerical simulations of the NLSE were performed with parameters matching
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Figure 7.7: Experiment vs. numerics: Dispersive shocklets. (a)-(b) measured nearfield
intensity at the sample (length: 1 cm) output for low and high power. To reduce the
nonlocal length, an absorption coefficient of α ≈ 1.7 cm−1 was used. The zoomed in
regions (b1)-(b2) show the characteristic undular patterns found for dispersive shock
waves. (c)-(d2) Numerical results with experimental parameters (λc = 250 µm, ξ = 3
µm, σ = 59 µm).
those of the experiment. The nonlocal nonlinearity was modelled according to the DLM
model where the nonlocal response function is described by the modified Bessel func-
tion of the second kind. Especially in this study, a nonlocal length of 400 < σ < 900
µm [144] was estimated for the observation of the collective shock wave. Note, that
the exact value of σ ≈ 10 mm as presented in Chapter 2 was not known at the time of
these studies, but this does not violate the condition λc  σ to observe the collective
shock wave. It is remarkable how the experimental results can be very well captured
by the NLSE model with nonlocal nonlinearity. Regarding the similarity between the
NLSE and LRVE in this highly nonlocal regime, this confirms that the experimental
results indeed show the formation of a giant collective shock wave.
The numerical and experimental results so far demonstrated the emergence of the inco-
herent shock phenomenon. To validate that this is indeed a consequence of long-range
interaction, the transition from the collective shock wave to dispersive shocklets is to be
tested via the reduction of the nonlocal length. Although various methods to achieve
this have been presented throughout this thesis, none of them is an experimentally re-
alistic approach to reduce the nonlocal length while leaving beam size and nonlinearity
untouched. In the past, several works highlighted the influence of boundary effects and
strong absorption on the heat diffusion and thus on the nonlocal length [33,40,154]. In
these studies, by considering the full 3D heat equation it was shown that temperature
gradients along the beam propagation effectively reduces the transverse heat flux and
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for similar arguments regarding the beam geometry (Chapter 4.3), the nonlocal length
becomes a function of the absorption σ ∝ 1/√α in the presence of strong longitudi-
nal temperature gradients. These are relevant in short samples and this model was
successfully applied to tweak the nonlocality on the study of shock waves in nonlocal
media [40]. Following this approach, the nonlocality is reduced by significantly increas-
ing the graphene concentration such that the absorption coefficient is roughly 100 times
larger than before (α ≈ 1.7 cm−1). Due to such strong absorption, a shorter sample (1
cm) was chosen in order to compensate for the large intensity drop during propagation.
Although the shorter propagation corresponds to a 10 times reduction in the evolution
in the photon fluid, the higher absorption leads to a higher nonlinearity that accelerates
the dynamics by a factor ∼ 10, compensating the effect.
The nonlocal length in the transverse domain can therefore be significantly reduced un-
til the dynamics now reveal the independent formation of dispersive shock waves from
individual speckles (Fig. 8.1). The experimental results are confirmed by numerical
simulations that are in excellent agreement, both showing the characteristic undular
structures as evidenced by the zoomed in parts of the beam. To further emphasize
the importance of the ratio between the coherence and the nonlocal length that es-
sentially define dynamics, the experiment was repeated for a reduced coherence length
of λc ∼ 70 µm (Fig. 7.8). Here, the individual speckles develop again a collective
behaviour in the form of a low intensity region near the centre of the beam without
developing dispersive shocklets. The dominating impact of the smaller coherence length
is a slowed down dynamics of the incoherent shock, that can be qualitatively under-
stood by the LRVE formalism. A decrease of λc corresponds to a broadening of the
spectrum S0(k) =
∫
nk(r, z = 0)dr in k-space and since the total power is conserved,
this leads to a decreased amplitude nk resulting in a slowing down of the dynamics.
This is confirmed by the spectrograms shown in Fig. 7.8e)-f), where the character-
sitic Z-shaped structure is not fully evolved yet. In other words, the radial flux of
the speckles toward the beam boundaries is evident in the tilted spectrogram, but the
decoherence at the annular boundaries is not yet developed. Further decrease of the co-
herence length revealed, that the regular Z-shaped deformation disappeared, resulting
only in a tilted spectrogram whose width ∆k is independent of its position x [144,148].
Therefore, the dynamics are slowed down where the observation of a collective shock
front is completely suppressed.
125
CHAPTER 7. INCOHERENT NONLOCAL SHOCK WAVES
Appendix 2 : Supplemental information about spatial collective incoherent shocksAppendix 2 : Supplem ntal information about spatial collective incoherent shocks
Appendix 2 : Supplemental information about spatial collective incoherent shocksAppendix 2 : Supplemental information about spatial collective incoherent shocks
Additional experimental results in the incoherent shock regime. The experi-
mental configuration and corresponding parameters are the same as in Fig. 3.12, except that
the correlation length of the input speckle beam has been decreased to λ
sity patterns recorded at the output of the nonlinear sample (15cm long) with a power
0.05W (linear regime) (a1), and P = 2.5W (a2). By reducing the input correlation length,
, the dynamics slows down significantly and the spectrogram exhibits a regular deforma-
tion (see Fig. 6.2), which prevents the observation of the incoherent shock phenomenon.
: From Ref. [146].
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Figure 7.8: Incoherent shock regime at reduced coherence length: The experimental
conditions are the same as in Fig. 7.5, except for λc ∼ 70 µm. The nearfield intensity
patterns (a) and (b) recorded at the sample output for low (0.05 W, linear regime)
and high power (2.5 W, nonlinear regime). Numerical simulations performed with the
same parameters are in qualitative agreement and confirm a slow down of the dynamics
(c)-(f).
7.4 Conclusion
The study of turbulent flows can be realised in photon fluids by using highly incoherent
speckle beams. When using a thermal nonlinearity, the inherent nonlocality leads to
a long range interaction of individual speckles that in the language of photon fluids is
translated into a sea of nonlinear random waves with long range interaction. Here, it
was shown that in such a scenario the whole field develops a giant collective incoherent
shock wave in contrast to a turbulent sea of dispersive shock waves as expected when
the interactions are of short range character. The transition is ruled by the compar-
ison of the average speckle size and the length of the long range interaction. In the
photon fluid, these length scales are given by the spatial coherence length of the beam
and the nonlocal length of the thermal nonlinearity. It was shown, that by controlling
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these parameters the transition from a turbulent sea of dispersive shock waves to the
formation of the collective shock wave can be experimentally observed and was verified
by numerical simulations that are qualitatively in excellent agreement.
In the highly nonlocal regime, it was shown that the dynamics are accurately described
by a long range Vlasov equation which was verified via comparison of numerical solu-
tions to the NLSE. The radial structure of the incoherent shock allowed to apply a 1D
hydrodynamic like model derived from the LRVE to provide physical insight into the
shock formation.
In general, this photon fluid system displays a useful platform to study wave turbu-
lence regime. Furthermore, the wide tunability of the nonlocality opens the possibility
to access a wide range of regimes to study such turbulent, nonlinear flows. In the
current experiment, the nonlocality was tuned via strongly changing the absorption
in the system. Other self-organization processes mediated by long range interactions
in these systems could be investigated when using a focusing thermal nonlinearity, i.e
incoherent soliton turbulence [61] or gravitational systems. In the latter case, the long
range nature of the focusing nonlinearity may be used to study galaxy dynamics [155],
where the random distribution of stars that create their own collective potential can be
modelled by a long range Vlasov formalism [156].
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8.1 General conclusions
A photon fluid in a propagating geometry was realised in a thermal nonlinear medium
using a Nd:YAG CW laser and a methanol/graphene solution. The photon fluid is
established via the optical nonlinearity in the transverse plane of the laser beam inside
the nonlinear medium while spatial amplitude modulations behave as excitations in a
quantum fluid. In contrast to many other studies in these systems that concentrated
on nonlinear wave phenomena such as solitons or shock waves, the work presented here
focussed mainly on pertubative excitations such as small amplitude waves. The dynam-
ics are ruled by the system nonlinearity in which the diffusive nature of the thermal
nonlinearity leads to a nonlocal response of the nonlinear refractive index. The nonlocal
response may be understood as a long-range interaction of excitations in the photon
fluid that significantly alter their dynamics.
In Chapter 2, the thermal nonlinearity of a dilute methanol/graphene solution in a
cylindrical sample was characterized and was used in all experiments in this thesis.
The nonlinearity is commonly described by the convolution of a response function and
the intensity profile of the laser and is derived from the 2D heat diffusion equation.
By adding a distributed loss term to incorporate the effect of finite boundaries, it was
shown that the nonlinear response function could be analytically derived. It was shown
that for the cylindrical symmetry, the width of the response function (nonlocal length)
is given by the smallest sample dimensions. The model was confirmed by spatial phase
interferometry experiments that measured the nonlinear change in refractive index in-
duced by a narrow gaussian beam in the stationary and transient regime. The rather
slow temporal build up of the thermal nonlinearity is confirmed by the time dependent
heat equation and opens up wide tunability of the nonlocal length.
In Chapter 3, the dispersion relation for elementary excitations was measured in two
different experiments. The first was inspired by oceanography, where the evolution of
low amplitude noise on the laser profile was recorded along propagation and corresponds
to video recording amplitudes of random ocean waves. The dispersion relation was then
obtained by a Fourier transformation along the spatial and temporal coordinates. The
second technique involved a pump and probe scheme, where the weak interference be-
tween two beams was used to seed a defined wave and measure its propagation speed
in the photon fluid as a function of wavelength. The oceanographic technique revealed
a purely parabolic dispersion relation that qualitatively agreed with the predicted Bo-
goliubov dispersion for superfluids, but was not able to resolve the low frequency part.
However, it proved useful to detect the overall flow. The pump and probe technique
overcomes the resolution problems and revealed the linear dispersion for waves that are
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larger than the healing and the nonlocal length. The results agreed with the theoretical
Bogoliubov dispersion relation including a nonlocal nonlinearity and it was shown that
it alters the dispersion for wavelengths smaller than the nonlocal length in a way that
their dynamics are governed by an effectively reduced nonlinearity. However, beyond
those length scales, the waves behave as collective excitations of a superfluid. It was
noted that the nonlocal length sets a new length scale for observing superfluidity. Nev-
ertheless, the nonlocal length obtained in the dispersion relation measurements was two
orders of magnitudes less than that obtained in the earlier thermal nonlinearity charac-
terisation experiments. It was realised that the discrepancy arose due to different beam
geometries and in the case of a highly elliptical beam profile, the effective nonlocal
length that governs the dynamics is given by the smallest beam dimension rather than
by the boundary conditions. This opened a new way of controlling the nonlocal length
for re-establishing superfluidity in highly nonlocal media.
The collective excitations in the long wavelength limit are a requirement for superflu-
idity that can be formulated in terms of the Landau criterion for persistent currents
below a critical speed. In Chapter 4, this was tested by immersing an extended obstacle
into the highly elliptical photon fluid that was flowing at a relative speed around the
obstacle. When the flow speed is smaller than the speed of sound in the photon fluid,
the onset of superfluidity was observed by a suppression of scattering in the downstream
region of the obstacle. For flow speeds larger than the sound speed, the nucleation of
quantized vortices was observed confirming the superfluid character of the photon fluid.
The linear dispersion in the photon fluid allows to reformulate the equation of motion
for small amplitude waves as an analogue of the Klein-Gordon equation for scalar fields
in a curved spacetime. This analogy establishes the link between hydrodynamics and
general relativity and allows to build artificial spacetimes for example of a black hole.
In Chapter 5, this was realised by shaping the topology of the spatial phase of the beam
via diffractive phase masks. The inhomogeneous flow of a rotating black hole and a
white hole (time reversed black hole) was obtained by measuring the spatially resolved
phase gradient. The speed of sound could be adjusted by the laser intensity such that
there exists a spatially confined region where the flow speed is larger that the sound
speed, creating a two dimensional acoustic horizon and ergosphere. These analogue
models are promising candidates to experimentally test concepts of general relativity,
i.e. Hawking radiation or superradiance. The 2D rotating black hole allows the study of
the analogue of Penrose superradiance, i.e simply speaking an amplification of reflected
waves off a spinning black hole. Preliminary experimental results show the scattering
of waves from such a rotating spacetime that were confirmed by numerical simulations.
In the simulations, an amplification could be observed for modes that carry an orbital
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angular momentum that co-rotates and an absorption for modes counterrotating with
the black hole. These results are promising and are a first step towards the observation
of a superradiant scattering from a rotating black hole.
The analogy to general relativity was revisited in Chapter 6, where the nonlinear dy-
namics of photon fluid waves such as self-steepening and shock formation, was refor-
mulated in terms of a self-induced spacetime curvature that back reacts on the wave
itself. These so-called emergent geometries are different from the classical analogue
gravity approach where linear perturbations propagate on a stationary background. In
this perspective, it was shown that the nonlinear wave induces a gradually increasing
curvature of the spacetime in the propagation direction that eventually results in a
space-time singularity that is known as the shock formation in hydrodynamics. This
was underlined by experimental and numerical results, that showed the nonlinear wave
steepening and shock formation in a quasi (1+1)D photon fluid.
Next to coherent nonlinear wave dynamics, the turbulent behaviour of a sea of random
nonlinear waves with long range interactions was studied in Chapter 7. This system is
described by a stochastic mathematical formalism (long range Vlasov formalism) that
is also used to describe long range interacting systems such as gravitational systems,
i.e. galaxies. The experiment involved a spatially highly incoherent beam propagating
in the nonlocal thermal medium, where the random pattern of intensity modulations
correspond to a turbulent sea of nonlinear waves. Depending on the range of nonlocal-
ity, a transition from a turbulent sea of small scale coherent dispersive shock waves to
a giant collective incoherent shock wave could be observed. This novel observation of a
self-organisation process can be understood in the Vlasov formalism and can be mapped
onto a hydrodynamic like model for the average speckle density and its momentum that
is ruled by the interplay between the average speckle size and their range of interac-
tions. The incoherent shock was confirmed by a spatially resolved measurement of the
local spectrum, that revealed the regularization of the shock via a drastic decoherence
of the field along the annular boundary along with a coherence enhancement in the
beam centre.
Summarising, photon fluids are a versatile platform for exploring the rich physics of
quantum fluids, from perturbative schemes that proved useful to study analogue grav-
ity to nonlinear dynamics to study many-body physics. The nonlocal character of the
nonlinearity adds another level of complexity that opens the door to the physics of long
range interacting system such as gravitational systems or self-organisation of turbulent
flows.
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8.2 Future perspectives
So far, the scene is set to study analogue gravity in propagating photon fluids, but the
more interesting question is where the journey goes from here. The outstanding fea-
ture of the analogue black hole presented in here lies certainly in its (2+1) dimensional
geometry and the relatively straight forward control of sound and flow speeds. The
higher dimensions allows to study rotational black holes and Penrose superradiance
where already theoretical and experimental efforts are being made for its observation.
This superradiant scattering is a stimulated process that does not involve spontaneous
emission of quanta from the vacuum and should be therefore observable in classical
fluids as well as photon fluids with a thermal nonlinearity. Quantized superradiance as
well as the spontaneous Hawking emission requires a quantum description of the un-
derlying field. In general, a temporally varying medium emits quanta from the vacuum
according to quantum field theory [157]. In the case of photon fluids in a propagating
geometry, theoretical works reported a quantum theory of the many-body dynamics of
a paraxially propagating laser beam in a local Kerr medium, where such a quantum
emission was discussed [45,158]. It is however not clear if such a theory can be applied
to system with a noninstanteneous thermal nonlinearity, where the slow response of
the medium does not support measurable quantum fluctuations. Nevertheless, a gas of
strongly interacting photons at the quantum level has been reported in a propagating
geometry using a dressed 87Rb gas in the Rydberg electromagnetically induced trans-
parency (EIT) regime [159]. Thus, atomic gases could be used to study quantum effects
in propagating photon fluids in the future.
Apart from the quantum effects, the stimulated Hawking process could still be observ-
able in the current configuration. Similar to the experiments in water [160], the peculiar
nonlocal dispersion relation provides a subluminal part that enables a wave blocking
horizon for a certain range of frequencies. When the waves are blocked, energy can be
converted to other branches in the dispersion and amplify modes with negative norm,
which is the fundamental process of stimulated Hawking emission. This could be mea-
sured by looking for correlations of random thermal noise in the farfield spectrum.
Photon fluids are also becoming more and more attractive for studying the physics
of many-body systems. Whereas exciton-polariton systems have been dominating the
field, propagating geometries catching up not only for their easy implementation, but
also since they are governed by a conserved Hamiltonian as opposed to driven-dissipative
systems, where dynamics and the description of purely quantum features is complicated
due to pumping and losses. In this regard, investigating the quantum aspects of the
propagating light fluid may lead to Bose-Einstein condensation, that could be achieved
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by an equivalent of evaporative cooling of the beam via a tapered waveguide [45]. Fur-
thermore, the prospect of quantum simulation using quantum fluids has so far been
mainly devoted to cold atomic systems [161]. In particular, the study of magnetic phe-
nomena in such systems demands for alternative ways of simulating magnetism, since
the atoms are neutral and are thus not affected by the Lorentz force. A possible way is
to set the atom cloud under rotation, where the effective Coriolis force in the co-rotating
reference frame is formally equivalent to the effect of a magnetic field.
The same problem arises in photon fluids, where no magnetic field for charge- and
massless photons exist. A recent study in our group reported a theory how to make a
magnetic field in a photon fluid, based on artificial gauge fields [162]. In photon fluids,
the theory applies to weak excitations on a strong background field carrying orbital
angular momentum and opens the door to study many-body dynamics under synthetic
magnetic fields.
8.3 More analogies
8.3.1 Optical analogues of Boson stars
The testbed for gravity in optics is widely understood in terms of a fluid of light that
provides a useful connection to hydrodynamics when the nonlinearity is defocusing,
i.e. inherits a repulsive photon-photon interaction. Another example of the analogy
between optics and gravity can be established when considering a nonlocal focusing
nonlinearity, that allows to study the dynamics of the Newton-Schro¨dinger equation:
ih¯ψt +
h¯2
2m
∇2ψ +mφψ = 0 (8.3.1)
which describes the evolution of a massive particle with wave function ψ in a self-induced
gravitational potential φ given by the poisson equation:
∇2φ = −4piGm|ψ|2 (8.3.2)
with the gravitational constant G. In contrast to the ”general” analogue gravity ap-
proach, the gravitational field here is induced by the quantum matter itself and was
proposed by Diosi [163] and Penrose [164] to investigate the collapse of the wave func-
tion in its own gravitational potential. As such, due to the coupling between gravity and
quantum matter states, the Newton-Schro¨dinger equation (NSE) was used to describe
the evolution of Bose-Einstein condensate stars or boson stars [165]. These objects are
considered to be an alternative interpretation to black holes. The analogy of the NSE
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Figure 8.1: Experiments and numerical simulations studying the dynamics of a rotating
boson star in a focusing thermal medium. (a) Experimental layout: A CW beam
is attenuated and launched onto a diffractive phase mask to imprint an OAM phase
(` = 1). The beam is demagnified and launched in a 400 mm long lead-doped glass
slab, exhibiting a focusing thermal nonlinearity. The far- and nearfield is imaged at
the output onto a CCD camera. Inset: Induced nonlinear refractive index in the glass
(normalised to one) calculated by numerically solving the 2D heat equation (blue dashed
line), by analytical solution of the DLM model (red) and measurement (black line). b)
Experimental and c) numerical example of the real space intensity distribution I(x, 0)
as a function of laser power corresponding to the dynamics of 2D slice of a rotating
boson star. Note that the increasing power leads to a faster evolution that qualitatively
resembles the propagation along z. Taken from Roger et al. [123].
to nonlinear optics becomes evident when the Nonlinear Schro¨dinger equation (NLSE)
with a focusing nonlinearity is considered:
i
∂E0
∂z
+
1
2k
∇2⊥E0 +
k
n0
∆nE0 = 0 (8.3.3)
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with a thermal nonlinearity that is governed by a Poisson equation of the same form as
Eq. (8.3.2):
∇2⊥(∆n) = −
αβ
κ
|E0|2 (8.3.4)
Hence, the NSE provides the possibility to study a 2D slice of the full 3D gravitational
system. It was shown that under appropriate experimental conditions, the nonlinear
response qualitatively mimics an attractive gravitational potential in the transverse
profile of the beam. In particular, this is true for beams that carry orbital angular
momentum which describe in this scenario the evolution of a rotating boson star with
quantized angular momentum [123]. With this, it could be shown that the star under-
goes contraction cycles at low densities (i.e. beam intensities). Numerical simulations
confirm the experiments, that show at higher densities that the star becomes unstable,
although the phase singularity prevents complete collapse. This is understood as a
result of the quantised angular momentum of the boson star.
8.3.2 Cosmological analogy
The concept of analogue spacetimes has been introduced in Chapter 5 for small ampli-
tude perturbations and Chapter 6 for large amplitude waves. In the latter case it was
shown that the nonlinear wave dynamics could be interpreted as a wave propagating in
a self-induced spacetime. In a similar manner, the same effect may be used to simulate
a rapidly expanding universe, i.e cosmological inflation. In general, the idea is based on
a strongly defocusing gaussian beam in a defocusing nonlinear media, whose diameter
is drastically increasing during propagation. The analogy is established in a rapidly
expanding photon fluid, where a scale factor for the (radial) velocities that depend on
time i.e. z is introduced. Assuming this is a linear function in the transverse direction
r:
v = H(t)r (8.3.5)
This is known as the ’Hubble law’ with the Hubble parameter H = a˙
a
, that is defined
by the scale factor a(t). By redefining the radial coordinate r˜ = r/a, one can show that
the metric for pertubations (Eq. (5.2.10)) can be expressed as
ds2 =
(ρ
c
)2 [−c2dt2 + a(t)2(dr˜2 + r˜2dΩ2)] (8.3.6)
which is conformal to an expanding Friedmann-Lemaitre-Robertson-Walker (FLRW)
spacetime. Apart from optics, these models were proposed to study i.e. particle pro-
duction driven from the analogue of the expansion of the universe in an expanding
BEC [96,166,167]. Inflation models of the early universe give an explanation for small
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fluctuations in the Cosmic Microwave Background (CMB). In a nutshell, these fluctu-
ations are linked to amplified quantum fluctuations that were frozen during the rapid
expansion of the universe, and according to the current cosmological models, are the
seeds for structure formation such as galaxies. Apart from the quantum effects that are
experimentally not realistic in thermal media, mode freezing of thermal fluctuations
may be studied in these systems.
The equation of motion of the coupled scalar field in such a FLRW spacetime is essen-
tially a wave equation with a time dependent damping term, i.e.
∂2t φ+
a˙
a
∂tφ+
c2k2
a2
φ = 0 (8.3.7)
If the expansion is fast enough, i.e. if the damping is changing faster than the oscillation
of a wave, then such modes are effectively frozen in time. This mode freezing can also
be understood in terms of a maximum co-moving spatial distance, at which events can
be in causal contact, a cosmological horizon. If the wavelength of a mode is stretched
beyond this horizon due to cosmic expansion, the causality is lost and the modes cannot
oscillate anymore.
This effect can be simulated by a rapidly expanding beam with random small amplitude
thermal noise. This noise plays the role of the fluctuations that may be frozen. In such
a scenario, various expansion rates can be tweaked by controlling the defocusing of the
beam, and test the effect on mode freezing with different inflation models.
8.4 Epilogue
Despite the rich and interesting physics that these analogue gravity systems provide,
one must not forget that they are a lot of fun to work with. I am still amazed that I can
actually build a black hole with a laser and a water pipe filled with a cloudy alcohol
solution. It doesn’t end with black holes, there are also (Boson) stars, expanding
spacetimes and literally, there is a whole universe in a (laboratory not much bigger
than a) nutshell.
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