Abstract-This paper investigates the connectivity probability of 1-dimensional ad hoc networks in which nodes have random, non-identically distributed locations, this leads to optimization of the number of nodes required. An empirical approach is used. We fit a parametric distribution to the CDF of the maximum distance between adjacent nodes. Special and extreme cases which are not covered by the empirical approach are treated separately.
around uniformly spaced mean locations. For example, this may arise if nodes are dropped at equal intervals from a vehicle (either airborne or terrestrial) traveling at a constant speed. In particular, we aim to establish an ad hoc network between a source and destination at known locations.
The question whether the network is connected is mathematically equivalent to testing the hypothesis that all physically adjacent sensors are within a certain distance from each other. This gives an obvious sufficient statistic, the maximum distance between two physically adjacent nodes. Its probability distribution is crucial to the application of that hypothesis test or equivalently to the network connectivity probability. That distribution is easily described in terms of the underlying events in the experiment sample space, but the analytic expression involves a complicated N -fold integral which defies explicit evaluation.
The estimation of this probability distribution is readily performed by simulating a large number of N -tuples of locations of the sending nodes. We empirically investigate the probability of connectivity of this network in Section III by fitting a curve to the Cumulative Distribution Function (CDF) of the maximum distance between adjacent nodes. The parameters of this curve are expressed as empirical functions of the problem parameters. Curve fitting using experimental or simulation results is a very common technique in many fields of science and engineering. It is, however, not very common in networking research. One example of curve fitting application in network research is the OSPF performance analysis by Cui et al. [7] . In Section IV, we consider some special cases in which our fitting procedure is not applicable.
II. MODEL DESCRIPTION
The network seeks to connect a source node to a destination, using N intermediate nodes. Two nodes can communicate directly if and only if the distance between them is less than or equal to the radio range d. We consider a one dimensional coordinate system with the source at the origin and the destination at point D = 1. The setting of D = 1 is without loss of generality as it represents a scaling of all spatial variables. The location of the ith intermediate node is assumed to follow a Gaussian distribution with mean µ i = i/(N + 1) and variance σ 2 independent of all other nodes, as shown in Fig. 1 . Let x i , i = 1, 2, ..., N denote the location of the ith sensor. Note that the locations of the sensors may not be in the same order as they are dropped. That is, we may have To investigate the probability of connectivity of a given network, we studied the CDF of the maximum distance between physically adjacent sensors max i (x (i+1) −x (i) ) by simulation. For a given sensor network, let C be the event that the network is connected, denote the probability of connectivity as P (C|d, N, σ), and let
Note that the probability of connectivity is a function of d, N , and σ. The network is connected if and only if d m ≤ d. Therefore:
Let N * be the minimal value of N , which satisfies the constraint:
* is the smallest number of sensors required for our one dimensional network to be connected with a pre-specified probability P (target). We aim to find a good approximation for N * .
III. AN APPROXIMATION FOR N *
We empirically obtain the CDF of d m parameterized by N and σ in two steps: 1) for many pairs (N, σ) the CDF of d m is modeled by a parametric distribution; 2) the parameters of these distributions are expressed as functions of N and σ which leads to an approximate CDF of d m .
A. Step 1:
We Fig. 2 , these CDFs are well approximated by a Log-Logistic distribution [8] :
This also holds for N as low as 10. For example, when N = 10 and σ = 0.15, the maximum deviation of the fitted Loglogistic CDF from the true CDF is only 2.1%. The method we selected to fit the Log-Logistic function is Maximum Likelihood Estimation [8] , [9] . For each pair (N, σ) , we can get a pair of parameters α and β.
B. Step 2:
We fit α and β as functions of the parameters (N, σ), such that we can estimate N from (2) with given P , σ and d.
No simple curves were found which fit these surfaces well for all N and σ. In particular, there are difficulties in cases of small values for N and σ which will be treated separately in the next section. When N ≥ 10 and σ ≥ 0.005, the surface can be well approximated by piecewise functions, with boundaries (3) and (4), we can calculate α and β, and substitute them into (2), giving
For given d, σ, and pre-specified P (target), we approximate N * by N 1 , which is obtained by (5) .
To illustrate our approach, we consider σ = 0.004, 0.008,..., 0.04; d = 0.002, 0.008,..., 0.038. The intervals representing the range between the 5th percentile and the 95th percentile for P (target) = 0.91, 0.94, 0.96, 0.98, 0.992, 0.995, 0.999 are plotted in Fig 3. It is based on log scale. We set P (C) = 1 − 10 −6 if there is no disconnection in 10 5 samples. 
