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INSTABILITY OF MODES IN A PARTIALLY HINGED RECTANGULAR PLATE
VANDERLEY FERREIRA JR, FILIPPO GAZZOLA, AND EDERSON MOREIRA DOS SANTOS
Abstract. We consider a thin and narrow rectangular plate where the two short edges are hinged whereas
the two long edges are free. This plate aims to represent the deck of a bridge, either a footbridge or a
suspension bridge. We study a nonlocal evolution equation modeling the deformation of the plate and we
prove existence, uniqueness and asymptotic behavior for the solutions for all initial data in suitable functional
spaces. Then we prove results on the stability/instability of simple modes motivated by a phenomenon which
is visible in actual bridges and we complement these theorems with some numerical experiments.
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1. Introduction
We consider a thin and narrow rectangular plate where the two short edges are hinged whereas the two long
edges are free. This plate aims to represent the deck of a bridge, either a footbridge or a suspension bridge. In
absence of forces, the plate lies flat horizontally and is represented by the planar domain Ω = (0, pi)× (−l, l)
with 0 < l  pi. The plate is subject to dead and live loads acting orthogonally on Ω: these loads can be
either pedestrians, vehicles, or the vortex shedding due to the wind. The plate is also subject to edge loads,
also called buckling loads, that are compressive forces along the edges: this means that the plate is subject
to prestressing.
We follow the plate model suggested by Berger [6]; see also the previous beam model suggested by
Woinowsky-Krieger [31] and, independently, by Burgreen [8]. Then, the nonlocal evolution equation modeling
the deformation of the plate reads
Utt + δUt + ∆
2U − φ(U)Uxx = F in Ω× (0, T )
U = Uxx = 0 on {0, pi} × [−l, l]
Uyy + σUxx = Uyyy + (2− σ)Uxxy = 0 on [0, pi]× {−l, l}
U(x, y, 0) = U0(x, y), Ut(x, y, 0) = V0(x, y) in Ω
(1)
Date: October 7, 2018.
2010 Mathematics Subject Classification. 35L35; 35Q74; 35B35; 35B40; 34D20.
Key words and phrases. Nonlocal plate equation; Well-posedness; Asymptotic behavior; Stability.
1
ar
X
iv
:1
60
8.
07
08
2v
1 
 [m
ath
.A
P]
  2
5 A
ug
 20
16
2 FERREIRA JR, GAZZOLA, AND MOREIRA DOS SANTOS
where the nonlinear term φ is defined by
φ(U) = −P + S
∫
Ω
U2x ,
and carries a nonlocal effect into the model. Here S > 0 depends on the elasticity of the material composing
the deck, S
∫
Ω
U2x measures the geometric nonlinearity of the plate due to its stretching, and P > 0 is the
prestressing constant: one has P > 0 if the plate is compressed and P < 0 if the plate is stretched. The
constant σ is the Poisson ratio: for metals its value lies around 0.3 while for concrete it is between 0.1 and
0.2. We assume throughout this paper that
0 < σ <
1
2
. (2)
The function F : Ω × [0, T ] → R represents the vertical load over the deck and may depend on time while
δ is a damping parameter. Finally U0 and V0 are, respectively, the initial position and velocity of the deck.
The boundary conditions on the short edges are named after Navier [24] and model the fact that the plate
is hinged in connection with the ground; note that Uxx = ∆U on {0, pi} × (−l, l). The boundary conditions
on the long edges model the fact that the plate is free; they may be derived with an integration by parts
as in [23, 29]. For a partially hinged plate such as Ω, the buckling load only acts in the x-direction and
therefore one obtains the term
∫
Ω
U2x ; see [22]. We refer to [2, 13, 15] for the derivation of (1), to the recent
monograph [14] for the complete updated story, and to [30] for a classical reference on models from elasticity.
The behavior of rectangular plates subject to a variety of boundary conditions is studied in [7, 17, 18, 19, 25].
The first purpose of the present paper is to prove existence, uniqueness and asymptotic behavior for the
solutions of (1) for all initial data in suitable functional spaces. We state and discuss these results in Section
3 and their proofs are presented in Sections 6 and 7. We will mainly deal with weak solutions, although with
little effort one could extend the results to more regular solutions (including classical solutions) by arguing
as in the seminal paper by Ball [4] for the beam equation. By separating variables, we show that (1) admits
solutions with a finite number of nontrivial Fourier components. This enables us to define the (nonlinear)
simple modes of (1): we point out that, contrary to linear equations, the period of a nonlinear mode depends
on the amplitude of oscillation. The simple modes are found by solving a suitable eigenvalue problem for the
stationary equation, which is the subject treated in Section 2. In this respect, we take advantage of previous
results in [5, 13, 15] where the main properties of the eigenfunctions were studied. In particular, it was
shown that the eigenfunctions may be classified in two distinct families: one family contains the so-called
longitudinal eigenfunctions which, approximately, have the shape of cm sin(mx), the other family contains
the so-called torsional eigenfunctions which, approximately, have the shape of cmy sin(mx).
In [5], an attempt to study the stability of the (nonlinear) simple modes for a local equation similar
to (1) is performed. It turns out that local problems do not allow separation of variables and the precise
characterization of the simple modes. The results in [5] show that there is very strong interaction between
these modes and that, probably, the local version of the equation (1) needs to be further investigated. A
similar difficulty appears for the nonlinear string equation: for this reason, Cazenave-Weissler [9, 10] suggest
to deal first in full detail with the stability of the modes in the nonlocal version. The second purpose of
the present paper is precisely to study the stability of the simple modes of (1). We collect our results on
this subject in Section 4, we prove them in Section 8 and they are complemented with some numerical
experiments in Section 5. This study is motivated by a phenomenon which is visible in actual bridges and
we mention that, according to the Federal Report [3] (see also [27]), the main reason for the Tacoma Narrows
Bridge collapse was the sudden transition from longitudinal to torsional oscillations. Several other bridges
collapsed for the same reason, see e.g. [15, Chapter 1] or the introduction in [5].
In his celebrated monograph, Irvine [20, p.176] suggests to initially ignore damping of both structural
and aerodynamic origin in any model for bridges. His purpose is to simplify as much as possible the model
by maintaining its essence, that is, the conceptual design of bridges. Since the origin of the instability is
of structural nature (see [14] for a survey of modeling and results), in this paper we follow this suggestion:
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we analyze in detail how a solution of (1) initially oscillating in an almost purely longitudinal fashion can
suddenly start oscillating in a torsional fashion, even without the interaction of external forces, that is, when
F ≡ 0. Overall, our results fit qualitatively with the description of the instability appeared during the
Tacoma collapse. The interactions of the deck (plate) with other structural components (cables, hangers,
towers), as well as the aerodynamic and damping effects, are fairly important in actual bridges: we left all
of them out of our model. But we expect that if some phenomena arise in our simple plate model, then they
should also be visible in more complex structures and sophisticated models.
2. Longitudinal and torsional eigenfunctions
Throughout this paper we deal with the functional spaces
H2∗ (Ω) = {U ∈ H2(Ω); U = 0 on {0, pi} × [−l, l]} ,
H1∗ (Ω) = {U ∈ H1(Ω); U = 0 on {0, pi} × [−l, l]} ,
as well as withH, the dual space of H2∗ (Ω). We use the angle brackets 〈·, ·〉 to denote the duality ofH×H2∗ (Ω),
(·, ·)0 for the inner product in L2(Ω) with ‖·‖0 the standard norm in L2(Ω), (U, V )1 =
∫
Ω
∇U∇V for the
inner product in H1∗ (Ω), (· , ·)2 for the inner product in H2∗ (Ω) defined by
(U, V )2 =
∫
Ω
(
∆U∆V −(1−σ)(UxxVyy+UyyVxx−2UxyVxy)) , U, V ∈ H2∗ (Ω) .
Thanks to assumption (2), this inner product defines a norm in H2∗ (Ω); see [13, Lemma 4.1].
Our first purpose is to define a suitable basis of H2∗ (Ω) and to define what we mean by simple modes of
(1). To this end, we consider the eigenvalue problem
∆2w = λw in Ω
w = wxx = 0 on {0, pi} × [−l, l]
wyy + σwxx = 0 on [0, pi]× {−l, l}
wyyy + (2− σ)wxxy = 0 on [0, pi]× {−l, l}
(3)
which can be rewritten as (w, z)2 = λ(w, z)0 for all z ∈ H2∗ (Ω). From [5, 13] we know that the set of
eigenvalues of (3) may be ordered in an increasing sequence of strictly positive numbers diverging to +∞,
any eigenfunction belongs to C∞(Ω), and the set of eigenfunctions of (3) is a complete system in H2∗ (Ω). In
fact, for any m ≥ 1 there exists a divergent sequence of eigenvalues (λm,i) (as i → ∞) with corresponding
eigenfunctions
wmi(x, y) = ϕm,i(y) sin(mx) , m, i ∈ N . (4)
The eigenfunction wmi has m nodal sets in the x direction while the index i is not related to the number of
nodal sets of wmi in the y direction. The functions ϕm,i are combinations of hyperbolic and trigonometric
sines and cosines, being either even or odd with respect to y.
Definition 1 (Longitudinal/torsional eigenfunctions). If ϕm,i is even we say that the eigenfunction (4) is
longitudinal and if ϕm,i is odd we say that the eigenfunction (4) is torsional.
The order between longitudinal and torsional eigenvalues does not follow a simple rule and we will not
order them according to (3). We also consider the following buckling problem:
∆2w + Λwxx = 0 in Ω
w = wxx = 0 on {0, pi} × [−l, l]
wyy + σwxx = 0 on [0, pi]× {−l, l}
wyyy + (2− σ)wxxy = 0 on [0, pi]× {−l, l} .
(5)
We denote the associated eigenvalues by Λm,i. We also denote Λ1,1, the least eigenvalue, by Λ1. It is
straightforward that
∆2wmi = −Λm,i(wmi)xx = m2Λm,iwmi = λm,iwmi , (6)
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which proves that every eigenfunction wmi of (5) is also an eigenfunction of (3) and the eigenvalues are
related by
λm,i = m
2Λm,i , ∀m, i ∈ N .
Therefore, (wmi) is a complete orthogonal system of eigenfunctions associated to both the eigenvalue prob-
lems (3) and (5). In the sequel, we normalize the eigenfunctions so that
‖wmi‖20 = 1, ‖(wmi)x‖20 = m2, ‖wmi‖22 = m2Λm,i = λm,i . (7)
Let us now explain how these eigenfunctions enter in the stability analysis of (1). We will assume that
Ω = (0, pi)× (−l, l), with
l =
pi
150
, σ = 0.2 , (8)
so that the ratio between the longitudinal and transversal lengths is approximately the same as in the original
Tacoma Bridge (see [3]) and σ is the Poisson ratio of a mixture between concrete and steel. In addition, we
will order the eigenvalues Λm,i in an increasing sequence which will be denoted by (Λk).
As we have mentioned, there is no simple rule describing the order between longitudinal and torsional
eigenvalues. Computations, by the Newton’s methods, show that the first 105 eigenvalues of (5) are longi-
tudinal and the first 10 are displayed in Table 1 (up to a maximum error of 10−2).
Λ1 Λ2 Λ3 Λ4 Λ5 Λ6 Λ7 Λ8 Λ9 Λ10
0.96 3.84 6.64 15.36 24.00 34.57 47.06 61.48 77.82 96.09
Table 1. First 10 eigenvalues of (5).
Between the 105th eigenvalue and the next longitudinal one, there are at least 10 that are torsional and
are listed in Table 2 (up to a maximum error of 10−1).
Λ106 Λ107 Λ108 Λ109 Λ110 Λ111 Λ112 Λ113 Λ114 Λ115
10943.6 10946.5 10951.2 10957.8 10966.2 10976.6 10988.8 11003.0 11019.0 11036.9
Table 2. First 10 torsional eigenvalues of (5).
The large discrepancies that appear in Tables 1 and 2 suggest to restrict the attention to the lower
eigenvalues. In order to select a reasonable number of low eigenvalues, let us recall what may be seen in
actual bridges. A few days prior to the Tacoma Bridge collapse, the project engineer L.R. Durkee wrote a
letter (see [3, p.28]) describing the oscillations which were previously observed. He wrote: Altogether, seven
different motions have been definitely identified on the main span of the bridge, and likewise duplicated on
the model. These different wave actions consist of motions from the simplest, that of no nodes, to the most
complex, that of seven modes. Moreover, Farquharson [3, V-10] witnessed the collapse and wrote that the
motions, which a moment before had involved a number of waves (nine or ten) had shifted almost instantly
to two. This means that an instability occurred and changed the motion of the deck from the ninth or tenth
longitudinal mode to the second torsional mode. In fact, Smith-Vincent [28, p.21] state that this shape
of torsional oscillations is the only possible one, see also [14, Section 1.6] for further evidence and more
historical facts. Therefore, the relevant eigenvalues corresponding to oscillations visible in actual bridges,
are the longitudinal ones in Table 1 and the torsional one Λ107 in Table 2. From [3, p.20] we also learn
that in the months prior to the collapse the modes of oscillation frequently changed, which means that some
modes were unstable. In order to study the transition between modes of oscillation from longitudinal to
torsional, we complement the instability result given by Theorem 12 ii) from Section 4 with some numerical
experiments using the Scipy library [21]. This analysis is presented in Section 5 and will be performed with
the eigenvalues Λ3,Λ4, . . . ,Λ10,Λ107, which appear enough for a reliable stability analysis. The numerical
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solutions to our experiments reported in Figure 1 precisely show the instability of some longitudinal modes
with a sudden appearance of a torsional oscillation.
3. Well-posedness and asymptotic behavior
Let us first make clear what we mean by solution of (1).
Definition 2 (Weak solution). Let U0 ∈ H2∗ (Ω), V0 ∈ L2(Ω), F ∈ C0([0, T ], L2(Ω)) for T > 0. A weak
solution of (1) is a function
U ∈ C0([0, T ], H2∗ (Ω)) ∩ C1([0, T ], L2(Ω)) ∩ C2([0, T ],H)
such that, U(0) = U0, U
′(0) = V0 and
〈U ′′, V 〉+ δ(U ′, V )0 + (U, V )2 + φ(U)(Ux, Vx)0 = (F, V )0 , (9)
for all t ∈ [0, T ] and all V ∈ H2∗ (Ω).
Then we prove existence and uniqueness of a weak solution for (1).
Theorem 3 (Existence and uniqueness). Given δ ∈ R, S > 0, P ≥ 0, T > 0, U0 ∈ H2∗ (Ω), V0 ∈ L2(Ω) and
F ∈ C0([0, T ], L2(Ω)), there exists a unique weak solution U of (1). Moreover, it satisfies, for all t ∈ [0, T ],
1
2
‖U ′‖20+
1
2
‖U‖22 −
P
2
‖Ux‖20 +
S
4
‖Ux‖40 −
∫ t
0
(F,U ′)0 + δ
∫ t
0
‖U ′‖20
=
1
2
‖V0‖20 +
1
2
‖U0‖22 −
P
2
‖(U0)x‖20 +
S
4
‖(U0)x‖40 .
(10)
Theorem 3 may also be proved for negative P with no change in the arguments. In elasticity, this
situation corresponds to a plate that has been stretched rather than compressed, which does not occur in
actual bridges. Equation (10) is physically interpreted as an energy balance where the kinetic energy is
K(U ; t) = 1
2
‖U ′(t)‖20 ,
the elastic potential energy is
P(U ; t) = 1
2
‖U(t)‖22 −
P
2
‖Ux(t)‖20 +
S
4
‖Ux(t)‖40 ,
the exterior exchange is
F(U ; t) = −
∫ t
0
(F,U ′)0 ,
the frictional loss is
W(U ; t) = δ
∫ t
0
‖U ′‖20
and the law conservation (10) says that
K(U ; t) + P(U ; t) + F(U ; t) +W(U ; t) is constant for all t ≥ 0.
In turn, the elastic energy consists in the bending energy ‖U(t)‖22/2 and the stretching energy−P‖Ux(t)‖20/2+
S‖Ux(t)‖40/4. The total mechanical energy E(U ; t) = K(U ; t)+P(U ; t) is the sum of the kinetic and potential
energies so that E(U ; 0) is the initial energy. Moreover, we see from (10) that
E(U ; t) = E(U ; 0)− δ
∫ t
0
‖U ′‖20 +
∫ t
0
(F,U ′)0 , ∀ t ∈ [0, T ] . (11)
In the isolated case with no damping and no load, i.e. with δ = 0 and F = 0, the mechanical energy is
constant. In the unforced case F = 0, (11) shows that the energy is monotonic according to the sign of δ.
Next we analyze the asymptotic behavior of the solution, as t → +∞, under the influence of a positive
damping (δ > 0), when F is time independent. As we will see, the solution’s behaviour is also influenced by
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the properties of the stationary problem associated to (1), namely
∆2U − φ(U)Uxx = F in Ω
U = Uxx = 0 on {0, pi} × [−l, l]
Uyy + σUxx = 0 on [0, pi]× {−l, l}
Uyyy + (2− σ)Uxxy = 0 on [0, pi]× {−l, l} .
(12)
When the prestressing P is not larger than the least eigenvalue Λ1, the energy PF is convex and problem
(12) has a unique solution; see [2, 13]. In this case we have the following result.
Theorem 4 (Behaviour at ∞ with small P ). Let δ > 0, S > 0, U0 ∈ H2∗ (Ω), V0 ∈ L2(Ω) and F ∈ L2(Ω).
If 0 ≤ P ≤ Λ1, then the solution U of (1) is such that U(t)→ U in H2∗ (Ω), U ′(t)→ 0 in L2(Ω) as t→∞,
where U ∈ H2∗ (Ω) is the unique solution of (12).
Next, we consider the case with absence of the load F . In this case, (11) tells us that the solution moves
towards lower energy levels whenever δ > 0. Theorem 5 shows that the solution may exhibit different
behaviours as P crosses Λ1, namely for Λ1 < P ≤ Λ2, where Λ2 denotes the second eigenvalue of problem
(5). In this range of the parameter P , the eigenfunctions of problem (5) come into play. We recall that
U = 0 and U = ±λ+w1, with λ+ =
√
P−Λ1
S , are all the stationary solutions of (1); see [2, Theorem 7].
Theorem 5 (Behaviour at ∞ with P not so small and negative energy). Let δ > 0, S > 0, U0 ∈ H2∗ (Ω),
V0 ∈ L2(Ω), Λ1 < P ≤ Λ2 and U be the solution of (1) with F ≡ 0. If E(U ; 0) < 0, then U(t) → U in
H2∗ (Ω), U
′(t)→ 0 in L2(Ω) as t→∞, where
U =
{
λ+w1 if (U0, w1)2 > 0
−λ+w1 if (U0, w1)2 < 0 .
Remark 6. The open set N := {U0 ∈ H2∗ (Ω); E(U0, 0) < 0} ⊂ H2∗ (Ω) consists of two path-connected
components, one contains λ+w1, the other contains −λ+w1 and N ∩{w1}⊥ = ∅. Moreover, the origin is the
only point in the intersection of the boundary of these components.
The next result describes the invariance of the solution according to initial data. This turns out to be
important, in particular, to prove our stability/instability results of simple modes.
Theorem 7 (Invariance according to data). Let w be an eigenfunction of (5). If F ∈ [w]⊥ ⊂ L2(Ω),
U0 ∈ [w]⊥ ⊂ H2∗ (Ω), V0 ∈ [w]⊥ ⊂ L2(Ω) and U is the weak solution of (1), then U(t) ∈ [w]⊥ ⊂ H2∗ (Ω) for
all t.
Theorem 7 says that if the initial data and forcing term have null coordinates in some entries of their
Fourier series, then the solution will also have the corresponding coordinates null.
As a first consequence, we have a convergence result for initial data in [w1]
⊥, with positive energy, in the
same range of parameters from Theorem 5.
Corollary 8 (Behaviour at ∞ with P not so small and positive energy). Let δ > 0, S > 0, U0 ∈ [w1]⊥ ⊂
H2∗ (Ω), V0 ∈ [w1]⊥ ⊂ L2(Ω), Λ1 < P ≤ Λ2 and U be the solution of (1) with F ≡ 0. Then U(t) ∈ [w1]⊥ ⊂
H2∗ (Ω) for all t ≥ 0 and U(t)→ 0 in H2∗ (Ω), U ′(t)→ 0 in L2(Ω) as t→∞.
Similar results are also available for P > Λ2. However, the physically meaningful values of prestressing
are P ≤ Λ2 since otherwise the equilibrium positions of the plate may take unreasonable shapes such as
“multiple buckling”.
4. Stability of the simple modes
In this section we consider the case where the problem is isolated, i.e. with no damping and no load.
From Theorem 7 we know that if the initial data U0, V0 have only one nontrivial component in their Fourier
expansions, that is,
U0 = u0,m,iwmi, V0 = v0,m,iwmi,
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for some m, i, then the solution U has the same property and can be written as
U(x, y, t) = ϕ(t)wmi(x, y) (13)
for some ϕ ∈ C2([0,∞),R) satisfying ϕ(0) = u0,m,i and ϕ′(0) = v0,m,i. We call (13) a (m, i)-simple mode
of oscillation of (1) and the function ϕ is called the coordinate of the (m, i)-simple mode. One may be
skeptic on the possibility of seeing a simple mode on the deck of a bridge; however, from [3, p.20] we learn
that in the months prior to the collapse one principal mode of oscillation prevailed and that the modes of
oscillation frequently changed, which means that the motions were “almost simple modes” and that some of
them were unstable. We are so led to consider initial data U0, V0 with two nontrivial components in their
Fourier expansions. In this case, we have
Proposition 9. Assume that F ≡ 0, δ = 0, and
U0 = u0,m,iwmi + u0,n,kwnk, V0 = v0,m,iwmi + v0,n,kwnk,
for some m, n, i, k ∈ N with (m, i) 6= (n, k) and some u0,m,i, u0,n,k, v0,m,i, v0,n,k ∈ R. Then the solution U
of (1) can be written as
U(x, y, t) = ϕ(t)wmi(x, y) + ψ(t)wnk(x, y) , (14)
where ϕ and ψ belong to C2([0,∞),R) and satisfy the following nonlinear system of ODE’s:{
ϕ′′(t) +m2(Λm,i−P )ϕ(t) + Sm2
[
m2ϕ(t)2 + n2ψ(t)2
]
ϕ(t) = 0
ψ′′(t) + n2(Λn,k−P )ψ(t) + Sn2
[
m2ϕ(t)2 + n2ψ(t)2
]
ψ(t) = 0
(15)
with initial data
ϕ(0) = u0,m,i, ψ(0) = u0,n,k, ϕ
′(0) = v0,m,i, ψ′(0) = v0,n,k .
The proof of Proposition 9 may be obtained by replacing (14) into (1), by multiplying the so obtained
equation with wmi and wnk, by integrating over Ω, and by using (6). One would like to know whether the
following implication holds:
|u0,n,k|+ |v0,n,k|  |u0,m,i|+ |v0,m,i| =⇒ ‖ψ‖∞  ‖ϕ‖∞ . (16)
If this happens, we say that ϕ is stable with respect to ψ, otherwise we say that it is unstable. Hence,
the test of stability consists in studying the stability of the system (15). Let us make all this more precise,
especially because (16) may be difficult to check.
The system (15) is isolated, its energy E = E(u0,m,i, u0,n,k, v0,m,i, v0,n,k) is constant, and it is given by
E = ϕ′22 + ψ
′2
2 +m
2(Λm,i−P )ϕ
2
2 +n
2(Λn,k−P )ψ
2
2 +S
(m2ϕ2+n2ψ2)2
4
≡ v
2
0,m,i
2 +
v20,n,k
2 +m
2(Λm,i−P )u
2
0,m,i
2 +n
2(Λn,k−P )u
2
0,n,k
2 + S
(m2u20,m,i+n
2u20,n,k)
2
4 =: E0.
(17)
Let us make precise what we intend for stability of modes for the isolated problem.
Definition 10 (Stability). The (m, i)-simple mode ϕ(t)wmi(x, y) is said to be (n, k) linearly stable if ξ ≡ 0
is a stable solution of the linear Hill equation
ξ′′ + a(t)ξ = 0 , a(t) = n2(Λn,k − P ) + Sm2n2ϕ(t)2 ∀ t . (18)
Since (18) is linear, this is equivalent to state that all the solutions of (18) are bounded. Since (15) is
nonlinear, the stability of ϕwmi depends on the initial conditions and, therefore, on the corresponding energy
(17). On the contrary, the linear instability of ϕwmi occurs when the trivial solution of (18) is unstable: in
this case, if the initial energy is almost all concentrated in (ϕ(0), ϕ′(0)), the component ϕ conveys part of
its energy to ψ for some t > 0.
Remark 11. The condition (16) is usually called Lyapunov stability which is much stronger than the linear
stability as characterized by Definition 10. In some cases closely related to our problem, these two definitions
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coincide, see [16]. We also point out that the equation (18) may be replaced by its nonlinear counterpart
ξ′′ + a(t)ξ + Sn4ξ3 = 0 without altering Definition 10, see [26].
Let j ∈ N (including 0) and set
Ij =
(
j(2j + 1), (j + 1)(2j + 1)
)
, Kj =
(
(j + 1)(2j + 1), (j + 1)(2j + 3)
)
.
These intervals, that were found by Cazenave-Weissler [10], govern the stability of the modes for large
energies. In fact, the following statement holds.
Theorem 12 (Stability/Instability of simple modes with large energy). Let F ≡ 0, δ = 0, S > 0, P <
min{Λm,i,Λn,k}, m,n, i, k ∈ N, and set γ = n2m2 .
i) If γ ∈ Ij for some j ∈ N ∪ {0}, then any (m, i)-simple mode with sufficiently large energy E0 is (n, k)
linearly stable.
ii) If γ ∈ Kj for some j ∈ N ∪ {0}, then any (m, i)-simple mode with sufficiently large energy E0 is (n, k)
linearly unstable.
Remark 13. As a consequence, we infer that any (m, i)-simple mode with sufficiently large energy is (n, k)
linearly unstable for some n, k ∈ N. Indeed, given m, i ∈ N we can choose n = 3m so that γ ∈ K1.
Next, we present a stability result in the case of small energy.
Theorem 14 (Stability of simple modes with small energy). Let F ≡ 0, δ = 0, S > 0, P < min{Λm,i,Λn,k},
m,n, i, k ∈ N. If
n
m
√
Λn,k − P
Λm,i − P 6∈ N
+ or
n
m
√
Λn,k − P
Λm,i − P ∈ N
+ and 4n2 < 3m2 , (19)
then a (m, i)-simple mode with sufficiently small energy E0 is (n, k) linearly stable.
Clearly, (19) occur with probability 1 among all possible random choices of the parameters involved.
Moreover, as we shall see in next section, it is certainly satisfied in all the problems of physical interest.
5. Some numerics showing the instability of modes
In this section we assume that Ω = (0, pi)×(−l, l), with (8), so that the ratio between the longitudinal and
transversal lengths is approximately the same as in the original Tacoma Bridge. We also take P =
Λ1,1
2 = 0.48
and S = 3 and we will complement the analysis from last section with some numerical experiments.
The second torsional eigenvalue of (5), namely Λ107 from Table 2, is of special interest because it corre-
sponds to the torsional mode observed just before the Tacoma Bridge collapse. Using Theorem 12 and some
numerical results we indicate how instability occurs and how an almost purely longitudinal oscillation can
suddenly start oscillating in a torsional fashion. For that we will perturb longitudinal simple modes asso-
ciated to the eigenvalue Λ3,Λ4, . . . ,Λ10 from Table 1 by a torsional simple mode associated to the second
torsional eigenvalue Λ107 from Table 2. This analysis is summarized as:
i) If the energy is sufficiently small, then Theorem 14 guarantees stability for these longitudinal simple
modes under perturbation by second torsional simples modes; note that 4n2 < 3m2 holds since n = 2
and m = 3, 4, . . . , 10.
ii) If the energy is sufficiently large, then Theorem 12 i) guarantees stability for these longitudinal simple
modes under perturbation by second torsional simples modes. Observe that γ = 4/m2 < 1 (m =
3, 4, . . . , 10) and so γ ∈ I0.
iii) Hence, if instability occurs, this necessarily happens for some intermediate value of energy. Indeed,
we have observed such phenomena in some numerical experiments and the range of energy and corre-
sponding initial data are presented in Table 3. This table considers system (71)-(72) below, which is
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equivalent to system (15), with initial data
ϕ(0) = u0, ϕ
′(0) = 0, ψ(0) =
u0
1000
, ψ′(0) = 0, (20)
and the value ψ(0) = u01000 is intended to represent a small perturbation by the second torsional simple
mode (ϕ corresponds to longitudinal and ψ to torsional). The shooting interval corresponds to the range
of the parameter u0 while the energy interval is the corresponding range for the energy associated to
(71)-(72), which is given by (17) divided by S.
Λ3 Λ4 Λ5 Λ6
shooting
interval
(50, 64) (37, 41) (29, 30.83) (23.7, 24.87)
energy
interval
(1.57*106, 4.20*106) (473634, 712694) (181766, 231447) (83660.9, 100912)
Λ7 Λ8 Λ9 Λ10
shooting
interval
(20.1, 20.66) (17.15, 17.521) (14.74, 14, 98) (12.63, 12.79)
energy
interval
(45510.7, 50517.7) (26112.2, 28241.4) (16002.2, 16927.7) (10174.3, 10600)
Table 3. Intervals of instability: longitudinal perturbed by torsional
Table 3 deserves several comments. As already recalled at the end of Section 2, the following facts were
observed at the Tacoma Bridge:
• prior to the day of the collapse, the deck was seen to oscillate only on the longitudinal modes from the
first to the seventh;
• the day of the collapse, the deck was oscillating on the ninth or tenth longitudinal mode;
• all the oscillations were unstable since the modes of oscillations frequently changed.
Moreover, according to Eldridge [3, V-3] (another witness), on the day of the collapse the bridge appeared
to be behaving in the customary manner and the motions were considerably less than had occurred many
times before. Table 3 explains why torsional oscillations did not appear earlier at the Tacoma Bridge even
in presence of wider longitudinal oscillations: the critical threshold of amplitude (the lower bound of the
shooting interval) of the longitudinal modes up to the seventh are larger than the thresholds of the ninth
and tenth modes. Although our model and results do not take into account all the mechanical parameters
nor yield quantitative measures, we believe that, at least qualitatively, they give an idea why the Tacoma
Bridge collapsed when the longitudinal oscillations displayed nine or ten waves.
It is well-known by engineers (and also observed in our numerical simulations) that an increment of the
damping parameter δ prevents the appearance of instability. However, such increment is very costly when
building a bridge and o good compromise between stiffness and price is of vital importance. So, it is essential
to know the optimal damping that guarantees stability. Table 4 brings the minimum value of δ that rules
out the instability observed in the intervals of Table 3; take also into account that U = 0 in Theorem 4.
Λ3 Λ4 Λ5 Λ6 Λ7 Λ8 Λ9 Λ10
energy
level
2.65*106 584019 207793 90734.7 48143.5 26957.6 16459.9 10358.9
damping
threshold
0.48 0.10 0.03 0.008 0.0053 0.0018 0.0011 0.00046
Table 4. Damping threshold to rule out instability: longitudinal perturbed by torsional.
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(a) m = 6, a = 24.3, T = 60
(b) m = 7, a = 20.5, T = 60
(c) m = 8, a = 17.42, T = 60
(d) m = 9, a = 14.89, T = 60
Figure 1. Solution displaying instability for m from 6 through 9, the amplitude is within
the intervals of instability from Table 3. Gray=longitudinal, Blue=torsional.
It appears evident that the damping parameter necessary to rule out high modes may be fairly small, if
compared to low modes. This means that with little economical effort a small damper would have prevented
the Tacoma collapse.
Even if it falls slightly outside of the range of applications, for the sake of completeness we now do the
reverse. Namely, we treat perturbations of the second torsional simple mode by a longitudinal simple mode
associated to any of the eigenvalue Λ3,Λ4, . . . ,Λ10. Again, we will consider initial data as in (20), but now
ϕ corresponds to torsional and ψ to longitudinal. As a direct consequence of Theorem 12 ii), if the energy
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(a) m = 6, a = 24.3, T = 60, δ = 0.03
(b) m = 7, a = 20.5, T = 60, δ = 0.004
(c) m = 8, a = 17.42, T = 60, δ = 0.002
(d) m = 9, a = 14.89, T = 60, δ = 0.0006
(e) Same plot as (d) over the interval [0, 150]
Figure 2. Solution with the same initial data as Figure 1 under some damping δ.
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is sufficiently large then we get instability for perturbations associated to the eigenvalues Λ3,Λ5,Λ6,Λ8,Λ9.
Observe that in these situations γ = 32/4 ∈ K0, γ = 52/4 ∈ K1, γ = 62/4 ∈ K1, γ = 82/4 ∈ K2 and
γ = 92/4 ∈ K2, respectively. Table 5 shows the energy level and the corresponding initial amplitude, i.e. u0,
above which instability appears.
Λ3 Λ5 Λ6 Λ8 Λ9
Energy 3.82*106 205848 2.04*107 1.19*109 4.23*107
Amplitude 62.5 30.0 95.0 262.4 114.0
Table 5. Threshold for instability: torsional perturbed by longitudinal
Next we consider the perturbation described in the above paragraph and we indicate, in Table 6, some
intervals where we have detected instability. The interesting fact is that even modes which are stable for
large energy (the cases of Λ4,Λ7,Λ10 guaranteed by Theorem 12 i) ) may experiment intervals of instability.
Observe that in these situations we have γ = 42/4 ∈ I1, γ = 72/4 ∈ I2, γ = 102/4 ∈ I3, respectively.
Λ4 Λ5 Λ6 Λ7 Λ8 Λ9 Λ10
Shooting
interval
(40.1, 121) (30.2, 63.5) (24.3, 46.2)
(21, 37),
(65, 141)
(17, 30),
(53, 86)
(14.5, 26),
(43, 65)
(14, 22),(37, 53),
(81.5, 157)
Table 6. Intervals where instability is present: torsional perturbed by longitudinal
To conclude, we believe that the numerical experiments of this sections along with the theoretical results
from Section 4 might contribute towards the understanding of bridges oscillation phenomena and indicate
further directions of research. Of course, the next step should be to obtain precise quantitative results.
6. Proof of existence and uniqueness
Here we present the proof for Theorem 3, which is split in several steps. For the existence result we use
the Galerkin method, whereas for the uniqueness we argue as in [12, Section 7.2].
Step 1. Approximating solutions.
In order to build the approximating solutions, we consider the decomposition of H2∗ (Ω) induced by the
eigenvalue problems (3) and (5). To simplify notation, in this section we will drop the double indexation.
The eigenvalues (λm,i) will be reorganized in a nondecreasing sequence (λk), repeated according to their
multiplicity, and the respective eigenfunctions, denoted simply by (wk), form an orthogonal basis in H
2
∗ (Ω)
and L2(Ω). According to (7), we normalize the eigenfunctions so that ‖wk‖0 = 1 and hence
(
wk√
λk
)
is an
orthonormal basis in H2∗ (Ω).
For all integer k ≥ 1, we set Ek = span(w1, . . . , wk) and we consider the orthogonal projections Qk :
H2∗ (Ω) → Ek. We set up the weak formulation (9) restricted to functions V in Ek, namely we seek Uk ∈
C2([0, T ], Ek) that satisfies{
(U ′′k , V )0 + δ(U
′
k, V )0 + (Uk, V )2 + φ(Uk)((Uk)x, Vx)0 = (F, V )0
Uk(0) = QkU0, U
′
k(0) = QkV0
(21)
for all V ∈ Ek. We can write the coordinates of Uk in the basis (wi), given by uki = (wi, Uk)0, as functions
and derive from (21), thanks to the relation between the usual and the buckling eigenvalue problems, the
fairly simple systems of ODE’s, for i = 1, . . . , k,{
uki
′′
(t) + δuki
′
(t) + λiu
k
i (t) + Φ
k
i (u
k
1 , . . . , u
k
k) = (F (t), wi)0 ,
uki (0) = (wi, U0)0, u
k
i
′
(0) = (wi, V0)0 ,
(22)
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where the coupling terms Φki : Rk → R are defined by
yk = (yk1 , · · · , ykk), Φki (yk) = Φk(yk)
λi
Λi
yki , Φ
k(yk) = −P + S
k∑
j=1
λj
Λj
(ykj )
2 .
For each i = 1, . . . , k, since Φki is smooth on Rk, from the classical theory of ODEs, we know that (22) has
a unique solution, which can be extended to its maximal interval of existence [0, Tk) with Tk ≤ T . Therefore
(21) has a unique solution Uk, given by
Uk =
k∑
i=0
ukiwi .
Step 2. Some uniform estimates on (Uk).
The solution Uk, found in Step 1, is C2([0, Tk), Ek). Therefore we can take, for each t ∈ [0, Tk), the
function U ′k(t) ∈ Ek as test function in (21) to get
(U ′′k , U
′
k)0 + δ(U
′
k, U
′
k)0 + (Uk, U
′
k)2 + φ(Uk) ((Uk)x, (U
′
k)x)0 = (F,U
′
k)0 . (23)
Integrating (23) over [0, t] we find that
‖U ′k(t)‖20
2
+
‖Uk(t)‖22
2
− P‖(Uk)x(t)‖
2
0
2
+
S‖(Uk)x(t)‖40
4
+ δ
∫ t
0
‖U ′k‖20
=
∫ t
0
(F,U ′k)0 +
‖U ′k(0)‖20
2
+
‖Uk(0)‖22
2
− P‖(Uk)x(0)‖
2
0
2
+
S‖(Uk)x(0)‖40
4
.
(24)
From (24) and Ho¨lder’s inequality, we infer that
1
2
‖U ′k(t)‖20 +
1
2
‖Uk(t)‖22 −
P
2
‖(Uk)x(t)‖20 +
S
4
‖(Uk)x(t)‖40
≤ 1
2
‖U ′k(0)‖20 +
1
2
‖Uk(0)‖22 −
P
2
‖(Uk)x(0)‖20 +
S
4
‖(Uk)x(0)‖40 +
1
2
∫ t
0
‖F‖20 +
(
1
2
+ |δ|
)∫ t
0
‖U ′k‖20
≤ 1
2
‖U0‖22 +
1
2
‖V0‖20 +
C
4
‖U0‖42 +
1
2
∫ t
0
‖F‖20 +
(
1
2
+ |δ|
)∫ t
0
‖U ′k‖20 ,
(25)
where the second inequality is a consequence of the embedding H2∗ (Ω) ↪→ H1∗ (Ω). Then, using that the
maximum of τ 7−→ P2 τ2 − S4 τ4 is P
2
4S , from (25) we get
1
2
‖U ′k(t)‖20 +
1
2
‖Uk(t)‖22 ≤
P 2
4S
+
1
2
‖U0‖22 +
1
2
‖V0‖20 +
C
4
‖U0‖42 +
1
2
∫ t
0
‖f‖20 +
(
1
2
+ |δ|
)∫ t
0
‖U ′k‖20 .
Hence, by the Gronwall inequality, we infer that
1
2
‖U ′k(t)‖20 +
1
2
‖Uk(t)‖22 ≤ exp((1 + 2|δ|)T )
(
P 2
4S
+
1
2
‖U0‖22 +
1
2
‖V0‖20 +
C
4
‖U0‖42 +
1
2
∫ t
0
‖f‖20
)
. (26)
Since the right hand side is uniformly bounded with respect to k and t ∈ [0, Tk), we conclude that the solutions
(Uk) and their derivatives (U
′
k) are bounded with respect to t, and therefore the local solutions Uk are actually
defined on [0, T ]. We also infer from (26) that (Uk) is bounded in C0([0, T ], H2∗ (Ω)) ∩ C1([0, T ], L2(Ω)).
Moreover, if follows from (26) and from the compact embedding H2∗ (Ω) ↪→ L2(Ω) that (Uk) is equicontinuous
from [0, T ] to L2(Ω) and that (Uk(t)) is pre-compact in L
2(Ω) for every t ∈ [0, T ]. Then, by the Ascoli-Arzela´
Theorem, there exists a convergent subsequence Uk → U in C0([0, T ], L2(Ω)).
Step 3. (Uk) is a Cauchy sequence in C0([0, T ], H2∗ (Ω)) ∩ C1([0, T ], L2(Ω)).
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For integers n > m > 0 define Um,n = Un − Um and Qm,n = Qn − Qm. Testing (21) for k = m with
v = (QmUn − Um)′ and for k = n with U ′m,n and subtracting these equations, we get
(Um,n)
′′
0 , U
′
m,n + δ(U
′
m,n, U
′
m,n)0 + (Um,n, U
′
m,n)2 − P ((Um,n)x, (Um,n)′x)0
+ S‖(Un)x‖20((Un)x, (Um,n)′x)0 − S‖(Um)x‖20((Um)x, (Um,n)′x)0 = (Qm,nF,U ′n)0 .
Then we integrate the latter over [0, t] to get
1
2
‖U ′m,n‖20 +
1
2
‖Um,n‖22 + δ
∫ t
0
‖U ′m,n‖20 =
P
2
‖(Um,n)x‖20 + E(Qm,nU0, Qm,nV0)−
S
4
‖(Um,n)x‖40
−S
2
∫ t
0
‖(Un)x‖20
(‖(Um,n)x‖20)′ − S ∫ t
0
((Um,n)x, (Un + Um)x)0((Um)x, (Um,n)
′
x)0 +
∫ t
0
(Qm,nF,U
′
n)0 .
(27)
From (26), we know that (U ′n) is bounded in C([0, T ], L
2(Ω)) and, since F ∈ C0([0, T ], L2(Ω)), we conclude
that ∣∣∣∣∫ t
0
(Qm,nf, U
′
n)0
∣∣∣∣ ≤ C ∫ T
0
‖Qm,nf‖ = o(1) ∀ t ∈ [0, T ] . (28)
On the other hand, we also have that
E(Qm,nU0, Qm,nV0) = o(1) uniformly w.r.t. t ∈ [0, T ] . (29)
Now we recall the following interpolation inequality: there exists a positive constant C such that
‖Ux2‖ ≤ C‖U‖0‖U‖2 ∀U ∈ H2∗ (Ω) . (30)
Then, we infer from (30) and Step 2 that
‖(Um,n)x‖20 = o(1) and ‖(Um,n)x‖40 = o(1) uniformly w.r.t. t ∈ [0, T ] . (31)
Next, from (30) and Step 2, we infer that
|((Um,n)x, (Un + Um)x)0| ≤ ‖(Um,n)x‖0‖(Un + Um)x‖0 ≤ C‖Um,n‖0‖Um,n‖2‖Un + Um‖0‖Un + Um‖2
= o(1) uniformly w.r.t. t ∈ [0, T ] .
Moreover,∫ t
0
|((Um)x, (Um,n)′x)0| ≤
∫ T
0
∣∣∣∣∣
∫ l
−l
∫ pi
0
(Um)x(U
′
m,n)x
∣∣∣∣∣ =
∫ T
0
∣∣∣∣∣
∫ l
−l
∫ pi
0
(Um)xxU
′
m,n
∣∣∣∣∣ ≤
∫ T
0
‖Um‖2‖U ′m − U ′n‖0 ,
which turns out to be uniformly bounded in m,n from (26). Hence, by combining the last two inequalities,
we obtain that∫ t
0
[((Um,n)x, (Un + Um)x)0((Um)x, (Um,n)
′
x)0] = o(1) uniformly w.r.t. t ∈ [0, T ] . (32)
Now observe that (30) and Step 2 guarantee that (‖(Un)x‖0) is uniformly bounded with respect to t ∈ [0, T ]
and n ∈ N. Hence, from (26), (30), (31) we infer that∣∣∣∣∫ t
0
‖(Un)x‖20
(‖(Um,n)x‖20)′∣∣∣∣ = 2 ∣∣∣∣∫ t
0
‖(Un)x‖20((Um,n)x, (Um,n)′x)0
∣∣∣∣
= 2
∣∣∣∣∫ t
0
‖(Un)x‖20((Um,n)xx, (Um,n)′)0
∣∣∣∣ ≤ C ∫ t
0
‖(Um,n)xx‖0‖U ′m,n‖0 ≤ C
∫ t
0
[‖Um,n‖22 + ‖U ′m,n‖20] .
Combined with (27), (28), (29), (31), and (32), this enables us to we conclude that
‖U ′m,n‖20 + ‖Um,n‖22 ≤ C
∫ t
0
(‖U ′m,n‖20 + ‖Um,n‖22)+ o(1) uniformly w.r.t. t ∈ [0, T ] .
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By combining the latter with the Gronwall inequality, we infer that (Uk) is a Cauchy sequence in C0([0, T ], H2∗ (Ω))
and in C1([0, T ], L2(Ω)). Moreover, at Step 2, we proved that, up to a subsequence, Uk → U in C0([0, T ], L2(Ω)).
Then we conclude that, U ∈ C0([0, T ], H2∗ (Ω)) ∩ C1([0, T ], L2(Ω)), up to a subsequence,
Uk → U in C0([0, T ], H2∗ (Ω)) ∩ C1([0, T ], L2(Ω)) as k →∞ . (33)
Step 4. The limit function U is a solution of (1) on the interval [0, T ].
Now take v ∈ H2∗ (Ω) and consider the sequence of projections (Qkv). Taking Qkv as test function in (21)
we get
(U ′′k , Qkv)0 + δ(U
′
k, Qkv)0 + (Uk, Qkv)2 + φ(Uk)((Uk)x, Qkvx)0 − (F,Qkv)0 = 0 .
Multiplying this identity by ϕ ∈ C∞c (0, T ) and integrating over [0, T ] we get∫ T
0
(
(U ′′k , Qkv)0 + δ(U
′
k, Qkv)0 + (Uk, Qkv)2 + φ(Uk)((Uk)x, Qkvx)0 − (F,Qkv)0
)
ϕ = 0 .
Integration by parts of the first term gives∫ T
0
(U ′k, Qkv)0ϕ
′ =
∫ T
0
(
δ(U ′k, Qkv)0 + (Uk, Qkv)2 + φ(Uk)((Uk)x, Qkvx)0 − (F,Qkv)0
)
ϕ
and, by letting k →∞, we get∫ T
0
(U ′, V )0ϕ′ =
∫ T
0
(
(U, V )2 + δ(U
′, V )0 + φ(U)(Ux, Vx)0 − (F, V )0
)
ϕ .
This shows that U ′′ ∈ C0([0, T ],H) and U solves the equation U ′′ = −LU − δU ′ − φ(U)Uxx + f , where
L : H2∗ (Ω)→ H stands for the canonical Riesz isometric isomorphism 〈Lw, z〉 := (w, z)2 for all w, z ∈ H2∗ (Ω).
Therefore U is indeed a solution of (9).
Step 5. Uniqueness for the linear problem, i.e. with S = 0.
Consider the linear problem obtained by taking S = 0 in (1). In this case, to prove uniqueness of the
solution it suffices to prove that the trivial solution is the unique solution of{ 〈U ′′, V 〉+ δ(U ′, V )0 + (U, V )2 − P (Ux, Vx)0 = 0, ∀ V ∈ H2∗ (Ω) ,
u(0) = 0, U ′(0) = 0 .
(34)
Given 0 ≤ s ≤ T , define Vs(t) =
∫ s
t
U(τ)dτ for 0 ≤ t ≤ s and Vs(t) = 0 otherwise. Then Vs(t) ∈ H2∗ (Ω) and
we can take it as a test function in the first equation of (34) and integrate over [0, T ] to get∫ s
0
[〈U ′′(t), Vs(t)〉+ δ(U ′(t), Vs(t))0 + (U(t), Vs(t))2 − P ((U(t))x(Vs(t))x)0] dt = 0 . (35)
Now integrating by parts each term and taking into account that U(0) = Vs(s) = 0 and V
′
s = −U on
[0, s], we rewrite ∫ s
0
〈U ′′, Vs〉 = 〈U ′, Vs〉|s0 −
∫ s
0
〈U ′, V ′s 〉=
∫ s
0
(U,U ′)0,
δ
∫ s
0
(U ′, Vs)0 = δ(U, Vs)|s0 − δ
∫ s
0
(U, V ′s )0 = δ
∫ s
0
(U,U)0,∫ s
0
[
(U, Vs)2 − P (Ux, (Vs)x)0
]
=
∫ s
0
[
P ((Vs)x, (V
′
s )x)0 − (Vs, V ′s )2
]
.
From (35) we infer
‖U(s)‖20 + ‖Vs(0)‖22 − P‖(Vs(0))x‖20 = −2δ
∫ s
0
‖U‖20 ≤ 0 . (36)
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Set w(t) =
∫ t
0
U(τ)dτ = Vt(0) and we can estimate the H
1
∗ (Ω)-norm of w(s) using interpolation [1]. For
every ε > 0,
‖(w(s))x‖20 ≤ ‖w(s)‖21 ≤ C‖w(s)‖0‖w(s)‖2 ≤
Cε
2
‖w(s)‖22 +
C
2ε
‖w(s)‖20 . (37)
Now using (37) in (36) and taking ε small enough, we can write
‖U(s)‖20 + (1− C ′ε)‖w(s)‖22 ≤
C ′
ε
‖w(s)‖20 ≤ C ′′
∫ s
0
‖U‖20 .
Finally, the Gronwall inequality implies U ≡ 0.
Step 6. The energy identity (10)
Consider first S = 0. Then, from (9) and the uniqueness in the previous step, we obtain that U is the
limit of the sequence (Uk) built in Step 1. Thanks to (33), we can then take limit in (24) to conclude that
‖U ′(t)‖20
2
+ δ
∫ t
0
‖U ′‖20 +
‖U(t)‖22
2
− P‖(U(t))x‖
2
0
2
=
∫ t
0
(F,U)0 +
‖U ′(0)‖20
2
+
‖U(0)‖22
2
− P‖(U(0))x‖
2
0
2
.
(38)
This establishes the energy identity (10) in this case.
Now consider S > 0 and let U be a weak solution of (1). Then for every V ∈ H2∗ (Ω), we can integrate by
parts
(Ux, Vx)0 =
∫ l
−l
∫ pi
0
UxVxdx dy =
∫ l
−l
(
[UxV ]
pi
0 −
∫ pi
0
UxxV dx
)
dy = −(Uxx, V )0 . (39)
Using (39) we see that U satisfies
〈U ′′, V 〉+ δ(U ′, V )0 + (U, V )2 − P (Ux, Vx)0 = (g, V )0, ∀ V ∈ H2∗ (Ω), ∀t ∈ (0, T ) ,
where g = F + S‖Ux‖20Uxx ∈ C0([0, T ], L2(Ω)). We then conclude as in (38) that
‖U ′(t)‖20
2
+ δ
∫ t
0
‖U ′‖20 +
‖U(t)‖22
2
− P‖U(t)‖
2
1
2
=
∫ t
0
(F,U ′)0 +
∫ t
0
(S‖Ux‖20Uxx, U ′)0 +
‖U ′(0)‖20
2
+
‖U(0)‖22
2
− P‖U(0)‖
2
1
2
.
It remains to verify that
S
∫ t
0
(‖Ux‖20Uxx, U ′)0 = −
S
4
‖Ux(t)‖40 +
S
4
‖(U0)x‖40 .
To that end, consider the sequence (QkU). Then take into account that QkU ∈ C2([0, t], Ek) for every k
and that QkU(t)→ U(t) in H2∗ (Ω) for every t ∈ [0, T ]. Integrating by parts as in (39) we infer that
S
∫ t
0
(‖(QkU)x‖20(QkU)xx, (QkU)′)0 = −
S
4
‖(QkU)x(t)‖40 +
S
4
‖(QkU(0))x‖40 .
Observe that the embedding H2∗ (Ω)→ H1∗ (Ω) ensures that
−S
4
‖(QkU)x(t)‖40 +
S
4
‖(QkU(0))x‖40 → −
S
4
‖Ux(t)‖40 +
S
4
‖(U0)x‖41 .
Then, the Lebesgue Theorem yields the result. Indeed, for every t ≥ 0 we can estimate∣∣‖(QkU)x‖20((QkU)xx, (QkU)′)0∣∣ ≤ ‖QkU‖21‖QkUxx‖0‖QkU ′‖0 ≤ C‖QkU‖32‖(QkU)′‖0
≤ C(1 + ‖U(t)‖32‖U ′(t)‖0), ∀ k, t ,
by the Parseval’s identity and C is a positive constant, that does not depend on k or t. Now since from
hypothesis U ∈ C1([0, t], L2(Ω)) ∩ C0([0, t], H2∗ (Ω)), the function H(s) = ‖U(s)‖32‖U ′(s)‖0 is in L1([0, T ]),
INSTABILITY OF MODES IN A PARTIALLY HINGED RECTANGULAR PLATE 17
and we conclude that
S
∫ t
0
‖QkUx‖20(QkUxx, QkU ′)0 → S
∫ t
0
(‖Ux‖20Uxx, U ′)0 .
Step 7. Uniqueness for the case of S > 0.
Let U and w be weak solutions of (1), that is, U and w satisfy (9), U(0) = w(0) = U0 and U
′(0) = w′(0) =
V0. Set z = U − w, so that z(0) = z′(0) = 0 and
〈z′′, V 〉+ δ(z′, V )0 + (z, V )2 + φ(U)(zx, Vx)0 + (φ(U)− φ(w))(wx, Vx)0 = 0, ∀V ∈ H2∗ (Ω) .
We must prove that z = 0. Let us rewrite the nonlinear term to apply our energy identity. Taking into
account that
φ(z)(zx, Vx)0 = −P (zx, Vx)0 + S‖zx‖20(zx, Vx)0 = −P (zx, Vx)0 + S(‖Ux‖20 + ‖wx‖20 − 2(Ux, wx)0)(zx, Vx)0
= φ(U)(zx, Vx)0 + S(‖wx‖20 − 2(Ux, wx)0)(zx, Vx)0 ,
we see that z satisfies the equation
〈z′′, V 〉+ δ(z′, V )0 + (z, V )2 + φ(z)(zx, Vx)0 = (h, V )0, ∀V ∈ H2∗ (Ω) ,
where, using integration by parts, h ∈ C0([0, T ], L2(Ω)) is defined by
h = −S(‖wx‖20 − 2(Ux, wx)0)zxx + (φ(U)− φ(w))wxx .
From the energy identity (10) proved in the step before and using the initial data, we have for each t ∈ [0, T ],
1
2
‖z′‖20 +
1
2
‖z‖22 +
1
4
S‖zx‖40 =
1
2
P‖zx‖20 +
∫ t
0
(h, z′)0 − δ
∫ t
0
‖z′‖20 . (40)
We estimate the first norm on the right using interpolation [1]:
‖zx‖20 ≤ ‖z‖21 ≤ C‖z‖2‖z‖0 ≤ Cε‖z‖22 +
C
ε
‖z‖20 = Cε‖z‖22 +
C
2ε
∫ t
0
(z, z′)0
≤ Cε‖z‖22 +
C
4ε
∫ t
0
(‖z‖20 + ‖z′‖20) ≤ Cε‖z‖22 +
C¯
4ε
∫ t
0
(‖z‖22+‖z′‖20) .
(41)
We also have
‖h‖20 ≤ 2S2 |‖wx‖20 − 2(Ux, wx)0|2 ‖zxx‖20 + 2|φ(U)− φ(w)|2 ‖wxx‖20
≤ C(‖z‖22 + (‖Ux‖20 − ‖wx‖20)2) ≤ C(‖z‖22 + ‖Ux + wx‖20‖zx‖20) ≤ C‖z‖22 .
This inequality yields ∣∣∣∣∫ t
0
(h, z′)0
∣∣∣∣ ≤ 12
∫ t
0
(‖h‖20 + ‖z′‖20) ≤ C ∫ t
0
‖z‖22 +
1
2
∫ t
0
‖z′‖20 . (42)
Combining (40), (41) and (42) and choosing an appropriate value for ε, we conclude
‖z′‖20 + ‖z‖22 ≤ C
∫ t
0
(‖z′‖20 + ‖z‖22) .
Then, the Gronwall inequality guarantees that z ≡ 0.
7. Proof of the asymptotic behavior under stationary loads
Throughout this section we restrict our study to stationary loads, more precisely, we assume that F ∈
L2(Ω) is time-independent. In this case, we can write (11) as
EF (U ; t) + δ
∫ t
0
‖U ′‖20 = EF (U ; 0) , (43)
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with
PF (U ; t) = P(U ; t)− (F,U(t))0 , EF (U ; t) = K(U ; t) + PF (U ; t) = E(U ; t)− (F,U(t))0 ,
where P(U ; t), K(U ; t) and E(U ; t) correspond respectively to the potential, kinetic and mechanical energies
as defined in Section 3, and we readily see that the energy EF (U ; t) of the solution is non-increasing. We
also introduce the functional PF : H2∗ (Ω)→ R defined as
PF (W ) = 1
2
‖W‖22 −
P
2
‖Wx‖20 +
S
4
‖Wx‖40 − (F,W )0 , W ∈ H2∗ (Ω).
Lemma 15. Let δ > 0, P, S > 0, U0 ∈ H2∗ (Ω), V0 ∈ L2(Ω) and F ∈ L2(Ω), and denote by U the solution of
(1). Then:
i) (U,U ′) ∈ L∞([0,∞), H2∗ (Ω))× L∞([0,∞), L2(Ω)).
ii) U ′ ∈ L2(Ω× (0,∞)).
Proof. Recall from (10) that
1
2
‖U ′‖20+
1
2
‖U‖22 −
P
2
‖Ux‖20 +
S
4
‖Ux‖40 + δ
∫ t
0
‖U ′‖20 = E(U0, V0) +
∫ t
0
(F,U ′)0 . (44)
Since F is time-independent, we can estimate∣∣∣∣∫ t
0
(F,U ′)0
∣∣∣∣ = |(F,U(t))0 − (F,U0)0| ≤ λ14 ‖U‖20 + 1λ1 ‖F‖20 + |(F,U0)0| . (45)
From (44), (45) and the characterization of λ1 we conclude that
1
2
‖U ′‖20 +
1
4
‖U‖22 −
P
2
‖Ux‖20 +
S
4
‖Ux‖40 + δ
∫ t
0
‖U ′‖20 ≤
1
λ1
‖F‖20 + |(F,U0)0|+E(U0, V0) .
Then, using that the maximum of τ 7−→ P2 τ2 − S4 τ4 is P
2
4S , we infer that
1
2
‖U ′‖20 +
1
4
‖U‖22 + δ
∫ t
0
‖U ′‖20 ≤
1
λ1
‖F‖20 + |(F,U0)0|+ E(U0, V0) +
P 2
4S
. (46)
Observing that the right hand side in (46) is independent of t, we conclude the proof. 
In the next lemma we establish the convergence of the solution.
Lemma 16. Let δ > 0, S > 0, U0 ∈ H2∗ (Ω), V0 ∈ L2(Ω), F ∈ L2(Ω), and denote by U the solution of (1).
i) Then there exist U ∈ H2∗ (Ω) a solution to (12) and an increasing sequence (tn) such that
U(tn)→ U in H2∗ (Ω), U ′(tn)→ 0 in L2(Ω), n→∞ . (47)
ii) If U ∈ H2∗ (Ω) also satisfies
PF (U) ≤ inf
t∈[0,∞)
PF (U ; t) , (48)
then a stronger convergence holds:
U(t)→ U in H2∗ (Ω), U ′(t)→ 0 in L2(Ω), t→∞ . (49)
Proof. Proof of i) Let (sn) be a sequence of positive numbers such that sn →∞ and
3 ≥ sn+1 − sn ≥ 2, ∀n . (50)
Then, by Lemma 15, ∑
n
∫ 1+sn
sn
‖U ′‖20 ≤
∫ ∞
0
‖U ′‖20 <∞ , (51)
which implies that ∫ 1+sn
sn
‖U ′‖20 → 0, as n→∞ . (52)
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So, for each n ∈ N, there exists tn ∈ (sn, 1 + sn) such that
‖U ′(tn)‖20 =
∫ 1+sn
sn
‖U ′‖20 → 0 . (53)
From (50), (tn) is increasing and 1 ≤ tn+1 − tn ≤ 4. This allows us to argue as in (51) and conclude that∫ tn+1
tn
‖U ′‖20 → 0 . (54)
Then, for every v ∈ H2∗ (Ω), from (54),∣∣∣∣∫ tn+1
tn
δ(U ′, V )0
∣∣∣∣ ≤ δ ∫ tn+1
tn
‖U ′‖0‖V ‖0 ≤ δ‖V ‖0
∫ tn+1
tn
‖U ′‖0 ≤ 2 δ‖v‖0
(∫ tn+1
tn
‖U ′‖20
)1/2
→ 0 .
Moreover, from (53),∣∣∣∣∫ tn+1
tn
〈U ′′, V 〉
∣∣∣∣ = |(U ′(tn+1), V )0 − (U ′(tn), V )0| ≤ ‖V ‖0(‖U ′(tn)‖0 + ‖U ′(tn+1)‖0)→ 0 .
The last two inequalities yield ∫ tn+1
tn
[〈U ′′, V 〉+ δ(U ′, V )0]→ 0, n→∞ . (55)
So, given V ∈ H2∗ (Ω), for each n there exists tvn ∈ (tn, tn+1) such that
〈U ′′(tvn), V 〉+ δ(U ′(tvn), V )0 = (tn+1 − tn)−1
∫ tn+1
tn
[〈U ′′, V 〉+ δ(U ′, V )0]→ 0 . (56)
Since (U(tvn)) is a bounded sequence in H
2
∗ (Ω), there exists a subsequence (nk) ⊂ N, with tvnk ∈ (tnk , tnk+1),
such that U(tvnk) ⇀ Uv in H
2
∗ (Ω). Let us prove that Uv does not depend on V . Let V,W ∈ H2∗ (Ω). Since
(U(tvn)) and (U(t
w
n )) are bounded sequence in H
2
∗ (Ω), there is exists a common subsequence (nk) such that
U(tvnk) ⇀ Uv and U(t
w
nk
) ⇀ Uw in H
2
∗ (Ω). Then
‖U(tvnk)− U(twnk)‖20 =
∫
Ω
(
U(tvnk)− U(twnk)
)2
=
∫
Ω
(∫ twnk
tvnk
U ′
)2
≤
≤
∫
Ω
∣∣∣∣∣
∫ twnk
tvnk
U ′2
∣∣∣∣∣
∣∣∣∣∣
∫ twnk
tvnk
1
∣∣∣∣∣ ≤ 4
∫
Ω
∣∣∣∣∣
∫ twnk
tvnk
U ′2
∣∣∣∣∣ ≤ 4
∫ tnk+1
tnk
‖U ′‖20 ,
(57)
and from (52), taking the limit in k, we get Uv = Uw. Therefore we drop the subscript v and we denote this
common limit as U .
We now show that U is a solution of the stationary problem (12). Take V ∈ H2∗ (Ω). Since, up to a
subsequence, U(tvn) ⇀ U in H
2
∗ (Ω),
(U(tvn), V )2 → (U, V )2 .
From the compact embedding H2∗ (Ω) ↪→ H1∗ (Ω),
‖(U(tvn))x‖20 → ‖(U)x‖20 and ((U(tvn))x, Vx)0 → ((U)x, Vx)0 .
Now from (55), (56), and the above convergences, by taking limit in (9), we infer that U is a weak solution
of (12), namely,
(U, V )2 + φ(U)(Ux, Vx)0 = (F, V )0 . (58)
Subtracting (58) from (9) and writing w(t) = U(t)− U , we get
〈w′′, V 〉+ δ(w′, V )0 + (w, V )2 − P (wx, Vx)0 + S‖Ux‖20(Ux, Vx)0 − S‖Ux‖20(Ux,Vx)0 = 0, ∀V ∈ H2∗ (Ω) . (59)
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Take w as test function and integrate (59) over (tn, tn+1)∫ tn+1
tn
[〈w′′, w〉+ δ(w′, w)0 + ‖w‖22 − P‖wx‖20 + S‖Ux‖20(Ux, wx)0 − S‖Ux‖20(Ux, wx)0] = 0 . (60)
Integrating by parts,∫ tn+1
tn
[〈w′′, w〉+ δ(w′, w)0] = (w′(tn+1), w(tn+1))0 − (w′(tn), w(tn))0 +
∫ tn+1
tn
[−‖w′‖20 + δ〈w′, w〉] ,
and so∣∣∣∣∫ tn+1
tn
[〈w′′, w〉+ δ(w′, w)0]
∣∣∣∣ ≤ |(w′(tn+1), w(tn+1))0|+ |(w′(tn), w(tn))0|+ ∣∣∣∣∫ tn+1
tn
[−‖w′‖20 + δ〈w′, w〉]∣∣∣∣
≤ sup
k∈N
‖w(tk)‖0(‖U ′(tn)‖0 + ‖U ′(tn+1)‖0) +
∫ tn+1
tn
[‖U ′‖20 + δ|〈w′, w〉|]
≤ sup
k∈N
‖w(tk)‖0(‖U ′(tn)‖0 + ‖U ′(tn+1)‖0) +
∫ tn+1
tn
‖U ′‖20 + 2 δ sup
t∈[0,∞)
‖w‖0
(∫ tn+1
tn
‖U ′‖20
)1/2
.
By combining the latter with (53) and (54), we infer from (60) that∫ tn+1
tn
[‖w2‖2 − P‖wx‖20 + S‖Ux‖20(Ux, wx)0 − S‖Ux‖20(Ux, wx)0]→ 0 . (61)
Hence, adding (54) and (61), there exists tn ∈ (tn, tn+1), such that
‖U ′(tn)‖20 +‖w(tn)‖22−P‖w(tn)x‖20 +S‖U(tn)x‖20(U(tn)x, w(tn)x)0−S‖U(tn)x‖20(U(tn)x, w(tn)x)0→0 . (62)
Let us prove that U(tn) → U in H1∗ (Ω) as n → ∞. Indeed, consider any subsequence (tnk). From the
boundedness of U in H2∗ (Ω), a subsubsequence of (U(tnk)), denoted (U(τj)), converges weakly in H
2
∗ (Ω) and
strongly in H1∗ (Ω) to some U . Arguing as in (57), we show that U = U . Then U(τj) → U in H1∗ (Ω) as
j →∞. Therefore, we infer that U(tn)→ U in H1∗ (Ω) as n→∞.
Now from (62) we obtain that
‖U ′(tn)‖20 + ‖w(tn)‖22 =
(
‖U ′(tn)‖20 + ‖w(tn)‖22 − P‖w(tn)x‖20
+S‖U(tn)x‖20(U(tn)x, w(tn)x)0 − S‖U(tn)x‖20(U(tn)x, w(tn)x)0
)
+
+
(
P‖w(tn)x‖20 − S‖U(tn)x‖20(U(tn)x, w(tn)x)0 + S‖U(tn)x‖20(U(tn)x,w(tn)x)0
)
→ 0 .
Therefore U(tn)→ U in H2∗ (Ω) and U ′(tn)→ 0 in L2(Ω), which establishes i).
Then, from (47),
EF (U ; tn)→ PF (U) . (63)
Since, according to (43), the energy EF is monotonic, we infer from (63) that the convergence of the energy
happens in the whole flow, that is,
EF (U ; t)→ PF (U) . (64)
Proof of ii) Next, assume that (48) holds. Then, from (64) and Lemma 15,
PF (U) = lim sup
t→∞
(PF (U ; t) +K(U ; t)) ≥ PF (U) + lim sup
t→∞
K(U ; t) .
Therefore, U ′(t)→ 0 in L2(Ω) as t→∞. Moreover,
PF (U ; t)− PF (U) = EF (U ; t)−K(U ; t)− PF (U)→ 0, t→∞ . (65)
Arguing as in (57), we infer that U(t)→ U in L2(Ω) as t→∞. Indeed, let (tn) be the increasing sequence
from (47), such that tn → ∞, U(tn) → U in H2∗ (Ω). Recall that 0 < tn+1 − tn ≤ 8 for all n ∈ N. Given
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t > 0 large, we must have t ∈ [tn, tn+1] for some n ∈ N. We then estimate
‖U(t)− U‖20 ≤ 2(‖U(t)− U(tn)‖20 + ‖U(tn)− U‖20) = 2‖U(tn)− U‖20 + 2
∫
Ω
(U(t)− U(tn))2
= 2‖U(tn)− U‖20 + 2
∫
Ω
(
∫ t
tn
U ′)2 ≤ 2‖U(tn)− U‖20 + 2
∫
Ω
∣∣∣∣∫ t
tn
U ′2
∣∣∣∣ ∣∣∣∣∫ t
tn
1
∣∣∣∣
≤ 2‖U(tn)− U‖20 + 16
∫
Ω
∣∣∣∣∫ t
tn
U ′2
∣∣∣∣ ≤ 2‖U(tn)− U‖20 + 16 ∫ tn+1
tn
‖U ′‖20 .
(66)
Given ε > 0, we can take n0 > 0 such that
‖U(tn)− U‖20 ≤
ε
4
,
∫ tn+1
tn
‖U ′‖20 ≤
ε
32
∀n ≥ n0,
and the convergence follows from (66).
Since U(t)→ U in L2(Ω) and U is bounded in H2∗ (Ω), by standard interpolation, we infer that U(t)→ U
in H1∗ (Ω) as t→∞. By (65) and the strong convergence in H1∗ (Ω), we can write
1
2
‖U‖22 −
1
2
‖U‖22 = PF (U)− PF (U) +
P
2
(‖Ux‖20 − ‖Ux‖20)−
S
4
(‖Ux‖40 − ‖Ux‖40)→ 0, t→∞ ,
that is,
‖U(t)‖2 → ‖U‖2, as t→∞ .
Let (rn) be any sequence of positive number such that rn → ∞. Given any subsequence (rnk) = (sk),
since (U(sk)) is bounded in H
2
∗ (Ω), and U(sk) → U in H1∗ (Ω), we have for a further subsequence, denoted
by skj = τj ,
U(τj) ⇀ U, ‖U(τj)‖2 → ‖U‖2,
which in turn implies the strong convergence U(τj) → U in H2∗ (Ω). This shows that indeed U(rn) → U in
H2∗ (Ω) as n→∞ and since the sequence (rn) was arbitrary, we have proved that
U(t)→ U in H2∗ (Ω) as t→∞ .

Proof of Theorem 4. Since 0 ≤ P ≤ Λ1, the solution of (12) is unique and realizes the minimum of PF
over H2∗ (Ω). Therefore (48) is satisfied and the proof follows from Lemma 16. 
Proof of Theorem 5. Let δ > 0, S > 0, U0 ∈ H2∗ (Ω), V0 ∈ L2(Ω), Λ1 < P ≤ Λ2 and U be the solution of
(1) with F ≡ 0 and assume that E(U ; 0) < 0. Lemma 16 guarantees the existence of U ∈ H2∗ (Ω) a solution
to (12) and an increasing sequence (tn), with tn →∞, such that
U(tn)→ U in H2∗ (Ω), U ′(tn)→ 0 in L2(Ω), n→∞ .
Then, by (43) with F ≡ 0, we obtain that P0(U) ≤ E(U ; 0) < 0. Hence, U is nontrivial. From [2, Theorem
7] we know that the nontrivial solutions for (12) when the parameter P is restricted to (Λ1,Λ2] are ±λ+w1
and we infer that
P0(U) = inf
w∈H2∗(Ω)
P0(w) ,
and hence that (48) is satisfied. Then, from (49),
U(t)→ U in H2∗ (Ω), U ′(t)→ 0 in L2(Ω), t→∞ .
So, the solution U induces an orbit (U(t), U ′(t)) in H2∗ (Ω)×L2(Ω) that starts at (U0, V0), tends to the equi-
librium point (U, 0) and the energy E is negative along this orbit. On the other hand, E ≥ 0 on [w1]⊥×L2(Ω),
which implies that ‖U(t)− λ+w1‖2 6= ‖U(t) + λ+w1‖2 for all t ≥ 0. Therefore, if ‖U0 − λ+w1‖22 <
‖U0 + λ+w1‖22 then this inequality remains true throughout the orbit and U = λ+w1, while if ‖U0 − λ+w1‖22 >
‖U0 + λ+w1‖22 then we infer that U = −λ+w1. 
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Proof of Theorem 7. Let U be a weak solution of (1), v ∈ H2∗ (Ω) and set
ψv(t) = 〈U(t), V 〉 .
So, by the regularity of U , ψ′v and ψ
′′
v are well defined, and
ψ′v = 〈U ′, V 〉 , ψ′′v = 〈U ′′, V 〉 ,
the latter being perfect for plugging into (9). We intend to derive a second order differential equation for
ψv, so we must find meaning for the remaining terms. By Riesz representation Theorem, the action of U(t)
as an element of H is
〈U,w〉 = (U,w)2, ∀w ∈ H2∗ (Ω) .
If v = Vk is an eigenfunction associated to Λk, and writing for short ψk = ψVk , then
〈U ′′, V 〉+ δ(U ′, V )0 + (U, V )2 + φ(U)(Ux, Vx)0 = ψ′′k + δ(U ′, Vk)0 + (U, Vk)2
(
1 +
φ(U)
Λk
)
= ψ′′k +
δ
λk
ψ′k +
(
1 +
φ(U)
Λk
)
ψk .
Indeed, we can write
δ(U ′, Vk)0 = δ lim
h→0
(U(t+ h), Vk)0 − (U(t), Vk)0
h
=
δ
λk
lim
h→0
(U(t+ h), Vk)2 − (U(t), Vk)2
h
=
δ
λk
lim
h→0
〈U(t+ h), Vk〉 − 〈U(t), Vk〉
h
=
δ
λk
ψ′k .
So, with F ∈ [Vk]⊥, the ordinary differential equation for ψk reads
ψ′′k +
δ
λk
ψ′k +
(
1 +
φ(U)
Λk
)
ψk = 0 .
Then observe that the weight Ek(t) = 1 + φ(U)/Λk is continuous. Therefore, the initial value problem
ψ′′ +
δ
λk
ψ′ +
(
1 +
φ(U)
Λk
)
ψ = 0 , ψ(0) = ψ′(0) = 0 ,
has a unique solution, the zero solution. We conclude that whenever F ∈ [Vk]⊥ ⊂ L2(Ω), U0 ∈ [Vk]⊥ ⊂
H2∗ (Ω), V0 ∈ [Vk]⊥ ⊂ L2(Ω), then U(t) ∈ [Vk]⊥ ⊂ H2∗ (Ω) for all t. 
Proof of Corollary 8. It is a straightforward consequence of Lemma 16 ii) and Theorem 7. Indeed, by
Theorem 7, U(t) ∈ [w1]⊥ for all t ≥ 0 and so
PF (U ; t) ≥ 0 = PF (0) ∀ t ≥ 0.
Since Λ1 < P ≤ Λ2, U = 0 is the unique solution of (12) in [w1]⊥. 
8. Proof of stability/instability of modes
Throughout this section we consider the problem (1) under dynamical equilibrium, i.e. F ≡ 0, δ = 0.
First we will show that, fixing m and k, the energy defines, up to translation in time, a unique simple mode.
Proposition 17. Let δ = 0 and P ≤ Λm,i. The family of (m, i)-simple modes is parametrized, up to
translation in time, by the energy and the simple modes are time-periodic.
Indeed, Proposition 17 holds in a more general setting. Consider the ODE{
w′′ + h(w) = 0,
w(0) = a, w′(0) = b,
(67)
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where h and its primitive H(s) =
∫ s
0
h(σ)dσ satisfy
h(s)s > 0, s 6= 0, H(s)→∞, |s| → ∞. (68)
Proposition 18. If h is a locally Lipschitz function satisfying (68), then for all (a, b) ∈ R2\{(0, 0)}, the
solution w of (67) is periodic and sign changing. Moreover, if two solutions have the same (conserved) energy
E(w,w′) =
1
2
w′2 +H(w),
then, up to translation with respect to the variable t, they coincide. In addition, if h is odd, then so are all
of the solutions, with respect to its zeros.
Proof. Let w be a solution of (67) with initial data (a, b) 6= (0, 0). Since (67) is a conservative equation, (68)
ensures that all solutions are bounded, and hence globally defined.
Claim: w is not eventually of one sign (w ≥ 0 or w ≤ 0 for all t ≥ t0).
Assume by contradiction that there exists t0 > 0 such that w ≥ 0 on [t0,∞). Then, since w 6≡ 0, w(t0) > 0
or w′(t0) > 0. In any case, we infer that w is positive in a neighborhood on the right of t0. In addition,
from the equation (67) and (68), w is concave and w′ is nonincreasing in this interval. If w′(t1) < 0 for some
t1 > t0, then we readily have
w(t) ≤ w(t1) + w′(t1)(t− t1), t > t1,
and w changes sign in [t0,∞), a contradiction. Assume then w′ ≥ 0 in (t0,∞). As w remains bounded and
concave, it follows that
w(t)→ L > 0, w′(t)→ 0, w′′(t)→ −h(L) < 0, t→∞. (69)
Hence, from the mean value Theorem, as w′ → 0, we can build a sequence (tn) such that
tn →∞, w′′(tn)→ 0,
which contradicts (69). Similarly, we can prove that w is not eventually nonpositive.
Claim: w is periodic.
Let (τn) be the sequence of zeros of w in [0,∞). Then w has opposite signs in (τ1, τ2) and (τ2, τ3) and
w(τ1) = w(τ3) = 0. From the energy conservation
(w′(τ1))2 = 2E(0, w′(τ1)) = 2E(0, w′(τ3)) = (w′(τ3))2.
Therefore w′(τ3) = w′(τ1) and hence w is T -periodic with T = τ3 − τ1.
Claim: The energy determines a unique solution, up to translation.
Let (a, b), (c, d) ∈ R2 be initial data such that
b2
2
+H(a) = E(a, b) = E(c, d) =
d2
2
+H(b).
Denote by w(a, b, ·) and w(c, d, ·) the corresponding solutions. Let τ(a, b), τ(c, d) ∈ R such that
w(a, b, τ(a, b)) = 0, w′(a, b, τ(a, b)) > 0, w(c, d, τ(c, d)) = 0, w′(c, d, τ(c, d)) > 0.
Since
w′(a, b, τ(a, b))2 =2E(0, w′(a, b, τ(a, b)))
=2E(a, b) = 2E(c, d) = 2E(0, w′(c, d, τ(c, d))) = w′(c, d, τ(c, d))2,
we infer that w′(a, b, τ(a, b)) = w′(c, d, τ(c, d)), and hence w(a, b, t) = w(c, d,R + t) for all t, where R =
τ(c, d)− τ(a, b).
Claim: If h is odd, then so are all of the solutions, with respect to its zeros.
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Let τ be a zero of w and set w1(t) = w(t+ τ), w2(t) = −w(τ − t). Then observe that w1 and w2 solves
z′′ + h(z) = 0, z(0) = 0, z′(0) = w′(τ).
By uniqueness, we infer that w1 = w2 and hence that w is odd with respect to τ . 
Proof of Proposition 17. It is a consequence of Proposition 18 with
hm,i,P,S(s) = m
2[(Λm,i − P )s+ Sm2s3].
Observe that S > 0 is sufficient for (68), whereas the condition P ≤ Λm,i guarantees (68). 
Proof of Theorem 12. Here we follow closely the ideas in [10, Theorem 1.1], with some slightly different
arguments because system (71) has three parameters µ, γ, ν and the corresponding system in [10] has only
two.
With the change of unknowns ϕ 7→ mϕ and ψ 7→ nψ the system (15) reads{
ϕ′′(t) +m2(Λm,i − P )ϕ(t) + Sm2
(
ϕ(t)2 + ψ(t)2
)
ϕ(t) = 0 ,
ψ′′(t) + n2(Λn,k − P )ψ(t) + Sn2
(
ϕ(t)2 + ψ(t)2
)
ψ(t) = 0 .
Then the substitutions ϕ(t) 7→ ϕ( t
m
√
S
) and ψ(t) 7→ ψ( t
m
√
S
) lead to{
ϕ′′(t) + Λm,i−PS ϕ(t) + (ϕ(t)
2 + ψ(t)2)ϕ(t) = 0,
ψ′′(t) + n
2
m2
Λn,k−P
S ψ(t) +
n2
m2 (ϕ(t)
2 + ψ(t)2)ψ(t) = 0.
Setting µ =
Λm,i−P
S , ν =
Λn,k−P
S , γ =
n2
m2 , we obtain{
ϕ′′(t) + (µ+ ϕ(t)2 + ψ(t)2)ϕ(t) = 0,
ψ′′(t) + γ(ν + ϕ(t)2 + ψ(t)2)ψ(t) = 0,
(70)
which resembles [10, (1.4)]; observe that the condition P < min{Λm,i,Λn,k} guarantees µ > 0 and ν > 0.
Fix an energy level E0 > 0, m,n, i, k ∈ N and set b∗ =
√
2E0. Consider the linear operator L : R2 → R2
defined by L(c, d) = −(z(θ), z′(θ)), where θ is the first zero of w and{
w′′ + µw + w3 = 0,
z′′ + γ(ν + w2)z = 0, ,
(71)
(72)
with w(0) = 0, w′(0) = b∗, z(0) = c, z′(0) = d. Observe that systems (71)-(72) and (70) are the same and
that w is the coordinate of an (m, i)-simple mode with energy E0. Therefore
the proof is reduced to the study of stability of z = 0 in equation (72). (73)
By Floquet theory, this is equivalent to study the eigenvalues of operator L; see [11, Theorem 2.89, p. 194].
Problem (71) can be seen as a regular perturbation of the system{
ϑ′′ + ϑ3 = 0,
ζ ′′ + γϑ2ζ = 0,
(74)
with ϑ(0) = 0, ϑ′(0) = 1, ζ(0) = c¯, ζ ′(0) = d¯, for some c¯, d¯ ∈ R. Indeed, consider the problem{
w′′ε + εwε + w
3
ε = 0,
z′′ε + γ(νε/µ+ w
2
ε)zε = 0,
(75)
with wε(0) = 0, w
′
ε(0) = 1, zε(0) = c¯, z
′
ε(0) = d¯, which is clearly a regular perturbation of (74) as ε → 0.
On the other hand, with
ε =
µ
b∗
=
µ√
2E0
, (76)
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the functions
w(t) =
√
µ/εwε(t
√
µ/ε), z(t) = zε(t
√
µ/ε),
solve system (71) provided we choose (c¯, d¯) =
(
c, d
√
ε/µ
)
.
In analogy with the operator L, consider the linear operator Bγ associated to (74) defined by Bγ(c¯, d¯) =
−(ζ(τ), ζ ′(τ)), where τ is the first positive zero of ϑ(c, d). Analogously, define the operator Bγ,ε associated
to (75).
Cazenave and Weissler [10] studied in details the properties of the operator Bγ showing that the stability
properties of the system (74) depend on the value of γ. From [10, Theorem 3.1 (iii)], if γ ∈ Ij for some
j ∈ N, then the eigenvalues λ1, λ2 of the operator Bγ are complex and |λ1| = |λ2| = 1. This property is
shared by the eigenvalues of Bγ,ε for small enough ε, that is,
|λ1,ε| = |λ2,ε| = 1; (77)
see [10, Lemma 3.3 (i)].
On the other hand, according to [10, Theorem 3.1 (i)-(ii)], if γ ∈ Kj for some j ∈ N, then the eigenvalues
λ1, λ2 of the operator Bγ have the form λ2 = λ
−1
1 , 0 < |λ1| < 1 < |λ2| = |λ1|−1. By regular perturbation,
for sufficiently small ε1 > 0 and for all 0 < ε ≤ ε1, the eigenvalues λ1,ε, λ2,ε of Bγ,ε satisfy
0 < |λ1,ε| < 1 < |λ2,ε| . (78)
Now recall that Bγ,ε = L for ε as in (76). The condition of small ε is translated by (76) as a requirement
of large energy E0 for system (70). Once the conserved energy of systems (15) is the energy of (70) times
the factor S, this is equivalent to ask large energy for the first.
If γ ∈ Ij and the energy condition is fulfilled, then by (77) the (m, i)-simple mode is (n, k) linearly stable.
On the other hand, if γ ∈ Kj and the energy is large enough, (78) implies that the (m, i)-simple mode is
(n, k) linearly unstable. 
Proof of Theorem 14. System (70) with initial data ϕ(0) = α > 0 and ϕ′(0) = ψ(0) = ψ′(0) = 0 has the
solution (ϕ,ψ) = (ϕα, 0) where ϕα is the solution of the Duffing equation
ϕ′′α(t) + µϕα(t) + ϕα(t)
3 = 0, ϕα(0) = α, ϕ
′
α(0) = 0. (79)
Equation (79) has the conserved energy
E =
(ϕ′α)
2
2
+ µ
ϕ2α
2
+
ϕ4α
4
≡ µα
2
2
+
α4
4
.
From this, we infer that
2(ϕ′α)
2 = (ϕ2α + Θ+)(Θ− − ϕ2α) (where Θ± =
√
µ2 + 4E ± µ); (80)
we did not emphasize here the dependence of Θ± on the energy E. From (80) we deduce that
α = ‖ϕα‖∞ =
√
Θ− , −
√
Θ− ≤ ϕα(t) ≤
√
Θ− ∀t (81)
and ϕα oscillates in this range. If ϕα(t) solves (79), then also ϕα(−t) solves the same problem: this shows
that the period T = T (E) of the solution ϕα of (79) is the double of the length of an interval of monotonicity
for ϕα. Then we have that ϕα(T/2) = −α = −
√
Θ− and ϕ′α(T/2) = 0, while ϕ
′
α < 0 in (0, T/2). By
rewriting (80) as
−
√
2ϕ′α =
√
(ϕ2α + Θ+)(Θ− − ϕ2α) ∀ t ∈ (0, T/2) ,
by separating variables, and upon integration over the time interval (0, T/2) we obtain
T (E)
2
=
√
2
∫ √Θ−
−
√
Θ−
dφ√
(φ2 + Θ+)(Θ− − φ2)
.
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Then, using the fact that the integrand is even with respect to φ and through a change of variables, we
obtain
T (E) = 4
√
2
∫ 1
0
dφ√
(Θ−φ2 + Θ+)(1− φ2)
. (82)
Both the maps E 7→ Θ±(E) are continuous and increasing for E ∈ [0,∞): hence, E 7→ T (E) is strictly
decreasing. Moreover, an asymptotic expansion shows that
Θ+(E) = 2µ+
2
µ E + o(E) , Θ−(E) =
2
µ E + o(E) , as E → 0 . (83)
In turn, from (81) and (83) we infer that
‖ϕα‖2∞ = 2µ E + o(E) , as E → 0 , (84)
while from (82) and (83) we infer that
T (E) =
2pi√
µ
(
1− 3E
4µ2
)
+ o(E) , as E → 0
and, finally, (
2pi
T (E)
)2
= µ
(
1 +
3E
2µ2
)
+ o(E) , as E → 0 . (85)
According to Definition 10 and as we have pointed out in (73), the simple mode ϕ(t)wmi(x, y) is linearly
stable with respect to ψ(t)wnk(x, y) (see (15)) if ξ ≡ 0 is a stable solution of the linear Hill equation
ξ′′ + a(t)ξ = 0 , a(t) = γ(ν + ϕα(t)2) ∀ t . (86)
Since T = T (E) is the period of ϕα, the function a(t) in (86) has period T (E)/2. Moreover, by (84), we
know that
γν ≤ a(t) ≤ γ(ν + 2µ E) + o(E) , ∀ t ≥ 0 , as E → 0 . (87)
At this point, we distinguish two cases.
Case 1.
√
γν/µ 6∈ N.
Then we denote by h the integer part of
√
γν/µ (possibly zero) so that
h2µ < γν < (h+ 1)2µ .
Moreover, by (87) we know that a(t)→ γν uniformly as E → 0, whereas by (85) we know that(
2pi
T (E)
)2
→ µ as E → 0 .
By combining these three facts and by continuity, we infer that there exists E > 0 such that, if E ≤ E then
h2
(
2pi
T (E)
)2
≤ a(t) ≤ (h+ 1)2
(
2pi
T (E)
)2
∀ t . (88)
Then a criterion of Zhukovskii [33] (see also [32, Chapter VIII]) states that ξ ≡ 0 is stable for (86). Hence,
ϕ(t)wmi(x, y) is linearly stable with respect to ψ(t)wnk(x, y).
Case 2.
√
γν/µ ∈ N.
Then we denote by h + 1 =
√
γν/µ ∈ N (zero excluded) so that γν = (h + 1)2µ. By uniform convergence
and by continuity the left inequality in (88) still holds provided that E is sufficiently small. On the other
hand, by (85) and (87), the right inequality in (88) holds provided that
γ(ν + 2µ E) + o(E) ≤ (h+ 1)2µ
(
1 +
3E
2µ2
)
+ o(E)
INSTABILITY OF MODES IN A PARTIALLY HINGED RECTANGULAR PLATE 27
for sufficiently small E. Since γν = (h + 1)2µ, the latter is certainly satisfied if 4γ < 3(h + 1)2, that is, if
γ < 34 . Recalling the definition of γ = n
2/m2 and assumption (19), we see that this holds since (h+ 1)2 ≥ 1.
Therefore, also the left inequality in (88) holds if E is sufficiently small and we conclude as in Case 1. 
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