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Abstract
The problem of structural changes (variations) play a central role in many scien-
tific fields. One of the most current debates is about climatic changes. Further,
politicians, environmentalists, scientists, etc. are involved in this debate and almost
everyone is concerned with the consequences of climatic changes.
However, in this thesis we will not move into the latter direction, i.e. the study of
climatic changes. Instead, we consider models for analyzing changes in the dynam-
ics of observed time series assuming these changes are driven by a non-observable
stochastic process. To this end, we consider a first order stationary Markov Chain as
hidden process and define the Generalized Mixture of AR-ARCH model(GMAR-
ARCH) which is an extension of the classical ARCH model to suit to model with
dynamical changes.
For this model we provide sufficient conditions that ensure its geometric ergodic
property. Further, we define a conditional likelihood given the hidden process and
a pseudo conditional likelihood in turn. For the pseudo conditional likelihood we
assume that at each time instant the autoregressive and volatility functions can be
suitably approximated by given Feedfoward Networks. Under this setting the con-
sistency of the parameter estimates is derived and versions of the well-known Ex-
pectation Maximization algorithm and Viterbi Algorithm are designed to solve the
problem numerically. Moreover, considering the volatility functions to be constants,
we establish the consistency of the autoregressive functions estimates given some
parametric classes of functions in general and some classes of single layer Feed-
foward Networks in particular.
Beside this hidden Markov Driven model, we define as alternative a Weighted Least
Squares for estimating the time of change and the autoregressive functions. For the
latter formulation, we consider a mixture of independent nonlinear autoregressive
processes and assume once more that the autoregressive functions can be approxi-
mated by given single layer Feedfoward Networks. We derive the consistency and
asymptotic normality of the parameter estimates. Further, we prove the convergence
of Backpropagation for this setting under some regularity assumptions.
Last but not least, we consider a Mixture of Nonlinear autoregressive processes with
only one abrupt unknown changepoint and design a statistical test that can validate
such changes.
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Some Abbreviations and Symbols
Abbreviations
lim limit
max maximum
min minimum
sup supremum
i.i.d. independent identically distributed
M.C. Markov Chain
Symbols
exp(x) = ex
|x| Absolute value of x
‖θ‖ Norm of the vector θ
Z = {· · · ,−2,−1, 0, 1, 2, · · · }
N = {0, 1, 2, · · · }
R Set of real numbers
Rd d-dimensional Euclidian space
P( A ) Probability of the set A
P( A | B ) Conditional probability of the set A given the set B
E( X ) Expectation of the random variable X
E( X | A ) Conditional expectation of the random variable X
given the information contained in A
N (0, 1) Standard Normal distribution
N (0,Σ) Multivariate Normal distribution with mean vector 0
and covariance matric Σ
11 Introduction
1.1 Motivations
In various fields one has to analyze data collected over long periods of observation.
Time series models account for one of the most widely used tools in data analysis.
The classical time series behavior is to assume stationary stochastic processes as
model for these data under the main hypothesis that these data satisfy some stabil-
ity conditions or invariance properties. This hypothesis is satisfied by many linear
models that have now been intensively used for many decades. For example the first
order autoregressive processes
Yt = αYt−1 + εt,
for which |α| < 1 and w.l.o.g the residuals εt are random variables with mean zero
and unit variance, e.g. N (0, 1) . The following plot contains examples of such
computer-generated processes for which we have considered α = 0.97 and −0.97
respectively.
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Figure 1.1: Stationary First Order Autoregressive Processes
However, these assumptions (e.g. of invariance in time) are frequently satisfied
only over periods of limited length, in other words they are usually only locally sat-
isfied as one can observe in some very specific cases. We can consider for example
a simple mixture of two stationary first order autoregressive processes as illustrated
by Figure 1.2. Under this setting the regular variation of the structure is clearly
exhibited and human eyes can also be used to make the decision on such changes.
Unfortunately, it is not always the case that this violation of the invariance property
is clearly observable just by using human eyes as confirmed by Figure 1.3. In fact,
in this picture it is less obvious than in the previous one where the changes may have
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Figure 1.2: Mixture of Stationary AR(1)
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Figure 1.3: Mixture of NLAR-ARCH
occurred. At this point we just claim for Figure 1.3 that the invariance principle is
indeed violated, which we will make clear later on.
The last two graphics illustrate problems that belong to a very broad class, that of
detecting changes in the structure of a continually observed time series for which
applications can be found in many fields, for example in finance, industrial quality
control, medical sciences (monitoring of patients), speech recognition and meteo-
rology.
In general, for this class of problem, one will face three main types of situations: the
changes in the mean, the change in the variability and the change in the dependence
structure of the process. In the current work we focus on the latter situation and
propose a quite general time series model which repeatedly moves from one state
to a different state. Moreover, we discuss two algorithms which, after a period of
initialization, are able to detect these change-points.
1.2 Outline
The aim of the current work is to develop new models and algorithms which en-
able the modeling of time series under the assumption of change in the dependence
structure of the observed processes.
For this aim, we extend the class of ARCH models (introduced in 1982 by Engle)
to a more general class of models, namely the generalized mixture of nonlinear AR-
ARCH models that is presented in Chapter 2. In this chapter, the models assump-
tions are presented, the first two conditional moments, the conditional distribution
and the conditional likelihood are derived in turn under special conditions. More-
over, the geometric ergodicity, i.e. the asymptotic stability property of such models
is established under more general considerations.
In Chapter 3 we define a nonlinear conditional least squares approach. Following an
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idea of Franke et al we prove the asymptotic consistency of the autoregressive func-
tion estimates given some parametric classes of functions. This result is particularly
valid for some classes of feedfoward network functions.
As alternative to the conditional nonlinear least squares defined in Chapter 3, in
Chapter 4 (based on the hidden process) we define a conditional likelihood from
which we derive a pseudo conditional log-likelihood. Indeed, for the pseudo condi-
tional log-likelihood we assume that the autoregressive and volatility functions can
be suitably approximated by feedfoward networks with a fixed number of hidden
neurons. Under this setting the consistency of the parameter estimates is proven
for the pseudo conditional log-likelihood. Moreover, a version of the Expectation-
Maximization (EM) Algorithm introduced by Baum et al is proposed to solve the
problem numerically.
In Chapter 5, focusing on the changes driven by the autoregressive functions, we
propose some weighted least squares techniques for estimating the changes in the
dynamics of the observed process. Under the assumption that the autoregressive
function can be suitably approximated by feedfoward network and under some reg-
ularity assumptions, the consistency and asymptotic normality of the parameter es-
timated are proven. The results of this chapter are extended in Chapter 6, where
we assume a multivariate time series. Furthermore, in Chapter 7, following an idea
by White [88], we prove the convergence and asymptotic normality of Backpropa-
gation (a stochastic approximation algorithm that can be used to solve the problem
numerically considering the weighted least squares).
Chapter 8 gives a short introduction to the problem of test in changepoint analysis.
In fact, a nonlinear autoregressive case with only one abrupt unknown change is
considered and a test for validating the change is designed under some regularity
assumptions.
In chapter 9 some numerical applications of the the pseudo conditional log-likelihood
or hidden Markov techniques (developed in Chapter 4) and weighted least squares
techniques (developed in Chapter 5) are presented. Indeed we present the results for
the computer-generated data and real-life financial data as well.
The current work is summarized in Chapter 10 where some open questions of par-
ticular interest are exhibited. Finally, a brief introduction to Neural Networks is
presented in Appendix A.
42 Generalized Nonlinear Mixture of AR-ARCH
2.1 Introduction
Since many decades time series models have been intensively used for analyzing the
dynamic behavior of medical, social, economic, financial variables, etc. The most
popular choices are linear models as autoregressive (AR), Moving Average (MA)
and Mixed Autoregressive Moving Average (ARMA) processes. The linear time se-
ries models became very popular essentially because of their theoretical tractability
and partly because they have been incorporated into many standard statistical soft-
ware packages. Despite their popularity, linear models suffer from several draw-
backs. These include their inability to capture dynamic patterns such as asymmetry
and volatility clustering, just to name a few.
In the last decades, many nonlinear time series models with successful applications
have been proposed. We can mention, for example, the Autoregressive conditional
heterokedastic models introduced in 1982 [23] by Engle (the Nobel Laureate) to
model financial volatility. Additionally, we can refer to the book by Tong [84] for
a general introduction on the nonlinear time series models. However, the nonlinear
time series models also have their limitations. The main drawback is that most of the
nonlinear models are designed just to describe specific nonlinear pattern, i.e. they
may suffer from a lack of flexibility. Therefore a nonlinear model will be success-
ful only if it is applied to a very specific class of data. An exception in this class
is the so-called non parametric Artificial Neural network, that with its ”Universal
approximation property” is able to capture any nonlinear pattern into the data. Nev-
ertheless, Neural Network can suffer from identifiability problem and therefore may
also be vulnerable. In spite of the universal approximation property neural network
may locally be inefficient if we consider very complex dynamical structures that for
example exhibit local instability.
Since the end of the 1980s the Hidden Markov model (or Switching Markov model)
in the framework of Hamilton [41] (who did some pioneer applications of this
model to the US gross domestic product-GDP- growth) is gaining popularity. These
models consist of different sub-models that can account for the behavior of the ob-
served data in different dynamics. By allowing switches between these different
sub-models, the new model (called mixture model) is able to represent more com-
plex dynamical systems. Therefore, this models provides more flexibility than clas-
sical linear and nonlinear models. In literature one can find quite a lot of publications
on this topic see, e.g. Hamilton ( [41], [42], [43]), Elliot et al [22], Macdonald et
al [64], Wong and Li [94], Stockis et al [83]. In general, the related publications
contain a lot about the practical applications of the models but very few on their sta-
tistical properties. In this section we will consider a class of Generalized Nonlinear
Mixture of AR-ARCH for which we will give a mathematical description, derive
some of their basic properties and finally present and prove some results on their
geometric ergodicity.
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2.2 Model Description
In this section we present a general description of our model and give some assump-
tions that will be used in this chapter. Let us first present some definitions.
Definition 2.2.1 Let us consider the hidden stochastic process {Qt, t ∈ N} that
takes its value on IK = {1, · · · , K}, where K is a given positive integer. Let us now
define for k ∈ IK the stochastic processes
St,k(ω) =
{
1 if k = Qt(ω)
0 otherwise,
(2.1)
and in turn define the process St(ω) = (St,1(ω), · · · , St,K(ω)) on K ⊂ RK the set
of all its possible realizations.
More details on the stochastic nature of Qt will be given as one will need them, for
example we will start by assuming the hidden stochastic process to be a stationary
Markov Chain.
Consider a time series {Xt, t = 0, 1, 2, · · · }. For this series, we will assume that
the underlying process has some changes in its dynamics. These changes can be
modeled via a Hidden Markov Chain. This type of situation can be modeled with
the help of a Generalized Mixture of AR-ARCH (GMAR-ARCH ), i.e. a model
defined as it follows.
Definition 2.2.2 Generalized Mixture of AR-ARCH (GMAR-ARCH)
A stochastic process is called a GMAR-ARCH of order K and p if
Xt =
K∑
k=1
St,k(mk(Xt−1) + σk(Xt−1)t,k) with St,k =
{
1 for k = Qt
0 otherwise,
(2.2)
where the processes {t,k} are i.i.d. random variables, independent of Xt−1 =
(Xt−1, · · · , Xt−p); and mutually independent for each k 6= j = 1, · · · , K, and
w.l.o.g. Et,k = 0, E2t,k = 1. The mk(u) and σk(u) are unknown real valued
functions.
2.2.1 Some Classical Cases
From the model defined in 2.2.2 one can derive some classical and well-known
special cases. In this light let us consider several situations.
If we were to consider the special case where K = p = 1 and were given
m(x) = ax and σ(x) = c > 0,
2.3 Model Assumptions 6
the process simply describes an AR (1). Similarly, one can represent a classical
ARCH (1 ) model by choosing
m(x) ≡ 0 and σ(x) =
√
ω + αx2, ω > 0, α ≥ 0.
However, if
m(x) = ax and σ2(x) = σx2,
the process is reduced to the discrete time version of a geometric Brownian Motion
as considered by Black and (the Nobel laureate) Scholes for their well-known option
pricing model.
Still, we have to observe that our model differs from this classical model, let us
consider for example K = 2. If we then assume St,1 = 1 for t = 1, · · · , τ0 and
St,2 = 1 for t = τ0 + 1, · · · , n, the model defined in equation 2.2 experiences a
single structural change as the parameters of the model abruptly change after τ0.
In the case where K ≥ 2, we can, e.g. consider that {St} as an i.i.d. sequence
of random variables. Each dynamic variable is independent of the past and future
dynamics and the processXt may switch back and forth between different dynamics.
That is the case under consideration in Quandt ( [78], 1972 ) and the mixture of
autoregressive, i.e. the model of equation 2.2 for which we assume that the {St} are
i.i.d. sequences of random variables, all volatility functions are constant and the mk
are linear, i.e.
mk(u) =
p∑
i=1
αk,iui
as proposed by Wong and Li [94]. This is just a special case of such models.
These models are able to capture time series with several dynamics, but they suffer
from different drawbacks. The model with one abrupt change is too restrictive in
practice since it admits only one change. As time series are correlated by nature, it
seems more convenient to expect that each dynamic depends on the past happenings.
To overcome the limitations we can find in some classical models we can make
various assumptions on the hidden process, e.g. we can assume it to be be a first
order stationary Markov Chain. Let us now present some general assumptions for
the model.
2.3 Model Assumptions
Let us consider the {t,k} to be independent of Gt−1 = σ{Xr, r ≤ t − 1}, addi-
tionally, conditioned on the past information we also assume that St and the t,k are
uncorrelated. Moreover we assume
P(Qt = j | Qt−1 = i, Qt−1, Qt−2 · · · ,Gt−1) = P(Qt = j | Qt−1 = i). (2.3)
The
mk : Rp −→ R and σk : Rp −→ (0,∞)
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are unknown functions which in general have to be estimated;K is the given number
of states or dynamics in the process, p is the order of the underlying NLAR −
ARCH(p) processes
Xt = mk(Xt−1) + σk(Xt−1)t,k,
with Xt−1 = (Xt−1, · · · , Xt−p) . However, p does not need to be the same for all
the underlying NLAR −ARCH. Nevertheless, we can always assume it by taking
p = maxk{p1, · · · , pk} if we were to be given different orders for the underlying
NLAR − ARCH dynamics. Moreover we do not need the autoregressive and the
volatility functions to depend on the same parameter, i.e. we can choose autore-
gressive functions of order p and volatility functions of order q as in Masry and
Tjostheim [67].
As announced earlier, various assumption can be made on {Qt, t = 0, 1, · · · , }
defined on {1, · · · , K}, e.g. one can assume it to be an irreducible and aperi-
odic Markov Chain (M.C.), i.e. a stationary M.C. with initial stationary distribu-
tion pi = (pi1, · · · , pik) and transition probability matrix (ai,j) . A short introduction
on discrete Markov processes will be presented in Chapter 4 and for more general
theory and approaches on Markov models we will refer to the books by Tong [84],
Meyn et al [70] and Duflo [20] among others.
2.4 Basic Properties Derived from the Model
It is clearly observable that
St = (St,1, · · · , St,K),
with its entries St,k, k = 1, · · · , K defined as in equation 2.2 , inherits the properties
of Qt. For example if we assume Qt is M.C. with value on IK , St will consequently
be a M.C. on K for which one should have the following basic properties.
P(St,j = 1 | St−1,i = 1) = P(Qt = j | Qt−1 = i)
= ai,j, (2.4)
where the ai,j are the entries of transition probability matrix. We also have
ESt,k = P(Qt = k)
= pik, (2.5)
with
pi1 + · · ·+ piK = 1 (2.6)
since pi is the initial stationary distribution of Qt.
In the next two subsections we strengthen the Markov assumption on Qt and sim-
ply assume the St to be a sequence of i.i.d. random variables. Under this simple
assumption we give an impression of how one can compute the conditional expecta-
tion, conditional variance and conditional distribution for our model given the past
information.
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2.4.1 Conditional Moments
The purpose of this section is to compute first and second order conditional expec-
tation of Xt given the past observations Xt−1. Assuming St is a sequence of i.i.d.
random variable it follows trivially that
E(St,k | Xt−1 = x) = pik.
Given this property, we can derive the conditional expectation and the conditional
variance of Xt with respect to the past information Xt−1, what we summarize in the
following lemma.
Lemma 2.1 Under the model assumptions and assuming St i.i.d. sequences of ran-
dom variables it follows that the conditional expectation of Xt with respect to the
past realizations Xt−1 is defined as
E(Xt | Xt−1 = x) =
K∑
k=1
pikmk(x) (2.7)
and its conditional variance is defined as
var(Xt | Xt−1 = x) =
K∑
k=1
pik
(
m2k(x) + σ
2
k(x)
)
−
(
K∑
k=1
pikmk(x)
)2
. (2.8)
Remark 2.2 For the conditional variance, let us observe that
K∑
k=1
pikm
2
k(x)−
(
K∑
k=1
pikmk(x)
)2
is non negative since the square function is convex. It takes the value zero if we
consider mj(x) = mk(x) for all j, k = 1, · · · , K. Therefore, we can derive the
smallest value of the volatility, which we can write as follows
K∑
k=1
pikσ
2
k(x).
We can consider the latter as baseline for the volatility at each time instant.
Let us now present a proof of the above lemma.
Proof: By definition, the conditional expectation can be written as
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E(Xt | Xt−1 = x) =
K∑
k=1
mk(x)E(St,k | Xt−1 = x)
+
K∑
k=1
σk(x)E(St,kt | Xt−1 = x).
For the first part of this equation we need to apply the result from equation 2.5 and
for the second part we use the fact that St and t are uncorrelated, conditioned on
the past information.
For the proof of the conditional variance, it suffices to derive the conditional second
moment, i.e.
E(X2t | Xt−1 = x) =
K∑
k=1
pik(m
2
k(x) + σ
2
k(x)).
To prove it let us remark that
X2t =
K∑
k=1
St,k(m
2
k(Xt−1) + 2tmk(Xt−1)σk(Xt−1) + 2tσ2k(Xt−1))
and the proof is similar to that for the conditional expectation. The conditional
variance is then obviously derived.
Once we have derived the conditional moments, let us now derive the conditional
distribution under mild assumptions.
2.4.2 Conditional Distribution
Since in the case of the mixture of time series the conditional distribution can be
multi-modal, one has the feeling that the conditional mean may not be the best
predictor of the future values of the series. However, the merits of our model partly
find their justification in their ability to provide nice formula for the conditional
distribution with respect to the past information. For sake of simplicity, if we then
assume that the t,i = t,j = t ∀ i, j = 1, · · · , K, are i.i.d. normally distributed, the
conditional distribution of Xt given Xt−1 = x is given in the following lemma.
Lemma 2.3 We consider the model assumptions, St i.i.d. random variables and the
t,i = t,j = t ∀ i, j = 1, · · · , K,
i.i.d. standard normally distributed. Then, it follows that
F (Xt | Xt−1 = x) =
K∑
k=1
pikΦ
(
Xt −mk(x)
σk(x)
)
, (2.9)
where Φ is the cumulative distribution of the standard normal distribution.
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Proof: To prove it, let us first consider its conditional density, i.e.,
f(Xt | Xt−1 = x) =
K∑
k=1
f(Xt, Qt = k | Xt−1 = x)
= f(Xt | Qt = k,Xt−1 = x)f(Qt = k | Xt−1 = x)
where f(Qt = k | Xt−1 = x) denotes the conditional probability weights of Qt
given Xt−1 = x.
By an application of the Tower property and the definition of the conditional density,
we obtain
f(Qt = k | Xt−1 = x) = f(St,k = 1 | Xt−1 = x)
= E(E(St,k | Xt−1 = x,Qt−1) | Xt−1 = x)
= pik
by equation 2.5. The integration of the conditional density with respect to Xt con-
cludes the proof of the conditional distribution.
Having this representation one can define the conditional log-likelihood as
l =
∑
t
log
{
K∑
k=1
pikΦ
(
Xt −mk(x)
σk(x)
)}
. (2.10)
However, we have to remark that, even under i.i.d. assumption on the St, a di-
rect computation of this quantity (l) may be computationally too demanding. This
is partly because we have to compute the logarithm of a sum. To overcome this
type of problem, we will propose an alternative solution for the computation of the
conditional log-likelihood in a later chapter by making use of the hidden structure.
2.5 Geometric Ergodicity
In time series analysis, we are generally interested in the stability of the model,
i.e., in ergodicity. This is partly because of the theoretical importance of stationar-
ity. However, it seems to appear that geometric ergodic models are very important
since the rate of approaching stationarity ought to be fast enough for the stationary
assumption to be relevant. Stability will therefore be the main purpose of this sec-
tion in which we will find some sufficient conditions for determining whether the
switching nonlinear autoregressive processes are geometric ergodic, what we will
make clear in the coming sections.
Several authors have devoted works on stability conditions for nonlinear autoregres-
sive processes, this is the case in Doukhan and Ghindes [19], Tong [84], Gue´gan
and Diebolt ( [38], 1994), Maercker ( [66], 1995), Masry and Tjostheim [67] or
more recently Z. Lu [63]just to name a few. In the switching setting we have some
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work by Stockis et al ( [83], on mixture of first order nonlinear AR-ARCH) and
Yao et al [98] under some particular assumptions, among others.
Under weaker assumptions, we propose the geometric ergodic property of our pro-
cess as defined in equation 2.2. For this purpose, we need to rely on (St, Xt)′ and
therefore it will suffice to prove that ζt = (St, Xt, · · · , Xt−p+1)′ is a geometric er-
godic Markov Chain.
2.5.1 Assumptions, Markov and Feller Properties of the Chain
Before we move toward the geometric ergodic proof, let us first set down some
assumptions and derive some properties that will help us to achieve our goal.
A. 2.4 (Regularity Assumptions)
1. The process {Qt} is a first order stationary Markov Chain (S.M.C.) which is
irreducible and aperiodic with initial stationary distributionpi = (pi1, · · · , piK)
and transition probability matrix A.
2. The i.i.d. random variables t have positive probability density function φ on
R that is continuous, moreover they have zero expectation and finite variance;
w.l.o.g. we will assume the latter equal to 1.
3. The functions mk and σk are continuous on Rp , and σk are bounded away
from zero, i.e. inf{σk(u) : u ∈ Rp} > 0 ∀ k ∈ {1, · · · , K}.
4. There exist αk, dk ∈ Rp with dk,i ≥ 0, i = 1, · · · , p, such that, as ‖u‖ → ∞,
mk(u) =
p∑
i=1
αk,iui + o(‖u‖) and σ2k(u) =
p∑
i=1
dk,iu
2
i + o(‖u‖2).
As alternative to A.2.4-1, we can simply consider an irreducible and aperiodic chain
and the stationary condition will follow directly, hence, we will avoid any redun-
dancy.
Assumptions A.2.4-2 to 4 are analogous conditions due to Masry and Tjostheim
[67] where they considered stability conditions for NAR-ARCH (p). The difference
in our context is due to the GMAR-ARCH (p) with continuous autoregressive and
volatility functions. Moreover, assumption A.2.4 4 does not imply that the model
has to be parametric or linear in a certain sense. It just means that if the previous
realizations of the observed process are large enough, one can prevent any explosion
of the process to infinity by approximating the process with a parametric model as
defined in the assumption.
Having stated the above assumptions (A.2.4), let us first state and prove that ζt is a
Markov Chain.
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Lemma 2.5 Assuming the model assumptions and Qt first order stationary M.C., it
follows that ζt is a Markov Chain.
Proof: To prove the above assertion, let us rewrite ζt =
(
St
Ut
)
with Ut =
(Xt, · · · , Xt−p+1)′ and prove the claim.
Since St is a M.C., by Definition 6.1.3 in Duflo [20], there exists a measurable func-
tion F and a sequence ηt of identically distributed random variables, independent of
t, St−1 such that
St = F (St−1, ηt).
Writing
Ut =

Xt
.
.
.
Xt+1−p
 =

∑K
k=1 St,k(mk(Xt−1) + σk(Xt−1)t)
Xt−1
.
.
Xt+1−p

it follows that ζt is a Markov Chain with state space Ω ⊂ K × Rp.
Given the previous lemma, we can now make sure that ζt satisfies some well-known
and useful Markov properties.
Lemma 2.6 Under the model assumptions and A. 2.4 the chain {ζt} is irreducible
and aperiodic. Moreover the chain has the Feller property, i.e. consider P as the
transition probability kernel, then the mapping
Ph(ζ) =
∫
P (ζ, dy)h(y), ζ ∈ K × Rp
is bounded and continuous whenever h is a bounded, continuous function.
Proof: Consider A ∈ B, A ⊆ Ω = K × Rp with λ(A) > 0, (λ = νµp is the
product of the counting measure ν on IK = {1, · · · , K} and the Lebesgue measure
µp on Rp) and ζ1 =
(
S
U1
)
. Using the technique by Tong [84] for the generalized
nonlinear autoregressive model of order p that we extend to our model.
First, we remark that is it is sufficient to consider A = {s∗} × B for s∗ ∈ K and
B ⊆ Rp a Borel set, as, due to the finiteness of K, any A can be written as finite
disjoint union of such sets. Furthermore, choose k∗ such that S∗j = 1 for j = k∗, 0
else. We start with the case case p = 1, i.e. Xt = Ut. Then, the one-step transition
probability give that we start in ζ1 = (S1, X1)′ = (s, x)′ is with Sj = 1 for j = l, 0
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else:
P
((
S2
X2
)
∈ A | S1 = s,X1 = x
)
= P (Q2 = k,X2 ∈ B | Q1 = l, X1 = x)
= P (X2 ∈ B | Q2 = k,Q1 = l, X1 = x)P(Q2 = k|Q1 = l, X1 = x)
= al,kP(mk(x) + σk(x)2 ∈ B)
= al,k
∫
B
1
σk(x)
φ
(
u−mk(x)
σk(u)
)
du
= al,kbk(x) (2.11)
For more than one step, we have analogous
P
((
S3
X3
)
∈ A | S1 = s,X1 = x
)
=
K∑
j=1
al,jaj,k
∫
B
∫
R
1
σk(y)
φ
(
u−mk(y)
σk(y)
)
1
σj(x)
φ
(
u−mj(x)
σj(u)
)
dydu
=
K∑
j=1
al,jaj,kbj,k(x) (2.12)
and doing so iteratively one obtains
P
((
St+1
Xt+1
)
∈ A | S1 = s,X1 = x
)
=
K∑
j1,··· ,jt=1
al,j1 · · ·ajt,kbj1,··· ,jt,k(x)
As φ is strictly positive and the σk(x) are bounded away from 0 by A. 2.4, there is
some δx,t > 0 such that bj1,··· ,jt,k(x) ≥ δx,t > 0 for all j1, · · · , jt, k, i.e.
P
((
St+1
Xt+1
)
∈ A | S1 = s,X1 = x
)
≥ δx,t(At)l,k > 0 (2.13)
for some t as the Markov chain Qt is irreducible by A. 2.4. Therefore, A can be
reached from any initial state
(
s
x
)
, and {ζt} is therefore irreducible and, analogously
due to the aperiodicity of Qt aperiodic.
For the case p > 1, the argument is essentially the same. One only has to take care
of the fact that Ut,j = Ut−1,j−1, 2 ≤ j ≤ p such that usually an arbitrary set A with
positive measure can be reached only after at least p steps.
Hence the chain {ζt} is irreducible and aperiodic. That {ζt} has a Feller property
follows from the definition of the weak Feller property, the fact that the mk, σk are
continuous and the σk are bounded away from zero.
In the coming sections we recall what it means for a stochastic process to satisfy the
geometric ergodic property, present characterization and derive the property for the
mixture of first order and higher GMAR-ARCH as well. Last but not the least, at
the end of this chapter we derive some consequences of the asymptotic stability.
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2.5.2 Asymptotic Stability and Small Sets
Let us first present two preliminary definitions. For this purpose, let us consider Xn
Markov Chain on (X,B(X)) with transition kernel P.
Definition 2.5.1 Small set and petite set
1. A setC ∈ B(X) is called a small set if there exists anm > 0, and a non-trivial
measure νm on B(X), such that for all x ∈ C,B ∈ B(X),
Pm(x,B) ≥ νm(B)
2. A set C ∈ B(X) is νa-petite if there exists a probability measure a = {a(n)}
on N such that
∞∑
n=0
a(n)P n(x,B) ≥ νa(B), ∀x ∈ C,B ∈ B(X),
where νa is a non trivial measure on B(X).
From the above definitions, one can observe that a small set is obviously a petite set.
Lemma 2.7 Let us assume {ζt} satisfies the conditions of Lemma 2.6. Suppose
there exist a small set C, a non negative measurable function g, and constants 0 <
r < 1, γ > 0 and B > 0 such that
E
(
g(ζt) | ζt−1 =
(
S
x
))
< rg
(
S
x
)
− γ,
(
S
x
)
6∈ C
E
(
g(ζt) | ζt−1 =
(
S
x
))
< B,
(
S
x
)
∈ C.
Then the chain {ζt} is geometrically ergodic, i.e. ζt is ergodic with stationary prob-
ability distribution measure λ and there exists a positive constant ρ < 1 such that
‖P n(. | ζ)− λ‖TV = O(ρn),
where
P n(B | ζ) = P (ζn ∈ B | ζo = ζ), B ∈ B
is the conditional distribution of ζn given ζo = ζ and ‖ ‖TV is the total variation
norm.
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Proof: Note that the assumptions of the lemma 2.6 ensure that the chain {ζt} is
irreducible and aperiodic and the rest of the proof follows by using the fact that
under this observation, the lemma is just a version of Theorem A1.5 of the book by
Tong [84]. One can also refer, e.g. to Tweedie (1975) for the proof of this lemma.
To make use of this lemma we essentially need to provide the function g and prove
the existence of a small set. Let us first prove the existence of this small set.
Lemma 2.8 Let A.2.4 hold, then every compact set is a small set.
Proof: During the proof of this lemma, we will refer to Lemma 2.6 from this
section and apply several properties from the book by Meyn and Tweedie [70]. Let
us now consider ζt as irreducible chain for λ. By Proposition 4.2.2 (i) there exists a
maximal probability measure ψ for which ζt is ψ-irreducible. Let A ⊆ Ω = K×Rp
belongs to the σ-algebra defined on Rp × K with λ(A) > 0, then for all x ∈ Ω we
have
L(x,A) = Px(ζ ever enters A) ≥ P (x,A) > 0
as in the proof of Lemma 2.6. Hence, by Proposition 4.2.2 (iii) ψ(A) > 0, i.e.
the interior of the support of ψ is nonempty. Therefore, by Lemma 2.6 ζt is ψ-
irreducible, weak Feller and supp(ψ) has a nonempty interior. Here one can con-
sider the trivial topology define on K, i.e. for every s ∈ K has a neighborhood-
system {s} and all the subsets of K containing s. Hence for this topology every
subset of K is open and closed and compact too. For Rp we can consider, e.g. any
usual topology, and therefore, derive the product topology for the system.
By Proposition 6.2.8 (ii ) all compact subsets of Ω are petite. However, ζt is an
irreducible and aperiodic chain for which all compact set are petite, it follows from
Theorem 5.5.7 that all compact sets are small set of ζt. We have then proved the
existence of a small set for the chain.
After the proof of the existence of small set it remain to make a suitable choice
of this set and also a choice of the stabilization function to achieve the geometric
ergodicity. For this purpose, we proceed in two steps. We first consider the case
where p = 1 and later on extend the results obtained for p = 1 to the case p ≥ 1.
2.5.3 Geometric Ergodic Conditions for First Order GMAR-ARCH
Let us consider p = 1 and define g
(
S
U
)
= 1 + ‖U‖2, i.e.,
g(ζt) = 1 +X
2
t
= 1 +
(
K∑
k=1
St,k(mk(Xt−1) + σk(Xt−1)t)
)2
= 1 +
K∑
k=1
St,k
(
m2k(Xt−1) + σ
2
k(Xt−1)
2
t + 2mk(Xt−1)σk(Xt−1εt)
)
.
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We obtain the following theorem
Theorem 2.9 Let p = 1 and suppose A.2.4 holds. If
max
l∈{1,··· ,K}
lim sup
|x|→∞
∑
k (m
2
k(x) + σ
2
k(x)) al,k
x2
< 1,
with P(Qt = k | Qt−1 = l) = al,k. Then ζt is geometrically ergodic.
To a certain extent this theorem is the analog of the Proposition 2.1 in Stockis et al
[83] where they considered a mixture of first order NAR-ARCH and found condi-
tions under which the geometric ergodic property is satisfied.
Proof: The existence of a small set is provided by the previous lemma. To con-
clude the proof, we just need to make a suitable choice of such a set and find a
function g(ζ) ≥ 1 β > 0 and a constant M > 0 such that
E
(
g(ζt) | ζt−1 =
(
s
x
))− g(s
x
)
g
(
s
x
) ≤ −β for ‖ζt−1‖ > M.
Consider g as defined before the theorem, it follows that
E
(
g(ζt) | ζt−1 =
(
s
x
))− g(s
x
)
g
(
s
x
)
=
∑
k((m
2
k(x) + σ
2
k(x))E(St,k | St−1 = s)− x2
1 + x2
≤ max
l
∑
k((m
2
k(x) + σ
2
k(x)) al,k
x2
− 1
≤ −β
for ‖ζ‖ > M as maxl∈{1,··· ,K} lim sup|x|→∞
P
k(m2k(x)+σ2k(x))al,k
x2
< 1.
2.5.4 Geometric Ergodic Conditions for Higher Order GMAR-ARCH
Let us now consider the case where p ≥ 1 and assume the decomposition of the mk
and σk as stated in in A.2.4. In this context we reformulate the above theorem to
derive the following analogous.
Theorem 2.10 Consider the Markov Chain defined by {ζt}. If A. 2.4 holds and
max
l∈{1,··· ,K}

K∑
k=1
al,k
( p∑
i=1
|αi,k|
)2
+
p∑
i=1
di,k
 < 1,
where the αi,k, βi,k are coefficients considered in the decompositions assumed in A.
2.4. Then {ζt} is geometric ergodic.
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The theorem can be interpreted in different ways, but we will rather point out the
simple fact that the process can remain stationary if the probability of moving from
a non stationary state to a stationary one is high enough and conversely if the prob-
ability of moving from a stationary state to a non stationary state is small enough.
This is much clearer if we consider the simple case of independent mixture, i.e. the
case where the processes St,k are considered as independent sequences of stationary
random variables. In this case the process will be stationary if the probability of
being in a non stationary state is very small and that of being in a stationary one is
high enough. Before we give a proof of the theorem, let us state a corollary related
to the latter case.
Corollary 2.11 Consider the process {ζt} with St a sequence of i.i.d. random vari-
ables, suppose A. 2.4 holds and
K∑
k=1
pik
( p∑
i=1
|αi,k|
)2
+
p∑
i=1
dk,i
 < 1,
where pik is the probability of being in the state k. Then {ζt} is geometric ergodic.
From this corollary we can derive the following one if we consider a pure mixture
of ARCH ( p) processes.
Corollary 2.12 For a mixture of K ARCH ( p) processes, i.e. mk ≡ 0 for all k
and σ2k(u) = ωk +
∑p
i=1 dk,iu
2
i and St a sequence of i.i.d. random variables, if
K∑
k=1
pik
(
p∑
i=1
dk,i
)
< 1,
then {ζt} is geometric ergodic.
These corollaries follow directly from the previous theorem by considering the spe-
cial case where the the Hidden Markov Chain is considered a sequence of i.i.d.
random variables.Therefore, we rather present a detailed proof of Theorem 2.10.
Proof: In the proof of this theorem we will assume the existence of a small set
first established in the previous lemma. The rest of the proof consists of finding a
suitable function g and a small set as above. Let us recall that
Ut =

Xt
.
.
.
Xt+1−p
 =

∑K
k=1 St,k(mk(Xt−1) + σk(Xt−1)t,k)
Xt−1
.
.
Xt+1−p
 ,
ζt =
(
St
Ut
)
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and define
g(ζt) = 1 + h(Ut)
= 1 +X2t + bp−1X
2
t−1 + · · ·+ b1X2t−p+1,
where the coefficients bp−1, · · · , b1 will be suitably chosen later. Now, given
max
l∈{1,··· ,K}

K∑
k=1
al,k
( p∑
i=1
|αi,k|
)2
+
p∑
i=1
dk,i
 < 1,
let us now compute
E (g(ζt+1) | Ut = u, St = s) ,
i.e.
E (g(ζt+1) | Ut = u, St = s) = 1 + E
(
X2t+1 | Ut = u, St = s
)
+bp−1X2t + · · ·+ b1X2t−p+2.
To do so, let us first compute
E
(
X2t+1 | Ut = u, St = s
)
= E
(
K∑
k=1
St+1,k(m
2
k(Ut) + σ
2
k(Ut)) | Ut = u, St = s
)
=
K∑
k=1
al,k(m
2
k(u) + σ
2
k(u))
by an application of the stationary assumption on St, l denotes the non-vanishing
coordinate of s. Now using the linear decomposition on the autoregressive and
volatility functions defined A. 2.4, Equation 4, it follows that
E
(
X2t+1 | Ut = u, St = s
)
=
K∑
k=1
al,k

(
p∑
i=1
αk,iui + o(‖u‖)
)2
+
p∑
i=1
dk,iu
2
i + o(‖u‖2)

=
p∑
i=1
(
K∑
k=1
al,k(α
2
k,i + di,k)
)
u2i + 2
p−1∑
i=1
p∑
j=i+1
(
K∑
k=1
al,kαi,kαj,k
)
uiuj
+ o (‖u‖)
p∑
i=1
(
K∑
k=1
al,kαi,k
)
ui + o
(‖u‖2)
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Since ab ≤ |ab| and 2ab ≤ a2 + b2 for all a, b real numbers, we can decompose the
above expectation in the following way.
E
(
X2t+1 | Ut = u, St = s
) ≤ p∑
i=1
(
K∑
k=1
al,k(α
2
k,i + di,k) + bi
)
u2i
+
p−1∑
i=1
p∑
j=i+1
K∑
k=1
al,k |αi,kαj,k|
(
u2i + u
2
j
)
+ o
(‖u‖2) .
Hence,
E (g(ζt+1) | Ut = u, St = s)
≤ 1 +
(
K∑
k=1
al,k(α
2
p,k + dp,k + |αp,k|
∑
j 6=p
|αj,k|)
)
u2p
+
p−1∑
i=2
(
K∑
k=1
al,k(α
2
k,i + dk,i + |αk,i|
∑
j 6=i
|αj,k|) + bi
)
u2i
+
(
K∑
k=1
al,k(α
2
1,k + d1,k + |α1,k|
∑
j 6=1
|α1,k|) + b1
)
u21 + o
(‖u‖2) ,
i.e.
E (g(ζt+1) | Ut = u, St = s)
≤ 1 +
(∑K
k=1 al,k(α
2
p,k + dp,k + |αp,k|
∑
j 6=p |αj,k|)
bp−1
)
bp−1u2p
+
p−1∑
i=2
(∑K
k=1 al,k(α
2
k,i + dk,i + |αk,i|
∑
j 6=i |αj,k|) + bi
bi−1
)
bi−1u2i
+
(
K∑
k=1
al,k(α
2
1,k + d1,k + |α1,k|
∑
j 6=1
|α1,k|) + b1
)
u21 + o
(‖u‖2) .
Choose the bi in such a way that
max
l
K∑
k=1
al,k(α
2
1,k + d1,k + |α1,k|
∑
j 6=1
|α1,k|) + b1 < 1,
max
l
∑K
k=1 al,k(α
2
k,i + dk,i + |αk,i|
∑
j 6=i |αj,k|) + bi
bi−1
< 1 i = 2, 3, · · · , p− 1
max
l
∑K
k=1 al,k(α
2
p,k + dp,k + |αp,k|
∑
j 6=p |αj,k|)
bp−1
< 1.
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Such bi exits due to the assumption that
max
l∈{1,··· ,K}

K∑
k=1
al,k
( p∑
i=1
|αi,k|
)2
+
p∑
i=1
dk,i
 < 1.
Moreover, we can choose them in such a way that
max
l
K∑
k=1
al,k(α
2
p,k + dp,k + |αp,k|
∑
j 6=p
|αj,k|) < bp−1
and
max
l
K∑
k=1
al,k(α
2
k,i + dk,i + |αk,i|
∑
j 6=i
|αj,k|)
< bi−1 <
1−max
l
i∑
v=1
K∑
k=1
al,k(α
2
v,k + dv,k + |αv,k|
∑
j 6=v
|αv,k|)
for i = 1, · · · , p− 1. Taking
r = max
{
max
l
K∑
k=1
al,k(α
2
1,k + d1,k + |α1,k|
∑
j 6=1
|α1,k|) + b1,
max
l
∑K
k=1 al,k(α
2
k,i + dk,i + |αk,i|
∑
j 6=i |αj,k|) + bi
bi−1
,
for i = 2, · · · , p− 1
max
l
∑K
k=1 al,k(α
2
p,k + dp,k + |αp,k|
∑
j 6=p |αj,k|)
bp−1
}
it follows that
E
(
g(ζt+1) | ζt =
(
S
U
))
≤ rg
(
S
U
)
+ o
(‖U‖2)
= (r + o(1))g
(
S
U
)
− 1.
Then, we need to choose δ large enough, such that r+ o(1) < r0 < 1 for ‖ζ‖ >
δ. Setting C = {‖ζ‖ ≤ δ}, we obtain the small set with positive measure and
conclude the proof.
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2.6 Some Applications
Let us consider some examples.
First, we are given as observation a single process, e.g., an AR-ARCH ( 1), i.e. a
process of the type
Xt = αXt−1 +
√
(β + dX2t−1)Zt, t ∈ Z (2.14)
where the Zt are i.i.d. distributed with mean zero and unit variance.The geometric
ergodic condition for such a model can be summarized by the following condition
α2 + d < 1.
This equation represents the classical stationarity condition for a first order AR-
ARCH process.
If we, however consider a mixture of two AR-ARCH (1) processes with constant
autoregressive coefficients α1 and α2, volatility coefficients β1, β2, d1, d2 and con-
stant state probabilities 0 < pi < 1 of being in one state and 1 − pi of being in the
other, i.e. we assume
Xt =
{
α1Xt−1 +
√
(β1 + d1X2t−1)t with probability pi
α2Xt−1 +
√
(β2 + d2X2t−1)ζt with probability 1− pi
with t, ζt independent sequences of i.i.d. random variables with zero expectations
and unit variances. Then, the geometric ergodic condition for this independent mix-
ture is given by the representation
pi(α21 + d1) + (1− pi)(α22 + d2) < 1.
If pi ≈ 1, then the parameter of the second AR-ARCH process may violate the
stationarity condition, i.e. α22 + d
2
2 > 1, though the mixture process is geometric
ergodic.
Before we present some other corollaries of the previous theorem, let us define and
comment some mixing conditions.
2.6.1 Mixing Conditions
Definition 2.6.1 Let (Ω,A,P) be a probability space, B and C two sub sigma-
algebra ofA. Let us define
α = α(B, C) = sup
B∈B
C∈C
|P(B ∩ C)− P(B)P(C)|
{Xt, t ∈ Z} is said to be α-mixing or ( strongly mixing) if
αk = sup
t∈Z
α(σ(Xs, s ≤ t), σ(Xs, s ≥ t + k)→ 0
k→∞
. (2.15)
The process {Xt} is said to be α-mixing with geometrically decreasing mixing co-
efficients if αk ≤ a1e−a2k, k ≥ 1 for some a1, a2 > 0.
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If {Xt, t ∈ Z} is stationary, the sup can be omitted. As one can remark, the mixing
property for a given series can be considered as an asymptotic measure of indepen-
dence. More details on this topic can be found in Doukhan [18] and Bosq [10]
among others.
Corollary 2.13 Under the assumption of Theorem 2.10 the process {ζt} is expo-
nentially α-mixing. Hence, {St} and {Xt} are also exponentially α-mixing
Proof: The proof follows by observing that {ζt} is geometric ergodic and using
the lemma by Davydov ( [14], 1973). In this lemma he proved that every geometric
ergodic Markov Chain {ζt} for which {ζ0} is distributed according to its initial
stationary distribution, is exponentially α-mixing.
In this section we have set conditions that ensure the geometric ergodic property of
our model. We have therefore provided conditions for which the model is asymp-
totic stationary and satisfies some mixing conditions. This result has confirmed our
intuition that a process can be considered (globally) as stationary although some
phases of the process are not stationary. Furthermore, we can consider some other
advantages that we will find in some applications, namely in data analysis or data
mining. Usually people use some rules of thumb to remove the outlier and work
with the rest of the data, but under our setting we will expect one of the sub-models
to get rid of them. However, we need to mention that the choice of the autoregres-
sive order p, the order of the hidden process and its number of state are well-known
problems and may be interesting and exciting area for further investigations.
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3 Neural Networks and Universal Approximation
In this section we discuss the universal approximation property of some classes of
parametric functions and apply the general theory to some classes of Neural Net-
work functions. Let us first present a more general theory and its related results.
3.1 Universal Approximation for some Parametric Classes of Func-
tions
The aim of this section is to study the general problem of estimating the autore-
gressive functions by fitting functions from parametric classes increasing with the
sample size.
3.1.1 Generalities
In this subsection we essentially present and comment the assumptions we need to
establish the universal approximation property delivered by some classes of para-
metric functions. Let us recall the model and the stochastic nature of the hidden
process Qt.
Xt =
K∑
k=1
St,k(mk(Xt−1) + σk(Xt−1)t,k) with St,k =
{
1 if k = Qt
0 otherwise.
(3.1)
Assume the t are i.i.d. random variables independent of the past information, t
and St are uncorrelated conditioned on the past information and EX 2t <∞.
Let us define the nonlinear least squares (NLLS) of the mk as follows
n∑
t=1
(Xt −
K∑
k=1
St,kmk(Xt−1))2 =
n∑
t=1
K∑
k=1
St,k(Xt −mk(Xt−1))2 (3.2)
We discuss the problem of estimating at each time instant the autoregressive func-
tions mk by fitting some functions from parametric classes increasing with sample
size n.
Based on the observed process Xt and the hidden process St we will consider
the stochastic process {(Xt,Xt−1, St), t ∈ Z} defined on a complete probabil-
ity space (Ω,F ,P) with Xt ∈ R, Xt−1 ∈ Rp and St = (St,1, · · · , St,K) ∈ K. It
follows by equation 3.1, that at each time instant one and only one component of St
takes the value 1 and the others take the value 0.
Let F s−∞ be the σ-algebra generated by (Xt, St) for t ≤ s and let F∞s the σ-algebra
generated by (Xt, St) for t ≥ s.
A. 3.1 Let us assume (Xt, St) to be α-mixing with geometrically decreasing rate.
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One can refer to Chapter 2, Definition 2.6.1 to an introduction on the mixing condi-
tions. In fact, in the previous chapter, it was proved that this assumption holds under
mild conditions.
Remark 3.2 Assumption A.3.1 implies that the process {(Xt,Xt−1, St)} isα-mixing
with mixing coefficients, up to a constant factor (i.e. αY (k) ≤ αζ(k−p)), decreasing
as those of {(Xt, St)}.
Proof: To see the above remark, let us define ζt = (Xt, St) and Yt = (Xt,Xt−1, St).
It follows that
Fn−∞(Y ) = σ(Yt, t ≤ n) ⊆ σ(ζt, t ≤ n) = Fn−∞(ζ)
and
F∞n+k(Y ) = σ(Yt, t ≥ n+ k) ⊆ σ(ζt, t ≥ n+ k − p) = F∞n+k−p(ζ).
Furthermore, it follows by definition of the mixing coefficient that αY (k) ≤ αζ(k−
p) for k − p > 0.
Now, let us consider Gn,k k = 1, · · · , K, to be increasing classes of functions, each
containing the null function and defined from Rp −→ R, depending on the sample
size. Let us also define increasing classes of functions
Gn = {g = (g1, · · · , gK); gk ∈ Gn,k, k = 1, · · · , K},
Dn = {sgT ; s ∈ K, g ∈ Gn}
At each time instant we want to estimate the suitable mk by minimizing the
average nonlinear least squares error, i.e.
mn = (mn,1, · · · , mn,K)
= arg min
g∈Gn
1
n
n∑
t=1
K∑
k=1
St,k(Xt − gk(Xt−1))2 (3.3)
If we were to set K = 1, we should realize that this problem goes back to the
broad class of non-parametric regression estimates based on Grenander’s method of
Sieves. Now, to claim the consistency of such function estimates we will assume the
denseness of D∞ in L2(λ), i.e. the space of square integrable functions on Rp × K
w.r.t. λ the stationary law of (Xt, St).
If we set dn(z, s) = mn(z)sT , then dn minimizes over all d = gsT ∈ Dn
1
n
n∑
t=1
(
XtSte
T − d(Xt−1, St)
)2
=
1
n
n∑
t=1
K∑
k=1
St,k (Xt − gk(Xt−1))2 (3.4)
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where e = (1, · · · , 1) ∈ RK and where we have used that exactly one St,k = 1 and
the others are 0. Using Lemma 10.1 of Gyo¨rfy et al [39] one can prove that for
d∞(z, s) = m(z)sT∫ ∫
|dn(z, s)− d∞(z, s)|2λ(dz, ds)
≤ 2 sup
d∈Dn
∣∣∣∣∣1n
n∑
t=1
K∑
k=1
(XtSte
T − d(Xt−1, St))2 − E
K∑
k=1
(X1S1e
T − d(X0, S1))2
∣∣∣∣∣
+ inf
d∈Dn
∫ ∫
|dn(z, s)− d∞(z, s)|2λ(dz, ds) (3.5)
i.e. the integrated squared error is bounded by a random estimation error and L2(λ)
approximation error.
As example, we can consider the Gn,k to be given sets of feedforward networks,
which we will discuss in the next section, or as series expansions
Gn,k =

Hnk∑
j=1
ajΨj, a1, · · · , aHnk ∈ R,
Hnk∑
t=1
|aj| ≤ 4nk

for some given basis {Ψi} of functions of L2(µ), satisfying the denseness assump-
tion on Gk,∞ = ∪n≥1Gn,k for Hnk −→ ∞,4nk −→ ∞ for all k. White and
Wooldridge [92], or recently Gyo¨rfy et al [39] considered this class of functions
without the assumption of the change in the dynamic of the observed process.
Furthermore, if we consider n1, · · · , nK to be the number of realizations for each
dynamic of the process, we have
nk =
n∑
k=1
St,k
and it follows that
n1 + n2 + · · ·+ nK = n.
Since St is considered as a stationary Markov chain and by mean of some other
considerations on ergodic processes, the strong law of large number or the Ergodic
Theorem then implies,
nk
n
−→
a.s
pik as n −→∞.
For the consistency of estimates, instead of assuming uniform boundedness of the
function in G∞ (as in the universal approximation theory of Neural Networks as pre-
sented by White, e.g. in [91]), we will follow the approach of Gyo¨rfy et al [39].
Before we move into this direction, let us recall some definitions. Nevertheless, for
detailed information, one can refer to [39] on the following issues.
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3.1.2 Excursion to Lp Norm Covers and VC Dimension
In this section we provide a definition of the norm cover and also of the Vapnik-
Chervonenkis (VC) dimension. For this purpose, let us consider  > 0, G be a set of
functions from Rd −→ R, 1 ≤ p < ∞ and ν a probability measure on Rd. Now,
we can state the following
Definition 3.1.1 For a function f : Rd −→ R set
‖f‖Lp(ν) :=
{∫
|f(z)|pdν
} 1
p
.
Then, every collection of function g1, · · · , gN : Rd −→ R with the property that for
every g ∈ G there exists a j = j(g) ∈ {1, · · · , N} such that
‖g − gj‖Lp(ν) < ε
is called an ε-cover of G with respect to the ‖ ‖Lp(ν)
Analog definition can be given with respect to ‖ ‖∞. Instead of doing we now
consider Zn1 = (Z1, · · · , Zn) to be n fixed points in Rd. Let νn be the corresponding
empirical measure, i.e.
νn(A) =
1
n
n∑
i=1
1A(Zi) (A ⊆ Rd)
and state the following definitions.
Definition 3.1.2 a) Considering
‖f‖Lp(νn) =
{
1
n
n∑
i=1
|f(Zi)|
}1/p
,
any -cover of G w.r.t. ‖.‖Lp(νn) will be called an Lp-cover of G on Zn1 and
the -covering number of G w.r.t. ‖.‖Lp(νn) will be denoted by
N (,G, Zn1 ),
i.e. N (,G, Zn1 ) is the minimal n ∈ N such that there exist functions g1, · · · , gn :
Rd −→ R with the property that for every g ∈ G there is a j = j(g) ∈
{1, · · · , n} such that{
1
n
n∑
i=1
|g(Zi)− gj(Zi)|p
}1/p
< .
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b) Now, let A be a class of subsets of Rd and n ∈ N. Let Z1, · · · , Zn ∈ Rd and
define
S(A, {Z1, · · · , Zn}) = |{A ∩ {Z1, · · · , Zn} : A ∈ A}| ,
that is, S(A, {Z1, · · · , Zn}) is the number of different subsets of {Z1, · · · , Zn}
of the form A ∩ {Z1, · · · , Zn} A ∈ A.
Then, the nth shatter coefficient ofA is
S(A, n) = max
{Z1,··· ,Zn}∈Rd
S(A, {Z1, · · · , Zn}).
That is, the shatter coefficient is the maximal number of different subsets of n
points that can be picked out by sets fromA.
c) Finally, if we assumeA 6= ∅, the VC dimension ofA or VA is defined by
VA = sup{n ∈ N : S(A, n) = 2n}.
Thus, the VC dimension VA is the largest integer n such that there exists a set
G of n points in Rd that can be shattered byA, i.e.
S(A, G) = 2n.
In the remainder we will consider the L1 norm and use the definitions as stated in
this section.
3.1.3 Consistency of Least Squares Estimates
In this section we follow the approach by Gyo¨rfy et al [39] where the original least
squares estimate mn is replaced by a truncated version, that is for some sequence
4n −→∞ we consider
mˆn(z) = T4nmn(z) = (T4nmn,1(z), · · · , T4nmn,K(z)), (3.6)
where the truncation operator TL is defined as
TL(y) =
{
y if |y| ≤ L,
L× sign(y) otherwise.
We follow this approach as used in Franke et al [29] and extend it to the case of
GMAR-ARCH models, models like those defined in Equation 3.1. For this purpose
let us define
Gˆn = {T4ng(z), g ∈ Gn}
as the class of truncated functions of Gn. and correspondingly
Dˆn = {d = sgT ; s ∈ K, g ∈ Gˆn}.
We will assume the following
3.1 Universal Approximation for some Parametric Classes of Functions 28
A. 3.3 Dˆn is a class of bounded real-valued functions on Rp × K such that for all
δ > 0, n ≥ 1 there exists Kn(δ) such that for all z1, · · · , zn ∈ Rp, s1, · · · , sn ∈ K
there are d∗l ∈ Dˆn,l, l = 1, · · · , Kn(δ) with
∀ d ∈ Dˆn there is Kn(δ) such that 1
n
n∑
j=1
|d(zj, sj)− d∗l (zj, sj)| < δ (3.7)
Kn(δ) is a bound on the L1δ-covering number w.r.t. the empirical measure of
(zj, sj), j = 1 · · · , n, holding uniformly in that points. we can derive such a bound
from the corresponding bounds for the single function classes
Gˆn,k = {T4ngk, gk ∈ Gn,k}, k = 1, · · · , K.
Let for all k ≤ K, δ > 0, n ≥ K exists Kn,k(δ/K) such that for all z1, · · · , zn ∈ Rp
there are f ∗k,l ∈ Gˆn,k, l = 1, · · · , Kn,k(δ/K) with:
for any fk ∈ Gˆn,k there is an l ≤ Kn,k(δ/K) such that 1n
∑n
t=1
∣∣fk(zt)− f ∗k,l(zt)∣∣ <
δ/K.
Then, it follows that
1
n
n∑
j=1
|d(zj, sj)− d∗l (zj, sj)| =
1
n
n∑
j=1
|
K∑
k=1
sj,k(fk(zj)− f ∗k,lk(zj)|
≤
K∑
k=1
1
n
n∑
j=1
|(fk(zj)− f ∗k,lk(zj)| < δ (3.8)
if we choose d∗l (z, s) =
∑K
k=1 skf
∗
k,lk
(z) for suitable f ∗k,lk ∈ Gˆn,k.
We conclude
Kn(δ) ≤
K∏
k=1
Kn,k(δ/K),
compare also Lemma 16.14 of Gyo¨rfi et al [39] for a similar result.
For later reference as we shall need for the proof of universal approximation, we
note (as proved in [29]) that each δ-covering ofD w.r.t. z1, · · · , z2n is automatically
a 2δ-covering w.r.t. z1, · · · , zn, i.e.
Kn(2δ) ≤ K2n(δ), for all n ≥ K, δ > 0.
3.1.4 Universal Approximation
In this section we present the universal approximation property for various classes
of parametric functions under the main assumption that the observed process is con-
trolled by a hidden process that has a given fixed number K of states. To state the
main result, we need to provide some intermediate and technical results. For this
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purpose we extend Theorem 5.1 and Theorem 5.2 of Franke et al [29] to allow the
observed process to contain some heterogeneous phases or dynamics. Let us first
present a special case of Theorem 5.1 in [29].
Lemma 3.4 Let (Xt, St) be a stationary time series satisfying A. 3.1 and let Zt =
(Xt,Xt−1, St) be the corresponding stationary an α-mixing process in Pp+1 × K.
Let
G = {g = (g1, · · · , gK), gk ∈ Gk, k = 1, · · · , K}
be a set of measurable functions g with gk : Pp+1 → [0, B] for some B > 0 and let
H = {h(y, s) = g(y)sT , y ∈ Pp+1, s ∈ K, g ∈ G}
be the corresponding set of real-valued functions on Pp+1 × K. Then, for every
 > 0, n > 1
P
(
sup
h∈H
∣∣∣∣∣ 1n
n∑
t=1
h(Zt)− Eh(Z1)
∣∣∣∣∣ > 
)
≤ KH2n
( 
32
)
c1e
−c2√n/B
where c1, c2 > 0 are constants not depending on n, and KH2n denotes a bound on the
covering number forH.
The above lemma follows from Theorem 5.1 of [29] using that sk = 1 for exactly
one and only one k and, therefore, h : Pp+1 × K → [0, B], and, by the discussion
following A. 3.3,H satisfies A. 3.3 too. In particular we have
KHn ≤
K∏
k=1
Kn,k (δ/K)
where Kn,k(δ) is a bound on the covering number of Gk which compose
G = {g = (g1, · · · , gK), gk ∈ Gk}.
The next result is the analogous of Theorem 5.2 in [29] but under the main assump-
tion of the change in the dynamic of the observed process. As for the latter theorem,
this Lemma goes back to Theorem 10.2 of Gyo¨rfi et al [39] that was established
for i.i.d. random variables and extended to time series by Franke et al [29]. Addi-
tionally the denseness assumption helps us to get rid of the assumptions 10.9 resp.
(10.11) of Theorem 10.2 in [39]. The related lengthy proof follows under our set-
ting without any major changes. We simply use the Ergodic Theorem or the Strong
Law of Large numbers for time series, instead of the classical strong law of large
numbers. Therefore, we skip the proof here to simplify the presentation.
Lemma 3.5 Let {(Xt, St)} be a stationary stochastic process withXt ∈ R, St ∈ K
as defined in equation 3.1. Let us consider λ as the stationary distribution of
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(Xt−1, · · · , Xt−p, St). Let Gn ⊆ L2(λ) be an increasing class of functions
f = (f1, · · · , fK) : Rp+1 −→ RK , and mn the corresponding least squares esti-
mate of the autoregressive functions given by equation 3.3. For some sequence of
bounds 4n > 0 with limn−→∞4n = ∞, let mˆn = T4nmn(z) be the truncated
least squares estimate of equation 3.6 and let Gˆn be the set of truncated functions
T4nf, f ∈ Gn. Assume that the union G∞ of Gn is dense in L2(λ). Define
Vt =
K∑
k=1
St,k(TLXt − fk(Xt−1))2
with TLXt, denoting the random variable Xt truncated at ±L.
1. If for all L > 0
lim
n−→∞
E
{
sup
f∈Gˆn
∣∣∣∣∣ 1n
n∑
t=1
Vt − EV1
∣∣∣∣∣
}
= 0
then
E
∫ ∫ ( K∑
k=1
sk(mn,k(z)−mk(z))
)
λ(dz, ds) −→ 0 (n −→∞).
2. If, additionally, {(Xt, St)} is ergodic, and if for all L > 0
lim
n−→∞
sup
f∈Gˆn
∣∣∣∣∣ 1n
n∑
t=1
Vt − E
K∑
k=1
V1
∣∣∣∣∣ = 0 a.s.,
then
lim
n−→∞
∫ ∫ ( K∑
k=1
sk(mn,k(z)−mk(z))2
)
λ(dz, ds) = 0 a.s..
Given the two previous lemma we are in position to state and prove the general result
on the universal approximation property of some classes of parametric functions
under mild conditions.
Theorem 3.6 (Universal Approximation)
Let (Xt, St) as defined in equation 3.1 stationary stochastic process satisfying A.3.1,
i.e, an α-mixing condition with geometrically decreasing rate. Additionally, assume
St is an irreducible and aperiodic first order Markov Chain. Let Gn, n ≥ 1 be
classes of functions in L2(λ), such that their union G∞ is dense in L2(λ), and, for
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4n −→∞, the corresponding classes of truncated functions Gˆn satisfy A.3.3. Now,
let us define
κn(, n) = K logK2n,1
(

1284n
)
where Gˆn = {g = (g1, · · · , gK), gk ∈ Gˆn,k} and K2n,1 denotes a bound on the
covering number of Gˆn,k, k = 1, · · · , K. Let
mˆn(z) = T4nmn(z) = (T4nmn,1, · · · , T4nmn,K),
i.e. the truncated least squares estimate obtained from equations 3.3 and 3.6.
1. If, for n −→∞,42nκn(, n)/
√
n −→ 0 for all  > 0, then
E
∫ ∫ ( K∑
k=1
sk(mˆn,k(z)−mk(z))2
)
λ(dz, ds) −→ 0 (n −→∞).
2. If additionally,44n/n1−δ −→ 0 for some δ > 0, then∫ ∫ ( K∑
k=1
sk(mˆn,k(z)−mk(z))2
)
λ(dz, ds) −→ 0 a.s. (n −→∞),
i.e. the approximate is strongly universally consistent.
From this theorem one can say that the consistency proof of some classes of para-
metric functions can be reduced to the search for bounds on their covering number
(assuming the denseness property can be proved for these classes of functions). That
is what we shall investigate in the next section for some classes of Neural Networks.
Proof: The proof of this theorem is similar to that of Theorem 2.1 in [29] with
Lemma 3.4 and 3.5 replacing Theorem 5.1 and 5.2 in [29], with the slight differ-
ence that in this context we assume possible changes in the structure of the observed
process and allow the existence of non-stationary phases for this process. Therefore,
we have the following probability bound for large sample size with Vt as in Lemma
3.5
P
(
sup
f∈Gˆn
∣∣∣∣∣ 1n
n∑
t=1
Vt − EV1
∣∣∣∣∣ > 
)
≤ KH2n
( 
32
)
c1e
−c2n1/2/(442n),
where KH2n denotes the covering number (compare assumption A.3.3) of
Hn = {h : Rp+1×K −→ R, h(y, z, s) =
K∑
k=1
sk(TLy−fk(z))2 for some f ∈ Gˆn}.
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As in the proof Theorem 2.1 in [29], we have
KH2n
( 
32
)
≤ K2n
(

32(44n)
)
= K2n
(

1284n
)
,
and recalling that
K2n
(

1284n
)
≤
K∏
k=1
K2n,k
(

128K4n
)
≤
(
K2n,1
(

128K4n
))K
= eκn(,4n)
(like in Theorem 2.1 mentioned above) it follows that
E
∫ ∫ ( K∑
k=1
sk(mˆn,k(z)−mk(z))2
)
λ(dz, ds) −→ 0 (n −→∞)
if42nκn(, n)/n1/2 −→ 0.
The proof of the second part of this theorem can be written word for word like that
of the strong consistency as presented by Franke et al [29]. It can therefore be
omitted here.
3.2 Neural Networks as Universal Approximators
The aim of this section is the application of the universal approximation theory de-
veloped in the previous section to some classes of Neural Networks and the deriva-
tion of their universal approximation property. For this purpose, let us first focus on
the denseness property of some classes of network functions.
3.2.1 Density of Network Classes of Functions
In this section we recall the mathematical definition of the Neural Network, build
up special classes of networks to solve our problem and prove its denseness prop-
erty under mild assumptions. Thus, we want to prove that in our setting, at each
time instant, each autoregressive function mk can be well approximated by a given
network function. Let us recall that a network can be defined as follows
fHk(z, ωk) = βo,k +
Hk∑
h=1
βh,kψ(z
′γh,k + γh0,k),
where ωk ∈ RM(Hk) represents all the weights of the network function withM(Hk) =
Hk(2 + p) + 1, and Hk a given number of hidden neurons for this network.
From here on we will consider St,k as defined in equation 3.1. Let us then define,
Gk(Hk) = {fHk(z, ωk); ωk ∈ RM(Hk)},
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Gk = {fHk(z, ωk); ωk ∈ RM(Hk), Hk ≥ 1},
G(H) = {f = (fH1 , · · · , fHK ); fk ∈ Gk(Hk), k = 1, · · · , K}
where H = (H1, · · · , HK),
G = {(fH1, · · · , fHK ); fHk ∈ Gk, k = 1, · · · , K},
D(H) = {f(z, s) = sTg(z), g ∈ G(H)}
and
D = {f(z, s) = sTg(z), g ∈ G}.
In the following we consider only the sigmoid activation functions satisfying
A. 3.7 ψ is continuous and strictly increasing,
0 < lim
x−→∞
ψ(x) = ψ(∞) ≤ 1
and
−1 ≤ lim
x−→−∞
ψ(x) = ψ(−∞) ≤ 0.
We also define
Gn,k = Gk(Hn,k)
for some increasing sequence Hn,k, n ≥ 1. Obviously Gn,k is increasing with n and
their infinite union
Gk = ∪n≥1Gn,k
satisfies a density property that one can easily prove by a direct application of the
Lemma 3.1 in [29]. If we also define correspondingly
Dn = D(Hn), Hn = (Hn,1, · · · , Hn,K),
it is clearly an increasing sequence and
D = ∪n≥1Dn (3.9)
To apply Theorem 3.6 we need to prove that the functions in D are universal ap-
proximators for a large class of functions in the mean square sense w.r.t. λ. By
an extension of Lemma 3.1 in [29] to models with changes in their dynamics, we
obtain the following lemma that ensures the denseness property of some classes of
network functions.
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Lemma 3.8 (Density of Network Functions)
Let λ be a measure on Rp × K as defined previously. Let
‖f‖2,λ =

∫ ∫ ( K∑
k=1
skfk(z)
)2
λ(dz, ds)

1/2
denote the L2(λ)-norm. Let D be defined by 3.9 with activation function satisfying
A.3.7. Then, for any g ∈ L2(λ) and any  > 0, there exists a function f ∈ D such
that
‖f − g‖2,λ < 
Proof: To prove this we can simply observe that, as |sk| ≤ 1,
‖f − g‖2,λ ≤
K∑
k=1
‖fk − gk‖2,µ
where ‖ ‖2,µ represents the ‖ ‖2 with respect to the marginal measure µ on Rp
induced by λ. Moreover, for each of the gk, it follows by Lemma 3.1 in [29] the
existence of fk ∈ Gk such that
‖fk − gk‖2,µ < /K
and the proof of the lemma follows.
Once we have stated and proved the previous lemma we have almost all the in-
gredients needed for the application of Theorem 3.6 to Neural Network classes of
functions.
3.2.2 Consistency of Neural Network Estimates
We now consider the nonlinear weighted least squares estimate
mn(z) = (mn,1 · · · , mn,K)
of m(z) = (m1 · · · , mK) based on feedfoward networks, i.e.
mn(z) = (fHn,1(z; ωˆn,1) · · · , fHn,K (z; ωˆn,K)), (3.10)
where
(ωˆn,1, · · · , ωˆn,K) = arg min
(ω1,··· ,ωK)∈RM(Hn)
1
n
n∑
t=1
K∑
k=1
St,k(Xt − fHn,k(Xt−1, ωk))2 (3.11)
with M(Hn) = M(Hn,1) + · · ·+M(Hn,K).
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Theorem 3.9 Let {(Xt, St)} be a stationary stochastic process satisfying A.3.1. For
Hn,1, · · · , Hn,K −→ ∞,4n −→ ∞, let mˆn = T4nmn be the truncated estimate
of m given by equations 3.10 and 3.11. Assume ψ satisfies A.3.7, and let Hn =
min(Hn,1, · · · , Hn,K).
1. If for n −→∞,42nHn log(42nHn)/n1/2 −→ 0 for all  > 0, then
E
∫ ∫ ( K∑
k=1
sk(mn,k(z)−mk(z))2
)
λ(dz, ds) −→ 0 (n −→∞).
2. If additionally,44n/n1−δ −→ 0 for some δ > 0, then∫ ∫ ( K∑
k=1
sk(mn,k(z)−mk(z))2
)
λ(dz, ds) −→ 0 a.s. (n −→∞).
Proof: This proof is partly based on Lemma 3.8 which allows us to prove that D
is dense in L2(λ). Additional, by considering the proof of Theorem 3.6, we only
need to find a bound on the covering number of one of the subclasses of the network
functions we have considered. For this purpose we make use of 16.19 from the proof
of Theorem 16.1 of Gyo¨rfy et al [39] and the fact that Gˆn,k satisfies A.3.3 with
K2n,k
(

1284n
)
=
(
12e4n (Hn,k + 1)

1284n
)(2p+5)Hn,k+1
w.l.o.g. let us assume thatK2n,1 is the largest of theK2n,k, k = 1, · · · , K. Regarding
the remark after Lemma 3.4, we get as a bound on the covering number of Dˆ(
Kn,1
(

1284n K
))K
= eκn(,4n)
with
κn(,4n) = K{(2p+ 5)Hn,1 + 1} log
(
1536K 42n Hn,1/
)
.
By neglecting constant factors and terms of smaller order, the rest of the proof fol-
lows directly from Theorem 3.6.
In this chapter, under the assumption of change in the dynamic of the observed
process, the universal approximation property (of the autoregressive functions by
some functions) have been established for some classes of parametric function and
in particular for some classes of feedforward networks.However, the St are not ob-
served, and therefore, we need a numerical procedure for calculating the mn,k, k =
1, · · · , K, which is valid for n → ∞. In the next chapter, considering the hidden
process St in a more general context (than the nonlinear least squares) we will pro-
pose a version of the EM algorithm that helps to solve that problem.
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4 Hidden Markov Chain Driven Models for Change-
point Analysis in Financial Time Series
It is of great importance in mathematics to find conditions that on the one hand are
strong enough to have useful consequences, but on the other hand are weak enough
to hold (and be easy to check) for many interesting examples. In this spirit, we as-
sume in this chapter that the number of dynamics of the process is known and we
also assume that at each time instant given neural networks are able to properly es-
timate the autoregressive and the volatility functions. We can justify this in certain
extent by the universal approximation property established earlier.
In this Chapter, instead of computing the conditional log-likelihood directly, we pro-
pose an alternative approach. Indeed, we define a conditional likelihood based on
the hidden process and derive an analytical representation under normality assump-
tion of the residuals. For this analytical formulation we explore the asymptotic prop-
erties of the parameter estimates given that the autoregressive and volatility function
as well can be suitably approximated by given Feedforward Networks. Moreover
we present a version of the EM-algorithm that helps us to solve the problem numer-
ically
Let us first recall some definitions and properties related to a discrete first order
stationary Markov Chain.
4.1 Discrete Markov Processes
Before we present an intuitive description of this type of process, let us first illustrate
its behavior for a two states M.C.
PSfrag replacements
Q1 Q2 Q3 Qn Qn+1· · ·
S1 S2a1,1
a1,2
a2,2
a2,1
Figure 4.1: Markov Chain
The Markov property is a simple (mathematically tractable) relaxation of the
independence assumption. Therefore, for some time series models, it is natural to
consider discrete Markov Chains with finite number of states. This type of M.C. can
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be described (as illustrated in Figure 4.1) as a system that is at any time instant t in
one of its K different states Qt = k, k ∈ IK.
At regularly spaced time intervals, a change of state (with the possibility of remain-
ing in the same state), i.e. moving from Qt = i to Qt+1 = j occurs in the system
with respect to a set of probabilities associated with the states ({ai,j, i, j ∈ IK}).
In our context we will confine our attention to stationary and homogeneous Markov
Chains.
After this somehow intuitive description of M.C., we can present state some useful
definitions.
Definition 4.1.1 Let us consider a probability space ( Ω,F ,P ), Let IK = {1, · · · , K}
be a finite set, ( Qn : n ∈ N ) a collection of random variables taking values in K,
A = ( aij : i, j ∈ IK ) a stochastic matrix and pi be a distribution. We call ( Qn )n≥0
a first order Markov Chain with initial distribution pi and transition matrix A if:
1. Q0 has the distribution pi,
2. for n ≥ 0,
P( Qn+1 = j | Q0 = i0, . . . , Qn = i ) = P( Qn+1 = j | Qn = i ) = aij,
with
aij ≥ 0,
K∑
j=1
aij = 1.
That is, the next value of the chain depends only on the current value, not on any
previous values. This is often summed up in the pithy phrase, “Markov Chains are
memoryless.” Still Markov Chain are of great importance in mathematics and many
other scientific fields.
Definition 4.1.2 A Markov Chain {Qt} with transition probability matrix P is said
to be irreducible if ∀ t, ∀ i, j ∈ IK , ∃ m such that P ( Qt+m = j | Qt = i ) > 0.
Definition 4.1.3 A Markov Chain {Qt} with transition probability matrix P is said
to be aperiodic if all of its states are aperiodic, i.e. the period di = 1 ∀ i ∈ IK ,
where di = gcd{n ≥ 1 : ( An )ii > 0}
Definition 4.1.4 Let {Qt} be a Markov Chain with K states and transition probabil-
ity matrix P. A row vector pi = ( pi1, · · · , piK ) is said to be a stationary distribution
for a the Markov Chain, if it satisfies:
i) pii ≥ 0 for all i = 1, · · · , K and
∑K
i=1 pii = 1, and
ii) piP = pi, i.e.
∑K
i=1 piiPij = pij for j = 1, · · · , K.
Aperiodicity and irreducibility ensure the existence and uniqueness of such station-
ary distributions under our setting.
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4.2 Hidden Markov Driven Models
The model
Xt =
K∑
k=1
St,k( mk( Xt−1 ) + σk( Xt−1 )Zt,k ) with St,k =
{
1 for k = Qt
0 otherwise,
(4.1)
where K is the given number of states, p the common order of the underlying
NLARARCH processes Xt,k = mk( Xt−1 ) + σk( Xt−1 )Zt,k, mk : Rp → R
are the autoregressive functions, σk : Rp → ( 0,∞ ) the volatility functions, {Zt,k}
are i.i.d. random variables with mean zero and variance one , and St is a Markov
Chain as considered in section 2.
4.2.1 Preliminary Notations
1. The observations Xn = {Xt : t = −p + 1, · · · , 1, · · · , n} are from the time
series data collection, n is the number of observations, and t represents each
time instant. Similarly we define Xt−1 = {( Xt−1, · · · , Xt−p )} which is at
each time instant the input of the emission model, since our task focuses on
autoregressive processes of order p.
2. The number of states K is known. In general, a careful analysis of the model
usually provides interpretation for the states in terms of physical significance
or economical meaning such as relation to market sentiment, growth, reces-
sion, interest rate, volatility, etc.
3. The transition probability matrix
A = {aij, i, j ≤ K, aij = P( Qt+1 = j | Qt = i )}, (4.2)
where aij ≥ 0,
∑
j aij = 1 and Qt describes the state at time t.
4. The emission distributions
B = {btj = P( Xt |Xt−1, Qt = j ), 1 ≤ j ≤ K, 1 ≤ t ≤ n}. (4.3)
5. The initial state probability distribution Π = {pij, j = 1 · · · , K}where
∑K
j=1 pij =
1.
6. For each t = 1, · · · , n we define
Qt = {Qs : s = 1, · · · , t}
and assume Qt to be a first order Markov Chain independent of Ft−1 =
σ{Xs, s ≤ t− 1} in the sense that
P( Xt |X t−1, Qt ) = P( Xt |Xt−1, Qt ) (4.4)
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and
P( Qt |Qt−1, X t−1 ) = P( Qt |Qt−1 ) (4.5)
are satisfied.
If we were to assume K, A, B and Π known; one would have been able to use hidden
Markov models to generate a full sequence of observations Xn of the process and
the procedure could have been described by the following algorithm
Algorithm 4.1 1) Choose an initial state Q1 according to the initial state distri-
bution Π, i.e.
pii = P ( Q1 = i ).
2) Set t=1.
3) Generate Xt according to the probability distribution in state i, i.e. bi( t).
4) Transit to a new state Qt+1 = j according to the state transition probability
for state i, i.e. aij.
5) Set t=t+1; return to step 3) if t < n; otherwise terminate the procedure.
Unfortunately this is not representative for solve the problem in reality. Indeed, we
are not able to observe the hidden process, and therefore not able to say exactly
where to start, when to make a change and where we should end. Nevertheless, we
assume the existence of such a chain and define a version of the conditional likeli-
hood for which we shall find the asymptotic properties of its parameter estimates in
our setting.
4.3 Conditional Likelihood
Here we shall take into account the Markov structure of the hidden process and
we shall also assume Q1, X0, · · · , X−p+1 are given. By doing so let us define the
conditional likelihood as follows
L( X | Q ) = P( Xn | Qn ) (4.6)
= P( Xn, · · · , X1, · · · , X−p+1 | Qn, · · · , Q1 ) (4.7)
and using an iterative computation it follows that
L( X | Q ) = P( Xn | Xn−1, Qn )P( Xn−1 | Qn )
= P( Xn | Xn−1, Qn )P( X
n−1, Qn )
P( Qn )
= P( Xn | Xn−1, Qn )P( Qn | X
n−1, Qn−1 )
P( Qn )
P( Xn−1, Qn−1 ).
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By means of the equation 4.5 we have that P( Qn | Xn−1, Qn−1 ) = P( Qn | Qn−1 ),
from which it follows that
L( X | Q ) = P( Xn | Xn−1, Qn )P( Xn−1 | Qn−1 )
=
n∏
t=1
P( Xt | Xt, Qt )
and the conditional log-likelihood can be defined as it follows
Definition 4.3.1 For our purpose we will define the conditional log-likelihood as
l( X | Q ) =
n∑
t=1
logP( Xt | Xt−1, Qt ). (4.8)
Taking into account the hidden process we rewrite it as
l( X | Q ) =
n∑
t=1
K∑
k=1
St,k logP( Xt | Xt, Qt = k ). (4.9)
If we were to assume the Zt are i.i.d. standard normal random variables we would
have
Xt is N ( mk( Xt−1 ), σ2k( Xt−1 ) )
for St,k = 1. Therefore, under the normality assumption of the residuals one can
rewrite the conditional log-likelihood as follows
l( X | Q ) =
n∑
t=1
K∑
k=1
St,k
(
log
1√
2piσ2k( Xt−1 )
− ( Xt −mk( Xt−1 )
2
2σ2k( Xt−1 )
)
(4.10)
Now, assuming that mk( Xt−1 ) and σk( Xt−1 ) can be approximated by suitable
Feedforward Networks with finite number of hidden neurons, we want to find the
asymptotic properties of the parameter estimates although the St are unknown. For
this purpose we need some assumptions that will be clarified in the next section.
4.3.1 Consistency of the Parameter Estimates
In this section we shall assume that the residuals are i.i.d. normal and make use
of the universal approximation property of the Neural Networks as presented in
the previous chapter. We will also assume that Feedforward Networks with finite
numbers of hidden neurons can suitably approximate the autoregressive and volatil-
ity functions. Under these considerations, we need to find the asymptotic proper-
ties of the parameter estimates of the pseudo conditional log-likelihood, i.e. with
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θ = (θ1, β1, · · · , θK, βK)
lˆ( θ ) =
∑
t
(
log
1√
2pi
∑
k St,kfσk( Xt−1 | βk )
−
∑
k St,k( Xt − fmk( Xt−1 | θk ) )2
2
∑
k St,kfσk( Xt−1 | βk )
)
, (4.11)
where (in the conditional log-likelihood) we have replaced the mk and σk by their
network estimates fmk and fσk respectively.
Under these hypotheses, we follow a realistic approach. This means we will assume
the possibility for the model to be misspecified.
Comments on Misspecification
In this context we allow for misspecification. Indeed, there are various sources of
misspecification, e.g. the system can not be uniquely determined or not even be
determined at all. Still, if we assume that the system to be uniquely determined,
the normality assumption made on the residuals can be violated. If one considers
that the normality assumption is violated, one can refer to Amemiya ( [1], Section
8.2.3) to notice that under this consideration the consistency proof can be derived
just in some very specific situations, that means, the parameter estimates are in
general not consistent. Following this observation, for our problem, we will con-
sider the normality assumption is not violated, but still we will allow the system
to be misspecified. By doing so we will make use of the result by Po¨tscher and
Prucha [76] chapter 14 to prove the consistency of the parameter estimate assum-
ing that the volatility and autoregressive functions can be approximated by suitable
Feedforward Networks.
Stability and Identifiability
The concept of stochastic stability introduced by Bierens [4], the ν-stability in
L2 used by Billingsley [8], the mixing conditions or the ergodic property usually
considered for the proof of some asymptotic results can all be regarded as stabil-
ity conditions. Po¨tscher and Prucha [76] have proposed a more general concept,
the Lp-approximability that, unlike the previous concepts, induces stability condi-
tions. In the coming lines we recall the L0-approximability definition and one can
refer to their book for more comprehensive details on the general concept of Lp-
approximability.
Definition 4.3.2 ( L0-approximability )
Let {vt, t ∈ N} and {et, t ∈ Z} be stochastic processes defined on ( Ω,F ,P ) that
take their values in Rpv and Rpe , respectively. Then, the process {vt, t ∈ N} is
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called L0-approximable by the basis process {et, t ∈ Z} if there exist measurable
functions hmt : R( 2m+1 )pe −→ Rpv such that for every δ > 0 we have
lim sup
n−→∞
1
n
n∑
t=1
P( |vt − hmt ( et+m, · · · , et−m )| > δ ) −→ 0 as m −→∞
Given this definition, we need to set some assumptions that will help us to work in
the framework of Po¨tscher and Prucha [76].
A. 4.2 ( Mixing Condition)
The process {( Xt, St )} is α-mixing.
This assumption will essentially help us to work in the Lp-approximability frame-
work, in the sense that such an assumption implies that {( Xt, St )} is trivially
L0-approximable by itself. Beside this assumption we would also like to make sure
that the parameters of the model can be uniquely determined. Therefore, we need
some identifiability conditions for the Network functions and the parameters and the
Markov Chain as well. Thus, we have to make sure (that during the estimation) the
parameters are not going to stick around a flat region.
A. 4.3 (Identifiability Conditions)
1. The activation functions of the networks are antisymmetric, i.e. Ψ( −u ) =
−Ψ( u ). Moreover, for
fH( x ) = νo +
H∑
h=1
νhΨ
(
ω0,h +
p∑
i=1
ωi,hXi
)
,
we also assume
ν1 ≥ ν2 ≥ · · · ≥ νH ≥ 0 (4.12)
2. The initial distribution is ordered as
pi1 ≥ pi2 ≥ · · · ≥ piK > 0. (4.13)
Remark 4.4 Assumption A. 4.3 guarantees the identifiability and uniqueness of the
parameters. Indeed A. 4.3, 1 guarantees the identifiability of the network parame-
ter except on a set of measure 0 in the parameter space, i.e. except the case where
νi = νj for some i, j or νH = 0.
If assumption A. 4.3, 2 is not required, by just renumbering the states one would pro-
duce different parameters but for the same process and the identifiability uniqueness
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will be violated.
Unlike what was done up to this chapter, as far as the parameters are concerned we
have at least checked the consistency of their estimates. Having stated the above
assumptions we can now move in that direction.
Moment Assumptions
A. 4.5
E|Xt|γ <∞ for some γ > 0 (4.14)
E‖St‖γ <∞ for some γ > 0 (4.15)
The moment assumption on St is obviously satisfied since independently of the
choice of the norm we have ‖St‖ = 1.
Regularity Assumptions
Here we present some assumption on the parameter set, the activation function and
the network functions used for the approximation of the volatility functions.
A. 4.6 (Regularity Assumptions)
1. Assume that A ⊂ R2K(H(p+2)+1), the set of all parameters is compact.
2. Assume that the activation functions (of the autoregressive and volatility func-
tions) are continuously differentiable on R and bounded by 1 in absolute
value.
3. ∃ ε > 0 such that fσk(u | βk ) ≥ ε ∀ u ∈ Rp βk component of θ ∈ A.
Asymptotic Properties of the Parameter Estimates
Considering all the above assumptions, we are now in possession of all the ingredi-
ents to state and prove the consistency result for the parameter estimates under this
setting. What we summarize in the following theorem.
Theorem 4.7 Let us define
Rn( θ ) = − 1
n
lˆ( θ )
=
1
n
n∑
t=1
qt( zt, θ )
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be our objective function with θ = (θ1, β1, · · · , θK , βK) where zt = (Xt,Xt−1, St)
Let also define
R¯n( θ ) =
1
n
n∑
t=1
Eqt( zt, θ )
= Eqt( zt, θ ).
Assuming that assumptions A.4.2 to A.4.6 hold, it follows that
sup
A
|Rn( θ )− R¯n( θ )| −→
i.p.
0 as n −→∞
and {R¯n : n ∈ N} is equicontinuous on A. Additionally, assume θ¯0 is the unique
minimizer of R¯n i.e.
θ¯0 = inf
A
R¯n,
and let θˆn be any sequence of minimizer of Rn, i.e. satisfying,
θˆn = inf
A
Rn( θ ).
It follows that θˆn is consistent for θ¯0, i.e. |θˆn − θ¯0| −→
i.p.
0 as n −→∞.
Proof: Following the approach of Po¨tscher and Prucha [76], Chapter 14.1, we
pretend that {Xt} is generated by
Ft(Xt,Xt−1, St, θ) = Zt (4.16)
where Zt are i.i.d. standard normal random variables and
Ft(x, u, s, θ) =
∑
k
sk
x− fmk(u|θk)
f
1/2
σk (u|βk)
. (4.17)
We stress that {Xt} is still a general mixture process of the form 4.1, but in esti-
mating θ = (θ1, β1, · · · , θK , βK) we pretend that the residuals are normal and the
autoregressive and volatility functions are neural network of the form fmk(u|θk) and
f
1/2
σk (u|βk) resp. In general, therefore, we use a misspecified model for estimation.
We remark that
∂
∂x
Ft(x, u, s, θ) =
∑
k
sk
1
f
1/2
σk (u|βk)
.
Now, using this notation and Equation 4.11, we have
qt(zt, θ) =
1
2
log(2pi)− log | ∂
∂x
Ft(Xt,Xt−1, St, θ)|+ 1
2
F 2t (Xt,Xt−1, St, θ)
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i.e. it is the form used in Po¨tscher and Prucha [76], Chapter 14.1, with Σ =
var(Zt) = 1 given. Therefore, we can apply Theorem 14.1 of Po¨tscher and Prucha [76],
and have to check if the conditions of this consistency results are satisfied.
Obviously, because of the choice of activation functions, Ft( x, u, s, θ ) and ∂∂xFt( x, u, s, θ )
are continuous functions that depend on t only via ut. Hence {ft : t ∈ N} and{
log( ∂
∂x
Ft ) : t ∈ N
}
are equicontinuous on U × A where U = Rp+1 × K and
A ⊆ Rl compact represents the set of parameters of our model.
By assumption we have
E|Xt|γ <∞ for some γ > 0
E‖St‖γ <∞ for some γ > 0
and since Ft( x, u, s, θ ) is independent of t, it follows that
sup
t
|Ft( x, u, s, θ )| <∞ for all ( x, u, s, θ ) ∈ U × A (4.18)
Now consider ε > 0 give by A. 4.6 such that
fσk( Xt−1 | βk ) ≥ ε ∀ Xt−1 βk,
and it follows that
|Ft( x, u, s, θ )| ≤ 1
ε
∑
k
|x− fmk( u | θk )| and
log( ε ) ≤ log( ∂
∂x
Ft ) ≤
∑
k
log( fσk( u | βk ) )
and because A is compact it follows that
∃M > 0, such that, ∀u, θ ∈ A, ∀ k
−M ≤ fmk( u | θk ) ≤M i.e.
x−M ≤ x− fmk( u | θk ) ≤ x−M.
Hence
|Xt − fmk( Xt−1 | θk )| ≤ |Xt −M | + |Xt −M |
and therefore,∑
k
|Xt − fmk( Xt−1 | θk )| ≤ K( |Xt −M |+ |Xt −M | ).
Finally
E sup
A
(
∑
k
|Xt − fmk( Xt−1 | θk )| )2γ+2 ≤ const( E|Xt −M |2γ+2 + E|Xt −M |2γ+2 ).
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Analogously, ∃Mσ > 0 such that for all u, θ ∈ A
E sup
A
| log( ∂
∂x
Ft )| ≤ const( | log ε|+ | logMσ| ).
By just assuming that E|Xt|2γ+2 <∞ we can conclude that
sup
n
1
n
n∑
t=1
E sup
A
(
∑
k
|Xt − fmk( Xt−1 | θk )| )2γ+2 < ∞ (4.19)
and
sup
n
1
n
n∑
t=1
E sup
A
| log( ∂
∂x
Ft )|1+γ < ∞. (4.20)
Given all the previous calculus and considerations we shall conclude the proof
by considering the compactness of A, the equicontinuity of Ft( x, u, s, θ ) and
∂
∂x
Ft( x, u, s, θ ) on U ×A and equations 4.14 to 4.20 to make sure that assumption
14.1 in chapter 14 of the book by Po¨tscher and Prucha [76] holds. Assumption 14.2
from the same book holds by the mixing assumption on {( Xt, St )}. Moreover, as-
suming the identifiability uniqueness of θ¯0, which is guaranteed by the assumption
on the identifiability, the proof of this theorem follows as special case of Theorem
14.1 in [76].
4.4 EM Algorithm
Baum et al ( [3], 1970) proposed an elegant procedure to compute P( Xn | θ ) and
Dempster, Lair and Rubin (1977) introduced the so-called Expectation Maximiza-
tion algorithm to maximize this probability. This last proposal can be regarded as
an extension of the Forward-Backward procedure.
4.4.1 Generalities on EM Algorithms
The EM algorithm is very popular for, e.g. one can take into consideration the sim-
plicity and the generality of the underlying theory. Moreover this procedure can be
applied in various contexts. In this section we focus on its most classical descrip-
tion, that we consider it definition for missing or hidden data models.
For this purpose we consider the observed data denoted by X and the hidden data S.
We then defined the conditional probability distribution of the extended data model
given the vector parameter θ, fe(X,S | θ) from which we derive the marginal prob-
ability distribution of the observed data model
fd(X | θ) =
∫
fe(X,S | θ)dS.
4.4 EM Algorithm 47
The goal of the EM algorithm is then to maximize the observed data log-likelihood
function, i.e.
Ld(θ) = log (fd(X | θ)) .
This problem is not addressed directly, with the EM algorithm, one will rather solve
iteratively the log-likelihood of the extended data model
Le(θ) = log (fe(X,S | θ)) ,
which is a random variable due to the hidden observations S. More precisely, let
θˆm denote the value of the estimator of θ on the iteration m of the EM algorithm we
then compute in the E-step of this iteration
Q(θ, θˆm) = E (Le(θ)))
where the expectation is computed with respect to θˆm. In the M-step of the same
iteration, we compute
θˆm+1 = arg max
θ
Q(θ, θˆm).
The algorithm is started with an initial vector value θˆ0 of the parameter θ and the
E-step and M-step are iterated until some stopping criterion is satisfied. In general,
with the EM algorithm Le(θ) is non decreasing, i.e.
Le(θˆm+1) ≥ Le(θˆm), for m = 0, 1, · · · .
For more details on this issue and some other classical properties of the EM algo-
rithm, one can refer to Baum et al [3] or have a look to [31].
4.4.2 Forward-Backward Procedure
Let us first announce that, in general, all over this section the probabilities are de-
fined conditioned on the parameter vector θ, even in the cases this is not explicitly
specified. Indeed, it will happen that we avoid this specification just to simplify the
writing. We now return to our mixture models.
Forward Procedure
Let αti be the joint probability of having the observation from time −p + 1 to t and
being in state i at time t.
αti = P(X−p+1, · · · , X1, · · · , Xt, Qt = i | θ )
= P(X−p+1, · · · , X1, · · · , Xt | Qt = i, θ )P(Qt = i), 1 ≤ t ≤ n;(4.21)
where P(x | Qt = i, θ ) is the conditional density of (X−p+1, · · · , X1, · · · , Xt)′
given Qt = i and θ denotes the model parameters. It follows that the density the
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complete sequence of observations is given by the sum over all states at the end (n)
of the sequence, i.e.
P( Xn | θ ) =
K∑
i=1
αni (4.22)
The surprising about this representation is its computational complexity. Rather than
being exponential in n, it is only linear in time since αni can be computed recursively.
αt+1j = P(X−p+1, · · · , X1, · · · , Xt, Xt+1, Qt+1 = j | θ )
= P( Xt+1 | X t, Qt+1 = j )P( X t, Qt+1 = j )
= P( Xt+1 | X t, Qt+1 = j )
K∑
i=1
P( X t, Qt+1 = j, Qt = i )
= P( Xt+1 | X t, Qt+1 = j )
K∑
i=1
P( Qt+1 = j | X t, Qt = i )P( X t, Qt = i )
= P( Xt+1 | Xt+1, Qt+1 = j )
K∑
i
P( Qt+1 = j | Qt = i )P( X t, Qt = i )
= bt+1j
[
K∑
i=1
aijα
t
i
]
. (4.23)
This sequence can be initialized with
α1i = piib
1
i . (4.24)
This step is called the forward procedure, given the initial values of pii and bi1 .
Backward Procedure
In the same way as above we will define β ti (the Backward variable) as the condi-
tional density of observing Xs, s = t + 1, · · · , n given the state i at time t and the
past realizations of the process Xt+1
βti
= P( Xt+1, · · · , Xn | Xt+1, Qt = i ) ∀ i
=
∑
j
P( Xt+1, · · · , Xn, Qt+1 = j | Xt+1, Qt = i )
=
∑
j
P( Xt+2, · · · , Xn, | Xt+2, Qt+1 = j )P( Xt+1 | Xt+1, Qt+1 = j )P( Qt+1 = j | Qt = i )
=
∑
j
aij b
t+1
j β
t+1
j , (4.25)
for t = n− 1, n− 2, · · · , 1 and the recursion starts with βni = 1.
Obviously, we derive
P(Xn, Qt = i) = αtiβti (4.26)
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Auxiliary Variables
Since the state variables St,k are unknown and random we would like to replace
them by their conditional expectations. To this end we compute the posterior prob-
ability of being in state i at time t given the entire sequence of observations and the
parameters of the model.
γti = P( Qt = i | Xn )
=
P( Qt = i, Xn )
P( Xn )
=
P( Qt = i, Xn )∑K
k=1 P( Qt = k,Xn )
=
αtiβ
t
i∑K
k=1 α
t
kβ
t
k
. (4.27)
Finally, the joint conditional probability ξt,t+1ij = P( Qt = i, Qt+1 = j | Xn ) of Qt
and Qt+1 is given as follows
ξt,t+1ij = P( Qt = i, Qt+1 = j | Xn )
=
P( Qt = i, Qt+1 = j,Xn )
P( Xn )
=
P( Qt = i, Qt+1 = j,Xn )∑K
k=1 α
t
kβ
t
k
=
ai,jα
t
ib
t+1
j β
t+1
j∑K
k=1 α
t
kβ
t
k
, (4.28)
since
P( Qt = i, Qt+1 = j,Xn )
= P( Xt+2, · · · , Xn | Qt = i, Qt+1 = j,X t+1 )P( Qt = i, Qt+1 = j,X t+1 )
= P( Xt+2, · · · , Xn | Qt+1 = j,Xt+2 )P( Qt = i, Qt+1 = j,X t+1 )
= βt+1j P( Xt+1 | Qt = i, Qt+1 = j,X t )P( Qt = i, Qt+1 = j,X t )
= βt+1j P( Xt+1 | Qt+1 = j,Xt+1 )P( Qt+1 = j | Qt = i, X t )P( Qt = i, X t )
= ai,j α
t
i b
t+1
j β
t+1
j .
Having this auxiliary variable one can compute the estimates of the transition prob-
abilities and the initial distribution of the chain i.e.
aˆij =
Expected number of transitions from state i to state j
Expected number of transitions from i to anywhere
=
∑
t ξˆ
t,t+1
ij∑
t γˆ
t
i
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and
pˆii =
1
n
∑
t
γˆti
where γˆti, ξˆ
t,t+1
ij are estimates of γ
t
i, ξ
t,t+1
ij calculated during the expectation step of
the EM-iteration. To compute the conditional expectation of the state variables St,k
as we did previously is somehow ”cheating”. Indeed, for their computation, we
did not only use the past information but the entire training set. Therefore, their
estimates are non causal which in a pure statistical framework is considered as a
drawback of this procedure. But on the other hand we have to observe that we did
not use future data in the strict sense that the training set is always at our disposal.
However, a causal version of these conditional could have been obtained through a
few computation stage, what we summarize as it follows,
P( Qt = k | Xt−1, · · · , X1, · · · , X−p+1 )
=
P( Qt = k,Xt−1, · · · , X1, · · · , X−p+1 )
P( Xt−1, · · · , X1, · · · , X−p+1 )
=
P( Qt = k,Xt, · · · , X1, · · · , X−p+1 )∑K
j=1 P( Qt = j,Xt−1, · · · , X1, · · · , X−p+1 )
=
∑K
i=1 P( Qt = k,Qt−1 = i, Xt−1, · · · , X1, · · · , X−p+1 )∑K
j=1
∑K
i=1 P( Qt = j, Qt−1 = i, Xt−1, · · · , X1, · · · , X−p+1 )
=
∑K
i=1 α
t−1
i ai,k∑K
j=1
∑K
i=1 α
t−1
i ai,j
,
from which we derive
E( St,k | Xt−1, · · · , X1, · · · , X−p+1 ) = P( St,k = 1 | Xt−1, · · · , X1, · · · , X−p+1 )
= P( Qt = k | Xt−1, · · · , X1, · · · , X−p+1 )
=
∑K
i=1 α
t−1
i ai,k∑K
j=1
∑K
i=1 α
t−1
i ai,j
.
Remark that from the Forward-Backward Procedure we can derive the estimates of
the state variables and additionally obtain those of the transition probability matrix
and of the initial distribution as well. Therfore we can say that we have a first step
optimization in which the transition probability matrix and the initial distribution
are the byproducts. Now we need to complete the estimation procedure in order to
obtain a full set of parameters for the model.
4.4.3 Maximization
In this section we can consider the state variables St,k to be known, i.e., more pre-
cisely, we replace them with their conditional expectations Sˆt,k as estimated via the
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γkt (compare equation 4.27 ) and minimize the following equation w.r.t. the network
parameters θ.
G( θ ) =
n∑
t=1
K∑
k=1
Sˆt,k
(
log
√
fσk( Xt−1, βk ) +
( Xt − fmk( Xt−1, θk )2
2f 2σk( Xt−1, βk )
)
,
where in the last formulation the mk, σk are replaced by suitable Feedforward Net-
works. Their first order derivatives w.r.t. θ can be written as it follows
∂G( θ)
∂θk,i
= −
n∑
t=1
Sˆt,k
∂fmk( Xt−1, θk )
∂θk,i
( Xt − fmk( Xt−1, θk )
fσk( Xt−1, βk )
and
∂G( θ )
∂βk,j
=
1
2
n∑
t=1
Sˆt,k
∂fσk( Xt−1, βk )
∂βk,j
1
fσk( Xt−1, βk )
(
1− ( Xt − fmk( Xt−1, θk ) )
2
fσk( Xt−1, βk )
)
.
Numerically, we can retrieve the network’s parameters by using a stochastic approx-
imation algorithm as e.g. the stochastic gradient algorithm.
Now, let us focus on a special case where we have to consider the volatility functions
to be constant but different, i.e. σ2k( x ) = σ
2
k. In that case, we do not need a neural
network fσk , but estimate the parameter σ
2
k directly. It follows that by solving
∂G( θ )
∂σ2k
= 0
we derive
σ2k =
∑n
t=1 Sˆt,k( Xt − fmk( Xt−1, θk ) )2∑n
t=1 Sˆt,k
.
Intuitively, that is just the usual residual variance estimate of the k′th subsample in
the mixture models.
Similarly solving
∂G( θ )
∂θk,i
= 0
is equivalent to solving
n∑
t=1
Sˆt,k
∂fmk( Xt−1, θk )
∂θk,i
( Xt − fmk( Xt−1, θk ) = 0
For this special case we need to observe that for the σ2k we have obtained an an-
alytical formula; but this representation depends on the unknown autoregressive
functions which under our considerations are parametric functions. Once more we
can retrieve these parameters by using a stochastic gradient algorithm.
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4.4.4 An Adaptation of the Expectation Maximization Algorithm
The procedures we presented in the Forward-Backward Procedure and the maxi-
mization steps can be summarized in a version of the well-known EM-algorithm,
which we will call EM-Algorithm for GMAR-ARCH models.
Algorithm 4.8 (EM-Algorithm for GMAR-ARCH models)
1. Set m = 0 and choose the initial value for the parameters θˆ0
2. (Expectation or E-Step)
Assume that the parameters of the model are known, i.e, set θ = θˆ and com-
pute (for each time instant t ) the forward variables αtk and the backward
variables βtk; consequently the auxiliary variables γ
t
i and ξ
t,t+1
ij .
3. (Maximization or M-Step)
Consider the variables obtained in the E-Step and maximize −G( θ )
4. Replace m by m + 1 and repeat the procedure starting from the E-Step until
a stopping criterion is satisfied.
At this point we are able to talk in terms of consistency of the parameter estimates
and their numerical estimation procedure as well. Nevertheless the less they are still
many questions that we can address, e.g. how can we determine the optimal (most
likely) hidden state sequence for our model given a sequence of observed outputs?
To answer this question we would for example like to adapt the well-known Viterbi
algorithm to our context.
4.5 Viterbi Algorithm
The Viterbi is an algorithm to compute the optimal (most likely) state sequence in a
Hidden Markov Model given a sequence of observed outputs. It is based on the max-
imization of the single best state sequence and it is based on the dynamic program-
ming method. In this case to find the single best state sequence {S1, S2, · · · , Sn}
for the observations {X1, X2, · · · , Xn} we define
δt( i ) = max
S1,··· ,St−1
logP( S1, S2, · · · , St,i = 1, X1−p, X2−p, · · · , Xt),
i.e. δt( i ) is the highest log-probability along a single path, at time t, which accounts
for the first t observations and ends in state i. By induction we have
δt+1( j ) = max
S1,··· ,St
logP( S1, S2, · · · , St+1,j = 1, X1−p, · · · , X2, · · · , Xt+1 )
= max
S1,··· ,St
log {P( St+1,j = 1 | St,i = 1 )P( Xt+1 | St+1,j = 1,Xt )
P( S1, · · · , St,j = 1, X1−p, · · · , Xt )} ,
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i.e.
δt+1( j ) = max
i
( δt( i ) + log ai,j ) + log b
t+1
j .
To retrieve the state sequence, we need to follow the trajectory delivered by the
argument that maximized the previous equation for each t and j. We will achieve it
via an auxiliary variable ψt( j ) and the complete procedure is written as follows
1. Initialization:
δ1( j ) = log pijb
1
j 1 ≤ j ≤ K
ψ1( j ) = 0,
2. Recursion:
δt( j ) = max
1≤i≤K
( δt−1( i ) + log ai,j ) + log btj, 2 ≤ t ≤ n, 1 ≤ j ≤ K
ψt( j ) = arg max
1≤i≤K
( δt−1( i ) + log ai,j ), 2 ≤ t ≤ n, 1 ≤ j ≤ K
3. Termination:
logP ∗ = max
1≤i≤K
( δn( i ) )
q∗n = arg max
1≤i≤K
( δn( i ) )
4. Path (State Sequence ) Backtracking:
q∗t = ψt+1( q
∗
t+1 ), t = n− 1, n− 2, · · · , 1.
In this section, several aspects of the GMAR-ARCH models have been addressed. In
particular we have defined a pseudo conditional log-likelihood for which we have
established the consistency of the parameter estimates under some regularity as-
sumptions. Additionally, we have also proposed a version of the EM algorithm
that account for the numerical estimation of the model parameters. Last but not the
least, we have proposed a modified version of the well-known Viterbi algorithm that
allows us to compute the most likely state of the hidden process at each time instant.
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5 Nonlinear Univariate Weighted Least Squares for
Changepoint Analysis in Time Series Models
In this Chapter we are concerned with the estimation of the mk from the model
2.2 at each time instant. For this purpose, we will proceed in two steps. We first
suppose that there is no change in the dynamic of the observed time series, that
is we first consider the case K = 1 and later we allow several dynamics within
the observed time series. Under the consideration of several dynamics within the
process, we also strengthen our assumption on the hidden process by considering
the St as i.i.d. random variables. In this case we achieve our goal by using an
appropriate weighted least squares that we need to solve. For the first case we simply
deal with a classical problem of Nonlinear Least squares for which we have to find
the asymptotic properties of the parameter estimates.
5.1 Nonlinear Least Squares
In this section, let us consider a process {Xt} generated by a model of the type 2.2
with K = 1 and p a given positive integer, i.e.
Xt+1 = m(Xt) + σ(Xt)t+1 (5.1)
where the t are i.i.d. random variables with mean zero and constant variance. For
sake of simplicity we will assume the latter to be equal to 1. Alternatively we can
rewrite
Xt+1 = m(Xt) + Zt+1, (5.2)
with Zt+1 = σ(Xt)t+1. Under these considerations, the conditional expectation of
Xt+1 given the past information is derived as follows,
m(x) = E(Xt+1 | Xt = x) (5.3)
= E(Xt+1 | (Xt, Xt−1, · · · , Xt−p+1) = x).
Similarly the conditional variance can be computed by
E((Xt −m(Xt−1))2 | Xt = x) = σ2(x).
In this context, making use of the universal approximation property of the feedfor-
ward networks, as stated for the first time by White (compare e.g. [91]) or as we
presented in the previous Chapter 3 under the main assumption of the change within
the dynamic of the observed time series. We want to approximate m with a single
hidden layer feedforward network containingH hidden neurons,H ≥ 1. The output
function can be written as
f(x1, · · · , xp; θ) = ν0 +
H∑
h=1
νhψ(ω
(0)
h +
p∑
i=1
ω
(i)
h xi),
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where θ = (ω(0)h , · · · , ω(p)H , ν0, · · · , νH)′ is the vector of weights, θ ∈ Rl, with
l = H(p + 2) + 1, H is the number of hidden units and p the order of the observed
nonlinear autoregressive (NLAR) process.
In general this output is different from the desired target, i.e. we allow the model
to be misspecified1. Therefore, the need to find θ0 for which f(x, θ) approximates
Xt+1 at best, in the sense that θ0 is a the global minimizer of the expectation of the
cost function, i.e.
θ0 = arg min
θ∈ΘH
Q(θ)
= arg min
θ∈ΘH
E(Xt+1 − f(Xt, · · · , Xt−p+1, θ))2,
what we can rewrite as
Q(θ) = E(m(Xt, · · · , Xt−p+1)− f(Xt, · · · , Xt−p+1, θ))2
+σ2(Xt, · · · , Xt−p+1)
However, the probability distribution here is usually unknown, therefore, we will
rely on a Strong Law of Large Numbers or a version of the well-known Ergodic
Theorem to derive some asymptotic properties. We shall also train the network to
get the nonlinear least squares estimate θn of the weight vector. For this purpose,
we consider a training set of random variables Xt, t = −p+ 1, · · · , n where p ∈ N
is the order of a nonlinear AR (NLAR), and n ∈ N the sample training size. In fact,
we need to find
θn = arg min
θ∈Θ
1
n
Qn(θ), (5.4)
where
Qn(θ) =
n∑
t=1
(Xt − f(Xt−1, θ))2
2
=
n∑
t=1
qt(θ).
For θ0 ∈ Θ, one can prove that the parameter estimate is consistent and
√
n(θn−θ0)
is asymptotically normal, with mean vector 0 and covariance matrix
(E(∇f(Xt−1L, θ0)∇f(Xt−1, θ0)′))−1. This is the case in the literature for i.i.d ran-
dom variables and Yao [97] in the correctly specified case of the NLAR. Moreover,
by an extension of the results by Klimko and Nelson [55] we derive these results
even in the case where the model is misspecified.
Basically, to obtain the nonlinear least squares estimate, we need to solve “ Least
squares Equations” of the form
∂Qn
∂θi
(θ) = 0 ∀ i = 1, · · · , l.
1One can refer to the previous chapter for some comments on misspecification
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For this purpose, we need to control the behavior of the second order term in the
Taylor expansion of Qn(θ) around θ0 (given some neighborhood Nθ0). In the re-
mainder, all other neighborhoods will be included in Nθ0 . For δ > 0, ‖θ − θ0‖ < δ,
for some θ∗, 0 < ‖θ0 − θ∗‖ < δ, θ∗ = θ0 + λ(θ − θ0) for some λ ∈ (0, 1).
Qn(θ) = Qn(θ0) + (θ − θ0)′∇Qn(θ0) + 1
2
(θ − θ0)′Vn(θ − θ0)
+
1
2
(θ − θ0)′Tn(θ∗)(θ − θ0)
where
Vn =
(∇2Qn(θ0)) , Tn(θ∗) = ∇2Qn(θ∗)− Vn.
Before we move toward the proof of the asymptotic properties of this type of esti-
mate, let us first present some preliminary results.
5.1.1 Preliminaries
Recall that
f(Xt, θ) = ν0 +
H∑
h=1
νhψ(ω
(0)
h +
p∑
i=1
ω
(i)
h Xt−i+1), (5.5)
from which we obtain,
∂qt
∂θi
= −∂f(Xt, θ)
∂θi
(Xt+1 − f(Xt, θ)) (5.6)
and it follows that
∇qt = −∇f(Xt, θ)(Xt+1 − f(Xt, θ)). (5.7)
For the sake of simplicity we will present the 2nd and 3rd order partial derivative just
in the case were moment assumptions of higher order are needed. In these extreme
cases we should have for example
∂f
∂θi
(xt−1, · · · , xt−p, θ) =

1 if θi = ν0
ψ(ω
(0)
h +
p∑
i=1
ω
(i)
h xt−i+1) if θi = νh
νhψ
′(ω(0)h +
p∑
i=1
ω
(i)
h xt−i+1) if θi = ω
(0)
h
xt−i+1νhψ′(ω
(0)
h +
p∑
i=1
ω
(i)
h xt−i+1) if θi = ω
(i)
h
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∂2f
∂θiθj
= xt−i+1xt−j+1νhψ′′(ω
(0)
h +
p∑
i=1
ω
(i)
h xt−i+1) if θu = ω
(u)
h ,
∂3f
∂θiθjθk
= xt−i+1xt−j+1xt−k+1νhψ′′′(ω
(0)
h +
p∑
i=1
ω
(i)
h xt−i+1) if θu = ω
(u)
h .
Given all the above mentioned details, we can present a set of weak assumptions
that allows us to derive the consistency of the parameter estimates.
5.1.2 Consistency under Weak Assumptions
The main assumptions are now listed.
A. 5.1 (Moment Assumptions)
1. Assume {Xt} is (strictly) stationary, α-mixing and E |Xt|2γ < ∞ for some
γ > 2.
2. ∃ Cj > 0 such that E(|Zt|j | Xt = x) ≤ Cj <∞, ∀x and for j = 1, · · · , 4.
3. m(x) is continuous and ∃ κ ≥ 0, ai ≥ 0 for i = 1, · · · , p such that |m(x)| ≤∑p
i=1 ai|xt−i+1|+ κ.
A. 5.2 (Regularity Assumption)
The activation functions ψ are C3 with bounded derivatives.
A. 5.3 Q has a unique global minimum at θ0 which is an interior point of Θ ( a
compact subspace of Rl ), and ∇2Q(θ0) = A(θ0) is positive definite.
Observe that the regularity assumption implies thatQn also satisfies some regularity
assumption with respect to θ in some neighborhood of θ0. Also, we need to remark
that one can relax A.5.3 by assuming that Θ is an open subset of Rl. Moreover,
θ0 do not need to be an interior point of the parameter set as it was pointed out in
Amemiya [1].
Since we can derive the ergodic property from the mixing condition that we have
assumed (compare the discussion in Hannan [44]), it will be redundant to assume a
series to satisfy some mixing condition and to be ergodic. Hence, with the mixing
assumption, the main theorem from the Ergodic Theory is granted.
Given these assumptions, let us now move toward our asymptotic results.
Proposition 5.4 Let us consider A.5.1 to A.5.3 to hold, then we have the following:
1.
lim
n→∞
1
n
∂Qn
∂θi
(θ0) = 0 a.s., for i = 1, · · · , l,
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2.
lim
n→∞
1
n
Vn → V a.s.,
where V is a positive definite matrix.
3.
lim
n→∞
sup
δ→0
( |Tn( θ∗)i,j|
nδ
)
<∞ a.s. for all i, j = 1, · · · , l.
Remark 5.5 First we observe that the above Proposition provides the conditions
for the results by Klimko and Nelson [55] although they were established for i.i.d.
random variables. Therefore, our results will be considered as an extension of these
results in such a way that they are suitable for time series. To obtain this extension
we need, for example, to assume that the observed process satisfies some mixing
conditions. The mixing assumption can be considered as an asymptotic measure of
independence. Also we have to assume higher moments to ensure the finiteness of
the expectation up to that of the third partial derivatives of the cost function with
respect to θ. Beside these considerations, the rest of the proof will follow just by the
technique considered in [55]. Thus, we have to control the behavior of the Taylor
expansion as announced earlier.
Proof: The well-known Ergodic theorem for stationary time series can be consid-
ered as a corner stone of this proof.
1) Using A.5.1-A.5.3, the Ergodic Theorem for stationary time series and let
consider i is given, we then obtain,
lim
n→∞
1
n
∂Qn
∂θi
( θ0) = lim
n→∞
1
n
n∑
t=1
∂qt
∂θi
= E
∂qt
∂θi
( θ0)
=
∂
∂θi
Q( θ0) = 0 a.s.
and the conclusion follows.
2) By a similar argument as above, we have
lim
n→∞
1
n
∇2Qn( θ0) = ∇2E( Xt+1 − f( Xt, θ0))2 a.s
= ∇2Q( θ0) = A( θ0),
which is positive definite by A.5.3.
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3) For the third part we have the following.
Let i, j be given, then we have
Tn ( θ
∗ )i,j =
∂2Qn
∂θi∂θj
( θ∗)− Vn( θ0)i,j
=
∂2Qn
∂θi∂θj
( θ∗)− ∂
2Qn
∂θi∂θj
( θ0)
= ( θ∗ − θ0)′∇ ∂
2Qn
∂θi∂θj
( θ0) + ‖θ∗ − θ0‖C( θ∗ − θ0).
Where R represents the rest in the Taylor expansion of Qn. Now, by an application
of the triangle inequality and the Cauchy-Schwartz inequality, we derive
|Tn( θ∗)i,j| =
∣∣∣∣( θ∗ − θ0 )′∇ ∂2Qn∂θi∂θj ( θ0) + ‖θ∗ − θ0‖R( θ∗ − θ0)
∣∣∣∣
≤ |( θ∗ − θ0)′∇ ∂
2Qn
∂θi∂θj
( θ0)|+ ‖θ∗ − θ0‖|R( θ∗ − θ0)|
≤ ‖θ∗ − θ0‖ ‖∇ ∂
2Qn
∂θi∂θj
( θ0)‖+ ‖θ∗ − θ0‖|R( θ∗ − θ0)|.
It then follows that∣∣∣∣Tn( θ∗)i,jnδ
∣∣∣∣ ≤ ‖ 1n∇ ∂2Qn∂θi∂θj ( θ0)‖+ |R( θ∗ − θ0)|. (5.8)
Hence
lim
n−→∞
sup
δ→0
∣∣∣∣Tn( θ∗)i,jnδ
∣∣∣∣ ≤ limn−→∞‖ 1n∇ ∂2Qn∂θi∂θj ( θ0)‖+ supδ→0|R( θ∗ − θ0)|.
Finally, if we consider δ∗ small enough such that ‖θ∗ − θ0‖ < δ∗ < δ, it follows
that R → 0. By A.5.3 we have the boundedness of the third partial derivative,
and applying the Ergodic Theorem, together with the moment assumptions we can
conclude the proof.
Theorem 5.6 Let us assume A.5.1-A.5.3 to hold, ε > 0, δ > 0 given and B( θ0, δ)
the open sphere of radius δ centered at θ0. Then, for some δ∗, 0 < δ∗ < δ, there
exists E with P( E) > 1 − ε and n0 such that on E for any n > n0, the least
squares equations have the solution {θn} in B( θ0, δ) at which point Qn( θ) attains
a relative minimum.
This theorem implies that the solutions of the least squares problem we obtain under
our assumptions are local minima.
Proof: For the proof we need to observe that this theorem is a version of Theorem
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2.1 in Klimko and Nelson [55] for i.i.d. random variables. Additionally, Proposition
5.4 supplies the necessary assumptions.
Theorem 5.7 (Strong consistency under weak conditions)
Under the assumption of Theorem 5.6, there exists {θn} such that θn → θ0 a.s., and
for ε > 0, there is E with P( E) > 1 − ε and n0 such that on E for n > n0, θn
satisfies the least squares equation and Qn attains a relative minimum at θn
Proof: This is a direct corollary of the previous theorem and the proof follows just
as in Corollary 2.1 in Klimko and Nelson [55].
The last theorem just proves the existence of a sequence of minimizers which con-
verges almost surely toward the predefined optimal network weight vector. But the
theorem does not tell us how to find this optimal parameter vector. The chapter on
Backpropagation will provide a numerical approach for finding the solution to this
problem.
5.1.3 Asymptotic Normality
To state the asymptotic normality of such a consistent sequence we need some ad-
ditional assumptions on the mixing coefficients of Xt, i.e. their decreasing rate and
some strong regularity considerations on the activation function (or more generally
on the network function).
A. 5.8
E |Xt|2γ <∞ for some γ > 2
α( k) ≤ qk−β for some q > 0 and β > γ
γ − 1
A. 5.9 f(x, θ), its first and second partial derivatives ( w.r.t θ ) are measurable with
respect to x and uniformly continuous2 in a neighborhood of θ0 for every x.
Given these assumptions, let us move toward the statement and the proof of the
asymptotic normality.
Proposition 5.10 Let us assume A.5.1 to A.5.8 hold, then
n−1/2∇Qn( θ0) −→ N ( 0, B( θ0)) as n −→∞
2Consider A ⊂ X , X and Y are metric spaces. f : A −→ Y is uniformly continuous on A if
∀  ∃ δ ∀ x, y ∈ A, ‖x− y‖X < δ =⇒ ‖f( x)− f( y)‖Y < 
Uniformly continuous functions have the property to map Cauchy sequence to Cauchy sequence and
therefore preserve the uniform convergence of sequence of functions.
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where
B( θ0) =
∫
( Xt − f( Xt−1, θ0))2∇f( Xt−1, θ0)∇f( Xt−1, θ0)′dP
This proposition helps us to formulate and prove the final result on the asymptotic
normality. Before that proof, we need some auxiliary results, for example the fol-
lowing lemma.
Lemma 5.11 Let Xt be a strictly stationary process and α-mixing; with appropri-
ate decreasing coefficients. Let f be a measurable function from Rp to R. If we
define
Yt = f( Xt−1, · · · , Xt−p),
then Yt is strictly stationary and satisfies an α-mixing condition with decreasing
mixing coefficient of the same order as that of Xt
This lemma has been explicitly formulated and prove in Chapter 3 and to improve
the readability we also present the proof in this context.
Proof: (Proof of Lemma 5.11)
Obviously Xt is strictly stationary. Let us recall that
α( k) = sup
A∈Fn−∞,B∈F∞n+k
|P( A ∩B)− P( A)P( B)| .
Observing that
F0−∞ = σ( Y−∞, · · · , Y0) ⊆ σ( X−∞, · · · , X−1) = G−1−∞
F∞k = σ( Yk, · · · , Y∞) ⊆ σ( Xk−p, · · · , X∞) = G∞k−p
we have the following:
αY ( k) = sup
A∈Fn−∞,B∈F∞n+k
|P( A ∩ B)− P( A)P( B)|
≤ sup
A˜∈Gn−1−∞ ,B˜∈G∞n+k−p
∣∣∣P( A˜ ∩ B˜)− P( A˜)P( B˜)∣∣∣ = αX( k − p+ 1),
if we consider k > p− 1.
Now, let us focus on the proof of proposition 5.10.
Proof: To prove this proposition we need to use the Cramer-Wold Device ( com-
pare Billingsley [9] page 49 and Proposition 1.6.5 in Brockwell and Davis [12]), i.e.
it suffices to show that each linear combination of the components of n−1/2∇Qn( θ0)
5.1 Nonlinear Least Squares 62
converges in distribution to a suitable linear combination of univariate normal dis-
tributions. By definition, we have
l∑
i=1
λi
∂Qn
∂θi
( θ0) =
l∑
i=1
λi
(
n∑
t=1
(
( Xt − f( Xt−1, θ0))∂f( Xt−1, θ0)
∂θi
))
=
l∑
i=1
λi
(
n∑
t=1
Xt,i
)
=
l∑
i=1
λiSn,i.
Without loss of generality, we will assume {Xt,i} to be a zero mean process, other-
wise we just need to use the shifted versions of these processes.
Let us observe that {Xt,i} inherits some of the properties of the process {Xt} for
example, stationarity and mixing property. Moreover, the mixing coefficients of
{Xt,i} have the same decreasing rate (up to a constant factor) as those of {Xt} as
proved in Lemma 5.11 From the last observation one can use a Central Limit Theo-
rem for an α-mixing stationary process ( see e.g., Bosq [10] Theorem 1.7) together
with Slutsky’s Lemma to conclude the proof.
Given the proof of this proposition, we have almost all the ingredients to state
and give a proof of the asymptotic normality of the parameter estimates. Let us first
present an intermediate step.
Lemma 5.12 (Ergodic Lemma for a Triangular Array)
Let Xt be a strictly stationary and ergodic process on a given probability space with
values in Ru and let Zn be a sequence of Rk-valued random variables such that
lim
n→∞
Zn = Z∞ a.s. (5.9)
Let g( y, z) be a mapping from Ru+k to R which is Borel-measurable in y and
uniformly continuous in z for every y and such that E|g( X1, Z∞)| <∞. Then,
lim
n→∞
1
n
n∑
t=1
g( Xt, Zn) = Eg( X1, Z∞). (5.10)
Proof: See Dimitroff [15]
The following theorem yields the result on the asymptotic normality of the parame-
ter estimates.
Theorem 5.13 Let us assume A.5.1 to A.5.9 hold, then
n1/2( θn − θ0)→N ( 0,Σ( θ0)) as n −→∞,
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where
Σ = A−1( θ0)B( θ0)A−1( θ0), A =
(
E
(
∂2( Xt − f( Xt−1, θ0))2
∂θi∂θj
))
i,j
B( θ0) =
∫
( Xt − f( Xt−1, θ0))2∇f( Xt−1, θ0)∇f( Xt−1, θ0)′dP.
As in linear regression, the practical importance of this theorem is that one can use
it to set confidence intervals for the unknown parameter. In the Neural Network
framework, one can use it to test whether all the parameter of the network are rele-
vant.
Proof: Let us assume that θn satisfies the least squares equations. Using a Taylor
expansion around θ0 for n−1/2∇Qn one can write
0 = n−1/2∇Qn( θn)
= n−1/2∇Qn( θ0) + n−1
(
∂2Qn
∂θi∂θj
( θ∗n)
)
i,j
n1/2( θn − θ0),
with θ∗n = θ0 + λ( θn − θ0) for some λ ∈ ( 0, 1).
From the previous theorem we have that θ∗n → θ0 a.s. and by proposition 5.10,
n−1/2∇Qn( θ0) is asymptotically normal . Therefore, we only need to investigate
the asymptotic behavior of n−1
(
∂2Qn
∂θi∂θj
( θ∗n)
)
i,j
. Using A.5.9, together with the
Ergodic Lemma for a Triangular Array, one has
n−1
(
∂2Qn
∂θi∂θj
( θ∗n)
)
i,j
→ A( θ0)
and the proof follows.
In this section we have established the consistency and the asymptotic normality
of the parameter estimates for the nonlinear least squares. In the coming section we
propose an extension of these asymptotic properties to the parameter estimates of a
weighted nonlinear least squares as it will be defined.
5.2 Nonlinear Weighted Least Squares
In this section we consider a training set of the random variable
Xt =
K∑
k=1
St,kXt,k with St,k =
{
1 for Qt = k
0 ∀ Qt 6= k
(5.11)
t = −τ + 1, · · · ,−p+ 1, · · ·n, · · · , n+ τ + 1, (5.12)
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where τ is a given weighting parameter that we will precise later on and p the com-
mon order of the underlyingNLAR processes Xt,k = mk( Xt−1, · · · , Xt−p)+Zt,k.
If the parameters p( k) are not equal, we simply choose the maximum of these pa-
rameters and set it to p. Remark that this type of mixture model is different to the one
we consider in the previous chapters. There, the dynamic of the time series changes
sometimes, but here, there are K stationary background processes Xt,1, · · · , Xt,K
and the state variable Qt only determine which time series we observe at time t. Qt
has no longer to be a Markov Chain, but an arbitrary stationary process independent
of the Xt,k, k = 1, · · · , K.
In this context we want to estimate the change-points and the auto-regression func-
tion m1, · · · , mK simultaneously. For this purpose, we follow a proposal by Mu¨ller
et al. [73] and consider L ≥ K competing neural networks. For each network
nl, l ∈ IL the output function can be written as
fl( x1, · · · , xp; θ( l)) = ν0,l +
H( l)∑
h=1
νhψ( ω
( 0),l
h +
p∑
i=1
ω
( i),l
h xi), l = 1, · · · , L,
where the θ( l) ∈ Rs( l)( with s( l) = H( l)( p + 2) + 1 are (not necessarily)
different. These parameters θ( 1), · · · , θ( L) are estimated by the Weighted Nonlinear
Least Squares scheme:
Qn,G( θ
( 1), · · · , θ( L)) =
L∑
l=1
n∑
t=1
P lt e
l
t =
n∑
t=1
L∑
l=1
P lt e
l
t (5.13)
=
n∑
t=1
qt,G (5.14)
where
elt = ( Xt+1 − fl( Xt, θl))2 (5.15)
and, using a symmetric moving average of length 2τ + 1 around t,
P lt =
exp
(
−β
t+τ∑
j=t−τ
eln
)
L∑
λ=1
exp
(
−β
t+τ∑
j=t−τ
eλj
) . (5.16)
P lt can be interpreted as the current (in term of the estimation algorithm) estimate
of the probability that Qt = l, i.e. the probability that we observe the time series
with autoregressive function approximated by the l′th network. If, around time t,
the network function fl fits the data well, then the elj will be small for |t − j| ≤ τ,
and P lt will be large. To achieve it, we implicitly have to solve the minimization
problem
min
θG
Eqt,G( θ( 1), · · · , θ( L)) = min
θG
QG(θG), (5.17)
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where θG =
(
θ(1), · · · , θ(L)) , i.e. we need to minimize the expectation of the
weighted squared errors.
Remark 5.14 At this point, let us note that we have a function that is minimize and
for which we can explore the asymptotic property of the parameter estimate. This is
the case in the approach considered by Mu¨ller et al in [73].
Before we go through the resolution of this problem, let us first make some com-
ments on the weighting parameter τ and the parameter β.
Remark 5.15 As far as τ is concerned, this parameter can be regarded in our case
as the bandwidth in the Kernel type estimates, in the sense that if we take τ to be
small, very few data will contribute to the estimation of the changepoint and con-
versely a large amount of data will contribute to determination of the changepoint
if we consider τ to be large enough. If τ is small, we will detect a change in Qt
fast, but not reliably, whereas for τ large changes will be detected and we have no
false alarms with high probability, but it will take a lot of time. Also, short periods
of observing a different time series may be overlooked.
Unlike the inverse temperature in the Simulated Annealing, as β will increase, if
we take the other value to be constant, the networks producing the largest errors
around the changepoint will produce weights that should fall quickly under a given
threshold and therefore will have little effect on the dynamic of the process around
this point. Additionally we need to recall that β has to be a positive real quantity
for which we need to find the suitable value. In this light we follow a proposal by
Kroisandt, i.e. for the numerical procedure we will consider an increasing real se-
quence for β. Nevertheless we need to start with a value of β that is strictly positive
in order to prevent the entire system to collapse, i.e we want the entire system to
satisfy some regularity condition all over the computation steps.
Once our goal for this section is clearly defined, we can move forward in its res-
olution and once more we have to find the asymptotic properties of the parameter
estimates. Let us first present some preliminary results.
5.2.1 Preliminaries
Recall that
Qn,G( θ
( 1), · · · , θ( L)) =
L∑
l=1
n∑
t=1
P lt e
l
t =
n∑
t=1
(
L∑
l=1
P lt e
l
t) (5.18)
=
n∑
t=1
qt,G (5.19)
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with
elt = ( Xt+1 − f( Xt, θl))2 (5.20)
and
P lt =
exp
(
−β
t+τ∑
j=t−τ
elj
)
L∑
λ=1
exp
(
−β
t+τ∑
j=t−τ
eλj
) . (5.21)
To improve the readability, let us set
g( t, λ) = −β
t+τ∑
j=t−τ
eλj .
For the computation of the partial derivatives, we need
∂elt
∂θi
=
{
0 if θi = θλi for l 6= λ
∂f
∂θli
( Xt, θl)( Xt+1 − f( Xt, θl)) if θi = θli
(5.22)
and
∂P lt
∂θi
=
{
P lt ( 1− P lt )∂g( t,l)∂θli if θi = θ
l
i
−P ltP λt ∂g( t,λ)∂θλi if θi = θ
λ
i for l 6= λ.
(5.23)
Hence,
∂qt,G
∂θλi
=
L∑
l=1
∂( P lt e
l
t)
∂θλi
= −
∑
l 6=λ
P ltP
λ
t e
l
t
∂g( t, λ)
∂θλi
+ P λt ( 1− P λt )eλt
∂g( t, λ)
∂θλi
+ P λt
∂eλt
∂θλi
= −qt,GP λt
∂g( t, λ)
∂θλi
+ P λt e
λ
t
∂g( t, λ)
∂θλi
+ P λt
∂eλt
∂θλi
.
From this we derive for the extreme cases, i.e. the situation where higher moment
assumptions should be needed
∂2qt,G
∂θλi ∂θ
ν
j
= −P νt P λt
(
eνt
∂g( t, ν)
∂θνj
+
∂eνt
∂θνj
)
∂g( t, λ)
∂θλi
,
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∂2qt,G
∂θλi ∂θ
λ
j
= qt,GP
λ
t
(
( 2P λt − 1)
∂g( t, λ)
∂θλi
∂g( t, λ)
∂θλj
+
∂2g( t, λ)
∂θλi ∂θ
λ
j
)
+ P λt ( 1− P λt )
(
∂g( t, λ)
∂θλi
∂eλt
∂θλj
+
∂eλt
∂θλi
∂g( t, λ)
∂θλj
)
+ P λt e
λ
t
(
∂2g( t, λ)
∂θλi ∂θ
λ
j
+ ( 1− 2P λt )
∂g( t, λ)
∂θλi
∂g( t, λ)
∂θλj
)
+ P λt
∂2eλt
∂θλi ∂θ
λ
j
and
∂3qt,G
∂θλi ∂θ
λ
j ∂θ
λ
k
= qt,GP
λ
t [( 6P
λ
t ( 1− P λt )− 1)
∂g( t, λ)
∂θλi
∂g( t, λ)
∂θλj
∂g( t, λ)
∂θλk
+ ( 2P λt − 1)
(
∂2g( t, λ)
∂θλi ∂θ
λ
k
∂g( t, λ)
∂θλj
+
∂g( t, λ)
∂θλi
∂2g( t, λ)
∂θλj ∂θ
λ
k
)
]
+ P λt P
λ
t
(
eλt
∂g( t, λ)
∂θλk
+
∂g( t, λ)
∂θλk
)(
( 2P λt − 1)
(
∂g( t, λ)
∂θλi
∂g( t, λ)
∂θλj
+
∂2g( t, λ)
∂θλi ∂θ
λ
j
))
+ P λt ( 1− 3P λt − 2P λt P λt )
∂g( t, λ)
∂θλk
(
∂g( t, λ)
∂θλi
∂eλt
∂θλj
+
∂eλt
∂θλi
∂g( t, λ)
∂θλj
)
+ P λt ( 1− P λt )
(
∂2g( t, λ)
∂θλi ∂θ
λ
k
∂eλt
∂θλj
+
∂g( t, λ)
∂θλi
∂2eλt
∂θλj ∂θ
λ
k
+
∂2eλt
∂θλi ∂θ
λ
k
∂g( t, λ)
∂θλj
+
∂eλt
∂θλi
∂2g( t, λ)
∂θλj ∂θ
λ
k
)
+ P λt ( 1− P λt )eλt
∂g( t, λ)
∂θλi
(
∂2g( t, λ)
∂θλi ∂θ
λ
j
+ ( 1− 2P λt )
∂g( t, λ)
∂θλi
∂g( t, λ)
∂θλj
)
+ P λt e
λ
t
(
∂3g( t, λ)
∂θλi ∂θ
λ
j ∂θ
λ
k
− 2P λt ( 1− P λt )
∂g( t, λ)
∂θλi
∂g( t, λ)
∂θλj
∂g( t, λ)
∂θλk
)
+ ( 1− 2P λt )P λt eλt
(
∂2g( t, λ)
∂θλi ∂θ
λ
k
∂g( t, λ)
∂θλj
+
∂g( t, λ)
∂θλi
+
∂2g( t, λ)
∂θλj ∂θ
λ
k
)
+ P λt ( 1− P λt )
∂g( t, λ)
∂θλk
∂2eλt
∂θλi ∂θ
λ
j
+ P λt
∂3eλt
∂θλi ∂θ
λ
j θ
λ
k
.
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5.2.2 Consistency
As for the Nonlinear Least Squares problem, in order to solve this problem, we
essentially want to find the solution of the “Weighted Least Squares Equations”:
∂Qn,G
∂θi
= 0 ∀i = 1, · · · , s; s =
L∑
l=1
s( l). (5.24)
As previously, we would like to control the behavior of the Taylor expansion ofQn,G
around the optimal parameter given it exists. To do so, we have to state some sets
of assumptions which are in a certain sense much stronger than what we have stated
for the least squares problem. This could be justifying why we started from the least
squares problem, although one can consider the results for the least squares problem
as corollaries of the much more general results which we are going to present in the
coming lines.
A. 5.16 1. Assume that τ ∈ N and p ∈ N; 1 ≤ p ≤ τ.
2. St,k is strictly stationary, α−mixing and independent ofXt,k, for each k =
1, · · · , K.
A. 5.17 1. Zt,k, k = 1, · · · , K i.i.d. with mean 0.
2. ∃ Cj > 0 such that sup
k∈IK
E( |Zt,k|j | Xt = x) ≤ Cj <∞ for j = 1, · · · , 9.
3. mk(x), k = 1, · · · , K are continuous and ∃κ ≥ 0, ai ≥ 0 for i = 1 · · · , p
such that sup
k∈IK
|mk(x)| ≤
∑p
i=1 ai|xi|+ κ.
A. 5.18 1. Xt,k, k = 1, · · · , K are independent NLAR (p)-processes;
2. Xt,k is strictly stationary and α−mixing for each k ∈ IK.
3. E|Xt|4γ+1 <∞ for some γ > 2.
Remark 5.19 1. From the fact that Xt,k, k ∈ IK are independent, strictly sta-
tionary stochastic processes and St,k is strictly stationary and independent of
Xt,k for each k = 1, · · · , K, it follows that Xt is strictly stationary.
2. Xt satisfies an α−mixing condition with mixing coefficients for which the de-
creasing rate is determined by the slowest decreasing rate of the mixing coef-
ficients of Xt,k, k ∈ IK and of St,k.
The above remark is formalized in the following lemma.
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Lemma 5.20 Let {Xt,k}, k ∈ IK be strictly stationary and independent stochas-
tic processes, each satisfying an α−mixing condition. Also consider {St,k} to be a
strictly stationary stochastic process independent of Xt,k for each k ∈ IK . More-
over, assume St,k satisfies an α−mixing condition. Assume that ρt → 0 denotes a
sequence of upper bounds for the mixing coefficients of Xt,k, k ∈ IK , St. Then {Xt}
is strictly stationary and satisfies an α−mixing condition with coefficient coefficients
bounded by (K + 1)ρt.
Proof: It is that Xt is strictly stationary, let us concentrate on the proof of the sec-
ond conclusion of the lemma. For that purpose, let us define the following:
F ( S)0 = σ( St,k, t ≤ 0) F ( S)u+ = σ( St,k, t ≥ u)
Analogously we define
F ( Xk)0 , F ( Xk)u+ , for each k and F ( X)0 ,F ( X)u+ . It follows that
F ( X)0 ⊂
(
∪
k
F ( Xk)0
)
∪ F ( S)0
and
F ( X)u+ ⊂
(
∪
k
F ( Xk)u+
)
∪ F ( S)u+ .
Using Theorem 1 p 4 from Doukhan [18], we can conclude that
α( F ( Y )0 ,F ( Y )u+ ) ≤ α( F ( S)0 ,F ( S)u+ ) +
K∑
k=1
α( F ( Xk)0 ,F (Xk)u+ )
from which it follows that Xt is α−mixing. Using Lemma B.2.2 page 175 in
Kroisandt [57], we conclude with the rate of convergence.
Remark 5.21 By means of the Geometric Ergodic Theory we have established the
asymptotic stationarity of {Xt} under weak assumptions. Hence all the assumption
of the previous lemma can be considered as technical tools to achieve the results on
the asymptotic properties of the parameter estimates in the weighted least squares
approach.
A. 5.22 For each network nl, l = 1, · · · , L the activation functions ψ are bounded
C3 with bounded derivatives.
A. 5.23 Assume that QG attains it unique global minimum (θ(1)0 , · · · , θ(L)0 ) which is
an interior point of ΘG (compact subspace ofRs) and also assume∇2QG(θ(1)0 , · · · , θ(L)0 )
is positive definite.
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Lemma 5.24 Consider assumptions A.5.16-A.5.22 to hold. Then, it follows that
E
∣∣∣elt(θ(1)0 , · · · , θ(L)0 )∣∣∣4 <∞ ∀l = 1, · · · , L; (5.25)
E
∣∣∣∣∂g(t, l)∂θi (θ(1)0 , · · · , θ(L)0 )
∣∣∣∣4 <∞ ∀ i = 1, · · · , s (5.26)
E
∣∣∣∣∂2g(t, l)∂θi∂θj (θ(1)0 , · · · , θ(L)0 )
∣∣∣∣3 <∞ ∀ i, j = 1, · · · , s (5.27)
E
∣∣∣∣ ∂3g(t, l)∂θi∂θj∂θk (θ(1)0 , · · · , θ(L)0 )
∣∣∣∣2 <∞ ∀ i, j, k = 1, · · · s. (5.28)
Proof: By definition and using the triangular inequality together with the fact that
St,k is bounded by 1 we have∣∣Xt+1 − f(Xt, θl)∣∣ =
∣∣∣∣∣
K∑
k=1
St,k(Xt+1 −mk(Xt))
+
K∑
k=1
St,k(mk(Xt))− f(Xt, θl))
∣∣∣∣∣
≤
K∑
k=1
|Xt+1 −mk(Xt)|+
K∑
k=1
∣∣St,k(mk(Xt)− f(Xt, θl)∣∣ .
Hence
E(elt)4 = E
∣∣Xt+1 − f(Xt, θl)∣∣8
≤ E
(
K∑
k=1
|Xt+1 −mk(Xt)|+
K∑
k=1
|St,k(mk(Xt)− f(Xt, θl))|
)8
≤ const.
(
K∑
k=1
E|Xt+1 −mk(Xt)|8
+ E
K∑
k=1
|St,k(mk(Xt)− f(Xt, θl))|8
)
,
by using the fact that for a, b, τ ≥ 0, (a+ b)τ ≤ 2τ (aτ + bτ ) and the finiteness of
E|elt|4 it follows from assumptions A.5.16 to A.5.22.
With a similar strategy we will find the necessary conditions to achieve the remain-
ing part of the proof .
By definition, we have
∂g(t, l)
∂θi
= β
t+τ∑
j=t−τ
∂f
∂θi
(Xj, θl)(Xj+1 − f(Xj, θl)). (5.29)
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Therefore, ∣∣∣∣∂g(t, l)∂θi
∣∣∣∣ =
∣∣∣∣∣β
t+τ∑
j=t−τ
∂f
∂θi
(Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣∣
≤ β
t+τ∑
j=t−τ
∣∣∣∣ ∂f∂θi (Xj, θl)||Xj+1 − f(Xj, θl
∣∣∣∣ .
Thus, ∣∣∣∣∂g(t, l)∂θi
∣∣∣∣4 =
∣∣∣∣∣β
t+τ∑
j=t−τ
∂f
∂θi
(Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣∣
4
≤ Const.
t+τ∑
j=t−τ
∣∣∣∣ ∂f∂θi (Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣4
≤ Const.
(
t+τ∑
j=t−τ
∣∣∣∣ ∂f∂θi (Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣8
+
t+τ∑
j=t−τ
∣∣Xj+1 − f(Xj, θl)∣∣8 )
and the finiteness of E|∂g(t,l)
∂θi
|4 is easily provided by our assumptions.
Analogous to the previous two definitions we have
|∂
2g(t, l)
∂θi∂θj
| ≤ β
t+τ∑
j=t−τ
(∣∣∣∣ ∂2f∂θi∂θj (Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣
+
∣∣∣∣ ∂f∂θi (Xj, θl) ∂f∂θj (Xj, θl)
∣∣∣∣ ) ,
from which it follows that∣∣∣∣∂2g(t, l)∂θi∂θj
∣∣∣∣3 ≤ Const.β t+τ∑
j=t−τ
(∣∣∣∣ ∂2f∂θi∂θj (Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣3
+
∣∣∣∣ ∂f∂θi (Xj, θl) ∂f∂θj (Xj, θl)
∣∣∣∣3
)
.
By an application of a Ho¨lder type inequality it follows that
E
∣∣∣∣ ∂2f∂θi∂θj (Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣3
= E
∣∣∣∣ ∂2f∂θi∂θj (Xj, θl)|3|Xj+1 − f(Xj, θl)
∣∣∣∣3
≤
(
E
∣∣∣∣ ∂2f∂θi∂θj (Xj, θl)
∣∣∣∣9/2
)2/3 (
E
∣∣Xj+1 − f(Xj, θl)∣∣9 )1/3 ,
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from which we can deduce the finiteness of∣∣∣∣∂2g(t, l)∂θi∂θj
∣∣∣∣3 .
In the final step of the proof of this lemma, we focus on∣∣∣∣ ∂3g(t, l)∂θi∂θjθk
∣∣∣∣ =
∣∣∣∣∣β
t+τ∑
j=t−τ
(
∂3f
∂θi∂θj∂θk
(Xj, θl)(Xj+1 − f(Xj, θl))
− ∂
2f
∂θi∂θj
(Xj, θl)
∂f
∂θk
(Xj, θl)
− ∂
2f
∂θi∂θk
(Xj, θl)
∂f
∂θj
(Xj, θl)
− ∂
2f
∂θj∂θk
(Xj, θl)
∂f
∂θi
(Xj, θl)
)∣∣∣∣ .
Hence, by similar arguments as those previously used,∣∣∣∣ ∂3g(t, l)∂θi∂θjθk
∣∣∣∣2 ≤ const. t+τ∑
j=t−τ
(∣∣∣∣ ∂3f∂θi∂θj∂θk (Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣2
+
∣∣∣∣ ∂2f∂θi∂θj (Xj, θl) ∂f∂θk (Xj, θl)
∣∣∣∣2
+
∣∣∣∣ ∂2f∂θi∂θk (Xj, θl) ∂f∂θj (Xj, θl)
∣∣∣∣2
+
∣∣∣∣ ∂2f∂θj∂θk (Xj, θl) ∂f∂θi (Xj, θl)
∣∣∣∣2
)
Consequently
E
∣∣∣∣ ∂3g(t, l)∂θi∂θjθk
∣∣∣∣2
≤ const.
t+τ∑
j=t−τ
(
E
∣∣∣∣ ∂3f∂θi∂θj∂θk (Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣2
+E
∣∣∣∣ ∂2f∂θi∂θj (Xj, θl) ∂f∂θk (Xj, θl)
∣∣∣∣2
+E
∣∣∣∣ ∂2f∂θi∂θk (Xj, θl) ∂f∂θj (Xj, θl)
∣∣∣∣2
+ E
∣∣∣∣ ∂2f∂θj∂θk (Xj, θl) ∂f∂θi (Xj, θl)
∣∣∣∣2
)
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and once more, using a Ho¨lder type inequality
E
∣∣∣∣ ∂3f∂θi∂θj∂θk (Xj, θl)(Xj+1 − f(Xj, θl))
∣∣∣∣2
≤
(
E
∣∣∣∣ ∂3f∂θi∂θj∂θk (Xj, θl)
∣∣∣∣3
)2/3 (
E
∣∣Xj+1 − f(Xj, θl)∣∣6 )1/3
The proof follows as in the other cases.
In fact the above lemma helps us to see that we really need the moment assumption
we have stated. Indeed it provides a helpful (as we will observe in the proof of the
next proposition) set of sufficient conditions which are satisfied under our assump-
tions.
In the following Proposition, Vn,G and Tn,G are defined similarly to Vn and Tn,
respectively. Moreover we will assume (θ(1)∗ , · · · , θ(L)∗ ) to be in a suitable neighbor-
hood of (θ(1)o , · · · , θ(L)o ).
Proposition 5.25 Let us assume the assumptions A.5.16 to A.5.23 hold, then
1.
lim
n−→∞
1
n
∂Qn,G
∂θi
(θ(1)o , · · · , θ(L)o ) = 0 a.s. ∀ i = 1, · · · , s
2.
lim
n−→∞
1
n
Vn,G = AG(θ
(1)
o , · · · , θ(L)o ) a.s.
3.
lim
n−→∞
sup
δ→0
(
|Tn,G(θ(1)∗ , · · · , θ(L)∗ )i,j|
nδ
) <∞ a.s. for alli, j = 1, · · · , s.
Proof: The proof of this proposition is based on the fact that, from Lemma 5.20,Xt
is strictly stationary and satisfies some mixing condition. Having this observation,
the rest of the proof follows the proof of Proposition 5.10 word for word.
Having all the above proposition, we have once more stated the conditions of some
theorems in [55]. Hence we can easily derive consistency under weak assumptions
as we have done in the previous section. We summarize these results in the following
theorem.
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Theorem 5.26 (Consistency under Weak Conditions)
Under assumptions A.5.16 to A.5.27, there exists (θ(1)n , · · · , θ(L)n ) such that
(θ(1)n , · · · , θ(L)n )→ (θ(1)0 , · · · , θ(L)0 )a.s.
and for ε > 0, there is E with P(E) > 1 − ε and n0 such that on E for n >
n0, (θ
(1)
n , · · · , θ(L)n ) satisfies the weighted least squares equation and Qn,G attains a
relative minimum at (θ(1)n , · · · , θ(L)n ).
Proof: The proof of this theorem is similar to that of Theorem 5.7 given that all
the intermediate steps are achieved with the assumptions stated.
5.2.3 Asymptotic Normality
A. 5.27 sup
k∈IK
αXk(q) ≤ aq−ν for some a > 0 and ν > 1+ 12γ−1 , (IK = {1, · · · , K}).
Proposition 5.28 Let us consider A.5.16 to A.5.27 to hold, then
n−1/2∇Qn,G(θ(1)0 , · · · , θ(L)0 ) −→ N
(
0, BG(θ
(1)
0 , · · · , θ(L)0 )
)
,
where
BG(θ
(1)
0 , · · · , θ(L)0 )
= lim
n−→∞
E n−1∇Qn,G(θ(1)0 , · · · , θ(L)0 )∇Qn,G(θ(1)0 , · · · , θ(L)0 )′
= E∇qt,G(θ(1)0 , · · · , θ(L)0 )∇qt,G(θ(1)0 , · · · , θ(L)0 )′.
Proof: The proof is analogous to the proof of proposition 5.10.
A. 5.29 For each l = 1, · · · , L, f(x, θl), its first and second partial derivatives
with respect to (θ(1), · · · , θ(L)) are measurable w.r.t x, and uniformly continuous in
a neighborhood of (θ(1)0 , · · · , θ(L)0 ) for every x.
Theorem 5.30 Let us consider A.5.16 to A.5.29 hold, then
n1/2((θ(1)n , · · · , θ(L)n )− (θ(1)0 , · · · , θ(L)0 ))→N
(
0,ΣG(θ
(1)
0 , · · · , θ(L)0 )
)
,
where
ΣG = A
−1
G (θ
(1)
0 , · · · , θ(L)0 )BG(θ(1)0 , · · · , θ(L)0 )A−1G (θ(1)0 , · · · , θ(L)0 )
AG(θ
(1)
0 , · · · , θ(L)0 ) = lim
n−→∞
1
n
Vn,G
BG(θ0) = lim
n−→∞
E n−1∇Qn,G(θ(1)0 , · · · , θ(L)0 )∇Qn,G(θ(1)0 , · · · , θ(L)0 )′.
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Proof: This proof follows the proof of Theorem 5.13.
In this section we have studied the consistency and the asymptotic normality of the
parameter estimates for the non linear least squares problem and the weighted non
linear least squares as well. Back to White [91] we have to observe that the expected
consistency here just means convergence toward a local minimum of the criterion
function. Moreover there is no guarantee to attain a global minimum. In general,
asymptotic normality helps to set down test for the significance of the parameters.
However, for the special case of the weighted least squares, it just means that the
weights of the non divergent networks can achieve similar test of hypothesis on their
significance if the heat parameter is kept constant. Additionally this parameter need
to be kept away from zero to make sure that the system satisfies some regularity
assumptions.
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6 Multivariate Weighted Least Squares for Change-
point Analysis in Time Series Models
Unlike the previous chapter, the aim of the current chapter is to extend and prove the
key results established for univariate time series to higher dimensional time series.
To achieve this goal we need to set some sufficient conditions and this is similar
to what we have done in the previous chapter in two stages. In the first stage we
will find the asymptotic of the parameter estimates of a nonlinear Multivariate Least
Squares and in the second stage extend the results to the nonlinear Multivariate
Weighted Least Squares.
6.1 Multivariate Least Squares
Let us assume that we have a nonlinear multivariate time series which can be written
in the form
Xt+1 = m(Xt, · · · , Xt+1−p) + t+1, t = 1, 2, · · · , (6.1)
where Xt and t are d-dimensional vectors, Xt = (Xt, · · · , Xt+1−p) is a d × p
matrix andm is an unknown d-dimensional measurable function. Our objective is to
approximate this unknown function by a suitable multivariate feedforward network.
Therefore, we shall need to minimize a Multivariate Least Squares Problem with
unknown covariance matrix Σ of t. Roughly speaking, the problem is in general
formulated as follows.
The data are approximated by
Xt+1 = f(Xt, · · · , Xt+1−p, θ) + t+1, t = 1, 2, · · · , (6.2)
when they were actually generated by
Xt+1 = m(Xt, · · · , Xt+1−p) + t+1, t = 1, 2, · · · (6.3)
and one is supposed to solve the minimization problem
Qn(θ,Σ) =
n−1∑
t=0
(Xt+1 − f(Xt, θ))′Σ−1(Xt+1 − f(Xt, θ)). (6.4)
The complexity of the problem can be regarded as that of solving a Multivariate
Least Squares Problem, where, in general, Σ−1 is unknown and not always easy
to estimate. Nevertheless, if we were give a consistent estimate Σˆ, we could have
solved the following problem, i.e. minimize
Qn(θ, Σˆ) =
n−1∑
t=0
(Xt+1 − f(Xt, θ))′Σˆ−1(Xt+1 − f(Xt, θ)), (6.5)
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with Σˆ−1 being a known matrix. For sake of simplicity, in the following lines, we
make some (realistic) assumptions on Σ−1 to overcome the problem caused by its
estimation.
On this way, if we assume Σ to be positive semi-definite( which should be the case
for any covariance matrix), from Linear algebra, one can construct the square root
Σ−1/2 of Σ−1 with the property Σ−1/2 ′ = Σ−1/2. By doing so the optimization
problem can be reformulated in the following way:
Qn(θ,Σ) =
n−1∑
t=0
(Xt+1 − f(Xt, θ))′Σ−1/2Σ−1/2(Xt+1 − f(Xt, θ))
=
n−1∑
t=0
(Σ−1/2(Xt+1 − f(Xt, θ)))′(Σ−1/2(Xt+1 − f(Xt, θ)))
=
n−1∑
t=0
(Σ−1/2Xt+1 − Σ−1/2f(Xt, θ)))′(Σ−1/2Xt+1 − Σ−1/2f(Xt, θ)))
From this reformulation one can observe that a form similar to the Euclidean dis-
tance appears and this is our motivation for formulating the problem as that of min-
imizing the least squares Euclidean norm. For sake of simplicity, we limit ourselves
to the type of problem where the Σ ≡ Id (d-dimensional identity matrix), i.e. mini-
mize,
Qn(θ) =
n−1∑
t=0
(Xt+1 − f(Xt, θ))′(Xt+1 − f(Xt, θ)) (6.6)
=
n−1∑
t=0
‖Xt+1 − f(Xt, θ)‖2. (6.7)
We can rewrite this as
Qn(θ) =
n−1∑
t=0
d∑
u=1
(Xt+1,u − fu(Xt,u, θu))2 (6.8)
=
n−1∑
t=0
Qt,M . (6.9)
By doing so we implicitly have to solve the minimization problem:
min
θ
EQt,M = min
θ
Q(θ). (6.10)
As we have already done for the least squares and the weighted least squares in the
one dimensional problem, we need to find a solution of:
∂Qn
∂θi
(θ) = 0 for all i. (6.11)
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To achieve this goal, we need once more to control the asymptotic behavior of the
Taylor expansion of Sn(θ) and hence the need of assumptions similar to those we
have stated up to now. Let us first define
Vn,S = ∇2Sn(θM)
Tn,S = ∇2Sn(θ∗M )− Vn,S
with θM being the unique global minimum of Q(θ) and θ∗M defined as θ
∗ in the least
squares problem relative to θM .
Basically we have
∂Qt,M
∂θu,i
= − ∂fu
∂θu,i
(Xt,u, θu)(Xt+1,u − fu(Xt,u, θu)) (6.12)
and
∂2Qt,M
∂θu,i∂θh,j
=

0 if h 6= u
− ∂2fu
∂θu,i∂θu,j
(Xt,u, θu)(Xt+1,u − fu(Xt,u, θu))
+ ∂fu
∂θu,i
(Xt,u, θu) ∂fu∂θu,j (Xt,u, θu) otherwise.
6.1.1 Consistency and Asymptotic Normality
Let us now state some basic assumptions on {Xt} and derive some consequences
A. 6.1 Assume that {Xt} is strictly stationary, α- mixing with mixing rate α(k) ≤
ak−β for some a > 0 and some β > 1.
From this assumption, it follows that the marginals {Xt,u, u = 1, · · · , d} are also
strictly stationary, α-mixing with mixing rate not greater than α(k).
A. 6.2 1. Assume thatXt is strictly stationary α-mixing and supu E|Xut |2γ <∞
for some γ > 2.
2. ∃ Cj > 0 such that supu E(|εut |j | Xut = x) ≤ Cj <∞ for j = 1, · · · , 4.
3. mk : Rp → R are continuous and ∃ κ ≥ 0 such that supk |mk(x)| ≤
infk
∑p
i=1 |xki |+ κ.
A. 6.3 Consider A.5.2 to hold for each network function fu.
A. 6.4 Q has its unique global minimum at θM which is an interior point of ΘM and
∇2Q(ΘM) = AQ(ΘM) is positive definite.
Proposition 6.5 Let us consider A.6.1 to A.6.4 to hold. Then,
1. limn→∞ 1n
∂Qn
∂θi,u
(θM) = 0 a.s., for i = 1, · · · , l(u); u = 1, · · · , d.
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2. limn→∞ 1nVn,Q(θM )→ V a.s., where V is a positive definite matrix.
3.
lim
n→∞
sup
δ→0
( |Tn,Q(θ∗M )i,j|
nδ
)
<∞ a.s. for all i, j = 1, · · · , l(u), u = 1, · · · , d.
Proof: The proof is similar to that of Proposition 5.4.
A. 6.6 A.5.8 holds for {Xt} (compare Chapter 5, Section 5.1.2).
A. 6.7 For each u, fu(x, θ), its first, and second partial derivative w.r.t. θ, are
measurable w.r.t. x and uniformly continuous in a neighborhood of θM for every x.
Theorem 6.8 Let A.6.1 to A.6.7 hold, then
n1/2(θn − θM)→N (0,Σ(θM)) ,
where
Σ = A−1(θM )B(θM)A−1(θM),
A =
(
∂2EQt,M (θM )
∂θi∂θj
)
i,j
B(θM ) = E∇Qt,M (θM)∇Qt,M (θM)′.
Proof: A.6.1 to A.6.7 provide analogous of Theorem 5.7 and Proposition 5.10 with
the slight modification that one needs to use a Multivariate Central Limit Theorem
for stationary α-mixing processes(see, e.g. Billingsley [9]) and the Ergodic The-
orem applied to stationary vector-valued processes. The proof follows similarly to
that of Theorem 5.13.
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Let {Xt}t≥0 be a multivariate nonlinear autoregressive process with switching
Xt =
K∑
k=1
St,k(mk(Xt−1) + σk(Xt−1)t,k) with St,k =
{
1 for Qt = k
0 else
(6.13)
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6.2.1 Preliminaries
In this context, the Weighted Least Squares is defined as follow
Qn,G =
n∑
t=1
qt,G,
with
qt,G =
L∑
l=1
P lt e
l
t,
elt = ‖Xt+1 − f(Xt, θl)‖2
=
q∑
u=1
(Xt+1,u − f(Xt,u, θlu))2
and
P lt =
exp
(
−β∑t+τj=t−τ elj)∑L
λ=1 exp
(
−β∑t+τj=t−τ eλj) .
Again we write
g(t, λ) = (−β
t+τ∑
j=t−τ
eλj ).
It follows that
∂P lt
∂θλi,u
=
P
l
t (1− P lt )∂g(t,l)∂θli,u if θ
λ
i,u = θ
l
i,u
−P ltP λt ∂g(t,λ)∂θλi,u if l 6= λ
,
∂elt
∂θλi,u
=
{
−∂f(Xt,θlu)
∂θli,u
(Xt+1,u − f(Xt,u, θlu)) if θλi,u = θli,u
0 if l 6= λ.
,
and consequently
∂qt,G
∂θλi,u
= −∂g(t, λ)
∂θλi,u
P λt qt,G +
∂g(t, λ)
∂θλi,u
P λt e
λ
t + P
λ
t
∂eλt
∂θλi,u
.
Hence
∂2qt,G
∂θλi,u∂θ
µ
j,h
= Atqt,G +Bt
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with
At =
(
P λt P
µ
t
∂g(t, λ)
∂θλi,u
∂g(t, µ)
∂θµj,h
− ∂P
λ
t
∂θµj,h
∂g(t, λ)
∂θλi,u
− ∂
2g(t, λ)
∂θλi,u∂θ
µ
j,h
)
and
Bt = −∂g(t, λ)
∂θλi,u
P λt P
µ
t
(
∂g(t, µ)
∂θµj,h
eµt +
∂eµt
∂θµj,h
)
+
∂2g(t, λ)
∂θλi,u∂θ
µ
j,h
P λt e
λ
t
+
∂g(t, λ)
∂θλi,u
(
∂P λt
∂θµj,h
eλt + P
λ
t
∂eλt
∂θµj,h
)
+
∂P λt
∂θµj,h
∂eλt
∂θλi,u
+ P λt
∂2eλt
∂θλi,u∂θ
µ
j,h
.
Now let us consider different situations.
1. If λ = µ and u= h, it follows that
At = P
λ
t (2P
λ
t − 1)
∂g(t, λ)
∂θλi,u
∂g(t, λ)
∂θλj,u
− ∂
2g(t, λ)
∂θλi,u∂θ
λ
j,u
and
Bt =
∂g(t, λ)
∂θλi,u
P λt
(
(1− P λt )
∂2eλt
∂θλj,u
− P λt
∂g(t, λ)
∂θλj,u
eλt
)
+ P λt (1− P λt )
∂g(t, λ)
∂θλj,u
(
∂g(t, λ)
∂θλi,u
+
∂2eλt
∂θλi,u
)
+ P λt
(
∂2g(t, λ)
∂θλi,u∂θ
λ
j,u
eλt +
∂2eλt
∂θλi,u∂θ
λ
j,u
)
2. If λ = µ and u 6= h, it follows that
At = P
λ
t (2P
λ
t − 1)
∂g(t, λ)
∂θλi,u
∂g(t, λ)
∂θλj,h
and
Bt = −∂g(t, λ)
∂θλi,u
P λt P
λ
t
(
∂g(t, λ)
∂θλj,h
eλt +
∂2eλt
∂θλi,u∂θ
λ
j,h
)
+ P λt
∂g(t, λ)
∂θλi,u
∂eλt
∂θλj,h
+ P λt (1− P λt )
∂g(t, λ)
∂θλj,h
(
∂g(t, λ)
∂θλi,u
+
∂eλt
∂θλi,u
)
.
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3. If λ 6= µ it follows that
At = 2P
λ
t P
µ
t
∂g(t, λ)
∂θλi,u
∂g(t, µ)
∂θµj,h
and
Bt = −∂g(t, λ)
∂θλi,u
P λt P
µ
t
(
∂g(t, µ)
∂θµj,h
eµt +
∂eµt
∂θµj,h
)
−
+
∂g(t, λ)
∂θλi,u
P λt P
µ
t
∂g(t, µ)
∂θµj,h
eλt −
∂g(t, µ)
∂θµj,h
P λt P
µ
t
∂eλt
∂θµj,h
.
Finally,
∂3qt,G
∂θλi,u∂θ
µ
j,hθ
γ
k,z
= qt,G
(
∂At
∂θγk,z
− ∂g(t, γ)
∂θγk,z
P γt
)
+ AtP
γ
t
(
∂g(t, γ)
∂θγk,z
eγt +
∂eγt
∂θγk,z
)
+
∂Bt
∂θγk,z
.
6.2.2 Consistency and Asymptotic Normality
Let us state some assumptions.
A. 6.9 A. 5.16 holds (compare Chapter 5, Section 5.2.2).
A. 6.10 1. Zt,k, k = 1, · · · , K are i.i.d. with mean 0,
2. ∃ Cj > 0 such that sup
k∈IK ,h∈Id
E(|Zt,k,h|j|Xt = x) ≤ Cj <∞.
3. mk,h(X), k ∈ IK, h ∈ Id are continuous and ∃κ ≥ 0, ai ≥ 0, i ∈ Ip such that
sup
k∈IK ,h∈Id
|mk,h(x)| ≤ inf
k∈IK ,h∈Id
∑p
i=1 ai|xi,k,h|+ κ.
A. 6.11 1. Xt,k, k = 1, · · · , K are independent multivariate NLAR(p)-processes.
2. Xt,k is strictly stationary and α−mixing for each k ∈ IK.
3. sup
k∈IK ,h∈Id
E|Xt,k,h|4γ+1 <∞ for some γ > 2.
A. 6.12 A. 5.2 (compare Chapter 5, Section 5.1.2) holds for each network function
fk,h, k ∈ IK, h ∈ Id.
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A. 6.13 S has its unique global minimum at θG which is an interior point of ΘG and
∇2Q(θg) = AQG(ΘG) is positive definite.
Let us define
Vn,QG = ∇2Qn,G(θG)
Tn,QG = ∇2Qn,G(θ∗G)− Vn,QG,
with θG being the unique global minimum of QG(θ) and θ∗G defined as θ
∗ in the least
squares problem relative to θG.
The two results are the analogous of proposition and theorem established earlier and
the proofs follow their proofs, assuming that all intermediate states are obviously
proved given our set of assumptions. Therefore, we will skip their proofs here.
Proposition 6.14 Given A.6.9 to A.6.11 hold, it follows that
1. limn→∞ 1n
∂Qn,G
∂θi,u
(θG) = 0 a.s., for i = 1, · · · , l(u); u = 1, · · · , d,
2. limn→∞ 1nVn,QG(θG)→ V a.s. where V is a positive definite matrix and
3.
lim
n→∞
sup
δ→0
( |Tn,QG(θ∗G)i,j|
nδ
)
<∞ a.s. for all i, j = 1, · · · , l(u), u = 1, · · · , d.
The Asymptotic normality of the parameter estimate is formulated as follows,
Theorem 6.15 Let A.6.9 to A.6.13 hold, then
n1/2(θn − θG)→N (0,Σ(θG)) ,
where
Σ = A−1(θG)B(θG)A−1(θG),
A =
(
∂2Eqt,G(θG)
∂θi∂θj
)
i,j
B(θG) = E∇qt,G(θG)∇qt,G(θG)′.
Beside all these theoretical considerations, the question we need to answer is how to
solve the problem numerically? For this aim, we have to relax our assumption and
use the result by White [91]. In fact, under some special conditions, he proves the
convergence and asymptotic normality of Backpropagation for this type of network
function.
As for the Least Squares Problem, we have spoken about the existence of a consis-
tent sequence of estimates for the Weighted Least Squares Problem. But we have
never said how we can compute these estimates. In the coming section, based on
the work done by White, we will relax some of our assumptions and prove that
Back-propagation can help to solve this problem from a numerical point of view.
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7 A Numerical Procedure: Backpropagation
Here, we are concerned with the general problem of finding algorithm that allows to
retrieve the parameters of a model given the cost function that we have to optimize.
For this purpose, we will present a version of the stochastic approximation algorithm
that helps us to numerically solve the problem of weighted least square as presented
in the previous chapter. Basically the stochastic approximation theory goes back to
Robbins and Monro, but here we shall follow the approach by White [88], who used
the results by Ljung to derive convergence of gradient descent in Neural Networks
context.
In this chapter we strengthen our model assumptions, and therefore, consider a re-
gression model instead of autoregression model, i.e.
Yt = m(Xt) + σ(Xt)t (7.1)
with i.i.d. Xt, t instead of the model defined in equation 5.1. Then, the Zt =
(Yt,X′t)′ are i.i.d. random vectors. We want to simplify our considerations, as our
main goal is to show that Backpropagation also work for mixture models. We are
sure that the results can be extended to the α-mixing time series case 5.1 as for
the case K = L = 1 for which White [88] has already shown the convergence
of Backpropagation. Moreover, to avoid lengthy technical expositions, we restrict
ourselves in this chapter to bounded i.i.d. random variables.
Let us then recall the conditions in [88] and derive the result for the Weighted Least
Squares Problem in the regression situation.
7.1 Convergence of Backpropagation
Before we present the convergence theorem, let us state a proposition which can be
considered as the base of the proof of the convergence of the numerical procedure.
Let us first recall some useful definitions.
Definition 7.1.1 For Φ ⊆ Rd and θn a sequence of vectors, θn → Φ means that
inf
θ∈Φ
|θ − θn| → 0 as n→∞. (7.2)
One will write θn →∞ if |θn| =∞.
Finally, for θ∗ ∈ Rd, and  > 0, S∗ ≡ {θ : |θ − θ∗| < }.
All over this chapter we consider V = (V1, · · · , Vd)′
Proposition 7.1 (White, 1989)
Let Zn be a sequence of i.i.d random v × 1 vectors such that |Zn| ≤ ∆ < ∞. Let
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m : Rv × Rs −→ Rs be continuously differentiable on Rv × Rs and suppose that
for each θ ∈ Rs
M(θ) ≡ E(m(Zn, θ))
exists. Let an ∈ R+ be a decreasing sequence such that
∞∑
n=1
an =∞, lim
n→∞
sup(a−1n − a−1n−1) <∞, and
∞∑
n=1
adn <∞ for some d > 1.
Define the recursive procedure
θ˜n = θ˜n−1 + anm(Zn, θ˜n−1)(n = 1, 2, · · · )
where θ˜0 ∈ Rs is arbitrary.
1. Suppose that there exists Q : Rs −→ R twice continuously differentiable
such that ∇Q(θ)′M(θ) ≤ 0 for all θ ∈ Rs. Then either θ˜n −→ Θ∗ ≡
{θ : ∇Q(θ)′M(θ) = 0} or θ˜n −→∞ with probability one.
2. Suppose that θ∗ ∈ Rs is such that P
[
θ˜n −→ S∗ε
]
> 0 for all ε > 0. Then
M(θ∗) = 0. If, in addition, M is continuously differentiable in a neighbor-
hood of θ∗ with ∇M∗ ≡ ∇M(θ∗) finite and
J∗ = E(m(Zn, θ∗)m(Zn, θ∗)′)
is finite and positive definite, then the eigenvalues of ∇M ∗ all lie in the left
half-plane.
3. Suppose that the conditions of (1.) hold, that M(θ) = −∇Q(θ), that Q(θ)
has isolated stationary points (strong local minimum) and that the conditions
of part (2.) hold for each θ∗ ∈ Θ∗ = {θ : ∇Q(θ) = 0} . Then as n −→ ∞,
either θ˜n tends to a local minimum of Q(θ) with probability 1 or θ˜n −→ ∞
with probability 1.
Proof: This proposition is due to White [88], but essentially based on the work
done by Ljung [60]. Consequently, one should refer to the latter for a better under-
standing of the proposition.
Having this proposition, we are now ready to present the asymptotic properties of
the Backpropagation under our considerations. First, let us present the model we
are concerned with. Let
QG(θ
1, · · · , θl) = E(
L∑
l=1
P lne
l
n) (7.3)
= Eg(Zn, θ1, · · · , θl). (7.4)
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with
elt = ( Yt − fl( Xt, θl))2
and
P lt =
exp
(
−β
t+τ∑
j=t−τ
eln
)
L∑
λ=1
exp
(
−β
t+τ∑
j=t−τ
eλj
)
as defined in Chapter 5. Keeping this equation in mind, let us give a set of sufficient
conditions which may allows us to derive the consistency of Backpropagation.
A. 7.2 1. We have a training sequence {Zt} of i.i.d. random vectors satisfying
|Zt| ≤ 4 <∞a.s.
2. For each network nl, we have the following:
f(X; θl) = Fl(ν
l
0 +
H(l)∑
h=1
νlhψh(ω
l
h,0 +
p∑
i=1
Xiω
l
h,i)),
where Fl is defined on R and the activation functions
ψh : R→ I ≡ [0, 1]
are continuously differentiable of order 2 onR; θl = (νl, ωl) ∈ Rs(l), s(l) =
H(l)(2 + p) + 1, H(l) is the number of hidden neurons in the network nl for
l = 1, · · · , L.
3. an ∈ R+ is a decreasing sequence such that:
(a)
∞∑
n=1
an =∞
(b) limn→∞ sup(a−1n − a−1n−1) <∞
(c)
∞∑
n=1
adn <∞ for some d > 1
Let make some comments on A. 7.2.
Although A.7.2 -1. is somehow restrictive from the theoretical point of view( since
it excludes the common Gaussian process), this assumption is reasonable for all
practical purposes because it does not make sense to work with processes that take
values at infinity.
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In the current work we choose the activation functions to be identical and define
them to be a type of sigmoid, for example the logistic function
φ(u) =
1
1 + e−u
. (7.5)
Conditions A.7.2-3a and A.7.2-3c are generalized versions of the conditions which
Robbins and Monro used in their pioneering work on stochastic approximation the-
ory. Remark that A.7.2-3a is a necessary condition for the convergence of θ˜n even
if there is no random error. Beside this, we can observe that an should not to be
too large, otherwise the random error will prevent the convergence. It turns out
that A.7.2-3c asymptotically damps the effect of experimental errors. Assumption
A.7.2-3b was first used by Ljung [60] for technical reason in the proof of his results.
In general assumption A.7.2 holds for a very wide choice of an, the latter is usually
considered as an = an−α(0 < α ≤ 1). The leading choice is with α = 1.
Lemma 7.3 Under the A. 7.2-1 and A. 7.2-2,
QG(θ
1, · · · , θl) = E(
L∑
l=1
P lne
l
n) (7.6)
= Eg(Zn, θ1, · · · , θl) (7.7)
is C2 on Ru w.r.t. θ, moreover
DkQG(θ
1, · · · , θl) = EDk(
L∑
l=1
P lne
l
n) for k = 1, 2. (7.8)
where Dk are the k′th partial differentiations w.r.t. the parameters.
Proof: In this proof we essentially need to apply a theorem on the derivation of
parametric integrals, for example the theorem in Schmets [81] page 46.
From A. 7.2-2, it follows that
∑L
l=1 P
l
ne
l
n = g(z, θ) is twice continuously differ-
entiable on Ru × Rs, from which we can conclude that g(z, θ) is measurable with
respect to z and twice continuously differentiable w.r.t θ on Rs for each z.
If we now consider a connected component of Rs, i.e. Rs itself and choose θc = 0 in
this connected component, then we obtain (by A. 7.2-1) that |g(z, θc)| is dominated
by an integrable function w.r.t to the probability measure. Similarly, if we also take
θc 6= 0(with the help of A. 7.2-1), it is easy to show that ‖∇g(z, θc)‖ is dominated
by an integrable function.
Let us now consider a compact K ⊂ Rs. For θ ∈ K, continuity of ∇2g(z, θ) on the
compact subset(from A. 7.2.1) ofRu containing z implies that∇2g(z, θ) is bounded.
Hence, ‖∇2g(z, θ)‖ is dominated by an integrable function and the proof of the
lemma follows.
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Theorem 7.4 Let us assume the conditions of A. 7.2 are satisfied, define the Back-
propagation estimator
θ˜n = θ˜n−1 − an∇g(θ˜n−1), n = 1, 2, · · · , (7.9)
where θ0 is arbitrary. Then either
θ˜n → Θ∗ = {θ : E(∇g(θ) = 0} w.p.1. or θ˜n →∞ w.p.1..
If in addition, QG(θ) has isolated stationary points such that
J∗ = E(∇g(Zn, θ∗)′∇g(Zn, θ∗))
is positive definite for each θ∗ ∈ Θ∗, then either θ˜n converges to a local minimum of
QG(θ) w.p.1 or θ˜n →∞.
Proof: For this proof we apply Lemma 7.3 and Proposition 7.1. Now Consider
m(z, θ) = ∇g(z, θ),with g(z, θ) as defined in the proof of the previous lemma. A.
7.2.1 ensures that {Zn} are i.i.d. uniformly bounded. From A. 7.2.2, ∇g(z, θ) is
continuously differentiable and the lemma provides that for each θ ∈ Rs, M(θ) =
E∇g(z, θ) exists. The conditions on an are provided by 7.2.3.
If we take
Q(θ) = −E
L∑
l=1
P lne
l
n = −Eg(z, θ),
by Lemma 7.3, Q(θ) is twice continuously differentiable and
θ ∈ Rs,∇Q(θ)′M(θ) ≤ 0
for all θ ∈ Rs. Then the conclusion of Proposition 7.1.2 holds and therefore the first
part of the theorem.
By Lemma 7.3, ∇M(θ∗) is finite and by assumption J∗ is positive definite. Hence,
the conditions of Proposition 7.1-2 hold. By Proposition 7.1-3, θ˜n converges to a
local minimum of Q(θ).
7.1.1 Asymptotic Normality
In this section we essentially recall the assumptions by White [88], assumptions that
he uses to establish the asymptotic normality of the Backpropagation.
Proposition 7.5 Let the conditions of Proposition 7.1.(1, 2) hold and suppose that
‖g(z, θ)‖ < ∆ < ∞ a.s. for all θ ∈ Rs. Let λ∗ be the maximum value of the
real part of the eigenvalues of ∇M(θ∗) and suppose that λ∗ < −1
2
. Define J(θ) =
var[g(z, θ)] and suppose that J is continuous in a neighborhood of θ∗. Set J∗ =
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J(θ∗) and an = 1n . Then the sequence of the random element Tn(a) of CRl [0, 1], with
sup norm defined by
Tn(a) = n
−1/2S[na] + (na− [na])n−1/2(S[na]+1 − S[na]), a ∈ [0, 1]
( where Sn = (θ˜n − θ∗)), converges to a Gaussian Markov process G with
G(a) = exp[(ln(a)(I+∇M(θ∗)]×
∫
(0,a]
exp[−(ln(s)(I+∇M(θ∗)]dW (s), a ∈ (0, 1],
where W is a Brownian motion in Rl with
W (0) = 0,EW (1) = 0 and EW (1)W (1)′ = J(θ∗).
In particular,
n1/2(θ˜n − θ∗) −→ N (0, F ∗),
where
F ∗ =
∫
(0,1]
exp[−(ln(s)(I +∇M(θ∗)]J∗ exp[−(ln(s)(∇M(θ∗)′ + I)]ds
is the unique solution of the equation
(∇M(θ∗) + I/2)F ∗ + F ∗(∇M(θ∗)′ + I/2) = −J∗.
When ∇M(θ∗) is symmetric, F ∗ = PHP−1, where P is the orthogonal matrix
such that PΩP−1 = −∇M(θ∗) with Ω the diagonal matrix containing the (real)
eigenvalues (λ1, · · · , λl) of−∇M(θ∗) in the decreasing order andH the l×l matrix
with elements
Hij = (λi + λj − 1)K∗i,j(i, j = 1, · · · , l),
where K∗ = P−1J∗P.
A. 7.6 Let A. 7.2.2 hold and let F , its derivatives and ψ be bounded.
Roughly speaking, this rules out the case(our case) in which F has to be regarded
as the identity. However, taking
F (λ) =
{
λ for |λ| ≤ ∆¯
smooth and bounded for |λ| > ∆¯ (7.10)
allows the approximation of the identity map. Additionally, since we assume Xt to
be bounded, the last approximation is always possible considering ∆¯ large enough,
e.g. ∆¯ = CM0 where C > 1 and M0 the maximum value of the available data.
A. 7.7 For n = 1, 2, · · · , an = δn−1, δ > 0
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Theorem 7.8 Let A. 7.2.1, A.7.6, A.7.7 be given and define θ˜n as in equation (7.9).
Suppose that θ˜n → θ∗a.s., θ∗ an isolated stationary point of Q(θ) with J ∗ positive
definite. Further, suppose that a > (2λ∗)−1, where λ∗ is the smallest eigenvalue of
∇2Q∗ ≡ ∇2(θ∗). Then, Tn(a) as defined in the previous proposition converges in
distribution to a Gaussian Markov process G with
G(a) = δ exp((ln a)[I − δ∇2QG(θast)]
∫
(0,a]
exp[(ln s)(δ∇2QG(θ∗)− I)]dW (s),
with W (0) = 0,E(W (1)) = 0, and E(W (1)W (1)′) = J(θ∗).
In particular
n1/2(θ˜n − θ∗) −→ N (0, F ∗) (7.11)
with F ∗ = PHP−1, where P is the orthogonal matrix such that PΩP−1 = ∇2Q∗,
with Ω the diagonal matrix containing the eigenvalues (λ1, · · · , λl) of ∇2Q∗ in de-
creasing order and H the s× s matrix with the elements
Hij = a
2(aλi + aλj − 1)−1K∗ij i, j,= 1, · · · , s,
where K∗ = P−1J∗P.
Proof: The proof is essentially based on Proposition 7.5.
Assumptions A.7.2-1, A.7.6 and A.7.7 suffice for the assumptions A.7.2-1to A.7.2-
3 to hold. Thus, for the assumptions of Proposition 7.1.1. Since θ∗ is assumed
to be isolated stationary point, the first condition of Proposition 7.1.2 holds. The
remaining conditions hold by a suitable use of Lemma 7.3 and given that J(θ∗) is
assumed positive definite. Assumptions A.7.2.1 and A.7.6 ensure that ‖∇g(z, θ)‖
is a.s. uniformly bounded for each θ ∈ Rs and the conditions on λ∗ are given by
assumption. Finally the continuity of J in a neighborhood of θ∗ is provided by
Lemma 7.3.
The results presented in this section are proved under the main assumption of bounded
i.i.d. random variables, assumptions that do not fit well to our case since nonlinear
Autoregressive processes are dependent by nature.
To make use of the dependence structure of the data and overcome the boundedness
assumption, we can refer to the work done by Me´tivier and Priouret [69] where they
make a Markov assumption on the observed process and required strong assumption
like, e.g., the existence of all moments for the Markov process and some regular-
ity assumptions on the gradient of the cost function. Under their assumptions they
proved the convergence of the Backpropagation algorithm as defined in equation7.9.
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8 Excursion to Tests in Changepoints Detection
In this Chapter we recall the importance of tests for changepoint problem. We then
state the general problem for our model and derive a first test for validating change
in the dynamic of a parametric Nonlinear Autoregressive model. Here we consider
that the autoregressive and volatility functions are correctly specified by suitable
Feedfoward Network with finite amount of hidden units, i.e. we are no longer in a
nonparametric setting.
8.1 Generalities
Under the null hypothesis, that assuming there is no change in the dynamic of the
observed process, the model we defined in Chapter 2, equation 2.2, i.e.
Xt =
K∑
k=1
St,k(mk(Xt−1) + σk(Xt−1)t,k) with St,k =
{
1 for k = Qt
0 otherwise,
(8.1)
can be written as
Xt = m(α,Xt−1) + σ(β,Xt−1)εt (8.2)
with εt i.i.d. random variables and Xt−1 = (Xt−1, · · · , Xt−p). Under some regular-
ity assumption on the autoregressive function m, the volatility function σ and some
mixing condition on {Xt } one can prove the asymptotic normality of the parameter
estimate. Instead of facing the not easy to solve problem of estimating the time of
change by considering the autoregressive and volatility functions as well, we suggest
to follow a stepwise approach. First we recommend to consider an autoregressive
model without volatility function, in a next step one can consider a nonlinear ARCH
model and finally one may focus on the more complex NAR-ARCH model.
In the next section we will focus only on the first step and propose a test for estimat-
ing the change in the model assuming there is only one change.
8.2 Test for Changes in Nonlinear Autoregressive Model
Let us consider under the null hypothesis the following model
Xt = f(Xt−1, θ) + εt (8.3)
where f is a given neural network.
Now define the nonlinear least square(NLLS)
Qn(θ) =
∑
t
((Xt − f(θ,Xt−1) )2 = min!
Let consider θn to be the least square estimate of θ0 the optimal parameter under the
null hypothesis of no change. By solving the Least Square Equations we obtain
∇Qn(θn) = 0. (8.4)
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Providing the assumptions A.5.1 to A.5.9 of Chapter 5 one had proved that
√
n(θn − θ0) −→ N (0,Σ(θ)) (8.5)
Under the alternative we can rewrite our model with changes as following
Xt = f(θt,Xt−1) + εt. (8.6)
In general we shall make the following assumption on the residuals
A. 8.1 The εt are i.i.d. random variables with zero mean, nonzero variance σ2 and
finite moments E |εt|2+ν for some ν > 0.
For our purpose we will assume that under the alternative the time interval can be
split in two subinterval and for each interval θt has constant value. In other word we
assume the existence of random integer 1 ≤ k < n such that for this k,
θ1 = θ2 = · · · = θk and θk+1 = · · · = θn 6= θk.
Following an idea by Huskova [52], we will use the M-estimator approach to derive
the test for detecting changepoint in this type of situation. In this light we refor-
mulate the hypothesis, i.e. there is no change in the dynamic of the process as it
follows
H0 : θn,1 = θn,2 = · · · = θn,n (8.7)
and the alternative, that is there exists exactly one change in the dynamic of the
process as
H1 : ∃ k, 1 ≤ k < n such that
θn,1 = θn,2 = · · · = θn,k and θn,k+1 = θn,k+2 = · · · = θn,n 6= θn,k.
Now, let us define
εˆt = Xt − f(θn,Xt−1)
it follows by equation 8.4 that ∑
1≤t≤n
εˆt = 0 (8.8)
that is ∑
1≤t≤n
(Xt − f(θn,Xt−1)) = 0 (8.9)
Let consider σˆ2n a consistent estimate of the variance of εt, and define for each
k = 1, · · · , n− 1 the partial sum
Sˆn,k =
∑
1≤t≤k
εˆt, (8.10)
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and in turn
Tn = n
−1/2 max
1≤k<n
∣∣∣Sˆn,k∣∣∣ . (8.11)
Analogously, one can define
Sn,k =
∑
1≤t≤k
εt, (8.12)
Our goal is to prove that under the hypothesis
Tn
σˆn
−→ sup
0<s<1
|B(s)|
where B(s) is a Brownian Bridge. Before we move forward in the definition of the
test, we first recall the definition of the Brownian Bridge.
Definition 8.2.1 A stochastic process B(t) 0 ≤ t ≤ 1 is called Brownian Bridge if
B(t) is a Gaussian process with B(0) = B(1) = 0,
EB(t) = 0 (8.13)
and
cov(B(t), B(s)) = s(1− t) 0 ≤ s ≤ t ≤ 1. (8.14)
Back to our goal, instead of doing the proof for Tn
σˆ
we define
T ∗n = n
−1/2 sup
0<s<1
Sˆn,[ns]
where [ns] is the integer part of ns and carry out the proof for T
∗
n
σˆn
, for which we can
now sketch the proof. By definition we have that
Sˆn,[ns] = Sˆn,[ns] − sSˆn,n ( by equation8.4) (8.15)
= Sˆn,[ns] − sSˆn,n − (Sn,[ns] − sSn,n) + (Sn,[ns] − sSn,n) (8.16)
= (Sˆn,[ns] − Sn,[ns]) + s(Sn,n − Sˆn,n) + (Sn,[ns] − sSn,n) (8.17)
= T1,n + T2,n + T3,n (8.18)
where
T1,n = Sˆn,[ns] − Sn,[ns] (8.19)
T2,n = s(Sn,n − Sˆn,n) (8.20)
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T3,n = (Sn,[ns] − sSn,n) (8.21)
By the weak convergence of the partial sum as used in Theorem 2.8.4 in [13], one
has
T3,n
n1/2σ
−→ B(s) (8.22)
where {B(s), 0 < s < 1} is a Brownian Bridge. For the remainder, we will apply
a Taylor expansion on f and use the limit distribution of the parameter estimate to
conclude.
Let us first apply a Taylor expansion on f around θ0. we then obtain
f(θn,Xt−1) = f(θ0,Xt−1) +∇f(θ0,Xt−1)(θn − θ0) + op (‖θn − θ0‖ ) .
Taking this into, that is by considering the asymptotic and neglecting the terms of
smaller order we obtain
n−1/2
∑
1≤t≤[ns]
(f(θn,Xt−1)− f(θ0,Xt−1)) (8.23)
= n−1/2
∑
1≤t≤[ns]
∇f(θ0,Xt−1)(θn − θ0) (8.24)
∼=
(
n−1
∑
1≤t≤ns
∇f(θ0,Xt−1)
)
n1/2(θn − θ0) (8.25)
= s
(
1
ns
∑
1≤t≤ns
∇f(θ0,Xt−1)
)
n1/2(θn − θ0) (8.26)
∝ s
(
1
n
∑
1≤t≤n
∇f(θ0,Xt−1)
)
n1/2(θn − θ0). (8.27)
Hence, up to a constant factor T1,n
n1/2
and T2,n
n1/2
are asymptotically equivalent. There-
fore, if we prove that sup0<s<1
∣∣∣ T2,nn1/2σ ∣∣∣ converges in probability to zero we can con-
clude our claim. Indeed that is the case, we just need to notice by means of the
asymptotic normality of θn and convergence of
1
n
∑
1≤t≤n
∇f(θ0,Xt−1),
imply that ∣∣∣∣ Tn,2n1/2σ
∣∣∣∣ = op(1) (8.28)
and the claim follows.
With all the above development we can now state the main theorem of this section,
derive some of its consequences and propose a way to apply it.
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Theorem 8.2 Under the assumptions A.5.1 to A.5.9 of Chapter 5, A.8.1 and the
null hypothesis it follows that
1√
nσˆn
max
1≤k<n
∣∣∣Sˆn,k∣∣∣ −→ sup
0<s<1
|B(s)| (8.29)
where {B(s), 0 < s < t} is a Brownian Bridge and
σˆ2n =
1
n
∑
1≤t≤n
(Xt − f(θn,Xt−1))2
To be complete with the proof, let us remark that we need to make use of the de-
velopment that preceed the theorem. Additionally, we need to observe that σˆ2n is a
consistent estimate of σ2n and apply Slutsky’s Lemma to derive the result in equation
8.29 from equation 8.22.
Practically, this theorem can be used in the following way, reject the null hypothesis
if
1√
nσˆn
max
1≤k<n
∣∣∣Sˆn,k∣∣∣ > U1−α (8.30)
where U1−α is the (1− α)-quantile of sup0<s<1 |B(s)|.
In this chapter we develop a test assuming only one change in the dynamic of the
process and as byproduct we are also able to derive an estimate time of change. For
this time of change it will be of great interest to investigate its asymptotic property.
Moreover, it will be interesting to extend the results of the current chapter to the
models with volatility component, that is nonlinear AR-ARCH model. Since it is
limiting to assume only one change in dynamic of the process, it also important to
extend the test to models with multiple changes.
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9 Case Studies
In this chapter we want to compare the theory of the Hidden Markov Driven models
presented in Chapter 4 and the theory of the weighted least squares developed in
Chapter 5 to the reality. In this light, we first apply both approaches to computer
generated data, for which we know the exact hidden structure. Later we apply the
hidden Markov Driven models approach to the forecasting of daily DAX values and
those of one of its main components, namely the BASF stock values.
9.1 Computer Generated Data
It is judicious for complex model classes to explore the behavior of the models in or-
der to build up some intuition about well the models perform under well-known data
structure. Since GMAR-ARCH models contain an unsupervised part in learning, in
this section, we investigate whether the dynamics delivered by the models actually
correspond to the true ones. In other words we investigate whether the hidden states
are properly detected. For this purpose, we first consider a mixture of stationary first
order autoregressive processes AR(1) to which we apply the weighted least squares
techniques that were presented in Chapter 5 and alternatively we generate data from
a mixture of two nonlinear AR-ARCH(1) with hidden Markov state process and ap-
ply the hidden Markov technique presented in Chapter 4 to these observations. For
both cases the random residuals that we used were generated with MATLAB 6.5
and the numerical computations were achieved by some self-implemented MAT-
LAB routines.
9.1.1 Mixture of Stationary AR(1) and Weighted Least Squares Techniques
The data used in this section consist of two different stationary first order autoregres-
sive processes Yt,1, Yt,2 and the hidden process St = (St,1, St,2) that determines the
states of the process. Having all these processes, we build up the following simple
mixture model
Xt = St,1Yt,1 + St,2Yt,2, (9.1)
with
St,1 =
{
1 if t = 2kL + 1, · · · , (2k + 1)L, k ∈ N
0 otherwise,
(9.2)
St,2 =
{
1 if t = (2k + 1)L+ 1, · · · , (2k + 2)L, k ∈ N
0 otherwise,
(9.3)
where L is a given integer,
Yt,1 = α1Xt−1 + t
and
Yt,2 = α2Xt−1 + ζt
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for which t, ζt are independent sequences of i.i.d. N (0, 1) random variables.
We generate a sequence of 1200 realizations of the hidden process. This sequence
determines which of the two processes is used in each time interval to generate the
realization of the observed process. From the generated observations (sequence),
we used the first 500 as the training set and the remainder as the validation set. For
this simulation we consider the estimated instants of change and compare them with
the real time of change that we have considered for generating our process. We then
present the results of the simulation in the following picture.
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Figure 9.1: Detection of change: Mixture of AR(1)
The picture consists of a Mixture of AR processes(MAR) (the blue curve), the
generated times of change that are represented by the vertical black lines and the
estimated times of change represented by the jumps within the red curve.
The observed process was generated by a superposition of two AR(1) processes gen-
erated with autoregressive parameter α1 = 0.97 and α2 = −0.97. This superposition
consists of taking the first 60 realizations of the mixture from the AR1(.97) and the
realizations 61 to 120 from the AR1(−.97), in other words we consider L = 60 in
the model defined in Equation 9.1-9.2. By doing so iteratively we obtain our desired
process. For each underlying AR process the residuals were considered to be i.i.d.
N (0, 1).
The red curve estimates the presence in different states of the observed process and
is also used to estimate the times of change. Indeed, the estimated times of change
are represented by the different jumps within the red curve. This means that when-
ever a jump is observed, we estimate that we can move from one state to another
one.
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A close analysis of the above results conclude that up to some small perturbations,
the times of change are nicely estimated on the training set and the validation set as
well. Therefore, the weighted least squares techniques can be recommended for the
segmentation of the type of mixture we presented above.
9.1.2 GMAR-ARCH(1) and Hidden Markov Techniques
In the previous section, we work with a regular and deterministic unknown time of
change, an assumption that in many situations may be very far from approximating
the reality. Therefore, in this section, we consider a GMAR-ARCH(1), i.e. a model
of the form
Xt =
{
m1(Xt−1) + σ1(Xt−1)t if St = 1
m2(Xt−1) + σ2(Xt−1)ζt if St = 0,
(9.4)
where St ∈ {0, 1} have to be considered as a first order Markov Chain with transi-
tion probability matrix A and the processes t, ζt are independent sequences of i.i.d.
N (0, 1) random variables.
Under our setting, we consider that the dynamic of the Markov Chain is driven by
the transition probability matrix
A =
(
0.985 0.015
0.015 0.985
)
and we choose
m1(x) = αx + βe
−γ(x−µ)2 m2(x) =
eν−x
1 + eν−x
and
σ1(x) =
√
ω1 + a1x2 σ1(x) =
√
ω2 + a2x2.
Where (α, β, γ, ν) ∈ R4, ω1 > 0, ω2 > 0 and a1 ≥ 0, a2 ≥ 0.
Making use of the Markov structure, we generate 3000 realizations of the hidden
process St which helps us to know which dynamics was used at each time instant
for generating the observed process.
Unlike the theory presented in Chapter 4, for the generated data under the above
model we assume the autoregressive and volatility functions can be suitably esti-
mated by single layer feedforward networks. In this problem we are interested in
the estimation of the autoregressive functions (at each time instant) and the times of
change as well (the hidden process).
For this purpose, the usual technique for Neural Networks is taken into consider-
ation, i.e. we split our data set into two subsets, namely the training set and the
validation set. The first 1100 observations are used as training set and the remain-
der are used as validation set. The results of the simulation are presented in the
following picture.
9.1 Computer Generated Data 99
0 500 1000 1500 2000 2500 3000
1
2
3
0 500 1000 1500 2000 2500 3000
−1
0
1
2
0 500 1000 1500 2000 2500 3000
−20
−10
0
10
20
Figure 9.2: Estimations under Computer Generated GMAR-ARCH(1) model
The picture above is composed of three subplots. The first subplot that contains
the black curve represents the estimated autoregressive part of the generated process
at each time instant. The second subplot represents the generated hidden process and
its estimates. In fact the green curve in this subplot represents St+2, that is a shifted
St generated according to the model in equation 9.4 and the blue represents Sˆt + 1,
where Sˆt is an estimate of St. The third subplot, i.e. the red curve represents the
computer generated first order GMAR-ARCH data which are obtained via the gen-
erated hidden process.
For this estimation we consider exactly two states for the hidden Markov process as
generated and use feedforward networks with 3 hidden layers for the autoregressive
and volatility functions as well. Additionally, the tanh-functions were chosen as ac-
tivation functions for the estimation of the autoregressive functions and the logistic
functions were considered for the estimation of the volatility functions.
As one can observe, on the training set, the hidden process is well estimated up to
the perturbation that arises in a short period somewhere within the time span be-
tween 500 and 700 where the phase is not properly estimated. Hence, in general the
statistical test for validating the changes will be of great help. Although there is no
suitable test at the moment for validating the changes, the estimated hidden process
fits well the generated hidden Markov process on the validation set.
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9.2 Forecast of Daily Stock Values and Market Strategy
This section applies the Hidden Markov technique to the real-life data. The forecast-
ing of the daily values of the DAX and those of BASF (one of its main components)
is investigated. For this purpose, we first present the general situation and later on
apply the model on each case with its particularities.
9.2.1 Model for Daily Stock Values
For the data we consider the daily stock values Yt and transform them via a shifted
logarithm, i.e. we define
Xt = log Yt − logY1
for which we assume the following model
Xt =
3∑
k=1
St,k(mk(Xt−1) + σk(Xt−1)εt)with St,k =
{
1 for k = Qt
0 otherwise
(9.5)
where {Qt} is assumed to be a stationary Markov Chain with values in {1, 2, 3} and
Xt−1 = (Xt−1, · · · , Xt−p).
As previously, we assume that each of the autoregressive and volatility functions
can be nicely approximated by a suitable feedforward network, that for sake of sim-
plicity we choose to have the same amount of hidden neurons. Additionally, we
choose the order of the autoregressive without any particular assumption. Under
this consideration we are interested in the estimation of the autoregressive functions
and the estimation of the hidden process that we assume to be a M.C. as announced
previously. The estimate of the autoregressive function that we denote fˆ : Rp −→ R
is used to build up a Market Strategy that we will define after an application of the
model in equation 9.5 to the forecast of transformed daily values of DAX and BASF
respectively. In general the tanh functions (they also return negative values) will
account as activation functions for the estimation of the autoregressive function and
the logistic functions (they only return positive values) are used as activation func-
tions for the estimation of the volatility functions.
Forecast of Transformed Daily DAX Values
The data used in this section are downloaded from the Internet (http://www.markt-
daten.de/daten/daten.htm), the original data represent the daily observed values of
the DAX. We transformed the data according to the procedure defined earlier, that
is considering Xt as defined in equation 9.5. We set p = 3 and make use of 5 hidden
neurons for each autoregressive and volatility function. Last but not least, we recall
that the hidden process is supposed to take values in 3 different states. Considering
the first 1600 as training set we achieve the following results on the training set.
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Figure 9.3: Forecast of Transformed Daily DAX Values: Training Set
And the following illustrates the related residuals.
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Figure 9.4: DAX residuals on the training set
9.2 Forecast of Daily Stock Values and Market Strategy 102
In Figure 9.3, the green curve represents the estimated Hidden Markov process,
the blue curve the first 1600 observation of the transformed DAX values from the
19th January 1984 to the 4th October 2004 and the red curve represents the estimated
autoregressive functions from the model in equation 9.5.
From a first impression one has the feeling that the estimation procedure is in a cer-
tain sense not stable enough, but a deeper analysis of the Figure 9.3, e.g. zooming
in the area of supposed instability delivers a completely different analysis. In fact,
by zooming in on this area of apparent instability we observe that these perturba-
tions account in general for changes over a short period, but in general not less than
10 days. Moreover, these short changes correspond to very volatile periods on the
financial market. These short periods of change that help us to be closer to the re-
ality of financial market may help us to avoid big losses over theses periods or even
better may help us to achieve some gains in investment as it will be confirmed by
the market strategy that we will present in the next section.
However, we have to remark that by assumption we have considered three states for
the hidden process, but now the results exhibit only two of them. This may look
surprising but the impression we have is that the procedure may be able to discard
irrelevant dynamics.
We can observe that the estimated autoregressive functions approximated the trans-
formed daily data well. However, we need to point out the presence of a small trend
at the end of the training set on the residual plot. All these observations are con-
firmed by the validation set as the coming pictures illustrate.
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Figure 9.5: Forecast of Transformed Daily DAX Values: Validation Set
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The related residuals plot is the following.
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Figure 9.6: DAX residuals on the validation set
Unlike for the training set, in Figure 9.5 the green curve represents the estimated
Hidden Markov process, the blue curve the remainder observations of the trans-
formed DAX values from the 19th January 1984 to the 4th October 2004 and the red
curve represents the estimated autoregressive functions from the model in equation
9.5 that we use to forecast the transformed daily DAX value, and in turn the daily
DAX values
9.2.2 Forecast of Transformed Daily Values of a DAX Component: BASF
The data used in this section, like those of the DAX observations, were downloaded
from Internet (http://www.corporate.basf.com/en/investor/aktie/kurs.htm) and they
represent the transformed daily values of the BASF stock for the period from the 1st
July 1996 to the 12th October 2004.
Once more we consider the transformed daily observations, in this case those of
daily observed BASF values Yt that we define as it follows
Xt = log(Yt)− log(Y1)
and assume a model as defined in equation 9.5 for Xt. For this case we take p = 1
and as previously, we assume that we can nicely approximate the autoregressive and
volatility functions by suitable Feedfoward Networks, networks that we now assume
to have 5 hidden neurons for each of the autoregressive and volatility functions. The
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results based on the training set (the first 1000 observations) are illustrated by the
following pictures.
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Figure 9.7: Forecast of Daily BASF Values: training Set
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Figure 9.8: BASF residuals on the training set
The previous figure represents the residual plot and in Figure 9.7 the green curve
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represents the estimated Hidden Markov driven process, the blue curve the obser-
vations of the transformed BASF values and the red curve represents the estimated
autoregressive functions (at each time instant) from the model in equation 9.5.
Again, we observe on the training set that only two networks seem to be useful for
our purpose. This observation is not completely verified on the validation set since
the third network occurs on the validation set. This occurrence of the third network
can be analyzed in many different ways, but what seems to be plausible here is a
special role devoted to that network. Indeed, the point of occurrence of this network
is located around the 11th of September 2001. Therefore, one can say that although
the third network is not present on the training it may be very useful for capturing
extreme events.
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Figure 9.9: Forecast of Daily BASF Values: Validation Set
This extreme situation around the 11th September is also depicted on the resid-
uals plot where a big and unusual variation is observed as Figure 9.10 illustrates.
However, there is no trend on the residuals plot compare to the DAX residuals plot.
A question arises at this point, why does the third network act in the case of BASF
and not in that of the DAX. An explanation may be the fact that the DAX cap is
less homogenous than BASF. Indeed, there are some variations in the composition
of the DAX cap over time, and therefore the difficulty in this case to predict extreme
events.
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Figure 9.10: BASF residuals on the validation set
Although markets strategies are not central for the current project, in the next
section, we present a basic market strategy build on the GMAR-ARCH model that
we compare to the well-known Buy and Hold Strategy. In other words, we compare
the investment results delivered by the signal getting from GMAR-ARCH strategy
to that of a random walk based strategy.
9.2.3 Market Strategy
In this section, based on the forecast presented in the previous section we build up
a market strategy that we compare to a strategy based on random walk model, i.e a
buy and hold strategy.
Let us assume that we could have chosen a random walk model for the transformed
data, i.e.
Xt = Xt−1 + εt
with εt i.i.d. N (0, 1).
Then the value of today will have been considered as the best predictor of that of
tomorrow. This just means that under a random walk model one can buy and hold,
since the expected loss between today and tomorrow is equal to simply zero. Never-
theless, as one can observe using a buy and hold strategy is not the best one can do
(in particular when there is a downward trend on the market). However, the trends
are quite difficult to predict since the financial market act under various stochastic
influences. Therefore, we need to consider alternative strategies that take into ac-
count the stochastic nature of the variations in the financial market.
As an alternative to the buy and hold strategy built on a random walk hypothesis,
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based on the GMAR-ARCH model we proposed a simple strategy that is based on
the following simple idea:
If there is a positive signal (what we will define next), one should buy the stock in
consideration with all the money available at that time in the saving account or hold
the stock one already has in possession at that time. Conversely, if there is a neg-
ative signal one should not buy any stock, moreover one should sell all the stocks
in possession at that time or keep the money in the saving account if one does not
possess any stock at that time.
For this strategy we make the following assumption
A. 9.1 (Main Assumption)
There is no transaction cost and there is no interest rate on saving accounts.
Under the above hypothesis, let us now consider Yt to be the observed process, e.g.
the daily observed DAX values and Xt the transformed DAX values. Under our
considerations,
Xt = log(Yt)− log(Y1)
and Xt follows a GMAR-ARCH model for which we assume that the autoregressive
functions can nicely be estimated at each time point by suitable neural networks
that we denote fˆ(Xt−1, · · · , Xt−p). The announced trading strategy is then built as
follows.
Given an initial value of the observed series Y0 and an initial wealth G0 that we are
to invest in a given stock we need to define the wealth process Gt, that is the amount
of money related to the given stock given the initial wealth. The wealth process
is built on the auxiliary process Amt which is the corresponding amount of stock
given the signal.
At each time instant t we compute fˆ(Xt, · · · , Xt+1−p)−Xt (the announced signal)
and define
Amt =
{
Gt
Yt
if fˆ(Xt, · · · , Xt+1−p)−Xt > 0
0 otherwise
and the decision for the next time is made as it follows
Gt+1 =
{
AmtYt+1 if Amt > 0
Gt if Amt = 0.
This trading strategy was applied on the validation set for the DAX and BASF values
with initial wealth of 1000 units. Moreover the wealth processes generated in both
cases are compared to those generated by the Buy and Hold strategy. The results are
presented in the coming pictures where in both cases the blue curve represents the
wealth process generated by the Hidden Markov based strategy and the red curve
is the wealth process as delivered by the Buy and Hold strategy. In both situations,
the hidden Markov based strategy performs better than the Buy and Hold strategy.
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Additionally, given the initial wealth we never make any loss with the first strategy.
Moreover, the first strategy performs better for the BASF values compare to the
DAX values.
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Figure 9.11: Strategies for DAX Values
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Figure 9.12: Strategies for BASF Values
9.3 GMAR-ARCH as Model for DAX Return
In this section we consider a model of the type defined in equation 9.5 for the log-
return of the DAX, i.e.
Xt = log
(
Yt
Yt−1
)
,
where as previously the Xt are daily observed DAX values.
Under this setting, we make use of 2500 observations that account for the period
from November 1994 to October 2004. We take the autoregressive order p = 3 like
for the forecast of the transformed daily DAX values. We also make the usual as-
sumption on the estimation of the autoregressive and volatility functions by suitable
single layer networks that we consider here to have each 6 hidden neurons. We use
the first 1400 as training set and the remainder as validation set. Under this setting
we are interested by the estimation of the autoregressive part of the model at each
time instant and the related hidden observation.
Unlike for the daily DAX values, we have considered three states for the hidden
process, but the difference here is due to the fact that all these states are duplicated
in training and validation set as well. Moreover the interpretation of the different
phases seems to be obvious (we will detail next) by a close observation of the plot
of return within the period under consideration. Before we make any further com-
ment let us first present the numerical results. The following picture consists of
three curves, the red curve represents the log-returns, the black their autoregressive
estimates and the blue curve is the estimated hidden process.
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Figure 9.13: Return Estimation under GMAR-ARCH Model
The second network appears on the training set essentially at the beginning and
on the validation right at the end, these two periods correspond to relative quietness
on the financial market. The first network seems to model the highly volatile phases
of the market as one can observe on the training and validation sets. Last but not
least, one can say that the third network models the phases intermediate phases be-
tween the previous two phases.
As one can observe, we can use the model to have a nice segmentation of the market
phases. However, we need to point out the problem we have with the estimation of
the autoregressive part, in some numerical results, they were phases where the au-
toregressive part was either always positive or always negative. Hence, the difficulty
to use the autoregressive part in those situations.
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10 Conclusion and Outlook
In this chapter we first summarize what has been done in this thesis, exhibit some
fields of further investigation.
10.1 Conclusion
In current work, many problems of interest are addressed. We can mention the ex-
tension of Nonlinear AR-ARCH models to the Generalize Mixture of AR-ARCH
as defined in Chapter 2. For this model we provide some sufficient conditions to
ensure the asymptotic stability of the system, these conditions are fulfilled under
various regularity assumptions.
Given a special consideration of the autoregressive functions in this model, we es-
tablish the universal approximation (consistency of function estimates) property
of these functions by some parametric classes of functions and particularly some
classes of single layer Feedforward Networks. Further, considering both autoregres-
sive and volatility functions, based on the hidden structure, we define a conditional
likelihood from which we derive a pseudo conditional log-likelihood under normal-
ity assumption of the residuals and suitable approximation of the autoregressive and
volatility functions by single layer Feedforward Networks. For the pseudo condi-
tional log-likelihood we prove the consistency of the parameter estimates and design
a version of the well-known EM algorithm for the numerical extraction of the model
parameters.
Beside this Hidden Markov Driven models, we also consider a nonlinear weighted
least squares approach for estimating the time of change and the autoregressive func-
tions at each instant. Under analogous consideration as previously, i.e. we consider
Feedfoward Networks as function estimates and prove the consistency and asymp-
totic normality of the parameter estimates. Unfortunately, here we consider a mix-
ture of independent stationary processes.
Practically, one can say that the weighted least squares techniques and the Hidden
Markov Driven approach perform quite well as some case studies in Chapter 9 il-
lustrate.
Despite these successful applications of both approaches, it is important to mention
the necessity of suitable statistical tests for validating the changes in the dynamics
of the observed process. In this light, we consider a special case (compare Chapter
8) for which we build up a statistical test based on the moving sum technique intro-
duced by Huskova [52].
However, it is also important to mention that many questions, which merit further
considerations, arise along the way and we will recall some of the most important
ones in the next section. Additionally, we suggest an alternative formulation of the
type of problem solved in this thesis.
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10.2 Outlook
Along the chapters of this thesis we have mentioned several unsolved problems of
particular importance. Among these problems, we can recall that of the the choice
of the order of the autoregressive and volatility functions. In other words we need
to build some information criterion that may help for the order selection. The order
selection is also closely related to the choice of the order of the Hidden Markov
process and the numberK of states of this hidden process. Additionally, considering
the approximation of autoregressive and volatility by suitable neural networks, the
problem of the choice of the number of hidden neurons can be pointed out.
Beside the problems related to information criterion, the problem of validating the
changes is crucial. This problem is partially addressed in Chapter 8 where a mixture
of nonlinear AR process with only one abrupt unknown change is considered. The
challenge is to develop similar tests for Generalized Mixture of AR-ARCH models
and to study the asymptotic property of the estimated time of change, which in the
case mentioned in Chapter 8 can be considered as a byproduct of the developed test.
An interesting issue is also to extend all the above considerations to a multivariate
time series, in turn to a portfolio. Furthermore, one can focus on the hidden process
for which one can consider a long memory process compare to a first order Markov
Chain. Under such consideration one will first like to extend our theory to cover this
type of situation or depending on the applications one may also solve the problem
in terms of occupation time or number of jumps from one state to another one.
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A An Introduction to Neural Networks
A.1 Preliminaries and Network Description
The term Neural Network has evolved along the time and nowadays represents a
very large class of models and learning methods. Its comparison to the human brain
makes it mysterious, however it is still too far from describing the reality of the hu-
man brain. As it will be made clear in this chapter, a Neural Network can simply
be regarded as a parametric nonlinear statistical model, much like projection pursuit
among others.
Typically a Neural Network has a graphical representation as in figureA.1 where the
(X1, · · · , Xp) represent the Input variables, the (Y1, · · · , Xq) the Output variables
and(in between) the (Z1, · · · , ZH) represents the Hidden layers. The latter are so
called because there are not directly observable.
Input Layer Hidden Layer Output Layer
PSfrag replacements
X1
X2
X3
Xp
...
......
F1
F2
Fq
Z1
Z1
Zh
Y1
Y2
Yq
Input Layer
Figure A.1: Feedfoward Network
In this chapter we focus on the most widely-used class of Neural Network,
namely on the class of single Layer Feedfoward Network. For sake of simplicity
we consider q = 1, i.e., we consider that the output to represent a single variable.
Nevertheless one can refer to the book by Haykin [46] for a more general introduc-
tion into this area or to the book by Anders [2] for an introduction and application
to the Credit Scoring.
Under our setting we have to recall that (as usual), the hidden features Zh are de-
rived from linear combinations of the input variables and the target Y is defined as
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a function of the linear combinations of the Zh, that is
Zh = ϕh(α0,h + α1,hX1 + · · ·+ αp,hXp) (A.1)
= ϕh(α0,h + α
′
hX) for h = 1, · · · , H
and
Y = FH(ν0 + ν1Z1 + · · ·+ νHZH) = ν0 +
H∑
h=1
νhZh. (A.2)
The functions ϕh, which may be different for different values of h are called acti-
vation functions and often taken to be the type of sigmoid with the most popular
choice being the sigmoid function, i.e.
ϕh(x) =
1
1 + e−x
and FH is a given function for which the identity function or the truncated identity
function can always be considered to solve regression problems.
A.1.1 Some Examples of Activation Functions
In Neural Network literature one can find various type of activation functions, in
this section we recall few of them. For more detail knowledge on this issue one can
refer to the literature mentioned previously in this chapter.
1. Linear functions of the form ϕ(x) = αx(for some α ≥ 0). Considering
this activation function for every hidden unit, the entire system collapses to
a linear model. Therefore, one can consider Neural Networks as nonlinear
generalization of linear models, e.g., for regression problems.
2. Threshold function that is defined as
f(x) =
{
1 if x > a
0 otherwise
(A.3)
where a is given bound. The next picture represents such function for a = 1.
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Figure A.2: Threshold Activation function
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3. Piecewise linear functions that for some α > 0 are defined as
f(x) =

0 if x < −α
1
2
( x
α
+ 1) if − α ≤ x ≤ α
1 if α < x
In the following picture we give a graphical representation of such function
with α = 1.
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Figure A.3: Piecewise Linear Activation Function
4. Sigmoid Function. This represents the most common activation used in the
construction of neural networks. It is defined as a strictly increasing function
that exhibits a graceful balance between linear and nonlinear behavior. An
example is the well-known logistic function
ϕ(x) =
1
1 + exp (ax)
, (A.4)
where a is the slope parameter of the sigmoid function. For the latter class
of activation function, taking for example a big enough compare to 1 will
account for a hard thresholding as one can observe from the following picture.
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Figure A.4: Type of Sigmoid Activation Functions
In the above picture we have different representations of ϕ(x) = 1
1+exp (−ax) .
For the black curve a = 1, for the red curve a = 15 and last but not the least
we consider a = 0.2 for the blue curve.
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It may also be necessary to allow the activation function to take on negative
values. In such situations the use of hyperbolic tangent functions, defined by
ϕ(x) = tanh (x) (A.5)
may be highly recommended.
A.2 Neural Networks in Practice
A.2.1 Least Squares
The Neural Networks have unknown parameters (usually called weights ) which we
want to estimate, i.e. we have to find the values of the weights that make the model
fit the data well. For this purpose we need to be given a training set
(Xt, Yt), t = 1, · · · , n
withXt ∈ Rp, Yt ∈ Rp and for the regression problem we can use the sum of square
error
Q(θ) =
n∑
t=1
(Yt − fH(Xt))2 =
n∑
t=1
Qt,
where
fH(Xt) = ν0 +
H∑
h=1
νhϕ(α0,h + α
′
hXt).
For sake of simplicity we consider the same activation for all hidden units; θ ∈
RH(p+2)+1 consists of
ν0, νh, h = 1, · · · , H; α0,h, αi,h, i = 1, · · · , p, h = 1, · · · , H.
A.2.2 Backpropagation
The standard approach used for the minimization of Q(θ) is a stochastic approxi-
mation that we call Backpropagation in our context. Backpropagation is so popular
because it is easy to implement. However, it can suffer from several drawbacks that
we will discuss later.
The algorithm can simply be defined as follows. Starting with a weight θˆ0 one de-
rives the weight in the next step by the recursion formula
θˆn+1 = θˆn − γn∇Q(θˆn),
where ∇Q is the vector of first partial derivatives of Q with respect to θ and γn is
the learning that satisfies some technical conditions, namely
γn −→ 0 as n −→∞,
∑
n
γn =∞, and
∑
n
γ2n <∞.
These conditions are satisfied for γn = 1n . Therefore, one can observe that Back-
propagation is a form of the stochastic gradient algorithm due to Robbins and Monro(1951).
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Drawback of Backpropagation and Alternative Solutions
The main drawback of backpropagation is the fact that if the dimension of the pa-
rameter is very high or the size of the training set is large enough the algorithm may
become very slow and for this reason one would rather rely on second order tech-
niques such as the Newton algorithm. But the latter algorithm is not the best one
can use, in the sense that in this case one will need an explicit computation of the
matrix of second derivatives, which can be very large in this case . To overcome this
problem one can use a conjugated gradient algorithm or a variable metric method,
both approaches avoid explicit computation of the Hessian while providing faster
convergence.
A.3 Some Technical Remarks
A.3.1 Input
It is recommended to scale all the input around their sample mean and variance. This
will ensure that all input are treated almost equally and may improve the quality
of the results. In this situation we can easily take our starting value as uniformly
distributed on the interval [−a, a]. However, if we choose a to be too close to zero,
this just means that we allow our model to start into a linear model because in
this case the neural network collapses into a nearly linear model. As the weights
increase, we go back to a nonlinear estimation problem.
A.3.2 Local minima
The objective functions are by nature non convex, therefore possessing many local
minima. As a consequence, the final result obtained is always dependent on the
choice of starting value. Therefore we will at least try a number of random starting
points and choose the solution given the best solution to our problem. Since we
are in a nonlinear setting this approach is better than averaging over all the final
solutions.
A.3.3 Number of Hidden Neurons
Roughly speaking it is better to have too many neurons than too few. With too
few hidden neurons, the model might not provide enough flexibility to capture all
nonlinear aspects in the data. With too many neurons, extra weights can be set to
zero by an appropriate regularization.
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