ABSTRACT. In this paper, we introduce the graph G(S) of a bounded semilattice S, which is a generalization of the intersection graph of the substructures of an algebraic structure. We prove some general theorems about these graphs; as an example, we show that if S is a product of three or more chains, then G(S) is Eulerian if and only if either the length of every chain is even or all the chains are of length one. We also show that if G(S) contains a cycle, then girth(G(S)) = 3. Finally, we show that if (S,+,·,0,1) is a dually atomic bounded distributive lattice whose set of dual atoms is nonempty, and the graph G(S) of S has no isolated vertex, then G(S) is connected with diam(G(S)) ≤ 4.
INTRODUCTION
The partially ordered set (S, ≤) is called a meet-semilattice if every two elements x and y of S have a greatest lower bound x ∧ y ∈ S. Equivalently, for a binary operation ∧ on S, the structure (S, ∧) is a meet-semilattice if ∧ is associative, commutative, and idempotent (i.e., a commutative idempotent semigroup). We denote the smallest element of a meetsemilattice by 0, and the largest element by 1. It is called bounded if it has a smallest and a largest element. A join-semilattice is defined dually, and a bounded semilattice will be a meet or join-semilattice with both a 0 and a 1.
Given a bounded semilattice (S, •, 0, 1), define a graph G(S) as follows:
(1) The set of vertices V of G(S) is the set of all elements of S except 0 and 1.
The vertices x, y ∈ V are adjacent, i.e. {x, y} belongs to the edges E of G(S), if x = y and x • y = 0.
We need two more definitions. Let (S, •, 0, 1) be a bounded semilattice, then an atom is a minimal element of S − {0, 1}, and S will be called Artinian if every decreasing chain of elements becomes stationary.
In this paper, we initiate the study of the graph G(S) for general bounded semilattices S, and, for example, we prove the following new results: Theorem 1.10: If G(S) is a path of length k, then either G(S) = K 2 , or G(S) = K 1,2 . Proposition 1.15: If S is Artinian with more than two elements, then G(S) is a complete graph if and only if S has exactly one atom. Theorem 1.18: If S is a product of two or more chains, then G(S) is Eulerian if and only if either the length of every chain is even or if all the chains are of length one. Theorem 1.20: If G(S) is a tree, then it is a star graph. Proposition 2.1: If S has more than three elements and exactly one atom, then G(S) is a complete graph. Theorem 2.6: If G(S) contains a cycle, then its girth is equal to 3.
Intersection graph theory (for short IGT) is a classical topic in the theory of graphs [15] . For a good introduction to IGT, one can refer to the book [20] . And in this classic book, some applications of IGT in different fields of science such as biology, psychology, and computing are mentioned in details [20, §2 and §3] . Although all graphs are intersection graphs [26] , some classes of intersection graphs are of special interest. For example, the intersection graphs of some classes of geometrical objects, e.g. closed intervals of the real-line (see [10, p. 1] , [9] and [11, p. 43] ), chords of a circle [24, p. 137] , trapezoids between two horizontal lines [17] , and unit disks in plane [19] have interesting applications in science and industry.
On the other hand, the intersection graphs of substructures of an algebraic structure have been investigated by many authors [1, 5, 8, 12, 22, 23, 29, 30] . Our original motivation for this work was the intersection graphs of submodules of a module [2] and our discussions on this topic led us to work on a more general context, i.e. graphs that we attributed to bounded semilattices.
THE GRAPHS OF BOUNDED SEMILATTICES
Let us recall that (S, •) is called a semilattice, if (S, •) is a commutative semigroup and its binary operation • is idempotent, i.e. x • x = x, for all x ∈ S [7, Definition 2.1.1]. It is good to mention that a similar definition for semilattices is given in [27, Section 4.1]. It is easy to see that a partial order is induced on the semilattice S by setting x ≤ y whenever x • y = x, for all x, y ∈ S [7, Theorem 2.1.2]. Finally, note that if 1 is the neutral element of S, then x ≤ 1, for all x ∈ S. And if 0 is an absorbing element of a semilattice S, that is, x • 0 = 0, for all x ∈ S, then 0 is the least element of S, i.e. 0 ≤ x, for all x ∈ S. If the semilattice S possesses neutral and absorbing elements, then S is called bounded, since 0 ≤ x ≤ 1 for all x ∈ S. One of the simplest semilattices that may come to one's mind is the semilattice (P(A), ∩), where by P(A) we mean the set of all subsets of the set A.
One can easily check if A is a set and A ⊆ P(A), then (A , ∩) is a bounded semilattice if and only if the following properties hold:
In this paper, the semilattice P(S) is of special interest, when S has an algebraic structure since it provides some good examples for our results. Now, we attribute a graph to a bounded semilattice, inspired by the definition of intersection graphs in [20] . Definition 1.1. Let (S, •, 0, 1) be a bounded semilattice. We attribute a graph G(S) to S, whose vertices V and edges E are determined as follows:
(1) The set of vertices V is the set of all elements of S except 0 and 1. (2) The vertices x, y ∈ V are adjacent, i.e. {x, y} ∈ E, if x = y and x ∧ y = 0. ⋄
The following remark justifies why our definition for graphs of semilattices given in Definition 1.1 is a generalization of the intersection graphs of substructures of different algebraic structures. (1) Let S be a semigroup and S the set of all subsemigroups of S. Clearly, the structure (S ∪{ / 0}, ∩) is a bounded semilattice and its graph G(S ), given in Definition 1.1 of the current paper, coincides with the definition of the graphs of semigroups introduced in [5] .
(2) Let R be a commutative ring with a nonzero identity and M a unitary nonzero Rmodule. It is obvious that the intersection graph of an R-module M, introduced in [2] , is just the graph G(Sub R (M)) of the bounded semilattice Sub R (M), where by Sub R (M), we mean the set of all R-submodules of M. For more results on the intersection graph of a module, one may also refer to [28] . (3) Let S be a semiring and M an S-semimodule. It is easy to see that (Sub S (M), ∩) is a bounded semilattice, where by Sub S (M), we mean the set of all S-subsemimodules of M. In some cases, we will investigate the intersection graph G(M) of the subsemimodules of the S-semimodule M. (4) Other examples for bounded semilattices and their intersection graphs include subgroups of a group [12, 29] , normal subgroups of a nontrivial group, left ideals of a semiring [16, §6] , left ideals of the ring possessing a nonzero identity [8] , subsemirings of the semiring [18] , subsemimodules of a nonzero semimodule [16, §14] , and clopen sets of a topology, where by a clopen set, it is meant a set that is Proof. Let y ∈ Atom(S), but deg(y) ≥ 2. So, there exist at least two distinct vertices y 1 and y 2 of G(S) such that both are adjacent to y. Therefore, yy 1 = 0 and yy 2 = 0. Since y ∈ Atom(S), yy 1 = y = yy 2 . Hence, y ≤ y 1 and y ≤ y 2 . Thus 0 = y = y 2 ≤ y 1 y 2 and this implies that y 1 and y 2 are adjacent. Thus G(S) contains a cycle y − y 1 − y 2 − y, which is a contradiction. Consequently, deg(y) = 1.
Proposition 1.6. Let S be a bounded semilattice and y a vertex of G(S). If deg(y) = 1, then either y ∈ Atom(S) or y ∈ DAtom(S).
Proof. Let y be a vertex of G(S) such that deg(y) = 1 and z be the only vertex of G(S) such that z is adjacent to y. Clearly, yz = 0. Our claim is that either yz = z or yz = y. Suppose that yz = y. Therefore, y · yz = yz = 0, which means that yz is adjacent to y and this implies that yz = z. So we have showed that either y ≤ z or z ≤ y. If y ≤ z, then there is no nonzero element l ∈ S such that l < y. So, y is in Atom(S). If z ≤ y, then there is no m ∈ S − {1} such that y < m. So, y is in DAtom(S) and the proof is complete. Proof. Let G(S) be a path as sequence y 1 , y 2 , . . . , y t , where t ≥ 2 and y 1 ∈ DAtom(S). Then, either y 1 y 2 = y 1 or the vertex y 1 y 2 is adjacent to y 1 . If y 1 y 2 = y 1 , then y 1 ≤ y 2 . This implies that y 1 = y 2 , since y 1 ∈ DAtom(S), and obviously, this is a contradiction, since y 1 and y 2 are distinct vertices of G(S). Since by assumption, the only vertex adjacent to y 1 is the vertex y 2 , y 1 y 2 = y 2 and this means that y 2 ≤ y 1 . Now, we prove that t cannot be greater than 2. In contrary, let t ≥ 3. Therefore, either 0 = y 2 y 3 = y 2 or the vertex y 2 y 3 is adjacent to y 2 . If 0 = y 2 y 3 = y 2 , then y 2 ≤ y 3 and so y 2 ≤ y 3 y 1 . This means that y 3 y 1 = 0 and so the vertices y 1 and y 3 are adjacent, which is a contradiction. But the only vertices that are adjacent to y 2 are y 1 and y 3 . So, either y 2 y 3 = y 1 or y 2 y 3 = y 3 . If y 2 y 3 = y 1 , then y 1 and y 3 are adjacent, which is a contradiction. Otherwise, y 2 y 3 = y 3 and this implies that y 3 ≤ y 2 . Now in view of y 2 ≤ y 1 , we get that the vertices y 1 and y 3 are adjacent, again a contradiction. Hence, G(S) = K 2 and the proof is complete.
Corollary 1.9. Let S be a bounded semilattice such that G(S) is a path. Then G(S) = K 2 if and only if
So, by definition, G(S) has only two vertices y 1 and y 2 and they are adjacent, which means that y 1 y 2 = 0. Obviously, this implies that either y 1 y 2 = y 1 or y 1 y 2 = y 2 . If y 1 y 2 = y 1 , then y 1 ≤ y 2 . This implies that y 1 is in Atom(S) and y 2 is in DAtom(S). Similarly, if y 1 y 2 = y 2 , then y 2 is in Atom(S) and y 1 is in DAtom(S) and therefore, in each case, | DAtom(S)| = | Atom(S)| = 1.
(⇐): Straightforward.
Theorem 1.10. Let S be a bounded semilattice and G(S) a path. Then, either G(S)
Proof. Let G(S) be a path as sequence y 1 , y 2 , . . . , y n . By Proposition 1.6, the element y 1 is either in Atom(S) or in DAtom(S). If y 1 ∈ DAtom(S), then by Lemma 1.8,
Therefore, let, for the moment, y 1 be in Atom(S). Since vertices y 1 and y 2 are adjacent, we have y 1 y 2 = 0. But y 1 y 2 ≤ y 1 and y 1 is in Atom(S). So, y 1 ≤ y 2 . Now, we prove that if n = 3, then G(S) = K 1,2 . So, let G(S) be a path as a sequence y 1 , y 2 , y 3 such that y 1 ∈ Atom(S). First of all, if y 2 y 3 = y 2 , then y 2 ≤ y 3 and so, we conclude that y 1 and y 3 are adjacent, a contradiction. Hence, either y 2 y 3 = y 1 or y 2 y 3 = y 3 . If y 2 y 3 = y 1 , then y 1 and y 3 are adjacent, a contradiction. Thus, y 2 y 3 = y 3 and so y 3 ≤ y 2 . Now, if we prove that n cannot be greater than 3, we are done. In contrary, let n > 3. Vividly, since y 3 y 2 = 0, we have y 3 y 2 = y t , for some 1 ≤ t ≤ n. If t > 3, then y t ≤ y 2 and so, y 2 and y t are adjacent, a contradiction. Hence, n cannot be greater than 3, i.e. G(S) = K 1,2 and the proof is complete. 
is of the form y 1 − y 2 − y 3 with y 2 = y 1 + y 3 and y 1 y 3 = 0.
Proof. As we have seen in the proof of Theorem 1.10, we have y 3 ≤ y 2 and y 1 ≤ y 2 . This implies that y 3 + y 1 ≤ y 2 . So, y 3 + y 1 = y t for some 1 ≤ t ≤ 3. If y 3 + y 1 = y 1 
One of the corollaries of Theorem 1.10 is the following result for semimodules. For the definition of semirings and semimodules, one can refer to the book [16] .
Corollary 1.12. Let S be a semiring and M an S-semimodule. If the intersection graph G(M) of the S-subsemimodules of M is a path, then either G(M)
Let us recall that in a commutative semigroup S with zero, s ∈ S is a zero-divisor if there is a nonzero t ∈ S such that st = 0.
Proposition 1.13. Let S be a bounded semilattice with more than two elements. Then G(S) is complete if and only if S has no zero-divisors other than 0.
Proof. Straightforward. Definition 1.14. A bounded semilattice S is Artinian, if any decreasing chain 
Let us recall that if S is a poset, then the length of S, denoted by l(S), is defined as l(S)
A graph is said to be planar if it can be drawn in the plane so that its edges intersect only at their ends. Kuratowski's Theorem in graph theory states that a graph is planar if and only if it contains no subdivision of either K 5 
Lemma 1.17. Let S be a finite bounded chain (semilattice) with more than two elements. Then G(S) is a complete graph. Moreover, G(S) is Eulerian if and only if l(S) is an even number.
Proof. Let l(S) = t + 1 and set S = {0, s 1 , . . . , s t , 1} such that 0 < s 1 < · · · < s t < 1. It is clear that s i s j = s min{i, j} = 0. So, G(S) is the complete graph K t and deg(s i ) = t − 1, for each i.
Therefore, G(S) is Eulerian if and only if l(S) = t + 1 is even.
It is easy to verify that if {S i } is a family of bounded semilattices, then S = ∏ i S i is also a bounded semilattice, where its operation is defined componentwise and 1 S = (1 S i ) and 0 S = (0 S i ).
Theorem 1.18. Let n ≥ 3 and {S
i } n i=1
be a family of bounded semilattices. If each S i is a finite chain and S = ∏ n i=1 S i , then G(S) is Eulerian if and only if either (a) the length l(S i ) of S i is even, for all 1 ≤ i ≤ n or (b) each S i has two elements.
Proof. Let x = (x 1 , . . . , x n ) ∈ S − {0 S , 1 S }. Define δ i : S −→ {0, 1} as follows:
where l i = l(S i ). Also, the number of vertices of the graph
Now, since the vertex x is not adjacent to x,
(⇐) Proof of (b): If each S i has two elements and x = (x 1 , . . . , x n ) ∈ S − {0 S , 1 S }, then some of the x i s are 0, while the rest of the x i s are 1. Now, if we set B = {i : x i = 0}, then 1 ≤ |B| < n, and deg(x) = 2 n − 2 |B| − 2, which is clearly an even number. Therefore, G(S) is Eulerian.
Proof of (a): Since x = 0 S , by symmetry, we can imagine δ i = · · · = δ n = 0, for some
are both odd numbers and therefore, deg(x) is even, for each vertex x. This implies that G(S) is Eulerian.
(⇒) Now, suppose that one of the numbers {l i = l i (S i )} is odd and at the same time one of the numbers {l i = l i (S i )} is even. We define x = (x 1 , . . . , In Lemma 1.17, we proved that if S is a finite bounded chain (semilattice) with more than two elements, then G(S) is a complete graph. Now, we show that for a direct product of bounded chains, this is not the case. Proof. Let x = (x 1 , . . . , x n ) ∈ S − {0 S , 1 S }. Clearly, if G(S) is a complete graph, then the number of elements y ∈ S − {0 S , 1 S } such that xy = 0 must be zero. Therefore, according to the proof of Theorem 1.18, we have
Obviously, this implies that δ i (x) = 0, for each i and this happens only x = 1 S , a contradiction. Therefore, G(S) cannot be a complete graph and the proof is complete.
Let us recall that a tree is an undirected graph in which any two vertices are connected by exactly one path [14, Theorem 1.5.1]. A complete bipartite graph is a graph where every vertex of the first set is connected to every vertex of the second set and if one of the sets has exactly one element, it is called a star graph [14, p. 18] .
Theorem 1.20. Let S be a bounded semilattice. Then, the graph G(S) is a tree if and only if it is a star graph.
Proof. We just need to prove that if G(S) is a tree, then G(S) is a star graph. On contrary, let G(S) be a tree such that it is not a star graph. So, G(S) has a path of length 3, say of the form y 1 − y 2 − y 3 − y 4 with deg(y 1 ) = 1. Since deg(y 1 ) = 1, by Proposition 1.6, either y 1 is in Atom(S) or DAtom(S).
Firstly, suppose that y 1 ∈ Atom(S). Since vertices y 1 and y 2 are adjacent, we have y 1 y 2 = 0. Clearly, y 1 y 2 = 1. Our claim is that y 1 y 2 = y 1 . If y 1 y 2 = y 2 , then y 2 ≤ y 1 and since y 1 is an atom and y 2 is nonzero, y 2 = y 1 , a contradiction. Now, let y 1 y 2 = s such that s ∈ S − {y 1 , y 2 }. In this case, s is adjacent to the both vertices y 1 and y 2 and this is impossible, since G(S) is a tree and any two vertices of a tree are connected by exactly one path [14, Theorem 1.5.1]. Therefore, y 1 y 2 = y 1 and so, y 1 ≤ y 2 .
By assumption, y 2 and y 3 are adjacent. So, y 2 y 3 = 0. Also, y 2 y 3 = 1. Now, we prove that y 2 y 3 = y 3 .
If y 2 y 3 = y 2 , then y 2 ≤ y 3 . So, we obtain that y 1 and y 3 are adjacent, a contradiction. On the other hand, if there is an element s ∈ S − {0, 1} such that s is different from y 2 , and y 3 and y 2 y 3 = s, then s is adjacent to the both vertices y 2 and y 3 , again a contradiction. Therefore, y 2 y 3 = y 3 and this implies that y 3 ≤ y 2 . So, y 2 y 4 ≥ y 3 y 4 = 0 and this means that y 2 and y 4 are adjacent, a contradiction. Now, suppose that y 1 ∈ DAtom(S). Similar to the proof in above, we can show that y 1 y 2 = y 2 and so, y 2 ≤ y 1 . Obviously, y 2 y 3 = 0, 1. On the other hand, it can be similarly proved that if y 2 y 3 = s for some s ∈ S − {y 2 , y 3 }, then again G(S) cannot be a tree. If y 2 y 3 = y 2 , then y 2 ≤ y 3 and this implies that y 1 is adjacent to y 3 , a contradiction. Also, if y 2 y 3 = y 3 , then y 3 ≤ y 2 and in this case, y 2 is adjacent to y 4 , again a contradiction. Hence, if G(S) is a tree, then it is a star graph and the proof is complete. Remark 1.22. Proposition 1.21 is a special case of Theorem 2.12 in [13] . ⋄
ON THE DIAMETER AND GIRTH OF THE GRAPHS OF BOUNDED SEMILATTICES
Let us recall that the distance between two vertices in a graph is the number of edges in a shortest path connecting them. The greatest distance between any two vertices in a graph G is the diameter of G, denoted by diam(G) [14, p. 8] . Proof. Let m ∈ DAtom(S). Obviously, if y is a vertex of G(S) distinct from m, then, y ≤ m, and so, ym = y = 0. Therefore, y and m are adjacent. Clearly, this implies that for each vertices x = m and y = m, we have the path x − m − y, which implies that the distance between any pair of vertices of G(S) is at most 2 and the proof is complete. Example 2.3. In this example, we give graphs of bounded semilattices satisfying the conditions of Proposition 2.2, with diameter 0, 1, and 2. Let k be a field and X an indeterminate over k. Set R = k [[X] ] to be the formal power series ring over k. The set of all ideals of R is the infinite chain
Now, we set S n = Id(R/(X n )) to be the set of all ideals of the ring R/(X n ). Clearly, S n has at least three elements for any n ≥ 2, DAtom(S n ) = (X)/(X n ), and G(S n ) = K n−1 . Therefore, diam(G(S 2 )) = 0 and diam(G(S n )) = 1, for any n ≥ 3.
. Obviously, the only maximal ideal of T is the ideal Proof. Let a 1 , a 2 be two distinct vertices of G(S). If a 1 a 2 = 0, then d(a 1 , a 2 If Let R be a commutative ring with a nonzero identity and M be a nonzero unital Rmodule. The R-module M is called distributive if the lattice of R-submodules of M is distributive [6] . As in [2] , we denote the intersection graph of submodules of the R-module M by G(M). Proof. In contrary, suppose that girth(G(S)) ≥ 4. This implies that every pair of elements y and z in S − {0, 1} with yz = 0 are comparable, because if they are not comparable, then yz is different from y and z and therefore, y − yz − z − y is cycle of length 3, a contradiction. Now, let z − y − x − t be a path of length 3 in G(S). Since any two elements in this path are comparable and any chain of length 2 in S − {0, 1} induces a cycle of length 3 in G(S), the only possible cases are: z ≤ y, x ≤ y, x ≤ t, or y ≤ z, y ≤ x and we prove that each case leads us to a contradiction.
Case 1: If z ≤ y, x ≤ y, and x ≤ t, then x ≤ yt, which implies that yt = 0. Therefore, y − x − t − x is a cycle of length 3 in G(S), a contradiction.
Case 2: If y ≤ z and y ≤ x, then y ≤ xz, which implies that xz = 0. Therefore, z− y− x − z is a cycle of length 3 in G(S), again a contradiction. Hence, girth(G(S)) = 3 and the proof is complete.
