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Cet  article  présente  la  réalisation  d’ANCOR,  qui  constitue  par  son  envergure  (453 000 
mots)  le premier corpus  francophone annoté en anaphores et  coréférences permettant  le 
développement d’approches centrées sur  les données pour  la résolution des anaphores et 
autres traitements de la coréférence. L’annotation a été réalisée sur trois corpus de parole 
conversationnelle  (Accueil_UBS,  OTG  et  ESLO)  qui  le  destinent  plus  particulièrement  au 
traitement du langage parlé. En l’absence d’équivalent pour le langage écrit, il est toutefois 
susceptible  d’intéresser  l’ensemble  de  la  communauté  TAL.  Par  ailleurs,  le  schéma 
d’annotation  retenu est  suffisamment  riche pour permettre des études en  linguistique de 
corpus. Le corpus sera diffusé librement à  la mi‐2013 sous licence Creative Commons BY‐
NC‐SA.  Cet  article  se  concentre  sur  sa  mise  en  œuvre  et  décrit  brièvement  quelques 
résultats obtenus sur la partie déjà annotée de la ressource. 
ABSTRACT  _____________________________________________________________________________________________  
ANCOR,  the  first   large  French  speaking  corpus  of   conversational   speech 
annotated in coreference   to be freely available.  
This  paper  presents  the  first  French  spoken  corpus  annotated  in  coreference whose  size 
(453,000 words)  is  sufficient  to  investigate  the  achievement  of  data  oriented  systems  of 
coreference  resolution.  The  annotation  was  conducted  on  three  different  corpora  of 
conversational  speech (Accueil_UBS, OTG, ESLO) but  this  resource can also be  interesting 
for NLP  researchers working on written  language,  considering  the  lack of  a  large written 
French  corpus  annotated  in  coreference.  We  followed  a  rich  annotation  scheme  which 
enables  also  research  motivated  by  linguistic  considerations.  This  corpus  will  be  freely 










promis  à  un  bel  avenir.  La  qualité  des  outils  d’indexation  ou  d’interrogation  développés 
pour ces tâches dépend de leur capacité à résoudre les relations de coréférences présentes 
dans  un  (ou  plusieurs)  texte(s).  Un  des  sauts  technologiques  auquel  est  confronté  ce 
domaine  est  en  effet  celui  du  suivi  des  entités  faisant  l’objet  d’une  recherche  ou 
indexation. 
L’importance  de  cette  résolution  a  conduit  à  l’organisation  de  multiples  campagnes 
d’évaluation  internationales  (MUC,  ACE,  SemEval)  ou  nationales  (DEFT)  qui  ont 
accompagné  l’évolution  des  techniques  de  résolution.  Aux  travaux  initiaux  basés  sur  des 
méthodes  symboliques  (Lappin  et  Leass,  1994)  ont  succédé  des  approches  plus 
heuristiques  (Mitkov,  1994).  Enfin,  la  mise  à  disposition  de  larges  corpus  annotés  en 
coréférence  a  ouvert  la  porte  aux  approches  par  apprentissage  sur  données  (Soon  et  al., 
2001,  Ng  et  Cardie,  2002).  La  plupart  des  recherches  actuelles  font  ainsi  appel  à  des 
classifieurs  reposant  généralement  sur  un modèle  à  base  de  paires  (Poesio  et  al.,  2011). 
Celui‐ci consiste à identifier dans un premier temps des paires de mentions coréférentes, et 
à  regrouper  ensuite  ces  paires  en  clusters  de même  référence.  Il  n’existe  toutefois  pas  à 
l’heure  actuelle  de  corpus  francophone  libre  et  d’envergure  de  taille  suffisante  pour 
apprendre  un  système  de  résolution  efficace.  C’est  à  ce  manque  que  répond  le  corpus 
ANCOR. Portant sur le français parlé, il soutient avec ses 418 000 mots la comparaison avec 
les autres langues de grande diffusion.  
2 Etat de l ’art     
Le  corpus  que  nous  présentons  a  été  réalisé  par  le  Laboratoire  d’Informatique  de 
l’Université  de  Tours  (LI)  et  le  Laboratoire  Ligérien  de  Linguistique  (LLL).  Ces  deux 
laboratoires  s’intéressent  particulièrement  à  la  langue  parlée.  Il  est  donc  naturel  que  le 
corpus porte sur la parole conversationnelle. Le Groupe Aixois de Recherche en Syntaxe a 
été  un des pionniers  de  l’étude du  langage parlé  en  corpus.  Ses  travaux  fondateurs n’ont 
malheureusement  pas  eu  pour  conséquence  le  développement  ultérieur  de  ressources 
informatisées  en  français.  La  table  1  présente  la  liste  par  idiome  des  corpus  annotés  en 
coréférence de plus 200 kMots (Recasens, 2010). Le  français est complètement absent de 
ce panorama. A notre connaissance, le seul corpus en coréférence disponible en français est 
le  corpus  DEDE,  centré  sur  l’étude  des  descriptions  définies.  Il  ne  comporte 
malheureusement  que  48  kMots  (Gardent  et  Manuelian,  2005)  et  ne  peut  servir  à  un 
apprentissage automatique. De même, le corpus du CRISTAL, de grande envergure, ne peut 
être  considéré  par  le  TAL  car  il  ne  code  que  certaines  formes  particulières  d’anaphore 
(Tuttin et al. 2000).  
Le  corpus ANCOR que nous  avons  constitué  vise  à  répondre  à  cette  situation dans  le  cas 
d’un  genre  linguistique  particulier :  le  français  parlé  conversationnel.  Par  sa  taille 
(418 kMots),  il  ne  peut  être  comparé  qu’à  deux  autres  corpus  oraux  de  coréférences 





















3.1  Financement et  contexte scientif ique 
La création du corpus ANCOR a été financée en deux étapes. Un premier projet interne au 
PRES Centre Val‐de‐Loire a permis de réaliser un premier corpus (C02) de 35 kMots et de 
valider nos  choix d’annotation. Notre  souci  a  été de  suivre un  schéma d’annotation assez 
riche  pour  répondre  aux  besoins  du  TAL  et  des  linguistiques.  Les  premiers  résultats 
obtenus  avec  CO2  ont  ainsi  validé  l’intérêt  de  la  ressource  en  linguistique  (Schang  et  al. 
2011).  Sa  taille  restait  toutefois  insuffisante  pour  constituer  une  ressource 
d’apprentissage.  Le  projet  ANCOR,  soutenu  par  la  région  Centre,  nous  a  précisément 
permis d’atteindre cet objectif. 
3.2  Corpus retenus pour l ’annotation 
Le corpus ANCOR résulte de l’annotation de trois corpus oraux transcrits sous Transcriber 
(Barras et al., 2001) qui étaient disponibles dans nos laboratoires et diffusés librement : 




‐  Accueil_UBS,  qui  correspond  à  des  dialogues  interactifs  par  téléphone  recueillis 
auprès du standard téléphonique d’une université (Nicolas et al., 2002). 
Notre  objectif  a  été  de  représenter  une  certaine  diversité  de  genres  en  termes  de  degré 
d’interactivité  du  dialogue.  Le  corpus  ESLO,  qui  correspond  à  des  entretiens,  a  une 
interactivité  limitée  à  la  différence des deux  autres :  le  plus  souvent,  l’enquêteur pose  en 








ESLO_ANCOR  Extrait ESLO (CC‐BY‐NC‐SA)  417 kMots  25 heures 
OTG  CC‐BY‐NC‐SA  26 kMots  2 heures 




pas  retenu MMAX2  (Müller  et  Strube,  2006)  car  son  interface  a  été  considérée  comme 
moins conviviale par nos annotateurs. ANCOR sera toutefois diffusé sous les formats GLOZZ 
et MMAX2,  du  fait  de  la  grande  diffusion  de  ce  dernier. Glozz  produit  une  annotation  au 
format XML reposant sur une DTD que nous avons adaptée à notre schéma d’annotation (cf 
§ 4). Autre  intérêt,  les  annotations  sont  séparées du  corpus  source  avec  lequel  elles  sont 
synchronisées. Cette annotation déportée (stand‐off annotation) permet un enrichissement 
multi‐niveaux du corpus,  ce qui est  intéressant en  termes d’évolutivité. Le principal souci 
rencontré avec Glozz est sa difficulté à gérer de gros fichiers (affichage et gestion mémoire). 
Si  cette  limitation n’a  pas posé de  souci  sur OTG et Accueil_UBS  (courts  dialogues),  nous 








Cette  démarche  séquentielle  évite  une  surcharge  cognitive  aux  codeurs  et  favorise  la 
cohérence des annotations sur la durée. Annotateurs et superviseurs avaient un bon niveau 
d’expertise (Master ou doctorat en Sciences du Langage). L’annotation s’est déroulée 
au  rythme  de  40  000 mots  par  homme.mois  pour  un  coût  global  de  construction  de  90 
000€. 
La  fiabilité  du  corpus  a  été  estimée  sur  une  expérience  pilote  qui  a  consisté  à  mesurer 
l’accord  entre 4  experts  ayant  participé  à  l’annotation,  sur  un  sondage de 10  fichiers. 
L’estimation de  l’accord  inter‐annotateur  reste une question ouverte dans  le  cas de  la 
coréférence,  du  fait  des  problèmes  d’alignement  entre  annotations  (Passoneau,  2004 ; 
Artstein et Poesio, 2008 ; Matthet et Widlöcher, 2011). Nous proposons de contourner ce 
problème par le calcul de mesures d’accords successifs sur la délimitation des mentions, 








Cette  expérimentation  est  en  cours.  Les  premiers  résultats  suggèrent  que  la  fiabilité  est 
acceptable.  Nous  obtenons  pour  l’identification  des  paires  une  valeur  de  0,62  avec  les 
trois  métriques  κ  (Cohen,  1960),  π  (Scott,  1955)  et  α  (Krippendorff,  2004),  valeur  très 
proche du seuil de  fiabilité proposé par Cohen. Cette estimation est par ailleurs pénalisée 
par  des  problèmes  de  prévalence  et  la  prise  en  compte  des  entités  explétives  dans 




pour  chaque  entité  référentielle  (ou  mention)  si  elle  introduit  une  nouvelle  entité  du 
discours, puis si elle réfère à une entité précédemment mentionnée (coréférence) ou si  la 
référence  a  une  entité  précédemment mentionnée  dans  le  texte  est  nécessaire  pour  son 
interprétation  (anaphore  associative).  Il  n’existe  pas  de  consensus  sur  le  codage  de  ces 
relations.  Souvent,  l’annotation  est  adaptée  à  la  tâche  étudiée  ou  à  une  théorie 
linguistique  sous‐jacente. Notre annotation cherche à  rester générique et est adaptée aux 
besoins  du  TALN  en  identifiant  toutes  les  entités,  isolées  ou  non.  Par  contre,  nous  ne 
procédons  pas  à  une  annotation  des  propriétés  utilisées   par  les  algorithmes  de 
classification. Nous partons du principe que les utilisateurs du corpus pourront procéder à 
ces prétraitements. 








Ces  reprises  correspondent  à  des  anaphores  abstraites.  Comme  le  notent  (Dipper  et 
Zinmeister, 2010), un schéma particulier d'annotation est nécessaire pour décrire ce type 
de coréférence. Ce type d'annotation dépasse largement le cadre du projet ANCOR.  
Nous  avons  par  contre  annoté  les  formes  explétives  de  il  (cf.  il  pleut).  Il  est  en  effet 
important  de  repérer  ces  usages  non  référentiels  qui  peuvent  tromper  les  systèmes  de 
résolution.  Enfin,  dans  le  cas  de  structures  coordonnées  (Mazur  et  Dale,  2007)  ou 
enchâssées,  nous  avons  choisi  d’identifier  le  groupe  ainsi  que  chaque  membre  le 
composant. Tous ces éléments peuvent en effet ancrer une reprise coréférentielle. 
4.2  Délimitation des relations   
La délimitation des relations consiste à relier les éléments anaphoriques. Certains travaux 
privilégient  une  annotation  en  chaînes  (Gardent  et Manuélian,  2005  ;  Amsili  et  al,  2007) 
c'est‐à‐dire en « séquences d’expressions singulières apparaissant dans un contexte  telles 
que  si  l’une  de  ces  expressions  réfère  à  quelque  chose,  toutes  les  autres  y  réfèrent 
également  »  (Corblin,  2005).  Dans  le  projet  ANCOR,  il  a  été  décidé  de  relier  toutes  les 
relations  à  la  première  mention  de  l’entité  référentielle  trouvée  dans  le  texte.  Ce  choix 
résulte  de  tests  effectués  avec  des  étudiants  de  Master  Linguistique,  qui  ont  montré  un 
meilleur  accord  entre  annotateurs  avec  cette  approche.  Il  est  en  effet  apparu  que 
l'annotation  en  chaîne posait  des  problèmes délicats  pour  le  dialogue,  les  annotateurs  se 
trouvant  devant  des  changements  de  locuteurs  pour  lesquels  la  notion  de  chaîne, 
pertinente  dans  la  linéarité  de  l'écrit,  devient  beaucoup  moins  évidente  à  caractériser. 
Faute de pouvoir inclure (ou exclure) systématiquement d’une chaîne les mentions faites 





Des arguments d’ordre  linguistique ou computationnel peuvent être  trouvés en  faveur de 
chaque représentation. C’est pourquoi notre codage sera transformé également en codage 
en  chaîne  dans  la  distribution  finale.  Notons  toutefois  que  le  type  de  relation  (directe, 
indirecte, pronominale, associative) et l’accord dépendent du choix d’annotation effectué, 
sans qu’une solution alternative ne nous paraisse envisageable. 




‐ POS :   partie  du  discours –  Ce  trait  peut  prendre  les  valeurs  P  (pronom),  N 
(Nom) ou NULL (artefact lié à certaines disfluences) 
‐ GP :   inclusion dans un GP – Valeur YES (si l’entité est un GP) ou NO (si c’est un 
GN) 





‐ NEW :  nouvelle  entité  du  discours    :  YES  (première  mention),  NO  (entité 
coréférente avec une autre). Une mention isolée recevra donc toujours le type YES. 
Les relations sont caractérisées par un type (trait TYPE). Nous distinguons  le type direct 
(DIR) dans  le  cas  d’une  coréférence  entre  mentions  de  même  tête  nominale  (le  bus 
rouge…. ce grand bus) ;  indirect  (IND) si  les  entités  coréférentes ont des  têtes nominales 
différentes  (le  cabriolet…  cette  décapotable) ; pronominal  (PR) dans  le  cas  particulier  de 
l’anaphore  indirecte  où  la  reprise  est  un pronom  (le  cabriolet …  il  roulait…)  et associatif 
(ASSOC)   si  les  mentions  ne  sont  pas  coréférentes  mais  que  l’interprétation  de  l’une 
dépend  de  l’autre  (le  village  …  son  clocher).  De  même,  on  retrouve  un  type  associatif 
pronominal (ASSOC_PR). 
4.4  Comparaison avec d’autres schémas d’annotation   
Notre modèle d’annotation repose est proche de schémas proposés par plusieurs auteurs 
travaillant  sur  le  langage  écrit  (van  Deemter  et  Kibble,  2000 ;  Vieira  et  al.  2002).  Nous 
avons en effet le souci que nos travaux puissent être également exploités par des personnes 
travaillant  sur  l’écrit. Notre  typologie de relations reste  relativement simple. Gardent et 
Manuélian (2005) ont ainsi développé un schéma d’annotation des relations anaphoriques 
(bridging) selon une typologie plus précise. Celle‐ci nous semble aller au‐delà des besoins 
actuels  du  TAL.  (Recasens  et  al.,  2011)  introduit  de  son  côté  la  notion  de  quasi‐identité 
pour  des  cas  décrits  comme  de  la  quasi‐coréférence  et  qui  sont  considérés  dans  notre 
schéma  comme  anaphores  associatives.  Ces  propositions  cherchent  à  réduire  les 
désaccords entre les anaphores associatives et les autres types, mais ne disent rien de ceux 





diffusé  librement  et    d’envergure  suffisante  pour  permettre  un  apprentissage 
automatique. Le LI travaille ainsi au développement d’un système de résolution qui sera 
appris sur le corpus. Ce système reposera sur BART, une plateforme modulaire et ouverte 
utilisant  le  format  MMAX  comme  format  d’échange  interne  (Versley  et  al.  2008).  La 
richesse  d’annotation  du  corpus  permettra  également  au  LLL  de  conduire  des  études 
linguistiques variées sur la coréférence. ANCOR sera diffusé librement sous licence CC BY‐
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