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The notion of edit distance arises in very different fields such as self-correcting codes, parsing theory,
speech recognition, and molecular biology. The edit distance between an input string and a language
L is the minimum cost of a sequence of edit operations (substitution of a symbol in another incorrect
symbol, insertion of an extraneous symbol, deletion of a symbol) needed to change the input string into
a sentence of L . In this paper we study the complexity of computing the edit distance, discovering sharp
boundaries between classes of languages for which this function can be efficiently evaluated and classes
of languages for which it seems to be difficult to compute. Our main result is a parallel algorithm for
computing the edit distance for the class of languages accepted by one-way nondeterministic auxiliary
pushdown automata working in polynomial time, a class that strictly contains context–free languages.
Moreover, we show that this algorithm can be extended in order to find a sentence of the language from
which the input string has minimum distance. C° 2001 Academic Press
Key Words: formal languages; computational complexity; string correction; error correction; edit
distance; dynamic programming.
1 INTRODUCTION
Consider a language L µ 6⁄ and consider receiving as input, strings that represent instances of L ,
but possibly containing errors (due, for example, to faulty data entry or to noise in the communication
channel). We want to find the original sentences of L from which it is most likely the strings we have
received were originated. In order to find such sentences, we adopt a minimum distance criterion; i.e.,
given an input string x , we are interested in determining a sentence y 2 L from which x has minimal
edit distance.
The edit distance between two strings is the minimum cost of a sequence of edit operations (i.e., the
substitution of a symbol by an incorrect symbol, the insertion of an extraneous symbol, and the deletion
of a symbol) that transform one string into another. Thus, the edit distance of a given language L is the
function which associates with any input string x the minimal distance between strings belonging to L
and x .
The notion of edit distance is due to Levenshtein [20]. However, it is not easy to exactly date the
concept of string comparison. Among former works, we recall Damerau [12], Alberga [3], Morgan [23],
Wagner [29]. Concerning applications of this notion, we briefly recall that edit distances were initially
studied in code theory (Levenshtein [20] and Ullman [27]), parsing theory (Aho and Peterson [2], Lyon
[21], and Pighizzini [25]), and speech recognition (Okuda et al. [24] and Ackroyd [1]). Interesting
combinatorial problems on strings, as for example the computation of longest common subsequences
(Apostolico and Guerra [7]), can be reduced to edit distances. Very recently they regained a certain
popularity due to their connections with problems in molecular biology (Eppstein et al. [13] and Karp
[18]). (For an extended overview of the history and applications of edit distances, we refer the reader
to Kruskal [19].)
In this paper, we are interested in establishing general results about the complexity of computing
edit distances between languages and strings. In particular, we want to delineate the boundaries among
classes of languages for which at least a strong evidence can be given on the hardness of edit distances
and classes for which edit distances can be efficiently computed. The results we obtain are quite
tight. More precisely, in Section 3, we show that P D PSPACE if and only if the edit distance of each
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context-sensitive language is computable in polynomial time, and PDNP if and only if the edit distance
of each language belonging to the class co-NTIME(log n) (a small subclass of AC0) is computable in
polynomial time. On the other hand, if we restrict our attention to one-way devices, edit distance
becomes feasible. In fact, our main result, proved in Section 4, states that the edit distance of languages
accepted by one-way nondeterministic auxiliary pushdown automata (i.e., logspace bounded Turing
machines augmented with a pushdown store) working in polynomial time can be efficiently computed.
(This class properly contains the context-free languages.)
In general people are not really interested in computing edit distances, but rather in finding a sentence
with minimal edit distance from the input string (correction problem). In Section 3, we consider the
correction problem and we state hardness results similar to those proved for the edit distance. On the
other hand, in Section 5, we show that in the case of languages accepted by one-way nondeterministic
auxiliary pushdown automata working in polynomial time, the correction problem can be solved in the
same bounds given in Section 4 for computing the edit distance.
This paper is a continuation of a stream of research whose aim is that of identifying properties other
than the membership which are easily computable for certain classes of languages (see, e.g., Huynh
[15, 16] and Allender et al. [4–6]).
2 PRELIMINARY DEFINITIONS AND RESULTS
Given a finite alphabet 6, we denote by 6⁄ the free monoid of strings over 6 and by † the empty
string. Given a string x 2 6⁄, we will denote by jx j its length and by xi the i th symbol of x; i D 1; : : : ; n.
Now, we briefly recall the notion of edit distance between two strings and, subsequently, that of edit
distance between a language and a string. An edit operation is a pair (a; b) 6D (†; †), where jaj; jbj • 1,
and is usually denoted as a! b. A string y can be derived from a string x applying the edit operation
a! b, in symbols x a!bD) y, if x D vaw and y D vbw, for suitable strings v;w. For a; b 2 6; a 6D b, the
operations a! b, a! †, and † ! a are called substitution, deletion, and insertion, respectively. Given
an edit sequence S D (s1; : : : ; sm), namely a sequence of edit operations, and two strings x; y 2 6⁄,
we say that y can be derived from x applying the sequence S, in symbols x SD) y, if there exist strings
z0; z1; : : : ; zm such that z0 D x , zm D y, and, for i D 1; : : : ;m, zi¡1 siD) zi .
With each edit operation we associate a nonnegative cost. More precisely, we consider a cost function
° where ° (a! b) is the cost of the edit operation a! b. Then, the cost of an edit sequence S can be
defined as the sum of costs of operations in S.
DEFINITION 2.1. Given two strings x; y 2 6⁄, the edit distance d(x; y) from x to y is the minimum
of the costs of edit sequences which transform x into y.
Given a string x 2 6⁄ and a language L µ 6⁄, the edit distance from L to x is the minimum among
the costs of edit sequences which transform strings of L into x , i.e., d(L ; x) D minfd(y; x) j y 2 Lg,
with the convention that d(;; x) D 1.
For a fixed language L µ 6⁄, the function d(L ; x), in the variable x , is called the edit distance of L .
We assume that, for a; b; c 2 6 [ f†g, ° (a! b) D 0 if and only if a D b, and ° (a! b)C ° (b!
c) ‚ ° (a! c). Note that if ° is symmetric, then d is a metric on 6⁄.
EXAMPLE. Let 6 D f0; 1g, ° (a ! b) D 1 for a; b 2 6 [ f†g, a 6D b, x D 0011, y D 010, and
z D 100. String x can be transformed into y using the sequence S D (0! 1; 1! †; 1! 0). In fact:
x D 0011 0!1D) 0111 1!†D) 011 1!0D) 010 D y:
The cost of S is 3. However, this is not optimal. In fact, it can be shown that d(x; y) D 2, considering
the following sequence:
x D 0011 0!†D) 011 1!0D) 010 D y:
Consider now the language L Df0n1n j n ‚ 0g. It can be shown that d(L ; 100)D 2. A string belonging
to L from which 100 has minimal distance is 01.
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The edit distance between two strings can be easily computed from edit distances between substrings.
In particular, it is immediate to prove the following relationships:
† 8u; v; w; z 2 6⁄: d(uv;wz) • d(u; w)C d(v; z);
† 8x 0; x 00; y 2 6⁄: d(x 0x 00; y) D minfd(x 0; y0)C d(x 00; y00) j y D y0y00g.
Now, we show two properties of edit distances useful to state our results. The first property gives an
upper bound for the edit distance from a language L to a string x . The second property states an upper
bound for the length of strings belonging to L which minimize the distance.
LEMMA 2.1. Given a nonempty language L µ 6⁄ and a cost function ° , there exist constants
fi; fl; fi0; fl 0 such that d(L ; x) • fijx j C fl and jyj • fi0jx j C fl 0 for each x 2 6⁄ and for each y 2 L
such that d(L ; x) D d(y; x).
Proof. Given the language L , we choose a string z belonging to it. Then, d(L ; x) • d(z; x). The
string z can be transformed into x by appending x to it and then deleting z from the string so obtained.
Considering the cost of this edit sequence, we obtain
d(L ; x) • d(z; x) •
jx jX
iD1
° († ! xi )C
jzjX
iD1
° (zi ! †) • fijx j C fl;
where fi D maxf° († ! a) j a 2 6g and fl DPjzjiD1 ° (zi ! †).
Now choose y 2 L such that d(L ; x) D d(y; x), and let · be the minimum cost of deletions and
insertions; i.e.,
· D min(f° († ! a) j a 2 6g [ f° (a! †) j a 2 6g):
Note that · > 0. The minimum number of insertions or deletions required to obtain the string x from
the string y equals the difference between their lengths. Thus, d(y; x) ‚ ·j(jx j ¡ jyj)j, and
jyj • 1
·
d(y; x)C jx j:
Recalling that d(y; x) D d(L ; x), and using the previous upper bound for d(L ; x), we get
jyj •
µ
fi
·
C 1
¶
jx j C fl
·
:
By setting fi0 D fi
·
C 1 and fl 0 D fl
·
, the desired result follows. j
When dealing with Turing machines, we denote by6 the input alphabet, by 0 the worktape alphabet,
by Q the set of states, and by q0 the initial state. We always suppose that these sets are pairwise disjoint.
A one-way nondeterministic auxiliary pushdown automaton (1-NAuxPDA) (see Brandenburg [8])
is a nondeterministic Turing machine having a one-way, end-marked, read-only input tape, a push-
down tape, and a two-way, read/write worktape with a logarithmic space bound. (For more formal
definitions see, e.g, Hopcroft and Ullman [14].) “Space” on 1-NAuxPDA means space on the worktape
only (excluding the pushdown). Without loss of generality, we make the following assumptions about
1-NAuxPDAs: (1) at the beginning of the computation the pushdown store contains only one symbol
Z0; this symbol is never pushed or popped on the stack; (2) there is only one final state q f ; when the
automaton reaches this state the computation stops; (3) the input is accepted if and only if the automaton
reaches q f , the pushdown store contains only Z0, all the input has been scanned, and the worktape is
empty; (4) when the automaton moves the input head, then no operations are performed on the stack;
(5) every push adds exactly one symbol on the stack; and (6) the input head can be kept stationary only
after moves that do not depend on the content of currently scanned input square.
We recall that without any bound on the running time, two-way nondeterministic and deterministic
auxiliary pushdown automata are equivalent, and they characterize the class P (Cook [10]). On the other
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FIG. 1. Complexity classes.
hand, two-way nondeterministic auxiliary pushdown automata working in polynomial time characterize
the class LOGCFL of languages reducible in logarithmic space to context-free languages. In Fig. 1,
the relationships among these classes and other complexity classes considered in the literature are
summarized.
A family of circuits is a set fCn j n 2 N g where Cn is a circuit for inputs of size n. fCng is logspace
uniform if the function n! Cn is computable on a deterministic Turing machine in logarithmic space.
NCk (ACk) denotes the class of problems solvable by logspace uniform families of bounded (unbounded)
fan-in Boolean circuits of polynomial size and O(logk n) depth.
Unbounded fan-in circuits are equivalent to parallel random access machines with both concur-
rent read and concurrent write (CRCW PRAM). In particular the class AC1 coincides with the class
of functions computed by CRCW PRAM in O(log n) time, using a polynomial number of proces-
sors.
An arithmetic circuit is a circuit where the OR (addition) gates and the AND (multiplication) gates
are interpreted over a suitable semi-ring. For further notions of parallel computation and arithmetic
circuits the reader is referred to Cook [11] and Miller et al. [22].
3 LANGUAGES WHOSE EDIT DISTANCE IS UNLIKELY TO BE EASY
In this section, we relate the problem of computing the edit distance to some main open ques-
tions in structural complexity, namely P ?DNP and P ?D PSPACE. In particular, we identify a context-
sensitive language L such that the edit distance for L is computable in polynomial time if and only if
PD PSPACE. Subsequently, we improve this result by showing that there is a language L belonging to
co-NTIME(log n) (a small subclass of AC0) whose edit distance is computable in polynomial time if
and only if P D NP.
We state similar results for the correction problem, namely the problem of finding a string belonging
to the language under consideration with minimal distance from the input string: the correction problem
for languages in NP (for context-sensitive languages, respectively) is solvable in polynomial time if and
only if P D NP (P D PSPACE, respectively).
THEOREM 3.1. If P D NP (P D PSPACE, respectively) then the edit distance of any language in NP
(PSPACE, respectively) is computable in polynomial time.
Proof. For a language L µ 6⁄, we consider the problem 5L of deciding, given a string x 2 6⁄
and an integer k ‚ 0, whether or not d(L ; x) • k. Problem 5L can be solved using the following
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nondeterministic algorithm:
ALGORITHM 1.
input x; k
guess a string y 2 6⁄, with jyj • fi0jx j C fl 0
if y 2 L and d(y; x) • k then accept
else reject
where fi0 and fl 0 are the constants given in Lemma 2.1. Since the edit distance between two strings is
computable in time proportional to the product of their lengths [31], it is not difficult to see that if L 2
NP (L 2 PSPACE, respectively), then 5L can be solved in nondeterministic polyomial time (space,
respectively). Thus, P D NP (P D PSPACE, respectively) implies 5L 2 P, for any language L 2 NP
(L 2 PSPACE, respectively).
At this point, it is possible to devise an algorithm that computes d(L ; x) by deciding membership to
5L of pairs (x; k) for increasing values of k. Recalling that d(L ; x) • fijx j C fl, for suitable constants
fi; fl (Lemma 2.1), it turns out that if 5L 2 P then this algorithm works in deterministic polynomial
time. j
It is also possible to prove the converse of Theorem 3.1. We state this result, in a stronger form, in the
next two theorems. First of all, we relate the problem of computing the edit distance for context-sensitive
languages, namely for languages accepted in linear space, to the question P ?D PSPACE.
THEOREM 3.2. There is a context-sensitive language L such that PD PSPACE if and only if the edit
distance for L is computable in polynomial time.
Proof. As proved by Karp [17], there exists a context-sensitive language L which is PSPACE-
complete with respect to polynomial time reducibility. If the edit distance of L is computable in poly-
nomial time, then we can conclude that L 2 P and hence P D PSPACE.
The converse implication is a consequence of Theorem 3.1. j
We now restrict our attention to the class co-NTIME(log n). We show that, for this class, edit distances
are computable in polynomial time if and only if P D NP.
We briefly recall that the class NTIME(log n) can be defined by considering Turing machines with
one address tape and an input access state. If a Turing machine M reaches the input access state with the
integer i written in binary on its address tape, then it moves in unit time its input head to the i th input
square (see Chandra et al. [9]). We point out that the class co-NTIME(log n) is a small subclass of AC0.
THEOREM 3.3. There is a set L in co-NTIME (log n) such that PDNP if and only if the edit distance
for L is computable in polynomial time.
Proof. Given a NP-complete set L , accepted by a nondeterministic Turing machine M in polynomial
time p(n), we consider the language Lacc whose strings represent accepting computations of M . More
precisely, Lacc contains all strings of the form
x ]!0]!1] ¢ ¢ ¢ ]!p(n)| {z }
p(n)C1
; (1)
where:
† x 2 6⁄, n D jx j, ] =2 6 [ 0 [ Q;
† for i D 0; : : : ; p(n), !i is a string over 0 [ Q of polynomial length p0(n) which encodes a
configuration of M ;
† !0 is the initial configuration of M ;
† for j D 1; : : : ; p(n), ! j¡1 yields ! j by a move of M (on input x);
† !p(n) is an accepting configuration of M .
As in [4, 15], the reader can verify that Lacc belongs to co-NTIME(log n).
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Now we show how to decide membership to L by computing the edit distance for Lacc, under the
cost function ° (a! b) D 1, for a 6D b. With every input string x 2 6⁄ we associate the string
`(x) D x ]
p0(n)z }| {
$ ¢ ¢ ¢ $ ]
p0(n)z }| {
$ ¢ ¢ ¢ $ ] ¢ ¢ ¢ ]
p0(n)z }| {
$ ¢ ¢ ¢ $| {z }
p(n)C1
;
where $ =2 6 [ 0 [ Q [ f]g. Thus, given a string x 2 6⁄ and a string Iy 2 Lacc representing as in (1)
an accepting computation of M on y 2 L , using properties of the edit distance recalled in Section 2, it
turns out that
d(Iy; `(x)) D minfd(I 0; x)C d(I 00; x˜) j I 0 I 00 D Iyg;
where x˜ D (]$p0(n))p(n)C1, i.e., `(x) D x x˜ .
Since all $0s in x˜ are not in I 00, we have d(I 00; x˜) ‚ p0(n) ¢ (p(n) C 1), for any I 00. Moreover,
Ix can be obtained from `(x) substituting each block of p0(n) many $0s with a string representing a
suitable configuration of M . Thus, it turns out that for x D y the equality holds, and then d(Ix ; `(x)) D
p0(n) ¢ (p(n)C 1). On the other hand, if x 6D y then d(I 0; x) is zero only when I 0 coincides with x and
it is a prefix of y. In this case, it turns out that I 00 D y0]!0] ¢ ¢ ¢ ]!p(jyj), for some y0 2 6⁄, y0 6D †, and
the distance d(I 00; x˜) can be computed observing that all symbols of y0, !0; : : : ; !p(jyj) are not symbols
of x˜ . Since w.l.o.g. p(jyj) ‚ p(jx j), we have: d(I 00; x˜) ‚ jy0j CPp(jyj)iD0 j!i j ‚ 1C p0(n) ¢ (p(n)C 1) >
p0(n) ¢ (p(n)C 1): At this point, we can easily conclude that
x 2 L if and only if d(Lacc; `(x)) D p0(n) ¢ (p(n)C 1):
Thus, membership to L can be decided by computing d(Lacc; `(x)). Hence, we can conclude that if the
edit distance for Lacc is computable in polynomial time then P D NP.
The converse is a direct consequence of Theorem 3.1. j
Since, as observed by Huynh [15] and Allender et al. [4], Lacc is accepted by a two-way deterministic
pushdown automaton, namely by a pushdown automaton (without the auxiliary worktape) whose input
head can move left also, we get:
COROLLARY 3.1. There is a language accepted by a two-way deterministic pushdown automaton
such that P D NP if and only if the edit distance for L is computable in polynomial time.
In the next section, we will show that the edit distance of languages accepted by 1-NAuxPDA in
polynomial time is in AC1. By Corollary 3.1, this result cannot be improved by removing the one-way
restriction.
Now, we study the complexity of the correction problem for a language L µ 6⁄, namely the problem
of finding a string y 2 L with minimal distance from an input string x . The results stated in Theorems
3.1–3.3 and Corollary 3.1 for the edit distance hold even for the correction problem. More precisely:
THEOREM 3.4. PDNP (PDPSPACE, respectively) if and only if the correction problem for languages
in P ( for context-sensitive languages, respectively) is solvable in polynomial time.
Proof. First, we consider the problem 50L of deciding, given two strings x; z 2 6⁄, whether or not
z is a prefix of a string belonging to L with minimal distance from x , i.e., whether or not there exists
w 2 6⁄ such that zw 2 L and d(zw; x) D d(L ; x).
Membership to50L can be decided using the following nondeterministic routine (where fi0 and fl 0 are
the constants given in Lemma 2.1):
ALGORITHM 2.
input x; z
guess a string w 2 6⁄ with jzwj • fi0jx j C fl 0
k ˆ d(L ; x)
if zw 2 L and d(zw; x) D k then accept
else reject
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Now, we can solve the correction problem using the following “prefix search” algorithm (given, for
sake of simplicity, in the case 6 D f0; 1g):
ALGORITHM 3.
input x
foundˆ false
zˆ †
while not found do
if (x; z0) 2 50L then zˆ z0
else if (x; z1) 2 50L then zˆ z1
if foundˆ true
output z
Suppose that L 2 P and P D NP (L is context-sensitive and P D PSPACE, respectively). By
Theorem 3.1, the edit distance of L is computable in polynomial time. Thus, it is not difficult to conclude
that 50L 2 P and then the previous algorithm solves the correction problem in polynomial time.
Conversely, given the solution to the correction problem, it is possible to compute in polynomial time
the edit distance. Hence, the implication follows from Theorems 3.2 and 3.3. j
We point out that Theorem 3.4 corrects a wrong NP-completeness result stated in [30] in the case of
context-sensitive languages.
4 EFFICIENT COMPUTATION OF THE EDIT DISTANCE
As shown by Aho and Peterson [2] and by Lyon [21], the edit distance of any context-free language
can be computed in O(n3) time, where n represents the input length. An AC1 algorithm solving the
same problem was given by Pighizzini [25]. Moreover, the edit distance for regular languages can be
computed in linear time (Wagner [29]). All these algorithms are given assuming that the cost of each
edit operation a! b, with a 6D b, is 1.
In this section, we further deepen these investigations by considering an intermediate class between
context-free and context-sensitive, namely the class of languages accepted by 1-NAuxPDA working
in polynomial time. We show that, for any cost function, the edit distances of these languages can
be efficiently computed. In fact, we exhibit a parallel algorithm for CRCW PRAMs that computes
edit distances in O(log n) time, using a polynomial number of processors. So, it turns out that the
class of languages accepted in polynomial time by 1-NAuxPDA is the largest class of languages we
know for which edit distances can be efficiently computed. Our algorithm is developed using dynamic
programming techniques. More precisely, it makes use of an inductive definition of the set of strings
accepted by a 1-NAuxPDA within a given number of steps. This definition can be done using the notion
of a realizable pair of surface configurations (Cook [10]) which we now recall.
DEFINITION 4.1. Given a 1-NAuxPDA M , a surface configuration of M on an input string of length
n is a 5-tuple (q; w; j; °; i) where q is the state of M , w is a string of worktape symbols (the worktape
contents), j is an integer, 1 • j • jwj (the worktape head position), ° is a pushdown symbol (the stack
top), and i is an integer 1 • i • n C 1 (the input head position).
Given a string z 2 6⁄ and an integer t ‚ 0, a pair (A; B) of surface configurations is said to be
realizable on z within t steps if M from A can reach B in at most t moves ending with its stack at
the same height as in A, without popping it below its level in A at any point in this computation and
consuming the input substring z. By LtAB we denote the set of all strings z 26⁄ such that the pair (A; B)
is realizable on z within t steps.
In the rest of the paper, Sn denotes the set of all surface configurations on inputs of length n, and for
any surface configuration A, iA denotes the input head position in A. Note thatSn¡1 µ Sn . Moreover, the
size of any surface configuration belonging to Sn is at most O(log n), and each string belonging to the
language LtAB has length iB ¡ i A. If a configuration B can be reached in one move from a configuration
A by consuming the input symbol ¾ (without consuming any input symbol and without modifying the
pushdown store, respectively), then we write A‘¾ B (A‘†B, resp.). Note that in this case the pair (A; B)
is realizable on ¾ (†, resp.).
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Given a 1-NAuxPDA M , we denote by A0 D (q0; ]; 1; Z0; 1) its initial surface configuration and
by Anf D (q f ; ]; 1; Z0; n C 1) the only accepting surface configuration on inputs of length n, where ]
represents the empty worktape.
Note that, from Definition 4.1, it turns out that LtA0 Anf is the set of strings of length n accepted within
t steps by M . In the next theorem, we show how to inductively express each language LtAB .
THEOREM 4.1. Given a 1-NAuxPDA M , for all surface configurations A; B of M , it holds that:
(i) L0AB D
‰f†g if A D B
; otherwise;
(ii) L1AB D
‰f†g if A D B or A‘†B
f¾ j A‘¾Bg otherwise;
(iii) LtAB D Lt¡1AB [
S
A
¡
Lt 0AC ¢ Lt
00
C B
¢ [S
B
Lt¡2A0B 0 for t ‚ 2,
where the union A is extended to all integers t 0; t 00> 0 such that t 0 C t 00 D t and to all surface
configurations C , and the union B is extended to all surface configurations A0 and B 0 such that A0 can
be reached from A by pushing a symbol on the stack and B can be reached from B 0 by popping the
same symbol.
Proof. (i) The proof can be immediately obtained observing that a pair (A; B) of surface configu-
rations is realizable on a string z within 0 steps if and only if A D B and z D †.
(ii) The language L1AB contains all strings z such that the pair (A; B) is realizable on z within 1
step. If (A; B) is realizable in 0 steps, then we return to the previous case; otherwise, we have to consider
a one step computation which leaves the pushdown store unchanged. In this computation at most one
input symbol can be consumed. (Note that, since surface configurations keep the input head position,
L1AB cannot contain both the empty string † and a symbol ¾ 2 6.) This proves (ii).
(iii) Suppose now that t ‚ 2 and z 2 LtAB ¡ Lt¡1AB . Then there is a computation from A to B of
length t consuming z. Since (A; B) is realizable, the pushdown height at the start and at the end of this
computation is the same, and the stack cannot be popped below this level during this computation. Now,
we have to consider the following two cases.
(a) In an intermediate step of the computation from A to B, a configuration C is reached in
which the stack is popped at the same level as in A and B (Fig. 2). Let z0 be the input substring consumed
during the part of the computation from A to C and let t 0 be the number of moves in such a computation.
Similarly, define z00 and t 00 with respect to the part of the computation from C to B. Then z D z0z00,
t D t 0 C t 00, t 0 > 0, t 00 > 0, and z0 2 Lt 0AC , z00 2 Lt
00
C B .
(b) In each configuration reached during the intermediate moves from A to B, the stack height
is greater than in A and B (Fig. 3).
In the first move of the computation a surface configuration A0 is reached by pushing a symbol on
the stack and, in the last move, the surface configuration B is reached from a surface configuration B 0
FIG. 2. Case (a) in the proof of Theorem 4.1(iii).
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FIG. 3. Case (b) in the proof of Theorem 4.1(iii).
by popping the same symbol. Thus, the pair (A0; B 0) is realizable on z within t ¡ 2 steps; i.e., z 2
Lt¡2A0B 0 .
From this analysis, it follows that the left member of (iii) is included in the right member. The converse
inclusion can be easily proved using similar arguments. j
The bottom-up strategy for computing the edit distance on which our algorithm is founded consists
in comparing substrings of the input string with languages of the form LtAB . More precisely, we use
the recurrences given in the following theorem, obtained from the optimality principle of dynamic
programming and from Theorem 4.1.
THEOREM 4.2. Given a 1-NAuxPDA M and an input string x D x1 ¢ ¢ ¢ xn , n D jx j, xi 2 6, i D
1; : : : ; n, for all surface configurations A; B of M , and for all indices i; j , 1 • i • j • n, it holds
that:
(i) d¡L0AB; xiC1 ¢ ¢ ¢ x j¢ D
(P j
kDiC1 ° († ! xk) if A D B
1 otherwise;
(ii) d¡L1AB; xiC1 ¢ ¢ ¢ x j¢ D
8><>:
d1 if A D B or A‘†B
d2 if A 6D B and i D j
d3 otherwise;
where:
d1 D
jX
kDiC1
° († ! xk);
d2 D min(f° (¾ ! †) j A‘¾Bg [ f1g);
d3 D min
0B@
8><>:° (¾ ! xh)C
jX
kDiC1
k 6Dh
° († ! xk) j i < h • j; A‘¾B
9>=>; [ f1g
1CA;
(iii) d(LtAB; xiC1 ¢ ¢ ¢ x j ) D min(W1 [W2 [W3), for t‚ 2, where:
W1 D
'
d
¡
Lt¡1AB ; xiC1 ¢ ¢ ¢ x j
¢“
;
W2 D
'
d
¡
Lt
0
AC ; xiC1 ¢ ¢ ¢ xk
¢C d¡Lt 00C B; xkC1 ¢ ¢ ¢ x j¢ j t 0; t 00 > 0; t 0 C t 00 D t; i • k • j;
C is a surface configuration“;
W3 D
'
d
¡
Lt¡2A0B 0 ; xiC1 ¢ ¢ ¢ x j
¢ j A0 can be reached from A by a push
and B can be reached from B0 by a pop of the same symbol“:
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Proof. (i) By Theorem 4.1, if AD B then L0AB Df†g, so all symbols of xiC1 ¢ ¢ ¢ x j have been
inserted in the empty string. This costs
P j
kDiC1 ° († ! xk). (Note that this is 0 when i D j .) If A 6D B,
then L0AB D ;, so the distance is1.
(ii) If L1AB D f†g then d(L1AB; xiC1 ¢ ¢ ¢ x j ) D
P j
kDiC1 ° († ! xk), as in the previous case.
Otherwise L1AB D f¾ j A ‘¾ Bg. Thus, we have to compare strings of length 1 with the input substring
xiC1 ¢ ¢ ¢ x j . If the string xiC1 ¢ ¢ ¢ x j is empty, i.e., i D j , then it is obtained by means of a deletion. So,
we consider the minimum cost deletion d2 of symbols in L1AB .
If i 6D j then, recalling that by the triangular inequality the cost of the substitution a! b is less than
the sum of costs of the insertion † ! b and deletion a ! †, given ¾ 2 L1AB , the distance from ¾ to
xiC1 ¢ ¢ ¢ x j can be obtained assuming that ¾ is changed in xh (or xh D ¾ ), for some h, i C 1 • h • j ,
and the other symbols of xiC1 ¢ ¢ ¢ x j are obtained as insertions. Minimizing on all possible choices of ¾
and h, we obtain d3.
(iii) This recurrence is an immediate consequence of Theorem 4.1(iii). j
Recurrences given in Theorem 4.2 can be used to derive a bottom-up strategy for evaluating each
distance d(LtAB; xiC1 ¢ ¢ ¢ x j ). This strategy can be described as the evaluation of an arithmetic circuit
over the commutative semiring (N [ f1g;min;C;1; 0) (in the following (N;min;C)). More precisely,
given a 1-NAuxPDA M working in polynomial time ns , and an input string x of length n, let H D
fi0nCfl 0 be an upper bound, according to Lemma 2.1, for the length of the string accepted by M
with minimal distance from x . Thus, in order to compute d(L ; x), we have to consider only surface
configurations belonging to SH . We define an arithmetic circuit Cn with three types of nodes:
† input nodes, with an associated input value from N [ f1g:
Nl D f(A; B; i; j; t) j 0 • i • j • n; A; B 2 SH ; 0 • t • 1g;
† min nodes, which compute the minimum among the values of their sons:
Nmin D f(A; B; i; j; t) j 0 • i • j • n; A; B 2 SH ; 1 < t • H sg;
† plus nodes, which compute the sums of the values of their sons:
NC D f(A;C; B; i; k; j; t 0; t 00) j 0 • i • k • j • n; A; B;C 2 SH ; 0 < t 0; t 00 • H sg:
Input values and connections among nodes are defined, according to the equalities of Theorem 4.2,
in such a way that each node (A; B; i; j; t) 2 Nmin [ Nl computes the minimum distance between the
input substring xiC1 ¢ ¢ ¢ x j and the language LtAB . More precisely, the node (A;C; B; i; k; j; t 0; t 00) 2
NC has exactly two sons, namely the nodes (A;C; i; k; t 0); (C; B; k; j; t 00) 2 Nl [ Nmin. The node
(A; B; i; j; t) 2 Nmin has three kinds of sons:
1. all nodes (A; B; i; j; t ¡ 1) 2 Nl [ Nmin,
2. all nodes of the form (A;C; B; i; k; j; t 0; t 00) 2 NC such that t 0 C t 00 D t , and
3. all nodes (A0; B 0; i; j; t ¡ 2) 2 Nl [ Nmin such that A0 can be reached from A via a push and
B can be reached from B 0 via a pop of the same symbol.
Now, with each input node (A; B; i; j; t) (t • 1) of the circuit we associate the value
value(A; B; i; j; t) D d¡LtAB; xiC1 ¢ ¢ ¢ x j¢;
that can be computed using equations (i) and (ii) of Theorem 4.2. Considering the definition of Cn and
Theorem 4.2, it is immediate to prove the following result:
LEMMA 4.1. For any A; B 2 SH , 0 • i • j • n; 0 • t • Hs , it holds that:
value(A; B; i; j; t) D d¡LtAB; xiC1 ¢ ¢ ¢ x j¢:
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Finally, recalling that the length of the string belonging to L from which x has minimal distance is
at most H , and observing that LmsA0 Amf D L
m 0
A0 Amf
for each m 0 ‚ ms , we have:
d(L ; x) D min
mD0;:::;H
d
¡
Lm
s
A0 Amf
; x
¢
D min
mD0;:::;H
d
¡
L H
s
A0 Amf
; x
¢
D min
mD0;:::;H
value
¡
A0; Amf ; 0; n; H s
¢
:
Thus, we can extend circuit Cn with a node performing this operation and producing the output.
As a consequence, we are able to prove our main result:
THEOREM 4.3. The edit distance of languages accepted by one-way nondeterministic auxiliary push-
down automata working in polynomial time is in AC1.
Proof. We have shown that the circuit Cn computes the edit distance of a language L accepted by a
given 1-NAuxPDA M working in polynomial time. This circuit has polynomial degree and it is defined
over a commutative semiring. Thus, it can be efficiently evaluated using the technique of Miller et al.
[22], which consists of O(log n) applications of a routine called Phase, where a single application of
Phase consists of nothing more complicated than matrix multiplication over the semiring (N;min;C).
Such a multiplication can be done in constant depth using unbounded fan-in circuits (Shiloach and
Vishkin [26]). Moreover, recalling that the sum of a polynomial number of integers can be done in NC1,
it is not difficult to see that the input values of Cn can be computed in NC1. So, it turns out that the
whole computation is in AC1. j
5 HOW TO FIND THE STRING WITH MINIMAL EDIT DISTANCE
In Section 4 we showed how to compute the edit distance d(L ; x) between a string x 2 6⁄ and
a language L µ 6⁄ accepted by a 1-NAuxPDA working in polynomial time. Often, however, it is
required to exhibit a string y 2 L from which x has minimal distance. In this section we show how this
problem can be solved: we give an algorithm for finding a string with minimal distance, which, as that
one presented in Section 4, can be executed on a CRCW PRAM in O(log n) time, using a polynomial
number of processors.
The idea is that of modifying the evaluation function for gates of Cn , in order to compute optimal
substrings during the evaluation process. To achieve this goal, we adopt the following scheme. With each
node (A; B; i; j; t) of the circuit Cn we associate a pair (r; w), where r 2 N represents the minimum
distance between the input substring xiC1 : : : x j and the language LtAB , andw 2 6⁄ is a string belonging
to LtAB with such a distance, i.e., d(LtAB; xiC1 : : : x j ) D d(w; xiC1 : : : x j ).
To this aim, we evaluate the circuit Cn over the semiring R D ((N£6⁄) [ f1g;';›;1; (0; †)),
where the operation ' selects between two elements of N£6⁄ the element whose first component is
minimal and the operation› adds the first components and concatenates the second ones, i.e., (r 0; w0)›
(r 00; w00) D (r 0 C r 00; w0w00), and (r; w)'1 D1' (r; w)D (r; w), (r; w)›1 D1› (r; w) D 1.
Leaves of Cn are evaluated as follows:
(i) value(A; B; i; j; 0) D
(¡P j
kDiC1 ° († ! xk); †
¢
if A D B
1 otherwise;
(ii) value(A; B; i; j; 1) D
8>>><>>>:
(d1; v1) if A D B or A‘†B
(d2; v2) if A 6D B; i D j and d2 6D 1
1 if A 6D B; i D j and d2 D 1
(d3; v3) otherwise;
where d1; d2; d3 are defined in statement (ii) of Theorem 4.2, and, for i D 1; 2; 3, vi is a string belonging
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to L1AB whose distance from xiC1 : : : x j exactly matches di , namely:
v1 D †;
v2 D a symbol ¾˜ s:t:A ‘¾B and ° (¾˜ ! †) D d2;
v3 D a symbol x ˜h 2 fxiC1; : : : ; x j g s:t:
d3 D ° (¾ ! x ˜h)C
jX
kDiC1
k 6D ˜h
° († ! xk):
However, semiring R is not commutative, and so it is not possible to apply the algorithm of Miller
et al. [22] to evaluate Cn gates, as in Theorem 4.3. We show now how to overcome this problem in the
case of the alphabet 6 D f0; 1g. The extension to other alphabets is trivial.
We recall that every surface configuration A contains the position iA of the input head; thus, given a
node (A; B; i; j; t) of the circuit, a string w 2 LtAB has length iB ¡ i A and can contribute to the output
string from position i A to position iB ¡ 1. Moreover, by Lemma 2.1, the maximal length H D fi0nC fl 0
of the output, for inputs of length n, is a priori known. This permits us to represent elements of R over
a commutative semiring. More precisely, if the value associated with the node (A; B; i; j; t) is the pair
(r; w), then we represent it as the integer h D r ¢ 2H C int(w) ¢ 2i (where int(w) denotes the integer
whose binary representation is the string w). Observe that the binary representation of h is obtained
concatenating the binary representation of r and the string 0i A¡1w0H¡iC1, whose length is H . In this way,
elements of R are represented as integers. It is not difficult to see that, in this representation, semiring
operations ' and › are substituted by min and C, respectively. Thus, the noncommutative semiring R
in the case under consideration can be represented by the commutative semiring (N;min;C), on which
we are able to efficiently evaluate Cn as explained in Theorem 4.3.
In summary, we have shown the following result:
THEOREM 5.1. For any language L accepted by one-way nondeterministic auxiliary pushdown au-
tomata in polynomial time, the edit distance and the function which associates with any input string x
a sentence of L with minimal distance from x are in AC1.
6 CONCLUDING REMARKS
In this paper we showed that the edit distance of languages accepted in polynomial time by
1-NAuxPDA can be efficiently computed. The evaluation of the edit distance is an example of an opti-
mization problem over the semiring (N;min;C). In particular, our results show that the edit distances
of languages accepted by 1-NAuxPDA working in polynomial time are in the class of functions com-
putable by arithmetic circuits of polynomial size and polynomial degree over the semiring (N;min;C).
By the results of Miller et al. [22] this class is contained in AC1 and it can be shown (by using integers
to encode strings, as outlined in Section 5) that its maximization version contains OptSAC1 (Vinay [28],
Allender and Jiao [5], Allender et al. [6]), i.e., the class of functions computed by arithmetic circuits of
polynomial size and polynomial degree over (6⁄;max; concat). At this moment, it is unknown whether
or not circuits over (N;max;C) are actually more powerful than those over (6⁄;max; concat).
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