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Abstract—Accurate forecasting is important for cost-effective
and efficient monitoring and control of the renewable energy
based power generation. Wind based power is one of the most
difficult energy to predict accurately, due to the widely varying
and unpredictable nature of wind energy. Although Autoregres-
sive (AR) techniques have been widely used to create wind
power models, they have shown limited accuracy in forecasting,
as well as difficulty in determining the correct parameters for
an optimized AR model. In this paper, Constriction Factor
Particle Swarm Optimization (CF-PSO) is employed to optimally
determine the parameters of an Autoregressive (AR) model
for accurate prediction of the wind power output behaviour.
Appropriate lag order of the proposed model is selected based on
Akaike information criterion. The performance of the proposed
PSO based AR model is compared with four well-established
approaches; Forward-backward approach, Geometric lattice ap-
proach, Least-squares approach and Yule-Walker approach, that
are widely used for error minimization of the AR model.
To validate the proposed approach, real-life wind power data
of Capital Wind Farm was obtained from Australian Energy
Market Operator. Experimental evaluation based on a number
of different datasets demonstrate that the performance of the
AR model is significantly improved compared with benchmark
methods.
Index Terms—Constriction Factor Particle Swarm Optimiza-
tion (CF-PSO), AR model, Wind Power Prediction
I. INTRODUCTION
In recent years, renewable energy has gained much popu-
larity and attention because of it’s potential in economic and
environmental advantages. Some of the benefits include- high
stainability, low carbon emission, reduction of environmental
impact, saving fuel cost and so on. Other advantages include
economical benefits to remote communities and supporting the
microgrids during the operation in islanded mode. Although
renewable energy, e.g., wind and solar, offers huge benefits [1],
their practical use is limited due to their intermittent nature
which makes it very challenging to ensure a steady power
supply in the grid [2], [3]. Because of the variable nature
of the renewable energy based power generation sources,
transmission and distribution system operators need advanced
monitoring and control.
Wind power generation relies on wind speed which varies
depending on location and time. For economic and stable op-
eration of the wind power plant, accurate forecasting of wind
power is critical. There are two main wind power forecasting
approaches, physical method and statistical method. In the first
approach, the physical system and power translation processes
are modelled in detail. Therefore, physical approaches not only
need the information of historical wind speed data but also
other information, i.e., meteorological output, hub height of the
turbine and physical modelling of power conversion process
from wind speed are essential [4]. On the other hand, in a
statistical approach, wind power output is modelled as a time-
series where the power output at any time instant depends
on its previous observation values. The physical approach
provides good accuracy for long term forecasting but not so
good for short term forecasting as it is computationally very
demanding. On the contrary, statistical approaches are well
suited for short therm forecasting.
For short term wind power forecasting, different approaches
are well studied [5]–[12]. In a conventional statistical ap-
proach, wind power output behaviour is modelled as a time-
series. Autoregressive (AR) model has been used for wind
energy forecasting in [8], [9] and Autoregressive Moving
Average (ARMA) model has been used in [6], [7]. The
Artificial Neural Network (ANN) is also widely used [10]–
[12]. However, the ANN based approaches has very slow
convergence during the training phase [13]. On the other hand,
statistical regressive models are computationally very efficient
and widely used for short term forecasting [6]–[9].
In the statistical approaches, the forecasting accuracy is
highly dependent on the estimated model of the wind power
output behaviour. Therefore, it is important to identify the
estimated model parameters accurately. Different methods are
widely used to estimate the AR model parameters, such as,
ordinary Least Squares (LS) approach, Forward Backward
(FB) approach, Geometric Lattice (GL) approach and Yule-
Walker (YW) approach, etc [14]–[16]. As the wind power
output has variable characteristics, the error function obtained
from the estimated model may have many local minima. For
short-term load forecasting, it has been shown that the Particle
Swarm Optimization (PSO), one of the major paradigms of
the computational swarm intelligence, converges to the global
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optimal solution of a complex error surface and finds better
solution compared with gradient search based stochastic time-
series techniques [13]. Previously, PSO has been widely used
in different applications of power system [17], [18]. In this
work, a modified variant of PSO based on Constriction Factor
(CF) is employed to identify the AR parameters more accu-
rately. The proposed CF-PSO based identified AR parameters
have better error minimization profiles compared to the well-
established LS, FB, GL and YW based approaches.
The organization of this paper is as follows- The formu-
lation of basic PSO and CF-PSO is discussed in Section II.
Autoregressive model order selection and parameter estimation
methodology is described in Section III. The proposed AR Pa-
rameter Estimation method based on CF-PSO is illustrated in
Section IV. In Section V, results obtained from this experiment
are given and compared with four standard techniques. Finally,
the paper concludes with some brief remarks in Section VI.
II. PSO FORMULATION: PARAMETERS AND VARIANTS
PSO is a multi-objective optimization technique which finds
the global optimum solution by searching iteratively in a large
space of candidate solutions. The description of basic PSO and
CF-PSO formulation is discussed in the following subsections:
A. Basic PSO
This meta-heuristic is initialized by generating random
population which is referred as a swarm. The dimension of
the swarm depends on the problem size. In a swarm, each
individual possible solution is represented as a ‘particle’.
At each iteration, positions and velocities of particles are
updated depending on their individual and collective behavior.
Generally, objective functions are formulated for solving
minimization problems; however, the duality principle can
be used to search the maximum value of the objective
function [19]. At the first step of the optimization process,
an n-dimensional initial population (swarm) and control
parameters are initialized. Each particle of a swarm is
associated with the position vector and the velocity vector,
which can be written as
velocity vector, vi = [v1i , v2i , ..., vni ] and
position vector, xi = [x1i , x2i , ..., xni ]
where n represents the search space dimension. Before
going to the basic PSO loop, the position and velocity of each
particle is initialized. Generally, the initial position of the ith
particle xi can be obtained from uniformly distributed random
vector U (xmin, xmax), where xmin and xmax represents the
lower and upper limits of the solution space respectively.
During the optimization procedure, position of each particle
is updated using (1)
xt+1i = x
t
i + v
t+1
i (1)
where xi ∈ Rn and vi ∈ Rn.
At each iteration, new velocity for each particle is updated
which drives the optimization process. The new velocity of
any particle is calculated based on its previous velocity, the
particle’s best known position and the swarm’s best known
position. Particle’s best known position is it’s location at which
the best fitness value so far has been achieved by itself and
swarm’s best known position is the location at which the
best fitness value so far has been achieved by any particle
of the entire swarm [20]. The velocity equation drives the
optimization process which is updated using (2)
vt+1i = w.v
t
i + r1.c1.(pi − xti) + r2.c2.(pg − xti) (2)
In this equation, w is the inertia weight. (pi−xti) represents
the ‘self influence’ of each particle which quantifies the
performance of each particle with it’s previous performances.
The component (pg − xti) represents the ‘social cognition’
among different particles within a swarm and quantify the
performance relative to other neighboring particles. The learn-
ing co-efficients c1 and c2 represent the trade-off between
the self influence part and the social cognition part of the
particles [21]. The values of c1 and c2 are adopted from
previous research and is typically set to 2 [22]. In eqn (2),
Pi is particle’s best known position and Pg is swarm’s best
known position.
In the solution loop of PSO, the algorithm continues to run
iteratively, until one of the following stopping conditions is
satisfied [23].
1) Number of iterations reach the maximum limit, e.g., 100
iterations.
2) No improvement is observed over a number of iterations,
e.g., error less than ǫ = 0.001
B. Constriction factor PSO (CF-PSO) with boundary condi-
tions
To achieve better stability and convergent behavior of
PSO, a constriction factor has been introduced by Clerc and
Kennedy in [24]. The superiority of CF-PSO over inertia-
weight PSO is discussed in [20]. Basically, the search pro-
cedure of CF-PSO is improved using the eigenvalue analysis
and the system behavior can be controlled which ensures a
convergent and efficient search procedure [25]. To formulate
CF-PSO, (2) is replaced by (3)-(5) [18], [26]–[28].
vt+1i = k [v
t
i + r1.c1.(pi − xti) + r2.c2.(pg − xti)] (3)
where
k = 2
| 2− ϕ−
√
ϕ2 − 4ϕ |
(4)
and
ϕ = c1 + c2, ϕ > 4 (5)
here the value of ϕ must be greater than 4 to ensure a stable
and convergent behavior [20], [24]. Usually, the value of ϕ is
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set to 4.1 (c1 = c2 = 2.05); therefore, the value of k becomes
0.7298 [26]–[28].
Boundary condition [29], which helps to keep the particles
within allowable solution space, is also applied in this research
as shown below:
xti =
{
xmaxi if xti > xmaxi
xmini if xti < xmini
(6)
III. AUTOREGRESSIVE (AR) MODEL
AR is a univariate time-series analysis model that is widely
used for model estimation and forecasting. In an AR model,
the output variable has linear association with its own previous
observations. For a sample period of t = [1, 2, ..., t]T , a
ρ-order AR model can be written following the expression
below [8], [16]:
Xt = C +
ρ∑
i=1
ϕiXt−i + εt (7)
where, ϕ1, . . . , ϕp are the lag parameters of the model, C is
the constant term, and εt is the white gaussian noise with zero
mean.
To select the minimal appropriate lag order ρ, Akaike
information criteria is used following (8), where M is the
number of parameters in the AR model, n is the effective
number of observations, σˆa is the maximum likelihood of
the estimate of the error covariance [30], [31]. The best fitted
model has the minimum AIC value.
AIC(ρ) = n ln(σˆa) + 2M (8)
IV. ESTIMATION OF THE AUTOREGRESSIVE MODEL
PARAMETERS USING CF-PSO
Firstly, the structure of the AR model is selected based
on (7) for a predetermined order ρ. After that the model
parameters are estimated using CF-PSO. During the optimiza-
tion loop, the algorithm determines the optimal parameters
by minimizing the Residual Sum of Squares (RSS) of the
estimated model as shown in (9), where AD is the actual
data that need to be predicted and ED is the estimated data.
RSS =
n∑
i=1
(ADi − EDi)
2 (9)
The steps of CF-PSO based AR Parameter Estimation are
discussed below.
1) Initialize particle’s position xi and velocity vi in an n-
dimensional search space. Here, the dimension n repre-
sents the order ρ of the AR model and each vector of
the particle position indicates a potential solution.
2) Calculate the RSS for each ‘initial’ particle positions
and determine the particle’s best known position Pi and
swarm’s best known position Pg .
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Fig. 1. Optimal LAG selection
3) Update particle’s position xi and velocity vi following
(1) and (2) if necessary.
4) Calculate the RSS with the updated velocity vi and
position xi.
5) Repeat (3) and (4) until the stopping criteria is satisfied,
i.e., there is not significant change in RSS over a
good number of iterations or the algorithm reaches it’s
maximum iteration limit. Here maximum iteration is
considered 100.
V. RESULTS AND DISCUSSION
The proposed CF-PSO based AR model parameter estima-
tion algorithm is implemented on the practical wind power
output data of the Capital Wind Farm, obtained from the
Australian Energy Market Operator [32]. The algorithm is
implemented using Matlab and standard LS, FB, GL and YW
based approaches are evaluated using ‘System Identification
Toolbox’ [33].
To compare the performance of the proposed method and
four aforementioned well-established methods, following eval-
uation indices are used:
1) Mean Square Error (MSE):
MSE =
1
n
n∑
i=1
(Yˆi − Yi)
2 (10)
where Yi is the actual data and Yˆi is the data from the
estimated model.
2) Akaike’s Final Prediction Error (FPE) [13]:
FPE =
(
1 + h/H
1− h/H
)
× ν (11)
where, h is the number of parameters in the estimated
model, H is the number of values of the model and ν
is the loss function.
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3) Normalized Mean Square Error (NMSE) [34]:
NMSE =
1
δ2n
n∑
i=1
[Yi − Yˆi]
2
δ2 =
1
n− 1
n∑
i=1
[Yi −mean(Yi)]
2
(12)
where Yi is the actual data and Yˆi is the data from the
estimated model. The value of NMSE varies between ‘-
inf’ to ‘1’. While ‘-inf’ indicates a bad fit, 1 represents
the perfect fit of the data.
Firstly, the appropriate lag order is determined. In order to
do that the value of ρ is varied from 0 to ρmax and for each
value of ρ, the AIC is calculated following the information
criterion in (8). Once all AIC value is known, ρ is selected
for that fitted AR(ρ) model which leads to the minimum AIC
value. Considering ρmax = 10, in this analysis AIC value
is observed when ρ = 2 for all four standard methods as
shown in Fig. 1. Now, the wind power output data (first
week of March 2012 with 5 minute interval) of the ‘capital
Wind Farm’ is used to evaluate the performance of the five
approaches including the CF-PSO based AR model. For the
proposed method, the results are documented considering the
mean value of 30 individual runs. The obtained results are
summarized in the Table. I and the best results among all
approaches are highlighted. Results presented in Table. I shows
that the proposed method outperforms the other approaches
for this test case. Considering the error value (MSE and FPE)
of the LS approach as a base scenario, the Error Minimiza-
tion Performance (EMP) of other approaches are evaluated
following (13), where ErrorLS is the MSE or FPE of the
LS method and Errori is the corresponding MSE or FPE
of other approaches. The positive value of EMP indicates
an improvement of error minimization performance over LS
approach while negative value represents that the performance
is worse than the LS approach.
EMP =
ErrorLS − Errori
ErrorLS
× 100% (13)
In order to justify the performance, the proposed method
is employed considering another data set, second week 5s
interval data of the month March 2012 for capital wind farm.
Results from this method is shown in Table II. In this test
case, the proposed CF-PSO based AR model reduces the error
indices most. Compared with LS, almost 40% reduction of
error is achieved for this test data. Moreover, the NMSE for
the standard LS, FB, GL and YW based approaches are around
96.7% while proposed method experiences 98.9%, as shown
in Table. II. As the value of NMSE close to unity indicates the
best performance, proposed method also shows it superiority
for this test case.
Fig. 2 shows the actual wind output data and the estimated
model data using the proposed method. The convergence
characteristics of the CF-PSO based proposed algorithm is
shown in Fig. 3. From the figure, the algorithm convergence
TABLE I
PERFORMANCE OF AR PARAMETER ESTIMATION CONSIDERING THE
FIRST WEEK DATA OF MARCH 2012
Method MSE EMPMSE FPE EMPFPE NMSE
(%) (%)
LS 46.7133 − 46.806 − 0.975
FB 46.7153 -0.004 46.808 -0.004 0.9751
YW 46.7441 -0.066 46.837 -0.066 0.9751
GL 46.7153 -0.004 46.808 -0.004 0.9751
CF-PSO 45.612 +2.357 45.703 +2.357 0.9757
TABLE II
PERFORMANCE OF AR PARAMETER ESTIMATION CONSIDERING THE
SECOND WEEK DATA OF MARCH 2012
Method MSE EMPMSE FPE EMPFPE NMSE
(%) (%)
LS 17.17 − 17.206 − 0.9669
FB 17.18 -0.0623 17.217 -0.062 0.9669
YW 17.14 0.182 17.175 0.182 0.9669
GL 17.18 -0.067 17.218 -0.067 0.9669
CF-PSO 10.22 +40.487 10.240 +40.487 0.9889
within 40 iterations. According to the results shown in Table. I
and Table. II, the best improvement is observed considering
the CF-PSO based AR modelling among these five approaches
for both of the test data sets. The CF-PSO based AR parameter
estimation method finds a better solution compared to the
gradient based methods due to its global search capabilities.
It is important to mention that these well-established gradient
based methods may trap in local minima as referred by Huang
et al [13]. On the other hand, CF-PSO finds a global optimal
solution. In our analysis, we found that the performance of
the CF-PSO varied based on the wind data characteristics. If
wind data has a global minima that is very close to the local
minima, the performance of the CF-PSO is slightly improved
compared with other algorithms (as observed in Table. I). On
the other hand, if the local minimum is far from the global
minima value, significant improvement is observed using the
CF-PSO algorithm (as observed in Table. II).
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Fig. 3. The convergence characteristics of the CF-PSO based proposed
algorithm
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VI. CONCLUSION
In this paper, constriction factor based PSO is employed
to enhance the performance of the time-series autoregressive
model. The proposed algorithm is implemented to estimate the
wind power output considering practical wind data. Using the
global search capable CF-PSO based proposed AR model, the
results obtained in this experiment show that the algorithm
finds the solution very accurately and efficiently (within 40
iterations). To justify the results obtained from the proposed
method, four algorithms including the widely used Least-
Square method and Yule-Walker method are employed for
comparison. Experimental results conducted in this exper-
iments show that the proposed method enhances the AR
estimation model with better accuracy compared to other four
well-established method. In this experiment, the exogenous
input variables are not considered during the model estimation,
which will be included in the future work. Since the proposed
model enhances the performance of the autoregressive model
by minimizing model estimation errors more effectively, in the
future work the forecasting performance will also be explored
in detail.
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