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Abstract–This paper proposes a low complexity precoding alg-
orithm based on the recently proposed Generalized Least Square
Error (GLSE) scheme with generic penalty and support. The
algorithm iteratively constructs the transmit vector via Approx-
imate Message Passing (AMP). Using the asymptotic decoupling
property of GLSE precoders, we derive closed form fixed point
equations to tune the parameters in the proposed algorithm for a
general set of instantaneous signal constraints. The tuning strat-
egy is then utilized to construct transmit vectors with restricted
peak-to-average power ratios and to efficiently select a subset
of transmit antennas. The numerical investigations show that
the proposed algorithm tracks the large-system performance of
GLSE precoders even for a moderate number of antennas.
I. INTRODUCTION
For a given precoding support X ⊂ C and penalty function
u(·) : X 7→ R, the Generalized Least Square Error (GLSE)
precoder constructs the transmit vector x ∈ XN from the data
vector s ∈ CK and the channel matrix H ∈ CN×K as x =
glse (s, ρ|H) where ρ is a power control factor and [1]
glse (s, ρ|H) = argmin
v∈XN
‖Hv −√ρs‖2 + u(v). (1)
The generality of X and u(·) allows for addressing various
forms of constraints on the transmit vector. Compared to the
classical approaches for imposing such constraints, the studies
in [1]–[4] have shown significant enhancements obtained via
the GLSE precoding scheme. Nevertheless, the computational
complexity of this scheme has been remained as the main chal-
lenge and is intended to be addressed in this paper.
The main motivation of this study comes from the great deal
of interest being received recently by massive Multiple-Input
Multiple-Output (MIMO) systems [5]. Form implementational
points of view, however, these systems confront the problem
of high Radio Frequency (RF)-cost which raises due to the
vast number of RF-chains needed in such setups. The initial
approach to overcome this issue is to restrict the Peak-to-
Average Power Ratio (PAPR) of the transmit vector [6], [7].
In this case, nonlinear power amplifiers with lower dynamic
ranges can be employed, and the total RF-cost can be sig-
nificantly reduced. Another approach is Transmit Antenna
Selection (TAS) [8], [9] in which a subset of transmit antennas
is kept active at each transmission interval, and therefore,
the number of required RF-chains is reduced. Although such
approaches combat the issue of high RF-cost, the conventional
algorithms significantly degrade the performance. In this case,
GLSE precoders reduce this degradation by finding the optimal
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transmit vector which satisfies the constraints imposed by
these approaches. In general, GLSE precoders solve an op-
timization problem in each transmission interval. This task is
not trivial for choices of u(·) and X which are non-convex. For
cases with convex optimization problems, the precoder can be
implemented via generic linear programming algorithms. The
high computational complexity of these algorithms for large
dimensions, however, leaves the implementation of GLSE
precoders as an issue in massive MIMO setups. Generalized
Approximate Message Passing (GAMP) [10] proposes a low
complexity iterative approach for several estimation problems
based on approximating the loopy belief propagation algorithm
in the large limit [11]. The algorithm is known to considerably
outperform other available iterative approaches. The underly-
ing estimation problems, which are addressed by GAMP, are
mathematically similar to the GLSE precoding scheme, and
therefore, the algorithm can be employed to design a class of
iterative precoders based on the GLSE scheme.
The main contribution of this paper is to adopt and tune
the GAMP algorithm to address the GLSE precoding scheme,
recently proposed in [1]–[4]. The developed iterative scheme
is referred to as “GLSE-GAMP” precoding and exhibits low
complexity characteristic. Using the fact that the GLSE and
GLSE-GAMP precoders consider same optimization prob-
lems, we further propose a tuning strategy based on the asymp-
totic results in [1]–[4] derived via the replica method. Our
numerical investigations show that the performance of GLSE-
GAMP precoders tuned by the proposed strategy is accurately
consistent with asymptotics of corresponding GLSE precoders.
Notation
Throughout the paper, scalars, vectors and matrices are rep-
resented with non-bold, bold lower case and bold upper case
letters, respectively. IK is a K×K identity matrix, and HH is
the Hermitian of H. The set of real and integer numbers are
denoted by R and Z, and C represents the complex plane. For
s ∈ C, Re {s}, Im {s} and s := [Re {s} Im {s}]T identify the
real part, imaginary part and augmented vector, respectively,
and the expression s ∈ S indicates that s is the augmented ver-
sion of s ∈ S. For f(x) = [f1(x), . . . , fn(x)]T, the gradient
operator is defined as ∇x f(x) := [∇x f1(x), . . . ,∇x fn(x)]T.
‖·‖ and ‖·‖1 denote the Euclidean and ℓ1-norm, respectively.
Considering the random variable x, px represents either the
probability mass or density function. Moreover,E identifies the
expectation. For sake of compactness, {1, . . . , N} is abbre-
viated by [N ], and we define φ˜(x, λ) := exp(−x2/λ) and
Q˜(x, λ) :=
∫∞
x
φ˜(u, λ)du/λ for a given non-negative real λ.
II. PROBLEM FORMULATION
Consider a Gaussian broadcast MIMO setup in which a
sequence of data symbols {sk} for k ∈ [K] is transmitted
to K single-antenna users simultaneously. The transmitter is
equipped with N transmit antennas. The channel is considered
to be quasi-static fading and perfectly known at the transmitter.
By employing the GLSE precoding scheme given in (1) with
some penalty u(·) and precoding support X ⊆ C, the transmit
vector is constructed as xN×1 = glse (s, ρ|H) where sK×1 :=
[s1, . . . , sK ]
T
and ρ is a non-negative power control factor. For
this setup, we assume that the following constraints hold.
(a) sK×1 has independent and identically distributed (i.i.d.)
zero-mean complex Gaussian entries with unit variance.
(b) u(·) decouples meaning that u(v) =∑Nj=1 u(vj).
(c) N and K grow large, such that the load factor α := K/N
is kept fixed in both N and K .
(d) HHH = UDUH in which U is an N×N unitary matrix,
and D is a diagonal matrix with asymptotic eigenvalue
distribution pD. For pD, we define the Stieltjes transform
as GD(s) = E
{
(d− s)−1} with the expectation being
taken over d ∼ pD and the R-transform as RD(ω) =
G−1
D
(−ω)−ω−1 where G−1
D
(·) denotes the inverse with
respect to composition.
By proper choices of the supportX and penalty u(·), the GLSE
precoder can impose several constraints on the transmit vector.
• Setting u(v) = λ‖v‖2 and X = {x ∈ C : |x|2 < P}, the
transmit vector is restricted to have a limited PAPR. In
fact in this case, the peak power is set to P and a desired
constraint on the PAPR is imposed by tuning λ such that
the average power is accordingly restricted.
• Let u(v)=λ‖v‖2+µ‖v‖1 and X = C; then, the number
of active transmit antennas is constrained.
III. GLSE-GAMP PRECODERS
The GLSE scheme can be considered as a max-sum problem
which can be addressed via the GAMP algorithm [10].
A. GAMP Algorithm
The GAMP algorithm, proposed in [10], intends to estimate
vN×1 from sK×1 iteratively considering the following setup.
(a) Each entry of v is generated from the corresponding entry
of some a ∈ AN via pv|a.
(b) The entries of s are obtained form the entries of the vector
zK×1 through identical scalar channels with ps|z .
(c) z is a random linear transform of v, i.e., z = Hv for
some random K ×N matrix H.
Depending on the estimation scheme, the GAMP algorithm is
developed to address the “max-sum” or “sum-product” prob-
lems. The max-sum GAMP algorithm iteratively determines
the Maximum-A-Posterior (MAP) estimation
x = argmax
v
N∑
n=1
fin(vn, an) +
K∑
k=1
fout(zk, yk) (2)
for some scalar functions fin(·, ·) and fout(·, ·) which represent
the conditional distributions pv|a and ps|z . The sum-product
GAMP algorithm, moreover, addresses the Minimum Mean-
Square-Error (MMSE) estimation where x = E {v|s,a}.
B. The GAMP-GLSE Algorithm
By comparing GLSE precoding with (2), it is observed that
the precoding scheme solves a max-sum problem in which
z := Hv with H being the channel matrix, vk ∈ X for
k ∈ [K], and fin(vn, an) = −u(vn) and fout(zk, sk) =
−|zk − √ρsk|2. As the result, the GAMP algorithm can be
applied to iteratively construct the transmit vector x. By some
lines of derivations, the max-sum GAMP algorithm can be
adopted to the GLSE scheme in (1). The resulting algorithm
is referred to as “GLSE-GAMP” algorithm and is represented
in Algorithm 1 for the precoding support X ⊆ C and the
complex-valued matrix H. The variables and functions in the
algorithm, for k ∈ [K] and n ∈ [N ], are defined as follows.
• The real two-dimensional vectors wk, zk, yk, sk, un and
xn are the augmented forms of the complex scalars wk,
zk, yk, sk, un and xn, respectively.
• The matricesRwk ,R
y
k,R
u
n andR
x
n are real 2×2 matrices,
and Qkn is defined as
Qkn :=
[
Re {hkn} −Im {hkn}
Im {hkn} Re {hkn}
]
(3)
with hkn representing the entry (k, n) of H.
• gout (·) is the output thresholding function defined as
gout (w, s,R) := ∇w min
z∈C
Eout(z,w, s,R) (4)
where the function Eout(·) is determined by
Eout(z,w, s,R) = 1
2
(z−w)TR−1(z−w)
+ ‖z−√ρ s‖2 (5)
• gin (·) is the input thresholding function being defined as
gin (u,R) := argmin
x∈X
Ein(x,u,R). (6)
where the function Ein(·) is evaluated by
Ein(x,u,R) = 1
2
(u− x)TR−1(u− x) + u(x). (7)
• The initial conditions are xn(1) = argminx∈X u(x) and
Rxn(1) =
[∇2x u(un(1))]−1.
The update rules in Algorithm 1 are derived by extending
the sum-max GAMP algorithm to the case with a complex-
valued matrix H and an arbitrary input support X ⊆ C. The
extension is followed by determining the update rules for the
corresponding loopy belief propagation algorithm and then
taking some steps similar to [10, Appendix C]. The detailed
derivations are skipped due to the page limit and is represented
in the extended version of the manuscript.
Remark 1: One should distinguish between the GLSE scheme
and the GLSE-GAMP algorithm. In fact, the former is a least
square based scheme to design transmit signals which fulfill
some desired constraints. The GLSE-GAMP algorithm, on the
Algorithm 1 GLSE-GAMP Precoding Algorithm
Initiate Start from t = 1 and for k ∈ [K] let yk(0) = 0. Set
xn(1) and R
x
n(1) for n ∈ [N ] to their initial conditions.
while t < T
for k ∈ [K]
Rwk (t) =
N∑
n=1
QknR
x
n(t)Q
T
kn (8a)
zk(t) =
N∑
n=1
Qknxn(t) (8b)
wk(t) = zk(t)−Rwk (t)yk(t− 1) (8c)
yk(t) = gout(wk(t), sk,R
w
k (t)) (8d)
R
y
k(t) = −∇w gout(wk(t), sk,Rwk (t)) (8e)
end for
for n ∈ [N ]
Run(t) =
[
K∑
k=1
QTknR
y
k(t)Qkn
]−1
(9a)
un(t) = xn(t) +R
u
n(t)
[
K∑
k=1
QTknyk(t)
]
(9b)
xn(t+ 1) = gin(un(t),R
u
n(t)) (9c)
Rxn(t+ 1) = [∇u gin(un(t),Run(t))]Run(t) (9d)
end for
end while
Output: xn(T ) for n ∈ [N ].
other hand, proposes an iterative approach based on GAMP
to address the GLSE scheme. For some choices of the penalty
function, precoding support and channel matrix, the GLSE-
GAMP algorithm converges to the transmit signal given by
the GLSE scheme. There are however some particular cases
in which the GLSE-GAMP algorithm does not converge. For
these cases, Algorithm 1 does not give the desired transmit sig-
nal. To avoid the divergence in such cases, we need to modify
the algorithm. This issue is briefly discussed in Section V.
In contrast to GLSE precoders, GLSE-GAMP precoders ex-
hibit low complexity characteristic. Considering Algorithm 1
and noting that the matrices in (8a)-(9d) are fixed 2×2 matri-
ces, it is straightforward to show that the total worst-case com-
plexity of GLSE-GAMP precoders per iteration is O(KN).
The number of iterations, moreover, does not grow with
the dimensions. Therefore, one can conclude that the overall
complexity of the precoding scheme is O(KN) as well.
C. Tuning GLSE-GAMP precoders
In order to impose a given set of constraint on the transmit
signal, the corresponding GLSE-GAMP precoder should be
tuned. As an example, consider the case in which the number
of active transmit antennas, as well as the average transmit
power, is desired to be restricted via a GLSE-GAMP precoder.
In this case, one may set X = C and u(v) = λ‖v‖2+µ‖v‖1.
The factors λ and µ in this case control the average transmit
power and the fraction of active antennas, respectively. Con-
sequently for given constraints, these factors need to be tuned.
Nevertheless, the derivation of an exact tuning strategy is not
a trivial problem as the constrained parameters, i.e., the ave-
rage power or fraction of active antennas, cannot be derived in
terms of the tuning factors straightforwardly. We therefore pro-
pose a tuning strategy based on the asymptotics of the GLSE-
GAMP algorithm and its connection to the GLSE scheme. The
large-system performance of GLSE-GAMP precoders is stud-
ied through asymptotic analyses of “state evolution” equations;
see [12] and the references therein. Following the results in
the literature, e.g. [13], [14], it is shown that for choices of H,
X and u(·), in which the GLSE-GAMP algorithm converges,
the asymptotic performance of the algorithm coincides with
the large-system performance of GLSE precoders investigated
in [1], [4]. This result indicates that in the large-system limit,
the tuning factors for GLSE-GAMP and GLSE precoders are
the same. Therefore, for a given set of constraint, we derive
the tuning factors of the GLSE-GAMP precoders by tuning
the corresponding GLSE precoders.
Tuning Strategy: Assume that the constraints fj(x)/N = Cj
are desired to be satisfied via a GLSE-GAMP precoder with
penalty u(·) and support X which are controlled by λj for j ∈
[J ]. Here, fj(·) are decoupling functions meaning that fj(x) =∑N
n=1 fj(xn). To tune λj accordingly, we define
x = argmin
v∈X
|v − s0|2 + ξ u(v) (10)
where s0 ∼ CN
(
0, σ2
)
with
σ2 = [RD(−χ)]−2 ∂
∂χ
[(λsχ− p)RD(−χ)] . (11)
and ξ = [RD(−χ)]−1 for χ and p which satisfy p = E|x|2 and
σ2χ
ξ
= ERe {x∗s0} . (12)
The precoder is then accordingly tuned by choosing λj for
j ∈ [J ] such that the equations Efj(x) = Cj are satisfied.
Derivation: The derivation follows the marginal decoupling
property of the GLSE precoders presented in [1], [4]. In fact,
using the property, it is concluded that fj(x)/N asymptoti-
cally converges to Efj(x). By taking the approach illustrated
at the beginning of the section, the tuning strategy is obtained.
The proposed tuning strategy evaluate the decoupled GLSE
precoder1 by finding χ and p form the fixed-point equations.
The asymptotic constrained parameters are then determined
by taking the expectation Efj(x) and set it equal to Cj . One
should note that the strategy in general is heuristic, since it
tunes the precoders for the large-system limit. Nevertheless,
1See Proposition 2 in [1] for the decoupling property of GLSE precoders.
A more general version of the property is represented in [4, Section II-A].
the numerical investigations show that for several cases, the
GLSE-GAMP precoders are well tuned via this strategy.
IV. APPLICATIONS OF GLSE-GAMP PRECODERS
In this section, we investigate two special cases of GLSE-
GAMP precoders with TAS and limited PAPR. Throughout
the analyses, we assume that H represents an i.i.d. Rayleigh
fading channel with variance 1/N , i.e., RJ(ω) = α(1−ω)−1.
A. GLSE-GAMP Precoder with TAS
As it was discussed, TAS can be directly addressed at the
transmit side by using GLSE scheme with u(v) = λ|v|2+µ|v|.
The corresponding GLSE-GAMP precoder is therefore given
by Algorithm 1 where X = C, gout (w, s,R) = Gww+Gss
and ∇w gout (w, s,R) = Gw, respectively with
Gw := −2ATA− (A− I2)TR−1(A− I2) (13a)
Gs := −2
[
2ATAR−AT + (A− I2)TR−1AR
]
(13b)
and A := (I2 + 2R)
−1. For the input thresholding function,
the analytic evaluation of the function from the augmented
form in (6) is not trivial. We thus employ the complex scalar
form of the equation which results in gin (u,R) = G(u)f(u)
and ∇u gin (u,R) = G(u)F(u) where
G(u) =
{
Gu ‖u‖ ≥ τ
0 ‖u‖ < τ (14)
with τ := 2µ
[
Tr{R−1}]−1 and Gu := (I2 + 2λR)−1, and
f(u) :=
[
1− τ‖u‖
]
u, (15a)
F(u) :=
τ
‖u‖3uu
T +
[
1− τ‖u‖
]
I2. (15b)
By setting µ = 0, the GLSE scheme reduces to Regularized
Zero Forcing (RZF) precoding, and thus, the GLSE-GAMP
algorithm iteratively constructs the output of the RZF precoder.
Tuning Strategy: We employ the strategy in Section III-C
to tune µ and λ such that the fraction of active antennas and
the average transmit power are η and P , respectively. For
this case, J = 2 and f1(x) = ‖x‖2 and f2(x) = ‖x‖0.
Consequently, λ and µ are determined from the fixed-point
equations φ˜(ξµ; θ) = η for θ = (ρ+ P )/α and
(1 + 2ξλ)2 =
θ
P
[
η − 2ξµQ˜(ξµ; θ)
]
(16)
and ξ is determined in terms of λ and µ through
αξ =
1
2
+
ξ
1 + 2ξλ
[
η − ξµQ˜(ξµ; θ)
]
. (17)
B. GLSE-GAMP Precoder with PAPR Constraint
The precoder in Section IV-A can further take the PAPR
constraint into account by setting X=
{
x ∈ C : |x|2 < Pmax
}
.
The support in this case imposes a peak power constraint
on the transmit signal which along with the penalty function
restricts both the PAPR and the number of active antennas1.
1See [1, Section IV-B] for further illustrations.
Considering Algorithm 1, the output function for this setup
remains unchanged , and the input function reads
gin (u,R) =


u
‖u‖
√
Pmax τ˜ ≤ ‖u‖
Gu f(u) τ ≤ ‖u‖ < τ˜
0 0 ≤ ‖u‖ < τ
(18)
with the corresponding gradient
∇u gin (u,R) =


u˜u˜T
‖u‖3
√
Pmax τ˜ ≤ ‖u‖
GuF(u) τ ≤ ‖u‖ < τ˜
0 0 ≤ ‖u‖ < τ,
(19)
where u˜ := [u2,−u1]T, τ := 2µ
[
Tr{R−1}]−1, and
τ˜ :=
(
1 +
4λ
Tr{R−1}
)√
Pmax +
2µ
Tr{R−1} . (20)
Gu, f(u) and F(u) are moreover given as in Section IV-A. By
setting µ = 0, the precoder employs all the transmit antennas
and restricts only the PAPR. In this case, F(u) = I2, f(u) =
u, and τ reduces to zero.
Tuning Strategy: Consider the same constraints as for the
case without the PAPR restriction. From Section III-C, λ and µ
for the average power P and the fraction of active antennas η
are given by the fixed-point equations φ˜(ξµ; θ) = η and
(1 + 2ξλ)2 =
θ
P
[∆1(ξµ)− 2ξµ∆2(ξµ)] . (21)
Here, ξ is a function of λ and µ which satisfies
αξ =
1
2
+
ξ
1 + 2ξλ
[∆1(ξµ)− 2ξµ∆2(ξµ)] . (22)
Moreover, θ = (ρ+ P )/α and we have defined
∆1(ξµ) := φ˜(ξµ; θ)− φ˜(ξµ+ (1 + 2ξλ)
√
Pmax; θ), (23a)
∆2(ξµ) := Q˜(ξµ; θ)− Q˜(ξµ+ (1 + 2ξλ)
√
Pmax; θ). (23b)
V. NUMERICAL INVESTIGATIONS
To investigate the performance of GLSE-GAMP precoders,
we define the distortion measure for a given ρ as
D(ρ) :=
1
K
E‖Hx−√ρs‖2 (24)
which determines the average distortion caused by the mul-
tiuser interference at receive terminals. It is moreover shown
that the achievable ergodic rate per user can be bounded from
below in terms of D(ρ) as proved in [2].
The circles in Fig. 1 show the distortion given by the GLSE-
GAMP precoder presented in Section IV-A for various inverse
load factors α−1 = N/K considering several constraints on
the number of active antennas. The results have been given
for N = 64 antennas and T = 20 iterations. The asymptotic
performances of the corresponding GLSE precoders, derived
via the replica method in [4], have been also sketched with
solid lines. Here, ρ = 1 and λ is set such that P = 0.3. As the
figure shows, the GLSE-GAMP precoder tracks accurately the
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Fig. 1: Distortion at ρ = 1 vs. α−1 for P = 0.3 and various η. Circles
depict the performance of the GLSE-GAMP precoder for N = 64
and T = 20. Solid lines denote the asymptotic performance of the
corresponding GLSE scheme determined by the replica method.
performance of the GLSE scheme, even for a practically mod-
erate number of antennas. For the PAPR-limited precoder in
Section IV-B, the distortion at ρ = 1 has been plotted in terms
of α−1 in Fig. 2. The curves have been sketched for multiple
PAPR constraints. Similar to Fig. 1, solid lines correspond to
the GLSE scheme and circles denote the simulation results
for the GLSE-GAMP precoder with N = 64 and T = 20 for
PAPR = 3 dB. Here, we have considered P = 0.5, and Pmax
is tuned via the proposed strategy assuming all the antennas
being active. The figure depicts that by increasing the PAPR up
to 5 dB, the performance of the precoder is sufficiently close to
the case without PAPR restriction. This observation suggests
for employing the GLSE-GAMP precoder, in order to reduce
the transmit PAPR without any significant performance loss.
In this case, low efficiency power amplifiers can be utilized
which can significantly reduce the RF-cost.
Remark 2: It is known that the GAMP algorithm converges
for i.i.d. Gaussian matrices [13], [14]. However, by deviating
from this assumption, the algorithm may diverge. This issue
was recently addressed in [15] via the Vector Approximate
Message Passing (VAMP) algorithm. Consequently, for chan-
nel models with ill-conditioned matrices, one can develop a
precoding algorithm based on the GLSE scheme by taking a
same approach while employing VAMP.
VI. CONCLUSION
This paper has proposed a class of low complexity precoders
based on the GLSE scheme using the GAMP algorithm. The
numerical investigations have been consistent with the replica
results for the GLSE scheme given in [1]–[4]. This consistency
demonstrates that various implementational limitations in mas-
sive MIMO systems can be effectively overcome using some
low-complexity, but effective, algorithms. As indicated in
Remark 2, the GLSE-GAMP precoders may fail in converging
for channel models with ill-conditioned channel matrices, and
therefore, an alternative algorithm can be proposed via VAMP.
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Fig. 2: Distortion at ρ = 1 vs. α−1 for several PAPRs. P = 0.5
and η = 1. Solid lines and circles respectively denote the results for
GLSE and GLSE-GAMP algorithm with N = 64 and T = 20.
The extension under VAMP is however skipped and left as a
possible future work.
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