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Abstract
The problem of sparse linear regression is relevant in the context of
linear system identification from large datasets. When data are collected
from real-world experiments, measurements are always affected by pertur-
bations or low-precision representations. However, the problem of sparse
linear regression from fully-perturbed data is scarcely studied in the liter-
ature, due to its mathematical complexity. In this paper, we show that, by
assuming bounded perturbations, this problem can be tackled by solving
low-complex `2 and `1 minimization problems. Both theoretical guaran-
tees and numerical results are illustrated in the paper.
1 Introduction
The problem of fully-perturbed linear regression, i.e., the solution of systems
Ax = y where y ∈ Rm and A ∈ Rm,n are both subject to errors, has long
history and ubiquitous applications. Although less popular than the model
where errors are confined to y, the fully-perturbed case is more realistic, since,
usually, also A is either experimentally observed or transmitted from remote
devices, thus prone to numerical and measurement inaccuracies. Nowadays,
this fact is particularly noteworthy in data-driven modeling, where complex
systems are described uniquely from collections of observed data. see [5] for an
overview.
Fully-perturbed problems, also known as errors-in-variables (EIV) problems,
are encountered and studied in different areas, e.g., numerical analysis, signal
processing, and system identification, see [34, Section 2.5] for a list of examples.
In system identification, which is the main motivating example for this work, the
fully-perturbed problem arises in those linear static/dynamic systems with both
input and output corrupted by noise, as illustrated in [39]. The most popular
approach is total least squares (TLS), proposed in [27, 28], which performs
a maximum likelihood estimation on EIV regression. TLS is optimal under
specific probabilistic assumptions on the perturbations, while, in absence of a
probabilistic setting, the unknown but bounded (UBB) noise paradigm is usually
considered. In particular, in [12] a set membership identification scheme in
presence UBB noise is developed via polynomial optimization [31, 32].
A drawback of the above mentioned methods is the need of a large number of
samples m > n. Even though the storage of large amounts of data is not an is-
sue, the processing has two main flaws: the complexity might prevent a real-time
identification, e.g., in tracking time-varying systems, and over-parameterization
may occur. Over-parameterization basically consists in the scarce capability of
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extrapolating the essential model from data and, possibly leading to a wrong
physical description; this problem largely studied in machine learning and data-
driven science, see [6, 5]. In linear system identification, this turns into the
presence of redundant estimated parameters, which, although mathematically
consistent, might be too complex and distant from the real physical behavior.
In fact, as discussed in [19], in many cases, the essential behavior of large di-
mensional systems can be adequately described by models with a number of
parameters significantly lower than the number of state variables.
As to linear systems, sparse models, i.e. models with few active parameters,
can be obtained from a small number of samples m < n, as proven in compressed
sensing (CS, [8]). In a nutshell, CS states the conditions to recover a sparse
vector x ∈ Rn, i.e., a vector with k  n non-zero components, from linear
regression y = Ax + η ∈ Rm, with m < n, η being a measurement noise; see
[22] for a complete overview. CS is also applied to system identification: in
[29, 42, 37, 19], different approaches, based on either `0 or `1 minimization, are
proposed to identify sparse linear systems from few measurements.
In classical CS and sparse system identification, A is assumed to be be
exactly known. More recently, the EIV sparse linear regression problem is con-
sidered [11]. The EIV case is difficult as intrinsically non-convex. However, in
[11], it is shown that the problem can be formulated as a linear program (LP)
if the parameters are a priori known to be either non-positive or non-negative.
Although realistic in several applications, ranging from sensor selection to lo-
calization, see e.g., [7, 2], this knowledge is not usually plausible in system
identification.
1.1 Contribution
The goal of this work is to tackle the problem of sparse linear regression from
fully-perturbed data and few measurements, by extending the contribution of
[11] to the general case of parameters with unknown signs. This makes the
approach valuable for system identification. Specifically, we develop a low-
complex pre-processing algorithm that provides information on the signs; the
overall solution is then obtained by solving two convex problems. Sufficient
theoretical guarantees are provided for the success of the recovery, and the
effectiveness is verified through numerical experiments as well.
This work extends the results in [11] in three directions. First, we develop
a method to priorly estimate the signs, and we provide theoretical conditions
that guarantee its success, see Theorem 1 in Section 4. Second, we extend the
analysis of robustness sketched in [11, Section IV] by providing a more complete
discussion on sufficient conditions for success, intended as corrected selection of
the relevant parameters, see Theorem 2 in Section 4. Third, extended numerical
experiments are illustrated.
The paper is organized as follows. In Section 2, we formally illustrate the
problem. In Section 3, we develop the proposed recovery procedure, and in
Section 4, we prove theoretical conditions for its success. Section 5 is devoted
to numerical simulations, discussions, and comparison to the state-of-the-art
methods. Finally, we draw some conclusions in Section 6.
2
2 Problem statement
In this section, we present the problem that we aim to solve. Let x˜ ∈ Rn be
k-sparse, with k  n. The subset of non-zero components of x˜ is called support,
and denoted as S. Our goal is to recover x˜ from
y = Ax˜, y ∈ Rm, A ∈ Rm,n m < n. (1)
However, we assume that both y and A are experimentally observed, then af-
fected by noise. More precisely, we assume that the available data are
y = y + δy, A = A+ δA (2)
where δy ∈ Rm and δA ∈ Rm,n are UBB perturbations, with known bounds,
that is,
‖δy‖∞ ≤ ∆y, ‖δA‖∞ ≤ ∆A. (3)
The UBB paradigm is exploited in many engineering problems, as possible alter-
native to probabilistic models: whenever the perturbation does not follow a spe-
cific distribution, it makes sense to assume a prior information on its maximum
magnitude. For example, the UBB description is consistent with low-precision
or quantized data, which are subject to an unknown adjustment in a known
range, see [11] for details. This is usual in transmissions systems. In this case,
the ∆A and ∆y are exactly known if the properties of the transmitter are known.
Within the automatic control framework, the UBB paradigm is exploited and
studied in EIV system identification [40], state estimation [1], model predictive
control [3, 36], direct data-driven control [13], and factor analysis [14]. In these
applications, the error bound can be estimated either from previous informa-
tion on the model and on the measurement devices or from available training
datasets.
In principle, TLS can be applied to find a solution; however, TLS requires
m > n and does not encourage sparse solutions, as discussed, e.g., in [19].
Sparsity can be obtained by adding an `1-norm regularizer. The case of per-
turbations affecting only y originates the Lasso problem [41], which dates back
to the 1990s, and is widely studied in CS, see [22], and in system identifica-
tion, see [37]. Lasso has two formulations, which read as follows, respectively:
minx ‖Ax − y‖22 + λ‖x‖1, where λ > 0 is a design parameter, and minx ‖x‖1 s.
t. ‖Ax − y‖22 ≤ η, where η is a known bound on the measurement noise. The
second formulation is denoted also as Basis Pursuit Denoising (BPDN2), and is
equivalent to the first one for suitable values of λ and η, see [22, Theorem 3.2].
It is worth mentioning that, in [16], the slightly different formulation: minx ‖x‖1
s. t. ‖Ax− y‖∞ ≤ η is studied which is denoted here as BPDN∞.
Lasso, BPDN2, and BDPN∞ are convex only if A is exactly known. In
contrast, the approach developed in this work extends to the EIV framework.
Given y ∈ Rm, A ∈ Rm,n, m < n, ∆A > 0, and ∆y > 0, we consider the
following problem, first proposed in [11]:
min
x∈Rn
‖x‖1 s. t. y = Ax, A ∈ Rm,n, m < n
y = y + δy
A = A+ δA
‖δy‖∞ ≤ ∆y
‖δA‖∞ ≤ ∆A.
(4)
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This can be interpreted as a perturbed/quantized CS problem, as illustrated
in [11]. In general, in the CS setting, the EIV model is barely considered,
since perturbations on A yield non-convex problems and significantly limit the
compression capability of the system. In particular, the TLS approach cannot
be applied as the number of measurements is too small. The main works on
EIV CS are [30, 45, 44]. In [30], the Lasso robustness to perturbations on A is
studied. In [45], a sparse TLS approach is proposed, which adds a regularization
term on δA. In [44], a given structure on δA is established, i.e., δA = Bdiag(β0),
where B ∈ Rm,n is known, and β0 ∈ [−r, r]n, r > 0, is unknown; thus, the
direction of each column of δA is known, and the unknown variables are n
instead of mn. The related optimization problem [44, Equation 11] is based
on Lasso, with an additive `∞-norm; it is biconvex and it is tackled through
alternating minimization, which only achieves a local minimum.
Beyond CS, Problem (4) envisages sparse system identification from com-
pressed measurements of EIV static/dynamic linear systems. The application
to dynamic systems is now explained. Given the following SISO ARX model
yt =
na∑
p=1
apyt−p +
nb∑
q=1
bqut−q + et (5)
where ut, yt, and et respectively are the input, the output, and the system noise,
the aim is the estimation of the parameters θ = (a1, . . . , ana , b1, . . . , bnb)
T . If m
output observations are collected, the problem can be expressed as the solution
to linear system (yt+1, . . . , yt+m)
T = Aθ + (et+1, . . . et+m)
T where
A =

yt · · · yt−na+1 ut · · · ut−nb+1
yt+1 · · · yt−na+2 ut+1 · · · ut−nb+2
...
...
yt+m−1 · · · yt+m−na ut+m−1 · · · ut+m−nb
 . (6)
When m < na + nb, the problem is underdetermined; this is known in the liter-
ature as compressive system identification, see [38, 42, 9]. In those papers, the
problem is tackled by using Lasso and orthogonal matching pursuit approaches,
and A is assumed to be exactly known.
As to the EIV problem, in [12], the authors prove that the feasible set of
a dynamic EIV system with bounded noise can be tightly approximated using
polynomial optimization, by leveraging the specific Toeplitz structure of A. The
static EIV approach, which does not leverage this structure, can be applied as
well, while it provides a less tight feasible set, as shown in [12]. In this work,
we consider the static approach, while a dynamic approach that exploits the
structure is left for future work.
3 `2 + `1 approach
In this section, we present the proposed approach to the solution of Problem
(4). If the signs are known, Problem (4) can be relaxed to an LP problem, as
illustrated in [11]. To estimate the signs, we propose an `2 regularized strategy.
We denote by `2 + `1 the overall algorithm, that will be obtained in the end of
this section. In the following, we describe in detail the `1 and the `2 stages of
the algorithm.
4
3.1 Sparse linear regression via `1 minimization for given
signs
We now illustrate how to formulate the sparse linear regression problem when
information on the signs of the true x˜ is available. In [11], Problem (4) is
rewritten as follows
min
x∈Rn
‖x‖1 s. t. ‖y − (A− δA)x‖∞ ≤ ∆y
‖δA‖∞ ≤ ∆A.
(7)
This formulation is easily obtained by observing that δy = y − y = y − Ax =
y − (A − δA)x. Let us define a generalized vector of signs s(v) ∈ {−1, 1}n of
a vector v ∈ Rn as follows: si(v) = 1 if vi ≥ 0, and si(v) = −1 if vi ≤ 0. We
call it “generalized” because, differently from the usual sign operator, it does
not distinguish the null values; as a consequence, s(v) is not unique for v. We
notice that v = s(v) • |v|, where • denotes the component-wise product, and
|v| = (|v1|, . . . , |vn|)T .
If we assume to know s(x˜), we can replace x with s(x˜)|x| in (7). Let  denote
the component-wise inequality between matrices and 1n := (1, . . . , 1)
T ∈ Rn.
We have
‖y − (A− δA)x‖∞ ≤ ∆y
m
−∆y1m  y − (A− δA)x  ∆y1m
m(
(A− δA)x
−(A− δA)x
)

(
y + ∆y1m
−y + ∆y1m
)
⇓(
As(x˜) • |x| −∆A1m1Tn |x|
−As(x˜) • |x| −∆A1m1Tn |x|
)

(
y + ∆y1m
−y + ∆y1m
)
m(
1ms(x˜)
T •A|x| − 1m1Tn∆A|x|
−1m s(x˜)T •A|x| − 1m1Tn∆A|x|
)

(
y + ∆y1m
−y + ∆y1m
)
.
(8)
In the last system of equations, the unknown is z = |x|. Therefore, we can relax
Problem (7) to the following LP problem
min
z∈Rn+
n∑
i=1
zi s. t. Cz  g
where
C =
(
1ms(x˜)
T •A−∆A1m1Tn
−1ms(x˜)T •A−∆A1m1Tn
)
∈ R2m,n
g =
(
y + ∆y1m
−y + ∆y1m
)
∈ R2m.
(9)
As noticed in [11], in several applications s(x˜) is known. For example, the
case of non-negative parameters is often encountered in sparse optimization in
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Figure 1: Illustrating example: after perturbation, BP provides a wrong solution
(red triangle). In contrast, the proposed `2 stage correctly estimates the signs
(green square). Given the signs, the proposed `1 stage is run, which provides
the correct support (blue asterisk).
image processing problems [23], power spectrum estimation [26], sensor selection
[7], and localization [2]. However, in a number of applications, e.g., in system
identification, prior information on the signs is not available. When s(x˜) is
not known, the problem is not convex. More precisely, according to the results
proposed in [10], in a single orthant of the parameter space, the problem is a
convex LP. Therefore, one could compute the overall solution by solving 2n LP
problems, one for each orthant. Nevertheless, this is computationally intense for
large n. It is then fundamental to develop a strategy to priorly estimate s(x˜).
In this paper, we propose a strategy to estimate s(x˜) based on `2 regularization.
3.2 Estimation of the signs via `2 regularization
In this section, we propose a Tikhonov (`2-regularized) problem to estimate the
signs. We introduce this approach with an example, while the rigorous analysis
of its effectiveness is presented in Section 4. In particular, the example illustrates
that perturbations modify the space of solutions in a way such that the sparsity
pattern is compromised; this is a known issue in sparse optimization, CS, and
factor analysis, see [22, 14].
Example. Let us consider n = 3, m = 2, x˜ = (0, 1, 0)T , and
A =
(
1.5684 −2.5842 −0.1185
−0.5477 0.8012 0.1054
)
.
Then, y = (−2.5842, 0.8012)T . The space of solutions of the equation y = Ax
is depicted in Fig. 1 as a blue line. Then, we consider perturbed data y =
6
(−2.4788, 0.9580)T and
A =
(
1.7252 −2.8426 −0.1303
−0.6025 0.8813 0.1159
)
.
The space of solutions of y = Ax is the red line in Fig. 1.
Given A and y, we can try to recover x˜ by using the popular Basis Pursuit
(BP, [22]), which consists in the convex problem: minx∈Rn ‖x‖1 s. t. Ax = y.
Nevertheless, BP provides the solution (−1.3378, 0, 1.3119), which misses the
true support. Then, BP is not effective in this example. Therefore, we look for
alternative strategies to cope with perturbations. As already mentioned, the
approach in [11] is valuable for this purpose, but it requires information on the
signs. Therefore, first of all, let us elaborate a strategy to get such information
from the perturbed system.
In the example, we notice that P = argmin ‖x‖2 s. t. Ax = y provides a
right s for x˜: specifically P = (−1.2594, 0.0444, 1.3793)T , then s = (−1, 1, 1)T ,
which matches with s(x˜). P , denoted as a green square in Fig. 1, corresponds to
the point of the red line closest to the origin. The intuition is the following: in
presence of small perturbations, the space of solutions may substantially change
its direction, but it still crosses the same orthants; thus, the `2 minimization
provides the right information on the signs.
Based on this intuition, we propose to estimate the signs by solving the `2
problem:
min
x∈Rn
‖x‖2 s.t. Ax = y.
For practical purpose, we actually solve the relaxed problem
min
x∈Rn
‖Ax− y‖2 + λ‖x‖22 (10)
with λ > 0. If λ is sufficiently small, the solution of Problem (10) provides a
good approximation of the constrained problem with the advantage that the
solution can be computed in closed form. This approach is rigorously analyzed
in Section 4.
To conclude the example, given the correct signs, we apply the `1 method
as illustrated in Section 3.1 (we assume ∆A = 0.5168 and ∆y = 0.3136, which
correspond to the double of the maximum perturbation. The obtained solution
is (0,0.6445,0), which is a good approximation of x˜; in particular, it provides
the correct support.
3.3 Summary of `2 + `1 approach
After describing the two stages of the proposed approach, we summarize the
`2 + `1 method in Algorithm 1.
A rigorous theoretical analysis of Algorithm 1 is presented in Section 4,
where sufficient conditions for success of the two stages are provided.
4 Analysis of `2 + `1 approach
The aim of this section is to analyze the performance of the proposed algorithm
`2 + `1, summarized in Algorithm 1. A key point of the two-stage procedure
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Algorithm 1 `2 + `1
Input: y,A,∆y,∆A;
Output: x? = estimate of x˜
1: `2 stage: solve Problem (10) ⇒ output: x].
2: `1 stage: solve Problem (9) with s(x
]) instead of s(x˜) ⇒ output: x?
is the estimation of s through Problem (10). Therefore, our first goal is to
prove that Problem (10) provides the correct signs, under suitable conditions.
Afterwards, we elaborate on the performance of Problem (9).
In the following, we assume that the columns of A are `2-normalized. This
assumption is not restrictive for sparse recovery: given any (non-normalized)
A, let D ∈ Rn,n be the diagonal matrix with the `2 norms of the columns of A
on the diagonal; then, AD is normalized, and Ax = ADD−1x. Eventually, we
obtain a rescaled solution D−1x.
Moreover, we assume that the perturbed matrix A has maximum rank m:
this usually holds in the considered applications (in particular, in system identi-
fication), because A is not expected to have a specific vector subspace structure,
and by perturbing it is even less likely to achieve some algebraic structure.
Our analysis often refers to the concept of coherence of a matrix, which
represents the normalized correlation among columns, see. e.g., [22, Chapter 5].
Given a matrix M ∈ Rm,n, for any m,n ∈ N, its coherence is defined as:
µ(M) := max
i,j∈{1,...,n},i6=j
|MTi Mj |
‖Mi‖2‖Mj‖2 (11)
whereMi denotes the i-th column ofM . Similarly, for any subset S ⊂ {1, . . . , n},
MS is the submatrix obtained by selecting the columns in S.
4.1 Analysis of `2 stage
Let us denote by orth(M) the operator that returns an orthogonal basis for
the columns of M , see, e.g., [20] for details. The following theorem provides
sufficient conditions for Problem (10) to provide the right s(x˜).
Theorem 1 Let x˜ ∈ Rn be a k-sparse vector with support S ⊂ {1, . . . , n}. Let
c = mini∈S |x˜i| and d = maxi∈S |x˜i|. Let y = Ax˜, y ∈ Rm, A ∈ Rm,n, m < n,
while the observed y and A are such that y = y+ δy, A = A+ δA, ‖δy‖∞ ≤ ∆y,
‖δA‖∞ ≤ ∆A. A is assumed to have maximum rank m and `2-normalized
columns.
Let Q := orth(A
T
)T . If, for each i ∈ S,
d
∣∣∣∣∣∣QTi
∑
j∈S\{i}
Qj
∣∣∣∣∣∣+ |f(δ)| < QTi Qic (12)
where f(δ) := A
T
(AA
T
)−1[δy−δAx˜], then the solution of Problem (10) provides
s(x˜).
Before proving Theorem 1, we provide a technical lemma.
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Lemma 1 Given a matrix A ∈ Rm,n, m < n, let us consider the singular value
decomposition of AT = ULV T , U ∈ Rn,n, L ∈ Rn,m, V ∈ Rm,m. Then, L has
n−m null rows, and UL = UmLm where Um ∈ Rn,m is the submatrix of U with
columns corresponding the non-null rows of L, and Lm ∈ Rm,m is the diagonal
matrix obtained by deleting the null rows. Let
Q := UTm ∈ Rm,n. (13)
Then,
ATS (AA
T )−1AS = QTSQS . (14)
Proof It is known that Q = orth(AT )T , see, e.g., [20]. Then, in particular,
QQT = I. As a consequence,
AAT = (QTLmV
T )T (QTLmV
T ) = V L2mV
T
and
ATS (AA
T )−1AS = QTSLmV
T (V (L2m)
−1V T )V LmQS
= QTSLmV
T (V (L2m)
−1V T )V LmQS = QTSQS .

Given Lemma 1, we can prove Theorem 1.
Proof (of Theorem 1). Let us consider the solution of the least squares
problem with `2 regularization:
z = argmin
x∈Rn
‖Ax− y‖2 + λ‖x‖22 (15)
where λ > 0 is a sufficiently small design parameter. z can be computed in
closed form as:
z = (A
T
A+ λI)−1A
T
y (16)
where I denotes the identity matrix of consistent dimensions. By exploiting
the matrix inversion lemma, we can reduce the dimensionality of the involved
matrix inversion:
(A
T
A+ λI)−1 =
1
λ
[
I −AT (AAT + λI)−1A]. (17)
Then, we have:
z =
1
λ
[
A
T
y −AT (AAT + λI)−1AAT y]
=
1
λ
[
A
T
y −AT (AAT + λI)−1(AAT ± λI)y]
=
1
λ
[
A
T
y −AT y −AT (AAT + λI)−1(−λI)y]
= A
T
(AA
T
+ λI)−1y.
(18)
If A has maximum row rank, AA
T
is non-singular, and all its eigenvalues
are positive. Therefore, if λ is sufficiently small, we can use the approximation:
(AA
T
+ λI)−1 ≈ (AAT )−1. We remark that the same can not be said for
9
(A
T
A + λI)−1, since A
T
A is necessarily singular, A
T
A + λI has eigenvalues
equal to λ; therefore, a very small λ affects the stability of the inversion.
Since y = Ax˜− δAx˜+ δy and Ax˜ = AS x˜S , we then have
z ≈ AT (AAT )−1y
= A
T
(AA
T
)−1[AS x˜S − δAx˜+ δy].
(19)
By Lemma 1, A
T
S (AA
T
)−1AS = QTSQS , then
zS ≈ QTSQS x˜S +A
T
(AA
T
)−1[δy − δAx˜]. (20)
Now, let us evaluate the distance between zS and x˜S :
zS − x˜S ≈ (QTSQS − I)x˜S + f(δ). (21)
Our goal is to determine sufficient conditions so that, for each i ∈ S, sign(zi) =
sign(x˜i), which is equivalent to |zi − x˜i| < |x˜i|.
By using (21), the inequality that we have to solve, for i ∈ S, is:
|QTi QS x˜S − x˜i + f(δ)| < |x˜i| (22)
where QTi is the ith column of Q. By construction, the components of Q
T
SQS
are in [−1, 1], thus 1 −QTi Qi ≥ 0. Now, by upper bounding the left-hand side
of (22), we elaborate a sufficient condition to fulfill it:∣∣∣∣∣∣(QTi Qi − 1)x˜i +QTi
∑
j∈S\{i}
Qj x˜j + f(δ)
∣∣∣∣∣∣ < |x˜i|
(1−QTi Qi)|x˜i|+
∣∣∣∣∣∣QTi
∑
j∈S\{i}
Qj x˜j
∣∣∣∣∣∣+ |f(δ)| < |x˜i|∣∣∣∣∣∣QTi
∑
j∈S\{i}
Qj x˜j
∣∣∣∣∣∣+ |f(δ)| < QTi Qi|x˜i|
d
∣∣∣∣∣∣QTi
∑
j∈S\{i}
Qj
∣∣∣∣∣∣+ |f(δ)| < QTi Qi|x˜i|.
(23)
The thesis follows from the fact that for any i ∈ S, |x˜i| ≥ c. 
Remark 1 In [20], an orthogonalizing pre-processing is applied to work with Q
instead of A, based on the observation that the coherence of Q is smaller than the
coherence of A, as Q is a tight frame. The research on tight frames is currently
active, see, e.g., [18, 43, 15], as they can approximate equiangular frames, which
are the ones that achieve the Welch bound, i.e. the minimal coherence, see [22,
Chapter 5].
From this observation, for i, j ∈ S, we have |QTi Qj | ≤ ‖Qi‖2‖Qj‖2µ(QS) ≤
‖Qi‖2‖Qj‖2µ(AS), which can be used to simplify (12) as follows:
d(k − 1)‖Qj‖2µ(AS) + |f(δ)| < ‖Qi‖2c. (24)
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Remark 2 In practice, conditions (12) or (24) are not verifiable, as S is not
known. However, if some prior information on the structure of A is avail-
able, one can experimentally estimate its coherence properties, then the sufficient
number of measurements m on average, see Remark 3 for a deeper discussion.
On the other hand, also the range [c, d] might be unknown a priori. However, it
is reasonable to assume that one can estimate it from some physical knowledge
of the parameters or from training data.
4.2 Analysis of `1 stage
Theorem 1 provides conditions under which the first stage of `2+`1 is successful.
Once the signs are correctly given, we can tackle the second stage, for which
sufficient success conditions are provided in Theorem 1 in [11]. Here, we propose
a refined result, that states sufficient conditions to obtain the correct support.
In the following, we assume that, in the final estimate, all the components with
magnitude smaller than a given threshold τ are considered as null. This pol-
ishing is a common practice in sparse optimization, in particular when iterative
solvers are used, and stopped before complete convergence. Such τ is usually
assessed from a training dataset. In our case, if c is known, it makes sense to
set τ = c2 as threshold between zeros and non-zeros. Otherwise, we assume to
be able to set a suitable lower bound τ < c2 from a training dataset.
Theorem 2 Let us consider the setting of Theorem 1, and let us assume that
Problem (7) provides the right s(x˜). Let
φ :=
√
m(2∆y + ∆A(k + k̂)d) (25)
where k̂ is the estimated sparsity level, and
γ(A) := max
i∈S
∑
l∈S,l 6=i
|ATi Al|+ max
j∈SC
∑
l∈S
|ATj Al| (26)
where SC is the complementary of S. Let τ be the above defined polishing thresh-
old. If there exists ξ > 0 such that{
φk ≤ τξ
γ(A) ≤ 1− 2ξ (27)
then the solution of Problem (9) exactly provides S, i.e., it selects the correct
significant parameters.
Proof Let β ∈ Rn be the solution of Problem (9) and w = β − x˜, where x˜
is the true vector to be recovered.
If ‖w‖∞ < τ for a suitable threshold τ ≤ c2 , then the support of x˜ can be
obtained from the support of β. Therefore, our goal is to prove that ‖w‖∞ <
τ . We proceed by contradiction, by assuming that there is a component j ∈
{1, . . . , n} such that
|wj | > τ. (28)
The key idea of the proof is to formulate an LP problem in |w|, which shows
that condition (28) is inconsistent with the assumption that β solves Problem
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(9). In order to formulate this problem, we first notice that:
‖Aw‖∞ = ‖Aβ −Ax˜‖∞
≤ ‖Aβ − y‖∞ + ‖Ax˜− y‖∞
≤ ∆y + ∆A
n∑
i=1
βi + ∆y + ∆A
n∑
i=1
x˜i
≤ 2∆y + ∆A(k + k̂)d
(29)
where k̂ is the sparsity level of β, and can be upper bounded by n.
Then, given |w| = (|w1| . . . , |wn|)T , we have
|w| = |w +ATAw −ATAw|  |ATAw|+ |I −ATA| |w|. (30)
Now, let us define
Γ := I − |I −ATA| ∈ Rn,n.
It is worth noticing that, for i 6= l, Γi,l = −|ATi Al| < 0, while Γi,i = 1 − |1 −
A
T
i Ai| = 1. Then, we can write
Γ|w|  |ATAw|. (31)
Furthermore, from (29), we obtain the following bound for |ATi Aw|, for each
i ∈ {1, . . . , n}
|ATi Aw| ≤ ‖Ai‖2‖Aw‖2 ≤ ‖Aw‖∞
√
m ≤ φ (32)
From equations (31) and (32), we obtain
Γ|w|  φ1n (33)
Moreover, as explained in [17, 11], the following holds:
‖β‖1 − ‖x˜‖1 ≥ ‖w‖1 − 2‖wS‖1 = ‖wSc‖1 − ‖wS‖1 (34)
where S is the support of x˜, and Sc is its complementary.
As stated above, we assume that for some j, |wj | ≥ τ . Then, by merging
(33) and (34), we can formulate the following LP problem in z := |w|:
min
z∈Rn+
hT z
s.t.
(
Γ
−eTj
)
z 
(
φ1n
−τ
) (35)
where h ∈ {−1, 1}n has components equal to −1 on S, and +1 elsewhere, so
that hT z = ‖wSc‖1 − ‖wS‖1, and ej ∈ Rn is 1 in position j and 0 elsewhere.
If Problem (35) has a solution with positive penalty, then β is not a solution
of Problem (9), since from (34) its `1 norm in not minimal in the feasible set.
Then, to prove the contradiction, it is sufficient to show that a solution of
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Problem (35) with positive penalty exists. To this purpose, we build the dual
problem:
max
ζ∈Rn+1+
(−φ1Tn , τ)ζ
s.t.
( −Γ, ej ) ζ  h (36)
For notational simplicity, let ζ = (uT , ν)T , u ∈ Rn+, ν ∈ R+, so that:
max
u∈Rn+,ν∈R+
− φ
n∑
i=1
ui + τν
s.t. − Γu+ ejν  h
(37)
Now, we show that there exists a choice of u and ν such that, in Problem
(37), the penalty is positive and the constraints are satisfied. Based on the
zero duality gap between primal and dual in LP problems, see, e.g., [33], which
implies that β is not a solution of Problem (9). Specifically, we propose a vector
u with support on S and constant non-zero values:
u = ψ1S , ψ ∈ R+ (38)
Then, Problem (37) has positive penalty if
− φkψ + τν ≥ 0 (39)
along with the condition
− Γu+ ejν = −ψΓS1S + ejν  h. (40)
We study this condition by distinguishing the cases j ∈ SC and j ∈ S.
Case 1: j ∈ SC
Condition (40) can be split as follows:
1) for each i ∈ S : − ψ
∑
l∈S
Γi,l ≤ −1
2) for each i ∈ Sc, i 6= j : − ψ
∑
l∈S
Γi,l ≤ 1
3) j ∈ Sc : − ψ
∑
l∈S
Γj,l + ν ≤ 1.
(41)
Case 2: j ∈ S
The procedure is similar to that of Case 1, and yields
1) for each i ∈ S, i 6= j : − ψ
∑
l∈S
Γi,l ≤ −1
2) j ∈ S : − ψ
∑
l∈S
Γj,l + ν ≤ −1
3) for each i ∈ Sc : − ψ
∑
l∈S
Γj,l ≤ 1.
(42)
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Finally, we merge Case 1 and Case 2. We notice that conditions (41) and (42)
are both satisfied if
1) for each i ∈ Sc : − ψ
∑
l∈S
Γi,l + ν ≤ 1
2) for each i ∈ S : − ψ
∑
l∈S
Γi,l + ν ≤ −1.
(43)
By recalling the definition of Γ and the fact that its diagonal components are
equal to 1, while the off-diagonal components are negative, the equations (43)
are equivalent to
1) for each i ∈ Sc :
∑
l∈S
|ATi Al| ≤
1− ν
ψ
.
2) for each i ∈ S :
∑
l∈S,l 6=i
|ATi Al| ≤ 1−
1 + ν
ψ
(44)
By considering the maximum of the left-hand sides of the two last inequalities,
and by summing the two inequalities, we obtain (27) with ξ = νψ . Vice versa, it
is easy to prove that (27) imply (44) if either ψ = (maxi∈SC
∑
l∈S |ATi Al|+ξ)−1
or ψ = (maxi∈S
∑
l∈S,l 6=i |ATi Al|+ ξ − 1)−1, and ν = ξψ. 
Remark 3 In practice, conditions (27) are not verifiable, as S is unknown.
However, one can experimentally estimate their validity. As an example, in
Fig. 2, we evaluate γ from data for Gaussian matrices and ARX systems (5)-
(6).
Remark 4 Similarly to Remark 1, we can rewrite (27) in terms of coherence of
A. Concerning Case 1 in the proof of Theorem (2), for each i ∈ S, ∑l∈S Γi,l ≥
1− (k − 1)µ(AS). If 1− (k − 1)µ(AS) > 0, a sufficient condition to satisfy the
first inequality in (41) is
(k − 1)µ(AS) ≤ 1− 1
ψ
. (45)
Similarly, a sufficient condition to satisfy the second inequality in (41) is
kµ(ASc) ≤ 1
ψ
. (46)
Finally, by setting ν < 1, a sufficient condition to satisfy the third inequality
in (41) is
kµ(ASc) ≤ 1− ν
ψ
(47)
which is stronger than condition (46). By the same procedure, for Case 2 we
obtain the additional condition:
(k − 1)µ(AS) ≤ 1− 1 + ν
ψ
(48)
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which is stronger than condition (45). By merging these observations, we con-
clude that conditions (27) are satisfied if the following conditions hold:
φkψ ≤ τν
kµ(ASc) ≤ 1− ν
ψ
(k − 1)µ(AS) ≤ 1− 1 + ν
ψ
(49)
These coherence-based conditions are milder than state-of-the-art, coherence-
based CS results, see, e.g., [24, 25], which require k ≤ 12
(
1 + 1µ(A)
)
. As a
matter of fact, this condition is rather stringent: for example, if k = 2, one
must have µ(A) ≤ 13 . In contrast, if we consider ν very small, we have the
condition kµ(ASc) + (k − 1)µ(AS) ≤ 1, which allows larger µ(A) provided that
µ(AS) is small, which is generally the case when k  n.
5 Numerical results
In this section, we present some numerical results. First, we consider a purely
static EIV sparse linear regression, with Gaussian A. Second, we tackle an
EIV ARX system identification problem. In this second experiment, we do not
leverage the Toeplitz structure of A, defined in (6). This refinement is left for
future work.
To illustrate the effectiveness of our method, we compare it with the state-
of-the-art BPDN∞ [16, 11] and Lasso [41, 42]. In our experiments, we use the
alternating direction method of multipliers (ADMM, [4]) as convex solver. We
choose ADMM because it is easy to implement, even on distributed and parallel
architectures, see, e.g., [4, 35, 21]. However, any convex solver can be used for
the purpose.
The performance is evaluated in terms of support recovery, that is, of the
identification of the non-zero parameters. This is the substantial problem, as
once the support is known, the values of the non-zero parameters ca be assessed,
e.g., by least-squares. Specifically, in our results we show the rates of exact
support recovery: we count as 0 a failed support recovery, and as 1 a successful
support recovery.
For both experiments, we consider n = 100 and ∆y = ∆A = ∆. The
proposed results are averaged over 200 random runs. A and y are perturbed
versions of A and y with maximum error ∆.
5.1 EIV static sparse linear regression
In the first experiment, we consider an EIV static sparse linear regression, i.e.,
the components of A are not correlated. More precisely, we consider A ∈ Rm,n
with independent components, generated according to a Gaussian distribution
N (0, 110 ). We set k = 10, and we analyze the performance for different values
of ∆ and m. The support of the true x˜ is generated uniformly at random while
the non-zero entries are uniformly distributed in [−d,−c] ∪ [c, d], with c = 12
and d = 1.
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Figure 2: γ for A ∈ Rm,n, n = 100, and Q ∈ Rm,n, obtained from A through the
orthogonalizing pre-processing by [20]; QS . Standard Gaussian matrices (first
row) and ARX matrices (6) with Gaussian noise with variance 10−2 (second
row) are considered. The results are averaged over 500 runs. The green color
highlights the cases where γ(A) < 1, which guarantees the exact support recov-
ery for 2kψ/c ≤ ξ = (1 − γ)/2. As expected, 1) Q is more successful than A,
and 2) Gaussian, uncorrelated matrices are more successful than ARX matrices.
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Figure 3: First experiment: EIV linear regression with Gaussian A.
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In Fig. 3, we see that the signs s(x˜) are recovered with high probability, with
no particular sensitivity to noise. Further, in Fig. 3, we show the exact support
recovery rates at different ∆ = ∆A = ∆y and m. For each ∆, the measured
signal-to-noise-ratio (SNR) is reported as well. The measured SNR (in dB) is
defined as 10 log10
‖y‖22+‖A‖2F
‖δy‖22+‖δA‖2F
, where ‖ · ‖F is the Frobenius norm. The con-
sidered range for ∆ is [0.004, 0.022], which corresponds to an SNR varying from
33 to 18 dB. We can observe that the proposed `2 + `1 algorithm outperforms
both BPDN∞ and Lasso, achieving more than 90% of success at 25 dB, for a
sufficiently large m. In particular, Lasso turns out to be definitely ineffective
for this fully-perturbed framework.
5.2 Identification of ARX system
In the second experiment, we consider the EIV ARX problem as illustrated
in Section 2. Since A has correlated components, the coherence is larger if
compared to the first experiments. Therefore, from our theoretical results in
Section 4, we expect lower performance if compared to Gaussian matrices. This
is also observed in Fig. 2. As mentioned above, we do not leverage the Toeplitz
structure of A. We set k = 10 and [c, d] = [0.2, 0.4]. The values of c and d
are smaller than that of previous experiment to guarantee the stability of ARX
system. The input is Gaussian N (0, 110 ).
In Fig. 4, we can see that the general performance of all the algorithms
is slightly degraded if compared to the previous experiment, see Fig. 3. For
this epxeriment, the considered range for ∆ is [0.002, 0.011], which corresponds
to an SNR varying from 39 to 24 dB. However, the hierarchy is the same: the
proposed `2+`1 method is always better than BDPN∞ and Lasso. In particular,
the `2 + `1 achieves 90% of success, in terms of support recovery, at 28 dB, for
a sufficiently high m.
6 Conclusions
In this paper, we tackle the problem of sparse linear regression from compressed
measurements when all the available data are perturbed by noise. The assump-
tion of fully-perturbed data is the most realistic one; nevertheless, the related
problem is intrinsically non-convex, thus difficult to solve. In this work, we show
that, if perturbations are known to be bounded, an efficient linear programming
relaxation is possible. This approach requires to priorly estimate the signs of
the solution; for this task, we propose and analyze a Tikhonov approach. The
effectiveness of each stage of the proposed strategy is analyzed and sufficient
conditions for success are provided. Furthermore, numerical results are pro-
posed to show the performance in practice, on static and dynamic systems. The
proposed approach is more effective than the state-of-art methods, in particular
for high rate of measurements compression.
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Figure 4: Second experiment: EIV ARX system (6).
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