Twomey Effect of Trade Wind Cumuli by Werner, Frank
Twomey Effect of Trade Wind
Cumuli








von Dipl.-Met. Frank Werner
geboren am 05.11.1983 in Gera / Thüringen
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Referat:
In der vorliegenden Arbeit werden aufwärtsgerichtete spektrale Strahldichten analysiert,
die über subtropischen Passatwindwolken nahe Barbados gemessen wurden. Ein neuer
Messaufbau mit zwei hubschraubergetragenen Plattformen erlaubte erstmals eine gleichzei-
tige Beobachtungen von hochaufgelösten mikrophysikalischen und optischen Wolkeneigen-
schaften, Anzahlgrößenverteilungen von Aerosolpartikeln und der am Wolkenoberrand re-
flektierten Strahlung. Dieser Datensatz ermöglicht die experimentelle Beobachtung und
quantitative Einschätzung des ersten indirekten Aerosoleffektes von tiefen Warmwasser-
wolken. Mithilfe der spektralen Strahldichtedaten werden Methoden vorgestellt, die es er-
lauben, Messdaten zu identifizieren, die von der Albedo der Wasseroberfläche, sowie von
drei–dimensionalen Strahlungseffekten beeinflusst werden. Ein statistisches Maß wird erar-
beitet, welches eine quantitative Einschätzung der Wolkeninhomogenität von einzelnen Mes-
sflügen ermöglicht. Die beobachteten Wolkenfelder in der Passatwindregion sind durch eine
mitt-lere bis hohe Inhomogenität bezüglich der Strahldichten im sichtbaren Wellenlängen-
bereich charakterisiert. Der Einfluss der hohen Inhomogenität der untersuchten Passatwind-
wolken auf die Fernerkundung der optischen Dicke und des effektiven Tropfenradius werden
quantifiziert. Mithilfe von Strahlungstransferrechnungen wird gezeigt, dass die Vernachläs-
sigung der oft beobachteten dünnen, überlagerten Eiswolken in den gängigen Ableitungsver-
fahren zu einer Überschätzung des effektiven Tropfenradius um bis zu 50% und einer Unter-
schätzung der optischen Dicke um bis zu 6% führt. Ein neuer Fernerkundungsalgorithmus
wird vorgestellt, der den Einfluss des überlagerten Zirrus minimiert und verlässliche Ergeb-
nisse für den effektiven Tropfenradius und die optische Dicke liefert. Ein Vergleich der
Ergebnisse des neuen Algorithmus mit in situ gemessenen effektiven Tropfenradien zeigt eine
hohe Übereinstimnung von ±1µm. Die so gewonnenen optischen und mikrophysikalischen
Wolkenparameter werden anschließend genutzt, um den ersten indirekten Aerosoleffekt für
tiefe Warmwasserwolken zu charakterisieren. Hierfür wird die relative Empfindlichkeit des
effektiven Tropfenradius, der optischen Dicke und der Wolkenreflektivitat gegenüber einer
Änderung der Aerosolpartikelkonzentration bestimmt. Diese liegt für alle Parameter im
Bereich der maximal möglichen Empfindlichkeit von 0.33, die aus der Theorie für homogene
Wolken folgt. Parameterisierungen der beobachteten Wolkenparameter, basierend auf den
berechneten relativen Empfindlichkeiten gegenüber der Aerosolpartikelkonzentration und des
Flüssigwasserpfades, werden vorgestellt. Die parameterisierten und tatsächlich gemessenen
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Abstract:
In this thesis upward spectral radiances are analyzed, which were sampled above subtropical
trade wind cumuli near Barbados. Data were collected by a new measurement setup con-
sisting of two payloads attached to a helicopter. This unique approach allows for collocated
measurements of high–resolution microphysical cloud data, aerosol particle number size dis-
tributions and the radiation reflected from cloud top, yielding a quantification of the first
indirect aerosol effect of shallow water clouds. With the help of the spectral radiation data
methods are introduced which help to identify cloud data that are influenced by the albedo
of the water surface, as well as three–dimensional radiative effects. A statistical measure of
cloud inhomogeneity is introduced, characterizing the observed trade wind cumuli to exhibit
medium to high inhomogeneity with respect to upward radiances in the visible wavelength
range. The influence of the substantial cloud inhomogeneity on the remote sensing of the
cloud optical thickness and the effective droplet radius is quantified. It is shown, that misrep-
resentation of the often observed overlying thin cirrus layers in the usual retrieval approaches
yields an overestimation in retrieved effective droplet radius of up to 50% and and under-
estimation in retrieved cloud optical thickness of up to 6%. A new retrieval algorithm is
introduced which minimizes the effects of the overlying cirrus without a priori knowledge of
its properties. The results from the new algorithm are compared to in situ observations of
the effective droplet radius, yielding a high agreement of ±1µm. Relative susceptibilities of
the retrieved microphysical and optical cloud parameters, as well as cloud top reflectivities,
are derived to quantify the first indirect aerosol effect for subtropical trade wind cumuli.
These relative susceptibilities are in the range of the maximum possible susceptibility fol-
lowing the theory for homogeneous clouds. Parameterizations of the cloud optical thickness
and the effective droplet radius as a function of the derived relative susceptibilities and the
liquid water path are introduced. The parameterized and measured parameters agreee with
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The latest report of the Intergovernmental Panel on Climate Change (IPCC, 2013)(AR5)
concludes that the understanding about aerosol–cloud interactions, although in the focus
of researchers for several decades, still exhibits high uncertainties. Their representation
in models is still rather poor or non–existent. The total effective radiative forcing due to
aerosol–cloud and aerosol–radiation interactions, which characterizes the radiative impact of
aerosols including rapid adjustments, is estimated to be −0.9Wm−2 with a range of (−1.9
to −0.1)Wm−2, which means a net cooling. An introduction to aerosol–cloud interactions,
usually referred to as indirect aerosol effects, is given by Lohmann and Feichter (2005). The
major contributors to the effective radiative forcing are the first indirect aerosol effect (also
called Twomey effect), describing an increased cloud albedo with an increase in aerosol load-
ing, and second indirect aerosol effects (usually named cloud lifetime effects), describing a
descreased precipitation efficiency with an increase in aerosol particle concentrations. Experi-
mental studies on the first indirect aerosol effect often concentrate on maritime stratocumulus
with no ice phase (Feingold et al., 2001, 2003; McComiskey et al., 2009; Twohy et al., 2005),
because the three–dimensional (3D) cloud structure and multiple liquid phases of different
cloud types (e.g., shallow cumuli, Arctic mixed–phase clouds, deep convective clouds) add
additional uncertainties to the observations. In these studies mostly the response of the cloud
droplet sizes to an increase in aerosol loading is described, because collocated sampling of
microphysical and reflectivity data is challenging.
The objective of this work is to quantify the first indirect aerosol effect for subtropical
maritime shallow cumuli. The inhomogeneous 3D structure of these clouds requires a high
temporal and spatial resolution. The presented data benefit from a unique measurement
setup which allows truly collocated sampling of aerosol, cloud microphysical, and radiation
data with high spatial and temporal resolution.
This introduction, which is partly published by Henrich et al. (2010), and Werner et al.
(2013, 2014), gives a brief description of subtropical trade wind cumuli, and the challenges in
the remote sensing of their properties, which arise from cloud inhomogeneities and frequently
observed overlying cirrus in the trade wind regime. A brief introduction in the first indirect
aerosol effect and the findings of recent studies is given. The introduction is concluded by
stating the main objectives of this work.
1.1 Shallow Trade Wind Cumuli
Shallow trade wind cumuli are an important component of the Earth’s radiation budget in











Figure 1.1: Sketch of the trade wind regime and the formation of trade wind cumuli. Adapted from
Stevens (2005).
a cooling effect (Warren et al., 1988). The trade wind regime is located in the subtropics,
as illustrated in Figure 1.1. Trade wind cumuli are formed by convection, albeit under
more uniform conditions compared to convection over land (Malkus, 1954). In the trade
wind regime large–scale subsidence, associated with the descending branch of the Hadley
circulation, prevails and clouds remain shallow under the so–called trade wind inversion
(Stevens et al., 2001). Trade wind cumuli play a crucial role in the transport of moisture,
momentum and heat into the free troposphere (Tiedtke, 1989). Additionally, due to their
high solar reflectivity and temperature being close to the surface temperature, trade wind
cumuli have a cooling effect on the Earth’s radiation budget (Albrecht, 1989).
Several field campaigns and observations have been performed to investigate the forma-
tion and microphysical characteristics of trade wind cumuli. These include the Barbados
Oceanographic and Meteorological Extensive field campaign (BOMEX) in 1969 (Davidson,
1968; Holland and Rasmussion, 1973), the Atlantic Trade wind Experiment (ATEX) in 1969
(Augstein et al., 1973), and the Rain In Cumulus over the Ocean (RICO) campaign in 2007
(Rauber et al., 2007). Still, open issues remain, including the influence of chemical compo-
sition of aerosol particles and the vertical wind on cloud condensation nuclei, as well as the
influence of cloud microphysical properties (such as the droplet number size distribution)
on the formation of shallow cumulus convection (Xue et al., 2008). Moreover, quantifying
the impact of aerosol particles and microphysical properties of trade wind cumuli on pre-
cipitation, especially regarding the warm rain process, remains challenging (Kogan et al.,
2012).
The Clouds, Aerosol, Radiation, and tuRbulence in the trade wind regime over BArbados
(CARRIBA) campaign from November 2010 and April 2011, which yields data presented in
this work, aims to answer some of the persisting open issues regarding shallow trade wind
cumuli.








Figure 1.2: Illustration of the representation of a real cloud by the Independent Pixel Approximation
(IPA). Vertical photon transport is illustrated by the double arrows.
1.2 Issues in Remote Sensing of Shallow Trade Wind Cumuli
Trade wind cumuli are characterized by inherent inhomogeneities in their macrophysical and
microphysical properties. They have a 3D cloud structure with regard to microphyisical
and optical properties. This leads to horizontal photon transport of solar radiation. In one–
dimensional (1D) radiative transfer clouds are represented as independent columns consisting
of vertical pixels, with vertical photon transport from pixel to pixel within one column. How-
ever, horizontal photon transport from column to column is not permitted. This means that
3D radiative effects are not represented which might cause a bias in retrieved cloud proper-
ties. This assumption is called Independent Pixel Approximation (IPA). The representation
of a real cloud by IPA is shown in Figure 1.2. Horizontal photon transport yields areas with
shadows and high illumination. These effects are not represented by IPA. Within each col-
umn (pixel), clouds are assumed to be plane parallel and homogeneous (PPA, Plane Parallel
Approximation). For small pixel sizes ignoring horizontal photon transport introduces a bias
due to the IPA Cahalan et al. (1994). Increasing the pixel size reduces the error inherent
in the IPA, while increasing the error by assuming plane parallel homogeneous clouds. Bi-
ases in retrieved cloud optical thickness τ are about ±5%, as shown by Zinner and Mayer
(2006). Marshak et al. (2006) reported on the influence of 3D cloud structure on the remote
sensing of the effective cloud droplet radius reff . While the retrieval in cloud shadow areas
substantially overestimates reff and underestimates τ , illumination decreases retrieved values
of reff and increases τ (when ignored in 1D retrievals). The reff bias due to illumination is
found to be less than that due to shadowing, which yields an overall positive bias in reff
retrievals. Partially cloud covered pixels will lead to a positive bias in retrieved reff and an
underestimation of τ of about 20%.
High–resolution measurements and appropriate methods to filter cloud parts which are influ-
enced by 3D radiative effects are required to yield reliable remote sensing results. 3D effects
constitute a major challenge in the airborne passive remote sensing of trade wind cumuli.
Further problems are caused by frequently observed overlying cirrus, which may have a signif-
icant impact on the retrieval of cloud properties (Chang and Li, 2005) as well. According to
Stordal et al. (2004) the global cirrus cloud cover in the trade wind region is 10−25 % with a
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positive trend. The overlying cirrus is not easy to consider in the retrieval due to the influence
of different ice crystal habits on the radiative field as described by Wendisch et al. (2005,
2007), and Eichler et al. (2009). Additional information from Light Detection And Rang-
ing (LiDAR) or satellite measurements are helpful to appropriately consider the overlying
cirrus, which often is temporally and spatially inhomogeneous, or subvisible. Alternatively,
improved retrieval algorithms might mitigate the effects of overlying cirrus on retrieved reff
and τ .
1.3 First Indirect Aerosol Effect
The optical and microphysical properties of shallow cumulus, as well as the solar radia-
tion reflected by the cloud are influenced by aerosol particle properties such as the particle
number concentration or particle size. The increase of cloud condensation nuclei (CCN)
acts to decrease reff , to increase droplet number concentration, and subsequently to in-
crease the cloud albedo for a constant liquid water path (LWP ). This chain of effects
is known as the first indirect aerosol effect (Twomey effect), and has been discussed by
Twomey (1977), Ackerman et al. (2000), and others. However, observations of the Twomey
effect are difficult to discriminate from effects caused by different meteorological condi-
tions (Stevens and Feingold, 2009), which leads to uncertainties in the quantification of the
Twomey effect (Bony and Dufresne, 2005).
Remote sensing data of the Twomey effect in maritime stratocumulus have been reported
by Feingold et al. (2001, 2003) and McComiskey et al. (2009). These authors report a cor-
relation of the relative change in reff and varying aerosol particle number concentration.
However, most of these studies were performed with ground–based aerosol instrumentation
or involve the total aerosol particle number concentration, which includes particle size ranges
that are below the activation diameter for cloud droplets (Ditas et al., 2012).
Expanding the experimental study of the first indirect aerosol effect from stratocumulus to
shallow cumulus requires high resolution measurements, which are commonly sampled by two
approaches: (i) Either a single aircraft measured both in situ microphysical cloud parameters
(inside cloud) and radiative quantities (above cloud), consecutively at different times, or (ii)
two or more aircraft observe the cloud by in situ and remote sensing measurements seeking to
fly atop of each other to sample simultaneously radiation above and microphysical properties
within the cloud. The two setups are illustrated in Figure 1.3. Setup (i) has the disadvantage
of spatial and temporal displacement of the measurements, while setup (ii) is rather difficult
from a practical point of view (due to flight restrictions) and expensive to realize. A third
approach includes closely collocated measurements of in situ and radiative quantities using
towed platforms dragged by aircraft or helicopter. This approach have been introduced
by Frey et al. (2009), and Henrich et al. (2010). The towed platforms collect in situ data
inside clouds, while radiation data are collected above cloud by instruments installed on the
airplane or helicopter. The low true air speed of a helicopter of about 15m s−1 has distinct
advantages over a fast–flying airplane for sampling inhomogeneous trade wind cumuli. Such
cumuli typically have a horizontal extent of 1000m or less, which requires a high spatial






Figure 1.3: Sketch of different flight strategies: i) a single aircraft samples both in situ and remote
sensing data or ii) two or more aircraft sample in situ and remote sensing data.
resolution of the measurements as provided by slowly flying helicopters. With a sampling
rate of 5Hz this yields about 250 data points per cloud, depending on the average cloud
extension. Conversely, by using a fast airplane (speed ≥ 50m s−1) lower sampling statistics
are obtained. On the other hand, a helicopter is not well suited to accommodate an upward
looking radiation sensor. This introduces the need for radiative transfer calculations in order
to specify downward solar radiation.
1.4 Objectives of the Thesis
This work aims to quantify the first indirect aerosol effect by analyzing spectral cloud reflected
radiation data sampled by the Spectral Modular Airborne measurement sysTem (SMART–
HELIOS). These data were accompanied by closely collocated measurements of aerosol pa-
rameters, in situ cloud microphysical data collected by the Airborne Cloud Turbulence Ob-
servation System (ACTOS) during the Clouds, Aerosol, Radiation, and tuRbulence in the
trade wind regime over BArbados (CARRIBA) observations. The measurements near Bar-
bados were characterized by consistent meteorological conditions in the trade wind regime.
This behavior was already mentioned by early observations from Malkus (1954, 1956, 1958).
Three important questions will be answered in the thesis:
• What determines cloud inhomogeneity in trade wind cumuli and are 3D radiative effects
identifiable from spectral radiation measurements?
• What is the influence of overlying cirrus on the retrieval of τ , reff and LWP of the
sampled trade wind cumuli, and is there a way to retrieve these quantities without
knowledge of the cirrus properties?
• How susceptible are the cumuli to aerosol loading and can the Twomey effect for
subtropical shallow cumuli be quantified and parameterized?
1.5 Outline
The outline of this thesis is as follows: The radiative and microphysical quantities used in
this work are described in Chapter 2. The radiation measurements and calibration procedure
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are described in Chapter 3. Additional explanations of the in situ microphysical and aerosol
measurements and the CARRIBA campaign are given. The radiative effects due to cloud
inhomogeneity are discussed in Chapter 4. In a first step cloud inhomogeneity is quantified
and measures are derived, which enable filtering data that are influenced by 3D radiative
effects. The retrieval of the trade wind cumulus variables τ , reff and LWP follow and the
effects of cloud inhomogeneity and overlying cirrus on the retrieval are analyzed in Chapter
5. Here a new retrieval approach is explained, mitigating the effect of overlying cirrus. The
analysis of the first indirect effect follows in Chapter 6. This thesis finishes with a summary
and an outlook in Chapter 7.
7
2 Definitions
In this chapter the fundamental radiometric properties (Section 2.1), as well as cloud opti-
cal (Section 2.2) and microphysical quantities (Section 2.2.3) are introduced. The radiative
transfer equation (RTE) and the respective numerical solution models for the RTE are de-
scribed in Section 2.3. A description of the power spectral analysis is given in Section
2.4. Definitions in this chapter follow the textbooks of Bohren and Clothiaux (2006), Petty
(2006), and Wendisch and Yang (2012).
2.1 Radiative Quantities
The radiant energy Erad passing through an infinitesimal area element d2A in a time interval





Φλ(t) defines the power of radiant energy at the time t and has the units J s−1 nm−1, which
can be expressed as Wnm−1). Normalizing Φλ to the corresponding area element d2A results








Fλ, also called spectral irradiance, has the unit of Wm−2 nm−1 and quantifies the spectral
radiant energy flux trough the unit area from the complete hemisphere. The area element
d2A is considered horizontal for atmospheric applications. This means that the orientation
unit vector perpendicular to d2A (!n) is pointing in zenith direction. Conversely, Erad within
a solid angle element d2Ω , which is pointed in the direction of propagation !s, is quantified






dt dλ cos θ d2Ad2Ω
. (2.3)
The spectral radiance has the unit of Wm−2 nm−1 sr−1. The geometry for the definition
of Iλ(!s) is illustrated in Figure 2.1. The solid angle element d2Ω can be defined by the
directional angles θ (zenith angle) and ϕ (azimuth angle) as:
d2Ω = sin θ dθ dϕ, (2.4)
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Figure 2.1: Illustration of the definition of radiances.
and has the unit of sr. In the definition of the radiance the respective area element is the
projection of d2A onto the perpendicular plane to the direction of propagation !s, given by
the relation:
d2A⊥ = cos θ · d2A. (2.5)









Iλ(θ,ϕ) · cos θ · sin θ dθ dϕ. (2.6)
Since for atmospheric applications the area element d2A is horizontal, Fλ corresponds to
the upper and lower hemisphere and the respective upwelling irradiance F ↑λ and downwelling






Iλ(θ,ϕ) · cos θ · sin θ dθ dϕ (2.7)





Iλ(θ,ϕ) · cos θ · sin θ dθ dϕ. (2.8)
Comparably, according to the orientation of !s, the radiance can be upwelling I↑λ(!s) or down-
welling I↓λ(!s). For atmospheric applications F
↓
λ is determined by the position of the Sun
(described by the solar zenith angle θ0 and solar azimuth angle ϕ0) and the radiation field is
anisotropic. Here, F ↓λ has a direct and diffuse component. F
↑
λ has a diffuse component only.
In case of an isotropic radiation field the radiance is independent of the orientation of !s and
it follows:
Fλ = π sr · Iλ. (2.9)
2.2. CLOUD PROPERTIES 9
2.2 Cloud Properties
The quantities Fλ and Iλ(!s) yield the spectral reflectivity γλ and the spectral albedo ρλ.
Concerning clouds in the atmosphere both quantities depend on the cloud top altitude ztop
and are defined as:
γλ(ztop) =
I↑λ(θ = π, ztop)
F ↓λ (ztop)





From Eq. (2.9) follows that for isotropic conditions γλ(ztop) = ρλ(ztop). Conservation of
energy limits the range of ρλ(ztop) to values between 0 and 1. γλ(ztop) can have values larger
than 1.
2.2.1 Single–Scattering Properties
The interaction between atmospheric radiation and individual particles within the atmo-
sphere (gas molecules, cloud and aerosol particles) is described by the extinction cross
section Cext, the single–scattering albedo ω̃ and the scattering phase function P,
which are defined by the mass/cross–section area, the spectral complex index of refraction
ñ, the particle shape, size and orientation. Since liquid water droplets are spherical, Mie–
theory yields an analytical solution for these quantities (Mie, 1908; Bohren and Huffman,
1998). The single–scattering properties of non–spheric particles, such as ice crystals and
aerosol particles, cannot be described by an analytical solution and numerical methods have
to be provided. Spectral single–scattering properties of different ice crystal shapes and sizes
are published by Baum et al. (2005a,b), Yang et al. (2005), Baum et al. (2007) and others.
The extinction cross section Cext defines how effective an individual particle attenuates at-
mospheric radiation. It is defined by the radiant energy flux subject to extinction (Φext)





It can also be derived by adding up the scattering cross section Csca and the absorption cross
section Cabs:
Cext = Csca + Cabs. (2.13)
The unit of Cext is m2.
The dimensionless particle single–scattering albedo ω̃ characterizes the probability of atmo-
spheric radiation being absorbed or scattered by a particle. It is derived from the optical
cross sections via:
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D = 9.5 µm
D = 18.5 µm









Figure 2.2: a) Single scattering albedo ω̃ as a function of wavelength λ for two different liquid water
cloud droplet diameters D. (b) Imaginary part of index of refraction ñi as a function of λ for liquid





ω̃ ranges between 0 and 1, where values close to 1 indicate weak absorption by the cloud
particle. Both Cabs and ω̃ define the probability of absorption and are closely related to the
imaginary part of the refractive index ñi .
Figure 2.2 shows ω̃ and the ñi as a function of wavelength λ in the visible and near–infrared
spectral range. Around 1500 nm and 1900 nm wavelength liquid water shows increased ab-
sorption features, depending on the diameter D of the cloud droplet. ω̃ decreases with
increasing droplet size. It is obvious that both quantities are closely related, since the prob-
ability of absorption increases (decreasing ω̃) where an increase in ñi is visible.
For the scattering processes the dimensionless scattering phase function P defines the an-
gular probability distribution of scattered atmospheric radiation from the incident direction





P([µinc,ϕinc] −→ [µ,ϕ]) dµ dϕ = 4π sr. (2.15)
For particles that are symmetric in the azimuth direction (such as liquid cloud droplets)
or for azimuthal averaging (in case of complex ice crystal forms) the relation between the
incident and scattered direction in the scattering plane is given by the scattering angle ϑ:





Figure 2.3 illustrates the scattering phase function P for a single cloud droplet. A second
curve shows P for a solid column. Differences, arising mainly from the different shapes and
sizes, are obvious. P of solid columns is smoother than P of the water droplets, which
comes from the azimuthal averaging in case of the ice crystals. The phase function of the ice
crystals exhibits a strong forward peak, while the forward peak is truncated for the liquid
water droplet.
The numerical treatment of P in the radiative transfer equation is realized via expansion
into a series of Legendre polynomials:
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Figure 2.3: Scattering phase function P as a function of scattering angle ϑ for a single cloud droplet
with a diameter of 12µm and a refractive index of ñ = 1.33 + 1.674e−8i and an ice crystal (column)




bi · Pi(cos θ). (2.17)
The factors bi are the dimensionless Legendre moments and Pi(cos θ) the orthogonal basis






(cos2 ϑ− 1)i , i = 1, 2, .... (2.18)







P(cos ϑ) · Pi cos θ d cos ϑ. (2.19)
The number of moments required to accurately represent the phase function depends on P.
Since computing time increases with increasing number n there are techniques to minimize
the computational requirements. One such method is the truncation of the forward scattering
peak. The idea behind this method is that atmospheric radiation around ϑ = 0◦ can be
considered being directly transmitted, hence no scattered fraction exists. If Λ is the number
of required Legendre moments to correctly represent the original phase function P then the
truncated phase function Ptr can be represented by:
Ptr(cos ϑ) = P − h =
Λ−1%
i=0
bi · Pi(cos θ). (2.20)
Here, h is the truncated part of P.
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2.2.2 Volumetric Optical Properties
The volumetric (bulk) cloud optical properties bext, ⟨ω̃⟩ and ⟨P⟩ are derived from the single
scattering properties and the number size distribution dNdD (D) of particles within the respec-
tive size bin D + dD. The volumetric cloud properties are calculated by integrating over
the single scattering properties, weighted by dNdD (D) (Wendisch et al., 2005). The spectral







The unit of bext is m−1. The cloud optical thickness τ is derived by integration over bext






















As for the single scattering events, the numerical solution of the radiative transfer equation





⟨bn⟩ · Pn(cos θ), (2.25)











The effective droplet radius reff in units of µm is defined as the ratio of the third to the
second moment of the droplet number size distribution dNdD (D) (with droplet diameter D)
and characterizes the mean radius, weighted by dNdD (D), within an ensemble of cloud droplets.
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It represents the ratio of the volume of a cloud particle to its surface area. This definition
becomes important when defining reff for ice–crystals. Following Yang et al. (2000) and
Key et al. (2002) reff is defined by the maximum dimension of an ice crystal Dmax, its volume
VD and its projected area AD. VD and AD are derived from calculating the diameter a sphere
with the same volume and surface area as the ice particle would have (Grenfell and Warren,





VD(D′) · dNdD′ (D
′) dD′
&
AD(D′) · dNdD′ (D′) dD′
. (2.28)
The amount of liquid water in a cloud volume of 1m3 is quantified by the liquid water
content LWC:










(D′) dD′ · 1
1m3
, (2.29)
with the density of liquid water ϱw. A description with reff , the cloud optical thickness
τ for a vertically homogeneous cloud with cloud base at zbase and cloud top at ztop is












9 yields the relation for adiabatic clouds, as shown byWood and Hartmann





The ice water content IWC and ice water path IWP of a cirrus cloud is quantified by:










2.3 Radiative Transfer Equation
The radiative transfer equation (RTE) is determined by the quantities bext, ω̃ and P. The
attenuation of direct solar radiance Idir along a path through the atmosphere, with τ as a











Here, S0 is the extraterrestrial irradiance incidencing at the top of the atmosphere, which
is attenuated exponentially along the τ niveaus. Considering µ0 = 0.86 and a trade wind
cumulus with τ = 10 yields a transmitted fraction of direct solar radiance through the
cloud in the range of about 0.1%. This means that radiative transfer through clouds can
be described by the diffuse solar radiance Idiff only. In the solar spectral range from
λ = 0.2 − 5µm thermal emission can be neglected. The 1D RTE for plane–parallel and





= Idiff − (Jdir + Jdiff). (2.35)
Here, µ and ϕ define the direction of propagation of Idiff . Jdir+Jdiff are two source terms that
characterize the radiation scattered into the viewing direction. Jdir is the single scattering










· P(τ, [−µ0,ϕ0] −→ [µ,ϕ]). (2.36)
Incoming solar radiation is attenuated according to the law of Beer, Lambert, Bouguer. The
attenuated radiation is scattered into the viewing direction, depending on the amount of
absorption (ω̃) and the scattering phase function P.
Jdiff is the multiple scattering term, describing the amount if diffuse radiation which is








Idiff(τ, µinc,ϕinc) · P(τ, [µinc,ϕinc] −→ [µ,ϕ]) dµinc dϕinc (2.37)
ω̃, P and τ are the defining quantities to describe Jdiff .
2.4 Power Spectral Density
Converting a physical process from the time or distance space (i.e., the time t or distance x as
the independent variable) into frequency space (with the frequency ν = 1/t or wavenumber
k = 1/x as the independent variable) is performed by the Fourier transform. With the
help of the Fourier transform it is possible to characterize a periodic function as the sum of







−1. For numerical applications the fast Fourier transform (FFT) is applied to
compute the discrete Fourier transform of the function f(x). The one–dimensional FFT for
L discrete elements xi is obtained by:








The square of F yields the power spectral density E(k) = F(k)2. Displaying E(k) in a
log–log diagram allows to study the scale–dependent cloud properties. Marshak et al. (1995)
have discussed that cloud inhomogeneity and subsequent horizontal photon transport are
scale–dependent processes. The power spectral densities of cloud optical and microphysical
properties exhibit E(k) ∼ k−β. At large scales clouds follow Kolmogorov’s β = 5/3 law for
energy distribution in a turbulent fluid (Kolmogorov, 1941). If the cloud is homogeneous and
no horizontal photon transport takes place, E(k) follows β = 5/3 over all scales. Increasing
cloud inhomogeneity yields an increase in β for smaller scales (typically < 1000m). The
horizontal scale, at which the break from the 5/3 law becomes obvious is called the scale
break ξ. The position of ξ depends on the size of the eddies within the cloud. These
eddies depend on the vertical dimension of the cloud (ztop-zbase). For marine stratocumulus,
Schröder et al. (2004) found a scale break of 1/ξ ≈ 250 − 350m and the small–scale slope
βs ≈ 2.8− 3.
As an example the time series of three arbitrary measurement signals ζ (in arbitrary units,
a.i.) are shown in Figure 2.4(a). These signals could represent the albedo ρ or optical
thickness τ of a cloud, or some microphysical cloud property. The first signal ζ1 (solid red
line) shows an exponential decrease in amplitude and has some small fine–scale fluctuations.
The second signal ζ2 (solid blue line) is oscillating, with some superimposed small–scale
fluctuations. The third signal ζ3 (solid green line) has no small–scale fluctuations, but is
highly oscillating. Figure 2.4(b) illustrates the power spectral density E(k) of the three
signals as a function of k (colored dots). A symbolic curve with β = 5/3 is illustrated by
the dashed line. It is obvious that for large scales (for k < −8m−1 or x < 200m) all three
power spectral density curves follow the 5/3 relation. Especially for the blue and green
signal a scale break is obvious at k ≈ −7m−1. Here the slope in the power spectral density
curves becomes steeper. This small–scale slope βs is a function of the inhomogeneity
in the measured signals ζ. With increasing inhomogeneity of the signals βs increases. The
superimposed small–scale oscillations in ζ1 and ζ2 yield the fluctuations in the power spectral
density which are prominent for k > −6m−1.
A spectrum with reduced noise characteristics is derived by calculating Enr(k) ∼ k−β via







ki , l = 1,2, ..., log2(L)− 2, (2.40)






E(ki) , l = 1,2, ..., log2(L)− 2. (2.41)
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Figure 2.4: a) Arbitrary measured signals ζ1, ζ2 and ζ3 as functions of horizontal distance x. b)
Power spectral densities E(k) ∼ k−β (dots) as functions of the wavenumber k = 1/x for the three
signals ζ1, ζ2 and ζ3. The dashed line represents β = 5/3, the scale–break ξ is highlighted by the
arrow. The solid lines are fit functions.
Within each bin 2l data points are averaged. βs is then derived by a regression through the
Enr(k) data following the scale break.
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3 Experimental
The data presented in this work are from the Clouds, Aerosol, Radiation, and tuRbulence in
the trade wind regime over BArbados (CARRIBA) field campaign in April 2011. The CAR-
RIBA campaign and the measurement setup are described in Section 3.1. Instrumentation
on the Spectral Modular Airborne measurement sysTem (SMART–HELIOS) and the cali-
bration procedure are introduced in Section 3.2; details on the Airborne Cloud Turbulence
Observation System (ACTOS) payload are provided in Section 3.3. Parts of this chapter,
mainly the description of the CARRIBA campaign and instruments, have been published in
Werner et al. (2013, 2014) and Siebert et al. (2013).
3.1 CARRIBA Field Experiment
3.1.1 Field Experiment
The CARRIBA campaign took place in November 2010 and April 2011 near Barbados
(Siebert et al., 2013). CARRIBA is a collaboration between the Leipzig Institute for Me-
teorology (LIM), the Leibniz Institute for Tropospheric Research, the Max–Planck Insti-
tute for Meteorology in Hamburg (MPI–Hamburg), the University of Miami and the Car-
ribean Insititue for Meteorology and Hydrology (CIMH). On the island, at Deebles Point,
the Barbados Cloud Observatory (BCO) is in operation since April 1, 2010. At the BCO
ground–based remote sensing data is sampled by a multitude of instruments such as a
weather sensor, a Raman LiDAR, a water vapor Differential Absorption LiDAR, a scanning
cloudradar, a micro rain radar, a ceilometer and an allsky–imager. Additional sunphotome-
ter data is sampled next to the BCO at Ragged Point. This data is part of the Aerosol
Robotic Network (AERONET). Barbados is the eastern–most island in the Carribean Sea at
13.07 ◦N, 59.48 ◦W. The island is located in the trade wind regime, an important component
of the general circulation (Stevens et al., 2001). The trade wind regime is characterized by
a trade inversion which caps convection and leads to an abundance of low level waterclouds.
It also guarantees stable meteorological conditions with little variation in temperature and
pressure and stable easterly trade winds.
Table 3.1 lists the measurement flights during April 2011 and shows daily means of the
mean surface pressure (p), horizontal wind (v), wind direction (Υ), potential temperature
(Ψ), specific humidity (q) and number concentration (N) for aerosol particles larger than
80 nm in the sub–cloud layer (SCL, 0 − 400m). v are in the range of (3 − 10)m s−1 and
a standard deviation of ±1m s−1 during each day. The mean horizontal wind speed is
(5.7 ± 2.4)m s−1 coming from 65 − 113◦ (East to North–East), Υ of about 50 ◦. Ψ varies
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Table 3.1: Mean surface pressure (p), horizontal wind (v), wind direction (Υ), potential temperature
(Ψ), specific humidity (q) and number concentration for aerosol particles larger than 80 nm (N) in
the sub–cloud layer (0− 400m).
April 2011 p (hPa) v (m s−1) Υ (◦) Ψ (K) q (g kg−1) N (cm−3)
14 1009 6.8± 0.7 90± 9 298.8 ± 1.0 17.6 ± 1.6 444± 55
16 1008 3.2± 0.7 113± 14 298.7 ± 0.9 16.3 ± 0.8 291± 43
18 1007 3.5± 1.0 50± 23 298.1 ± 1.3 15.6 ± 0.3 200± 37
19 1008 4.5± 0.8 66± 15 298.6 ± 1.0 15.2 ± 0.4 495 ± 158
22 1009 10.4 ± 1.8 107± 11 297.6 ± 1.4 17.9 ± 1.8 39 ± 16
23 1007 5.0± 0.7 107 ± 8 298.6 ± 1.2 17.8 ± 0.4 110± 22
24 1008 5.4± 0.8 93± 10 298.8 ± 0.9 16.6 ± 0.7 165± 17
25 1009 7.2± 0.7 65± 8 298.5 ± 0.9 16.4 ± 0.6 107± 26
between (297.6 − 298.8)K. The daily standard deviation is ±1K. q is (15.2 − 17.9) g kg−1
with a daily standard deviation of 1 g kg−1. For the eight measurement flights with sufficient
cloud data the variation in daily mean θ and q is in the range of the respective standard
deviation. N varies between (32−495) cm−3. The rather polluted cases (April 16 through 19)
are associated with flights above the island and biomass burning events in the Carribean Sea
(Siebert et al., 2013). The pristine cases can be considered free of anthropogenic influences,
because of Barbados’ location as the eastern–most island in the Caribbean Sea and the fact
that most flights have been performed east of the island.
Figure 3.1(a) shows the flight tracks of April 22, 23, 24 and 25 2011. These flights have
been performed solely over the ocean and east of Barbados, and are associated with low N .
Each flight started near the Concord Experience Center at Grantley Adams International
Airport. A photograph depicting the time shortly before such a take–off is shown in Figure
3.1(b). Then the helicopter headed east over the ocean and flew a profile east of the BCO at
Deebles Point. This profile is performed in the north–south plane between 13.10 − 13.25◦ N
and about −59.40◦ W. The proximity to the BCO provided unique opportunities to link the
ground–based data at this site to the airborne in situ and remote sensing data. After the
profile trade wind cumuli were sampled over the ocean.
3.1. CARRIBA FIELD EXPERIMENT 19
-59.70 -59.60 -59.50 -59.40 -59.30








































Figure 3.1: a) Global positioning system tracks of SMART-HELIOS for April 22, 23, 24 and 25 2011.
Important landmarks are highlighted in the map. b) Photograph of the helicopter and SMART–









Figure 3.2: a) Sketch of the measurement setup: two towed payloads are attached to a helicopter
by means of a 160m long rope. The SMART–HELIOS payload is attached 20m below the helicopter,
while the ACTOS payload is attached at the far end of the rope, 140m below SMART–HELIOS. The
letters A and B refer to the front and rear parts of SMART–HELIOS, described in Section 3.2. b)
Downward photograph from the helicopter picturing SMART–HELIOS and ACTOS.
3.1.2 Setup
To obtain truly collocated measurements an unique measurement setup was developed. A
sketch of the setup during CARRIBA is shown in Figure 3.2(a). The payloads SMART–
HELIOS and ACTOS were attached to a helicopter by means of a 160m long rope. The
helicopter of the type Bell Long Ranger has a true air speed (TAS) of about 10− 20m s−1.
SMART–HELIOS is attached 20m below the helicopter via a gimbaled mounting in the
gravity center of the payload. At the far end of the 160m long rope the ACTOS payload is
fixed. A Dyneema® rope which is 12mm thick and has a rupture load of 6 tons. A second
Dyneema® rope, 8mm thick and with a rupture load of 3 tons at a working load of 300 kg,
is attached at SMART–HELIOS at one end and with ACTOS on the other. A photograph
of the setup is shown in Figure 3.2(b).
3.2 SMART–HELIOS
SMART–HELIOS, shown in the photograph in Figure 3.3(a), is based on the development
of the albedometer which was introduced by Wendisch et al. (2001), designed as an airborne
system for measurements of radiometric quantities. While in the beginning the instrument
was used to measure upward and downward solar irradiances in the range λ = 400−11000 nm
(Wendisch et al. (2001); Wendisch and Mayer (2003); Wendisch et al. (2004), the setup was
applied to sample actinic flux densities (Jäkel et al., 2005) and spectral upward radiances































Figure 3.3: (a) Photograph of the SMART–HELIOS payload from the CARRIBA campaign. b)
Instrumentation on the SMART–HELIOS payload. The notations A and B correspond the parts A
and B in Figure 3.2(a) (i.e. front and rear parts of the payload).
SMART–HELIOS the system was installed in a compact payload carried by a helicopter. A
photograph of SMART–HELIOS is shown in Figure 3.2(a). The instrumentation and setup
of SMART–HELIOS are depicted in Figure 3.3(b).
Two optical inlets in downward–looking mode sample upward radiance (I↑λ) and irradiance
(F ↑λ ) data. The I
↑
λ sensor houses a Zeiss collimator lens (BK 7 glass) with a focal length
of 31.6mm. I↑λ data is gathered with field of view (Γ) of 2
◦. The F ↑λ sensor collects data
through a dome made of fused quartz glass. The cosine–weighted collection of photons is
performed in a Spectralon® covered integrating sphere. A narrow cone guarantees that no
direct components of the radiation field are considered.
The radiation sampled by each optical inlet is directed to two grating spectrometers by bi-
furcated optical fibers developed by CeramOptec GmbH. Two spectrometers cover the wave-
length range between λ = 180 − 1100 nm in the visible to near–infrared spectral wavelength
range (VNIR), while two additional spectrometer systems detect the wavelength range be-
tween λ = 900− 2200 nm in the shortwave–infrared spectral wavelength range (SWIR). Inci-
dent photons are spectrally dispersed and detected by a single–line photodiode array (PDA).
The VNIR spectrometer systems are Multi Channel Spectrometers (MCS UV/NIR) devel-
oped by Zeiss. They have a 1024 pixel PDA with a full width at half maximum (FWHM)
of FWHM = 2 − 3 nm. The SWIR spectrometer systems are plane–grating spectrome-
ters (PGS), which were developed by Zeiss as well. They utilize a 256 pixel PDA with a
FWHM = 8− 10 nm. Because of the temperature dependence of I↑λ and F
↑
λ in the SWIR a
dark current sampling is necessary during the measurements to derive the net signal. Two
dark current measurements are sampled for ten standard cycles, where a shutter blocks pho-
tons between the sensors and the spectrometer system. I↑λ and F
↑
λ over clouds were measured
with an integration time (tint) between tint = 0.1 − 0.3 s, depending on the absolute value
of the raw spectrometer signal. An automatic acquisition routine determined tint and the
signal was between the minimum and maximum thresholds of the PDAs.
The optical inlets and spectrometers, as well as a 28V, 8Ah battery pack, are installed in
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Figure 3.4: a) Sketch of the viewing geometry for the radiance inlet. The cross–track footprint fc
is only defined by the field of view Γ of the radiance inlet and the height above cloud top zf . The
along–track footprint fa additionally dependent on the true air speed TAS of the helicopter and
the integration time tint of the radiance measurements. b) Cross–track footprint fc of the radiance
measurements as a function of flight level above cloud top zf . c) Along–track footprint fa as a
function of zf for different cases 1 − 4. Case 1 represents measurements with an integration time
tint = 100ms and a true air speed of TAS = 10m s−1. Cases 2 − 4 have tint = 100, 200, 200ms and
TAS = 20, 10, 20m s−1, respectively.
The transformed electrical signals are sampled by the data acquisition electronics and a
personal computer (PC). Two instruments sampling positional data are connected to the
PC. The first is an Inertial Measurement Unit (IMU), the 3DM–GX3 Attitude Heading
Reference System by Micro Strain®. The IMU measures heading and angular accelerations
in the pitch and roll directions. The derived Euler angles for pitch and roll, as well as the
heading, have a dynamic accuracy of ±2 ◦. A Global Positioning System (GPS) sensor is
installed to measure the latitude, longitude and height above sea level of SMART-HELIOS.
Additionally a commercial digital camera (Canon IXUS 80 IS) is installed to take photographs
in downward looking mode with a time resolution of 4 s.
The data acquisition, IMU, GPS and digital camera are installed in the tail of SMART–
HELIOS, highlighted by the letter B in Figure 3.2(a) and Figure 3.3(b). The data cables
from the spectrometer systems to the data acquisition can be separated in the middle of
SMART–HELIOS in order to remove the different components A and B.
The footprint of the I↑λ measurements is determined by the opening of the radiance inlet Γ,
tint, TAS of the helicopter and the height above cloud top zf and is different for cross–track
(fc) and along–track orientation (fa). A sketch of the viewing geometry is shown in Figure
3.4(a), while fc and fa for characteristic values of tint, TAS and zf are illustrated in Figure
3.4(b) and 3.4(c), respectively.
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fc is only defined by zf and Γ and can be derived by:




This yields a linear increase with zf and for most cases fc < 5m. fa is elongated by the TAS
of the helicopter and tint of the I
↑
λ measurements. This results in varying fa between 1−8m.
3.2.1 Calibrations
To derive physical values from the SMART–HELIOS measurements a number of calibration
procedures need to be applied to the raw signal.
Assigning the correct wavelength to each pixel of the PDAs in the spectrometer systems
requires a wavelength calibration. The signal of different Penray spectral lamps with well–
defined emission lines were sampled with each spectrometer. A fourth order fit through the
data points yields the fit coefficients a0 − a4 to assign the wavelength λi to each pixel Pi in
the form:
λi = a0 + a1 · Pi + a2 · P 2i + a3 · P 3i + a4 · P 4i . (3.2)
The emission lines of the various lamps are listed in Table 3.2. The coefficient of determi-
nation (R2) for the fourth order fit to the data is 1.00 for all spectrometers. Sampling of
single emission lines also allows for the determination of the FWHM (given in Section 3.2)
by applying a Gaussian fit to each emission peak.
To derive quantitative values from the digital signals G(λ) of the radiance and irradiance
measurements, spectral calibrations with certified radiance and irradiance standards are nec-
essary. The radiance inlet and spectrometer systems are calibrated with a certified integrating
sphere, emitting well-defined diffuse radiances Iλ,S. Because this standard is not certified for
wavelengths λ ≤ 380 nm a second setup with a certified 1000W lamp and a panel provides
the absolute calibration for λ = 180− 380 nm.
The setup for the calibration with the integrating sphere is illustrated in Figure 3.5(a). The
inside of the integrating sphere is coated with barium sulfate. It acts as a Lambertian reflector
to the spectral radiation emitted by a lamp within a ventilated housing. The spectral, diffuse
radiances Iλ,S which exit the aperture of the sphere are sampled by a radiance inlet, which
is positioned in front of the aperture. A baffle inside the sphere hinders the sampling of
direct, non–diffuse radiation. The absolute calibration factors from the integrating sphere
Element Emission Line (nm)
Argon 727.29 763.51 826.45 866.79 922.45 965.78
1598.95 1652.00 1694.06 2061.62
Krypton 1286.19 1442.68 1816.73
Mercury 404.66 435.83 1013.98 1128.74
Mercury/Argon 296.73 365.02 546.07
Neon 621.73 692.95 1291.20 1321.92 1523.07






















Figure 3.5: Sketch of the absolute calibration setup for the radiance inlet and spectrometer systems
with a) an integrating sphere and b) an irradiance standard and reflectivity panel.





The setup for the absolute calibration with the 1000W lamp and reflectivity panel is il-
lustrated in Figure 3.5(b). The lamp emits irradiances Fλ,L which are reflected by a panel
which is coated in Spectralon®. Thus, the panel resembles a Lambertian surface and reflects
diffuse radiation. The spectral reflectivity γλ,P of the panel is certified. Fλ,L are certified
for a distance between lamp and panel X0 = 0.5m and an angle between X0 and the panel
normal of 8 ◦. This angle was realized in the setup by adjusting the distance between panel
and lamp had to X = 0.7135m. Therefore, a correction of the irradiance is necessary. The
reflected, diffuse radiation from the panel is sampled by a radiance inlet. The setup is placed
within a ventilated, black housing to minimize stray light. The absolute calibration factors












Both calibrations are performed for the tint that are applied in the field campaign. While
no change with tint is found for the calibration in the VNIR, the variation of the dark signal
with temperature in the SWIR yields a dependence of the calibration on tint in this spectral
wavelength range. This means that depending on the tint of each raw spectrometer signal, a
different Aλ,S and Aλ,L, sampled for each tint, was applied to the data in the SWIR.
Figure 3.6(a) shows a comparison of Aλ,S (from two measurements) and Aλ,L. The ratio of
Aλ,L/Aλ,S, as well as a ratio of both Aλ,S, is illustrated in Figure 3.6(c). Aλ,S from the two
measurements agree within 3%, while for λ = 420−700 nm the agreement between Aλ,S and
Aλ,L is within 5%. For λ > 700 nm discrepancies exist and Aλ,L get smaller with increasing
wavelength. This is the result from remaining stray light in the SWIR. As a result Aλ,S is
used for wavelengths λ = 420− 2200 nm, while Aλ,L is used for λ < 420 nm.
Figure 3.6(b) shows Aλ,S in the SWIR sampled with different integration times tint. The ratio
of derived Aλ,S at tint = 100ms (black line), tint = 200ms (dashed line) and tint = 300ms
(grey line) to Aλ,S at tint = 100ms is illustrated in Figure 3.6(d). With higher tint the ratios
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Figure 3.6: a) Absolute calibration factors Aλ,S from two measurements with the integrating sphere
and Aλ,L from measurements with a lamp and panel in the VNIR. c) Ratios Aλ,L/Aλ,S and the
two Aλ,S. b) Absolute calibration factors Aλ,S in the SNIR. d) The ratio of Aλ,S in the SNIR with
integration times Tint = 200, 300ms to tint = 100ms.
increase and peaks become obvious, which are the result of the non–linear dependence of the
dark signal in the SWIR on tint. Aλ,S derived for the different tint agree within 10%. This
illustrates the importance of measuring Aλ,S for the correct integration times.
In the VNIR the temperature–dependent dark current signal needs to subtracted from G(λ).
For low signals, such as measurements over a dark surface with low albedo or Iλ,S of the
integrating sphere with tint = 100ms, the exact determination of the dark current is im-
portant. Usually, the dark current is calculated as the mean of the signal in the range
λ = 200− 300 nm for each measurement (Mean Value Method, MVM). Alternatively, a true
dark current measurement can be performed, which is only applicable during the calibration
(True Measurement Method, TMM). From such measurements it is obvious that there is a
slight wavelength–dependence of the dark current, as illustrated in Figure 3.7(a). In this
example the dark current of the G(λ) signal from measurements with the integrating sphere
with tint = 100ms is shown for the MVM and TMM. For wavelengths λ > 700 nm the dark
current estimated from the MVM are considerably higher than from the TMM. Figure 3.7(b)
illustrates the effect of correcting the actual signal with both dark current methods. While
for most of the VNIR the deviation is in the range of 1%, differences increase for wave-
lengths λ > 700 nm. Because there is practically no signal from the integrating sphere for
wavelengths λ < 300 nm, the net signal ≈ 0 and the ratio becomes noisy. For wavelengths
λ > 700 nm the net signal of the integrating sphere from the TMM and the MVM differ
visibly. This significant influence of the dark current is strongest for low signals, when the
dark current is only one order of magnitude smaller than the actual signal. When sampling
signals with high amplitudes, such as clouds, the dark current is usually two to three orders
of magnitude smaller than the signal itself. During the field campaign the dark current in
the VNIR was determined by the TMM. Because no measurement of the dark current dur-
ing the flights is feasible, a reference measurement of the dark current was sampled after
each flight. For every data point, the respective dark current was determined by scaling the
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Figure 3.7: a) Dark current of measurements with an integrating sphere in the VNIR, derived with
the True Measurement Method (TMM, black line) and determined with the Mean Value Method
(MVM, dashed line). b) Ratio of the net signal of the integrating sphere derived with the TMM to
the net signal derived with the MVM.
respective reference to the measurements. The scaling factor was calculated as the mean of
the measurement to the mean of the reference between λ = 200 − 300 nm.
When SMART–HELIOS was transported to Barbados, is was necessary to disconnect the
optical fibers from the spectrometer systems and to re–evacuate the optical inlets. As a re-
sult the transmission properties between the optical fibers and spectrometer systems changed
compared to the calibration process, mainly due to the changes in the exact alignment of the
connection between fibers and spectrometer systems. Transfer calibrations with a portable
integrating sphere are used to account for the changes in the transmission properties. By
comparing a calibration with the portable integrating sphere during the absolute calibration
with various transfer calibrations in the field, after reconnecting the optical fibers with the
spectrometers and evacuating the optical inlet, the spectral differences between the time of
the absolute calibration and the measurements in the field are determined. When the spec-
trometer signal is transformed into spectral radiances and irradiances, the spectral transfer
calibration factor Tλ is multiplied to yield the true radiometric values. Tλ is determined by





Example Tλ in the VNIR and SWIR for flights on 22, 23, 24, and 25 April are illustrated
in Figures 3.8(a–b). The significant absorption bands are highlighted by the grey boxes.
Tλ is between 0.9 and 1.05 in the VNIR with a spectral signature, while Tλ is between
0.975 and 1.025 in the SWIR. Within the absorption bands in the SWIR Tλ are influenced
visibly and Tλ is set to a constant value from around the absorption band. For wavelengths
λ < 500 nm the uncertainty in the signal of the integrating sphere increases and the transfer
calibration does not help to evaluate spectral changes in the transmission properties. For
these wavelengths a constant value is assumed.
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Wavelength Absolute Spectrometer Tansfer Total
(nm) calibration (%) signal (%) calibration (%) (%)
350-420 5.1 5.7 12.9 14.99
420-800 5 0.5 0.5 5.1
810-1550 8 1.8 0.7 8.3
1550-1800 9 2.2 1.0 9.4
1800-2200 10 18.7 1.1 21.3
Table 3.3: Measurement uncertainty in several spectral ranges.
3.2.2 Measurement Uncertainties
The measurement uncertainty of the I↑λ is composed of contributions by the uncertainty of
the absolute calibration, uncertainties in the spectrometer signal and uncertainties in the
transfer calibration. These individual components are assumed to be independent of one
another and normally distributed. Therefore, the composite relative uncertainty can be
derived by Gaussian error propagation.
The individual uncertainty components are shown in Table 3.3. The absolute calibration
for λ ≤ 420 nm consists of the uncertainty of the 1000W lamp and the uncertainty of the
reflectivity panel. Both are certified by the manufacturer and are in the range of 5% and
< 1%, respectively. For wavelengths λ > 420 nm the uncertainty of the integrating sphere
was used which is in the range of 5 − 10%. The uncertainty of the spectrometer signal
includes the signal–to–noise ratio of the spectrometers and the uncertainty in the wavelength
calibration. The signal–to–noise ratio was determined with the standard deviation of the
dark signal in the VNIR and SWIR. It is in the range of 2 digital counts in the VNIR with
no spectral dependence and 10 − 20 digital counts in the SWIR. The spectrometers have a
sensitivity of 0 − 32700 digital counts. A usual signal in the middle of the sensitivity has
a maximum of 15000 digital counts in the VNIR and 5000 digital counts in the SWIR. For
the most part the uncertainty in the spectrometer signal therefore amounts to 1 − 2.2%.
However, at wavelengths λ ≤ 420 nm and λ ≥ 2000 nm the sensitivity of the spectrometers
is reduced and the uncertainty is higher. The uncertainty in the wavelength calibration is
determined by the FWHM and is < 1%. The composite spectrometer signal uncertainty is
derived by Gaussian error propagation. The uncertainty in the transfer calibration is derived
from the standard deviation of the four transfer calibrations shown in Figure 3.8. Except for
λ ≤ 420 nm, where the uncertainty of the integrating sphere is higher, they are in the range
of 1%.
The resulting uncertainty of the I↑λ ranges from 5% in the VNIR to 22% in the SWIR.
3.3 In Situ Observations: ACTOS Payload
In situ measurements of meteorological parameters, cloud microphysical variables and aerosol
particle number concentrations were measured by ACTOS, see Siebert et al. (2006). ACTOS
was attached to a helicopter at a 160m long rope below SMART-HELIOS. Figure 3.9 shows
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Figure 3.8: Spectral transfer calibration factors Tλ for flights on 22, 23, 24 and 25 April 2011 in a)
the visible to near–infrared spectral wavelength range (VNIR) and b) the shortwave–infrared spectral
wavelength range (SWIR). The significant absorption bands are highlighted by the grey boxes.
a photo of the ACTOS payload and the installed instruments. Instrumentation for the
meteorological parameters include a sonic anemometer for the 3D wind vector, a PT–100 and
Ultrafast Thermometer (UFT) sensor for temperature measurements, a dew point mirror for
temperature and relative humidity measurements, and a LiCOR for measurements of the
absolute humidity. The liquid water content (LWC, in units gm−3) and the Particle Surface
Area (PSA, in units cm2m−3) were measured by a Particle Volume Monitor (PVM–100A),
described by Gerber et al. (1994). The PVM–100A houses a laser with a wavelength of
λ = 780nm. Cloud droplets scatter the laser light towards a series of lenses, which redirect
the light towards two spatial filter. A decreasing sensitivity of the PVM–100A towards
larger droplets was reported by Wendisch et al. (1996). The first filter is sensitive towards
the volume density of the droplets, which yields the LWC. The second filter is sensitive
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Ndrop,i · r2i ·∆ri · SPSA. (3.7)
ρw is the density of liquid water (in kgm−3), Ndrop,i is the droplet number concentration
(in m−3) per droplet radius bin ∆ri, and SLWC = 1.0 and SPSA = 2980 are filter–dependent
scaling factors determined by the manufacturer. Because reff is:
reff =
)
iNi · r3i ·∆ri)
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, (3.8)







Droplet diameters and velocities were sampled by a Phase Doppler Interferometer (PDI), see


















Figure 3.9: Photograph of ACTOS with highlighted instruments.
Chuang et al. (2008). The PDI detects single droplets within the intersection area of two laser
beams. Three spatially separated detectors measure the scattered signal of droplets passing
through this intersection area. The droplet diameter is derived by the phase shift between
the signals of two different detectors. The size range of the PDI diameter measurements is
3− 150µm with an uncertainty of ±1µm.
Aerosol particle number concentrations were measured by a Condensation Particle Counter
(CPC, model 3762, TSI Incorporate, Shoreview, MN, USA), a Scanning Mobility Particle
Sizer (SMPS, built at the Leibniz Institute for Tropospheric Research) and an Optical Par-
ticle Counter (OPC, model 1.129, Grimm Aerosol Technik, Ainring, Germany). All aerosol
instruments were attached to a joint inlet specifically designed to sample the interstitial
aerosol particles with a 50% efficiency cutoff particle diameter of 3µm (Ditas et al., 2012).
Before entering the instruments the aerosol particles were dried with a diffusion dryer to a
relative humidity below 40%. The combination of SMPS and OPC facilitates the determina-
tion of aerosol particle number size distributions in the particle diameter range of 6−2700 nm
with a time resolution of 120 seconds and uncertainties of ±10%. For a more detailed de-
scription of the aerosol instrumentation on ACTOS the reader is referred to Wehner et al.
(2010). Number concentrations for cloud condensation nuclei (CCN) were measured with a
miniaturized version of a CCN–counter (Roberts and Nenes, 2005) for a supersaturation of
0.26%. Two of these instruments were operated, one onboard ACTOS and another one at
the ground–based measurement station at Ragged Point. The uncertainty of sampled CCN
concentrations is estimated to be 19%.
An overview of measurement principles of the instrumentation installed on ACTOS is given
by Wendisch and Brenguier (2013).
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4 Cloud Inhomogeneity
The spectral upward radiance measurements performed by SMART–HELIOS are used in the
remote sensing of the cloud microphysical and optical properties, described in Chapter 5.
However, they are also useful in determining cloud inhomogeneity. In Section 4.1 radiance–
ratios are introduced to identify cloud sections that are influenced by the ocean surface,
i.e. cloud edges, cloud holes and cloud parts with low optical thickness. In Section 4.2
cloud inhomogeneity measures based on radiance–ratio values and statistical analysis are
introduced. Statistical analysis is used to determine 3D radiative effects, described in Section
4.3. Radiative smoothing, an effect due to horizontal photon transport, is studied in Section
4.4.
4.1 Data Filter for Cloud Inhomogeneity
The shallow cumuli sampled during CARRIBA were visibly inhomogeneous and showed high
variations in their macrophysical appearance. Figure 4.1 shows photos of the downward–
facing camera installed on SMART-HELIOS. Photos labeled 1 to 3 illustrate an exemplary
traverse above a trade wind cumulus, starting at the inhomogeneous cloud edge with visible
ocean surface (1). The cloud cover increased (2) and finally a more homogeneous part with
no visible ocean surface followed (3). A second trade wind cumulus is depicted in photos 4
to 6. Here the cloud started with a rather homogeneous section (4). A longer period with
only low opacity was adjacent (5), whereas the last section of the cumulus showed similar
characteristics as in the beginning (6).
It is likely that 3D radiative effects significantly contribute to the radiative field at times 1, 2,
and 5. The clouds at times 3, 4, and 6, however, were more homogeneous and 1D radiative
transfer seems feasible.
Since the inhomogeneous parts influence the retrieval of τ and reff , a spectral measure of cloud
inhomogeneity is defined to identify data points which were sampled over inhomogeneous
cloud sections. Measures to discriminate cloudy from ocean surface data points have been
described by Ackerman et al. (1998) and Kassianov et al. (2010), where one or several ratios
of reflectivities γλ, e.g. at λ = 870nm and λ = 660nm, are used for differentiation. An
optimal ratio R = I↑λ1/I
↑
λ2
will not only determine whether the measurement was performed
over a cloud or over the ocean, it will also help to identify more homogeneous cloud parts.
Two time series of I↑λ at λ = 600nm and at λ = 1645nm are shown in Figures 4.2(a)




λ1 = 870 nm and λ2 = 660 nm is shown for both time series in (c) and (d), respectively. The
4.1. DATA FILTER FOR CLOUD INHOMOGENEITY 31
Figure 4.1: Photos of the downward–facing camera on SMART-HELIOS from 23 April 2011. The
numbers 1 to 6 correspond to measurement times in the time series in Figure 4.2(c) and (d). Also
visible are the 160m long rope and ACTOS.
Figure 4.2: Time series of upward spectral radiance I↑λ at λ = 600 nm and at λ = 1645 nm (a,b),
and radiance–ratios R1, R2 and R3 (c,d) for two measurement sections on 23 April, 2011. The
flight leg between 51040− 51162 s UTC is displayed in (a) and (c). (b) and (d) are measured during
53418− 53567 s UTC. For visibility reasons in (a) and (b) I↑λ at λ = 1645 nm is scaled by a factor of
10. In (c) and (d) the numbers 1 to 6 correspond to the respective photos in Figure 4.1.
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Figure 4.3: (a) Examples of spectral upward radiances I↑λ measured over a cloud (black line) and
over the ocean (grey line). (b) Ratio of I↑λ measured over the cloud to I
↑
λ measured over the ocean.
The grey vertical lines indicate the minimum and maximum in the VNIR (below λ = 900 nm).
numbers 1 to 6 indicate the times in the time series where the photos 1 to 6 from Figure 4.1
were gathered.
The transition from ocean surface to cloud is apparent in a sudden increase of R1 at around
51040 s and 53400 s (in Coordinated Universal Time, UTC). The absolute values of I↑λ at
λ = 600nm and at λ = 1645nm at points 1 and 3 are comparable and are clearly higher
than for the ocean surface. There is a slight dip in R1 after point 2, but the absolute
differences are small. For the second time series, I↑λ at λ = 645nm and at λ = 1645nm
at times 5 and 6 are comparable. From I↑λ measurements it is hard to identify differences
between the different cloud sections. R1 only dips slightly and fluctuations are slightly more
frequent. Therefore, other than distinguishing clouds from the ocean surface, there seems to
be little information about inhomogeneity in R1.
Looking at the ratio of several measured I↑λ spectra over clouds to spectra over water reveals
a maximum at wavelengths where water vapor absorption is apparent (e.g. λ = 720nm).
An example of cloudy and ocean spectra sampled on 23 April, 2011 is illustrated in Figure
4.3(a). Figure 4.3(b) shows the ratio of a cloudy to an ocean spectrum and reveals a minmum
around 470 nm and a maximum around λ = 720nm, highlighted by the grey vertical lines.
Therefore, a second radiance–ratio R2 with λ1 = 720nm and λ2 = 470nm is shown in Figure
4.2(c) and 4.2(d). R2 also exhibits the step at the transition from ocean surface to cloud
top measurements, visible at the beginning and end of the time series. An additional step
between the inhomogeneous cloud parts (1 and 2) and the more homogeneous section (3)
can be identified at around 51090 s. The area around time period 3 is characterized by an
increase of R2 by about 10−15%. In the second cloud case (4–6) the transition between the
different cloud parts is more gradual, but still two plateaus of R2 at the beginning and end
of the time series can be seen. The change in R2 between inhomogeneous and homogeneous
cloud sections is about 18%. A third radiance–ratio R3 with λ = 720nm and λ = 644nm
is reported in Werner et al. (2013), shown in Figures 4.2(c) and 4.2(d). R3 shows similar
features as R2 and has the benefit of being slightly lower than R1 (when sampled over a
cloud) during inhomogeneous parts and slightly above R1 when over more homogeneous
cloud parts. This is useful in defining a homogeneous threshold.
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Figure 4.4: a) Frequency distributions of upward spectral radiances I↑λ for synthetic clouds. Shown
are an absolutely inhomogeneous (IC, black) and homogeneous (HC, blue) cloud, as well as clouds
with samples in two bins only (clouds 3 and 4, green and red). b) Frequency distributions of clouds
with I↑λ following a normal distribution (clouds 5 and 6, black and blue) with different standard
deviation, as well as a cloud with a random I↑λ distribution (cloud 6, red).
The ratios R1 and R3 are derived for each measurement flight. R1 discriminates data points
sampled over a cloud, while R3 identifies data points which are influenced by the ocean
surface. The latter measurements are excluded from the cloud property retrieval.
4.2 Quantifying Cloud Inhomogeneity
4.2.1 Defining a Statistical Measure of Cloud Inhomogeneity
The radiance–ratios R1, and R3 yield a simple measure to quantify cloud inhomogeneity
during a measurement flight. The ratio of ι1 = R3/R1 determines the fraction of more
homogeneous to inhomogeneous cloud parts. ι1 = 1 indicates, that the data points sampled
over trade wind cumuli were not sampled over cloud edges, cloud holes and parts with thin
optical thickness (see photos in Figure 4.2). However, a quantification of the variations in
I↑λ within the more homogeneous clouds parts are necessary, as ι1 does not provide this
information.
In general, an ideal measure of cloud inhomogeneity allows for the quantification of inhomo-
geneity, i.e. answering the question of whether and how inhomogeneous trade wind cumuli
are. This ideal measure would allow for the comparison of different in situ and remote sensing
products, as well as a comparison of different measurement flights. In the following a new
inhomogeneity measure is derived which is based on the definition of thresholds from totally
homogeneous and inhomogeneous clouds.
Figure 4.4 shows synthetic frequency distributions of I↑λ for seven different hypothetical
clouds. The I↑λ range is 0Wm
−2 nm−1 sr−1 ≤ I↑λ ≤ 0.4Wm−2 nm−1 sr−1 and is close to
the observational range observed during CARRIBA for I↑λ at λ = 645nm. The bin size
is set to ∆I↑λ = 0.01Wm
−2 nm−1 sr−1. The number of bins is equal to the number of
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observations. In Figure 4.4(a) the frequency distributions of a totally inhomogeneous (IC,
black line) and homogeneous cloud (HC, blue line) are illustrated. IC is characterized by a
frequency distribution where each bin Bi exhibits the same sampling frequency yi and each
yi = 1. On the other hand, the homogeneous cloud (HC) has only one bin with observations,
as I↑λ = 0.2Wm
−2 nm−1 sr−1 is sampled with a sampling frequency yi = 40. The two clouds
HC and IC are characterized by extreme frequency distributions and are the cases with
maximum inhomogeneity and homogeneity, respectively.
Usually, when analyzing variability, the standard deviation σ of observed I↑λ is calculated,
which yields σ = 0.117Wm−2 nm−1 sr−1 and σ = 0Wm−2 nm−1 sr−1 for IC and HC, re-
spectively. By dividing the mean value from the standard deviation, the relative measure of
cloud inhomogeneity ι2 = σ/I
↑
λ is gained (Iwabuchi and Hayasaka, 2002), yielding 0.60 and
0.00 for IC and HC, respectively. Figure 4.4(a) additionally shows two extreme examples,
cloud 3 (green line) and cloud 4 (red line), where only two values are observed. The only
difference between the two clouds is that cloud 4 shows slightly higher I↑λ. Both cases have
the same standard deviation at σ = 0.122Wm−2 nm−1 sr−1, which is higher than the value
from the absolutely inhomogeneous case IC. Moreover, the calculation of ι2 yields ι2 = 0.68
and ι2 = 0.53 for clouds 3 and 4, respectively. Not only is the former higher than for IC, ι2
yields different results for both clouds, although the standard deviation is exactly the same.
This shows, that the standard deviation and ι2 can yield misleading results, when trying to
evaluate and compare cloud inhomogeneity from different clouds.
The frequency distributions of HC and IC visibly differ in the sampling frequencies yi. The
absolute differences di in sampling frequency between these two extreme cases are di = 1 for
each bin Bi, except for the Bi = (0.20−0.21)Wm−2 nm−1 sr−1 bin, where di = 39. The sum
over all Bi is
)
i
di = 78. This value, derived between IC and HC, is the maximum possible
difference and represents a means for normalization. Each cloud will exhibit a value between
0 (representing an absolute inhomogeneous cloud) and this maximum value (homogeneous
clouds). Figure 4.4(b) shows a cloud with a random frequency distribution (cloud 7, red
line). The standard deviation σ for this distribution is σ = 0.105.
Table 4.1 shows di between cloud 7 and IC. The sum over all bins yields
)
i
di = 28. The
normalization of this derived value with the maximum value
)
i
di = 78 yields a measure of
Bi 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
di 1 1 1 0 1 0 0 0 0 0 1 0 0 1 0 1 2 1
Bi 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
di 1 0 0 1 1 1 1 1 2 2 3 0 1 1 1 0 1 1
Bi 37 38 39 40
di 0 0 0 0
Table 4.1: The absolute difference di in sampling frequency between cloud 7 and the absolute
inhomogeneous cloud (IC) for each bin Bi.
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Figure 4.5: Frequency distributions of I↑λ at λ = 645 nm on a) 16, 19 and 22 April, as well as b) 23,
24 and 25 April.
















with the number of bins Y = 40 and the number of samples L = 40. This means that 0 ≤
ι3 ≤ 1, with 0 indicating an absolute inhomogeneous cloud and 1 characterizing an absolute
homogeneous cloud. Allowing for instances where L ̸= Y is guaranteed by multiplying the
factor L/Y in the derivation of
)
i
di|cloud−IC. Eq. (4.1) yields ι3 = 0.64, identifying cloud 7
as a rather inhomogeneous cloud. Figure 4.4(b) also shows two clouds where sampled I↑λ are

















with the probability M that I↑λ is in bin Bi. The parameters I
↑
λ and σ influence the
shape of the distribution and are the mean value and standard deviation, respectively.
For clouds 5 and 6 I↑λ = 0.2Wm
−2 nm−1 sr−1, whereas σ = 0.02Wm−2 nm−1 sr−1 and
σ = 0.04Wm−2 nm−1 sr−1 for cloud 5 and 6, respectively. For cloud 5 the distribution is
close to a standard normal distribution. Applying Eq. (4.1) yields ι3 = 0.23 (cloud 5) and
ι3 = 0.41 (cloud 6).
4.2.2 Cloud Inhomogeneity during CARRIBA
Applying Eq. (4.1) on sampled I↑λ during CARRIBA allows for i) the quantification of
cloud inhomogeneity for individual measurement flights and ii) a comparison of the different
flights. Data points sampled over cumuli were identified by the radiance–ratio R1. Frequency
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Date (April 2011) 16 19 22 23 24 25
σ (Wm−2 nm−1 sr−1) 0.06 0.09 0.07 0.09 0.10 0.07
ι1 0.66 0.74 0.67 0.52 0.39 0.72
ι2 0.25 0.48 0.44 0.55 0.47 0.43
ι3 0.49 0.75 0.58 0.67 0.74 0.56
Table 4.2: Standard deviation σ and measure of cloud inhomogeneity ι2 for the flights on 16, 19, 22,
23, 24, and 25 April 2011.









        
        
Figure 4.6: Measure of cloud inhomogeneity ι3 calculated for all sampled I
↑
λ in the wavelength range
(400−1700)Wm−2 nm−1 sr−1. The grey bars indicate absorption bands. Data is from 22 April 2011.
distributions and the cloud inhomogeneity measure ι3 following Eq. (4.1) are derived for I
↑
λ
at λ = 645nm. Figure 4.5 shows frequency distributions of I↑λ at λ = 645nm for the flights
on 16, 19, 22, 23, 24, and 25 April. Flights on 14 and 18 April are left out of the analysis.
The flight on 14 April was performed over the island and broken cloud scenes are hard
to distinguish from the surface albedo, while the flight on 18 April contained not enough
cloud data for a reliable analysis. The frequency distributions of 16 and 25 April are visibly
different from the other flights, and are rather narrow. 19 and 24 April are characterized by
rather broad and shallow distributions. For the calculation of ι3 the minimum and maximum
of sampled I↑λ at λ = 645nm for the six flights were determined to specify the range of
measurement bins. Table 4.2 shows the standard deviation σ and the inhomogeneity measures
ι1, ι2, and ι3.
Sampled trade wind cumuli during 24 April show the highest σ of all flights, yet ι1 identifies
the clouds on this day as the most homogeneous. This highlights the fact that ι1 might not
represent a reliable measure of cloud inhomogeneity. ι2 values are mostly comparable around
0.45, except for 16 April. On this flight the lack of small I↑λ values leads to a high mean
value and therefore a small ι2. The parameters ι2 and σ from the six measurement flights
are well correlated with Pearson’s Product–moment Correlation Factor R = 0.82. R denotes
the covariance of two normally distributed variables, divided by their multiplied standard
deviations. ι3 during CARRIBA shows values around 0.5 − 0.75. Since ι3 allows for the
quantification of cloud inhomogeneity, it can be concluded that regarding I↑λ at λ = 645nm
the sampled trade wind cumuli show medium to high inhomogeneity. Between σ and ι3 a
high correlation is observed with R = 0.97.
While the inhomogeneity analysis was performed for I↑λ at λ = 645nm, there is also a
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Figure 4.7: Measure of cloud inhomogeneity ι3 calculated for all sampled I
↑
λ in the wavelength range
(400−1700)Wm−2 nm−1 sr−1. The grey bars indicate absorption bands. Data is from 22 April 2011.
spectral signature in ι3. Figure 4.6 shows the result of calculating ι3 for all sampled I
↑
λ in
the wavelength range (400 − 1700)Wm−2 nm−1 sr−1 for data sampled on 22 April 2011. In
the VNIR ι3 stays rather constant with values around 0.7 − 0.75. However, in the various
absorption bands at λ = (681 − 702) nm (oxygen), λ = (715 − 736) nm (H2O), λ = (753 −
781) nm (oxygen), λ = (810−840) nm (CO2) and λ = (930−960) nm (H2O) gas absorption is
prevalent and the micro- and macrophysical variability in cumuli variables has less influence
on the I↑λ measurements. This behavior is also obvious in the SWIR in the H2O absorption
bands between λ = (1110 − 1160) nm and λ = (1350 − 1500) nm. Moreover, the values for
ι3 generally decrease in the SWIR, where absorption from liquid water droplets is prevalent.
At λ = 1600nm the inhomgeneity measure is about 0.4. This illustrates that in the VNIR
ι3 is rather constant and independent of wavelength and that absorption decreases cloud
inhomogeneity.
Because ι3 correlates well with the standard deviation, but is also independent of the physical
unit of the individual cloud parameter, it is interesting to analyze whether inhomogeneity
in I↑λ is accompanied by the same inhomogeneity in microphysical cloud parameters. Figure
4.7 shows ι3 regarding I
↑
λ at λ = 645nm, the liquid water content LWC sampled by the
PVM-100A and D sampled by the PDI for the six flights shown in Figure 4.5(a) and 4.5(b).
In general, it is obvious that ι3 regarding I
↑
λ and LWC are very similar. The mean values
agree well, with ι3 = 0.63 and ι3 = 0.60 from the I
↑
λ and LWC data, respectively. However,
the mean ι3 from the D data is significantly lower with ι3 = 0.32, showing that the inhomo-
geneity in the droplet diameter data is much lower than in the other to parameters. More
importantly, an anti–correlated behavior between ι3 regardingD and LWC is apparent. This
might be due to mixing and entrainment process, as reported by Paluch and Knight (1984),
Blyth and Latham (1990) and Gerber et al. (2008), who have reported a predominance of
large variations in LWC accompanied by more homogeneous D. At cloud edges and tops the
droplet diameter remains largely unchanged when humid air is mixed into the cloud, while
the LWC is decreased due to dilution. However, the increased variability in D with more
steady values of LWC have not been reported. I↑λ at λ = 645nm shows a similar behavior
as the LWC, illustrating that the variability in both parameters is closely linked. This is
not surprising, as I↑λ in the VNIR and the cloud optical thickness τ are positively correlated,
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Figure 4.8: a) Measure of cloud inhomogeneity ι3 as a function of the difference in cloud top altitude
∆ztop for the flights on 16, 19, 22, 23, 24, and 25 April 2011. b) Filtered ι3,F derived from a subset
of upward spectral radiances I↑λ at λ = 645 nm compared to ι3 from the whole data set for the six
measurement flights presented in a). The subset includes I↑λ sampled over clouds with a cloud top
height between ztop = (1700− 1800)m only.
as shown in Nakajima and King (1990). Furthermore, there is a positive correlation between
τ and the LWC, shown in Brenguier et al. (2011). Figure 4.7 illustrates that there are dif-
ferences in the variability of the important cloud parameters and that trade wind cumuli
might be inhomogeneous regarding a parameter, while being rather homogeneous regarding
a different variable.
4.2.3 Height Dependence
The ι3 values were derived by analyzing the cloud data of complete measurements flights
during CARRIBA. Data were sampled over a wide range of flight altitudes, because the
observed cloud top altitude ztop of the sampled cumuli varied significantly. Cloud micro-
physical parameters such as the LWC and reff depend on the sampling altitude within the
cloud, while parameters such as LWP and τ depend on the vertical extent of the cloud. This
means, that the variability in sampled I↑λ at λ = 645nm might be the result of the variability
in ztop observed during a measurement flight.
Therefore, looking at ι3 as a function of the difference in cloud top altitude ∆ztop gives a first
indication whether or not ι3 during CARRIBA is influenced by different sampling altitudes.
The result is shown in Figure 4.8(a). ∆ztop is determined as the difference between the
diurnal maximum and minimum in ACTOS flight altitude (only data sampled over clouds
are considered). It is obvious that there is no relation between ι3 and ∆ztop. While on 22
April ∆ztop = 2030m, analysis yields medium inhomogeneity with ι3 = 0.58. The highest ι3
was derived for 19 April, the day with the lowest difference in flight altitude.
Additionally, ι3 was derived for a constant cloud top altitude ztop during each day. Since the
cloud bases during each day where similar this means that the adiabatic cloud values in this
cloud height were also similar. To have enough data points in the analysis the uncertainty
in ztop was set to ∆ztop = 100m. Figure 4.8(b) shows the filtered ι3,F for I
↑
λ at λ = 645nm
derived for ztop = (1700 − 1800)m, compared to the ι3 from the complete data set. The
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solid diagonal line resembles the 1:1 line. ι3,F from 24 and 25 April (black dots) are basically
unchanged from ι3 with (ι3,F− ι3) ≤ 0.02. Slightly less inhomogeneity with (ι3,F− ι3) ≤ 0.07
are derived for 16 and 19 April (dark grey dots), but the inhomogeneity measures ι3 and ι3,F
are still very similar. Only the results from 22 and 23 April (light grey dots) are significantly
lower when just considering data sampled within ztop = (1700 − 1800)m.
This shows that while for most flights ι3 shows little to no dependence on the sampling
altitude, cloud inhomogeneity is reduced for some flights when considering I↑λ from a constant
flight altitude only.
4.3 Determining 3D Radiative Effects from Frequency
Distributions
ι3 allows for a quantification of cloud inhomogeneity and for a comparison between different
days, while the radiance–ratios R2 and R3 identified cloud sections that are influenced by
the surface albedo. The analysis of the sampled frequency distributions yields even further
information on the inhomogeneous cloud parts by identifying regions where sampled I↑λ over
trade wind cumuli differ from a standard normal distribution. This is done by subtracting
the mean value of sampled I↑λ from the cloudy data set and subsequently dividing by the







This yields a transformed probability density function (PDF) that can be directly compared
to a standard normal distribution (I↑λ = 0, σ = 1) following Eq. (4.2).
Figure 4.9(a) shows the PDF of transformed I↑λ at λ = 645nm sampled on 25 April 2011.
The PDF of a standard normal distribution is represented by the solid line. There are clear
deviations of the sampled distribution from a standard normal distribution, especially around
I↑λ − 2 standard deviations and around I
↑
λ + 1 standard deviation.
An effective way to compare the transformed distribution and a standard normal distribution
is a quantile–quantile plot, where estimates of quantiles of both distributions are illustrated.
The quantiles Q are derived by inverting the cumulative distribution function, which can be
derived from the PDFs shown in a). Quantiles were placed at Q = l/(L+1) with l = 1, 2, ...,
L with the maximum number of quantiles L = 99. With this step we avoid the last Q to be
at L/L, which sometimes is equal to ∞. The quanatile–quantile plot reveals that there are
significant differences between the sample distribution and a standard normal distribution
before I↑λ − 0.4 standard deviations, which indicates a high frequency of low radiances, and
after I↑λ+1.2 standard deviations, where high radiances are sampled with increased frequency.
Both regions are marked by the blue and red dots, respectively.
In Figure 4.9(c) the respective I↑λ that are responsible for the deviations are highlighted in a
time series of I↑λ at λ = 645nm sampled over an individual trade wind cumulus on 25 April
2011. The deviations marked in blue in the quantile–quantile plot can be attributed to cloud
edges and cloud regions, that are characterized by a significant dip in I↑λ at λ = 645nm.
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Figure 4.9: a) PDF of transformed upward spectral radiances I↑λ,tr,i at λ = 645 nm from the flight
on 25 April 2011 (grey line). The black line illustrates a standard normal distribution. b) Quantile–
quantile plot of transformed I↑λ at λ = 645 nm and a normal distribution. The solid line represents
the 1:1 line. The blue and red colors indicate regions of deviations from a normal distribution. c)
Time series of I↑λ at λ = 645 nm on 25 April 2011. The blue and red dots are respective radiances
that are responsible for the deviations from a normal distributions that were shown in b).
While the data points around 52420 s are associated to a cloud hole, the data points around
52490 s are from a shadow region. The respective photo from the downward facing camera on
SMART–HELIOS is shown in Figure 4.10. The dip in measured I↑λ at λ = 645nm is caused
by the cloud shadow in the middle of the photograph. This shows that rather low radiance
data can be associated with cloud edges, cloud holes and cloud shadows due to 3D radiative
effects. These regions are easily identified in time series of I↑λ. However, the regions marked
by the red dots are more difficult to interpret. The data points around 52450 s and 52470 s
seem to be from rather homogeneous cloud parts. However, the photograph in Figure 4.10
shows a region of enhanced illumination around 52500 s, shortly after the cloud shadow. This
part is a prime example of 3D radiative effects. The interpretation of parts with increased
I↑λ is therefore more difficult, either illustrating homogeneous cloud parts with high optical
thicknesses or inhomogeneous parts with enhanced illumination.
Using the results from the quantile–quantile plot to filter inhomogeneous cloud data yields a
data set with hard cutoffs. This is shown in Figure 4.11(a), illustrating the same time series
over a cumulus on April 25, see Figure 4.9(c). Green dots highlight cloud data that represent
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Figure 4.10: Photo of a trade wind cumulus on 25 April 2011 from the downward facing camera on
SMART–HELIOS at 52500 s.









































Figure 4.11: Time series of I↑λ at λ = 645 nm sampled over a trade wind cumulus on 25 April 2011.
Green dots in a) show data points where the frequency distributions resemble a standard normal
distribution, as determined in Figure 4.9(b)–4.9(c). The green dots in b) show data points that
identify rather homogeneous cloud parts as determined from the radiance–ratio R3.
the subset in the frequency distribution which follow a standard normal distribution. The
horizontal dashed lines show the cutoff values where data points do not follow the standard
normal distribution, filtering all data points under I↑λ − 0.4 standard deviations and above
I↑λ + 1.2. This is significantly different from a standard normal distribution, where there
are still samples in this subset of the frequency distribution. The radiance–ratios R1 and
R3 yield a similar result, as I↑λ under I
↑
λ − 0.4 generally were sampled above cloud edges
and cloud holes. Figure 4.11(b) shows the same time series, with green dots highlighting
cloud data that are not influenced by the ocean surface. Using radiance–ratios as a filter
yields more natural homogeneous cloud data, while the quantile–quantile plot yields just a
subset of the frequency distribution. R1 and R3 detects the lo radiances associated with
the edges and the hloes. Additionally, the data points from the homogeneous cloud parts
with high optical thickness at 52450 s and 52470 s remain, as well as some data points in the
illuminated cloud part remain. In general, filtering inhomogeneous cloud data by means of
radiance–ratios yields a reliable way to identify inhomogeneous cloud data, although some
inhomogeneities remain due to illuminated cloud parts.
4.4 Radiative Smoothing
4.4.1 Radiative Smoothing during CARRIBA
The inhomogeneity filter ι3 yields a measure of cloud inhomogeneity of sampled trade wind
cumuli, derived from frequency distributions of I↑λ. Information about horizontal variability of
I↑λ is derived from radiative smoothing analysis. The 3D cloud structure, as illustrated in the
photographs in Figures 4.1 and 4.11(d), greatly influences the horizontal photon transport
within clouds. Increased horizontal photon transport leads to radiative smoothing of the
radiation field sampled above the cloud. This effect can be studied by calculating spatial
power spectra, (see Section 2.4). A Fourier transformation of the high resolution I↑λ at
λ = 645nm data yields power spectral densities E(k) = F2(k) as a function of wavenumber
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Figure 4.12: (a) Spectral upward radiances I↑λ at λ = 645 nm measured over clouds (as determined
from R1) on 22 April 2011. Data is presented as a horizontal distance (x) series, where the first I↑λ
sample over a cloud is regarded as the starting point. (b) Power spectral density E(k) as a function
of wavenumber k = 1/x.
k = 1/x. Figure 4.12(a) shows the I↑λ at λ = 645nm that were sampled over clouds. Data
was filtered by applying the filters R1 and R2, leaving out the ocean data in between sampled
trade wind cumuli. This yields a new data set of cloud–only data. Because there might be
large variations in I↑λ data at the transition between two clouds, there might be additional
energy at very high frequencies in E(k), which can be minimized by applying a smoothing
filter. Figure 4.12(b) shows the derived power spectral density E(k). The radiances I↑λ
exhibit scale–invariant behaviour characterized by:
E(k) = k−β. (4.4)
β = 5/3 is illustrated by the green line. The transition from β = 5/3 to another value,
the so called scale break ξ, is associated with radiative smoothing and can be explained by
horizontal photon transport. The position of the scale break is usually in the same order
as the geometrical thickness of the cloud. The first step in calculating the large scale slope
(βl, small wavenumbers k = 1/x), and small scale slope (βs, high wavenumber k = 1/x) is
deriving octavely binned values of E(k) (see Section 2.4). The binning i) reduces the noise,
and ii) assures the small scales do not dominate the slope of the linear fit. A linear fit with
βl is illustrated by the blue straight line. The fit yields βl = 1.75, following the 5/3 behavior.
The straight red line shows a linear fit with βs = 2.42. The intersection of both fits yield the
position of ξ, which is around 450m on 22 April 2011.
The radiative smoothing analysis has been performed for flights on 22, 23, 24, and 25 April.
These days include I↑λ that have been measured over the ocean only. I
↑
λ sampled over trade
wind cumuli are easily distinguished from I↑λ sampled over the ocean, which improves the
reliability of the radiance–ratios R1 and R3. On the other hand, I↑λ sampled over the island
are sometimes quite similar to I↑λ sampled over the cumuli. Table 4.3 shows the derived βl,
βs and ξ for the four flights.
While the inhomogeneity measure ι3 is useful in quantifying the inhomogeneity of the sampled
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Flight (April 2011) 22 23 24 25
βl 1.75 1.77 1.78 1.82
βs 2.42 2.62 2.83 2.45
ξ (m) 448 285 255 812
Table 4.3: Large scale slope βl, small scale slope βs, and scale break ξ for the flights on 22, 23, 24,
and 25 April 2011.
I↑λ, it cannot explain the horizontal distribution of different I
↑
λ. Conversely, the small scale
slope βs reflects an increase in horizontal small scale fluctuations. The calculation of the small
scale slope βs for the different days during April 2011 yields values between 2.42 − 2.83 for
the four flights from 22-25 April, 2011, which were performed over the ocean. As illustrated
in Section 2.4, days with higher βs exhibit more frequent oscillations in I
↑
λ. There is a high
correlation between ι3 and βs, illustrated by R = 0.98. This shows that the variability in the
frequency distributions of I↑λ is due to horizontal variability in I
↑
λ.
4.4.2 Influence on Radiative Smoothing from Gas Absorption and Surface
Albedo
Calculating βl and βs for the wavelength range covered during CARRIBA allows for the spec-
tral behavior of radiative smoothing on large and small scales. Small scale inhomogeneities
do not influence the large scale appearance of the cloud. However, the surface albedo might
influence the large scale variability in I↑λ.
Figure 4.13(a) shows the spectral behavior of βl for 16 April 2011. During this flight trade
wind cumuli were mostly sampled over the island of Barbados. Therefore, Figure 4.13(c)
shows cloud–free I↑λ measurements performed over the island of Barbados during this flight.
The spectral region includes λ = 700nm, which is characterized by a significant increase in
surface albedo of vegetation–like surfaces (the vegetational step). I↑λ measured in absorption
bands are excluded in the analysis. The vegetational step is clearly highlighted by an increase
in sampled I↑λ by a factor of 10. In this spectral region βl decreases from about 1.83 to about
1.75. The small scale slope increases in this region (not shown here). A similar behavior was
reported by Schröeder and Bennartz (2003). Figure 4.13(b) illustrates the small scale slope
in the SWIR. In this spectral region water vapor absorption bands are evident in the I↑λ,
which were sampled over a trade wind cumulus on 22 April 2011 (shown in Figure 4.13(d)).
These regions are highlighted by the grey areas. Within these absorption bands, the derived
small scale slope βs decreases significantly from about 1.8 to 1.6. This decrease is caused by
the fact that horizontal photon transport for small scales (x ≈ (100− 1000)m) is reduced by
absorption. However, the large scale slope βl has a similar characteristic (not shown here),
which was also observed by Schröeder and Bennartz (2003). This gas absorption influence
on the large scale slope βl is surprising and there is yet to be an interpretation for it.
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Figure 4.13: a) Large scale slope βl as a function of wavelength. Data is from 16 April 2011. b) An
example of spectral upward radiances I↑λ sampled over the island of Barbados during this flight. c)
Small scale slope βs as a function of wavelength. Data is from 22 April 2011. d) An example of I
↑
λ
sampled over the ocean during this flight.
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5 Remote Sensing and New Retrieval
Approach
In this chapter the remote sensing results of optical and microphysical properties of the trade
wind cumuli are reported. A description of the input for the radiative transfer calculations
is given (Section 5.1) and it is explained, how reff and τ of the shallow water clouds are
retrieved from the simulations by the Standard Bi–Spectral Retrieval (SBR, Section 5.2.1).
A data filter is described, which minimizes the effects of variations in the sensor zenith
angle, as well as 3D radiative effects on the SBR (Section 4.1). The influence of a thin
cirrus layer, overlying the shallow cumuli, on the SBR is quantified in Section 5.3. The
introduction of a new retrieval approach based on radiance–ratios (RRR) follows in Section
5.4. The two retrieval approaches are used to derive the optical and microphysical properties
of the shallow cumuli sampled during CARRIBA and the results are compared to the in
situ measurements (Section 5.5). The techniques and results presented in this chapter were
reported in Werner et al. (2013).
5.1 Model Input for Lookup Tables
The radiative transfer library libRadtran Version 1.6beta (Mayer and Kylling, 2005; Mayer,
2009) was used to calculate lookup tables (LUT) for the cloud property retrieval. Simula-
tions were performed by the discrete ordinate radiative transfer solver (DISORT), version
2 by Stamnes et al. (1988). The vertical profiles of atmospheric constituents and meteo-
rological parameters were adopted from the standard profiles of Anderson et al. (1986) for
tropical conditions, modified by measurements from ACTOS and radiosonde data. Extrater-
restrial spectral irradiance data were taken from Gueymard (2004); spectral surface albedo
was applied from Wendisch et al. (2004), type Surface Albedo Sea. During measurements
over the island the type Surface Albedo Land is applied. The aerosol particle profiles were
taken from the standard aerosol profile data for Spring/Summer conditions from Shettle
(1989) for a maritime aerosol type, modified by ground–based LiDAR and AERONET data.
Gas absorption was parameterized by SBDART (Ricchiazzi and Gautier, 1998) using the
LOWTRAN band model (Pierluissi and Peng, 1985). Cloud droplet scattering and absorp-
tion properties of the trade wind cumuli were derived from Mie calculations according to
Wiscombe (1980). Ice microphysical properties for the overlying cirrus were provided by
Key et al. (2002), Yang et al. (2000), and Baum et al. (2005a,b, 2007).
Simulations with this setup yield LUTs, which are derived for each flight during CARRIBA
with a temporal resolution of 2.5 minutes. This resolution is necessary because of the evo-
lution of the solar azimuth and zenith angle. The change in simulated solar zenith angle θ0
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Figure 5.1: Time series of simulated solar zenith angle θ0 for the possible time frame of CARRIBA
flights.
between two 2.5 minute increments is illustrated in Figure 5.1. The simulation represents
22 April, 2011 with a fixed position east of the island of Barbados. The UTC chosen in the
Figure represent the time frame of CARRIBA flights, which were always performed between
13 and 20 UTC. During the local noon the differences decrease slightly, but during most
of the day differences in θ0 between 2.5 minute increments is right around 0.6◦. For each
2.5 minute increment the sensor geometry and observed cloud top height is calculated as
the mean within a 2.5 minutes interval. The solar angles are derived from positional data
sampled by the instruments on ACTOS and HELIOS. Cloud top height is assumed to be the
flight level of ACTOS and the cloud base is held constant as provided by LiDAR observatios.
The height level where the sensor is positioned is assumed to be 140m above the ACTOS
flight level.
5.2 Standard Bi–Spectral Retrieval (SBR)
5.2.1 Basic Idea
The standard bi–spectral retrieval (SBR) was introduced by Twomey and Seton (1980) and
Nakajima and King (1990). The SBR is performed by calculating cloud top reflectivites γλ
or cloud top reflected radiances I↑λ for a model cloud with defined τ and reff . I
↑
λ values are
calculated for two wavelengths λ; one λ in the VNIR where scattering is dominant (e.g., at
λ = 645nm) and a second λ in the SWIR, where absorption is dominant (e.g., λ = 1645nm).
In the VNIR, I↑λ shows a strong sensitivity to τ , whereas in the SWIR the sensitivity is
high with respect to reff (Marshak et al., 2006). Simulating I
↑
λ for a multitude of τ and reff
combinations yields a LUT with modelled I↑λ for each τ and reff combination. Interpolating
measured I↑λ values within this calculated LUT results in the retrieved τ and reff of the
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Figure 5.2: Simulated lookup table for µ0 = cos 31 ◦ and a cloud east of the coast of Barbados on
22 April, 2011. Numbers indicate isolines of constant cloud optical thickness τ and effective droplet
radius reff . The black dot illustrates a measurement example with sampled radiances I
↑
λ at λ = 645 nm
and λ = 1645 nm with the respective measurement uncertainties highlighted by the error bars. The
inlay shows a close up around the measurement example.
measurement case.
Figure 5.2 illustrates a LUT for a vertically homogeneous model cloud with cloud base at
670m and cloud top at 1170m located east of the coast of Barbados 22 April, 2011. The
grey vertical lines indicate isolines of I↑λ at λ = 645nm for constant τ and isolines of I
↑
λ
at λ = 1645nm for constant reff . τ and reff were varied between 1 − 72 and 3 − 22µm.
Increasing I↑λ in the VNIR with increasing τ are apparent due to increased reflectivity with
increasing optical thickness of the cloud, while water absorption in this wavelength range is
weak and hence only a small dependence of the radiances in this VNIR to reff is observed.
Conversely, there is a strong sensitivity of I↑λ at λ = 1645nm towards reff . The decrease in
I↑λ with increasing reff is due to increased absorption for larger water droplets. While the
isolines become clearly distinct for larger values of τ and reff they become ambiguous for
τ < 3.
The black dot in Figure 5.2 indicates an example of measured radiances I↑λ,1 and I
↑
λ,2. The
respective measurement uncertainties are represented by the error bars. Retrieved values
for τ and reff are derived by interpolating the measured radiances within this LUT. The
example measurement yields τ = 18 and reff = 10µm, albeit all values within the error bars
are possible solutions for the retrieval.
5.2.2 Retrieval Results of the SBR
The mean values for retrieved τ , reff and LWP using the SBR are listed in Table 5.1.
It becomes obvious how different each of the flights during CARRIBA 2011 was, with τ
varying between 5− 36 and reff varying between 7− 18µm. Even days with comparable reff ,
e.g. the 16 and 18 April flights, are characterized by vastly different τ .
Comparisons of diurnal mean values of reff from the SBR and in situ measurements by the
Phase Doppler Interferometer (PDI) are shown in Figure 5.3(a). Retrieved reff are derived
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Flight τ SBR reff SBR (µm) reff PDI (µm)
14 April 21.86 7.74 8.76
16 April 35.25 10.32 8.78
18 April 5.19 10.15 9.14
19 April 8.35 6.81 6.94
22 April 13.61 16.03 16.36
23 April 13.19 16.38 13.93
24 April 19.61 13.53 12.68
25 April 16.90 19.26 17.54
Table 5.1: Diurnal mean values of cloud optical thickness τ and effective droplet radius reff from the
SBR after applying the filters described in Section 4.1. In situ measurements of reff by the PDI are
also shown.
Figure 5.3: (a) Diurnal mean effective droplet radius reff measured by the PDI on ACTOS (white
circles) and from the SBR from radiation measurements on SMART-HELIOS (black dots) during
CARRIBA 2011. (b) Same as (a), only with filtered data according to Section 3 (grey dots).
without applying the filters discussed in Section 4.1. While there seems to be reasonable
agreement between the in situ and retrieval results before 20 April, differences of up to 5µm
are apparent during the later flights. Applying the filters described in Section 4.1 improves
the agreement between retrieved and in situ gathered reff results, shown in Figure 5.3(b).
Including the filter techniques yields an agreement in reff between the SBR and the in situ
values of up to 2µm for the flights on 22-25 April, but there still is a slight overestimation
in from the SBR during most days.
5.3 Influence of Overlying Cirrus
As the helicopter–borne measurements did not allow F ↓λ measurements, simulated F
↓
λ have
to be included in the retrieval algorithm. Without knowledge of the cirrus cover and cirrus
microphysical properties, this implies some uncertainties in (i) the simulated I↑λ and (ii) the
retrieval of τ and reff .
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Figure 5.4: (a) Spectral ratio of downward solar irradiance F ↓λ under cirrus conditions to cloudless
conditions for different cirrus optical thicknesses τci. Ice properties are provided by Baum et al.
(2005a,b, 2007). The black arrows indicate two wavelengths were F ↓λ is equally attenuated by a cirrus
with τci = 0.2; grey arrows show such a pair for τci = 0.5. The grey shading indicates absorption
bands. (b) Spectral ratio of F ↓λ,ci for different ice habits with ice cloud properties by Key et al. (2002)
and Yang et al. (2000) (solid columns only) to bulk properties by Baum et al. (2005a,b, 2007) . For
all calculations τci = 0.5. (c,d) The same as (a,b) but for upward radiance I
↑
λ.
The influence of overlying cirrus on the transmitted and reflected solar radiation, as well as on
the SBR of τ and reff , was investigated by radiative transfer simulations adjusted to the case
of 22 April 2011. The mean solar zenith angle was θ0 = 30 ◦, while the mean solar azimuth
angle was ϕ0 = 269 ◦. A horizontally homogeneous trade wind cumulus with a cloud base
at 500m (approximated by LiDAR measurements on the island) and cloud top in 1170m
(ACTOS data) was defined as input for the radiative transfer calculations. An overlying
cirrus was implemented between 13− 14 km with a fixed effective radius of reff,ci = 20µm.
Downward spectral solar irradiance was calculated for cloudless conditions (F ↓λ,no ci) and
overlying cirrus conditions (F ↓λ,ci) at the height of the cumulus top. Figure 5.4(a) shows
spectra of the ratio F ↓λ,ci/F
↓
λ,no ci for three values of τci. Obviously, F
↓
λ,ci is reduced by the
cirrus; the reduction is stronger the larger the cirrus optical thickness τci. The reduction is
most prominent in the water vapor absorption bands indicated by the grey areas. In the
spectral regions outside of these absorption bands, attenuation is approximately 2− 3% for
τci = 0.2 and up to 13% for τci = 1.
Figure 5.4(b) illustrates the impact of different crystal shapes on F ↓λ,ci. The reference down-
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ward irradiance F ↓λ,Bulk was calculated assuming nonspherical bulk crystal scattering prop-
erties by Baum et al. (2005a,b, 2007). Then different ice crystal habits were assumed in the
calculations of F ↓λ,Shape, such as solid column, droxtal, plate, rosette, and rough-aggregate.
Figure 5.4(b) shows spectra of the ratio F ↓λ,Shape/F
↓
λ,Bulk. Outside absorption bands the ratio
F ↓λ,Shape/F
↓
λ,Bulk is in the range of only 1− 2%, depending on the assumed ice crystal habit.
Only a weak wavelength dependence is observed. The spectra of the ratio F ↓λ,Shape/F
↓
λ,Bulk
for solid columns and ice properties by Key et al. (2002) show noticeable differences of up to
2% at wavelengths λ < 700 nm and λ > 1500 nm compared to the spectral ratio based on
ice cloud properties by Yang et al. (2000). The biggest differences (up to 4%) occur in the
water vapor absorption bands. Altogether, the influence of different shape on F ↓λ,ci is small
(< 3%).
In the following the impact of τci and ice crystal shape on the radiance I
↑
λ,ci reflected by the cu-
muli in the presence of overlying cirrus is quantified. A cumulus with τ = 10 and reff = 10µm
is assumed. Figure 5.4(c) shows the spectral ratio of upward radiances I↑λ,ci/I
↑
λ,no ci. The spec-
tral behavior in the ratio I↑λ,ci/I
↑





in Figure 5.4(a), but absolute values are 1− 2% smaller. The spectral ratio I↑λ,Shape/I
↑
λ,Bulk,
shown in Figure 5.4(d), also exhibits a similar spectral behavior as the ratio F ↓λ,Shape/F
↓
λ,Bulk
shown in Figure 5.4(b). Again, the influence of ice crystal habit seems to have only a small
influence on I↑λ,ci. Nevertheless, taking into account the measurement uncertainty of the I
↑
λ
measurements, introducing a cirrus with τci = 0.2 represents about one third of the measure-
ment uncertainty in the SWIR. For τci = 0.5 this translates into an additional uncertainty of
one half of the measurement uncertainty in the SWIR. Different ice crystal habits account
for an additional uncertainty in the range of 1/3−1/2 of the measurement uncertainty of I↑λ.
The uncertainties in simulated F ↓λ may accordingly increase the uncertainties of the retrieval
of τ and reff of the cumuli. To quantify this effect a retrieval LUT assuming cirrus-free
conditions was calculated. Afterwards the retrieval was run with input radiances I↑λ calcu-
lated with an overlying cirrus, thus representing a retrieval without a priori knowledge of
the overlying cirrus properties. The cumulus τ was varied between 1 − 72, while reff of the
cumuli was varied between 1−24µm. These ranges comprise the ranges observed during the
CARRIBA campaign. τci = 0.2, 0.5, and 1 was assumed.
Figure 5.5 shows the effects of overlying cirrus on the SBR results for (a) τ and (b) reff of the
trade wind cumuli. Using the ice properties of Baum et al. (2005a,b, 2007) the retrieved τ
show an underestimation of 1−12% due to neglecting the overlying cirrus, depending on the
assumed values for τ and τci. For τ < 3 the uncertainty in the retrieval is most prominent.
Since the extinction efficiency of ice in the SWIR is higher than in the VNIR, the influence
of overlying cirrus is higher on the retrieval of reff than of τ . Even for τci = 0.2 there is an
overestimation in the retrieval results of reff of about 6%. This overestimation increases with
increasing τci and reaches values of 14% and 32% for τci = 0.5 and τci = 1, respectively. The
highest overestimations occur for reff < 4µm (40−80%). For increasing τci the retrieved reff
are higher than the highest value in the retrieval LUT (24µm). Therefore, for reff > 16µm
there are no retrieval results for τci = 1.
The bias increases when using the ice scattering models from Key et al. (2002) (solid-
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Figure 5.5: (a) Underestimation of retrieved cumulus optical thickness τ as a function of the assumed
τ of the underlying trade wind cumulus caused by an overlying cirrus. A constant effective droplet
radius of reff = 10µm is assumed. (b) Overestimation of retrieved reff as a function of assumed reff of
the underlying cumulus caused by an overlying cirrus. A constant τ = 10 is assumed. Applied cirrus
optical thicknesses τci are 0.2, 0.5, and 1.0. Ice properties are provided by Baum et al. (2005a,b,
2007) (circles), Yang et al. (2000) (solid columns, triangles) and Key et al. (2002) (solid columns,
diamonds).
columns), up to an underestimation of 7% for τ and an overestimation of 48% for reff .
The retrieval results using the Yang et al. (2000) and Baum et al. (2005a,b, 2007) scattering
properties are comparable.
As already shown in Figure 5.4(d), the influence by different ice crystal habits on I↑λ is
about 1 − 2% which is in the same range as the influence by a cirrus with τci = 0.2. As an
example, an overlying cirrus with solid columns or rough–aggregates only would decrease I↑λ
even further. Misrepresentation of such an overlying cirrus in the SBR would even further
increase the bias in the retrieved τ and reff .
5.4 New Radiance–Ratio Retrieval (RRR)
5.4.1 Basic Idea
From Figure 5.4(c) it is obvious that the ratio I↑λ,no ci/I
↑
λ,ci depends only weakly on wave-
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Eq. (5.2) suggests that for certain wavelength pairs λ1 and λ2 the ratio of I
↑
λ,ci at both
wavelengths is the same as the ratio of I↑λ,no ci for the same wavelength pairs. Therefore,
on the basis of Eq. (5.2) a new retrieval method is proposed to minimize the impact of an
overlying cirrus on the retrieval of τ and reff of trade wind cumuli. Performing a radiance–
ratio retrieval (RRR) with ratios R = I↑λ1/I
↑
λ2
at two such wavelengths facilitates a retrieval
that does not require a priori knowledge of the overlying cirrus properties. Similar retrieval
approaches with spectral slopes have already been reported for ground–based transmissivity
measurements (McBride et al., 2011).
Another advantage of this retrieval is the transition from absolute to relative measurements
which yields a reduction of the retrieval uncertainty. In the SBR γλ constitutes a semi–
relative quantity. While it is a ratio of two radiative quantities, I↑λ and F
↓
λ , both have
separate calibration procedures and uncertainties concerning the measurements and calibra-
tion. Here, especially the calibration of I↑λ is very sensitive due to its dependence on the
steradian. Moreover, F ↓λ was not measured during the CARRIBA campaigns. The values
from the radiative transfer calculations are not subject to the measurement and calibration
uncertainties of measured F ↓λ . In contrast, ratios R = I
↑
λ1
/I↑λ2 are true relative quantities by
consisting of two radiances, both of which were measured and calibrated in the same way.
Optimal radiance–ratios R = I↑λ1/I
↑
λ2
need to fulfill Eq. (5.2). Furthermore, the sensitivity
of the retrieved cumulus parameters τ and reff with respect to R needs to be high.
Figure 5.6(a) shows the LUT grid resulting from the SBR with radiances at λ = 645nm
(sensitivity towards scattering) and λ = 1645nm wavelength (sensitivity towards water ab-
sorption). The grey, slant lines represent isolines of constant τ (vertical lines) and reff
(horizontal lines). Due to the high sensitivity of radiances in the visible wavelength range
towards τ , I↑λ at λ = 645nm increases with increasing τ . For a given τ , e.g. τ = 72, there
is hardly any sensitivity of I↑λ at λ = 645nm towards reff . In contrast, there is much higher
sensitivity of I↑λ at λ = 1645nm towards reff , although for decreasing τ the sensitivity of
radiances at this wavelength towards τ increases. The black dot indicates a measurement
point with the corresponding error bars. All solutions within the measurement error bars are
possible (τ = 16 − 20 and reff = 7 − 14µm). This is highlighted by a close–up view around
the measurement point in the inlay.
Figure 5.6(b) shows the LUT grid for the same non–absorbing wavelength of λ = 645nm
and a radiance–ratio R1 for λ1 = 1525nm, and λ2 = 579nm. While the range of possible
τ solutions is similar compared to the SBR in Figure 5.6(a), the reff solution range is much
narrower with values reff = 9 − 11µm. This is due to (i) a wider retrieval grid spacing due
to a different sensitivity towards reff and (ii) a reduced measurement uncertainty of R1 of
4 − 5% instead of 6 − 10% of the I↑λ measurements. In the close–up it is obvious that the
possible reff solution range is now less than 1µm in each direction. Figure 5.6(c) illustrates
the LUT grid with a different radiance–ratio R2 at λ1 = 1000nm and λ2 = 420nm. In this
case the reff solution range is comparably larger than both the SBR and the retrieval withR1
yielding reff = 6− 20µm. The sensitivity of such a LUT towards reff is much lower than the
SBR in Figure 5.6(a) or the LUT with R1 in Figure 5.6(b). The choice of any R therefore
affects the sensitivity of the resulting LUT towards τ and reff .
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Figure 5.6: (a) Retrieval grid for the standard bi–spectral retrieval with radiances at 645 nm and
1645 nm. The measurement errors from the spectrometers employed during the CARRIBA campaign
are illustrated by the error bars surrounding a measurement with τ = 18 and reff = 10µm. (b)
Retrieval grid for the radiance–ratio retrieval (RRR) with a ratio R1 at λ1/λ2 = 1525 nm / 579 nm.
The measurement point is the same as described in (a). (c) Retrieval grid for the RRR with a ratio
R2 at λ1/λ2 = 1000 nm / 420 nm. The measurement point is the same as described in (a).
5.4.2 Systematic Search for Optimal Wavelength Ratios
In this section a measure of the wavelength–dependant sensitivity of a LUT towards the
retrieval of τ and reff is established. In a first step the general sensitivity of a LUT is analyzed,
without regard to the measurement uncertainty. This sensitivity of a LUT towards the cloud
parameters is defined by its grid spacing (see the isolines of constant τ and reff in Figures
5.6(a)–5.6(c). Subsequently, the sensitivity of the LUT towards the cloud parameters and
the measurement uncertainty are combined to yield a measure of the retrieval sensitivity.
This is crucial for a reliable retrieval of τ and effective droplet radius reff .
A LUT that optimally represents the measurement conditions and perfect I↑λ measurements
(i.e., no measurement errors) yield a perfect cloud property retrieval. Retrieved τ and reff
agree with the true values. Introducing a bias in one of the two I↑λ (for the SBR) leads to
a bias in the retrieved cloud parameters. The magnitude of this bias depends on the local
slope LS of the LUT, which indicates the difference between two neighboring values of τ or
reff as a function of differences between the respective two radiances I
↑
λ. The same holds true
for the RRR with R.
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Figure 5.7: (a) Illustration of Eq. (4) in a close–up of an arbitrary lookup table. A cumulus with
an assumed cumulus optical thickness τas and effective droplet radius reff,as is indicated by the black
dot. A bias in I↑λ (here I
↑
λ which is sensitive to τ) results in a bias in retrieved τret (highlighted by
the triangle). (b) Local Slopes LS as a function of differences between the retrieved and assumed
reff . The grid spacing parameter for the reff retrieval sr highlights the distance between the two LS
branches at the LS value representing the measurement uncertainty U , in this case for the retrieval
with R1.
To quantify the LS of any LUT the bias in the retrieved cloud parameter, with regard to an
assumed value which indicates the true τ or reff , is derived by introducing a bias in I
↑
λ (or R











The assumed input values are denoted by the subscript ”as” while the retrieval results are
denoted by ”ret”. A depiction of LS is illustrated in Figure 5.7(a). Here a close–up of an
arbitrary LUT is shown. As for Figures 5.6(a)–5.6(c) the grey, slant lines represent isolines
of constant τ and reff ; the axis labels are omitted since the analysis holds true for the SBR
and RRR, regardless of the chosen λ. Assuming a bias is introduced in I↑λ sensitive towards
τ , the biased retrieval result is represented by τret and the assumed (i.e. unbiased) value is
τas then LS is the difference between the I
↑
λ at τret and I
↑
λ at τas, relative to the I
↑
λ at τas.
This is highlighted by the thick, grey line. In this example, τret < τas. reff,as < reff,ret is
also possible, obviously. Since the sign of LS is of no importance, the absolute value of the
difference is calculated.
Other expressions for LS, when looking at the RRR and sensitivity towards τ , I↑λ and
sensitivity towards reff and RRR with sensitivity towards reff , are of the form:



























In Eqs. 5.4 to 5.6 always one cloud parameter is held constant.
Figure 5.7(b) shows the result for LS calculations for reff and for the SBR with radiances
at λ = 645nm and λ = 1645nm (solid line): Radiance–ratios R1 at λ1 = 1525nm and
λ2 = 579nm (dashed line) and R2 at λ1 = 1000nm and λ2 = 420nm (dotted line) are
shown additionally. In both cases the wavelength chosen for the scattering wavelength is
λ = 645nm. For each LS two branches are visible: one for reff,ret < reff,as and one for
reff,ret > reff,as. These exist due to the possibility of a positive or negative bias in I
↑
λ (for the
SBR) or R (for the RRR). Each LS function was calculated for discrete τ and reff values in
the respective ranges, as described in Section 4, and then averaged over the discrete values
from the LUT. LS functions for a single τas and reff,as can vary from the averaged values
over the complete input domain.
At LS = 0 there is no error in the input radiances and the error in retrieved reff is 0. Each
of the LS functions is characterized by a different slope. Steep slopes in each branch of LS
represent I↑λ or R at wavelengths with a wide grid spacing, resulting in comparably small
uncertainties in the retrieval of reff . In such a case, even a high measurement error of I
↑
λ yields
retrieval results close to the assumed reff . A retrieval with low LS, conversely, represents
a LUT where even minimal measurement uncertainties yield high retrieval uncertainties,
indicating insensitivity to the retrieved cloud parameters at those wavelengths.
To gain a quantifiable measure of the sensitivity of a LUT towards τ and reff the measurement
uncertainties need to be introduced into the analysis of a LS. This measure is the retrieval–
sensitivity parameter sτ for the τ retrieval and sr for the retrieval of reff . If U is the
measurement uncertainty of I↑λ or R then the parameters sr and sτ represent the distance
between both LS slopes at LS = U and can be calculated by:
sτ = | τ |LS=−U |+ | τ |LS=+U |
sr = | reff |LS=−U |+ | reff |LS=+U |.
The relationship between LS and sr is also illustrated in Figure 5.7(b).
The three corresponding vertical lines show the differences in retrieved reff (in absolute
values) compared to the input reff at LS = U . Here only U for the retrieval with R1 is
illustrated by the horizontal dashed line. Of the three cases illustrated in Figure 5.7(b) the
SBR LUT has only a slightly lower slope than the LUT for the retrieval with R1, but the
higher measurement uncertainty of 9% compared to 5% yields slightly higher retrieval errors
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Figure 5.8: (a) Retrieval–sensitivity parameter sτ for the retrieval of the cumulus optical thickness
τ . (b) Retrieval–sensitivity parameter sr for the retrieval of the effective droplet radius reff . (c) sτ
with an overlying cirrus with τci = 0.2. (d) sr with an overlying cirrus with τci = 0.2. The scale was
cut off at sτ < 8 and sr < 8µm as only lower values are of interest.
of ±2µm compared to ±1µm. It is apparent that the retrieval with R2 has a less favorable
LS function. Although the measurement uncertainties are the same for R1 and R2, the
different slopes yield significant differences in the retrieved reff range of ±1µm and ±7µm,
respectively. This difference in retrieval sensitivity is quantified by the retrieval-sensitivity
parameters sr and sτ . For the example in Figure 5.7(b) sr yields values of 4.5, 2.2, and
13.2µm, for the retrieval using I↑λ at λ = 1645nm, R1, and R2, respectively.
Figure 5.8 shows the result of calculations for (a) sτ and (b) sr for the spectral region between
400 nm − 1800 nm. R including radiances at wavelengths below 400 nm were not included
since the sensitivity of the spectrometers is not high enough in these wavelength ranges and
the calibration uncertainties become too high. Dark areas in these graphs indicate wave-
length combinations for R with low sτ and sr values, while white areas denote wavelength
combinations which are not suitable for a retrieval (sτ < 8 and sr < 8µm where chosen
as the threshold). While several areas with possible R are apparent in the τ retrieval, sr
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only shows sr < 8 for pairs with one I
↑
λ in the SWIR. Moreover, sr does not reach values as
low as sτ which shows that the retrieval is more sensitive to τ than to reff . Looking at the
uncertainties for the retrieval of both τ and reff in Figure 5.6(a) this also holds true for the
SBR.
5.4.3 Combining Optimal Wavelengths with Overyling Cirrus
For the retrieval below cirrus low sτ and sr are not sufficient. As shown in Figure 5.4(a) also
F ↓λ at these wavelengths has to be invariant with regard to the overlying cirrus. Therefore,
optimal wavelengths combinations were obtained by filtering sτ and sr with the following










sτ for τci = 0.2 are shown in Figure 5.8(c), while sr with the same threshold is shown in
Figure 5.8(d). Filtered wavelength pairs are left white. Here an overlying cirrus reduces the
possible solution range and only leaves a subset of wavelength pairs.
Finally, combining several radiance–ratios R in the RRR, which Vukicevic et al. (2010) have
already shown for radiances, will increase the information content of the retrieval and further
improves the retrieval of τ and reff . Therefore, the retrieval was performed with three different
R, depending on the LS at different areas within the LUT. Input values for τ and reff are
set at grid areas with small reff < 5µm, medium 8µm < reff < 13µm, and high 17µm <
reff < 24µm, as measured during the CARRIBA campaign. Similar analysis applies for the
retrieval of τ . The favorable ratio Rsum, obtained as the sum of weighted radiance–ratios R,




δi · Ri. (5.7)
δi are the weighting factors determined by sτ and sr. They have the form δi = sr,i/
)
sr,i.
Depending on the LS at the respective position in the LUT, determined by the different
R, the respective R are weighted accordingly. The R with the lowest sr at the respective
position in the LUT therefore always has the highest contribution in the retrieval.
The remaining bias in the RRR due to the remaining difference between overlying cirrus and
non–cirrus conditions amounts to around 1, 2, and 4% underestimation in retrieved τ and
1, 4, and 11% overestimation in retrieved reff for τci = 0.2, 0.5, and 1, respectively.
5.4.4 Comparison of SBR and RRR
Three measurement flights during the CARRIBA 2011 campaign, 16, 19, and 22 April 2011
(CARRIBA flight #23, #25, and #28), were chosen to test the RRR. Each data set ranges
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Figure 5.9: High contrast photos of the forward–facing camera on ACTOS from 16 April 2011 (top
panel), 19 April 2011 (middle panel) and 22 April 2011 (lower panel). Instruments in the middle of
each photo comprise a Sonic Anemometer and a Laser Doppler Anemometer.
between 10 − 40min with SMART-HELIOS measurements above and ACTOS dipping into
trade wind cumuli. Each flight was performed under varying overcast cirrus conditions.
Visible, inhomogeneous cirrus was prominent on 16 April and 22 April, while on 19 April
cirrus–free conditions were observed. Photos of the three selected cases from the forward–
facing camera on ACTOS are presented in Figure 5.9. Retrieved reff using SBR and RRR are
compared in Figure 5.10(a–c) for each of the three days. Only filtered data are shown here
with 1228, 735, and 609 samples. For every example the mean relative deviation η between









with the number of samples L. Positive η values indicate an overestimation due to the
overlying cirrus. To compare η with the results from Figure 5.5(b), which were obtained for
τ = 10, the optical thickness range for the calculation of η is reduced to 9 < τ < 11.
Almost all RRR results are equal or lower than the SBR values. The biggest differences
between the methods are evident in the 16 April 2011 case, Figure 5.10(a). Here, RRR
values are several micrometer smaller than results from the SBR and η = 12.1%. This
concurs with the findings in Section 4, with the overestimation agreeing with the case of
overlying cirrus with τci ≈ 0.5. The 19 April 2011 case in Figure 5.10(b), with no visible
overlying cirrus, results in RRR values lying close to ones from the SBR. During this flight
η = 0.3%. With no overlying cirrus both the SBR and RRR yield similar results. The 22
April 2011 case (c), characterized by a thin cirrus layer, shows η = 5.8. Comparing this value
with the results shown in Figure 5.5 suggests τci ≈ 0.2.
Mean values of reff,RRR are 12.1, 0.3, and 5.8% below the SBR results for the 16, 19, and
22 April 2011 cases, respectively. These differences between the retrieval approaches are the
result from overlying cirrus, but might also be due to differences in retrieval uncertainties
between the SBR and RRR. For each measurement example the standard deviation is reduced
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Figure 5.10: Scatter plots of retrieved effective droplet radius reff with the RRR over reff retrieved
with the SBR for (a) 16 April 2011, (b) 19 April 2011 and (c) 22 April 2011. Each case represents
the complete flight track and a 10− 40min segment above trade wind cumuli.
by 44, 40, and 42%, for the three cases, respectively.
Similar analysis for the retrieved τ shows significantly smaller differences between the SBR
and RRR. This was to be expected from the results shown in Figure 5.5(a). η calculated with
respect to τ , similarly to Eq. (5.8) and for 9µm < reff < 11µm, is −1.9,≈ 0, and +0.5% for
the 16, 19, and 22 April 2011 cases, respectively. For the 16 April case the underestimation
of τ from the SBR due to the overlying cirrus is obvious. The overestimation for the 22 April
case is most likely caused by the different retrieval uncertainties for the SBR and RRR which
offset the small underestimation due to the overlying cirrus.
Although data used for the retrieval were filtered to minimize the influence of 3D radiative
effects, cloud inhomogeneities and subsequently 3–D radiative effects may result in different
spectral signatures in cloud top reflectivity and different retrieval results. This explains the
few instances where reff,RRR > reff,SBR.
5.4.5 Estimation of the Cirrus Optical Thickness
As shown above, differences between RRR and SBR depend on the optical thickness of
the overlying cirrus. Conversely, this enables the cirrus optical thickness to be estimated
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Figure 5.11: (a) Estimation of the mean cirrus optical thickness τci from the overestimation in
effective droplet radius reff with the SBR compared to the RRR (see Eq. 9) for the 16, 19 and 22
April cases. (b) Frequency distribution of τci for the 16, 19, and 22 April cases estimated from Eq.
5.8
by analyzing the retrieval differences. Figure 5.11(a) shows the cirrus optical thickness τci
derived by the overestimation of reff from the SBR, assuming the RRR yields the unbiased
values. The overestimation was derived by Eq. (5.8) and subsequently compared with
synthetic data similar to those shown in Figure 5.5. Here, overestimations in the SBR of reff
are calculated for τci = 0.2, 0.5, and 1 and for solar zenith angles θ0 = 30 ◦ and θ0 = 15 ◦. For
these θ0 there is a strong linear behavior between the assumed τci and the overestimation
in retrieved reff . Interpolating the η values for the three cases between these two θ0 lines
(for the mean θ0 value during each case) yields the respective estimates of τci. This analysis
suggests τci ≈ 0.5 − 0.6 for 16 April 2011, τci < 0.1 for 19 April 2011 and τci ≈ 0.1 − 0.2 for
22 April 2011.
Inhomogeneities in the overlying cirrus can be analyzed in the frequency distribution of τci
estimations for the complete flight track. While in Figure 5.11(a) the mean value of η is ap-
plied, τci for each measurement point is calculated for the normalized frequency distributions
in Figure 5.11(b). The frequency distribution for the 19 April 2011 case is much narrower
than the distribution during the other two measurement days with a peak between 0 − 0.1.
Conversely, the 16 April 2011 case shows the widest frequency distribution, with quite evenly
distributed τci in the range τci = 0.3 − 0.8. Some values of τci = 0− 0.3 were also observed.
A peak at τci = 0.1 − 0.2 and a narrower distribution than for the 16 April 2011 case is
prominent for the April 22 2011 case.
5.5 Remote Sensing Results and Comparison
Mean values for retrieved τ and reff using SBR and RRR are listed in Table 5.2. Moreover,
an estimate of the mean liquid water path LWP from the RRR for each measurement flight
was determined using Eq. 2.30 and Eq. 2.31.
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Flight τ SBR τ RRR reff SBR reff RRR reff In Situ LWP RRR
(µm) (µm) (µm) (gm−2)
14 April 21.86 22.61 7.74 6.79 8.76 102
16 April 35.25 35.91 10.32 9.29 8.78 222
18 April 5.19 5.13 10.15 8.43 9.14 29
19 April 8.35 8.35 6.81 6.80 6.94 38
22 April 13.61 13.54 16.03 15.50 16.36 140
23 April 13.19 12.65 16.38 14.72 13.93 124
24 April 19.61 19.65 13.53 13.06 12.68 171
25 April 16.90 16.92 19.26 18.09 17.54 204
Table 5.2: Diurnal mean values of cumulus optical thickness τ , effective droplet radius reff and liquid
water path LWP from the SBR (τ and reff only), RRR, and the in situ measurements (reff only) by
the PDI.
Comparisons of retrieved LWP and ACTOS measurements were not performed due to the
uncertainties in determining cloud height z. The cloud top height could be approximated
by the ACTOS flight height (assuming ACTOS was always flying at cloud top); while the
cloud base was assesed from LiDAR measurements on the island. Although the measured
cloud bases were quite constant during CARRIBA 2011, these were still uncertain due to
the spatial separation between the ACTOS and SMART-HELIOS measurements and the
inhomogeneous nature of the cloud fields. Therefore, a reliable cloud height z could not be
derived. Comparisons of retrieved reff from the SBR and RRR, and with in situ measurements
are shown in Table 5.2 and Figure 5.12(a) and (b). As in Figure 5.3, Figure 5.12(a) shows
diurnal mean values of reff from the in situ measurements by the PDI and the SBR, without
applying the filters discussed in Sections 3.1 and 3.2. Figure 5.12(b) shows reff from the SBR
with applying the filters described in Section 3, and reff from the RRR (with the filters).
The RRR significantly improves the agreement between retrieved and in situ gathered reff
results, shown in Figure 5.12(b). Except for the flight on 14 April both data sets agree within
±1µm. Moreover, the RRR results are always closer to the in situ measurements, except for
14 and 22 April.
The comparison shows that the new RRR yields reliable estimates of reff and that both the
filter techniques and the RRR improve on the standard SBR of inhomogeneous trade wind
cumuli under an overlying cirrus.
5.5.1 Uncertainty Discussion
The retrieval uncertainties highlighted in Table 5.3 were derived by performing two extra
retrievals with the measurement uncertainties, described in Section 2, accounted for as a
positive and negative bias, respectively. Subsequently, the mean absolute uncertainty was
calculated. Both the in situ and retrieval results of reff agree well within the respective
measurement uncertainties. The retrieval of τ is apparently more accurate than the retrieval
of reff . It is obvious that the RRR yields a reduced uncertainty in the retrieval of reff and in
general yields comparable uncertainties in the retrieval of τ .
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Figure 5.12: (a) Diurnal mean effective droplet radius reff measured by the PDI on ACTOS (white
circles) and from the SBR from radiation measurements on SMART-HELIOS (black dots) during
CARRIBA 2011. (b) Same as (a), only with filtered data according to Section 3 and the addition of
reff from the RRR (grey dots).
It was shown in Section 3 that 3D radiative effects were a huge contributor to the overall
uncertainty of the I↑λ measurements. The photos in Figure 5.9 are typical examples of the
overall cloud situation, with a mixture of very inhomogeneous and more homogeneous clouds.
Clouds at different times in their developement have been sampled. Some were in the devel-
oping stages and quite convective, while others were already dissipating, creating instances
such as the ones depicted at point 5 in Figure 4.1. While the filter methods described in
Section 3.1 and 3.2 were applied to the complete data set, 3D effects were likely still in-
fluencing the measurements. Illuminated and shadowed cloud regions are possible biases in
the I↑λ measurements. The issues can only be solved by 3D radiative transfer calculations.
Considering the multitude of cumuli sampled during the CARRIBA 2011 campaign this can
certainly only be done statistically via LES calculations.
The promise of truly collocated measurements with the helicopter–borne measurement setup
and two payloads can only be fulfilled partially. The position of the ACTOS payload relative
to cloud top, as well as relative to the SMART-HELIOS payload, introduces uncertainties
when comparing the results from both data sets. The sampled trade wind cumuli during
CARRIBA 2011 had a vertical extent of about 300−700m. The possibility of ACTOS being
up to 140m below cloud top, while SMART-HELIOS was measuring I↑λ reflected from cloud
top, can not be excluded. This introduces a significant bias when comparing reff , since the
effective radius typically increases with cloud height,see e.g., Reid et al. (1999). The issue
of vertical photon transport in remote sensing applications has been discussed by Platnick
(2000). This analysis shows that the maximum contribution to the retrival of reff comes from
approximately the upper 60m of the cumuli and therefore the retrieved and in situ measured
reff do not necessarily come from the same cloud height. These issues can only be solved
by additional instrumentation, namely the addition of a small LiDAR installed on SMART-
HELIOS to asses the distance from cloud top. The second issue with positioning regards
the relative horizontal displacement of the ACTOS and SMART-HELIOS measurements.
Different ACTOS positions in the photos in Figure 4.1 are obvious (e.g. position at 1 and 3).
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Flight ±τ SBR ±τ RRR ±reff SBR ±reff RRR
14 April 2.1 1.9 1.8 1.2
16 April 4.8 4.6 2.5 2.2
18 April 0.2 0.4 1.3 0.7
19 April 1.1 0.1 2.4 2.2
22 April 1.1 1.1 3.1 2.6
23 April 1.2 1.3 2.5 1.6
24 April 2.1 2.1 2.3 2.1
25 April 1.6 1.6 3.2 2.9
Table 5.3: Retrieval Uncertainties for the SBR and RRR of the cumulus optical thickness τ and
effective droplet radius reff .
The maximum displacement of the ACTOS payload from nadir was estimated to be in range
of 20m. The SMART-HELIOS measurements, that have been acounted for in the analysis,
were all performed with ϑ < 5 ◦ (see Section 3.2), which yields a maximum displacement
from nadir of 12m (assuming SMART-HELIOS is 140m above cloud top). Therefore, the
ACTOS and SMART-HELIOS results might be displaced by up to 30m. In Section 3.2 the
effect of the significant cloud inhomogeneity was shown by the different retrieval results for
different ϑ. The issue of both payloads gathering data from different cloud parts can only
be accounted for by averaging over a sufficient time span. This of course again influences
the sampling statistics. It should be kept in mind that this measurement setup is still
a huge improvement on classical aircraft measurements, where the in situ and radiation
measurements are performed at different times.
The effect of the surface albedo is mitigated by only accounting for the filtered data (see
Section 3.1 and 3.2) and τ > 2, but there might still be a bias from the different albedo
spectra. The ocean albedo near the coast was visibly different from the ocean albedo further
offshore. Sun glint was measured occasionally and when measurements were performed over
the island the multitude of different surfaces (e.g., grass, villages, agriculture) lead to more
complex surface albedo spectra.
Overall, the in situ measured reff are very close to retrieved reff and it is reasonable to
conclude that the remaining uncertainties due to 3D radiative effects and ACTOS position
within the cloud are negligible.
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6 Twomey Effect and Cloud Susceptibility
The influence of aerosol particle number concentrations on the microphysical and radiative
properties of clouds is one of the fundamental uncertainties in assessing climate variability
and reliable climate projections (IPCC, 2013). In this chapter the first indirect aerosol effect
(Twomey effect) for the sampled trade wind cumuli is discussed (section 6.1). The cloud
microphysical response and the influence of different aerosol particle number concentrations
on cloud reflectivity is quantified in section 6.2. The results and Figures presented in this
chapter were published in Werner et al. (2014).
6.1 Aerosol Influence
Investigations of the Twomey effect require consistent meteorological (dynamic and thermo-
dynamic) conditions in order to untangle cloud microphysical effects unambiguously from
changes in the aerosol conditions. Table 3.1 illustrated that major meteorological param-
eters during CARRIBA stayed rather constant. Together with a wide range of different
aerosol particle number concentrations these consistent meteorological conditions in the SCL
allow for observations of the aerosol impact on cloud microphysical and optical parameters
untangled from the meteorological conditions.
The helicopter–borne measurements of the aerosol particle number size distribution indicate
a bimodal shape for the marine aerosol with a distinct minimum at a diameter of 80 nm
(Siebert et al., 2013). This so–called Hoppel minimum develops due to mass aggregation
during cloud processing (Hoppel et al., 1986), meaning that most of the particles larger than
80 nm in diameter have already been activated to cloud droplets. These particles are an
important subset of the total aerosol population which plays a significant role for the cloud
microphysical and optical properties. In this paper the integral of particles with a diameter
larger than 80 nm (N) within the SCL functions as a proxy of the relevant aerosol particle
number concentration. In this way any influence of observed new particle formation events,
which may produce a large number of particles in the size range of a few nanometers, is
excluded. Comparisons of N with measurements of the concentration of CCN (NCCN) on
ACTOS (whenever available), shown in Figure 6.1, reveal a high agreement between both
data sets with a correlation coefficient of R = 0.995. The root mean square error (RMSE) is
RMSE = 21.0 with NCCN varying between (31 − 403) cm−3.
The Twomey effect is measured as the influence of changing N on the effective droplet radius
reff and cloud reflectivity γλ. Retrieved and in situ measured reff usually agree within their
measurement uncertainty, as reported in Werner et al. (2013). Daily mean reff from remote
sensing agree with the in situ measured values within ±1µm. This close agreement was
66 6. TWOMEY EFFECT AND CLOUD SUSCEPTIBILITY













Figure 6.1: Concentration of cloud condensation nuclei (NCCN) as a function of the number concen-
tration of aerosol particles larger than 80 nm (N).
mostly achieved due to the close collocation of the in situ and radiation measurements. The
radiative response of changes in N is analyzed by measured γλ at a wavelength in the VNIR
(here at λ = 645nm). Additionally, τ in the VNIR are presented, which are a proxy for the
cloud albedo (Twomey, 1974). Both reff and τ may be influenced by N and eventually will
influence γλ.
PDFs of reff , τ and γλ from the flights on April 16 and 22 are presented in Figures 6.2(a)–
6.2(c). For these flights 629 and 1236 data points remain for the analysis after filters were
applied to mitigate radiative effects due to 3D cloud structure (Werner et al., 2013). The
aerosol particle number concentration in the SCL on April 16 was N = (291 ± 43) cm−3
(polluted case), which is about seven times higher than on April 22 with N = (39±16) cm−3
(pristine case). The notations pristine and polluted should be considered in the context
of the generally clean maritime conditions. For the pristine case the PDF of reff shows a
broad maximum with values between 10µm and 17µm. The polluted case, conversely, has
a narrower PDF and a distinct maximum at 8µm. The retrieved τ–values for the polluted
case show a broad range and generally higher values with most observations varying between
τ = 15 − 48. For the pristine case the PDF is significantly narrower and most of the values
range between τ = 5 − 18. Measured cloud reflectivity data at λ = 645nm show a clearly
distinct distribution with a majority of measurements in the range of γλ = 0.2− 0.7 for the
pristine case and γλ = 0.6 − 0.9 for the polluted case. The increased aerosol loading in the
polluted case coincides with a significantly reduced mean reff and increased mean τ and γλ
at λ = 645nm, indicating smaller droplet radii and a higher cloud albedo.
Figures 6.2(a)–6.2(c) illustrate the challenges in assessing the influence of different aerosol
loadings on cloud properties. Both days show a wide range of observed reff , τ and γλ,
which are the result of cloud inhomogeneities and the effects of sampling shallow cumuli
in different stages (i.e., actively growing, decelerated and dissolving clouds). Cumuli with
varying vertical geometrical thickness yield a wide range of different values for the liquid water
path (LWP ). The first indirect aerosol effect assumes a constant LWP , however, the PDFs
from Figures 6.2(a)–6.2(c) show results from the complete data set not classified into LWP
ranges. As a consequence, the data set must be sorted with regard to the respective amount
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Figure 6.2: PDFs of (a) effective droplet radius reff , (b) cloud optical thickness τ and (c) spectral
reflectivity γλ at λ = 645 nm for the full measurement flights on April 16 (grey, polluted) and April
22 (black, pristine). The respective mean number concentration of aerosol particles larger than 80 nm
(N) is shown in brackets. (d–f) illustrate the same relations as (a–c) but for data points with a liquid
water path LWP = 80− 90 gm−2.
of liquid water. Using the LWP from the in situ measurements on ACTOS to classify the
SMART-HELIOS measurements yields high uncertainties, because the exact position below
cloud top of the ACTOS payload could not be determined. As a result, ACTOS might have
been up to 100m below cloud top and the measured LWP values in these cases do not
represent those from cloud top. Moreover, there are SMART-HELIOS measurements above
trade wind cumuli during instances when ACTOS was not dipped into the cloud, which
was a result from different cloud top heights due to cloud inhomogeneity. To evaluate the
aerosol impact on reff , τ and γλ the data were subsequently sorted into bins of constant
LWP which was derived from Eq. (2.30)–(2.31). In order to improve the statistics the bin
size was set to ∆LWP = 10gm−2. Figures 6.2(d)–6.2(f) show PDFs for an example bin
of LWP = (80 − 90) gm−2. The PDFs from the pristine and polluted cases become clearly
distinct. For the polluted (pristine) case reff ranges between 6− 8µm (9− 15µm), τ ranges
between 7− 14 (15 − 21), and γλ at λ = 645nm is between 0.25 − 0.4 (0.55 − 0.6).
However, not only the mean values of the observed parameters are affected. The range of
observed reff increases by a factor of 3 for the pristine case compared to the polluted case.
Conversely, the ranges of observed τ and γλ are similar for both days. Such findings prevail
for all bins of constant LWP .
Figures 6.3(a)–6.3(c) illustrate the relationship between reff and τ for three days with different
aerosol particle concentrations. The pristine case measured on April 22 is presented in Figure
6.3(a) with N = (39 ± 16) cm−3. Each dot represents a single measurement. For this case
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Figure 6.3: The effective droplet radius reff as a function of cloud optical thickness τ for (a) a
pristine case on April 22, (b) a case with moderate number concentration of aerosol particles larger
than 80 nm (N) on April 24 and (c) the case with the highest values of N (polluted) on April 19. (d)
PDFs of in situ measured droplet diameters by the PDI for the three cases illustrated in (a)–(c).
there is a wide range of observed reff with reff = (5−30)µm. The range of observed τ is 2−35.
According to Nakajima et al. (1991) the variables reff and τ are positively correlated when
a cloud is not drizzling. For non–drizzling clouds droplets mainly grow by condensational
growth, which leads to a constant droplet number concentration and increasing liquid water
content (LWC). A negative correlation exists for a cloud with an abundance of drizzle
droplets. For drizzling clouds the collision–coagulation process is dominant and the LWC
remains constant, while the droplet number concentration decreases. Therefore, a negative
correlation pattern indicates that with increasing particle sizes the cloud becomes optically
thinner. For small values of τ there is a positive slope in the τ–reff relation on April 22,
but for τ > 15 the slope decreases noticeably. Figures 6.3(b)–(c) show the relation for a
day with moderate and polluted aerosol conditions with N = (165±17) cm−3 (April 24) and
N = (495±158) cm−3 (April 19). On April 24 the slope for τ < 15 is smaller than on April 22
and the change in slope for τ > 15) is not as pronounced. No significant change in slope can
be observed for the clouds on April 19 and the effective radius stays almost constant. Similar
effects observed from satellite data and modelling studies have been reported by Suzuki et al.
(2006), where negative correlation patterns between τ and reff can be observed for pristine
cases, whereas positive correlation patterns prevail for more polluted cases. However, it
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is important to note that the aerosol particle number concentration for polluted conditions
described in Suzuki et al. (2006) are significantly higher than observations during CARRIBA.
It is also obvious that with increasing N the slope of the curve becomes lower and the range
of observed reff is narrowed. Most values are between reff = (5 − 15)µm on April 24, while
all retrieved reff are around 5µm on April 19. The τ range during both cases is comparable
with the pristine day (albeit some larger optical thicknesses are obvious for April 24, due
to a larger variation in observed cloud geometrical thickness). The change in the reff range
illustrates the transition to monodisperse cloud droplet size spectra with increasing N , which
is shown in Figure 6.3(d). The PDFs of droplet diameters, measured in situ by the PDI,
become narrower for increasing N , while the shift from high to low mean values from highest
to lowest for increasing N is obvious.
6.2 Twomey Effect
6.2.1 Quantifying the Twomey Effect for Shallow Cumulus
Feingold et al. (2001) introduced the calculation of the relative change of reff related to a
relative change in aerosol as a measure of the cloud response to changes in the aerosol particle
concentration. This approach is expanded to derive the relative susceptibilities RS for the



























RSx represent relative changes of the respective quantity x for a relative change in N .
Considering homogeneous clouds and assuming that the droplet number concentrations Ndrop
are proportional to the aerosol particle number concentration Na in the form:
Ndrop ∝ Nαa , (6.4)
with 0 ≤ α ≤ 1, it can be shown that there is a theoretical range of 0 ≤ RSx ≤ 0.33 (Twomey,
1977; Feingold et al., 2001).
In order to calculate RSx, daily mean values of reff , τ and γλ were calculated within bins of
constant LWP . Figure 6.4 shows the daily mean of reff (a) , τ (b) and γλ (c) as functions of
N for the example LWP bin of 100− 110 gm−2. In this bin there is sufficient data from all
measurement flights during CARRIBA 2011. Data points are the intersections of the error
bars of the respective cloud property and N . The bars represent the standard deviation for
each day and within each bin of constant LWP . A linear fit through the data points is









































































 = 0.267 +/- 0.047
Figure 6.4: (a) Effective droplet radius reff , (b) cloud optical thickness τ and (c) the spectral
reflectivity γλ at λ = 645 nm as a function of the number concentration of aerosol particles larger
than 80 nm (N) for an example bin of constant liquid water path (LWP ) of 100 − 110 gm−2. The
relative susceptibilities (d) RS r, (e) RS τ and (f) RSγ for each LWP bin with at least three data
points and a Pearson’s product–moment correlation coefficient of R ≥ 0.8 are illustrated in the lower
panels.
illustrated by the grey solid lines. Because not all LWP bins included cloud data during
each measurement flight, not every flight is represented in each LWP bin.
In this log–log diagram the decrease in reff with increasing N is almost linear, while a linear
increase is observed for τ and γλ. The slope of the linear regression through the data points
yields the respective relative susceptibility RSx within the example LWP bin. Figures
6.4(d)–6.4(f) illustrate RSx for each LWP bin, which includes at least three data points
and exhibits a Pearson’s product–moment correlation coefficient of R ≥ 0.8. The solid line
represents the mean value of RSx over all analyzed LWP bins. RSr and RSτ values of
RSr = 0.35 ± 0.05 and RSτ = 0.36 ± 0.04 stay rather constant, regardless of the observed
LWP . RSγ = 0.27 ± 0.05, with visibly less scattering and a slight decline with increasing
LWP . Dependencies of RSx on LWP have been reported by e.g. McComiskey et al. (2009),
where RSτ exhibits a tendency to decrease with increasing LWP , while a decrease in the
droplet number concentration with increasing LWP is observed. This behavior is explained
by an increase in collision–coalescence, which is likely obscuring the magnitude of the indirect
effect. While RSγ supports these findings, the variation in the RSτ values yields no clear
trend for the CARRIBA data. The higher variation in RSr and RSτ is the result of higher
uncertainties in the retrieval of reff and τ compared to the γλ measurements.
RSr and RSτ are slightly above the maximum threshold of 0.33 which might be a result of
the differences between N and NCCN illustrated in Figure 6.1. It seems that N is slightly
overestimating the relevant aerosol particle concentration, yielding α ≥ 1 in Eq. (6.4).
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Performing the susceptibility analysis NCCN results in RSr = 0.31± 0.04, RSτ = 0.32± 0.03
and RSγ = 0.23 ± 0.03, thus giving susceptibilities that are consistent with the theory. The
slightly higher susceptibilities might be explained by the uncertainty in derived N , as well
as retrieved reff and τ , and the measured γλ. Performing the RSx calculations including
the individual measurement uncertainties, results in RSx deviations of ±0.05 and ±0.03,
respectively. Generally, RSx derived for the shallow cumuli sampled during CARRIBA are
in the range of the maximal theoretical value of 0.33. Because only particles above the
activation diameter are investigated (i.e. α = 1), these findings are consistent with the
theory assuming homogeneous clouds.
The relative susceptibilities for these shallow cumuli are different from those reported for ma-
rine stratocumulus. Feingold et al. (2001, 2003) have reported RSr ≈ 0.1 from ground–based
remote sensing of total aerosol particle concentrations. McComiskey et al. (2009) found
RSr ≈ 0.1 and RSτ ≈ 0.1 resulting from ground–based in situ measurements of aerosol par-
ticle number concentration and CCN concentrations. RSx ≈ 0.1 indicates α ≈ 0.3, although
Feingold et al. (2001) note that α = 0.7 is a realistic value. These differences may indicate
that measures of the ground–based aerosol particle measurements might not be sufficient to
investigate the Twomey effect. Also, total aerosol particle concentration as a measure of
CCN possibly include particles that are well below the activation diameter. This introduces
a bias in the susceptibilities derived from such measurements. The alternative use of N as
the CCN proxy might not be the only possible reason for the higher susceptibilities during
CARRIBA compared to the other studies. The close collocation between the microphysi-
cal cloud parameters, the aerosol quantities, and the cloud top reflectivities improves the
data analysis. Additionally, the consistent conditions in the trade wind regime mitigate the
influence of changing meteorological conditions.
Twohy et al. (2005) reported a relative susceptibility of reff of 0.31 considering aerosol par-
ticles > 0.1µm only. While relative susceptibilities for the different cloud types (shallow
cumuli in contrast to marine stratocumulus) might differ, this result is an indication that
restricting measurements of aerosol particles above the activation diameter minimizes the
differences between the derived cloud types.
Because RSx values are consistent with results from theoretical considerations for homoge-
neous clouds, and with similar RSx data from Twohy et al. (2005) for marine stratocumulus,
susceptibilities following the definition by Twomey (1991) have been calculated. This defi-
nition of susceptibility was derived for plane–parallel clouds assuming a constant amount of




γλ · (1− γλ)
3N
. (6.5)
Twomey (1991) showed that with γλ ≈ 0.5 clouds are most susceptible to changes of N .
Furthermore, Twomey (1991) showed that there is a negative correlation between N and
cloud susceptibility. Figure 6.5 shows the results of the calculations following Eq. (6.5) for
the pristine, moderate and polluted case presented in Fig. 6.3. The features discussed by
Twomey (1991) and stated for plane–parallel clouds are obvious in Fig. 6.3. The maximum
susceptibility is observed around γλ ≈ 0.5, the overall susceptibility is highest for the pristine
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Figure 6.5: Cloud susceptibility following Eq. (6.5) for the flights on April 22 (pristine), 24 (mod-
erate) and 19 (polluted).
case on April 22.
The results from Figure 6.5 are another indication that the shallow cumuli encountered during
CARRIBA might follow homogeneous theory and behave similar to maritime stratocumulus.
6.2.2 Alternative Derivations of Liquid Water Path
Since the LWP derived from Eq. (2.30) and Eq. (2.31) is not independent of reff and τ ,
susceptibilities were calculated by another LWP–binning approach based on in situ mea-
surements. Vertical profiles of LWC, measured by the PVM–100A on ACTOS, were derived
for each measurement flight and averaged within 25m height increments. From these daily
averaged LWC profiles, LWP was derived by cumulative vertical integration. For each mea-
surement point the respective LWP value was calculated by determining the value of the
LWP profile at the respective flight level multiplied by the ratio of the actually measured
LWC divided by the mean LWC value from the corresponding 25m height bin. With the
latter step we account for cloud inhomogeneity in these shallow cumuli.
This approach has several disadvantages, some of which have been highlighted in Section
5.5.1. One issue results from the fact that the derived LWC profiles are assembled from
data obtained during a complete measurement flight, since no individual profiles of trade
wind cumuli were sampled.
Figure 6.6 shows RSr (open circles) and RSγ (black dots) derived for bins of constant LWP ,
which was calculated from the PVM measurements. The mean RSr (RSγ), calculated over
all LWP bins with at least three data points, is illustrated by the dashed (solid) line. These
mean values agree with the results from the binning approach following Eq. (2.31) with
RSr = 0.36±0.05 and RSγ = 0.27±0.06. The variation in both variables is increased, which
might be a result of the higher uncertainty in the LWP calculations. RSτ = 0.33 with the in
situ measured LWP , which is slightly lower than the result with the LWP from Eq. (2.31).
Again, no significant trend in RSr and RSτ is observed, but a slight decrease of RSγ with
increasing LWP is obvious.
6.2. TWOMEY EFFECT 73














 = 0.3601 +/- 0.0466
RS
γ
 = 0.2732 +/- 0.0551
Figure 6.6: Relative susceptibilities RSr (open circles) and RSγ (black dots) calculated for each
LWP with at least three data points. LWP was derived from in situ measured liquid water content
(LWC) profiles. The dashed (solid) line illustrates the mean value of RSr (RSγ).
The comparable results from the two different LWP calculations illustrate, that the choice
of LWP , either from in situ measurements or from Eq. (2.31), does not effect the derived
RSx.
6.2.3 Comparison with In Situ Observations
RSr from the in situ measured reff (by the PDI) were calculated according to Eq. (6.1).
Measured reff were sorted into bins of constant LWP , which was derived from the PVM
measurements of the LWC, as described in Section 6.2.2. Figure 6.7 shows the derived RSr
in circles, while the mean value is illustrated by the solid line.
The mean RSr = 0.35 ± 0.03 agrees well with RSr from the remote sensing approach. The
standard deviation is reduced, which might be a result from the close proximity of the PVM-
100A and PDI measurements on ACTOS, which affects the LWP binning of the measured
reff . As observed from remote sensing (for both LWP approaches), no change in RSr with
increasing LWP is observed.
Similar to the susceptibility from remote sensing data, the in situ derived RSr with NCCN is
slightly smaller with RSr = 0.31 ± 0.02.
6.2.4 Comparison with Simulations
A detailed cloud microphysical parcel model, introduced by Simmel and Wurzler (2006), was
used to calculate the response of reff to an increase in N for fixed values of LWP . The model
is employed with a moving size–bin approach to avoid effects due to numerical diffusion along
the mass axis.
The activation of aerosol particles depends strongly on the vertical wind velocity at cloud
base. Therefore, during initialization of the model, an air parcel is lifted by constant updrafts
of 0.5m s−1, 1m s−1, 2m s−1, and 4m s−1 covering the range of observations. Meteorological
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 = 0.3504 +/- 0.0277
Figure 6.7: The relative susceptibility RSr calculated from the in situ measured effective droplet
radius reff by the PDI for each LWP bin with at least three data points and a Pearson’s product–
moment correlation coefficient of R ≥ 0.8.
parameters are set to a surface temperature of T = 27.2◦C, a surface pressure of p =
1007.5 hPa and a specific humidity of q = 17.5 g kg−1 (corresponding to a relative humidity
of rh = 79%). The lower boundary is set to a height z = 0m. The cloud base develops at
zcb = 515m, which agrees well with observations. Collision and coalescence kernels, as well
as entrainment are ignored and only condensational droplet growth is considered.
As an example, the measured aerosol particle number size distribution during CARRIBA
2011 is represented by two log–normal modes with fixed mean diameters of 35 nm and 140 nm
and a fixed standard deviation of σ = 1.45. Both modes feature equal particle number
concentrations (i.e. ratio of Aitken mode to total particle number concentration equal to
0.5). The total aerosol particle number concentration is varied between 100 ≤ Ntot ≤
1200 cm−3, consequently the particle number concentration for particles larger than 80 nm
in diameter (N) varies roughly between 50 and 600 cm−3. According to the measurements
during CARRIBA 2011 the particle hygroscopicity parameter is set to κ = 0.70. A constant
κ is justified because the observations revealed little variation (κ = 0.70 ± 0.17).
Figure 6.8(a) illustrates the model results of reff at cloud top as a function of N for two dif-
ferent LWP values and a fixed updraft velocity of 1m s−1. As with the measured reff , there
is an obvious negative correlation with increasing N , whereas the reff values increase with
increasing LWP . Considering updraft velocities of 0.5 − 4m s−1, as observed during CAR-
RIBA 2011, the resulting RSr vary in a small range between 0.28 and 0.3. This illustrates
that the trade wind regime is an aerosol limited regime, where CCN is primarily defined by
N and rather independent of the updraft velocity. Figure 6.8(b) shows the calculated RSr as
a function of the LWP averaged for all updraft velocities. The mean RSr = 0.289 ± 0.01 is
highlighted by the solid line and is slightly lower than the observed RSr = 0.35 from the in
situ measurements and retrieval. The difference can be attributed to the input parameters
defined for the model run. The input meteorological parameters were defined as the mean
values for all measurement flights. Moreover, while the mean ratio of Aitken mode to total
particle number concentration of the daily sampled aerosol particle number size distributions
is 0.5, the daily observations range from 0.2−0.7. Simulations with different ratios and with
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 = 0.2882 +/- 0.0003
Figure 6.8: (a) Simulated effective droplet radius reff as a function of N for a liquid water path
LWP = 100 gm−2 (black dots) and LWP = 250 gm−2 (open circles). The updraft velocity is set to
1m s−1. (b) The mean relative susceptibility RSr for updraft velocities 0.5− 4m s−1, calculated from
simulated reff as a function of LWP .
the observed range of updraft velocities yield 0.28 ≤ RSr ≤ 0.32. This illustrates that the
mean RSr = 0.289, derived for β = 0.5, is a conservative estimate of the model susceptibility.
As with the observations, there is no relation between RSr and LWP .
6.3 Relationships Between Cloud Variables and Aerosol Particle
Number Concentration
The two defining variables when describing the Twomey effect are reff and γλ (as a proxy
for the cloud albedo). To introduce cloud susceptibilities in cloud microphysical models and
climate simulations, both variables need to be expressed as functions of the aerosol particle
number concentration. The majority of parameterizations of reff through observations (e.g.
Pawlowska and Brenguier (2000)), are usually for stratocumulus and the measurements did
not involve sampling of data during cases with different aerosol particle number concentra-
tions. In this section simple relationships between the two variables reff and γλ and the
areosol particle number concentration N are presented. These calculated susceptibilities are
representative for the observations during CARRIBA and might be useful to evaluate ex-
isting parameterizations. Figures 6.9(a)–6.9(b) show the ordinate–intercepts β of the fits
illustrated in Figure 6.4 as a function of the LWP . They increase linearly with increasing
LWP as the higher amount of liquid water allows for droplet growth and an increase in the
optical thickness of the cloud. Together with the RSx values from Eq. (6.3) there is the
possibility to express the cloud variables as functions of N in the form:
reff = exp(−RSr · lnN + βr) (6.6)
γλ = exp(RSγ · lnN + βγ). (6.7)
βr and βγ can be expressed by linear fits in the form:
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Table 6.1: The parameters from Eq. (6.9) and Eq. (6.10).
RSr δ1 δ2 δ3
0.35062485 0.0020735773 3.8951876 0.0064888564
δ4 δ5 δ6
−2.8660064 −0.00054919209 0.34258862
βr = δ1 · LWP + δ2 (6.8)
βγ = δ3 · LWP + δ4. (6.9)
While RSr, either derived from remote sensing or from the PDI, showed no dependence on
the LWP , there is a slight decrease of RSγ with increasing LWP , which can be described
by a linear fit, as well:
RSγ = δ5 · LWP + δ6. (6.10)
The parameters of Eq. (6.9) and Eq. (6.10) are listed in Table 6.1.
Figures 6.9(c)–6.9(d) show the result of the calculated effective droplet radius reff,par and
spectral reflectivity γpar from Eq. (6.7) in comparison to measured reff,meas and γmeas. Here,
the LWP was derived from Eq. (2.31) for each measurement point. reff,par and γpar were
then calculated, while the observations were divided into bins in increments of ∆reff = 1µm
and ∆γλ = 0.05. Results from Eq. (6.7) were subsequently sorted into the respective
measurement bin which represents the observed value. The horizontal black bar represents
the median within an observation bin, while the grey box includes 50% of all data points.
The grey bars indicate the range in which 75% of all data points are included. Only bins
with at least 2% of data points are shown in order to guarantee statistical significance, which
means that only bins with ≥ 100 data points are included.
The results from Eq. (6.7) represent the actual observations with R = 0.97. The statistically
significant ranges of (4−20)µm for reff and 0.1−0.9 for γλ are characterized by a maximum
deviation of about 3.5µm and 0.2 in reflectivity. These deviations occur at the lowest and
highest statistically relevant bins. The root mean square error (RMSE) for the calculated reff
(γλ) is RMSE = 1.78µm (RMSE = 0.08). Keep in mind that the LWP for Eqs. (6.9) and
Eq. (6.10) is derived from Eq. (2.31). The parameterization with the alternatively derived
LWP yields R = 0.94 for the calculated reff and R = 0.74 for calculated γλ, which results
from the additional dependence of RSγ on LWP .
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Figure 6.9: The ordinate–intercepts (a) βr and (b) βγ as functions of the liquid water path LWP .
(c) Results from Eq. (6.7) for effective droplet radius reff and (d) spectral reflectivity γλ compared
to measured reff and γλ. The median of reff and γλ is shown in black horizontal bars. The grey box
highlights the 25th and 75th percentiles and the grey error bars show the range where 75% of all
calculated reff and γλ from Eq. (6.7) lie.
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7 Summary and Conclusions
In this chapter a brief summary of this work is given and the findings are presented. Parts
of this chapter were already published in Henrich et al. (2010), Werner et al. (2013) and
Werner et al. (2014).
7.1 Summary and Conclusions
Within this thesis the results from collocated radiation, microphysical and aerosol particle
measurements over trade wind cumuli are presented, based on samplings performed as part
of the CARRIBA project. These measurements are achieved by a unique setup consisting
of two towed platforms, which are attached to a helicopter. Spectral cloud–reflected upward
radiances I↑λ with a time resolution of 0.1− 0.3 s were sampled by the Spectral Modular Air-
borne Radiation measurements sysTem (SMART-HELIOS). I↑λ were measured in the visible
to very near–infrared (VNIR) spectral range between 350 − 1000 nm and in the shortwave–
infrared spectral range (SWIR) between 1000 − 2100 nm. SMART–HELIOS was attached
to a rope about 20m below the helicopter. Collocated in situ measurements have been per-
formed by the Airborne Cloud Turbulence Observation System (ACTOS). ACTOS was fixed
about 140m below SMART–HELIOS. Instrumentation installed on ACTOS measured basic
meteorological parameters (temperature, pressure, humidity, 3D wind vector), turbulence,
cloud microphysics (droplet number size distributions, cloud liquid water content, LWC)
and aerosol particle number concentrations. The slow true air speed of (10−20)m s−1 of the
helicopter allows for high–resolution measurements that are in the centimeter range for the
in situ microphysical measurements and enable a field of view of the radiation measurements
of less than 10m. Measurements have been conducted near the island of Barbados in the
trade wind regime. This regime is characterized by a frequent abundance of shallow water
clouds due to the trade inversion, and prevailing meteorological conditions. Three central
questions have been addressed in this work:
• Can we quantify the level of inhomogeneity of shallow trade wind cumuli? What causes
the inhomogeneity? Are there means to detect the inhomogeneous cloud parts by high
resolution spectral radiance measurements?
• What is the influence of overlying cirrus on the retrieval results of optical and micro-
physical cloud properties of the underlying trade wind cumuli? What is the influence of
cloud inhomogeneity on the retrieved cloud properties? How well do in situ measured
and retrieved cloud properties agree?
• What is the effect of changing aerosol loadings on the optical and microphysical cloud
properties? Can we quantify and parameterize the aerosol–cloud interaction?
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7.1.1 Implications from Cloud Inhomogeneity Effects
The observed trade wind cumuli are characterized by inhomogeneity of the sampled spectral
upward radiances I↑λ. Radiance–ratio R are introduced which help in discriminating data
points sampled over cloud parts, which are influenced by the underlying ocean. The proposed
radiance–ratios yield a reliable data filter to identify I↑λ sampled over cloud edges, cloud holes
and parts with low optical thickness. PDFs of sampled radiances differ from a standard nor-
mal distribution. Two regions have been identified that exhibit a strong deviation from such
a distribution: Cloud edges, cloud holes and cloud shadows, which show a frequent abun-
dance of low I↑λ and cloud parts with high optical thickness, as well as illuminated parts due
to 3D radiative effects, exhibiting high I↑λ. These regions, especially cloud parts which are
influenced by the water albedo can reliably be identified by radiance–ratios, which yield a
data set of cloud properties with rather homogeneous characteristics. However, illuminated
cloud parts cannot be discriminated from the more frequent observations of high optical
thickness. The degree of inhomogeneity is quantified by means of frequency distributions of
I↑λ. A measure of cloud inhomogeneity is derived (ι3), yielding values between 0 − 1, with
1 identifying very inhomogeneous cumuli. The clouds observed during CARRIBA exhibit
values of about 0.5 − 0.75 regarding I↑λ at λ = 645nm, indicating medium to high cloud
inhomogeneity. ι3 represents a way to compare the inhomogeneity of the trade wind cumuli
regarding different parameters. It is shown that the variability of I↑λ follows the variability
of the liquid water content LWC and clouds appear equally inhomogenous regarding both
parameters. With increased inhomogeneity in LWC the droplet diameter D becomes more
steady and ι3 regarding LWC and D are anti–correlated. In general, the trade wind cumuli
are regarded to be homogeneous regarding D with ι3 around 0.3. Horizontal photon trans-
ports due to 3D cloud structure was analyzed. It is shown that an increase in horizontal
photon transport, called radiative smoothing, is caused by increased cloud inhomogeneity
on small scales (a few hundred meters). It is shown that within absorption bands radia-
tive smoothing is reduced. However, changes in surface albedo can affect horizontal photon
transport on larger scales, where an increase in surface albedo leads to reduced horizontal
photon transport. A high correlation between horizontal photon transport on small scales
and the inhomogeneity measure ι3 is evident, indicating that increased inhomogeneity in I
↑
λ
is caused by increased small scale oscillations.
7.1.2 Improved Cloud Property Retrieval
The retrieval of trade wind cumulus properties under an overlying cirrus introduces a number
of challenges. If the inhomogeneity of the shallow cumuli is not accounted for, the retrieval of
the cumulus optical thickness τ and the effective droplet radius reff is influenced significantly
and a biases for retrieved τ of up to 114% and up to 27% for retrieved reff is apparent. These
biases can be mitigated by applying a radiance–ratio approach to distinguish inhomogeneous
cloud layers from more homogeneous ones. In a second step the influence of the sensor zenith
angle (ϑ) on the retrieval of τ and reff was investigated by radiative transfer calculations.
The model results show that for ϑ < 5 ◦ and plane–parallel, horizontally homogeneous clouds
the bias in the retrieval of τ and reff is less than 1%. For almost all flights during CARRIBA
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2011 ϑ < 5 ◦ is met by at least 67% of data points. Furthermore, the resulting bias in the
retrieved cloud properties due to the threshold ϑ < 5 ◦ is mostly less than 4%. The filtered
data represent horizontally homogeneous clouds and 1D conditions.
Misrepresentations of an overlying cirrus in the standard bi–spectral retrieval (SBR) of optical
and microphysical cumulus properties lead to errors of up to 7% for the τ , and up to 50% for
reff . These differences increase with the cirrus optical thickness τci and additionally depend




reduces the influence of measurement uncertainties, and allows for a reliable
cloud property retrieval without a priori knowledge of the overlying cirrus. Specifically, the
RRR reduces the overestimation of reff from up to 50% to less than 4% for τci = 0.5. For
smaller τci these errors may be reduced to 1% for τci = 0.2.
Optimal wavelength pairs λ1 and λ2 for the RRR were systematically identified introducing




under cirrus and non cirrus conditions. The threshold used in this work
is a difference of less than 2%.
The new RRR approach was applied to derive τ , reff , and the LWP from helicopter–borne
radiation measurements gathered during the CARRIBA 2011 campaign. Three different
measurement flights under thin, overlying cirrus with different τci are presented in detail to
highlight the effect on retrieved τ and reff from the SBR and the RRR.
The CARRIBA data exhibit the same overestimation in retrieved reff values, as well as
underestimations in retrieved τ , that is observed in synthetic data produced by radiative
transfer calculations. Different τci for these three cases influence the results from the SBR
and yield deviations in mean retrieved reff of up to 17% (up to 2.4% in mean retrieved τ).
The theoretical reduction of the retrieval uncertainty of the reff (up to 50%) is achieved with
the CARRIBA data.
Deviations between the SBR and new RRR were subsequently used to derive τci estimates of
the overlying cirrus during each case and frequency distributions of estimated τci give insight
into cirrus inhomogeneities during each flight.
The CARRIBA data represent a wide range of observed τ and reff observed in the in situ and
remote sensing data. Daily mean τ vary between 5 − 36, while observed reff vary between
7 − 18µm. These wide ranges are mainly the result of different aerosol loading and cloud
top heights on the different flight days and exceed the uncertainty range due to the overlying
cirrus.
The retrieval results for reff were compared to collocated in situ measurements performed
by a Phase Doppler Interferometer. Mean reff from the RRR and the in situ measurements
are within the respective measurement uncertainties. During most days the agreement is
in the range of ±1 (µm), showing the high accuracy of the RRR. Remaining discrepancies
are attributed to 3D radiative effects introduced by the inhomogeneity of the sampled trade
wind cumuli and the difficulty in assessing the ACTOS position relative to cloud top.
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7.1.3 Quantification of First Indirect Aerosol Effect
The influence of the number concentration of aerosol particles larger than 80 nm in diameter
(N) on the effective droplet radius (reff), the cloud optical thickness (τ), and spectral reflec-
tivity (γλ) of trade wind cumuli observed during the CARRIBA 2011 campaign is quantified.
Data analysis benefits from i) consistent meteorological conditions in the trade wind regime,
ii) close collocation between the sampled aerosol and cloud microphysical properties, as well
as radiative quantities, and iii) the ability to consider aerosol particle concentrations for par-
ticles above the activation diameter. The results illustrate that the microphysical and optical
properties of these clouds are greatly affected by the aerosol particle number concentration.
N was sampled by a Scanning Mobility Particle Sizer and an Optical Particle Counter in
the sub–cloud layer between 0 − 400m. Additional measurements of cloud condensation
nuclei concentrations (NCCN) performed by a miniaturized version of a CCN counter show
a close agreement between N and NCCN with a correlation coefficient R = 0.995. reff and
τ were retrieved from upward spectral cloud–reflected radiance measurements performed by
the Spectral Modular Airborne Radiation measurements sysTem (SMART-HELIOS). The
spectral reflectivity γλ was derived with the help of radiative transfer simulations and the
SMART-HELIOS radiance measurements.
Data analysis provides clear observational evidence of the Twomey effect for trade wind
cumuli. Increasing N leads to a shift in PDFs of reff towards smaller droplets and of τ and
γλ towards larger values. Performing the analysis for bins of constant liquid water path
(LWP ) revealed that for polluted days with high N the range of observed reff is significantly
lower (5− 10µm) than for pristine days (10− 20µm). The range of observed τ increased by
values of up to 15.
Measures of the indirect aerosol effect are quantified by calculating the relative susceptibility
RSx, with x representing the observed cloud variables reff , τ and γλ, and which were derived
for bins of constant LWP . RSx for reff and τ are in the range of 0.35 − 0.36, which is
slightly higher than the maximum value predicted from theory (0.33). This might be the
result of a slight overestimation of the activated aerosol particle concentration by N and
susceptibilities derived from NCCN are 0.31 and 0.32. This maximum susceptibility is the
result of N including only aerosol particles which play a role in the activation process. It is
found that the observed aerosol cloud interactions can be described effectively by the existing
theory for rather homogeneous clouds, such as marine stratocumulus. Typical features from
plane–parallel theory are observed for the shallow cumuli sampled during CARRIBA. The
derived RS r for reff are consistent with those from independent in situ measurements of reff ,
and with those from a detailed cloud microphysical parcel model.
Relationships between the variables reff and γλ, both of which are critical in determining
the Twomey effect, and N are introduced. They are based on the derived RSx and the
relationship between the observed cloud variables and LWP . The median values derived
from these relations agree with the observations with Pearson’s product–moment correlation
coefficient R = 0.97 and root mean square errors (RMSE) of RMSE = 1.78µm (RMSE =
0.08) for calculated reff (γλ). The proposed relations are valid in the ranges 4µm ≤ reff ≤
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20µm and 0.1 ≤ γλ ≤ 0.9. A comparison with different data sets from other shallow cumulus
regions is necessary to evaluate these relationships.
7.2 Perspectives
There is yet to be an explanation for the increase in the variability in D with a reduced
variability in LWC. Whether this can be interpreted with mixing and entrainment processes
at cloud edges and cloud top needs to be evaluated.
The retrieval approach with radiance–ratios is currently improved and is applied to a retrieval
with ship–based transmissivity measurements.
A new campaign with the two payloads ACTOS and SMART–HELIOS is planned, with both
platforms sampling cloud data over Azores in 2016. This region exhibits the abundance of
another cloud type: maritime stratocumulus. ACTOS will house additional instrumentation
for broadband and spectral irradiances. Here the focus will lie on measuring fluxes above
und below the cloud layers, which will be combined to address important questions regarding
the energy budget. Uncertainties in deriving the distance between cloud–top and SMART–
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Guan, H., Schröder, M., and Mayer, B.: Airborne measurements of areal spectral surface
albedo over different sea and land surfaces, J. Geophys. Res., 109, Art. No. D08 203, 2004.
90 Bibliography
Wendisch, M., Pilewskie, P., Pommier, J., Howard, S., Yang, P., Heymsfield, A. J., Schmitt,
C. G., Baumgardner, D., and Mayer, B.: Impact of cirrus crystal shape on solar spectral
irradiance: A case study for subtropical cirrus, J. Geophys. Res., 110, Art. No. D03 202,
2005.
Wendisch, M., Yang, P., and Pilewskie, P.: Effects of ice crystal habit on thermal infrared
radiative properties and forcing of cirrus, J. Geophys. Res., 112, D03 202, 2007.
Werner, F., Siebert, H., Pilewskie, P., Schmeissner, T., Shaw, R. A., and Wendisch,
M.: New airborne retrieval approach for trade wind cumulus properties under
overlying cirrus, Journal of Geophysical Research: Atmospheres, 118, 3634–3649,
http://dx.doi.org/10.1002/jgrd.50334, 2013.
Werner, F., Ditas, F., Siebert, H., Simmel, M., Wehner, B., Pilewskie, P., Schmeissner, T.,
Shaw, R. A., Hartmann, S., Wex, H., Roberts, G. C., and Wendisch, M.: Twomey effect
observed from collocated microphysical and remote sensing measurements over shallow
cumulus, J. Geophys. Res., 119, 1534–1545, http://dx.doi.org/10.1002/2013JD020131,
2014.
Wiscombe, W.: Improved Mie scattering algorithms, Appl. Opt., 19, 1505–1509, 1980.
Wood, R. and Hartmann, D. L.: Spatial Variability of Liq-
uid Water Path in Marine Low Cloud: The Importance of
Mesoscale Cellular Convection., Journal of Climate, 19, 1748–1764,
http://search.ebscohost.com/login.aspx?direct=true&db=aph&AN=20790383&site=ehost-live,
2006.
Xue, H., Feingold, G., and Stevens, B.: Aerosol Effects on Clouds, Precipitation,
and the Organization of Shallow Cumulus Convection, J. Atmos. Sci., 65, 392–406,
http://dx.doi.org/10.1175/2007JAS2428.1, 2008.
Yang, P., Liou, K. N., Wyser, K., and Mitchell, D.: Parameterization of the scattering and
absorption properties of individual ice crystals, J. Geophys. Res., 105, 4.699–4.718, 2000.
Yang, P., Wei, H. L., Huang, H. L., Baum, B. A., Hu, Y. X., Kattawar, G. W., Mishchenko,
M. I., and Fu, Q.: Scattering and absorption property database for nonspherical ice par-
ticles in the near- through far-infrared spectral region, Appl. Opt., 44, 5512–5523, 2005.
Zinner, T. and Mayer, B.: Remote sensing of stratocumulus clouds: Uncertainty and biases




βl - Large Scale Slope
βs - Small Scale Slope
βr - Ordinate–Intercept
βγ - Ordinate–Intercept
γλ - Spectral Reflectivity
γλ,P - Spectral Reflectivity of Reflectivity Panel
δ - Parameterization Parameters
ζ a.u. Arbitrary Measurement Signal
η - Mean relative Deviation between SBR and RRR
θ rad or ◦ Atmospheric Zenith Angle
θ0 rad or ◦ Solar Zenith Angle
ϑ rad or ◦ Scattering Angle
ι - Measure of Cloud Inhomogeneity
κ - Particle Hygroscopicity Parameter
λ m Wavelength
µ - Zenith Distance
µ0 - Solar Zenith Distance
ν m−1 Frequency
ξ m−1 Scale Break
ρλ - Spectral Albedo
ϱi gm−3 Density of Ice
ϱw gm−3 Density of Liquid Water
σ variable Standard Deviation
τ - Cloud Optical Thickness
τas - Assumed Cloud Optical Thickness
τci - Cirrus Optical Thickness
τret - Retrieved Cloud Optical Thickness
ϕ rad or ◦ Atmospheric Azimuth Angle
ϕ0 rad or ◦ Solar Azimuth Angle
ω̃ - Single–Scattering Albedo
⟨ω̃⟩ - Volumetric Single Scattering Albedo
Γ rad or ◦ Field of View
Λ - Number of Legendre Moments
Φλ J s−1 nm−1 Spectral Radiant Energy Flux
92 Bibliography
Ψ K Potential Temperature
d2Ω sr Differential Solid Angle
Υ rad or ◦ Wind Direction
bext m−1 Spectral Volumetric Extinction Coefficient
bsca m−1 Spectral Volumetric Scattering Coefficient
bi - Legendre Moments
⟨bi⟩ - Volumetric Legendre Moments
d - Absolute Differences in Sampling Frequency
f - Function
fa m Along–Track Footprint
fc m Cross–Track Footprint
h - Truncated Part of Phase Function
k m−1 Wavenumber
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