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A CLASS OF HIGHER INDUCTIVE TYPES IN
ZERMELO-FRAENKEL SET THEORY
ANDREW W SWAN
Abstract. We define a class of higher inductive types that can be constructed
in the category of sets under the assumptions of Zermelo-Fraenkel set theory
without the axiom of choice or the existence of uncountable regular cardinals.
This class includes the example of unordered trees of any arity.
1. Introduction
Higher inductive types are one of the key ideas in homotopy type theory [Uni13].
We think of an (ordinary) inductive type as the smallest type closed under certain
algebraic operations or point constructors. For instance, we define the type of
countably branching trees T to be the smallest type closed under the following
operations.
leaf : T
node : (ω → T )→ T
Within type theory we formalise the idea that T is the smallest type with the above
point constructors using recursion or induction terms. However, semantically, it is
often more convenient to think in terms of initial algebras. We say an algebra for
the above constructors is a type X together with a map 1 +Xω → X . T is then
the initial object in the category of alegbras. This is a classic example of a W -type,
as defined by Moerdijk and Palmgren [MP00].
For higher inductive types, one not only has point constructors, but also path
constructors, which add proofs of identities of terms. Higher inductive types are
usually considered within HoTT and have well understood semantics within models
of HoTT [LS17], [CHM18], [CH19]. However, since are stated within the language
of type theory, one might also consider whether they hold in interpretations of
extensional type theory in locally cartesian closed categories, and in particular the
category of sets, Set.
One of the simplest examples of higher inductive type is pushouts. In Set these
can be implemented as pushouts in the usual categorical sense. It follows that Set
contains all of the n-dimensional spheres, although there is not much you can say
about them without the univalence axiom, and indeed they turn out to be trivial in
Set. Quotients and image factorisations are examples of simple colimits that play
a useful role even within models of extensional type theory [Mai05], [AB04].
There are also more complicated examples of higher inductive types that are non
trivial in extensional type theory, and even Set, within the framework of quotient
inductive types [AK16]. In fact our examples of interest fall within a smaller class
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with a simpler definition and clearer semantics. This class was studied by Blass
[Bla83] under the name free algebras subject to identities and by Fiore, Pitts and
Steenkamp in [FPS20] under the name QW -types (we will refer to them by the
latter name). A well known example of such a type is that of “unordered countably
branching trees.” We modify the definition of T above to get the higher inductive
type TSym by adding an equation as follows, where we write Sym(ω) for the type
of permutations ω → ω.
leaf : TSym
node : (ω → TSym)→ TSym
perm :
∏
f : ω→TSym
∏
pi:Sym(ω)
node(f) = node(f ◦ pi)
Altenkirch, Capriotti, Dijkstra, Kraus and Forsberg include this in [ACD+18], as
a non trivial example of a quotient inductive(-inductive) type. As they remark,
the obvious construction of TSym as a quotient of T requires the axiom of choice.
1
Fiore, Pitts and Steenkamp showed that in fact it is an example of a QW -type
[FPS20, Example 2].
Blass showed that all QW -types can be constructed in Set under the assumption
that regular cardinals are unbounded in the class of all ordinals. More generally free
algebras can be constructed in cocomplete categories from the existence of regular
cardinals of sufficiently high cardinality via the general techniques of Kelly [Kel80].
For example this plays an important role in the construction of higher inductive
types by Lumsdaine and Shulman [LS17]. The existence of an unbounded class of
regular ordinals is usually a reasonable one. It follows from very weak versions of
choice, such as WISC [vdB12] and a variant is often assumed in constructive set
theory [AR01, Section 10]. It is also the case that every inaccessible cardinal is in
particular regular.2
However, Gitik [Git80] has constructed a model of ZF in which ω is the only
regular cardinal.3 Moreover, Blass showed that the assumption is strictly necessary,
by constructing a QW -type which is isomorphic to the collection of ordinals of
countable cofinality, if it exists. He deduced by Gitik’s result that this gives an
example of a QW -type that does not provably exist in Set under the assumptions
of ZF.
Fiore, Pitts and Steenkamp in loc. cit. gave an electronically verified proof
that QW -types can be constructed using Agda sized types and universes closed
under inductive-inductive types. We can see from Blass’ counterexample that some
combination of these assumptions for Set must lead to the existence of uncountable
regular cardinals.
On the other hand, some higher inductive types can be constructed in Set without
choice or unbounded regular cardinals. In addition to colimits, as mentioned above,
the author showed in [Swa18] that W -types with reductions exist in any boolean
1For the special case above, countable choice would be enough.
2Note, however that even in the presence of inaccessible cardinals it can be useful to have
proofs that are valid in ZF without further assumption: if κ is inaccessible, then Vκ is a transitive
model of ZF, and so any proof valid in ZF can be carried out inside it (e.g. to construct HITs that
belong to Vκ), but Vκ itself does not contain inaccessible cardinals without further assumptions
on κ.
3under certain large cardinal assumptions
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topos, including Set. A similar argument shows that Sojakova’s notion of W -
suspensions [Soj15] also exist in all boolean toposes.4
In this paper we will see a new class of QW -types that can be constructed in Set
under ZF, without any assumptions of choice or existence of regular cardinals, that
we call image preserving QW -types. This will included the example of unordered
countably branching trees above, and more generally unordered trees of any arity.
The proof is based on a construction of hereditarily countable sets due to Jech
[Jec82].
2. Image preserving QW -types
We now define our class of higher inductive types that will be construct in Set.
It will be clear by the definition that this is a special case of QW -types [FPS20].
Definition 2.1. A polynomial is a type A together with a family of types (Ba)a∈A.
We will refer to elements of A as constructors and say Ba is the arity of the
constructor a : A.
Definition 2.2. Given a polynomial (Ba)a∈A, an image preserving equation over
(Ba)a∈A consists of a type V , and a, b ∈ A together with l : Ba → V and r : Bb → V
such that the image of l is equal to the image of r.
A family of image preserving equations consists of a type E together with a
family of image preserving equations (Ve, ae, be, le, re)e∈E .
Remark 2.3. One might also consider pairs of functions l : Ba → TVe and r : Bb →
TVe that have the same image in the free algebra on Ve, TVe. However, this seems
to complicate the proof without adding any interesting examples.
Definition 2.4. Given a polynomial (Ba)a∈A and a family of image preserving
equations, (Ve, ae, be, le, re)e∈E , an algebra is a type X , together with a function
s :
∑
a∈AX
Ba → X such that for every e ∈ E and every function h : Ve → X we
have s(ae, h ◦ le) = s(be, h ◦ re).
Example 2.5. Suppose we are given a set B. We consider the polynomial with two
constructors of arity 0 and B. We consider the set of image preserving equations
with set of variables B, and l, r : B → B defined by l = 1B and r = pi for each
permutation pi ∈ Sym(B). The initial algebra is then the set of unordered trees of
arity B. In particular, we can take B = ω to get unordered countably branching
trees.
Example 2.6. We consider the polynomial with two constructors with arities 0
and ω. We consider all image preserving equations with set of variables ω. Note
that two maps f, g : ω → X have the same image if and only if they factor through
some map h : ω → X , say f = h ◦ l and g = h ◦ r where l and r have the same
image in ω. One can check that the set of all hereditarily countable sets is an initial
algebra in Set, if it exists. Conversely, one can also show that if the initial algebra
exists in Set, then it is isomorphic to the class of hereditarily countable sets (e.g.
one can define the necessary function to hereditarily countable sets by defining a
partial function to the set of hereditarily countable sets of rank α for each α and
taking the limit).
4A proof is left as an exercise for the reader.
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Example 2.7. We will be able to deduce from the main theorem that Blass’ ex-
ample of a QW -type that cannot be constructed in ZF cannot be viewed as an
image preserving QW -type. However, for illumination we will give a more intu-
itive direct reason why it does not satisfy the definition. In Blass’ example, the
initial algebra is expected to behave like the collection of all ordinals of countable
cofinality. In particular there is an operation sup which takes a sequence (αn)n<ω
and is expected to behave like the supremum of the countable sequence of ordinals
(αn)n<ω. In particular we should identify sup((αn)n<ω) and sup((βn)n<ω) when-
ever αn is cofinal in βn and vice versa. However, this is much weaker than αn and
βn containing exactly the same elements (possibly in a different order).
3. Some useful propositions
We recall some basic classical set theory that will be useful for the proof. We fill
in some of the details, with the remainder left as an exercise for the reader.
Proposition 3.1. For any ordinals 0 < α < β, there is a canonical surjection
β ։ α.
If there is a surjection X ։ β for some set X, then there is also a surjection
X ։ α.
Proposition 3.2. For any well ordered set (X,<) (and in particular for sets of
ordinals ordered by ∈), there is a unique ordinal β with a unique order isomorphism
(X,<) ∼= (β,∈). We refer to β as the order type of (X,<).
Proposition 3.3. For any family of sets (Xi)i∈I , there is an ordinal ℵ((Xi)i∈I)
which is the smallest for which there is no surjection Xi ։ ℵ((Xi)i∈I) for any
i ∈ I. It is precisely the set of all ordinals α for which there is a surjection Xi ։ α
for some i ∈ I.
Proof. Note that whenever Xi ։ α, there is an equivalence relation ∼ on X , and
a well ordering < on X/∼ such that the order type of (X/∼, <) is α. However
there is clearly a set of such well orders by power set, and so there is a set of all
such ordinals α. Since this is a downwards closed set of ordinals, it is an ordinal
itself. Since the set cannot contain itself, it is the least ordinal for which there is
no surjection from Xi for any i. 
Proposition 3.4. If κ is a cardinal number (i.e. an ordinal that is not in bijection
with any lower ordinal), then one can define surjections
(1) κ։ κ× κ
(2) κ։ κn for any n < ω
(3) κ։ ω × κ
(4) κ։
∑
n<ω κ
n
Proof. For 1, see e.g. [Kun09, Theorem I.11.30].
For 3, suppose we are given a bijective pairing function (−,−) : ω×ω → ω. Any
ordinal α can be written uniquely as α = λ + (m,n) where λ is a limit ordinal
and m,n ∈ ω. We then decode this as the pair (m,λ + n), which clearly gives a
bijection.
Deriving the other parts from these two is straightforward. 
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4. The proof
We now construct image preserving QW -types in Set. This is based on a con-
struction of the set of hereditarily countable sets due to Jech [Jec82].
Definition 4.1. We will define a functor Q : On → Set sending all maps to
monomorphisms by recursion on ordinals.
We defineQ(0) to be ∅ and for limit ordinals λ, we defineQ(λ) to be colimα<λQ(α).
We define Q(α+ 1) as follows. Let X be the set of pairs (a, f) where a ∈ A and
f is a function from Ba to Q(α) that does not factor through the monomorphism
Q(β) ֌ Q(α) for any β < α. We then take ∼ to be the equivalence relation on
X generated by identifying (ae, t ◦ le) and (be, t ◦ re) whenever t : Ve → Q(α) for
e ∈ E. Finally we define Q(α+ 1) to be X/∼+Q(α).
We now give a series of definitions and lemmas that apply at any stage α ∈ On.
Definition 4.2. Note that we only identify (a, f) and (b, g) when f and g have
the same image in Q(α). Hence we have a well defined image function im: Q(α)→
P(Q(α)), such that whenever x = [(a, f)], im(x) is the image of f in Q(α).
Definition 4.3. Given an element x of Q(α) of the form [(a, f)], we defined the
rank of x, rank(x) to be the smallest ordinal β such that f factors through the
monomorphism Q(β)֌ Q(α). To check this is a well defined, note that it depends
only on the image of f .
Note that rank(x) + 1 is the smallest ordinal β such that x ∈ Q(β).
Definition 4.4. Given a set X ⊆ Q(α), we define the union ∪X by
∪X :=
⋃
x∈X
im(x)
We define the transitive closure of x ∈ Q(α), TC(x) by
TC(x) :=
⋃
1≤n<ω
∪n{x}
Lemma 4.5. For all x ∈ Q(α), we have the following equation.
rank(x) = {rank(y) | y ∈ TC(x)}
Proof. It is clear that whenever y ∈ TC(x) we must have rank(y) < rank(x) since
this is the case for any n < ω and any y ∈ ∪n{x} by induction on n.
It remains to show that for any β < rank(x), we have β = rank(y) for some
y ∈ TC(x). By the definition of rank, im(x) cannot be contained in Q(β). Hence
we must have x = [(a, f)] and b ∈ Ba such that fb /∈ Q(β). For this b we have
β ≤ rank(fb). If β = rank(fb), then fb ∈ ∪{x} ⊆ TC(x) and so β is as required.
Otherwise, β < rank(fb) and so by induction on rank we may assume β = rank(y)
for some y ∈ TC(fb). However, TC(fb) ⊆ TC(x), so y ∈ TC(x) and β is again as
required. 
Definition 4.6. For x ∈ Q(α), we write Rn(x) for the set {rank(z) | z ∈ ∪n{x}}.
Lemma 4.7. For all x ∈ Q(α),
rank(x) =
⋃
1≤n<ω
Rn(x)
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Proof. By lemma 4.5. 
Definition 4.8. We define κ to be ℵ((Ba)a∈A). We define κ+ to be the smallest
limit ordinal for which there is no surjection κ։ κ+.
Lemma 4.9. We define for each x ∈ Q(α) and each 1 ≤ n < ω, a surjection
Fx,n : κ
n
։ Rn(x) ∪ {∅}.
Proof. We first consider the case n = 1. Suppose that x = [(a, f)]. Note that
R1(x) := {rank(fb) | b ∈ Ba} is a set of ordinals, and so it has an order type β ∈ On,
and in particular we have a unique order isomorphism with β, say θ : β
∼=
→ R1(x).
Furthermore, by definition, there is clearly a surjection from Ba to R1(x). It follows
that β < κ. Hence we can define a canonical surjection Fx,1 : κ ։ R1(x) ∪ {∅} as
follows.
Fx,1(α) :=
{
θ(α) α < β
∅ otherwise
Now suppose n = m + 1. We fix m ordinals less than κ, say β1, . . . , βm and
consider the set Y below.
Y := {Ffb,m(β1, . . . , βm) | b ∈ Ba}
This is again a set of ordinals with a surjection fromBa for some a ∈ A, and so as be-
fore, we have a canonical surjectionG : κ։ Y ∪{∅}. We take Fx,n(β1, . . . , βm, βm+1)
to be G(βm+1). We now simultaneously check that Fx,n has the correct codomain
and is surjective.
im(Fx,n) =
⋃
β1,...,βm<κ
({Ffb,m(β1, . . . , βm) | b ∈ Ba} ∪ {∅})
=
⋃
b∈Ba
{Ffb,m(β1, . . . , βm) | β1, . . . , βm < κ} ∪ {∅}
=
⋃
b∈Ba
{rank(z) | z ∈ ∪m{fb}} ∪ {∅}
= Rn(x) ∪ {∅}

Lemma 4.10. For any x ∈ Q(α) we have rank(x) < κ+.
Proof. First note that this is clear when rank(x) = 0. Hence we may assume for
the rest of the proof rank(x) > 0.
By the definition of κ+, it suffices to define a surjection κ ։ rank(x). By
proposition 3.4 it suffices to define a surjection
∑
1≤n<ω κ
n
։ rank(x). However,
by lemma 4.7 we can express rank(x) as
⋃
1≤n<ω Rn(x). Since rank(x) > 0, this
is the same as
⋃
1≤n<ω(Rn(x) ∪ {∅}), and so we can just combine the surjections
defined in lemma 4.9. 
Theorem 4.11. All image preserving QW -types exist in Set.
Proof. We show thatQ(κ+) is an initial algebra. We first need to show how to define
an algebra structure. Suppose we are given a ∈ A and a map f : Ba → Q(κ+). Then
[(a, f)] is an element of Q(κ+ + 1). By lemma 4.10 we have rank([(a, f)]) < κ+,
and so f factors through Q(β) for some β < κ+. We can then take sup(a, f) to be
[(a, f)] ∈ Q(β + 1).
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We check that this structure respects the equations. Suppose that we are given
g : Ve → Q(κ+). Note that g◦le and g◦re have the same image, and so rank([(ae, g◦
le)]) = rank([(be, g ◦ re)]). Hence [(ae, g ◦ le)] and [(be, g ◦ re)] must have been first
added at the same stage, α + 1. We can now see that they were identified in the
definition of Q(α+ 1).
Finally, it is clear that for any other algebra structure, we can define a unique
structure preserving map out of Q(κ+) by recursion on ordinals. 
5. Conclusion
We have constructed a class of HITs in ZF. Although the proof is somewhat
elaborate, the results of Jech [Jec82] suggest that the complication is necessary.
He showed that the transfinite construction of hereditarily countable sets does not,
provably in ZF, converge at stage ω1, and that in fact if ω1 is singular then there
are hereditarily countable sets of rank α for any α < ω2.
Our proof makes essential use of the fact that any set of ordinals is order isomor-
phic to an ordinal, which in turn uses classical logic. We therefore leave it as an
open problem to construct image preserving QW -types in Set under the assump-
tions of IZF, or to find an independence proof. The same question is still open for
the case of W -types with reductions. We also leave the open problem of finding
more interesting examples of HITs that can be constructed in Set under ZF.
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