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Santrauka. Straipsnyje nagrine˙jama neparametrinio daugiamacˇio pasiskirstymo tankio ↪ivertinimo prob-
lema. Tiriamas J.H. Friedman pasiu¯lytas pasiskirstymo tankio ↪ivertinys pagr↪istas tikslinio projektavimo
algoritmu. Šis algoritmas taikytinas, kai duomen ↪u dimensija yra didele˙, o tankis turi daugiamodalin ↪e
struktu¯ra. Pasiskirstymo tankio ↪ivertinys pagr↪istas tiksliniu projektavimo yra sude˙tinis algoritmas, kuris
naudoja kitas statistines procedu¯ras: projektavimo indeks ↪a, vienamacˇi ↪u pasiskirstymo tankio projekcij ↪u
↪ivertin↪i. J.H. Friedman siu¯le˙ naudoti projekcin↪i tankio ↪ivertin↪i Ležandro polinom ↪u baze˙je vienamacˇi ↪u
duomen ↪u projekcij ↪u tankiams vertinti, bei projektavimo indeks ↪a pagr↪ist ↪a tankio išraiška Ležandro poli-
nom ↪u baze˙je. Straipsnio autorius bando keisti originaliai pasiu¯lytas procedu¯ras, klasikine˙mis statistine˙mis
procedu¯romis. Bandoma naudoti branduolin↪i pasiskirstymo tankio ↪ivertin↪i duomen ↪u projekcij ↪u tankiams
vertinti, bei projektavimo indeks ↪a paremt ↪a Komogorovo-Smirnovo statistika. Tiriami ir palyginami modifi-
kuoto ir originalausalgoritm ↪u tikslumai. Palyginamojianalize˙ atliekama kompiuteriniomodeliavimo bu¯du.
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u išvengti šios problemos yra tikslinis projektavimas (angl. pro-




a kart pasiu¯le˙ [2].
Ve˙liau ši ide˙ja buvo pritaikyta daugiamacˇiam pasiskirstymo tankiui vertinti. Detal ↪u jos
aprašym
↪
a rasime [1]. Nepaisant to, kad nuo metodo aprašymo prae˙jo daugiau nei du




u, kuriuose taikoma tikslinio projektavimo ide˙ja.
Šiame straipsnyje tirsime originali ↪a tankio vertinimo procedu¯ra pasiu¯lyt ↪a J.H. Fried-

































galima labiau besiskiriancˇi ↪u nuo Gauso skirstinio paieška ir duomen ↪u transformavimu




















u stebimas atsitiktinis dydis X netenkina šios
savybe˙s, tai Z gausime normuodami X. Pažyme˙kime Z(0) = Z, tuomet Z(k) , k  1
yra gaunamas po šios procedu¯ros. Tegu gk(u), u ∈ R yra vienamate˙s duomen ↪u projek-
cijos τ ′Z(k−1) (kryptimi τ ) pasiskirstymo tankis, o Gk tos pacˇios duomen ↪u projekcijos
pasiskirstymo funkcija. Tuomet
Z(k)




τ +−1(Gk(τ ′Z(k−1)))τ, (1)
cˇia  – standartine˙ Gauso pasiskirstymo funkcija, o τ = τk – projektavimo kryptis
pasirinkta naudojant projektavimo indeks
↪
a.
Taigi atsitiktinis vektorius Z(k) yra gaunamas iš Z(k−1) taip, kad Z(k) projekcija
kryptimi τ
↪
igaut ↪u normal ↪uj↪i pasiskirstym ↪a, o projekcijos kitomis d − 1 kryptimis, or-

















i, kai k → ∞. Tode˙l pakankamai dideliam M gauname























2.1. Duomen ↪u projekcij ↪u tankio ↪ivertinimas















ψj(ηt )ψj (u), (3)
cˇia ψj – ortogonalu¯s Ležandro polinomai, J – skleidinio eile˙ ([1] siu¯loma naudoti
4 J  8), ηt = 2(τ ′kZ(k)t ) − 1, Zt – atsitiktine˙s imties elementas.
2.2. Projektavimo krypties pasirinkimas
Projektavimo kryptys τk turi bu¯ti parenkamos taip, kad duomen ↪u projekcija pasirinkta
kryptimi ture˙t ↪u skirstin↪i, kiek galima mažiau panaš ↪u ↪i Gauso. Šiam skirstin ↪u palygini-
mui naudojama funkcija I (τ) vadinama projektavimo indeksu
τk = arg max
τ
Î (τ ). (4)
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[1] siu¯loma projektavimo indekso konstrukcija pagr
↪















































cˇia K – Gauso branduolio funkcija, h – branduolio plotis. Branduolio plocˇio radimui
buvo naudota stabilius rezultatus duodanti formule˙ [7]
h = 0,9 min (ŜT D, ÎQR/1,34)n−1/5, (7)








3.2. Projektavimo indekso pasirinkimas












klasikine tikimybine Kolmogorovo–Smirnovo statistika
Î (τ ) = sup
u
∣∣Ĝk(u) −(u)∣∣, (8)
cˇia Ĝk yra τ ′Z(k−1) empirine˙ pasiskirstymo funkcija, o  – standartine˙ Gauso pasi-
skirstymo funkcija.
4. Palyginamoji analize˙
4.1. Tyrim ↪u metodika
Metodai buvo tirti kompiuterinio modeliavimo bu¯du. Tai leido apskaicˇiuoti tikr ↪asias
metod
↪
u paklaidas ir jas palyginti. Tyrimams buvo pasirinkti keli daugiamacˇiai vien-
modaliniai ir daugiamodaliniai duomen
↪




• vienmodalinis Gauso mišinys (stipriai persidengiantys klasteriai);
• dvimodalinis Gauso mišinys (mažai persidengiantys klasteriai);






ivertinimas naudojant duomen ↪u projektavim ↪a 301
• daugiamatis Pareto skirstinys (koordinate˙s nepriklausomos pasiskirscˇiusios pagal
Pareto skirstin
↪





u dimensija d = 4, imties dydis n = 100,200,500,1000.










∣∣∣∣f (Xt ) − f̂ (Xt )f (Xt ) + f̂ (Xt )
∣∣∣∣≈ 12
∫ ∣∣f (x)− f̂ (x)∣∣dx. (10)
Toks tikslumo mat
↪


























a paklaidos buvo panašios ir
↪
ivairiems tirtiems skirstiniams skyre˙si mažiau nei





procedu¯ra ne˙ra labai jautri projektavimo indekso pasirinkimui. Kolmogorovo–Smir-
novo statistikos panaudojimo privalumas yra tas, kad šio indekso reikšme˙ yra greicˇiau
apskaicˇiuojama. Projektavimo krypcˇi
↪









ivertinimo algoritmo skaicˇiavimo laik
↪
a).










igyti neigiamas reikšmes, o skirstiniams, kuri
↪
u tankis

















1 pav. Tikrasis pasiskirstymo tankis (ištisine˙ linija) ir jo projekcinis ↪ivertis Ležandro polinom ↪u baze˙je(punktyrine˙ linija). Gauso skirstini ↪u mišinio ir Pareto skirstinio atveju.
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2 pav. Pasiskirstymo tankio ↪ivertinio kokybe˙ priklausomai nuo to, keliose pirmose projektavimo kryptyse











a. Šie atvejai pavaizduoti 1 pav. Tacˇiau
vertinant tankius artimus Gauso tankiams Ležandro polinomais pagr
↪
istas metodas
pranašesnis. Be to, šis metodas duoda geresnius rezultatus esant mažoms imtims.










e. Tyrimai parode˙, kad Pareto skirstinio






i, tacˇiau rezultatai ne˙ra vien-
areikšmiai Gauso mišini
↪
u atveju – vienoms mišinio parametr
↪
u reikšme˙ms geresnius
rezultatus duoda vienas metodas, kitoms kitas. Aiškus de˙sningumas nuo mišinio tankio
glodumo savybi ↪u nepastebe˙tas. Tacˇiau aišku, kad branduolin↪i metod ↪a tikslinga taikyti
didesne˙ms imtis. Naudojant mažo dydžio imtis (n = 100) Ležandro polinom
↪
u panau-
dojimas dažnai duoda geresniu rezultatus.
Atsižvelgus
↪







i nuo Gauso, o ve˙lesne˙se iteracijose transfor-
muot ↪u duomen ↪u skirstinys (o kartu ir j ↪u projekcij ↪u skirstinys) arte˙ja prie Gauso skirs-






















u tankio vertinimui – Ležandro polinomais
1 lentele˙. Paklaidos δ1 reikšmi ↪u palyginimas Ležandro polinomais ir branduoliniu
↪ivertiniu pagr↪istiems metodams ↪ivairiems duomen ↪u skirstiniams. Imties dy-
dis n = 500
Skirstinys Ležandro Branduolinis
Vienmodalinis Gauso mišinys 0,01639 0,01765
Dvimodalinis Gauso mišinys 0,02906 0,02783
Daugiamatis χ 2 0,02894 0,02615
Daugiamatis Pareto 1,10244 0,43753
Pasiskirstymo tankio
↪





ivertinys. 2 pav. matome pavaizduotus tyrimo rezultatus vienam iš dau-
giamodalini ↪u Gauso mišini ↪u, kai imties dydis n = 500. Daugiamacˇio tankio ↪ivertinime
buvo naudotos
↪
i projektavimo kryptys. Pirmose k krypcˇi
↪
u naudotas branduolinis pasi-
skirstymo tanko
↪









ivertinys, o kai k = 5 vien
tik branduolinis
↪















u tankiams vertinti. Optimalus projekcij
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a parinkti optimalaus projekcij
↪
u kiekio parinkimui priklausomai























ivertinio paklaidos. Tacˇiau Kolmogorovo–Smirnovo statis-
tika pagr
↪
istas projektavimo indeksas yra greicˇiau apskaicˇiuojamas.


















i duomen ↪u projekcij ↪u tankiams vertinti.















i. Reikalingi papildomi tyrimai
optimaliam ši ↪u ↪ivertini ↪u deriniui nustatyti.
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SUMMARY
M. Kavaliauskas. Probability density estimation using data projection
Nonparametric estimation of multivariate multimodal probability density is analysed. The projection pur-
suit density estimator was proposed by J.H. Friedman. Author of this paper proposes the modifications
of original Friedman algorithm: employing a kernel density estimator, and a projection index based on
Kolmogorov–Smirnov statistic. The efficiency of proposed modifications is analysed using computer sim-
ulation technique.
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