The peculiar line-of-sight (LoS) propagation in airto-ground channel provides both opportunities and challenges for the emerging cellular-connected unmanned aerial vehicle (UAV) communications. On one hand, the LoS channels make more cellular base stations (BSs) visible to a UAV as compared to ground users, which leads to a higher macro-diversity gain as compared to the ground users. On the other hand, the LoS channels also render the UAV to generate/receive more severe uplink/downlink interference to/from the BSs, thus requiring more sophisticated inter-cell interference coordination (ICIC) techniques with more BSs involved. To draw essential insight, this paper studies the uplink transmission from a UAV to cellular BSs. To mitigate the UAV's interference effect, we aim to maximize the sum-rate of the UAV and all ground users in its resulted ICIC region by jointly optimizing the UAV's cell association, resource block (RB) allocation, and transmit power. We first propose a centralized ICIC design that achieves the optimal performance. As the centralized ICIC requires global information of the network and substantial information exchange among an excessively large number of BSs, we further propose a decentralized ICIC scheme of significantly lower complexity and overhead for implementation. Specifically, we divide the cellular BSs into clusters, each with a dedicated cluster head for collecting information from its cluster BSs and exchanging information with the UAV by exploiting the LoSinduced macro-diversity. Numerical results show that the proposed decentralized ICIC scheme achieves a performance close to the optimal centralized design, and also outperforms the traditional ICIC scheme for cellular networks with terrestrial interference only.
I. INTRODUCTION
As projected by the Federal Aviation Administration (FAA), the number of unmanned aerial vehicles (UAVs) in civilian use, estimated at about 42,000 in 2016, will skyrocket to as many as 442,000 by 2021 [1] . To pave the way towards large-scale deployment of UAVs in practice, it is imperative to support highperformance UAV communications with ubiquitous coverage, low latency, and high throughput, in order to realize real-time command and control for UAV safe operation as well as payload data communication with ground users in various applications [2] , [3] . Recently, cellular-connected UAV has been considered as a promising technology to achieve this goal, where UAVs are integrated into existing or future cellular networks as new aerial user equipments (UEs). Thanks to the superior performance of today's Long Term Evolution (LTE) and future fifth-generation (5G) cellular networks, cellular-connected UAV is anticipated to achieve significant performance enhancement over the existing point-to-point UAV-ground communications over the unlicensed bands, in terms of reliability, coverage, and throughput [4] . Preliminary field trials have demonstrated that it is feasible to support the basic communication requirements for UAVs with the LTE network [5]- [7] . On the other hand, UAVs can also be utilized as aerial communication platforms (such as base station (BS) and relay) to assist in terrestrial wireless networks by providing/enhancing communication services to ground UEs (see, e.g., [8] - [12] ).
Different from the conventional terrestrial systems, the high UAV altitude leads to unique UAV-BS line-of-sight (LoS) channels in cellular-connected UAV communication, which bring in both opportunities and challenges. On one hand, the presence of LoS links leads to more reliable communication channels as compared to terrestrial channels between the ground UEs and BSs, which suffer from more severe path-loss, shadowing and multi-path fading. Besides, the LoS channels also make a UAV being potentially served by much more BSs at the same time, thus yielding a higher macro-diversity gain in cell association over ground UEs. However, on the other hand, the dominance of LoS links also renders the UAV to generate/receive more severe uplink/downlink interferences to/from a much larger number of BSs than ground UEs, which makes the inter-cell interference coordination (ICIC) a more challenging problem to solve. Although ICIC has been extensively studied in terrestrial cellular networks (see e.g., [13] , [14] and the references therein), such techniques may fail to mitigate the strong UAV interference and as a result lead to highly limited frequency reuse in the network and hence low spectral efficiency. This is because existing ICIC techniques are mainly designed to deal with the terrestrial interference to/from ground UEs, which, due to the "unfavorable" terrestrial channels, in fact only need to involve the coordination of at most a few cellular BSs; whereas in cellular-connected UAV communication, due to the dominating LoS channels, a much larger ICIC region consisting of considerably more (say, tens or even hundred of) BSs is generally required (see Fig. 1 ), which incurs significant complexity and overhead in practical implementation.
Motivated by the above, this paper investigates the uplink ICIC issue in a cellular network with both UAV and terrestrial UEs. To mitigate the uplink interference to co-channel ground UEs at their associated BSs within the UAV's ICIC region (see Fig. 1 ), our goal is to maximize the sum-rate of the UAV and all ground UEs in the region by jointly optimizing the UAV's cell association, resource block (RB) allocation, and transmit power. To tackle this problem, we first propose a centralized design by assuming that there exists a central scheduler who is able to collect global information from all BSs in the ICIC region and utilize them to solve the formulated problem optimally. However, the centralized design invokes the coordination of a large number of BSs and thus incurs high complexity and large delay in implementation. As such, we further propose a decentralized ICIC scheme that is of much lower complexity. Specifically, we divide the cellular BSs into clusters, each with a dedicated cluster head for collecting information from its cluster BSs and exchanging information with the UAV by leveraging the LoS-induced macro-diversity. It is shown that with any given UAV transmit power, the decentralized solution achieves optimality yet with significantly reduced signaling overhead compared with centralized ICIC. Numerical results show that the proposed decentralized ICIC scheme achieves the performance close to the optimal centralized design, and also realizes significant performance improvements over the traditional ICIC scheme used for mitigating the terrestrial interference only. Fig. 1 , we consider the uplink transmission in a given subregion of the cellular network with a UAV UE and a set of ground UEs. For simplicity, the shape of each cell is assumed to be hexagonal. For the purpose of exposition, we assume that the UAV is equipped with an omnidirectional antenna, while each BS employs a fixed antenna pattern (see Section VI for details). Due to the LoS-dominated air-to-ground channel, the uplink signal from the UAV may interfere with the uplink transmissions from other ground UEs at the same RB at their associated BSs. Centered at the UAV's horizontal location on the ground, we consider there are in total J BSs located in the UAV's ICIC region D u , as shown in Fig. 1 . For BSs outside the region, we assume that the signal strength from the UAV has attenuated to the level of background noise and thus the resulted interference can be ignored. Therefore, we only need to consider the interference coordination among the J BSs in the region D u .
II. SYSTEM MODEL As shown in

A. Cellular Network with Ground Users Only
Assume that each BS j ∈ J {1, 2, · · · , J} serves K j existing ground UEs, with K j ≥ 1, ∀j ∈ J . Denote the total number of UEs in D u as K = ∑ J j=1 K j . We assume that the total number of orthogonal RBs for uplink communication is N , where N < K usually holds in practice due to frequency reuse, shared by the K ground UEs. To mitigate the ICI, each BS assigns an RB to its associated UEs subject to a given RB allocation criterion. Specifically, we consider that each BS checks the availability of an RB in its first r tiers (r ≥ 1) of neighboring BSs before assigning it to a new ground UE. Let N j (r) denote the set of the first r-tier neighbor BSs of BS j. If an RB has been occupied by a ground UE in N j (r), BS j cannot assign this RB to any new ground UE. By this means, the UEs associated with BS j will not cause any interference to all cells in N j (r). Note that when r is sufficiently large, the terrestrial ICI would become negligible. Accordingly, we define a set J (n) ⊆ J for each given RB n ∈ N {1, 2, · · · , N }, in which j ∈ J (n) if RB n is occupied by a ground UE in cell j, and as a result J c (n) = J \J (n). Let k j (n) be the index of the ground UE transmitting in cell j and RB n. Then we denote by H j (n) the channel power gain between ground UE k j (n) and its serving BS (i.e., BS j) in RB n, which in general constitutes pathloss, shadowing, and small-scale fading. The ground UE k j (n)'s transmit power is assumed to be p j (n). Then the receive signalto-noise ratio (SNR) for ground UE k j (n) at BS j can be expressed as
where σ 2 j (n) is the total power of background noise and residual ICI at cell j in RB n (both assumed to be independently Gaussian distributed). Then the achievable sum-rate of all ground UEs in D u without the UAV's uplink transmission is given by
in bits per second (bps), with B denoting the total bandwidth per RB in Hertz (Hz). For notational convenience, we denote B = 1 Hz in the sequel of this paper, unless stated otherwise.
B. Cellular Network with New UAV User Added
LetF j (n) be the channel power gain between the UAV and BS j in RB n. For simplicity, we assume that the communication links from the UAV to BSs are dominated by the LoS links with path-loss exponent of 2. Thus, we haveF j (n) =F j , ∀j ∈ J , n ∈ N . Suppose that the UAV accesses RB n u in cell j u with j u ∈ J c (n u ) for the uplink transmission, and the UAV's transmit power is p u . For convenience, we define the sum-rate of the ground UEs at RBs other than RB n u as
By treating the UAV's interference as Gaussian noise for simplicity, the sum-rate of all ground UEs is expressed as
−log 2 (1+γ j (n u )) (5) denotes the rate reduction for the ground UE in cell j and RB n u due to the UAV uplink interference. Moreover, the achievable rate of the UAV is given by
III. PROBLEM FORMULATION In this paper, we aim to maximize the network sum-rate R g,u + R u by jointly optimizing the UAV's uplink cell associ-ation j u , RB allocation n u , and transmit power p u . As R g is a constant, it is equivalent to maximize the change (increment) in the sum-rate after the integration of UAV, i.e.,
Accordingly, the optimization problem is formulated as
where P max denotes the maximum transmit power at the UAV. Note that one suboptimal solution to (P1) can be obtained by applying the traditional ICIC scheme with ground UEs only, which serves as a benchmark for our proposed ICIC designs in the sequel. In the traditional ICIC case, the UAV is treated as a ground UE, which simply selects the BS with the strongest signal strength to associate with, i.e., j u = arg max j∈JFj . Then BS j u will assign an available RB to the UAV, subject to the RB allocation criterion introduced in Section II-A for ICI mitigation. Since in this case the UAV causes no interference to the cells in N ju (r), we assume that the UAV transmits with its full power P max to maximize its achievable rate. However, since the size of N ju (r) is practically much smaller than that required by the UAV's ICIC region D u (see Fig. 1 ), the above cell association and RB allocation do not take into account the ground UEs located outside N ju (r). As a consequence, this traditional ICIC may overlook the strong interference from the UAV to such ground UEs and result in significant network sumrate loss. This thus motivates our proposed ICIC designs to deal with the new UAV interference, given in the following two sections, respectively.
IV. CENTRALIZED ICIC
In this section, we solve problem (P1) optimally by assuming that there is a central scheduler in the network. Specifically, it collects the required information from all the BSs in D u , computes the optimal solution, and informs accordingly the BS j * u with which the UAV is associated and transmits at a designated RB n * u and with power p * u . Note that (P1) can be efficiently solved via the following three steps. First, the cell association j u is optimized with given RB allocation n u and transmit power p u . Second, with the obtained cell association solution for a given RB n u , we optimize the UAV's transmit power p u . Third, the optimal solution to (P1) is found by enumerating all possible RB allocation n u 's. The details are given in the following subsections.
A. Cell Association with Given RB and Power Allocations
With given RB allocation n u and transmit power p u , the cell association optimization problem is given by
The optimal solution to (P1.1) is given as below in Lemma 1. Lemma 1: The optimal solution to (P1.1), denoted by j(n u ), is given by j(n u ) = arg max j∈J c (nu) F j (n u ).
Proof: It suffices to show that for any feasible solution to (P1.1), the corresponding objective value is no larger than Q(j(n u ), n u , p u ). Suppose that j 0 is an arbitrary feasible solution to (P1.1). It can be verified that Q(j(n u ), n u , p u ) − Q(j 0 , n u , p u ) = log 2 (1+p u F j(nu) (n u ))−log 2 (1+p u F j0 (n u )). As F j(nu) (n u ) ≥ F j0 (n u ), we must have Q(j(n u ), n u , p u ) ≥ Q(j 0 , n u , p u ). Since the feasible solution j 0 is arbitrarily selected, this completes the proof.
Lemma 1 shows that with fixed RB allocation, the optimal serving BS should be the one from which the UAV attains the maximum SNR. In addition, it is independent of the UAV's transmit power.
B. Power Control with Given Cell Association and RB
Next, given RB allocation n u and cell association j(n u ), we optimize the UAV's transmit power, i.e.,
By ignoring the term in Q(j(n u ), n u , p u ) which is regardless of p u , (P1.2) is reduced to
in which
) .
Denote p(n u ) as the optimal solution to (P1.3) for a given n u .
Depending on the cardinality of J (n u ), denoted by |J (n u )|, we consider the following three cases for determining p(n u ), respectively. Case 1: If J (n u ) = ∅, i.e., RB n u has not been assigned to any ground UEs yet in the ICIC region D u , then the optimal solution to (P1.3) is simply p(n u ) = P max .
Case 2: If |J (n u )| = 1, then we have the following result. Proposition 1: If |J (n u )| = 1, then the optimal solution to (P1.3) is binary power control, i.e., p(n u ) = arg max pu∈{0,Pmax} Q 0 (j(n u ), n u , p u ).
Proof:
The proof is similar to [15, Theorem 1] , and thus omitted here.
Case 3: |J (n u )| ≥ 2, i.e., there exist at least two cells in which RB n is occupied. For this case, it is difficult to obtain the closed-form solution of p(n u ). Thus, we perform one-dimensional search to find the optimal p u .
C. Overall Algorithm
With the obtained p(n u ) and j(n u ) for each n u ∈ N , the optimal solution to (P1) can be obtained by enumerating all possible n u 's in N . The above algorithm to solve (P1) is summarized in Algorithm 1.
V. DECENTRALIZED ICIC
The centralized ICIC achieves the optimal performance but requires exorbitant information exchange between the central scheduler and all involved BSs, which may incur significant overhead and large delay in the network, especially when J is very large and the UAV's ICIC region dynamically changes when it moves. To reduce the implementation complexity, we propose a decentralized ICIC design by applying BS clustering and exploiting the macro-diversity thanks to the UAV-BS LoS channels.
Algorithm 1 Centralized ICIC Protocol 1: The central scheduler collects the following parameters, i.e., F j (n), γ j (n), ∀j ∈ J , n ∈ N from the BSs in D u . 2: Initialize n u = 1. 3: while n u ≤ N 4: if |J c (n u )| = 0 5: Set Q(j(n u ), n, p(n u )) = 0 and go to line 9. Determine j(n u ) arg max j∈J c (nu) F j (n u ).
8:
Calculate the optimal transmit power p(n u ) by solving (P1.3) and obtain Q(j(n u ), n u , p(n u )).
9:
Update n u = n u + 1. 10: end 11: The central scheduler obtains the optimal RB allocation n * u = arg max nu∈N Q(j(n u ), n u , p(n u )), cell association j * u = j(n * u ), and transmit power p * u = p(n * u ) for (P1). 12: The central scheduler informs the serving BS j * u the UAV transmit power p * u and the allocated RB n * u , which are then sent to the UAV to initiate data transmission.
A. BS Clustering
We divide BSs into non-overlapping but intra-connected clusters, and for each of cluster, one BS is appointed as the cluster head to coordinate the BSs in the same cluster. We assume that the clustering is static and the cluster size is uniform over the whole network. For example, Fig. 2 depicts all the BS clusters in the UAV's ICIC region D u when the number of BSs per cluster is equal to 4. Upon receiving a beacon signal from the UAV, each cluster head collects the required information from other BSs in the cluster via the backhaul links. The cluster heads first process the information collected independently, and report their results to the UAV via separate downlink (data or control) channels. Then the UAV solves a simplified problem of (P1) (to be specified later) with only the limited information from the cluster heads. Assume that the total number of clusters involved in the UAV's ICIC region is M . Note that if M = 1, i.e., there only exists a single cluster, the single cluster head can play the role of central scheduler to implement the centralized ICIC as proposed in Section IV. Hence, we only consider the general case with M ≥ 2 in this section. For convenience, we number all clusters from 1 to M , where cluster m is denoted by C m . 
B. Decentralized Protocol
Next, we show that (P1) can be optimally solved in a decentralized manner with a given UAV transmit power p u . To determine the optimal cell association and RB allocation, the UAV only needs to solve the following simplified problem, i.e.,
LetQ(n u ) = max ju∈J c (nu) Q(j u , n u , p u ). According to Lemma 1,Q(n u ) can be expressed as
where (14) can be rewritten as (14) and (15) Thus, in order to calculateQ(n u ), the UAV only needs to know V m (n u ) and W m (n u ), ∀m ∈ M, which can be reported by each cluster head m. For each cluster head m, the value of V m (n u ) can be obtained by collecting the parameters ∆R j (n u , p u ) from the BSs in C m and summing them up. For the cells in J c m (n u ), the value of ∆R j (n u , p u ) can be set to be zero. On the other hand, the value of W m (n u ) can be obtained by collecting the parameters F j (n u ) from the BSs in C m and taking the maximum. Similarly, for the cells in J m (n u ), the value of F j (n u ) can be set to be zero. At the side of the UAV, the maximum ofQ(n u ) can be found by enumerating all n u 's in N . Hence, each cluster head m ∈ M should report at most 2N parameters, i.e., V m (n u ) and W m (n u ) for all n u ∈ N , to the UAV.
By performing the above decentralized method, the optimal cell association and RB allocation can be obtained at the UAV with a given p u . As further optimizing the UAV's transmit power p u requires more information exchanged with the cluster head BSs, we consider a simple binary power control policy in this paper, i.e., p u ∈ {0, P max }. Notice that Q(j u , n u , 0) = 0 for any feasible j u and n u . Hence, the UAV can determine its transmit power by setting p u = P max and comparing the optimal value of (P2) with zero. Specifically, let n * u = arg max nu∈NQ (n u ). If Q(n * u ) > 0, then we have p * u = P max . Correspondingly, the optimal cluster head should be m * u = arg max m∈M V m (n * u ). The optimal serving BS can be found at cluster head m * u , i.e., j * u = arg max j∈C m * u F j (n * u ). Otherwise, ifQ(n * u ) ≤ 0, then we have p * u = 0, i.e., the UAV should not be allowed to access the cellular network. The above algorithm is summarized in Algorithm 2.
Algorithm 2 Decentralized ICIC Protocol 1: The UAV broadcasts a beacon signal with its maximum transmit power P max . 2: Each BS j individually computes ∆R j (n u , P max ) and F j (n u ), ∀n u ∈ N , and sends the values to its associated cluster head. The UAV sends n * u to cluster head m * u .
7:
Cluster head m * u informs BS j * u to initiate data transmission with the UAV in RB n * u . 8: else 9:
The UAV keeps silent and waits for the next scheduling period. 10: end if
VI. SIMULATION RESULTS
In this section, simulation results are provided to validate our proposed protocols. An orthogonal frequency-division multiple access (OFDMA) system is considered in the simulation. Unless otherwise specified, the simulation settings are as follows. The tier of the neighbor BSs is r = 2 for the conventional terrestrial ICIC 1 . The total number of RBs is assumed to be N = 45, each consisting of 12 OFDM subcarriers. The subcarrier spacing is set to be 15 kHz, and thus the total bandwidth per RB is B = 15k × 12 = 180 kHz. The total number of active UEs is K = 300. The transmit powers of all active ground UEs are assumed to be identical as 23 dBm. The cell radius is 1 km, and the height of BSs and UEs are set to be 30 m and 0 m, respectively. The altitude of the UAV is fixed to H = 250 m. The carrier frequency f c is at 2 GHz, and the noise power spectrum density is −174 dBm/Hz. For the terrestrial channels, the path-loss is modeled based on the COST HATA 231 model. The shadowing is generated from the lognormal distribution with 10 dB standard deviation. The Rayleigh distribution is utilized to model the small-scale fading. The BS antenna pattern is assumed to be directional in the vertical plane but omnidirectional in the horizontal plane, i.e.,
where θ denotes the elevation angle in rad. Thus, the channel power gain between the UAV and BS j ∈ J is expressed as
where θ j is the elevation angle between the UAV and BS j, c is the speed of light in meter per second (m/s), and d c is the distance between the UAV and BS j in m. The UAV's maximum transmit power P max is set to be 20 dBm. We consider five tiers of cells centered at the cell underneath the UAV (named cell 1) to cover the UAV's ICIC region, and thus the total number of cells is J = 91. In the simulation, we randomly generate the ground UEs' locations in D u , and the UAV's horizontal location in cell 1. All the results shown in the next have been averaged over 100 random location realizations.
A. Network Sum Rate versus UAV Transmit Power
First, we plot the change in the network sum-rate given in (7) after the UAV's association versus the UAV's maximum transmit power P max in Fig. 3 . It is observed that the performance gap between the centralized ICIC and the decentralized ICIC first increases with P max , and then decreases when P max > 2 dBm. Note that such performance difference is only due to the optimal power control in the former case versus the suboptimal binary power control in the latter case. When the UAV's power budget is low (e.g., P max = −10 dBm), it should transmit with full power to maximize its own rate which also leads to the network sum-rate maximization. This is because the UAV's transmission will not cause significant rate loss of the ground UEs in this case. However, when P max gets larger, the UAV's interference becomes stronger and thus the optimal power control in the centralized ICIC provides a notable gain over the binary power control in the decentralized ICIC. Nonetheless, when P max becomes even higher, the UAV's transmit rate becomes sufficiently large to compensate for the rate loss of ground UEs. In this case, the UAV tends to transmit with full power again, which also helps maximize the network sum-rate. Furthermore, it is also observed that the traditional ICIC yields a much worse performance than the decentralized ICIC, and even leads to a negative growth in the network sum-rate. This result demonstrates the necessity of engaging more BSs for ICIC in the presence of strong UAV uplink interference.
To further verify our observations, we plot in Fig. 4 and Fig. 5 the UAV achievable rate R u given in (6) and the change in the sum-rate of all ground UEs given in (4), i.e., R g,u − R g , respectively. As seen from Fig. 4 , the centralized ICIC gives rise to the lowest UAV achievable rate for all values of P max . This result implies that from a network throughput maximization perspective, the UAV should moderately sacrifice its own rate to maximize the network sum-rate. One can also observe that the UAV rate achieved by the decentralized ICIC increases slowly when P max < 2 dBm, but faster when P max > 2 dBm. The reason is that the UAV's transmit power is more likely to be set as zero when P max < 2 dBm in order to protect the ground UEs. However, when P max > 2 dBm, the UAV rate may be sufficiently large to compensate the rate loss of ground UEs. As a result, the UAV can often transmit with full power to maximize the network sum-rate. Fig. 5 demonstrates that the ground UEs achieve the highest sum-rate in the centralized ICIC, and the lowest with the traditional ICIC. Such results are consistent with those in Figs. 3 and 4 .
B. Network Sum Rate versus User Number
Finally, Fig. 6 shows the change in the network sum-rate after integrating the UAV into the network versus the number of active ground UEs K, with P max = 20 dBm. First, it is observed that when the terrestrial traffic load is low (K ≤ 100), both the decentralized ICIC and the traditional ICIC can achieve almost the same performance as the centralized ICIC. This is expected since the UAV can always find an unoccupied RB in the network without causing much ICI. However, when the terrestrial traffic load is larger (100 < K ≤ 300), it is observed that the performance of the decentralized ICIC is still close to the optimal centralized ICIC while that of the traditional ICIC degrades dramatically. The reason lies in that a highly occupied RB by ground UEs may have been assigned to the UAV, which results in the network sum-rate loss. Furthermore, if the ground traffic load is even higher (300 < K ≤ 450), one can observe that the decentralized ICIC performance starts to deviate from that of the centralized ICIC. This phenomenon validates the importance of optimal power control when the network has a high traffic load. It is also interesting to observe that with very high traffic load, the performance of traditional ICIC becomes even better and gradually approaches those of the proposed ICIC schemes. This is because as the total number of ground UEs increases, the UAV is more likely to be denied for the access to the network even with traditional (local) ICIC. 
VII. CONCLUSION
This paper proposed new ICIC designs to mitigate the strong uplink interference due to the UAV's LoS channels with ground BSs in cellular-connected UAV communication. Specifically, the sum-rate of the ground UEs and the UAV was maximized via jointly optimizing the cell association, RB allocation, and transmit power for the UAV. With the centralized ICIC, it was shown that the optimal solution to the sum-rate maximization problem is achieved. To reduce the implementation overhead of the centralized ICIC, we further proposed a decentralized ICIC design, which only requires local processing within BS clusters and low-complexity signaling between the cluster head BSs and the UAV. Numerical results showed that the proposed decentralized ICIC design outperforms the traditional ICIC, and also achieves near-optimal performance of the centralized ICIC under low-to-moderate ground traffic load.
