We construct a weak dilation of a not necessarily unital CP-semigroup to an E-semigroup acting on the adjointable operators of a Hilbert module with a unit vector. We construct the dilation in such a way that the dilating E-semigroup has a pre-assigned product system. Then, making use of the commutant of von Neumann correspondences, we apply the dilation theorem to proof that covariant representations of product systems admit isometric dilations.
Introduction
Let S = R + or S = N 0 . Our scope is to proof the following theorem on existence of isometric dilations of covariant representations of product systems, a problem suggested by one of the authors of [MS02] on the occasion of a meeting in Bangalore in December 2005. between structures present in a product system and structures present in its commutant system.
In Section 4 we explain how the general W * -case and the C * -case boil down to Theorems 1.2 and 3.4.
We mention that Muhly and Solel [???] give a direct formulation of the construction of the isometric dilation in Theorem 1.1 without passing through commutants, by reducing the problem to nondegenerate covariant representations. Then they apply their dilation result [MS02,  Theorem 3.7] to obtain the isometric dilation. We should like to say that, assuming the basic facts about commutants of von Neumann correspondences, the proof we give here is selfcontained.
It is very well possible to read the three following sections in reverse order, that is, first reducing to faithful nondegenerate σ 0 , then showing equivalence of the statement of Theorem 1.1 in this case with the statement of Theorem 1.2 and, finally, proving Theorem 1.2. Of course, reading in this order makes less clear that Theorem 1.2 is a result that is independent of the remainder. Surely, we admit that we problably never would have had the idea to prove Theorem 1.2 with out seeking a proof for Theorem 1.1.
[1] That is, in particular, F 0 = M and the identifications F 0 ⊙ F t = F t = F t ⊙ F 0 are the canonical ones. [2] That is, a family of linear (σ-weak) CC-maps σ t : F t → B(G) such that σ 0 is a (normal) representation of B
(not necessarily unital but of course * ), all σ t are B-B-linear, and σ t+s (x t ⊙ y s ) = σ t (x t )σ ( y s ).
[3] That is, a (normal) covariant representation τ ⊙ on a Hilbert space H ⊃ G such that τ t (x t ) * τ t (y t ) = τ 0 ( x t , y t ) and p G τ t (•)p G = σ t .
Proof of Theorem 1.2
Let us first clarify some notions used in Theorem 1.2. The product system associated with a strict [4] E-semigroup ϑ acting on B a (E) where E is a Hilbert B-module with a unit vector ξ ∈ E (that is, ξ, ξ = 1) is obtained in exactly the same way as in Skeide [Ske02] : Put E t := ϑ t (ξξ * )E.
Then E t becomes a correspondence over B by defining the left action bx t :
Moreover, the restriction of this unitary to E s ⊙ E t ⊂ E ⊙ E t defines a bilinear unitary u s,t : E s ⊙ E t → E s+t and the family of all these bilinear unitaries defines a product system structure. If there is no danger of confusion we will surpress the u s,t and simply write E s ⊙ E t = E s+t . Note that E t ⊂ E, so that it makes sense to speak about E being generated by E ⊙ in the sense of Theorem 1.2(2). The generalization of [Ske02] to E-semigroups has been discussed by Bhat and Lindsay [BL05] . We may also obtain a version for nonunital B (that is, in particular, without unit vector) following the methods from Muhly, Skeide and Solel [MSS04] as explained in the case of E 0 -semigroups in [Ske04] .
However, note that large parts of the proof of Theorem 1.2 will not work.
; see Bhat and Skeide [BS00] . In general, if ξ t := ϑ t (ξξ * )ξ defines a unit for the product system associated with ϑ, then the mappings b → ξ, ϑ t (ξbξ * )ξ define a CP-semigroup. (In fact, we verify easily that ξ t , •ξ t = ξ, ϑ t (ξ • ξ * )ξ , and whatever a unit ξ ⊙ we choose the maps ξ t , •ξ t always define a CP-semigroup.) The dilation we construct has a product system E ⊙ which we pre-assign and a unit ξ ⊙ that gives back T . Therefore, we speak of a dilation of T with pre-assigned product system (E ⊙ , ξ ⊙ ).
P  T 1.2. The idea is to mimic the construction in [BS00, Section 8] which treats the case when E ⊙ is the GNS-system of the CP-semigroup T (that is, the unit ξ ⊙ that gives back T as ξ t , •ξ t generates the whole product system). The construction in [BS00] is done by passing to the unitalized CP-semigroup T on the unitalization B = C 1 ⊕ B. Then the minimal dilation of T is constructed. This construction involves an inductive limit of correspondences (called the first inductive limit or two-sided inductive limit) giving the product system and an inductive limit of right Hilbert modules (called the second inductive limit or one-sided inductive Here we have to redo the first inductive limit (or better to replace it with something similar) [4] This means the endomorphisms ϑ t in the semigroup are strictly continuous on bounded subsets of B a (E).
Equivalently, the action of K(E) alone is already nondegenerate on ϑ t (id E )E.
to obtain a product system of correspondences over B with a unital unit that allows, then, to do the second inductive limit, also yielding a dilation (just not the minimal one) of T . The work to show how this dilation of T contains a dilation of T is very similar to [BS00] .We appologize for that with respect to [BS00] A crucial point in [BS00] was to identify the GNS-module of T t and its cyclic vector ξ in terms of the GNS-module E t and cyclic vector ξ t of T t . [5] Here we do the same for E t and ξ t , just that now E t may be bigger than E t . [6] So put ξ t := 1 − ξ t , ξ t ∈ B and denote by E t := ξ t B the closed right ideal in B generated by ξ t . Turn the Hilbert B-module E t into a correspondence over B by putting b ξ t = 0 for every b ∈ B (and, of course,
Observe that ξ t := ξ t ⊕ ξ t is a unit vector in E t and that ξ t , • ξ t is nothing but the unitalization
and, similarly,
Of course, this is the tensor product of unit vectors and, therefore, itself a unit vector. (A direct verification of this trival fact would be quite tedious.) Rather than the interval partions of (0, t],
we us the lattices
We define a partial order on J t by s ≤ t, if there are s j ∈ J s j , s = (s m , . . . , s 1 ) ∈ J t such that [5] The GNS-construction for a CP-map T on (or between) unital (pre-)C * -algebra(s) is due to Paschke [Pas73,
Theorem 5.2]. The result is a correspondence E and vector ξ ∈ E such that T is recovered as T = ξ, •ξ . If ξ is cyclic for E, that is if ξ generates E as a correspondence, then we speak of the GNS-module, as in this case everything is determined up to suitable unitary equivalence. [6] We also should like to say that the version in [BS00] is formulated for pre-Hilbert modules and extends easily to Hilbert modules, while here we write immediately for Hilbert modules. This is mere convenience, and whatever we write down in this section would work also in the algebraic context without any completion. t = s m . . . s 1 , where the join of two tuples s = (s m , . . . , s 1 ) ∈ J s , t = (t n , . . . , t 1 ) ∈ J t is defined as s t = (s m , . . . , s 1 , t n , . . . , t 1 ). See [BS00, Observation 4.2] for why we find this lattice more useful than the lattice of interval partition (to which it is isomorphic). For
(To check that this mapping is isometric on ξ t simply observe that the missing term k = n in the sum has "square length" ξ t , ξ t and that the left action of b ∈ B gives 0 as it should.) For t ≥ s 
so that everything in E t that lies in the complement of E t lies in the span of elements of the form
From the unital unit ξ ⊙ we construct an inductive limit E = lim ind t E t as in [ 
is a dilation of T .
Next we show how the dilation of T restricts to a dilation of T . We proceed as in [BS00,
Section 8]. We define E := E1 and observe that E is a Hilbert B-module with a unit vector ξ := ξ1. As multiplication with 1 from the right defines a central projection p in B a ( E) onto E, an operator a ∈ B a ( E) is in B a (E), if and only if pa(= ap) = a. So, for a ∈ B a (E) it follows that
where, by slight abuse of notation, we denote the projection onto E t in B a ( E t ) (that is, left multipliction with 1 ∈ B) by id E t . This shows that ϑ t leaves B a (E) invariant. Moreover,
so that the product system of ϑ is E ⊙ . (It is an easy exercise to show that the identification E s ⊙ E t = E s+t restricted to elementary tensors from E s ⊙ E t gives the correct identification
That is, we obtain obtain back the unit ξ ⊙ and (E, ϑ, ξ) is a dilation of T .
For showing uniqueness, we first observe that a dilation fulfilling Condition 2 in Theorem 1.2 is determined uniquely. Let consider an inner product of elements
so that these inner products (and, therefore, all inner products of E) can be calculated by using the product system structure of E ⊙ and the unit ξ ⊙ .
It remains to show that the dilation we constructed fulfills Condition 2. But this follows from
This shows that Condition 2 is fulfilled.
Remark. The discussion in [BS00, Section 12] shows how to adapt the arguments to von
Neumann modules using the appendices of [BS00] . Taking into account that every W * -module may be considered as a von Neumann module (by choosing a concrete representation of the underlying W * -algebra), the result holds also for W * -modules.
Remark.
We would like to note that, like in [BS00, Section 8], the C-linear codimension of E in E is 1. More precisely, Ω := ξ( 1 − 1) is a vector with "length" Ω, Ω = 1 − 1 such that E = CΩ ⊕ E. This follows by looking at (2.1) and from the fact that Ω t := ξ t ( 1 − 1) (t > 0) is a vector with "length" Ω t , Ω t = 1 − 1 such that E t = CΩ t ⊕ E t 1 and further E t = CΩ t ⊕ E t 1.
Finally, also Ω ⊙ = Ω t t∈S (with Ω 0 := 1) is a unit for E ⊙ .
Duality between dilations
The scope of this section is to establish a duality between dilations with pre-assigned product system (E ⊙ , ξ ⊙ ) of a normal CP-semigroup T determined by a unit ξ ⊙ in a product system E ⊙ of (concrete) von Neumann correspondences over a von Neumann algebra B ⊂ B(G) and isometric dilations of the covariant representation σ ′⊙ of the commutant system E ′⊙ on G with σ ′ 0 = id B ′ that is associated with the CP-semigroup. E of B(G, H) , where H is another Hilbert space, such that
Recall that a von
3. E acts nondegenerately on G, that is span EG = H, and 4. E is strongly closed.
If we wish to underline the Hilbert space H, we will also write the pair (E, H) for the con- (B(G, H) 
(3.1) We observe that ρ(B) ⊂ B a (E) = ρ ′ (B ′ ) ′ , that is, ρ ′ and ρ have mutually commuting ranges. 
Extending the correspondence between von
we obtain a von Neumann B ′ -module which is turned into a von Neumann 3.3 Remark. Muhly and Solel [MS04] have discussed a version of the commutant for W * -algebras, called σ-dual, where σ is a faithful representation of the underlying W * -algebra, that must be chosen, and the σ-dual depends on σ (up to Morita equivalence of correspondences [MS05a] ). They extend the σ-dual to correspondences from A to B in [MS05a] . In [Ske05a] we discuss also a version of this for von Neumann algebras and von Neumann correspondences.
We are now ready to formulate how product systems and dilations of CP-semigroups and of covariant representations behave under the commutant. We mention that in the presence of invariant vector states the list may be extended to a duality of CP-maps that includes a dualtiy between tensor dilations of CP-maps and extensions of CP-maps to B(G); see Gohm and Skeide [GS05] . (B(G, H t ) ) and
as in [Ske05a] , so that a product system E ⊙ gives rise to a family E ′ t t∈S of von Neumann B ′ -correspondences. What is still missing is the product system structure of this family. Computations of this type have been detailed also in Muhly and Solel [MS05b] (in the language of σ-duals) so that here we may content ourselves with a sketchy description. The isometry and allows to identify G as a subspace of H and provides us with a projection ξξ * onto that subspace that compresses the isometric representation τ ′⊙ to σ ′⊙ . Conversely, if G ⊂ H and the projection p onto G compresses τ ′⊙ to σ ′⊙ , then p is in the intertwiner space E. The unit vector ξ := p ↾ G has all the desired properties, that is, ξ turns the E-semigroup ϑ (dual to τ ′⊙ ) into a dilation of T .
Proof of Theorem 1.1
We appeal to Theorem 3.4 and the existence result Theorem 1.2, where M plays the role of B ′ and F ⊙ plays the role of E ′⊙ . For that goal we have to show that the general case boils down to the case when σ 0 is faithful and nondegenerate. But this is easy.
First of all, as σ 0 (1)σ(y t )σ 0 (1) = σ t (y t ) we may simply pass to the subspace σ 0 (1)G of G, so that now σ ′ 0 is nondegenerate. Then, if σ 0 is not faithful, we simply "add" a faithful nondegenerate representation σ 0 of ker σ 0 on a Hilbert space G. More precisely, we pass to the covariant representationσ ⊙ on G := G ⊕ G that is defined by setting
Then every isometric dilation ofσ ⊙ compresses further to G, giving back σ ⊙ .
where H t := F t ⊙G with ρ ′ t and ρ t the canonical action of B ′ and of B, repectively, so that F ⊙ E ′⊙ as product system of W * -correspondences. (E ⊙ is precisely what [MS04, MS05b] would call theσ 0 -dual of F ⊙ .) Under these isomorphisms the covariant representationσ ⊙ of F ⊙ induces a normal covariant representation σ ′⊙ of E ′⊙ onG with σ ′ 0 = id B . So dilating as in Theorem 1.2 the CP-semigroup T on B associated to the unit ξ ⊙ corresponding to σ ′⊙ by Theorem 3.4(3), by Theorem 3.4(4) we obtain an isometric dilation of σ ′⊙ and, therefore, an isometric dilation of σ ⊙ . Now let us discuss the C * -case, that is, M is a C * -algebra and F ⊙ a product system of C * -correspondences over M with a covariant representation σ ⊙ on a Hilbert space G. Our scope is simply to pass to the double commutant F ′′⊙ of F ⊙ which is a product system of concrete von Neumann modules, to show that σ ⊙ extends to a normal covariant representation σ ′′⊙ of that double commutant and, then, to apply the preceding discussion to F ′′⊙ . To that goal we must choose a faithful representation of M, and we must choose it carefully if we want that the left action of M is sufficiently normal.
So let K be the representation space of the universal enveloping von Neumann algebra M * * of M. In this way we identify M ⊂ B(K) and M * * = M ′′ . Put K t := F t ⊙ K. On K t we have the normal commutant lifting π ′ t of M ′ . (The fact that π ′ t is normal follows easily from the fact that B(K, K t ) has enough intertwiners y t ∈ F t for the action of M ′ via π ′ t on K t and the defining action of M ′ on K.) The left action of M on F t gives rise to a representation π t of M on K t .
By the universal property of M ′′ this representation extends to a unique normal representation π ′′ t of M ′′ on K t . Put F ′′ t := C M ′ (B(K, K t )) ⊃ F t . Clearly, (F ′′ t , K t ) is a concrete von Neumann correspondence over M ′′ and the product system structure of F ⊙ extends uniquely to F ′′⊙ .
We return to the covariant representation σ ⊙ of F ⊙ . First, we observe that σ 0 extends uniquely to a normal representation σ ′′ 0 of M ′′ . Then, as in the proof Theorem 3.4(3), σ ⊙ gives rise to a unit ζ ′⊙ for F ′⊙ := (F ′′ ) ′⊙ . Further, each ζ ′ t ∈ F ′ t gives rise to a normal representation (σ ′′ t , σ ′′ 0 ) of F ′′ t , which clearly extends (σ t , σ 0 ). (This is exactly the statement of the remark following [MS02, Theorem 2.16].) Of course, the σ ′′ t form a normal representation σ ′′⊙ of F ′′⊙ so that now we are ready to apply the W * -version of Theorem 1.1, obtaining an isometric dilation τ ′′⊙ of σ ′′⊙ that restricts to an isometric dilation τ ⊙ of σ ⊙ .
