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Traditional query optimization techniques often fail when logical subtleties in business
queries and schemas circumvent them. Query performance problem determination is
typically performed manually in consultation with experts through the analysis of
query execution plans (QEPs). Galo, a novel graph-based system, is presented in this
work. Galo’s knowledge base is built on RDF and SPARQL, W3C graph database
standards, which is well suited for manipulating and querying over SQL query plans,
which are graphs themselves. Galo acts as a third-tier of optimization, after query
rewrite and cost-based optimization, as a query-plan rewrite. Galo’s knowledge base
is also an invaluable tool for database experts to debug query performance issues by
tracking to known issues/solutions and refine optimizer with new and better tuned
techniques by the development team. An experimental study of the effectiveness of
the developed techniques is demonstrated over a synthetic query workload.
Keywords: Query Performance Problem Determination; Graph-based Systems;
Knowledge Bases; Business Intelligence
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With the ongoing improvement in technology, data is increasingly becoming more
valuable and essential for analysis. Moreover, the amount of stored data increases as
organizations continue to build Data Warehousing (DW) and collect business related
information. Companies’ data are used in the business area for insights and decision
making, while retrieval of these data is obtained by the use of relational query lan-
guages, such as Structured Query Language (SQL). Furthermore, modern day queries
are growing in complexity and size as the data it queries also follows a similar trend.
Query performance has become increasingly important as analytic applications
in data warehouses are not just executed anymore in batch overnight, or as end-of-
period, well-tuned, canned report queries, but increasingly as an imperative part of
the business operation and as part of the end-user operational ad-hoc complex queries
generated by business intelligence tools. Thus, paying attention to their performance
is not only beneficial, but crucial.
Historically, tuning configuration for Database Management System (DBMS) is a
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difficult task given the broad number of configuration parameters. Major commer-
cial databases, such as IBM DB2 and Oracle, are normally deployed in enterprise
level environments where optimization and performance are crucial for preserving
the database usability. These modern database systems have evolved into sophisti-
cated software capable of automatic tuning of environments they operate in, such
as database memory heaps and cumulative database memory allocation [26], leading
to systems that can completely automatically self-tune and adapt even to dynamic
environments. However, these methods often fail to apply when logical subtleties of
complex query workloads and large database schemas overwhelm them , such as pre-
scribing an integrity constraints, such as functional dependency [24] or order depen-
dency [28] . Moreover, in recent years more and more customer queries are generated
by query managers (such as IBM’s Cognos) that are capable of automatically creating
reports based on parameters specified by business users via graphical interfaces [12].
The influx of middleware capable of automatically generating executable SQL
queries from these parameters has proved to be an enormous utility in modern day
enterprises. However, along with the added benefit comes a price; since these au-
tomatically generated queries have essentially no limit on the size or complexity,
containing hundreds of algebraic operators, and spanning thousands lines of code.
Furthermore, the complexity of (automatically-generated) queries and workloads is
outpacing what database systems can perform efficiently. Database optimizers more
often fail to pick best query plans. Research and development in query optimization
is more vital today than it has ever has been, as people continue to address these
new challenges [22]. Repair of under-performing queries given the wrong optimization
applied by the DBMS is typically done through detailed analysis of Query Execution
Plans (QEPs), amongst other available runtime data. Experts in both query execu-
tion plans and query performance problem determination would typically be tasked
2
with analyzing such queries, but it has become a very arduous and cumbersome hu-
man task.
Database vendors have made raw tools available to SQL programmers to trou-
bleshoot performance problems for given queries, when the query optimizer fails to
“do the right thing.” Oracle offers the keyword pragma in its SQL, which can be used
by the programmer to override decisions that the optimizer would make concerning,
for example, choice of join algorithms and join order. (In truth, these pragma are
suggestions to the optimizer.) Likewise, Microsoft SQL Server offers a similar mech-
anism via hints, which are embedded in the SQL query. IBM was reluctant to add a
similar mechanism in DB2. Pragma and hints can go stale over time as a database’s
statistics change, yet they remain embedded in queries written in the past. IBM took
a different approach: a guideline document (written in XML) can be submitted with
a query to the optimizer. Like pragma and hints, the guidelines serve to sway the
optimizer’s choices in query planning.
The SQL programmer and database administrator (DBA) can analyze the queries
from a workload with problematic performance, by profiling the query plans and ex-
ecution traces, to troubleshoot performance issues. They then can override decisions
in certain cases made by the optimizer for these problem queries by using pragma,
hints, and guidelines.
However, such performance debugging has become increasingly difficult with very
complex queries and workloads. The causes of performance issues are, furthermore,
often subtle. More often than not, the business end-users and database administrators
are responsible for opening problem reports on the database vendor side so experts
can provide feedback and an eventual fix. Database Administrators (DBAs) are now
able to analyze performance issues in a database through the use of query performance
determination tools [30,31]. Existing tools like IBM R©Optim Query Tuner R© and IBM
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Optim Workload Tuner R© recommend tuning patterns for problems already learned.
Such tools do not require very in-depth knowledge about query execution plans, nor
any familiarity with the optimizer.
Even though the aforementioned tools provide an automatic approach to help users
to investigate performance issues, requiring no deep knowledge about the structure
of QEP neither optimization, they lack customization and refinements are needed in
order to become truly consumable by general end-user in the tuning and problem
determination processes. Such tools are able to provide recommendations, but they
are restricted for already known problem patterns and do not provide the user with the
capability of defining flexible user-defined patterns. Moreover, they lack the ability
to impose the proper structure for the execution plans of queries [1, 7, 16].
This workload debugging also has been ad hoc. The lessons learned from the fix
for one problematic query in one context, for a given database and system instance,
are lost, to be rediscovered by others later. At IBM, in a previous author’s work [8,9],
this problem was undertaken by using a graph-based semantic system, OptImatch,
with a knowledge-base containing recommendations. OptImatch has been a successful
effort towards addressing this problems. The tool was developed with the purpose
of making the finding performance problems in a workload process faster and easier.
Users are able to interact with the system through a Graphical User Interface (GUI),
where they can upload QEPs for analysis, and also create custom problem patterns
to be searched over the QEP workload. Even though the system provided a remedy
for this very manual and laborious task, it did not offer a fully automated solution.
The problem patterns and recommendations used to populate the knowledge-base
still required the intervention of domain experts. This process is too time consuming,
prone to error, and requires a great deal of the optimizer engine expertise.
As current tools provide only semi-automatic methods , the end user, which may
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not have experience with QEPs, is unable to fine tune or apply expert known tech-
niques to further optimize the QEP. Despite all attempts to automate the performance
problem determination problem analysis and repair over QEPs, many optimizations
still largely depend on manual QEP examination by experts using general tools like
UNIX’s grep.
Manually analyzing such problem patterns requires much expertise in query lan-
guage and query execution plans. Burdening the experts, the only ones suitable for
tackling such problems, is not an business efficient solution. Performing diagnosis
with these plain text search utilities can become a cumbersome task and can take
hours to days depending on the size of the workload, so the old traditional style of
manually analyzing a now automatically created query seems counter intuitive and
inefficient.
More adept experts can find trends and patterns from monitoring data that may
not be inherently evident from using tools like UNIX’s grep. In addition, as verified in
the comparative study in Chapter 5.4, this manual approach does not scale very well
and is prone to human error. Even with more knowledgeable experts that gained the
knowledge over time, there are signals from the diagnostic data that are not easily
discovered by human experts. Moreover, searching without prior knowledge of the
problem patterns, is an even more daunting and difficult task. We thus rely on the
automation of query problem determination and QEP optimization.
1.2 Problem Statement
While problem patterns can be obtained manually through consultations with experts
by analyzing query workloads, this is known to be expensive, tedious, and error-
prone process that requires expertise in query languages and diagnostic data. The
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problem studied in this work is how to automatically discover problem patterns from
data and match learned patterns against query workloads to improve the performance.
Automatically discovered problem patterns can then be manually validated by domain
experts, which is much easier task than manual specification. The purpose of our
framework is to alleviate the cognitive burden of human specification.
The aforementioned approaches are a step in the right direction. However, they
still have some dependence on domain expert input to find a more optimized execu-
tion plan. There is evidently a need for a new automated approach. Nowadays, query
optimization consists of two main steps: the query rewrite and the cost-based opti-
mization [24]. First, when a query is input into the compiler, rewrites are applied to
the query transforming the original query into a semantically equivalent query that,
heuristically, is simpler to evaluate (e.g., replacing sub-queries with join or removing
redundant expressions). Moreover, it may push down any transformations that can be
applied earlier in a QEP. For example, an order by can be pushed down to each input
to avoid sorting joins with large number of rows being output. Query rewrite applies
well-known, well-tested transformations to an incoming query to “simplify” it, so that
the resulting query plan will be more efficient. Rewrite, however, is heuristic. It will
not always lead to something better. Rewrite is still quite valuable, and remains an
important component of query optimization. The query-rewrite engine then passes
the rewritten query to the cost-based optimizer. In cost-based optimization, statis-
tics of the database and system parameters are used to make planning choices based
on cost estimations. This generates a query execution plan (QEP). However, there
might be “flaws” in the chosen query plan. Cost estimations may go awry. Unusual
characteristics in the data and the query can circumvent the planning strategies as
encoded in the optimizer.
An approach to enhance overall optimization is to add a third stage to the query
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optimization: a QEP rewrite. The optimizer analyzes characteristics of the QEP and,
based on some metrics, rewrites can be performed in the generated QEP. While this
approach has its merits, it relies entirely on the rewrites applied in the QEP. Even
though a rewrite may look beneficial by its own, a QEP may have some portions of
the plan that are dependent on others, so the new rewritten QEP can introduce flaws
to the new execution plan, making it impossible to the DBMS to apply the changes
provided by the aforementioned QEP rewrite.
1.3 Goals
Galo, a fully automated system for discovering problem patterns, and optimization
guidelines recommendations is introduced in this work. The developed system is able
to populate, maintain, and query a knowledge-base using a graph database as its
foundation. Once populated, the knowledge-base provides an automatic way of seek-
ing the necessary information for diagnosis and repair of under-performing queries.
In Galo, we extend ambitiously on the original goals of OptImatch. Galo’s goals are
threefold:
1. automatic query problem determination;
2. query re-optimization; and
3. optimization evolution.
The first goal, Goal 1, is inherited from OptImatch. Galo significantly extends
over OptImatch in that the knowledge base is automatically generated with respect
to the workload. We use the RDF graph representation and the SPARQL language
to impose the proper structure of execution plans for queries. (Galo’s architecture
improves significantly on performance of the system, as discussed in Section 3.1.)
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In Goal 2, Galo offers a third tier of optimization, query-plan rewrite. Rules from
Galo’s knowledge base can be applied to the resulting query plan that remove known
performance trouble spots. This is essentially an automation of the process done
by hand by SQL programmers via pragma, hints, and guidelines. Furthermore, it
applies all the acquired wisdom of performance debugging via the knowledge base,
rather than ad hoc observations from the SQL programmers. Also, it is applied at
the time the query is to be run, and not hard-coded into the SQL of the query itself
(as with pragma).
One way this query-plan rewrite could proceed would be to “patch” the plan the
cost-based optimizer produces by applying the matched rewrites to it. However, this
could result in incompatibilities in the overall plan. Instead, Galo produces a guideline
document with the chosen rewrites. Then the query with the guidelines is passed
through the optimizer (the query rewrite and the cost-based tiers) again to ensure
that statistics and operators are updated over sub-portions of the generated plan.
This allows, just as in the case of an SQL query with pragma, hints, or guidelines, for
the optimizer to generate a coherent query plan. Not all guidelines may be honored,
as some may end up being incompatible within plan. The cost-based optimizer will
use the most profitable ones. We call this re-optimization.
Goal 3 is long-term. Galo can be utilized by the performance optimization team
to extract from the knowledge base those systemic issues for the optimizer, to learn
and develop new rewrite rules for query rewrite and new optimization techniques and
refinements for the cost-based optimizer. And these improvements are not merely
academic; they arise directly from real-world workloads! Galo has been well received
within IBM, and is proving to be a valuable tool both in company support and in
database optimizer development.
To achieve these goals, Galo’s approach uses not only QEPs’ estimates, but also
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makes use of posteriori runtime statistics, which serve as a gold standard for prob-
lem localization in QEPs. More specifically, the system take into consideration post
execution output from IBM’s DB2 in order to assess the actual runtime costs and
cardinalities. These costs are held as the ground truth values, and are thus much
more reliable in assessing optimal execution paths. Post evaluation, Galo is able to
determine whether there is a more optimal QEP and, if so, to guide the optimizer to
follow it. The result is a more optimized QEP that ultimately allows a speedup in
evaluation of problematic customer and internal workloads.
Internally, Galo uses a knowledge-base with a set of learned templates from pre-
viously analyzed queries. These templates are represented in the Resource Script
Framework (RDF) format [11]. The RDF model allows for logical storage of resources,
their properties, and their relationships to others. The power of storing information
in this format is that questions can be asked by query and answers can be returned
in a precise and efficient manner. These questions are posed in a SPARQL Protocol
and RDF Query Language (SPARQL) [25], an SQL-like query language for querying
RDF graphs. SPARQL provides the capability to query both optional and required
patterns of an RDF graph, with arbitrary length paths. This in essence provides
a succinct way to match patterns in a given graph. SPARQL also provides native
support for recursive queries (cumbersome in SQL), searching for loosely connected
child operators, also providing the ability to match patterns that appear in multiple
instances throughout the QEP.
Galo provides a transformation engine that is able to extract all possible sub-
queries from diagnostic data (the query execution plan for accessing the database).
It transverses the RDF representation of the QEP using the JENA RDF Application
Programming Interface (API), then finds subsets of tables that can be joined, and
finally automatically translates them to SQL. These SQL queries are used by the
9
system in the learning engine in order to learn new problem patterns and later used
to create templates in the knowledge-base. The system makes use of the DB2 random
plan generator, a utility that generates random execution paths the optimizer can
take given a query. This utility is used to generate a set of distinct QEP candidates
that are then compared against the optimizer QEP through the ranking algorithm.
Templates for the best ranked candidates are saved in the knowledge-base in RDF
format.
Galo has been well received within IBM and is proving to be a valuable tool in
the company support and database optimizer development. Even though the Gallo
system is built with query performance problem determination in mind, it can be
easily applied for any general software problem determination. This is possible due
to the generalized implementation and structure of the system. The only requirement
would be that the system outputs a diagnostic file that can be analyzed by experts.
Some examples of potential diagnostic information include, but are not limited to,
logs, network data usage, Internet of Things (IoT) devices, and software debug data.
In any of these scenarios, the problem pattern could correspond to any sequence of
data points or relationships that, if altered, could have some effect on the overall
system.
Furthermore, despite the fact that the Galo system provides an automatic problem
determination tool by matching problem patterns and providing recommendations,
the proposed tool can be also used in the database optimizer development organiza-
tion. The knowledge-base can be re-utilized inside the database query optimizer team
(such as IBM DB2) to understand the problem patterns and enhance the optimizer




We developed the Galo system, which can serve as a third tier of optimization by
rewriting problematic portions of query plans to result often in dramatically increased
performance. Galo consists of three primary parts, which constitute contributions of
the work.
1. The Knowledge Base. First is Galo’s knowledge base, an innovative and
powerful representation storing, manipulating, and querying SQL query-plan
patterns. At the core of maintaining the knowledge base is the transformation
engine, which is responsible for mapping SQL queries and query plans to the
knowledge base’s RDF format, and to the SPARQL queries used to query the
knowledge base.
2. The Learning Engine. Second is the learning engine which is used offline to
grow the knowledge base. It analyzes SQL queries in the workload, segments
them into sub-queries, and then tests the query plans that the optimizer finds
for these against competing plans found using DB2’s Random Plan Generator.
When it finds a competing plan that performs significantly better than the
optimizer’s, it flags the pair as a potential rewrite, a problematic plan pattern
and a guideline solution.
3. The Matching Engine. Third is the matching engine which is employed
online to re-optimize the query plans of incoming queries by employing the
knowledge base for plan rewrites. The output is a re-optimized plan with a
guideline solution attached to it.




(a) We demonstrate experimentally dramatic query performance improvement
and scalability of our solution over the TPC-DS benchmark and real-world
IBM customer query workloads.
(b) We quantify the benefits of our automatic approach against manual diag-
nosis. A collaborative study illustrates that the system is able to perform
more effectively than IBM experts by providing more optimized solutions
for problematic queries, while saving a significant amount of time to ana-
lyze QEP’s.
1.5 Organization
The following chapters are organized as follows.
• In Chapter 2 the necessary background to understand the technologies used
along the present work is provided. First, an explanation about relational and
graph databases is presented (Chapter 2.1), then the adopted technologies are
explained (Chapter 2.2). More specifically, the description of the IBM’s DB2
database (Chapter 2.2.1), RDF (Chapter 2.2.2) and SPARQL (Chapter 2.1.2)
are provided. Also, the OptImatch implementation, which serves as foundation
for the current work, is described in Chapter 2.3, where the main functionalities
as well as OptImatch’s architecture is provided. All transformations performed
by the tool are detailed, explaining the learning of problem patterns and the
matching process with recommendations being matched from knowledge-base.
• In Chapter 3, the foundations of the Galo’s implementation are described, out-
lining the system architecture is (Chapter 3.1) along with the reasoning behind
12
the design decisions.
• In Chapter 4, the three modules of the Galo system are described. More specifi-
cally, the details of the knowledge base (with the transformation engine) (Chap-
ter 4.1), the learning engine (Chapter 4.2) and the matching engine (Chapter
4.3) are presented in this chapter.
• In Chapter 5, the experimental evaluation is presented. First, the setup for
the experiments (Chapter 5.1) is provided, then a learn engine scalability and
effectiveness evaluation is discussed (Chapter 5.2), followed by the matching
engine evaluation of the system (Chapter 5.3), and, finally, a comparative cost
and quality study between Galo and query performance problem determination
experts (Chapter 5.4).
• In Chapter 6 related works are discussed, showing the state of the art in the re-
lated topic. Furthermore, the benefits and drawbacks of the discussed methods
are provided.
• Lastly, in Chapter 7, future work is discussed and the conclusions of the current




In this chapter an introduction to the technologies used along the present work (IBM
DB2, RDF and SPARQL) is given. Also, a background about QEPs is provided.
Lastly, the OptImatch implementation is described. Those already familiar with
these concepts may skip this chapter and proceed to Chapter 3.
2.1 Databases
2.1.1 Relational Databases
Edgar F. Codd invented the relational data model and in 1970 the International
Business Machines Corporation (IBM) team implemented ”System R” based on this
model. In his paper [6], Codd proposed shifting from the previously way of storing
data, based on hierarchical or navigational structured to a new model that organizes
data in tables. The idea behind the model is to represent information in tables with
rows (tuples) and columns (attributes). Each tuple represents a unique instance of
data and the values attributed to that instance are represented by the columns. Each
table has its own unique primary key that identifies the tuples stored on it. Rows in a
14
ITEM
ITEM_ID NAME CATEGORY BRAND
1 item_a category_1 brand_a
2 item_b category_2 brand_d
...
15 item_x category_x brand_x
PROMOTION
P_PROMO_ID P_PROMO_NAME P_ITEM_SK P_START_DATE_SK
1 promo_1 1 1
1 promo_1 2 1
...




D_DATE_SK D_DATE D_YEAR D_MOY D_DOM
1 1997-01-01 1997 1 1
2 1997-01-02 1997 1 2
...






Figure 2.1: Relational database example
table can be linked to rows in other table by adding a column for the unique primary
key of the linked row. Such columns are called foreign keys.
Figure 2.1 depicts an example of relational database. The aforementioned database
is comprised of three tables: ITEM, DATE DIM and PROMOTION. The PROMO-
TION table includes four columns (P PROMO ID, P PROMO NAME, P ITEM SK
and P START DATE SK), where the former column is the primary key of the table
and the two latter-most columns are foreign keys matching the primary key of the
ITEM table (ITEM ID) and the DATE DIM table (D DATE SK), respectively. As
example, the tuple with the primary key equals to 1 in the PROMOTION table has
the promotion name, item id and start date id being promo 1, 1 and 1, respectively.
In this case, the tuple has the foreign key P ITEM SK equal to 1, meaning that the
item being referred is the tuple in the ITEM table that has its primary key equals to
the mentioned foreign key, which in this case is the item with name being item a.
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Relational databases have many advantages over the previously way of storing
data. First, the data is stored just once, removing data duplication. Also, multiple
users can access the same database. Furthermore, data consistency is achieved by the
DBMS as any data written to the database must be valid according to all defined rules,
such as constraints. Constraints can be related, for example, to data integrity and
primary and foreign keys, being two of them entity integrity and referential integrity.
The former ensures that the primary key in a table is unique and is not null, whereas
the latter ensures that for all foreign keys values, a match in the referenced table is
found. Lastly, relational databases implement a standard interface in order to retrieve
or modify data, being this interface accessed through the standard declarative SQL
syntax.
Structured Query Language
Structured query language, or SQL, is a standard language for storing, manipulating
and retrieving data in relational databases. The SQL is useful in handling structured
data and the relations between distinct entities of the data. The main advantage of
this language is that it is a very high-level language, where the user does not specify
how to access a record in the database. In other words, the user specifies ”what to
do” instead of ”how to do”. The scope of SQL includes data manipulation (insert,
update, delete), data definition and data access control.
Figure 2.2 depicts an example of query for data access, where the user is interested
in retrieving the promotion name together with the item name and category for
all promotions that started in 1997. The aforementioned query is composed of the
SELECT statement and the FROM and WHERE clauses. SELECT statements are
responsible of retrieving the columns described in the statement back to the user. In











P_ITEM_SK = ITEM_ID AND




Figure 2.2: SQL example
and category columns of the ITEM table are retrieved in the SELECT statement.
FROM clauses are utilized to describe the tables that are used to access the data.
As the user is interested in all items in any promotions started in 1997, the tables
PROMOTION, ITEM and DATE DIM are used in the FROM clause. Lastly, the
WHERE clause is utilized for specifying predicates. Predicates specify conditions
that can be evaluated through the SQL three-valued logic (true, false or unkown) or
boolean truth values and are used to filter the values that are matched and returned
to the user. A WHERE clause can be comprised of two types of predicates: join and
local predicates. Join predicates are predicates that join tables by their foreign and
primary keys. In the example above, the PROMOTION and ITEM tables are joined
by the foreign key that links the data from the PROMOTION table (P ITEM SK)
and the ITEM primary key (ITEM.ITEM ID). Local predicates are used for filtering
a column attribute by the values applied to it. As the user wants to retrieved only the
items and promotions from 1997, a local predicate is applied in the WHERE clause




Graph databases expands beyond traditional columns and row based relational data
models. Lots of data available are naturally represented as graphs, such as social
network data. Even though relational database are reliable regarding data storage,
graph-based data normally requires a path to be follow, which is equivalent of a JOIN
operation in a relational database. Joins are computed at query time by matching
primary- and foreign-keys of the many rows of the to-be-joined tables, task that
is compute- and memory-intensive and has an exponential cost. Graph database
was created given the data natural graph-representation, enabling someone to build
sophisticated models that map closely to the problem domain.
Graph database uses nodes and edges that represent connections between data
relationships. In this database, relationships are first-class citizens of the graph data
model. Each node (entity or attribute) in the graph database model directly and
physically contains a list of relationship-records that represent its relationships to
other nodes, so whenever the equivalent of a JOIN operation needs to be performed,
the database utilizes this list and it has direct access to the connected nodes, eliminat-
ing the need for a expensive search/match computation. Figure 2.3 depicts a graph
representation of the relational database in Figure 2.1. Each tuple in the relational
database is a node and each connection between tables is a relationship. As exam-
ple, the item a tuple from the ITEM table (tuple with primary key ITEM ID equals
to 1) became the node item a in the graph database representation. In the relation
database, the tuple item a was linked to the manufacturer manuf a by the foreign-key
MANUF ID. This link is transformed into a relationship between nodes, in this case,
















Figure 2.3: Graph database example
2.2 Adopted Technologies
2.2.1 IBM DB2
IBM DB2 is a database software mostly used in the enterprise’s world. It is flexible,
being possible to use it in the cloud, on-premises and hybrid. Moreover, it has massive
scalability as it supports massive volumes of data. To increase performance of queries
IBM DB2 provides capabilities such as tuning help and tuning queries by rewriting
them. Figure 2.4 depicts the DB2 SQL and XQuery compiler process, showing the
several steps required to reproduce an access plan that can be executed. The first
step of the process is to parse the inputted query and validate the SQL syntax. If no
errors are detected, an internal representation of the query is created and stored in
the Query Graph Model (QGM). The second step is to check semantics by looking for
inconsistencies among parts of the statement (e.g., making sure all relations mentioned
by the query actually exists). If the query is syntactically correct, the optimization
over the SQL is then applied. The query optimization is comprised of two stages: the
query rewrite engine and the cost-based optimizer.
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Figure 2.4: SQL and XQuery compiler
Source: [15]
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The former optimization is responsible of rewrite the query to a semantically
equivalent query. The compiler transforms the query into a form that can be easily
optimized. At this step, the compiler can rearrange the level where the predicates are
being applied and it can, for example, remove unnecessary expressions, resulting into
a potential query performance improvement. This rearrangement is called general
predicate pushdown. An example of pushdown is pushing any aggregation in a query
to an earlier operation in the access plan to be generated. The result of this step
is then stored back in the QGM. The pushdown analysis step suggest extra push-
downs for federated databases. The next optimization is the access plan optimization
through the cost-based optimizer. During this step the compiler uses the QGM to
generate alternatives of query execution plans that satisfy the query being analyzed.
Through the use of statistics of, for example, tables and indexes, the optimizer com-
putes and select the plan with the smallest estimated cost. The output is an access
plan, which details the steps and the flow of operations processing data within the
plan. At this stage, details about the chosen access plans are stored in explain ta-
bles, so the snapshot of the plan can be retrieved later by DB2 utilities, such as the
db2exfmt, that transforms the information of the access plan into a human-readable
format, called QEP.
The outputted access plan containing the sequence of actions the DBMS will
perform to answer the query is then passed to the remote SQL generation and, lastly,
to the execution engine, being the latter responsible to generate an executable code
with each of the operations in the chosen access plan. The executable code outputted
by the SQL and XQuery compiler is utilized by the DB2 to access the data from the
database, apply all transformations and return the results requested.
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Query Execution Plan
Query execution plans, or QEPs, are files outputted by DB2 utilities that read from
the explain tables and transform the data into human readable text form format
files. A QEP file details an access path and it can be viewed as a directed graph
that indicates the flow of operations processing data within the plan. It contains
information such as the estimate cost for a specific query and the number of rows
output for each operation, allowing an expert that is well versed in both SQL and
evaluating optimizer QEPs to analyze how the data is accessed, which operations are
being used and how the performance can be improved.
QEP files are composed by query execution plan diagnostic information. Details
about base objects (tables, indexes and views), operators (join, group-by, fetch), costs
(total cost, I/O cost) and estimated number of rows are among the characteristics
stored for each operator. Moreover, the QEP includes information about the explain
instance, such as the DB2 version, database context (CPU speed, bufferpool size) and
package context (SQL type, optimization level). Some properties are identified in the
QEP file as a tree diagram, while others are represented in textual blocks identified
by a operator number. Figure 2.5 depicts a tree diagram of the QEP generated by the
optimizer for the query between the table ITEM, STORE SALES and DATE DIM
tables from the TPCDS benchmark showed in Figure 2.2.
The three diagram is a graphical representation of the access plan, showing the
order and type of operators utilized to retrieve the required data. Each plan operator
of this graph is called LOw LEvel Plan OPerators (LOLEPOP). Attached to the
LOLEPOP, in the tree, extra information can be retrieved. The topmost decimal of
each LOLEPOP corresponds to the optimizer estimated cardinality calculated by the
cost-model. The integer in parentheses represents the ID of the operator, whereas
the number underneath the ID correspond to the total cost until the given operator
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Figure 2.5: Tree diagram portion of a QEP
and the number at the bottom represents the I/O cost. For example, the Table Scan
(TBSCAN) in Figure 2.5 has the estimated cardinality, ID, total cost and I/O cost
equals to 300 1 , 4, 59.2616 and 5, respectively. For base tables, the topmost decimal
corresponds to the number of rows in the table, whereas the value above the table
name represents the type and instance of the table and the value under the table name
corresponds to the instance of a table. For example, the table PROMOTION has 300
rows, it is a regular table in the TPCDS schema and has the instance table name in
this plan being Q2. The number of rows shown in the plan can be in decimal format
given the fact that those number are estimates calculated by the cost optimizer and
not the real value retrieved. Each join in the plan has two inputs, where the left
input is called outer input stream and the right input is called inner input stream.
1 Cardinalities are typically integers, however, since it is an estimation, they can also be repre-
sented as floats.
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5) FETCH : (Fetch)
 Cumulative Total Cost:  15.8432
 Cumulative CPU Cost:   51830.1
 Cumulative I/O Cost:    2
 ...
 Cumulative First Row Cost:  15.7813
 Estimated Bufferpool Buffers:   11.0905
 Arguments:
 ---------
 JN INPUT: (Join input leg)




 2) Sargable Predicate,
     Comparison Operator:    Equal (=)
     Subquery Input Required: No
     Filter Factor:      0.00480636
     Predicate Text:
     --------------
     (Q1.D_YEAR = 1997)
 ...
Figure 2.6: Portion of the plan detail from the LOLEPOP with ID #4 in Figure 2.5
For example, the outer input of the Nested Loop Join (NLJOIN) #5 in the plan is
the TBSCAN with ID #4 and the inner input is a FETCH with ID #5. The flow of
data in the plan from the bottom to the top, starting by scanning the data from the
tables and filtering and joining the data until the result is generated.
The textual portion of the QEP file contains the plan details, with blocks repre-
senting each LOLEPOP. Each block is identified by the ID of the LOLEPOP and its
type. Further information detailed in the block is related to costs, arguments, inputs
and output of the operator. Moreover, some properties are common between different
operators (total cost, I/O cost, estimate number of rows), while others are related to
a specific operator. Figure 2.6 depicts a portion of the details from the FETCH with
ID #5 from the QEP shown in Figure 2.5. The detailed plan shows extra information
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regarding to costs, such as cumulative total, CPU, I/O and first row costs. Also,
arguments from the LOLEPOP are described in the detailed plan section, such as the
join input leg (describing if the LOLEPOP is the outer or inner input of the join).
Furthermore, if any predicate is applied by the LOLEPOP, the plan details describe
the predicate text and its filter factor. In the aforementioned example, LOLEPOP
is an inner input from the join with ID #3 and the local predicate applied in this
operator is ”Q1.D YEAR = 1997” with the filter factor of 0.00480636.
2.2.2 RDF
RDF is an acronym for Resource Description Framework (RDF). RDF is a World
Wide Web Consortium (W3C) specification design originally as a metadata data
model and is a standard model for data interchange on the web. The language de-
scription model allows the creation of statements about a resource either by defining
its relationships with other resources or by defining its attribute. The model is com-
posed by triples, where each triple contains subject, predicate and object. Subjects in
a RDF graph are resources, described by its predicates that can be either properties
or relationships and its objects, comprised of either resources or attributes.
As RDF is a triple store type of graph database, its nodes and edges have no
internal structure. In a triple store, the vertices are resources composed by a Uni-
form Resource Identifier (URI) and a node identification or attributes (literal values).
Edges are relationships containing an URI. Concrete values are literals with data-type
specification. Any specific subject, predicate or object can be a URI, but only the
objects can be literal.
RDF can be stored in different formats. N-Triples, RDF/XML, Notation-3 and
Turtle are the most popular formats. Figure 2.7 shows a portion of the data in
Figure 2.3 stored in a N-Triples RDF format. More specifically, this figure represents
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<http://local/promotion/promo_1> <http://local/name> “promo_1” .
<http://local/promotion/promo_1> <http://local/item> <http://local/item/item_a> .
<http://local/promotion/promo_1> <http://local/startDate> <http://local/date/1997-01-01> .
<http://local/item/item_a> <http://local/name> “item_a” .
<http://local/item/item_a> <http://local/category> “category_1” .
<http://local/item/item_a> <http://local/brand> “brand_a” .
<http://local/date/1997-01-01> <http://local/moy> “1”^^<http://www.w3.org/2001/XMLSchema#integer> .
<http://local/date/1997-01-01> <http://local/dom> “1”^^<http://www.w3.org/2001/XMLSchema#integer> .
<http://local/date/1997-01-01> <http://local/year>“1997”^^<http://www.w3.org/2001/XMLSchema#integ
er> .
Figure 2.7: N-Triples RDF representation of the data in Figure 2.1
the resource ”promo 1” (<http://local/promotion/promo 1>), its date and an item
connect to it. An example of literal value is the name of the ”promo 1” resource, where
the predicate is defined by <http://local/name> and the literal value of the given
predicate is ”promo 1”. Relationships are stored in a RDF by assign a resource as the
object value of a predicate. For example, ”promo 1” has the item ”item a” and the
connection is defined by the following tuple: ”<http://local/promotion/promo 1>
<http://local/item> <http://local/item/item a>”.
2.2.3 SPARQL
SPARQL is a recursive acronym for SPARQL Protocol and RDF Query Language. As
the name suggests, it is a query language able to retrieve data stored in RDF format.
It is supported by W3C and it is a semantic query language for databases. Normally
SPARQL queries consist of a set of triple patterns similar to RDF triples. However,
in the SPARQL query, each of the subject, predicate and object can be a variable.
Similar to SQL queries, the scope of SPARQL queries include data manipulation
(such as insertion and deletion) and data access control.
Figure 2.8 depicts an example of SPARQL query for data access equivalent to the
SQL query in Figure 2.2. This query is mainly comprised of two distinct portions: a







?promo        predicate:name         ?p_promo_name .
?promo        predicate:item   ?item .
?item        predicate:name   ?item_name .
?item        predicate:category   ?item_category .
?promo        predicate:startDate   ?date .
?date        predicate:year   1997 .
}
Figure 2.8: SPARQL query representation of the SQL query in Figure 2.2
clause which defines the properties to be matched and the relationship between re-
sources. Any variable appearing in the query is defined by the ”?” symbol prefix and
a variable name.
In a SPARQL query, the equivalent of a join predicate is a relationship between
two resources. For example, instead of joining the tables PROMOTION and DATE
as in the query in Figure 2.2 (P START DATE SK = D DATE SK), the user specifies
the connection between the resources ?promo and ?date (?promo predicate:startDate
?date). For local predicates, the user can specify a value for the resource’s predicate,
such as ”?date predicate:year 1997” to specify the the year of date as 1997, in contrast
to ”D YEAR = 1997” for a SQL query.
2.3 Previous Implementation
The current work presented in this thesis is based on a previously version of the
tool [8, 9] called OptImatch. OptImatch is a semantic web-based system for auto-
matic detection of query performance problem determination over QEPs provided by
users. The system was developed to enable users with no deep knowledge in query
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Figure 2.9: OptImatch architecture
Source: [9]
execution plans neither in query performance problem determination to analyze QEP
files uploaded to the system.
OptImatch inspects QEPs performance issues by searching for users specific prob-
lem patterns described at runtime. Even more, the system matches recommendations
previously described by experts and return any matches to the user. OptImatch main
functionalities are divided as follows: transformation engine, problem patterns search-
ing and recommendation retrieval from the knowledge-base. Figure 2.9 depicts the
proposed system architecture.
First, the QEPs uploaded by the user are translated into RDF graphs by the
transformation engine. This RDF representation of the QEP is stored in the server
for future analysis. OptImatch provides a GUI where the user can access the tool’s
features. The interface has a simple and intuitive pane where the user can describe
the problem pattern to be analyzed on the fly by the tool. Figure 2.10 depicts the
aforementioned GUI. In the left pane, the user has access to the properties related to
a LOLEPOP or to the QEP global configuration, whereas in the right pane the user
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Figure 2.10: OptImatch GUI
has a tree visualization of the problem pattern being defined. Within the problem
pattern, properties can be set for each LOLEPOP, such as: inputs, outputs and spe-
cific characteristics related to this LOLEPOP. After described, the problem pattern
is translated into an executable SPARQL query by the transformation engine.
OptImatch analyzes the QEP workload by running the SPARQL query against the
RDF graphs stored in the server. All matched portions of the workload are relied back
to the user. Moreover, the tool provides recommendations by running the predefined
SPARQL queries stored in the knowledge-base against the RDF graphs.
The developed tool provides to the user solution to known problems by accessing
the knowledge-base. The knowledge-base is populated by experts with predetermined
problem pattern and associated query plan recommendations. Each recommendation
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is a pattern with a solution described by some expert inside IBM or by collaborators
with the intuit of describing any problem found in the users QEP workload. As
performance problems can be complex, a static text recommendation for the user
may not be ideal, so a handler tagging language is provided by the tool. By the use
of tags, OptImatch can surround static portions of the recommendation with dynamic
portions, providing more specific recommendations to the user.
With the recommendation syntax, recommendations are automatically adapted to
the current QEP at running time. SPARQL queries generated by OptImatch contain
aliases for each result handler [9]. These aliases are used for tag recommendations to
a specific result handler. Moreover, OptImatch has the capability of tagging multiple
result handlers separately or in groups in the same recommendation. Furthermore,
when tagging, the user can use help functions to list results, predicates, column names,
table names, etc. Lastly, when retrieving the result of a recommendation for a user,
the expert can also limit the number of results to be retrieved back to the user.
While writing a recommendation, the user can refer to a handler by the use of the
”@” prefix followed by the alias name. For example, to refer to the result handler
?TOP1 from a SPARQL query, a user should write @TOP1. Moreover, in order
to retrieve the handler’s result, the listResult() function should be attached to the
handler tag. For example, an expert may write the following recommendation:
”Create index on table @BASE4.listResult() on the following columns:
@TOP1.listColumns(”INPUT”)”
With the aforementioned recommendation saved along with the auto-generated
SPARQL query, OptImatch can iterate over the problem patterns stored in the
knowledge-base, looking for matches in a given QEP. If any match is found, the
system retrieves and returns to the user the recommendation with the handlers re-
30
placed by the corresponding result from the QEP. OptImatch provides an automatic
way of searching over a QEP workload, enabling the user to search for custom prob-





Galo is an automated system to improve SQL workload performance. We consider a
workload here to be a populated database with a requisite schema and a collection
of SQL queries that are periodically executed on a given database system instance.
Galo profiles the workload offline to construct a knowledge base which captures per-
formance issues (which have resolutions) from the queries in the workload. When the
workload is executed (e.g., in data warehouses on periodic bases), Galo acts as a third
stage of re-optimization by applying rewrites from the knowledge base (KB) to the
query plans online to improve performance.
Galo extends upon our OptImatch system [8, 9]. As the “second generation” of
OptImatch, Galo is used within IBM to automatically build a general knowledge base
(as opposed to manually in OptImatch) that tracks query plan issues. The knowledge
base is used to resolve customers’ workload performance issues. Galo is also being used
as a resource for the IBM DB2 engine team for evolving the DB2 optimizer. Rewrites
in the knowledge base (improved query plans) can be extracted and generalized to
inform the optimizer team where optimization rules should be added and refined.
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3.1 System Architecture
Galo is mainly comprised of three components: a transformation, learning and match-
ing engine. Figure 3.1 depicts the proposed system architecture. The back-end of Galo
is written in Java. The front-end is a web-based, interactive interface written with
JavaScript libraries.
The transformation engine is the primary interface between SQL queries and query
execution plans and the knowledge base, which is represented in RDF and interacted
with (queried via) SPARQL. The learning engine is used offline to populate the knowl-
edge base with discovered rewrites. The matching engine is used online to match
rewrites to (query plans) of SQL queries from the workload queued for execution for
the purpose of re-optimization.
As opposed to OptImatch, Galo problem patterns are represented as RDF graphs
and matched SQL (sub-)queries as SPARQL queries to significantly improve perfor-
mance of querying the knowledge base against the query workload by reducing the
search space (in OptImatch patterns are stored as SPARQL queries and SQL queries
as RDF graphs).
There are two workflows for Galo: offline learning and online re-optimization. The
offline learning is responsible for populating the knowledge-base with templates from
already executed queries. The process starts with under-performing SQL queries. The
system automatically generates a QEP for each query inputted and the set of QEP are
then load into the searching engine. Galo then translates each element of the set into
a RDF graph, the format chosen to represent the data inside the tool. Given the tree
structure of QEPs, representing and storing them as a graph-based data structure
seems a natural step. Moreover, graph databases handle better recursion in queries

































Figure 3.1: Galo architecture
when querying templates from the Knowledge Base (KB). While one could consider
using any property graph framework, RDF was chosen as it allows for convenient
information retrieval with the native SPARQL query language.
The Galo system uses the Apache Jena RDF API to map a QEP into a RDF
model. Jena is a Java framework that can be used for the creation and manipulation
of RDF graphs [19]. While one could opt to use any framework capable of RDF graph
manipulation, Jena has shown to be a popular option in the domain. It is an open
source framework for building linked data that has an API for building RDF graphs
and natively supports triple store servers, such as Jena’s Fuseki.
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Through the Jena RDF API, Galo analyzes and extracts from the RDF graph
subsets of tables that can be joined together. Each extracted subset is called sub-
query. Let Q(x) be a function that returns true if a subset x of a query q contains
only tables that can be joined together. Also, let p be the power set of q (p = P (q)).
The set of smaller queries, or sub-queries, can be defined by sq = {p : Q(p)}, where
∀sq, sq ⊆ q. Galo then creates distinct instances of sqi, each containing different
predicate values for each sub-query. In other words, the set of sqi instances is
defined by sqii = {sqi,0, ..., sqi,n−1}. This set of instances are used by the tool in order
to generate range of values in the template to be created . For each sqi, a set of
distinct QEPs is generated, executed and ranked, taking into account the optimizer’s
chosen QEP. By analyzing elapsed time and other runtime statistics, the best QEP
is selected and serves as a candidate template later in the process. Templates are
generic representations of QEP sets which share the same optimal query execution
plan. If a set of QEPs is deemed a template, it is then saved in the knowledge-base.
The output of the learning engine is a well populated knowledge-base, used later by
the matching engine.
The matching engine (online re-optimization), on the other hand, is responsible
for taking user queries and applying the correct template from the knowledge-base.
Galo’s KB is stored in a Apache Jena Fuseki SPARQL server. Fuseki is a SPARQL
end-point accessible via HTTP protocols. It provides an REST-style API in order
to query the existing graph database on the server side. This service was opted as
it is integrated with TDB, a Jena component for high performance RDF storage and
query. While TDB can be used as a RDF storage in a single machine, Fuseki has
parallelism built in, enabling multiple requests to be performed at the same time. It
provides a robust, transactional, and presistent storage layer.
The first step of the matching engine is to transform the QEPs inputted by the
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user into a RDF graph. In a similar fashion, this RDFs is splitted into subsets, each
one called sub-QEP. Galo automatically translates each sub-QEP into a SPARQL
query used to match templates in the previously populated knowledge-base. While
one could opt for any query language that supports RDF, we opted to use SPARQL
as it is a standard for querying RDF graphs. Moreover, this query language provides
an intuitive way to perform recursive queries faster than in relational databases. In
overall, graph databases handle better queries with recursion than relation databases
as they do not need to perform join between tables. Galo searches for matching
templates in the knowledge-base by using the auto-generated SPARQL query. For
any matches performed in this step, the system maps the resources from the matched
templates to the RDF resources from the QEP. It recursively analyzes the LOLEPOPs
in the plan, until the whole plan is evaluated. Finally, guidelines, used to specify the
execution plan the optimizer should follow when the query is re-optimized with the
accompanying guideline document, are generated.
As explained in Chapter 2.2.1, the optimizer is comprised of two stages: the query
rewrite and the cost-based optimization. Guidelines were opted as the re-optimization
process because instead of applying a QEP rewrite as a third stage, Galo can, through
the use of guidelines, take a step further and provide hints to the optimizer over certain
portions of the plan. Even more, at the same time, it lets the optimizer (through
the feedback-loop) to fix any dependencies in QEP that are inaccurate after applying
the provided guidelines during the re-optimization. The following chapter details
the knowledge base (with the transformation engine), the learning engine, and the




4.1 The Knowledge Base
A QEP is the executable plan constructed by the query optimizer for an SQL query
to be evaluated at runtime. Within IBM DB2, query plans are represented in the
QGM. An SQL query is parsed into a QGM representation; such a plan within IBM is
referred to as a “QGM”. That QGM is then rewritten by DB2’s query rewrite engine,
which applies general heuristic transformations to the “query” (the QGM) known to
generally simplify the query for purposes of evaluation. The resulting QGM is then
passed to DB2’s cost-based optimizer, which annotates the QGM to a full-fledged
query plan, which constitutes a query execution plan.
A QGM can be read as a diagnostic file produced by the IBM DB2 optimizer.
The QGM profiles the access paths chosen by the optimizer, the chosen join types
(e.g., sort-merge, index nested loop), the join order, and index usage. Each QEP can
be seen as a directed graph the indicates the flow of operations applied to the data
read from the tables in the plan. The structure of these files resemble a tree structure
where each LOLEPOP applies a set of operations and outputs the transformed data
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to the next LOLEPOP until all operations are completed.
Figure 4.1a depicts a portion of the IBM’s DB2 optimizer QEP tree extracted
from a problematic query. This plan of execution is comprised of a Merge Join
(MSJOIN) between the OPEN IN (Q1) and ENTRY IDX (Q2) tables, both accessed
via an Index Scan (IXSCAN). The aforementioned pattern is an example of a real-
life under-performing query from one of the IBM customers. More specifically, the
problem relies mainly on the wrong join choice. In this example, the MSJOIN reads
the table ENTRY IDX through an IXSCAN (#7) and then performs a sort that is
read by a table scan, represented by TB-SORT (#5). In this case, the data size
feeding the sort and the number of pages spilling to the disk are large. A possible
speedup operation is to apply the transformations as illustrated in Figure 4.1b by
manipulating the type of join and the join order. The chosen fix would be to swap
the MSJOIN to a Hash Join (HSJOIN) and to flip the tables inputted in the join (from
OPEN IN on the left-side and ENTRY IDX on the right-side to ENTRY IDX on the
left-side and OPEN IN on the right-side). Even though the HSJOIN spill pages into
the disk, this number is smaller than the one from the optimizer plan. Interestingly,
in practice, by forcing the new access plan, the query runtime was reduced from 9
hours to 5 minutes!
Galo translates query execution plans into RDF graphs (Algorithm 4.1). These
graphs are comprised of triples: the subject (resource); predicate (property or rela-
tionship); and object (value or resource). RDF statements describe characteristics
of subjects using predicates. Even though RDF does not natively enforce a specific
schema, one can be optionally enforced by defining predicates between the subjects.
As an example, we can define a given subject to have the predicates hasInputStream
and hasOutputStream, thus resembling the structure of a LOLEPOP. This method





































Figure 4.1: Real IBM customer query with problematic join
vantage in using this method, is that one can query the graph using the SPARQL
query language. This approach is more efficient and effective compared to using regex
and grep-like tools [9].
Algorithm 4.1 Mapping QEPs to RDF graphs
Input: Query execution plan files QEPFs[ ]
Output: QEP files represented as RDF graphs, RDFGs[ ]
1: function createRDFs( QEPFs[ ] )
2: for each qepf in QEPFs[ ] do
3: i := 0
4: model := parse the qepf file and save the properties
5: rdfg := convert model into a RDF graph model with JENA RDF API
6: RDFGs[ i ] := rdfg
7: i := i + 1
8: end for
9: return RDFGs[ ]
10: end function
The Galo system uses the Apache Jena RDF API to represent the QEP as an
RDF model. The entities and characteristics of the QEP are mapped into resources
containing properties and relationships between them. Within the RDF language,
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the graph is referred to as a model, each containing a set of statements. The model
and its statements can be accessed via the API through the use of accessor methods
provided by the statement interface.
The result is a full transformation from the text-based QEP graph, to a well
defined and structured RDF graph. Each LOLEPOP and table from the QEP is
mapped into an RDF resource, its properties and relationships into predicates, and
the characteristics of the properties into an object. The object can either repre-
sent values for properties, or another LOLEPOP/table for relationships. Figure 4.2
shows a portion of the RDF model translated from the optimizer’s QEP previously
described in Figure 4.1a. For instance, the statement ”<http://galo/qep/pop/2>
<http://galo/qep/property/hasPopType> MSJOIN ” represents the RDF LOLEPOP
subject with ID #2, predicate hasPopType and object MSJOIN. This subject also
contains additional properties, such as the estimated cardinality, containing the value
of 2949250.
As this LOLEPOP is a join type of LOLEPOP, it has two input streams: outer
input stream and inner input stream. The connection between the operators can
be accomplished by the use of hasOuterInputStream predicate for the former and
hasInnerInputStream predicate for the latter input stream. In this example, the
aforementioned LOLEPOP connects to the LOLEPOP with ID #4 as its inner input
stream and LOLEPOP with ID #3 as its outer input stream. Using this structure,
QEPs are easily mapped into their respective RDF model counterparts and then
easily traversed using the Jena API.
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<http://galo/qep/pop/2> <http://galo/qep/property/hasPopType> "MSJOIN" .
<http://galo/qep/pop/2> <http://galo/qep/property/hasEstimateCardinality> "2949250" .
<http://galo/qep/pop/2> <http://galo/qep/property/hasInnerInputStream> <http://galo/qep/pop/4> .
<http://galo/qep/pop/2> <http://galo/qep/property/hasOuterInputStream> <http://galo/qep/pop/3> .
<http://galo/qep/pop/2> <http://galo/qep/property/hasOutputStream> <http://galo/qep/pop/1> .
<http://galo/qep/pop/3> <http://galo/qep/property/hasPopType> "IXSCAN" .
<http://galo/qep/pop/3> <http://galo/qep/property/hasEstimateCardinality> "11832000" .
<http://galo/qep/pop/3> <http://galo/qep/property/hasInputStream> <http://galo/qep/Q1> .
<http://galo/qep/pop/3> <http://galo/qep/property/hasOutputStream> <http://galo/qep/pop/2> .
<http://galo/qep/Q1> <http://galo/qep/property/hasPopID> "Q1" .
<http://galo/qep/Q1> <http://galo/qep/property/hasInputStream> <http://galo/qep/baseObject/OPEN_IN> .
<http://galo/qep/Q1> <http://galo/qep/property/hasOutputStream> <http://galo/qep/pop/3> .
<http://galo/qep/baseObject/OPEN_IN> <http://galo/qep/property/hasEstimateCardinality> "67233700" .
<http://galo/qep/baseObject/OPEN_IN> <http://galo/qep/property/hasOutputStream> <http://galo/qep/Q1> .
<http://galo/qep/baseObject/OPEN_IN> <http://galo/qep/property/hasBaseObjectName> "OPEN_IN" .
Figure 4.2: RDF representation of a portion of Figure 4.1a.
4.2 Learning Engine
The learning engine is an offline process responsible for populating the knowledge-base
with RDF templates representing problem patterns and their counterpart solutions.
Templates are generated from the set of queries and QEP inputted by DBAs. First,
Galo generates a RDF graph representation for each QEPs in analysis. The system
generates templates from QEPs by creating ranges of properties among the given QEP
RDF representation. For each of the input queries, a set of sub-queries is generated
by analyzing the aforementioned RDF graph, each representing a sub-graph of the
original QEP. This step is done through the use of the Jena RDF API, where the
system traverses the graph and generates all possible combinations of tables that can
be joined together. Each sub-graph is then mapped into its respective RDF model
representation, along with all the diagnostic information found in the QEP. This
process translates all QEP characteristics into one compact, queryable model.
The system finds sets of tables that can be truly joined together by analyzing
the predicates being used in the SQL. For each set of tables found, the system auto-
matically translates the tables, columns and predicates used into a SQL query, called
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SELECT  i_item_desc ,i_category ,i_class ,i_current_price
FROM      web_sales, item, date_dim
WHERE   ws_item_sk = i_item_sk and
            i_category = 'Jewelry' and
                ws_sold_date_sk = d_date_sk and
                d_date = '2000-01-02'
(a) Actual query
SELECT  i_item_desc ,i_category ,i_class ,i_current_price
FROM      web_sales, item
WHERE   ws_item_sk = i_item_sk and
            i_category = 'Jewelry'
(b) Sub-query
Figure 4.3: Sub-query generation
sub-queries. Figure 4.3 shows an example of sub-query generated, where 4.3a depicts
the original query and 4.3b a sub-query extracted from the SQL.
The actual query is comprised of the following three tables being joined together:
web sales, item and date dim. When extracting sub-queries, Galo automatically finds
the tables that can be joined by analyzing the join predicates in the query. In
this example, Galo generated a sub-query with the tables web sales and item by
analyzing the join predicate ”ws item sk = i item sk”. The system can map columns
back to their tables by looking into the RDF graph representation of the QEP. For
the aforementioned predicate, Galo mapped ws item sk to the table web sales and
i item sk to item. After selecting the tables and their join predicates, the system
adds the local predicates applied in those tables to the newly generated sub-query
(such as ”i category = ’Jewelry’” for the table item) and the attributes in the select
statement. Tables that cannot be joined are disregarded by the system. For example,
date dim cannot be joined with item as no join predicate between these two table
were found in the query.
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The output of this process is a set of sub-queries for each QEP inputted in the
system. In order to generate property ranges for a template, Galo sample the tables
from a query to find values for the local predicates. The predicate values are
generated by sampling the DB2 database being queried. For every distinct predicate
value generated for the sub-query, a set of QEPs is generated which include: the
optimizer’s favored execution plan and a set of random, but distinct plans. Each plan
in the set is a potential best plan candidate, which is included in the ranking phase
at a later step. The ultimate goal is to find at least two distinct best plans that agree
on the plan structure and can be transformed into a template containing a range of
values for the properties in the QEP. For instance, to create the range for Figure 4.3b,
the i category attribute in the WHERE clause can be sampled from the database in
order to find varying cardinalities for the same predicate. For example, ”i category is
NULL” would return 1949 rows and ”i category = ’Music’” would return 74426 rows.
Galo would in turn keep the lower and upper-bound cardinalities from all the sampled
predicate values. The result is a set of sub-query instances for each sub-query. where
the predicate values in the set will be used to generate range of values that will then
be used as a potential template to be saved in the knowledge-base.
Since cardinality estimates are not always accurate, Galo relies on extracted run-
time characteristics while ranking the QEP candidates. Some examples of these
characteristics are the elapsed time, and actual run-time costs, extracted by IBM’s
DB2 db2batch utility tool post execution, and then factored into the ranking process.
Run-time statistics serve as a gold standard for verifying which QEP patterns and
their respective estimates are truly problematic.
43
Ranking
With the sub-queries and their instances generated, Galo has to verify which sub-
queries can, in fact, perform better with an execution plan that differs from the one
chosen by the optimizer. Distinct execution plans are generated through the use of
the IBM’s DB2 Random Plan Generator utility. Galo uses all random plans as well as
the optimizer plan in the ranking process. Algorithm 4.2 shows the ranking process
for the sub-queries.
Algorithm 4.2 Rank Plans
Input: db2batch Files BATCHs[ ]
Output: A json file containing the ranked plans, RANKED[ ]
1: function rankPlans( BATCHs[ ] )
2: for each batchf in BATCHs[ ] do
3: extractedV alues := extract the properties from the batchf
4: plansProps.append( extractedV alues )
5: end for
6: clusturedP lans := cluster the plans in plansProps by the elapse time
7: RANKED[ ] := rank best cluster in clusturedP lans
8: return RANKED[ ] as JSON
9: end function
Several features of each QEP, with their own weights, are considered throughout
the ranking process. Taking into account only the elapsed time provides a distorted
sense of the query’s performance, hence why Galo makes use of the IBM’s DB2
db2batch utility, which provides run-time statistics of the query execution plan exe-
cuted for a given query. The given statistics are utilized by the tool to rank the plans
and ultimately find a plan that has a better ratio between the execution time and the
total amount of resources consumed in the machine where the query is running. For
example, there are instances where a query might perform slower, but use significantly
less resources, thus earning a higher rank. Ultimately, each feature is given a weight












































































Figure 4.4: Hash-Join Bloom Filter Problem Pattern.
the optimizer makes decision in a cost-based fashion by analyzing statics previously
collect instead of relying on actual run-time information, the selected optimizer’s plan
is not always the optimal plan. Figure 4.4 illustrates such scenario.
The optimizer’s chosen plan is described in Figure 4.4a. Even though the query
execution plan seems optimal by the cost-based model, upon closer inspection, the
plan has its drawbacks.
Firstly, the F-IXSCAN (#7) suffers from excessive random I/O reads. This is
a consequence of a poorly clustered index used to access instance Q4 causing pages
to be loaded in the bufferpool as normal, but then overwritten as other pages are
subsequently loaded. When a removed page needs to be read once again, it is once
again loaded back into the bufferpool, thus causing redundant I/O. This results in
a poorly performing NLJOIN (#4) when joining the problematic Fetch Index Scan
(F-IXSCAN) (#7) with the F-IXSCAN (#5) over the table instance Q3.
Furthermore, the number of rows returned in the LOLEPOP #7 was underesti-
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mate. Given these facts, the problems are carried up to the next NLJOIN (#3). The
outer input of this join is expected to be low cost based on previous estimations, and
thus working with this assumption, the optimizer chooses a nested loop join as a suit-
able operator to join with Q1. The under-performance is propagated upward to the
next NLJOIN (#2) and causes further performance issues for all operators to follow.
Such early occurrence performance issues must be addressed in a global sense since
they are not localized and affect the whole QEP. These are the types of challenges
that experts are posed with, and with the sparsity of trivial solutions, reliance on
automated methods becomes much more critical. Galo was able to find a global fix
to the previous optimizer chosen execution plan, depicted in Figure 4.4b
This pattern applies a hash-join bloom filter in the HSJOIN (#2). Bloom filter is
a space-efficient probabilistic data structure to test whether an element is a member
of a set. False positives can be matched but never false negatives. The filter hashes
the values and performs a bit comparison between them. DB2 uses this technique in
order to reduce the hash area. In the aforementioned example, the hash join creates
a bitmap from the inner input and this bitmap is used as a Bloom filter lookup for
the join, to avoid hash table probes for outer tuples that will not find a match [2].
By applying the latter plan the user is able to achieve a better performing execution
of the original query.
In order to execute the set of candidate plans for a set of sub-query instances,
Galo has to apply the query execution plan characteristics of each candidate plan
while executing the queries. These characteristics can be enforced during the cost-
based optimization through the use of guidelines. Guidelines are XML documents
that determine characteristics of a plan, which will be enforced during the cost-based
phase of optimization. Those characteristics vary in various aspects; for instance, one
can enforce the access methods to read from a table, the join methods to be applied
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 1     <OPTGUIDELINES> 
 2            <HSJOIN> 
 3                   <HSJOIN>
 4                          <TBSCAN TABID='Q2'/> 
 5                          <HSJOIN>
 6                                 <TBSCAN TABID='Q4'/> 
 7                                 <TBSCAN TABID='Q1'/> 
 8                          </HSJOIN> 
 9                   </HSJOIN> 
10                  <IXSCAN TABID='Q3' 
11                             INDEX='"D_DATE_SK"'/> 
12           </HSJOIN>
13    </OPTGUIDELINES>
Figure 4.5: Guideline generated for plan in Figure 4.4b
between tables and even specify the join order.
A plan-optimization guideline document does not necessarily specify all aspects
of the execution decisions. Unspecified aspects of the execution plan will default to
being chosen by the optimizer in a cost-based fashion. Access methods can also be
specified through the guidelines, thus specifying methods, like index scans and table
scans, for instance, that the optimizer should select. Furthermore, guidelines can also
specify the join method used, such as nested-loop join, hash join, and merge join.
Figure 4.5 depicts the guideline document generated for the query execution plan
from Figure 4.4b.
The guidelines are enforcing both join and access types for the plan. The order
of the joins is also enforced by the order of the Extensible Markup Language (XML)
tags that appear in the guidelines. For instance, the HSJOIN tags on lines 2, 3 and 5,
correspond to Figure 4.4b LOLEPOP operator ID #2, #3 and #5, respectively. Join
tags in the guidelines require two child elements: the first corresponding to the outer
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input; and the second to the inner input of the join. For example, the HSJOIN element
on line 5 contains two child elements, the two tables to be joined. The first element
indicates that table Q4 should be the outer input of the join and that the TBSCAN
access method should be used. Similarly, the second element indicates that table Q1
should be used as the inner input of the join, also to be accessed with a TBSCAN.
The TABID attribute in the guideline specifies the table reference to which the access
request is to be applied. The attribute must identify the target table reference using
its qualifier name from the QEP. Alternatively, the TABLE attribute can be used
instead, specifying the fully qualified table name. The children of a join element do
not necessarily have to be accessors to tables, but can instead be other join elements.
For instance, the HSJOIN on line 2 depicts this exact scenario. The outer input child
element (line 3) is another HSJOIN and the inner input element an IXSCAN (line
10). The latter specifies that the optimizer is to use the D DATE SK index to access
the Q3 table. The optional INDEX attribute specifies the desired index to be used
in the plan. Guidelines can be enforced by applying them in an optimization profile,
or through embedded optimization guidelines. The latter is the preferred method of
choice, as it requires no extra configuration, and can be directly applied via a C-style
comment appended to the query.
Template Generation
To reiterate, the ranking process involves the selection of the highest scoring QEP
amongst optimizer and randomly generated plans. The selected QEP is thereby
deemed a potential template candidate. As each sub-query contains a set of sub-
query instances, where each instance has a potential template candidate, a sub-
query will therefore have set of potential template candidates associated with it, each
linked to one of the sub-query instances. A minimum of two candidate templates
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must agree on the same QEP in order for a template to be generated. This requires
any two candidate templates to be comparable, which can be achieved through the
optimization profile generated for each plan. The optimization profile is an XML
document outputted by the optimizer containing the optimization guidelines for the
one or more SQL statements. Each of these profiles are parsed and compared against
other template candidates in order to establish if a template should be created. Once
two or more guidelines are found to be the same, they are added into the same group.
Each candidate template is transformed into an RDF graph using Algorithm 4.1, a
necessary step when parsing the data needed for the template generation (Algorithm
4.3).
Algorithm 4.3 Generate template from RDFGs
Input: QEP files represented as RDF graphs, RDFGs[ ]
Output: Template generated from the RDF graphs, template
1: function generateTemplate( RDFGs[ ] )
2: for each resource in RDFGs do
3: lowProps[ ] := find lowest value for each prop in resource
4: highProps[ ] := find highest value for prop in resource





Galo maps corresponding resources from the RDFs generated from the same group
of template candidates into a new resource that generalizes the mapped resources.
The result is a new resource that contains range of values for each property in the
RDFs by finding the lower and higher bounds of each property. The new generalized
resource is then attached to the template currently being created. The result is a
template which encompasses the group of queries with equal execution plan structure.
Figure 4.6 shows a segment corresponding to the RDF template from the plan in
Figure 4.4b.
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<http://galo/qep/pop/5> <http://galo/qep/property/hasInnerInputStream> <http://galo/qep/pop/7> .
<http://galo/qep/pop/5> <http://galo/qep/property/hasOuterInputStream> <http://galo/qep/pop/6> .
<http://galo/qep/pop/5> <http://galo/qep/property/hasOutputStream> <http://galo/qep/pop/3> .
<http://galo/qep/pop/7> <http://galo/qep/property/hasPopType> "TBSCAN" .
<http://galo/qep/pop/7> <http://galo/qep/property/hasHigherSargableTypeCard> "3962".
<http://galo/qep/pop/7> <http://galo/qep/property/hasLowerSargableTypeCard> "13".
<http://galo/qep/pop/7> <http://galo/qep/property/hasInputStream> <http://galo/qep/Q1> .
<http://galo/qep/pop/7> <http://galo/qep/property/hasOutputStream> <http://galo/qep/pop/5> .
<http://galo/qep/Q1> <http://galo/qep/property/hasInputStream> <http://galo/qep/baseObject/CUSTOMER_ADDRESS> .
<http://galo/qep/Q1> <http://galo/qep/property/hasOutputStream> <http://galo/qep/pop/7> .
<http://galo/qep/baseObject/CUSTOMER_ADDRESS> <http://galo/qep/property/hasBaseObjectSchema> "TPCDS" .
<http://galo/qep/baseObject/CUSTOMER_ADDRESS> <http://galo/qep/property/hasOutputStream> <http://galo/qep/Q1> .
Figure 4.6: Portion of the Template RDF representation of QEP on Figure 4.4b.
A RDF template has a lower and upper bound of values for each LOLEPOP prop-
erty. For instance, by analyzing the candidate templates, Galo was able to determine
that LOLEPOP #5 in Figure 4.6 has an actual cardinality lower bound of 363 and
an upper bound of 112653. This template dictates that any QEP being analyzed by
the matching engine that falls in the given range, would have the template applied to
it. The upper and lower bound values are each stored in their own respective tags in
the resource’s predicate in the RDF template. For example, the upper bound value
for the ”hasActualCardinality” property is stored as ”hasHigherActualCardinality”
and the lower bound value is stored as ”hasLowerActualCardinality”.
knowledge-base Generation
Since the generated resources are based on the IDs of the LOLEPOPs, when saving
the templates into the knowledge-base, different resources could potentially have the
same name. To remedy this, each resource is anonymized by generating a unique
random identifier, thus guaranteeing no resource name collision and that the data
cannot be tracked back to the database. After this transformation, the templates
are finally stored in the knowledge-base in the RDF structure that describes the
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generalized template. Under the hood, the knowledge-base heavily utilizes the Apache
Jena Fuseki SPARQL server, providing a robust, transactional, and presistent storage
layer.
4.3 Matching Engine
SPARQL is a recursive acronym for SPARQL Protocol and RDF Query Language. As
the latter suggests, it is a language able to retrieve data stored in RDF format. It is
supported by W3C 1, and is categorized as a semantic query language for databases.
Normally SPARQL queries consist of a set of triple patterns similar to RDF triples.
However, in the SPARQL query, each of the subject, predicate and object can be a
variable. Since templates are stored as RDF graphs in the knowledge-base, querying
them with SPARQL is natural next step. Consequently, Galo automatically gener-
ates SPARQL queries from the QEP translated RDF workload uploaded by the user.
The auto-generated SPARQL queries have a wide range of characteristics, includ-
ing nesting, filtering, multi-resource mapping, property path specification and blank
nodes.
Galo largely benefits from SPARQL’s ability to retrieve required and optional
properties. Moreover, SPARQL allows for recursive searching by using the property
path functionality. Recursive searching gives the ability to search for relationships
(predicates) that are not directly connected, but can however contain additional op-
erators along the path. SPARQL can search for patterns that appear in multiple in-
stances throughout a file and is a very efficient method of performing graph transversal
analysis.
When a QEP workload is initially uploaded into the system, Galo translates each
1https://www.w3.org/
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QEP into an RDF graph using Algorithm 4.1. The RDF graphs are then used to
generate the SPARQL query containing all necessary characteristics needed for a
match into the knowledge-base. The query is mainly composed of two different parts:
the SELECT clause which defines the variables to be retrieved and the WHERE
clause outlining the properties to be matched against the RDF workload selected by
the user. All variables that appear within the generated SPARQL query are prefixed
by the ? symbol and followed by a variable name (?pop 1 for instance). Once defined,
variables can then be referenced multiple times inside the WHERE clause. This
convention is used to define properties to resources and the relationships that exist
between them. In order to facilitate the query generation, the concept of handlers was
introduced. Handlers enable on the fly generation by enabling the automatic creation
of variable names. We define three types of handler variables: result handlers, internal
handlers and relationship handlers. Figure 4.7 shows a portion of an auto-generated
SPARQL query for the problem pattern on Figure 4.4a.
The purpose of result handlers is to allow for more expressiveness when retrieving
results from a query. This type of handler is composed of the name pop and the
ID of the LOLEPOP or name for tables and their instances being analyzed. It is
used in the SELECT statement for returning the resource and inside the WHERE
statement for creating properties of a pattern. For example, ?pop Q3 and ?pop 6
on Figure 4.7 correspond to the DATE DIM table instance Q3 and the IXSCAN
under the FETCH #7 on Figure 4.4a, respectively. For instance, the result handler
?pop Q3 is a resource returned back to the user and is also used in the WHERE
clause to identify the characteristics of this resource, such as the row size, by adding
the predicate hasLowerRowSize and hasHigherRowSize.
Internal handlers are used to aid the creation of properties such as filtering.
This handler is composed of the name ih (internal handler) plus a number gen-
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PREFIX predURI: <http://optimatch/qep/property/>
SELECT ?pop_Q3 ?pop_6 ... ?pop_4 ?pop_DATE_DIM
WHERE {
 ?pop_Q3 predURI:hasLowerRowSize ?ih1 .
   FILTER ( ?ih1 <= 8) .
 ?pop_Q3 predURI:hasHigherRowSize ?ih2 .
   FILTER ( ?ih2 >= 8) .
 ?pop_DATE_DIM predURI:hasLowerFPages ?ih3 .
   FILTER ( ?ih3 <= 656) .
 ?pop_DATE_DIM predURI:hasHigherFPages ?ih4 .
   FILTER ( ?ih4 >= 656) .
 ?pop_D_DATE predURI:hasLowerNLeafs ?ih13 .
   FILTER ( ?ih13 <= 8) .
 ?pop_D_DATE predURI:hasHigherNLeafs ?ih14 .
   FILTER ( ?ih14 >= 8) .
...
 ?pop_6 predURI:hasLowerActualCardinality ?ih15 .
   FILTER ( ?ih15 <= 1) .
 ?pop_6 predURI:hasHigherActualCardinality ?ih16 .
   FILTER ( ?ih16 >= 1) .
 ?pop_4 predURI:hasLowerActualCardinality ?ih29 .
   FILTER ( ?ih29 <= 1372) .
 ?pop_4 predURI:hasHigherActualCardinality ?ih30 .
   FILTER ( ?ih30 >= 1372) .
   FILTER (STR(?pop_6) > STR(?pop_8)) .
...
 ?pop_DATE_DIM predURI:hasOutputStream ?pop_D_DATE .
 ?pop_D_DATE predURI:hasOutputStream ?pop_Q3 .
 ?pop_Q3 predURI:hasOutputStream ?pop_6 .
 ?pop_6 predURI:hasOutputStream ?pop_4 .
}
Figure 4.7: Portion of an auto-generated SPARQL query for problem pattern 4.4a.
erated in incremental order. Internal handlers are not tied to a specific resource.
For example, the internal handler is used to filter values for the pop 4 actual car-
dinality by first associating the internal handler to the resource pop 4 (?pop 4 pre-
dURI:hasLowerActualCardinality ?ih29 ) and then applying it in a FILTER clause
(FILTER (?ih29 <= 1372)).
For each property, the SPARQL query ensures the value is within the range spec-
ified on the template in the knowledge-base. For instance, the property hasLowerAc-
tualCardinality was used in the aforementioned example to check the lower bound of
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the actual cardinality property. The higher bound is checked by hasHigherActualCar-
dinality. FILTER is also used to enforce the uniqueness of each resource by ensuring
that they have different resource IDs. Galo ensures that LOLEPOPs #6 and #8 are
distinct by applying the following filter: FILTER( STR(?pop 6 ) > STR(?pop 8 ) ).
Relationship handlers establish the connection between nodes. They are denoted
by result handler in conjunction with the property hasOutputStream. For exam-
ple, to connect the FETCH operator of the F-IXSCAN #5 (FETCH #6) to the
NLJOIN #4 in the Figure 4.4a, the tool generates a relationship statement (?pop 6
predURI:hasOutputStream ?pop 4 ) in the WHERE clause.
Galo’s matching engine has the ability to access its populated knowledge-base in
order to provide solutions to already learned problem patterns. The auto-generated
SPARQL queries are matched against the RDF graph profiles saved in the knowledge-
base and any matched part is mapped to the diagnostic data in analysis (Algorithm
4.4). The matching engine looks through the user uploaded QEP workload and iter-
ates through all known templates in the knowledge-base in order to select the best
plan to apply. Galo finds the optimal plan through the use of statical correlation anal-
ysis; analyzing frequency and priorities of properties that are vital to database system
performance. These LOLEPOP characteristics can range from actual to estimated
cardinality, including the types of predicates to be applied.
Algorithm 4.4 Find best plan
Input: Query execution plan file QEPF
Output: Mapped resource for the plan, mapRes
1: function findBestPlan( QEPF )
2: rdf := createRDF ( QEPF )
3: sparql := transform the rdf file rdf into SPARQL query






Galo parses needed information from the query execution plans and from internal
DB2 catalog tables in the corresponding database. The collected runtime information
allows the system to automatically detect, and fix problematic queries without the
need for manual meddling. The knowledge-base has the capability to save templates
from QEPs with a varying number of table joins. The transformation algorithm
(Algorithm 4.5) receives a workload of QEPs and using the automatically generated
SPARQL query, searches for matches in the knowledge-base.
Algorithm 4.5 Transform plan
Input: Query execution plan file, QEPF
Output: Guideline with optimal way to execute the query, guid
1: function TransformPlan( QEPF )
2: rdf := createRDF ( QEPF )
3: QEPFs[ ] := generate list of sub QEPs
4: for each subQEP in QEPFs[ ] do
5: mapRes := findBestP lan( subQEP )
6: QEPF := apply the changes in the resources mapped mapRes
7: end for
8: guid := generate guideline for the modified QEPF
9: return guid
10: end function
The plan transformation starts with a full QEP search. Take for example the
under-performing QEP chosen by the optimizer in Figure 4.8a. Counter to the prob-
lem patterns found in Figure 4.1 and Figure 4.4, it can be observed that in some cases
problems arise due solely to the cardinality estimation calculated by the cost-based
optimizer.
In this example based in the TPC-DS database, the under-perfoming portion of
the SQL being executed is the join between the fact table STORE SALES (Q1) and
the dimension table DATE DIM (Q2). The table DATE DIM has a range of roughly

























































Figure 4.8: Cardinality Under-estimation Problem Pattern.
selecting the best plan, the optimizer thinks that 100 years of sales will be matched
between STORE SALES and DATE DIM, however only the last of the 100 years
actually contains sales. The optimizer chosen plan applies a HSJOIN between Q1
and Q2. Both tables are accessed through the TBSCAN method. The result of this
join is then joined through another HSJOIN with the table ITEM (Q3), being this
table accessed via an IXSCAN.
The aforementioned execution plan suffers from the costly HSJOIN #3 operation.
Even though the table DATE DIM is relatively small, when joined with the large fact
table STORE SALES, it becomes very expensive due to the full scan on the fact table
and the random I/O that follows. A not so obvious fix to this is to apply a MSJOIN
between STORE SALES and DATE DIM instead. The prerequisite to applying this
operation is to have both inputs of the join sorted. The sort is accomplished by what
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would initially seem a costly fetch index scan on both tables. The real optimization
is derived from the fact that since both inputs are sorted, as soon as no more matches
are found in the inner table (DATE DIM), the join operation can be safely interrupted
as no more matches will be found.
Galo is able to find this pattern since it allows to keep historical information about
the actual values with the estimates from the optimizer, so when the same table or
the same join between tables is found in the KB, the system can make use of the infor-
mation to apply the optimization. The scan reduction proved effective upon further
analysis over the selected plans. LOLEPOP #4 had an initially estimated cardinality
of 2.8804+e06 in Figure 4.8a, which was drastically reduced to 550,597 rows (actual
cardinality) in Figure 4.8b, thus providing a near 40% speedup in execution time.
For instance, a customer may have a query with the execution plan shown in Figure
4.8a that is run repeatedly as part of their daily workload. The query however slows
the process down considerably and they must seek either seek aid from an expert,
or use an automatic problem determination and solution tool like Galo. When the
query is first input into the system, the matching engine attempts to do a complete
match with an existing template in the knowledge-base. If no match is found, the
topmost table is disregarded. Following the previous example, the table ITEM in
Figure 4.8a would be disregarded if no immediate match is found. This process
recursively continues to remove the topmost table, with the stopping condition that
either a match is found, or no more tables remain to be analyzed.
If a match is indeed found, the resources in the knowledge-base are mapped to the
QEP, and the changes are applied to a copy of the RDF generated by the plan. For
example, the resource MSJOIN #3 from Figure 4.8b would be mapped to the HSJOIN
#3 of a) and the F-IXSCAN #4 would be mapped to the TBSCAN #4. To apply this
change to the corresponding RDF, the resource #3 will have the value of the property
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”hasPopType” switched from HSJOIN to MSJOIN. The search iteratively continues
on to the next join (next level up) and tries to find a match from the knowledge-
base to the modified representation of the QEP. In the aforementioned example,
Galo matched the first two tables in the knowledge-base, so after the changes being
applied, the system will analyze the next join, which in this case is the HSJOIN
#2. This process is recursively applied until the topmost LOLEPOP is found in the
RDF graph. After all the transformations have been applied to the plan, the final
remaining step is to generate a guideline representing all applied modifications. The
guideline is then inputted together with the original user input query into the DBMS
system for a re-optimization.
Galo applies this technique to all learned templates in the knowledge-base, effec-
tively finding solutions and automatically applying the optimization guidelines. With
the new system, an extra third stage query optimization is introduced on top of the
traditional query rewrite and cost-based optimization. Galo allows the engine to an-
alyze and update characteristics in other portion of the QEP that can be potentially
affected. This re-optimization approach is advantageous as it lets the optimizer to fix
any dependencies in QEP that are inaccurate after applying the provided guidelines.
The recursive matching technique with a pipeline re-optimization approach allows
users with no particular background in query optimization to perform speedups on-




In this Chapter, the effectiveness and robustness of Galo are demonstrated. The
system strives for scalability, effectiveness, and precision so as to fit both the needs
for experts and customers. To support these claims three sets of experiments were
conducted which focus on the following objectives:
1. Scalability. A scalability study of Galo with respect to varying parameters of
the workload and of the knowledge base that Galo builds. This study uses the
TPC-DS [21] benchmark to examine the number of tables joined in the query
(Chapter 5.2.1), number of LOLEPOPs in a query (Chapter 5.3.1) and the size
of a query workload with respect to the size of knowledge-base (Chapter 5.3.2).
2. Effectiveness. An effectiveness study reporting the performance gain of IBM
DB2 with Galo versus without (Chapter 5.3.3). This experiment uses TPC-DS
benchmark workload [21] and a real-world IBM customer query workload.
3. Cost & Quality. This experiment compares the rewrites learned by Galo against
those learned manually by IBM experts by cost of discovery (Chapter 5.4.1) and
by quality of the rewrites (Chapter 5.4.2) .
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5.1 Setup
All experiments were conducted on a server with 32 Intel(R) Xeon(R) CPU E5-
2670 with 2.60GHz processor and 256GB of memory. The DB2 environment was also
limited to 3GB of memory to ensure a more realistic scenario, where typically all data
could not fit into memory at once. Currently, the learning engine does not support
temporary (TEMP) tables in the query execution plan, therefore such queries were
disregarded.
Since all queries are mutually exclusive throughout the learning engine, paralleliza-
tion of the work proved to be an effective strategy. Queries were grouped into batches,
and each batch was run in parallel, spanning over a total of 5 distinct servers. Each
server had the same technical specifications, thus reducing any unaccounted noise and
variability in the results.
5.2 Learning-Engine Evaluation
5.2.1 Learning Scalability and Effectiveness
The first scalability experiment involved measuring the performance of the tool with
a varying number of table joins. More specifically, the experiments focused on two,
three and four way table joins. The purpose of this experiment is to measure how
well the tool scales with increased complexity of queries in the learning engine.
Each query is inputted in the sub-query generation module, whereby different
combinations of portions of the query are created and ran on the same dataset. From
a total of 92 TPC-DS queries, Galo was able to generate 811 sub-queries, where the
elapsed time for learning each was recorded. Figure 5.1 depicts the elapsed time for
each query/sub-query for the varying number of joins.
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Figure 5.1: Learning time versus # of tables joined.
At first glance, the time/query seems to be increasing exponentially with the
number of table joins. This, although true, does not truly depict the full picture and
is not a very accurate measurement of scalability. The parameter that ultimately
shows the true scaling nature of Galo is the number of sub-queries as opposed to the
number of queries. This is caused by the higher number of combinations possible in
four way joins versus three way joins, versus two way joins, thus resulting in more
sub-queries being generated. This becomes more evident when analyzing the number
of sub-queries generated for every possible table join #. From the 811 generated
sub-queries, 153, 286, 372 were two way, three way, and four way table joins respec-
tively. The exponential number of sub-queries generated is the true culprit behind
the exponential nature of the time/query in Figure 5.1. Consequently, to gain a more
realistic representation of the tool’s scalability, we must analyze the time elapsed per
sub-query, as depicted in red in Figure 5.1. The elapsed time (hh:mm:ss) per sub-
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query is 1:16:57 (4617s), 2:30:15 (9015s), and 4:05:29 (14729s) for two way, three way,
and four way joins respectively. This shows a more linear scaling of Galo’s ability
to handle more complex queries. This trend would also hold for a higher number of
joins as is typically seen in real world queries.
5.3 Matching-Engine Evaluation
5.3.1 Matching Scalability
In this scalability experiment the Galo’s ability to search the knowledge-base using
queries with varying number of table joins is provided. The purpose of this experiment
is to demonstrate the system’s ability to handle incrementally more complex queries.
The need for such scalability is becoming increasingly crucial since it’s a true reflection
of modern day DBMS customers complex queries. Queries with a larger number of
table joins are typically larger in file size and complexity, therefore making the join
count a good independent variable candidate.
The setup for this experiment involves a knowledge-base previously populated by
the learning engine. A sample of queries with a varying number of joins are then
used to search the already populated knowledge-base. The number of joins in the
queries are non-uniform, and range from 1 to 31, inclusive. The matching engine
iterates through all the varying join count queries, then attempts to match and apply
a template from the knowledge-base.
The experiment was repeated 5 times for each query as to reduce noise and lessen
anomalies. The average time the search took per template was recorded. The results
are reported in Figure 5.2. The system seems to perform linearly with respect to the
increased number of table joins, demonstrating its ability to scale with more complex
queries. Even in extreme cases, like the query with 31 table joins, the system was able
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Figure 5.2: Search time versus # of tables joined.
to perform the search in roughly 34.2 milliseconds per template. In less complex cases,
a query with 15 table joins was able to complete in 4.3 milliseconds per template.
This would be equivalent to completing the search in 4.3 seconds for a knowledge-
base with 1000 templates. These results show that Galo provides an almost instant
solution to users’ problematic queries.
5.3.2 Routinization
This experiment aims to analyze the Galo scalability in two ways: Size of the QEP
workload and the knowledge-base. The goal is to analyze how the number of QEPs in
the workload and the number of templates in the knowledge-base can interfere in the
system performance. The QEP workload was divided into 7 buckets, where the first
one contains 1 QEP file, the second 10 QEPs and for each following bucket another
10 unique QEPs are added. In other words, the distribution of the QEPs over the
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Figure 5.3: Matching templates in the knowledge-base.
buckets is [1, 10, 20, ..., 60]. Each workload bucket is analyzed against distinct sizes
of the knowledge-base.
As query performance tests in QEP workloads and optimization techniques can be
routinized, this important use case was simulated to understand how the performance
is affected by the quantity of templates stored in the KB. We report the time for the
tool to iterate through the knowledge-base and return a guideline for each query in
the workload.
Figure 5.3 shows the result of this experiment. Each distinct line depicts one of
the aforementioned buckets. For each bucket, the workload match time is analyzed
over 11 varying populated knowledge-bases. The smallest knowledge-bases contained
1 template, followed by 10, 100, 250, whereby each subsequent knowledge-base was
incremented by 250 with the final containing 2000 templates. In order to mitigate
noise each bucket was run 5 times, taking the average runtime (the lowest and highest
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values were disregarded).
The search time increases accordingly with the number of templates in the knowledge-
base, as can be seen in Figure 5.3. For example, the line corresponding to bucket #4
(green diamond) is consistently slower than bucket #3 (yellow star), which is con-
sistently slower than bucket #2 (red x). It is worth noting that the time does not
increase linearly with the query number in the workload, but even for a well populated
knowledge-base, Galo could complete the search relatively fast way. For example, the
system performs the searching of 60 QEPs over a knowledge-base of 2000 problem
pattern templates and applies the changes in the workload in around 30 minutes, so,
in average, each query could be analyzed and changed in 30 seconds.
5.3.3 Matching Performance Improvement
In the effectiveness study, a comparison between the time taken for a query to be
executed with the optimizer chosen QEP versus the Galo selected QEP was performed.
It is assumed that the knowledge-base is already populated (learning phase). During
the experiment, a set of problematic queries are taken from the TPC-DS benchmark,
and executed by both the IBM DB2’s optimizer and Galo.
As the current implementation does not take into consideration characteristics
such as group by, temporary tables and unions, these characteristics were removed
from the queries being analyzed. In other words, we map the query workload into
a set of queries that Galo fully supports, being the WHERE clause comprise of just
join and local predicates.
Each query was run three times and the average time for both Galo and IBM DB2’s
optimizer are recorded. The results from the experiment are shown in Figure 5.4. It
is worth noting, however, that only the queries that outperformed the optimizer are
shown in the experiment.
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(a) TPC-DS queries.
(b) IBM client queries.
Figure 5.4: Optimizer versus Galo.
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Each query shows two overlapping bars, where the bottom bar (blue) represents
the average time (in percentage) took by the Galo plan comparing to the IBM DB2’s
optimizer average time, shown in the upper bar (red). For example, TPC-DS query
#1 in Figure 5.4a took 41.31% of the time comparing to the optimizer’s elapsed time.
For the TPC-DS query workload (Figure 5.4a), Galo could increase the perfor-
mance of 19 queries, which is equivalent of 19.19% of the workload. In average, the
speedup was 49.06%, nearly half of the time taken for the optimizer plan to execute.
Galo could increase the queries performance up to 75%, showing the potential benefits
of the system.
For the real-world IBM client workload in Figure 5.4b, out of 116 queries 24
matched (around 20%) with the significant average performance gain of 38%. This
performance improvement by the matching engine is a direct consequence of a well
populated knowledge base (Experiment 5.3.2). Populating knowledge-base does take
a relatively longer time than matching, however, this is done offline (as described in
Sec. 4.2).
These are significant results since this speedup is done on the fly post learning
phase. It is worth emphasizing that this speedup is only a direct consequence of a
well populated knowledge-base, which does take a relatively longer time than simply
searching through it.
5.4 Comparative Cost & Quality Study
5.4.1 Cost of Learning
We conducted a comparative study to measure the time to perform problem determi-
nation, both manually by IBM experts and automatically by Galo’s learning engine.
This experiment is over a sample of four problematic queries, due to the limited
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time IBM experts could spend to participate in the experiment (as manual problem
determination is exceedingly time consuming).
During the experiment, IBM experts (people with deep knowledge and vast expe-
rience in both query execution plans and query performance problem determination)
were tasked with analyzing and correcting any possible performance problem from
the QEP workload. Due the limited time that the experts could spend participating
in this experiment, just four QEPs were analyzed. Three IBM experts participated
in this experiment and the reported results are the average between them. Figure 5.5
represents the results of automatic learning versus the manual search.
Each query in the graph contains two bars, where the left one (blue) is the time
Galo took to analyze the given QEP, in contrast to the right bar (red) that contains
the average elapse time for the experts to finish their analysis over the QEP. For
example, Galo could find a solution for QEP #1 in almost 50 minutes (2996 seconds),
whereas the experts took in average almost 2.5 hours (8820 seconds).
This experiment took into consideration not only the elapse time to search for a
pattern, but also the Galo’s learning process. Even for the small number of QEP files,
Galo significantly reduced the process elapse time for a pattern. However, overtime,
the system improves the time reduction even more. After learning a given problem
patterns, for any new input, Galo just needs to match and apply the corresponding
template stored in the KB, whereas the user needs to analyze all QEP inputs, even
if a QEP contains the same problem pattern previously analyzed. As shown in the
experiment 5.2.1, Figure 5.1, Galo can perform a search over a query with 31 tables
in roughly 34.2 milliseconds per template. Furthermore, all four QEPs from this
experiment are considered small and without big complexity. For more complex
problem patterns and bigger workload, the discrepancy in time would be even bigger.
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Figure 5.5: Comparative user study.
5.4.2 Quality of Learned Problem Patterns
The second comparative study conducted is a precision analysis over the aforemen-
tioned QEP workload. Figure 5.6 depicts the speedup percentage for Galo versus
experts’ results over the IBM DB2’s optimizer QEPs. The blue and red bars in the
results depict the Galo and expert percentage speedup, respectively. The yellow bar
represents the Galo percentage improvement over the expert optimized plan. For
example, in the QEP #1, Galo could improve the IBM DB2’s optimizer QEP by
83.96%, whereas the experts could improve it by 82.45%. The Galo’s QEP improved
by 8.59% the expert’s QEP.
Even though good plans were found in the manual search, they are not as effective
as Galo in terms of precision. For example, experts did not find any problem pattern in
the QEP #2, while Galo could improve its performance by roughly 80%. Information
misinterpretation such as number formatting were found during the experiment over
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Figure 5.6: Precision for manual search.
the QEP workload. For example, the value for a LOLEPOP’s property in a QEP
could appear in either decimal or exponential mode, such as in the Figure 5.7, where
the actual cardinality of the LOLEPOP #2 is shown in decimal (13.1688) while in
the LOLEPOP #4 it is shown in exponential (1.441e+06).
Moreover, even when there is no misinterpretation, experts can choose a better
performing plan than the optimizer’s plan, but not as optimal as the Galo chosen plan.
In the example shown in Figure 4.4a, experts found the costly join problem pattern
in the NLJOIN #2 and they changed this join to a HSJOIN, as well as some other
characteristics of the plan, such as applying a . The experts chosen plan is depicted
in Figure 5.7. This plan executes faster than the optimizer plan (82% improvement)
as it does not compute the expensive F-IXSCAN on the CATALOG SALES table
(Q2) for each row in the outer input. Even though the improvement was significant,






































Figure 5.7: Experts plan for Figure 4.4a.
These experiments have proven that manual search can be very time consuming
and prone to human error. Galo provides 100% precision and a significant speedup.
Lastly, since the system has no dependence on human intervention for searching,
it can perform long searches without fatigue. The tool can significantly reduce the
time required for the aforementioned task. As an example, Galo can investigate 2000





The importance of query optimization was recognized very early on. The seminal
System R optimizer [23] paid particular attention to interesting orders by keeping
track of indexes, ordered sets and pipelining to simplify database operations, such as
sort-merge joins and duplicate elimination. Withing query plans join operators can be
accomplished either by a partition operation (e.g., hash index) or by the use of ordered
tuple streams as provided by a tree-index scan or by a sort operation. Selinger’s join-
enumeration algoritm at the core of System R uses dynamic programming to construct
a query plan bottom-up, thus “enumerating” through a vast plan space much more
efficiently. Over the decades since, there has been vast work and advances in query
optimization, both in research and development. This work is driven as workloads,
SQL, and applications become more complex, always moving the goal line.
In [13], the authors explored the ordering of nested queries to speed up the perfor-
mance. Data dependencies, such as functional dependencies and order dependencies,
were utilized to simplify group-by and order-by operators and eliminate join operators
by exploring interesting orders [24, 28]. Cracks in the foundations of the mainstay
approaches have begun to appear, however, with big-data applications and ultra-
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complex SQL queries [27]. Increasingly, SQL queries are generated by middleware,
such as by the business intelligence platform IBM’s Cognos. This creates exceedingly
complex SQL queries [12]. There are two reasons for this. First, plans found by the
optimizer are rarely now optimal. A System-R style optimizer is guaranteed to find
the best plan, modulo cost-estimation accuracy. (And modulo logical compromises,
such as not exploring bushy trees.) Estimation inaccuracy increases with complexity
of queries and system configuration. Second, the dynamic-programming core of the
optimizer cannot scale to very complex queries. Our work here is directed towards
addressing this first crack.
Vendors have long offered automated tools for troubleshooting performance issues:
IBM DB2 Design Advisor [30, 31], IBM Optim Query Workload Tuner [16], Oracle
SQL Access Advisor [7], and Microsoft Database Engine Tuning Advisor [1]. While
such advisors are quite useful for diagnosing and resolving general performance issues,
they generally are not fine-grained for resolving issues at the level of plan “debugging”.
Vendors also have introduced low-level tools for experts to troubleshoot perfor-
mance issues for when the optimizer fails to choose optimal plans [3, 4, 7, 29]. Oracle
offers pragma in its SQL, and Microsoft SQL Server offers hints, submitted with the
query to override optimizer’s decisions. IBM introduced guidelines, an XML docu-
ment submitted with query to the optimizer, to redirect the optimizer’s decisions.
Such manual performance debugging is cumbersome and time consuming, however,
and the performance issues are often subtle. The OptImatch system [8, 9] lets ex-
perts feed problematic query-plan patterns and their resolutions into an knowledge
base. The knowledge base is built by hand, though. Galo automatically discovers the
problem patterns.
Incorrect cardinality estimation by the optimizer is a key factor leading to sub-
optimal plans. In [17], a neural network is applied to improve cardinality estimation.
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StatAdvisor [10] is a system for recommending statistical views for a given workload
and improving database statistics that is crucial to cost-based optimizers. Another
approach to improving cost estimation is to refine automatically the optimizer’s cost
model. In [5, 14], they introduce self-tuning cost models.
While our work addresses the first fault of sub-optimality, via re-optimization,
there is wide work—albeit primarily academic—on addressing the second fault of
optimization scalability. Note that these two general efforts are orthogonal; solutions
can be combined. A new generation of genetic algorithms for query optimization
have been introduced, starting with [20], as an alternative to the traditional dynamic
programming techniques. In [18, 22], deep learning techniques are explored for state




Query performance problem determination is a hard task that requires expertise in
both query execution plans and query optimization. The problem pattern search is
mainly done manually, being a tedious and time-consuming task. Also, since QEPs
can span thousands of lines, the searching task does not scale well.
Galo provides a two fold solution, first by diagnosing problem patterns, and second
by applying a fix to the problematic QEP, ultimately leading to a better performing
query. The end result is a completely automated process that in essence removes the
need for domain expert intervention. This process is seamless from a user perspective,
and requires no previous knowledge of query and plan optimization. The system has
been overall well received by both experts and non-experts within IBM.
The system learns problem patterns from QEP workloads, generates the appro-
priate template and saves them in the knowledge-base. The architecture provides
more benefits than simply finding more optimal plans. Manually finding and fixing
problem patterns in QEP workloads can be a cumbersome task that can take a long
time to be performed. Furthermore, query performance problem determination is not
an easy task, requiring expertise in query plan optimization. Often customers and
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DBAs who are not familiarized with optimization techniques, open problem reports
with their database vendors in order to fix any performance issues in their query
workload. The process of opening a problem report with the vendor, selecting an
expert to analyze it, finding the actual problem, and finally applying the fix, is a time
consuming operation that does not scale well. Even more, Galo can apply the solu-
tion of any problem pattern found, allowing any user to automatically tune complex
workloads by applying performance optimization fixes on non-optimal queries. Galo
offers the convenience, speed and accuracy for customers, without any involvement
from experts.
Even though this work focused specifically on query performance problem deter-
mination, the methodology can be applied for any general software problem deter-
mination, requiring only a structured diagnostic file from a software that eventually
requires further analysis by experts. We would like to explore this extension in a
future work.
Furthermore, the system could be extended to automatically tune other systems
by reusing training data from previous DBMS instances tune parameters in order
to tune new target DBMS deployments. An approach would be to train machine-
learning models to select the most significant settings, and mapping previously unseen
application workloads to known workloads or recommendation settings, to ultimately
provide a performance boost.
Galo is implemented as a post-operation tool for query performance problem de-
termination. Another area of study is the usage of the system as a during-operation
tool by adding it to the IBM’s DB2 cost optimizer. Galo can give optimization hints
to the optimizer on the fly while constructing the QEP.
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