Proteomic profi ling of serum initially appeared to be dramatically effective for diagnosis of early-stage ovarian cancer, but these results have proven diffi cult to reproduce. A recent publication reported good classifi cation in one dataset using results from training on a much earlier dataset, but the authors have since reported that they did not perform the analysis as described. We examined the reproducibility of the proteomic patterns across datasets in more detail. Our analysis reveals that the pattern that enabled successful classifi cation is biologically implausible and that the method, properly applied, does not classify the data accurately. We show that the method used in previously published studies does not establish reproducibility and performs no better than chance for classifying the second dataset, in part because the second dataset is easy to classify correctly. We conclude that the reproducibility of the proteomic profi ling approach has yet to be established. [ Dramatic results ( 1 ) from proteomic profi ling of serum by use of mass spectrometry have triggered hopes that this technology will provide a diagnostic test for ovarian cancer ( 2 , 3 ) . In this approach, proteomic patternsi.e., the joint intensities of several spectral peaks -are used to distinguish samples obtained from patients with ovarian cancer or from healthy individuals ( 1 ).
Diagnostic application of this approach requires that patterns from previous studies suffi ce to classify new spectra. Proteomic patterns in general, however, have been diffi cult to reproduce ( 4 ) . Zhu et al. ( 5 ) reported that, by use of a new method, a pattern derived from one ovarian cancer dataset accurately classifi ed a second, blinded dataset produced many months later. These results are in contrast with suggestions that a systematic measurement offset between these particular datasets precludes reproducibility ( 6 ) .
However, a programming error precluded the classifi cation across datasets as reported. According to the reported method ( 5 ) .63, and 6123.52) was identifi ed in the training set and confi rmed in the test set. Spectra from the second dataset were classifi ed according to the identity of the fi ve nearest neighbors [by Mahalanobis distance ( 7 ) ] among the training spectra set from the fi rst dataset. In reality, however, " the spectra in the second dataset were classifi ed using a jack-knife approach where distances were computed between each spectrum and all of the other spectra in the second dataset, and the spectrum was classifi ed according to the status of its fi ve nearest neighbors in this set of spectra. Only the peak locations ( m / z values) were retained across datasets, and these served to defi ne the points at which the distances were computed. Further, the validation simulations used training sets drawn from the second dataset " (Wei Zhu, personal communication).
This creates a problem for the claim of reproducibility across datasets, because classifi cation of the second dataset used knowledge of the status of spectra in the second dataset. Nonetheless, the separation achieved suggests that these 18 peak m / z values may be " important " for classifi cation.
In this study, we investigate the biological plausibility of the reported m / z values for cancer diagnosis, and then we compute classifi cation rates obtained with their reported values or with newly generated patterns. We then replicate the jack-knife approach, as described (Wei Zhu, personal communication), to classify the second dataset by use of the published m / z values listed above. Finally, we calculate the probability that the reported classifi cation could occur by chance. To address the biological plausibility of the 18 identifi ed peaks, we computed two-sample t statistics by comparing all control samples with all cancer samples at each peak separately for the two datasets. If cancer-induced changes in protein expression are measurable at those m / z values, then the t statistics should have the same sign in both datasets.
To test the published classifi cation method for the second dataset, we drew training sets of 50 cancer sample spectra and 50 unaffected control sample spectra from the fi rst dataset. For each of the 18 reported peaks, we classifi ed each spectrum in the second dataset as cancer or control by use of the 5 nearest neighbors in the training set. We repeated this procedure 1000 times.
Next, we used randomly chosen training sets from the fi rst dataset to defi ne peak sets by the approach described by Zhu et al. ( 5 ) and then used these patterns to classify the second dataset as above. As before, we repeated this procedure 1000 times. Finally, after replicating the jack-knife classifi cation of the spectra in the second dataset using the published m / z values (derived from the fi rst dataset) listed above, we randomly chose sets of 18 peaks and classifi ed the second dataset spectra by this jack-knife approach. We repeated this procedure 1000 times. We then repeated the jack-knife process, fi rst with random peaks chosen from m / z values of less than 6000 and second with m / z values of less than 1000, to refl ect the range of most of the original 18 peaks found by Zhu et al.
The signs of the t statistics changed between datasets for 13 of the 18 peaks ( Fig. 1 ) . A change in sign indicates that protein intensities at that point are higher in cancer spectra in one dataset and in control spectra for the other dataset. This reversal is not consistent with a persistent difference in protein expression between cancer samples and control samples.
Results of simulations ( Fig. 2 ) using the nearest neighbor method, as described by Zhu et al. ( 5 ) , showed lower accuracy than was reported in that publication. In 893 of 1000 simulations using the published pattern derived from the fi rst dataset, all 253 spectra were classifi ed as cancer. This corresponds to a test with 100% sensitivity but 0% specifi city. The highest overall accuracy observed (200 of the 253 spectra) was less than 80%. In 667 of 1000 simulations using patterns newly generated from random training sets, all 253 spectra were classifi ed as control, and in another 218 of the 1000 simulations, all 253 spectra were classifi ed as cancer. The highest overall accuracy observed (172 of the 253 spectra) was less than 70%.
In our hands, application of the jackknife approach to the second dataset, using the published m / z values ( 5 ) , resulted in correct classifi cation of 249 (98.42%) of the 253 spectra. Classifi cation accuracy using the jack-knife approach with randomly chosen patterns was quite high; in fact, random values met or exceeded 98.4% classifi cation accuracy 6% of the time using the whole spectrum, 14.8% of the time with random m / z values of less than 6000, and 56.2% of the time with random m / z values of less than 1000.
The pattern of protein expression is inconsistent between the datasets at the reported m / z values. Thus, these values apparently do not represent biologically important changes in cancer patients. The magnitude and sign of the t statistics correspond to the relative protein expression of cancer and normal spectra for the two datasets; a change in sign indicates that the average spectral intensity at that m / z value was greater in cancer spectra for one dataset and for control spectra in the other. The excellent classifi cation achieved in the second dataset using random patterns suggests pervasive differences between cancer and control spectra. Changes in protein expression associated with cancer should affect only a few specifi c peaks, not the entire spectrum. Systematic differences in spectra are more likely associated with procedural bias, such as incomplete randomization, that confounds our ability to recognize potentially reproducible biological factors. Hence, reproduction of proteomic patterns across experiments remains an open question that, in our assessment, has not been answered with the two datasets investigated.
