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Abstrakt
Cílem této práce je navrhnout a implementovat algoritmus, který by umožňoval určení směru pohledu 
respektive pohybu hlavy. Přesněji jde o systém, který ve videu vyhledává obličej a následně v něm 
detekuje body, jež jsou vhodné pro odhadnutí směru pohledu sledované osoby. Odhad je realizován 
pomocí hledání transformace, která byla provedena na klíčových bodech při pohybu hlavy. K zvýšení 
přesnosti je zde využito tzv. kalibračních snímků, určujících, jaká je transformace klíčových bodů 
v nadefinovaných směrech pohledu. Výsledkem je tedy aplikace, jež dokáže u sledované osoby určit 
vychýlení  hlavy  z přímé  polohy jak  v horizontálním tak  vertikálním směru.  Výstupem tedy není 
pouze informace o směru, ale i velikost vychýlení.
Abstract
Main object of this work is to design and implement the algorithm for look direction determination, 
respectively the head movement. More specifically, it is a system that searches face in the video and 
then detects points, suitable for view direction estimation of tracked person. Estimation is realized 
using searching transformation, which has been performed on key points during head movement. For 
accuracy enhancement the calibration frames are used. Calibration frames determines the key points 
transformation in defined view directions. Main result is an application able to determine deflection of 
head from straight position in horizontal and vertical direction for tracked person. Output doesn’t 
contain only information about deflection direction, but it also contains the size of deflection.
Klíčová slova
detekce směru pohledu, detekce obličeje, významné body v obličeji, hranice obličeje
Keywords
detection of direction of look, face detection, keypoints in face, face boundary
Citace
Miloš Caha: Určení směru pohledu diplomová práce, Brno, FIT VUT v Brně, 2010
Určení směru pohledu
Prohlášení
Prohlašuji, že jsem tuto diplomovou práci vypracoval samostatně pod vedením Ing. Michala Španěla.
Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.
……………………
Miloš Caha
24.5.2010
Poděkování
Děkuji vedoucímu diplomové práce Ing. Michalu Španělovi za podmětné rady, pedagogickou a
odbornou pomoc při zpracovávání této práce.
© Miloš Caha, 2010
Tato  práce  vznikla  jako  školní  dílo  na  Vysokém učení  technickém v Brně,  Fakultě  informačních 
technologií.  Práce je chráněna autorským zákonem a její  užití  bez udělení  oprávnění  autorem je  
nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod...................................................................................................................................................2
2 Přehled některých metod pro určení směru pohledu...........................................................................3
2.1 Metody sledující pohyb zorniček................................................................................................3
2.2 Metody založené na detekci pohybu celé hlavy..........................................................................5
3 Teoretický rozbor použitých metod a algoritmů.................................................................................7
3.1 Detektory objektů........................................................................................................................7
3.2 Barevné modely pro detekci kůže...............................................................................................9
3.3 Detekce významných bodů.......................................................................................................13
3.4 Algoritmy pro filtraci měření....................................................................................................17
4 Návrh řešení.....................................................................................................................................21
4.1 Detekce obličeje........................................................................................................................22
4.2 Detekce očí, úst a nosu..............................................................................................................23
4.3 Vymezení hranic obličeje..........................................................................................................27
4.4 Detekce významných bodů v obličeji........................................................................................28
4.5 Konečný výpočet směru pohledu..............................................................................................30
5 Implementace...................................................................................................................................32
5.1 Detekce objektů........................................................................................................................32
5.2 Detekce kůže.............................................................................................................................34
5.3 Nalezení a zpracování významných bodů.................................................................................37
5.4 Spojení výsledků druhé a čtvrté vrstvy......................................................................................38
6 Výsledky měření a experimentů.......................................................................................................40
6.1 Vliv vzhledu obličeje na přesnost..............................................................................................40
6.2 Závislost přesnosti na osvětlení.................................................................................................43
6.3 Výsledky měření přesnosti........................................................................................................45
7 Závěr................................................................................................................................................47
 Literatura............................................................................................................................................48
 Seznam příloh.....................................................................................................................................50
1
1 Úvod
Určování směru pohledu v počítačovém vidění je v poslední době silně se rozvíjející oblast. Existuje 
celá řada algoritmů pro určení  směru  pohledu,  jsou založeny na různých principech,  od pouhého 
rozpoznání několika základních poloh po velice sofistikované systémy,  které počítají s libovolným 
náklonem hlavy a zároveň určí i pozici zorniček.
Tato práce navazuje na bakalářskou práci s tématem Ovládání počítače pohledem [1], jejímž 
výsledkem byla aplikace umožňující posun textu nahoru a dolu pomocí pohybu hlavy. Původní návrh 
této  práce  se  neukázal  jako  příliš  kvalitní  řešení,  což  zavinila  zejména  detekce  nosu  pomocí 
Gáborových filtrů.  Proto  jsem se  rozhodl  v  této  práci  vytvořit  algoritmus,  který by byl  schopen 
odhadnout směr pohledu na základě jiných informací získatelných z obličeje. Jde hlavně o významné 
body detekovatelné pomocí metody SURF. Celý systém je ještě rozšířen o kalibrační snímky, které 
umožní jednoduchou detekci pro různé osoby a navíc zvýší přesnost.
Celá práce je rozdělena do několika kapitol, ty se postupně zabývají jednotlivými bloky celého 
systému nejen z teoretické stránky, ale je zde popsána i praktická realizace včetně výsledků, kterých 
se podařilo dosáhnout při testování.
Druhá kapitola se zabývá metodami pro detekci směru pohledu, jež se už v praxi používají 
nebo jsou zajímavé z hlediska svého principu.
Teoretický popis metod a algoritmů, které jsem se rozhodl použít ve své práci, je předmětem 
třetí kapitoly. Ta je rozdělena do čtyř částí, které postupně popisují oblasti, jako jsou detektor objektů, 
barevné modely pro detekci kůže, detekce významných bodů a filtrace naměřených dat. 
Ve čtvrté kapitole je popsán teoretický návrh celého systému. První část této kapitoly se zabývá 
uspořádáním jednotlivých částí systému. Ve zbytku kapitoly jsou pak tyto moduly popsány z hlediska 
jejich funkce a propojení. Kapitola také obsahuje vysvětlení některých problémů, se kterými by se 
mohly jednotlivé metody potýkat, a zároveň je u většiny navrhnuto řešení.
Předposlední  kapitola  je  zaměřena  na  implementaci  celého  systému.  Kromě  popisu 
jednotlivých vrstev jsou zde popsány i algoritmy pro zrychlení a zpřesnění výpočtu.
Poslední kapitola se zabývá testováním a experimenty výsledného programu, obsahuje popis 
prostředí  pro  testování  a  výsledky,  kterých  se  podařilo  v  tomto  prostředí  dosáhnout  za  různých 
podmínek.
Tato práce navazuje na semestrální  projekt,  jehož hlavním cílem bylo seznámit  se základy 
zpracování obrazu se zaměřením na určení směru pohledu. Dále zde bylo úkolem prostudovat už 
existující  metody a navrhnout  systém,  který by umožňoval  určit  směr  pohledu.  Ze semestrálního 
projektu byly pro účely této práce převzaty a dále dopracovány kapitoly 2, 3 a 4.
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2 Přehled některých metod pro určení 
směru pohledu
Metod pro  určení  směru  pohledu existuje  celá  řada  od  těch  velmi  jednoduchých,  které  dokážou 
rozlišit pouze několik základních stavů, až po velice sofistikované systémy. Převážně můžeme mluvit 
o algoritmech,  které  detekují  směr  pohledu díky sledování  pohybu  zorniček nebo se  zaměřují  na 
pohyb  celé  hlavy.  V takovém  případě  se  u  sledované  osoby  předpokládá  strnulý  pohled  vpřed, 
případně  neurčujeme  přesný  směr  pohledu,  ale  oblast,  do  které  se  sledovaná  osoba  s největší 
pravděpodobností  dívá.  V takovém případě využíváme toho,  že při  změně směru pohledu člověk 
podvědomě pohne hlavou výrazněji  než zorničkami.  Nebo můžeme o této skutečnosti  sledovanou 
osobu informovat tak, aby svými pohyby algoritmu napomáhala k přesnější detekci.
Jak již bylo řečeno, existují i velice sofistikované systémy, které dokážou určit velice přesně 
směr pohledu. Podstatná část z nich dosahuje přesného určení směru pohledu díky kombinaci obou 
zmiňovaných  typů  detekce.  Způsob  propojení  obou  metod  je  poměrně  jednoduchý.  Jedním 
algoritmem  vypočteme  natočení  hlavy,  druhým  pak  směr  pohledu  zorniček  vztažený  k obličeji. 
Výsledkem jsou dva vektory, které spojíme do jednoho výsledného tak, že je sečteme.
V této kapitole se pokusím velmi stručně nastínit princip funkce několika různých technologií, 
založených buď na sledování pohybu zorniček nebo celé hlavy. Pro popis jsem se snažil vybrat ty 
metody,  které jsou určitým způsobem zajímavé z hlediska použitých algoritmů, jejich využití nebo 
výsledků jež dosahují.   
2.1 Metody sledující pohyb zorniček
Metody  založené  na  zpracování  polohy  zorniček  často  využívají  kamery,  nějakým  způsobem 
připevněné k hlavě, tak aby podstatnou část jejich záběru tvořilo oko. Výhodou tohoto přístupu je, že 
odpadá detekce oka, protože se jeho poloha při  pohybu celé hlavy nemění.  Tento postup používá 
například zařízení I4Control.
Použití staticky umístěné kamery je samozřejmě také možné, ale musíme si uvědomit, že větší 
vzdálenost od hlavy zpravidla vyžaduje vyšší rozlišení kamery.  Navíc vlivem pohybu hlavy může 
docházet ke změně polohy oka mezi jednotlivými snímky. Příklad zařízení pracujícího na podobném 
principu je uveden v druhé části této podkapitoly.
I4Control
Zařízení I4Control bylo vyvinuto na katedře kybernetiky fakulty elektrotechnické Českého vysokého 
učení technického v Praze týmem Marcely Fejtové a je primárně určeno pro pomoc handicapovaným 
občanům při ovládání počítače. Nejvíce informací o tomto zařízení se mi podařilo najít  přímo na 
stránkách projektu I4Control [2], odkud také čerpá tato kapitola.
Celý systém se skládá ze tří částí. Základem zařízení je malá kamerka připevněná na obroučky 
brýlí, jejímž úkolem je snímat levé nebo pravé oko1 z bezprostřední blízkosti. Zmíněné upevnění bylo 
voleno zejména kvůli zajištění nezávislosti na pohybu hlavy. Při výběru kamery kladli autoři projektu 
1 Standardně je systém určen pro detekci na pravém oku, autoři ale uvádí, že ho je možné dodatečně upravit 
i pro levé oko
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důraz  na  velikost  a  cenu.  Na  základě  několika  experimentů  pak  zvolili  černobílou  PAL kameru 
s rozlišením 208 x 156 bodů.
Výstup této kamery je zpracován v další části zařízení, kterou je řídící jednotka. Jejím úkolem 
je  digitalizace  signálu  z  kamery  a  následná  detekce  zorničky.  Konkrétní  metodu  detekce  autoři 
neuvádějí  (je  zde  pouze  zmínka  o  klasických metodách  filtrace).  Výstupem řídící  jednotky není 
informace o pozici na monitoru, do které se uživatel dívá, ale směr kterým se má myš pohybovat 
(změna polohy [∆x, ∆y]). Před určením směru pohledu je nutné provést kalibraci. Při ní se zaznamená 
pozice zorničky v klidovém stavu. Výsledný směr pohledu je pak získán porovnáním aktuální polohy 
s  polohou  definovanou  při  kalibraci.  Pokud  poloha  zorničky  překročí  definovaný  práh,  dojde 
k pohybu myši patřičným směrem. Zařízení také podporuje kliknutí myší,  které se provádí pomocí 
zavření oka na požadovanou dobu, tím autoři odstranili problém náhodného, nechtěného mrknutí.
Poslední  částí  zařízení  je  počítač,  ke  kterému  je  připojena  řídící  jednotka.  Propojení  je 
realizováno pomocí  rozhraní  USB a zařízení  se  tváří  jako myš.  V ovládaném počítači  pak bývá 
zpravidla  nainstalován  software  od  výrobce,  který  umožňuje  psaní  a  další  funkce  pro  ovládání 
počítače. 
A Precise Eye-Gaze Detection and Tracking System
Jde o zařízení, které bylo vyvinuto na Madridské Polytechnické Univerzitě, viz [3]. K určení směru 
pohledu využívá tři kamery. Dvě s menším rozlišením slouží pro lokalizaci očí, třetí kamera s větším 
rozlišením pak v oblasti oka hledá zorničku. Celý systém pracuje v infračerveném spektru. K tomuto 
účelu jsou zde také speciální osvětlovací panely.
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Obrázek 2.1: Schéma zapojení systému I4Control, přepracováno z [2]
Obrázek 2.2: Ukázka popisovaného zařízení, převzato z [3]
Osvětlovací  panely  netvoří  jenom  funkci  osvětlení  v  infračerveném  spektru,  ale  velice 
důležitou  část  pro  určení  směru  pohledu.  Tyto  panely  vytváří  krátké  záblesky,  které  jsou 
synchronizovány se snímáním kamery. Díky svému rozmístění a tvaru světelného obrazce, vytvářejí 
na  oku  čtyři  odlesky.  Jejich  pozice  se  v  kombinaci  středem zorničky používá  k  výpočtu  směru 
pohledu.
Lokalizace zorničky probíhá pomocí postupného prahování oblasti oka, kde se hledá nejtmavší 
oblast.  Poté  se  vypočte  střed  této  oblasti  a  následně  se  hledá  její  okraj.  U tohoto okraje  se  pak 
kontroluje, jestli se jedná o kruhovou oblast, pokud ne, je detekce označená jako chybná.
Celý systém pracuje s rozlišením snímku 768 x 576 pixelů. Pro zpřesnění výpočtu je použito 
sub-pixelové určení polohy hledaných bodů. Pracovní rozsah celého zařízení je ±45°.
2.2 Metody založené na detekci pohybu celé hlavy
Metody sledující pohyb celé hlavy jsou často založené na antropometrickém modelu hlavy. Z něho je 
možné získat spoustu informací o typických poměrech vzdáleností jednotlivých částí obličeje. Pokud 
pak zvolíme vhodné body pro výpočet směru pohledu a správně navrhneme výpočet, můžeme určit 
směr pohledu pouze z jednoho snímku, tzn. bez provedení kalibrace.
Tohoto principu využívá například systém Izraelský projekt [4]. Zde autoři využívají pro určení 
směru pohledu pouze tři základní body a to levé a pravé oko a střed mezi nosními dírkami. K tomuto 
účelu musely umístit kameru výrazně pod úroveň obličeje, aby zajistili jejich dobrou viditelnost.
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Obrázek 2.3: Střed a okraj zorničky vlevo a výsledná pozice středu zorničky a čtyř  
odlesků vpravo, převzato z [3]
Obrázek 2.4: vlevo - umístění kamery, vpravo - detekované oblasti, převzato z [4]
Pro výpočet směru pohledu využívají autoři následující tři vztahy, přičemž pro výpočet směru 
pohledu jsou použity zejména první dva. Poslední vztah je použit pro výpočet vzdálenosti od kamery.
d A ,C =d B ,C  (2.1)
d A , B=1.0833 d  A , C  (2.2)
d A , B=6.5cm (2.3)
Systém  je  podle  autorů,  i  přes  to,  že  obsahuje  konstantní  poměry  vzdáleností,  velice 
univerzální. Podle testů se ukázalo, že je použitelný v celém spektru obličejů a dokonce dosahuje 
kvalitních výsledků. Ukázka výstupu tohoto algoritmu je na následujícím obrázku.
Další možností je tzv. 3D rozpoznávání obličeje, k tomuto účelu se využívá několika technik, 
jako jsou 3D detektor vzdálenosti nebo dvě kamery, které vytvářejí tzv. stereo snímek. Z těchto 3D 
dat už není takový problém zjistit směr pohledu. V případě video sekvence je ještě další možnost a to 
rozpoznávat  3D obraz  ze  série  snímků.  Je  zde  ale  problém,  že  musíme  určit  transformace  mezi 
jednotlivými snímky. Tohoto principu využívá Portugalský systém 3D face recognition from multiple 
images viz[5].
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Obrázek 2.5: Ukázka detektoru směru pohledu, převzato z [4]
3 Teoretický rozbor použitých metod 
a algoritmů
V této kapitole popíši základní algoritmy a metody,  které jsem použil pro získání potřebných dat 
k výpočtu  směru  pohledu.  Dále  také  vysvětlím,  proč  jsem zvolil  danou  metodu  a  jaké  jsou  její 
přednosti  či  nedostatky oproti  jiným metodám.  Konkrétní  zařazení  jednotlivých metod  do celého 
procesu detekce pak bude detailněji popsáno v kapitole 4. Některé algoritmy bylo potřeba poupravit 
a v této  kapitole  bude  tato  úprava  mírně  nastíněna,  ale  detailněji  bude  popsána  v  kapitole 
Implementace.  
3.1 Detektory objektů
Jedním z problémů, kterým se zabývá tato práce, je hledání významných bodů v obličeji. K tomuto 
účelu je vhodné znát umístění a velikost obličejů nacházejících se ve zpracovávaném videu a tím si 
výrazně zmenšit zpracovávanou oblast. Typickým zástupcem algoritmu poskytujícího tyto informace 
je  detektor  objektů  “natrénovaný“  na  hledání  obličejů.  Velice  známý  a  rozšířený  je  například 
algoritmus AdaBoost,  ten ale v této práci  používat  nebudu.  Rozhodl  jsem se pro jemu podobný: 
Viola-Jones, který je obsažen v knihovně OpenCV. 
Jednotlivé vlastnosti a popis funkce použitého detektoru jsou popsány např. v knize [15]. Já 
jsem z ní vybral ty informace, které jsem považoval za přínosné pro účely této práce. Podstatný rozdíl 
mezi  algoritmem Viola-Jones  a  již  zmiňovaným AdaBoost  je  v  systému  propojení  klasifikátorů. 
Tento detektor používá klasifikátory uspořádané do kaskády, která postupně odmítá jednotlivé oblasti 
bez hledaného objektu. Výhoda tohoto řešení spočívá v rychlosti detekce. Kaskáda je totiž nejčastěji 
sestavena tak, aby se většina (70 - 80%) oblastí zamítla už v prvním nebo druhém uzlu. 
Tento postup sice vytváří  rychlou detekci,  na druhou stranu ale klade na klasifikátory další 
požadavky. Musíme si totiž uvědomit, že oblast je označena jako přijatá (obsahující hledaný objekt) 
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Obrázek 3.1: Princip použití kaskády klasifikátorů v 
detektoru Viola-Jones, převzato z [15]
až, když projde celou kaskádou (celou větví, která v každém uzlu označí oblast za správnou). To 
znamená,  že  jednotlivé  uzly kaskády musí  mít  co nejvyšší  míru  správného přijetí.  V praxi  je  to 
většinou tak, že uzel přijímá 99,9%  oblastí, které obsahují hledaný objekt, ale příjme i 50% oblastí, 
které tento objekt neobsahují. Tento nedostatek není až tak závažný, jak by se na první pohled mohlo 
zdát.  Musíme si  uvědomit,  že používáme kaskádu klasifikátorů,  která postupně odmítá jednotlivé 
oblasti.  Uvažujme  tedy modelový  příklad,  kdy máme  kaskádu obsahující  20  uzlů  se  zmíněnými 
vlastnostmi. Celá kaskáda pak bude korektně přijímat 0.99920 ≈ 98% oblastí obsahujících hledaný 
objekt, což je nepatrný pokles oproti hodnotě, které dosahoval jeden uzel. V případě chybně přijatých 
oblastí je situace jiná zde hodnota klesne na 0.520 ≈ 0.0001%.
Jestliže jsem zde popisoval kaskádu klasifikátorů, měl bych také uvést, že je založena na tzv. 
Haarových vlnkách. Příklad použitých vlnek je na obrázku 3.2. Asi nejvýznamnější výhodou těchto 
vlnek je jejich použití v kombinaci s integrálním obrázkem. Díky tomu můžeme vypočítat odezvu 
jednotlivých filtrů ve velice krátkém čase, ten je navíc konstantní, i když měníme velikost použité 
vlnky. Na druhou stranu z definice integrálního obrazu plynou jisté nároky na ukládání dat, obzvlášť 
se to týká obrázků s velkým rozlišením, kde získáváme velmi vysoké hodnoty součtů v jednotlivých 
směrech.
Vlastnosti detektoru
Tento typ detektoru je teoreticky použitelný na hledání libovolných objektů, nejlépe však funguje na 
oblastech,  které nepodléhají  velké změně  a tvoří  uzavřenou oblast  bez složitého větvení.  Do této 
kategorie spadá i obličej, oči a ústa. V případě obličeje je ještě nutné uvést poznámku, že detekce je 
kvalitní pouze u přímého pohledu na obličej. Při bočním pohledu je už situace složitější, protože tvar 
hlavy z profilu je více členitý a při detekci do oblasti obličeje spadají i malé kousky pozadí. Tuto 
situaci musíme řešit buď tím, že upravíme detekci nebo při učení použijeme více zdrojových snímků 
tak, aby se detektor naučil hledat obličej na různém pozadí. Podobná situace je například u objektů, 
jejichž hranice a vzhled se v rámci třídy značně liší, typickým příkladem takového objektu je třeba 
šálek kávy.
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Obrázek 3.2: Ukázka Haarových vlnek používaných v 
detektoru Viola-Jones, převzato z [15]
3.2 Barevné modely pro detekci kůže
Pro detekci kůže je teoreticky možné použít libovolný barevný model. Samozřejmě jsou vhodnější, ty 
které jsou pro tento účel optimalizované nejčastěji tak, že obsahují složku odpovídající odstínu barvy. 
Typickým představitelem této skupiny jsou modely HSL a HSV. Použití barevných modelů jako je 
například RGB a jemu podobné není příliš vhodné2, většinou je nutné tyto modely mírně upravit nebo 
doplnit  o speciální algoritmus pro zpracování. V této kapitole se pokusím stručně popsat barevný 
model CIECAM, který jsem se rozhodl ve své práci využít pro detekci hranic obličeje. Pro úplnost 
ještě popíši modely HSL a YCbCr, které by byly pro tento účel také použitelné.
3.2.1 Barevný model CIECAM
Barevný model CIECAM je jeden z modelů, který je založen na tzv. podobnosti barev. Vznikl na 
základě velkého počtu měření a experimentů. Verze, kterou budu v této práci používat, nese označení 
CIECAM02. Vznikla v roce 2004 jako revize staršího barevného modelu CIECAM 97. Protože je 
problematika tohoto modelu příliš rozsáhlá, popíšu zde pouze nezbytně nutné základy pro pochopení 
jeho  použití  v  této  práci.  Většina  informací  v  této  podkapitole  čerpá  z  článku  [6],  detailnější 
informace o tomto modelu je možné najít v [7][8].
CIECAM je poměrně složitý model, díky tomu také potřebuje adekvátní nastavení, k tomu slouží celá 
řada konstant, které určují parametry, jako jsou intenzita osvětlení, vyvážení bílé apod. Předtím, než 
začneme převádět do tohoto modelu, je nutné tyto konstanty nadefinovat. Hodnoty F (the degree of 
adaptation)3,  c (the  impact  of  background),  Nc (the  chromatic  induction  factor)  jsou  závislé  na 
osvětlení  prostředí  a  určíme  je  podle  tabulky  3.1.  Pokud  nám  nevyhovují  hodnoty,  které  jsou 
v uvedené  tabulce,  můžeme  pomocí  lineární  interpolace  sousedních  hodnot  vypočítat  adekvátní 
alternativu.
FL (the  luminance  level  adaptation  factor)  vypočteme  ze  vzorců  (3.1)  a  (3.2),  kde 
LA (the photopic luminance of the adapting field) je jedna z významnějších konstant, odvíjí se od ní 
nejen FL, ale i další parametry. Její hodnota určuje stupeň osvětlení a udává se v cd/m2.
k= 1
5LA1 (3.1)
2 Tímto samozřejmě nechci tvrdit, že tyto modely použít nelze nebo, že se nepoužívají.
3 Názvy jednotlivých parametrů jsem ponechal v anglickém jazyce, protože překlad by mohl zkreslit jejich 
význam
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Tabulka 3.1: Závislost konstant F, c, Nc na osvětlení prostředí
Osvětlení prostředí F c Nc
průměrné 1.0 0.69 1.0
tlumené, nejasné 0.9 0.59 0.95
tmavé 0.8 5.25 0.8
F L=0.2k
4 LA 0.1 1−k 4 
2
5LA
1
3 (3.2)
n=
Y b
Y w
N bb=N cb=0.725 1n
0.2
z=1.48n (3.3)
Chromatická adaptace
Máme li vypočtené všechny potřebné parametry, můžeme začít se samotným výpočtem převodu. Ten 
začíná takzvanou chromatickou adaptací, jejím prvním krokem je převod z barevného modelu XYZ 
na RBG4 za pomocí matice MCAT02 (3.4).
[RGB]=[ 0,7328 0,4296 −0,1624−0,7036 1,6976 0,00610,0030 0,0136 0,9834 ][XYZ ]=M CAT02[XYZ ] (3.4)
Dalším krokem je samotná chromatická adaptace, k jejímu výpočtu potřebujeme znát stupeň 
adaptace D. Jeho výpočet je uveden ve vzorci (3.5), na obrázku 3.3 je pak znázorněna závislost na 
hodnotě LA pro jednotlivé stupně osvětlení tak, jak byly popsány v tabulce 3.1. Výsledná hodnota je 
definována v rozsahu 0 (bez adaptace) až 1 (úplná adaptace) v praxi její hodnota neklesá pod 0.65. 
Výpočet  je  závislý  na  hodnotách  F a  LA,  F  zvolíme  podle  osvětlení  prostředí  z  tabulky  3.1,  LA 
nejčastěji volíme jako konstantu odpovídající podmínkám, ve kterých bude systém provozován.  
D=F [1− 13.6e
−LA−42
92 ] (3.5)
4 Nejde o barevný prostor RGB tak, jak ho známe, ale o jeho verzi definovanou CIE. V některých pramenech 
se místo názvu RGB používá LMS viz [9]
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Obrázek 3.3: Stupeň adaptace v závislosti na osvětlení, převzato z [6]
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Známe-li  tedy  stupeň  adaptace  D, můžeme  pokračovat  v  dalším  výpočtu.  Tím  získáme 
z barevného  prostoru  RGB  prostor  označovaný  jako  RCGCBC.  Pro  tento  účel  můžeme  použít 
vzorec (3.6).  Hodnoty  Gc a  BC vypočteme  stejně  jako  RC,  ale  použijeme  jiné  barvy.  Proměnné 
s indexem w označují informace o bílé barvě. Díky tomu, že v rovnici používáme poměr Yw a Rw, je 
výpočet nezávislý na jasu bílé barvy.
RC=[Y w DRw 1−D ]R (3.6)
Posledním krokem adaptace je převod do Hunt-Pointer-Estevezova prostoru. K tomuto účelu 
použijeme matici MH (3.8), ta ale pracuje s barevným modelem XYZ, takže ještě před jejím použitím 
musíme současný barevný prostor RCGCBC transformovat pomocí inverzní matice MCAT02-1.
[R'G 'B' ]=M H M CAT02−1=[RCGCBC ] (3.7)
M H=[ 0.390 0.690 −0.077−0.230 1.183 0.0460.000 0.000 1.000 ] M CAT02−1=[ 1.096 −0.279 0.1830.454 0.474 0.072−0.010 0.006 1.015] (3.8)
Posledním krokem před výpočtem konečných hodnot jednotlivých kanálů barevného modelu 
CIECAM je komprese nelineární odezvy. K jejímu výpočtu budeme potřebovat hodnotu  FL, kterou 
jsme si vypočítali pomocí vzorce (3.2). Uvedený vzorec (3.9) je pro výpočet červené složky, modrou 
a zelenou složku vypočteme podobně jako v případě (3.6)
R ' a=
400 F L R '100 
0.42
[27.13 F L R'100 
0.42]
0.1 (3.9)
Výpočet konečných hodnot
Před  samotným  výpočtem  finálních  hodnot  barevného  modelu  si  nejdříve  vypočteme  pomocné 
hodnoty a (odezva červené a zelené), b (odezva žluté a modré) a t.
a=R ' a −
12
11
G ' a 
1
11
B ' a (3.10)
b=1
9 R' a G ' a −2B ' a  (3.11)
t= e
a2b2 
1
2
R' a G ' a 
21
20
B ' a
(3.12)
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První  hodnotou,  kterou  budu ve  velké  míře  používat  je  barevný tón  H,  k  jejímu  výpočtu 
použijeme  vzorec (3.15),  hodnoty nutné pro jeho výpočet  určíme  z  následujících čtyř  unikátních 
odstínů:
• Červená: h = 20.14°, e = 0.8, H = 0 nebo 400
• Žlutá: h = 90.0°, e = 0.7, H = 100
• Zelená: h = 164.25°, e = 1.0, H = 200
• Modrá: h = 237.53°, e = 1.2, H = 300
Výběr barev pro výpočet  H se určuje podle hodnoty  h,  kterou vypočteme z rovnice (3.13). 
Interpolace excentricity e se vypočítá pomocí vzorce (3.14). 
h=tan−1 ab  (3.13)
e=N c N cb
12500
13 [3.8cos 180 h2] (3.14)
H=H i
100
h−h1 
e1
h−h1 
e1

h2−h
e2
(3.15)
Poslední  dvě  hodnoty  jsou  J (světlost  –  jde  o  relativní  hodnotu  světla  vůči  bílé  barvě) 
a s (saturace – relativní sytost barvy vztažená k jasu daného objektu) vypočítáme podle rovnic (3.17) 
a (3.18) k jejich výpočtu budeme ještě potřebovat znát hodnotu achromatické odezvy (3.16).
A=[2R ' a G ' a  120 B ' a−0.305]N bb (3.16)
J=100 AAw
cz
(3.17)
s=100 t 0.9 J100 1.64−0.29n 0.73 F L0.254c  J100 Aw4 F L0.25 (3.18)
3.2.2 Některé další používané modely pro detekci kůže
I přesto, že budu v této práci používat pouze barevný model CIECAM uvedu zde i příklad dalších 
barevných modelů, které jsou použitelné v detekci kůže nebo jiných částí obličeje.
Tím  prvním  je  YCbCr,  který  je  v  této  oblasti  často  používaný  díky  svým  schopnostem 
detekovat nejen kůži, ale i další části jako jsou oči a ústa. Pro detekci kůže můžeme použít prahování 
jednotlivých  kanálů.  Pokud  chceme  dosáhnout  lepších  výsledků,  můžeme  použít  mapování 
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jednotlivých hodnot tohoto modelu do tabulky informující o pravděpodobnosti, že zkoumaná barva je 
barvou kůže. Pro detekci očí a úst je možné použít  lokalizaci “děr“ v detekci kůže. Kvalitnějších 
výsledků  ale  dosáhneme,  pokud  provedeme  nad  jednotlivými  barevnými  složkami  matematické 
operace, které ve výsledku vytvoří model s vysokou odezvou v oblasti očí nebo úst. Konkrétní postup 
výpočtu úpravy tohoto  modelu  tak,  jak se  používá například  v  biometrických systémech  [10]  je 
uveden na následujících obrázcích: 
Barevný model HSL zde uvádím pouze jako příklad jednoduchého modelu5. Jeho použitelnost 
pro detekci kůže je podstatně nižší,  než jak je tomu v případě barevného modelu CIECAM nebo 
YCbCr. Je to logické, protože tento model nebyl pro tyto účely vyvíjen. Jeho barevný prostor má jiné 
rozložení, ale co je podstatnější, přechod mezi oblastmi, které reprezentují kůži a ostatní barvy není 
tak ostrý jako třeba u modelu CIECAM.
3.3 Detekce významných bodů
Pro detekci významných bodů jsem si vybral algoritmus SURF (Speed Up Robust Features). Jedná se 
po poměrně nový algoritmus. Poprvé ho představil v roce 2006 se svým kolektivem Herbert Bay. Já 
jsem pro vytvoření této kapitoly použil informace z revize, která byla zveřejněna v roce 2008[12]. 
Základní  princip je inspirován algoritmem SIFT, ale byl  zde kladen důraz na vylepšení  v oblasti 
rychlosti.
Celou detekci je možné rozdělit do tří hlavních kroků. V první fázi se hledá pozice jednotlivých 
významných bodů. Dalším krokem je popsání nalezených bodů pomocí tzv. deskriptorů. Tento krok 
musí mít jednou důležitou vlastnost a tou je opakovatelnost. To znamená, že popis významného bodu 
by měl být co nejméně závislý na deformaci obrazu, šumu apod. Posledním krokem je vytvoření párů 
významných bodů ve dvou snímcích. K tomu slouží deskriptory vypočítané v předchozím kroku.
5 Jednoduchého z hlediska převodu z barevného modelu RGB ve kterém je snímán obraz kamerou.
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Obrázek 3.4: Použití barevného modelu YCbCr pro detekci očí (vlevo) a úst (vpravo),  
převzato z [10]
3.3.1 Lokalizace významných bodů
Pro detekci významných bodů se používá tzv. Hessiánů, což jsou derivace Hessových matic. Pro bod 
v obraze definovaný jako X = x , y  můžeme Hessián H  X ,  vypočítat následovně:
H  X , =[Lxx  X ,  Lxy  X , L yx  X ,  Lyy  X , ] (3.19)
Kde σ je měřítko a Lxx  X ,  je konvoluce druhé derivace Gaussovy funkce 
2
 x2
g  
Použití Gaussových jader není příliš vhodné z hlediska rychlosti  výpočtu, protože musíme počítat 
dvourozměrnou  konvoluci,  která  je  výpočetně  náročná.  Navíc  se  doba  potřebná  pro  výpočet  při 
zvětšování jádra velmi prudce zvyšuje.  V algoritmu SURF jsou tedy tyto jádra nahrazeny jinými, 
které mají obdélníkový průběh funkce. Díky tomu je možné použít integrální obraz a dobu výpočtu 
tak  radikálně  snížit.  Místo  velkého  množství  násobení  a  sčítání,  které  je  potřebné  pro  výpočet 
konvoluce6, potřebujeme  čtyři7 operace  pro  jednu  obdélníkovou  oblast  jádra.  Na  obrázku  3.5 je 
ukázka konvolučních jader o velikosti 9x9, která odpovídá zvětšení σ = 1.2. Toto zvětšení je zároveň 
nejnižším, se kterým se v algoritmu SURF standardně pracuje.
Aproximace Gaussových jader nám kromě výhody v podobě výrazného zrychlení přináší ještě 
nevýhodu  týkající  se  snížení  přesnosti.  Tu  můžeme  částečně  kompenzovat  pomocí  následujícího 
vzorce:
det  H approx=D xx D yy−w D xy 
2 (3.20)
w=
∣Lxy 1.2∣F∣D yy 9 ∣F
∣L yy 1.2 ∣F∣D xy 9 ∣F
=0.912...≃0.9 (3.21)
6 Například pro jádro o velikosti 5x5 je to 25 násobení a 25 součtů.
7 Čtyři operace jsou nutné, pokud má oblast jádra jinou hodnotu než +1 nebo -1. V opačném případě stačí 
pouze tři, protože nemusíme násobit hodnotou oblasti.
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Obrázek 3.5: Ukázka Gaussových kernelů (vlevo) a jejich aproximované verze (vpravo) 
převzato z [12]
Invariance vůči zvětšení
Jak již bylo řečeno, hledání významných bodů musí být nezávislé na deformaci obrazu. Typickým 
příkladem je změna měřítka. Nejen z tohoto důvodu se detekce několikrát opakuje vždy s různým 
zvětšením.  V  případě  Gaussových  jader  kdy  počítáme  konvoluci,  je  nejvýhodnější  zmenšovat 
zpracovávaný snímek a jádro ponechat beze změny.  V případě algoritmu SURF je situace odlišná, 
zde totiž využíváme integrálního obrazu. Jeho zmenšování by bylo značně neefektivní, můžeme totiž 
zvětšovat aproximované jádra a to bez zvýšení počtu operací potřebných k výpočtu konvoluce. Další 
výhodou  tohoto  postupu je,  že  se  vyhneme  aliasingu,  který  by  mohl  vznikat  při  podvzorkování 
vstupního obrázku. Princip obou metod je znázorněn na následujícím obrázku:
3.3.2 Popis a porovnávání významných bodů
Známe-li pozici významného bodu, budeme ještě potřebovat jeho popis, ten vypočítáme z jeho okolí. 
Celý výpočet je pak možné pro názornost rozdělit do následujících částí:
Určení orientace
Prvním krokem při vytváření deskriptoru je určení orientace významného bodu. K tomu použijeme 
kruhové okolí bodu o poloměru 6s, kde s je zvětšení, při kterém byl významný bod nalezen. V tomto 
okolí vypočítáme odezvy Haarových vlnek ve směru x a y, jejich ukázka je na obrázku 3.7. Velikost 
použitých vlnek je 4s a jsou aplikovány s krokem délky s. Stejně jako v předchozí části i zde můžeme 
výpočet  konvoluce  zrychlit  pomocí  integrálního  obrazu.  Vzhledem  k  tomu,  že  použitá  jádra 
Haarových vlnek obsahují pouze hodnoty -1 a +1, stačí nám pro výpočet odezvy jednoho jádra šest 
operací.
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Obrázek 3.6: Rozdíl mezi zmenšováním obrázku (vlevo) a zvětšováním 
jádra v kombinaci s integrálním obrazem (vpravo), převzato z [12]
Obrázek 3.7: Haarovy vlnky použité pro výpočet odezvy ve 
směru x (vlevo) a y (vpravo), přepracováno z [12]
Vypočtené odezvy Haarových vlnek poté váhujeme Gaussovou funkcí se středem v klíčovém 
bodě a  směrodatnou odchylkou  σ  = 28. Výsledek,  který je  v  souřadném systému  xy procházíme 
pomocí  výseče o velikosti 3
9,  kterou postupně rotujeme o 360°. V této výseči vždy spočítáme 
sumu odezvy Haarových vlnek,  jejímž  výsledkem je  vektor.  Orientace významného bodu je  pak 
učena  nejdelším z  těchto  vektorů.  V případě,  že  nepředpokládáme  žádné  natočení  nebo  je  jeho 
hodnota nižší než ± 15°, můžeme použít algoritmus U-SURF. Zde je tento krok vynechán, čímž se 
samozřejmě rychlost výpočtu značně zvýší. 
Sestavení deskriptoru
Sestavení deskriptoru začneme tím, že si kolem každého z nalezených bodů vymezíme čtvercovou 
oblast  o  velikosti  20s. Její  natočení  určíme  podle  orientace  významného  bodu,  kterou  jsme  si 
vypočetli v předchozím kroku. Dalším krokem je rozdělení tohoto čtverce na 4x4 podoblastí. V každé 
z  těchto podoblastí  rovnoměrně  rozmístíme  5x5 vzorků,  které  použijeme pro výpočet  odezvy na 
Haarovy vlnky. Použité Haarovy vlnky mají velikost 2s a počítají odezvu ve směru x a y. Tento směr 
však neodpovídá původnímu souřadnému systému  obrázku,  ale  jde  o souřadný systém čtvercové 
oblasti,  ve  které  počítáme,  to  znamená,  že  je  natočený  podle  orientace  významného  bodu.  Pro 
zlepšení odolnosti proti geometrickým deformacím a chybám lokalizace je použito váhování odezvy 
dx a dy pomocí Gaussiánu (σ = 3.3) se středem ve významném bodě. 
Takto upravené odezvy Haarových vlnek v každé podoblasti sečteme, přičemž nesčítáme pouze 
hodnoty  dx a  dy ale  i  jejich  absolutní  hodnoty.  V  každé  podoblasti  tak  získáme  čtyřrozměrný 
deskriptor  v=∑ d x ,∑ d y ,∑∣d x∣,∑∣d y∣ ,  ukázka  některých  přechodů,  které  se  mohou 
vyskytovat v jednotlivých podoblastech je znázorněna na obrázku 3.9. Těchto podoblastí je pro každý 
významný bod 16, takže ve výsledku dostáváme 64rozměrný deskriptor pro každý významný bod. 
8 Podle [11] (2006) je směrodatná odchylka 2.5, revize z roku 2008 už uvádí hodnotu 2.
9 Tato velikost byla zvolena experimentálně, tak aby byl výsledek co nejstabilnější.
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Obrázek 3.8: Určení orientace významného bodu, převzato z [12]
Porovnání významných bodů
Při  hledání  párů  významných  bodů  použijeme  poměrně  jednoduché  porovnání  deskriptorů.  Pro 
zrychlení  tohoto  přiřazování  obsahuje  SURF  deskriptor  další  významnou  informaci  a  tou  je 
znaménko  Laplaciánu  (stopa  Hessovy  matice).  Jeho  hodnota  nám  určuje,  jestli  zpracováváme 
významný bod, který je tmavý a nachází se na světlém pozadí nebo naopak. Tato informace nám tedy 
zlepší porovnávací schopnosti a navíc její získání pro nás není další zátěží, protože byla vypočítána 
už v první fázi při detekci.
3.4 Algoritmy pro filtraci měření
Jelikož bude hlavní  část  algoritmu této práce postavená na měření  polohy různých částí  obličeje 
a výsledkem bude měnící se vektor směru pohledu. Bylo by vhodné tato data nějakým způsobem 
filtrovat,  protože určení  polohy je  zatíženo chybou,  která vzniká při  detekci.  Stejně tak výstupní 
hodnota obsahuje určitou chybu, která vzniká při samotném výpočtu, ale také je částečně přenesena 
ze vstupu. Eliminace této chyby by měla znatelným způsobem zpřesnit výsledek celého algoritmu. 
V této  kapitole  popíši  několik  základních  principů,  které  budu používat  pro  filtrování  v  různých 
fázích výpočtu. První dvě metody založené na výpočtu různých druhů průměru byly převzaty z [13]. 
Podkapitola zabývající se Kalmanovým filtrem čerpá z [14] a některé části byly přejaty i z [15].
3.4.1 Průměrování
Průměrování je asi nejjednodušší způsob jak eliminovat chyby měření. Jeho hlavní nevýhodou je, že 
je vhodné pouze v případě, že měříme konstantní hodnotu. Běžně se průměr počítá jako suma prvků 
dělená jejich počtem. Pokud si nechceme nebo nemůžeme pamatovat všechny naměřené hodnoty, 
můžeme průměr počítat postupně pomocí vzorce (3.22) nebo (3.23), oba vzorce jsou ekvivalentní. 
Výstup takového průměrování je pak vidět na obrázku 3.10.
yavg=
 yavg n−1 yn 
n
(3.22)
yavg= yavg
1
n  yn− yavg (3.23)
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Obrázek 3.9: Ukázka deskriptorů pro podoblasti s různým obsahem, převzato z [12]
3.4.2 Plovoucí průměr
V případě, že se hodnota mění, je předchozí postup takřka nepoužitelný. Jeho výsledkem, v případě 
že  budeme  počítat  podíl  sumy  a  počtu  naměřených  hodnot,  je  vodorovná  přímka  uprostřed 
naměřených hodnot.  Pokud budeme průměr  počítat  postupně,  bude se sice  výsledná křivka blížit 
skutečným datům, ale její hodnota bude značně nepřesná a ve většině případů nepoužitelná. 
 Jestliže  se  tedy  hodnota  pomalu  mění,  můžeme  použít  pro  průměrování  pouze  několik 
posledních hodnot. Ve výsledku tak získáme spoustu krátkých vodorovných přímek, které prokládají 
posledních k bodů. Pro výpočet plovoucího průměru můžeme použít vzorce (3.24) a (3.25), které jsou 
ekvivalentní, výsledek je pak znázorněn na obrázku 3.11. 
yavg=
 yavg⋅k− yn−k yn 
k
(3.24)
yavg= yavg
1
k  yn− yn− k  (3.25)
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Obrázek 3.10: Ukázka postupného průměrování modrá křivka demonstruje 
naměřené hodnoty červená vypočtený průměr, přepracováno z [13]
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Obrázek 3.11: Ukázka plovoucího průměru, modrá - naměřená data, červená - průměr 
posledních 10ti hodnot, zelená - průměr s exp. zapomínáním, přepracováno z [13]
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Další možností plovoucího průměru je takzvaná metoda s exponenciálním zapomínáním, kde si 
nemusíme pamatovat posledních k hodnot. Do průměru jsou započítány všechny naměřené hodnoty, 
ale  jejich váha  exponenciálně klesá,  například pro první  prvek je  to  k−1 / k n .  Pro výpočet 
průměru  s  exponenciálním  zapomínáním  můžeme  použít  vzorce  (3.26)  a  (3.27),  výsledek  je 
znázorněn na obrázku 3.11.
yavg=
 yavg⋅k− yavg yn 
k
(3.26)
yavg= yavg
1
k  yn− yavg  (3.27)
3.4.3 Kalmanův filtr
Kalmanův filtr plní významnou roli v celé řadě oblastí týkajících se zpracování signálu. Informace, 
které zde uvedu, byly získány v [14] a [15]. 
Poprvé byl tento filtr představen v roce 1960. Na rozdíl od průměrování, které jsem uvedl výše, si 
neuchovává jednotlivé informace o předchozích měřeních. Místo toho si vytvoří a postupně upravuje 
model  systému,  na základě kterého je schopen předvídat další  hodnoty a nově naměřené hodnoty 
filtrovat. Aplikace, ve které budeme Kalmanův filtr používat, musí splňovat následující předpoklady:
• Systém, který modelujeme, je lineární
• Měření je zatíženo bílým šumem
• Šum má Gaussovo rozložení
První  předpoklad  ve  skutečnosti  znamená,  že  stav  systému x∈ℜn v  čase  k můžeme 
vypočítat pomocí stavu systému v čase  k-1, který vynásobíme maticí určující přechod systému viz 
rovnice (3.28), měření z∈ℜm je pak definováno v rovnici (3.29). Další dva předpoklady týkající se 
šumu ve skutečnosti znamenají, že šum není korelován v čase a jeho amplitudu lze modelovat pomocí 
průměru  a  kovariance.  Tyto  předpoklady se  můžou  na  první  pohled zdát  pro aplikaci  jako  silně 
omezující, ale ve skutečnosti jim odpovídá velká část situací.
xk=Axk−1Buk−1w k−1 (3.28)
z k=Hx kvk (3.29)
Pro další výpočet budeme používat stav odhadnutý v čase k z předchozího kroku v čase  k-1:
xk
−∈ℜn . Dalším používaným stavem bude xk∈ℜ
n , který bude značit stav systému v čase  k, 
poté co bylo do výpočtu zahrnuto i měření zk.  K těmto dvěma stavům můžeme dále definovat chybu 
odhadu a patřičné kovarianční matice chyby:
ek
−≡ xk−xk
− P k
−=E [ek− ek−T ]
ek≡xk−xk P k=E [ ek ekT ]
(3.30)
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Závislost již zmíněných stavů xk
− a xk je definována v rovnici (3.31), stav xk získáme 
jako kombinaci stavu xk
− s váhovaným rozdílem aktuálního měření  zk a predikcí měření H xk
− . 
Váhu v tomto případě tvoří matice K, což je tzv. Kalmanův zisk nebo také zesílení. Jeho výpočet je 
uveden ve vzorci (3.32). 
xk=xk
−K zk−H xk−  (3.31)
K k=Pk
− H T H Pk− HTR
−1
(3.32)
Princip výpočtu Kalmanova filtru
Celý algoritmus Kalmanova filtru je založen na dvou hlavních krocích: predikce (aktualizace času) 
a korekce  (aktualizace  měření),  celý  princip  je  znázorněn  na  obrázku  3.12.  Úkolem predikce  je 
odhadnout předpokládaný současný stav a chybu ze stavu v předchozím kroku. Význam matic A a B 
byl definován u rovnice (3.28), matice Q je kovarianční matice chyby procesu.
Korekce pak vytváří zpětnou vazbu, ve které se do odhadnutého stavu zahrnují skutečně naměřená 
data. Skládá se ze tří částí, v první fázi se vypočte Kalmanův zisk Kk. Matice R, která se používá při 
jeho výpočtu, je kovarianční matice chyby měření. Vypočtený Kalmanův zisk se pak použije v dalším 
kroku  společně  s  poslední  naměřenou  hodnotou  zk pro  aktualizaci  současného  stavu.  Posledním 
výpočtem v korekci je aktualizace kovarianční matice chyby Pk.
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Aktualizace času (predikce)
1) Odhad následujícího stavu
xk
−=A xk−1
− Bu k−1
2) Odhad kovarianční matice chyby
P k
−=A Pk−1 A
TQ
Počáteční odhad pro xk−1
− a Pk−1
Aktualizace měření (korekce)
1) Výpočet Kalmanova zisku
K k=P k
− H T HP k− H TR 
−1
2) Aktualizace odhadu pomocí měření zk
xk=xk
−K k z k−H x k−
3) Aktualizace kovarianční matice chyby
P k= I−K k H  P k−
Obrázek 3.12: Princip výpočtu Kalmanova filtru, přpracováno z [14]
4 Návrh řešení
Vzhledem k tomu, že jsem chtěl, aby bylo možné požívat výslednou aplikaci bez nutnosti vlastnit 
a instalovat speciální hardware, rozhodl jsem se pro metodu detekce směru pohledu založenou na 
pohybu hlavy.  Díky tomu, že tato detekce není tak náročná na vstupní data, měla by pro provoz 
programu stačit pouze obyčejná webová kamera, například taková, jaká je v současné době součástí 
většiny notebooků. Vzhledem k tomu, že většina současných webových kamer je schopna snímat 
video  s  rozlišením 640x480px10,  nebyla  by  detekce  směru  pohledu  založená  na  základě  pohybu 
zorniček příliš vhodnou volbou. Jejich velikost by byla na jednotlivých snímcích v řádu jednotek či 
několika málo desítek pixelů.
Celý systém je navržen jako modulární, přičemž jednotlivé moduly svou hierarchií připomínají 
vrstvovou architekturu. Toto uspořádání jsem volil jednak kvůli přehlednému oddělení jednotlivých 
fází detekce, ale hlavně pro optimalizaci rychlosti výpočtu. Většina vrstev totiž může svůj výpočet 
provádět  v několika  módech  s různou  časovou  náročností.  V některých  případech  je  změna 
výpočetního algoritmu tak výrazná, že se modul tváří jako by nezpracovával žádná data, ale pouze 
předával svůj vstup k dalšímu zpracování. Pokud tedy budeme považovat jednotlivé moduly systému 
za vrstvy 1 až 4, výsledná aplikace bude pracovat následovně: Při prvním průběhu se aktivují všechny 
10 Toto rozlišení odpovídá 0.3Mpx kameře, ale i kamery označené jako 1.3Mpx, které jsou nyní asi 
nejrozšířenější, umožňují z velké části výstup videa pouze do rozlišení 640x480.
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Obrázek 4.1: Návrh propojení jednotlivých bloků programu
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vrstvy tak, aby si zjistily maximální množství informací. V průběhu dalšího výpočtu si pak jednotlivé 
vrstvy aktualizují svá data, přičemž se snaží minimalizovat počet potřebných operací. V případě, že 
některá z vrstev provádí pouze aktualizaci dat pomocí odhadu, musí také určit, jestli je tento odhad 
správný.  V případě,  že  dospěje  k závěru,  že  je  aktualizace  chybná,  měla  by  o  této  skutečnosti 
informovat vyšší vrstvy, které používají její výsledky k zjednodušení svého výpočtu. Podrobněji se 
budu problematikou optimalizace rychlosti jednotlivých vrstev zabývat v kapitole 5. 
Jak již bylo řečeno, systém využívá při detekci čtyři  vrstvy,  které si mezi sebe rozdělí celý 
proces pro určení směru pohledu. Pro zjednodušení budu v této práci označovat jednotlivé vrstvy 
číslem jedna až čtyři. Jejich přehled včetně stručného popisu funkce je uveden v následující tabulce:
č. vrstvy Funkce Popis
1 Detekce obličeje
Vyhledá  v celém  vstupním  snímku  obličeje 
a pokud  je  jich  víc,  vybere  z nich  ten 
nejpravděpodobnější.
2 Detekce dalších částí obličeje V oblasti, kde předpokládáme pozici obličeje, vyhledává oči, ústa a nos.
3 Vymezení hranic obličeje
Ve  výřezu  obličeje  z předchozích  vrstev 
upřesňuje pozice okrajů obličeje.
4 Nalezení významných bodů
V  oblasti,  kterou  vrací  3.  vrstva  hledá 
významné body,  jež jsou použity pro určení 
směru pohledu.
Tabulka 4.1: Přehled jednotlivých vrstev
Celý systém je znázorněn na obrázku 4.1, ze kterého je vidět jakým způsobem jsou jednotlivé 
vrstvy uspořádány a jak spolu komunikují. Dále je patrné, že průchodem přes jednotlivé vrstvy se 
postupně zjišťují  další  a  další  informace  o  obličeji.  V opačném směru  se  pohybuje  informace  o 
úspěšnosti či neúspěšnosti detekce a u některých vrstev i informace pro korekci. Druhá a čtvrtá vrstva 
pak produkují nezávislý výsledek směru pohledu.
4.1 Detekce obličeje
Jak již napovídá název kapitoly, úkolem první vrstvy je detekovat obličeje. Jejím vstupem jsou celé 
snímky pořízené kamerou. V praxi většinou nemůžeme zaručit  to,  aby snímaná scéna obsahovala 
právě jeden obličej.  Proto musíme  počítat  s tím,  že  detekce může  najít  libovolný počet  obličejů. 
V zásadě tedy můžeme problém detekce obličeje rozdělit na následující tři situace:
1. podaří se nám najít jeden obličej
Tato situace se  na  první  pohled zdá jako ideální,  ale  nemusí  tomu tak být.  Musíme brát 
v potaz,  že  může  nastat  situace,  že  nalezený obličej  není  tím,  který chceme zpracovávat. 
Tento jev se nevyskytuje příliš často, ale měli bychom s ním počítat. Příčinou vzniku je tzv. 
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“falešná“ detekce v místě, kde obličej není nebo detekce obličeje jiné osoby společně s tím, 
že správný obličej se nepodařilo nalézt.
2. výsledkem detekce není žádný obličej
Druhý případ je pro určení směru pohledu naprosto nežádoucí, protože nemůžeme pokračovat 
ve zbytku detekce. Nevíme totiž, kde máme hledat další části jako jsou oči, ústa apod. Navíc 
nevíme, jestli se nám obličej pouze nepodařilo v obraze najít nebo ve zpracovávaném snímku 
žádný není. Jediné co můžeme udělat, pokud snímek opravdu neobsahuje obličej, je přerušení 
výpočtu. Naopak pokud jde pouze o krátký výpadek v detekci, můžeme se polohu pokusit 
odhadnout.
3. nalezneme dva a více potencionálních obličejů
Poslední případ je také možné rozdělit na dvě situace podle toho, jestli se hledaný obličej 
nachází  v množině  nalezených  nebo  ne.  Pokud  se  v ní  nenachází,  je  řešení  stejné,  jako 
kdybychom nenašli žádný obličej. Jestliže však množina potencionálních obličejů obsahuje 
ten,  který hledáme,  stačí  nám ho vybrat.  Což se může  ukázat  jako problém,  protože pro 
správný výběr bychom ještě museli jednotlivé obličeje identifikovat. Systémy pro identifikaci 
lidí podle obličeje jsou dostatečně složité, aby stačily na samostatnou práci. Musel jsem tedy 
zvolit jednodušší způsob pro výběr. Nakonec jsem se rozhodl vybrat z množiny obličejů ten, 
který je předchozímu nejblíže a má přibližně stejnou velikost.
Výše popsaný postup pro zpracování množiny potencionálních obličejů je pouze návrh, který 
by fungoval pouze za ideálních podmínek, v praxi je totiž některé stavy téměř nemožné rozlišit. Jsou 
to zejména situace, kdy se rozhodujeme, jestli zpracovávaný obličej opravdu patří sledované osobě. 
Podrobnější popis řešení problémů při detekci obličeje je nad rámec této kapitoly a další pozornost 
jim bude věnována v kapitole  5.  Zde bude popsáno jak technické provedení samotné detekce tak 
konečné řešení problematiky výběru správného obličeje.
4.2 Detekce očí, úst a nosu
Detekce jednotlivých částí  obličeje  jako jsou oči,  ústa  a nos,  jsou dalším krokem,  který je nutné 
provést  k určení  směru  pohledu.  Ačkoli  by se mohlo  zdát,  že tato  problematika shodná s detekcí 
obličeje,  není  tomu tak.  Je to způsobeno jednak tím,  že jsme v předchozím kroku hledali  obličej 
a známe tedy jeho pozici a velikost. Díky tomu můžeme jednotlivé části hledat ve velmi malé oblasti, 
navíc hledáme skupinu objektů,  které musí  mít  logickou pozici11.  Dalším rozdílem oproti  detekci 
obličeje je, že jeho pozice nám nic neřekne o směru pohledu. Naopak díky poměrům vzájemných 
vzdáleností mezi očima, ústy a nosem jsme schopni rozlišit alespoň směr vychýlení v horizontální 
a vertikální rovině a částečně také velikost této výchylky.
11 Například pokud nalezneme ústa mezi nosem a očima, je jisté, že je v detekci chyba
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4.2.1 Lokalizace
Známe-li  tedy  výřez  obličeje,  můžeme  dohledat  další  oblasti.  Abychom  snížili  pravděpodobnost 
výskytu špatných reprezentantů očí, úst a nosu, omezíme oblast pro vyhledávání. A to na příklad 
následovně:  oči  budeme vyhledávat  v  horní  polovině obličeje,  ústa  ve spodní  a nos  v prostřední 
třetině  viz  obrázek  4.2.  Šířku  vyhledávací  oblasti  ponecháme  stejnou,  jakou má  obličej,  protože 
budeme počítat  i  s pohledem do stran.  A pokud bychom tuto oblast  zúžili,  mohlo  by při  větším 
otočení hlavy dojít k tomu, že hledaný objekt opustí vyznačenou oblast.
Na rozdíl od detekce obličeje můžeme při lokalizaci očí, úst a nosu, pokračovat, i když se nám 
nepodaří najít všechny části. Například pokud nám chybí pozice jednoho oka, dokážeme ji, alespoň 
přibližně dopočítat z předchozích hodnot a také z pozice ostatních částí. Detailnější popis zotavení při 
špatné detekci bude popsán v kapitole 5.
Oči, ústa a nos nejsou jediné oblasti, které můžeme v obličeji vyhledávat. Často se také sleduje 
pozice obočí, brady nebo se nepočítá se středem úst a očí, ale místo toho se volí krajní body. Využití 
těchto bodů má určitě svůj smysl. Pro detekci směru pohledu v mé práci jsou však oči, ústa a nos 
postačující.  Tyto  oblasti  jsem také volil  z  důvodu,  že  jde  o vhodný kompromis  mezi  náročností 
vyhledání  a kvalitou dosažených výsledků při  výpočtu směru  pohledu.  Navíc budu tuto techniku 
kombinovat s jiným postupem, který dokáže také samostatně určit směr pohledu.  Takže vhodnou 
kombinací by mohl vzniknout kvalitnější výsledek. Popsaná přesnost detekce pomocí pozice očí úst 
a nosu  by  se  tedy  mohla  ukázat  jako  dostačující.  Podrobněji  bude  toto  spojení  popsáno  až 
v kapitole 5. 
4.2.2 Využití pozice očí, úst a nosu pro určení směru pohledu
Známe-li tedy pozice očí, úst a nosu, můžeme pokračovat změřením vzájemných vzdáleností a z nich 
odhadnout  úhly  pro  vychýlení  hlavy.  Tento  výpočet  můžeme  opět  rozdělit,  a to  na  vertikální 
a horizontální pohyb.
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Obrázek 4.2: Oblasti pro detekci očí, úst a nosu. Červená oblast vymezuje nalezený obličej.
Určení vertikální výchylky hlavy
Pro určení výchylky v tomto směru potřebujeme znát pozici všech čtyř bodů, tzn. levého i pravého 
oka, středu úst a pozici nosu. Pokud mluvíme o pozici nosu, je pro nás podstatná jeho špička, protože 
právě její  pozice  se při  pohybu  hlavy mění  nejvíce.  U očí  a úst  už není  konkrétní  pozice středu 
objektu tak podstatná12, protože jediný významný pohyb je zaznamenáván právě u špičky nosu.
Vertikální výchylku jsme schopni určit i bez znalosti pozice nosu, problém ale nastává, pokud 
chceme určit i směr této výchylky. Tedy jestli se sledovaná osoba dívá nahoru nebo dolu. Názorně si 
to můžeme představit pomocí roviny,  na které budou vyznačeny tři body reprezentující oči a ústa. 
Pokud je rovina bez jakéhokoli vychýlení, je vzdálenost mezi ústy a očima největší. Začneme-li však 
touto rovinou otáčet nahoru nebo dolů, začne se zmíněná vzdálenost zmenšovat. Tato vzdálenost se 
zmenšuje v obou případech jak při  otáčení směrem nahoru tak i dolů,  navíc nerovnoměrně,  právě 
proto není možné rozlišit směr, což je také patrné z obrázku 4.3. Z čistě teoretického hlediska by bylo 
možné určit směr na základě změny vzdálenosti očí, která by se měla nepatrně zvětšit při pohledu 
dolů  a zmenšit  při  pohledu  nahoru.13 V takovém  případě  bychom  ale  museli  zajistit  přesnou 
konstantní  vzdálenost  hlavy  od  kamery,  případně  tuto  vzdálenost  měřit  například  pomocí  3D 
počítačového vidění. To nám může poskytnout nejen informaci o tom, jaká je vzdálenost celé hlavy 
od kamery, ale i vzdálenost jednotlivých oblastí obličeje. Při použití 3D vidění by popisovaný postup 
založený na změně vzdáleností očí, úst a nosu neměl příliš velký význam, protože získáme prostorový 
model hlavy, který je natočený.
Vraťme se, ale k použití  jedné kamery,  tentokrát však použijeme pro měření  i pozici nosu. 
V tomto případě počítáme s poměrem vzdáleností a to buď v kombinaci oči-nos a nos-ústa nebo oči-
ústa oči-nos. Možností,  které vzdálenosti  kombinovat,  je více, ale je vhodné, aby tato kombinace 
pozic pro výsledný poměr  automaticky eliminovala  vzdálenost  obličeje  od kamery.  Jinak řečeno, 
přiblížení  nebo oddálení  obličeje  by se  mělo  stejnou  mírou  promítnout  do  obou  vzdáleností,  ze 
kterých počítáme poměr.  Zvolená kombinace  vzdáleností  má  také vliv  na  průběh závislosti  mezi 
náklonem hlavy a hodnotou, kterou vypočítáme. Na obrázku 4.4 je vidět, že rozdíly mezi pohledem 
nahoru  a dolů  jsou  z hlediska  vzájemné  polohy  bodů  mnohem  výraznější,  než  jak  tomu  bylo 
v případě, kdy bychom se pokoušeli určit směr pohledu bez znalosti pozice nosu. 
12 Pokud se tedy v rámci jednotlivých snímků nemění - například v jednom průchodu je výsledkem detekce 
střed a v dalším horní nebo spodní okraj
13 Tato teorie vychází z perspektivní projekce, kde se body blíže k pozorovateli promítnou na pozorovací 
rovinu jako větší a dál od sebe a naopak.
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Obrázek 4.3: Vzájemná poloha očí a úst při pohledu nahoru a dolu. Úhel naklonění je 30°.
Určení horizontální výchylky
 Stejně jako při výpočtu vertikální výchylky je i u horizontální výchylky nejvýznamnější poloha nosu. 
Tentokrát  nebudeme počítat  poměr  vzdáleností  očí,  úst  a nosu,  ale budeme sledovat  polohu nosu 
v oblasti,  kterou si  vymezíme  buď podle  pozice  očí  nebo pomocí  hranic  obličeje.  Výhodnější  je 
samozřejmě  ta  druhá  možnost.  Problémem  oblasti  vymezené  pomocí  očí  je  to,  že  se  částečně 
pohybuje stejným směrem jako nos, což může způsobit snížení rozlišovací schopnosti této metody. 
Naopak hranice obličeje se při otáčení hlavy od nosu oddalují. Například otočí-li sledovaná osoba 
hlavou doprava, nos posune svou pozici také doprava, ale zároveň se odkryje levá tvář a to způsobí, 
že se levá hranice obličeje posune výrazně doleva. Posun pravé hrany obličeje je v této situaci oproti 
posunu levé zanedbatelný. Při pohledu doleva je celá situace obráceně, jak můžeme pozorovat na 
obrázku  4.5. Výrazněji  se tato vlastnost projeví,  pokud se nám nedaří detekovat špičku nosu, ale 
pouze celý nos.
4.2.3 Zvolený postup pro odhad směru pohledu
Pro konečný odhad směru pohledu jsem se rozhodl použít vzájemnou polohu nosu, vůči očím, ústům 
a hranicím obličeje. Výchylku v horizontálním směru vypočítám pomocí poměru x-ové pozice nosu 
a bočních hranic obličeje. Vertikální výchylku pak pomocí poměru  y-ové souřadnice nosu k pozici 
očí a úst. Přesněji je výpočet jednotlivých výstupních hodnot uveden ve vzorcích (4.1) a (4.2). Kde X 
a Y jsou x-ová respektive y-ová souřadnice nalezených částí obličeje. Indexy RE a  LE označují levé a 
pravé oko, N označuje nos a M ústa. Pozice okrajů obličeje je označena indexy L a R.
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Obrázek 4.4: Vzájemná poloha očí, úst a nosu při pohledu nahoru a dolu
Obrázek 4.5: Ukázka pohybu nosu v oblasti vymezené očima (červené čáry) a hranicemi 
obličeje (modré čáry). Špičku nosu reprezentuje zelený bod a střed nosu modrý.
 x=
 X N−X L− X R−X N 
 X R−X L
(4.1)
 y=
Y N−
Y LEY RE
2
Y M−Y N
(4.2)
4.3 Vymezení hranic obličeje
Vymezení hranic obličeje plní v této práci velice důležitou roli, protože tyto údaje se používají jak při 
určení směru pohledu pomocí pozice očí, úst a nosu tak i při detekci významných bodů v obličeji, kde 
se tyto informace používají pro omezení vyhledávací oblasti. Díky tomu jsou na tuto část systému 
kladeny požadavky z  dvou různých směrů.  Tato vrstva  musí  tyto  požadavky sloučit  tak,  aby co 
možná nejkvalitněji vyhověla oběma stranám. Pro tuto detekci jsem se rozhodl použít barevný model 
kůže, viz kapitola  3.2.1, jehož výsledky jsou velmi kvalitní a pro určení pozice hranic už pak stačí 
dopočítat drobné korekce.
4.3.1 Nároky kladené ze strany detekce očí, úst a nosu
Znalost  hranic obličeje  není  pro nalezení  očí,  úst  a nosu až tak podstatná.  Ale jak bylo  popsáno 
v podkapitole  o  určení  horizontální  výchylky,  jsou  hranice  obličeje  vhodné  k zvýšení  rozlišovací 
schopnosti algoritmu při výpočtu horizontální výchylky hlavy. K tomuto účelu nám stačí znát pouze 
pozici levého a pravého okraje. Musíme si ale ujasnit co budeme považovat za hranici obličeje. Na 
pozici těchto okrajů můžou mít vliv uši, které můžou při otáčení hlavy posunout hranice směrem ven 
a tím zkreslovat výsledky výpočtu. Pro zpřesnění výsledné hodnoty je vhodné tento jev eliminovat. 
Můžeme k tomu použít průměrování hranic v různých pozicích hlavy nebo se pokusit okraj obličeje 
proložit  přímkou.  Oba  postupy  by  měly  být  svým  výsledkem  dostačující,  aby  výrazně  snížili 
zkreslení, které vzniká vystoupnutím uší.
Horní  a spodní  okraj  není  pro výpočet  horizontální  výchylky podstatný a dokonce nám ani 
příliš  nepomůže  při  určení  vertikální  výchylky.  Detekce  spodního  okraje  obličeje  je  pomocí 
barevného modelu problematické, protože potřebujeme najít nejlépe hranici brady, ale právě v této 
oblasti je ve velké části rozsahu pohybu krk, který má v barevném modelu kůže stejnou nebo velice 
podobnou odezvu jako zbytek obličeje.  V případě horního okraje hraje zase velkou roli  množství 
vlasů, případně tvar účesu. Z těchto důvodů jsem se rozhodl horní a spodní hranice nepoužívat. Další 
důvod je, že výpočet vertikální výchylky tak jak byl navrhnut v jedné předchozích podkapitol by měl 
mít sám o sobě dostatečnou rozlišovací schopnost a tyto hranice by ji příliš nezvýšily. 
4.3.2 Nároky kladené ze strany detekce významných bodů
Pro detekci významných bodů potřebujeme poněkud odlišné informace o hranicích obličeje, než jak 
tomu bylo v předchozím případě. V tomto případě je podstatná oblast obličeje jako celek nikoli údaje 
o pozici jednotlivých okrajů. Ideálně by tato oblast neměla obsahovat žádné otvory, aby nedocházelo 
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k zbytečnému snížení počtu nalezených významných bodů. U použitého barevného modelu se tento 
jev projevuje nejvíce v oblasti  očí  a úst.  Tato skutečnost  je velice nevýhodná z hlediska detekce 
významných bodů, protože právě zde se jich dá očekávat velké množství, které by nám v pozdějších 
krocích odhadu směru pohledu mohly chybět. Na druhou stranu můžeme tento problém využít pro 
kontrolu, jestli se nám podařilo správně nalézt oči a ústa a tím zvýšit přesnost určení jejich pozice.
Detekce pomocí barevného modelu může mít také problémy s osvětlením, protože z větší části 
obličej odhalujeme podle odstínu. Ale jeho hodnoty jsou v oblastech s nízkým nebo naopak příliš 
vysokým osvětlením značně nepřesné. Díky tomu nám vznikají veliké plochy, které nejsou označeny 
jako kůže,  kromě toho můžou rozdělit  plochu obličeje do několika oddělených částí,  které by se 
mohly obtížně spojovat.  Na obrázku  4.6 jsou ukázky detekce kůže,  červeně jsou zde vyznačeny 
některé problémy, o kterých byla v této kapitole řeč. Poslední z obrázků také ukazuje, jak by měla 
detekce hranic obličeje ideálně vypadat.14
4.4 Detekce významných bodů v obličeji
Pomineme-li konečné výpočty a filtrace je detekce významných bodů posledním krokem v odhadu 
směru  pohledu.  Na rozdíl  od určení  směru pohledu za pomocí  očí,  úst  a  nosu jak bylo  popsáno 
v kapitole  4.2.2, nedokáže tato metoda pracovat bez dodatečných informací.  Problém je v tom, že 
u očí,  úst  a  nosu  nám  poměry  vzdáleností  přímo  určují  směr  pohledu  a  můžeme  jednoznačně 
o každém ze čtyř  nalezených bodů říct,  co v obličeji  reprezentuje.  Zatímco u významných bodů 
nemáme žádné informace o tom, co který bod reprezentuje, stejně tak je problematické jednoznačně 
specifikovat, jak se budou měnit vzdálenosti mezi těmito body.
Výpočet pomocí homografní transformace a kalibračních snímků
Ze začátku se jevila  jako nejideálnější  možnost  použít  kalibrační  snímky,  u  kterých známe směr 
pohledu. S těmito snímky bychom pak porovnávali aktuální snímek. Ideální pro tento účel by bylo, 
kdybychom mohli vypočítat homografní transformace ke kalibračním snímkům a z nich odhadnout 
směr.  Tento  postup  ale  naráží  na  problém nedostatečného  počtu  párů  mezi  aktuálním  snímkem 
14 Poslední obrázek není výsledkem skutečné detekce, byl vytvořen ručně. Představuje tedy ideální případ ke 
kterému by se měl výsledný algoritmus co nejvíce přiblížit.
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Obrázek 4.6: Ukázka některých problémů, které vznikají při detekci kůže na okrajích obličeje  
nebo v místech se špatným osvětlením. Poslední obrázek ukazuje ideální případ detekce.
a jednotlivými  kalibračními  snímky.  Vyhledávání  významných  bodů  v  obličeji  může  být 
problematické, protože obličej obsahuje velké plochy bez významných změn. Tím se značně omezuje 
oblast, kde se nám podaří najít významné body. Navíc u velké části nalezených bodů jsou příliš slabé 
deskriptory, díky kterým nenajdeme správný pár nebo najdeme pár chybný.
Výpočet pomocí porovnávání počtu společných bodů
Rozhodl jsem se tedy pro jiný postup, který je založený na vlastnostech pravděpodobnosti výskytu 
jednotlivých významných bodů. Budeme-li pozorně sledovat hlavu při otáčení do stran, můžeme si 
všimnout, že se některé části obličeje odkryjí a jiné zase zakryjí tak, jak je to vidět na obrázku 4.7. 
Podobně je tomu při pohledu dolů a nahoru s tím rozdílem, že změna se projeví v jiných oblastech 
a není tak výrazná.
 
Když tedy nyní budeme hledat významné body v jednotlivých snímcích, můžeme využít toho, že se 
nám v  odkryté  oblasti  obličeje  objeví  nové  body  a  v  jiných  částech  se  body  zakryjí,  takže  je 
nenajdeme.  Tím se  nám změní  množina  nalezených  bodů  a  přiblíží  se  svým obsahem jednomu 
z kalibračních snímků, logicky se také vzdálí ostatním kalibračním snímkům. Problémy s tím, že se 
nám nepodaří  najít  správné  páry,  nejsou  u  tohoto  postupu tak  veliké.  Počítáme  pouze  s  počtem 
společných bodů nikoliv s jejich pozicí. Výhodné pro nás je také, že chybné páry se páry se objevují 
29
Obrázek 4.7: Ukázka některých oblastí, které se zakrývají nebo odkrývají při  
pohybu hlavy
ve všech kalibračních snímcích a to převážně ve stejné míře. Při výpočtu poměru společných bodů se 
tedy chybné páry z velké části navzájem vyruší15. 
Pro  výpočet  horizontální  i  vertikální  výchylky  použijeme  vždy všechny čtyři  kalibrační  snímky, 
jediný rozdíl bude v tom, mezi kterými hodnotami budeme počítat poměr. Tento postup je nutný, 
protože jsem se rozhodl použít kalibrační snímky pořízené při pohledu na rohy monitoru. Pokud bych 
použil  pro kalibraci  středy okrajů jednotlivých stran,  počítal  bych  vždy poměr  dvou hodnot.  Na 
druhou stranu  zvolené  řešení  dokáže  částečně  eliminovat  nepřesně  zachycené  kalibrační  snímky. 
Konkrétní poměry, které jsou použity pro výpočet výchylky v horizontálním a vertikálním směru jsou 
uvedeny v rovnicích (4.3) a (4.4).
 x=
TopLeftBottomLeft −TopRightBottomRight 
TopLeftBottomLeftTopRightBottomRight
(4.3)
  
 y=
TopLeftTopRight − BottomLeftBottomRight 
TopLeftTopRightBottomLeftBottomRight
(4.4)
4.5 Konečný výpočet směru pohledu
Je jasné, že jednotlivé vrstvy tak jak zde byly popsány, nemůžou pracovat samostatně. Proto je nad 
nimi ještě jádro programu, jehož úkolem je předat první vrstvě snímek ke zpracování a také přijmout 
vypočítaná  data  a  dál  je  zpracovat.  Aby  byla  konečná  přesnost  směru  pohledu  co  nejvyšší,  je 
vypočítávána  pomocí  dvou  rozdílných  algoritmů,  které  byly  popsány  v  kapitolách  4.2 a  4.4. 
Rozdílnost  algoritmů byla  úmyslně volena tak,  aby se typické  chyby vznikající  v jednom z nich 
neopakovaly i  ve druhém a naopak.  To ovšem znamená,  že může  nastat  situace,  kdy máme  dva 
výsledky z již zmiňovaných metod, které jsou výrazně odlišné. Je jasné, že v jedné z vrstev došlo 
k chybě při výpočtu, problém je v tom, že nevíme ve které. Přesto musíme výstupní data zpracovat 
tak, aby byl výsledek co nejsprávnější. Prosté průměrování není pro tento účel příliš vhodné, protože 
sníží chybu přibližně na polovinu. Vhodnější je v případě detekce chyby ignorovat hodnotu, o které 
předpokládáme, že je špatná a použít pouze jeden výsledek tak, jak je to znázorněno na obrázku 4.816. 
Možností  jak  tuto  chybu  detekovat  je  více.  Já  jsem  zvolil  postup  při,  kterém  vždy  vypočítám 
důvěryhodnost  jednotlivých výstupu.  Ta je pak použita jako váha v průměru,  který je uveden ve 
vzorci 4.5. Podrobněji se problémem výběru správné hodnoty zabývá kapitola 5.4.
  
X =
X C L02 X L02C L04 X L04
1C L02C L04
(4.5)
15 Informace uvedené v tomto odstavci byly zjištěny během návrhu na základě experimentálních měření
16 Tento graf není výsledkem měření, byl vytvořen ručně za účelem vysvětlení principu výběru správné 
hodnoty, pokud dva výstupy obsahují velice rozdílné hodnoty.
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Obrázek 4.8: Ukázka vzájemné korekce výstupu dvou různých detekcí
Výsledná  hodnota  se  pak  skládá  ze  dvou  hodnot:  “výchylka  v  horizontálním  směru“ 
a “výchylka ve vertikálním směru“ oba tyto výstupy by měly nabývat hodnot v rozumném rozsahu 
například  <-1; +1>  kde nula v obou směrech znamená pohled bez jakékoli výchylky.  Hodnota +1 
respektive -1 odpovídá maximální možné výchylce, ta závisí na kalibraci, která musí být provedena 
před  tím,  než  se  začne  systém používat.  V  opačném případě  nemůže  být  zaručeno,  že  výsledné 
hodnoty budou odpovídat skutečnému směru pohledu.17    
17 Například čtvrtá vrstva tak, jak byla navržena není bez kalibrace vůbec schopna fungovat
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5 Implementace
V této kapitole se pokusím popsat jednotlivé části celého systému z hlediska jejich implementace. 
Bude zde rozebrán princip výpočtu v jednotlivých vrstvách. Velkou část této kapitoly tvoří popis 
algoritmů,  které  umožňují  některé  operace zjednodušit  a  tím zrychlit  celý systém.  Dále  jsou zde 
popsány postupy, pomocí kterých jsem se snažil zvýšit účinnost nebo přesnost výstupu jednotlivých 
vrstev.
Použité prostředky
Celý program je napsán v jazyce C++ s využitím knihovny OpenCV ve verzi 2.0. Tato knihovna zde 
má na starost většinu výpočtů týkajících se zpracování obrazu, jako je načítání snímků z kamery nebo 
detekce obličeje. Vzhledem k tomu, že tato práce se zabývá pouze detekcí směru pohledu a ne jeho 
využitím (jak  tomu  bylo  například  v  [1],  kde  se  směr  pohledu používal  pro  ovládání  počítače), 
rozhodl  jsem se  vytvořit  pouze  jednoduchou  demonstrační  aplikaci,  která  umožní  zobrazit  směr 
pohledu. Pro účely testování jsem aplikaci rozšířil i o panel umožňující měření přesnosti vypočteného 
směru pohledu. Z toho důvodu jsem také nepoužil pro vytváření grafického rozhraní další knihovnu, 
ale využil  jsem pouze prostředků OpenCV. Pro budoucí  použití  se tedy předpokládá,  že se bude 
využívat výstup jádra programu, nikoli jeho grafické ztvárnění.
5.1 Detekce objektů
Pro  detekci  objektů  v  obraze  jsem  zvolil  už  hotový  detektor,  který  se  nachází  v  knihovně 
OpenCV 2.0.  Detektor pracuje s  černobílými  snímky a pro detekci  využívá kaskádu klasifikátorů 
založenou na Haarových vlnkách viz kap 3.1. Tato kaskáda se u použitého detektoru připojuje jako 
externí XML soubor. V knihovně OpenCV jsou s tímto detektorem distribuovány i hotové kaskády 
pro několik základních objektů. V této práci jsem použil následující čtyři:
• haarcascade_frontalface_alt.xml detekce obličeje při pohledu zepředu
• haarcascade_eye.xml detekce očí ve výřezu obličeje
• haarcascade_mcs_nose.xml detekce nosu ve výřezu obličeje
• haarcascade_mcs_mouth.xml detekce úst ve výřezu obličeje
Během vývoje se ukázalo, že použití detektoru pro hledání pozice nosu je pro určení směru 
pohledu velmi přínosné, protože jeho výsledky byly výrazně lepší, než při použití filtrů založených na 
Gaborových vlnkách, které byly použity v [1]. Podrobnější detaily o přesnosti detekce nosu budou 
uvedeny v kapitole 6.
5.1.1 Lokalizace obličeje
Jak již bylo uvedeno v kapitole 4, detekce obličeje je prováděna v první vrstvě. Je to zároveň jediná 
funkce, kterou tato vrstva v programu zastává. Jejím výstupem jsou pouze dva údaje, první je pozice 
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sledovaného obličeje, druhý je jeho velikost. Z důvodů zrychlení celého programu má první vrstva 
dva různé přístupy ke zpracování dat:
1. Detekce
V tomto případě se pomocí detektoru prohledává celý snímek z kamery a hledají se všechny 
obličeje. Pokud je výsledkem detekce více než jeden obličej, vybere se z množiny nalezených 
ten,  který je  nejblíže  pozici,  na  které  se  obličej  sledované osoby nacházel  v  předchozím 
kroku. Informace o takto nalezeném obličeji se předají  druhé vrstvě. V případě, že se při 
detekci nepodaří  najít  žádný obličej,  další  vrstva se nevolá a ukončí se běh první  vrstvy. 
V dalších  krocích  hlavní  smyčky  se  detekce  se  opakuje,  dokud  se  nepodaří  najít  nějaký 
obličej. Poté jsou opět aktivovány další vrstvy a tato vrstva se přepne do fáze sledování.
2. Sledování
Neprovádí  se  žádná detekce,  pouze se  aktualizuje  předpokládaná poloha získaná z  druhé 
vrstvy. Tato aktualizace se provádí, abychom v případě, že budeme muset detekovat obličej, 
měli k dispozici jeho poslední známou pozici. Tu pak uplatníme v případě, že budeme muset 
vybírat z více obličejů. 
Mód detekce je aktivní vždy při zpracování prvního snímku nebo v případě, kdy si jeho detekci 
vyžádá další vrstva. Tato situace nastává, když některá z nižších vrstev produkuje špatná data. To 
znamená,  že většinu času je  aktivní  část,  kdy se pouze předává celý snímek k zpracování  druhé 
vrstvě. Společnou částí pro oba dva módy je filtrace pozice, která je prováděna pomocí Kalmanova 
filtru. Jako hodnota měření se pro tento filtr se používá pozice, kterou vrací druhá vrstva.
5.1.2 Lokalizace a sledování očí, úst a nosu
Další tři objekty, které se v této práci detekují, jsou oči, ústa a nos. Lokalizace a případné sledování 
těchto oblastí se odehrává ve druhé vrstvě. Detekce zde na rozdíl od první vrstvy neprobíhá na celém 
snímku z kamery, ale na výřezu, který je vytvořen na základě údajů o pozici a velikosti obličeje. Toto 
omezení  prohledávané oblasti  nám nejenom zvýší rychlost  detekce, ale způsobí  i  výrazné snížení 
špatně detekovaných oblastí. Stejně jako při detekci obličeje i tato vrstva umožňuje detekci ve dvou 
režimech:
1. Detekce
Tato detekce probíhá pro všechny hledané objekty na stejném výřezu. Výřezy,  které byly 
popsány v kapitole  4.2, jsou použity až po detekci pro odstranění nevhodných kandidátů. 
Zmenšení výřezů před detekcí totiž negativně ovlivňuje výsledky detekce, navíc zrychlení je 
v tomto případě minimální. Při detekci začneme hledáním pozice očí, další v pořadí jsou ústa 
a poslední se detekuje nos. Toto pořadí jsem volil proto, abych při detekci nosu znal umístění 
očí a úst, které vymezují oblast, kde by se měl vyskytovat nos. Při detekci očí, úst i nosu se 
stává  celkem běžně,  že  nalezneme  více  potencionálních  kandidátů.  Řešení  je  stejné  jako 
v případě  detekce  obličeje  tj.  vybereme  tu  oblast,  která  je  nejblíže  pozici  z  předchozího 
kroku. Jediný rozdíl je v případě, že je tato detekce volána po detekci první vrstvy. V tomto 
případě, se nepoužívají pozice očí, úst a nosu z předchozího kroku, ale souřadnice, které se 
odvodí z pozice nově nalezeného obličeje.
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Pokud nastane situace, že se nám nepodaří lokalizovat pozici všech bodů, nevoláme okamžitě 
první  vrstvu,  ale  počkáme,  jestli  se  tato  chyba  projeví  i  v  dalším  průběhu.  Mezi  tím 
použijeme poslední  známou pozici.  Až v případě,  že se nepodaří  nalézt  pozici  některého 
z bodů podruhé, aktivujeme novou detekci obličeje.
2. Sledování
Na rozdíl od detekce obličeje nebylo možné detekci očí, úst a nosu pouze přeskočit, protože 
další vrstva si informace o této pozici neuchovává a neumí ji ani sledovat. Navíc tuto pozici 
potřebujeme pro výpočet směru pohledu. Pro účely rychlého určení polohy je zde použit L-K 
tracker,  který dokáže pomocí  optického toku určit  posun jednotlivých bodů. Bohužel toto 
sledování dosahuje nižší přesnosti, než detekce. V praxi se to projevuje tím, že sledované 
body se postupně dostávají  mimo oblast,  kterou se snažíme sledovat.  Z tohoto důvodu je 
režim detekce  aktivován nejen  v případě,  že  se  sledování  nepodaří,  ale  i  v  pravidelných 
intervalech. Detekce v pravidelných intervalech má za úkol eliminovat chyby, které se nám 
nepodaří detekovat na základě výsledků výpočtu optického toku.
Na rozdíl od detekce jsem se při sledování rozhodl neignorovat špatné výsledky.  Zejména 
proto,  že  by  pak  docházelo  ještě  k  větší  chybě,  protože  by  se  začala  sledovat  jiná  část 
obličeje. Volání detekce celého obličeje však není nezbytně nutné, proto se v této fázi přepne 
druhá vrstva do módu detekce, a pokud ani v něm nenalezne všechny potřebné body, požádá 
o detekci obličeje.
Výsledkem detekce i sledováni jsou tedy souřadnice očí, úst a nosu. Ze souřadnic očí a úst 
vypočteme nový střed obličeje, ten si uchováme pro další krok, protože první vrstva nebude detekovat 
obličej. I přesto však první vrstvě předáme informaci o poloze obličeje. Je to proto, aby si mohla tuto 
polohu aktualizovat. Naopak třetí vrstvě se předávají informace o pozici očí a úst, ty budou použity 
pro výpočet hranic obličeje.
Normalizace směru pohledu
Jak již bylo uvedeno v kapitole 4.2.3, rozhodl jsem se pro výpočet směru pohledu použít vzájemnou 
polohu očí, úst, nosu a bočních hranic obličeje.  Výsledkem těchto poměrů jsou hodnoty, které jsou 
pro různé osoby mírně odlišné, navíc by bylo vhodné, kdyby bylo možné jejich rozsah normalizovat 
do intervalu <-1; +1>. Toho jsem se pokusil docílit pomocí kalibračních snímků. Ty se neuchovávají 
v paměti jako snímky, ale zjistí se z nich mezní pozice jednotlivých poměrů. Na základě nich pak 
můžeme normalizovat výstup.  
5.2 Detekce kůže
Detekce  kůže  pomocí  barevného  modelu  CIECAM  tak  jak  byla  popsána  v  kapitole  3.2.1 je 
realizovatelná, dokonce dosahuje velice kvalitních výsledků. Hlavní problém je ale v její rychlosti, 
převod do barevného modelu CIECAM se skládá z velkého množství kroků. Některé z nich je možné 
vypočítat dopředu.  Týká se to zejména transformací  pomocí  matic,  které můžeme vynásobit  před 
samotným výpočtem a při převodu pak použít jednu výslednou matici. I tak nám ve výpočtu zůstane 
několik kroků, které už do této matice zahrnout nemůžeme. Jsou to zejména výpočty typu odmocnina, 
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mocnina a v jedné části se používá i interpolace dat z tabulky. Všechny tyto operace nelze zařadit do 
matice, ale navíc jsou výpočetně náročné.
Vhodným řešením této situace je takzvaná look up tabulka, kterou si na začátku běhu programu 
naplníme a pak už z ní jenom čteme výsledná data. Musíme si ale uvědomit, že tato tabulka bude 
poměrně veliká, protože převádíme z barevného modelu RGB, který je tvořen třemi hodnotami typu 
unsigned char a výsledkem je barevný model CIECAM, který se skládá taky ze tří hodnot, ale typu 
float. Výsledná velikost tabulky tedy bude 2563⋅3⋅4=192MB. Problém není ve velikosti tabulky 
z hlediska místa v paměti RAM18, ale v plnění této tabulky, které by trvalo příliš dlouho, protože by 
se musel provádět převod velkého množství barev. Jedná se tu o desítky vteřin až jednotky minut, 
v závislosti na rychlosti počítače. Další možností by bylo tuto tabulku vypočítat a šířit ji s programem 
ve formě datového souboru.  Jedná se spíše o extrémní  řešení,  přihlédneme-li  k tomu,  jakou část 
z celkové velikosti výsledného programu by zabírala tato tabulka. 
Problém s  velikostí  tabulky jsem se  rozhodl  vyřešit  tak,  že  nebudu používat  ve  vstupním 
barevném prostoru osm bitů na jeden barevný kanál, ale pouze sedm. Vstupní barevný prostor se tak 
zmenší na osminu a stejně tak se na osminu zmenší i převodní tabulka. Výsledná velikost je tedy 
24MB. Naplnění takovéto tabulky už trvá několik vteřin, což už je únosná doba. Hodnoty jsem se 
rozhodl rozprostřít lineárně pomocí obyčejného dělení, v obrázku 5.1 je to černá přímka. Bylo by sice 
možné provést nelineární rozprostření (modrá křivka), tak aby ve střední části hodnot docházelo k co 
nejmenší komprimaci, ale tento postup by opět zpomalil výpočet a zlepšení výsledků by nebylo tak 
markantní.
Tím, že jsem se rozhodl použít look up tabulku jsem se připravil o možnost adaptace barevného 
modelu  CIECAM  na  různé  osvětlení,  kterou  původně  disponoval.  Bylo  by  sice  možné  pokaždé 
přepočítat tabulku, ale za běhu aplikace je to přinejmenším nepraktické. Místo toho jsem se rozhodl 
použít  uměle  vytvořený vzorek kůže,  se kterým budu hledanou kůži  porovnávat.  Přesněji  vzorek 
kůže19 převedeme do barevného modelu CIECAM a vypočteme jeho histogram. 
18 192MB je z pohledu dnešních počítačů poměrně malá hodnota, navíc program používá několik sad obrázků 
pro potřeby výpočtů, ty také nijak výrazně nezatěžují paměť
19 Tento vzorek obsahuje jednotlivé odstíny kůže v takové míře, v jaké jsou zastoupeny v populaci
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Obrázek 5.1: Rozložení hodnot pro převod na redukovaný barevný prostor
0 50 100 150 200 250
0
20
40
60
80
100
120
Hodnoty původního barevného modelu
H
od
no
ty 
rr
ed
uk
ov
an
éh
o 
ba
re
vn
éh
om
od
el
u
Tento histogram použijeme jako funkci, která nám určuje, jak moc je pravděpodobné, že se 
jedná o barvu kůže. Z předchozího obrázku je vidět, že pro toto určení je nejvhodnější kanál H, kde je 
odstín kůže v jednolitém úseku,  který je velice úzký.  Pro zpřesnění  jsem se rozhodl  použít  ještě 
hodnotu  s,  která  odstraní  příliš  tmavé  nebo  příliš  světlé  oblasti,  kde  je  určení  pomocí  hodnoty 
H nestabilní.
Výhodou použití histogramu není jenom jednodušší určení intervalu jednotlivých kanálů pro 
detekci kůže, ale i to, že jako zdrojová data pro tento histogram můžeme použít výřez obličeje ze 
snímku, který zpracováváme. Změna histogramu tak způsobí úpravu celého barevného modelu bez 
toho, aniž bychom museli znovu přepočítávat look up tabulku. Při této adaptaci musíme dávat pozor 
na to, aby se nám výsledný prostor, který definuje barvu kůže, nezačal zmenšovat, protože by mohla 
nastat  situace,  kdy  nám  postupně  vymizí  oblast  nalezeného  obličeje.  Proto  při  překalibrování 
histogramu používám jako vzor oblast o několik málo procent větší,  než je ta,  kterou se podařilo 
detekovat pomocí současného histogramu. Tato změna histogramu se neprovádí v každém kroku, ale 
jednou za  deset  kroků.  Kromě  toho se  ještě  kontroluje,  jaký  má  tato  změna  dopad na  množství 
nalezené kůže. Pokud se nepodaří najít dostatečně velkou plochu a nová kalibrace je neúčinná, načte 
se původní zdrojový snímek.
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Obrázek 5.2: Histogram výřezu kůže v barevném modelu CIECAM
Obrázek 5.3: Ukázka detekce kůže v závislosti na různých vstupních histogramech
Zpracování barvy kůže
Máme-li  obrázek  obličeje  ve  stupních  šedi,  které  reprezentují  pravděpodobnost  výskytu  kůže, 
můžeme  pokračovat  dalším  krokem,  kterým  je  prahování.  V  programu  je  tento  krok  spojený 
s aplikací histogramu z důvodu minimalizace procházení snímku a také z důvodu různých prahů pro 
jednotlivé kanály. 
Výsledkem prahování je obrázek obsahující několik oblastí, které reprezentují potencionální 
kůži obličeje. Z nich potřebujeme vybrat pouze tu, která obličeji opravdu odpovídá. Díky tomu, že je 
detekce kůže prováděna na výřezu, který je určen detekcí obličeje, víme alespoň přibližně, kde by se 
měla  oblast  kůže  nacházet.  V  poměrně  malém okolí  středu  výřezu  obličeje  hledáme  bílé  body. 
U každého takto nalezeného bodu provedeme semínkové vybarvování oblasti do které bod spadá, tím 
si ji označíme. Ve výsledku nám tak oblast obličeje směrem od jeho předpokládaného středu narůstá 
do konečné podoby. Poté projdeme celý snímek a vše, kromě označené oblasti, označíme jako plochu 
bez kůže. Takto oddělená oblast ještě obsahuje díry, ty by sice pro určení hranic obličeje nevadily. 
V případě  detekce  významných  bodů,  kde  bude  tento  snímek  použit  jako  maska  by  docházelo 
k zbytečnému snížení počtu nalezených bodů. Proto tuto oblast  vyplníme.  Vyplnění  je prováděno 
pomocí vodorovných úseček, které spojují krajní body nalezené kůže na jednotlivých řádcích snímku. 
Tyto  krajní  body spojujeme pouze tehdy,  pokud se žádný z nich nevyskytuje  příliš  blízko okraje 
výřezu.  Je  to  proto,  že  může  nastat  situace,  kdy  je  oblast  obličeje  spojená  s  jinou  (chybně 
detekovanou) částí pozadí. V takovém případě je výhodnější, když bude obličej nevyplněný, než aby 
do něho byla zahrnuta ještě větší část pozadí. 
5.3 Nalezení a zpracování významných bodů
Posledním krokem, který je v této práci využit  při  určení směru pohledu, je detekce významných 
bodů v obličeji. O tuto činnost se stará čtvrtá vrstva. Na rozdíl od detekce objektů zde není možnost 
přepínání více režimů.  To znamená,  že při  běhu dochází  vždy ke kompletnímu běhu celé vrstvy. 
Jediným  rozdílem  je  situace,  kdy  se  nám  nepodaří  vytvořit  dostatečně  velkou  masku  obličeje. 
V takovém případě  se  detekce  nespouští  vůbec,  protože  výsledek  detekce  by neobsahoval  žádné 
významné body nebo by jich bylo pro zpracování příliš málo. Teoreticky bychom mohli považovat za 
zvláštní režim i situaci, kdy tato vrstva běží před počáteční kalibrací, v takovém případě jsou totiž 
vyřazeny části kódu obsluhující porovnání s kalibračními snímky.  Náročnost porovnání aktuálního 
snímku a kalibračních snímků je vzhledem k náročnosti detekce významných bodů tak malá, že nemá 
smysl uvažovat o této situaci jako dalším režimu běhu.
Pro detekci  významných  bodů jsem použil  algoritmus  SURF,  který už je  implementovaný 
v knihovně OpenCV2.0. Na výběr jsem měl ze dvou možností využít funkci cvExtractSURF tak, jak 
je například použita v ukázkovém souboru  find_obj.cpp nebo použít objekt  SURF a jeho metody. 
Původně jsem se rozhodl pro druhou možnost, ale v průběhu vývoje se ukázalo, že ve verzi knihovny, 
kterou jsem používal, obsahovaly některé klíčové metody tohoto objektu chybu. Konkrétně se jednalo 
o situaci, kdy detektor nenajde žádný významný bod, v takovém případě docházelo k pádu aplikace. 
Proto jsem se rozhodl dodatečně tuto část přepsat na použití starší funkce  cvExtractSURF. Výsledek 
i velká část postupu detekce je stejná, jen je zde ještě zahrnuta kontrola velikosti jednotlivých vektorů 
tak, aby se nepracovalo s nulovou velikostí. Před samotným vyhledáváním významných bodů bylo 
ještě potřeba nastavit  jednotlivé parametry algoritmu SURF. Zejména se jedná o hodnotu prahu a 
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velikost použitých jader, které se používají při hledání. Tyto hodnoty jsem nastavil experimentálně v 
průběhu vývoje tak, aby se počet nalezených bodů pohyboval přibližně v rozmezí 100 až 150. Nižší 
množství  způsobovalo značnou nestabilitu  výsledků a  vyšší  počet  už  nepřinášel  dostatečně velké 
zlepšení vzhledem k tomu, jak se celý výpočet zpomaloval.
5.3.1 Získání dat potřebných pro výpočet směru pohledu
Pro  určení  aktuálního  směru  pohledu  potřebujeme  mít  informace  ze  čtyř  kalibračních  snímků 
a aktuálně  zpracovávaného  snímku.  Pod  pojmem  informace  jsou  zde  myšleny  významné  body 
obličeje,  konkrétně jde o dva vektory,  jeden určuje jejich pozici,  druhý obsahuje tzv. deskriptory, 
které jednotlivé body popisují podle jejich okolí. Díky tomu můžeme vytvořit páry mezi aktuálním 
snímkem a kalibračními snímky.  Uvedený vektor obsahující pozice jednotlivých bodů nebude pro 
další výpočet příliš podstatný, protože se bude počítat pouze počet párů, nikoli transformace obrazu 
na jednotlivé kalibrační snímky. Abych detekci co nejvíce urychlil, používám jako vstup pro detektor 
pouze výřez obličeje. Jeho rychlost je totiž závislá na velikosti vstupního obrázku nikoli na velikosti 
aktivní oblasti určené maskou.
Zmíněné kalibrační snímky obsahují obličej sledované osoby při pohledu na jednotlivé rohy 
monitoru.  Nejsou  zde  uchovány  jako  kompletní  obraz,  protože  bychom  museli  významné  body 
detekovat  při  každém  průchodu  znovu,  což  je  značně  neefektivní.  Místo  toho  uchováváme  již 
zmíněné vektory. Vzhledem k tomu, že detekce významných bodů probíhá na každém snímku, jsou 
kalibrační data vytvářena tak, že pouze zkopírujeme vektory ze zpracovaného snímku. 
5.3.2 Odhad směru pohledu
Z výše uvedeného textu vyplývá, že při běhu čtvrté vrstvy pracujeme se sadou pěti skupin deskriptorů 
popisujících významné body v kalibračních snímcích a aktuálním snímku. Z těchto dat vytvoříme 
čtyři  skupiny párů vždy mezi aktuálním snímkem a jednotlivými kalibračními snímky.  Výsledkem 
jsou čtyři vektory obsahující informace o spárování jednotlivých bodů. Obsah těchto vektorů není až 
tak podstatný, pro další výpočet použijeme pouze jejich velikost. Pro výpočet horizontální i vertikální 
výchylky použijeme postup, který byl uveden na konci podkapitoly 4.4.
Na  rozdíl  od  druhé  vrstvy  zde  nebudeme  provádět  normalizaci  podle  hodnot,  které  byly 
zjištěny při kalibraci. Je to z důvodu, že žádné takové informace odděleně nemáme, přesněji řečeno 
informace tohoto typu už jsou zahrnuty v samotném výpočtu poměru, který by měl nabývat hodnot 
<-1; +1>. Dosáhnutí plného rozsahu je v praxi téměř nemožné, protože by to znamenalo, že musíme 
najít páry pouze s jedním nebo dvěma kalibračními snímky. Ve výsledku se tento problém projevuje 
zmenšením rozsahu. Ten by sice bylo možné uměle zvětšit například pomocí vynásobení konstantou, 
ale její hodnota by byla silně závislá na sledované osobě. Nakonec jsem se rozhodl ponechat jako 
výstup menší rozsah s tím, že se využije kombinace výstupu druhé a čtvrté vrstvy, která by měla tuto 
nepřesnost snížit.
5.4 Spojení výsledků druhé a čtvrté vrstvy
Jak již bylo nastíněno v kapitole  4.5, jsou výsledkem celého procesu detekce dva vektory určující 
předpokládaný směr pohledu tak, jak se podařil určit na základě dvou rozdílných postupů. Z toho také 
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vyplývá, že tyto hodnoty nebudou s největší pravděpodobností shodné. Jako nejjednodušší řešení se 
nabízí z těchto hodnot vypočítat průměr, který označíme jako konečný výsledek. Tento postup by 
však byl  realizovatelný pouze v případě, že výstup obou metod je podobný a také velice stabilní. 
V praxi je situace poněkud odlišná. Případů, kdy se můžeme spolehnout na obě hodnoty, není příliš 
mnoho, většinou je výsledek měření jedné metody přesnější než druhé. To, která metoda je v ten či 
onen okamžik přesnější závisí na velkém množství faktorů, jako jsou směru pohledu20, šum v obraze, 
vlastnosti osvětlení scény apod. Problém je v tom že je velice náročné tyto parametry změřit a pak na 
jejich základě vypočíst předpokládanou přesnost metody.
Z těchto důvodů jsem se  rozhodl  pro  výpočet  hodnoty,  která  bude  určovat  důvěryhodnost 
výstupu z  jednotlivých  vrstev.  Pro  její  výpočet  jsem použil  hodnoty  průběhu výsledného směru 
pohledu a jednotlivých vrstev. Tato důvěryhodnost se pak použije při  výpočtu váženého průměru 
obou výstupů.
Výpočet důvěryhodnosti výstupu
Většina situací, kdy můžeme považovat hodnotu za nedůvěryhodnou nastává, když dojde k chybě při 
detekci a výsledná hodnota se výrazně skokově změní. Tohoto jevu jsem také využil  pro výpočet 
důvěryhodnosti,  která  klesá  s  narůstající  velikostí  změny  ve  výstupu.  Pro  jednoduchost 
předpokládám, že průběh výstupu se mění převážně plynule.
Při  výpočtu  jsem začal  tím,  že  jsem si  rozdělil  šest  posledních  hodnot  výsledného  směru 
pohledu na dvě stejné části. V každé z těchto částí se vypočítá průměr hodnot v nich obsažených. Na 
jejich základě vytvoříme pomyslnou přímku,  kterou proložíme hodnoty výstupu a  odečteme z ní 
předpokládanou hodnotu pro následující stav. Tento postup produkuje vcelku kvalitní výsledky pro 
pohyb s konstantní rychlostí při velkých změnách v rychlosti nebo při změně směru pohledu přesnost 
klesá. Během vývoje se však ukázalo, že je tento postup pro výpočet důvěryhodnosti jednotlivých 
vrstev postačující.
Známe-li předpokládaný směr pohledu, můžeme od něj odečíst vypočtený směr jednotlivých 
vrstev. Z tohoto rozdílu je pak spočítána druhá mocnina, aby se upřednostnily menší změny ve směru 
pohledu.  Výsledek  současného výpočtu ale  klade  větší  váhu na  větší  změnu,  proto je  vypočtená 
hodnota oříznuta tak, aby odpovídala intervalu <0; -1> a poté odečtena od jedničky. Tím jsme získali 
hodnotu, která nám určuje důvěryhodnost jednotlivých výsledků. Podle vzorce (5.1) pak vypočteme 
konečný směr pohledu. Jde o vážený součet předchozí hodnoty a dvou nových hodnot z druhé a čtvrté 
vrstvy.
X t=
X t−10.5CRL2⋅X tL20.5CRL4⋅X tL4
10.5CRL20.5CRL4
(5.1)
Kde Xt je výsledná hodnota, CR je již zmíněná důvěryhodnost, horní indexy pak určují, ke které 
vrstvě proměnná patří. Konstantní hodnoty  0.5 zde mají za úkol upřednostnit nově naměřená data 
před hodnotou z  předchozího kroku.  Jinak řečeno interval  hodnoty důvěryhodnosti  se  posune na 
<0.5; 1.5>. Výpočet y-ové hodnoty probíhá stejným způsobem.
20 Např. přesnost čtvrté vrstvy je vyšší, pokud se pohybujeme v blízkosti kalibračních snímků, naopak druhá 
vrstva začíná být při větším vychýlení hlavy méně přesná. 
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6 Výsledky měření a experimentů
Aby  byly  informace  o  vytvořeném  detektoru  dále  použitelné  měly  by  také  obsahovat  údaje 
o přesnosti  a  použitelném rozsahu  detekce.  Proto  je  součástí  vytvořeného  programu  jednoduché 
rozhraní,  které  umožňuje  do  určité  míry  změřit  přesnost  celého  systému.  Celé  měření  probíhá 
následovně: Po spuštění programu a následné kalibraci uživatel zobrazí testovací okno a roztáhne ho 
přes celou obrazovku. V tomto okně se vyskytují dva obdélníky. Oranžový určuje oblast, do které 
systém očekává pohled,  a modrý aktuální  směr  pohledu.  Úkolem uživatele je tedy podívat  se na 
oranžový obdélník a poté co se směr pohledu ustálí stisknout mezerník. Tím se spustí několik měření, 
které zjistí spolehlivost určení směru pohledu v dané oblasti. Jednotlivé oblasti, do kterých se má 
uživatel dívat, jsou vybírány náhodně. Snažil jsem se tak uživatele přinutit k výraznějšímu pohybu 
hlavy. 
Při  vyhodnocování  se  určuje,  jestli  se  požadovaná a detekovaná oblast  překrývají  (správná 
detekce), dotýkají se (malá chyba) nebo je detekovaná oblast od požadované výrazně vzdálena (velká 
chyba).  Tyto  výsledky jsou  pak  sečteny a  zaneseny do  výsledného grafu.  Součet  v  jednotlivých 
oblastech je také graficky znázorněn v hlavním okně aplikace. Tento graf nám poskytuje informaci 
o tom, jaké přesnosti jsme schopni dosáhnout při určitém směru pohledu. 
6.1 Vliv vzhledu obličeje na přesnost
Přesnost  výpočtu může  ovlivňovat  celá  řada faktorů,  v  této  podkapitole  se  zaměřím na ty,  které 
nějakým způsobem mění konečný vzhled celého obličeje. Z velkého množství faktorů, které ovlivňují 
vzhled, jsem vybral několik základních. Výběr byl ovlivněn tím, že některé situace nastávají velice 
zřídka nebo se mi je v podmínkách, které jsem měl k dispozici, nepodařilo vytvořit.
I když by se z následujícího textu mohlo zdát, že systém má velké množství omezení týkající se 
podmínek  provozu,  není  to  úplně  pravda.  Většina  popisovaných  problémů  se  týkají  extrémních 
situací, kdy jsem se úmyslně snažil uvést celé zařízení do stavu, kdy nebude schopné dál pracovat. 
Účes
Účes ovlivňuje přesnost zejména v situacích, kdy jednotlivé prameny vlasů zasahují do obličejové 
části. Pokud je tímto zásahem ovlivněno jenom čelo, je vliv na celý systém nepatrný, detekce očí, úst 
a nosu probíhá převážně mimo tuto oblast. 
Naopak detekce kůže může díky těmto zásahům některé oblasti vynechávat. Konkrétní míra 
dopadu je pak závislá na odstínu vlasů. Další problém, který může při detekci kůže nastat, je situace, 
kdy má sledovaná osoba velice podobnou barvu vlasů a kůže. V kombinaci s dlouhými rozpuštěnými 
vlasy to může mít dopad na posunutí krajních hranic obličeje. V praxi se mi tuto situaci nepodařilo 
nasimulovat  i  přesto,  že  jsem disponoval  záběry  osoby s  vhodnou  barvou  vlasů.  Mezi  okrajem 
obličeje a vlasy vzniká zpravidla tmavší  hrana,  která tyto  dvě oblasti  oddělí.  Z testů,  které jsem 
provedl, tedy usuzuji, že je pravděpodobnost vzniku této situace velice malá.
Poslední oblastí, na kterou by účes mohl mít vliv je detektor významných bodů. Jeho funkce je, 
ale spíše ovlivňována maskou, která je vytvořena na základě modelu kůže. Pokud tedy vlasy nebudou 
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do této masky zahrnuty, dojde k nepatrnému snížení počtu významných bodů. Toto snížení je, ale 
stejné pro různé úhly pohledu, proto výslednou přesnost nijak neovlivní. V opačném případě, kdy 
jsou  vlasy  do  masky  zahrnuty,  dojde  k  zvýšení  počtu  významných  bodů,  které  také  přesnost 
neovlivňují.
Při  testování  jsem měřil  přesnost  na  lidech  s  různou  barvou  a  délkou  vlasů,  v  některých 
případech také částečně zasahovali do obličeje. Během měření jsem nenarazil na žádné problémy, 
které by byly zapříčiněny nevhodnou barvou nebo tvarem účesu.   
Vousy a knír
Vousy  na  rozdíl  od  vlasů,  které  byly  popsány v  předchozí  části,  zasahují  do  obličeje  výrazněji 
a zpravidla i výrazně mění odstín kůže. Z toho vyplývá, že by mělo docházet k problémům při detekci 
kůže.  Použitý  algoritmus  se  však na tuto situaci  dokázal  překvapivě dobře  adaptovat.  Po detekci 
pomocí barevného modelu zde sice zůstávají malé díry ve výsledné oblasti, ty jsou ale dodatečně 
vyplněny pomocí korekčních algoritmů, které byly popsány v kapitole 5. Ve výsledku tedy nalezená 
oblast obličeje odpovídá skutečnosti.
Z dalších částí algoritmu byl překvapením detektor, konkrétně detektor úst. Ten v některých 
případech detekoval ústa výrazně výše nebo níže. Tato skutečnost pak měla velice nepříznivý vliv na 
přesnost výstupu druhé vrstvy.
V poslední  části,  kde se detekují  významné body,  byly vousy spíše přínosem.  Jak již bylo 
uvedeno,  barevný  model  se  s  touto  situací  dokázal  vypořádat,  díky  tomu  vznikla  maska,  která 
umožnila  detekci  významných bodů i  v oblasti  vousů.  Ty jsou díky své struktuře oblastí,  kde je 
možné nalézt těchto bodů velké množství. Ve výsledku tak z pohledu poslední vrstvy došlo spíše 
k zvýšení přesnosti než k problémům.
Brýle
Pokud zde budu rozebírat vliv brýlí, myslím tím ty dioptrické, přesněji řečeno je nutné, aby byly 
průhledné. Při použití slunečních brýlí totiž zkolabuje detektor očí. U obyčejných dioptrických brýlí 
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Obrázek 6.1: Ukázka detekce kůže v místě, kde se vyskytují vousy
se  detektoru  většinou  podaří  oči  nalézt.  Velmi  ale  záleží  na  podmínkách  osvětlení,  materiál,  ze 
kterého jsou vytvořeny skla brýlí,  často vytváří  nežádoucí odlesky,  které znesnadňují detekci.  Při 
testování tyto problémy nastávaly při osvětlení zepředu. Pokud bylo osvětlení utlumeno, například 
odrazem od stěny, byly odlesky minimální a detekce probíhala téměř bez problémů.
Detekce kůže je brýlemi  ovlivněna pouze pokud obsahují  výrazně velké obroučky.  Ty pak 
způsobují vznik nedetekovaných oblastí. Algoritmus je částečně schopen eliminovat i mírně tónované 
skla brýlí.
Detekci významných bodů brýle neovlivňují, opět je závislá pouze na masce, která vznikne při 
detekci  kůže.  Pokud  tedy  při  testování  selhávala  detekce  očí,  deaktivoval  jsem  druhou  vrstvu. 
Výsledky pak byly sice méně přesné, ale program byl schopný pracovat dále. 
Barva pleti
Pro testování jsem měl k dispozici pouze několik velice podobných odstínů kůže. U všech se dokázal 
barevný model  bez problémů adaptovat.  Pro zvětšení počtu odstínů kůže jsem využil  i situaci,  že 
použitá kamera měla menší problémy s vyvážením bílé, ani v těchto případech jsem nezaznamenal 
výraznější  problémy.  Pro ostatní odstíny jsem použil  několik videí z internetu, u nich jsem mohl 
pouze kontrolovat, jestli jednotlivé vrstvy detekují správně vymezené oblasti. Výsledný směr pohledu 
jsem vypočítat  nemohl,  protože z těchto videí  nebylo  možné  vytvořit  kalibrační  snímky.  Jedinou 
situací, kdy se mi podařilo, aby barevný model kůže nedokázal správně detekovat, bylo velice nízké 
osvětlení. V tomto případě už ale selhávaly i ostatní části algoritmu.
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Obrázek 6.2: Chybná detekce oka v důsledku odlesku na brýlích
Obrázek 6.3: Ukázka detekce obličeje v případě tmavší pleti
Všechny předchozí faktory ovlivňující vzhled obličeje jsou uvedeny v následující tabulce, kde je také 
popsáno, jaký vliv mají na jednotlivé části algoritmu.
Číslo vrstvy
1 2 3 4
účes minimální minimální minimální žádný
vousy malý malý malý žádný
brýle malý střední malý minimální
vrásky, pihy, akné, ... minimální minimální minimální žádný
barva pleti minimální minimální malý minimální
Tabulka 6.1: Vliv různých vlastností obličeje na jednotlivé vrstvy algoritmu
6.2 Závislost přesnosti na osvětlení
Velkou roli v přesnosti celého algoritmu také hraje osvětlení. Nezáleží zde pouze na intenzitě světla, 
ale i na jeho směru.  Osvětlení z jednotlivých stran má totiž významný vliv na konečnou podobu 
celého obličeje.  V této kapitole se budu zabývat  třemi  extrémními  situacemi  osvětlení.  Budou to 
intenzivní přímé, boční a osvětlení zezadu.
Přímé osvětlení
Výhodou přímého osvětlení je, že dokáže dobře osvětlit oblast očí, kde mohou vznikat stíny. Tím se 
zvyšuje pravděpodobnost, že se nám podaří správně lokalizovat oči. V případě intenzivního přímého 
osvětlení nastávají problémy s detekcí kůže. Způsobují to přeexponované oblasti obličeje, které jsou 
téměř bílé,  a  použitý barevný model  není schopen určit,  jestli  se jedná o barvu kůže.  Ve většině 
případů se jedná o uzavřené oblasti uvnitř obličeje, takže je zbývající část algoritmu odhalí a vyplní. 
Při testování se však objevila i situace, kdy bylo selhání barevného modelu doplněno chybnou detekcí 
očí, což způsobilo posun středu obličeje a tím také znemožnilo korekci.
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Obrázek 6.4: Ukázka problémů při silném přímém osvětlení
Osvětlení zezadu
Tento typ osvětlení je pro celý algoritmus asi nejhorším případem, protože vytvoří velkou, extrémně 
světlou plochu jako pozadí.  Obličej  se tímto  jevem velmi  podexponuje,  což způsobí  neschopnost 
detekce jak na úrovni první a druhé vrstvy, které lokalizují obličej, oči, ústa a nos, tak na úrovni třetí 
vrstvy, jejíž barevný model není schopný se přizpůsobit tak extrémním podmínkám.
Celý  tento  problém  je  nejspíše  způsoben  použitou  kamerou,  která  měla  automatické 
nastavování expozice a vyvážení bílé. Při použití kamery s možností volby těchto hodnot by mohla 
být situace lepší. Bohužel jsem neměl k dispozici dostatečně kvalitní zařízení pro pořízení takovýchto 
záběrů, takže jsem toto tvrzení nemohl potvrdit.
Boční osvětlení
Boční osvětlení je dalším problémovým faktorem ovlivňujícím přesnost celé metody.  Při testování 
nastávaly situace, kdy díky jeho vlivu docházelo ke krátkodobým výpadkům v detekci očí. Tento jev 
se projevoval zejména při velkých výchylkách v horizontálním směru. 
Další problémy s bočním osvětlením se projevily u detekce kůže, kde došlo k posunutí bočních 
hranic  obličeje.  S  největší  pravděpodobností  je  to  způsobeno  tím,  že  okraj  obličeje  byl 
přeexponovaný nebo obsahoval výrazně jiný odstín kůže než většina obličeje.
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Obrázek 6.5: Problémy s podexponováním snímku při silném zadním osvětlení
Obrázek 6.6: Ukázka posunutí hranice obličeje při bočním osvětlení
6.3 Výsledky měření přesnosti
V této  podkapitole  se  pokusím popsat  výslednou  přesnost  jednotlivých  částí  algoritmu  a  celého 
systému. Při měření jsem se snažil navodit ideální podmínky, abych dosáhl co nejlepších výsledků. 
Bylo tedy použito tlumené osvětlení, které nevytvářelo odlesky, jeho intenzita byla volena tak aby 
nebyl  obličej  přeexponovaný  nebo  podexponovaný.  Jako  pozadí  jsem  volil  jednobarevnou  zeď. 
Systém by sice pracoval i za horších podmínek, já jsem ale chtěl změřit přesnost v situaci, kdy ho 
nebude nic ovlivňovat.
Přesnost směru pohledu vypočteného z pozice očí, úst a nosu
Tato část algoritmu vykazovala poměrně velkou přesnost v horizontálním směru, kde docházelo jen 
k minimálnímu počtu chyb. Rozlišovací schopnost v tomto směru je asi 8°. V horizontálním směru už 
byla přesnost nižší, pohybovala se přibližně v rozsahu 10-12°. Kolem středové oblasti se také zvýšila 
chybovost.  Celkové  shrnutí  přesnosti  v  horizontálním  a  vertikálním  směru  je  na  následujícím 
obrázku. Zelená barva zde znázorňuje 100%ní úspěšnost, červená neúspěch. 
Druhá vrstva poskytuje  poměrně přesné informace,  problém je v tom,  že jsou v některých 
případech zatíženy velkou chybou, která vzniká při chybné lokalizaci některého z bodů.
Přesnost směru pohledu založeného na významných bodech
Porovnáme-li výsledky čtvrté a druhé vrstvy zjistíme, že je jejich přesnost v horizontálním směru 
téměř srovnatelná. Jiná situace je ve vertikálním směru, kde detekce pomocí významných bodů není 
prakticky vůbec schopna detekovat směr pohledu dolu, obzvláště pokud se pohybujeme ve středu 
x-ové osy. Přesnost v obou směrech je opět znázorněna na následujícím obrázku.
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Obrázek 6.7: Přesnost 2. vrstvy ve vertikálním a horizontálním směru
Obrázek 6.8: Přesnost 4. vrstvy ve vertikálním a horizontálním směru 
Při měření jsem také narazil na situaci, kdy byla druhá vrstva téměř nepoužitelná. Proto jsem ji 
z výpočtu vyřadil a zkusil jsem směr pohledu detekovat pouze pomocí čtvrté vrstvy. I pro ni nebyly 
podmínky příliš příznivé, ale byla alespoň částečně schopna detekovat. Díky tomu se zvýšil kontrast 
mezi oblastmi, kde funguje dobře a kde vykazuje chybovost. Na následujícím obrázku je vidět, že 
nejvyšší přesnosti tato vrstva dosahuje zejména v oblasti kalibračních snímků.
 
Přesnost ostatních částí programu
Poslední  dvě části,  u kterých jsem ještě neuvedl přesnost,  jsou detektor obličeje a detektor kůže. 
Spolehlivost detekce obličeje je na velmi vysoké úrovni. Detekce se provede správně prakticky vždy. 
Pokud nastane situace, že detektor selže, jedná se o tak extrémní případ, že ostatní vrstvy by stejně 
nedokázali pracovat.
Detekce kůže probíhala ve většině případů také bez problémů. Barevný model je schopný se 
adaptovat na správnou barvu během několika málo snímků.  Při běhu aplikace mu pak nevadí ani 
výraznější změna osvětlení.
Výsledná přesnost celého systému 
Přesnost  byla  měřena  pomocí  již  popsané testovací  aplikace,  která  zjišťovala,  do jaké oblasti  na 
obrazovce se uživatel dívá. Měření probíhalo na monitoru o velikosti 15.4“ a sledovaná osoba seděla 
od kamery ve vzdálenosti přibližně 0.5m. V ideálních případech byla aplikace schopna rozlišit směr 
pohledu v mřížce 7x5. Tohoto výsledku se však nepodařilo dosáhnout u všech osob, na kterých jsem 
tento systém testoval. Při snížení rozlišení testovacího okna na 3x3 pole, byla úspěšnost u většiny 
osob přibližně na úrovni 75%. Pokud jsem snížil rozlišení na 2x2, což odpovídá pouhému určení 
směru, bez zjišťování velikosti výchylky byla úspěšnost u všech měření větší než 95%. 
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Obrázek 6.9: Přesnost 4. vrstvy při nevhodných podmínkách
7 Závěr
Úkolem této práce bylo prostudovat různé algoritmy použitelné pro zpracování obrazu se zaměřením 
na  odhadnutí  směru  pohledu.  Dále  pak  jejich  aplikaci  v  už  realizovaných  projektech.  Z  těchto 
algoritmů jsem se snažil vybrat ty, které se podle jejich popisu jevily jako vhodné. Zaměřil jsem se 
zejména na algoritmy, díky kterým bych byl schopen vyhledat co nejvíce bodů a oblastí v obličeji. 
Tento výběr byl poté ještě upřesněn a upraven pomocí značného množství testů, které byly provedeny 
během vývoje. Popis algoritmů, které jsem se nakonec rozhodl použít je uveden ve druhé kapitole.
Výsledkem celé práce je aplikace, která pro odhad směru pohledu kombinuje několik různých 
technik za účelem zvýšení přesnosti. Předpokládal jsem totiž, že se budou jednotlivé metody ve svých 
výsledcích doplňovat.  To  se  z  velké části  také potvrdilo  během testování.  Aplikace  tedy dokáže 
rozlišit směr pohledu v horizontálním i vertikálním směru a to včetně velikosti výchylky. 
Během vývoje jsem také narazil na několik problémů, které bylo potřeba řešit. Některé z těchto 
problémů byly předvídány už během návrhu ve čtvrté kapitole, a bylo zde i nastíněno jejich řešení. 
Ostatní problémy týkající se zejména optimalizace rychlosti jsem řešil během samotné implementace. 
Jejich řešení je v této práci také uvedeno.
Jelikož  je  práce  zaměřena  čistě  na  určení  směru  pohledu  a  už  se  nezabývá  jeho  dalším 
využitím, bylo také potřeba změřit přesnost výstupních hodnot. Této části bylo věnováno poměrně 
mnoho času a úsilí, tak aby byly informace o aplikaci dostačující pro další využití. Testy probíhaly za 
různých podmínek na několika dobrovolnících.
Možnosti  dalšího  vývoje  jsou  v  této  oblasti  velmi  rozsáhlé,  jako  první  se  nabízí  rozšíření 
aplikace o část, která by výstupní data používala k další činnosti, například pro ovládání počítače. 
Dále  by také  bylo  vhodné zaměřit  se  na  optimalizaci  celého  výpočtu,  který  je  v  současné verzi 
extrémně náročný na výkon počítače a nedokáže tak zpracovat větší  množství  snímků za vteřinu. 
V neposlední řadě by bylo zajímavé pokusit se i o vytvoření verze, která bude mít jednoduší kalibraci 
nebo ji nebude potřebovat vůbec.
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Seznam příloh
Příloha A. Manuál k programu
Příloha B. DVD obsahující elektronickou verzi technické zprávy, spustitelný program včetně 
zdrojových kódů a ukázkových videí.
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Příloha A. Manuál k programu
Spuštění programu
Program potřebuje ke svému běhu knihovny a kaskády klasifikátorů z OpenCV. Protože byl vyvíjen v 
prostředí Microsoft Visual Studio 2008 potřebuje ještě knihovny z tohoto prostředí.  Všechny tyto 
soubory by se měly nacházet na přiloženém médiu.
Program se spouští pomocí souboru GazeDetection.exe. Jako parametr se uvádí konfigurační 
soubor   a  případně video,  které  má  sloužit  jako vstup.  Pro rozlišení  těchto dvou souborů slouží 
parametry -s a -v. Program tedy můžeme spustit například takto:
GazeDetection.exe -s config.cfg -v video.avi
Konfigurační soubor
Aby se nemusel program pokaždé znovu nastavovat, nebo předávat nastavení pomocí parametrů, je 
zde  nastavení  provedeno  pomocí  jednoho  souboru,  který  obsahuje  všechna  nastavení.  Jednotlivé 
parametry  jsou  zde  psány  na  samostatné  řádky.  Každý  z  těchto  řádků  obsahuje  identifikátor 
parametru  a  jeho  hodnotu.  V následující  tabulce  je  uveden seznam těchto  identifikátorů  s  jejich 
popisem.
Identifikátor Popis
[Cam_ID] Číslo  kamery  v  systému.  Pokud  je  k  počítači  připojena  pouze  jedna 
kamera měla by být tato hodnota nastavena na 0.
[Min_Face_Size] Minimální požadovaná velikost nalezeného obličeje. Tato hodnota slouží 
pro odhalení špatné detekce. 
[Face_cascade] Adresa kaskády klasifikátorů pro hledání obličeje.
[Eye_cascade] Adresa kaskády klasifikátorů pro hledání očí.
[Nose_cascade] Adresa kaskády klasifikátorů pro hledání nosu.
[Mouth_cascade] Adresa kaskády klasifikátorů pro hledání úst.
[InputFrame_Scale] Zapne / vypne podvzorkování vstupu. Aktivace se provádí hodnotou 1, 
deaktivace hodnotou 0. 
[ScaleFrame_Cols] Šířka podvzorkovaného vstupu
[ScaleFrame_Rows] Výška podvzorkovaného vstupu
[Burst] Zrychlí běh programu tím, že bude v každém kroku přeskakovat zadaný 
počet snímků.
[TestWindow_Enabled] Zapne / vypne zobrazení rozhraní pro měření přesnosti
[L02_maxTrackingSteps] Maximální počet po sobě jdoucích snímků, ve kterých se pozice očí, úst 
a nosu pouze sleduje.
[L03_defaultSkinAdr] Adresa obrázku obsahujícího vzorek kůže pro počáteční kalibraci.
[L03_fillAlways] Zapne / vypne vyplňování masky obličeje za všech okolností. Pokud je 
vyplňování vypnuto, nebude se maska vybarvovat, dotýká-li se okraje.
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[L04_eqHist] Zapne  /  vypne  ekvalizaci  histogramu  v  oblasti  definované  maskou 
obličeje. 
[Calibration_LT] Číslo snímku videa, který odpovídá kalibraci v levém horním rohu.
[Calibration_RT] Číslo snímku videa, který odpovídá kalibraci v pravém horním rohu.
[Calibration_LB] Číslo snímku videa, který odpovídá kalibraci v levém spodním rohu.
[Calibration_RB] Číslo snímku videa, který odpovídá kalibraci v pravém spodním rohu.
Popis Hlavního okna programu
Obsah celého okna se může nepatrně lišit podle zvoleného konfiguračního souboru. Na následujícím 
obrázku je zobrazeno okno obsahující všechny prvky včetně jejich popisu.
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Obrázek A.1: Hlavní okno aplikace
Informace o výsledku jednotlivých vrstev. 
Kliknutím do barevné oblasti je možné vrstvu 
aktivovat a deaktivovat
Výsledný směr pohledu
Stav jednotlivých vrstev
Zelená – sledování
Oranžová – detekce
Červená – chy bná detekce nebo je vrstva vypnuta
Nastavení velikosti testovacího panelu
Výsledky  měření přesnosti
Zelená – počet správně detekovaných oblastí
Oranžová – malá chyba při detekci
Červená – velká chyba při detekci
Přesnost detekce v jednotlivých oblastech
Vy nuluje výsledky  testů
vstup z kamery  nebo videa
Maska obličeje
Histogram kůže
