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UNBOUNDED OPERATORS ON HILBERT C∗-MODULES
RENE´ GEBHARDT AND KONRAD SCHMU¨DGEN
Abstract. Let E and F be Hilbert C∗-modules over a C∗-algebra A. New
classes of (possibly unbounded) operators t : E → F are introduced and in-
vestigated. Instead of the density of the domain D(t) we only assume that t is
essentially defined, that is, D(t)⊥ = {0}. Then t has a well-defined adjoint. We
call an essentially defined operator t graph regular if its graph G(t) is orthog-
onally complemented in E ⊕ F and orthogonally closed if G(t)⊥⊥ = G(t). A
theory of these operators and related concepts is developed. Various character-
izations of graph regular operators are given. A number of examples of graph
regular operators are presented (E = C0(X), a fraction algebra related to the
Weyl algebra, Toeplitz algebra, Heisenberg group). A new characterization of
affiliated operators with a C∗-algebra in terms of resolvents is given.
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1. Introduction
Hilbert C∗-modules are a well established tool in the theory of C∗-algebras and
their applications. They have been invented by I. Kaplansky [K53] for commutative
C∗-algebras and by W. Paschke [P73] and M. Rieffel [R74] in the general case.
Standard textbooks are [L95] and [MT05]. Unbounded operators on Hilbert C∗-
modules play an important role for the study of noncompact quantum groups [W91],
in KK-theory [BJ83, K97] and in noncommutative geometry [GVF].
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Let E and F be Hilbert C∗-modules over a C∗-algebra A. By an operator from
E into F we mean an A-linear and C-linear mapping t of an A-submodule D(t)
of E into F . Such an operator t is called regular if t is closed, D(t) is dense in
E, D(t∗) is dense in F , and I + t∗t is a bijection of E. Regular operators form
the most important class of unbounded operators on Hilbert C∗-modules. A nice
presentation of their theory can be found in Chapters 9 and 10 of Lance’ book
[L95]. Regular operators were invented by S. Baaj [B81, BJ83] and extensively
studied by S.L. Woronowicz in two seminal papers [W91, WN92]. Woronowicz
considered the case when E is the C∗-algebra A itself and called the corresponding
operators affiliated with A. That is, the affiliated operators are precisely the regular
operators on the Hilbert C∗-modules E = A. Unbounded operators on Hilbert C∗-
modules are studied in [H89], [K97], [K02], [FS10], [KL12], [Pal99], [Pie06]. A
generalization of regular operators are the semiregular operators introduced by A.
Pal [Pal99]. Note that semiregular operators are always densely defined.
The aim of the present paper is to introduce several new classes of unbounded
operators on C∗-modules and to develop the basics of their theory. Let us briefly
explain the main new concepts by avoiding technical subtleties. Precise definitions
and further explanations will be given in the corresponding sections of the text.
Suppose that t is an operator from E into F such that its domain D(t) is essential,
that is, D(t)⊥ = {0}. Here D(t)⊥ denotes the orthogonal complement of D(t)
with respect to the A-valued scalar product of E. Then the operator t has a
well-defined adjoint operator t∗. An operator t is called orthogonally closed if its
graph G(t) = {(x, tx); t ∈ D(t)} is orthogonally closed, that is, if G(t)⊥⊥ = G(t) in
E ⊕ F . An orthogonally closed operator t is called graph regular if its graph G(t)
is orthogonally complemented in E ⊕ F . Graph regularity is the most important
new concept of operators appearing in this paper. This notion is also of interest in
the case when the operator t is bounded and only essentially defined.
It should be emphasized that all these operators are not necessarily densely
defined! Instead we assume only that their domains are essential, that is, they have
trivial orthogonal complements, and we replace the closure of the graph G(t) in
E ⊕ F by its double orthogonal complement G(t)⊥⊥.
The difference between graph regularity and regularity can be nicely illustrated
by the Hilbert C∗-module C0(X) for the C∗-algebra C0(X), where X is a locally
compact Hausdorff space. Then both classes of operators are given by multiplica-
tion operators: the regular operators by functions of C(X), but the graph regular
operators by functions which are only continuous up to a no-where dense set and
for which the modulus goes to infinity in neighbourhoods of discontinuities (see
Theorem 15). This example shows another essential difference: While a regular
operator can be transported into a densely defined closed operator by each induced
representation, for a graph regular operator this is only possible for certain rep-
resentations. To include such phenomena was one motivation for studying graph
regular operators. We will elaborate this elsewhere more in detail.
This paper is organized as follows. Section 2 contains basic definitions and facts
on essentially defined operators, their adjoints and orthogonally closed operators.
Graph regular operators are introduced and studied in Section 4. Basic proper-
ties of these operators are derived (Theorems 1 and 2) and two characterizations of
graph regular operators in terms of bounded operators are obtained. The first one,
the (a, a∗, b)-transform, gives a purely algebraic description of graph regular opera-
tors by a triple of adjointable operators (Theorem 7). The second characterization
(Theorems 11 and 12) concerns the bounded transform. This transform played
already a crucial role in Woronowicz’ approach to affiliated operators. To each
graph regular operator t : E → F we associate a regular operator t0 : E0 → F0
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acting between essential submodules E0 and F0 of E and F , respectively. As a
byproduct of these considerations we use the notion of essentially defined partial
isometries to prove a general result on the polar decomposition of adjointable op-
erators (Theorem 13) and of graph regular operators (Theorem 14). Further, we
show that quotients of adjointable operators provide a large source of examples of
graph regular operators (Theorems 8 and 9). The functional calculus of normal
regular operators is extended to normal graph regular operators (Theorem 16).
In Section 5 we specialize to the case when E is the C∗-algebra A itself and A is
faithfully realized on a Hilbert space H. Then the regular operators on the Hilbert
C∗-module E = A are precisely Woronowicz’ affiliated operators. Suppose that t
is a densely defined closed operator on H. We shall say that t is associated with
A if the operators at = (I + t∗t)−1, at∗ = (I + tt∗)−1, and bt = t(I + t∗t)−1 are in
the multiplier algebra M(A). A number of results as well as examples and counter-
examples on associated and affiliated operators are derived. One of the main new
results (Theorem 17) provides a characterization of affiliated operators in terms of
resolvents: If λ ∈ ρ(t), then t is affiliated with A if and only if (t−λI)−1 ∈ M(A) and
(t− λI)−1A and (t∗ − λ I)−1A are dense in A. This seems to be a useful criterion
for proving that operators are affiliated, since the resolvent is better understood in
operator theory than the bounded transform.
In Sections 3 and 6 we develop various classes of examples. A particular em-
phasis is on graph regular operators that are not regular on the corresponding
C∗-modules. Section 3 and Subsection 4.7 contain a careful treatment of the com-
mutative case E = C0(X), where X is a locally compact Hausdorff space. Among
others, essentially defined orthogonally closed operators and graph regular oper-
ators are characterized in this case. In Subsection 6.1 we consider some simple
examples for matrices over commutative C∗-algebras. In Subsection 6.2 the posi-
tion operator Q = x and the momentum operator P = −i ddx become graph regular
operators on a C∗-algebra obtained from a fraction algebra. In Subsection 6.3
some unbounded Toeplitz operators are described as graph regular operators on
the Toeplitz C∗-algebra, while in Subsection 6.4 a graph regular operator on the
C∗-algebra of the Heisenberg group is constructed.
Finally, let us fix some notation that will be used in this paper. Throughout,
A denotes a C∗-algebra, Ah := {a ∈ A : a∗ = a} is its hermitian part, and
A+ := {a ∈ A|a ≥ 0} is its cone of positive elements. If H is a Hilbert space, we
denote by B(H) the bounded operators on H, by K(H) the compact operators on
H, and by C(H) the set of densely defined closed operators on H. For an operator
t ∈ C(H), let D(t) be its domain on H, N (t) its null space, R(t) its range and ρ(t)
its resolvent set.
2. Orthogonally closed operators on Hilbert C∗-modules
First we recall a standard definition.
Definition 1. A (right) pre-Hilbert C∗-module E over A is a right A-module E
equipped with a map 〈., .〉 : E × E → A satisfying the following conditions:
λ(xa) = (λx)a = x(λa), λ ∈ C, x ∈ E, a ∈ A,
〈αx+ βy, z〉 = α 〈x, z〉+ β 〈y, z〉 , α, β ∈ C, x, y, z ∈ E,
〈x, ya〉 = 〈x, y〉 a, a ∈ A, x, y ∈ E,
〈x, y〉 = 〈y, x〉∗ , x, y ∈ E,
〈x, x〉 ≥ 0, x ∈ E,
〈x, x〉 = 0 =⇒ x = 0, x ∈ E.
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A pre-Hilbert C∗-module E over A is called a Hilbert C∗-module over A, briefly a
Hilbert A-module, if (E, ‖.‖E) is complete, where ‖.‖E is the norm on E given by
‖x‖E := ‖ 〈x, x〉 ‖1/2A , x ∈ E.
Example 1. The C∗-algebra A itself is a Hilbert A-module over A by taking the
multiplication as right action and the A-valued scalar product 〈a, b〉 := a∗b, a, b ∈ E.
In this case ‖a‖E = ‖ 〈a, a〉 ‖1/2A = ‖a‖A for a ∈ E.
Suppose that E is a Hilbert A-module. If x, y ∈ E and 〈x, y〉 = 0, we write x⊥y.
For a subset F of E, the set
F⊥ := {x ∈ E|∀y ∈ F : 〈x, y〉 = 0}
is called the orthogonal complement of F . Clearly, F⊥ is a submodule of E and
x⊥y is equivalent to y⊥x, since 〈x, y〉 = 〈y, x〉∗. If F,G are subsets of E, then
F ⊆ F⊥⊥, F ⊆ G =⇒ G⊥ ⊆ F⊥, F⊥ = F⊥⊥⊥.
We only verify the last equality F⊥ = F⊥⊥⊥. The first inclusion yields F⊥ ⊆
(F⊥)⊥⊥. On the other hand, the relation F ⊆ F⊥⊥ implies that (F⊥⊥)⊥ ⊆ F⊥.
Therefore, F⊥ = F⊥⊥⊥.
Let F and G be subsets of E. We set F +G := {f + g|f ∈ F, g ∈ G} and write
F ⊕ G := F + G if F ⊆ G⊥. Since F ⊆ G⊥ implies G ⊆ G⊥⊥ ⊆ F⊥, we always
have F ⊕G = G⊕ F . Since F ⊆ (F⊥)⊥, it is justified to write F ⊕ F⊥.
Definition 2. A subset F of E is said to be essential if F⊥ = {0}. A submodule
F of E is called orthogonally closed if F = F⊥⊥ and orthogonally complemented
if F ⊕ F⊥ = E.
Since F⊥ is always closed in E, each orthogonally closed submodule is closed.
Example 2. For the C∗-algebra C0(X) of continuous functions on a locally com-
pact Hausdorff X space vanishing at infinity each closed ideal is of the form
IO := {f ∈ C0(X)|∀x ∈ X \ O : f(x) = 0}
for some open subset O ⊆ X. The mapping O → IO is a bijection of the open
subsets of X onto the closed ideals of C0(X). For x ∈ X we have x ∈ O if and
only if there exists f ∈ IO with f(x) 6= 0. The following facts are easily verified:
• I⊥O = I(X\O)◦.
• IO is essential in C0(X) if and only if O is dense in X.
• IO is orthogonally closed if and only if O coincides with the interior of its
closure.
• IO is orthogonally complemented if O is closed.
The following simple facts will be often used: If F,G are submodules of E,
then (F ∩G)⊥ ⊇ (F⊥ + G⊥)⊥⊥ and (F + G)⊥ = F⊥ ∩ G⊥. Further, if F,G are
orthogonally closed, then (F ∩G)⊥ = (F⊥ +G⊥)⊥⊥.
Lemma 1. For any subset F of E, the set F ⊕ F⊥ is essential.
Proof. If x ∈ (F ⊕ F⊥)⊥ = F⊥ ∩ F⊥⊥, then 〈x, x〉 = 0 and hence x = 0. 
Lemma 2. If F,G are submodules of E with F ⊆ G and F⊥ ∩ G = {0}, then
F⊥ ∩ (G⊕G⊥) = G⊥.
Proof. Clearly, F⊥ ⊇ G⊥, so F⊥ ∩ (G⊕G⊥) ⊇ F⊥ ∩G⊥ = G⊥. Now assume that
x = g + g⊥ ∈ F⊥ with g ∈ G, g⊥ ∈ G⊥. But then x− g⊥ = g ∈ G ∩ F⊥, so g = 0
and x = g⊥ ∈ G⊥. 
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The direct sum E ⊕ F of two Hilbert A-modules E and F is a right A-module.
If we define a mapping 〈., .〉E⊕F : (E ⊕ F )× (E ⊕ F )→ A by
〈(e1, f1), (e2, f2)〉E⊕F := 〈e1, e2〉E + 〈f1, f2〉F , e1, e2 ∈ E, f1, f2 ∈ F,
then this module becomes also a Hilbert A-module.
Now we turn to operators on Hilbert A-modules. By an operator t from E into
F we mean a C-linear and A-linear mapping defined on a right A-submodule D(t)
of E, called the domain of t. The symbol t : E → F always denotes an operator
from E into F . The C-linearity and A-linearity of t mean that
t(λx) = λt(x) and t(xa) = t(x)a for λ ∈ C, x ∈ D(t), a ∈ A.
For an operator t : E → F , its null space N (t) := {x ∈ E|tx = 0} is a right
A-submodule of E, its range R(t) := {tx|x ∈ D(t)} is a right A-submodule of F
and its graph G(t) := {(x, tx)|x ∈ D(t)} is a right A-submodule of E ⊕ F . As in
the case of ordinary Hilbert space operators we say t is closed if G(t) is closed in
E ⊕ F and t is closable if there exists an operator s which is a closed extension of
t. In this case there exists a unique closed operator, denoted by t and called the
closure of t, such that G(t) = G(t).
An operator t : E → E is called positive if 〈tx, x〉 ≥ 0 for all x ∈ D(t).
Definition 3. An operator t : E → F is called essentially defined if D(t) is an
essential submodule of E.
Suppose that t : E → F is an essentially defined operator. Set
D(t∗) := {y ∈ F |∃z ∈ E : ∀x ∈ D(t) : 〈tx, y〉F = 〈x, z〉E}.
Since D(t) is an essential submodule, the element z ∈ E is uniquely determined by
y. We define t∗y := z. Then t∗ : F → E is an operator, called the adjoint of t, and
〈tx, y〉 = 〈x, t∗y〉 for x ∈ D(t), y ∈ D(t∗).
The operators of the set
L(E,F ) := {t : E → F |D(t) = E,D(t∗) = F}
are called adjointable. Note that L(E) := L(E,E) is a unital C∗-algebra.
Definition 4. An essentially defined operator t : E → E is called symmetric if
t ⊆ t∗, and self-adjoint if t = t∗.
Let v : E ⊕ F → F ⊕ E denote the unitary operator (x, y) 7→ (−y, x).
Proposition 1. Suppose that t : E → F is essentially defined. Then:
(1) G(t∗) = vG(t)⊥.
(2) N (t∗) = R(t)⊥.
(3) If t is injective and R(t)⊥ = {0}, then t∗ is injective and (t∗)−1 = (t−1)∗.
(4) G(t)⊕ vG(t∗) is essential.
The proof of these statements is similar to the Hilbert space case; we omit the
details.
Lemma 3. Let r : E → F be essentially defined. Suppose that D(r∗) = F and
R(r) is essential. If D ⊆ D(r) is essential, then R(r ↾D) is essential.
Proof. Let x ∈ F be such that 〈x, ry〉 = 0 for all y ∈ D. Then 〈r∗x, y〉 = 0 for
all y ∈ D. Since D⊥ = {0} by assumption, we conclude that r∗x = 0. That is,
x ∈ N (r∗) = R(r)⊥ = {0}. 
Proposition 2. Let t, t1, t2 be essentially defined operators from E into F and let
s be an essentially defined operator from F into G. Then:
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(1) t1 ⊆ t2 implies t∗1 ⊇ t∗2.
(2) If t1 + t2 is essentially defined, then (t1 + t2)
∗ ⊇ t∗1 + t∗2. If D(t2) ⊆ D(t1)
and D(t∗1) = E, then t1 + t2 is essentially defined and (t1 + t2)∗ = t∗1 + t∗2.
(3) If st is essentially defined, then (st)∗ ⊇ t∗s∗. If R(t) ⊆ D(s) and D(s∗) =
G, then st is essentially defined and (st)∗ = t∗s∗.
(4) If t is injective, D(s) ⊆ R(t) and D((t−1)∗) = F , then st is essentially
defined and (st)∗ = t∗s∗.
Proof. Assertions (1)–(3) are shown by simple computations.
We prove (4). By Lemma 3, the domain D(st) = t−1D(s) is essential. For
x ∈ D((st)∗) and y ∈ D(s) we derive
〈sy, x〉 = 〈(st)t−1y, x〉 = 〈t−1y, (st)∗x〉 = 〈y, (t−1)∗(st)∗x〉 .
Therefore, x ∈ D(s∗) and s∗x = (t−1)∗(st)∗x = (t∗)−1(st)∗x ∈ D(t∗). That is,
D((st)∗) ⊆ D(t∗s∗). Now (3) completes the proof. 
Definition 5. An essentially defined operator p is a projection if p = p2 = p∗.
The next proposition characterizes projections and shows that they are in one-
to-one correspondence to orthogonally closed submodules.
Proposition 3. For a submodule G of E we define an operator pG : E → E by
D(pG) := G⊕G⊥, pG(x+ y) := x, x ∈ G, y ∈ G⊥.
Then pG is essentially defined and pG = p
2
G ⊆ p∗G = pG⊥⊥ . In particular, pG =
(pG)
∗ is a projection if and only if G is orthogonally closed.
Conversely, if p is a projection, then p = pG for some orthogonally closed sub-
module G of E.
Proof. By Lemma 1, p := pG is essentially defined. Obviously, p
2 = p ⊆ p∗. Let
z ∈ D(p∗). Then there exists w ∈ E such that
〈x, z〉 = 〈p(x+ y), z〉 = 〈x+ y, w〉 , x ∈ G, y ∈ G⊥.
Equivalently, 〈x, z − w〉 = 〈y, w〉 for all x ∈ G, y ∈ G⊥, so both sides are zero. The
latter is equivalent to z−w ∈ G⊥ and w ∈ G⊥⊥, that is, z ∈ G⊥⊕G⊥⊥. Therefore,
since w = p∗z, the operator p∗ is given by
D(p∗) = G⊥⊥ ⊕G⊥, p∗(x+ y) = x, x ∈ G⊥⊥, y ∈ G⊥.
This completes the proof of the first half.
Now assume that p = p2 = p∗ and let G := R(p) ⊆ D(p). For x = py ∈ G we
have px = p2y = py = x. For x ∈ G⊥, we obtain 〈x, py〉 = 0 = 〈0, y〉 for y ∈ D(p).
Therefore, x ∈ D(p∗) = D(p) and px = p∗x = 0. Thus, we have shown that pG ⊆ p.
Further, the assumption p = p2 implies that R(p) = N (1− p). Hence
G = R(p) = N (1 − p) = N (1− p∗) = R(1 − p)⊥.
Therefore, G = G⊥⊥ and pG is self-adjoint. Since p is also self-adjoint and pG ⊆ p,
we conclude that p = pG. 
Definition 6. Let t : E → F be an operator. A submodule D of D(t) is called an
essential core for t if G(t ↾D)⊥ = G(t)⊥.
By Lemma 1 this is equivalent to the relation (t ↾D)∗ = t∗ if D is essential.
Clearly, D is an essential core for t if and only if G(t ↾D)⊥ ⊆ G(t)⊥, or equivalently,
if the sum G(t ↾D)⊥ + G(t) is an orthogonal sum G(t ↾D)⊥ ⊕ G(t).
Example 3. Let b ∈ L(E,F ) and let D be an essential submodule of E. Then D
is an essential core for b, since (b ↾D)∗ ⊇ b∗ and b∗ is everywhere defined.
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Definition 7. A (not necessarily essentially defined) operator t : E → F is or-
thogonally closed if G(t) is orthogonally closed, that is, if G(t)⊥⊥ = G(t), and
orthogonally closable if G(t)⊥⊥ = G(s) for some (orthogonally closed) operator s.
By Proposition 1 the adjoint is always orthogonally closed.
Theorem 1. Let t : E → F be essentially defined. Then D(t∗) is an essential
submodule of F if and only if t is orthogonally closable.
Proof. Suppose that D(t∗) is an essential submodule. Then t∗∗ exists and it follows
easily that t ⊆ t∗∗. Applying Lemma 1 twice, first to t and then to t∗, we obtain
G(t∗∗) = G(t)⊥⊥. Hence t∗∗ is orthogonally closed and t is orthogonally closable.
Now suppose that G(t)⊥⊥ = G(s) for some (essentially defined) operator s. Let
z ∈ D(t∗)⊥. Then 〈(−z, 0), (y, t∗y)〉 = −〈z, y〉 + 〈0, t∗y〉 = 0 for all y ∈ D(t∗), so
(z, 0) ∈ vG(t∗)⊥ = G(t)⊥⊥ = G(s) and hence z = 0, since s is an operator. 
Let us define the sets
C′o(E,F ) := {t : E → F |D(t)⊥ = {0},D(t∗)⊥ = {0}}, C′o(E) := C′o(E,E),
Co(E,F ) := {t ∈ C′o(E,F )|t is orthogonally closed}, Co(E) := Co(E,E).
Then, by Theorem 1, C′o(E,F ) is the set of essentially defined operators t : E → F
that are orthogonally closable.
Theorem 2. (1) Suppose that t ∈ C′o(E,F ). Then we have:
(a) t ⊆ t∗∗, t∗ = t∗∗∗, and G(t)⊥⊥ = G(t∗∗).
(b) t = t∗∗ if and only if t ∈ Co(E,F ).
(c) N (t∗∗) is orthogonally closed.
(d) If R(t) and R(t∗) are essential, then t and t∗∗ are injective, t−1 is
essentially defined and orthogonally closable, and (t∗∗)−1 = (t−1)∗∗.
(2) Suppose that t ∈ Co(E,F ). Then:
(a) N (t) is orthogonally closed.
(b) If R(t) and R(t∗) are essential, then t is injective and t−1 is essentially
defined and orthogonally closed.
Proof. (1a): By Theorem 1, t∗∗ exists. Applying Proposition 1 several times we
obtain G(t∗∗) = vG(t∗)⊥ = G(t)⊥⊥, so that t ⊆ t∗∗. This implies that t∗∗∗ exists.
Using Proposition 1 once again we get G(t∗∗∗) = vG(t)⊥⊥⊥ = vG(t)⊥ = G(t∗),
hence t∗∗∗ = t∗.
(1b) follows at once from the equality G(t)⊥⊥ = G(t∗∗).
(1c): We derive N (t∗∗)⊥⊥ = R(t∗)⊥⊥⊥ = R(t∗)⊥ = N (t∗∗).
(1d): By Proposition 1, t∗ is injective and (t∗)−1 = (t−1)∗. By assumption,
R(t∗) is essential. Therefore, using Proposition 1 again we conclude that t∗∗ is
injective and (t∗∗)−1 = ((t∗)−1)∗ = (t−1)∗∗.
(2a) and (2b) follow from (1c) and (1d), respectively. 
The operator t∗∗ is called the orthogonal closure of the orthogonally closable
operator t.
Lemma 4. Let t ∈ Co(F,G) and b ∈ L(E,F ). Suppose that the operator tb is
essentially defined. Then tb ∈ Co(E,G) and (tb)∗ = (b∗t∗)∗∗.
Proof. From Proposition 2 it follows that (tb)∗ ⊇ b∗t∗ and the latter is essentially
defined. Therefore, tb ⊆ (tb)∗∗ ⊆ (b∗t∗)∗ = t∗∗b∗∗ = tb. This implies that (tb)∗ =
(b∗t∗)∗∗. 
Definition 8. An operator t ∈ C′o(E) is called essentially self-adjoint if t∗ = t∗∗.
An operator t ∈ Co(E,F ) is called normal if t∗t = tt∗.
8 RENE´ GEBHARDT AND KONRAD SCHMU¨DGEN
Proposition 4. Let t ∈ C′o(E,F ) and let D be a submodule of D(t). If D is an
essential core for t, then D is an essential submodule of E and
(t ↾D)
∗ = t∗, t ⊆ (t ↾D)∗∗ = t∗∗.
In particular, D is an essential core for t∗∗ and if t is orthogonally closed, then
t = (t ↾D)
∗∗.
Proof. Define an operator pE : E ⊕ F → E by pE(x, y) := x for x ∈ E, y ∈ F .
It is straightforward to check that the adjoint operator p∗E : E → E ⊕ F acts
by p∗E(x) = (x, 0) for x ∈ E. Thus, pE ∈ L(E ⊕ F,E). Now, using Proposition
2,(3) for the second equality, Proposition 3 for the third equality, and the relations
G(t ↾D)⊥⊥ = G(t)⊥⊥ = G(t∗∗) for the fourth equality, we derive
D⊥ = R(pEpG(t↾D))⊥ = N (p∗G(t↾D)p∗E) = N (pG(t↾D)⊥⊥p∗E) = N (pG(t∗∗)p∗E).(1)
Let x ∈ N (pG(t∗∗)p∗E). Then x ∈ D(pG(t∗∗)p∗E) and (x, 0) ∈ G(t∗∗)⊕ vG(t∗). Hence
there exist elements y ∈ D(t∗∗) and z ∈ D(t∗) such that x = y+t∗z and 0 = t∗∗y−z.
Since (0, 0) = pG(t∗∗)p∗Ex = pG(t∗∗)(x, 0) = (y, t
∗∗y), we get y = 0, so z = 0
and x = 0. Thus, N (pG(t∗∗)p∗E) = {0}. Hence D is essential by (1). The other
statements are easily verified. 
Some algebraic properties on orthogonally closable operators are collected in the
next proposition. The proofs are straightforward and we omit the details.
Proposition 5. Let t ∈ C′o(E,F ).
(1) If s ∈ L(E,F ), then t+ s ∈ C′o(E,F ).
(2) If s ∈ L(F,G) is injective with s−1 ∈ L(G,F ), then st ∈ C′o(E,G).
(3) If s ∈ L(G,E) is injective with s−1 ∈ L(E,G), then ts ∈ C′o(G,F ).
All these statements remain valid if C′o is replaced by Co.
Remark 1. In this Remark we want to emphasize that the theory developed so far
is valid in a much more general setting. For this we introduce some definitions.
Let A be a complex ∗-algebra. A ∗-bimodule for A is a bimodule X for A
equipped with an involution (that is, an antilinear mapping x→ x∗ of X such that
(x∗)∗ = x for x ∈ X) satisfying (ax)∗ = x∗a∗ and (xa)∗ = a∗x∗ for a ∈ A, x ∈ X.
Definition 9. A quadratic ∗-space over A is a triple (E,X, 〈., .〉) of a right A-
module E, a ∗-bimodule X for A and a map 〈., .〉 : E × E → X such that for
α, β ∈ C, x, y, z, x1, . . . , xn ∈ E, a ∈ A:
〈αx+ βy, z〉 = α 〈x, z〉+ β 〈y, z〉 ,
〈x, ya〉 = 〈x, y〉 a,
〈x, y〉 = 〈y, x〉∗ ,∑n
j=1
〈xj , xj〉 = 0 implies x1 = · · · = xn = 0.
All preceding notions and results on essentially defined operators and their ad-
joints, on orthogonally closed operators and on graph regular operators remain valid
for quadratic ∗-spaces rather than Hilbert A-modules. Indeed, an inspection of the
definitions and proofs shows that only the axioms from Definition 9 are needed. The
same is true for Theorem 6, Theorem 7 and Proposition 7. However, from now on
C∗-algebra properties are essentially used.
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3. Operators on the commutative C∗-algebra C0(X)
Throughout this section we suppose that X is a locally compact Hausdorff space.
We consider the C∗-algebra C0(X) of continuous functions on X vanishing at infin-
ity as a Hilbert C∗-module E (see Example 1) and study operators t : E → E. The
main aim of this section is to describe orthogonally closed operators on E and to
show that Co(E) consists of multiplication operators. For this reason we investigate
multiplication operators in detail. To state the results we introduce some notation
that is inspired by [KL12, Section 6].
For a function m : X → C we set
reg(m) :={x ∈ X |m is continuous in a neighborhood of x},
regb(m) :=
{
x ∈ ∂reg(m)|∃U ⊆ reg(m) open, m˜ : U → C continuous,
with x ∈ U, m˜ ≡ m on U ∩ reg(m)} ,
reg∞(m) :=
{
x ∈ ∂reg(m)|∃U ⊆ reg(m) open, m˜ : U → C continuous,
with x ∈ U, m˜ ≡ m on U ∩ reg(m), m˜(x) =∞} ,
sing-suppr(m) :=∂reg(m) \ (regb(m) ∪ reg∞(m)).
Clearly, reg(m) is the largest open set on which m is continuous. Further,
reg(m) ∪ regb(m) is the largest open set contained in reg(m) on which m re-
stricted to reg(m) has a (indeed unique) continuous C-valued extension. Finally,
reg(m)∪regb(m)∪reg∞(m) is the largest open set contained in reg(m) on which
m restricted to reg(m) has a (unique) continuous C-valued extension. In partic-
ular, reg(m) ∪ regb(m) ∪ reg∞(m) is contained in (reg(m))◦. The space X is a
disjoint union
X = reg(m) ∪ regb(m) ∪ reg∞(m) ∪ sing-suppr(m)︸ ︷︷ ︸
∂reg(m)
∪ (X \ reg(m))︸ ︷︷ ︸
(X\reg(m))◦
.
By F0(X) we denote the set of functions on X vanishing at infinity. We note
E = C0(X) = {f ∈ F0(X)|reg(f) = X}.
Let us briefly summarize the results that will be obtained in this section. For an
arbitrary function m on X a multiplication operator tm is defined and we introduce
an equivalence relation to characterize those functions giving the same operator
(Lemma 7). Then we show that tm is essentially defined if and only if reg(m) is
dense in X and that in this case tm is already orthogonally closed and its adjoint
is tm (Theorem 3). Further, we prove that t ∈ Co(E) if and only if t = tm for some
function m : X → C (Theorem 4). In Example 4 we give a normal operator t for
which the domains D(t) and D(t∗) are different.
For m, m˜ : X → C we write
m ≃ m˜ ⇔ reg(m) = reg(m˜) and m ≡ m˜ on reg(m) ∩ reg(m˜).
In Lemma 5(2) it will be shown that ≃ is an equivalence relation. To simplify the
notation we associate to each function m : X → C a function mˆ on X defined by
mˆ(x) =
{
m(x) , x ∈ X \ regb(m)
m˜(x) , x ∈ regb(m)
,
where m˜ is one of the functions appearing in the definition of regb(m). In fact,
any two of those functions have the same values at x, since x is in the boundary
of reg(m) and the two continuous functions coincide on this set. Hence mˆ is well-
defined. Lemma 5(3) shows that mˆ ≃ m.
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Lemma 5. (1) Letm1,m2 : X → C. Ifm1 ≃ m2, then reg∞(m1) = reg∞(m2)
and sing-suppr(m1) = sing-suppr(m2).
(2) ≃ is an equivalence relation on the set of functions from X to C.
(3) If m : X → C, then mˆ ≃ m, reg(mˆ) = reg(m) ∪ regb(m), regb(mˆ) = ∅.
Proof. Note that the intersection of two open and dense sets is again open and
dense.
(1): From R := reg(m1) = reg(m2) we conclude that reg(m1) ∩ reg(m2) is
dense in R. Since m1 and m2 are equal and continuous on this set, any x in R
is in reg(m1) ∪ regb(m1) if and only if it is in reg(m2) ∪ regb(m2). By the same
argument any x in R is in reg(m1) ∪ regb(m1) ∪ reg∞(m1) if and only if it is in
reg(m2) ∪ regb(m2) ∪ reg∞(m2). This proves (1).
(2): Obviously ≃ is reflexive and symmetric, so it remains to show transitivity.
Let m1 ≃ m2 and m2 ≃ m3. Clearly, reg(m1) = reg(m2) = reg(m3). Arguing as
above, reg(m1)∩ reg(m2)∩ reg(m3) is open and dense in the latter set. Again by
continuity of m1 and m3 on reg(m1) ∩ reg(m3), these functions coincides on this
set, since they do on reg(m1) ∩ reg(m2) ∩ reg(m3). That is, m1 ≃ m3.
(3): Clearly, mˆ is continuous on reg(m) ∪ regb(m), so the latter is contained
in reg(mˆ). Since m and mˆ coincide on the open set X \ reg(m), we even have
reg(mˆ) ⊆ reg(m). In particular, reg(m) = reg(mˆ) and since m and mˆ are equal
on reg(m)∩reg(mˆ) = reg(m), it follows thatm ≃ mˆ. By (1) the proof is complete,
since reg(m) ∪ regb(m) = reg(mˆ) ∪ regb(mˆ) implies that regb(mˆ) = ∅. 
In particular, changing m on reg∞(m)∪ sing-suppr(m) does not change any of
the sets reg(m), regb(m), reg∞(m), sing-suppr(m), and X \ reg(m).
Now we define the multiplication operators tm.
Definition 10. For a function m : X → C let
D(tm) := {f ∈ E|m̂f ∈ E}, tmf := m̂f, f ∈ D(tm).
It is straightforward to check that tm is indeed an operator on E.
Lemma 6. Let m, f : X → C and x ∈ X. If f is continuous at x and f(x) 6= 0,
then x ∈ reg(m) if and only if x ∈ reg(mf).
Proof. Since f(x) 6= 0, there is an open set Uf containing x such that f(x′) 6= 0
for all x′ ∈ Uf . By definition, x /∈ reg(m) if for any neighbourhood U of x, there
is an x′ ∈ U such that m is discontinuous at x′. This holds if and only if for any
neighbourhood U of x, there exists x′ ∈ U such that mf is discontinuous at x′.
This means that x /∈ reg(mf). 
We now show that the operator tm depends only on the equivalence class of m.
Lemma 7. Let m : X → C be given. Then
D(tm) = {f ∈ E|f ≡ 0 on X \ reg(mˆ), ∂reg(mˆ) ⊆ reg(m̂f), m̂f ∈ F0(X)},
(tmf)(x) = mˆ(x)f(x), f ∈ D(tm), x ∈ X \ reg∞(m).
For x ∈ X there is an f ∈ D(tm) such that f(x) 6= 0 if and only if x ∈ reg(mˆ). If
m, m˜ : X → C, then tm = tm˜ if and only if m ≃ m˜. In particular, tm = tmˆ.
Proof. By Definition 10 D(tm) consists of those f ∈ E for which reg(m̂f) = X and
m̂f ∈ F0(X). Since reg(mˆ) ⊆ reg(m̂f) for f ∈ E, D(tm) is the set of all f ∈ E
such that X \ reg(mˆ) ⊆ reg(m̂f) and m̂f ∈ F0(X).
Let f ∈ E with m̂f ∈ F0(X). Suppose that ∂reg(mˆ) ⊆ reg(m̂f) and f ≡ 0
on X \ reg(mˆ). Then mf ≡ 0 on X \ reg(mˆ) and so on X \ reg(mˆ). Hence
X\reg(mˆ) = X\reg(mˆ)∪∂reg(mˆ) is contained in reg(m̂f). To show m̂f ∈ F0(X),
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let ǫ > 0. Since m̂f ∈ F0(X), there exists an compact setK ⊆ X such that |m̂f | ≤ ǫ
onX\K. By continuity of m̂f on X the same is true for this function, since m̂f and
m̂f coincide on the dense set X \∂reg(m). That is m̂f ∈ F0(X), finally f ∈ D(tm).
Now we suppose that f ∈ D(tm). In particular, reg(mf) is dense in X , hence
∂reg(mˆ) ⊆ X = reg(m̂f). Assume that x ∈ X \ reg(mˆ) and f(x) 6= 0. By the
continuity of f there exists an open set U ⊆ X \ reg(mˆ) such that f(y) 6= 0 for
y ∈ U . From Lemma 6 it follows that U is even contained in X \reg(mˆf). But this
contradicts the density of reg(mf) ⊆ reg(mˆf) in X , hence f(x) = 0. In particular
m̂f coincides with m̂f on reg(mˆ) and m̂f ≡ 0 on X \ reg(mˆ). So m̂f ∈ F0(X)
implies m̂f ∈ F0(X) and the description of D(tm) is proven.
For f ∈ D(tm) it is obvious that tmf ≡ mˆf on reg(mˆ). Since f ≡ 0 on
X \ reg(mˆ), it remains to show m̂f ≡ 0 on (X \ reg(mˆ)) ∪ sing-suppr(m). For
this it suffices to prove the following: If x ∈ X with f(x) = 0 and m̂f(x) 6= 0,
then x ∈ reg∞(m). Indeed, m̂f does not vanish on a neighbourhood U of x. Let
m˜ : U → C denote the function m̂f/f on U , where α/0 :=∞ for α ∈ C. Then m˜ is
continuous, since m̂f does not vanish on U , and m˜ coincides with m on U∩reg(m).
Further, since f(x) = 0 and m̂f(x) 6= 0, we have m˜(x) =∞. Hence x ∈ reg∞(m).
Let x ∈ X . By the preceding, if x /∈ reg(mˆ), then f(x) = 0 for all f ∈ D(tm).
If x ∈ reg(mˆ), there exists a function f : X → C with compact support contained
in reg(mˆ) and f(x) 6= 0, since X is locally compact. Then f ∈ D(tm), since mˆf is
continuous everywhere and has compact support.
Next we prove that tm = tm˜ if and only if m ≃ m˜. Assume first that tm = tm˜.
Then, by the preceding,
x ∈ reg(mˆ)⇔ ∃f ∈ D(tm) : f(x) 6= 0⇔ ∃f ∈ D(tm˜) : f(x) 6= 0⇔ x ∈ reg( ˆ˜m).
Thus reg(mˆ) = reg( ˆ˜m) which implies that reg(m) = reg(mˆ) = reg( ˆ˜m) = reg(m˜).
For x ∈ reg(m) ∩ reg(m˜) we choose f ∈ D(tm) such that f(x) 6= 0. Then
m(x)f(x) = m̂f(x) = ̂˜mf(x) = m˜(x)f(x), so that m(x) = m˜(x). Hence m ≃ m˜.
Conversely, assume that m ≃ m˜. Let f ∈ D(tm). Then m̂f ≡ mf ≡ m˜f on
reg(m) ∩ reg(m˜) and the latter set is dense in reg(mˆ), since m ≃ m˜. Further,
f ≡ 0 on X \ reg(mˆ) by f ∈ D(tm) and hence m̂f ≡ 0 ≡ m˜f on X \ reg(mˆ).
Thus, m̂f ≡ m˜f on a dense set. Therefore, since m̂f is continuous on X , we havê˜mf = m̂f . Thus, f ∈ D(tm˜) and tm˜f = tmf . This proves that tm ⊆ tm˜. By
symmetry, tm = tm˜. 
Note that the sets reg(m), regb(m), reg∞(m) and sing-suppr(m) remain un-
changed if m is replaced by its complex conjugate function m. Moreover, mˆ = mˆ.
Theorem 3. Let m : X → C. The operator tm is essentially defined if and only if
reg(m) is dense in X. In this case we have t∗m = tm and tm ∈ Co(E).
Proof. By Lemma 7 we can assume without loss of generality that m = mˆ. Assume
that reg(m) is dense in X . Let g⊥D(tm). For x ∈ reg(m) there exists f ∈ D(tm)
such that f(x) 6= 0 by Theorem 7. From g(x)f(x) = 〈g, f〉 (x) = 0 we conclude
that g(x) = 0. Hence, by density of reg(m), g = 0. That is, D(tm)⊥ = {0}.
Conversely, suppose that reg(m) is not dense. Since X is a locally compact
Hausdorff space, there is a function g ∈ C0(X), g 6= 0, with support contained in
X \ reg(m). Then 〈f, g〉 = 0 for f ∈ D(tm) by Theorem 7 and so D(tm)⊥ 6= {0}.
Now assume that reg(m) is dense. We show that t∗m = tm. Let f ∈ D(tm) and
g ∈ D(tm). For x ∈ reg(m) = reg(m) we get
〈tmf, g〉 (x) = m(x)f(x)g(x) = 〈f, tmg〉 (x).
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Since reg(m) is dense, we conclude that 〈tmf, g〉 = 〈f, tmg〉. Thus, tm ⊆ t∗m.
Let f ∈ D(t∗m). There exists h ∈ E such that
m̂g(x)f(x) = 〈tmg, f〉 (x) = 〈g, h〉 (x) = g(x)h(x), g ∈ D(tm), x ∈ X.
For x ∈ reg(m) we choose g ∈ D(tm) such that g(x) 6= 0. Hence h ≡ mf on
reg(m). Since reg(m) is dense, we get m̂f = h ∈ E. Thus f ∈ D(tm).
Finally, from reg(m) = reg(m) we easily derive t∗∗m = (tm)
∗ = tm ∈ Co(E). 
The domain D(tm) can be trivial ifm is continuous on an dense set, since reg(m)
is empty if there is no open set of continuous points of m.
Lemma 8. Let m,n : X → C be two functions. Then:
(1) tm + tn ⊆ tm+n and tmtn ⊆ tmn.
(2) If reg(m) and reg(n) are dense in X, then tm + tn, tmtn ∈ C′o(E) and
(tm + tn)
∗∗ = tm+n, (tmtn)∗∗ = tmn.
Proof. We verify the statements about the product; the proof for the sum is similar.
(1): Let f ∈ D(tmtn). Then reg(nf) and reg(mn̂f) are dense and open in X ,
so is their intersection which is contained in reg(mnf). On this set, mnf ≡ mn̂f .
Hence (̂mn)f = [mn̂f ]∧ ∈ E, that is, f ∈ D(tmn) and tmtnf = tmnf .
(2): First we prove that D(tmtn)⊥ = {0}. Let g⊥D(tmtn) and x ∈ reg(n) ∩
reg(m). Since the latter set is open and X is a locally compact Hausdorff space,
there exists f ∈ E such that its support is contained in this set and f(x) 6= 0.
Clearly, nf ∈ E and mnf ∈ E, hence f ∈ D(tmtn). But f(x)g(x) = 〈f, g〉 (x) = 0,
so g(x) = 0. Since reg(n) ∩ reg(m) is dense, g = 0. Thus, tmtn is essentially
defined. By (1), (tmtn)
∗ ⊇ t∗mn = tmn, and tmn is essentially defined by Theorem
3, since reg(m) ∩ reg(n) ⊆ reg(mn) is dense.
Now we show that D((tmtn)∗) ⊆ D(tmn) which in turn implies the last assertion
(tmtn)
∗∗ = t∗mn = tmn. Let f ∈ D((tmtn)∗). Then there exists g ∈ E such that
〈f, tmtnh〉 = 〈g, h〉 for all h ∈ D(tmtn). Arguing as above, for x ∈ reg(n)∩ reg(m)
there exists h ∈ D(tmtn) with h(x) 6= 0. Thereore, fmn ≡ g on the dense set
reg(m) ∩ reg(n). Hence m̂nf = g ∈ E, that is, f ∈ D(tmn). 
Remark 2. Set m(x) := ei/x on X = [0, 1]. Then t∗mtm ( t|m|2 .
Theorem 4. Let m : X → C. Suppose that reg(m) is dense in X. Then:
(1) tm is normal and t
∗
mtm is essentially self-adjoint.
(2) D(t∗mtm) is an essential core for tm.
(3) R(1 + t∗mtm) = {g ∈ E|∀x ∈ sing-suppr(m) : g(x) = 0}. In particular,
R(1 + t∗mtm) is essential.
Proof. By Lemma 7 we can assume that m = mˆ. Then tm ∈ Co(E) and t∗m = tm
by Theorem 3.
(1): Using Lemma 8(2) we get (t∗mtm)
∗∗ = (tmtm)∗∗ = t|m|2 . Since the latter is
self-adjoint, t∗mtm is essentially self-adjoint.
Now we prove that tmtm = tmtm . Since both operators are restrictions of t|m|2 ,
it suffices to show that their domains coincide. By symmetry it is enough to prove
that D(tmtm) ⊆ D(tmtm). Let f ∈ D(tmtm), that is, m̂f ∈ E and [mm̂f ]∧ ∈ E.
We have to show that m̂f ∈ E and [mm̂f ]∧ ∈ E. Clearly, [mm̂f ]∧ = [|m|2f ]∧ =
[mm̂f ]∧ ∈ E, since these functions coincide on reg(m). Further,
|m̂f |2 = 〈tmf, tmf〉 = 〈tmtmf, f〉 = [|m|2f ]∧f.
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Hence [|m|2f ]∧(x) = 0 implies that m̂f(x) = 0 for x ∈ X . Using this fact it follows
that the function
h(x) :=
m̂f(x)
(
|̂m|2f(x)
)2
/
∣∣∣|̂m|2f(x)∣∣∣2 , if |̂m|2f(x) 6= 0,
0 , if |̂m|2f(x) = 0
belongs to E and coincides with mf on reg(m). Thus [mf ]∧ ∈ E.
(2): We show that G(tm ↾D(t∗mtm))⊥ ⊆ G(tm)⊥. Assume that 〈(g, h), (f, tmf)〉 =
0 for all f ∈ D(tmtm). Let x ∈ reg(m). Since X is a locally compact Hausdorff
space, there exists fx ∈ C0(X) with support contained in reg(m) and fx(x) 6= 0.
Clearly, fx ∈ D(tmtm). Then g(x)fx(x) = −h(x)tmfx(x) = −h(x)m(x)fx(x),
hence g ≡ −hm on reg(m). Now for all f ∈ D(tm) we have 〈(g, h), (f, tmf)〉 ≡
gf + hmf ≡ 0 on reg(m), that is, (g, h)⊥G(tm), since reg(m) is dense.
(3): Let x ∈ sing-suppr(m) = sing-suppr(m) and f ∈ D(tmtm). By Theorem
7, f(x) = 0, (tmf)(x) = 0 and (tmtmf)(x) = 0. Thus ((1 + t
∗
mtm)f)(x) = 0 which
proves one inclusion. Conversely, let g ∈ E with g(x) = 0 for all x ∈ sing-suppr(m).
The functions [1/(1 + |m|2)]∧, [m/(1+ |m|2)]∧ and [|m|2/(1 + |m|2)]∧ are bounded
and continuous on reg(m)∪reg∞∞(m). Hence, setting f := [g/(1+ |m|2)]∧, we have
f ∈ E, m̂f =
[
gm
1 + |m|2
]∧
∈ E, [mm̂f ]∧ =
[
g|m|2
1 + |m|2
]∧
∈ E,
by using that g ≡ 0 on sing-suppr(m). That is, f ∈ D(t∗mtm) and (1+ t∗mtm)f ≡ g
on reg(m), so that g ∈ R(1 + t∗mtm), since reg(m) is dense in X . 
The next theorem is one of our main results in this Section. It says that all es-
sentially defined orthogonally closable operators on E are multiplication operators.
Theorem 5. If t ∈ C′o(E), then there is a function m : X → C such that t = tm.
Proof. Let t ∈ C′o(E). We abbreviate D := D(t) and D∗ := D(t∗). We set
O := ∪f∈DOf , O∗ := ∪f∈D∗Of with Of := {x ∈ X |f(x) 6= 0}.
Further, sinceD andD∗ are essential, O andO∗ are dense inX . HenceO′ := O∩O∗
is also dense. For x ∈ X , we have
g(x)(tf)(x) = 〈g, tf〉 (x) = 〈t∗g, f〉 (x) = (t∗g)(x)f(x) for f ∈ D, g ∈ D∗.
If x ∈ O′, there are f ∈ D and g ∈ D∗ such that f(x) 6= 0 and g(x) 6= 0. Then
m(x) := (tf)(x)/f(x) = (t∗g)(x)/g(x).
In particular, this shows that m(x) is independent of the chosen functions f and
g and that m is continuous on O′. Now let f ∈ D and x ∈ O′. Then there is a
g ∈ D∗ such that g(x) 6= 0, so (tf)(x) = m(x)f(x). Similarly, (t∗g)(x) = m(x)g(x)
for g ∈ D∗ and x ∈ O′.
We now extend m arbitrarily to a function defined on the whole set X . It follows
that m̂f ∈ E for f ∈ D and m̂g ∈ E for g ∈ D∗. Then we have f ∈ D(tm) and
tmf = tf for f ∈ D. Likewise, g ∈ D(tm) and tmg = t∗g for g ∈ D∗. Thus, t ⊆ tm
and t∗ ⊆ tm. Therefore, tm = (tm)∗ ⊆ t∗∗ = t ⊆ tm, that is, tm = t. 
The next example gives a normal operator tm such that D(tm) 6= D(tm).
Example 4. Set X := [0, 1] and define m, f : X → C by
m(x) :=
{
ei/x/x , x 6= 0
0 , x = 0
, f(x) :=
{
e−i/xx , x 6= 0
0 , x = 0
.
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Then reg(m) = (0, 1] and f ∈ C0(X). Further, m̂f = 1, so f ∈ D(tm). On the
other side, (mf)(x) = e−2i/x for x ∈ (0, 1], so reg(m̂f) = (0, 1] and f /∈ D(tm).
This proves that D(tm) 6= D(tm). By Theorem 4, the operator tm is normal.
4. Graph regular operators
4.1. Definition and basics on graph regular operators. Graph regular oper-
ators are the most important new class of operators introduced in this paper.
Definition 11. An operator t : E → F is called
• graph regular if t is essentially defined and orthogonally closed and its graph G(t)
is orthogonally complemented in E ⊕ F ,
• regular if t is closed, D(t) is dense in E, D(t∗) is dense in F , and R(1 + t∗t) is
dense in E.
The preceding is the definition of a regular operator given in [L95, p. 96]. Each
regular operator is graph regular by [L95, Theorem 9.3].
By an equivalent definition, an operator t : E → F is graph regular if t is
closed, D(t) and D(t∗) are essential in E and F , respectively, and R(1 + t∗t) and
R(1 + tt∗) are dense in E and F , respectively. (The equivalence to Definition 11 is
easily verified by using some arguments from the proof of Theorem 6(1) below.)
We denote by Rgr(E,F ) the set of all essentially defined graph regular operators
and by R(E,F ) the set of regular operators from E into F . Let us abbreviate
Rgr(E) := Rgr(E,E) and R(E) := R(E,E).
A number of basic properties of graph regular operators are collected in the
following theorem.
Theorem 6. (1) For t ∈ C′o(E,F ) the following statements are equivalent:
(a) t ∈ Rgr(E,F ).
(b) G(t)⊕ vG(t∗) = E ⊕ F .
(c) R(1 + t∗t) = E and R(1 + tt∗) = F .
(2) If t ∈ Co(E,F ) and t∗ ∈ Rgr(F,E), then t ∈ Rgr(E,F ).
(3) If t ∈ Rgr(E,F ), then
(a) D(t∗t) is an essential core for t.
(b) t∗ ∈ Rgr(F,E).
Proof. (1a) ⇒ (1b) follows from the relation vG(t∗) = G(t)⊥ by Proposition 1.
(1b) ⇒ (1a): Since G(t) ⊆ G(t)⊥⊥, (1b) clearly implies that G(t) = G(t)⊥⊥.
Hence t is orthogonally closed and graph regular.
(1b)⇒ (1c): If x ∈ E, then (x, 0) ∈ G(t)⊕vG(t∗), so there are y ∈ D(t), z ∈ D(t∗)
such that x = y+ t∗z, 0 = ty− z. Then y ∈ D(t∗t) and x = (1+ t∗t)y ∈ R(1+ t∗t).
In the same way one shows that F = R(1 + tt∗).
(1c)⇒ (1b): SinceR(1+t∗t) = E, we have E⊕0 = R(1+t∗t)⊕0 ⊆ G(t)⊕vG(t∗).
For x ∈ D(t∗t), we set y := tx ∈ D(t∗). Then
((1 + t∗t)x, 0) = (x+ t∗y, tx− y) ∈ G(t)⊕ vG(t∗).
Similarly, 0 ⊕ F = 0 ⊕ R(1 + tt∗) ⊆ G(t) ⊕ vG(t∗). Thus E ⊕ F ⊆ G(t) ⊕ vG(t∗)
which yields G(t) ⊕ vG(t∗) = E ⊕ F .
(2) is obtained from t = t∗∗ and (1).
(3a): We have 〈x, y〉 + 〈tx, ty〉 = 〈x, (1 + t∗t)y〉 for x ∈ D(t) and y ∈ D(t∗t), so
that G(t ↾D(t∗t))⊥ ∩ G(t) = {0}. With Lemma 2 it follows
G(t)⊥ = G(t ↾D(t∗t))⊥ ∩ (G(t)⊕ vG(t∗)) = G(t ↾D(t∗t))⊥ ∩ E = G(t ↾D(t∗t))⊥,
so D(t∗t) is an essential core for t.
(3b): This follows from (2), since t and t∗ are orthogonally closed. 
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A special situation is treated in the following example.
Example 5. Let H be a separable Hilbert space, A a C∗-algebra of compact oper-
ators acting on H, and E a Hilbert A-module. Then we have
Co(E) = Rgr(E) = R(E).
Indeed, since R(E) ⊆ Rgr(E) ⊆ Co(E) by definition, it suffices to prove that
Co(E) ⊆ R(E). Let t ∈ Co(E). Since all closed submodules of any Hilbert C∗-
module over a C∗-algebra of compact operators are orthogonally complemented
[Mg97], all essential submodules are dense. Hence t and t∗ are densely defined
on E. Further, since t is closed, t is semiregular in the sense of [Pal99]. As shown
in [Pal99, Proposition 5.1], for any Hilbert A-module E of a C∗-algebra of compact
operators semiregular operators are always regular. Thus, t ∈ R(E).
In the very special case E = A = K(H) we have R(E) = C(H), since then the
regular operators on E are the affiliated operators with A and C(H) is the set of
affiliated operators with K(H) as noted in [W91].
Proposition 6. Let t ∈ Rgr(E,F ) and q ∈ L(E,F ). Suppose that r ∈ L(G,E)
and s ∈ L(F,G) are invertible with r−1 ∈ L(E,G) and s−1 ∈ L(G,F ). Then the
operators t+ q, tr and st are essentially defined and graph regular.
Proof. Let pE and pF denote the projections from E ⊕ F onto E and F , respec-
tively. Clearly, t + q, tr, and st are essentially defined and orthogonally closed
by Proposition 2. In particular, their graphs are closed. Since t is graph regular,
G(t) is orthogonally complemented, so there is a projection p ∈ L(E ⊕ F ) with
R(p) = G(t). We now obtain
G(t+ q) = {(x, tx+ qx)|x ∈ D(t)} = {(pEpv, pFpv + qpEpv)|v ∈ E ⊕ F}
= R((pE , pF + qpE)p),
G(tr) = {(r−1x, tx)|x ∈ D(t)} = {(r−1pEpv, pF pv)|v ∈ E ⊕ F}
= R((r−1pE , pF )p),
G(st) = {(x, stx)|x ∈ D(t)} = {(pEv, spF pv)|v ∈ E ⊕ F}
= R((pE , spF )p).
Thus the closed subspaces G(t + q), G(tr), and G(st) are ranges of adjointable
operators, hence they are orthogonally complemented by [L95, Theorem 3.2]. 
The next lemma describes a cases where graph regularity implies regularity.
Lemma 9. If t ∈ Rgr(E,F ), R(t) ⊆ D(t∗) and R(t∗) ⊆ D(t) , then t ∈ R(E,F ).
Proof. We have to prove that D(t) and D(t∗) are dense in E and F , respectively.
For D(t) this follows from the relations
E = R(1 + t∗t) ⊆ D(t) +R(t∗) ⊆ D(t).
Since t∗ ∈ Rgr(F,E) by Theorem 6, we can replace t by t∗ in the preceding and
obtain the density of D(t∗). 
4.2. The (a, a∗, b)-transform. In this section we establish a one-to-one correspon-
dence between graph regular operators and certain triples of adjointable operators.
As noted in Remark 1 this works in a purely algebraic setting and it neither requires
the C∗-condition nor even a norm.
Definition 12. For Hilbert A-modules E and F , let AB(E,F ) denote the set of
all triples (a, a∗, b) of operators a ∈ L(E), a∗ ∈ L(F ), b ∈ L(E,F ) such that a and
a∗ are self-adjoint, N (a) = {0}, N (a∗) = {0}, and
b∗b = a− a2, bb∗ = a∗ − a2∗, ab∗ = b∗a∗.
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In particular 0 ≤ a ≤ I and 0 ≤ a∗ ≤ I in this case; further ‖b‖ ≤ 1.
We call the map t→ (at, at∗ , bt) described in Theorem 7 the (a, a∗, b)-transform.
Theorem 7. If t ∈ Rgr(E,F ), then (at, at∗ , bt) ∈ AB(E,F ), where
at := (1 + t
∗t)−1, at∗ := (1 + tt∗)−1, bt := t(1 + t∗t)−1.
Further, N (bt) = N (t), bt∗ = b∗t , and the projection onto the graph of t is given by
p =
(
at b
∗
t
bt 1− at∗
)
∈ L(E ⊕ F,E ⊕ F ).
If (a, a∗, b) ∈ AB(E,F ), then ta,a∗,b ∈ Rgr(E,F ), where
ta,a∗,b := (ba
−1)∗∗ = (b∗a−1∗ )
∗,
and we have t∗a,a∗,b = ta∗,a,b∗ . The map t 7→ (at, at∗ , bt) is a bijection from
Rgr(E,F ) onto AB(E,F ) with inverse (a, a∗, b) 7→ ta,a∗,b.
Proof. First we suppose that t ∈ Rgr(E,F ). Then R(1 + t∗t) = E, so at is defined
on the whole module E. It is straightforward to verify that 1 + t∗t is positive and
injective for each essentially defined operator t. Therefore at is positive and has
a trivial kernel. Analogous statements hold for at∗ . Further, bt is defined on E,
since R(at) ⊆ D(t). Similarly, bt∗ is defined on F . For x := (1 + t∗t)x′ ∈ E and
y := (1 + tt∗)y′ ∈ F , where x′ ∈ E, y′ ∈ F , we compute
〈btx, y〉 = 〈tx′, (1 + tt∗)y′〉 = 〈tx′, y′〉+ 〈tx′, tt∗y′〉 = 〈tx′, y′〉+ 〈t∗tx′, t∗y′〉
= 〈(1 + t∗t)x′, t∗y′〉 = 〈x, bt∗y〉 .
Hence bt = (bt∗)
∗ ∈ L(E,F ). From bt∗ = (bt)∗ = (tat)∗ we obtain
bt∗bt ⊇ att∗tat = at(1− at).
Since at(1−at) is defined on the whole E, the latter yields bt∗bt = at−a2t . Further,
(1 + t∗t)t∗ = t∗(1 + tt∗) and R(a2t∗) = D(tt∗tt∗) ⊆ D(t∗tt∗) imply that
bt∗at∗ = t
∗a2t∗ = 1 ↾D(t∗t) t
∗a2t∗ = at(1 + t
∗t)t∗a2t∗ = att
∗(1 + tt∗)a2t∗ = atbt∗ .
The preceding proves that (at, at∗ , bt) ∈ AB(E,F ).
Clearly, R(bt∗) ⊆ R(t∗), so N (t) ⊆ N (bt). Suppose that btx = 0 for some x ∈ E.
Then (at − a2t )x = b∗t btx = 0, so x = atx ∈ D(t∗t) ⊆ D(t). Further, (1 + t∗t)x = x,
so t∗tx = 0 and from 〈tx, tx〉 = 〈t∗tx, x〉 = 0 it follows that x ∈ N (t). Thus,
N (t) = N (bt). The statement concerning the projection is easily verified.
Conversely, we now assume that (a, a∗, b) ∈ AB(E,F ). We define t := ba−1 and
s := b∗a−1∗ . Since D(t)⊥ = R(a)⊥ = N (a) = {0}, t is essentially defined. Similarly,
s is essentially defined. For x ∈ E, y ∈ F we have
〈t(ax), a∗y〉 = 〈bx, a∗y〉 = 〈a∗bx, y〉 = 〈bax, y〉 = 〈ax, b∗y〉 = 〈ax, s(a∗y)〉 ,
so t ⊆ s∗ and s ⊆ t∗. In particular, t ∈ C′o(E,F ).
Our next aim is to prove that R(a) is an essential core for s∗. Since s∗ = a−1∗ b by
Proposition 2, it suffices to show that G(ba−1)⊥ ⊆ G(a−1∗ b)⊥. Let (r, s) ∈ G(ba−1)⊥.
Then 〈(r, s), (ax, bx)〉 = 0 for all x ∈ E, so ar + b∗s = 0. Further, we have
a∗(br + (1 − a∗)s) = a∗br + (a∗ − a2∗)s = bar + bb∗s = b(ar + b∗s) = 0.
Since a∗ is injective, this yields s = a∗s− br.
Let x ∈ D(a−1∗ b). Then there exists a (unique) element z ∈ F with bx = a∗z.
Using the assumption b∗a∗ = ab∗ we obtain
b∗z = a−1b∗a∗z = a−1b∗bx = a−1(a− a2)x = (1− a)x.
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Now we compute〈
(r, s), (x, a−1∗ bx)
〉
= 〈r, x〉 + 〈s, a−1∗ bx〉 = 〈r, x〉+ 〈s, z〉
= 〈r, x〉 + 〈a∗s− br, z〉 = 〈r, x〉+ 〈s, a∗z〉 − 〈r, b∗z〉
= 〈r, x〉 + 〈s, bx〉 − 〈r, (1− a)x〉 = 〈b∗s, x〉+ 〈ar, x〉 = 0.
Therefore, (r, s)⊥G(a−1∗ b). This proves that R(a) is an essential core for s∗.
Since t ⊆ s∗ and D(t) = R(a) is an essential core for s∗, we have G(t)⊥⊥ = G(s∗),
so that t∗∗ = s∗, that is, (ba−1)∗∗ = (b∗a−1∗ )
∗. Finally, we derive
1 + t∗t∗∗ ⊇ 1 + t∗t = 1 + a−1b∗ba−1 = 1 + a−1(a− a2)a−1 = a−1,
1 + t∗∗t∗ ⊇ 1 + s∗s = 1 + a−1∗ bb∗a−1∗ = 1 + a−1∗ (a∗ − a2∗)a−1∗ = a−1∗ .
Hence at∗∗ = a ∈ L(E) and at∗ = a∗ ∈ L(F ), so that t ∈ Rgr(E,F ). Further, we
have bt∗∗ = t
∗∗at∗∗ = t∗∗a ⊇ ta = b ∈ L(E,F ) and so bt∗∗ = b. 
From at ∈ L(E) it follows at once that the operator 1+ t∗t is self-adjoint for any
t ∈ Rgr(E,F ) by Proposition 1.
Lemma 10. If t ∈ Rgr(E,F ), then f(at∗)bt = btf(at) for all f ∈ C([0, 1]).
Proof. The operators at, at∗ , bt are adjointable and at∗bt = btat by Theorem 7.
Hence ant∗bt = bta
n
t for all n ∈ N, so f(at∗)bt = btf(at) for all polynomials f . Since
the polynomials are uniformly dense in C([0, 1]), the assertion follows. 
Lemma 11. Let t ∈ Co(E,F ) and suppose that t and t∗ are bounded. Then we
have t ∈ Rgr(E,F ) if and only if t ∈ L(E,F ).
Proof. The if direction is trivial. To prove the only if part assume that t is graph
regular. Since t is orthogonally closed, t is closed. Because t is closed and bounded,
the domain D(t) is closed in E. By Theorem 6(3b), t∗ is also graph regular. There-
fore, replacing t by t∗, it follows that D(t∗) is also closed. Hence D(t∗t) is closed.
Since t is graph regular, we have at ∈ L(E). Therefore, by [L95, Theorem 3.2],
R(at) = D(t∗t) is orthogonally complemented. But R(at)⊥ = N (at) = {0}, so
R(at) = E. In particular, E = D(t∗t) ⊆ D(t). Hence D(t) = E. By a similar
reasoning we obtain D(t∗) = F . Therefore, t ∈ L(E,F ). 
Corollary 1. Let t ∈ Rgr(E). Then t is normal if and only if at = at∗ . In this
case bt is normal and the operators at and bt commute.
Proof. Since t ∈ Rgr(E), we have (at, at∗ , bt) ∈ AB(E) by Theorem 7, so
b∗t bt = at − a2t , btb∗t = at∗ − a2t∗ , btat = at∗bt.
The first statement is clear and in this case is b∗t bt = btb
∗
t and btat = atbt. 
In the next proposition E and F are Hilbert C∗-modules of (possibly different
!) C∗-algebras.
Proposition 7. Suppose that t ∈ Rgr(E) and φ ∈ Hom(L(E),L(F )). Then there
exists an orthogonally closed operator φ(t) : F → F such that φ(at)F is an essential
core for φ(t) and
φ(t)(φ(at)x) = φ(bt)x, x ∈ F.
Moreover, 〈φ(t)x, y〉 = 〈x, φ(t∗)y〉 for x ∈ D(φ(t)), y ∈ D(φ(t∗)). If N (φ(at)) and
N (φ(at∗)) are trivial, then φ(t) ∈ Rgr(F ), φ(t)∗ = φ(t∗), and
aφ(t) = φ(at), aφ(t)∗ = φ(at∗), bφ(t) = φ(bt).
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Proof. Clearly, 0 ≤ φ(at) ≤ I, 0 ≤ φ(at∗) ≤ I, and
φ(bt)
∗φ(bt) = φ(at)− φ(at)2, φ(bt)φ(bt)∗ = φ(at∗)− φ(at∗)2,
φ(at)φ(bt)
∗ = φ(bt)∗φ(at∗),
since φ is a ∗-homomorphism. If x ∈ N (φ(at)), then
〈φ(bt)x, φ(bt)x〉 = 〈x, φ(b∗t bt)x〉 =
〈
x, φ(at)x− φ(at)2x
〉
= 0,
so x ∈ N (φ(bt)). Therefore, the map φ(t)0 : φ(at)x 7→ φ(bt)x (x ∈ F ) is well-
defined. Similarly, the kernel of φ(at∗) is contained in the kernel of φ(b
∗
t ). Further,
it is easy to see that
G(φ(t∗)0) ⊆ vG(φ(t)0)⊥ = {(x, y) ∈ F ⊕ F |φ(b∗t )x = φ(at)y, y ∈ N (φ(at))⊥}
and the latter is the graph of an operator. Hence φ(t)0 and φ(t
∗)0 are orthogonally
closable. If we denote the corresponding orthogonal closures by φ(t) and φ(t∗), the
first half of the proposition is shown. If the kernels of φ(at) and φ(at∗) are trivial,
then (φ(at), φ(at∗), φ(bt)) ∈ AB(F ) and all statements follow from Theorem 7. 
If the kernel of φ(at) is not trivial, it can happen that the domain of the operator
φ(t) is only {0}, see Example 7 below.
Corollary 2. Let A be a (non-degenerated) concrete C∗-algebra on H. Let φ be
the embedding of L(A) = M(A) into B(H) = L(H).
(1) For any T ∈ C(H) with aT , aT∗ , bT ∈ M(A) there exists a unique t ∈ Rgr(A)
such that φ(t) = T .
(2) If A contains the compact operators, then we have T := φ(t) ∈ C(H) and
aT , aT∗ , bT ∈ M(A) for t ∈ Rgr(A). In particular, Rgr(A) can be identified
with those T ∈ C(H) for which aT , aT∗ , bT ∈ M(A).
Proof. (1): Since C(H) = Rgr(H), we have (aT , aT∗ , bT ) ∈ AB(H) by Theorem 7.
By assumption aT , aT∗ , and bT are elements of M(A). To show that (aT , aT∗ , bT ) ∈
AB(A) it suffices to prove that aT and aT∗ are injective as operators on A. Clearly,
they are injective as operators on H. Assume that aTa = 0 for some a ∈ A. Then,
aTaξ = 0 for ξ ∈ H. Hence aξ = 0 for all ξ ∈ H, so that a = 0. Thus, aT is
injective on A. Similarly, aT∗ is injective on A. Using once more Theorem 7 it
follows that there exists an operator t ∈ Rgr(A) such that at = aT , at∗ = aT∗ ,
bt = bT . Further, φ(t) = T , since
T (φ(at)ξ) = T (atξ) = TaT ξ = bT ξ = btξ = φ(bt)ξ, ξ ∈ H,
and R(aT ) = D(T ∗T ) is a core for T .
(2): If t ∈ Rgr(A), then (at, at∗ , bt) ∈ AB(A). We show that the kernels of φ(at)
and φ(at∗) are trivial. Assume that φ(at)ξ = 0 for some nonzero vector ξ ∈ H.
Since A contains all compact operators, the rank one projection pξ onto C·ξ is in
A. Therefore, atpξ = φ(at)pξ = 0 which contradicts the injectivity of at as operator
on A. Hence at, similarly at∗ , is injective on H. Therefore, T ∈ Rgr(H) = C(H)
by Proposition 7. 
Example 6. From Corollary 2 it follows immediately that Rgr(K(H)) = C(H) and
Rgr(B(H)) = C(H), since M(K(H)) = M(B(H)) = B(H).
4.3. Quotients of adjointable operators. A large class of examples of un-
bounded graph regular operators can be obtained as quotients of adjointable oper-
ators.
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Theorem 8. Let a ∈ L(G,E) and b ∈ L(G,F ). Suppose that N (a) ⊆ N (b) and
N (a∗) = {0}. If the operator t : E → F defined by
D(t) = R(a), t(ax) := bx, x ∈ G,
is closed, then t ∈ Rgr(E,F ) and t∗ = (a∗)−1b∗.
Proof. Since N (a) ⊆ N (b) and R(a)⊥ = N (a∗) = {0}, t is well-defined and essen-
tially defined. Since the graph of t is the set {(ax, bx)|x ∈ G}, it is the range of the
adjointable operator q : G → E ⊕ F defined by q(x) := (ax, bx). Since this range
is closed by assumption this range, [L95, Theorem 3.2] applies and shows that the
range is orthogonally complemented. Hence t is graph regular. The adjoint of t is
then easily computed; we omit the details. 
Corollary 3. Let x ∈ L(F,E) and assume that N (x) = N (x∗) = {0}. Then
x−1 ∈ Rgr(F,E) and (x−1)∗ = (x∗)−1.
Proof. Since x−1 is closed, the assertion follows from Theorem 8 by letting b the
identity on F . 
Corollary 4. Let a ∈ L(E) and let p, q ∈ C[X ] be relatively prime. Assume that
R(q(a)) is essential and N (q(a)) ⊆ N (p(a)). Let t : E → E be the operator defined
by
D(t) := R(q(a)), t(q(a)x) := p(a)x, x ∈ E.
Then t is graph regular.
Proof. In order to apply Theorem 8 we only have to prove that t is closed. Let
(xn)n∈N be a sequence in E such that p(a)xn → xp ∈ E and q(a)xn → xq ∈ E.
Since p and q are relative prime, there are polynomials p˜, q˜ ∈ C[X ] such that
p˜p+ q˜q = 1. Then
xn = (p˜(a)p(a) + q˜(a)q(a))xn → p˜(a)xp + q˜(a)xq =: xr ∈ E,
so xp = p(a)xr and xq = q(a)xr. That is, t is closed. 
Theorem 9. Let a ∈ L(G,E), b ∈ L(G,F ), a∗ ∈ L(H,F ), and b∗ ∈ L(H,E) be
such that b∗a∗ = a∗b∗. Assume that N (a∗) = N (a∗∗) = {0}. Then N (a) ⊆ N (b)
and N (a∗) ⊆ N (b∗). The operators t and t′ defined by
D(t) := R(a), t(ax) := bx, x ∈ G,
D(t′) := R(a∗), t′(a∗y) := b∗y, y ∈ H,
are essentially defined, orthogonally closable and they satisfy (t′)∗∗ ⊆ t∗, t∗∗ ⊆ (t′)∗.
If in addition t and t′ are closed and ab∗ = b∗a∗∗, then t
∗ = t′ and t ∈ Rgr(E,F ).
Proof. Suppose that a∗x = 0 for some x ∈ H . Then 0 = b∗a∗a = a∗b∗x and hence
b∗x = 0, since N (a∗) = {0}. This shows that N (a∗) ⊆ N (b∗). In a similar manner,
the assumption N (a∗∗) = {0} implies that N (a) ⊆ N (b). Hence the operators t and
t′ are well-defined. It is obvious that t and t′ are essentially defined.
From the relations (a∗)−1b∗a∗ = b∗ and t∗y = (a∗)−1b∗y, y ∈ G, we get t′ ⊆ t∗.
Since t′ ⊆ t∗ and t′ is essentially defined, so is t∗. Since t is also essentially defined,
t is orthogonally closable. Interchanging the role of t and t′ we conclude that
t ⊆ (t′)∗ and t′ is orthogonally closable. Applying the involution to the relations
t ⊆ (t′)∗ and t′ ⊆ t∗ we obtain (t′)∗∗ ⊆ t∗ and t∗∗ ⊆ (t′)∗ which proves the first half
of the proposition.
Now suppose that t and t′ are closed and ab∗ = b∗a∗∗. Since t and t
′ are closed,
G := G(t)⊕ vG(t′) = {(ax+ b∗y, bx− a∗y)|x ∈ E, y ∈ F}
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is a closed submodule of E ⊕ F . We define q(x, y) := (ax + b∗y, bx − a∗y) for
(a, b) ∈ E ⊕ F . Then q ∈ L(E ⊕ F ) and R(q) = G. By [L95, Theorem 3.2], G is
orthogonally complemented. It is easily calculated that
q∗(x′, y′) = (a∗x′ + b∗y′, b∗∗x
′ − a∗∗y′) for (x′, y′) ∈ E ⊕ F.
We show that N (q∗) = {0}. Suppose that q∗(x′, y′) = 0. Then a∗x′ + b∗y′ = 0 and
a∗∗y
′ − b∗∗x′ = 0, so we obtain
0 = aa∗x′ + ab∗y′ = aa∗x′ + b∗a∗∗y
′ = aa∗x′ + b∗b∗∗x
′.
The latter implies that 〈a∗x′, a∗x′〉 + 〈b∗∗x′, b∗∗x′〉 = 0. Thus, a∗x′ = 0 and b∗∗x′ =
a∗∗y
′ = 0. Therefore, x′ = 0 and y′ = 0 by the assumption N (a∗) = N (a∗∗) = {0}.
That is, N (q∗) = {0}. Hence, G⊥ = R(q)⊥ = N (q∗) = {0}. Therefore, since G is
orthogonally complemented, we have G = E ⊕ F . This proves that t′ = t∗. 
4.4. Absolute value. The next theorem is concerned with the absolute value of
graph regular operators.
Theorem 10. Suppose that t ∈ Rgr(E) and define
D(|t|) := R(a1/2t ), |t|(a1/2t x) := (1− at)1/2x, x ∈ E.
Then |t| ∈ Rgr(E) is self-adjoint and positive. Further, we have |t|2 = t∗t, a|t| = at,
and b|t| = |bt|.
Proof. Clearly, |t| is essentially defined. We prove that |t| is closed. Let (xn) be
a sequence in E such that a
1/2
t xn → x ∈ E and (1 − at)1/2xn → y ∈ E. Then
xn = (1−at)xn+atxn → a1/2t x+(1−at)1/2y =: x′, so that x = a1/2t x′. This shows
that |t| is closed. Therefore, |t| is graph regular by Proposition 8.
Applying Theorem 9 with a = a∗ = a
1/2
t and b = b∗ = (1 − at)1/2 we conclude
that |t| = |t|∗, since the relations b∗a∗ = a∗b∗ and ab∗ = b∗∗a∗ are fulfilled. Further,
D(|t|2) ⊇ R(at) = D(t∗t). It is easily checked that (1 + |t|2)at = 1 = (1 + t∗t)at,
so |t|2 ⊇ t∗t. Since t∗t is self-adjoint and |t|2 = |t|∗|t| is symmetric, we obtain
|t|2 = t∗t. We derive〈
|t|(a1/2t x), a1/2t x
〉
=
〈
(1− at)1/2, a1/2t x
〉
=
〈
(at − a2t )1/2x, x
〉
≥ 0 for x ∈ E,
so |t| is positive. Clearly, we have at = a|t|. Finally, we compute
b|t| = |t|at = |t|a1/2t a1/2t = (1− at)1/2a1/2t = (at − a2t )1/2 = (b∗t bt)1/2 = |bt|.

Remark 3. In contrast to the Hilbert space case the domains D(t) and D(|t|) do
not coincide in general, even more, neither D(t) ⊆ D(|t|) nor D(t) ⊇ D(|t|) holds.
Indeed, let E = A := C([0, 1]) and set m(x) := x−1ei/x for x ∈ (0, 1]. Then,
by Theorem 15 below, the operator tm is graph regular, since reg(m) = (0, 1] and
sing-suppr(m) = ∅. It is easily verified that |tm| = t|m|. Define f(x) := xe−i/x for
x ∈ (0, 1] and f(0) = 0. Then f ∈ D(tm), but f /∈ D(|tm|). The function g(x) = x
is in D(|tm|), but not in D(tm).
4.5. Bounded transform. The main results of this section give a characterization
of graph regular operators in terms of the bounded transform.
Let us begin with some important notation. Let Z(E,F ) denote the set of all
z ∈ L(E,F ) such that ‖z‖ ≤ 1 and N (I − z∗z) = {0} and let Zd(E,F ) be the set
of those z ∈ Z(E,F ) for which R(I − z∗z) is dense in E.
In [L95, Lemma 10.3] it was shown that z ∈ Zd(E,F ) implies that z∗ ∈ Zd(F,E).
The following lemma contains the analogues statement for Z(E,F ).
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Lemma 12. If z ∈ L(E,F ), then N (I−z∗z) = {0} if and only if N (I−zz∗) = {0}.
In particular, z ∈ Z(E,F ) if and only if z∗ ∈ Z(F,E).
Proof. It suffices to show one direction, since z can be replaced by z∗. Assume that
x ∈ N (I − zz∗) \ {0}. Then ‖z∗x‖2 = 〈x, zz∗x〉 = 〈x, x〉 = ‖x‖2. Hence z∗x 6= 0.
But (I − z∗z)z∗x = z∗(I − zz∗)x = 0, so z∗x ∈ N (I − z∗z) 6= {0}. 
For z ∈ Z(E,F ) we define an operator tz : E → F by
D(tz) := (I − z∗z)1/2E, tz(I − z∗z)1/2x := zx, x ∈ E.
Since R((I − z∗z)1/2)⊥ = N ((I − z∗z)1/2) = N (I − z∗z) = {0}, tz is essentially
defined. Clearly, R(z) = R(tz).
Theorem 11. If z ∈ Z(E,F ), then tz ∈ Rgr(E,F ). Further, the mapping z → tz
is injective from Z(E,F ) into Rgr(E,F ). We have t∗z = tz∗ and
atz = I − z∗z, z = tza1/2tz .
Proof. First we prove that the operator tz is closed. Let (xn) be a sequence of D(z)
such that ((I − z∗z)∗)1/2xn → x and zxn → y. Then
xn = (I − z∗z)∗xn + z∗zxn → ((I − z∗z)∗)1/2x+ z∗y,
so x ∈ D(tz) and tzx = y. Thus, tz is closed and tz ∈ Rgr(E,F ) by Proposition 8.
Set a = (1 − z∗z)1/2, b = z, a∗ = (1 − zz∗)1/2, b∗ = z∗. Since z∗(1 − zz∗)1/2 =
(1−z∗z)1/2z∗, we then have b∗a∗ = a∗b∗ and ab∗ = b∗a∗∗. Hence Theorem 9 applies
and yields z∗t = zt∗ . Finally, by Proposition 2(4), t
∗
z = ((I − z∗z)1/2)−1z∗, so
t∗ztz = ((I − z∗z)1/2)−1z∗z((I − z∗z)1/2)−1
= ((I − z∗z)1/2)−1(I − z∗z)((I − z∗z)1/2)−1 − (((I − z∗z)1/2)−1)2
= I − ((I − z∗z)1/2)−1((I − z∗z)1/2)−1.
Therefore, (I + t∗ztz)
−1 = I − z∗z. In particular, D(t∗ztz)⊥ = R(I − z∗z)⊥ = {0}
and ((I + t∗ztz)
−1)∗ = (I + t∗ztz)
−1. This also implies that t∗ztz is self-adjoint and
tz((I + t
∗
ztz)
−1)1/2 = z. 
According to [L95, Theorem 10.4], the mapping z 7→ tz is a bijection from the
set Zd(E,F ) onto the set R(E,F ) of regular operators. For the extended mapping
acting on Z(E,F ) the situation is more subtle. It is still an injective mapping into
the set Rgr(E,F ) of graph regular operators, but it is not sujective as shown by
Example 7 below.
Lemma 13. If z ∈ Z(E,F ), then |z| ∈ Z(E) and |tz| = t|z|. Further, we have
N (z) = N (tz) = N (|z|) = N (|tz |).
Proof. Since 1 − z∗z = 1 − |z|2 and ‖|z|‖ = ‖z‖ ≤ 1, the first statement is clear.
Further, atz = (1 + t
∗
ztz)
−1 = 1− z∗z, so
D(|tz |) = R(a1/2tz ) = R((1− z∗z)1/2) = R(1− |z|2) = D(t|z|),
|tz|(1 − z∗z)x = (1− atz)1/2x = (z∗z)1/2x = |z|x = t|z|(1− |z|2)x, x ∈ E,
that is, |tz| = t|z|. Since kernels of orthogonally closed operators are orthogonally
closed, we obtain N (z) = R(z∗)⊥ = R(tz∗)⊥ = R(t∗z)⊥ = N (tz). Because N (z) =
N (|z|), this completes the proof. 
The following lemma restates [L95, Proposition 3.7]. It will be used several times
in the proof of Theorem 12 below.
Lemma 14. If a ∈ L(E)+, then R(a) = R(aε) for any ε > 0.
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Now suppose that t ∈ Rgr(E,F ). Recall that at ∈ L(E)+, at∗ ∈ L(F )+, and
bt = b
∗
t∗ ∈ L(E,F ) by Theorem 7. The operator ta1/2t is essentially defined, since
R(a1/2t ) is contained in its domain. Its adjoint is an extension of a1/2t t∗, hence it
is also essentially defined. Moreover, by Proposition 2(3), (a
1/2
t t
∗)∗ = ta1/2t . Hence
ta
1/2
t is orthogonally closed; in particular, ta
1/2
t is closed.
Definition 13. The bounded transform zt of t ∈ Rgr(E,F ) is defined by
zt := ta
1/2
t ↾D(t∗t) .
Since t ∈ Rgr(E,F ), D(t∗t) is essential in E and D(tt∗) is essential in F .
Theorem 12. Suppose t ∈ Rgr(E,F ). Set E0 := D(t∗t) and F0 := D(tt∗). Then
zt ∈ Zd(E0, F0) and z∗t = zt∗, where the adjoint z∗t is taken in L(E0, F0). Further,
zt = a
1/2
t∗ t ↾D(t∗t), N (zt) = N (t), R(zt) ⊆ R(t),
at = (1− zt∗zt)∗, at∗ = (1− ztzt∗)∗, bt = zta1/2t ,
and treg := tzt ↾E0 is a regular operator from E0 to F0 satisfying treg ⊆ t = (tzt)∗∗,
where t∗∗zt is the biadjoint of the operator tzt : E → F .
Proof. From Theorem 7 we already know that t = a−1t∗ bt. Using this we derive
a
1/2
t∗ t = a
1/2
t∗ a
−1
t∗ bt ⊆ a−1t∗ a1/2t∗ bt = a−1t∗ bta1/2t = ta1/2t .(2)
Here the second equality follows from Lemma 10 applied with f(x) =
√
x.
Now we prove that a
1/2
t∗ t is bounded with norm not exceeding 1. Let x ∈ D(t).
Using that t∗at∗t = bt∗t = b∗t t ⊆ (t∗bt)∗ = (t∗tat)∗ = (1− at)∗ = 1− at, we derive
‖a1/2t∗ tx‖2 = ‖
〈
a
1/2
t∗ tx, a
1/2
t∗ tx
〉
‖ = ‖ 〈t∗at∗tx, x〉 ‖
= ‖ 〈(1− at)x, tx〉 ‖ ≤ ‖1− at‖‖x‖2 ≤ ‖x‖2.
By (2) the operators a
1/2
t∗ t and ta
1/2
t concides on D(t) and so on its subspace
D(t∗t). Since both operators are bounded on D(t∗t) and ta1/2t is closed, we conclude
that zt ≡ ta1/2t ↾D(t∗t) = a1/2t∗ t ↾D(t∗t) .
The latter equality implies that R(zt) is contained in R(a1/2t∗ ). Lemma 14 yields
R(a1/2t∗ ) = R(at∗) = D(tt∗) = F0, so that R(zt) ⊆ F0. Hence zt becomes a bounded
operator from E0 into F0. Analogously, zt∗ is a bounded operator from F0 into E0.
We show that z∗t = zt∗ . Let z
∗E
t denote the adjoint of zt considered as an
operator from E into F . Clearly, z∗Et ⊇ (a1/2t∗ t)∗ ⊇ t∗a1/2t∗ ⊇ zt∗. This implies that
z∗t = z
∗E
t ↾F0= zt∗ . Therefore, zt ∈ L(E0, F0).
Next we verify the formulas for at, at∗ , and bt. First we note that
zt∗zt ↾D(t∗t) = t∗a
1/2
t∗ ↾F0 a
1/2
t∗ t ↾D(t∗t)= t
∗at∗t ↾D(t∗t)= 1− at ↾D(t∗t) .(3)
Hence at = (1− zt∗zt)∗∗ by Example 3, so at = a∗t = (1− zt∗zt)∗∗∗ = (1− zt∗zt)∗.
The formula for at∗ is proven in a similar manner. Since R(a1/2t ) ⊆ E0, we obtain
zta
1/2
t = ta
1/2
t ↾E0 a
1/2
t = tat = bt.
Using relation (3) and again Lemma 14 we get
R(1− zt∗zt) = R(at ↾D(t∗t)) = R(at ↾R(at)) ⊇ R(at ↾R(at))
= R(a2t ) = R(at) = D(t∗t) = E0.
Hence zt ∈ Zd(E0, F0). Therefore, treg = tzt is a regular operator from E0 to F0.
Clearly, treg ⊆ t.
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Now we prove that t = (tzt)
∗∗. Since tzt ⊆ t and
D(tzt) = R((1 − z∗t zt)1/2) = R(at ↾D(t∗t)) = R(at ↾R(at)) ⊇ R(a2t ),
it suffices to show that R(a2t ) is an essential core for t. Assume (x, tx)⊥G(t ↾R(a2t ))
for some x ∈ D(t). Then, for all y ∈ E,
0 =
〈
(x, tx), (a2t y, ta
2
ty)
〉
=
〈
x, a2t y
〉
+
〈
tx, ta2t y
〉
= 〈atx, aty〉+ 〈tx, btaty〉
= 〈atx, aty〉+ 〈b∗t tx, aty〉 = 〈atx+ b∗t tx, aty〉
Therefore, since R(at) is essential, 0 = (at + b∗t t)x = (at + 1 − at)x = x. That is,
G(t) ∩ G(t ↾R(a2t ))⊥ = {0}. Since t is graph regular and hence G(t)⊕ G(t)⊥ = E, it
follows from Lemma 2 that
G(t ↾R(a2t ))⊥ = G(t ↾R(a2t ))⊥ ∩ (G(t)⊕ G(t)⊥) = G(t)⊥.
Thus R(a2t ) is an essential core for t which completes the proof of the equality
t = (tzt)
∗∗.
Clearly, R(zt) ⊆ R(t). Finally, we show that N (zt) = N (t). Let x ∈ N (t) ⊆
D(t∗t). Since zt ⊇ a1/2t∗ t ↾D(t∗t), we have x ∈ D(zt) and ztx = 0, so N (t) ⊆ N (zt).
Conversely, let x ∈ N (zt). Then (1 − at)x = zt∗ztx = 0 and x = atx ∈ D(t∗t) ⊆
D(t). We obtain (1 + t∗t)x = x and t∗tx = 0. From 〈tx, tx〉 = 〈t∗tx, x〉 = 0 we get
tx = 0. Hence N (zt) ⊆ N (t). 
Definition 14. The operator treg := tzt ∈ R(E0, F0) from Theorem 12 is called
the regular operator associated with the graph regular operator t ∈ Rgr(E,F ).
Remark 4. There are two other possibilities to define the bounded transform for a
graph regular operator t and both of them are natural in some sense. Define
z′t := ta
1/2
t and z
′′
t := (bt(a
1/2
t )
−1)∗∗.
Note that z′t ∈ Co(E,F ) and zt is the restriction of z′t to D(t∗t). It is easily seen
that bt(a
1/2
t )
−1 is the restriction of z′t = ta
1/2
t to R(a1/2t ). Hence bt(a1/2t )−1 is
essentially defined and orthogonally closable and its orthogonal closure may also be
taken as a bounded transform z′′t of t. Then z
′
t = z
′′
t if and only if R(a1/2t ) is an
essential core for z′t. We were not able to prove or disprove this. But one can show
that
zt ⊆ z′′t ⊆ z′t, (z′′t )∗ = z′t∗ ≡ t∗a1/2t∗ , (z′t)∗ = z′′t∗ ≡ (bt∗(a1/2t∗ )−1)∗∗.
Note that the operator t can be recovered from both transforms z′t and z
′′
t as well.
We dont know wether or not the equality (ta
1/2
t )
∗ = t∗a1/2t∗ holds.
Remark 5. The relationship between t ∈ Rgr(E,F ), treg ∈ R(E0, F0), and their
bounded tranforms should be studied be further in detail. Despite of this it seems
that graph regular operators form an important notion in its own, because they act
on the given Hilbert C∗-module E. Though each symmetric operator on a Hilbert
space is a restriction of a self-adjoint operator in possibly larger space, symmetric
operators are a basic concept.
4.6. Polar decomposition.
Definition 15. Let E′ ⊆ E and F ′ ⊆ F be orthogonally closed. An operator
v ∈ Co(E,F ) is called a partial isometry with initial space E′ and final space F ′ if
v∗v is the projection pE′ and vv∗ is the projection pF ′ .
In this case v∗ is also a partial isometry with initial space F ′ and final space
E′. Using this general notion of essentially defined partial isometries there is the
following theorem on a polar decomposition of adjointable operators.
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Theorem 13. Let t ∈ L(E,F ). Then there is a partial isometry v ∈ Co(E,F )
with initial space R(t∗) and final space R(t) such that t = v|t|, |t| = v∗t and
R(v) = R(t), R(v∗) = R(t∗), N (v) = N (t), and N (v∗) = N (t∗) if and only if
R(t) and R(t∗) are orthogonally closed.
Proof. The only if direction follows easily from the definition of a partial isometry.
To prove the if part we assume that R(t) and R(t∗) are orthogonally closed.
Define a map w : R(|t|)→R(t) by w(|t|x) := tx for x ∈ E. Then w is well-defined
and isometric, since 〈tx, tx〉 = 〈|t|x, |t|x〉 for x ∈ E. The continuous extension of w
to a map from R(|t|) onto R(t) is also an isometry which is denoted again by w.
Now we define v : E → F by
v(x+ y) := wx, x ∈ R(|t|), y ∈ N (t).
Clearly, D(v)⊥ = (N (t) ⊕R(|t|))⊥ = N (t)⊥ ∩ R(|t|)⊥ = N (t)⊥ ∩ N (|t|) = {0}, so
v is essentially defined. Further, t = v|t|, N (v) = N (t) and R(v) = R(|t|). Let
v′(x+ y) := w−1x, x ∈ R(t), y ∈ N (t∗).
As above, v′ is essentially defined, |t| = v′t, N (v′) = N (t∗) and R(v′) = R(t). It is
easily seen that v′ ⊆ v∗ and v ⊆ (v′)∗. Therefore, since v′ is essentially defined, so
is v∗. Hence v is orthogonally closable by Theorem 1.
We show that v∗ = v′. Let y ∈ D(v∗). Then there is an element z ∈ E such that〈
v(x + x⊥), y
〉
=
〈
x+ x⊥, z
〉
for all x ∈ R(|t|) and x⊥ ∈ N (t). Choosing x = 0, we
conclude that z ∈ N (t)⊥ = R(t∗)⊥⊥ = R(|t|)⊥⊥ = R(|t|). Thus, R(v∗) ⊆ R(v′).
Putting now x⊥ = 0, we get 〈tx′, y〉 = 〈v|t|x′, y〉 = 〈|t|x′, z〉 for all x′ ∈ E. Hence
t∗y = |t|z = |t|v∗y and N (v∗) ⊆ N (t∗) = N (v). Now v′ ⊆ v∗, R(v∗) ⊆ R(v′) and
N (v∗) ⊆ N (v′) clearly imply that v′ = v∗. In a similar manner it is shown that
v′∗ = v. Obviously, v∗v is the projection onto the orthogonally closed submodule
R(t∗) and vv∗ the projection onto R(t). 
Theorem 14. Let z ∈ Z(E,F ). There exists a partial isometry v ∈ Co(E,F ) with
initial space R(|tz |) and final space R(tz) such that
tz = v|tz |, |tz| = v∗tz,
R(v) = R(tz), R(v∗) = R(t∗z), N (v) = N (tz), and N (v∗) = N (t∗z) if and only if
R(z) and R(z∗) are orthogonally closed. In this case, z = v|z|.
Proof. Since R(z) = R(tz), R(z∗) = R(t∗z), N (z) = N (tz), and N (z∗) = N (t∗z),
one direction follows at once from the definition of a partial isometry.
Conversely, assume that R(z∗) = R(|z|) and R(z) are orthogonally closed. By
Proposition 13, there is a partial isometry v ∈ Co(E,F ) with z = v|z|, |z| = v∗z
and R(v) = R(z), R(v∗) = R(z∗), N (v) = N (z) and N (v∗) = N (z∗). Finally,
v|tz|(1 − |z|2)1/2x = v|z|x = zx = tz(1 − |z|2)1/2x for x ∈ E, so that v|tz | = tz .
Similarly, v∗tz = |tz |. 
Note that the partial isometry belongs to L(E,F ) if and only if R(z) and R(z∗)
are orthogonal complements: D(v) = R(z∗)⊕N (z) and D(v∗) = R(z)⊕N (z∗).
4.7. Graph regular operators on C0(X). Before we turn to the functional cal-
culus of graph regular normals we reconsider the commutative case from Section 3.
By Theorem 5, Co(C0(X)) consists of multiplication operators. Theorem 15 charac-
terizes the graph regular operators among them as those for which sing-suppr(m)
is empty.
Lemma 15. For any function m : X → C the following are equivalent:
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(1) tm is injective if and only if {x ∈ reg(m)|m(x) 6= 0} is dense in reg(m).
(2) If tm is injective and m does not vanish on X, then t
−1
m = t1/m.
Proof. (1): SetN := {x ∈ reg(m)|m(x) = 0}. Assume thatN contains a nonempty
open set U . Since X is locally compact and Hausdorff, there is a non-zero function
f ∈ E with support contained in U . Then mf = 0, f ∈ D(tm) and tmf = 0. Hence
tm is not injective. On the other hand, assume that f ∈ D(tm) and tmf = 0. Then
m(x)f(x) = (tmf)(x) = 0 for x ∈ reg(m) . Thus f ≡ 0 on reg(m) \ N . If the
latter is dense in reg(m), then f ≡ 0 on reg(m) by the continuity of f . Futher,
we have f ≡ 0 on X \ reg(m) by Lemma 7, since f ∈ D(tm). That is, f = 0.
(2): We have reg(1/m) = reg(m). In particular, t1/m is injective. From Lemma
8(1) it follows that tmt1/m and t1/mtm are restrictions of the identity. Therefore,
t1/m ⊆ t−1m and tm ⊆ t−11/m. The last inclusion gives t−1m ⊆ t1/m, so equality is
proven. 
Theorem 15. If m : X → C, then tm ∈ Rgr(C0(X)) if and only if reg(m) is
dense in X and sing-suppr(m) is empty. In this case we have t
∗
mtm = t|m|2 and
atm = t 1
1+|m|2
, btm = t m
1+|m|2
.
Proof. The first assertion is clearly a corollary of Theorem 4.
Suppose that tm ∈ Rgr(E). Then atm is self-adjoint, hence t∗mtm is self-adjoint.
Further, by Lemma 8, t∗mtm is contained in the self-adjoint operator t|m|2 . Hence
t∗mtm = t|m|2 . Finally, using Lemma 8(2) and Lemma 15(2), we compute
atm = (1 + t
∗
mtm)
−1 = (1 + t|m|2)−1 = (t1+|m|2)−1 = t 1
1+|m|2
,
btm = b
∗∗
tm = (tmatm)
∗∗ = (tmt 1
1+|m|2
)∗∗ = t m
1+|m|2
.

Corollary 5. Suppose that m : X → C is bounded and reg(m) dense in X.
Then tm is graph regular if and only if reg(mˆ) = X. In particular, we have
tm ∈ L(C0(X)) = Cb(X) in this case.
Proof. Sincem is bounded, reg∞(m) is empty. Hence the statement follows directly
from Theorem 15. 
The next example shows that not all operators t ∈ Rgr(C0(R)) are of the form
tz for some z ∈ Z(C0(R)). Moreover there is a representation π of L(C0(R)) such
that the domain of π(t) consists only of the zero element.
Example 7. Consider the operator t := tm on C0(R), where m(x) = 1/x for x 6= 0.
Then t is self-adjoint and graph regular by Theorem 15.
We show that there is no z ∈ Z(C0(R)) such that t = tz. Assume to the
contrary that t = tz for z ∈ Z(C0(R)). Then z = ta1/2t by Theorem 11. Further,
we have at = t1/(1+|m|2) and therefore a
1/2
t = t1/(
√
1+|m|2 ). Choose g ∈ C0(R)
with g(0) 6= 0. Then a1/2t g(x) = |x|g(x)/(
√
1 + x2). Since the function 1x
|x|g(x)√
1+x2
is
continuous on R\{0} and has no continuous extension to R, we have a1/2t g /∈ D(t).
Hence ta
1/2
t is not everwhere defined which contradicts the equality z = ta
1/2
t .
Let π be the ∗-representation of L(C0(R)) = {tn|n ∈ Cb(R)} given by π(tn) =
n(0). Then π(at) = 0, so the domain of π(t) is {0} (compare Proposition 7).
Example 8 (Continuing Example 4). Recall that the operator tm from Example
4 is normal, but D(tm) 6= D(t∗m). Since reg(m) = (0, 1] and 0 ∈ reg∞(m), tm
is graph regular by Theorem 15. That is, even for graph regular operators t the
statements
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(1) t∗t = tt∗ (that is, t is normal),
(2) D(t) = D(t∗) and ‖tf‖ = ‖t∗f‖ for all f ∈ D(t),
are not equivalent!
4.8. Functional calculus of graph regular normal operators. Let A and B be
C∗-algebras, where A is non-unital and B is unital. Clearly, each ∗-homomorphism
φ : A → B extends uniquely to a ∗-homomorphism of the unitization A∼ := A⊕C
by φ(a+ α) := φ(a) + α1 for a ∈ A, α ∈ C.
Let ζ denote the identity map of C. Considered as an operator on C0(C), ζ is a
regular operator, but on the unitization C0(C)
∼ the operator ζ is no longer regular.
On the other hand, since aζ = aζ = (1 + |ζ|2)−1 ∈ C0(C) the operator ζ is graph
regular according to Theorem 7. Further, bζ = ζ(1 + |ζ|2)−1 ∈ C0(C).
Theorem 16. Let E be a Hilbert A-module and let t ∈ Rgr(E) be normal. Then
there exists a unique φt ∈ Hom(C0(C)∼,L(E)) with N (φt(aζ)) = {0} and φt(ζ) = t.
Proof. Set
D := {z ∈ C : |z| ≤ 1/2}, F := {(z1, z2) ∈ [0, 1]×D : |z2|2 = z1 − z21} ⊆ [0, 1]×D.
Then ∂F = {(0, 0)} and F˚ = F \∂F . By Corollary 1, aζ is self-adjoint, bζ is normal,
and aζ and bζ commute. Their joint spectrum σ(aζ , bζ) is contained in F . Similar
statements hold for at and bt.
Uniqueness: Let φ ∈ Hom(C0(C)∼,L(E)) be such that N (φt(aζ)) = {0} and
φ(ζ) = t. Then, by Proposition 7, φ(aζ) = aφ(ζ) = at and φ(bζ) = bφ(ζ) = bt. For
f ∈ C(F ) the functional calculus of commuting bounded normal operators yields
φ(f(aζ , bζ)) = f(φ(aζ), φ(bζ)) = f(at, bt).(4)
Each function g + β ∈ C0(C)∼ is of the form f(aζ , bζ) for some function f ∈ C(F )
with f ↾∂F≡ β. Indeed, we have
g(z) = g(aζ(z)
−1bζ(z)) = f(aζ , bζ)(z),
where
f(z1, z2) :=
{
g(z2/z1) + β , (z1, z2) ∈ F˚
β , (z1, z2) ∈ ∂F
.
To show that f is continuous at ∂F , assume (z1, z2)→ (0, 0). From |z2|2 = z1 − z21
it follows |z2/z1)| =
√
1/z1 − 1 → ∞ since z1 → 0. Therefore g(z2/z1) → 0, since
g vanishes at infinity. This proves the uniqueness assertion.
Existence: Equation (4) defines a ∗-homomorphism from C0(C)∼ into L(E).
Inserting f(z1, z2) := z1 into (4) it follows that N (φ(aζ )) = N (at). Note the latter
is trivial. Similarly, φ(bζ) = bt. Frm Proposition 7 we get aφ(ζ) = φ(aζ) = at and
bφ(ζ) = φ(bζ) = bt. From Theorem 7 we finally conclude that φ(ζ) = t. 
5. Associated operators and affiliated operators
Throughout this section we assume that the Hilbert A-module E is the C∗-
algebra A itself equipped with the A-valued scalar product 〈a, b〉 := a∗b, a, b ∈ A,
and that A is realized as a nondegenerate C∗-algebra on a Hilbert space H.
Then L(E) is the multiplier algebra M(A) = {x ∈ B(H) : xA ⊆ A,Ax ⊆ A}.
and R(E) is the set Aη of affiliated operators in the sense of Woronowicz [W91].
Recall that Aη is the set of operators t ∈ C(H) for which at = (I + t∗t)−1 ∈ M(A),
bt = t(I + t
∗t)−1 ∈ M(A), and atA is dense in A. We write tηA if t ∈ Aη. Note
that t = bta
−1
t for tηA.
Definition 16. We say that an operator t ∈ C(H) is associated with A and write
tµA if t ∈ Rgr(E). The set of associated operators with A is denoted by Aµ.
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That is, by Theorem 7, t ∈ C(H) is in Aµ if and only if at, at∗ , bt ∈ M(A). Note
that the density of the set atA in A is not required for tµA. Obviously, Aµ ⊆ Aη.
Further, t ∈ Aµ is in Aη if and only if atA is dense in A.
Lemma 16. M(A) = {tµA|t ∈ B(H)}.
Proof. If t ∈ M(A), then I + t∗t ∈ M(A) and so at ∈ M(A) and bt = tat ∈ M(A),
hence tµA. Conversely, suppose that t is bounded. Then I + t∗t is bounded and
at ∈ M(A), so that a−1t = I + t∗t ∈ M(A). Therefore, t = bta−1t ∈ M(A). 
For tµA all three operators at, at∗ , bt have to be in the multiplier algebra M(A),
while for tηA it is only required that at, bt ∈ M(A) (and the density of atA). From
tηA it follows that at∗ ∈ M(A). Therefore, it is natural to ask whether or not
at ∈ M(A) and bt ∈ M(A) already imply that tµA, that is, at∗ ∈ M(A). This is true
if t ∈ C(H) is normal, since then at = at∗ . Proposition 8 below contains an number
of other sufficient conditions. In Example 11 we will show that this is not true in
general. The following simple relations appeared already in Definition 12.
Lemma 17. Let t ∈ C(H). Then:
(1) at∗ − a2t∗ = btbt∗ and at∗bt = btat.
(2) b∗t = bt∗ .
(3) ant∗ − an+1t∗ = btan−1t bt∗ for n ∈ N.
Proof. (1): We have at∗ −a2t∗ = tt∗a2t∗ = ta2t t∗ = btbt∗ . The second equality follows
by a similar reasoning starting with the operator att
∗at.
(2): Let x, y ∈ H. Then at∗y ∈ D(tt∗) ⊆ D(t∗) and using (1) we obtain
〈btx, at∗y〉 = 〈atx, t∗at∗y〉 = 〈x, atbt∗y〉 = 〈x, bt∗at∗y〉 .
Therefore b∗t = bt∗ , since R(at∗) is dense and bt and bt∗ are bounded.
(3) is easily derived from (1). 
Proposition 8. Suppose that at, bt ∈ M(A). Each of the following conditions imply
that at∗ ∈ M(A) and so tµA.
(1) 0 ∈ ρ(t).
(2) ‖at∗‖ < 1, or equivalently, tt∗ ≥ ε for some ǫ > 0.
(3) M(A)sa is closed under strong convergence of monotone sequences.
(4) tt∗ = qt∗t for some q > 0.
Proof. Clearly, from (1) it follows that 0 ∈ ρ(t∗) which in turn implies (2).
(2), (3): By Lemma 17 and the assumptions at, bt ∈ M(A) we have
at∗ − an+1t∗ = bt(I + . . .+ an−1t )b∗t ∈ M(A)sa.
If (2) is fulfilled, then an+1t∗ → 0 in M(A), hence at∗ ∈ M(A). On the other side,
an+1t∗ ∈ M(A)sa is monotone decreasing and strongly converging. Hence again by
assumption (3) it follows at∗ ∈ M(A). (4) finally follows from the relations
at∗ = (I + tt
∗)−1 = (I + qt∗t)−1 = q−1(I + (q−1 − 1)at)−1at ∈ M(A).

Proposition 9. Suppose that t ∈ C(H) and 0 ∈ ρ(t). Then tµA if and only if
t−1 ∈ M(A).
Proof. Since 0 ∈ ρ(t), (t∗)−1 = (t−1)∗ ∈ B(H). Simple computations show that
I − at = (I + t−1(t−1)∗)−1, bt = (t−1)∗(I − at), I − at∗ = (I + (t−1)∗t−1)−1.
From these identities we conclude that t−1 ∈ M(A), so (t−1)∗ ∈ M(A), implies that
at, bt, at∗ ∈ M(A), that is, tµA.
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Conversely, suppose that tµA. Then, by Lemma 17,(1), we have bt∗ = (bt)∗ ∈
M(A) and at∗ ∈ M(A). Therefore, t−1 = bt∗(I − at∗)−1 ∈ M(A). 
Corollary 6. If t ∈ C(H) and tµA, then (I + t∗t)µA.
Proof. Since tµA, we have (I + t∗t)−1 = at ∈ M(A). Since 0 ∈ ρ(1 + t∗t) and
(1 + t∗t)−1 = at ∈ M(A), we obtain (1 + t∗t)µA by Proposition 9. 
Corollary 7. Suppose that tµA and sµA.
(1) If 0 ∈ ρ(t) and λ ∈ ρ(t) with 0 < |λ| < 1/‖t−1‖, then (t− λ)µA.
(2) If 0 ∈ ρ(t) ∩ ρ(s), then tsµA.
Proof. Both assertions follow immediately from Proposition 9. For (1) we use the
equality (t − λI)−1 = λ−1t−1(λ−1 − t−1)−1 ∈ M(A), while for (2) we note that
0 ∈ ρ(ts) and (ts)−1 = s−1t−1 ∈ M(A). 
Next we investigate affiliated operators and their resolvents. Before we turn to
the main result we prove two simple lemmas.
Lemma 18. Let A be a C∗-algebra acting on a Hilbert space H. Let s ∈ B(H)
and x, y ∈ M(A). Suppose that xA and yA are dense in A. If sx ∈ M(A) and
s∗y ∈ M(A), then s ∈ M(A).
Proof. Let a ∈ A. Since xA is dense in A, there are elements an ∈ A, n ∈ N ,
such that xan → a in A. Hence sxan → sa in A. Since sx ∈ M(A) by assumption,
sxan ∈ A and so sa ∈ A. Replacing x by y and s by s∗ it follows that s∗a ∈ A.
Therefore, s ∈ M(A). 
Lemma 19. Let A be a C∗-algebra and x, y ∈ M(A). Suppose that λy ≥ xx∗ for
some λ > 0. If xA is dense in A, so is yA. In particular, xA is dense in A if
and only if xx∗A is.
Proof. Assume to the contrary that yA 6= xA = A. Then the closure of (yA)∗ is a
proper left ideal. Hence there exists a state ω of A that annihilates (yA)∗ (see e.g.
[Dix77, Lemma 2.9.4]). Let πω be the GNS representation of A associated with the
state ω and let ϕω be the corresponding cyclic vector ϕω . We denote the extension
of πω to the multiplier algebra M(A) also by the symbol πω. Then
0 = ω((ya)∗) = 〈πω(a∗y)ϕω , ϕω〉 = 〈πω(y)ϕω, πω(a)ϕω〉(5)
for all a ∈ A, so that πω(y)ϕω = 0. Therefore,
|ω(xa)|2 = |〈πω(a)ϕω , πω(x∗)ϕω〉|2 = ‖πω(a)ϕω‖2‖πω(x∗)ϕω‖2
= ‖πω(a)ϕω‖2〈πω(xx∗)ϕω, ϕω〉 ≤ ‖πω(a)ϕω‖2λ〈πω(y)ϕω , ϕω〉 = 0
for a ∈ A, that is, ω annihilates xA. Hence xA is not dense in A which is a
contradiction, since we assumed that xA = A.
Applying this to the case y = xx∗ we conclude that xx∗A is dense provided that
xA is dense. Since the converse implication is trivial, it follows that xx∗A is dense
if and only if xA is dense. 
The following theorem appeared in [Sch05].
Theorem 17. Suppose A is a C∗-algebra acting on a Hilbert space H and t is a
densely defined closed operator on H with non-empty resolvent set. Let λ ∈ ρ(t).
Then tηA if and only if (t− λI)−1 ∈ M(A) and (t− λI)−1A and (t∗ − λI)−1A are
dense in A.
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Proof. Since tηA is equivalent to (t − λI)ηA (see [W91], p. 412, Example 1), we
can assume without restriction of generality that λ = 0. Then t−1 and (t∗)−1 are
in B(H).
First we suppose that tηA. Set x := (I + (tt∗)−1)−1 and s := t−1. Since tηA
implies t∗ηA, it follows that zt∗ = t∗(I + tt∗)−1/2 = (zt)∗ ∈ M(A). Therefore, we
obtain (I+tt∗)−1 = I−ztz∗t ∈ M(A) and hence (I+tt∗)−1/2 ∈ M(A). These relations
imply that
sx ≡ t−1(I + (tt∗)−1)−1 = t∗(tt∗)−1(I + (tt∗)−1)−1
= t∗(I + tt∗)−1 = zt∗(I + tt∗)−1/2 ∈ M(A).(6)
Since x := (I+(tt∗)−1)−1 = I−(I+tt∗)−1 ∈ M(A) and x−1 is also bounded, we have
x−1 ∈ M(A) and hence xA = A. Recall that sx ∈ M(A) by (6). Now we interchange
the roles of t and t∗ and set y := (I + (t∗t)−1)−1. By a similar reasoning as in (6)
we derive s∗y ∈ M(A). Further, y ∈ M(A) and yA = A. Hence the assumptions of
Lemma 18 are satisfied, so we obtain t−1 = s ∈ M(A).
Recall that (I + t∗t)−1A is dense in A, because tηA. Therefore, since
(I + t∗t)−1A = (t∗t)−1(I + (t∗t)−1)−1A ⊆ (t∗t)−1A = t−1(t∗)−1A ⊆ t−1A,
t−1A is dense in A. Replacing t by t∗, it follows that (t∗)−1A is dense in A. This
completes the proof of the only if part.
Conversely, let us assume that t−1 ∈ M(A) and that t−1A and (t∗)−1A are
dense in A. Then I − z∗t zt = (I + t∗t)−1 = t−1(t−1)∗(I + t−1(t−1)∗)−1 ∈ M(A)
and zt(I − z∗t zt)1/2 = t(I + t∗t)−1 = (t−1)∗(I + t−1(t−1)∗)−1 ∈ M(A). Therefore,
setting x := (I − z∗t zt)1/2 and s := zt, we have x ∈ M(A) and sx ∈ M(A). Since
t has a bounded inverse, there exists ǫ ∈ (0, 1/4) such that t∗t ≥ 2ǫI. Then
I + t∗t ≤ 12ǫ t∗t + t∗t ≤ 1ǫ t∗t and hence (I + t∗t)−1 ≥ ǫt−1(t−1)∗. Therefore, since
t−1A is dense in A by assumption, (I+ t∗t)−1A = (I− z∗t zt)A = x2A is dense in A
by Lemma 19. Since x ≥ 0, xA dense in A again by Lemma 19. By the assumptions
we can interchange the roles of t and t∗. Then we obtain y := (I − ztz∗t )1/2 ∈ M(A)
and s∗y = z∗t y ∈ M(A). Further, (I + tt∗)−1A = (I − ztz∗t )A = y2A in A and hence
yA are dense in A. Thus, zt ∈ M(A) by Lemma 18 and hence tηA. 
The preceding theorem has a number of interesting corollaries. For these results
we assume that A is a C∗-algebra acting on a Hilbert space H and t and s are
densely defined closed operators on H.
Corollary 8. Suppose that t, sηA, λ ∈ ρ(t) and µ ∈ ρ(s). Then we have −λµ ∈
ρ(ts− λs− µt) and (ts− λs− µt)ηA.
Proof. By some straightforward arguments one verifies that
(ts− λs− µt+ λµI)−1 = (s− µI)−1(t− λI)−1,(7)
((ts− λs− µt)∗ + λµI)−1 = (t∗ − λI)−1(s∗ − λI)−1.(8)
Hence −λµ ∈ ρ(ts− λs− µt). From the only if part of Theorem 17 it follows that
the operators in (7) and in (8) belong to M(A) and that they maps A densely into
A. Therefore, by the if part of Theorem 17, (ts− λs− µt)ηA. 
Proposition 10. Suppose that λ ∈ ρ(t), s(t−λI)−1 ∈ M(A) and ‖s(t−λI)−1‖ < 1.
Then (t+ s)ηA.
Proof. By Theorem 17, (t − λI)−1 ∈ M(A) and (t− λI)−1A and (t∗ − λI)−1A are
dense in A. By the assumption we have r := s(t − λI)−1 ∈ M(A) and ‖r‖ < 1.
Therefore (I + r)−1 is bounded and an element of M(A), since I + r ∈ M(A).
Further, since t− λI and I + r are bijective and (t+ s− λI)ϕ = (I + r)(t − λI)ϕ
for ϕ ∈ D(t) ⊆ D(s), the map t+ s−λI : D(t)→ H is bijective. Hence λ ∈ ρ(t+ s)
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and (t + s − λI)−1 = (t − λI)−1(I + r)−1 ∈ M(A). Because I + r is an invertible
element of M(A), the density of (t− λI)−1A implies the density of (t+ s− λI)−1A
in A. Finally, (t∗ + s∗ − λI)−1 = (I + r∗)−1(t∗ − λI)−1 maps A densely into A,
since ‖r∗‖ < 1. Now applying again Theorem 17 we obtain (t+ s)ηA. 
Corollary 9. Let A ⊆ B(H) a C∗-algebra and suppose that t, sηA. If λ ∈ ρ(t),
0 ∈ ρ(s), and ‖λ(t− λI)−1‖ < 1, then tsηA.
Proof. By Corollary 8 we have 0 ∈ ρ(ts − λs) and (ts − λs)ηA. Since tηA and
λ ∈ ρ(t), it follows from Theorem 17 that (t− λ)−1 ∈ M(A). Therefore,
λs(ts− λs)−1 = λs((t− λI)s)−1 = λ(t− λI)−1 ∈ M(A).
Hence, since ‖λ(t− λ)−1‖ < 1 by assumption, Proposition 10 applies to the opera-
tors t˜ := ts− λs and s˜ := λs and implies that t˜+ s˜ = tsηA. 
Corollary 10. Let A ⊆ B(H) a C∗-algebra. Suppose that tηA and λ, µ ∈ ρ(t). For
an operator s on H we have s(t− λI)−1 ∈ M(A) if and only if s(t− µI)−1 ∈ M(A).
Proof. Since (t−λI)−1 ∈ M(A) and (t−µI)−1 ∈ M(A) by Theorem 17, the assertion
follows from the identity
s(t−λI)−1−s(t−µI)−1 = (λ−µ)s(t−µI)−1(t−λI)−1 = (λ−µ)s(t−λI)−1(t−µI)−1.

Corollary 11. Let A ⊆ B(H) a C∗-algebra. Suppose that tηA is a self-adjoint
operator and s is a symmetric t-bounded operator on H with t-bound less than 1.
If s(t− λI)−1 ∈ M(A) for some λ ∈ ρ(t), then (t+ s)ηA and t+ s is self-adjoint.
Proof. The proof can be given by repeating the standard proof of the Kato-Rellich
theorem and using Lemma 10 and Corollary 10. 
It is natural to ask whether or not the second density assumption in Theorem 17
can be omitted, that is, when does the density of (t−λI)−1A for (t−λI)−1 ∈ M(A)
imply the density of (t∗−λI)−1A in A? A counterexample is provided by Example
9 below. The next proposition shows that the answer is affirmative if the distance
of (t− λI)−1 to the set A−1 of invertible elements of A is zero.
Proposition 11. Let t be a densely defined closed operator and A a C∗-algebra
acting on a Hilbert space H. Suppose that t has a bounded inverse t−1 contained in
M(A). Assume that dist(t−1,A−1) = 0. If t−1A dense in A, so is (t∗)−1A.
Proof. Set x := t−1. Then (t∗)−1 = (t−1)∗ = x∗. Assume to the contrary that
x∗A = (t∗)−1A is not dense in A. Then, as in the proof of Lemma 19, there
is a state ω on A that annihilates (x∗A)∗. Arguing as in line (5) it follows that
πω(x)ϕω = 0.
Let x = v|x| be the polar decomposition of the operator x. Since x ∈ M(A), we
have |x| = (x∗x)1/2 ∈ M(A). For ε > 0 let fε denote a continuous function on R
such that fε(τ) = 0 on [0,
ε
2 ], |fε(τ)| ≤ ε on [ ε2 , ε] and fε(τ) = u on [ε,+∞). By
[Ped98] Theorem 6.1, applied to the multiplier algebra M(A), there exists a unitary
operator uε ∈ M(A) such that
vfε(|x|) = uεfε(|x|) ∈ M(A).
Clearly, |x| = limε→+0 fε(|x|) in M(A). Therefore,
0 = πω(x)ϕω = πω(v|x|)ϕω = lim
ε→+0
πω(vfε(|x|))ϕω = lim
ε→+0
πω(uε)πω(fε(|x|))ϕω ,
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so that 0 = limε→+0 πω(fε(|x|))ϕω = πω(|x|)ϕω . For a ∈ A we now obtain
0 = 〈πω(|x|)2ϕω, πω(a)ϕω〉 = 〈πω(x∗x)ϕω πω(a)ϕω〉
= 〈ϕω, πω(x∗xa)ϕω〉 = ω((x∗xa)∗).
This implies that x∗xA is not dense in A. Hence xA is not dense by Lemma 19
which is the desired contradiction. 
Example 9. Let H be the Hilbert space l2(N2) and let A be the C∗-algebra
A =
(K(H) K(H)
K(H) B(H)
)
.(9)
The multiplier algebra of A is
M(A) =
(
B(H) K(H)
K(H) B(H)
)
.(10)
Let {ekl}k,l∈N0 be the standard orthonormal basis of H. Let s ∈ B(H) be the shift
operator given by sekl = ek+1,l and let P0 be the orthogonal projection onto N (s∗).
Clearly, {e0,l}l∈N0 is an orthonormal basis of P0H. Further, let {λkl}k,l∈N0 be a
double sequence of positive numbers such that limk,l→∞ λkl = 0. Define a self-
adjoint compact operator on H by rekl := λklekl, k, l ∈ N0.
Let x ∈ B(H⊕H) defined by the operator matrix
x :=
(
s r
0 s∗
)
.(11)
Since λkl > 0 for all k, l, the compression P0r ↾ P0H of r to P0H has trivial kernel
and dense range. Using this fact it is easily seen that N (x) = {0} and R(x) is
dense in H⊕H. Hence t := x−1 is a densely defined closed operator on the Hilbert
space H⊕H. By (10), we have t−1 = x ∈ M(A).
Statement: t−1A = xA is dense in A, while (t∗)−1A = x∗A is not dense in A.
Proof. Let y be an element of A. Then y given by an operator matrix
y :=
(
a b
c d
)
,
a, b, c ∈ K(H) and d ∈ B(H), and have
xy =
(
sa+ rc sb+ rd
s∗c s∗d
)
.(12)
Since K(H) = s∗sK(H) ⊆ s∗K(H) ⊆ K(H), we have s∗K(H) = K(H). Similarly,
s∗B(H) = B(H). Since the range of r contains all rank one operators ekl ⊗ enm,
sK(H) + rK(H) is dense in K(H). Therefore, by (9) and (12), xA is dense in A.
Next we prove the second assertion. First we note that
P0(rK(H) + sB(H)) = P0(rK(H)) ⊆ P0K(H).
This implies that rK(H) + sB(H) is not dense in B(H). Therefore, since
x∗y =
(
s∗a s∗b
ra+ sc rb + sd
)
,
it follows from (9) that the set x∗A is not dense in A. 
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6. Examples
6.1. Matrices of commutative C∗-algebras and its multipliers. In this sub-
section we use matrices over commutative C∗-algebras to construct simple examples
of operators that help to delimit the general theory.
Let A be a C∗-algebra. If Aij ⊆ A for i, j ∈ {1, 2} set(
A11 A22
A21 A22
)
:=
{(
a11 a12
a21 a22
)
|aij ∈ Aij for i, j ∈ {1, 2}
}
.
Let X be a locally compact non-compact Hausdorff space and set
A0 :=
(
C0(X) C0(X)
C0(X) C0(X)
)
, A :=
(
C0(X) C0(X)
C0(X) C0(X)
∼
)
,
where C0(X)
∼ := C0(X) + C · 1. A straightforward computation shows that the
left multiplier algebra LM(A) and the multiplier algebra M(A) are given by
LM(A) =
(
Cb(X) C0(X)
Cb(X) C0(X)
∼
)
, M(A) =
(
Cb(X) C0(X)
C0(X) C0(X)
∼
)
.
From this we can read off that all elements of the form( ∗ ∗
f ∗
)
∈ LM(A) with f ∈ Cb(X) \ C0(X)
act as operators t on A defined on the whole space such that the adjoints are not
defined on the whole space. From now on let X = R.
Example 10. Let f = 1 and set the other matrix entries zero. Then t acts as
D(t) = A, t =
(
0 0
1 0
)
, and D(t∗) = A0, t∗ =
(
0 1
0 0
)
.
Hence t∗ is essentially defined. Further, it is easily checked that t∗∗ = t and
D(1 + t∗t) = A, 1 + t∗t =
(
2 0
0 1
)
, D(1 + tt∗) = A0, 1 + tt∗ =
(
1 0
0 2
)
.
From these formuals we read off that R(1 + t∗t) = A and R(1 + tt∗) = A0 ( A.
Hence at is adjointable, while at∗ is not. In fact, bt is also not adjointable, since
D(bt) = A, bt =
(
0 0
1/2 0
)
/∈ M(A).
In the following slighty more sophisticated example at and bt are both ad-
jointable, while at∗ is not adjointable.
Example 11. Let f, g ∈ C(R) be functions given by f(x) := x
√
1 + sin2(x) and
g(x) := x
√
1 + cos2(x). Then |f(x)|2 + |g(x)|2 = 3x2. Define t : A → A by
D(t) :=
{(
a b
c d
)
∈ A| fc, fd, gc ∈ C0(R), gd ∈ C0(R)∼
}
, t =
(
0 f
0 g
)
.
For the adjoint t∗ we obtain
D(t∗) :=
{(
a b
c d
)
∈ A| fa+ gc ∈ C0(R), fb+ gd ∈ C0(R)∼
}
, t =
(
0 0
f g
)
.
It is now easily verified that 1 + t∗t is surjective and
at =
(
1 0
0 11+|f |2+|g|2
)
∈ A, bt =
(
0 f1+|f |2+|g|2
0 g1+|f |2+|g|2
)
∈ A.
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The operator at∗ is computed as
D(at∗) = A0, at∗ = 1
1 + |f |2 + |g|2
(
1 + |g|2 −fg
−gf 1 + |f |2
)
.
That is, at ∈ A and bt ∈ A are adjointable, but at∗ /∈ M(A) is not adjointable.
Example 12. Now we consider the operator t given by
D(t) = A, t =
(
0 0
1 1
)
, and D(t∗) = A0, t∗ =
(
0 1
0 1
)
.
Then one easily proves that R(t) * D(t∗) and D(t∗t) = A0 ( A = D(t). In
particular, D(t∗t) is not dense in the domain D(t)!
6.2. A fraction algebra related to the Weyl algebra. Let P = −i ddt and Q = t
be the momentum and position operators acting as self-adjoint operators on the
Hilbert space L2(R). Fix α, β ∈ R\{0} and define bounded operators x and y by
x := (Q− αiI)−1 and y := (P − βiI)−1.
It is not difficult to verify that these operators satisfy the commutation relations
x− x∗ = 2αix∗x = 2αixx∗, y − y∗ = 2βiy∗y = 2βiyy∗,(13)
xy − yx = −ixy2x = −iyx2y, xy∗ − y∗x = −ix(y∗)2x = −iy∗x2y∗.(14)
Let X be the unital ∗-subalgebra of B(L2(R)) generated by x and y. Since the
operators x, x∗, y, y∗ are bijections of the Schwartz space S(R), so are their inverses.
Hence τx(·) := x·x−1 and τy(·) := y ·y−1 are automorphisms of the algebra L(S(R))
of linear operators on the Schwartz space S(R). From the relations (13) and (14)
we conclude that τx and τy leave the algebra X invariant, so they are algebra
automorphisms of X . Hence
J0 := yxX = xyX = Xyx = Xxy(15)
and J0 is a two-sided ∗-ideal of the ∗-algebra X .
Let Fx be the unital ∗-subalgebra of X generated by x, that is, Fx is the com-
mutative ∗-algebra of polynomials f(x, x∗) in x and x∗ with complex coefficients.
Likewise, Fy denotes the unital ∗-subalgebra of X generated by y. Note that
Fx ∩ Fy = C · 1. From the relations it follows easily that X is the direct sum of
vector spaces Fx + Fy and J0. Hence each element a ∈ X can be written as
a = f1(x, x
∗) + g1(y, y∗) + yxb1 = f2(x, x∗) + g2(y, y∗) + xyb2,(16)
where f1, g1, f2, g2 are polynomials with g1(0, 0) = f2(0, 0) = 0 and b1, b2 ∈ X .
Moreover, these triples {f1, g1, b1} and {f2, g2, b2} are uniquely determined by a.
Let ε > 0 and λ ∈ R. We denote by χε the characteristic function of the interval
[0, ε]. Put ωε,λ(t) :=
1√
ε
χε(t− λ).
Lemma 20. For polynomials f ∈ C[x, x∗] and g ∈ C[y, y∗], where g(0, 0) = 0, and
b ∈ X we have
lim
ε→+0
〈f(x, x∗) ωε,λ, ωε,λ〉 = f((λ− αi)−1, (λ+ αi)−1),(17)
lim
ε→+0
〈g(y, y∗) ωε,λ, ωε,λ〉 = 0,(18)
lim
ε→+0
〈yxb ωε,λ, ωε,λ〉 = 0.(19)
Proof. Suppose that ϕ ∈ C1(R). Then we have
〈ϕωε,λ, ωε,λ〉 = ϕ(λ) +
∫ λ+ε
λ
ε−1(ϕ(t)− ϕ(λ))dt → ϕ(λ)
which in turn implies (17).
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Next we prove (18). The crucial step for this is to show that
lim
ε→+0
yωε,λ = lim
ε→+0
y∗ωε,λ = 0(20)
in L2(R). Without loss of generality we can assume that β < 0. Since β < 0, for
the resolvent of P = −i ddt we obtain
(yϕ)(t) = ((P − βiI)−1ϕ)(t) = −i
∫ ∞
t
eβ(s−t)ϕ(s)ds, ϕ ∈ L2(R).
Hence we compute (yωε,λ)(t) = 0 for t ≥ λ+ ε,
(yωε,λ)(t) =
−i√
ε
e−βt
∫ λ+ε
t
eβs dt =
−i
β
√
ε
(eβ(λ+ε−t) − 1)
for λ ≤ t ≤ λ+ ε, and
(yωε,λ)(t) =
−i√
ε
e−βt
∫ λ+ε
λ
eβs dt =
−i
β
√
ε
e−βt(eβ(λ+ε) − eβ(λ−ε))
for t ≤ λ. From these formulas we easily derive that limε→+0 yωε,λ = 0. Replacing
β by −β a similar reasoning yields limε→+0 y∗ωε,λ = 0. Since the operator y is
bounded and g(0, 0) = 0, (20) implies (18). Since ‖ωε,λ‖ = 1, it follows from (20)
that
|〈yxb ωε,λ, ωε,λ〉| = |〈xb ωε,λ, y∗ωε,λ〉| ≤ ‖xb‖ ‖y∗ωε,λ‖ → 0
which proves (19). 
Next we define two circles Kα and Kβ intersecting in the origin by
Kα := {(z, 0) ∈ C2 : z − z = 2αi|z|2}, Kβ := {(0, w) ∈ C2 : w − w = 2βi|w|2}.
Let R = R ∪ {∞} be the one point compactification of the real line. The maps
λ → (zλ, 0) := ((λ − αi)−1, 0) and λ → (0, wλ) := (0, (λ − βi)−1), where z∞ := 0
and w∞ := 0, are bijection of R onto Kα and Kβ, respectively. Let z ∈ Kα and
w ∈ Kβ. For a as in (16) we define
πx,z(a) = f1(z, z), πy,w(a) = g2(w,w).
Lemma 21. For all z ∈ Kα and w ∈ Kβ, πx,z and πy,w are one dimensional
∗-representations of the ∗-algebra X such that
|πx,z(a)| ≤ ‖a‖ and |πy,w(a)| ≤ ‖a‖ for a ∈ X .(21)
Moreover, for f ∈ Fx and g ∈ Fy we have
‖f‖ = sup
z∈Kα
|f(z, z)| and ‖g‖ = sup
w∈Kβ
|g(w,w)|.(22)
Proof. A simple computation based on the relations (13) and (14) shows that πx,z
and πy,w are well-defined ∗-homomorphisms of X .
Let λ ∈ R. From the formulas (17), (18) and (19) we infer that
πx,zλ(a) = f1((λ − αi)−1, (λ+ αi)−1) = lim
ε→+0
〈aωε,λ, ωε,λ〉.
Therefore, since ‖ωε,λ‖ = 1, we obtain |πx,zλ(a)| ≤ ‖a‖. Passing to the limit
|λ| → ∞, we get |πx,z0(a)| ≤ ‖a‖. This proves the first inequality of (21) for all
z ∈ Kα. The inequality |πy,w(a)| ≤ ‖a‖ follows in a similar manner by interchanging
the role of x and y and using the counterparts of formulas (17), (18) and (19).
Finally, we prove (22). One inequality of the equality (22) was shown by (21).
The reversed inequality follows at once from the fact that the spectra of the self-
adjoint operators P and Q are equal to R. 
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It was noted in [Sch10] (and is easily verified by using (13)), the ∗-algebra X is
algebraically bounded, that is, given a ∈ X there exist γa > 0 and finitely many
elements ai ∈ X such that γa = a∗a+
∑
i a
∗
i ai. Hence
‖a‖un := sup
π
‖π(a)‖, a ∈ X ,
defines a C∗-norm on X , where the supremum is taken over all ∗-representation of
X , and the completion Xun of (X ; ‖ · ‖un) is called the universal C∗-algebra of X .
(The supremum is finite, since ‖π(a)‖ ≤ γ1/2a for all a ∈ X .) By decomposition
theory it suffices to take all irreducible ∗-representations π. As proved in [Sch10],
the irreducible ∗-representation of X are the one-dimensional representations πx,z
and πy,w,where z ∈ Xx and w ∈ Kβ, and the identity representation π0 acting on
the Hilbert space L2(R). From (21) it follows that the universal C∗-norm ‖ · ‖un
coincides with the operator norm ‖ · ‖ on L2(R). Hence the universal C∗-algebra
Xun is just the closure X of X in B(L2(R)). By (22) the closures of Fx and Fy
in B(L2(R)) are the commutative C∗-subalgebras C(Kα) and C(Kβ), respectively,
and the closure J of J0 in B(L2(R)) is a two-sided ∗-ideal of the C∗-algebra
Xun = X .
Lemma 22. J0 is a two-sided essential ideal of Xun.
Proof. Let a ∈ Xun be such that aJ0 = {0}. Then axy = 0 in L2(R). Since x and
y are bijection, this implies a = 0. 
The operator x∗y∗yx is an integral operator on L2(R) with kernel
K(t, s) : (2|β|)−1(t+ αi)−1(s− αi)−1e−|β||t−s|.
Since K ∈ L2(R2), the operator x∗y∗yx = |yx|2 is compact, so are |yx| and hence
yx. Hence J0 ⊆ K(L2(R)) by (15) and therefore J = K(L2(R)).
Now we define two operators, denoted by Q and P , on the C∗-algebra Xun by
Q := αiI + x−1, D(Q) := xXun and P := βi + y−1, D(P ) := yXun,
that is, Q(xa) = αixa+ a and P (ya) = βiya+ a, where a ∈ Xun.
Theorem 18. Q and P are graph regular self-adjoint operators on the C∗-algebra
Xun = X .
Proof. We carry out the proof for Q; a similar reasoning yields the assertions for
P . Since xXun and x∗Xun contain the essential ideal J0 (by Lemma 22), xXun
and x∗Xun are essential in the C∗-algebra Xun. Therefore, by Theorem 3, x−1
and (x∗)−1 are graph regular operators on Xun, so Q and P are graph regular by
Proposition Corollary 6.
Further, (x−1)∗ = (x∗)−1 and hence Q∗ = −αiI + (x∗)−1 by Theorem 3 and
Proposition 2 (2). From the first relation of (13) it follows that −αiI + (x∗)−1 =
αiI + x−1. Hence Q = Q∗, that is, Q is self-adjoint. 
The operators Q and P are not regular on Xun, since neither xXun nor yXun is
dense in Xun. Note that the corresponding restrictions of Q and P are affiliated
with the essential ideal J = K(L2(R)) of the C∗-algebra Xun.
6.3. Unbounded Toeplitz operators. Let L2(T) be the Hilbert space of square
integrable functions on the unit circle T with scalar product
〈f, g〉 :=
∫ 1
0
f(e2πit)g(e2πit) dt f, g ∈ L2(T),
and let P denote the projection of L2(T) on the closed subspace H2(T) generated
by {zn := e2πitn|n ∈ N0}. For φ ∈ L∞(T) the Toeplitz operator Tφ is the bounded
operator on the Hilbert space H2(T) is defined by Tφf := Pφf , f ∈ H2(T).
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The C∗-algebra generated by the unilateral shift S := Tz is the Toeplitz algebra
T := {Tφ|φ ∈ C(T)} ∔K(H2(T)).
Our aim is to construct a class of examples of graph regular (unbounded) Toeplitz
operators on the C∗-algebra T . Let p, q ∈ C[z] be relatively prime polynomials such
that q has no zeros in the open unit discD. Then the Toeplitz operator with rational
symbol p/q is defined by
D(Tp/q) := {f ∈ H2(T)|pq f ∈ H
2(T)}, Tp/qf := pq f (f ∈ D(Tp/q)),
Since Tp/q is a multiplication operator, Tp/q is a closed densely defined operator on
the Hilbert space H2(T).
Theorem 19. Suppose that p, q are relatively prime polynomials such that q has
no zero in the open unit disc. Then the Toeplitz operator Tp/q is associated with
the Toeplitz algebra T . Further, Tp/q is affiliated with the Toeplitz algebra if and
only if in addition q has no zero on the unit circle.
Proof. Since q has no zero in D, q is an outer function (see e.g. [RR85]).
Now we use an argument from [Sar08, Section 3]. Since p and q are relatively
prime, we have |p|2 + |q|2 > 0 on the closed unit disc D. Therefore, by the Riezs-
Feje´r Theorem [RR85], there exists a polynomial r ∈ C[z] such that r has no zero
in D and |p|2 + |q|2 = |r|2 on T. Let f := q/r and g := p/r. Then f and g are
continuous and in the unit ball of H∞(T), f is outer, |f |2 + |g|2 = 1 on T. Upon
multiplying r by some constant of modulus one we can assume that f(0) > 0.
From [Sar94, Proposition 5.3] it follows that D(Tp/q) = fH2(T) and Tp/q =
TgT
−1
f . Moreover, T
∗
p/q = (T
−1
f )
∗T ∗g = T
−1
f
Tg. Using these facts we compute
1 + T ∗p/qTp/q = 1 + T
−1
f
TgTgTf = T
−1
f
(TfTf + TgTg)T
−1
f = T
−1
f
(T|f |2 + T|g|2)T
−1
f
= T−1
f
T−1f = (TfTf )
−1,
1 + Tp/qT
∗
p/q = 1 + TgT
−1
f T
−1
f
Tg = 1 + Tg(TfTf)
−1Tg = 1 + Tg(1− TgTg)−1Tg
= 1 + (1− TgTg)−1TgTg = (1− TgTg)−1.
Hence aTp/q = TfTf and aT∗p/q = I − TgTg are in T . Further,
bTp/q = Tp/qATp/q = TgT
−1
f TfTf = TgTf ∈ T .
Since aTp/q , aT∗p/q , bTp/q ∈ T , Tp/q is associated with the C∗-algebra T .
Suppose now q has a zero at some λ ∈ T. Then a has a zero at λ as well. For
z ∈ T let ωz be the character on T given by
ωz(Tφ +K) = φ(z) (φ ∈ C(T),K ∈ K(H2(T)).(23)
If Tφ +K ∈ T , then TfTf(Tφ +K) = T|f |2φ + K˜ for some K˜ ∈ K(H2(T)). Hence
ωλ(aTp/q (Tφ +K)) = ωλ(T|f |2φ + K˜) = |f(λ)|2φ(λ) = 0.
Therefore, aTp/qT is not dense in T and hence Tp/q is not affiliated with T .
On the other hand, if q has no zero on T, then p/q ∈ C(T) and hence Tp/q ∈ T ,
so in particular, Tp/q is affiliated with T . 
The simplest interesting example is the following.
Example 13. Set p(z) = 1 and q(z) = 1 − z, so that p/q = 1/(1 − z). Then, by
Theorem 19, T1/(1−z) associated with T , but T1/(1−z) is not affiliated with T . In
fact, T1/(1−z) = (I − S)−1.
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6.4. Heisenberg group. Let H be the 3-dimensional Heisenberg group, that is,
H is the Lie group whose differential manifold is the vector space R3 and whose
multiplication is given by
(x1, x2, x3)(x
′
1, x
′
2, x
′
3) := (x1 + x
′
1, x2 + x
′
2, x3 + x
′
3 +
1
2
(x1x
′
2 − x′1x2)).
The C∗-algebra C∗(H) of the Lie group H was described in [LT11]. We briefly
repeat this result. First we recall that C∗(H) is defined as the completion of L1(H)
with respect to the norm
‖f‖ = sup {‖πU (f)‖ : U unitary representation of H}.
where πU is the ∗-representation of L1(H) associated with U , that is,
πU (f) :=
∫
R3
U(x1, x2, x3)f(x1, x2, x3) dx1dx2dx3, f ∈ L1(H).
The irreducible unitary representations of H consist of a series Uλ, λ ∈ R×, of
infinite dimensional representations acting on L2(R) and of a series Ua, a ∈ R2, of
one dimensional representations. For (x1, x2, x3) ∈ H , these representations act as
(Uλ(x1, x2, x3)ξ)(s) = e
−2πiλ(x3+ 12x1x2+sx2)ξ(s− x1), ξ ∈ L2(R), λ ∈ R×,
Ua(x1, x2, x3) = e
−2πi(a1x1+a2x2), a = (a1, a2) ∈ R2.
The Lie algebra of H has a basis {X,Y, Z} with commutation relations
[X,Y ] = Z, [X,Z] = [Y, Z] = 0
and we have dUλ(iZ) = 2πλI and dUa(iZ) = 0.
Now let F be the C∗-algebra of all operator fields F = (F (λ);λ ∈ R) satifying
the following conditions:
(i) F (λ) is a compact operator on L2(R) for each λ ∈ R×,
(ii) F (0) ∈ C0(R2),
(iii) R× ∋ λ→ F (λ) ∈ B(L2(R) is norm continuous,
(iv) limλ→∞ ‖F (λ)‖ = 0.
Let η be a fixed function of the Schwartz space S(R) of norm one in L2(R). For
ξ ∈ L2(R), let Pξ denote the projection on the one dimensional subspace C · ξ.
Then for h ∈ C0(R2) and λ ∈ R× := R\{0}, the operator νλ(h) is defined by
νλ(h) :=
∫
R2
hˆ(x1, x2)Pη(λ;x1,x2)|λ|−1dx1dx2,(24)
where hˆ denotes the Fourier transform of h and
η(λ;x1, x2)(s) := |λ|1/4e2πix1s η
(|λ|1/2(s+ x2λ−1)), x1, x2, s ∈ R.
By Proposition 2.14 in [LT11], we have
lim
λ→0
‖νλ(h)‖ = hˆ‖∞ for h ∈ C0(R2).(25)
Then, according to Theorem 2.16 in [LT11], the C∗-algebra C∗(H) is the C∗-
subalgebra of C∗(H) formed by all operator fields F ∈ F such that
lim
λ→0
‖F (λ)− νλ(F (0))‖ = 0,(26)
where νλ : C0(R
2)→ F is defined by (24), and for c ∈ C∗(H), we have F (c)(λ) =
πUλ , λ ∈ R×, and F (c)(0)(a) = πUa(c), a ∈ R2.
On the other hand, it was proved in [WN92] that the Lie algebra generators
X,Y, Z act as skew-adjoint regular operators on the C∗-algebra C∗(H).
We show that the rangeR(iZ) is essential in C∗(H). Assume that G(λ) ∈ C∗(H)
and G(λ) ∈ R(iZ)⊥. Since dUλ(iZ) = 2πλI for λ ∈ R×, R(iZ) contains all vector
fields F (λ) ∈ F of compact support contained in R×. This implies that G(λ) = 0
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on R×. Therefore, limλ→0 νλ(G(0)) = 0 by (26) and hence Ĝ(0) = 0 by (25), so
G(0) ∈ C0(R2) is zero. Thus G = 0 in C∗(H) which proves that R(iZ) is essential.
Further, iZ is self-adjoint, so (iZ)−1 is by Proposition 1.
Since iZ is graph regular, so is (iZ)−1 by Proposition 3. Note that (iZ)−1 is not
regular, because dUa(iZ) = 0 for a ∈ R2 and hence (iZ)−1 is not densely defined.
Theorem 20. (iZ)−1 is a graph regular self-adjoint operator on the C∗-algebra
C∗(H).
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