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a b s t r a c t
The subspaces of a given dimension in an attenuated space
form the points of an association scheme. If the dimension is
maximal, it is the bilinear forms graph, which has been thoroughly
studied. In this paper, we discuss the general case, and obtain a
family of symmetric association schemes which are a common
generalization of the Grassmann schemes and the bilinear forms
schemes. Moreover, all the parameters of the association scheme
are computed.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let F(n+l)q be the (n + l)-dimensional row vector space over the finite field Fq, and E be a given
l-dimensional subspace of F(n+l)q . The corresponding attenuated space is the collection of all subspaces
of F(n+l)q intersecting trivially with E, where subspaces of dimension n are called ‘‘points’’, and those
of dimension n − 1 ‘‘lines’’. The collinearity graph of the attenuated space is the bilinear forms
graph. Moreover, if l = 0, the collinearity graph is the Grassmann graph. Grassmann graphs and
bilinear forms graphs are two families of well-known distance-regular graphs. Delsart [3] computed
the eigenvalues and studied codes and designs in bilinear forms graphs. Huang [4] gave the geometric
characterization of bilinear forms graphs.
As a generalization of dual polar schemes, Rieck [5] constructed association schemes by the
subspaces of a given dimension in a finite classical polar space. His construction stimulates us to
consider the corresponding construction in the attenuated space.
In order to state our main result, we shall introduce some notation and terminologies. As for the
theory of association schemes and bilinear forms graphs, the readers may consult [1,2].
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The set GLn+l,n(Fq) of all (n+ l)× (n+ l) nonsingular matrices over Fq of the form
( n l
T11 T12
0 T22
)
n
l
forms a group under matrix multiplication. If l = 0 (resp. n = 0), GLn,n(Fq) = GLn(Fq) (resp.
GLl,0(Fq) = GLl(Fq)) is the general linear group of degree n (resp. l).
Let P be an m-dimensional subspace of F(n+l)q . Denote also by P an m × (n + l) matrix of rank m
whose rows span the subspace P and call thematrix P amatrix representation of the subspace P . There
is an action of GLn+l,n(Fq) on F(n+l)q defined as follows:
F(n+l)q × GLn+l,n(Fq) −→ F(n+l)q
((x1, x2, . . . , xn+l), T ) 7−→ (x1, x2, . . . , xn+l)T .
This induces an action on the set of subspaces of F(n+l)q , i.e., a subspace P is carried by T ∈ GLn+l,n(Fq)
into the subspace PT .
Let ei (1 ≤ i ≤ n+ l) be the row vector in F(n+l)q whose ith coordinate is 1 and all other coordinates
are 0. Denote by E the l-dimensional subspace of F(n+l)q generated by en+1, en+2, . . . , en+l. An
m-dimensional subspace P of F(n+l)q is called a subspace of type (m, k) if dim(P ∩ E) = k. Denote
the set of all subspaces of type (m, k) in F(n+l)q byM(m, k; n+ l, n). Since any subspace of type (m, 0)
in F(n+l)q intersects trivially with E,M(m, 0; n+ l, n) is just the set of all subspaces of attenuated space
associated with F(n+l)q and E.
In this paper, we provide a new family of symmetric association schemes, and obtain the following
results:
Theorem 1.1. Suppose X =M(m, 0; n+ l, n). For integers i and j satisfying
0 ≤ i ≤ min{m, n−m}, 0 ≤ j− i ≤ min{m− i, j, l},
let R(i,j−i) = {(P,Q ) ∈ X × X | dim(P ′ ∩ Q ′) = m− i, dim(P ∩ Q ) = m− j}, where
P = ( n lP ′ P ′′ ), Q = ( n lQ ′ Q ′′ ).
Then the configuration X = (X, {R(i,j−i)}0≤i≤min{m,n−m},0≤j−i≤min{m−i,j,l}) is a symmetric association
scheme with parameters d, v and n(i,j−i) given by (6)–(8); intersection numbers p(i,j−i)(s,t−s) (u,v−u)’s given by
(13) and (14), respectively.
If l = 0, X is a Grassmann scheme; If m = n, X is a bilinear forms scheme. Therefore, X is a
common generalization of the Grassmann schemes and the bilinear forms schemes.
2. Some lemmas
In this section we first compute the number of subspaces of type (m, k) in F(n+l)q , and then give
some lemmas, which are needed in the proof of Theorem 1.1.
Let q be a prime power, and letm1,m2 be two integers. For brevity we use the Gaussian coefficient
[
m2
m1
]
q
=
m2∏
t=m2−m1+1
(qt − 1)
m1∏
t=1
(qt − 1)
.
By convenience
[
m2
0
]
q
= 1 and
[
m2
m1
]
q
= 0 wheneverm1 < 0 orm2 < m1.
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Lemma 2.1. M(m, k; n + l, n) is non-empty if and only if 0 ≤ k ≤ l and 0 ≤ m − k ≤ n. Moreover, if
M(m, k; n+ l, n) is non-empty, then it forms an orbit of subspaces under GLn+l,n(Fq) and
|M(m, k; n+ l, n)| = q(m−k)(l−k)
[
n
m− k
]
q
[
l
k
]
q
.
Proof. Clearly,M(m, k; n+ l, n) is non-empty if and only if 0 ≤ k ≤ l and 0 ≤ m− k ≤ n.
It is well-known that any two subspace P and Q of type (m, k) in F(n+l)q have the matrix
representations of the form
P =
( n l
P11 P12
0 P22
)
m−k
k
, Q =
( n l
Q11 Q12
0 Q22
)
m−k
k
,
where rank P11 = rank Q11 = m − k and rank P22 = rank Q22 = k. Since both P11 and Q11 are
(m − k)-dimensional subspaces of F(n)q , there exists T11 ∈ GLn(Fq) such that P11 = Q11T11. Similarly,
there exists T22 ∈ GLl(Fq) such that P22 = Q22T22. Let
T =
(
T11 0
0 T22
)
.
Then
QT =
(
P11 Q12T22
0 P22
)
.
Since P11 is an (m − k) × n matrix of rank m − k, there exists an n × l matrix X such that P11X =
P12 − Q12T22. Let
T1 =
(
I X
0 I
)
.
Then T1 ∈ GLn+l,n(Fq) and QTT1 = P . Therefore,M(m, k; n + l, n) forms an orbit of subspaces under
GLn+l,n(Fq).
Denote by n(m, k; n+l, n) the number of allmatrices of the form P . Suppose that P andQ represent
the same subspace, then there is anm×m nonsingular matrix U such that P = UQ . It follows that U
is necessarily of the form
U =
(
U11 U12
0 U22
)
∈ GLm,m−k(Fq).
Moreover, if UQ = Q , then U = I . Consequently,
n(m, k; n+ l, n) = |GLm,m−k(Fq)||M(m, k; n+ l, n)|.
By [6, Lemma 1.5], the desired result follows. 
Proposition 2.2 ([7, Chap 1, Theorem 5]). The number of m× n matrices with rank i over Fq is
N(i;m× n) = qi(i−1)/2
[
m
i
]
q
n∏
t=n−i+1
(qt − 1).
Proposition 2.3. For 1 ≤ m ≤ n and 0 ≤ i ≤ min{m, n−m}, let P ′ and Q ′ be two fixed m-dimensional
subspaces of F(n)q with dim(P ′ ∩ Q ′) = m − i. Then the number of m-dimensional subspaces S ′ of F(n)q
satisfying dim(P ′ ∩ S ′) = m− s and dim(S ′ ∩ Q ′) = m− u is
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pis,u(m, n) =
∑
ρ+α=u,β+γ=m−u,ρ+γ≤s
qω
i−γ∏
k=i+ρ−s+1
(qk − 1)
×
[
α
s− ρ − γ
]
q
[
i
α
]
q
[
i
γ
]
q
[
m− i
β
]
q
[
n−m− i
ρ
]
q
,
where ω = 12 (s − γ − ρ)(s − γ − ρ − 1) + (m − β)(m − β − i) + ρ(2i − α − γ ). In particular,
for a given m-dimensional subspace P of F(n)q , the number of m-dimensional subspaces intersecting P at
(m− i)-dimensional subspaces of F(n)q is
p0i,i(m, n) = qi
2
[
n−m
i
]
q
[
m
i
]
q
.
Proof. Denote by P is,u(m, n) the set of m-dimensional subspaces S
′ of F(n)q satisfying both dim(P ′ ∩
S ′) = m − s and dim(S ′ ∩ Q ′) = m − u. Since GLn+l,n(Fq) acts transitively onM(m, k; n + l, n), we
may assume
P ′ = (I(m) 0), Q ′ =
(
0(m−i,i) I(m−i) 0 0
0 0 I(i) 0
)
. (1)
For any S ′ ∈ P is,u(m, n), write S ′ in block as
S ′ = ( i m−i i n−m−iS1 S2 S3 S4 ).
Suppose rank S4 = ρ, rank (S1, S4) = ρ+α, rank (S1, S3, S4) = ρ+α+γ and β = m− (ρ+α+γ ).
By means of suitable row elementary transformations, we can reduce S ′ to the form

i m−i i n−m−i
S11 S12 S13 0
0 S22 0 0
0 S32 S33 0
S41 S42 S43 S44
 αβ
γ
ρ
, (2)
where rank S44 = ρ, rank S11 = α, rank S33 = γ and rank S22 = β . Note that there are[
i
α
]
q
,
[
m− i
β
]
q
,
[
i
γ
]
q
and
[
n−m− i
ρ
]
q
choices of subspaces S11, S22, S33 and S44, respectively. By the transitivity of GLn(Fq) on the set of
subspaces with the same dimension, the number of S ′’s does not depend on the particular choices
of S11, S22, S33, S44. Without loss of generality we may assume
S11 = (I(α) 0), S22 = (I(β) 0),
S33 = (I(γ ) 0), S44 = (I(ρ) 0).
Then S ′ has a matrix presentation of the form
I 0(α,i−α) 0 S122 0 S132 0 0
0 0 I 0(β,m−i−β) 0 0 0 0
0 0 0 S322 I 0(γ ,i−γ ) 0 0
0 S412 0 S422 0 S432 I 0(ρ,n−m−i−ρ)
 . (3)
Note that the matrix representation of S ′ of the form (3) is unique. By dim(P ′ ∩ S ′) = m − s and
dim(Q ′ ∩ S ′) = m− u, we deduce thatm− s ≤ α + β , β + γ = m− u and rank S132 = s− ρ − γ .
By Proposition 2.2, the desired result follows. 
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Remarks. The intersection numbers ci, ai, bi’s of Grassmann graphs are well-known by
[2, Theorem 9.3.3], and pis,u’s may be derived by the inductive formula of intersection numbers
[2, Lemma 4.17]. But in order to compute the parameters of the association scheme in Theorem1.1, we
have to write down the intersection numbers of the corresponding Grassmann graph in the present
form.
Lemma 2.4. For any m1 × n matrix A1 with rank t1, the number of m2 × n matrix A2 satisfying
rank
(
A1
A2
)
= t2 (4)
is qm2t1N(t2 − t1;m2 × (n− t1)), where N(t2 − t1;m2 × (n− t1)) is given in Proposition 2.2.
Proof. Let m = m1 + m2, and let Mm×n(Fq) denote the set of all m × nmatrices over Fq. There is an
action of GLm(Fq)× GLn(Fq) onMm×n(Fq) defined as follows:
Mm×n(Fq)× (GLm(Fq)× GLn(Fq)) −→ Mm×n(Fq)
(A, (T1, T2)) 7−→ T−11 AT2.
Let A2 be anm2 × nmatrix satisfying (4). Then there exist T11 ∈ GLm1(Fq) and T ∈ GLn(Fq) such that(
T11 0
0 I(m2)
)(
A1
A2
)
T =
I(t1) 00 0
A21 A22
 , (5)
where (A21 A22) = A2T . It follows that the number of A2 satisfying (4) is equal to the number of
(A21 A22) satisfying (5). Since rank
(
A1
A2
)
= t2, rank A22 = t2 − t1. By Proposition 2.2, the number
of matrices (A21 A22) satisfying (5) is qm2t1N(t2 − t1;m2 × (n − t1)). Therefore, the desired result
follows. 
Proposition 2.5 ([8, Section 4, Theorem 2]). Let 0 < i < min{m, n}. Assume that A1, A2 are two m× n
matrices with rank(A1 − A2) = i. Then the number N ijk(m × n) of m × n matrices A over Fq such that
rank(A− A1) = j and rank(A− A2) = k is
N ijk(m× n) =
∑
0≤α≤min{j,m−i,n−i}
0≤β≤min{i,j,n−i−α}
0≤α+β≤min{j,k}
N(α; (m− i)× (n− i))N(β; i× (n− i− α))
× qi(m+β)N i−βj−α−β,k−α−β((m− α − β)× i),
where N(0; i× 0) = 1 if n− i− α = 0, N000(0× i) = 1 if m− α − β = 0.
3. Proof of Theorem 1.1
In this section we shall prove Theorem 1.1 and compute all the parameters of the corresponding
association scheme.
By the definition of R(i,j−i) we have that 0 ≤ i ≤ min{m, n−m}, 0 ≤ m− i− (m− j) ≤ m− i and
0 ≤ m+ j− (m+ i) ≤ l. It follows that 0 ≤ j− i ≤ min{m− i, j, l}.
Lemma 3.1. The configurationX in Theorem 1.1 is a symmetric association scheme.
Proof. By Lemma2.1,X forms an orbit of subspaces under the action ofGLn+l,n(Fq). Since each relation
R(i,j−i) defined in Theorem 1.1 is symmetric, we only need to show that each R(i,j−i) is an orbit of
GLn+l,n(Fq) in a natural action on X × X . (See [1].)
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Pick four elements of X
U = ( n lU ′ U ′′ ), V = ( n lV ′ V ′′ ), P = ( n lP ′ P ′′ ), Q = ( n lQ ′ Q ′′ ).
If (U, V ) and (P,Q ) are in a same orbit, there exists a
T =
(
T11 T12
0 T22
)
∈ GLn+l,n(Fq),
such that
UT = (U ′T11 U ′T12 + U ′′T22) = (P ′ P ′′) = P,
VT = (V ′T11 V ′T12 + V ′′T22) = (Q ′ Q ′′) = Q .
It follows that
(U ∩ V )T = P ∩ Q and (U ′ ∩ V ′)T11 = P ′ ∩ Q ′;
and so
dim(U ′ ∩ V ′) = dim(P ′ ∩ Q ′) = m− i and dim(U ∩ V ) = dim(P ∩ Q ) = m− j.
Hence (U, V ), (P,Q ) ∈ R(i,j−i).
Conversely, let (U, V ), (P,Q ) ∈ R(i,j−i). Then U and V have the matrix representations of the form:
U =
( n lU11 U12
U21 U22
U31 U32
)
i
j−i
m−j
and V =
( n lV11 V12
U21 V22
U31 U32
)
i
j−i
m−j
where rank (U22−V22) = j−i. SoU+V is a subspace of type (m+j, j−i)with amatrix representation
of the form:
U11 U12
U21 U22
U31 U32
0 V22 − U22
V11 V12
 .
Similarly, P+Q is also a subspace of type (m+ j, j− i)with the matrix representation just like that of
U + V . By Lemma 2.1, there exists an element T of GLn+l,n(Fq) such that (P +Q )T = U + V . It follows
that UT = P and VT = Q . 
Now we compute the parameters of the association scheme. For convenience we always choose
P ′,Q ′ to be of the form (1) in the rest.
It follows from 0 ≤ i ≤ min{m, n−m}, 0 ≤ j− i ≤ min{m− i, l} that there are
d = −1+
min{m,n−m}∑
i=0
(1+min{m− i, l}) (6)
classes in the association scheme.
By Lemma 2.1, the number of elements of the association scheme is
v = |M(m, 0; n+ l)| = qml
[
n
m
]
q
. (7)
For a fixed subspace P = (P ′, 0(m,l)), n(i,j−i) is the number of subspacesU satisfying (P,U) ∈ R(i,j−i).
Write U = (U ′,U ′′), where U ′ is an m × n matrix of rank m and U ′′ is an m × l matrix. Then U ′
is an m-dimensional subspace which intersects P ′ at an (m − i)-dimensional subspace of F(n)q . By
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Proposition 2.3, there are p0i,i(m, n) choices for U
′. By the transitivity of GLn+l,n(Fq) we may take
U ′ = Q ′. Then U has the unique matrix representation of the form
( i m−i i n−m−i l
0 I 0 0 A1
0 0 I 0 A2
)
m−i
i
where rank A1 = j− i. By Proposition 2.2, there are N(j− i; (m− i)× l) choices for A1. Hence
n(i,j−i) = qilp0i,i(m, n)N(j− i; (m− i)× l). (8)
By the transitivity of GLn+l,n(Fq) on R(i,j−i), we may choose two fixed m-dimensional subspaces
P = (P ′, 0(m,l)) and Q = (Q ′,Q ′′), where
Q ′′ =
(
I(j−i) 0(j−i,l+i−j)
0 0
)
.
Then (P,Q ) ∈ R(i,j−i), and p(i,j−i)(s,t−s) (u,v−u) is the number of subspaces S satisfying (P, S) ∈ R(s,t−s) and
(S,Q ) ∈ R(u,v−u). Write S = (S ′, S ′′), where S ′ is anm× nmatrix of rankm and S ′′ is anm× lmatrix.
By Proposition 2.3 there are P is,u(m, n) choices for S
′. By the transitivity of GLn+l,n(Fq), the number of
subspaces S ′′ is independent of the special choice for S ′. Without loss of generality pick S ′ listed in (3),
S132 =
(
B1
0
)
, where B1 is an (α + β −m+ s)× (i− γ )matrix of rank α + β −m+ s. Write
S ′′ =

A1
A2
A3
A4
A5

α+β−m+s
m−β−s
β
γ
ρ
Since dim(P ′ ∩ Q ′ ∩ S ′) = β , there are two cases to be considered.
Case 1: j− i ≤ β . Then (P, S) ∈ R(s,t−s) and (S,Q ) ∈ R(u,v−u) hold simultaneously if and only if A2, A3
and A4 satisfy
rank
(
A2
A3
)
= t − s (9)
and
rank
(
A3 − A6
A4
)
= v − u, (10)
where
A6 =
(
I(j−i) 0(j−i,l+i−j)
0(β+i−j,j−i) 0
)
.
Since dim(P ′ ∩ Q ′ ∩ S ′) = β and A2 is an (m− β − s)× lmatrix, we have
max{t − s− (m− β − s), 0} ≤ θ = rank A3 ≤ min{t − s, β}.
Similarly, since A4 is a γ × lmatrix, max{v − u− γ , 0} ≤ ξ ≤ min{v − u, β}, where
ξ = rank(A3 − A6). (11)
By Proposition 2.5 there areN j−iθ,ξ (β× l) choices of A3 with rank θ satisfying (11). Once the A3 is chosen,
it follows from Lemma 2.4 that there are
q(m−s−β)θN(t − s− θ; (m− s− β)× (l− θ))
choices of A2 satisfying (9), and there are
qγ ξN(v − u− ξ ; γ × (l− ξ))
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choices of A4 satisfying (10). Hence there are
αj−i =
min{t−s,β}∑
θ=max{t−s−(m−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
q(m−s−β)θ+γ ξN j−iθ,ξ (β × l)
×N(t − s− θ; (m− s− β)× (l− θ))× N(v − u− ξ ; γ × (l− ξ)) (12)
choices for A2, A3, A4. Since A1 and A5 may be any (s − ρ − γ ) × l and ρ × lmatrices over Fq, there
are q(s−γ )l choices for A1, A5. Hence there are αj−iq(s−γ )l choices of S ′′ for a fixed S ′. It follows from
Proposition 2.3 that
p(i,j−i)(s,t−s) (u,v−u) =
∑
ρ+α=u,β+γ=m−u,ρ+γ≤s
min{t−s,β}∑
θ=max{t−s−(m−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
× qω+(s−γ )l+(m−s−β)θ+γ ξ
i−γ∏
k=i+ρ−s+1
(qk − 1)
×
[
α
s− ρ − γ
]
q
[
i
α
]
q
[
i
γ
]
q
[
m− i
β
]
q
[
n−m− i
ρ
]
q
×N j−iθ,ξ (β × l)N(t − s− θ; (m− s− β)× (l− θ))
×N(v − u− ξ ; γ × (l− ξ)), (13)
where ω is given in Proposition 2.3.
Case 2: j− i > β . Similar to Case 1 we deduce that there are αβq(α+β−m+s+ρ)l choices of S ′′ for a fixed
S ′. So
p(i,j−i)(s,t−s) (u,v−u) =
∑
ρ+α=u,β+γ=m−u,ρ+γ≤s
min{t−s,β}∑
θ=max{t−s−(m−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
× qω+(s−γ )l+(m−s−β)θ+γ ξ
i−γ∏
k=i+ρ−s+1
(qk − 1)
×
[
α
s− ρ − γ
]
q
[
i
α
]
q
[
i
γ
]
q
[
m− i
β
]
q
[
n−m− i
ρ
]
q
×Nβθ,ξ (β × l)N(t − s− θ; (m− s− β)× (l− θ))
×N(v − u− ξ ; γ × (l− ξ)), (14)
where ω is given in Proposition 2.3.
The proof of Theorem 1.1 is completed. 
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