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Abstract
Consider an ergodic non-singular action Γy B of a countable group on a probabil-
ity space. The type of this action codes the asymptotic range of the Radon-Nikodym
derivative, also called the ratio set. If Γy X is a pmp (probability-measure-preserving)
action, then the ratio set of the product action Γ y B ×X is contained in the ratio
set of Γ y B. So we define the stable ratio set of Γ y B to be the intersection over
all pmp actions Γy X of the ratio sets of Γy B ×X. By analogy, there is a notion
of stable type which codes the stable ratio set of Γ y B. This concept is crucially
important for the identification of the limit in pointwise ergodic theorems established
by the author and Amos Nevo.
Here, we establish a general criteria for a nonsingular action of a countable group
on a probability space to have stable type IIIλ for some λ > 0. This is applied to
show that the action of a non-elementary Gromov hyperbolic group on its boundary
with respect to a quasi-conformal measure is not type III0 and, if it is weakly mixing,
then it is not stable type III0.
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1 Introduction
1.1 Ratio set
Let Γ be a countable group and Γ y (B, ν) a nonsingular action on a standard probability
space. The ratio set of the action, denoted RS(Γ y (B, ν)) ⊂ [0,∞], is defined as follows.
A real number r ≥ 0 is in RS(Γy (B, ν) if and only if for every positive measure set A ⊂ B
and ǫ > 0 there is a subset A′ ⊂ A of positive measure and an element g ∈ Γ \ {e} such that
• gA′ ⊂ A,
• |dν◦g
dν
(b)− r| < ǫ for every b ∈ A′.
The extended real number +∞ ∈ RS(Γ y (B, ν)) if and only if for every positive measure
set A ⊂ B and n > 0 there is a subset A′ ⊂ A of positive measure and an element g ∈ Γ\{e}
such that
• gA′ ⊂ A,
• dν◦g
dν
(b) > n for every b ∈ A′.
The ratio set is also called the asymptotic range or asymptotic ratio set. By Proposition 8.5
of [FM77], if the action Γ y (B, ν) is ergodic then RS(Γ y (B, ν)) is a closed subset of
[0,∞]. Moreover, RS(Γy (B, ν)) \ {0,∞} is a multiplicative subgroup of R>0. Since
dν ◦ g−1
dν
(gb) =
(
dν ◦ g
dν
(b)
)−1
,
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the number 0 is in the ratio set if and only if ∞ is in the ratio set. So if Γ y (B, ν) is
ergodic and non-atomic then the possibilities for the ratio set and the corresponding type
classification are:
ratio set type
{1} II
{0, 1,∞} III0
{0, λn,∞ : n ∈ Z} IIIλ
[0,∞] III1
where λ ∈ (0, 1). For a very readable review, see [KW91]. Section 8 of [FM77] discusses
these concepts in the more general setting of cocycles taking values in an arbitrary locally
compact group.
1.2 Stable ratio set
Observe that if Γy (X, µ) is a probability-measure-preserving (pmp) action then the ratio
set of the product action satisfies RS(Γ y (B ×X, ν × µ)) ⊂ RS(Γ y (B, ν)). Therefore,
it makes sense to define the stable ratio set of Γy (B, ν) by
SRS(Γy (B, ν)) =
⋂
RS(Γy (B ×X, ν × µ))
where the intersection is over all pmp actions Gy (X, µ).
We say that Γ y (B, ν) is weakly mixing if for any ergodic pmp action Γ y (X, µ), the
product action Γ y (B × X, ν × µ) is ergodic. In this case, SRS(Γ y (B, ν)) is a closed
subset of [0,∞] and SRS(Γy (B, ν)) \ {0,∞} is a multiplicative subgroup of R>0. So the
possibilities for the stable ratio set are the same as those for the ratio set and we define the
stable type according. For example, if SRS(Γ y (B, ν)) = {0, λn,+∞ : n ∈ Z} for some
λ ∈ (0, 1) then we say the stable type of the action is IIIλ.
1.3 The main result
The main result of this paper is:
Theorem 1.1. Let (Γ, d) be a non-elementary uniformly quasi-geodesic Gromov hyperbolic
group. Then the stable ratio set of the action of Γ on its Gromov boundary with respect to
any quasi-conformal measure contains an element of the form eT for some 0 < T < ∞.
Therefore, it does not have type III0. If it is weakly mixing then it is not stable type III0.
See §4 for the definitions of uniformly quasi-geodesic Gromov hyperbolic group, Gromov
boundary and quasi-conformal measure. It appears to be unknown whether the action of Γ
on its boundary is always weakly mixing.
By comparison, in [INO08] it is proven that the Poisson boundary of a random walk on
a Gromov hyperbolic group induced by a nondegenerate measure on Γ of finite support is
never of type III0. In [Su78, Su82], Sullivan proved that the recurrent part of an action of
a discrete conformal group on the sphere Sd relative to the Lebesgue measure is type III1.
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Spatzier [Sp87] showed that if Γ is the fundamental group of a compact connected negatively
curved manifold then the action of Γ on the sphere at infinity of the universal cover is also
of III1. The types of harmonic measures on free groups were computed by Ramagge and
Robertson [RR97] and Okayasu [Ok03].
In [BN2] it shown that if Γ is an irreducible lattice in a connected semisimple Lie group
G which has trivial center and no compact factors, then the action of Γ on (G/P, ν) is stable
type III1 (where P < G is a minimal parabolic subgroup and ν is a probability measure in
the unique G-invariant measure class). I do not know of any other results on stable type.
1.4 The Maharam extension and ergodic theorems
The main reason for the interest in type and stable type is because of its connection with
the Maharam extension (of Γy (B, ν)) which is the action of Γ on B × R given by
g(b, t) =
(
gb, t− log
(
dν ◦ g
dν
(b)
))
.
This action preserves the measure ν × θ where θ is the measure on R given by dθ(t) = etdt.
Even if Γy (B, ν) is ergodic, the action Γy (B×R, ν× θ) might not be ergodic. The type
of an action quantifies how ergodic its Maharam extension is.
To be precise, the real line also acts on B×R by s(b, t) = (b, t+ s). This action does not
preserve ν × θ but it does preserve its measure class. Moreover this action commutes with
the Γ-action. Therefore, it descends to an action on the space (Z, ζ) of ergodic components
of Γ y (B × R, ν × θ), also called the Mackey range of the Radon-Nikodym cocycle. The
action R y (Z, ζ) is trivial if and only if Γy (B, ν) has type III1. R y (Z, ζ) is equivalent
to the action of R on the circle R/(− log λ)Z for some λ ∈ (0, 1) if and only if the type is
IIIλ. In all other cases, the type is III0 (assuming Γy (B, ν) is ergodic).
Stable type was introduced in recent work [BN2] (see also [BN2b]) which proves general
pointwise ergodic theorems for pmp actions of a countable group Γ. Roughly speaking, the
idea is to consider an amenable action Γy (B, ν). From a Følner sequence for a reduction
of the Maharam extension of this action, one can construct a pointwise convergent sequence
of probability measures on Γ. That is, a sequence {πi}
∞
i=1 of probability measures on Γ is
constructed such that if Γy (X, µ) is any pmp action and f ∈ Lp(X, µ) (for p > 1) then the
averages πif :=
∑
g∈Γ πi(g)f ◦ g
−1 converge pointwise almost everywhere. However, in order
to show that πif converges to a Γ-invariant function, one needs to assume that Γy (B, ν)
has stable type IIIλ for some λ ∈ (0, 1].
Amos Nevo and I are currently preparing an article on pointwise ergodic theorems for
Gromov hyperbolic groups using the main results of this paper and [BN2, BN2b].
1.5 Organization and discussion of proofs
The classification of ratio sets given above was obtained under the hypothesis that Γ y
(B, ν) is ergodic. We remove this assumption in §2. This easily proven result is helpful for
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establishing a general criterion (Theorem 3.1) for proving that a given nonsingular action
Γ y (B, ν) contains a number x in its stable range with x /∈ {0, 1,∞}. The criterion is
that there exists a sequence of integral kernels Υn : Γ × B × B → [0, 1] satisfying various
conditions. Roughly speaking the idea is that if for every b ∈ B there exists b′ ∈ B that is
close to b and g ∈ Γ such that the logarithmic derivatives log dν◦g
dν
(b), log dν◦g
dν
(b′) are uniformly
bounded but also separated from each other then there should exist a number in the ratio
set corresponding to their difference. To put this rough idea into effect, instead of a sequence
of maps from B to Γ × B, it is more convenient to consider a sequence of maps from B to
the space of probability measures on Γ× B.
A curious feature of this criterion is that it works entirely with (B, ν). One does not
have to consider pmp actions Γ y (X, µ) explicitly. This is reflected in the proof - which
first establishes the existence of an interesting number x in the ratio set (by interesting, we
mean a number not contained in {0, 1,∞}) and then shows that x must also be contained
in the stable ratio set. The latter is accomplished by showing that any sequence of integral
kernels satisfying the appropriate conditions for Γ y (B, ν) can be extended to a sequence
of integral kernels for the product action Γy (B ×X, ν × µ).
After the general criterion is established, it remains to verify its conditions for Gromov
hyperbolic groups. In §4, we review hyperbolic groups, quasi-conformal measures and set
notation. We give an explicit family of integral kernels in §5 and proceed to verify that
they satisfy the conditions of Theorem 3.1. This part of the proof uses estimates on the
cardinalities of the intersections of spheres and horospheres and a variety of quasi-identities
from hyperbolic geometry. Theorem 1.1 follows from Theorem 3.1, Corollary 3.3 and Lemma
5.1.
1.6 An example
We close this introduction with an example showing that the action of the free group on its
Gromov boundary with the usual conformal measure enjoys the curious property that its
type is not equal to its stable type.
Example 1.1 (Free groups). Let Fr = 〈s1, . . . , sr〉 be the free group of rank r ≥ 2. Let
S = {s1, . . . , sr, s
−1
1 , . . . s
−1
r }. The boundary of Fr, denoted ∂Fr is the set of all half-infinite
sequences ξ = (ξ1, ξ2, . . .) ∈ S
N with ξi+1 6= ξ
−1
i for all i ≥ 1. There is an obvious Markov
measure ν on ∂Fr determined by the following. For every (ξ1, . . . , ξn) ∈ S
n satisfying ξi+1 6=
ξ−1i for all 1 ≤ i ≤ n− 1,
ν({ξ′ ∈ ∂Fr : ξ
′
i = ξi ∀1 ≤ i ≤ n}) = (2r)
−1(2r − 1)−n+1.
The reduced form of an element g ∈ Fr is the expression g = t1 · · · tn with ti ∈ S and
ti+1 6= t
−1
i for all i. It is unique. There is a natural action of Fr on ∂Fr by
(t1 · · · tn)ξ := (t1, . . . , tn−k, ξk+1, ξk+2, . . .)
where t1, . . . , tn ∈ S, t1 · · · tn is in reduced form and k is the largest number ≤ n such that
ξ−1i = tn+1−i for all i ≤ k. Observe that if g = t1 · · · tn then the Radon-Nikodym derivative
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satisfies
dν ◦ g
dν
(ξ) = (2r − 1)2k−n.
From this it is not difficult to show that the action of Fr on its boundary is type IIIλ with
λ = (2r − 1)−1. However, the stable type of the action is different. Indeed, consider the
action of Fr on Z/2Z in which every generator in S acts nontrivially. This action preserves
the uniform probability measure on Z/2Z. If A ⊂ B × {0} ⊂ B ×Z/2Z then for any a ∈ A,
any element g ∈ Fr with ga ∈ A has even word length. Therefore, the Radon-Nikodym
derivative dν◦g
dν
(a) is an integral power of (2r − 1)−2. This shows that the stable ratio set
does not contain (2r − 1)−1. It is a nontrivial fact (proven implicitly in [BN1]) that the
action Γy (B, ν) has stable type IIIτ with τ = (2r − 1)
−2 = λ2.
Acknowledgements. I am grateful to Chris Connell for showing me how to prove
Lemma 5.4. This paper owes a debt of gratitude to Amos Nevo for many conversations
about many previous versions of these results and their proofs, which have considerably
simplified over several years.
2 The ratio set of a non-ergodic action
In the literature, ratio sets and type are usually only discussed for ergodic actions. The next
result determines the ratio set of a non-ergodic action in terms of its ergodic components.
Although will use this in Theorem 3.1, it is not necessary if one assumes the action Γy (B, ν)
is ergodic.
Theorem 2.1. Let Γ y (B, ν) be a non-singular action on a standard probability space.
Then an element t ∈ [0,∞] is in the ratio set of Γ y (B, ν) if and only if t is in the ratio
set of almost every ergodic component of Γy (B, ν).
Before proving this result, let us clarify the statement. For any g ∈ Γ, the Radon-
Nikodym derivative b 7→ dν◦g
dν
(b) is only defined almost everywhere and, in particular, it only
satisfies the cocycle identity almost everywhere. However, by [Zi84, Theorem B.9], there
exists a Borel cocycle α : Γ × B → R>0 which agrees with the Radon-Nikodym derivative
dν◦g
dν
(b) almost everywhere and satisfies the cocycle equation:
α(g2, g1x)α(g1, x) = α(g2g1, x)
for every g1, g2 ∈ Γ and every x ∈ X . Let us fix such a cocycle. By the ergodic decomposition
theorem in [GS00], there is a probability measure ω on the space of ergodic Γ-quasi-invariant
probability measures on B such that
ν =
∫
η dω(η)
and for ω-a.e. η and every g ∈ Γ,
α(g, b) =
dη ◦ g
dη
(b)
6
for η-a.e. b ∈ B. Theorem 2.1 applies to any ergodic decomposition of this form. For the
rest of this section, fix such an α and ω.
Lemma 2.1. Let Γy (B, ν) be a non-singular action on a standard probability space. For
0 ≤ t <∞, ǫ > 0, A ⊂ B and g ∈ Γ, let
Aǫ,t,g = {a ∈ A : ga ∈ A and |α(g, a)− t| < ǫ}
and
At = ∩
∞
n=1 ∪g∈Γ\{e} A
α
1/n,t,g.
Then t is in ratio set of Γ y (B, ν) if and only if ν(At) = ν(A) for every positive measure
set A ⊂ B.
Proof. Suppose t is in the ratio set. Let A ⊂ B be a set of positive measure. Let
A¯n = A \ ∪g∈Γ\{e}A1/n,t,g.
For any subset A′ ⊂ A¯n there does not an element g ∈ Γ \ {e} such that gA
′ ⊂ A¯n and
|dν◦g
dν
(a) − t| < 1/n for a.e. a ∈ A′. Because t is in the ratio set, this implies ν(A¯n) = 0.
Thus ν(Aαt ) = ν(A). The converse is clear.
Proof of Theorem 2.1. We will treat the case t ∈ [0,∞) only. The case t = +∞ is similar.
So suppose t is in the ratio set. Observe that for any A ⊂ B, At ⊂ A. So
ν(A) =
∫
η(A) dω(η) ≥
∫
η(At) dω(η) = ν(At)
with equality holding if and only if η(At) = η(A) for ω-a.e. η.
It follows from the previous lemma that t is in the ratio set if and only if for every
measurable A ⊂ B, ν(A) = ν(At) which, by the equation above, is equivalent to η(At) = η(A)
for ω-a.e. η. By the previous lemma again, this is equivalent to the statement that t is in
the ratio set of a.e. ergodic component of Γy (B, ν).
Corollary 2.2. Let Γ y (B, ν) be a non-singular action on a standard probability space.
Then the ratio set of Γy (B, ν) is either {1}, {0, 1,∞}, [0,∞], or {0,∞}∪{λn : n ∈ Z} for
some λ ∈ (0, 1). Similarly, the stable ratio set of Γ y (B, ν) is either {1}, {0, 1,∞}, [0,∞],
or {0,∞} ∪ {λn : n ∈ Z} for some λ ∈ (0, 1).
Proof. As explained in the introduction, this result hold for the ratio set if Γ y (B, ν) is
ergodic. Theorem 2.1 now implies this result holds for the ratio set in general. The statement
for stable ratio set is an immediate consequence of the statement for the ratio set (since the
stable ratio set is an intersection of ratio sets).
Remark 2.3. By convention, the type of a non-ergodic action is undefined and the stable
type of a non-weakly-mixing action is undefined.
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3 A criterion for stable type IIIλ with λ > 0
The purpose of this section is to prove a criterion for a non-singular action Γy (B, ν) to be
stable type IIIλ for some λ > 0. First we assume there is a metric dB on B compatible with
its Borel structure such that (B, dB) is a compact topological space. Let R : Γ×B → R be
an additive Borel cocycle such that
R(g, b) = log
dν ◦ g
dν
(b)
ν-almost everywhere. We assume thatR satisfies the cocycle equationR(g2g1, b) = R(g2, g1b)+
R(g1, b) everywhere. Such a cocycle exists by [Zi84, Theorem B.9].
Definition 3.1. A Borel family of nonnegative Borel functions {Υn}
∞
n=1, Υn : Γ×B×B → R
is an admissible family if, when Sn := {(g, b, b
′) : Υn(g, b, b
′) > 0},
1. For every b, n,
∑
g∈Γ
∫
Υn(g, b, b
′) dν(b′) = 1.
2. There is a function β : N→ R such that
(a) limn→∞ β(n) = 0;
(b) for all (g, b, b′) ∈ Sn, dB(b, b
′) ≤ β(n) and dB(g
−1b, g−1b′) ≤ β(n).
3. There is a constant C > 0 such that for almost every (g, b, b′) ∈ Sn (with respect to
the product of counting measure on Γ and ν × ν),
|R(g−1, b)|+ |R(g−1, b′)| ≤ C.
4. For some constant C > 0,∫ ∑
g∈Γ
Υn(g, b, b
′) dν(b) ≤ C ∀n and for a.e. b′
∫ ∑
g∈Γ
Υn(g, b, gb
′)
dν ◦ g
dν
(b′) dν(b) ≤ C ∀n and for a.e. b′
∫ ∑
g∈Γ
Υn(g, gb, b
′)
dν ◦ g
dν
(b) dν(b′) ≤ C ∀n and for a.e. b.
The functions Υn are used as kernels for integral operators in the next subsection. The
purpose of this section is to prove:
Theorem 3.1. Let (B, ν) be a standard probability space. Suppose Γ y (B, ν) is a non-
singular action and there is an admissible family {Υn}
∞
n=1 for Γ y (B, ν). Let ζn be the
probability measure on R defined by
ζn(E) =
∑
g∈Γ
∫∫
1E
(
R(g−1, b′)−R(g−1, b)
)
Υn(g, b, b
′) dν(b′)dν(b).
Let ζ∞ be any weak* limit of {ζn}
∞
n=1. For every T in the support of ζ∞, e
T is in the stable
ratio set of Γy (B, ν).
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Remark 3.2. Because |R(g−1, b)| + |R(g−1, b′)| is uniformly bounded on the support of Υn,
it follows that there is a compact interval [−2C, 2C] containing the support of each measure
ζn. Therefore, a weak* limit point of the sequence {ζn}
∞
n=1 exists by the Banach-Alaoglu
Theorem.
Corollary 3.3. If the hypotheses of Theorem 3.1 are satisfied and, in addition, there is a
nonzero T in the support of ζ∞ and Γy (B, ν) is ergodic then Γy (B, ν) is not type III0.
If Γy (B, ν) is weakly mixing then Γy (B, ν) is not stable type III0.
Remark 3.4. In applying Theorem 3.1 to the Gromov hyperbolic case, we will construct an
admissible family {Υn} in such a way that the support of ζn is bounded away from zero
(i.e., |R(g−1, b′) − R(g−1, b)| is bounded away from zero on the support of Υn for every n).
It follows that the stable ratio set is not contained in {0, 1,∞}.
3.1 Operators
Let {Υn}
∞
n=1 be an admissible family. Let C > 0, R(g, b), and so on be as in Definition 3.1.
For t ∈ R, let At : R→ R be addition by t (so At(r) = r+ t). Let θ be a probability measure
on R equivalent to Lebesgue measure and such that, for some constant C ′ and every t0 ∈ R
with |t0| ≤ C,
dθ ◦ At0
dθ
≤ C ′
almost everywhere. For example, we could choose θ to satisfy dθ := (1/2)e−|t| dt.
Γ acts on B×R by g(b, t) := (gb, t+R(g, b)) and on L1(ν× θ) by g · f := f ◦ g−1. Define
operators Wn,Xn,Yn,Zn on L
1(ν × θ) by:
Wnf(b, t) :=
∑
g∈Γ
∫
f(b′, t)Υn(g, b, b
′) dν(b′)
Xnf(b, t) :=
∑
g∈Γ
∫
f(g−1b′, t+R(g−1, b′))Υn(g, b, b
′) dν(b′)
Ynf(b, t) :=
∑
g∈Γ
∫
f(g−1b, t +R(g−1, b′))Υn(g, b, b
′) dν(b′)
Znf(b, t) :=
∑
g∈Γ
∫
f(b, t+R(g−1, b′)− R(g−1, b))Υn(g, b, b
′) dν(b′).
The main result of this subsection is:
Proposition 3.5. Suppose {Υn}
∞
n=1 is an admissible family. Then for any Γ-invariant
f ∈ L1(ν × θ),
lim
n→∞
‖f −Znf‖ = 0.
First we prove that these operators are uniformly bounded.
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Proposition 3.6. There is a constant C1 > 0 (independent of n) such that the operator
norms of Wn,Xn and Yn are bounded by C1.
Proof. Let f ∈ L1(ν × θ) be nonnegative.
Case Wn. Because
∑
g∈Γ
∫
Υn(g, b, b
′) dν(b) ≤ C,
‖Wnf‖ =
∫∫
|Wnf | dνdθ =
∑
g∈Γ
∫∫∫
f(b′, t)Υn(g, b, b
′) dν(b′)dν(b)dθ(t)
≤ C
∫∫
f(b′, t) dν(b′)dθ(t) = C‖f‖.
Case Xn. Because
∫ ∑
g∈ΓΥn(g, b, gb
′)dν◦g
dν
(b′) dν(b) ≤ C,
‖Xnf‖ =
∫∫
|Xnf | dνdθ
=
∑
g∈Γ
∫∫∫
f(g−1b′, t +R(g−1, b′))Υn(g, b, b
′) dν(b′)dν(b)dθ(t)
=
∑
g∈Γ
∫∫∫
f(g−1b′, t)Υn(g, b, b
′)
dθ ◦ A−R(g−1,b′)
dθ
(t) dν(b′)dν(b)dθ(t)
≤ C ′
∑
g∈Γ
∫∫∫
f(g−1b′, t)Υn(g, b, b
′) dν(b′)dν(b)dθ(t)
= C ′
∑
g∈Γ
∫∫∫
f(b′, t)Υn(g, b, gb
′)
dν ◦ g
dν
(b′) dν(b′)dν(b)dθ(t)
≤ CC ′
∫∫
f(b′, t) dν(b′)dθ(t) = CC ′‖f‖.
Case Yn. Because
∫ ∑
g∈ΓΥn(g, gb, b
′)dν◦g
dν
(b) dν(b′) ≤ C,
‖Ynf‖ =
∫∫
|Ynf | dνdθ
=
∑
g∈Γ
∫∫∫
f(g−1b, t+R(g−1, b′))Υn(g, b, b
′) dν(b′)dν(b)dθ(t)
=
∑
g∈Γ
∫∫∫
f(g−1b, t)Υn(g, b, b
′)
dθ ◦ A−R(g−1,b′)
dθ
(t) dν(b′)dν(b)dθ(t)
≤ C ′
∑
g∈Γ
∫∫∫
f(g−1b, t)Υn(g, b, b
′) dν(b′)dν(b)dθ(t)
= C ′
∑
g∈Γ
∫∫∫
f(b, t)Υn(g, gb, b
′)
dν ◦ g
dν
(b) dν(b′)dν(b)dθ(t)
≤ CC ′
∫∫
f(b, t) dν(b)dθ(t) = CC ′‖f‖.
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Lemma 3.7. For every f ∈ L1(ν × θ),
lim
n→∞
‖f −Wnf‖ = lim
n→∞
‖Xnf − Ynf‖ = 0.
Proof. Suppose that f is a continuous function on B × R with compact support. Because
{Υn}
∞
n=1 is admissible, if (g, b, b
′) is such that Υn(g, b, b
′) > 0 then dB(b, b
′) ≤ β(n) where
limn→∞ β(n) = 0. Because Υn is a probability density, Wnf converges to f uniformly on
compact sets. So the bounded convergence theorem implies limn→∞ ‖f −Wnf‖ = 0.
Observe that
(Xnf − Ynf)(b, t)
=
∑
g∈Γ
∫ [
f(g−1b′, t+R(g−1, b′))− f(g−1b, t +R(g−1, b′))
]
Υn(g, b, b
′) dν(b′).
Because dB(g
−1b′, g−1b) ≤ β(n), uniform continuity of f implies Xnf − Ynf converges to
zero pointwise and uniformly on compact sets. So the bounded convergence theorem implies
limn→∞ ‖Xnf − Ynf‖ = 0.
Since compactly supported continuous functions are dense in the norm topology on L1(ν×
θ) and the operators Wn,Xn,Yn are uniformly bounded (by the previous proposition) the
lemma follows.
We can now prove Proposition 3.5 (which states that for any Γ-invariant f ∈ L1(ν × θ),
limn→∞ ‖f −Znf‖ = 0).
Proof of Proposition 3.5. Because f is Γ-invariant,
Xnf(b, t) =
∑
g∈Γ
∫
(g · f)(b′, t)Υn(g, b, b
′) dν(b′)
=
∑
g∈Γ
∫
f(b′, t)Υn(g, b, b
′) dν(b′) = Wnf(b, t).
Also,
Ynf(b, t) =
∑
g∈Γ
∫
(g · f)(b, t+R(g−1, b′)− R(g−1, b))Υn(g, b, b
′) dν(b′)
=
∑
g∈Γ
∫
f(b, t+ R(g−1, b′)−R(g−1, b))Υn(g, b, b
′) dν(b′) = Znf(b, t).
The previous lemma now implies
0 = lim
n→∞
‖Xnf − Ynf‖ = lim
n→∞
‖Wnf −Znf‖
≥ lim
n→∞
‖f −Znf‖ − ‖f −Wnf‖ = lim
n→∞
‖f −Znf‖.
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3.2 Proof of Theorem 3.1
Lemma 3.8. Suppose T ∈ R is such that eT is not in the ratio set of Γ y (B, ν). Then
there exists an ǫ > 0 and a Γ-invariant, positive measure set A ⊂ B ×R such that for every
(b, t) ∈ A and every t′ ∈ (−ǫ, ǫ), (b, t+ T + t′) /∈ A.
Proof. Because eT is not in the ratio set, there exists a positive measure set B′ ⊂ B and an
ǫ > 0 such that for every b ∈ B′ if g ∈ Γ is such that gb ∈ B′ then
R(g, b) /∈ (T − 3ǫ, T + 3ǫ).
Let A = Γ(B′×(−ǫ, ǫ)) ⊂ B×R. It is clear that A is Γ-invariant and has positive measure.
Every element of A has the form γ(b, t) = (γb, t+R(γ, b)) for some γ ∈ Γ, b ∈ B′, t ∈ (−ǫ, ǫ).
Suppose, to obtain a contradiction, that (γb, t +R(γ, b) + T + t′) ∈ A for some t′ ∈ (−ǫ, ǫ).
Then there exists g ∈ Γ, b′ ∈ B′ and t′′ ∈ (−ǫ, ǫ) such that
(γb, t+R(γ, b) + T + t′) = g(b′, t′′).
We multiply both sides on the left by γ−1 to obtain
(b, t+ T + t′) = γ−1g(b′, t′′) = (γ−1gb′, t′′ +R(γ−1g, b′)).
Therefore R(γ−1g, b′) = t+ T + t′ − t′′ ∈ (T − 3ǫ, T + 3ǫ). This contradicts the choice of A.
So A satisfies the conclusion as required.
The next lemma is Theorem 3.1 with “stable ratio set” replaced with “ratio set”.
Lemma 3.9. Let (B, ν) be a standard probability space. Suppose Γ y (B, ν) is a non-
singular action and there is an admissible family {Υn}
∞
n=1 for Γ y (B, ν). Let ζn be the
probability measure on R defined by
ζn(E) =
∑
g∈Γ
∫∫
1E
(
R(g−1, b′)−R(g−1, b)
)
Υn(g, b, b
′) dν(b′)dν(b).
Let ζ∞ be any weak* limit of {ζn}
∞
n=1. Then for every T in the support of ζ∞, e
T is in the
ratio set of Γy (B, ν).
Proof. Let T be an element of the support of ζ∞. To obtain a contradiction, suppose that
the ratio set of Γy (B, ν) does not contain eT .
Let A ⊂ B × R and ǫ > 0 be as in the previous lemma. Let f be the characteristic
function of A. Note
Znf(b, t) =
∑
g∈Γ
∫
f(b, t +R(g−1, b′)−R(g−1, b))Υn(g, b, b
′) dν(b′) =
∫
f(b, t+ t′) dζn,b(t
′)
where ζn,b is the probability measure on R given by
ζn,b(E) =
∑
g∈Γ
∫
1E
(
R(g−1, b′)−R(g−1, b)
)
Υn(g, b, b
′) dν(b′).
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By Proposition 3.5,
0 = lim
n→∞
‖f −Znf‖ = lim
n→∞
∫ ∣∣∣∣f(b, t)−
∫
f(b, t+ t′) dζn,b(t
′)
∣∣∣∣ dν(b)dθ(t)
≥ lim
n→∞
∫
A
∣∣∣∣f(b, t)−
∫
f(b, t+ t′) dζn,b(t
′)
∣∣∣∣ dν(b)dθ(t)
≥ lim
n→∞
∫
A
ζn,b((T − ǫ, T + ǫ)) dν(b)dθ(t)
= lim
n→∞
ν × θ(A)ζn((T − ǫ, T + ǫ)).
The second inequality holds because, by the previous lemma, if (b, t) ∈ A and t′ ∈ (T−ǫ, T+ǫ)
then (b, t+t′) /∈ A so f(b, t)−f(b, t+t′) = 1. The last equality holds because
∫
ζn,b dν(b) = ζn.
Because 0 < ν × θ(A), T must not be in the support of ζ∞. This contradiction implies the
lemma.
The strategy for proving Theorem 3.1 from Lemma 3.9 is to show that, given any pmp
action Γy (K, κ) there exists a topological model for this action and an admissible family
{Υ′n}
∞
n=1 for the product action Γ y (B × K, ν × κ) so that if T is in the support of ζ∞,
then T is also in the support of ζ ′∞ where ζ
′
∞ is the measure corresponding to {Υ
′
n}
∞
n=1. It
will be helpful to know that Γ y (K, κ) has a particularly nice topological model; which is
the import of the next result.
Proposition 3.10. Let Γy (X, µ) be an ergodic pmp action. Then there exists a compact
metric space (K, dK) with a Borel probability measure κ and a continuous action Γ y K
such that
• Γy (X, µ) is measurably conjugate to Γy (K, κ)
• for every ǫ > 0 and x, y ∈ K,
1/3 ≤
κ(B(x, ǫ))
κ(B(y, ǫ))
≤ 3
where for example, B(x, ǫ) = {z ∈ K : dK(x, z) ≤ ǫ}.
Lemma 3.11. Let (X, µ) be a finite measure space, n ∈ N, µ(X) ≥ 2−n−1 and β a finite
Borel partition of X such that for every B ∈ β, µ(B) ≤ 2−n−1. Then there exists a partition
α with α ≤ β and |µ(A)− 2−n| ≤ 2−n−1 for every A ∈ α.
Proof. We prove this by induction on the cardinality of β. If |β| = 1 then set α = β. If
|µ(X)−2−n| ≤ 2−n−1 then we may set α equal to the trivial partition. So let us assume that
µ(X) > 2−n + 2−n−1 and |β| ≥ 2. Then there exists a set A ⊂ X which is a union of atoms
of β such that 2−n−1 ≤ µ(A) ≤ 2−n. Then µ(X \ A) ≥ 2−n−1. So the induction hypothesis,
applied to X \A and β ′ = {B ∈ β : B ∩A = ∅} implies the existence of a partition α′ ≤ β ′
such that |µ(A′)−2−n| ≤ 2−n−1 for every A′ ∈ α′. Set α = α′∪{A} to finish the lemma.
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Proof of Proposition 3.10. If (X, µ) is purely atomic then because the action is ergodic, there
exist elements x1, . . . , xn ∈ X such that µ({xi}) = 1/n for each i. In this case, we may let
K = {1, . . . , n}, dK(i, j) = 1 if i 6= j and Γ acts on K by g · i = j ⇔ gxi = xj . So we may
assume (X, µ) is purely non-atomic.
It is well-known that there exists a topological model for the action. Briefly, this is
achieved by constructing a Γ-invariant separable subalgebra A of L∞(X, µ) which is dense
in L2(X, µ) and then letting Xˆ denote the maximal ideal space ofA. This procedure produces
a fully supported Borel probability measure κ on the Cantor set, which we realize as the
product space {0, 1}N, and a continuous action Γ y {0, 1}N such that Γ y ({0, 1}N, κ) is
measurably conjugate with Γy (X, µ).
For k ≥ 1, let βk be the partition of {0, 1}
N determined by the condition: for any
x, y ∈ {0, 1}N, x and y are in the same partition element of βk if and only if xi = yi for all
1 ≤ i ≤ k. Also, let β0 be the trivial partition.
We claim that there exist sequences {nk}
∞
k=0, {mk}
∞
k=0 of nonnegative integers and finite
partitions {αk}
∞
k=0 satisfying (∀k ≥ 1)
1. nk+1 > nk, mk+1 > mk;
2. βk ≤ αk ≤ αk+1 ≤ βmk+1;
3. for every A ∈ αk, |κ(A)− 2
−nk | ≤ 2−nk−1;
We will prove this by induction on k. The base case is handled by setting n0 = m0 = 0 and
α0 equal to the trivial partition. So suppose that n0, . . . , nk, m0, . . . , mk and α0, . . . , αk have
been chosen satisfying the above. Although mk+1 has not been chosen at this stage, we do
require that αk is refined by βp for some p.
Let nk+1 > nk be an integer so that for every A ∈ αk ∨βk+1, κ(A) ≥ 2
−nk+1−1 (this exists
because κ is fully supported). Let mk+1 > mk be a sufficiently large integer so that βmk+1
refines αk and every B ∈ βmk+1 satisfies κ(B) ≤ 2
−nk+1−1. By applying the previous lemma
to each atom X of αk ∨ βk+1 and the restriction of βmk+1 to X , we see that there exists a
partition αk+1 satisfying
• αk ∨ βk+1 ≤ αk+1 ≤ βmk+1
• for every A ∈ αk+1, |κ(A)− 2
−nk+1| ≤ 2−nk+1−1.
This establishes the claim.
Now set K = {0, 1}N and dK(x, y) =
1
k+1
where k ≥ 0 is the largest integer such that x
and y are in the same atom of αk. Because βk ≤ αk, it follows that
∨∞
k=1 αk is the partition
into points, which implies dK is a metric (instead of a pseudo-metric). Because αk ≤ βmk+1 ,
it follows that each atom of αk is clopen and therefore dK is continuous with respect to the
product topology on {0, 1}N. Finally, we note that for any x ∈ K and any ǫ > 0 if k is the
smallest nonnegative integer such that 1
k+1
≤ ǫ then B(x, ǫ) = B(x, 1
k+1
) ∈ αk. Therefore
|κ(B(x, ǫ))− 2−nk | ≤ 2−nk−1.
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So if y ∈ K is any other point then
1/3 ≤
κ(B(x, ǫ))
κ(B(y, ǫ))
≤ 3.
Proof of Theorem 3.1. By Theorem 2.1 it suffices to show that eT is in the ratio set of
Γy (B×K, ν×κ) whenever Γy (K, κ) is an ergodic pmp action. So let Γy (K, κ) be an
ergodic pmp action. By Proposition 3.10, we may assume that (K, dK) is a compact metric
space such that for every ǫ > 0 and x, y ∈ K,
1/3 ≤
κ(B(x, ǫ))
κ(B(y, ǫ))
≤ 3.
Given an integer n ≥ 1 and g ∈ Γ, let 0 < ρ(n, g) < 1/n be such that for every x, y ∈ K
with dK(x, y) ≤ ρ(n, g), dK(g
−1x, g−1y) ≤ 1/n.
Define Υ′n : Γ×B ×K ×B ×K → R by
Υ′n(g, b, k, b
′, k′) :=
1B(k,ρ(n,g))(k
′)Υ(g, b, b′)
κ(B(k, ρ(n, g)))
.
It is an easy exercise using the above estimates to check that {Υ′n}
∞
n=1 is an admissible family
for G y (B × K, ν × κ) with dB×K , a metric on B × K, given by dB×K((b, k), (b
′, k′)) =
dB(b, b
′) + dK(k, k
′). Because Γy (K, κ) is measure-preserving,
R(g, b, k) := log
d(ν × κ) ◦ g
d(ν × κ)
(b, k) = R(g, b).
So for any E ⊂ R,
ζn(E) =
∑
g∈Γ
∫∫
1E
(
R(g−1, b′)− R(g−1, b)
)
Υn(g, b, b
′) dν(b′)dν(b)
=
∑
g∈Γ
∫∫
1E
(
R(g−1, b′, k′)− R(g−1, b, k)
)
Υ′n(g, b, k, b
′, k′) dν × κ(b′, k′)dν × κ(b, k).
So Lemma 3.9 above implies the ratio set of the action Γ y (B × K, ν × κ) contains eT .
Since Γy (K, κ) is arbitrary, this proves the result.
4 Gromov hyperbolic spaces
The purpose of this section is to set notation and review Gromov hyperbolic spaces.
Let (X, dX) be a metric space. The Gromov product of x, y ∈ X relative to z ∈ X is
(x|y)z :=
1
2
(
dX(x, z) + dX(y, z)− dX(x, y)
)
.
For δ > 0, the space (X, dX) is δ-hyperbolic if
(x|y)w ≥ min{(x|z)w, (y|z)w} − δ, ∀x, y, w, z ∈ X. (4.1)
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4.1 The Gromov boundary
Let (X, dX) be a δ-hyperbolic space. A sequence {xi}
∞
i=1 in X is a Gromov sequence if
lim
i,j→∞
(xi|xj)z = +∞
for some (and hence, any) basepoint z ∈ X . Two Gromov sequences {xi}
∞
i=1, {yi}
∞
i=1 are
equivalent if limi→∞(xi|yi)z = +∞ with respect to some (and hence any) basepoint z. It is an
exercise to show that this defines an equivalence relation (assuming (X, dX) is δ-hyperbolic).
The Gromov boundary is the space of equivalence classes of Gromov sequences. We denote
it by ∂X . Let X denote X ∪ ∂X .
The Gromov product extends to ∂X as follows. Let p, z ∈ X and ξ, η ∈ ∂X . Define
(ξ|p)z := inf lim inf
i→∞
(xi|p)z, (ξ|η)z := inf lim inf
i→∞
(xi|yi)z
where the infimums are over all sequences {xi}
∞
i=1 ∈ ξ, {yi}
∞
i=1 ∈ η. By [Va05, Lemma 5.11]
lim sup
i→∞
(xi|yi)z − 2δ ≤ (ξ|η)z ≤ lim inf
i→∞
(xi|yi)z (4.2)
for any sequences {xi}
∞
i=1 ∈ ξ, {yi}
∞
i=1 ∈ η. These inequalities also hold if η = p ∈ X and yi
is any sequence with limi→∞ yi = p. According to [Va05, Proposition 5.12], inequality (4.1)
extends to x, y ∈ ∂X .
In [BH99] it is shown that if ǫ > 0 is sufficiently small and d¯ǫ : X ×X → R is defined by
d¯ǫ(ξ, η) := e
−ǫ(ξ|η)z
then there exists a metric d¯ on X and constants A,B > 0 such that Ad¯ǫ ≤ d¯ ≤ Bd¯ǫ. Any
such metric is called a visual metric.
4.2 Quasi-geodesics and quasi-isometries
Definition 4.1. Let (X, dX), (Y, dY ) be metric spaces. For λ ≥ 1 and c ≥ 0, a map
φ : X → Y is a (λ, c)-quasi-isometric embedding if for all x, y ∈ X ,
λ−1dX(x, y)− c ≤ dY (φ(x), φ(y)) ≤ λdX(x, y) + c.
Definition 4.2. Let (X, dX) be a Gromov hyperbolic space. A (λ, c)-quasi-isometric em-
bedding q of an interval I ⊂ R into X is called a (λ, c)-quasi-geodesic. If I is a finite interval
and its endpoints are mapped to x, y ∈ X respectively, then we say it is a quasi-geodesic
from x to y. If I = (−∞,∞) and limt→−∞ q(t) = ξ−, limt→+∞ q(t) = ξ+, then we say q is a
quasi-geodesic from ξ− to ξ+. A similar definition holds for half-infinite intervals.
The space (X, dX) is (λ, c)-quasi-geodesic if for every pair of points x, y ∈ X ∪ ∂X there
exists a (λ, c)-quasi-geodesic from x to y. By abuse of notation, we sometimes identify a
quasi-geodesic with its image. For example, it is convenient to denote by [x, y] a (λ, c)-quasi-
geodesic from x to y (x, y ∈ X).
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Definition 4.3 (Hyperbolic groups). (Γ, d) is a hyperbolic group if d is a left-invariant metric
on Γ, Γ is a countable discrete group, and (Γ, d) is a proper δ-hyperbolic metric space for
some δ > 0. It is uniformly quasi-geodesic if it is (1, c)-quasi-geodesic for some c > 0. It is
non-elementary if it is not a finite extension of a cyclic group.
4.3 Quasi-conformal measures and horofunctions
Let (X, dX) be a δ-hyperbolic metric space. Choose a basepoint x0 ∈ X .
Lemma 4.4. Let ξ ∈ ∂X and suppose {yi}, {zi} ⊂ X are two sequences converging to ξ
(w.r.t. the topology on X). Then for any w ∈ X,
lim sup
i→∞
∣∣∣dX(yi, w)− dX(yi, x0)−
(
dX(zi, w)− dX(zi, x0)
)∣∣∣ ≤ 4δ.
Proof. Observe that
dX(yi, w)− dX(yi, x0) = dX(w, x0)− 2(yi|w)x0.
A similar statement holds for zi in place of yi. Thus,∣∣∣dX(yi, w)− dX(yi, x0)−
(
dX(zi, w)− dX(zi, x0)
)∣∣∣ = 2 |(yi|w)x0 − (zi|w)x0| .
The lemma now follows from (4.2).
For ξ ∈ ∂X , define hξ : X → R by
hξ(z) := inf lim inf
n→∞
dX(z, yi)− dX(yi, x0)
where the infimum is over all sequences {yi} ⊂ X which converges to ξ. This is the horofunc-
tion associated to ξ (and the basepoint x0). By the previous lemma, if {yi} is any sequence
converging to ξ and z ∈ X is arbitrary then
lim sup
i→∞
∣∣∣hξ(z)−
(
dX(z, yi)− dX(yi, x0)
)∣∣∣ ≤ 4δ. (4.3)
Definition 4.5 (Quasi-conformal measure). Suppose (Γ, d) is a Gromov hyperbolic group.
A Borel probability measure ν on ∂Γ is quasi-conformal if there are constants v, C > 0 such
that for any g ∈ Γ and a.e. ξ ∈ ∂Γ,
C−1 exp(−vhξ(g
−1)) ≤
dν ◦ g
dν
(ξ) ≤ C exp(−vhξ(g
−1)).
We will call v > 0 the quasi-conformal constant associated to ν.
It is well-known that if d comes from a word metric on Γ (or more generally, any geodesic
metric) then there is a quasi-conformal measure on ∂Γ [Co93]. More generally:
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Lemma 4.6. Let (Γ, d) be a non-elementary, uniformly quasi-geodesic, hyperbolic group.
Then there exists a quasi-conformal measure ν on ∂Γ. Moreover, any two quasi-conformal
measures are equivalent. Also if v is the quasi-conformal constant of ν then there is a constant
C > 0 such that
1. If B(g, r) denotes the ball of radius r centered at g ∈ Γ then
C−1evr ≤ |B(g, r)| ≤ Cevr, ∀g ∈ Γ, r > 0.
2.
C−1e−vn ≤ ν ({ξ′ ∈ ∂Γ : (ξ|ξ′)e ≥ n}) ≤ Ce
−vn, ∀n > 0, ξ ∈ ∂Γ.
Proof. This follows immediately from [BHM11, Theorem 2.3] and the fact that any non-
elementary uniformly quasi-geodesic hyperbolic group is a proper quasi-ruled hyperbolic
space by Lemma 4.7 below.
The paper [BHM11] contains many results for hyperbolic spaces under the assumption
that these spaces are quasi-ruled. To be precise a metric space (X, dX) is quasi-ruled if there
are constants (τ, λ, c) such that (X, dX) is (λ, c)-quasi-geodesic and for any (λ, c)-quasi-
geodesic γ : [a, b]→ X and any a ≤ s ≤ t ≤ u ≤ b,
dX(γ(s), γ(t)) + dX(γ(t), γ(u))− dX(γ(s), γ(u)) ≤ 2τ.
Lemma 4.7. If (X, dX) is (1, c)-quasi-geodesic then it is quasi-ruled.
Proof. If γ : [a, b]→ X is any (1, c)-quasi-geodesic then for any a ≤ s ≤ t ≤ u ≤ b,
dX(γ(s), γ(t)) + dX(γ(t), γ(u))− dX(γ(s), γ(u)) ≤ 3c.
So we may set τ = 3c/2.
5 The stable ratio set of the Gromov boundary
For the rest of the paper, we assume (Γ, d) is a non-elementary, uniformly quasi-geodesic,
hyperbolic group and ν is a quasi-conformal measure on ∂Γ with quasi-conformal constant
v > 0.
Theorem 1.1 is an immediate consequence of Theorem 3.1, Corollary 3.3 and the next
lemma.
Lemma 5.1. Let Q > 0 be a constant. Then there exists an admissible family {Υn}
∞
n=1 for
Γy (∂Γ, ν) such that if Υn(g, ξ, ξ
′) > 0 then |R(g−1, ξ)−R(g−1, ξ′)| ≥ Q, where
R(g, ξ) = log
dν ◦ g
dν
(ξ).
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Definition 5.2. Let ρ > 0 be a constant to be chosen later. For ξ ∈ ∂Γ, let Yn(ξ) be the
set of all g ∈ Γ such that d(g, e) ∈ (2n − 2ρ, 2n) and hξ(g) ∈ (2ρ, 4ρ). For g ∈ Γ, let Zn(g)
be the set of all ξ′ ∈ ∂Γ such that (ξ′|g)e ∈ (n, n+ ρ). Define Υn : Γ× ∂Γ× ∂Γ→ R by
Υn(g, ξ, ξ
′) :=
1Yn(ξ)(g)
|Yn(ξ)|
1Zn(g)(ξ
′)
ν(Zn(g))
.
We will show that {Υn} is admissible (if ρ is sufficiently large).
Convention 5.3. Given real numbers x and y we write x⋖ y if there is a constant C > 0,
depending only on (Γ, d) and ν, such that x ≤ y + C. We write x
.
= y if both x ⋖ y and
y⋖x. We write x . y if there is a constant C > 1 depending only of (Γ, d) and ν, such that
x ≤ Cy. We write x ≍ y if both x . y and y . x.
We also write x⋖ρ y to indicate that the implied constant may depend on ρ. Thus x⋖ρ y
means there is a constant C > 0, depending only on (Γ, d), ν and ρ such that x ≤ y + C.
The notations x
.
=ρ y, x .ρ y, x ≍ρ y are defined similarly.
The three lemmas below are proven in the next three sections.
Lemma 5.4. There exist constants a0, T0 > 0 such that for every ξ ∈ ∂Γ if a ≥ a0, r ≥
max(|T1|, |T2|)− 2c and T2 − T1 ≥ T0 then
∣∣S(e; r − a, r) ∩ h−1ξ ([T1, T2])∣∣ ≍ ev(r+T2)/2
where S(e; r − a, r) = {g ∈ Γ : r − a < d(e, g) ≤ r}.
Lemma 5.5. If Υn(g, ξ, ξ
′) > 0 and ρ is sufficiently large (depending on (Γ, d) and ν) then
hg−1ξ′(g
−1)⋗ρ0, hg−1ξ(g
−1)⋗ρ0, hξ′(g) ∈ (−5ρ, ρ), (ξ|ξ
′)e ≥ n−5ρ, (g
−1ξ|g−1ξ′)e ≥ n−10ρ.
Lemma 5.6. If ρ is sufficiently large (dependent only on (Γ, d) and ν) then for any g ∈ Γ
with d(e, g) ∈ (2n− 2ρ, 2n), ν(Zn(g)) ≍ρ e
−vn.
Proof of Lemma 5.1 given Lemmas 5.4-5.6. We assume ρ > 0 is large enough so that the
conclusions to the lemmas above hold. We check the conditions of Definition 3.1 one at a
time. The first requirement is immediate:
∑
g∈Γ
∫
Υn(g, ξ, ξ
′) dν(ξ′) =
∑
g∈Γ
∫
1Yn(ξ)(g)
|Yn(ξ)|
1Zn(g)(ξ
′)
ν(Zn(g))
dν(ξ′) = 1.
By Lemma 5.5 if (g, ξ, ξ′) is such that Υn(g, ξ, ξ
′) > 0 then (ξ|ξ′)e ≥ n−5ρ and (g
−1ξ|g−1ξ′)e ≥
n − 10ρ. This proves the second requirement (with respect to any visual metric). The
definition of Yn and Lemma 5.5 imply that if (g, ξ, ξ
′) ∈ Sn (the support of Υn) then
|hξ(g)| + |hξ′(g)| ≤ 10ρ. By the definition of quasi-conformality, R(g
−1, ξ)
.
= −vhξ(g).
So this proves the third requirement.
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To prove the fourth requirement, fix n ≥ 0 and ξ′ ∈ ∂Γ. By Lemma 5.6,
∫ ∑
g∈Γ
Υn(g, ξ, ξ
′) dν(ξ) =
∫
1
|Yn(ξ)|
∑
g∈Yn(ξ)
1Zn(g)(ξ
′)
ν(Zn(g))
dν(ξ)
.ρ e
vn
∫
1
|Yn(ξ)|
∑
g∈Yn(ξ)
1Zn(g)(ξ
′) dν(ξ)
= evn
∫
|{g ∈ Yn(ξ) : ξ
′ ∈ Zn(g)}|
|Yn(ξ)|
dν(ξ)
≤ evnν({ξ : ∃g ∈ Yn(ξ), ξ
′ ∈ Zn(g)})
≤ evnν({ξ : (ξ|ξ′)e ≥ n− 5ρ}) .ρ 1.
The last two inequalities above follow from Lemmas 5.5 and 4.6. This proves the first
inequality of the fourth requirement of Definition 3.1.
To prove the second inequality, note that Lemma 5.5 implies that if Υn(g, ξ, gξ
′) > 0
then hξ′(g
−1)⋗ρ 0. So the quasi-conformality of ν implies
dν ◦ g
dν
(ξ′) ≍ e−vhξ′ (g
−1) .ρ 1.
Lemma 5.4 implies |Yn(ξ)| ≍ρ e
vn and Lemma 5.6 implies ν(Zn(g)) ≍ρ e
−vn. By Lemma 5.5,
∫ ∑
g∈Γ
Υn(g, ξ, gξ
′)
dν ◦ g
dν
(ξ′) dν(ξ) .ρ
∫ ∑
g∈Γ
Υn(g, ξ, gξ
′) dν(ξ)
=
∫
1
|Yn(ξ)|
∑
g∈Yn(ξ)
1Zn(g)(gξ
′)
ν(Zn(g))
dν(ξ)
.ρ
∫ ∑
g∈Yn(ξ)
1Zn(g)(gξ
′) dν(ξ)
=
∑
g∈Γ
ν({ξ| g ∈ Yn(ξ), gξ
′ ∈ Zn(g)}) .ρ 1.
To see the last inequality above, note that if g ∈ Yn(ξ) and gξ
′ ∈ Zn(g) then Lemma 5.5
implies (ξ|gξ′)e ⋗ρ n. So Lemma 4.6 implies ν({ξ| g ∈ Yn(ξ), gξ
′ ∈ Zn(g)}) .ρ e
−vn. By
Lemma 5.5, the number of nonzero terms in the sum is at most
|{g ∈ Γ : d(g, e) ∈ (2n− 2ρ, 2n), hgξ′(g) ∈ (−5ρ, ρ)}|.
By (4.3) if {xn} is a sequence in Γ converging to ξ
′ then
hgξ′(g)
.
= lim inf
n→∞
d(gxn, g)− d(gxn, e) = lim inf
n→∞
d(xn, e)− d(xn, g
−1)
.
= −hξ′(g
−1). (5.1)
Therefore, the number of nonzero terms is at most
|{g ∈ Γ : d(g, e) ∈ (2n− 2ρ, 2n), hξ′(g
−1) ∈ (−6ρ, 6ρ)}|
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when ρ is sufficiently large. Lemma 5.4 implies that this is .ρ e
vn. This proves the second
inequality (of the 4th requirement of definition 3.1).
For the last inequality note, we use the quasi-conformality of ν to say that if Υn(g, gξ, ξ
′) >
0 then Lemma 5.5 implies
dν ◦ g
dν
(ξ) ≍ e−vhξ(g
−1) .ρ 1.
By Lemma 5.4 |Yn(gξ)| .ρ e
vn. So,
∫ ∑
g∈Γ
Υn(g, gξ, ξ
′)
dν ◦ g
dν
(ξ) dν(ξ′) .ρ
∫ ∑
g∈Γ
Υn(g, gξ, ξ
′) dν(ξ′)
=
∫ ∑
g∈Γ
1Yn(gξ)(g)1Zn(g)(ξ
′)
|Yn(gξ)|ν(Zn(g))
dν(ξ′)
=
∑
g∈Γ
1Yn(gξ)(g)
|Yn(gξ)|
.ρ e
−vn|{g ∈ Γ : g ∈ Yn(gξ)}| .ρ 1.
To see the last inequality above, note that if g ∈ Yn(gξ) then d(e, g) ∈ (2n − 2ρ, 2n) and
hgξ(g) ∈ (2ρ, 4ρ). Equation (5.1) shows hgξ(g)
.
= −hξ(g
−1). So if ρ is sufficiently large then
Lemma 5.4 implies
|{g ∈ Γ : g ∈ Yn(gξ)}| ≤ |{g ∈ Γ : d(e, g) ∈ (2n− 2ρ, 2n), hξ(g
−1) ∈ (−6ρ, 6ρ)}| .ρ e
vn.
This proves the last inequality. So {Υn}
∞
n=1 is an admissible family.
Finally observe that by Lemma 5.5, if (g, ξ, ξ′) ∈ Sn then |hξ(g) − hξ′(g)| ≥ ρ. By
definition of quasi-conformality, R(g−1, ξ)
.
= −vhξ(g). So by choosing ρ sufficiently large, we
can require that |R(g−1, ξ)−R(g−1, ξ′)| ≥ Q for all (g, ξ, ξ′) ∈ Sn as required.
6 Proof of Lemma 5.4
Throughout this section, we assume (Γ, d) is a proper (1, c)-quasi-geodesic δ-hyperbolic
group. For g ∈ Γ and r > 0, let B(g, r) denote the closed ball of radius r centered at
g.
Lemma 6.1. Let p, q ∈ Γ and rp, rq > 0 be such that |rp − rq| ≤ d(p, q) − 2c. Then there
exists an element x ∈ Γ on a (1, c)-quasi-geodesic between p and q such that
B
(
x,
rp + rq − d(p, q)
2
− 2c
)
⊂ B(p, rp) ∩ B(q, rq) ⊂ B
(
x,
rp + rq − d(p, q)
2
+ 6c+ 2δ
)
.
Proof. Let γ : [a, b] → Γ be a (1, c)-quasi-geodesic from p to q for some interval [a, b] ⊂ R.
Let t = a+ d(p,q)+rp−rq
2
. Since γ is a (1, c)-quasi-geodesic, |(b− a)− d(p, q)| ≤ c. So t ∈ [a, b].
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Let x = γ(t). Note
∣∣∣d(x, p)− d(p, q) + rp − rq
2
∣∣∣ ≤ 2c and ∣∣∣d(x, q)− d(p, q) + rq − rp
2
∣∣∣ ≤ 2c.
The first inclusion now follows from the triangle inequality.
Let y ∈ B(p, rp) ∩ B(q, rq). By definition of δ-hyperbolicity,
2c ≥ (p|q)x ≥ min{(p|y)x, (q|y)x} − δ.
Suppose that min{(p|y)x, (q|y)x} = (p|y)x ≤ 2c+ δ. Then
d(y, x) = 2(p|y)x − d(p, x) + d(p, y) ≤ 4c+ 2δ −
d(p, q) + rp − rq
2
+ 2c+ rp
= 6c+ 2δ +
rp + rq − d(p, q)
2
.
By symmetry the above inequality holds if min{(p|y)x, (q|y)x} = (q|y)x. This proves the
second inequality.
Corollary 6.2. Let ξ ∈ ∂Γ. Let 0 < r and T ≤ r− 2c. Then there exists an element x ∈ Γ
such that
B
(
x,
r + T
2
− 2c
)
⊂ B(e, r) ∩ h−1ξ (−∞, T + 4δ]
B(p, r) ∩ h−1ξ (−∞, T − 4δ] ⊂ B
(
x,
r + T
2
+ 6c+ 2δ
)
.
Proof. Let {qn}
∞
n=0 be a sequence in Γ converging to ξ. Let rn = d(e, qn) + T . Since
limn→∞ d(e, qn) = +∞, |r − rn| ≤ d(e, qn) − 2c for all sufficiently large n. So the previous
lemma implies the existence of xn ∈ Γ such that
B
(
xn,
r + T
2
− 2c
)
⊂ B(e, r) ∩ B(qn, rn) ⊂ B
(
xn,
r + T
2
+ 6c+ 2δ
)
.
Since xn ∈ B(e, r) for all n and Γ is proper, there exists a limit point x of {xn}
∞
n=1 that lies
in B(e, r). The corollary now follows by taking limits as n→∞ and using (4.3).
Lemma 6.3. There exists a constants T0 > 0 such that if T2 ≥ T1 are such that T2−T1 ≥ T0,
ξ ∈ ∂Γ and r ≥ max(|T1|, |T2|)− 2c then
|B(e, r) ∩ h−1ξ [T1, T2]| ≍ e
v(r+T2)/2.
where v > 0 is the quasi-conformality constant from Lemma 4.6.
Proof. By Corollary 6.2 and Lemma 4.6, for any T , if r ≥ |T | − 2c then
|B(e, r) ∩ h−1ξ (−∞, T ]| ≍ e
v(r+T/2).
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So if r ≥ max(|T1|, |T2|)− 2c then
|B(e, r) ∩ h−1ξ [T1, T2]| ≥ |B(e, r) ∩ h
−1
ξ (−∞, T2]| − |B(e, r) ∩ h
−1
ξ (−∞, T1]|
& ev(r+T2/2)
if T2 − T1 is sufficiently large. On the other hand,
|B(e, r) ∩ h−1ξ [T1, T2]| ≤ |B(e, r) ∩ h
−1
ξ (−∞, T2]| − |B(e, r) ∩ h
−1
ξ (−∞, T1 − 1]|
. ev(r+T2/2)
if T2 − T1 is sufficiently large.
Lemma 5.4. There exist constants a0, T0 > 0 such that for every ξ ∈ ∂Γ if a ≥ a0,
r ≥ max(|T1|, |T2|)− 2c and T2 − T1 ≥ T0 then∣∣S(e; r − a, r) ∩ h−1ξ [T1, T2]∣∣ ≍ ev(r+T2)/2
where S(e; r − a, r) = {g ∈ Γ : r − a < d(e, g) ≤ r}.
Proof. Let T0 > 0 be as in the previous lemma. The upper bound follows from the previous
lemma and the inclusion S(e; r − a, r) ⊂ B(e, r). Also
|S(e; r − a, r) ∩ h−1ξ [T1, T2]| = |B(e, r) ∩ h
−1
ξ [T1, T2]| − |B(e, r − a) ∩ h
−1
ξ [T1, T2]|
& ev(r+T2)/2 − ev(r+T2−a)/2 ≍ ev(r+T2)/2
if a is sufficiently large.
7 Proof of Lemma 5.5
Lemma 7.1. For any ξ, ξ′ ∈ ∂Γ and any g, f ∈ Γ,
2(ξ|g)f
.
= hξ(f) + d(g, f)− hξ(g).
2(ξ|ξ′)e + hξ(g) + hξ′(g)
.
= 2(ξ|ξ′)g
.
= 2(g−1ξ|g−1ξ′)e.
Proof. Let xi be a sequence in Γ converging to ξ. By (4.2) and (4.3),
2(ξ|g)f
.
= lim inf
n→∞
2(xn|g)f = lim inf
n→∞
d(xn, f) + d(g, f)− d(xn, g)
= lim inf
n→∞
d(xn, f)− d(xn, e) + d(g, f) + d(xn, e)− d(xn, g)
.
= hξ(f)− hξ(g) + d(g, f).
Similarly, if x′i is a sequence in Γ converging to ξ
′ then
2(ξ|ξ′)g
.
= lim inf
n,m→∞
2(xn|x
′
m)g = lim inf
n,m→∞
d(xn, g) + d(x
′
m, g)− d(xn, x
′
m)
= lim inf
n,m→∞
d(g−1xn, e) + d(g
−1x′m, e)− d(g
−1xn, g
−1x′m)
.
= 2(g−1ξ|g−1ξ′)e.
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Similarly,
2(ξ|ξ′)g
.
= lim inf
n,m→∞
2(xn|x
′
m)g = lim inf
n,m→∞
d(xn, g) + d(x
′
m, g)− d(xn, x
′
m)
= lim inf
n,m→∞
d(xn, g)− d(xn, e) + d(x
′
m, g)− d(x
′
m, e) + d(xn, e) + d(x
′
m, e)− d(xn, x
′
m)
.
= hξ(g) + hξ′(g) + 2(ξ|ξ
′)e.
Lemma 5.5. If Υn(g, ξ, ξ
′) > 0 and ρ is sufficiently large (depending on (Γ, d) and ν)
then
hg−1ξ′(g
−1)⋗ρ0, hg−1ξ(g
−1)⋗ρ0, hξ′(g) ∈ (−5ρ, ρ), (ξ|ξ
′)e ≥ n−5ρ, (g
−1ξ|g−1ξ′)e ≥ n−10ρ.
Proof. Because Υn(g, ξ, ξ
′) > 0, we have
d(e, g) ∈ (2n− 2ρ, 2n), hξ(g) ∈ (2ρ, 4ρ), (ξ
′|g)e ∈ (n, n+ ρ).
By Lemma 7.1
2(ξ′|g)e
.
= d(e, g)− hξ′(g).
So
−4ρ⋖ hξ′(g)⋖ 0.
So hξ′(g) ∈ (−5ρ, ρ) (assuming ρ is sufficiently large).
Let {xn} be a sequence in Γ converging to ξ
′. By (4.3),
hg−1ξ′(g
−1)
.
= lim inf
n→∞
d(g−1xn, g
−1)−d(g−1xn, e) = lim inf
n→∞
d(xn, e)−d(xn, g)
.
= −hξ′(g) ≥ −ρ.
This shows hg−1ξ′(g
−1)⋗ρ 0. The proof that hg−1ξ(g
−1)⋗ρ 0 is similar.
By Lemma 7.1 2(ξ|g)e
.
= d(e, g)− hξ(g). So
n− 3ρ⋖ (ξ|g)e ⋖ n− ρ.
By (4.1),
(ξ|ξ′)e ⋗min{(ξ|g)e, (ξ
′|g)e}⋗ n− 3ρ.
This proves (ξ|ξ′)e ≥ n − 5ρ (for sufficiently large ρ). To prove the last inequality, observe
that by Lemma 7.1,
2(g−1ξ|g−1ξ′)e
.
= 2(ξ|ξ′)e + hξ(g) + hξ′(g).
So the previous inequalities imply (g−1ξ|g−1ξ′)e ≥ n− 10ρ if ρ is sufficiently large.
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8 Proof of Lemma 5.6
Lemma 8.1. For any x ∈ Γ ∪ ∂Γ there exists a ξ ∈ ∂Γ with (x|ξ)e
.
= 0.
Proof. If the lemma is false then for every n there exists xn ∈ Γ ∪ ∂Γ such that (ξ|xn)e ≥ n
for all ξ ∈ ∂Γ. By (4.1), for any ξ, ξ′ ∈ ∂Γ,
(ξ|ξ′)e ⋗min{(ξ|xn)e, (ξ
′|xn)e} ≥ n
which implies (ξ|ξ′)e = +∞ for all ξ, ξ
′ ∈ ∂Γ. But (ξ|ξ′)e = +∞ implies ξ = ξ
′ so ∂Γ
consists of only a single point. This contradicts our assumption that Γ is non-elementary
and therefore the boundary is infinite.
Lemma 8.2. There exists a constant C > 0 such that if g ∈ Γ, r > 0 and r + C < d(e, g)
then there exists ξ′′ ∈ ∂Γ with (ξ′′|g)e
.
= r.
Proof. By the previous lemma there exists an element ξ′ ∈ ∂Γ with (ξ′|g−1)e
.
= 0. By Lemma
7.1,
0
.
= 2(ξ′|g−1)e
.
= d(e, g)− hξ′(g
−1).
By another application of Lemma 7.1 and (5.1) this implies
2(gξ′|g)e
.
= d(e, g)− hgξ′(g)
.
= d(e, g) + hξ′(g
−1)
.
= 2d(e, g). (8.1)
Let γ : [0,∞]→ Γ be a (1, c)-quasi-geodesic with γ(0) = e and γ(∞) = gξ′. Let f = γ(r).
So d(e, f)
.
= r. By (4.3)
hgξ′(f)
.
= lim inf
t→∞
d(γ(t), f)− d(γ(t), e) = lim inf
t→∞
d(γ(t), γ(r))− d(γ(t), e)
.
= lim inf
t→∞
t− r − t = −r.
By Lemma 7.1,
(f |gξ′)e
.
= (1/2)(d(e, f)− hgξ′(f))
.
= r.
By Lemma 8.1 there exists an element ξ ∈ ∂Γ with (ξ|f−1gξ′)e
.
= 0. We will show that
ξ′′ := fξ satisfies the lemma.
Since |hfξ(f)| ≤ d(e, f),
(fξ|f)e
.
= (1/2)(d(e, f)− hfξ(f)) ≤ d(e, f)
.
= r.
By (4.1),
(fξ|gξ′)e ⋗min{(fξ|f)e, (f |gξ
′)e}⋗ r.
An application of Lemma 7.1 and (ξ|f−1gξ′)e
.
= 0 yields
2r ⋖ 2(fξ|gξ′)e
.
= 2(ξ|f−1gξ′)e − hfξ(f)− hgξ′(f)
.
= −hfξ(f) + r. (8.2)
So hfξ(f)⋖−r. Since hfξ(f) ≥ −d(e, f)
.
= −r we have hfξ(f)
.
= −r. So (8.2) implies
(fξ|gξ′)e
.
= r.
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Since (gξ′|g)e
.
= d(e, g) (by (8.1)), there is a constant C > 0 so that if d(e, g) > r + C then
(fξ|gξ′)e ≤ (gξ
′|g)e. Assuming this, we have by (4.1),
(fξ|g)e ⋗min{(fξ|gξ
′)e, (gξ
′|g)e} = (fξ|gξ
′)e
.
= r.
Also,
r
.
= (fξ|gξ′)e ⋗min{(fξ|g)e, (gξ
′|g)e}.
Since r+C ≤ d(e, g)
.
= (gξ′|g)e, we must have that if C > 0 is large enough then r⋗ (fξ|g)e.
As we have already shown the opposite inequality, we now have r
.
= (fξ|g)e. This proves
the lemma by setting ξ′′ := fξ.
Lemma 5.6. If ρ is sufficiently large (dependent only on (Γ, d) and ν) then for any
g ∈ Γ with d(e, g) ∈ (2n− 2ρ, 2n), ν(Zn(g)) ≍ρ e
−vn.
Proof. Let ξ, ξ′ ∈ Zn(g) (i.e., (ξ|g)e, (ξ
′|g)e ∈ (n, n + ρ)). By (4.1),
(ξ|ξ′)e ⋗min{(ξ|g)e, (ξ
′|g)e} > n.
So, fixing ξ, we see that Zn(g) ⊂ {ξ
′ : (ξ|ξ′)e ≥ n− ρ} if ρ is sufficiently large. By Lemma
4.6, the later set has measure .ρ e
−vn. This shows ν(Zn(g)) .ρ e
−vn.
To prove the opposite inequality, by Lemma 8.2, there exists an element ξ′ ∈ ∂Γ satisfying
n+ρ/3 ≤ (ξ′|g)e ≤ n+ρ/2 (if ρ is sufficiently large). Let ξ
′′ ∈ ∂Γ be such that (ξ′|ξ′′) ≥ n+ρ.
By (4.1),
(ξ′′|g)e ⋗min{(ξ
′|ξ′′)e, (ξ
′|g)e} ≥ n+ ρ/3.
Also,
(ξ′|g)e ⋗min{(ξ
′′|g)e, (ξ
′′|ξ′)e}.
If ρ is sufficiently large, then it cannot be true that n+ ρ/2 ≥ (ξ′|g)e ⋗ (ξ
′′|ξ′)e ≥ n+ ρ. So
we must have that
n+ ρ/2 ≥ (ξ′|g)e ⋗ (ξ
′′|g)e.
We have now shown that
n + ρ/2⋗ (ξ′′|g)e ⋗ n+ ρ/3.
It follows that if ρ is large enough then (ξ′′|g)e ∈ (n, n+ ρ), i.e., ξ
′′ ∈ Zn(g). Thus
Zn(g) ⊃ {ξ
′′ ∈ ∂Γ : (ξ′′|ξ′)e ≥ n+ ρ}.
It follows from Lemma 4.6 that ν(Zn(g)) &ρ e
−vn. This proves the opposite inequality.
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