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Abstract
In this paper we study systems in which the system operator, A, has a Riesz basis
of (generalized) eigenvectors. We show that this class is subset of the class of spectral
operators as studied by Dunford and Schwartz. For these systems we investigate several
system theoretic properties, like stability and controllability. We apply our theory to
Euler-Bernoulli beam with structural damping.
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1 Introduction
A well-known fact in functional analysis is that the eigenvectors of a compact (or generally a
discrete) self-adjoint operator form an orthogonal basis for the Hilbert space. Furthermore,
the operator can be expressed as an infinite sum over all eigenvectors. This result was the
starting point of the theory of spectral operators developed in the famous three volume treatise
of Dunford and Schwartz [1]. Based on this idea, Curtain [2] introduced a class of discrete
spectral operator for the discrete operators in Hilbert spaces. For this class of operators,
some problems in the theory of infinite dimensional systems, such as spectrum-determined
growth condition, controllability, stabilizability and their dual concepts observability and
detectability, can be developed (see [3] for details). Although the class of discrete spectral
∗This work was carried out during a visit by B.Z. Guo at the University of Twente. This visit was funded
by the Netherlands Organization for Scientific Research, (NWO)
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operators includes many distributed parameter systems of interest, many vibrating systems
with structural damping have system operators which are not discrete. In this paper, we shall
introduce our class of Riesz spectral operators. This class is smaller than the general spectral
operator, but larger than the class of discrete spectral operators in the sense that it possesses
a Riesz basis of (generalized) eigenvectors. It is possible to derive explicit formulae for the
resolvent, and the C0-semigroup generated by this kind of operator. This makes it possible
to extend the results obtained in [2] on spectrum-determined growth condition, the stability
and analyticity of the semigroup to the class of discrete spectral operators.
We shall begin by introducing some notation. H will denote a separable Hilbert space
and A a closed linear operator in H, with the domain D(A). Furthermore, σ(A), σp(A),
σr(A), σc(A), ρ(A) will denote the spectrum of A, the point spectrum, the residual spectrum,
the continuous spectrum and the resolvent set of A, respectively. For the sake of coherent
understanding, we first define the spectral projection corresponding to the operator A which
is available in most of textbooks of functional analysis.
Definition 1.1 Let A be a closed operator and let γ ⊂ σ(A) be a compact subset of C which
is open and closed in σ(A). A subset with these properties will be called a compact spectral
set. With the compact spectral set γ, we can construct a closed Jordan curve Γ, which is
oriented in the customary positive sense of complex variable theory, and it bounds a finite
domain containing every point of γ and no point of σ(A)\γ. The spectral projection on γ is
now defined as
E(γ) =
1
2πi
∫
Γ
(λ−A)−1dλ. (1)
The following basic properties of spectral projection can be found in chapter XVIII of [1]
Lemma 1.2 The spectral projection E(·) as defined by (1) has the following properties:
1. E(γ) is a projection (not necessarily self-adjoint).
2. E(∅) = 0.
3. E(γ1)E(γ2) = E(γ1 ∩ γ2).
4. E(γ1 ∩ γ2) is the projection on E(γ1)H + E(γ2)H.
5. If γ = {λi} is an isolated eigenvalue, with finite multiplicity, then E(λi) := E({λi}) is
the projection on the space of generalized eigenvectors of A corresponding to λi, that is,
the subspace spanned by all those φi satisfying (λi−A)nφi = 0 for some positive integer
n.
With the spectral projections we can define our class of spectral operators.
Definition 1.3 Let A be a closed operator in a Hilbert space H with spectrum σ(A) and point
spectrum σp(A). Then A is a Riesz spectral operator if
1. The spectrum of A is totally disconnected, i.e., every point of σ(A) is not connected
with any other point of σ(A) and all eigenvalues are isolated.
2. The family of projection E(γ) is uniformly bounded for all compact spectral set γ.
3. Let {λi} be the set of (isolated) eigenvalues of A. Then span{E(λi)H} = H.
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4. dim{E(λi)H} < ∞ for all eigenvalues λi ∈ σp(A).
Remark 1.4 The definition here is consistent with the definition of spectral operator by Dun-
ford and Schwartz [1], see theorem XVIII.2.32 where the condition “no non-zero x in H satis-
fies the equation E(γ)x = 0 for all compact spectral set γ” can be deduced from the condition
3 . of Definition 1.3 will be cleared up in Remark 2.4. The adjective Riesz represents the
fact that the operator from our class possesses a Riesz basis of generalized eigenvectors. The
converse is under very mild conditions also true. We shall discuss these points in next section.
2 Basic properties of Riesz spectral operator
Before going on, let us give a definition on Riesz basis.
Definition 2.1 A sequence {fi}∞1 in a Hilbert space H forms a Riesz basis for H if
1. span{fi} = H and
2. There exist positive constants m and M such that for an arbitrary positive integer n
and arbitrary scalar ci, i = 1, 2, .., n one has
m
n∑
i=1
| ci |2≤ ‖
n∑
i=1
cifi‖2 ≤ M
n∑
i=1
| ci |2 .
From the definition, one can easily see that an orthonormal complete sequence in a Hilbert
space is a Riesz basis. Actually, Riesz basis is such a basis that is equivalent to orthonormal
basis under bounded invertible transform; that is, for any given Riesz basis {fi}∞1 in H, there
exists an bounded invertible linear operator T such that
Tfi = ei, i ≥ 1
where {ei}∞1 is an orthonormal basis. We refer to [7], [9] and [8] for other properties of Riesz
basis in details. Also once we have a Riesz basis {fi} for H, we can identify H with 2 by the
correspondence
x =
∞∑
i=1
aifi ∈ H ↔ {ai}∞1 ∈ 2.
The following result which is available in [7], will be used frequently in the sequel.
Lemma 2.2 Let {fi}∞1 be a Riesz basis for H. Then the following holds:
1. There exists a biorthogonal sequence {f∗i }, that is, 〈f∗i , fi〉 = δij , i, j ≥ 1.
2. With this biorthogonal sequence, every x ∈ H can be uniquely written as
x =
∞∑
i=1
〈x, f∗i 〉fi
and
m
∞∑
i=1
|〈x, f∗i 〉|2 ≤ ‖x‖2 ≤ M
∞∑
i=1
|〈x, f∗i 〉|2
for some positive constants m and M .
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3. {f∗i }∞1 also forms a Riesz basis for H.
Theorem 2.3 Let A be a Riesz spectral operator. Then there exists a set of generalized
eigenvectors of A, which forms a Riesz basis for H. Furthermore, this Riesz basis can be
chosen to be {{eji}ni1 }∞1 , where {eji}ni1 is any orthonormal basis for E(λi)H for all i ≥ 1.
Proof: By the definition we have that there exists an M > 0 such that ‖E(γ)‖ ≤ M for all
compact spectral set γ. We shall show that
1
4M2
‖x‖2 ≤
∞∑
i=1
‖E(λi)x‖2 ≤ 4M2‖x‖2. (2)
By induction, it is easy to show that
n∑
i=1
‖E(λi)x‖2 = 12n
∑
∈±1
‖	1E(λ1)x + 	2E(λ2)x + · · · + 	nE(λn)x‖2. (3)
Indeed as n = 2,
‖E(λ1)x‖2 + ‖E(λ2)x‖2 = 14
∑
∈±1
‖	1E(λ1)x + 	2E(λ2)x‖2
which is the well-known parallelogram equality. Since the number of {	i}n1 is 2n, we can regard
by (3)
∑n
i=1 ‖E(λi)x‖2 as the average over all ‖
∑n
i=1 	iE(λi)x‖2, 	i = ±1. So there are sets
{	1i } and {	2i } such that
ax = ‖
n∑
i=1
	1iE(λi)x‖2 ≤
n∑
i=1
‖E(λi)x‖2 ≤ ‖
n∑
i=1
	2iE(λi)x‖2 = bx.
Now
bx = ‖
n∑
i=1
	+i E(λi)x−
n∑
i=1
	−i E(λi)x‖2
where 	±i are 1 or 0. Hence
n∑
i=1
‖E(λi)x‖2 ≤ 4M2‖x‖2. (4)
Let now E+ =
∑
E(λi) summed over those i with 	1i = 1, and let E
+ =
∑
E(λi) summed
over those i with 	1i = −1. Then
(E+ − E−)2 = E+ +E− = E(
n⋃
i=1
λi) and ‖E+x− E−x‖2 = ax.
Hence
‖E(
n⋃
i=1
λi)x‖2 = ‖E+x− E−x‖2 = ‖(E+ −E−)2x‖2 ≤ ‖E+ − E−‖2‖E+x− E−x‖2,
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thus
‖E(
n⋃
i=1
λi)x‖2 ≤ 4M2ax ≤ 4M
2n∑
i=1
‖E(λi)x‖2.
So we have proved that
1
4M2
‖E(
n⋃
i=1
λi)x‖2 ≤
n∑
i=1
‖E(λi)x‖2 ≤ 4M2‖x‖2 (5)
and thus (2) is proved for all x in span{E(λi)H | 1 ≤ i ≤ n}. However, by definition, such
set is dense in H and thus (2) is proved. If {eji}ni1 is an orthonormal basis for the finite
dimensional space E(λi)H, we show that {{eji}ni1 }∞1 forms a Riesz basis for H. First, it is
obvious that span{eji} is dense in H. Secondly, let cij be any finite sequence and define x as∑n
i=1
∑ni
j=1 cjieji. Then
E(λi)x =
ni∑
j=1
cjieji, i ≤ i ≤ n
due to ejk ∈ E(λk)H and E(λi)E(λk) = δikE(λk). Since {eji} is orthogonal, we have
‖E(λi)x‖2 =
ni∑
j=1
| cji |2 .
By (5), it has
1
4M2
‖x‖2 ≤
n∑
i=1
ni∑
j=1
| cji |2≤ 4M2‖x‖2.
By Definition 2.1, {{eji}ni1 }∞1 forms a Riesz basis for H. 
Remark 2.4 The Riesz spectral operator is a spectral operator in the sense of Dunford and
Schwartz. Actually, by Dunford and Schwartz Theorem XVIII.2.32, we need only show that
there is no non-zero x ∈ H such that
E(γ)x = 0
for any compact spectral set γ. Let {{eji}ni1 }∞1 be the Riesz basis of H claimed in the proof of
Theorem 2.3 and {{e∗ji}ni1 }∞1 its biorthogonal sequence, that is,
〈eji, e∗km〉 = δjkδim, 1 ≤ j ≤ ni, 1 ≤ k ≤ nm, i,m = 1, 2, . . . .
Define the following operator
F (γ) =
∑
λi∈γ
ni∑
j=1
〈·, e∗ij〉eij . (6)
We shall show that E(γ) = F (γ). Let x be an element of H. Then x can be represented as
x =
∞∑
i=1
ni∑
j=1
〈x, e∗ij〉eij . (7)
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So
E(γ)x =
1
2πi
∫
Γ
(µ−A)−1xdµ
=
∞∑
k=1
ni∑
j=1
〈x, e∗kj〉
1
2πi
∫
Γ
(µ−A)−1ekjdµ
=
∑
λi∈γ
ni∑
j=1
〈x, e∗ij〉eij = F (γ)x.
By this expression, E(γ)x = 0 for all compact spectral set γ if and only if x = 0.
Remark 2.5 For a Riesz spectral operator A, once we have chosen the Riesz basis {{φji}ni1 }∞1
of generalized eigenvectors of A, where {φji}ni1 is a basis of E(λi)H for all i ≥ 1, then A is
equivalent to an infinite matrix
A = (A1, A2, · · · , An, · · ·)
in 2, where Ai is an ni × ni matrix produced by the restriction A|E(λi)H = AE(λi) of A in
the subspace E(λi)H under the basis {φji}ni1 .
In the later we shall identify A|E(λi)H with the matrix Ai once we have chosen the Riesz
basis of generalized eigenvectors.
The converse of Theorem 2.3 is also true, which is of more importance for practical appli-
cations.
Theorem 2.6 Let A be a closed operator with isolated point spectrum {λi}∞1 and generalized
eigenvectors {φij}nij=1. If the closure of the point spectrum is totally disconnected and equal
to σ(A) and {{φij}nij=1}∞i=1 forms a Riesz basis for H, then A is a spectral operator.
Proof: Since {{φij}nij=1}∞i=1 is a Riesz basis, there exists a biorthogonal sequence {{φ∗ij}nij=1}∞i=1
satisfying
〈φji, φ∗km〉 = δjkδim, 1 ≤ j ≤ ni, 1 ≤ k ≤ nm, i,m = 1, 2, . . . .
And any x ∈ H can be represented as
x =
∞∑
i=1
ni∑
j=1
〈x, φ∗ij〉φij .
So the Riesz decomposition (2) holds and
E(γ) =
∑
λi∈γ
ni∑
j=1
〈·, φ∗ij〉φij (8)
for any compact spectral set γ. So the projections are uniformly bounded with respect to
compact spectral set. 
A natural question should be asked is that for a Riesz spectral operator A, can we say
that σ(A) consists of only eigenvalues together with the limit set of eigenvalues of A?. In
other words, if λ satisfies
inf |λ− λi| ≥ 	 > 0, ∀i ≥ 1 (9)
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for some 	 > 0 then whether or not λ ∈ ρ(A)?.
We have not got the answer to above question. The following result is a special case of
this question.
Theorem 2.7 Let A be a Riesz spectral operator with isolated eigenvalues {λi} in a Hilbert
H. If dimE(λi)H ≤ 2 for all sufficiently large i, then for any λ satisfying (9), λ ∈ ρ(A).
Proof: If there exists an N > 0 such that dimE(λi)H = 1 for all i > N . Then from
Theorem 2.3, we can choose {{eji}ni1 }N1 ∪ {ei}i>N to be a Riesz basis of H where {eji}ni1
is any orthonormal basis for E(λi)H for i ≤ N and ei is an normalized eigenvector of A
corresponding to λi for i > N . For any
x =
N∑
i=1
ni∑
j=1
aijeij +
∑
i>N
aiei
it is easily seen that any λ satisfying (9)
(λ−A)−1x = (λ−A)−1
N∑
i=1
ni∑
j=1
aijeij +
∑
i>N
ai
ei
λ− λi .
In particular, λ ∈ ρ(A). Also similar to the above expression, we see that if the conclusion is
not true, then there exists a sequence mi → ∞ as i → ∞ such that dimE(λmi)H = 2 and
the restriction Ami of A to the subspace E(λmi)H satisfy
‖(λ−Ami)−1‖ → ∞, i →∞.
Under the chosen orthonormal basis of E(λmi)H, Ami is equivalent to the matrix
Ami = T
−1
mi
(
λi 1
0 λi
)
Tmi
where Tmi is an 2× 2 nonsingular matrix. For any λ satisfying (9)
(λ−Ami)−1 =
1
λ− λi +
1
(λ− λi)2Bmi
for some 2× 2 matrix Bmi . It is seen that ‖(λ−Ami)−1‖ → ∞ if and only if
‖Bmi‖
|λ− λi|2 →∞.
In this case, a simple argument shows that all complex number µ in a small neighborhood of
λ will make ‖(µ −Ami)−1‖ is not uniformly bounded with respect to i. So it belongs to the
spectrum of A. Hence the spectrum of A is not disconnected. The proof is thus completed
by this contradiction. 
Theorem 2.8 Let A be a Riesz spectral operator in a Hilbert space H. Then σr(A) = ∅.
Proof: This follows from the fact that for any linear operator B in a Banach space X and
two distinct scalar λ and ξ, it holds
N ((λ−B)m) ⊂ R((ξ −B)n),∀n,m ≥ 1. (10)
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In particular for Riesz spectral operator A, it follows from (10) that
E(λi)H ⊂ R(ξ −A), ∀i
for any ξ ∈ C. By Definition 1.3, R(ξ −A) is dense in H. The result follows. 
Theorem 2.9 Let A be a closed operator with isolated point spectrum {λi}∞1 and the closure
of the point spectrum is disconnected and for each i,dimE(λi)H = ni < ∞. Choose special
basis of E(λi)H, which is most often possible in applications, as follows:

(A− λi)φ1ji = 0, ‖φ1ji‖ = 1, j = 1, 2, . . . , ki;
(A− λi)φkji = φk−1ji , j = 1, 2, . . . , ki, k = 2, 3, . . . ,mij ;∑ki
j=1 mij = ni.
(11)
That is, under {φkji}, Ai = AE(λi) takes Jordan canonical form. Suppose {{{φkji}mijk=1}kij=1}∞i=1
forms a Riesz basis for H. Then
(i). For any bounded set S on the complex plane, ms = supdimλi∈S E(λi)H < ∞.
(ii). σ(A) is the closure of the point spectrum.
(iii). A is a Riesz spectral operator.
(iv). If S is defined as
S =
∞∑
i=1
λiE(λi),D(S) = {x |
∞∑
i=1
| λi |2 ‖E(λi)x‖2 < ∞}
then
N = A− S
is a bounded operator with N |E(γ) is nilpotent, for any compact spectral set γ.
Proof: Since {{{φkji}mjik=1}kij=1}∞i=1 is a Riesz basis, for x ∈ H, there exists a sequence {cjik} ∈
2, such that
x =
∞∑
i=1
ki∑
j=1
mji∑
k=1
cjikφ
k
ji,
∞∑
i=1
ki∑
j=1
mji∑
k=1
| cjik |2< ∞.
So as it is indicated in Remark 2.5, by the correspondence x ←→ {cjik},H is isomorphism
to 2 and A is equivalent to a infinite matrix, still denoted by A, in 2:
A = diag(Ai)
and
Ai = diag(Ai1, Ai2, . . . , Aimki ), Aij = λiImij + Nij , 1 ≤ j ≤ miki , N
mij
ij = 0
where Imij denotes the mij ×mij identity matrix. Suppose supλi∈S E(λi)H = ∞ for some
bounded S. Then there is λ0 which is an accumulation point of {λi} and hence belongs to
σ(A) such that | λi − λ0 |< 1/i and ni → ∞. We claim that any λ satisfying | λ − λ0 |≤ 1
belongs σ(A). In fact, in this case, there are a sequence mipi , 1 ≤ pi ≤ miki approaching
infinity such that | λ− λi |≤ 1. Suppose λ ∈ ρ(Aimipi ). Then it is easily seen that
‖(λ−Aimipi )−1emipi )‖ =
mipi∑
k=1
1
| λ− λi|k →∞.
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So λ ∈ σ(A), contradicting the assumption. (i) is thus proved. To prove (ii), we may assume
that
min | λ− λi |> 	 > 0.
We show that λ ∈ ρ(A). Actually,
(λ−A)−1 = diag((λ−Ai)−1)
(λ−Ai)−1 = diag((λ−Ai1)−1, . . . , (λ−Aimki )
−1),
(λ−Aij)−1 =
mij∑
k=1
1
(λ− λi)k N
k−1
ij , 1 ≤ j ≤ miki .
The proof is compete if we can show that
sup
i,j
‖(λ−Aij)−1‖ < ∞. (12)
and we need only to show (12) for those λi satisfying | λ − λi |> 2 since the number of λi
satisfying | λ− λi |≤ 2 is finite. Note that for any Nij, it has ‖Nij‖ ≤ 1. Hence
‖(λ−Aij)−1‖ ≤
mij∑
k=1
1
| λ− λi |k ≤
∞∑
k=1
2−k
proving (ii).
Suppose {φk∗ji } is the biorthogonal sequence of {φkji}. Then same as before,
E(γ) =
∑
λi∈γ
ki∑
j=1
mji∑
k=1
〈·, φk∗ji 〉φkji
for any compact spectral set γ, ‖E(γ)‖ is uniformly bounded with respect to all compact
spectral set γ. Therefore, A is a Riesz spectral operator.
Now for x =
∑∞
i=1
∑ki
j=1
∑mji
k=1〈x, φk∗ji 〉φkji, E(λi)x =
∑ki
j=1
∑mji
k=1〈x, φk∗ji 〉φkji and hence
AE(λi)x =
∑ki
j=1
∑mji
k=1〈x, φk∗ij 〉Aφkji =
∑ki
j=1
∑mji
k=1〈x, φk∗ij 〉[λiφkji + φk−1ji ]
= λiE(λi)x +
∑ki
j=1
∑mji
k=1〈x, φk∗ij 〉φk−1ji .
It is obvious that
D(A) = {x |
∞∑
i=1
| λi |2 ‖E(λi)x‖2 <∞}
and for any x =
∑∞
i=1
∑ki
j=1
∑mji
k=1〈x, φk∗ji 〉φkji ∈ D(A),
Ax =
∞∑
i=1
AE(λi)x =
∞∑
i=1
λiE(λi)x +
∞∑
i=1j
ki∑
=1
mji∑
k=1
〈x, φk∗ij 〉φk−1ji . (13)
We understand the operator Nij in the original space H as
Nijφ
1
ji = 0, ‖φ1ji‖ = 1, j = 1, 2, . . . , ki;
Nijφ
k
ji = φ
k−1
ji , j = 1, 2, . . . , ki, k = 2, 3, . . . ,mij;
Nijφ
k
pq = 0, if i = p or j = q.
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Then it follows from (13) that
Ax = Sx +
∞∑
i=1
ki∑
j=1
Njix = Sx + Nx
where
N =
∞∑
i=1j
ki∑
=1
Nji (14)
is a bounded operator in H. For any compact spectral set γ,
N |E(γ)=
∑
λi∈γ
ki∑
j=1
Nji
Since Nmijij = 0 and supλi∈γ ni < ∞ due to (i), we see N |E(γ) is nilpotent. The proof is
complete. 
In applications, usually what we can handle is the generalized eigenvectors formed in
Theorem 2.9. So a natural question is when such a set of generalized eigenvectors forms
a Riesz basis for the space H. The general conclusion is stated in Young [1] as following
proposition.
Theorem 2.10 A complete sequence {φn} in a Hilbert space H is a Riesz basis if and only
if its Gram matrix (〈φi, φj〉)∞i,j=1 generates a bounded invertible operator on 2.
The following counterexample shows that the sequence produced in the way of Theorem
2.9 is not necessarily a Riesz basis.
Example 2.11 Let
A = diag(An), An =
(
n n2
0 n
)
, n ≥ 1.
It is easily seen that for any λ ∈ N+, λ ∈ ρ(A)
(λ−A)−1 = diag((λ−An)−1), (λ−An)−1 =
(
(λ− n)−1 n2(λ− n)−2
0 (λ− n)−1
)
, n ≥ 1.
So A is a Riesz spectral operator on H = ⊕C2. For each n, the generalized eigenvectors
{φ1n, φ2n} produced by Theorem 2.9 takes the form
φ1n = (αn, 0)
T , φ2n = (βn,−αnn−2)T
for some constants αn, βn. The Gram matrix of {φ1n, φ2n} is
Γn =
( |αn|2 αnβn
|βn|αn |βn|2 + |αn|2/n4
)
.
In order {{φ1n, φ2n}‖∞n=1 to be a Riesz basis, it is necessarily that
0 < m ≤ |αn|, |βn| ≤ M
for some m,M > 0. However, under this condition, Γ−1n is never uniformly bounded with
respect to n. So {{φ1n, φ2n}}∞n=1 is not a Riesz basis for H. 
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Theorem 2.12 Let A be a Riesz spectral operator with the form
A = S + N
where S =
∑∞
i=1 λiE(λi) and N is a bounded quasi-nilpotent operator, i,e., σ(N) = ∅. Then
(i). The domain of A is equal to the subspace {x ∈ H |∑∞i=1 ‖λiE(λi)x‖2 < ∞}.
(ii). λ ∈ ρ(A) if and only if
inf
i
| λ− λi |> 0.
And in this case,
(λ−A)−1 =
∞∑
i=1
∞∑
n=0
Nn
(λ− λi)n+1E(λi) =
∞∑
i=1
(λ− λi −N)−1E(λi). (15)
(iii). A generates a C0-semigroup if and only if supReλi < ∞, and the semigroup in this
case is given by
T (t) =
∞∑
i=1
eλit
∞∑
n=0
tnNnE(λi) =
∞∑
i=1
eλiteNtE(λi). (16)
(iv). If Nk = 0 for some positive integer k, then the spectrum-determined growth condition
holds true for T (t).
(v). A generates an analytic semigroup if and only if σp(A) ⊂ Sr,α, where Sr,α = {z ∈
C|Rez < r and |arg(z)| > π2 + α} for some real r and α > 0.
Proof (i) is obvious. Since N is quasi-nilpotent, it has
lim
n→∞ ‖N
n‖1/n = 0.
For any y ∈ H and λ satisfying inf | λ− λi |> 0, solving
(λ−A)E(λi)x = E(λi)y
we have
(λ− λi)E(λi)x = NE(λi)x + E(λi)y
So
E(λi)x =
1
λ− λiNE(λi)x +
1
λ− λiE(λi)y
=
1
λ− λiN
[
1
λ− λiNE(λi)x +
1
λ− λiE(λi)y
]
+
1
λ− λiE(λi)y
= N
2
(λ−λi)2E(λi)x +
N
(λ−λi)2E(λi)y +
1
λ−λiE(λi)y
=
∑∞
n=0
Nn
(λ−λi)n+1E(λi)y
That is
(λ−A)−1E(λi)y =
∞∑
n=0
Nn
(λ− λi)n+1E(λi)y
and hence
(λ−A)−1 =
∞∑
i=1
∞∑
n=0
Nn
(λ− λi)n+1E(λi).
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This is (ii). To show (iii), it is noticed that S generates a C0-semigroup on H, so does
S + N = A by the boundedness of N . Let
y(t) =
∞∑
i=1
∞∑
n=0
tnNneλitE(λi)x
Then it is well-defined under assumption. First y(0) = x and secondly
y′(t) =
∑∞
i=1
∑∞
n=0 nt
n−1NneλitE(λi)x +
∑∞
i=1 λi
∑∞
n=0 t
nNneλitE(λi)x
= Sy(t) +
∑∞
i=1
∑∞
n=0 t
nNn+1eλitE(λi)x = Sy(t) + Ny(t) = Ay(t).
Therefore,
T (t) =
∞∑
i=1
∞∑
n=0
tnNneλitE(λi).
(vi) is a direct consequence of (16). Finally, suppose the point spectrum of A satisfies condition
(v). Then take r large enough such that as Reλ > r, (.......to be finished). 
Corollary 2.13 Let A be a closed linear operator with σp(A) totally disconnected and assume
that the normalized eigenvectors {φn} forms a Riesz basis with the biorthogonal sequence {φ∗n}.
Then
A =
∞∑
i=1
〈·, φ∗i 〉φi; D(A) = {x|
∞∑
i=1
|〈x, φ∗i 〉|2 < ∞} (17)
and
(λ−A)−1 =
∞∑
i=1
1
λ− λi 〈·, φ
∗
i 〉φi;
T (t) =
∞∑
i=1
eλit〈·, φ∗i 〉φi
(18)
provided that sup{Reλi} < ∞.
In Theorem 2.12, we assume that N is a bounded quasi-nilpotent operator. This perhaps
the only possible class of Riesz spectral operator which is meaningful in system application
point of view by the following example.
Let H = {(x1n, x2n)|
∞∑
n=1
[|x1n|2 + |x2n|2] < ∞}. Define
A = diag(A1, A2, · · · , An, · · ·), An =
(
in an
0 in
)
, |an| ≤ n, n ≥ 1.
Then A = S + N
D(S) = D(A) = {(x1n, x2n)|
∞∑
n=1
n2|xin|2 < ∞, i = 1, 2};
D(N) = {(x1n, x2n)|
∞∑
n=1
a2n|x2n|2 < ∞} ⊃ D(A) = D(S).
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It is seen that
eAt = diag(eA1t, eA2t, · · · , eAnt, · · ·), eAnt =
(
eint ante
int
0 eint
)
, n ≥ 1.
From above expression, we see that if |an| → ∞, then A does not generates a C0-semigroup
on H. 
To end this section, we present an Bari’s type of criterion for the Riesz spectral operator.
Lemma 2.14 Let A be linear operator in a Hilbert space H with isolated eigenvalues and
residual spectrum {λi}∞1 , ρ(A) = ∅. Let
σ∞ = {x | E(λi)x = 0, i ≥ 1}.
Then σ∞ is either 0 or infinite dimensional.
Proof Suppose first that if A is bounded and 0 < dimσ∞ < ∞. Since σ∞ is invariant
subspace of A, that is, Aσ∞ ⊂ σ∞, A has at least one eigenvector x∞ ∈ σ∞ such that
Ax∞ = ηx∞ for some constant η. So η = λi for some i and hence
0 = E(λi)x∞ = x∞
Contradiction. If A is unbounded. Take λ0 ∈ ρ(A) such that | λ0 − λi |≥ 	 > 0 for all i ≥ 1.
Let T = (λ0 −A)−1. Then it is well-known that
λi ∈ σp(A) iff (λ0 − λi)−1 = µi ∈ σp(T ), λi ∈ σr(A) iff (λ0 − λi)−1 = µi ∈ σr(T )
and
E(λi) = E(µi, T ) for all i ≥ 1.
Hence
σ∞ = {x | E(µi, T )x = 0, µi ∈ σp(T ) ∪ σr(T )}.
Since T is bounded, σ∞ is either 0 or infinite dimensional. 
Lemma 2.15 Let A be a densely defined closed operator in a Hilbert space H with isolated
eigenvalues {λi}∞1 . Let sp(A) be the root subspace of A. Then
H = sp(A)⊕ σ∗∞
where
σ∗∞ = {x | E(λi, A∗)x = 0, λi ∈ σp(A)}.
Proof By a well-known fact σ(A∗) = {λ | λ ∈ σ(A)}, λi is an isolated spectral point of A∗
and so E(λi, A∗) makes sense. For any f ∈ E(λi)H, g∗ ∈ σ∗∞, we have E(λi)f = f and hence
〈f, g∗〉 = 〈E(λi)f, g∗〉 = 〈f,E(λi, A∗)g∗〉 = 0.
Hence sp(A) ⊂ (σ∗∞)⊥. If f ∈ sp(A), then there exists a functional g∗ such that
〈f, g∗〉 = 1, 〈h, g∗〉 = 0 for all h ∈ sp(A).
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For any w ∈ H, h = E(λi)w ∈ sp(A) and hence 〈E(λi)w, g∗〉 = 0, it follows that
〈w,E(λi, A∗)g∗〉 = 0,∀w ∈ H.
So E(λi, A∗)g∗ = 0. That is g∗ ∈ σ∗∞. Hence f ∈ (σ∗∞)⊥. Therefore, sp(A) = (σ∗∞)⊥, proving
the lemma. 
Lemma 2.16 ([10]). Let {φn}∞1 be a Riesz basis for a Hilbert space H. Suppose there are
N ≥ 1 and an ω-linearly independent sequence {ψn}∞N such that
∞∑
n=N
‖ψn − φn‖2 < ∞.
Then {ψn}∞N forms a Riesz basis for the subspace spanned by itself.
Now we are in a position to prove the final result of this section, which is analogue for
discrete operators appeared in [5] and [6].
Theorem 2.17 Let A be a densely defined closed linear operator in a Hilbert space H with
isolated eigenvalues {λi}∞1 and σr(A) = ∅ . Let {φn}∞1 be a Riesz basis for H. Suppose there
are N ≥ 1 and a sequence generalized eigenvectors {ψn}∞N such that
∞∑
n=N
‖ψn − φn‖2 < ∞. (19)
Then there exist M(≥ N) number of generalized eigenvectors {ψn0}M1 such that {ψn0}M1 ∪
{ψn}∞M+1 forms a Riesz basis for H.
Proof Condition (19) implies that there exists an M ≥ N such that {φn}M1 ∪{ψn}∞M+1 forms
a Riesz basis for H, in particular, (sp(A))⊥ is finite dimensional.
By Lemma 2.16, H = sp(A)⊕ σ∗∞ where
σ∗∞ = {x | E(λi, A∗)x = 0, λi ∈ σp(A)}.
It is known that λ ∈ σp(A∗) ∪ σr(A∗) if and only if λ ∈ σp(A) ∪ σr(A) = σp(A). By our
assumption σp(A∗)∪ σr(A∗) = {λi}∞1 . Since σ∗∞ is finite dimensional, it follows from Lemma
2.16 that σ∗∞ = {0}. Therefore, sp(A) = H.
Suppose that {ψα} ∪ {ψn}∞M is the “maximal” ω-linearly independent set of generalized
eigenvector of A, that is, {ψα} ∪ {ψn}∞M is an ω-linearly independent set and if adding an-
other extra generalized eigenvector of A to {ψα} ∪ {ψn}∞M , the extended set is not ω-linearly
independent anymore. By Lemma 2.17, {ψα} ∪ {ψn}∞M forms a Riesz basis for the subspace
spanned by itself, which is the whole space as we just proved.
Since an proper subset of a Riesz basis can not be a Riesz basis, it follows from condition
(19) and Bari’s theorem that the number of {ψα} is just M . The proof is complete. 
Corollary 2.18 Let A be a densely defined operator in a Hilbert space H. Suppose that the
eigenvalues of A are denumerable and isolated and σ(A) is the closure of the eigenvalues.
Then A is a Riesz spectral operator if and only if there are generalized eigenvectors {ψn}∞N
of A and a Riesz basis {φn}∞1 of H such that condition (19) is fulfilled.
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The condition σr(A) = ∅ in Theorem 2.18 cannot be removed. Consider H = 2,
A =


1 0 0 0 · · ·
1/2 1/2 0 0 · · ·
1/3 0 2/3 0 · · ·
1/4 0 0 3/4 · · ·
· · · · · · · · · · · · · · ·

 .
It is easily shown that σp(A) = { n
n + 1
}∞n=1, σ(A) = σp(A) ∪ σr(A), where σr(A) = {1}. A
has eigenvectors ψn = en+1 satisfying condition (19). But sp(A) is not complete in H.
3 Riesz spectral systems
Let H be Hilbert space and T (t) a C0-semigroup with generator A. Let H1 be the graph
space of D(A) with the norm
‖x‖1 = ‖(β −A)x‖, for some β ∈ ρ(A).
Define H−1 to be the completion of H with respect to the norm
‖x‖−1 = ‖(β −A)−1x‖, β ∈ ρ(A).
Then
H1 ⊂ H ⊂ H−1. (20)
It is well-known that H−1 = [D(A∗)]′. We can extend A to be a operator in H−1 as A˜ : H →
H−1 by
〈A˜x, y〉 = 〈x,A∗y〉,∀x ∈ H, y ∈ D(A∗).
In particular, Ax = A˜x for x ∈ D(A). Then ρ(A˜) = ρ(A) and A˜ generates a C0-semigroup
T˜ (t) on H−1, which is the extension of T (t) on H−1
T˜ (t) = (β − A˜)T (t)(β − A˜)−1.
Any linear bounded operator L which is permutable with A has an extension L˜ on H−1 by
the same way:
L˜ = (β − A˜)L(β − A˜)−1.
The system
x˙(t) = Ax(t) + Bu(t)
in a Hilbert space H is called a Riesz spectral system if
(i) A is a Riesz spectral operator;
(ii) A generates a C0-semigroup T (t) on H;
(iii) B ∈ L(U, [D(A∗)]′) is admissible with respect to T (t) where U is the control space.
That is, there is an t > 0 such that
∫ t
0
T˜ (t− s)Bu(s)ds ∈ H,∀u(·) ∈ L2(0, t;U).
In this case, system (A,B) is well-posed in the sense of Salamon-Weiss linear well-posedness
system theory [4]
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Let (A,B) be a Riesz spectral system. For each i, we choose {φij}mi1 to be a basis of
E(λi)H such that {{φij}mi1 }∞1 forms a Riesz basis forH. Then for any x =
∑∞
i=1
∑mi
j=1 aijφij ∈
H, since β − A˜ is an isomorphism from H to H−1, we have
(β − A˜)x =
∞∑
i=j
mi∑
j=1
aij(β − A˜)φij =
∞∑
i=1j
mi∑
j=1
aiφ˜ij in H−1
where
φ˜ij = (β − A˜)φij = (β −A)φij ∈ E(λi)H.
{φ˜ij} forms a Riesz basis for H−1. For any u ∈ U , we have Bu ∈ H−1. Hence there are linear
functional bij on U such that
Bu =
∞∑
i=1
mi∑
j=1
bij(u)φ˜ij ,
∞∑
i=j
mi∑
j=1
| bij(u) |2≤ C‖u‖2L2(0,t;U). (21)
We define
E(λi)Bu =
mi∑
j=1
bij(u)(β −A)φij ,∀i ≥ 1. (22)
Since for each λi, E(λi) is permutable with A, we can extend E(λi) to be a bounded operator
on H−1:
E˜(λi) = (β − A˜)E(λi)(β − A˜)−1 = (β −A)E(λi)(β − A˜)−1.
Then E˜(λi) is the eigen projection of A˜ on H−1. In particular, R(E˜(λi)) ⊂ H. By this
notation, we see that E(λi)B = E˜(λi)B.
Theorem 3.1 Let A be a Riesz spectral operator which generates a C0-semigroup in a Hilbert
space H. Then (A,B) is a Riesz spectral system if and only if there are constants M, t > 0
such that ∞∑
i=1
‖
∫ t
0
T (t− s)E(λi)Bu(s)ds‖2 ≤ M‖u‖2L2(0,t;U)
for all u ∈ L2(0, t;U). In other words, the input operator Φi(u) for (A |E(λi)H, E(λi)B)
satisfies
∞∑
i=1
‖Φi(u)‖2 ≤ M‖u‖2L2(0,t;U),∀u ∈ L2(0, t;U).
Proof: Suppose (A,B) is a Riesz spectral system. Then there exists an t > 0 such that∫ t
0 T˜ (t− s)Bu(s)ds ∈ H and
‖
∫ t
0
T˜ (t− s)Bu(s)ds‖ ≤ M1‖u‖L2(0,t;U),∀u(·) ∈ L2(0, t;U).
So, there exists an M0 > 0 such that
∞∑
i=1
‖E(λi)
∫ t
0
T˜ (t− s)Bu(s)ds‖2
≤ M0‖
∫ t
0
T˜ (t− s)Bu(s)ds‖2 ≤ M0M21 ‖u‖2L2(0,t;U),∀u(·) ∈ L2(0, t;U).
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Since
E(λi)
∫ t
0
T˜ (t− s)Bu(s)ds =
∫ t
0
T˜ (t− s)E˜(λi)Bu(s)ds =
∫ t
0
T (t− s)E(λi)Bu(s)ds
it has ∞∑
i=1
‖
∫ t
0
T (t− s)E(λi)Bu(s)ds‖2 ≤ M‖u‖2L2(0,t;U),∀u(·) ∈ L2(0, t;U)
where M = M0M21 .
Conversely, by assumption,
∞∑
i=1
‖E˜(λi)
∫ t
0
T˜ (t− s)Bu(s)ds‖2 ≤ M‖u‖2L2(0,t;U),∀u(·) ∈ L2(0, t;U).
Note that for any u(·) ∈ L2(0, t;U)
∫ t
0
T˜ (t− s)Bu(s)ds =
∞∑
i=1
∫ t
0
ds
mi∑
j=1
bij(u(s))T (t− s)(β −A)φij .
Define
yn =
n∑
i=1
∫ t
0
ds
mi∑
j=1
bij(u(s))T (t− s)(β −A)φij .
Then there exists an C > 0(m < n) such that
‖yn − ym‖2 ≤ C
∞∑
i=1
‖E(λi)(yn − ym)‖2
= C
n∑
i=m
‖E(λi)(yn − ym)‖2
= C
n∑
i=m
‖E˜(λi)
∫ t
0
T˜ (t− s)Bu(s)ds‖2 → 0, as n,m →∞.
So {yn} is a Cauchy sequence in H and so is in H−1. However, it is obvious that
yn →
∫ t
0
T˜ (t− s)Bu(s)ds, n →∞ in H−1.
Hence
∫ t
0 T˜ (t− s)Bu(s)ds ∈ H. The proof is complete. 
The next result is on the approximate controllability of Riesz spectral systems. To do
that, we need the following result.
Theorem 3.2 ([3]:Lemma 4.1.9). Let (A,B) be a Riesz spectral system in a Hilbert space H.
Let R denote the set of all reachable points, i.e. R = {x ∈ H | there exist a time t > 0 and
an input u ∈ L2(0, t;U) such that x = ∫ t0 T˜ (t− s)Bu(s)ds}. Then R is a invariant subspace
of T (t) : T (t)R ⊂ R and so is R, the closure of R in H.
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Remark 3.3 While the above theorem is proved for bounded B but the arguments there can
be applied directly to the case of admissible B.
Theorem 3.4 Let (A,B) be a Riesz spectral system in a Hilbert space H. Then (A,B) is
approximately controllable if and only if all finite dimensional system (A |E(λi), E(λi)B) are
controllable.
Proof: Since (A,B) is a Riesz spectral system, there exists an M > 0 such that for all
i, ‖E(λi)‖ ≤ M . For any x ∈ H, if (A,B) is approximate controllable, then for any given
x ∈ H and 	 > 0, there exists a time t > 0 and a control u ∈ L2(0, t;U) such that
‖x−
∫ t
0
T˜ (t− s)Bu(s)ds‖ ≤ 	
and hence for any i ≥ 1,
‖E(λi)x−
∫ t
0
T˜ (t− s)E˜(λi)Bu(s)ds‖ ≤ M	.
Since x is arbitrarily chosen, it implies that (A |E(λi), E(λi)B) is approximate controllable,
so is controllable due to the finite dimensionness of E(λi)H.
Conversely, suppose that (A |E(λi), E(λi)B) are controllable for all i. We show that (A,B)
is approximately controllable. First by Theorem 3.2, R is an invariant subspace of T (t) in H
so is of E(λi). That is, E(λi)R ⊂ R. If R = H, then there is at least one i0 ≥ 1 such that
E(λi0)R = E(λi0)H. However, in this case
{
∫ t
0
T˜ (t− s)E˜(λi0)Bu(s)ds|t > 0, u ∈ L2(0, t;U)}
= {E(λi0)
∫ t
0
T˜ (t− s)Bu(s)ds|t > 0, u ∈ L2(0, t;U)} ⊂ E(λi0)R = E(λi0)H
which means that (A |E(λi0 ), E(λi0)B) is never controllable. This contradiction completes the
proof. 
4 Application to a beam equation
Consider the following Euler-Bernoulli beam equation with structural damping:

ytt(x, t) + 2αyxxxxt(x, t) + yxxxx(x, t) = 0, 0 < x < 1, t > 0,
y(0, t) = yx(0, t) = yxx(1, t) = 0,
yxxx(1, t) + 2αyxxxt(1, t) = kyt(1, t)
(23)
where α, k > 0 are constants. The energy of the system is
E(t) =
1
2
∫ 1
0
[y2xx(x, t) + y
2
t (x, t)]dx
and formally
d
dt
E(t) = −ky2t (1, t)− 2α
∫ 1
0
y2xxt(x, t)dx. (24)
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Define H = H2E(0, 1) × L2(0, 1) to be the Hilbert state space, H2E(0, 1) = {f ∈ H2(0, 1) |
f(0) = f ′(0) = 0}, with the inner product:
〈(f1, g1), (f2, g2)〉 =
∫ 1
0
[f ′′1 (x)f ′′2 (x) + +g1(x)g2(x)]dx (25)
Define the operator A by{ A(f, g) = (g,−(f + 2αg)(4)),
D(A) = {f, g ∈ H2E, f + 2αg ∈ H4 | (f + 2αg)′′(1) = 0, (f + 2αg)′′′(1) = kg(1)}.
(26)
Then equation (23) can be written as
d
dt
(
y
yt
)
= A
(
y
yt
)
(27)
The following lemma is immediate.
Lemma 4.1 A is dissipative and 0 ∈ ρ(A) and hence A generates a C0-semigroup of con-
tractions on H. For any (f, g) ∈ H,
A−1(f, g) = (−2αf +
∫ 1
x
1
6
(x− τ)3g(τ)dτ −
∫ 1
0
1
6
τ3g(τ)dτ − x
∫ 1
0
1
2
τ2g(τ)dτ, f)
and so A−1 is never compact on H.
Let us find the eigen-pairs of A. It is seen by definition that A(f, g) = λ(f, g), for some
(f, g) ∈ D(A) and λ ∈ C if and only if g = λf and f satisfies the following ordinary differential
equation: 

λ2f(x) + (2αλ + 1)f (4)(x) = 0, 0 < x < 1,
f(0) = f ′(0) = f ′′(1) = 0,
(1 + 2αλ)f ′′′(1) = kλf(1).
(28)
Obviously, for λ satisfying 2αλ + 1 = 0, there is no nonzero solution to (28). Let
λ2
2αλ + 1
= −τ4.
Then
λ = −ατ4 ±
√
α2τ8 − τ4.
We refer to [5] for the computations of the follows which are already available there. There
are two possibilities. When λ = −ατ4 − √α2τ8 − τ4, λ
2αλ + 1
=
−iτ−2
α +
√
α2 − τ−4 iτ
2, the
characteristic equation satisfied by τ is
τ(1 + cosh τ cos τ) + k
τ−2
α +
√
α2 − τ−4 (cosh τ sin τ − sinh τ cos τ) = 0. (29)
And the eigenfunction is found to be
f(x) = τ [cosh τ(1− x)− cos τ(1− x) + sinh τ sin τx + sinh τx sin τ
− cosh τ cos τx + cosh τx cos τ ]
+k
τ−2
α +
√
α2 − τ−4 [− sinh τ(1− x)− sin τ(1− x) + sinh τ cos τx
+cosh τx sin τ − cosh τ sin τx− sinh τx cos τ ].
(30)
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When λ = −ατ4 + √α2τ8 − τ4, λ
2αλ + 1
= −iτ2[α +
√
α2 − τ−4]iτ2. The characteristic
equation is
(1 + cosh τ cos τ) + kτ [α +
√
α2 − τ−4](cosh τ sin τ − sinh τ cos τ) = 0. (31)
And the eigenfunction is found to be
f(x) = [cosh τ(1− x)− cos τ(1− x) + sinh τ sin τx + sinh τx sin τ
− cosh τ cos τx + cosh τx cos τ ]
+kτ [α +
√
α2 − τ−4[− sinh τ(1− x)− sin τ(1 − x)
+ sinh τ cos τx + cosh τx sin τ − cosh τ sin τx− sinh τx cos τ ].
(32)
In the first case, (29) has solutions
τn = (n− 12)π +O(n
−3), λn = −2α[(n − 12)π]
4 +O(1) (33)
where n are sufficiently large positive integers and the corresponding eigenfunction (m =
(n− 1/2)π) satisfies uniformly and pointwisely for x ∈ [0, 1],
Fn(x) = −α−1τ−5n e−τn
(
f ′′n(x)
λnfn(x)
)
(
0
e−mπx + emπ(x−1)(sinmπ + cosmπ) + sinmπx− cosmπx
)
+O(n−1)
(34)
where fn(x) is given by (30) with τ = τn defined by (33). In the second case, (31) has solutions
τn = (n− 14)π +O(n
−1), λn = − 12α +O(n
−4) (35)
and the corresponding eigenfunction (m = (n + 1/4)π)
Gn(x) = 2(kτ3n[α +
√
α2 − τ−4n
−1
e−τn
(
f ′′n
λnfn(x)
)
=
(−e−mπx + emπ(x−1)(sinmπ − cosmπ) + sinmπx− cosmπx)
0
)
+O(n−1)
(36)
where fn is given by (32) with τ = τn which is defined by (35). Now define two linear
operators on L2(0, 1):{
A1f(x) = f (4)(x),D(A1) = {f ∈ H4 | f(0) = f ′(0) = f ′′(1) = f ′′′(1) = 0},
A2g(x) = g(4)(x),D(A1) = {g ∈ H4 | g′′(0) = g′′′(0) = g(1) = g′′(1) = 0}. (37)
Both Ai, i = 1, 2 are self-adjoint in L2(0, 1) and possess compact resolvents. By a well-known
fact in functional analysis that there is a set of eigenfunctions of A1 or A2, which forms a
(orthogonal) Riesz basis for L2(0, 1).
It is an exercise that the eigenpairs {(ϑ4n, fn)}∞1 of A1 satisfy

1 + cosh ϑn cos ϑn = 0,
fn(x) = coshϑn(1− x)− cos ϑn(1− x)
+ sinhϑn sinϑnx + sinhϑnx sinϑn
− coshϑn cos ϑnx + cosh ϑnx cosϑn
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which solution have the following asymptotic expression:
ϑn = (n− 12)π +O(n
−1),
2e−ϑnfn(x) = e−mπx + emπ(x−1)(sinmπ + cosmπ) + (sinmπx− cosmπx) +O(n−1)
for sufficiently large integers n. Similarly, the eigenpairs {(	4n, gn)}∞1 of A2 satisfy

cosh 	n sin 	n − sinh 	n cos 	n = 0,
gn(x) = − sinh 	n(1− x) + sin 	n(1− x)− sinh 	n cos 	nx
+cosh 	nx sin 	n + cosh 	n sin 	nx− sinh 	nx cos 	n
which solution have the following asymptotic expression (m = (n− 1/4)π):
	n = (n− 14)π +O(n
−1),
2e−ngn(x) = −e−mπx + emπ(x−1)(sinmπ − cosmπ) + sinmπx− cosmπx +O(n−1).
Let
Φn1 =
(
0
2e−ϑnfn(x)
)
,Φn1 =
(
2e−n g˜n(x)
0
)
, n ≥ 1 (38)
where g˜n(x) satisfies
g˜′′(x) = gn(x), g˜n(0) = g˜′(0) = 0.
Then {(Φn1,Φn2)}∞1 forms a (orthogonal) Riesz basis for H. It is seen that (for (m =
(n− 1/2)π)
Φn1 =
(
0
e−mπx + emπ(x−1)(sinmπ + cosmπ) + sinmπx− cosmπx
)
+O(n−1) (39)
and (for (m = (n− 1/4)π)
(
2e−ngn(x)
0
)
==
(−e−mπx + emπ(x−1)(sinmπ − cosmπ) + sinmπx− cosmπx)
0
)
+O(n−1)
(40)
By (34),(36),(39), and (40), we see that there are integer N > 0 and eigenfunctions {(Ψn1, ψn2)}∞N
of A such that ∞∑
n>N
[‖Φn1 −Ψn1‖2H + ‖Φn2 − Φn2‖2H] < ∞. (41)
In order to apply Theorem 2.18, we have to show that
σr(A) = ∅. (42)
Since the element in σr(A) must be eigenvalue of A∗, we find that
{ A∗(f, g) = (−g, (f − 2αg)(4)),
D(A∗) = {f, g ∈ H2E, f − 2αg ∈ H4 | (f − 2αg)′′(1) = 0, (f − 2αg)′′′(1) = −kg(1)}.
(43)
and a simple computation shows that λ ∈ σp(A∗) if and only if λ ∈ σp(A). Hence σr(A) = ∅.
Thus all conditions of Theorem 2.18 are satisfied.
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Theorem 4.2 Let A be defined by (26). Then
(i) there is a set of generalized eigenfunctions of A, which forms a Riesz basis for the
state space H;
(ii) all eigenvalues but finite number of them are algebraically simple;
(iii) there are two families of eigenvalues {λn1, λn2} with the asymptotic expressions:
λn1 = −2α[(n − 12)π]
4 +O(n−1), λn2 = − 12α +O(n
−4)
where n are large integers.
(iv) A generates an analytic semigroup on H.
Therefore, A is a Riesz spectral operator and the spectrum-determined growth condition
holds true for the semigroup generated by A.
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