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We study the Floquet solutions of quasi-periodic Schriidinger operators on flows 
which satisfy a Diophantine condition. Using these solutions, we show that the 
resolvent of such an operator is smooth with respect to certain derivations in the 
C*-algebra associated with the flow, and that every projection corresponding to a 
spectral gap has a finite localization length. Based on these results, we derive a 
formula which quantizes the integral components of the integrated density of states 
for the operator on each spectral gap. 0 1990 Acadermc Press, Inc. 
In this paper we study the quasi-periodic Schriidinger operator 
L, = - d2/dt2 + q(w + t), 
where q is a real function on the N-dimensional torus TN = lQN/ZN with an 
irrational rotation flow (w,t)~o+t=((t,+a,t)modH,...,(t,+a,t) 
mod Z) for UI = (tl, . . . . tN) E TN. We assume that the directional vector 
a = (cq) . . . . CL,,,) satisfies a Diophantine condition 
Im,a, + ... +m,a,l >c[lm,l + “’ + lm,l]-Y, c>o, y >o, 
and that q is sufficiently smooth. It is know that when ;1 belongs to the 
resolvent set of L,, the Schriidinger equation 
-d*cp(t)/dt* + q(o + t) cp(t) = Q(t) 
has non-trivial solutions cp +(A, w, t) and ~~~(11, o, t) which are square- 
integrable on [0, + co) and (-co, 01, respectively. We show, under the 
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above assumptions, that when 1< inf q, the functions q + and cp _ have the 
form 
cp + (;1, o, t) = exp( -bt) F, (o + t) and cp _ (A, o, t) = exp(bt) FP (o + t), 
(1) 
where b>O and F,, F- are smooth functions on TN. Once (1) is 
obtained, we see immediately that the Green’s function G(1, o, t, s) = 
G(J, o + t, s - t) decays exponentially and is smooth with respect to the 
w-variable. Using these facts, we prove that for any real number 2 in the 
resolvent set of L,, the spectral projection Ey of L, corresponding to 
(-co, A) is a smooth element [S, 61 in the C*-algebra C(TN) x .[w. This 
allows us to derive a formula for the integrated density of states N(i) 
[l, 12, 171. It is known that when 1” is real and belongs to the resolvent 
set of L,, there are integers m,, ,.., mN such that N(A) = m,al + ... + 
mNtlN [l, 3, 121. Using A. Connes’ Thorn isomorphism, his cyclic 
cohomology theory, and the smoothness of EX, we are able to derive a 
formula for the integers mis, which is the main result of the paper. It is not 
known how to express these integers in terms of classical spectral theory. 
We will show that these integers are actually certain “Chern characters” 
mj=z(Ey[Gj(Ey), S(E;)])/27ri (2) 
of the spectral projection Ey of the self-adjoint operator L,. This formula 
tells us that the precise value of N(A) can be obtained through approxima- 
tion. There has been numerical computation [8] of the Chern character for 
certain spectral projection of the difference operator 
(h<)(n) = {(n + 1) + 5(n - 1) + 2 cos(2xn0) c(n), n E z. 
1. THE SPECTRUM OF FIRST ORDER, 2x 2 LINEAR SYSTEMS 
Let TN denote the N-dimensional torus RN/ZN = { (ti, t,, . . . . t,): 
0 < tj < 1, j= 1,2, . . . . N}. Let aI, a2, . . . . aN be numbers that are linearly 
independent over the rational numbers. Such a tuple gives rise to a 
minimal flow {a,: t E R} of TN. For o = (t,, t,, . . . . tN) E TN and t E R, let 
a,(w) = ((tl + aI 2) mod Z, . . . . (tN + a,t) mod H) = w  + t. (1.1) 
We denote the group operation of TN by w  + o’ and the identity element 
by 0. Let C( TN) 0 M, denote the‘collection of 2 x 2 matrices whose entries 
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are continuous functions on TN. Given an SE C( TN) @MZ, we have a 
family of first order, 2 x 2, linear differential equation system 
s, : x’(t) = S(0 + t) x(t) on R, OE TN. (l.l), 
Let !P(o, t) be the fundamental solution matrix for S,. The system 
{S,: o E TN} is said to admit an exponential dichotomy [ 11, 161 if 
TN x C* is the direct sum of vector bundles V, and VP such that 
(i) if (0, u) E V+ then (w+ t, Y(o, t)u)E V, for all te R; 
(ii) there exist positive constants K, j such that 
I/ Y(u(o, t)uli < KepB’ if (0, U)E V, 
and 
II y(m, t)ull 6 Ke”’ if (0, U)E VP. 
The Sacker-Sell spectrum Z(S) of the system {S,: w  E TN} (not to be 
confused with the spectrum of a linear operator) is the collection of real 
numbers I for which the system 
x’(t) = (S(w + t) -;zZ) x(t) (l-2) 
does not admit an exponential dichotomy. It is known that for any 
SE C( TN) @ M,, X(S) is either a singleton, or a doubleton, or a compact 
interval [a, b] [ 163. 
If (1.1) is a real system, i.e., every entry of S is real, then the existence 
of the exponential dichotomy can be defined in terms of the splitting of the 
real bundle TN x R*. Accordingly, we can define the spectrum of S as a real 
system. But since the entries of S are real, the spectrum of x’ = Sx as a real 
system is the same as Z(S), the spectrum of the same equation as a com- 
plex system. The following theorem is a special case of [13, Theorem 11. 
THEOREM 1.1. Suppose that the irrational rotation flow on TN and the 
2 x 2 system (1.1) satisfy the following conditions: 
(i) The frequencies a,, CI~, .. . . CI, satisfy a typical Diophantine condi- 
tion lnltll + n2t12 + -” +nNaNl >c[ln,I + In21 + ‘-’ + InNI]-‘, c>o, y>o, 
for all (nI, n,, . . . . nN)EZN such that InIl + lnzl + ... + lnNl #O. 
(ii) SE C”( TN) 0 M,, K 3 y + N + 2, and every entry of S is a real 
function. 
(iii) Z(S) is a doubleton {a, b}. 
Then for any fixed w0 E TN, there is a function P,, in C”( TN)@ M, with 
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M= K- N- y - 12 1 such that P,,(w) is invertible for every o E TN and 
such that every solution x of (l.l),, has the form 
x(t) = pu# + t/2) Y(f), 
where y is a solution of the system 
a 0 
y’(t) = o b y(t). [ 1 (1.3) 
COROLLARY 1.2. Under the assumptions of Theorem 1.3, for any o E TN, 
any solution of the linear system 
x’(t) = S(w + w + t) x(t) (l.l),+, 
has the form 
x(t) = P,fw + 0) y(t), 
where y is a solution of (1.3). 
(1.4) 
Proof If P,(O + t/2) y(t) solves x’(t) = S(0 + t) x(t), then 
P,(O+s+t/2)y(t)=P0(O+(2s+t)/2)y(t) solves x’(t)=S(O+s+s+t)x(t). 
The corollary follows from the minimality of the flow. 1 
Remark. The notation w  + w  should be interpreted as denoting a 
covering of the original torus. An alternate way of stating the above result 
is to say that for any o = (tl, ,.., tN) E TN with 0 <tic 1, j= 1, . . . . N, any 
solution of (l.l), has the form P,((w/2) + t) y(t) with o/2 = (t,/2, . . . . tJ2). 
2. FL~QUET SOLUTIONS AND THE GREEN'S FUNCTION 
As in the previous section, (w, t) H w  + t denotes a minimal irrational 
rotation flow on TN. For the rest of the paper we assume that the frequen- 
cies al, . . . . aN of the irrational rotation flow on TN satisfy the following 
Diophantine condition: 
There are c > 0 and y > 0 such that for any 
nonzero vector (n,, . . . . nN) E hN, 
lnlal + ‘.. +nNaNl >c[lnlI + “. + lnN1]-Y. (2.1) 
Also for the rest of the paper, q denotes a real valued function on TN which 
belongs to CK( TN) with 
K>N+y+2. (2.2) 
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For each o E TN, let L, denote the Schrodinger operator 
-d2/dt2 + q(o + t) on L’(R), (2.3) 
where q(w + t) is the restriction of q to the orbit of w  and is a quasi- 
periodic function on R. Let I, denote the differential expression 
l,cp(t) = - d2@)/dt2 + q(o + t) cp(t). (2.4) 
For an operator A on a Hilbert space, let o(A) denote its spectrum. It 
is well known that a(&,) is independent of o and is contained in 
[inf q, + co) [3, 12, 143. For any z~C\a(&), the Green’s function 
G(z, CO, t, s) for the eigenvalue problem 
Lcp(t) = zcp(t) (2.5 L 
coincides with the kernel function of (L, - z)-‘. That is, 
(t&o - z) -’ f)(t) = lR W, 0, t, s) f(s) ds 
for every f~ L2( R). The main objective of this section is to show that for 
A E (- 03, inf q), G(1, w, t, S) is smooth in w  and decays exponentially as a 
function of t-s. 
THEOREM 2.1. For each A < inf q, there are F,, F_ E C”( TN) with 
M=K-N-y-121 andab>Osuch that thefunction 
satisfies 
G(A, co, t, s) = G(A, w + t, s - t) 
for every w E TN. 
To prove the theorem, we need the relation between the Green’s function 
and the eigenvalue problem (2.5),. It is well known that for ZEC\CJ(L,), 
(2.5), has nontrivial solutions cp+(z, CO, t) and cp-(z, CO, t) such that [4] 
s 
+O” Icp+(z,w, t)12dtc +co and s O Iv-( 
z,w, t)12dt< +co 
0 --oo 
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Assuming that the Wronskian associated with cp + and cp- is 1, then 
G(z, w, t, s) = 
cp+h WY t) P-(z, 0, s), t>s 
cp-(z, 0, t) cp+(z, w, $1, t < s. 
(2.6) 
PROPOSITION 2.2. For every A E R\o(L,), there are nonzero functions 
E,, E-~c~(T~)withM=K-N-y-l>landab>Osuchthatforany 
WE TN, 
[exp(bt)] E-(w + t/2) and [exp( -WI E+b + t/2) 
solve the equation I, + w  u = Au. 
Proof: The equation (2.5), is equivalent to the first order, 2 x 2 linear 
differential equation system 
dx(t)/dt = A,(o + t) x(t), (2.7), 
where 
A,(w + t) = 
i 
0 1 
q(w+t)-z 1 0 . 
The set of complex numbers z for which (2.7) has exponential dichotomy 
is precisely c\a(L,) [ 10, 111. Therefore, according to [ 10, Theorem 2.91, 
for L E lR\o(L,) the spectrum Z(AA) of the 2 x 2 linear system (2.7) is a 
doubleton { -b, b} with b > 0. Thus Corollary 1.2 is applicable to system 
(2.7) when z = 1 E R\o(L,). It follows from this corollary that there are 
nonzero functions E + , E- E C,(TN) such that exp(bt) E_(o + t/2) and 
exp( - bt) E + (w + t/2) solve the differential equation I, + o u = lu. 1 
Obviously, the restriction of the above result to w  + o corresponds to 
the “period doubling” phenomenon in the classical Floquet theory and can- 
not be removed unconditionally. But one still would like to know whether 
or not there are functions F, E C”( TN) such that E,(w) = F,(w + w) on 
TN. When N = 1, E, have period i precisely when the discriminant func- 
tion D(L) is greater than 2. In general, the reducibility of the period of E, 
depends on the rotation number. Recall that given a 2~ Iw, the rotation 
number for the differential equation l,rp = Lcp equals rcN(A), where 
N(A) = ,“rnm (the number of the zeros of cp in [0, T]}/T CQI. 
In the above limit, cp is any nontrivial real solution of l,cp = Iv. R. Johnson 
and J. Moser further showed in [12] that if 1~ R\a(L,), 
N(rl)~r=Z’cx,+ ... +Za,. 
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Let e,(s) denote the element of TN whose jth coordinate is s (mod Z) 
and whose other coordinates are 0. Obviously, a function E E C(Tn) has 
the form E(o) =t;(o+o) with FE C(TN) if and only if E(o +ej(i))= 
E(w) for every OE TN and for every 1 <j< N. 
PROPOSITION 2.3. Let A E R\a(L,) and let 
exp(bt) E_ (o f t/2) and exp( -bt) E+(o + t/2), 
be the nontrivial solutions of I,,, u = Au provided by Proposition 2.2. Let 
jr5 (1, . . . . N} be given. Then the functions E, satisfy 
E+(o)=E+(o+ej(i)) and E-(o)= E_(o+e,($)) 
for every o E TN tf and only tf 
N(I)=m,rx, + ... +2kU,,+ ‘.. +~N@N 
with k E H. Consequently, the functions E, have the form 
E+(w)=F+(w+o) and E_(w)=F_(w+o)foreveryoETN 
with F, E C”( TN) tf and only tf 
N(1) E 2r. 
Proof: It suffices to consider E, . We first observe that given 1 <j< N, 
either 
or 
E+ (0 + ej(i)) = E+ (0) for every w  E TN, 
E+(a+ej(.i))= --E+(w) for every w  E TN. 
Indeed according to Proposition 2.2, for a fixed w,, E TN, the functions 
exp( - bt) E, (oO + e,(i) + t/2) and exp( - bt) E, (oO + t) are nontrivial 
solutions of the eigenvalue problem I,,, ,,,u = Au. Since both of them are 
square-integrable on [0, + co), they must be linearly dependent. Therefore 
there is a nonzero number c such that 
exp(-bt) E+(o,+e,($) + t)= c[exp( -bt) E+(w,,+ t)] 
for every t E R. This implies E+(o + e,(i)) = cE+(w) for every 0 e TN. 
Hence 
Consequently c = + 1. 
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Denote aF(o) = lim, _ 0 [F(o+&)-F(W)]/&. Letf(o)=J-lE+(w)+ 
LJE, (0). According to the above observation, we have eitherf(o + ei($)) = 
f(o) on TN or f(w +ei($)) = -f(o) on TN. Since the function 
exp(-bt) E+(w+t/2) and its derivative exp(-bt)[-bE+(o+t/2)+ 
aE+(o + t/2)/2] never vanish at the same point [ 123, the function f is 
invertible in C( TN). Let xj(t,, . . . . fN) = exp(27c J-1 ti) on TN, i= 1, . . . . N. 
It is known that for the invertible function f, there are integers ml, . . . . mN 
and a function g E C( TN) such that 
f=(xl)“‘..‘(XN)mNexp(g) c91. (2.8) 
The mean motion 
p(f)=!mm [argf(o+T)-argf(o-T)]/2T 
of f with respect to the irrational rotation flow equals 
27r(m,ol, + . . . + mNaN) [9]. According to [ 121, 
N(A) = p(f)/2n = Jim, (the number of zeros of E+(o + t/2) in [0, T]}/T. 
It follows from (2.8) that for any jc { 1, . . . . N}, (- l)“] exp(g(o + ej(i))) = 
+exp(g(o)). This impliesg(w+e,($))=g(w)+naflfor every OET~. 
Therefore g(o)=g(w+e,(i)+e,($))=g(w)+2nrt fi. Consequently 
n = 0. Thus for any j, g(o + ej($)) = g(o) on TN. Because of this and (2.8), 
mj E 2Z if and only if f (w + ej( 1)) = f (o), which is equivalent to 
E+(o+e,(i))=E+(o). I 
Proof of Theorem 2.1. If 1<infq, then N(L) =0 [3, 121, which, of 
course, belongs to 2F. Combining Propositions 2.2 and 2.3, there are non- 
zero functions F, E C”( TN) and a b > 0 such that for every w  E TN, 
exp(bt) F- (w + t) and exp(-bt)F+(o+t) 
solve the equation I,cp = A(p. Hence, up to a constant multiple, 
cp * (Aw t) = expt f bt) F, (u + 0. 
Theorem 2.1 follows from this and (2.6). 11 
Since the only use of the assumption 2 < inf q in the above proof is to 
ensure that N(A) E 2F’, Theorem 2.1 obviously can be strengthened to the 
following extent: 
THEOREM 2.1’. For each 1 E R\a(L,) such that N(A) E 2r, there are 
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F+,Fp~CM(TN) with M=K-N-y-121 and a b>O such that the 
,function 
G(k a t) = Cexp( -b I4 )I 
F, tw) F- (0 + t), t<O F - toJ F co + tI + 3 t>o 
satisfies 
G(l, co, t, s) = G(A, OJ + t, s - t) 
for every w E TN. 
3. THE INTEGRATED DENSITY OF STATES 
As has been established in previous work [l-3, 12, 173, the integrated 
density of states N(1) is an important C*-algebra invariant for the 
Schriidinger operator. The C*-algebraic approach to N(n) is important for 
several reasons. First the identification of N(1) with the trace of the spec- 
tral projections in certain C*-algebra provides an alternate definition for 
the state density, one which does not involve the solutions of the under- 
lying differential equation. One obvious advantage of this identification is 
that it follows immediately from the faithfulness of the trace in question 
that the spectrum of L, is the set on which N(A) is strictly increasing. 
Second, the C*-algebraic approach gives an intrinsic meaning to the 
integral components of N(n) discovered by Johnson and Moser [12] for A 
not in the spectrum of L,. This is the place where K-theory enters into the 
picture. The purpose of this paper is to take advantage of existing 
C*-algebraic machinery to derive a formula for those integers. As the 
reader will see, it is extremely unlikely that such formula can be reproduced 
using only differential equation techniques. 
Let us briefly review the C*-algebraic apparatus associated with the 
Schrddinger operator L,. Since the operator L, is well understood when 
N = 1, we will assume from now on N 2 2. Let dp denote the standard 
Haar measure on TN. Given the homeomorphism group (~1,: t E R}, the 
C*-crossed product C( TN) x .R can be represented on LZ(TN x R) = 
L*( TN x R, dp x dt) as follows [15]. Each compactly supported continuous 
function a E C,( TN x R) gives rise to a convolution operator 
(n(a)f)(w t)=JRa(w,s)f(w+s, t+s)ds 
on L2( TN x R). The C*-algebra generated by all n(a), a E C,( TN x R), is a 
faithful representation of C( TN) x .0X In other words, the C*-algebra 
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generated by all rc(a) is isomorphic to the C*-crossed product. Therefore, 
we will identify these C*-algebras. Define 
for a~c,.(T~xlR). 
Simple calculation shows that z(n(b*) ~(a)) = JTN slw a(o, t) b(o, t) dt 
dp(w). Therefore z becomes a traces on a subalgebra of C( TN) x oL R. That 
is, r(AB) = r(M). On the other hand, if one regards (a, b) = r(w(b*) n(a)) 
as an inner product, then C,( TN x R) becomes a Hilbert algebra whose 
completion is, of course, L2( TN x R). The natural multiplication structure 
of the Hilbert algebra gives rise to a representation of C( TN) x oL R. In the 
standard language of the theory of C*-algebras, this representation is called 
the GNS representation induced by f. Obviously this GNS representation 
of C( TN) x d R is the same as its identity representation. Therefore z can be 
extended to a faithful trace on the weak closure W of C( TN) x .R! on 
L*( TN x R). The word “faithful” means that for a non-negative self-adjoint 
element A E C( TN) x a R, z(A) = 0 implies A = 0. The trace t is normal in 
the sense that z(A~) -+ z(A) for any monotone increasing net {A,},,, of 
non-negative self-adjoint elements with the least upper bound A. The 
t-trace class consists of operators of form AB, where A, B (EW) can be 
realized as integral operators with square integrable kernels on TN x R 
[14]. On the other hand, it is easy to see that as a von Neumann algebra, 
i.e., an algebra that is self-adjoint and closed under the weak-convergence 
operator topology, W is generated by operators 
{fi,: qeC(TN)} and {u,:sER}, 
where (~%?~pf)(~, t) = cp(w)f(o, t) and (U,f)(w, t) =f(o +s, t + s) for 
f~ L2( TN x R). Given these generators and the facts that .p is an ergodic 
measure for the action of R on TN and that w  + t = w  implies t = 0 for any 
o E TN and ‘t E R, a straightforward calculation shows that the center of W 
consists of scalar multiples of the identity operator. In other words, W is 
a factor. The restriction of t to the lattice of finite projections in W” is 
called a dimension function. A further computation shows that the range of 
this dimension function is R, consequently W is of type-II,. The reader is 
referred to [ 171 for a complete account of von Neumann algebras 
associated with the study of almost periodic differential operators. 
Given an o E TN and an a E C,( TN x R), define a convolution operator 
on L2(R). The minimality of the action of (a,: r E R> ensures that for each 
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w  E TN, n(a) H q(u) extends to a faithful representation of C( TN) x a R’ on 
L2([w) [14, 15-J. Thus rr, becomes an isomorphism from C(TN) x oLR onto 
the C*-algebra generated by {~~(a): a E C,(TN x rW)>. Let r be the trace 
on n,(C(TN)x,R) such that z(A)=t(z,(A)) for AE[C(T~)X.R]~ 
[Dom t]. 
Let V be the unitary operator (Vf)(w, t) =f(o + t, t) on L2( TN x R). 
Then 
(JWa)f)(w, t) = i, 4~ + 6 s)( V-NW c + s) ds (3.1) 
for UE C,(TN x [w) and f E L*( TN x [w). Recall that for a measure space 
(X, m) and a Hilbert space H, the space of direct integral sum 
s 0 H dm(x) x 
is the collection of strongly measurable functions f: X + H such that 
I x 
Ilf(x)ll:, dmb) < ~0. 
Under the identification of each f~ L2(TN x KY) with the L*(R)-valued 
function 
f(o)(t) =A% t), 
L2( TN x W) is naturally decomposed as a direct integral sum 
It follows from (3.1) that for any A E C( TN) x cL R, 
A=V* 
s 0 TAA )4(w) V Cl49 171, TN 
where the direct integral corresponds to the above space decomposition. 
(Recall that if {B,: o E TN} is a strongly measurable family of operators 
on L*(R) and B = JT~@ B, d,u(o) is its direct integral on L*( TN x R) = 
sTNOL2([w) dp(o), then (Bf)(w)(t) = (B,f(w))(t).) Given the Schriidinger 
operators {L,: w  E TN}, let 
L= v* s TNOL 44o) V. 
254 JINGBO XIA 
Straightforward calculation shows that 
[14, 17-J. 
The operator L is affiliated with w  in the sense that (L-z))’ E 
C( TN) x ~ IR c w  for any z E C\lR [ 171. Because a(&,,) is independent of o, 
we have a(L) = a(&,). If L = slw 1 dE, is the spectral decomposition of L, 
then every E, is a finite projection in $P”. The increasing function r(E,) is 
called the integrated density of states for every L, [l, 3, 171. Alternately, 
as was shown in [12], rcr(EJ coincides with the rotation number for the 
eigenvalue problem l,cp = 1cp. That is, 
z(E,) = N(1) = Frnm {the number of zeros of cp in [0, T] )/T 
for any nontrivial real solution cp of the equation Z,cp = ill. 
If & is a real number in the resolvent set of L,, then the spectral projec- 
tion Ej;b (=rc,(E,)) of L, corresponding to the interval (- co, I,) is an 
element in x,(C(TN) x .R). Therefore IV(&) = z(E,) = z(E;) E Zct, + . . . + 
Zcr, [S, 12). In other words, for each &E R\a(L,), N(&)=m,(&)a, + 
.. + m,(&)cc, with m,(l,), . . . . HZ,(&) E B. In this section, we will express 
the integers mi(&) in terms of the pairing of a cyclic cocycle with the spec- 
tral projection EL. For this purpose we will use A. Connes’ work [5, 63. 
Let a, be the differentiation with respect to the jth variable on TN, 
j= 1, . . . . N. We will also regard 8, as a densely defined, skew-adjoint 
operator on L2( TN x [w). Then 6,(A) = [a,, A] is a closed, densely defined, 
symmetric derivation on C( TN) x cL DB. (Recall that a densely defined deriva- 
tion D on a C*-algebra is a linear map which satisfies the product rule 
D(q)= D(x)y+xD(y) for all x, y in the domain of D.) Let M be the 
skew-adjoint operator (Mf)(o, t) = 2niff(w, t) on L2( TN x IR). Then 
6(A) = [A, M] is also a densely defined, closed, symmetric derivation on 
C(TN)x.[W. IfAEC(TN) x *[w has a(w, t) as its kernel, then the kernels of 
6(A) and 6,(A) are, respectively, 
27cita(w, t) and 
The derivations S, and 6 commute in the sense that if either of hj(6(A)), 
6(6,(A)) belongs to C( TN) x oL Iw, then so does the other and they are equal. 
Let V? be the collection of elements A E C( TN) x bl IR such that &(A), 6,(A), 
Wj(4kWN)xJR and such that 6(A)* 6(A), S,(A)* iij(A), 
6(~5~(A))* 6(6,(A)) are of z-trace class for j= 1, . . . . N. Let ij=q,,~~~~;’ 
and Sj = TC, o Sjo z;‘, j = 1, . . . . N. Then 6 and 8, are derivations on 
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z,(C( TN) x a Iw). If a(o, t) is smooth in o, jointly continuous in w  and t, 
and has a compact support on TN x Iw, then 
and 
C~jM4)fl(~) = j ajab + t, s- t).f(s) ds R 
for any fe L’([w). The main result of this section is the following theorem. 
THEOREM 3.1. Then for any A., E R\o(L,), the spectral projection EL of 
L, corresponding to (- co, A,) belongs to ‘lk;, = z,(V). Furthermore, for each 
je { 1, . . . . N}, 
is an integer and 
The difficult part of the proof is to show that EWE q,,(S), or, 
equivalently, E, E V, which requires the use of Theorem 2.1. Once this is 
established, the computation of z(E$[Gj(EE), 6(Ey0)]) is more or less an 
adaptation of existing results. We begin the proof with the computation. 
Recall that a cyclic k-cocycle cp on a complex algebra 2I is a (k + l)- 
linear functional such that (- 1)“ cp(a,, a,, . . . . ak) = ~(a,, a,, a,, . . . . ukP 1). 
It is straightforward to verify that for each j= 1, 2, . . . . N, 
is a cyclic 2-cocycle on %. Furthermore, given a,, a, E %?, there is a 
c=c(a,, a,)>0 such that 
for any x1, x2 E V. The above inequality is a simple consequence of the 
definition of vi and the properties of 6, Si. Thus each vi is a 2-trace 
[6, p. 611 on C( TN) x o! R. Let 
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j = 1, . . . . N. Each qj is a cyclic 1-cocycle on C’(T”‘) and satisfies the 
inequality 
lPjtx9 u)l 6 llajull 1 llxll 00. 
In other words the qis are l-traces on C’(TN) [6, p. 611. Obviously, 
‘p=~l~l+ ... + a,cp, is also a l-trace on C’( TN). 
Recall that for a C*-algebra &, the group K,(d) consists of classes [Iv] 
where u is any invertible element in (&‘)+ @ Mk. (LZZ’+ is obtained from d 
by adjoining an identity if d does not have one. If d has an identity, 
ZZZ~ = &.) The group &(L&) consists of classes [p] - [q] where p, q are 
self-adjoint projections in (-Pei)@Mk. If .G! does not have an identity, 
K,(d) is the kernel of the natural homomorphism K,J&+) -+ K,,(@) 
induced by dt -+ dt/& g @. Also recall that for a C*-algebra d with an 
automorphism group { yI : t E KY}, there are two natural isomorphisms 
which are called Thorn isomorphisms [S]. When the actiop of y is trivial, 
the crossed product is isomorphic to LZZ’ 0 C&R) and these isomorphisms 
are none other than the Bott periodicity maps. So in general the Thorn 
isomorphisms should be thought of as twisted periodicity maps. 
Because ‘3 is a dense subalgebra of C( TN) x .lR, the 2-traces v,, 
j = 1, . . . . N, induce homomorphisms from the &,-groups of C( TN) x c( [w into 
(w. To be more precise, there are homomorphisms 
with the following property: If [e] E &(C( TN) x .[w) is represented by a 
class e which is a projection in % @ M,, then 
< [Vjl, Gel > = VjO tr,(e, e, e)Pni C6, P. 671, 
where tr, is the trace on the matrix algebra M,. In particular, if P is a 
projection in %?, then 
< CWjl, CpI > = Vjtp, p2 pY2ni. 
This homomorphism extends the pairing between the class [vi] in the 
even cyclic cohomology group H’,“(g) with K,,(g) [7]. But for this 
paper, we need not be concerned with the general pairings between cyclic 
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cohomology groups and algebraic K-groups defined in [7]; the results of 
[6] will suffice. Similarly, the l-traces ‘pi and cp give rise to homomorphisms 
(CVjl9 . >I KI(C(TN)) + lR 
and 
(Cvl, . >: KI(C(W) -+ UJY 
such that if [u] E K,(C(T”‘)) is represented by an invertible element 
UEC’(~‘~)@M,, then 
and 
WW’W W4) 444 C6, P. 671. 
(Recall that 8 = LX, 8, + . . + aN 8, is the differentiation along the flow.) It 
is obvious that for j= 1, . . . . N, the image of K,(C( TN)) under ( [qj], . ) 
is Z. 
Let A, l : K,( C( TN)) + K,( C( TN) x a [w) be the Thorn isomorphism [ 51. 
The following is a special case of Connes’ results [6, pp. 130, 13 11. 
PROPOSITION 3.2. For av YEK~(C(T~)), (Cvjl, dx,~(~)) = (C4oj1, Y> 
(Ea. 
The trace z induces a homomorphism t* : K,,( C( TN) x oL Iw) + Iw in such a 
way that for any projection PEC(T~)X .lR, r*([P])=z(P) [S]. Cannes’ 
trace formula states that for any invertible element u E C ‘( 7”“) @M,, 
r*(ba,i( [u]))=J~N tr,(u-i(o) au(o)) +(o)/2ni [S]. Equivalently, r*(x) = 
([q], d,:(x)) for every XE &(C(TN) x .lQ). Hence we have 
COROLLARY 3.3. For any x E K,(C( TN) x o! R), 
z*(x)=([vly d::(x)>= <Evil? 4n::(x))aI + “’ + ([vNIT #::(x))aN 
= ([vllT x>al + .‘. + ([vNly x)aN. 
In particular, if P is a projection in %?, then 
z(P) = g { r(PCGj(P), WV1 Ihi} a,. 
j=l 
Proof of Theorem 3.1. By the definitions of the derivations and the 
traces, Z(P[Gj(P), 6(P)]) = z(qJP)[G,(n,(P)), &z,(P))]) for any PE V. 
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We also have n,(E&)= EL, where E,, is the spectral projection of L 
corresponding to (- 00, A,,). By the preceding corollary, the theorem 
follows immediately once we show EyO~ n,(V) or, equivalently, El,e Q?. 
Assume that & > inf q (otherwise t(E,,) = 0). Let ,4 be a real number such 
that q-l>Oon TN and let A=(L-I)-‘, then A6C(TN)x.5& Because 
& belongs to the resolvent set of L, l/(&-n) E R\a(A). Because 
L = V* fTN@L, &(w) V, A = (L - 1”))’ has the Green’s function 
G(& o, t, s) = G(1, w  + t, s - t) for the eigenvalue problem Z,cp = 1~ as its 
kernel function. That is, (Af)(o, t) = jiw G(A, o, s)~(o + s, t + s) ds for 
every f E L2( TN x R). It follows immediately from the smooth and decay 
properties of G(& o, f) provided by Theorem 2.1 that A E %7. It is clear that 
E, equals the spectral projection of A = (L - 1))’ corresponding to the 
interval [l/(1, - A), II,4 II]. Let { be a counter-clockwise oriented contour in 
@ which encircles Cl/(&, - A), (IA II] once and which does not intersect 
o(A). Then 
E;.=&.s (z-A)-‘dz. 
i 
Note that 6((A-z)-‘)=(z-A)-‘6(A)(z-A))’ and that (z-A)-’ is a 
multiplier of C( TN) x blR. Since 6(A) E C(TN) x .lR, the above integral 
formula for E,, implies 6(E,,) E C( TN) x a 54. Similarly, because &,(A), 
6(hj(A))~C(TN)x .R, we have u?~~(E~)EC(T~)X .lR! and 6(6j(En0))~ 
C(TN)xJR. 1 
There is an alternate expression for the integers t(E,[Gj(E,), 6(E,)])/2rri. 
Let D be the differentiation operator (Df)(o, t) = (-i) df(o + s, 
t + s)/dslscO on L2( TN x R). Suppose A,, e R\a(L,) is such that 
DE,,EC(T~)X$ (3.2) 
Then, using a contour integral argument similar to the proof of [ 18, 
Lemma 3.11, we can show that 
s 
m 
= - 2i lim 
El0 0 
ePE’z(E,,[ajq, exp( -itL) D exp(itL)]E,,) dt/E 
s 00 = - 2i lim cl0 0 e-“‘z(E;[(a,q)(o + .), exp( -id,) D 
x exp(itl,)] E’;b) dt/c. 
Obviously, (3.2) is required to ensure that t(E,[a,q, exp( -itL) D 
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exp(itL)]E,,) is well defined. But (3.2) amounts to another smooth 
assumption on EA,,. It is easy to see that if 
D(L-I10)-‘~C(TN)xJf8, (3.3) 
then (3.2) is satisfied. One can express the kernel function of D(L - &,- ’ 
in terms of that of (L - AO)- ‘. It follows from Theorem 2.1’ that if 
N(l,)~2r, then (3.3) is satisfied. On the other hand, for 1~ !R\a(L,) 
such that ;1> A,, DEno= DEAE1,. Therefore if DE,E C(T”‘) x .Iw, then 
DEj.,E C(TN) X .[w. 
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