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This paper deals with the problem of adding edges to a graph such that the resulting graph 
becomes an interval graph. The set of edges added is called an augmentation. An algorithm is 
presented to find a minimal augmentation which runs in a time proportional to the product of 
the number of vertices and the number of edges of the resulting graph. 
1. INTRODUCTION 
A graph G is called an interval graph if there is a l-l correspondence between its 
vertices and a set of intervals on the real line such that two vertices are adjacent if 
and only if the corresponding intervals have a nonempty intersection. The set of 
intervals is called a realization for G. Among various characterizations of interval 
graphs [4, 6, 91, the following one due to Fulkerson and Gross seems most interesting 
from the algorithmic viewpoint: Interval graphs are characterized as those graphs 
whose vertex vs dominant clique incidence matrices have the consecutive ones 
property. 
There is a more general class of graphs, the class of chordal graphs. It is well 
known that an interval graph is a chordal graph but the converse is not necessarily 
true [9]. In connection with solving a sparse system of linear equations, Rose 
converted the problem of finding an optimum pivoting order of a symmetric 
positivedefinite matrix into the problem of finding a minimum fill-in of a graph [ 141. 
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Given a graph G = (V, E), a set of edges F is called ajX-in if E n F = 0 and graph 
G = (V, E U F) is a chordal graph. The problem of finding a minimum fill-in has 
been conjectured to be M-complete though no proof has been given so far. Thus 
much effort has been devoted to seeking polynomial-time algorithms of finding a 
minimal till-in [3, 10, 11, 151. Particularly interesting among these is the 
lexicographic breadth-first search [ 151. When it is applied to a chordal graph, it lists 
up all the dominant cliques of G in O(] V/ + IE 1)-t’ ime. A clique is a non-empty subset 
of V whose vertices are pairwise adjacent, and a dominant clique is a clique which is 
not a proper subset of any other cliques. Recently Booth and Lueker developed a 
data structure called PQ-trees which can be effectively used to test whether a matrix 
has the consecutive ones property [2]. Combined with the lexicographic breadth-first 
search, they gave an O(] VI + I E I)-time algorithm to test whether a graph is an 
interval graph. 
Given a graph G = (V, E), a set of edges F is called an augmentation if E n F = 0 
and G = (V, E U F) is an interval graph. An augmentation F is a minimum clique- 
number augmentation if the clique number of G is the least possible value, a 
minimum augmentation if IFI is the least, and a minimal augmentation if no proper 
subset of F is an augmentation. 
Among many fields in which the concept of interval graphs finds application, elec- 
tronic circuit layout is certainly such a field [7, 12. 161. In a circuit layout problem, 
a minimum clique-number augmentation is proved to lead to an optimum design 
[ 121. Unfortunately it is known that the problem of finding a minimum clique- 
number augmentation is M-complete [8]. It is also known that the problem of 
finding a minimum augmentation is M-complete [S]. Thus like many problems of 
combinatorial nature it becomes important to find a minimal augmentation as a 
suboptimum solution. In this paper the present authors give an algorithm of finding a 
minimal augmentation in O(] VI ([El + IF]))-time. 
2. DOMINANT CLIQUES 
In this section certain fundamental properties on interval graphs are summarized, 
which are frequently used in later sections. 
Let G = (V, E) be an interval graph and {I(v)},,~ be a realization for G. Then the 
following propositions immediately follow from the definition. 
PROPOSITION 2.1. Zf C is a clique, then 
(--) {Z(u) 1 ?I E C) # 0. 
PROPOSITION 2.2. Zf C and C’ are cliques such that C 1 c’, then 
(-) {Z(u) 1 u E C} c n {Z(u) I u E C’}. 
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PROPOSITION 2.3. If C and C’ are two distinct dominant cliques, then 
[ 
(-) {l(u) 1 u E C} n (-) {I(v) 1 u E C’} 
1 [ I = 0. 
Let G = (V, E) be a graph with dominant cliques C, ,..., C,,. Then a vertex us 
dominant clique incidence matrix (v.d.c. matrix) A = [aij] is an n X p 0, l-matrix 
defined by 
Uij = 1, 
= 0, 
if vertex i E Cj, 
otherwise, 
where n = 1 VI. The matrix is said to have the consecutive ones property if the ones in 
each row occur in consecutive positions. An ordering of dominant cliques is said to 
be permissible if the corresponding v.d.c. matrix has the consecutive ones property. 
The following theorem is due to Fulkerson and Gross [4]. 
THEOREM 2.1. A graph is an interval graph if an only if there exists an ordering 
of dominant cliques such that the v.d.c. matrix has the consecutive ones property. 
As stated in the preceding section, when the lexicographic breadth-first search is 
applied to an interval graph, all the dominant cliques are listed up in O(] V] + IEI)- 
time [ 151. Furthermore, for each vertex, the set of dominant cliques to which the 
vertex belongs can also be listed with no additional cost [ 151. It should also be 
stressed here that the number of dominant cliques does not exceed I VI, and the sum 
of the cardinalities of all the dominant cliques does not exceed ( VI + IE I [ 151. Let 
n x p 0, l-matrix A = [aij] be a v.d.c. matrix having the consecutive ones property. 
In the ith row, let Zi be the leftmost column having one and ri the rightmost column 
having one. Then li < ri and hence let interval [Zi, ri] correspond to the ith vertex. In 
this way one obtains a set of intervals called the canonical realization of A, which is 
illustrated in Fig. 2.1. The following theorem due to Fulkerson and Gross is almost 
self-evident [4]. 
THEOREM 2.2. Let A be a v.d.c. matrix, having the consecutive ones property, of 
an interval graph G = (V, E). Then the canonical realization of A is a realization for 
G. 
Let G = (V, E) be an interval graph and let {Z(V)),,~ be any realization for G. 
Further let Ci,..., C, be dominant cliques of G. For each Cj define 
fj = n {I(V) 1 v E Cj}. 
Then due to Propositions 2.1 and 2.3, these are mutually disjoint non-empty intervals. 
MINIMAL AUGMENTATION OF A GRAPH 63 
2 A = 
G c, c, c, c, 
I I I / I 
0 I ( 0 0 
10000 
oiooo 
0 0 , I 
0 0 0 0 
0 0 0 0 / 
\ , 
2 
3 
4 
5 
I 6 
I7 
FIG. 2.1. Interval graph G, its v.d.c. matrix A and its canonical realization. (a) Interval graph G. (b) 
A v.d.c. matrix A. (c) Canonical realization. 
Reading these intervals from left to right one obtains an ordering 71 of dominant 
cliques. It is shown below that n is permissible. For notational simplicity let 
7r = {C, )...’ C,}. 
Now assume t’ E Ci n C, with i < k. Then ii n Z(u) # 0 and i, f7 Z(u) # 0. Hence 
the interval Z(v) covers all the intervals 4 lying between Ii and ik as shown in 
Fig. 2.2. Therefore fjnZ(v) # 0 for such ii. This indicates that i < j < k implies 
u E Cj. This proves the consecutive ones property of a v.d.c. matrix A whose column 
order coincides with ordering X. This is summarized in the following. 
PROPOSITION 2.4. Let {Z(V)},,~ be a realization for an interval graph G = (V. E), 
having dominant cliques C, ,..., C,. Further let 4 = n {Z(v) 1 v E Cj] for every 
dominant clique Cj. Zf R is an ordering of dominant cliques obtained by reading ii’s 
from left to right, then ordering TC is permissible. 
Let A = [aij] be again a v.d.c. matrix, having the consecutive ones property, of an 
interval graph G = (V, E), and let Cj be the dominant clique located at the jth 
column. Let [I,, r”] be the interval corresponding to vertex v in the canonical 
realization of A. Assume 1, < j for every u E Cj. Then v E Cj_ , for every u E Cj and 
hence Cj_ , 2 Cj, which contradicts the maximality of Cj. This proves the following 
assertion. 
i‘, ,. ?. II I* 
lr -m-m--- 
Ii"1 
FIG. 2.2. Order of fj and location of I(u). 
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PROPOSITION 2.5. Let A be a v.d.c. matrix, having the consecutive ones property, 
of an interval graph. For every column j there exists at least one row i such that Ii = j 
and at least one row i’ such that ri, = j. 
Let D be a clique of an interval graph G = (V, E). Then the set of dominant cliques 
which contain D as a subset is denoted by S(D), that is, 
S(D)= (CiICj2D}. 
The set union of dominant cliques in S(D) is denoted by 
S(D) = u { Ci E S(D)}. 
PROPOSITION 2.6. Let A be a v.d.c. matrix having the consecutive ones property 
of an interval graph G = (V, E), and let D be a clique. Then the columns 
corresponding to S(D) appear consecutively. 
Proof: I.& C be a column which lies between two columns of S(D), then there 
should be ones in the rows corresponding to vertices of D because of the consecutive 
ones property. Hence D G C and C E S(D). 1 
In the proof, terms column C and dominant clique C are used interchangeably. 
This is done very often in the sequel as long as the meaning is clear from the context. 
PROPOSITION 2.7. Let D be a clique of an interval graph G = (V, E) and let C be 
a dominant clique not belonging to S(D). Then C - S(D) # 0. 
Proof: Since D U C is not a clique, there exists a pair of vertices v E D - C and 
u E C-D such that (u, v) & E. Hence u 65 C’ for any dominant clique C’ E S(D), 
which implies that C - S(D) 2 {u} # 0. I 
PROPOSITION 2.8. Assume that columns C, and C, are respectively located to the 
left and to the right of columns of S(D) in a v.d.c. matrix A having the consecutive 
i j 
I I 
I 
I(x) I I I I(y) . . I I- 
I 
I(Vl) I (v,) 
I 
I I . . I * . 
I(v*) 1 I(h) I(ve) I . . . . 
II(v,l 
I ??
I 
e I * 
I 
I / 
Fro. 2.3. Relative location of Z(x) and Z(y). 
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ones property of an interval graph G = (V, E), where D is a clique. Further assume 
x E C, - S(D) and y E C, - S(D). Then S(D) is an x-y separator. 
Proof. Consider the canonical realization {I(v)},,, of A. Let Ci and Cj be the 
leftmost and rightmost columns of S(D), respectively. Then rx < i and j < I,. Hence 
x f y and (x, y) @? E. Assume the existence of an x-y path starting with X, passing 
through v, ,..., vk, and ending with y. Then the set union of I(v,),..., I(v,) covers 
interval [i, j] as is illustrated in Fig. 2.3. Therefore there exists a vertex U, E Ci 
(1 < l< k) and hence vI E S(D). 1 
3. P&-TREES 
There are, in general, many permissible orderings of dominant cliques for v.d.c. 
matrices to have the consecutive ones property. A data structure called PQ-trees can 
be effectively used to represent the freedom of permuting columns while preserving 
the consecutive ones property [2]. 
Let c = {Cr,..., C,} be the set of all dominant cliques of an interval graph G = 
(V, E). As described below a PQ-tree T is attached to an interval graph G. The class 
of PQ-trees over the set C is defined to be all rooted, ordered trees [ 1, 131, whose 
leaves are elements of C and whose internal nodes are distinguished as being either P- 
nodes or Q-nodes [2]. A P-node is drawn as a circle with more than one children 
drawn below it and a Q-node is drawn as a rectangle with more than two children 
drawn below it as illustrated in Fig. 3.1. Reading the leaves from left to right yields 
its frontier that is a permutation of elements of C. For example, the frontier of the 
PQ-tree of Fig. 3.1 (a) is read as C, , C,, C,, C, and C, . 
There are two types of equivalence transformations: 
(i) Arbitrarily permute the children of a P-node. 
(ii) Reverse the children of a Q-node. 
Two PQ-trees are equivalent if and only if one can be transformed into the other 
by applying equivalence transformations. For example, PQ-tree in Fig. 3.1(a) is 
equivalent to the one in Fig. 3.1(b). 
No 
c4 c5 
a 
FIG 3.1. Example of PQ-trees. (a) Original tree. (b) Equivalent tree. 
c, c5 
b 
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All the frontiers which can be obtained by equivalence transformations on a PQ- 
tree T is called the set of consistent permutations and is denoted by 
CONSISTENT(T). Thus a PQ-tree can be considered to represent a class of 
permutations, CONSISTENT(T). 
For a given PQ-tree T and a subset S s C, an algorithm called S-reduction yields 
another PQ-tree T such that CONSISTENT(7”) = {II E CONSISTENT(T) 1 elements 
of S appear consecutively in z}. The S-reduction can be done in a time proportional 
to the number of leaves 1 C ] [ 21. 
Before going further certain fundamental terms on PQ-trees are introduced. For a 
node N of a PQ-tree T, L(N) denotes the set of leaves contained in the subtree rooted 
at node N. A node N is said to be full (emply) with respect to S, if L(N) G 
S(L(N) f3 S = 0). A node that is neither full nor empty is said to be partial with 
respect to S. A node N is said to be pertinent if it is not empty. The youngest 
common ancestor of elements of S is called the pertinent roof with respect to S. 
Let V= {zig,..., u,,}, and for each zli let Si be the set of dominant cliques containing 
ui. As pointed out in the preceding section, Ci’s and S,‘s can be found in 
O(] V] + 1 E ])-time by the application of a lexicographic breadth-first search [ 151. To 
start with, consider a universal tree consisting of a P-node with children Cl,..., C,. 
Then applying S,, Sr,..., !&-reductions successively one obtains a final PQ-tree T. The 
resulting PQ-tree T has the property that CONSISTENT(T) is exactly the set of 
permutations for which elements of S, appear consecutively for every i. This is called 
the consecutive appearance property and guarantees the consecutive ones property 
when the columns of v.d.c. matrix are ordered as the frontier of a PQ-tree equivalent 
to T. Such a PQ-tree T is called a PQ-tree associated with the interval graph G = 
(K E). 
Booth and Lueker gave a neat algorithm of doing the series of reductions in 
O(] VI + 1 E I)-time. Though no details are described here, it is necessary to explain the 
data structure to represent a PQ-tree, because certain search algorithms are later 
employed based on this data structure. If N is a P-node, then its children are 
represented by a bidirectional circular list [ 1, 131 and N has’ a pointer to one of its 
children as shown in Fig. 3.2(a). Further every child of N is given a parent pointer as 
shown in Fig. 3.2(b). If N is a Q-node, then its children are represented by a bi- 
directional list [ 1, 131 and N has pointers to its two endmost children as shown in 
P 
N 
FIG. 3.2. Pointers given to a P-node N and its 
Parent pointers. 
NI NP N3 N4 
b 
children. (a) Circular list and child pointer. (b) 
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FIG. 3.3. Pointers given to a Q-node N and its children. (a) Linked list and children pointers. (b) 
Parent pointers. 
Fig. 3.3(a). Furthermore not every child is given a parent pointer but only two 
endmost children are given correct parent pointers as shown in Fig. 3.3(b). 
Let a PQ-tree T be associated with an interval graph G = (V, E). Since the number 
of leaves p does not exceed 1 VI, the number of internal nodes of T is less than / VI 
[ 1, 131. Therefore, the sum of the number of nodes and the number of edges of T is 
less than 4 / V/. This implies that any linear search algorithm on PQ-tree T runs in 
O(j VI)-time. 
Given a frontier of PQ-tree T associated with an interval graph G = (V, E), a v.d.c. 
matrix of G having the consecutive ones property is obtained by ordering columns as 
the frontier. The v.d.c. matrix is said to be associated with T. The order of rows is 
immaterial. For the example of Fig. 3.1(a) the associated v.d.c. matrix A is given in 
Fig. 2.1. 
It can be assumed by renumbering dominant cliques that the frontier of the PQ-tree 
T under consideration is C, ,..., C,. Note that for each node N elements of L(N) form 
a consecutive subsequence of the frontier. Therefore there exists an interval II(N), 
r(N) 1 such that L(N) = {C,,,, , CI(,,+, ,..., C,,,,}. For instance, internal nodes N,, N, 
and N, of the PQ-tree in Fig. 3.1(a) have intervals [ 1, 51, [2, 51 and [4,5], respec- 
tively. To determine these intervals for all nodes a bottom up search on the PQ-tree 
can be applied. For a leaf Cj the interval is [j, j]. For a P- or Q-node N, let N, and 
N, be the leftmost and the rightmost children, respectively. Then the interval for node 
N is [KN,), r(N,)l, h w ere intervals for N, and N, are (Z(N,), r(N,)] and [/(NJ, 
r[Nz)], respectively. Thus, the bottom up search in O(i VI)-time determines L(N) for 
every node N. 
Though the number of entries of a v.d.c. matrix is np, the number of ones is 
bounded by / V/ + IEl as stated in the preceding section. Thus a concise expression of 
a v.d.c. matrix is used based on its sparseness given here. It is sufficient for each 
vertex c’ to be given two indices 1, and rv such that dominant cliques containing u are 
the I,.th, (I, + 1)st ,..., r,th columns of the matrix, or elements of the frontier. The 
interval [/,, Y[,] exactly corresponds to the interval for u in the canonical realization. 
Given the frontier of a PQ-tree T and elements (vertices) of each dominant clique 
expressed as a linked list, one can easily obtain intervals I = { [I,., r,.] / u E V} by 
reading the list. The time needed to execute the procedure is proportional to 
lC,l+ . . . + / C,( which is the total number of ones in the matrix. Therefore the 
procedure runs in O(l VI + IEl)-time. 
Let T be a PQ-tree and S c C. Then T is said to be compatible with S if in every 
PQ-tree equivalent to T the elements of S appear in consecutive positions. 
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PROPOSITION 3.1. Let T be compatible with S. If a node has a partial child with 
respect to S, then the node has no other pertinent children. 
ProoJ Let N be a node with a partial child N’. Since elements of S appear as a 
consecutive subsequence in the frontier of T, at least one of two endmost leaves of the 
frontier of the subtree rooted at N’ is empty for otherwise all leaves of the subtree are 
full and N’ becomes full. Then if there is another pertinent child N” of N this empty 
leaf lies between two full leaves or can be placed between two full leaves by the 
reversal of leaves of the subtree rooted at N’. This contradicts the compatibility. 1 
As an immediate consequence of Proposition 3.1 one can obtain the following 
proposition, 
PROPOSITION 3.2. Let T be compatible with S. If N, and N, are two distinct 
partial nodes, then one is an ancestor of the other. 
Though the following assertion is almost self-evident, it is named here as one of the 
propositions for later reference. 
PROPOSITION 3.3. Let T be a PQ-tree associated with interval graph G = (V, E). 
If dominant clique C lies between dominant cliques C’ and C” in the frontier of T, 
then v E C’ n C” implies v E C. 
Later the following question arises: Given a PQ-tree T compatible with S, decide 
whether there is a permutation in CONSISTENT(T) such that leaves of S are placed 
in the leftmost or rightmost consecutive positions. If they can not be placed in such a 
way, the S is said to be blocked on T. 
Consider a Q-node as shown in Fig. 3.4. This Q-node has a full or partial child, 
which has empty siblings to the left and to the right. The full or partial child is said 
to be blocked on both sides by empty siblings. It should be clear in this case S is 
blocked on T. The converse statement is also true as shown below. 
PROPOSITION 3.4. Let T be a PQ-tree compatible with S. Then set S is blocked on 
T if and only if there exists a Q-node having a full or partial child blocked on both 
sides by empty siblings. 
Proox It suffices to prove “only if” part. Assume that there are no such Q-nodes. 
Then it is easily seen that at every P- or Q-node full or partial children can be placed 
in the leftmost positions by the application of equivalence transformations. 1 
Remark. Assume that there exists a Q-node having a full or partial child blocked on 
both sides by empty siblings. Due to Proposition 3.2 the youngest Q-node among 
these is uniquely determined. Let N be the youngest. Then, since T is compatible with 
S, N can not be a proper descendant of the pertinent root with respect to S. Therefore, 
N is the pertinent root or its ancestor. Therefore what to do to detect the existence of 
such a Q-node is the following. First check the pertinent root. If it is not such a Q- 
node, then check whether it has a parent pointer. If there is not a parent pointer, then 
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FIG. 3.4. Full or partial child blocked on both sides by empty children. 
the parent is such a Q-node. If there is a parent pointer, then the parent is not such a 
Q-node. Continuing this way until one reaches at the root of T, one can determine the 
existence of such a Q-node, and if exists, it is the youngest such Q-node. Clearly this 
is a linear algorithm. 
Proposition 3.4 is concerned with, so to say, blockage by empty leaves. Blockage 
of empty leaves by pertinent leaves is also to be considered and is the subject of next 
proposition. 
PROPOSITION 3.5. An empty leaf C lies between two full leaves in any 
permutation in CONSISTEN if and only if there exist a Q-node N and its child N’ 
such that C E L(N’) and N’ is blocked on both sides by pertinent siblings. 
The proof is quite the same as that of Proposition 3.4 and is omitted. 
Remark. The Q-node N is necessarily partial. Later in Section 7 a linear 
algorithm is given to list up all such empty leaves. 
4. MAIN PROBLEM AND SUBPROBLEM 
Though the main problem is to find a minimal augmentation of a graph, it is 
worthwhile to consider the following subproblem: Given an interval graph G = (V, E), 
a vertex w & V and vertex set W G V, find a minimal augmentation 
{(w,v)/uEME I’} with respect to G’=(VU{w}, EU{(w,v)/vE W}). Note that 
the minimal augmentation consists of edges incident with w. The existence of such a 
minimal augmentation is demonstrated in the following way. Consider a realization 
for G. Then add an interval for w so as to cover all the intervals of the realization. 
Clearly it is a realization for an interval graph (VU {w), E U ((w, II}). Hence the set 
{(w, 0) I v E v-- WI is an augmentation with respect to G’. Therefore there exists a 
minimal augmentation consisting of edges incident with w. The procedure of finding 
such a minimal augmentation is hereafter denoted by AUGMENT (G, w, W, M). As 
shown below the main problem can be solved by the repeated application of the 
procedure. 
When solving the main problem, order arbitrarily the vertices of a given graph G = 
(V, E) as V= {ui,..., v,}. Let I’, be the set of first i vertices, i.e., Vi = (v ,,..., vi} and 
Ei be the set of edges of the section graph G(V,), i.e., Ei = {(x, y) E E 1 X, _Y E Vi). 
Since any graph with at most three vertices is an interval graph, the section graph 
G, = (V,, E3) is an interval graph. Let W, = {u E V, 1 (Y, vq) E E}. Then the 
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application of procedure AUGMENT (G3, v4, W,, M3) gives a minimal augmen- 
tation F, = {(v,, v) 1 v E M3} of G; = (V, u {v,}, E, u {(v, v4) 1 v E W,}) = (V,, , Ed) 
to obtain an interval graph e4 = (V,, E, U F3). In general, an interval graph 
Gi=(vi,E”,), Ei=EiuF,u . . . UF~_, 
and 
Wi=(VE: ViJ(U,Vi+l)EE} 
is given. Apply procedure AUGMENT (i3,, vi+ L, Wi, M,), then one obtains a 
minimal augmentation F, = {(vi+ 1, V) ) v E Mi} with respect to Gi = (Vi+ 1, 
Ei+l~F3U... UFi_,)toobtainanintervalgraphGi+,=(Vi+,,Ei+,UF,U... U 
Fi_, U Fi). Continuing this way one eventually obtains an augmentation 
F=F,u--a uF,_, 
of G = (V, E) and an interval graph e, = (V, E U F). The main routine is thus 
summarized as follows. 
procedure MAIN (G, F): 
begin 
F:=@; 
P:= {VI, vz, v,}; 
I?:= {(x,y)EEIx,yE 9}; 
e := (P, E) 
for i := 3 until n - 1 do 
begin 
W:={vE ~~(v,v~+~)EE}; 
AUGMENT (f?, vi+ 1, W, M); 
F:=FU{(v,vi+,)(vEM}; 
P := Pu {vi+ I}; 
E:=EU{(v,v i+l)JvE WuM}; 
G := (&?7) 
end 
end 
THEOREM 4.1. The set F obtained by the application of procedure MAIN (G, F) 
is a minimal augmentation of graph G = (V, E). 
ProoJ To prove the assertion by contradiction assume that a proper subset F’ of 
F is an augmentation. Then there exists a unique partition of F’ such that F’ = 
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F’,U ..- U FL_, with Fi E Fi for 3 < i < n - 1. Let k be the first index such that 
F;$Fk. Then FL is an augmentation ofgraph G;=(Vk+,, Ek+,UF\... UF’,_,)= 
(Vk+l, Ekf1UF3u--. U Fk_l). As FL is a proper subset of F,, this contradicts the 
minimality of F,. 1 
In the remaining part of this paper it is shown that procedure AUGMENT runs in 
O(l V/ + 1 E I)-time. Then each iteration of the loop in the main routine MAIN (G, F) 
requires at most O(l V/ + 1 El + IF()-time, and hence the main routine requires 
O(\ VI (I I// + IEl + IFI))-time. 
In what follows the main subject is to develop a linear algorithm AUGMENT. Let 
G=(V,E) and 
G’ = (VU {w}, EU ((w, z!) / v E W}). 
The graph G is an interval graph and WE V by assumption. As described in 
Section2, a linear algorithm can be applied to G to obtain a list of all dominant 
cliques C, ,..., C,. Then as stated in Section 3 a linear algorithm is applied to obtain a 
PQ-tree T with leaves C,,..., C,, which represents the freedom of permuting C, ,..., C, 
while preserving the consecutive appearance property. Furthermore, a concise 
representation of L(N) for every node N of the PQ-tree T can be obtained in a linear 
time. Also a concise representation of a v.d.c. matrix A, whose columns are ordered 
as the frontier of PQ-tree T, can be obtained in a linear time. This gives an interval 
[f,, r,] for every u E V in the canonical realization of A. All these can be done in 
O(l VI + j E I)-time and therefore they are assumed to be given in the description of 
procedure AUGMENT without any specific reference. 
Let G( IV) = (W, E(W)) be the section graph of G determined by W. Since G( IV) is 
an interval graph as a subgraph of an interval graph G, all the dominant cliques 
D , ,..., D, of G( IV) can be determined just as before. Then as Di is a clique, 
S(Di) = { Cj I Di c Cj) 
can be determined for i = 1 ,..., k. Before explaining how to determine these, note the 
following fact. 
PROPOSITION 4.1. S(D,),..., S(D,) are mutually disjoint. 
Proof. To prove the assertion by contradiction, assume Ci E S(Dj) n S(D,), 
where j # 1. Then Dj E Ci, D, E Ci and hence Dj U D, c Ci. Therefore Dj U D, is a 
clique in G( IV), which contradicts the maximality of Dj and D,. 1 
For the purpose of finding S(D) let 
1 max(i) = yS”,: { 1,} and r min(i) = mi;. {r,.}. 
It should be clear that [1max(i), rmin(i)] is n ([I,,, r,] ( u E Di} and hence a non- 
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empty interval due to Proposition 2.1. Then it is easily seen that S(D,) is the set of 
dominant cliques 
c Imax 3 c Imax( 1 v-3 CrminCi) 3 
provided that the frontier of the PQ-tree under consideration is C, , C, ,..., C,. Hence 
S(Oi) can be listed up in time proportional to ]Di] + 1 S(O,)]. Thus the determination 
of S(Z),),..., S(Z),) can be done in time proportional to C IDil + C IS(O AS 
described in Section 3, JY 1 D, 1 is bounded by the number of ones in A and hence by 
1 VI + IEl. Also due to Proposition 4.1 C I S(D,)l is bounded by the number of 
dominant cliques of G, and hence by ) VI. In conclusion, listing D, ,..., D, and 
S(Z),),..., S(Z),) d is one in O(] VI + [El)-time. As in Section 2, S(Di) is defined by 
S(Di> = U CCj I Cj E S(Di)l 
for i = l,..., k. To determine this it is sufficient to read vertex-lists of dominant cliques 
in S(Di). Therefore these sets can be determined again in O(l VI + IEl)-time. All the 
information above is assumed to be known. 
The method of finding a minimal augmentation depends on the value of k. The 
corresponding procedures for k = 1, 2 and 23 are named as AUGMENT-l, 
AUGMENT-2 and AUGMENT-3, ,respectively. Therefore procedure AUGMENT is 
understood to play a switching function to an appropriate case according to the value 
of k. The three subprocedures are discussed in the subsequent sections. 
5. AUGMENTATION (k= 1) 
In this section procedure AUGMENT- 1 is described. Since k = 1, i.e., D = {DI ) 
and D, = W, W is used in place of D, throughout this section. Let T be a PQ-tree 
associated with interval graph G = (I’, E). 
Due to Proposition 2.6, T is compatible with S(w). Therefore as stated in the 
Remark following Proposition 3.4, it is easy to test whether S(w) is blocked on T. 
This can be done in O(] VI)-time. 
First consider the case in which S(w) is not blocked on T. Then without loss of 
generality it can be assumed that the frontier of T has leaves of S(w) in the rightmost 
consecutive positions. Let {Z(v)},,, be the canonical realization of an n X p v.d.c. 
matrix A associated with T. Since the last column belongs to S(W), rv = p for every 
v E W. Modify interval I, for every v E W from [I,, p] to [I,, p + 11. This is still a 
realization for G. Then add an interval [p + 1, p + 1 ] for new vertex W. Clearly w 
becomes adjacent to all the vertices of W but no other vertices. Therefore these 
intervals form a realization for graph G’ = (VU {IV}, E U {(w, v) ) u E W}). This 
proves the following assertion. 
THEOREM 5.1. Under the assumption that k = 1 and S(W) is not blocked on T. 
graph G’ is an interval graph. Hence, in this case, a minimal augmentation is void. 
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Next consider the case in which S(W) is blocked on T. Let Q, be the youngest Q- 
node having a full or partial child with respect to S(w), which is blocked on both 
sides by empty siblings. Note that Q, can be found in O(l VI)-time. There are two 
cases slightly different from each other. The one is the case in which Q, has only one 
full or partial child and the other in which Q, has two or more full children. As 
shown in Fig. 5.1, name these pertinent children as N,, Nz,..., N, from left to right. 
Then let N, and N, be empty children of Qo, which are adjacent to N, and N,, 
respectively. Further denote subtrees rooted at Ni (i = l,..., I), N, and N, by T, 
(i = l,..., I), T, and T,, respectively. Before going further note the following fact: If 
N, is only one pertinent child, then at least one of the two endmost leaves of the 
frontier of T, can be assumed to be a member of S( IV). This is seen as follows. If the 
members of S(W) cannot be placed at one of endmost positions by any equivalence 
transformations on T, , then S( IV) is blocked on T, and hence there exists a Q-node 
having a full or partial child which is blocked on both sides by empty siblings. This 
Q-node is a proper descendant of Q, which is a contradiction. Therefore, it is 
assumed that, if N, is only one pertinent child, then at least one of the endmost leaves 
of the frontier of T, is a member of S( IV). 
Let C, and C, be the rightmost leaf of the frontier of T, and the leftmost leaf of 
the frontier to T,. These can be immediately found to be the rightmost leaf of L(N,) 
and the leftmost leaf of L(N,). Then due to Proposition 2.7 there exist 
x E C, - S( IV) and y E C, - S(w). The determination of such x and y is easy 
because S( IV) is known. The required time is proportional to /C, 1 + 1 C,I. The 
following lemma plays an important part in this section. 
LEMMA 5.1. Let CiL’ and Cy’ be the leftmost and rightmost leaves of the frontier 
of Ti, respectively, for i = I,..., 1. Further let W c @s S(W). Then I? is an X-J 
separator in G if and only if one of the following equalities holds: 
c,ncY’- kV = 0, cy) n Cf) - *= 0,..., cy) n c, - @ = 0. 
Proof. First assume that @ is an x-y separator and none of the equalities holds. 
Then there exist vertices vO, vi ,..., v, such that 
v. e c, n ciL) - IP, V, e C(IR) n CiL) - W ,..., V, E CiR) n C, - IV. 
FIG. 5.1. Relative locations of T,, T, , . . . . T,, rD 
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It follows from Proposition 3.3 and the reversal of leaves of TL,..., TI that 
vg E cl”‘, v, E ciR) )..., II_, E cl”‘. 
Therefore edges (v,,, v,), (v,, vJ ,..., (II-~, v,) are in E. Further (x, v,,) E E and 
(v,, y) E E, and there exists an x-y path in G - W, which is a contradiction. 
Next assume that W is not an x-y separator in G. Then there exists an x-y path in 
G - W, starting with v,, =x, passing through vertices v, ,..., v,_~, and ending with 
or?! = Y. Let V(V)],,Y be the canonical realization of a v.d.c. matrix A associated with 
PQ-tree T under consideration. Then intervals I(v,), I(v,),..., I(v,) combined together 
cover interval [a,/31 provided that C, and C, are the ath and Pth leaves of the 
frontier of T, respectively. Since leaves Cl”‘, Cy),..., Cy’, Cl”’ lie between leaves C, 
and C,, there exist vertices vb, vi ,..., vi among vO, vl,..., v, such that vb E 
c (I n CCL) - W 1 V' e CCR)n CL) - IQ,..., V; E CiR)n C, - W. 7 1 1 2 I 
LEMMA 5.2. Under the assumption that k = 1 and S(W) is blocked on T, let 
C,, C,, x and y be defined as above. If W is not an x-y separator in G, then graph 
G’ = (VU {w}, E U {(w, v) 1 v E W}) is not an interval graph. 
ProojI If S(W) = { W}, then S(W) = W and hence W is an x-y separator by 
Proposition 2.8. Therefore S(W) # { W} and the set of dominant cliques of G’, 
containing W as a subset, is exactly S(W) U { W’}, where W’ = WV {w). 
Assume that G’ is an interval graph and let A’ be a v.d.c. matrix of G’ having the 
consecutive ones property. The columns for S(W) U { W'} should appear 
consecutively in A’. Note that columns for S(W) U { W’) lie between columns C, and 
C,. This is shown as follows. A v.d.c. matrix A of G having the consecutive ones 
property can be obtained from A’ by discarding the row for w and the column for 
W’. If columns C, and C, both lie either to the left or to the right of columns for 
S(W) U { W’}, then, in A, columns for S(W) do not lie between C, and C,, which 
contradicts the existence of a Q-node Q, described before. 
Without loss of generality, it can be assumed that columns C, and C, are located 
to the left and to the right of columns for S(W) U { W'} in A’, respectively. 
Let V(V))~~~(~) be the canonical realization of A’. Since there exists an x-y path 
in G - W, there are vertices x = vO, v, ,..., v, = y in V- W such that the path starts 
with vO, passes through v, ,..., v,,_,, and ends with v,. Intervals Z(v,), I(v,) ,..., Z(v,) 
together cover interval I, = l-j {l(v) 1 v E C} for any dominant clique C E 
S(W) U {WI}; hence, there exists a vertex u among vO, v,,..., v, such that u E W’. 
Thus (u, w) exists in G’, which is a contradiction. 1 
Due to Proposition 2.8 S(W) - W is necessarily an x-y separator in G(V- W). 
Let M be a minimal x-y separator in G( V- W) such that Mc S(W) - W. Then M 
is a clique because it is a minimal separator in chordal graph G( V- M) [ 141. Note 
that a null graph is assumed to be a clique. Further 
WI= WUM 
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is a clique as shown below. Let u, E M and v2 E W. Since vi E S(W), there exists a 
dominant clique C E S(W) such that vi E C. Then v2 E C and hence (vi, v2) E E. 
This proves the assertion. In the following it is shown that 
F={(w,v)IvEM} 
is a minimal augmentation of G’. 
First shown is that 
G=(vu(W},EU{(w,v)~vE iv}) 
is an interval graph. Since I? is an x-y separator in G, one of the equalities in the 
statement of Lemma 5.1 holds with I@= W. For definiteness, assume 
c, n cy - Iv= 0 and hence C, f? Cy’ - W c M, 
for the other cases can be treated similarly. 
If N, is partial, CiL) might not belong to S(W). Then reverse the order of leaves of 
the frontier of T, so that the lefmost leaf becomes a member of S(W). This does not 
affect C, n Cy’ - W = 0 because of Proposition 3.3. It is shown below that 
c n nqL’- W=M. 
If otherwise, there exists M’ $ M such that C, f? Cy’ - WU M’ = 0. Hence from 
Lemma 5.1 M’ is an x-y separator in G - W, which contradicts the minimality of M. 
Now let V(V)\,,~ be the canonical realization of a v.d.c. matrix of G associated 
with a PQ-tree under consideration. Assume that C, is the ath leaf in the frontier of 
T. Then r. = a for every 2, E C, - W-M since C, f7 Cy’ - W - A4 = 0. Similarly 
I,, = a + 1 for every v E CiL) -W-M.Furtherl,<a+lforanyvEWandl,.<a, 
r,,>a+ 1 for any vEMbecause C,nCy’- W=M. If [,=a+ 1 for vE W, then 
modify Z(v) from [a + 1, r,] to [a + j,r,]. The set of these intervals is still a 
realization for G. Then add an interval [a + 4, a + f] for new vertex w. Clearly this 
interval intersects all the intervals {l(v) 1 v E w} but no others. Hence these intervals 
form a realization for G. This proves that G is an interval graph. 
What remains to show is the minimality of F. To prove this by contradiction, let 
M’$M and &=(VU{w}, EU{(w,v)/vE WUM’}). To show that G is not an 
interval graph, note that WU M’ is not an x-y separator in G. Also note that 
S( WV M’) c S(W) and hence columns for S( WU M’) always lie between columns 
C, and C, in any v.d.c. matrix of G having the consecutive ones property. Then one 
can easily see that the proof of Lemma 5.2 is valid if W is replaced by WU M’. This 
shows that G is not an interval graph. 
Remark. The restriction that C, and C, be the rightmost leaf of T, and the 
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leftmost leaf of TB, respectively, is not essential. Let CL and Cb be a leaf of T, and a 
leaf of Ts, respectively. Further let X’ E C& - S( IV) and y’ E Cb - S( IV). Then one 
can easily prove from Proposition 3.3 the following assertion: For any @ with 
Ws Wz S(W), W is an x-y separator in G if and only if I!’ is an x’-y’ separator. 
Based on this observation the main result of this section is summarized in the 
following. 
THEOREM 5.2. Under the assumption that k = 1 and S(W) is blocked on T, let Q. 
be the youngest Q-node having a full or partial child blocked on both sides by empty 
siblings. Further let N, and N,, be empty siblings between which only pertinent 
children lie, and let C, E L(N,) and C, E L(N,). Let x E C, - S(W) and y E 
C, - S(W), and let M be a minimal x-y separator in G - W such that M s 
S(W) - W. Then F = {(w, v) 1 v E M} is a minimal augmentation of graph 
G’=(VU{w},EU((w,v)~vE W)). 
Remark. If W is an x-y separator in G, then it4 is void and hence F is also void. 
Now a linear algorithm SEPARATOR (G, x, y, U, M) is described, where Us V 
and x, y E V- U. It gives a minimal x-y separator M c U in G = (V, E), under the 
assumption that U is an x-y separator. 
Let procedure BFS (G, u, N) be the breadth-first search of graph G = (V, E) 
starting with vertex u. Assume that the procedure returns as the value of N the set of 
vertices of the connected component G(N) containing U. 
First apply procedure BFS (G( V - U), x, N). Then determine 
U’ = {v E U 1 there is z E N such that (z, v) E E), 
which is a subset of U. It should be clear that U’ is an x-y separator in G. Also 
clearly all these can be done in a linear time. 
Next apply procedure BFS (G(V- U’), y, N) and then determine 
it4 = {v E U’ 1 there is z E N such that (z, v) E E}, 
which is a subset of U’ and hence of U. As before M is an x-y separator in G. Its 
minimality can be shown as follows. Let v E M, then there exists a path starting with 
y, passing through vertices V - IM and ending with v. Also since v E U’, there exists a 
path starting with v, passing through vertices V- U’ and ending with x. These two 
paths gives a walk between x and y passing through vertices of V - (M - {v }). 
Therefore M - {v} cannot be an x-y separator in G, and no subset of M can be an 
x-y separator in G, which proves the minimality of A4. 
Thus procedure SEPARATOR (G, x, y, U, M) is summarized as follows, which is 
clearly a linear algorithm. 
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procedure SEPARATOR (G, x, y, U, M): 
begin 
BFS (G( I’ - V), x, N); 
U’ := (u E UI 32 E N; (z, 0) E E}; 
BFS (G( I’ - V), y, N); 
M := (V E U’ 1 3z E N; (z, u) E E} 
Based on this, a linear algorithm AUGMENT-l (G, W, W, M) is described as 
follows: 
procedure AUGMENT-l (G, W, D, M): 
comment D is the set of dominant cliques of G(W). 
k=l and D=(W); 
begin 
let T be a PQ-tree associated with G = (V, E); 
if S(w) is not blocked on T then M := 0 
else 
begin 
let Q, be the youngest Q-node having a full or partial 
child blocked on both sides by empty siblings; 
Let N, and N, be empty children of Q, between which 
only pertinent children lie; 
find C, E L(N,) and C, E L(N,); 
find xEC,-S(W) andyEC,-S(W); 
SEPARATOR (G( I’- W), x, y, S( IV) - W, M) 
end 
6. AUGMENTATION (k=2) 
In this section procedure AUGMENT-2 is described. Since k = 2, dominant 
cliques of section graph G( IV) = (W, E(W)) are D, and D,. Let S(D,) and S(D,) be 
as before, which are mutually disjoint due to Proposition 4.1. Let T be a PQ-tree 
associated with interval graph G = (V, E). 
As stated in Section 3, S(D,)U S(D,)-reduction is a linear algorithm to test 
whether leaves of S(D,) U S(D,) Can appear in consecutive positions. In this section, 
it is assumed that S(D,) U S(D,)-reduction is possible. The other case is treated in 
the next section together with the case k > 3. Let 7” be a PQ-tree obtained as the 
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FIG. 6.1. A’ and its canonical realization. 
result of S(D,) U S(D,)-reduction on T. Without loss of generality, it is assumed that 
leaves of S(D,) are located to the left of leaves of S(Q). Let Cl”’ and CiL) be the 
rightmost leaf of S(D,) and the leftmost leaf of S(D,), respectively. Note that CiR) 
and CF) are adjacent to each other in the frontier of r. Therefore these can be found 
by reading the frontier of T. Up to this point everything can be found in O(( I/l)-time. 
The following two lemmas are fundamental in this section. 
LEMMA 6.1. If Cy’ n CiL) - W#0, then G’=(VU{w}, EU{(w,v)luE W}) 
is not an interval graph. 
Proof. To prove the assertion by contradiction, assume that G’ is an interval 
graph and let A’ be a v.d.c. matrix of G’ having the consecutive ones property. Note 
that D’, = D, U {w} and 0; = D, U {w} are dominant cliques of G’. Also note that 
Cp) and Cy) are dominant cliques of G’ because C\“‘+ D, and CiL’$ D, due to the 
assumption Cl”’ n CF) W # 0. Due to Proposition 2.6 it can be assumed without loss 
of generality that columns D’, and Cy) are located to the left of columns D’, and Cy). 
Let v E Cl”’ n CiL) - W, then v 6E 0; and v 6? D;. Because of the consecutive ones 
property columns Cl”’ and Cp) should lie between columns 0; and D’, as shown in 
Fig. 6.1. Then again due to the consecutive ones property w E C:R) and w E Cp’, 
which is a contradiction. 1 
Let 
M = C(R) n C(L) _ 
1 2 
W 
7 F={(w,v)IvEM} 
and 
G= (VU {W},EU {(w, v) 1 v E WUM}). 
It is shown below that F is a minimal augmentation of G’. To this end first shown is 
that G is an interval graph. 
Let A be a v.d.c. matrix associated with T, and let {I(v))}“~~ be the canonical 
realization of A. For notational simplicity assume that Cy) is located at the ath 
position in the frontier of 7’. Then Ci’) is located at the (a + I)st position. For any 
vEM, l,<ct and r,>a+ 1 because uECiR’nC:L’. If vECp’- W-M, rV=a. 
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Similarly u E CiL) - W-M implies I,=a+l. It is easy to show vED,-D, 
implies ~~=a and u E D,-D, implies Zu=a + 1. Thus for every v E D, - Dz 
change rv from a to a + l/3. Similarly for every Y E D, -D, change I, from a + 1 to 
a + 2/3. Then the set of intervals is still a realization for G. Now add an interval 
[a + l/3, a + 2/3] f or new vertex w. Then this new interval intersect all the intervals 
(I(o) 1 u E D, u D, u M} = {I(u) 1 v E WV M} but no others as shown in Fig. 6.2. 
Thus the resultant set of intervals is a realization for G. 
What remains to show is the minimality of F, in other words, the minimality of M. 
To prove this by contradiction, assume that F’ = {(w. c) / c’ E M’} with M’S M is an 
augmentation of G’. Let 
e=(vu{W},Eu{(w,v)]vE WUM’}). 
Note that CR’ n CCL’ - W U M’ # 0. Since D, U M’ C CiR) and D, U M’ C CiL’, 
dominant cliques of G( WV M’) are D, U M’ and D, U M’. Then the proof of 
Lemma 6.1 remains valid if D,, D, and W are replaced by D, Uhf’, D, UM’ and 
W U M’, respectively. Thus G can not be an interval graph, which is the desired con- 
tradiction. 
The following theorem summarizes the main result in this section. 
THEOREM 6.1. Under the assumption that S(D,) U S(D,)-reduction is possible, let 
C’,R’ and CiL’ be adjacent leaves such that CiR’ E S(D,) and Cy) E S(D,). Further let 
M = C’R’n C’L’ - W. Then F = {(w, v) ( v E M} is a minimal augmentation of graph 
G’ = (i’u {w;, EU {(w, v) 1 v E W}). 
As the determination of M is an easy matter, a linear algorithm AUGMENT-2 is 
given as follows. 
procedure AUGMENT-2 (G, w, D, M); 
comment D is the set of dominant cliques of G(W). 
k = 2 and D = {D,, D,}; 
begin let T be a PQ-tree associated with G = (V, E); 
if S(D,) U S(D,)-reduction is impossible 
then AUGMENT-3 (G, w, D, M) 
else 
begin 
end 
let T’ be a PQ-tree obtained as the result of S(D,) U S(D?)- 
reduction on T, 
let C\“’ and CiL) be adjacent leaves of the frontier of T’ such 
that Cl”’ E S(D,) and Cy) E S(D,); 
M .= C(R) n C’L’ _ W 1 2 
end 
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FIG. 6.2. Realization for G’. 
7. AUGMENTATION (k > 3) 
7. I. Preliminaries 
In this section the case k > 3 is considered together with the special case in which 
k = 2 and S(D,) U S(D,)-reduction is not possible. It is shown here that a minimal 
augmentation can be obtained from an “optimal” permissible ordering. 
Let G = (V, E) be an interval graph and let G’ = (VU {w}, E U {(w, v) 1 u E IV}), 
where W G V. The set of dominant cliques of G is 
c = {C, )...) C,} 
as before, and let T be a PQ-tree associated with G. The set of dominant cliques of 
section graph G( IV) is denoted by D, that is, 
D = {D,, D, ,..., Dk}. 
The class C is partitioned into four subclasses C(O), C(i), C’*’ and Cc3’ as described 
in the following. The first class C”’ is the set of dominant cliques in C - lJI S(D,), 
each of which is blocked by lJI S(D,). As described in Section 3, C E C”’ means that 
for any PQ-tree equivalent to T there are cliques C,, C, E Ui S(D,) such that C, is 
located to the left of C and C, is located to the right of C. Since leaves of S(Di) 
appear in consecutive positions, there exist two distinct indices i and j such that 
C, E S(Di) and C, E S(Dj). Therefore one may say that C is located between leaves 
of S(D,) and those of S(D,). Thus 
C’O’ = 
I 
C E C - u S(D,) 1 C is blocked by U S(Di) . 
i I I 
The set union of dominant cliques in C”’ is denoted by 
S’O’ = LJ {C 1 c E CO’}. 
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The fourth class Cc3) is now defined by 
C3’ = c - u S(DJ - CO’. 
To partition ui S(Di) into two subclasses C”’ and C’*‘, D is first partitioned into 
two subclasses D”’ and D’*’ as follows. 
D”’ = 
I 
Di E D 1 S(Di) - Di - u S(Dj) - S”’ = 0 
j*i I 
and 
,,‘*’ = ,, _ D’” 
It is easy to see that Di E D (‘) if, for every C E S(D,), C - Di is covered by the 
vertices of dominant cliques in {S(Dj)}j+i and C(O). Since WG DiU (IJjti S(D,)), 
the following equality is valid. 
D”‘= DiEDIS( W- u (S(Dj)- W)-S”‘=g , 
! j#i I 
Based on this partition, ui S(Di) is partitioned as follows. 
C’” = {C 1 C E S(Di) with Di E D”‘} 
and 
C’*’ = {C 1 C E S(D,) with D. E D”‘}. I 
For later use one more term, C*, is defined by 
c* = c _ (y’ _ c”’ = c’*‘u c(3). 
Let 71 be a permissible ordering of dominant cliques of C. For a fixed ?r, several 
terms are now introduced. Let DcL’(lr) E D and DcR’(n) E D be such that S(D’L’(n)) 
and S(DcR)(n)) occupy the leftmost and the rightmost positions among 
S(D,),...,S(D,), respectively. Then, the set of dominant cliques which lies between 
S(DcL’(n)) and S(DcR’(;lr)) is denoted by Z(n), that is, 
Z(n) = {C E C I C is placed to the right of S(DcL)(7t)) 
and to the left of S(D’“‘(n)) in n} 
as shown in Fig. 7.1. 
If k > 3, then Z(a) is not empty for there is a clique Di E D such that Di # DcL’(n), 
DcR’(z). Even if k = 2, as long as S(D,) U S(D,)-reduction is not possible, there is a 
clique C E C (‘I Thus Z(n) is not empty in both cases. . 
82 OHTSUKI ET AL. 
FIG. 7.1. Set of dominant cliques Z(n) lying between S(DCL’(n) and S(D’“‘(n)) in ordering n. 
Define set M(a) c V as follows: 
M(7r)=U{CICEZ(n)}- w, 
and then 
F(n) = {(W v) I ?J E Mb)). 
LEMMA I. 1. For any permissible ordering 71 
M(z) 2 (J {C I c E c(O) u C’“] - w. 
Prooj From the definition of class C (O), for any permissible ordering rr 
Z(7c) 2 c(O), 
and hence 
M(n) 2 s(O) - w. 
To show M(rr)?(_l{CICEC(i)}- W, let uE~J{CICEC”‘}- W, then there 
exists C, E S(D,) such that v E C, - W. If C, E Z(z), then v EM(a) immediately 
follows from the definition. Another possibility is either C, E S(@“‘(n)) or 
C, E S@“‘(n)). Consider the case C, E S@‘“‘(n)) for the other case can be treated 
similarly. From the definition of class Co’ there follows 
u E u {S(Dj) 1 Dj Z D’“‘(n)} U “O’* 
Note that all dominant cliques in C”’ and {S(D,) 1 Dj # D’“‘(n)} are located to the 
right of dominant cliques of S(DcL’(lr)). Then from the consecutive appearance 
property v E C,, where C, is the leftmost dominant clique of Z(n) as shown in 
Fig. 7.1. Thus u E M(n). 1 
LEMMA 7.2. For any permissible ordering z’, F(x) is an augmentation of G’. 
ProoJ Let A be a v.d.c. matrix of G having the consecutive ones property, whose 
columns are ordered as rr, and let {I(u) 1 u E V} be its canonical realization. Let 
C,(z) be the rightmost dominant clique in S(D’L’(z)) and assume that it is the ath 
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leaf in 7~. Similarly let C,(n) be the leftmost dominant clique in S(ZYR’(n)) and 
assume that it is the Pth leaf in 7r. 
For any v E DcL’(n), rv > a. If it is equal to Q, then extend it to a + l/2. Similarly 
for any u E DcR’(~), 1, G/3. If it is equal to /I, then change it from /3 to /I - l/2. Then 
this is still a realization for G. Now add an interval [a + l/2, /3 - l/2] for new vertex 
w. It is easily checked that the new interval for w intersects all the intervals 
corresponding to vertices WV M(n), but no others. Therefore, 
G=(VU(w},Eu{(w,v)~uE WUM(7r)l) 
is an interval graph. This proves the assertion. 1 
LEMMA 7.3. Let F’ = {(w, v) 1 v E M’ G V} be an augmentation of G. Then there 
exists a permissible ordering such that F(x) g F’. 
ProoJ: Let 
G=(vu{w},Eu{(w,zJ)~uE WUM’}) 
and let ff be a v.d.c. matrix of G having the consecutive ones property. Let R = 
{Z(v) 1 v E VU {w}} be its canonical realization. Note that R - (Z(W)} is a realization 
for interval graph G. 
Let 
Zi = n {Z(V) / U E Oi} 
for every Di E D. Due to Propositions 2.1 and 2.3 I, ,..., Zk are mutually disjoint non- 
empty intervals because D, ,..., D, are dominant cliques of an interval graph G(W). 
Let Z”’ and Z(R) be the leftmost and the rightmost intervals among I, ,..., I, as shown 
in Fig. 7.2. Let DCL) and DtR) be cliques in D corresponding to ZcL) and pR’. 
For any dominant clique Cj E C define 
J!j = n {Z(V) 1 V E Cj}. 
Again due to Propositions 2.1 and 2.3, i I ,..., ip are mutually disjoint non-empty 
intervals. Reading these intervals from left to right, one obtains an ordering of 
Z(I) 
-, 
C. L- CS T: ---- - . . _ --- 
--.. - 
1’L’ II *‘R’ 
I (w) 
FIG. 7.2. Relative positions of Ii, ij and I(w). 
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dominant cliques, n, which is a permissible ordering due to Proposition 2.4. It should 
be noted here that C, E S(D,) if and only if fj E I,. Therefore relative positions of Ii 
and 4 are those as is shown in Fig. 7.2. Let C, be the rightmost dominant clique of 
S(DfL)) and C, be the leftmost dominant clique in S(D’R’) as shown in Fig. 7.2. Then 
the set of dominant cliques corresponding to intervals 4 lying between C, and C, is 
exactly Z(x) defined before. 
Since w is adjacent to all the vertices of DtL’ and DcR), the interval I(w) should 
intersect Z(‘) and ItR) as shown in Fig. 7.2. Then w is adjacent to all the vertices 
belonging to {C 1 C E Z(n)} and hence to W U M(n). Therefore M(z) G M’ and hence 
F(7r) SF’. I 
The foregoing two lemmas indicate that there exists a permissible ordering x with a 
minimal augmentation 1;(z) associated with it. This suggests the following definition: 
A permissible ordering 71 is called optimal if there exists no other permissible ordering 
7~’ such that Z(X) n C* $J Z(z’) n C*. To justify this definition one needs to prove the 
following lemma. 
LEMMA 7.4. If R* is an optimal permissible ordering, then there exists no 
permissible ordering 7c such that M(~c*)$ M(n). 
Proof. Due to the definition of optimality either Z(7c)n C* = Z(z*)n C* or 
Z(z)n C* - Z(r*) n C* f 0. In the former case, M(n) = M(~c*) follows from 
Lemma 7.1, and M(X) is not a proper subset of M(z*). 
In the latter case, there exists a dominant clique C, E C such that C, E (Z(n) - 
2(x*)) n C*. Then either C, E C(*) or C, E Cc3’. These two cases are considered 
separately. 
Case C, E C”‘. Since C, & Z(n*), either C, E S(DcL’(n*)) or C, E S(D’R’(n*)). 
Without loss of generality the former case is assumed to occur. Since S(D”‘(z*)) c 
Z(n), S(D(L)(7c*)) - Ws M(z). Also since D’L’(z*) E Dc2), there exists a vertex 
V, E S(D(L)(z*)) - W - U { S(Di) - W 1 Di # DcL)(x*)} - S”’ and U1 E M(n). 
Suppose U, E M(n*). Then since none of the dominant cliques in S(D’“‘(n*)) belongs 
to 2(x*), there is another dominant clique C, E Cc3’ n Z(r*) such that u, E C,. Let 
N, be the youngest node of the PQ-tree under consideration such that C,, 
c2 E W,)* 
First assume that N,, is a P-node. Then there are two distinct children N, , N, of N,, 
such that C, E L(N,) and C, E L(N,) as shown in Fig. 7.3. Note that S(D(“‘(n*)) E 
L(N,) for otherwise an application of equavalance transformations places C, between 
leaves of S(D’L’(z*)). Also note the existence of Dj# DcL’(x*) such that 
L(N,) n S(Dj) # 0. This is seen as follows. If there is no such Dj, then L(N,) 2 
C - C(I) - Ct2’. Then applying an equivalence transformation, place node N, to the 
left of N,, and call the resulting ordering z’. Then Z(z’) =2(x*) - L(N,). Since 
C, E L(N,) n C*, Z(n’) n C*$ Z(n*) n C*, which contradicts the optimality of 
x*. Let C; E L(N,)n S(Dj). Since u1 E C, n C,, u, E C; due to Proposition 3.3. 
Hence U, E S(Dj), which contradicts the definition of U, . Therefore U, @ M(z*), and 
M(z) can not be a proper subset of M(z*). 
MINIMAL AUGMENTATION OF A GRAPH 85 
Cl c; CP 
FIG. 7.3. Relative locations of C,, C2 and Ci. 
FIG. 7.4. Leaves C, E S(D”‘(n*)) and C, E C”’ ? Z(n*). 
Next assume that No is a Q-node. Then, as before, there are two distinct children 
N,, N, of N,, such that C, E L(N,) and C, E L(N,) as shown in Fig. 7.4. If there 
exists Dj E D such that S(Dj) n L(N,) # 0, then a contradiction similar as above is 
reached. Therefore assume L(N,) E C”’ U C (3’. If there exists a child N of No that is 
located beyond N, as seen from N, such that L(N) n (C”‘U Cc2’) # 0. Then 
C, E Cc3’ always lies between C, E Cc2’ and a leaf of L(N) n (C”’ U C”‘), and hence 
C, E C”’ which is a contradiction. If there exists a child N between N, and N, such 
that L(N)n S(Dj) # 0 with Dj# DcL’(7c*), then there is a dominant clique 
C E S(Dj) # S(DcL’(x*)) such that U, E C due to Proposition 3.3. This contradicts the 
definition of ~1,. All these show that L(N,) n (C”’ U C’*‘) = S(D’L’(n*)) and 
L(N,‘) E Z(n). If there is no child of No located beyond N, as seen from N,, then 
reverse the order of children of No and call the resulting ordering 71’. Then Z(n’) C 
Z(n*) - (C,} which contradicts the optimality of rc *. Therefore there is at least one 
child N’ of No which is located to the left of N, as shown in Fig. 7.4. Note L(N’) C 
C’“‘. Let C’ E L(N’) and then there exists a vertex U’ E C’ - S(D’L’(x*)) due to 
Proposition 2.7. Thus, because of the consecutive appearance property U’ 6? M(n*). 
However, U’ E M(n) since L(N,) E Z(n). This proves that M(n) can not be a proper 
subset of M(n*). 
Case c E C”’ 
C, 6? Z(n*j, C, is 
In this case, C, - Wf 0 and C, - WC M(z). Since 
located either to the left of S(D’“‘(n*)) or to the right of 
S(DcR’(n*)). For definiteness assume the former. Then there exists a vertex 
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v E C, - S(W’(z*)) due to Proposition 2.7. Thus because of the consecutive 
appearance property TV @ M(n*). However, v E M(n) which proves that M(X) is not a 
proper subset of M(rr*). I 
Based on the foregoing three lemmas the main result of this section is summarized 
as follows. 
THEOREM 7.1. Zf 7c* is an optimal permissible ordering, then F(n*) = 
{(w,v)[uEM(~*)} is a minimal augmentation of graph G’ = (VU {w}, 
E U {(w, u) ( u E IV}), where M(R*) = (J {C - WI C E Z(z*)}. 
Remarks. Unlike the cases in the preceding two sections, whether F(K*) = 0 or 
not becomes clear after computing M(z*). 
7.2. Optimal Ordering 
Let T be a PQ-tree associated with interval graph G = (V, E) as before. As an 
optimal permissible ordering z* is the frontier of a PQ-tree equivalent to T, a series 
of equivalence transformations should lead to a desired PQ-tree. For this purpose, a 
labeling of nodes is first described and then, based on this, certain sufficient 
conditions on PQ-trees are introduced, whose frontiers are optimal permissible 
orderings. 
A node NO of PQ-tree T is called a pertinent root if it is the youngest node such 
that L(N,) 2 {C 1 30,; C E S(D,)}. The subtree rooted at the pertinent root NO is 
called the pertinent tree. A method of finding an optimal permissible ordering 
discribed in this section depends on a labeling which gives label I or II to every 
pertinent node and remains all non-pertinent nodes unlabeled. The labels can be 
defined recursively as follows: 
(1) Every leaf in C (I) has label I and every leaf in C’*’ has label II. Other 
leaves are unlabeled. 
(2) A P-node has label I if and only if all its children have label I, and a Q- 
node has label I if and only if two endmost children have label I. All other pertinent 
nodes have label II, and non-pertinent nodes are unlabeled. 
It is almost trivial to prove recursively the following lemma. 
LEMMA 7.5. A node N has label Z if and only if endmost leaves of the frontier of 
any PQ-tree equivalent to the subtree rooted at N belong to C(I). 
The assertion made above is in fact the purpose of labeling. Suppose that a node N 
has label I and that there exists a dominant clique C E L(N) n C*. Then, for any 
permissible ordering 7c, C necessarly belongs to Z(z) f? C*. 
Before going further a few terms are defined. The child frontier of a node N is the 
sequence of children of N read from left to right. A cut of a tree T is a maximal set of 
nodes such that no node in the set is an ancestor of any other node in the set. If one 
reads the nodes of a cut from left to right as they appear in T, the resulting sequence 
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is called an interior frontier of T. The frontier considered so far is a special case of 
consisting of leaves. Let N, ,..., N, be an interior frontier. Then the leftmost and 
rightmost pertinent nodes in this frontier are called the endmostpertinent nodes in the 
interior frontier. 
In what follows certain conditions on PQ-trees are introduced. ‘It is shown later 
that a PQ-tree satisfying these conditions has the frontier 71 which is optimal. 
(a) If the pertinent root N, is a P-node, then all pertinent children lie between 
the two endmost pertinent children and non-pertinent children do not lie between 
them. Further, if both or one of the two endmost pertinent children are labeled I, then 
all pertinent children lying between these two endmost ones are labeled I. 
(b) For any pertinent P-node labeled II which is the leftmost (rightmost) 
pertinent node in an interior frontier, the child frontier of the P-node has the 
following property: All non-pertinent children are placed to the left (right) of the 
leftmost (rightmost) pertinent child. Further, if the leftmost (rightmost) pertinent 
child is labeled I, then all the other pertinent children are labeled I. 
(c) For any pertinent Q-node labeled II which is the leftmost (rightmost) 
pertinent node in an interior frontier, the child frontier of the Q-node has the 
following property: If the rightmost (leftmost) child is unlabeled then the leftmost 
(rightmost) child is unlabeled. If the rightmost (leftmost) child is labeled II or I, then 
the leftmost (rightmost) child is either unlabeled or labeled II. 
The following theorem suggests an algorithm of finding an optimal permissible 
ordering. 
THEOREM 7.2. If r" is a PQ-tree associated with interval graph G = (V, E), 
which satisfies the conditions (a), (b) and (c), then the frontier of F is an optimal 
permissible ordering II*. 
To prove the theorem the following lemma is first proved. 
LEMMA 7.6. Assume that conditions (a), (b) and (c) hold. If a node N not labeled 
I is the leftmost (rightmost) pertinent node in an interior frontier, then the leftmost 
(rightmost) leaf of the subtree rooted at N belongs to either C”’ or Cc3’. 
Proof. For definiteness, assume that N is the leftmost pertinent node in an interior 
frontier. If N is a leaf, then N is a dominant clique in C”’ by definition of labels. On 
the one hand, if N is a P-node, then its leftmost child is not labeled I. This is seen as 
follows. If the leftmost child of N is labeled I, then from (b) all the children of N have 
label I and N is labeled 1, which is a contradiction. On the other hand, if N is a Q- 
node, then its leftmost child is not labeled I either. This is shown below. If the 
leftmost child is labeled I, then due to (c) the rightmost child has label I and hence N 
is labeled I from the definition of labeling, which is a contradiction. Thus, if N is an 
internal node, its leftmost child N’ is either unlabeled or labeled II. In the former case 
leaves of L(N’) lie to the left of the leftmost pertinent leaf in ordering x*. and hence 
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L(N’) c c . O) If N’ is labeled II, clearly N’ is the leftmost pertinent node in an 
interior frontier containing N’. This recursively proves the assertion. 4 
Proof of Theorem 7.2. To show the minimality of Z(n*) n C*, assume the 
existence of a permissible ordering 71’ such that 
Z(7T’) n c* f z(rr*) n c*. (7.1) 
and lead to a contradiction. There exists a dominant clique C, such that 
C, E Z(n*) n C* and C, & Z(x’) n C*. 
Let C, and CR be the leftmost and the rightmost pertinent leaves in ordering rr*. 
Then C, E S(D’L’(rr*)), and CR E S(D(R)(rr*)). Since C, E Z(TT*), C, # CL, CR. Let N 
be the youngest node such that C,, CL E L(I), and let F be the youngest node such 
that C,, CR E L(p). Since T is a tree, one of N and F is a descendant of another. 
Without loss of generality it can be assumed that fl is a descendant of N’. Let NL and 
N, be children of N such that C, E L(N,) and C, E L(N,). Note that NL and N, are 
distinct. 
If N is labeled I, then due to Lemma 7.5, C, always lies between two leaves of C”’ 
and hence C, E Z(n) n C* for any permissible ordering rc. Therefore 
C, E Z(TT’) n C* which contradicts the assumption. Therefore N is assumed hereafter 
to be labeled II. For the same reasoning, N, is assumed to be labeled II or unlabeled. 
If c, -E ct2), there exists D, such that C, E S(D,). Since C, E Z(x*), 
D, # DcL’(7c*), DcR’(z*), which is constantly used in the proof below. If C, E Cc3’ 
and N, is labeled II, then there exists D, such that S(D,) n L(N,) # 0. Then 
D, # DcL’(n*), DcR’(n*). This is seen as follows. If D, = DcL’(n*), dominant cliques 
of S(DcL)(n*)) are divided into two parts, one in L(N,) and another in L(N,). Since 
C, E L(N,), from Proposition 3.1, C, 2 DcL’(n*). Hence C, E S(DcL)(x*)) and 
c, E C2), which is a contradiction. Similarly D, # DcR’(n*) is proved. Combining 
these results, regardless of whether C, E C”’ or not, it can be assumed that there 
exists a dominant clique C; E S(D,) n L(N,) such that D, # DcL’(r*), DcR’(n*), 
provided that N, is labeled II. 
First the case is considered where N is the pertinent root N,,. Let NR be the child of 
N,, such that CR E L(N,). Note that NL, N, and NR are mutually distinct. Consider 
the case where N,, is a Q-node as shown in Fig. 7.5(a). In this case, C, always lies 
m N&R 
CL Cl CR CL 
I I 
Cl Cl CR CR 
FIG. 7.5. Locations of C, , C, and C, when (a) N0 is a Q-node, and (b) N,, is a P-node. 
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between two pertinent leaves C, and CR, and hence C, E Z(K) for any permissible 
ordering K. Therefore C, E Z(d) n C*, which is a contradiction. Next consider the 
case where N,, is a P-node as shown in Fig. 7.5(b). Then from condition (a) N, is 
labeled II since it is assumed to be labeled II or unlabeled. Then again from condition 
(b) both NL and NR are labeled II. Since C, @ Z(n’), node N, does not lie between 
nodes NL and NR in a PQ-tree corresponding to ordering n’. Thus either NR lies 
between N, and NL or NL lies between N, and NR. The former is assumed, for the 
latter is treated similarly. Since N, is labeled II, there is a dominant clique Cl, such 
that C’, E S(D,) n L(N,) with D, # DcL’(rr*), DcR’(n*). Now let Ck be the rightmost 
leaf of the subtree rooted at NR. Due to Lemma 7.6, Ck E C*, and hence 
Ck E S(o’“‘(n*)) U Ct3’. In ordering rc’, Ck lies between C; E S(D,) and 
C, E S(@“‘(n*)). Therefore CL E Z(rr’) n C*. However, CA 6? 2(x*) n C*, which 
contradicts the relation (7.1). 
Second. consider the case where N is not a pertinent root and is a P-node as shown 
in Fig. 7.6(a). Then from condition (b) and the assumption that N, is not labeled I. 
N, is labeled II. Then again from condition (b), NL is labeled II. Then there exists 
C; E S(D,) n L(N,) with D, # DcL’(n*), DcR’(n*). Since C, @ Z(z’), in a PQ-tree 
coresponding to ordering rr’, either C, lies between C, and C, or CR lies between 
C,and C,. The former is assumed as before as shown in Fig. 7.6(b). Let Cj. be the 
leftmost leaf of the subtree rooted at NI. in the PQ-tree corresponding to ordering rr*. 
then C’, E C* from Lemma 7.6 and hence C;, E S(DcL’(z*))U Cc3’. As same as 
above, C;, E Z(n’) n C* and CL 6? 2(x*) n C*, which contradicts the relation (7. I). 
Third, consider the case where fl is not a pertinent root and is a Q-node as shown 
in Fig. 7.7(a). Suppose first that N, is labeled II. Then there exists C’, E S(D,) n 
L(N,) such that D, # DcL’(n*), DcR’(n*). Let CL be the leftmost leaf of the subtree 
rooted at N,. Then from Lemma 7.6, CL E C* and hence CL E S(D’“‘(n*)) Li C”‘. 
Since C, & 2(x’), in a PQ-tree corresponding to ordering 7~‘. either C,, lies between C, 
FI<>. 7.6. Relative locations of N, and N, in (a) a PQ-tree corresponding to T? and (b) another PQ 
tree corresponding to 7’. 
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and CR or CR lies between C, and C,. The latter is assumed for the former is treated 
as before, as shown in Fig. 7.7(b). Then CL E Z(d) n C* and Cl & Z(n*) n C*, 
which contradicts the relation (7.1). 
Next, suppose that N, is unlabeled. Assume that children of fl placed beyond N, 
as seen from NL are all unlabeled. Then the rightmost child of N is unlabeled. Hence 
due to condition (c), the leftmost child N; of is is necessarily unlabeled. Let CL E 
L(NL), then CL E Cc3), as shown in Fig. 7.8(a). Then, as before, one can prove that 
CL E Z(d) n C* and CL & Z(z*) n C*, which is a contradiction. Thus, assume that 
there exists a pertinent child N’, of N, which is located to the right of N,, as shown in 
Fig. 7.8(b). Then there exists C; E L(N’) n (C”’ U C’*‘). In this case C, always lies 
between two pertinent leaves C, and C’, . Therefore C, E C(O), which is a 
contradiction. This completes the proof of the theorem. 1 
a b 
FIG. 1.1. Relative locations of C,, C, and C, in (a) an original tree and (b) a PQ-tree 
corresponding to K’. 
I 
R I’ i \ \ \ \ . . . . . . . . . 
k NI 
\ \ 
I n ‘I CR c; CL Cl c; 
a 
CR 
‘\\ N 
b 
FIG. 7.8. The cases N, having no label in which (a) all the children to the right of N, are unlabeled, 
and (b) there is a pertinent child N’, to the right of N, 
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1.3. Algorithm 
In the preceding section, sufficient conditions (a), (b) and (c) are stated for a PQ- 
tree to have an optimal permissible ordering z* as its frontier. The purpose of this 
section is to present ,a linear algorithm of finding Z(z*) and M(lr*) corresponding to 
such an optimal permissible ordering rc*. 
The first task is to find class C (‘) For national simplicity {C E S(Di) 1 Di E D) is . 
hereafter abbreviated as S which is C”’ U C (*) A dominant clique C belongs to C’“’ .
if and only if C 4: S and C is blocked by S for any PQ-tree equivalent to T. 
As a stated in Proposition 3.5 C E C!(O) is equivalent to the following: (1) C @ S, 
and (2) there exist a partial Q-node N and its child N’ such that C E L(W) and N’ 
has a pertinent sibling to the left and another pertinent sibling to the right. Here terms 
pertinent, full or partial are used with respect to S. In order to find such Q-node, a 
bubble-up search on T starting with all leaves is executed, and then each node is 
labeled “full,” “ partial” or “empty.” Note that this is done in time proportional to the 
total number of leaves, i.e., dominant cliques. 
After the first bubble-up search is completed, a test is applied to each partial Q- 
node N. Starting with two endmost children and traversing to the right and to the left 
it is easily tested whether there is only one pertinent child. When there are two 
pertinent children, the test should go on to determine whether there are partial or 
empty children between these two endmost pertinent children. If there is any, the Q- 
node is marked * and such partial or empty children are distinguished as “blocked.” 
As was stated above, empty leaves that are descendants of a “blocked” partial or 
empty nodes belong to C . KU Though this test is done for every partial Q-node, the test 
scans every branch at most once and is done in time proportional to the total number 
of leaves. 
Let (M’),..., Ncq’} be the set of “blocked” partial or empty nodes. If none is an 
ancestor of another among nodes N(l),..., Ncq), then subtrees rooted at @I),..., N”’ are 
mutually disjoint. However, this is not the case in general. If N”’ is an ancestor of 
tii’ then L(N”‘) 2 L(N”‘), and hence L(N”‘) is not needed to list up dominant 
cliques in C’O’. Therefore it is necessary to choose maximal elements among 
N’ 1) . . . . . Ncq’, where a maximal element is the node having no proper ancestor among 
the set. For this purpose a depth-first search starting with the pertinent root of PQ-- 
tree T suffices. As soon as a partial Q-node marked * is reached, the search does not 
continue to its descendants. Leaves in L(N(“) U ... U L(Ncq’) are listed up in time 
proportional to the total number of leaves. Since this list may contain some dominant 
cliques in S in addition to all dominant cliques in C (‘) dominant cliques in S has to , 
be discarded by reading this list. This can also be done in time proportional to the 
total number of leaves. 
After the determination of class C (‘) the set S”” has to be determined. Since 
s(O) = u {C 1 c E C(O)}, 
one may obtain .!?‘O’ by reading lists of vertices for all the dominant cliques C E C”‘. 
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Since the total length of the lists is not greater than the total number of ones in a 
v.d.c. matrix of G, the necessary time is proportional to 1 V 1 + 1151. 
In Section 4 a linear algorithm of finding S(D,),..., S(D,) was described. Therefore 
all the terms in the definition of D(l) are assumed to be known. However, if the use is 
made of the definition of D(l), set union lJj,iS(Oj) is needed for each i = l,..., k, this 
is a time-consuming work. Therefore, the consecutive appearance property of PQ- 
trees is exploited, as described as follows. 
Let rr be an ordering of dominant cliques consistent with a PQ-tree T. For 
notational simplicity denote by Ci the ith dominant clique in ordering 7~. Then just as 
in Section 4, S(D,) is the set of dominant cliques Clmaxu), Clmaxo)+,, Crmino). Using 
bucket sort, the order of appearance of S(D,),..., S(D,) is known. For simplicity, 
assume that S(D,),..., S(D,) is the order of appearance and let l(i) and r(i) be such 
numbers that cliques of S(DJ appears as C/(i), C,(i,+ i,..., C,(i). Note 1(l) < 
r(1) < 1(2)9r(2) < ‘.. < l(k) < r(k). Let a(i) be the least integer in a half-open 
interval (r(i), l(i + l)] such that Ca(i) E S U C”‘. Similarly let /3(i) be the largest 
integer in a half-open interval [r(i), l(i + 1)) such that Cbu, E S U C”‘. After having 
known C”’ these can be found for i = l,..., k - 1 in O(p)-time. 
It is shown below that the following properties hold: 
(1) D, E D(l) if and only if 
S(D,) - ws C=(I) - w; 
(2) for 1 < i < k, Di E Do’ if and only if 
(3) D, E D”’ if and only if 
S(D,) - W c CD+ ,, - W. 
Property (2) is demonstrated here for the other cases may be shown similarly. 
Assume Di E D”‘. Then for any v E S(D,) - W there exists a dominant clique 
Cj E C(O) U (S - S(D,)) such that v E Cj - W due to the definition of D”‘. Then 
j <p(i - 1) or j > a(i). In the former case v E CBci_ i) because of the consecutive 
appearance property. Similarly v E Cau) in the latter case. Therefore v E C4(1_,) U 
CaCiB - w- 
Assume S(Di) - WC_ Cbcl_,) U Cacl) - W. Then it is clear that Di E D”’ for 
c4(i-1)~ Cacij E {C ] C E C”’ or C E S - S(D,)}. This proves property (2). 
It should be clear that members of Do’ can be listed in O(] VI + ]E])-time. Then 
members of C”’ can be listed similarly. 
Now four classes of dominant cliques C(O), C(l), C’*’ and Cc3’ are determined. A 
bottom up search gives labels I or II to all the pertinent nodes as described in the 
proceding section. 
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FIG. 1.9. Ordering of children of the pertinent root N, 
The algorithm AUGMENT-3 (G, w, D, M) is merely a repetitive virtual 
application of equivalence transformations on PQ-tree T. At the outset, the children 
of the pertinent root with respect to S are ordered such that condition (a) in 
Section 7.2 is satisfied. As the result, two endmost pertinent nodes are decided. Then, 
at the next stage, the children of each endmost pertinent node are ordered so that 
conditions (b) and (c) are satisfied. This process continues until a leaf is reached. 
Thus, eventually, two endmost pertinent leaves are obtained and simultaneously the 
set S(DCL’(7r*)) U Z(n*) U S(DcR)(7r*)) is obtained for an optimal permissible 
ordering z*. Then Z(n*) and hence M(lr*) are obtained. 
Let N,, be the pertinent root, then No has at least two pertinent children. The first 
step is to order the children of N, as that pertinent children appear consecutively. 
Furthermore, due to condition (a), if N, is a P-node, pertinent children with label II 
have to be chosen as endmost pertinent children if possible. If N,, is a Q-node, then 
the two endmost pertinent children are found automatically. In either case, denote 
two endmost pertinent children by NL and NR, which are understood to be the 
leftmost and the rightmost pertinent node, respectively. 
Hereafter, the ordering of children of N, is fixed. Therefore, in any resulting 
orderings, leaves of L(N) for any node N lying between NL and NR belong to 
S(D(“‘(n*)) U Z(lr*) U S(DtR)(rr*)). For notational simplicity let 2(x*) = 
S(D(L)(n*))~ Z(r*)U S(D’R’(2c*)), though at this stage 7r* is not yet known, as 
shown in Fig. 7.9. 
It should be clear that the leftmost (rightmost) pertinent leaf is chosen from 
L(N,)(L(N,)). Therefore the next step is to determine the leftmost and the rightmost 
pertinent leaf from L(N,) and L(N,), respectively. These procedures are respectively 
called DOWN(N,, FLAG(N,), 2) and DOWN(N,, FLAG(N,), 2). Thus 
AUGMENT-3 (G, w, D, M) is described as follows. 
Procedure AUGMENT-3 (G, w, D, M): 
comment D is the set of dominant cliques of G(W); 
begin let T be a PQ-tree associated with G = (V, E); 
2 :=0; 
if N,, is a P-node 
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then 
choose two pertinent children NL and NR with higher priority for 
children labeled II 
else 
let NL and NR be two endmost pertinent children; 
for NE {pertinent children of N,,} - {NL, NR} do 
2 := 2 u L(N); 
DOWN(N,, FLAG(N,), 2); 
DOWN(N,, FLAG(N,), 2); 
CLEAN(FLAG(N,), FLAG(N,), 2, M) 
end 
Here procedure CLEAN is to obtain Z(n*) from 2 and then to obtain M(rr*). 
There is no difference between DOWN (NL, FLAG(N,), 2) and DOWN (NR, 
FLAG(N,), z), and hence only DOWN (NL, FLAG(N,), 2) is presented. If NL is a 
leaf, the procedure gives the leftmost pertinent leaf. If otherwise, it gives the leftmost 
pertinent child of NL as the value of NL. Furthermore, if NL is labeled I, then the 
process terminates by adding L(N,) to 2. This is due to Lemma 7.5 and to the fact 
that any frontier of the subtree rooted at NL satisfies conditions (b) and (c). Then 
later it is not necessary to delete S(D’“‘(n*)) from 2(n*) to obtain M(rr*) as 
described in Lemmas 7.5 and 7.6. 
Procedure DOWN(N,, FLAG(N,), 2): 
begin 
FLAG(N,) := 0; 
if Nt is a leaf then return 
else if NL is labeled I 
then 
begin 
FLAG(N,) := 1; 
2 := 2 U L(N,); 
return 
end 
else 
if NL is a P-node then DOWN-II-P(N, , FLAG(N,), 2) 
else DOWN-II-Q(N,, FLAG(N,), 2) 
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If NL is a P-node labeled II, then ordering of children of NL is to be determined so 
as to satisfy condition (b) of the preceding section. Thus, procedure DOWN-II-P(N, , 
FLAG(N,), 2) determines the leftmost pertinent child of NL. Then for any other 
pertinent child N of NL, L(N) should be added to 2. 
Procedure DOWN-II-P(N,, FLAG(N,), 2): 
begin 
choose a pertinent child N’ with higher priority for children labeled II: 
for N E {pertinent children of NL} - {N’} do 
2 :=2 ‘._J L(N); 
NL := N’; 
DOWN(N,, FLAG(N@) 
If NI. is a Q-node labeled II, then ordering of children of NL is to be determined so 
as to satisfy condition (c) of the preceding section. 
procedure DOWN-II-Q(NL, FLAG(N,), 2) 
begin 
if there is an endmost child of NL unlabeled 
then 
begin 
Let N, be an endmost child of NL unlabeled; 
let N’ be the pertinent child of NL closest to N,; 
for NE {children of NL located beyond N’ as viewed from 
N,I do 
2 :=&JL(N) 
end 
else 
begin 
let N’ be an endmost child of NL labeled II; 
for {N E children of NL } - {N’ } do 
2 :=zuL(N) 
end; 
NL := N’; 
DOWN(N,, FLAG(N,), 2) 
end 
It should be clear that the above-mentioned algorithm except for CLEAN runs in a 
time less then the time needed to entirely search the pertinent tree from top down. 
571’22’1 7 
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The remaining procedure CLEAN is to delete S(@“‘(a*)) and S(D’R’(rr*)) if 
DcL’(n*) E D”’ and if D’R’(n*) E D(‘), respectively. 
procedure CLEAN (FLAG(N,), FLAG(N,), 2, M): 
begin 
if FLAG(ZV,) = 0 then 
begin 
find D”’ such that NL E S(DtL’); 
2 := 2 - S(W) 
end; 
if FLAG(N,) = 0 then 
begin 
lind DcR’ such that NR E S(DtR’); 
2 := 2 - S(P)) 
end; 
M:=U{C-WICEZ} 
end 
It is easily seen now that AUGMENT-3 is a linear algorithm. 
8. CONCLUDING REMARKS 
It is stated in Section 4 that the algorithm as a whole runs in O(l VI (I,??\ + IFI))- 
time if the procedure AUGMENT is a linear algorithm. In Sections 5, 6 and 7, it is 
demonstrated that the procedure AUGMENT is a linear algorithm. Therefore, the 
algorithm of finding a minimal augmentation of a graph presented in this paper is 
shown to run in O(l VI (/,??I + IFI))-t ime, where 1 VI, I E ( and I F( are the cardinalities of 
the vertex set, edge set, and the obtained augmentation. 
It has been known by running programs that most of the time is needed to 
reconstruct a PQ-tree each time a vertex is added. Therefore in an actual program a 
special care is taken for efficiently reconstruct PQ-trees. Also it is possible to further 
cut down the time needed for labeling by doing a deeper search on the PQ-tree. 
However, these details are outside of the scope of this paper and are omitted though 
they become important for practical applications to circuit layout. 
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