INTRODUCTION
Computational Fluid Dynamics (CFD) and its multi-fluid variant (CMFD) are playing a major role in industrial and environmental engineering. The rapid advances in the technology in all sectors require new computational methods, more subtle grid generation techniques, very advanced models for the pertaining physics, and above all, more robust and faster algorithms and codes (e.g. using massive MPI parallelization). A review picture of the state of the art in the subject will be portrayed based on the experience of the group. New grid generation techniques will be introduced, scale resolving strategies for turbulence will be highlighted, and advanced multiphase flow models will be presented. The code TransAT© developed at ASCOMP is one of the recent codes that incorporates such novel techniques. TransAT is a multi-scale, multi-physics solverfor single-and multi-fluid Navier-Stokes equations. Turbulent flows can be treated in three ways: RANS statistical models, Scale Resolving Approaches like LES and its DES and VLES variants. TransAT uses only high-order schemes for convection and time marching. It uses various pressure-velocity coupling schemes, augmented using the parallel PETSc solver library andattains 100% scaling efficiency on the DOE Jaguar cluster up to 13'500 cells/node, for 2000 processors.
FROM BFC GRIDS TO IMMERSED BOUNDARIES/SURFACES TECHNIQUES
Instead of resorting to boundary fitted coordinates and unstructured grids, today to mesh complex geometries, use can be made of the Immersed Boundary (IB) method (Mittal and Iaccarino, 2005) or to the Immersed Surfaces Technology (IST) variant implemented in TransAT.IST is inspired bythe treatment of vapor liquid interfaces in Interface Tracking Methods used for two-phase flows: briefly, the solid is described via a solid level-set function as the second 'component' with its own thermo-mechanical properties. The technique differs from the IB method, in that the jump conditions at the solid surface are implicitly integrated, not via the penalty approach. Using the solid CAD file, the boundaries of the object help create the solid level-set function (I s ) to be immersed into a Cartesian mesh. Like in fluid-fluid flows, the solid level set function is a signed distance function, which is positive in the solid domain, is negative in the fluid phase, and is zero at the fluid-solid frontier. The equations in the solid and fluid domain are combined using a smooth Heaviside function with a tanh function used across the solid-fluid finite interface thickness, G sf .Turbulence scalar (k-H) equations are also slightly modified to account for immersed solids. When used in combination with RANS turbulence modeling with wall-functions, the wall shear is calculated using the logarithmic law of the wall. Since the walls are immersed in a Cartesian grid, meshing time is considerably reduced and the accuracy of the numerical scheme can be preserved since the grid-skewness induced diffusion is simply eliminated. These two elements make the IST approach very useful to simulate unsteady turbulent flows involving complex geometries.IST grids can further be locally refined with additional sub-blocks of different refinements near flow portions of interest, to better resolve the boundary layer, a feature known as Block-Mesh refinement (BMR). In BMR, additional refined sub-blocks are automatically generated around solids, with dimensions made dependent on the Reynolds and/or Grashoff number and desired y + for wall treatment (low Re model or wall functions). The combined IST/BMR technique has substantial advantages over traditional methods:
including rapid gridding of complex geometries & set-up of flow boundary conditions, suitable for rigid body motion and conjugate heat transfer, retaining high-order scheme accuracy, and excellent parallel scalability in selected 3D problems. Illustrative examples are shown in Fig. 1 below, where very complex geometries like the Ahmad body and the flow past a stadium could be handled with the IST approach. For the Ahmad body case treated using LES, the IST grid is reduced to 12 million cells, providing comparable results to a BFC grid with 18 million cells (Jakirlic et al., 2001 ). The second example is the flow past a stadium, modeled using the V-LES variant, and resolved with an IST grid of 9 million cells. The case was simply not possible to mesh using BFC grids for instance. Both cases were simulated on supercomputer clusters of 128 CPU's (the left panel shows the MPI sub-blocks). 
FROM RANS TURBULENCE MODELING TO LES AND UNDER-RESOLVED DNS
To set the subject into its context, here we deal with the issue of predicting the onset of nucleate boiling in PWR (Pressurized Water Reactors) hot channels, which occurs when the temperature of the heated rod slightly exceeds saturation. The surface temperature of the heated rods gradually increases along the flow direction until the temperature of nucleation is reached. Then typically, small vapor bubbles form and stay attached to the fuel rods. Past the point of net vapor generation, the bubbles detach and remain trapped within a layer relatively close to the wall, beyond which condensation occurs. In this test case, the focus is only on the convective single-phase heat transfer phenomena leading up to the onset of nucleate boiling, without consideration of phase change. The focus is to compare LES and RANS for convectiveturbulent flows with secondary motion, for which RANS is challenged, and more importantly, the associated heat transport from the wall to the core flow which is fully dependent on the degree of scale resolution, and thus the distance to nucleate boiling in rod bundle flow. The PWR fuel assembly consists of a rod bundle with water coolant flowing upward along the rods at a very high Reynolds number. The rod diameter is 9.5mm, the rod pitch is 12.6mm and the active fuel length is typically a3.7m. The hydraulic diameter for a unit cell is D e =11.8mm. The coolant pressure is 15.5MPa with temperature ranging from 290qC to 340qC. The mass flux is Ga3700 kg/m 2 s and thus the Reynolds number is Re = GD e /Pa 4.8u10 5 , corresponding to a frictional Reynolds number Re W ~10 4 , which has been scaled down to more reasonable flow conditions amenable to LES, i.e. த ൌ ͵ͲͲ. Thepower and mass flow rate(1.57 kW and 74.1 kg/m 2 s) were adjusted according to the reduced length (1m instead of 3.65m).The heat flux (50 kW/m 2 ) is applied at the rod outer surface. The simulation domain and BFC grid are shown in Fig. (2) . IST was not used since it is a benchmark case. Periodic boundary conditions were applied in the radial and circumferential directions to mimic the effect of the neighboring rods. In the axial direction, however, a hybrid 'Developed & Developing Flow Hybrid Approach' has been developed, consisting first in generating turbulence in a periodic domain of length 2SDe, then the resulting fluctuating (scaled though to maintain the mass flow rate) field is imposed in the entire domain, also recycled periodically: temperature is updated using inflow-outflow BC's. Two BFC grids were employed for the full domain simulation: the medium one (for LES) consisting of 798u40u40 cells, providing a near-wall resolution of y + ~ 0.5-2.1. The second grid (for under resolved DNS) consists of 1,600x60x60 cells, providing a near-wall resolution of y + ~0.4-1.5, enough to resolve the viscous layer. The simulations were performed on DOE Jaguar, using 144 and 832 MPI cores for the medium and fine grids, respectively. The dynamic subgrid scale model was used for LES. The wall shear velocity converged to u W = 0.00647 m/s for the fine grid and to u W = 0.00637 m/s for the medium one. The flow structure at a given timeand time averaged obtained for the fine gridare shown in Fig. (3) . The cross-sectional view showsturbulence structures developing along the rod. Temperature contours on the rod show intermittent patches related to eddies transporting heat from the wall to the core. This is clearly indicated by the time averaged temperature contours plotted in the right panel of the figure indicating the position for saturation temperature (618 0 K) by a black line. In both simulations, the line varies by ~ 5-7% around the mean.Important point to note is that the flow exhibits in both grid simulations a secondary flow motion (intensity not to scale). The effect of this secondary cross-flow motion is on the wall temperature, showing a patchy structure due to turbulent, intermittent wall streaks.
FROM PHASE-AVERAGED MULTIPHASE MODELS TO INTERFACE TRACKING
Another 3D challenge simulation performed onan HPC supercomputer (128 Proc.) is the two-phase flow in a vertical riser pipe. The challenging issue in this class of flows is to predict the flow topology correctly, which is out of reach of phase-averaged, two-phase flow models. These models, which are state-of-the-art, use ad-hoc criteria to impose flow topology, and are further coupled with RANS model for turbulence. Phase average models are today used with a certain success for bubbly flow regimes only (left panel of the exp. Image in Fig. 4) . The slug and churn regimes require however models capable to track the interface instead of phase averaging it. Measurements of a mixture of gas-water flowing in a vertical pipe of 6.7cm diameter and 6m length with various superficial air and water velocities ( Figure 7) were conducted by Szalinski et al. (2010) and are used here for comparison. Liquid and air were mixed at the bottom of the pipe by a special mixing device. Three cases were reproduced numerically using TransAT: in Case 1, the liquid and gas superficial velocities are 0.25 m/s and 0.05 m/s, respectively; in Case 2, the liquid superficial velocity is increased to 0.7m/s. These two flow regimes are bubbly flows.In Case 3, the gas superficial velocity is J G =0.57m/s, for a comparable liquid superficial velocity: J L =0.25m/s. According to Fig. (3) , this is an intermittent slug flow, featuring coherent Taylor bubbles, followed by a cloud of smaller bubbles trapped in the wake of the large cell. Here the Level set technique (Sussman et al, 1994 ) has been employed, combined with LES for turbulence (the combination is known as LEIS; c.f. Lakehal, 2010) using the WALE subgrid-scale model (Nicoud & Ducros, 1999 ). An IST grid consisting in 5 million cells has been employed. A CAD file representing the pipe has been immersed in a Cartesian grid. Near-interface treatment of turbulence follows the model proposed by Liovic and Lakehal (2007) . High order schemes were employed. The simulation of 6 seconds reproducing 4 slugs required 22 H on the HPC supercomputer. Figure 4 clearly shows that the LEIS approach provides a realistic picture qualitatively pretty much close to the experiment: c.f. 4th panel of Fig. (4) . Slugs of different size and elongation form naturally without triggering their onset, occupying the entire pipe and travel upwards. Swarm of bubbles is generated in the wake, populating the area between the Taylor bubbles. Despite the qualitative picture, this grid is not sufficient to resolve the cloud of bubbles as depicted in the images. Be it as it may though, the result is very encouraging, paving the way towards another way of exploring/explaining riser flows. 
CONCLUSION
The contribution addressed novel CFD techniques and models to solve complex flow problems that are not within reach of conventional approaches, including innovative grid generation methods, advanced models for turbulence and multiphase flows. Selected examples of various sophistication have been presented, showing the progress achieved so far, but also pointing to required HPC resources that are not available everywhere.
