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Abst rac t - -When solving time-dependent partial differential equations on parallel computers using 
the nonoverlapping domain decomposition method, one often needs numerical boundary conditions 
on the boundaries between subdomains. These numerical boundary conditions can significantly affect 
the stability and accuracy of the final algorithm. 
In this paper, a stability and accuracy analysis of the existing methods for generating numerical 
boundary conditions will be presented, and a new approach based on explicit predictors and implicit 
correctors will be used to solve convection-diffusion equations on parallel computers, with applica- 
tion to aerospace engineering for the solution of Euler equations in computational fluid dynamics 
simulations. Both theoretical nalyses and numerical results demonstrate significant improvement in 
stability and accuracy by using the new approach. (~) 2003 Elsevier Science Ltd. All rights reserved. 
Keywords - -T ime lagging, Explicit predictor, Domain decomposition, Parallel algorithms, Partial 
differential equations. 
o 
Convection-diffusion equations in the form of 
ut + ~Vu = V .  (~Vu),  z e fl, 
u(x,t) =/ (x , t ) ,  x • oa ,  
u(x, o) = g(~), x • a, 
INTRODUCTION 
t>0,  
t>0,  (1) 
where ft is the spatial domain and 0f~ is the boundary of fl, are widely used in science and 
engineering as mathematical models for computational simulations, uch as in oil reservoir sim- 
ulations, analysis of flow field around airplanes, transport of solutes in groundwater, and global 
weather prediction. In particular, when fl = 0, equation (1) becomes a pure convection equation. 
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For large-scale problems, particularly those defined in two- or three-dimensional spatial do- 
mains, the computation of solutions may require substantial CPU time. It is, therefore, desirable 
to use multiprocessor parallel computers to calculate solutions. One way to parallelize an implicit 
algorithm for solving time-dependent PDEs is to use a parallel inear algebraic equation solver. 
There are various parallel algorithms for solving linear algebraic equation systems using multipro- 
cessor computers, notably the nested dissection method [1], the cyclic reduction method [1], and 
the parallel diagonal dominant method [2]. These parallel algorithms either have a higher com- 
putational complexity than the sequential algorithm, or are applicable only to a special class Of 
matrices, such as diagonally dominant Toeplitz matrices [3,4]. For problems involving Neumann 
boundary conditions or convection terms, the coefficient matrix resulting from discretization of 
equation (1) may not be a diagonally dominant Toeplitz matrix. 
Another widely used method for solving time-dependent PDEs on parallel computers i domain 
decomposition [5]. It dates back to the classical Schwartz alternating algorithm with overlapping 
subdomains [6,7] for solving elliptic boundary value problems. Note that the original motivation 
for using the domain decomposition method was to deal with complex geometries, equations that 
exhibit different behaviors in different regions of the domain, and memory restriction for solving 
large scale problems. 
When solving time-dependent PDEs with nonoverlapping subdomalns on parallel computers, 
the domain decomposition method could either be used as a preconditioner for Krylov type al- 
gorithms [5,8], or as a means to decompose the original domain into subdomalns and solve the 
PDEs defined in different subdomains concurrently [9-13]. When it is used as a preconditioner, 
the relevant PDE is discretized over the entire original domain to form a large system of alge- 
braic equations, which is then solved by Krylov type iterative algorithms. The preconditioning 
step and the inner products involved in the solution process often incur a significant amount of 
communication verhead that could significantly affect he scalability of the solution algorithms. 
On the other hand, if the original domain f~ is decomposed into a set of nonoverlapping subdo- 
mains f~k, k = 1, . . . ,  M, it would be ideal that the PDEs defined in different subdomains could 
be solved on different processors concurrently. This often requires numerical boundary conditions 
at the boundaries between subdomains. These numerical boundary conditions are not part of 
the original mathematical model and the physical problem. One way to generate those numerical 
boundary conditions is to use the solution values from the previous time step tn to calculate the 
solutions at tn+l [12,14,15]. This is often referred to as time lagging (TL). The other way to 
generate numerical boundary conditions is to use an explicit algorithm to calculate the solutions 
at the boundaries between subdomains, using the solutions from the previous time step, and then 
solve the PDEs defined on different subdomalns concurrently using an implicit method [16,17]. 
This is referred to as the explicit predictor (EP) method in this paper. In an earlier paper [18], 
Qian and Zhu showed, in the context of the numerical solution of the one-dimensional linear heat 
equation, that the stability and accuracy of the solution algorithm can be significantly affected 
by the TL and EP methods. A new method based on explicit predictor and implicit corrector 
(EPIC) for generating numerical boundary conditions was discussed in [18]. Preliminary nu- 
merical experiments with a one-dimensional linear heat equation have demonstrated significant 
improvement in stability and accuracy using this new method. 
In this paper, a more systematic stability analysis for the TL, EP, and EPIC methods will be 
presented for solving more general equations, i.e., the convection-diffusion equations. Practical 
application of the methods to the nonlinear system of Euler equations for the flow field calculation 
around an airfoil on parallel computers will also be discussed. 
The next section is devoted to the analysis of the TL and EP methods. The EPIC method will 
be discussed in Section 3. Parallel implementation f the algorithm and numerical experiments 
will be presented in Section 4. Application to the solution of nonlinear Euler equations will be 
given in Section 5, followed by the conclusions in Section 6. 
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2. ANALYS IS  OF  THE TL  AND EP  METHODS 
For simplicity of the discussion, the following one-dimensional linear model with constant 
coefficients and homogeneous boundary conditions is used here to analyze different methods for 
generating numerical boundary conditions: 
ut + auz = fluzx, O < x < 1, O < t <_ T, 
u(0, t) = u(1,t) = 0, t > 0, /2) 
u(z,  o) = g(z),  0 < z < 1. 
The results are applicable to higher-dimensionM models with nonhomogeneous boundary condi- 
tions. 
As shown in Figure 1, the original spatial domain fl = [0, 1] is discretized by a set of grid 
points x~, i = 0 , . . . , L ,  uniformly distributed with Ax = x~ - x~-i = 1/L. The temporal 
domain [0, T] is discretized by a set of discrete time steps tn, n = 0 . . . . .  N, with At = t~ - t~,_ i 
T/N. The numerical solution u(xi,tn) is denoted by u~, and the original spatial domain is 
decomposed into M subdomains ~tk, k = 1, . . . ,  M, where the two end points of subdomain ft# 
are denoted as rk_ 1 and rk, respectively. Each subdomain £tk has m + 1 points including the two 
end points rk-1 and rk. Since only two physical boundary conditions are available at the points 
r0 and rM, numerical boundary conditions are needed at points rk, k = 1, . . . ,  M - 1, if the PDEs 
defined in different subdomains are to be solved concurrently using an implicit algorithm. 
f/1 ft2 flk rIM ! 
r 0 = o r 1 r 1 r 2 rk_  1 r k rM_  1 r M = L 
F igure  1. Or ig ina l  domain  ~ is decomposed in to  M subdomains  f~k, k = 1 . . . .  , M .  
Various finite difference schemes are available for discretizing equation (2). The forward Lime 
central difference (FTCS) scheme is given by 
un+l  n n n 
i - -  U i  Ui+I  - -  U i - -1  
At 2Ax 
i = 1 ,1 . . , L - I ,  
or equivalently 
-2u~+ - -  ~ Ui+I  Ui -1  
Ax 2 ' (3) 
n=O, . . . ,N -1 ,  
un+l = (r + R}  un_l + (1 -  2r)un + (r - R )  u~+l, 
i=  1 , . . . , L - I ,  n=0, . . . ,N -  1, 
(4) 
where R = a (At/Ax) and r =/3 (At/Ax2). 
The stability condition for this FTCS scheme is given by [19] 
R 2 1 
- -  < r < - .  (5) 
2 - -2  
When the physical process is convection dominant, the stability condition in (5) may be difficult 
to satisfy and oscillations could occur in the numerical solutions obtained with the FTCS scheme. 
In this case, it is usually better to use upwind difference for the convective term to improve 
stability and reduce oscillations. If c~ < 0, the upwind scheme is 
n ~ - 2u~ + ^ n+l  Un+l  _ U i  U i+ l  U i _ l  ~i -u?  +a - /~  
At Ax Ax 2 ' (6) 
i=  1 , . . . , L -1 ,  n=O, . . . ,N -1 ,  
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or equivalently 
i = 1 , . . . , L -  1, 
Otherwise, if c~ > 0, then the upwind scheme is 
uT+l  n Un  n 
- -U i  +0~ ~- -U i - I  
At Ax 
i= l , . . . , L -1 ,  
or equivalently 
u7 +1 = r~?_~ + (1 + R - 2~)u~ + (r - R)u~+~, 
n=O, . . . ,N -1 .  
u" - 2u~ - : /~ i+l + %fi--i 
Ax2 
n=0, . . . ,N -  1, 
u n+l = (r + R)u~_ 1 + (1 - R - 2r)u~ + run+l, 
i= l , . . . , L -1 ,  n=O, . . . ,N -1 .  
For implicit schemes, the BTCS scheme is given by 
un+l  n . n+l  o n+t  _ n+l  _ 2un+l  . n+l  
' -- Ui + (X '~i+i -- ui--i _ ]3 U i+ I  +'c6 i - -1  
At 2Ax Ax  2 
i= l , . . . , L - l ,  n=O, . . . ,N - l ,  
or equivalently 
- r+  u~+l l+( l+2r )u~ +1-  r -  u~+ 1 =ui ,  
i=  1 , . . . , L - I ,  n=O, . . . ,N -1 .  
The implicit version of the upwind schemes is 
-ruT_ +) + (1 - R + 2r)u7 +1 - (r - ~/-  n+l n "~/ '~ i+1 = Ui ' 
i= l , . . . , L -1 ,  n=O, . . . ,N -1 ,  
fo ra<O,  and 
for a > O. 
- ( r  + R)un+~ + (I + R + 2r )u  n+l  _. n+l - -  " l '~i+ 1 ~ U~,  
i= l , . . . , L -1 ,  n=O, . . . ,N -  1, 
(7) 
(8) 
(9) 
(i0) 
(11) 
(12) 
(13) 
2.1. T ime-Lagging (TL) Method  
For the TL method, the boundary conditions between subdomains are generated by setting 
?~n:21  = U n 
rk-1, (14) 
Unr:l : U n k = 1, M - 1. rk , • . . 
Note that the left side of subdomain ~k, k = 2 , . . . ,  M, is extended to rk-1 - 1 in order to advance 
the solution value at the point rk-1 to the next time level. An implicit scheme is then used to 
solve the PDE in each subdomain concurrently. This process can be illustrated using a simple 
example shown in Figure 2, in which ~ = {xi, i = 0 , . . . ,  8}. There are two subdomains ~tl = {x~, 
i = 0 , . . . ,4}  and ~2 = {x~, i = 3, . . . ,8}.  
The matrix representation of the solution algorithm given in (10) and (14) can be written as 
a l  
a0  
a0  
a2  
a l  
ao  a l  
a2  ao  a l  
a2  ao  
ao  a l  
a2  ao  
a2  
"U l  "] 
U2 I 
U3 [ 
U4 I 
U5 I 
U~ I 
.U7_ I  
n+l  n 
1 
1 --al 
--a2 1 
1 
1 
"U l  
U2 
U3 
U4 
U5 
U6 
1 _u7 
, (15) 
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f~ 
"0 "1 "2 "3 "4 "5 "6 =r 
5 "2 "a "4 a= / 
"a "4 "5 =6 -7 "s )  
/ 
Figure 2. Time-lagging domain decomposition. 
where the coefficients a0, al, and a2 depend on the discretization method used. For example. 
with the BTCS algorithm, we have ao = 1 + 2r, al = - ( r  - R /2 ) ,  and a2 = - ( r  + R /2)  
For a general domain with f~ = {xi, i = 0, . . . ,  L} and M subdomains with an equal number 
of grid points, the matrix representation f the algorithm is given by 
A' A ".  A A] 
Ul 
u2 
UM-1 
UM 
(16) 
The vectors Uk, k = 1,. . . ,  M, represent the solution vector in the interior of the k TM subdo- 
main ftk plus the solution at the left end point u~k_~, except for Ul that includes only the 
solutions at the interior points of fh. The block matrices A' and A are of the form 
ao al 0 
a2 a0 al 
0 ", ", 
0 ... 0 
!]al 
a2 a0 
(17) 
The order of A' is m - 2, and that of A is m - 1. Each subdomain f~k has m + 1 points including 
the boundary points rk-1 and rk. Both I '  and I are identity matrices with the same dimensions 
as that of A' and A, respectively. The elements in matrices B1, B~, B2, and B~ are all zero. 
except for the element -a l  at the lower left corner of B1 and B~, and the element -ae as the 
upper right corner of B2 and B~. 
Since the standard Von Neumann stability analysis is based on Fourier transform, it can only 
be used to analyze problems with periodic boundary conditions• To consider the effect of different 
boundary conditions on the stability of the solution algorithms, matrix analysis is used here to 
analyze various numerical boundary conditions. 
The compact form of the matrix representation f the TL method in (16) is 
Cu n+l = Fu  n. (18) 
It is well known that the necessary condition for stability is p(C-LF)  = maxIkj[ < 1, j =: 
1,. . . ,  L - 1, where Ajs are the eigenvalues of matrix C-1F  [19,20]. Since it is difficult to obtain 
an analytic expression of the eigenvalues for this matrix, the software package MATLAB has been 
used to calculate the magnitude of the largest eigenvalues. 
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max=1.00 
1" 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1 
R x 10 4 
Figure 3. Spectral radius p vs. (R, r): TL method using central difference, L = 200, 
M= 10. 
Figure 3 shows the contour plot of p(C-1F) vs. (R, r) with L = 200, M = 10, -10  -4 < R < 104, 
and 0 < r < 104 for the TL method using the BTCS scheme in ( l l ) .  We refer to this method as 
the TL method using central difference. Note that  the maximum value of the contour lines is 1.0, 
showing that  the necessary condition for stabi l ity is satisfied. Actual numerical experiments also 
demonstrate that the computat ion is stable. 
Figure 4 shows the contour plot ofp(C-IF) vs. (R,r) with L = 200, M = 10, -10  -4 _< R <_ 0, 
and 0 < r _< 104 , for the TL method using the upwind scheme in (12) with a < 0. In this 
case a0 = 1 - R + 2r, al  = - ( r  - R), and a2 ---- --r. The maximum spectral radius in the figure 
is 0.9976. 
The effect of the number of subdomains M on the spectral radius is demonstrated in Figure 5, 
with 0 < M < 100, L = 500, R = 1000, and r = 1000 for the TL method using central and upwind 
schemes. Even though the spectral radius increases as the number of subdomains increases, it 
is still less than 1 with 100 subdomains. In practical computations, it is unlikely that a domain 
with only 500 grid points will be decomposed into 100 subdomains. Each subdomain will have 
many more grid points, which helps keep the spectral radius less than 1. 
In all cases, it is shown that  the necessary condition for stabi l ity is satisfied. Although this is 
not a rigorous mathematical  proof of p(C-1F) < 1 for all cases, it does demonstrate p(C-1 F) < 1 
for practical purposes, since the cases cover a wide range of values of r, R, and M. 
To est imate the addit ional temporal  error caused by the numerical boundary condition from 
the TL method, we substitute the Taylor series expansion into the finite difference formula (10) 
with time lagging at the point rk - -  1 ,  
rk - - l~  rk--1 Urk rk -- ~rl=--I w'u~rk_ 2
( n+l  ~,n n ~tn+l  "1- U n+l  "t~rk_ 2 = ) u~k- 1 __- ?~k- 1 u~k - -~  ~ - 
L At + a 2Ax 
10000 
9000 
8000 
7000 
6000 
5000 
4000 
3000 
2000 
1000 
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max=0.9976 
17l 
I / I I ] I I r ] I 
10000 9000 8000 7000 6000 5000 4000 3000 2000 1000 
R 
Figure 4. Spectral radius p vs. (R, r): TL method using upwind (forward) difference, 
L=200,  M- -  10. 
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Figure 5. Spectral radius p vs. number of subdomains: TL method, L = 1000, 
R = 500, r = 1000. 
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{U n _ttnr: 1 
_ ~ rk _[_ 7tn+l _ 2un+l _ n+l --ra rk--1 -[- "t~rk--2 ( 
Kx~ / 
'U~rk -- t~rk rk -- U~rk--2 __ rk- 1 -- Urk- 1 -~ Cg -[- O~ 
At 2-A-~ 2Ax 
t ~ un+l -- 2un+l un+l } _~ r~ rk-1 -[- rk-2 
Ax 2 
2 rk-1 
°{ } + ~ -(At)~r ÷1 + ~ ~÷1 +.. .  ~ 
. , OL {2(AX)~+I  (~)3  U~xxx" n+l } + ~ + - -  + . . .  
rk-1 
(Az)~ + --5--  +'"  ~ 
(ha:) 2 (Az) u= + +. . .  ~- I  
Since we have 
the truncation error is 
{ ?t n _ ?tn+l} 
--~xx}rk_l =0, (19) 
{ 1+ { 2(Ax) ~ +J r~ 
{ } { ~( i t )u~ +1 ]~(it)2u~t+l ) o~(Ax) 2 . n+l jr . . . . .  q_ q - " "  (20) + - -K  -~x= (A~)~ 
rk-1 rk 
• ~ I~XXXX , 
rk -- 1 
in which the additional truncation error caused by time lagging is represented by the terms in 
the second and the fourth pairs of brackets. If/3 ¢ 0, the additional error is dominated by 
the term At/Ax 2. This indicates that the TL method causes an additional truncation error of 
order O[At/Ax 2] at the boundaries between subdomains. Notice that if ~ = 0, that is the PDE is 
a pure convective equation, then the additional truncation error is dominated by the term At/Ax 
at the boundary. 
By using the same procedure, it can be shown that the additional truncation errors of the 
TL method using upwind difference is also dominated by the term At/Ax 2 for the convection- 
diffusion equation, and by the term At/Ax for the pure convection equation. 
Gustafsson [21] has proved that if the order of accuracy of a finite difference quation ap- 
proximating a given hyperbolic partial differential equation is p >_ 1, the order of accuracy of 
the approximate boundary conditions is p -  1, and the scheme is stable, then the computa- 
tion will converge with order p. This result can be interpreted as that the truncation error for 
the solution inside the spatial domain is one order higher than that at the boundaries. Thus, 
since the additional error caused by the TL method applied to the pure convection equation 
is O[At/Ax] at the boundaries, the additional error inside the spatial domain is of the order 
of O[(At/Ax) Ax] = O[At]. 
Although Gustafsson's proof applies only to pure convection equations, it will be demonstrated 
later in our numerical experiment that this result also holds for parabolic equations. Since the 
additional error caused by the TL method for the convection-diffusion equation at the boundaries 
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is of order O[At/Ax2], the additional error inside the domain is of order O[At/Ax]. This explains 
why the maximum error for the TL method in Table 3 remains roughly a constant when the grid 
is refined with Ax proportional to At. 
2.2 .  Exp l i c i t -P red ic tor  (EP)  Method  
The matrix representation of the EP method for a one-dimensional domain with uniformly 
distributed grid points xi, i = 0 , . . . ,  L, and M subdomains with equal number of grid points (an 
be written as 
n+l  
~A Vl ] 
w A 
G Z 
I 
Y 
V 
1 
W 
G Z 
A v 
1 
W 
I 
A 
Ul  
1£rl 
U2 
I 1£?, 2
: I 
UM-1  I 
?ARM- 1 [ 
J UM 
U l  
n 
Ur l  ] 
U2 , 
'~Zr2 [ 
• I 
• i 
UM-1  
y a Z UrM_ I  ] 
I :  - UM ~ J 
(~1) 
where A is a matrix of order m - 2 with similar structure as that in (17), [ is an identity 
matrix of order m - 2, uk, k = 1, . . . ,  M, represent the solution vector in the interior of the h th 
subdomain gtk without including the two end points urk ~ and u~., the parameters ~0. a~, (>::. 
and ~ depend on the discretization methods used, and the vectors v, w, y, z are deiin(-~d as 
T }T T V= {0, . . . ,0 ,  al} w= {a2,0 . . . .  ,0 y=-v  T z =-u  ,~ 
The compact form of (21) is 
Cu n+l  = Fu  ~. (22) 
For the EP method using central difference for both the convection and diffusion terms, she 
algorithm can be written as 
• predictor 
= ( R )  n (1 -  n ( -R )  un k : l , .  , ] t f -1 ,  (23) g~+l r + urk_ 1+ 2r)% k + r r~+l, -. 
• calculation of solutions in each subdomain 
a i al 0 ao a l  
". .  .. 
• .. - .  
• , ,  0 
" ! ].... a l  
a2 ao 
-1£n+1 ] 
rk - l+ l [  
1£n+1 l 
rk_ l+2/  
~n+l  
rk -2  
un+ 1 
rk-1 
-U n a ~n+l  -I 
rk - l+ l  -- 2 rk 1 [ 
! 
r~ 1 +2 
1£r\-2 / 
~.n ~ ~n+l  | ~rk-i -- Ul~rk  J 
k 1, . . . ,  M. (24) 
which can be assembled into the form of system (21) with a0 = 1 + 2r, al --0 .... /i!/2). 
a2 = -(r + R/2), and a = 1 - 2r. 
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Figure 6 shows the contour plot of p(C-1F) vs. (R, r) with L = 200, and M = 10 for the EP 
method using central difference. In this case, we have -2  <_ R < 2 and 0 < r < 2. It is clear that 
the method is only conditionally stable. For example, when R > 1, the scheme is unstable. 
Similarly, Figure 7 shows that the EP method using upwind difference is also only conditionally 
stable. In this casea < 0, L = 200, M = 10, -2_  R < 0, and0 < r < 2. The method is 
a combination of scheme (7) as a predictor and scheme (12) as the algorithm for the interior 
points in all subdomains, which corresponds to a0 = 1 - R + 2r, al = - ( r  - R), a2 = - r ,  
and cr = 1 + R-  2r. 
The additional truncation error caused by the numerical boundary condition from the EP 
method can be analyzed in a way similar to what we did for the TL method. With central 
difference for both the convection and diffusion terms, we have 
t~rk-1 -- t~ra-1 ru -- rk--2 rk--1 -k-t%k_ 2 
t%k-1  -- rk -1  rk --rk rk--2 
= At + a 2Ax 
-- ZUrk - 1 "~- Un:12 
-/3 i 
{ztn+l  un  } (~tn+l un+l ){un+l  un+l  ) 
rk -- 1 -- rk -- 1 rk --  rk rio -- rk -2  
--rk _ /3 rk rk -1  "~ r io-2 
- /3  Az 2 Ax 2 . 
(25) 
Note that we have 
 (Lxt) 
__ _ _  n n -- Ur k -~-?Ark--1} 
= %k'n+l + O (At 2) + O (AtAx 2) 
(26) 
Substituting (26) into (25) and expanding by Taylor series as we did for the TL method, we 
found that the additional error caused by the EP method using central difference is dominated 
by the term of order O[At2/Ax 2] at the boundaries. If/3 = 0, then the additional error at the 
boundaries i reduced to O[At2/Ax]. The same conclusions also apply to the EP method using 
upwind difference. 
Similar to the discussion for the TL method, we can show, based on Gustafsson's proof and 
numerical experiment, hat the additional error in the final solution caused by the EP method 
is of order O[At 2] for the pure convection equation with /3 = 0. For the convection-diffusion 
equations, numerical experiments have shown that the additional error in the final solution is 
of order O[(At)2/(Ax)]. In particular, if the grid sizes At and Ax are refined proportionally, 
i.e., At ---- cAx, then the error is of order O(At), which explains why the results from the EP 
method in our numerical experiment is more accurate than the TL method when it is in the 
stable region. 
3. EXPL IC IT -PREDICTOR 
IMPL IC IT -CORRECTOR (EP IC)  METHOD 
Based on the analysis of the TL and EP methods, it is clear that a method that combines 
the advantages of both the TL (stability) and EP (accuracy) methods would be very desirable 
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Figure 6. Spectral radius p vs. (R,r): EP method using central difference, L = 200, 
M=10.  
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Figure 7. Spectral radius p vs. (R, r): EP method using upwind (forward) difference, 
L=200,  M= 10. 
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for solving convection-diffusion equations on parallel computers. An approach based on explicit 
predictor and implicit corrector (EPIC) was first proposed in [18] for solving linear heat equations, 
with some preliminary numerical results. Although the concept of explicit predictor and implicit 
corrector has long been used to develop numerical algorithms for solving nonlinear ODEs, it 
has never been used to generate numerical boundary conditions for solving PDEs using domain 
decomposition algorithms. We will extend this method and the analysis here to the solution of 
convection-diffusion equations on parallel computers. The following are the main steps of the 
EPIC method using central difference for both the convection and diffusion terms: 
• use an explicit predictor, such as the FTCS algorithm, to generate the numerical boundary 
conditions at the end points rk, k -=- 1 , . . . ,  M - 1, of all subdomains 
~21 = (r + R)~_ I  + (1 - 2 r )~:  + (~ - R )~:+~,  
k = 1 , . . . ,M- I ;  
(27) 
• solve the systems of equations in all subdomains ~k, k = 1, . . . ,  M - 1, concurrently 
a0 al 0 .... !. ] 
a2 a0 al . 
.° - , .  
". ". ". a l  
0 ... 0 a2 a0 
•n+l  
" 
r~- l+ l  
~n+l  
rk - l+2  
un÷l  
ra- -2 
un+l  
rk - -1  
un  ~ ~n+l -  
rk - l+ l  -- (~2"t~rk-1 
?~trk_l T2  
?A n 
rk -2  
n ^ ~,n+l  
Urk_ l  - -  {~l t~rk 
; (2s) 
• update the numerical boundary conditions at points rk, k = 1, . . . ,  M-1 ,  using an implicit 
corrector, such as the BTCS algorithm 
n+l  _ (r  + R)  
urk (1 + 2r) Urn~-I + - -  
1 (r - R) 
(1 + 2r) ur~ + (1 + 2r------~ u~++ll' (29) 
The matrix iepresentation f the first two steps for a general domain g/ = {x~, i = 0, . . . ,  L} 
having M subdomains with equal number of m + 1 grid points will be similar to those as given 
in (21), that is 
A V 
1 
w A V 
1 
w A V 
1 
W 
1711 . n+ l  
?'/'r 1 
fi2 
~ 
Ur2  ~--- 
fiM-1 
UrM-1 
A tim 
- I  
y a Z 
I 
Y ¢r z 
Y 
I 
(T 
I .  
Ul  
Ur  1 
U2 
Ur  2 
aM-  1 
Ur  M - I 
. U M 
or  
Cfi n+l = Fu  =. (30) 
The vector I] n÷l  represents he intermediate solution obtained without he corrector step. The 
matrix representation f the corrector step is given by 
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Ul 
U2 
Ur :2  
aM-1  
~r M -- 1 
- UM 
+ 
n+l  
I 
0 
0 
I 
0 
O 
& 
0 
I 
Ul 
?J~rl 
U2 
?/~r2 
UM-]  
0 ?'~rM - 1 
• U M  . 
1~11 n+l  
~ 
Ur  1 
U2 
Ur  2 
fiM-X 
UrM - 1 
- t iM  
(31) 
or 
un+ 1 = Eu n + GI~I n+l ,  (32) 
where O is the zero matrix, v, w, and ~ depend on the discretization method used for the 
corrector. For the corrector given in (29), we have ~ = 1/(1 + 2r) and the vectors v and ~i, of' 
dimension m - 2 are defined as 
= 0, ,0 ,1 -~ , ~={1- j~,0 , .  ,0 , k= 1 , . . . ,M-1 .  
The final equation that connects un with u n+l is then 
u n+l = Eu  n + Gfi n+l = (E + GC-1F) u n, (33) 
and the necessary condition for stability is p(E + GC-1F) < 1. 
Figure 8 shows the contour plot of p(E + GC-1F) vs. (R,r) with -10  -4 <_ R <_ 104 , 0 < 
r < 104, L = 200, and M = 10. Unlike the case for the pure heat equation discussed in [18]~ 
the EPIC method based on central difference for both the convection and diffusion terms is only 
conditionally stable• It is clear from Figure 8 that the value of p(E + GC-1F) becomes much 
larger than 1 when R is close to -104. 
Figure 9 shows, on the other hand, much better stability of the EPIC method using upwind 
r, difference for the convection term, with a < 0, -10  -4 _< R < 0, 0 < r < 104 , L = ~,00, 
and M = 10. In all cases, the spectral radius is less than 1. 
The analysis of the additional error caused by the numerical boundary condition from the EPIC 
method is similar to that of the EP method, since the first two steps in the EPIC method are t, he 
same as the EP method and the corrector step does not introduce any additional truncation error 
to the scheme. Thus, the EPIC method using either central difference for both the convection 
and diffusion terms, or upwind difference for the convection term and central difference for the 
diffusion term, causes a truncation error of order O[At2/Ax 2] at the boundaries for fl # 0. For 
the pure convection equation with fl = 0, the additional error is of order O[At/Ax]. The accuracy 
of the solution in the interior of the subdomain is O[At 2] for fl = 0 and O[At2/Ax] for fl # 0 h~ 
particular, if the grid sizes At and Ax are refined proportionally, the accuracy is (9[At] fbr the 
convection diffusion equation with fl ~ 0. 
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Figure 8. Spectral radius p vs. (R, r): EPIC method using central difference, L = 200, 
M=IO.  
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Figure 9. Spectral radius p vs. (R, r): EPIC method using upwind (forward) differ- 
ence, L = 200, M -- 10. 
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4. PARALLEL IMPLEMENTATION 
AND NUMERICAL EXPERIMENT 
The EPIC method is highly parallel. The message passing standard MPI [22] is used in the 
code implementation to ensure maximum portability to a wide range of architectures, including 
both distributed and shared memory parallel computers, as well as clusters of workstations and 
personal computers. 
For the examples discussed in this paper, the processors are configured as a one-dimensional 
chain. The number of processors equals the number of subdomains, with each processor assigned 
to one subdomain. 
In the first step of the computation, each processor calculates the numerical boundary con- 
dition(s) needed for its subdomain using an explicit method, such as (7). Note that the first 
and the last processors only need to calculate one numerical boundary condition, while other 
processors need to calculate two numerical boundary conditions. These computations can be 
done concurrently on all processors. 
In the second step, each processor forms the system of linear algebraic equations imilar to 
that in (12) using the numerical boundary conditions calculated at the first step, and then solves 
the system of equations. These computations can also be done concurrently on all processor,~. 
After the solutions have been calculated, each processor must send to and receive from its 
neighboring processors the solutions at the points next to the end points of the subdomain. For 
the processor holding subdomain f/k with the end points rk-1 and rk, it must send the calculated 
solutions at rk_ 1 + 1 and rk -- 1 to the left and right neighboring processors, respectively, and 
receive the newly calculated solutions at the points rk_ 1 -- 1 and rk + 1 from the left and right 
neighboring processors, respectively. Note that the first and the last processors on the chain 
only need to communicate with one neighboring processor. This is the only communication step 
involved in the EPIC method. 
In the last step of the computation, each processor corrects the numerical boundary condition(s) 
at the end of its subdomain using an implicit method, such as (12). This can again be done in 
parallel. 
The pseudocode of the EPIC method for the pth processor is given below. 
Initialization 
Read input data 
Do n=O,...,N-I (Loop over time steps) 
i. Do  k = l,...,A4 - 1 (Loop over subdomain boundary points) 
If rk is one of the two end points of the 
subdomain assigned to the pth processor, then 
calculate urn +I using an explicit predictor 
End do 
2. Do k= 1 , . . . ,M  (Loop over subdomains) 
If ~k is assigned to the pth processor, then 
• Form the system of equations for ~k 
• Solve the system of equations 
End do 
3. Do k - -1 , . . . ,M-1  (Loop over subdomain boundary points)  
If r k is the left end point of the subdomain 
assigned to the pth processor, then send u n+1 rk+l  
to and receive u n+l from the le f t  neighboring rk - 1 
processor.  Otherwise, i f  rk is the r ight  end 
point of the subdomain assigned to the pth 
un+l processor, then send rk-I to and receive u n+] rk+l 
from the right neighboring processor. 
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End do 
4. Do k = 1 , . . . ,M-1  (Loop over  subdomain boundary po in ts )  
I f  rk i s  one of the  two end po in ts  of the  subdomain 
ass igned to  the  pth processor ,  then  
update  ur n+l us ing  an imp l i c i t  cor rector  
End do 
End do 
It is obvious from the above algorithm that the computations in Steps 1, 2, and 4 on different 
processors are completely independent to each other. Additionally, the interprocessor commu- 
nications in Step 3 can be grouped into pairs, which allow different pairs to exchange solutions 
concurrently, as shown in Figure 10. 
@:@ 
(a) 
@:® ®:® @:@ 
@ @-@ @:® @-@ @ 
(b) 
Figure 10. Interprocessor communications between eight processors. In (a), com- 
munications between four pairs of processors can be done in parallel, and in (b), 
communications between three pairs of processors can be done in parallel. 
The following equation is used in our numerical experiment: 
1 
ut +ux  = ~-5 uxx, 0 < x < 1, 
u(x, O) = sin(Trx), x e [0, 1], 
u(0, t) = -e  - t  sin(~rt), t > 0, 
u(1, t) = e - t  sin(Tr(1 - t)), t > 0, 
with an exact solution of u*(x, t) = e - t  sin(Tr(x - t ) ) .  
t>0,  
(34) 
Four different algorithms are used to calculate numerical solutions. The BTCS method refers 
to the use of the implicit algorithm (12) without domain decomposition. There is no need for 
numerical boundary condition in this case. TL, EP, and EPIC refer to the use of time lagging, 
explicit predictor, and explicit predictor and implicit corrector method, respectively, to generate 
a numerical boundary condition at the middle point of the domain ft, which is decomposed into 
two subdomains. 
Table 1 shows the maximum errors of the solutions obtained using the BTCS, TL, EP, and 
EPIC methods. Note that in this particular case, the errors from all methods are similar, with 
the TL method being slightly more inaccurate. This is because the addit ional error terms caused 
by the numerical boundary conditions depend on the time derivative of the solution, which 
approaches zero as t ime t goes to infinity. At t = 10.0, the solution can be considered as having 
reached steady state within machine accuracy. Therefore, the additional errors caused by the 
numerical boundary conditions are negligible, and all methods appear to be reasonably accurate 
with similar spatial  accuracy. 
Table 2 has similar contents as those in Table 1, except hat the solutions are calculated to the 
time level of T = 1.0. It now appears that the EP method, with similar errors as those from the 
BTCS algorithm, is more accurate than the TL method. However, the results from Table 3, also 
calculated to T = 1.0 using At = Ax, shows that both EP and TL fail to deliver solutions with 
similar accuracy as those from the BTCS algorithm. The errors from the TL method roughly 
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Table 1. Maximum errors: Ax 2 = At, T = 10.0, M = 2, CFL = Ax. 
AX 
0.1000 
0.0500 
0.0250 
0.0100 
0.0050 
0.0025 
0.0010 
0.0005 
BTCS TL EP EPIC 
0.261e-05 0.266e-05 0.235e-05 0.245e-05 
0.656e-06 0.673e-06 0.620e-06 0.634e-06 
0.164e-06 0.107e-06 0.159e-06 0.161e-06 
0.263e-07 0.244e-07 0.260e-07 0.261e-07 
0.658e-08 0.615e-08 0.654e-08 0.656e-08 
0.164e-08 0.260e-08 0.164e-08 0.164e-08 
0.834e-09 0.813e-09 "0.833e-09 0.833e-09 
0.163e-09 0.212e-09 0.171e-09 0.162e-09 
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remain at a constant level as the grid size At and Ax  are refined proportionally, while those fiom 
the EP method indicate that it has lost stability. The results from the EPIC method, on the 
other hand, have similar accuracy as those from the BTCS method applied to the entire domain 
without decomposition. 
Table 2. Maximum errors: (Ax) 2 = At, T = 1.0, M = 2, CFL = Ax. 
BTCS TL EP EPIC 
0.238e-01 0.422e-01 0.211e-01 0.222e-01 
0.587e-02 0.154e-01 0.552e-02 0.566e-02 
0.146e-02 0.626e-02 0.141e-02 0.143e-02 
0.234e-03 0.215e-02 0.231e-03 0.232e-03 
0.585e-04 0.101e-02 0.581e-04 0.583e-04 
0.146e-04 0.493e-03 0.145e-04 0.146e-04 
0.234e-05 0.193e-03 0.233e-05 0.233e-05 
0.129e-05 0.411e-04 0.198e-05 0.177e-05 
Maximum errors: Ax = At, T = 1.0, M = 2, CFL = 1.0. 
BTCS TL EP EPIC 
0.146e+0 0.330e+0 0.106e+0 0.810e-1 
0.816e-1 0.281e+0 0.842e+3 0.447e- 1 
0.434e-1 0.248e+0 0.281e+16 0.253e-1 
0.180e-1 0.226e+0 c~ 0.109e-2 
0.917e-2 0.218e+0 c~ 0.563e-2 
0.462e-2 0.214e+0 oc 0.285e-2 
0.185e-2 0.212e+0 oo 0.115e-2 
0.929e-3 0.211e+0 oo 0.577e-3 
At 
O. 1000 
0.0500 
0.0250 
0.0100 
0.0050 
0.0025 
0.0010 
0.0005 
Table 3. 
Ax 
0.1000 
0.0500 
0.0250 
0.0100 
0.0050 
0.0025 
0.0010 
0.0005 
Figure 11 shows that  the error from the EPIC method with upwind difference for the convection 
term does not increase as the number of subdomains increases. In this particular case, we 
have Ax = 0.005, At = 0.0005, and the numerical solution is advanced to T = 0.5. Similar 
results can be obtained for the cases when the convection term is discretized by the central finite 
difference scheme. 
5. APPL ICAT ION TO EULER EQUATIONS 
In this section, we discuss the application of the EPIC method to the solution of the Euler 
equat ions  in  the  f low f ie ld ca lcu la t ion  around an  air foi l .  The  two-d imens iona l  Eu le r  equat ions  
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expressed in Cartesian coordinates and conservation form are given by 
where 
with the equation of state given by 
00 0E 0~ 
0t + -07x + O-yy =0' (35) 
/ P~v ! 
[ ~(e + p) J 
= 
pv 
puv 
pv 2 +p 
v(e + p) 
, (36)  
OQ OE OF 
0-;+~+N=0, 
and the metric terms are 
Q = j -1Q,  
The Jacobian J of the transformation is given by 
J= fx~ - fy~,  (4i) 
ix = Y,J, r~x = -y¢J ,  
{y = -x , J ,  ~ = x J .  (42) 
The algorithm applied to the entire domain without decomposition is an implicit finite volume 
scheme that is first-order accurate in time and up to third-order accurate in space using Roe's 
approximate Riemann solver [23]. The original sequential code was provided to the authors by 
the Computational F uid Dynamics Laboratory at Mississippi State University. 
For parallel processing, the computational domain was decomposed along the { dimension. 
All processors read the same input files concurrently to obtain grid data and initial conditions. 
Each processor performs the calculations on assigned subdomains, and the partial solutions from 
different processors are collected and assembled into an external file by a master processor. 
Since the computational domain is decomposed only in the f-direction, the loops in the 
~-direction in the original code are not affected. Thus, only the indices corresponding to the 
{-direction need to be modified to distribute computations in different subdomains to differ- 
ent processors. Interprocessor communication between processors i carried out using the MPI 
standard library [22] to ensure maximum portability. 
where 
(39) 
(40) 
P 2 + v2)}, (37/ = (7  - 1) te  - P 
where p is the mass density, u and v are the velocity components in the x and y directions, 
respectively, e is the total specific energy of the fluid, p is the pressure, and 7 is the ratio of 
specific heats. 
For complex geometry, this system of equations needs to be transformed using a general body- 
fitted curvilinear coordinate system 
f = f(x, y, t), 
= n(x, y, t), (as) 
"r----t. 
The transformed Euler equations can then be written as 
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F igure  11. Max imum er ror  (y )  vs .  number  o f  subdomains :  EP IC  method,  Ax  = 
0.005, At = 0.0005, T = 0.5. 
In this application, the MacCormack scheme [24] is used for the predictor step. The Euler 
solver based on the Roe's scheme [25] is used to calculate solutions in all subdomains concurrently, 
and to update the boundary data between subdomains. Figure 12 shows the flow chart of the 
computational process described here. 
In order to demonstrate applicability, accuracy, and performance of the EPIC method for 
solving Euler equations, a series of test cases for transonic flow calculation around a NACA0012 
airfoil was carried out. Figure 13 shows the grid used for these calculations, which is a 290 x 81 
C-grid. Figure 14 illustrates the decomposition of the original grid into four subdomains. 
The steady state calculations are for the NACA0012 airfoil at Mach number Mo~ = 0.85 and 
angle of attack a = 1.0, characterized by the presence of a strong shock on the upper surface of 
the airfoil and a weaker, but significant, shock on the lower surface. The numerical results are 
compared with the experimental data in the AGARD report [26]. Since the EP method suffers 
from a severe stability restriction in this application, only the results from three methods are 
compared with the experimental data: 
(1) single domain computation without decomposition, 
(2) TL method with domain decomposition, and 
(3) EPIC method with domain decomposition. 
Figure 15 shows the pressure distributions obtained after 1000 local time steps using CFL -: 15 
from all three methods, as well as the experimental data from the AGARD report. Four subdo- 
mains were used for the TL and EPIC methods. Note that the results from all three methods 
are very close to the experimental data, which is not surprising based on the previous analysis. 
The unsteady calculations correspond to the flow around the NACA0012 airfoil pitching about 
the quarter chord point [27]. The movement of the airfoil is prescribed such that the angle of 
attack varies sinusoidally according to the following relation: 
a(t)  = am + ao sin(Mookt), (43) 
where a,~ is the mean angle of attack, a0 is the amplitude of the unsteady angle of attack, and k 
is the reduced frequency defined as 
WC 
k = ~--~, (44) 
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Predictor: MacCormack Scheme 
Solution of Subdomains: 
Roe's Approximate Riemann Solver 
Communication Between Subdomains 
1 
Corrector: Roe's Approximate Riemann Solver 
Figure 12. Flow chart of the parallel code for solving the Euler equations. 
m .  
i 
Figure 13. A 290 x 81 grid for the NACA0012 airfoil. 
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Figure 14. A four-subdomain decomposition forthe NACA0012 airfoil. 
where w is the frequency, c is the chord length, and Voc is the freestream velocity. In this test 
case, the NACA0012 airfoil is assumed to be pitching at M~ = 0.755, k = 0.1628, (~, = 0.016, 
and c~0 = 2.51. The numerical results are compared with the experimental data by Landon [28 i. 
The unsteady calculations were started from a converged steady state solution, and afterward 
the CFL number is kept at 1000 during the simulation. Figures 16 and 17 show the pressure 
distribution for different angles of attack. Eight subdomains are used in the computation for the 
rrL and EPIC methods. It is clear from Figures 16 and 17 that the pressure distributions obtained 
using the EPIC method match very well with those obtained using Roe's approximate Riemann 
solver without domain decomposition, aswell as the experimental data. The TL method, on the 
other hand, produces a considerable error in shock locations for both angles of attack. 
The numerical results in these test cases show that both the TL and EPIC methods are 
acceptable for the steady state computations. However, for unsteady state calculations, the 
EPIC method yields significantly more accurate solutions when domain decomposition is used. 
Figure 18 shows the speedup for the calculation of steady state solution using the TL and EPIC 
methods. The computations were carried out on an SGI Power Challenge XL parallel computer 
with 16 processors. It is clear from the figure that both methods are highly scalable with ahnost 
ideal speedup, which can be maintained on more processors by increasing the problem size. 
6. CONCLUSION 
Both the TL and the EP methods, in particular the TL method, have been widely used in 
solving time-dependent PDEs combined with domain decomposition r multiblock grids. Detailed 
stability and accuracy analyses in this paper show that, for convection-diffusion equations, the TL 
algorithm is stable, but in general reduces accuracy for calculating unsteady (transient) solutLons 
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Figure 15. NACA 0012 steady pressure distribution: Moo =0.85, ~= 1.0, CFL= 15, 
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Figure 16. NACA 0012 unsteady pressure distribution: o~ = 2.34. 
On the other hand, the EP method is accurate, but only conditionally stable. The EPIC method 
using upwind finite difference for the convection term combines the advantages of both the TL 
(stability) and EP (accuracy) methods. Unlike the case for pure diffusion equations, the EPIC 
method using central difference for both the convection and diffusion terms is only conditionally 
stable. 
Application to the solution of the nonlinear system of Euler equations in flow simulation of an 
airfoil shows that the analysis and conclusion drawn from the one-dimensional linear model equa- 
tions about the TL, EP, and EPIC methods are also applicable to systems of higher-dimensional 
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culation. 
nonlinear equations. Numerical results demonstrate that the EPIC method is as stable and 
scalable as the TL method, and is more accurate than the TL method for calculating unsteady 
solutions on parallel computers. 
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