We conjecture that for a plasma in a spatial domain with a boundary, the specular reflection effect of the boundary can be approximated by a large magnetic confinement field in the near-boundary region. In this paper, we verify this conjecture for the 1.5D relativistic Vlasov-Maxwell system (RVM) on a bounded domain Ω = (0, 1) with an external confining magnetic field.
Introduction
It has been one of the major goals of fusion energy research to confine plasmas (charged fluids). Scientists are particularly interested in designing stable devices to induce confinement. An external confining magnetic field (a "magnetic mirror/shield") is one of the effective tools for this goal. The mathematical justification of this confining mechanism for plasma models like the Vlasov-Poisson system (VP) or the relativistic Vlasov-Maxwell (RVM) system has been carried out in various literatures under some different settings, for example, see [1] , [2] , [3] , [13] , etc.. In these literatures, it is shown that the external confining magnetic field has a "reflective" effect on charged particles, which resembles the role of a specular reflecting wall. Moreover, if the confining field is strong enough near the spatial boundary (namely, blows up to ∞ at the boundary), then the particles do not touch the spatial boundary in any finite time interval if their initial positions are away from it (see, for example, [1] , [2] , [3] , [13] ). Even if the confining field is finite, as long as it is strong enough near the spatial boundary, then it still prevents the particles from touching the spatial boundary in some finite (but not necessarily small) time interval if their initial positions are away from it.
On the other hand, when considering kinetic models for plasmas on a domain Ω with a boundary ∂Ω, one of the common choices for boundary conditions on the particle density distribution function f is the specular boundary condition, which says that each particle hitting the ∂Ω gets reflected in a natural way without losing its energy:
f (t, x, v) = f (t, x, v − 2(v · e n (x))e n (x)), e n (x) · v < 0, ∀x ∈ ∂Ω, where e n (x) is the outward normal vector at x ∈ ∂Ω. The well-posedness and stability of RVM or VP has been studied in quite a number of literatures, for example, [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] . In particular, in [7] , [8] , [9] , [10] , [11] , [12] the spatial boundary is taken into account and the specular boundary condition is considered.
We conjecture that an external magnetic confinement which is sufficiently large near the boundary provides a good approximation to the specular boundary condition for a charged fluid. In this paper, we initiate the mathematical verification of this conjecture by studying a lower-dimensional RVM model for the sake of simplicity. Upon verification of this conjecture, we are able to justify the significance of the specular boundary condition in the study of kinetic models for plasmas, since it is a effective approximation for the scenario when a magnetic mirror/shield is applied to confine a plasma in a bounded region.
We consider the relativistic Vlasov-Maxwell (RVM) system in a bounded interval Ω = (0, 1) with the time t ≥ 0, the spatial variable x ∈ Ω, and the particle momentum v ∈ R 2 , as well as an external magnetic field B ext,N given by where b(x) is some piecewise C 3 , compactly supported function on (0, +∞) that blows up to +∞ or −∞ when x → 0. For example, we can take b(x) = −x −α 1 x∈(0,1] for α ∈ (1, +∞). See Section 2 for details. This is an 1.5D model, which is the model of lowest dimension that includes magnetic effects.
In the main part of the paper, we consider a plasma with a single species of particles (ion) with a non-negative distribution function f (t, x, v), where t ≥ 0, x ∈ Ω, v ∈ R 2 . The Vlasov equation is
The electromagnetic field E = E(t, x), B = B(t, x) satisfies the 1.5D Maxwell system
(1.3) Herev := v/ 1 + |v| 2 . The charge density ρ(t, x) := R 2 f (t, x, v)dv, and the current density j(t, x) := R 2v f (t, x, v)dv. We have normalized the speed of light as well as the unit mass and charge of the particles to be 1, since these quantities play no role in our qualitative analysis.
We define the energy
which is conserved along time. For the system (1.2) -(1.3), we put down some initial data for f , which is supported away from ∂Ω, and some appropriate initial-boundary condition (which enjoys some smoothness) for E and B, see (2.12) in Section 2.
[ 13] gives the global well-posedness and the C 1 regularity of the (strong) solution for the system (1.2) and (1.3) with the initial-boundary conditions (2.12) . Moreover, the particles will not hit the boundary, due to the confining property of B ext,N (See Lemma 3.1 in [13] and Lemma 3.2 below in this paper). Therefore no boundary condition on f is needed for (1.2) . In Lemma 7.1, we also discuss the case when B ext,N is a finite external magnetic confining field and prove that if B ext,N is large enough (depending on the initial-boundary data and the time interval [0, T ]), then the particles will stay away from the boundary on [0, T ].
Our goal is to investigate the limiting behavior of the solution for (1.2) -(1.3) as N → +∞. To this end, we consider the 1.5D RVM on Ω with no external magnetic field. The Vlasov equation and the Maxwell system are
(1.5)
with the initial-boundary conditions (2.12) together with the specular boundary condition in the 1.5D model on the domain Ω = (0, 1):
, for x = 0, 1.
Notice that without the external field the particles may hit ∂Ω so the specification of this boundary condition is necessary.
We wish to prove that as N → +∞, the solutions for the system (1.2) -(1.3) converge to the ones for the system (1.4) -(1.5) with the specular boundary condition (1.6) . That is to say, as N → +∞, the external confining magnetic field well approximates a perfectly reflecting boundary wall. This is verified in a weak sense as stated in our main result as follows: Theorem 1.1. For each N and any T > 0, we consider the strong C 1 solution (f N , E N 1 , E N 2 , B N ) on [0, T ] to (1.2), (1.3) , with the initial-boundary condition (2.12). There exists a subsequence of (f N ,
The limit (f, E 1 , E 2 , B) is a weak solution of (1.4), (1.5), with exactly the same initial and boundary conditions (2.12) and the specular boundary condition (1.6) on [0, T ] (in the sense of Definition 2.2, see Section 2).
The result can be extended to the following two cases: 1) The case when the external magnetic field B ext,N is finite; 2) The case when the plasma contains both ions and electrons. We discuss them in Section 7 and Section 8, respectively. Moreover, the same result obviously holds when the spatial domain (0, 1) is replaced by a half line (0, +∞), by essentially the same argument as in the proof of Theorem 1.1.
Throughout the paper, we denote ρ N (t, x) :
Without loss of generality, we assume that N is large enough, such that the following holds:
Later in the paper we will mention several additional requirements on the lower bound of N . None of these constraints on N affect our result, since we only care about the scenario when N → +∞. The contents in the paper are arranged as follows. In Section 2, we discuss some details in the set up of the problem. In Section 3, we prove some bounds for the particle momentum as well as for the internal electromagnetic field, and obtain some limit for (f N , E N , B N ) by extracting subsequences. In this section we also prove the confinement effect carried by the external magnetic field. In Section 4, we consider a model trajectory ODE system, in which we drop the internal fields, and prove that the external magnetic field B ext,N has a "reflective" effect on charged particles when the internal fields are absent. We illustrate that how this effect resembles the role of a specular boundary condition. This enables us to carry out a perturbative analysis on the trajectory ODEs and explain the "reflective" effect of B ext,N on charged particles when the internal fields come into play. We give the proof of Theorem 1.1 in Section 6. The case when the external magnetic field B ext,N is finite is addressed in Section 7. In Section 8 we analyze the same problem with a plasma that contains both ions and electrons. The appendix is devoted to some tool lemmas for the readers' convenience.
This paper is the first article to address the phenomenon of magnetic confinement at the boundary approximating specular reflecting wall from a mathematical point of view. So far we only consider the weak convergence of (f N ,
There are a lot of open directions on this topic, for example, strengthening the weak convergence of (f N , E N 1 , E N 2 , B N ) towards (f, E 1 , E 2 , B) to one in a stronger sense, or investigating the limiting process for higher dimensional settings.
Setup
Let b(x) be some piecewise C 3 , compactly supported function on (0, +∞) and satisfies
Then we define B ext,N as
Let ψ ext,N be a magnetic potential for B ext,N (x) defined as
Then we have B ext,N (x) = ∂ x ψ ext,N (x), ψ ext,N ( 1 2 ) = 0 (here N ≥ 8 is used) and ψ ext,N is a piecewise C 4 , compactly supported function on Ω = (0, 1) that blows up to +∞ when x → ∂Ω. Let
Then b(x) = Ψ (x), and Ψ is a piecewise C 4 , compactly supported function Ψ on (0, +∞) satisfying
Moreover, ψ ext,N can be viewed as a function obtained by transforming Ψ as follows:
, 1).
(2.6)
The regularity and monotonicity conditions on b(x) and Ψ(x) as well as the assumptions that b(x) and Ψ(x) are compactly supported are not essential -they are just set up for technical convenience. (For example, in fact, the main result still holds for the case when b(x) and Ψ(x) only decay to 0 as x → +∞.) Notice that for each N , ψ ext,N is piecewise C 4 , and
).
For the system (1.2) -(1.3), we assume the initial condition
Here the constants satisfy 0 ∈ (0, 1/2), k 0 > 0, and hence f 0 is supported away from ∂Ω with a positive distance to it.
We also need boundary conditions for E and B. At each boundary point x = 0 and x = 1, either E 2 or B should be specified, which leaves four possible combinations of boundary conditions for E 2 and B, see [14] . In this paper we take one of the four choices and assume the following boundary conditions for E 2 and B:
Here λ is a real constant. The proofs of the main theorem for the other three choices of boundary conditions are similar and we omit them. Moreover, we take E 1 (0, 0) = λ as in [13] . As in Section 2.1 in [13] , we integrate the Vlasov equation (1.2) or (1.4) to obtain ∂ t ρ + ∂ x j 1 = 0. Notice that in both settings ((1.2) or (1.4) with the specular boundary condition (1.6)) we have j 1 (t, 0) = j 1 (t, 1). We integrate
Hence we have the following initial-boundary condition for E 1 :
To summarize, we put down the following initial-boundary conditions:
(2.12)
Here the functions E 2,b , E 2,0 , B b and B 0 should satisfy
for the sake of compatibility. Later in Lemma 3.2, we will show that there exists a constant C v := k 0 + C 1 T > 0 only depending on the initial-boundary data and T (in particular, independent of N ), such that (2.14) sup
We use D Cv to denote the disk on R 2 centered at the origin with radius C v . Therefore
We introduce the following definition for the weak formulation of the 1.5D RVM with the external magnetic field:
We say that
the following holds:
We also introduce the following definition for the weak formulation of the 1.5D RVM for the case without the external magnetic field but with the specular boundary condition:
(Weak solution of the 1.5D RVM with the specular boundary condition) Let
We say that (f, E 1 , E 2 , B) is a weak solution of (1.4), (1.5) with the initial-boundary conditions (2.12) together with the specular boundary condition (1.6) if for any
Notice that the only difference between Definition 2.1 and Definition 2.2 lies in the weak form of the Vlasov equation. We give some explanation for (2.21) here. Assume (E 1 , E 2 , B) ∈ C 1 . It is obvious that a C 1 solution f of the Vlasov equation (1.4) and the initial-boundary conditions (2.12) together with the specular boundary condition (1.6) satisfies Definition 2.2 by noticing that
Conversely, let f be a C 1 function that satisfies Definition 2.2. The usual weak form of the Vlasov equation (1.4) is
(2.26) For x / ∈ ∂Ω, we take α that satisfies supp x α ⊂ (0, 1) and it is easy to see that (2.21) implies that (1.4) holds for all (t,
For the case x ∈ ∂Ω, it suffices to consider the boundary x = 0. For any t 0 ∈ [0, T ), v 1,0 = 0, v 2,0 ∈ R, there exists a sequence , such that α j (0) = j, and as j → ∞, α j (t, x, v 1 , v 2 ) converges to
in the sense of distribution. Notice that α 0 meets the even condition with respect to v 1 . Plugging α j into (2.21) and letting j → ∞ gives (1.4) at (t 0 , 0, v 1,0 , v 2,0 ) as well aŝ
Cancelling outv 1,0 in the last equality gives the classical specular boundary condition (1.6).
Bounds for Particle Momentum and Electromagnetic Field
We first prove some bounds for the particle momentum and the electromagnetic field, and obtain some limit object for (f N , E N , B N ) by extracting subsequences.
From Section 2 in [13] , we have the following lemma giving a uniform L ∞ bound on (E N 1 , E N 2 , B N ):
where C 1 is a positive constant defined as
Proof. The proof is given in Corollary 2.4 in [13] so we omit it here.
The next lemma is introduced to describe the bound for the particle momentum as well as the relation between the confining potential and the particle trajectory.
Hence the support of f N in v is contained in the disk D Cv . 2)
Here C 1 is given in (3.2),
Remark. The inequality (3.4) tells us that the support of f N in x stays away from the boundary ∂Ω with a positive distance, i.e. dist(supp x f N , ∂Ω) > 0 on [0, T ].
Proof. The lemma follows from Lemma 3.1 and 3.4 in [13] . We provide the proof here for completeness. The ODE for the particle trajectory is
We compute, using the ODE above, (hereḞ means ∂F ∂s for any function F ) d ds
Hence by (3.1), we obtain
Let u N (s) := sup 0≤τ ≤s |V N (τ )| satisfies
Hence we have (by dividing both sides of the inequality above by |u N (s)| if u N (s) = 0),
By the definition of P N (t), we have
.
Here we used the fact that
Combining this with (3.1) and (3.3), we have
This inequality holds for all the trajectories. Therefore we conclude
The proof of 2) is complete.
There exists y 0 > 0 (depends on f 0 ) independent of N and small enough such that supp
Proof. By (3.4) and the monotonicity of Ψ (see (2.5)), we can define y 0 := Ψ −1 (C 2 ) (where Ψ −1 means the inverse function of Ψ defined on [Ψ(1), +∞)), then supp x f N ⊂ (N −1 y 0 , 1 − N −1 y 0 ). The rest of corollary follows from the monotonicity of Ψ and its derivatives given in (2.5).
Now we are ready to introduce the following estimate for the derivatives of E N 2 and B N , whose proof is similar to the one for Lemma 4.1 in [13] :
There exists a constant C T which only depends on the initial-boundary data and T , such that
Proof. Take
It suffices to prove the bounds for ∂
. The proof is modified from the one for Lemma 4.1 in [13] . It suffices to derive the L ∞ ([0, T ]) estimate on [0, T ] × (0, 1/2] since the case x > 1/2 is similar (the only change being that in below we express ∂
. Let y 0 be as defined in Corollary 3.3 and θ 0 := N −1 y 0 . Let
We only need to deal with ∂ x k N,+ since the bound for ∂ x k N,− is obtained in a similar manner. By the argument leading to Lemma 2.1 in [13] , we have,
Here A ± are given explicitly in terms of the initial-boundary data, and
as defined in [13] . Differentiating the k N,+ identity in (3.7) with respect to x, we obtain (3.8)
Here
We have, due to Corollary 3.5 in [13] ,
where the constant C M only depends on the initial-boundary data and T . We use the splitting method of Glassey and Strauss (see [5] and [6] ) to express the operator ∂ x . Denote
Then
The Vlasov equation can be written as
Using (3.8), the Vlasov equation as well as integration by parts, we obtain
We know that the support of
2). Using integration by parts and f
The first term in the last line can be bounded by
Moreover, we notice that the integrations in x are actually carried out on the interval
(3.16)
Moreover, we estimate the terms involving B ext,N using Lemma
and similarly
Plugging the estimates above, we arrive at
is a positive constant which only depends on the initial-boundary data and T , according to Lemma 3.2 and Corollary 3.3. In particular, C T is independent of N . The proof is complete.
Combining Lemma 3.6 and Lemma 3.4, we obtain Lemma 3.5. For any T > 0, there exists a constant C > 0 (which only depends on the initial-boundary data and T , in particular, independent of N ), such that for all N large enough such that (1.7) holds,
T ]×Ω) ≤ C, and by the same argument, there exists a constant C > 0 (which only depends on the initial-boundary data and T , in particular, independent of N ), such that for all N large enough such that (1.7) holds,
Proof. The assertion directly follows from (3.1) and Lemma 3.4.
On the other hand, for the sequence {f N } we have
in the weak topology. Therefore upon extracting subsequence, we have a limit f of
Combining together Lemma 3.6 and Lemma 3.5, we obtain
In the rest of the paper, the notations
are bounded by constants that only depends on the the initial-boundary data, Ψ and T , so the constant C F involved here only depend on the initial-boundary data, Ψ, T and the test functions. The notations
Behavior of Trajectories near the Boundary without the Internal Fields
In this section, we consider a model trajectory ODE system, in which we drop the internal fields, and prove that the external magnetic field B ext,N has a "reflective" effect on charged particles when the internal fields are absent. The model trajectory ODE is given as follows: (hereḞ means ∂F ∂s for any function F )
We fix N such that (1.7) holds. For x ∈ supp B ext,N and any t, v 1 , v 2 with (t, x, v 1 , v 2 ) ∈ supp f N , consider the trajectory (X N (s), V 1,N (s), V 2,N (s)) given by (4.1) and takes the value (x, v 1 , v 2 ) at the time s = t. There exists a maximal time interval
) and I 0 be as stated in the last paragraph above. Fix t, x, v 1 , v 2 , there exists a unique t * in the same interval I 0 such that
Remark We call t * the reflection time corresponding to (t, x, v 1 , v 2 ). Notice that Lemma 4.1 only concerns about the behavior of the particle trajectory on I 0 .
Proof. Dropping the N subscript for (X N , V 1,N , V 2,N ) in this lemma and passing to polar coordinates for V :
Then we check that for a solution to (4.1)
by substituting the equations in (4.1) forV 1 andV 2 . Thus R is constant on I 0 and we find that (4.1) becomes
Let us consider the boundary x = 0 and recall Ψ (Y ) ≤ −c 0 < 0 for Y = N X ∈ (0, 1]. We have Φ 1 > 0. Let Φ 1 and X 1 denote the values of Φ and X at time t, respectively. Since the trajectory is in C 1 and Φ 1 > 0 when s ∈ I 0 , Φ(s) evolves in the direction of increasing angle. Let us discuss first the case when V 1 (t) < 0 (that is, Φ(t) ∈ (π/2, 3π/2)). Let s turn := min{s > t : Φ(s) = 3π 2 }, whose existence is guaranteed by Φ 1 > 0. Since Φ keeps increasing, s turn is the unique time in I 0 such that Φ(s turn ) = 3π/2, V 1 (s turn ) = 0, and hence X reaches its minimum at s = s turn . Continuing after s turn , again due to Φ 1 > 0, there exists a unique t * defined by
Here we used the fact that 
where Φ 1 and X 1 denote Φ and X at time t, respectively. Let Φ 2 and X 2 denote the value of Φ and X at time t * , respectively. It follows that X 2 = X 1 since Ψ(N X) is monotone for X ∈ (0, 1/N ], and therefore
On the other hand,Φ
Integrating yields
From (4.6) we learn that for fixed (
Then all the properties in the statement of the lemma hold for this t * :
, t → t * as a function of t is C ∞ and invertible. The Jacobian of the mapping t → t * is |J N | = | ∂t ∂t * | = |J N (x, v 1 , v 2 )| = 1. The case V 1 (t) = 0 is trivial: We simply take t * = t and the properties in the statement of the lemma hold.
For the boundary x = 1 (that is, x ∈ [1 − 1/N, 1)), the mapping t → t * is defined similarly, making use of ψ ext,N (x) = Ψ(N (1 − x)) for x close to 1.
To summarize, we define t * as 
Proof. By (4.2), we have
Let L 1 denote the trajectory on which (t, x, v 1 , v 2 ) lies and L 2 denote the trajectory on which (t * , x, −v 1 , v 2 ) lies. Since the trajectory taking the value (x, v 1 , v 2 ) at time t is unique, we learn from the equality above that L 1 and L 2 are identical. Take the value of L 1 and L 2 at time 0, we obtain
Behavior of Trajectories near the Boundary with the Internal Fields
In this section, we analyze the behavior of the trajectory corresponding to (1.2) near ∂Ω. To this end, we make use of the results obtained in Section 4, which described the reflecting behavior of the model trajectory near ∂Ω.
We fix N such that (1.7) holds. For x ∈ supp B ext,N and any t, v 1 , v 2 with (t, x, v 1 , v 2 ) ∈ supp f N , consider the trajectory (X N (s), V 1,N (s), V 2,N (s)) given by the following ODE system corresponding to (1.2): (hereḞ means ∂F ∂s )
ext,N (X N ) and takes the value (x, v 1 , v 2 ) at the time s = t. Let I 0 = I 0 (t, x, v 1 , v 2 ) denote the maximal time interval which contains t and on which the trajectory X N (s; t, x, v 1 , v 2 ) stays in supp B ext,N . Now, we turn off the internal electromagnetic field in the trajectory described above for the part when s ∈ I 0 and denote the corresponding trajectory as (
) be a trajectory that also takes the value (x, v 1 , v 2 ) at the time s = t, determined by the following ODE system: 
. Recall that (without loss of generality) we assume N is large enough such that
x, v 1 , v 2 )) = 0, there must hold t > 0, and moreover t * > 0 because
and consider the path (X N , V 1,N , V 2,N ) given by (5.1) which takes the value ζ = (x, v 1 , v 2 ) at time t. Let t * = t * (t, x, v 1 , v 2 ) be as defined above. 1) There holds (5.4)
and denoteζ := (x, −ṽ 1 ,ṽ 2 ), (5.4) can be equivalently written as
Moreover, going backwards in time, we have
The constants in the 's in this lemma only depends on Ψ, f 0 , (E N , B N ) C 1 t,x [0,2T ] , C v and T , and therefore only depends on the initial-boundary data, Ψ and T (see Proof. It suffices to consider the boundary x = 0 and the corresponding region {x : dist(x, ∂Ω) ≤ 1 N } since the boundary x = 1 is similar. Since |t * − t| 1/N for all x ∈ supp B ext,N and any t, v 1 , v 2 with (t, x, v 1 , v 2 ) ∈ supp f N (Lemma 4.1), we have |I 0 | + |I † 0 | 1/N . We first prove 1). Our strategy is to compare the values of the two trajectories (X N , V 1,N , V 2,N )(s; t, ζ) and (X † N , V † 1,N , V † 2,N )(s; t, ζ) at the time s = t * (here (X † N , V † 1,N , V † 2,N ) is defined as stated in the beginning of the section). We already know from the assumptions and Lemma 4.1 that
We introduce the rescaling
In the time interval {σ : s = N −1 σ + t ∈ I 0 }, the indicator function in (5.10) is 1. Hence in this interval (5.10) becomes
Now fix t and ζ = (x, v 1 , v 2 ). For any s ∈ R and σ = N (s − t), let By the definitions of (Y N , W 1,N , W 2,N ), (Y † N , W † 1,N , W † 2,N ), σ and τ * , together with the values of (X N , V 2,N , V 2,N ) and (X † N , V † 2,N , V † 2,N ) at time t and t * , we have
From now on in this section we drop the subscript N in (Y N , W 1,N , W 2,N ) and (Y † N , W † 1,N , W † 2,N ) for simplicity. Notice that (5.4) is equivalent to (5.14) |Y (N (t * −t))−Y (0)| 1/N, |W 1 (N (t * −t))+W 1 (0)| 1/N, |W 2 (N (t * −t))−W 2 (0)| 1/N. By (5.13), (5.14) is equivalent to
which is what we shall prove now. We use F to denote ∂F ∂σ for any function F . We take the difference of (5.9) and (5.11), and estimate the L ∞ norm of the right hand side of the resulting ODEs by using the uniform boundedness (in N ) of (E N , B N ) as well as the fact that for i = 1, 2, (notice that N (t * − t) 1) yields (5.15), which gives (5.4). 1) is proved. Notice that by a similar process as above we also obtain
Next we prove 2). Takẽ
x := X N (t * ; t, ζ),ṽ 1 := −V 1,N (t * ; t, ζ),ṽ 2 := V 2,N (t * ; t, ζ).
Then (5.4) can be written as
We obtain (5.5) immediately by observing that the trajectories (X N , V 1,N , V 2,N )(t, ζ) and (X N , V 1,N , V 2,N )(t * ,ζ) are identical to each other. 2) is verified. Lastly we prove 3). We want to show that the Jacobian and that all the non-diagonal entries in the matrix ∂(ỹ,w 1 ,w 2 ) ∂(y,w 1 ,w 2 ) are of size O(1/N ) in L ∞ . We first prove ∂ỹ ∂y − 1 1 N . We take the derivative of (5.9) with respect to the initial condition y to obtain
∂Y ∂y .
(5.21)
Similarly, for σ ∈ {σ : N −1 σ + t ∈ I 0 }, we take the derivative of (5.11) with respect to the initial condition y to obtain
∂Y † ∂y .
(5.22)
Since |∂ y Ψ(Y )| ≤ |∂ y Ψ(y 0 )|, |∂ 2 y Ψ(Y )| ≤ |∂ 2 y Ψ(y 0 )| (see Corollary 3.3) and same thing holds for Y † , we deduce
by applying Gronwall's inquality on the time interval [0,
. It then suffices for us to prove
holds for all σ ∈ [0, N (t * − t)] (recall that N (t * − t) 1). We take the difference of (5.21) and (5.22) , and estimate the terms involving the internal fields on the right hand side of the resulting ODEs by using the uniform boundedness (in N ) of (E N , B N ).
Moreover, we estimate the terms involving Ψ on the right hand side of the resulting ODEs using the triangular inequality, (5.23), (5.17) and Corollary 3.3 as follows: For i = 1, 2 and σ ∈ [0, N (t * − t)],
Similarly we have, for i = 1, 2 and σ ∈ [0, N (t * − t)],
Applying Gronwall's inequality on the difference ODEs of (5.21) and (5.22) on the
which has what we want. The proof for | ∂ỹ ∂y | − 1 1 N is complete. The proofs for ∂w 1 ∂w 1 − 1 1 N and ∂w 2 ∂w 2 − 1 1 N can be carried out similarly by taking derivatives for (5.9) and (5.11) with respect to w 1 and w 2 , taking difference, and applying Gronwall's inequality (notice that ∂W 1
, and similar things hold for W 2 , W † 2 and w 2 ). The proofs for that the non-diagonal entries in the matrix ∂(y,w 1 ,w 2 ) ∂(ỹ,w 1 ,w 2 ) are of size O(1/N ) in L ∞ can be carried out similarly as above, with the observation that
. The proof of the lemma is now complete.
Proof of the Main Theorem
In this section, we consider the subsequence (f N , E N 1 , E N 2 , B N ) obtained in Lemma 3.7 and prove Theorem 1.1.
In particular, (f N , E N 1 , E N 2 , B N ) is a weak solution of the problem (1.2) -(1.3) in the sense of Definition 2.1. Hence f N satisfies
. We first prove that the limit f in Lemma 3.7 is a weak solution of the Vlasov equation together with the specular boundary condition (1.6) (see Definition 2.2). We take the limit N → +∞ of (6.1), and notice that
The presence of the B ext,N terms yields the extra term
It suffices to prove that this extra term goes to zero as N → ∞ in order to recover the statement that f satisfies the weak form of the Vlasov equation (2.21) in Definition 2.2.
and it is odd in v 1 when x = 0 or 1. It suffices to apply the following lemma to our setting with
Lemma 6.1. Letα be an arbitrary function in C ∞ c (R × Ω × R 2 ) that satisfies the following symmetry conditions at the boundary:
Once Lemma 6.1 is proved, we can verify that the limit (f, E 1 , E 2 , B) is a weak solution for the Vlasov equation with the specular boundary condition (1.6) on f , and thus complete the proof of Theorem 1.1:
Proof. (of Theorem 1.1)
By the discussions above and Lemma 6.1, we deduce that the limit (f, E 1 , E 2 , B) solves the Vlasov equation in the sense of (2.21) in Definition 2.2. It suffices to carry out the limit process for the Maxwell equations and verify (2.22) -(2.25) for (f, E 1 , E 2 , B). Notice that by (2.17 
x,v , we recover (2.22) by taking N → +∞. (Here notice that since supp v f N (t) ⊂ D Cv for all t ∈ [0, T ] and all N , the inner integral R 2v1 f N ϕ 1 dv in the last term above can be replaced by D Cvv 1 f N ϕ 1 dv.) Similarly we obtain (2.23) from (2.18) by taking N → +∞. Also, by (2.19 We now prove Lemma 6.1.
Proof. (of Lemma 6.1)
It suffices to consider the boundary point x = 0 and show that (6.7)
since the part corresponding to the x = 1 boundary is similar. We first observe, by using the definition of B ext,N , the change of variable y = N x and the fact that
Using the change of variable t → t * (noticing that t = t(t * , y, v 1 , v 2 )), the fact that |J N | = 1, as well as (5.5), we have
Changing t to t * , y toỹ, v 1 toṽ 1 ,v 2 toṽ 2 in the integrand above, we write
·α(t * , N −1ỹ ,ṽ 1 ,ṽ 2 )dt * dv 2 dv 1 dy + R 1,N ,
Making the change of variablesỹ →x = N −1ỹ as well as (x, v 1 , v 2 ) → (x,ṽ 1 ,ṽ 2 ) in the right hand side of (6.10), and applying Lemma 5.1 concerning trajectories, we obtain
·α(t * ,x,ṽ 1 ,ṽ 2 )|J N |dt * dṽ 2 dṽ 1 dx + R 1,N .
Removing the Jacobian J N and then making the change of variablex →ỹ = Nx again, we obtain
We continue to rewrite (6.13) by specifying region of integration as follows: (Note that when y runs through (0, 1],ỹ also runs through (0, 1]. )
·α(t * , N −1ỹ ,ṽ 1 ,ṽ 2 )dt * dṽ 2 dṽ 1 dỹ + R 2,N + R 1,N .
Changing the name of the variables from (ỹ,ṽ 1 ,ṽ 2 ) to (y, v 1 , v 2 ) gives:
·α(t * , N −1 y, v 1 , v 2 )dt * dv 2 dv 1 dy + R 2,N + R 1,N . 
We want to change the region of integration in (6.17) to
Changing the name of the variable t * to t gives
(6.20)
Now adding (6.8) and (6.20) yields
Applying the mean value theorem toα gives
(6.21)
Here y 1 and y 2 are between 0 and y, so y 1 , y 2 ∈ [0, 1]. Let
then we have (6.21) becomes
We recall thatα(t * , 0, v 1 , v 2 ) = −α(t * , 0, −v 1 , v 2 ) for each t * ∈ [0, T ), which causes the cancellation of the first two terms in (6.23). This leads us to
We now estimate the error terms R 1,N , R 2,N , R 3,N and R 4,N .
Estimate of R 1,N (defined in (6.11)):
Due to Corollary 3.3 there exists y 0 > 0 (depends on f 0 ) independent of N and small enough such that supp x f N ⊂ (N −1 y 0 , 1 − N −1 y 0 ). Hence the bounds for the integral on y can be replaced by 1 y=y 0 , and |Ψ (y)| ≤ |Ψ (y 0 )|, Notice that |J N |−1 1/N for any t * ∈ [0, T ] (by Lemma 5.1). Moreover, again due to Corollary 3.3, N −1ỹ =x = X N (t * ; t, x, v 1 , v 2 ) ∈ supp x f N ⊂ (N −1 y 0 , 1 − N −1 y 0 ), and hence for the integral R 2,N we have |Ψ (ỹ)| ≤ |Ψ (y 0 )|. We deduce, using |ỹ −y| 1/N :
Estimate of R 3,N (defined in (6.18)):
Notice that for any fixed (y, v 1 , v 2 ), the mapping t → t * is a translation, where the amount of the translation is a function of (y, v 1 , v 2 ) and is of O(1/N ). We have |Ĩ j,N | 1/N for each (y, v 1 , v 2 ) and j = 1, 2. Also, again due to Corollary 3.3, supp x f N ⊂ (N −1 y 0 , 1 − N −1 y 0 ), and hence for the integral R 3,N we have |Ψ (y)| ≤ |Ψ (y 0 )|. From this we deduce
(6.28)
Estimate of R 4,N (defined in (6.22)):
Noticing that ∂ xα (t 1 , 0, v 1 , v 2 ) L ∞ 1, and by Corollary 3.3 the bounds for the y-integration can be replaced by 1 y=y 0 , we can estimate the terms involving ∂ xα in (6.23) as
Plugging the estimates for the error terms (6.26), (6.27), (6.28), (6.29) into (6.24), we have
This immediately gives (6.7) and therefore (6.4) is proved.
A Model with Finite Magnetic Confinement
The external magnetic field B ext,N given in Section 2 can be replaced by a finite version, which is physically more reasonable: Let N ≥ 8, and b(x) be a piecewise We take the initial-boundary data as described in Section 2. Again, without loss of generality, we assume N is sufficiently large such that (1.7) holds.
We use (f N , E N 1 , E N 2 , B N ) to denote the solutions for this 1.5D RVM with this finite external magnetic confinement. It turns out that if Ψ is chosen to be large enough (though finite), then the plasma is still confined away from the boundary, as stated in the following lemma, which is parallel to Lemma 3.2:
x, v) = 0 for some x ∈ Ω}. We have 1)
Hence the support of f N in v is contained in the disk D Cv .
2)
3) If Ψ is taken such that Ψ(0) > C 2 (Notice that C 2 does not depend on Ψ), then the support of f N in x stays away from the boundary ∂Ω with a positive distance no less than
Proof. The proof for Lemma 7.1 is very similar to the one for Lemma 3.2. The ODE for the particle trajectory is
The proofs for 1) and 2) are exactly the same as the proof for 1) and 2) in Lemma 3.2 so we omit them.
We now prove 3). Assume Ψ(0) > C 2 (Notice that C 2 does not depend on Ψ). Recall the monotonicity assumption in (7.2), we have dist(supp x f N , ∂Ω) ≥ Ψ −1 (C 2 ) > 0 on [0, T ] (Notice that Ψ(0) > C 2 > 0 together with (7.2) implies that Ψ −1 (C 2 ) exists and is in (0, 1) ). Hence the support of f N in x stays away from the boundary ∂Ω with a positive distance, i.e. dist(supp x f N , ∂Ω) ≥ Ψ −1 (C 2 ) > 0 on [0, T ]. The proof of the lemma is complete.
Moreover, similarly as Corollary 3.3, we also have Proof. Let y 0 := N −1 Ψ −1 (C 2 ). The proof for this corollary is essentially the same as the one for Corollary 3.3 so we omit it.
Due to Lemma 7.1, we learn that if Ψ is chosen to satisfy (7.2) and Ψ(0) > C 2 , then no boundary condition on f N is needed for the 1.5D RVM model. Following the proof in [13] , we can establish the global well-posedness and C 1 regularity on [0, T ] (but not on any larger time interval ) for the solution (f N , E N 1 , E N 2 , B N ). By the same argument as in Section 3 -Section 6, we obtain exactly the same result as Theorem 1.1 for this finitely-confined model. This is because that Theorem 1.1 only concerns the behavior of the plasma when N → +∞.
A Two-Species Model
We can also consider the two-species 1.5D RVM system on a bounded interval Ω = (0, 1), with the same external magnetic field B ext,N as described in Section 1 and Section 2. The Vlasov equation is now
x, v) being the particle density function for the ions and electrons, respectively. The Maxwell equations remain the same form as (1.3):
x, v))dv. Note that we have normalized the speed of light as well as the unit mass and charge of the particles to be 1 since these quantities play minor roles in the qualitative analysis, while in reality the ions are much heavier than the electrons.
Similar as in the one-species case, we put down the following initial-boundary conditions:
where E 2,b , E 2,0 , B b and B 0 satisfy
for the sake of compatibility.
It can be shown that the particles will not hit the boundary, due to the confining property of B ext,N (See Lemma 8.2 below). Therefore no boundary condition on f ± is needed for (8.1).
We also consider the two-species 1.5D RVM on Ω with no external magnetic field. The Vlasov equation is
and the Maxwell remain the same form as (1.5):
x, v))dv. Again we put down the initial-boundary conditions (8.3) together with the specular boundary condition
We define the weak solutions of the two-species RVM by analogous ways as in Definition 2.1 and Definition 2.2. Without loss of generality we assume N is sufficiently large such that (1.7) is satisfied, with supp x f 0 (x, v) in (1.7) being replaced by ∪ ± supp x f ± 0 (x, v). The global well-posedness and C 1 regularity of the system (8.1) and (8.2) with the conditions (8.3) can be given in essentially the same way as in [13] . In fact, by essentially the same argument as in Section 2 in [13] and in Section 3 in this paper, we have Lemma 8.1. For any T > 0, there exists a constantC > 0 (which only depends on the initial-boundary data and T , in particular, independent of N ), such that for all N large enough such that (1.7) holds
In particular, again we have the observation that the particles can not hit the boundary if their initial position are away from it, due to the confining property of B ext,N . We state this fact in the lemma below, whose proof is essentially the same as the one for Lemma 3.2. Therefore no boundary condition on f is needed for (8.1).
x, v) = 0 for some x ∈ Ω} and P N (t) := max ± {P ± N (t)}. We have: 1)
where C 1 , C v are as defined in Lemma 3.2. Hence the support of f N,± in v are contained in the disk D Cv .
Remark. The inequality (8.10) tells us that the supports of f N,± in x stay away from the boundary ∂Ω with a positive distance, i.e. dist(∪ ± supp x f N,± , ∂Ω) > 0 on [0, T ].
Proof. For 1) and 2), it suffices to prove
respectively. Then combining (8.11), (8.12) together with Lemma 3.2 gives the desired results.
The proof for (8.11) is very similar to the one for (3.3) and we omit it. The ODE for the particle trajectory of an electron is
The proof for (8.11) is exactly the same as the proof for (3.3) so we omit it. Next, we let ψ N (τ, y) = 
Here we used the fact that ∂ t B N = −∂ x E N 2 . Integrating yields This inequality holds for all the trajectories. Hence we conclude (8.12) .
The analogous result of Corollary 3.3 also holds by the same argument: . We want to obtain a result analogous to Theorem 1.1 for the two-species RVM. For this, we repeat Section 4 -Section 6. In particular, for the trajectories of the electrons, we have the following lemma in place of Lemma 4.1, which gives the definition of the "reflection point" t * for each x ∈ supp B ext,N , t ∈ [0, T ], v 1 ∈ R, v 2 ∈ R. Lemma 8.4 . Let x ∈ supp B ext,N , t ∈ [0, T ], v 1 ∈ R, v 2 ∈ R. Let (X N , V 1,N , V 2,N ) be a trajectory that takes the value (x, v 1 , v 2 ) at time t, given by the ODEs below (that is, the trajectory equations for electrons when the internal electromagnetic fields are removed): Let I 0 = I 0 (t, x, v 1 , v 2 ) be the maximal time interval that contains t, and on which X N (s; t, x, v 1 , v 2 ) lies in supp B ext,N . Then for any fixed t, x, v 1 , v 2 , there exists a unique t * in the same interval I 0 such that (8.15) (X N , V 1,N , V 2,N )(t; t, x, v 1 , v 2 ) = (X N , −V 1,N , V 2,N )(t * ; t, x, v 1 , v 2 ) = (x, v 1 , v 2 ).
Moreover, t * − t only depends on (x, v 1 , v 2 ) and |t * − t| 1 N . For any fixed (x, v 1 , v 2 ), t → t * as a function of t is C ∞ and invertible. The Jacobian of the mapping t → t * is |J N | = | ∂t ∂t * | = |J N (x, v 1 , v 2 )| = 1.
Remark We call t * the reflection time (for the electrons) corresponding to (t, x, v 1 , v 2 ). Notice that Lemma 8.4 only concerns about the behavior of the trajectory of the electron on I 0 .
Proof. The proof is very similar to the one for Lemma 4.1. We sketch it here. Dropping the N subscript for (X N , V 1,N , V 2,N ) in this lemma and passing to polar coordinates for V :
As in Lemma 4.1, we verify that R is constant on I 0 and we find that (8.14) becomes (8.16 )
Let us consider the boundary x = 0 and recall Ψ (Y ) ≤ −c 0 < 0 for Y = N X ∈ (0, 1]. We have Φ −1 < 0. Let Φ 1 and X 1 denote the values of Φ and X at time t, respectively. Since the trajectory is in C 1 and Φ −1 < 0 when s ∈ I 0 , Φ(s) evolves in the direction of decreasing angle. Let us discuss first the case when V 1 (t) < 0 (that is, Φ(t) ∈ (π/2, 3π/2)). Let s turn := min{s > t : Φ(s) = 3π 2 }, whose existence is guaranteed by Φ 1 > 0. Since Φ keeps increasing, s turn is the unique time in I 0 such that Φ(s turn ) = 3π/2, V 1 (s turn ) = 0, and hence X reaches its minimum at s = s turn . Continuing after s turn , again due to Φ 1 > 0, there exists a unique t * defined by t * := min{s > t : Φ(s) = 3π − Φ(t)}
in I 0 such that Φ(t * ) = 3π − Φ(t). This gives a unique t * in the interval I 0 such that (V 1 , V 2 )(t; t, x, v 1 , v 2 ) = (−V 1 , V 2 )(t * ; t, x, v 1 , v 2 ). Here we used the fact that V 1 (s) 2 + V 2 (s) 2 = R(t) ≡ const. on I 0 .
Mini t Bay Bra
As in Lemma 4.1, cross multiplying the two equations in (8.16 ) and integrating the result yields Ψ(N X 1 ) − Ψ(N X) = R(sin Φ 1 − sin Φ) where Φ 1 and X 1 denote Φ and X at time t, respectively. Let Φ 2 and X 2 denote the value of Φ and X at time t * , respectively. It follows that X 2 = X 1 since Ψ(N X) is monotone for X ∈ (0, 1/N ], and therefore (X, V 1 , V 2 )(t; t, x, v 1 , v 2 ) = (X, −V 1 , V 2 )(t * ; t, x, v 1 , v 2 ).
On the other hand, as in Lemma 4.1, separating variables in the second equation in (8.16 ) and integrating the result gives
dΦ.
Since Ψ (Y ) ≤ −c 0 < 0 for Y = N X ∈ (0, 1] and |V (s)| ≤ k 0 + C 1 T (Lemma 3.2), there holds
For the case V 1 (t) > 0 we define t * := max{s < t : Φ(s) = 3π − Φ(t)}
The case V 1 (t) = 0 is trivial: We simply take t * = t. For the boundary x = 1 (that is, x ∈ [1 − 1/N, 1)), the mapping t → t * is defined similarly, making use of ψ ext,N (x) = Ψ (N (1 − x) ) for x close to 1.
To summarize, we define t * as t * := min{s > t : Φ(s) = 3π − Φ(t)} when V 1 (t) < 0, x ∈ (0, 1/N ] or V 1 (t) > 0, x ∈ [1 − 1/N, 1), and t * := max{s < t : Φ(s) = 3π − Φ(t)} when V 1 (t) > 0, x ∈ (0, 1/N ] or V 1 (t) < 0, x ∈ [1 − 1/N, 1). By the same argument as in Lemma 4.1, we verify that (8.15) is satisfied, and moreover, t * − t only depends on (x, v 1 , v 2 ) and |t * −t| 1 N . For any fixed (x, v 1 , v 2 ), t → t * as a function of t is C ∞ and invertible. The Jacobian of the mapping t → t * is |J N | = | ∂t ∂t * | = |J N (x, v 1 , v 2 )| = 1. 
Appendix
For the readers' convenience, we introduce the following lemma on ODE perturbation theory: The standard integrating factor method completes the proof.
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