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Resumo
Neste trabalho estudamos uma construção relacionada ao quadrado tensorial não abeliano
de grupos (𝐺 ⊗ 𝐺), a saber o grupo 𝜈(𝐺). Tal relação acontece pois 𝜈(𝐺) possui um
subgrupo normal [𝐺,𝐺𝜙] isomorfo ao grupo 𝐺⊗𝐺. Além disso, olhando 𝜈 como operador
na classe de grupos, apresentamos resultados que garantem que se 𝐺 for nilpotente, ou
solúvel, ou finito, então 𝜈(𝐺) também é nilpotente, ou solúvel, ou finito, respectivamente.
Em particular, apresentamos aqui uma nova demonstração para a finitude de 𝜈(𝐺), quando
𝐺 é finito. Usando técnicas semelhantes, também apresentamos uma demonstração para
o caso em que 𝐺 é localmente finito (ou 𝜋-grupo localmente finito), obtendo que 𝜈(𝐺) é
localmente finito (ou 𝜋-grupo localmente finito), respectivamente.
Palavras-chave: 1) Grupos Finitos 2) Condição de Finitude 3) Quadrado Tensorial
Não Abeliano de Grupos.
Abstract
In this work we study a construction related to the non-abelian tensor square of groups
(𝐺 ⊗ 𝐺), namely group 𝜈(𝐺). This relationship happens because 𝜈(𝐺) has a normal
subgroup [𝐺,𝐺𝜙] isomorphic to group 𝐺 ⊗ 𝐺. In addition, looking at 𝜈 as operator in
the class of groups, we present results that guarantee that if 𝐺 is nilpotent, or soluble, or
finite, then 𝜈(𝐺) is also nilpotent, or soluble, or finite, respectively. In special, we present
here a new proof for the finiteness of 𝜈(𝐺), when 𝐺 is finite. Using similar techniques,
we present here a demonstration for the case where 𝐺 is locally finite (or locally finite
𝜋-group), obtaining that 𝜈(𝐺) is locally finite (or locally finite 𝜋-group), respectively.
Keywords: 1) Finite Groups 2) Finiteness Conditions 3) Non-abelian Tensor Square
of Groups.
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1Introdução
Neste trabalho temos como objetivo estudar o artigo de N. Rocco “On a Cons-
truction Related to the Non-abelian Tensor Square of a Group” [21], e outros resultados
relacionados. O assunto proposto neste artigo tem ínicio com a seguinte definição: sejam
𝐺 e 𝐻 grupos que agem um sobre o outro (à direita) e sobre si mesmos por conjugação.
Nessas condições, dizemos que as ações
𝜑1 : 𝐺×𝐻 −→ 𝐺 , 𝜑2 : 𝐻 ×𝐺 −→ 𝐻
(𝑔, ℎ) ↦−→ 𝜑1(𝑔, ℎ) = 𝑔ℎ (ℎ, 𝑔) ↦−→ 𝜑2(ℎ, 𝑔) = ℎ𝑔
são compatíveis se satisfazerem













para quaisquer que sejam 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻. Quando 𝐺 e 𝐻 agem um sobre o outro
compativelmente, então o produto tensorial não abeliano de 𝐺 e 𝐻, denotado por 𝐺⊗𝐻,
é definido como sendo o grupo gerado pelos símbolos 𝑔⊗ ℎ, para todos 𝑔 ∈ 𝐺, ℎ ∈ 𝐻, com
as relações
𝑔𝑔1 ⊗ ℎ = (𝑔𝑔1 ⊗ ℎ𝑔1)(𝑔1 ⊗ ℎ), 𝑔 ⊗ ℎℎ1 = (𝑔 ⊗ ℎ1)(𝑔ℎ1 ⊗ ℎℎ1),
para todos 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻. Como a ação por conjugação de 𝐺 em si mesmo sempre é
compatível, o quadrado tensorial não abeliano de 𝐺, denotado por 𝐺⊗𝐺, sempre poderá
ser definido.
O produto tensorial não abeliano de grupos 𝐺⊗𝐻 foi introduzido por R. Brown
e J. Loday em [8], generalizando o produto tensorial de Z-módulos usual 𝐺𝑎𝑏 ⊗Z 𝐻𝑎𝑏 de
grupos abelianizados [8, Proposição 2.4]. Alguns casos especiais do produto tensorial já
tinham aparecido em trabalhos anteriores, por exemplo, em [10], [16] e [26]. Por outro lado,
devido a sua importância topológica, diversas pessoas começaram a estudar propriedades
estruturais relacionadas à tais construções no contexto intrínseco de Teoria dos Grupos,
por exemplo,
Introdução 2
Proposição 1 [7, Proposição 5] Se 𝐺 é um grupo finito, então 𝐺⊗𝐺 é finito. Se, além
disso, 𝐺 é um 𝑝-grupo para algum primo 𝑝, então 𝐺⊗𝐺 é um 𝑝-grupo finito.
Cabe mencionar também os seguintes trabalhos: [1], [2], [3], [5], [7], [13], [18] e [22].
Com o objetivo de estudar o quadrado tensorial não abeliano de um grupo 𝐺, N.
Rocco introduziu, em [21], o grupo
𝜈(𝐺) := ⟨𝐺 ∪𝐺𝜙 | [𝑔1, 𝑔𝜙2 ]𝑔3 = [𝑔𝑔31 , (𝑔𝑔32 )𝜙] = [𝑔1, 𝑔𝜙2 ]𝑔
𝜙
3 , ∀ 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺⟩,
como um quociente do produto livre 𝐺 *𝐺𝜙, considerando dois grupos 𝐺 e 𝐺𝜙, onde 𝐺𝜙 é
a imagem isomórfica de 𝐺 através de um isomorfismo de grupos 𝜙. Mais ainda, olhando 𝜈
como operador na classe de grupos, N. Rocco demonstrou que ele preserva propriedades
do argumento 𝐺, tais como finitude, solubilidade, nilpotência e, para um grupo 𝐺 finito, 𝜈
também preserva o conjunto de divisores primos da ordem de 𝐺. Nesse contexto, N. Rocco
mostrou que existe um isomorfismo entre o grupo 𝐺⊗𝐺 e o subgrupo [𝐺,𝐺𝜙] E 𝜈(𝐺),
Proposição 2 [21, Proposição 2.6] Seja 𝐺 um grupo. Então, o quadrado tensorial 𝐺⊗𝐺
é isomorfo a [𝐺,𝐺𝜙]. Mais ainda, a função
𝜏 : 𝐺⊗𝐺 −→ [𝐺,𝐺𝜙]
𝑔1 ⊗ 𝑔2 ↦−→ [𝑔1, 𝑔𝜙2 ]
é um isomorfismo de grupos.
Este isomorfismo proporciona conhecer propriedades do quadrado tensorial não
abeliano 𝐺⊗𝐺 por meio de cálculos de comutadores em 𝜈(𝐺), trazendo várias vantagens
computacionais. Usando uma descrição do grupo 𝜈(𝐺), em [21], foi descrito as séries central
inferior e derivada do grupo 𝜈(𝐺), a saber
Teorema 1 [21, Teorema 3.1] Para 𝑖 ≥ 2 o 𝑖-ésimo termo da série central inferior de
𝜈(𝐺) é dado por
𝛾𝑖(𝜈(𝐺)) = 𝛾𝑖(𝐺)𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺].
Teorema 2 [21, Teorema 3.3] Para 𝑖 ≥ 2 o 𝑖-ésimo termo da série derivada de 𝜈(𝐺) é
dado por
𝜈(𝐺)𝑖 = 𝐺𝑖𝐺𝜙𝑖 [𝐺𝑖−1, 𝐺
𝜙
𝑖−1],
onde 𝐺𝑖 denota o 𝑖-ésimo termo da série derivada de 𝐺.
Como corolários imediatos, foi demonstrado que, quando 𝐺 for nilpotente de classe
𝑙, então 𝜈(𝐺) é nilpotente de classe no máximo 𝑙 + 1 [21, Corolário 3.2], e quando 𝐺 for
solúvel de comprimento derivado 𝑛, então 𝜈(𝐺) é solúvel de comprimento derivado no
máximo 𝑛 + 1 [21, Corolário 3.4]. Dentre os resultados sobre a influência da estrutura
do grupo 𝐺, foi dada uma descrição dos grupos 𝜈(𝐺) e [𝐺,𝐺𝜙] quando 𝐺 é um produto
semidireto:
Introdução 3
Proposição 3 [21, Proposição 3.5] Sejam 𝐺 um grupo, 𝑁 E 𝐺 e 𝐻 ≤ 𝐺. Suponhamos
que 𝐺 = 𝑁 o𝐻 é um produto semidireto. Então,
(i) 𝜈(𝐺) = ⟨𝑁,𝑁𝜙⟩[𝑁,𝐻𝜙][𝐻,𝑁𝜙]o ⟨𝐻,𝐻𝜙⟩;
(ii) ⟨𝐻,𝐻𝜙⟩ ≃ 𝜈(𝐻).
Para mostrar a finitude do grupo 𝜈(𝐺), em [21], o autor utiliza resultados já conhecidos
do grupo
𝜒(𝐺) := ⟨𝐺 ∪𝐺𝜙 | [𝑔, 𝑔𝜙] = 1, para todo 𝑔 ∈ 𝐺⟩,
introduzido por S. Sidki em [25]. Entretanto, mais recentemente, N. Rocco sugeriu uma
demonstração alternativa para este resultado, a qual apresentaremos aqui. Tal demonstração
usa propriedades grupo teóricas e apenas a estrutura do grupo 𝜈(𝐺). A saber,
Teorema 3 Sejam 𝜋 um conjunto de primos e 𝐺 um grupo. Se 𝐺 é finito (ou 𝜋-grupo
finito), então o quadrado tensorial não abeliano [𝐺,𝐺𝜙] é finito (ou 𝜋-grupo finito),
respectivamente. Em particular, 𝜈(𝐺) é finito (𝜋-grupo finito).
Resultados semelhantes também são encontrados para o grupo 𝜒(𝐺) em [25].
Para finalizar, considerando 𝐺 como sendo um 𝑝-grupo finito, N. Rocco conseguiu
uma estimativa para a ordem de 𝐺⊗𝐺,
Corolário 1 [21, Corolário 3.12] Sejam 𝐺 um 𝑝-grupo finito, com |𝐺| = 𝑝𝑛, |𝐺′| = 𝑝𝑚, e
𝑑 o número minimal de geradores de 𝐺. Então,
𝑝𝑑
2 ≤ |𝐺⊗𝐺| ≤ 𝑝𝑛(𝑛−𝑚).
Além disso, tomando 𝐺 como um grupo localmente finito (ou 𝜋-grupo localmente
finito), usando ideias semelhantes às usadas para demonstrar o Teorema 3, N. Rocco
sugeriu uma demonstração para mostrar que o grupo 𝜈(𝐺) também é localmente finito
(ou 𝜋-grupo localmente finito), com 𝜋 sendo um conjunto de primos, e tal demonstração é
apresentada aqui. A saber,
Teorema 4 Seja 𝐺 um grupo localmente finito (ou 𝜋-grupo localmente finito). Então,
𝜈(𝐺) é localmente finito (ou 𝜋-grupo localmente finito), respectivamente.
Este trabalho está dividido em três capítulos:
No capítulo 1, fizemos uma relação das principais definições que permeiam o tema
deste trabalho. Alguns resultados e suas demonstrações também foram expostos. Neste
capítulo, falamos de Grupos Nilpotentes e Solúveis, Homomorfismo Transfer e o Teorema
de Schur, Grupos Livres e Apresentação de Grupos, Produto Livre de Grupos, Produto
Tensorial de 𝑅-módulos e fizemos um breve apanhado de propriedades sobre o Produto
Tensorial Não Abeliano de Grupos, encontradas em [7] e [8].
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No capítulo 2, expomos os resultados encontrados no artigo [21], em particular,
propriedades computacionais; descrições da estrutura de 𝜈(𝐺) para 𝐺 sendo um produto
direto, semidireto e nilpotente finito; a existência do isomorfismo entre 𝐺⊗𝐺 e [𝐺,𝐺𝜙],
etc.
No capítulo 3, foi dada a atenção para o grupo 𝜈(𝐺) quando𝐺 é finito, 𝜋-grupo finito,
e localmente finito (ou 𝜋-grupo localmente finito). Apresentamos uma demonstração para
os Teoremas 3 e 4 citados anteriormente e apresentamos os demais resultados encontrados
em [21] relacionados à ordem de 𝜈(𝐺) e [𝐺,𝐺𝜙].
5Capítulo 1
Preliminares
Dedicamos este capítulo para apresentar ao leitor os conceitos necessários para
o desenvolvimento deste trabalho. Usaremos a notação 𝐺 para denotarmos um grupo,
𝑍(𝐺) para o centro do grupo 𝐺, 1𝐺 para o elemento neutro do grupo 𝐺, ou apenas 1,
caso não haja possibilidade de confusão. Demais notações e definições elementares serão
consideradas familiares ao leitor e, portanto, serão omitidas.
Observamos ainda que, em algumas demonstrações, incluiremos nas igualdades
(desigualdades) referências de resultados anteriores a fim de facilitar o entendimento
do raciocínio exposto. Para uma leitura mais detalhada sobre os assuntos aqui citados
recomendamos [7], [8], [14], [15], [20] e [24].
1.1 Grupos Nilpotentes e Solúveis
O objetivo desta seção é introduzir os conceitos de grupo solúvel, grupo nilpotente
e algumas propriedades relacionadas, assim como, as séries centrais e derivada de um
grupo 𝐺 qualquer. Além disso, apresentaremos o subgrupo de Frattini de um grupo 𝐺 e o
Teorema da Base de Burnside. A referência usada para esta seção foi [20].
Definição 1.1.1 Um grupo 𝐺 é dito ser solúvel se possuir uma série abeliana, isto é,
uma série
1 = 𝐺0 𝐺1  · · ·𝐺𝑛 = 𝐺,
em que cada quociente 𝐺𝑖+1
𝐺𝑖
é abeliano para todo 𝑖 = 0, 1, · · · , 𝑛− 1.
Naturalmente, todo grupo abeliano é solúvel, e o grupo simétrico
𝑆3 = ⟨𝑎, 𝑏 | 𝑎3 = 𝑏2 = 1, 𝑏−1𝑎𝑏 = 𝑎−1⟩
é não abeliano e solúvel.
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Definição 1.1.2 Seja 𝐺 um grupo. Dizemos que 𝐺 é uma extensão de um grupo 𝑁 por
um grupo 𝑄, se existe um subgrupo 𝑀 E 𝐺 tal que 𝑁 ≃𝑀 e 𝐺
𝑀
≃ 𝑄.
Proposição 1.1.1 [20, Proposição 5.2.1] A classe de grupos solúveis é fechada para for-
mação de subgrupos, imagens homomórficas e extensões.
Definição 1.1.3 Um grupo 𝐺 é chamado nilpotente se possuir uma série central, ou
seja, uma série normal
1 = 𝐺0 ≤ 𝐺1 ≤ · · · ≤ 𝐺𝑛 = 𝐺,
tal que cada quociente 𝐺𝑖+1
𝐺𝑖
está no centro de 𝐺
𝐺𝑖
para todo 𝑖 = 0, 1, · · · , 𝑛− 1.
O comprimento da menor série abeliana de um grupo 𝐺 solúvel é chamado de
comprimento derivado de 𝐺. O comprimento da menor série central de um grupo 𝐻
nilpotente é chamado de classe de nilpotência de 𝐻. Um grupo 𝐺 tem comprimento
derivado (ou classe de nilpotência) 𝑙 = 0 se, e somente se, ele tiver ordem 1. Caso 𝑙 ≤ 1,
então 𝐺 é um grupo abeliano. Um grupo nilpotente é sempre solúvel, enquanto o grupo
simétrico 𝑆3 é um grupo solúvel não nilpotente.
Proposição 1.1.2 [20, Proposição 5.1.4] A classe de grupos nilpotentes é fechada para
formação de subgrupos, imagens homomórficas e produto direto finito.
A classe de grupos nilpotentes não é fechada para extensões, pois o grupo simétrico
𝑆3 é uma extensão de seus subgrupos ⟨𝑎⟩ por ⟨𝑏⟩, que são cíclicos de ordens 3 e 2,
respectivamente. Mas, 𝑆3 não é nilpotente, pois tem centro trivial.
Definição 1.1.4 Sejam 𝐺 um grupo e 𝜋 um conjunto não vazio de números primos. Um
𝜋-número é um inteiro positivo tal que todos os seus divisores primos pertencem ao
conjunto 𝜋. Um elemento de 𝐺 é chamado 𝜋-elemento se sua ordem é um 𝜋-número.
Caso todo elemento de 𝐺 seja um 𝜋-elemento, então dizemos que 𝐺 é um 𝜋-grupo.
Quando 𝜋 = {𝑝}, para algum primo 𝑝, e 𝐺 é um 𝜋-grupo, é comum chamar 𝐺 de
𝑝-grupo. Os 𝑝-subgrupos de Sylow de um grupo 𝐺 finito, são exemplos de 𝑝-grupos (veja
[23, cap. 4]).
Proposição 1.1.3 [20, Proposição 5.1.3] Seja 𝐺 um 𝑝-grupo finito. Então, 𝐺 é nilpotente.
Demonstração: A demonstração é feita por indução na ordem de 𝐺. Então, se |𝐺| = 2 o
resultado segue trivialmente. Agora, suponhamos que todo 𝑝-grupo com ordem menor que
a ordem de 𝐺 seja nilpotente. Então, como 𝐺 é 𝑝-grupo, seu centro é não trivial. Logo, o
grupo 𝐺
𝑍(𝐺) é um 𝑝-grupo com ordem menor que a ordem de 𝐺. Pela hipótese de indução,
𝐺
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Então, pelo Teorema da Correspondência, existe uma série normal de 𝐺
1𝐻0 = 𝑍(𝐺)𝐻1 𝐻2  · · ·𝐻𝑛 = 𝐺,




















Portanto, 𝐺 é um grupo nilpotente.
1.2 Comutadores e Séries Centrais
Para 𝑥, 𝑦, 𝑧 ∈ 𝐺, o conjugado de 𝑥 por 𝑦 é denotado por 𝑥𝑦 := 𝑦−1𝑥𝑦; o comutador
de 𝑥 e 𝑦, nesta ordem, é denotado por [𝑥, 𝑦] := 𝑥−1𝑥𝑦, e nossos comutadores são calculados
à esquerda, isto é, [𝑥, 𝑦, 𝑧] := [[𝑥, 𝑦], 𝑧]. Com isso, valem as seguintes propriedades:
Proposição 1.2.1 [20, Proposição 5.1.5] Sejam 𝐺 um grupo e 𝑥, 𝑦, 𝑧 ∈ 𝐺. Então,
(i) [𝑥, 𝑦]−1 = [𝑦, 𝑥];
(ii) [𝑥, 𝑦] = [𝑥, 𝑦−1]−𝑦 = [𝑥−1, 𝑦]−𝑥, onde [𝑥, 𝑦]−𝑐 := ([𝑥, 𝑦]𝑐)−1, para todo 𝑐 ∈ 𝐺;
(iii) [𝑥𝑦, 𝑧] = [𝑥, 𝑧]𝑦[𝑦, 𝑧] = [𝑥, 𝑧][𝑥, 𝑧, 𝑦][𝑦, 𝑧];
(iv) [𝑥, 𝑦𝑧] = [𝑥, 𝑧][𝑥, 𝑦]𝑧 = [𝑥, 𝑧][𝑥, 𝑦][𝑥, 𝑦, 𝑧];
(v) (Identidade de Hall-Witt) [𝑥, 𝑦−1, 𝑧]𝑦[𝑦, 𝑧−1, 𝑥]𝑧[𝑧, 𝑥−1, 𝑦]𝑥 = 1.
Se 𝐻 e 𝐾 são subconjuntos não vazios de um grupo 𝐺, então o comutador de 𝐻
por 𝐾 é definido como sendo o subgrupo
[𝐻,𝐾] := ⟨[ℎ, 𝑘] |ℎ ∈ 𝐻, 𝑘 ∈ 𝐾⟩,
observando que, pelo item (𝑖) da proposição anterior, [𝐻,𝐾] = [𝐾,𝐻]. Mais geralmente,
para 𝑛 ≥ 2, temos
[𝐻1, 𝐻2, · · · , 𝐻𝑛] := [[𝐻1, 𝐻2, · · · , 𝐻𝑛−1], 𝐻𝑛].
Quando 𝐺 = 𝐾 = 𝐻, dizemos que [𝐺,𝐺] := 𝐺′ é o subgrupo derivado de 𝐺. Analogamente
ao conjugado de um elemento, introduzimos
𝐻𝐾 := ⟨𝑘−1ℎ𝑘 |ℎ ∈ 𝐻, 𝑘 ∈ 𝐾⟩. (1.1)
Proposição 1.2.2 [20, Proposição 5.1.6 e 5.1.7] Sejam 𝐺 um grupo, 𝑋 um subconjunto
e 𝐾 um subgrupo de 𝐺. Se 𝐾 = ⟨𝑌 ⟩, então [𝑋,𝐾] = [𝑋, 𝑌 ]𝐾 . Em particular, se 𝐻 = ⟨𝑋⟩
é um subgrupo de 𝐺, então
[𝐻,𝐾] = [𝑋, 𝑌 ]𝐻𝐾 .
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Lema 1.2.1 [20, Teorema 5.2.8] Se 𝐻,𝐾 e 𝐿 são subgrupos normais de um grupo 𝐺,
então
[𝐻𝐾,𝐿] = [𝐻,𝐿][𝐾,𝐿].
Definição 1.2.1 Sejam 𝐺 um grupo e 𝐺′ := [𝐺,𝐺] o subgrupo derivado de 𝐺. A série
𝐺 = 𝐺(0) ≥ 𝐺(1) ≥ 𝐺(2) ≥ · · · ≥ 𝐺(𝑛) ≥ · · ·
onde 𝐺(𝑛+1) = (𝐺(𝑛))′ para todo 𝑛 ∈ N, é chamada de série derivada de 𝐺.
A série derivada de um grupo 𝐺 pode não chegar até ao subgrupo trivial {1}, a
não ser que o grupo seja solúvel, como mostra o próximo resultado. Na série derivada,
cada quociente 𝐺(𝑛)
𝐺(𝑛+1)
é abeliano e o primeiro deles, 𝐺
𝐺′ , é também denotado por 𝐺𝑎𝑏.
Observação 1.1 Com o intuito de simplificar a notação acima para a série derivada de
um grupo 𝐺, podemos escrever 𝐺(𝑖) = 𝐺𝑖+1, 𝑖 = 0, 1, 2, · · · . Esta notação será usada apenas
na seção 2.3.
Proposição 1.2.3 [20, Proposição 5.1.8] Seja 𝐺 um grupo solúvel, com série abeliana
1 = 𝐺0 𝐺1  · · ·𝐺𝑛 = 𝐺.
Então, 𝐺(𝑖) ≤ 𝐺𝑛−𝑖, para 𝑖 = 0, 1, · · · , 𝑛. Em particular, 𝐺(𝑛) = 1, isto é, o comprimento
derivado de 𝐺 é igual ao comprimento da série derivada de 𝐺.
Demonstração: Demonstraremos por indução em 𝑖. Logo, para 𝑖 = 0, segue trivialmente.
Suponhamos que para algum 𝑖 > 0 tenhamos 𝐺(𝑖) ≤ 𝐺𝑛−𝑖. Então, como 𝐺𝑖+1𝐺𝑖 é abeliano
para todo 𝑖 = 0, 1, · · · , 𝑛− 1, segue que
𝐺(𝑖+1) = [𝐺(𝑖), 𝐺(𝑖)] ≤ [𝐺𝑛−𝑖, 𝐺𝑛−𝑖] ≤ 𝐺𝑛−𝑖−1,
como queríamos.
Definição 1.2.2 Seja 𝐺 um grupo. A série
𝐺 = 𝛾1(𝐺) ≥ 𝛾2(𝐺) ≥ · · · ≥ 𝛾𝑛(𝐺) ≥ · · ·
onde 𝛾𝑛+1(𝐺) = [𝛾𝑛(𝐺), 𝐺] para todo 𝑛 ∈ N, é chamada de série central inferior de 𝐺.














é o centro do grupo 𝐺
𝛾𝑛+1(𝐺) . Observe também que o primeiro termo da
série derivada de 𝐺 é 𝐺(0), enquanto o primeiro termo da série central inferior de 𝐺 é
𝛾1(𝐺).
Capítulo 1. Preliminares 9
Definição 1.2.3 Seja 𝐺 um grupo. O 𝑖-ésimo centro de 𝐺, denotado por 𝑍𝑖(𝐺), é um
subgrupo característico de 𝐺 definido indutivamente como sendo a imagem inversa do
centro de 𝐺
𝑍𝑖−1(𝐺) sob o homomorfismo canônico
𝜓𝑖 : 𝐺 −→ 𝐺
𝑍𝑖−1(𝐺)
𝑥 ↦−→ 𝑍𝑖−1(𝐺)𝑥,
para todo 𝑖 = 1, 2, · · · . Por convenção, 𝑍0(𝐺) = {1}.
Definição 1.2.4 A série central superior de um grupo 𝐺 qualquer é a série
{1} = 𝑍0(𝐺) ≤ 𝑍1(𝐺) = 𝑍(𝐺) ≤ · · · ≤ 𝑍𝑖(𝐺) ≤ · · · ,
para todo 𝑖 ∈ N.
Assim como a série derivada, a série central inferior de um grupo 𝐺 pode não
chegar ao subgrupo trivial {1} do grupo 𝐺. Também, a série central superior pode não
chegar no grupo 𝐺. Um grupo que satisfaz todas essas afirmações é o grupo simétrico
𝑆𝑛, para todo 𝑛 ≥ 5. Porém, quando 𝐺 é nilpotente, as séries centrais inferior e superior
chegam na unidade do grupo e no grupo 𝐺, respectivamente, como mostra o resultado a
seguir:
Proposição 1.2.4 [20, Proposição 5.1.9] Seja
1 = 𝐺0 ≤ 𝐺1 ≤ · · · ≤ 𝐺𝑛 = 𝐺,
uma série central de um grupo 𝐺 nilpotente. Temos as seguintes propriedades:
(i) 𝛾𝑗(𝐺) ≤ 𝐺𝑛−𝑗+1, para todo 𝑗 ≥ 1. Em particular, 𝛾𝑛+1(𝐺) = {1};
(ii) 𝐺𝑗 ≤ 𝑍𝑗(𝐺), com 𝑗 ≥ 0. Em particular, 𝑍𝑛(𝐺) = 𝐺;
(iii) se 𝑛 é a classe de nilpotência de 𝐺, 𝑟 é o comprimento da série central superior de 𝐺,
e 𝑠 é o comprimento da série central inferior de 𝐺, então 𝑛 = 𝑟 = 𝑠.
Demonstração: Nos itens (𝑖) e (𝑖𝑖) a demonstração se faz por indução em 𝑗.
(i) O caso 𝑗 = 1 segue trivialmente. Para algum 𝑗 > 1, suponhamos que
𝛾𝑗(𝐺) ≤ 𝐺𝑛−𝑗+1. (1.2)
Dado que cada quociente 𝐺𝑖+1
𝐺𝑖
está no centro de 𝐺
𝐺𝑖
, temos que [𝐺𝑖+1, 𝐺] ≤ 𝐺𝑖 para todo
𝑖 = 0, 1, · · · , 𝑛− 1, e consequentemente,
𝛾𝑗+1(𝐺) = [𝛾𝑗(𝐺), 𝐺]
(1.2)
≤ [𝐺𝑛−𝑗+1, 𝐺] ≤ 𝐺𝑛−𝑗,
para todo 𝑗, como queríamos demonstrar.
(ii) O caso 𝑗 = 0 segue trivialmente. Suponhamos para 𝑗 > 0 que
𝐺𝑗 ≤ 𝑍𝑗(𝐺). (1.3)
Capítulo 1. Preliminares 10
Então, como cada quociente 𝐺𝑗+1
𝐺𝑗
está no centro de 𝐺
𝐺𝑗
para todo 𝑗 = 0, 1, · · · , 𝑛− 1, temos
que






(iii) O item (𝑖𝑖𝑖) segue diretamente dos itens (𝑖) e (𝑖𝑖).
A seguir veremos uma propriedade que relaciona as séries centrais de um grupo 𝐺.
Lema 1.2.2 [20, Lema 5.1.10, Proposição 5.1.11] Sejam 𝐺 um grupo qualquer, 𝑚 e 𝑛
inteiros positivos. Então,
(i)(Lema dos Três Subgrupos) se 𝐻, 𝐾 e 𝐿 são subgrupos de 𝐺 tais que dois dos subgrupos
de comutadores
[𝐻,𝐾,𝐿], [𝐾,𝐿,𝐻], [𝐿,𝐻,𝐾]
estão contidos em um subgrupo normal de 𝐺, então o terceiro também está.
(ii) [𝛾𝑚(𝐺), 𝑍𝑛(𝐺)] ≤ 𝑍𝑛−𝑚(𝐺), se 𝑛 ≥ 𝑚.
Demonstração: (𝑖) Pela Proposição 1.2.2, para quaisquer ℎ ∈ 𝐻, 𝑘 ∈ 𝐾, 𝑙 ∈ 𝐿, temos
que
[𝐻,𝐾,𝐿] = ⟨[ℎ, 𝑘−1, 𝑙]𝑥1𝑙1 |𝑥1 ∈ [𝐻,𝐾], 𝑙1 ∈ 𝐿⟩,
[𝐾,𝐿,𝐻] = ⟨[𝑘, 𝑙−1, ℎ]𝑥2ℎ1 |𝑥2 ∈ [𝐾,𝐿], ℎ1 ∈ 𝐻⟩,
[𝐿,𝐻,𝐾] = ⟨[𝑙, ℎ−1, 𝑘]𝑥3𝑘1 |𝑥3 ∈ [𝐻,𝐾], 𝑘1 ∈ 𝐿⟩.
Suponhamos que
[𝐾,𝐿,𝐻], [𝐿,𝐻,𝐾] ⊆ 𝑁 E 𝐺.
Então, pela identidade de Hall-Witt,
[ℎ, 𝑘−1, 𝑙]𝑘 · [𝑘, 𝑙−1, ℎ]𝑙 · [𝑙, ℎ−1, 𝑘]ℎ = 1.
Portanto,
[ℎ, 𝑘−1, 𝑙]𝑘 = ([𝑙, ℎ−1, 𝑘]ℎ)−1 · ([𝑘, 𝑙−1, ℎ]𝑙)−1 ∈ 𝑁.
Daí, pela normalidade de 𝑁 , segue que [𝐻,𝐾,𝐿] ⊆ 𝑁 , como queríamos.
(ii) Para todo natural 𝑛 fixado, iremos mostrar por indução em 𝑚, com 𝑚 ≤ 𝑛, que o
resultado é válido. Assim, para 𝑚 = 1, temos
[𝛾1(𝐺), 𝑍𝑛(𝐺)] = [𝐺,𝑍𝑛(𝐺)] ≤ 𝑍𝑛−1(𝐺).
Considerando para algum 𝑚, com 1 < 𝑚 < 𝑛, que
[𝛾𝑚(𝐺), 𝑍𝑛(𝐺)] ≤ 𝑍𝑛−𝑚(𝐺). (1.4)
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Pelo Lema dos Três Subgrupos podemos afirmar que
[𝛾𝑚(𝐺), 𝐺, 𝑍𝑛(𝐺)] ≤ [𝐺,𝑍𝑛(𝐺), 𝛾𝑚(𝐺)][𝑍𝑛(𝐺), 𝛾𝑚(𝐺), 𝐺]. (1.5)
Além disso, como





≤ [𝑍𝑛−𝑚(𝐺), 𝐺] ≤ 𝑍𝑛−𝑚−1(𝐺).
Consequentemente, por (1.5), temos
[𝛾𝑚+1(𝐺), 𝑍𝑛(𝐺)] = [𝛾𝑚(𝐺), 𝐺, 𝑍𝑛(𝐺)] ≤ 𝑍𝑛−𝑚−1(𝐺).
Portanto, a afirmação é verdadeira para todo 1 ≤ 𝑚 ≤ 𝑛, com 𝑛 ∈ N.
Proposição 1.2.5 [20, Lema 5.2.1] Seja 𝐺 um grupo nilpotente e {1} ≠ 𝑁 E 𝐺. Então,
𝑁 ∩ 𝑍(𝐺) ̸= {1}.
Demonstração: Dado que 𝐺 é nilpotente de classe 𝑐, existe um menor inteiro 𝑖 tal que
𝑁 ∩ 𝑍𝑖(𝐺) ̸= {1}. Mas, pela escolha sobre 𝑖,
[𝑁 ∩ 𝑍𝑖(𝐺), 𝐺] ≤ 𝑁 ∩ 𝑍𝑖−1(𝐺) = {1}.
Logo, 𝑁 ∩ 𝑍𝑖(𝐺) ≤ 𝑁 ∩ 𝑍(𝐺). Daí 𝑁 ∩ 𝑍(𝐺) ̸= {1}, como queríamos.
Definição 1.2.5 Sejam 𝐺 um grupo e 𝑀 um subgrupo próprio de 𝐺. Dizemos que 𝑀 é
um subgrupo maximal de 𝐺 se não existir subgrupo 𝐿 tal que 𝑀 < 𝐿 < 𝐺.
A seguir, temos algumas caracterizações de grupos nilpotentes finitos.
Teorema 1.2.1 [20, Teorema 5.2.4] Seja 𝐺 um grupo finito. Então, as seguintes proprie-
dades são equivalentes:
(i) 𝐺 é nilpotente;
(ii) Todo subgrupo maximal de 𝐺 é normal;
(iii) 𝐺 é o produto direto de seus subgrupos de Sylow.
Corolário 1.2.1 Seja 𝐺 um grupo nilpotente finito. Então, quaisquer dois elementos de
ordens coprimas comutam.
Demonstração: Seja
|𝐺| = 𝑝𝛼11 𝑝𝛼22 · · · 𝑝𝛼𝑛𝑛 ,
onde cada 𝑝𝑖 é um número primo com 𝑝𝑖 ≠ 𝑝𝑗 sempre que 𝑖 ̸= 𝑗 e 𝛼𝑖 ∈ N, 𝑖 = 1, 2, · · · , 𝑛.
Dado que 𝐺 é nilpotente, então pelo teorema anterior 𝐺 é um produto direto de seus 𝑝𝑖-
subgrupos de Sylow para 𝑖 = 1, 2, · · · , 𝑛. Portanto, se 𝑎, 𝑏 ∈ 𝐺, temos que 𝑎 = 𝑎1𝑎2 · · · 𝑎𝑛 e
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𝑏 = 𝑏1𝑏2 · · · 𝑏𝑛, onde cada 𝑎𝑖, 𝑏𝑖 são elementos de um 𝑝𝑖-subgrupo de Sylow de 𝐺. Denotando
as ordens de 𝑎 e 𝑏 por 𝑜(𝑎) e 𝑜(𝑏), respectivamente, suponhamos que 𝑚𝑑𝑐(𝑜(𝑎), 𝑜(𝑏)) = 1.
Como 𝑜(𝑎) = 𝑚𝑚𝑐(𝑜(𝑎1), 𝑜(𝑎2), · · · , 𝑜(𝑎𝑛)) e 𝑜(𝑏) = 𝑚𝑚𝑐(𝑜(𝑏1), 𝑜(𝑏2), · · · , 𝑜(𝑏𝑛)), então se
algum 𝑎𝑖 ̸= 1 para algum 𝑖, então 𝑝𝑖 divide 𝑜(𝑎), consequentemente, 𝑝𝑖 não divide 𝑜(𝑏) e
𝑏𝑖 = 1. Analogamente, se 𝑏𝑗 ̸= 1, então 𝑎𝑗 = 1 para algum 𝑗. Portanto, 𝐺 = 𝑄1 ×𝑄2 onde
𝑎 ∈ 𝑄1 e 𝑏 ∈ 𝑄2. Em particular, 𝑎𝑏 = 𝑏𝑎.
Definição 1.2.6 Seja 𝐺 um grupo. O subgrupo de Frattini de 𝐺, denotado por Φ(𝐺), é
a interseção de todos os subgrupos maximais de 𝐺. Quando 𝐺 não tem subgrupos maximais,
então o Frattini de 𝐺 é o próprio 𝐺.
Definição 1.2.7 Seja 𝐺 um grupo. Dizemos que um elemento 𝑔 ∈ 𝐺 é um elemento
não gerador de 𝐺, quando 𝐺 = ⟨𝑔,𝑋⟩ implicar que 𝐺 = ⟨𝑋⟩, onde 𝑋 é um subconjunto
de 𝐺.
Lema 1.2.3 (G. Frattini) [20, Teorema 5.2.12] Em qualquer grupo 𝐺, o Frattini de 𝐺
é igual ao conjunto de todos os elementos não geradores de 𝐺.
Demonstração: Denotaremos por 𝐻 o conjunto de todos os elementos não geradores
de 𝐺. Logo, queremos mostrar que Φ(𝐺) = 𝐻. Sendo assim, tomando 𝑔 ∈ 𝐻 e supondo
que 𝑔 /∈ Φ(𝐺), existe um subgrupo 𝑀 maximal de 𝐺 tal que 𝑔 /∈ 𝑀 . Em particular,
𝐺 = ⟨𝑔,𝑀⟩ = ⟨𝑀⟩ = 𝑀 . Este absurdo implica que 𝑔 ∈ Φ(𝐺). Agora, seja ℎ ∈ Φ(𝐺) e
suponhamos que ℎ /∈ 𝐻, isto é, 𝐺 = ⟨ℎ,𝑋⟩ implica que 𝐺 ≠ ⟨𝑋⟩ para algum subconjunto
𝑋 de 𝐺. Em particular, ℎ /∈ ⟨𝑋⟩. Pelo Lema de Zorn (veja [23, Apêndice IV]), existe
um subgrupo 𝑀 de 𝐺 que é maximal com respeito a propriedade de que contém ⟨𝑋⟩
e não contém ℎ. Portanto, pela definição de 𝑀 , se 𝑀 < 𝐾 ≤ 𝐺, então ℎ ∈ 𝐾 e,
consequentemente, 𝐾 = 𝐺. Segue que 𝑀 é um subgrupo maximal de 𝐺 que não contém ℎ.
Absurdo, pois ℎ ∈ Φ(𝐺). Portanto, ℎ ∈ 𝐻, completando a demonstração.
Teorema 1.2.2 (Teorema da Base de Burnside) [20, Teorema 5.3.2] Seja 𝐺 um 𝑝-
grupo finito. Então, Φ(𝐺) = 𝐺′𝐺𝑝. Além disso, se (𝐺 : Φ(𝐺)) = 𝑝𝑟, todo conjunto de
geradores de 𝐺 tem um subconjunto de 𝑟 elementos que geram 𝐺.
Segue do Teorema da Base de Burnside que o quociente 𝐺Φ(𝐺) é um 𝑝-grupo abeliano
elementar.
1.3 Homomorfismo Transfer e o Teorema de Schur
O objetivo desta seção é demonstrar um famoso teorema devido I. Schur sobre
grupos cujo o centro tem índice finito. Este resultado será usado para dar um critério de
finitude para o grupo 𝜈(𝐺). Para esta seção, tomamos [20] como referência.
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Sejam 𝐺 um grupo possivelmente infinito e 𝐻 um subgrupo com índice 𝑛 em 𝐺.
Escolhendo um transversal à direita 𝒯 = {𝑡1, 𝑡2, · · · , 𝑡𝑛} para 𝐻 em 𝐺 consideraremos a
ação por multiplicação à direita de 𝑔 ∈ 𝐺 no conjunto das classes laterais de 𝐻 de modo




(𝑖)𝑔 ∈ 𝐻,∀ 𝑔 ∈ 𝐺.
Definição 1.3.1 Sejam 𝐻 um subgrupo de índice finito de um grupo 𝐺 qualquer e 𝐴 um
grupo abeliano. Considere um homomorfismo 𝜃 : 𝐻 → 𝐴. Então, o transfer de 𝜃 é a
função





onde 𝒯 = {𝑡1, 𝑡2, · · · , 𝑡𝑛} é um transversal à direita para 𝐻 em 𝐺.
Nos resultados a seguir, estaremos considerando as mesmas informações descritas
na definição anterior. Em particular, demonstraremos que 𝜃* é um homomorfismo que
independe da escolha do transversal 𝒯 .
Lema 1.3.1 [20, Lema 10.1.1] A função 𝜃* : 𝐺→ 𝐴 é um homomorfismo de grupos que
independe da escolha do transversal 𝒯 .
Demonstração: Primeiramente, considere 𝒯 ′ = {𝑡′1, 𝑡′2, · · · , 𝑡′𝑛} como sendo um outro
transversal à direita para 𝐻 em 𝐺, tal que 𝐻𝑡𝑖 = 𝐻𝑡′𝑖 e 𝑡′𝑖 = ℎ𝑖𝑡𝑖 para algum ℎ𝑖 ∈ 𝐻,
𝑖 = 1, 2, · · · , 𝑛. Então, considerando a ação por multiplicação à direita de 𝑥 ∈ 𝐺 no
conjunto das classes laterais de 𝐻, de modo que 𝐻𝑡′𝑖𝑥 = 𝐻𝑡′(𝑖)𝑥, onde a função 𝑖 ↦→ (𝑖)𝑥 é














Como 𝑖 e (𝑖)𝑥 percorrem todo {1, 2, · · · , 𝑛}, o segundo fator à direita em (1.6) é trivial. De
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Assim, 𝜃* é um homomorfismo e a demonstração se conclui.
Com base no lema anterior podemos encontrar um outro transversal à direita de
𝐻 em 𝐺 a partir de um transversal dado, para facilitar o cálculo do valor de 𝜃* em 𝑥 ∈ 𝐺.
Isto é obtido por meio do seguinte resultado:
Lema 1.3.2 (Lema Técnico) [20, Lema 10.1.2] Seja 𝒯 = {𝑡1, 𝑡2, · · · , 𝑡𝑛} um transver-
sal à direita de 𝐻 em 𝐺. Então,
(𝐻𝑠𝑖, 𝐻𝑠𝑖𝑥, · · · , 𝐻𝑠𝑖𝑥𝑙𝑖), 𝑖 = 1, · · · , 𝑘,
são as ⟨𝑥⟩-órbitas de um conjunto de classes laterais à direita de 𝐻 em 𝐺, tal que, se






Demonstração: Considere a permutação do conjunto das classes laterais {𝐻𝑡1, · · · , 𝐻𝑡𝑛}
produzida pela multiplicação à direita por 𝑥 ∈ 𝐺. Uma ⟨𝑥⟩-órbita é dada por
(𝐻𝑡𝑖, 𝐻𝑡𝑖𝑥, · · · , 𝐻𝑡𝑖𝑥𝑙𝑖−1),
onde 𝑙𝑖 − 1 é o menor inteiro positivo tal que 𝐻𝑡𝑖𝑥𝑙𝑖 = 𝐻𝑡𝑖, com 𝑖 ∈ {1, 2, · · · , 𝑛}.
Consequentemente, existem índices {𝑖1, 𝑖2, · · · , 𝑖𝑘} ⊆ {1, 2, · · · , 𝑛} tais que os conjuntos
Ω1 = {𝐻𝑡𝑖1 , 𝐻𝑡𝑖1𝑥, · · · , 𝐻𝑡𝑖1𝑥𝑙𝑖1−1};
Ω2 = {𝐻𝑡𝑖2 , 𝐻𝑡𝑖2𝑥, · · · , 𝐻𝑡𝑖2𝑥𝑙𝑖2−1};
...
Ω𝑘 = {𝐻𝑡𝑖𝑘 , 𝐻𝑡𝑖𝑘𝑥, · · · , 𝐻𝑡𝑖𝑘𝑥𝑙𝑖𝑘−1},
são dois a dois disjuntos sempre que 𝑖𝑚 /∈ {𝑖𝑟, (𝑖𝑟)𝑥, · · · , (𝑖𝑟)𝑥𝑙𝑖𝑟−1}, para todo 𝑚 ̸= 𝑟, com




{𝑡𝑖𝑚 , 𝑡𝑖𝑚𝑥, · · · , 𝑡𝑖𝑚𝑥𝑙𝑖𝑚−1}
é um novo transversal à direita de 𝐻 em 𝐺. Sendo assim, para calcular o transfer em 𝑥
com o transversal 𝒦, vejamos que a ação à direita de 𝑥 em 𝒦 faz com que
(𝐻𝑡𝑖𝑚𝑥𝑗−1)𝑥 = 𝐻𝑡𝑖𝑚𝑥𝑗, com 𝑗 = 1, 2, · · · , 𝑙𝑖𝑚 .
Portanto, denotando 𝑠𝑚 = 𝑡𝑖𝑚 , a contribuição de 𝒦 para 𝑥𝜃* é
((𝑠𝑚𝑥)(𝑠𝑚𝑥)−1(𝑠𝑚𝑥2)(𝑠𝑚𝑥2)−1 · · · (𝑠𝑚𝑥𝑙𝑚−1)(𝑠𝑚𝑥𝑙𝑚−1)−1(𝑠𝑚𝑥𝑙𝑚𝑠−1𝑚 ))𝜃,
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Um caso muito importante de transfer surge quando 𝜃 é um homomorfismo canônico
de 𝐻 para 𝐻𝑎𝑏, isto é, 𝑥𝜃 = 𝐻 ′𝑥. Em particular, quando 𝐻 é central em 𝐺, o transfer
𝜃* : 𝐺→ 𝐻𝑎𝑏 é um endomorfismo de 𝐺, como mostra o resultado a seguir.
Lema 1.3.3 (I. Schur) [20, Lema 10.1.3] Seja 𝐻 um subgrupo do centro de um grupo
𝐺. Se (𝐺 : 𝐻) = 𝑛, então o transfer 𝜃* de 𝐺 em 𝐻 é a função 𝑥 ↦→ 𝑥𝑛. Consequentemente,
esta função é um endomorfismo de 𝐺.
Demonstração: Dado que 𝐻 ≤ 𝑍(𝐺), podemos considerar 𝜃 como sendo o homomorfismo
identidade
𝑖𝑑𝐻 : 𝐻 −→ 𝐻
𝑥 ↦−→ 𝑥.
Portanto, usando a notação do Lema 1.3.2 vemos que 𝑠𝑖𝑥𝑙𝑖𝑠−1𝑖 ∈ 𝐻 ≤ 𝑍(𝐺). Daí, 𝑥𝑙𝑖 ∈ 𝑍(𝐺)













Antes de demonstrar o Teorema de Schur, mostraremos um lema que será usado
em sua demonstração e também em outros resultados apresentados neste trabalho.
Lema 1.3.4 [20, Lema 1.6.11] Seja 𝐻 um subgrupo de índice finito em um grupo 𝐺
finitamente gerado. Então, 𝐻 é finitamente gerado.
Demonstração: Seja 𝑋 um conjunto finito de geradores de 𝐺 e seja
𝒯 = {𝑡1 = 1𝐺, 𝑡2, · · · , 𝑡𝑛}
um transversal de 𝐻 em 𝐺. Se 𝑔 ∈ 𝐺, então 𝐻𝑡𝑗𝑔 = 𝐻𝑡(𝑗)𝑔 onde 𝑗 ↦→ (𝑗)𝑔 é uma
permutação de {1, 2, · · · , 𝑛}. Logo,
𝑡𝑗𝑔 = ℎ(𝑗, 𝑔)𝑡(𝑗)𝑔, ℎ(𝑗, 𝑔) ∈ 𝐻. (1.7)
Seja 𝑎 ∈ 𝐻 e escreva 𝑎 = 𝑦1 · · · 𝑦𝑘, 𝑦𝑙 ∈ 𝑋 ∪𝑋−1. Por (1.7), temos
𝑎 = 𝑡1𝑎 = 𝑡1𝑦1 · · · 𝑦𝑘
= ℎ(1, 𝑦1)(𝑡(1)𝑦1𝑦2)𝑦3 · · · 𝑦𝑘
...
= ℎ(1, 𝑦1)ℎ((1)𝑦1, 𝑦2) · · ·ℎ((1)𝑦1𝑦2 · · · 𝑦𝑘−1, 𝑦𝑘)𝑡((1)𝑦1···𝑦𝑘−1)𝑦𝑘
= ℎ(1, 𝑦1)ℎ((1)𝑦1, 𝑦2) · · ·ℎ((1)𝑦1𝑦2 · · · 𝑦𝑘−1, 𝑦𝑘)𝑡(1)𝑎 ∈ 𝐻𝑡(1)𝑎
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Mas, 𝐻𝑡(1)𝑎 = 𝐻𝑡1𝑎 = 𝐻 implica que
𝐻 = ⟨ℎ(𝑗, 𝑦) | 1 ≤ 𝑗 ≤ 𝑛, 𝑦 ∈ 𝑋 ∪𝑋−1⟩,
como queríamos.
Teorema 1.3.1 (I. Schur) [20, Teorema 10.1.4] Seja 𝐺 um grupo tal que (𝐺 : 𝑍(𝐺)) =
𝑛. Então, o subgrupo derivado 𝐺′ é finito. Mais ainda, exp(𝐺′) divide 𝑛.
Demonstração: Sejam 𝐶 := 𝑍(𝐺) e 𝒯 = {𝑔1, 𝑔2, · · · , 𝑔𝑛} um transversal à direita de 𝐶
em 𝐺. Como 𝐺
𝐶
= {𝐶𝑔1, 𝐶𝑔2, · · · , 𝐶𝑔𝑛}, para cada 𝑥, 𝑦 ∈ 𝐺 podemos escrever 𝑥 = 𝑐𝑖𝑔𝑖 e
𝑦 = 𝑐𝑗𝑔𝑗, com 𝑖, 𝑗 ∈ {1, · · · , 𝑛} e 𝑐𝑖, 𝑐𝑗 ∈ 𝐶. Logo,
[𝑥, 𝑦] = [𝑐𝑖𝑔𝑖, 𝑐𝑗𝑔𝑗] = [𝑔𝑖, 𝑔𝑗],
implica que
𝐺′ = ⟨[𝑔𝑖, 𝑔𝑗] | 𝑔𝑖, 𝑔𝑗 ∈ 𝒯 , 𝑖, 𝑗 ∈ {1, · · · , 𝑛}⟩.
Em particular, 𝐺′ é finitamente gerado. Sendo
𝐺′






então (𝐺′ : 𝐺′ ∩ 𝐶) <∞. Logo, 𝐺′ ∩ 𝐶 é finitamente gerado [Lema 1.6.11]. Agora, usando
o Lema 1.3.3, a função 𝜃* : 𝐺→ 𝐶 dada por 𝑥 ↦→ 𝑥𝑛 determina um homomorfismo para o
qual
𝐺
ker 𝜃* ≃ Im 𝜃
* ≤ 𝐶.
Logo,
𝐺′ ≤ ker 𝜃* e, em particular, (𝐺′)𝑛 = 1. (1.8)
Daí, exp(𝐺′) divide 𝑛. Além disso, se ℎ1, ℎ2, · · · , ℎ𝑘 são geradores do subgrupo abeliano
finitamente gerado 𝐺′ ∩ 𝐶, temos que
𝐺′ ∩ 𝐶 = ⟨ℎ1, ℎ2, · · · , ℎ𝑘⟩
= ⟨ℎ1⟩+ · · ·+ ⟨ℎ𝑘⟩.
Mas, por (1.8), temos que |⟨ℎ𝑙⟩| < +∞, para todo 𝑙 = 1, 2, · · · , 𝑘. Portanto, |𝐺′∩𝐶| < +∞
e pelo Teorema de Lagrange,
|𝐺′| = |𝐺′ ∩ 𝐶|(𝐺′ : 𝐺′ ∩ 𝐶) < +∞,
e, assim, concluímos a demonstração.
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1.4 Grupos Livres e Produtos Livres
Nesta seção, faremos uma introdução aos conceitos de Grupo Livre, Apresentações
de Grupos e Produto Livre de Grupos. As referências utilizadas foram [14], [15] e [20].
Definição 1.4.1 Sejam 𝐹 um grupo, 𝑋 um conjunto não vazio e 𝜎 : 𝑋 → 𝐹 uma função.
Dizemos que 𝐹 é livre em 𝑋, se para cada função 𝛼 : 𝑋 → 𝐺, onde 𝐺 é um grupo, existe
um único homomorfismo 𝛽 : 𝐹 → 𝐺 tal que 𝛼 = 𝛽𝜎.









A função 𝜎 : 𝑋 → 𝐹 é necessariamente injetiva. De fato, se para 𝑥1, 𝑥2 ∈ 𝑋 tivermos
𝜎(𝑥1) = 𝜎(𝑥2) com 𝑥1 ̸= 𝑥2, então podemos escolher uma função 𝛼 : 𝑋 → 𝐺, onde 𝐺 é um
grupo com pelo menos dois elementos distintos 𝑔1 e 𝑔2, tal que 𝛼(𝑥1) = 𝑔1 e 𝛼(𝑥2) = 𝑔2.
Mas, 𝛼 = 𝛽𝜎 implica que
𝑔1 = 𝛼(𝑥1) = 𝛽𝜎(𝑥1) = 𝛽𝜎(𝑥2) = 𝛼(𝑥2) = 𝑔2.
Como isso, segue que 𝑥1 = 𝑥2.
Observe que a definição de grupos livres não nos garante a existência de tais
grupos. Por isso, descreveremos na sequência uma maneira de construir grupos livres.
Nesta construção, veremos que 𝐹 será livre também sobre Im 𝜎, com a função inclusão
𝜄 : Im 𝜎 → 𝐹 fazendo o papel de 𝜎 na definição. Consequentemente, um grupo livre será
sempre livre em um certo subconjunto. Além disso, a comutatividade do diagrama nos
dirá que a restrição de 𝛽 a 𝑋 é 𝛼, de modo que 𝛽 é a única extensão de 𝛼 a 𝐹 .
Seja 𝑋 um conjunto não vazio, cujos elementos chamaremos de símbolos. Escolha
um conjunto disjunto de 𝑋 de mesma cardinalidade e denote-o por 𝑋−1 = {𝑥−1 |𝑥 ∈ 𝑋}.




𝑖2 · · ·𝑥𝜖𝑛𝑖𝑛 ,
onde cada 𝑥𝑖𝑗 ∈ 𝑋, 𝜖𝑗 = ±1, 𝑛 ≥ 0, 𝑗 = 1, 2, · · · , 𝑛. O inteiro 𝑛 é chamado de comprimento
da palavra 𝑤. No caso em que 𝑛 = 0, chamamos 𝑤 de palavra vazia, e será denotada
por 1. Duas palavras são iguais se, e somente se, tiverem os mesmos símbolos em suas
correspondentes posições. O produto de duas palavras é formado por justaposição, isto é,
se 𝑤 = 𝑥𝜖1𝑖1𝑥
𝜖2
𝑖2 · · ·𝑥𝜖𝑛𝑖𝑛 e 𝑣 = 𝑥𝛿1𝑗1𝑥𝛿2𝑗2 · · ·𝑥𝛿𝑚𝑗𝑚 são palavras em 𝑋, então o produto de 𝑤 e 𝑣 é
𝑤𝑣 = 𝑥𝜖1𝑖1𝑥
𝜖2
𝑖2 · · ·𝑥𝜖𝑛𝑖𝑛𝑥𝛿1𝑗1𝑥𝛿2𝑗2 · · ·𝑥𝛿𝑚𝑗𝑚 .
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Por convenção, 𝑤1 = 𝑤 = 1𝑤. A inversa de 𝑤 é a palavra
𝑤−1 = 𝑥−𝜖𝑛𝑖𝑛 𝑥
−𝜖𝑛−1
𝑖𝑛−1 · · ·𝑥−𝜖2𝑖2 𝑥−𝜖1𝑖1 ,
e 1−1 = 1. Seja 𝑆 o conjunto de todas as palavras em 𝑋. Definimos uma relação de
equivalência ∼ em 𝑆 da seguinte maneira: duas palavras 𝑤 e 𝑣 ∈ 𝑆 são ditas equivalentes
se é possível obter uma palavra da outra inserindo ou retirando os símbolos 𝑥𝑥−1, ou 𝑥−1𝑥,
com 𝑥 ∈ 𝑋. Por exemplo, as palavras
𝑤 = 𝑥1𝑥2𝑥−12 e 𝑣 = 𝑥1,
são equivalentes. Para mais detalhes veja [15].
Com base nessas informações, temos o seguinte resultado:
Proposição 1.4.1 [20, Proposição 2.1.1] Seja 𝑋 um conjunto não vazio. Então existe
um grupo 𝐹 e uma função 𝜎 : 𝑋 → 𝐹 tal que 𝐹 é livre em 𝑋 e 𝐹 = ⟨𝐼𝑚𝜎⟩.
Demonstração: Sejam 𝑋 um conjunto não vazio, 𝑆 o conjunto de todas as palavras em
𝑋 e ∼ a relação de equivalência vista anteriormente. Definiremos 𝐹 como o conjuntos de
todas as classes de equivalência [𝑤], 𝑤 ∈ 𝑆. Como o produto de palavras em 𝑋 é feito por
justaposição, vemos que 𝑤𝑣 ∼ 𝑤′𝑣′ sempre que 𝑤 ∼ 𝑤′ e 𝑣 ∼ 𝑣′. Assim, podemos definir
uma operação produto em 𝐹 de duas classes de equivalência da seguinte forma:
[𝑤][𝑣] = [𝑤𝑣].
Logo, [𝑤][1] = [𝑤] = [1][𝑤], [𝑤][𝑤−1] = [𝑤𝑤−1] = [1]. Além disso, como (𝑤𝑣)𝑢 = 𝑤(𝑣𝑢),
então
([𝑤][𝑣])[𝑢] = [𝑤𝑣][𝑢] = [(𝑤𝑣)𝑢] = [𝑤(𝑣𝑢)] = [𝑤][𝑣𝑢] = [𝑤]([𝑣][𝑢]).
Portanto, 𝐹 é um grupo com o produto definido, onde [1] é o elemento neutro de 𝐹 , e
[𝑤−1] é o elemento inverso de cada classe [𝑤] de 𝐹 . Agora, definiremos a função 𝜎 : 𝑋 → 𝐹
por 𝜎(𝑥) = [𝑥], e consideremos uma função qualquer 𝛼 : 𝑋 → 𝐺, onde 𝐺 é um grupo.
Estendendo linearmente a aplicação 𝛼, podemos construir uma outra aplicação 𝛼2 : 𝑆 → 𝐺
dada por 𝛼2(𝑤) = 𝑔𝜖1𝑖1 𝑔
𝜖2
𝑖2 · · · 𝑔𝜖𝑛𝑖𝑛 , onde 𝛼(𝑥𝜖𝑗𝑖𝑗 ) = 𝑔
𝜖𝑗
𝑖𝑗 , 𝜖𝑗 = ±1 e 𝑗 = 1, 2, · · · , 𝑛. Note que,
𝑤 ∼ 𝑣 implica que 𝛼2(𝑤) = 𝛼2(𝑣), pois
𝛼2(𝑥𝑥−1) = 𝛼(𝑥)𝛼(𝑥−1) = 𝑔𝑔−1 = 1𝐺 = 𝛼2(𝑥−1𝑥)
Isto nos permite estender 𝛼2 para uma função bem definida 𝛽 : 𝐹 → 𝐺 dada por
𝛽([𝑤]) = 𝛼2(𝑤). Em particular, 𝛽 é um homomorfismo, pois para quaisquer [𝑤], [𝑣] ∈ 𝐹 ,
𝛽([𝑤][𝑣]) = 𝛽([𝑤𝑣]) = 𝛼2(𝑤𝑣) = 𝛼2(𝑤)𝛼2(𝑣) = 𝛽([𝑤])𝛽([𝑣]).
Além disso, para todo 𝑥 ∈ 𝑋,
𝛽𝜎(𝑥) = 𝛽([𝑥]) = 𝛼2(𝑥) = 𝛼(𝑥).
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Finalmente, se 𝛾 : 𝐹 → 𝐺 é outro homomorfismo tal que 𝛼 = 𝛾𝜎, então 𝛾𝜎 = 𝛽𝜎, ou seja,
𝛽 e 𝛾 coincidem em Im 𝜎. Mas 𝐹 = ⟨Im 𝜎⟩ implica que 𝛽 = 𝛾 em todo o grupo 𝐹 .
A seguir, veremos uma caracterização de grupos livres, para isso precisamos definir
os conceitos de palavra reduzida e forma normal. Assim, uma palavra 𝑤 em 𝑋 é chamada
reduzida se ela não contém nenhum par de símbolos consecutivos da forma 𝑥𝑥−1 ou 𝑥−1𝑥,
𝑥 ∈ 𝑋. Por convenção, a palavra vazia é reduzida. Em particular, em cada classe de
equivalência [𝑤] ∈ 𝐹 existe uma única palavra reduzida, [20, Proposição 2.1.2]. Consequen-
temente, podemos considerar cada classe de equivalência [𝑤] de 𝐹 , com 𝑤 = 𝑥𝜖1𝑖1𝑥
𝜖2
𝑖2 · · ·𝑥𝜖𝑛𝑖𝑛
sendo a única forma reduzida desta classe, 𝜖𝑗 = ±1, 𝑛 ≥ 0 e 𝑗 = 1, 2, · · · , 𝑛. Pela definição
de produto em 𝐹 , temos que
[𝑤] = [𝑥𝑖1 ]𝜖1 [𝑥𝑖2 ]𝜖2 · · · [𝑥𝑖𝑛 ]𝜖𝑛 .
Multiplicando as classes consecutivas que são iguais, temos
[𝑤] = [𝑥𝑗1 ]𝑙1 [𝑥𝑗2 ]𝑙2 · · · [𝑥𝑗𝑚 ]𝑙𝑚 ,
onde cada 𝑙𝑘 é um inteiro não nulo e 𝑚 ≥ 0 e 𝑥𝑗𝑘 ≠ 𝑥𝑗𝑘+1 . Note que a palavra reduzida,
pode ser novamente obtida a partir desta, logo, esta expressão é única. Para simplificar a
notação, denotaremos a classe de equivalência [𝑤] por apenas 𝑤. Portanto, cada elemento
𝑤 de 𝐹 pode ser escrito unicamente da forma
𝑤 = 𝑥𝑙1𝑗1𝑥
𝑙2
𝑗2 · · · 𝑥𝑙𝑚𝑗𝑚 .
onde cada 𝑙𝑘 é um inteiro não nulo, 𝑚 ≥ 0 e 𝑥𝑗𝑘 ̸= 𝑥𝑗𝑘+1 . Esta forma é chamada de forma
normal de 𝑤. Às vezes, é conveniente abreviá-la para 𝑤 = 𝑤(𝑥𝑗1 , 𝑥𝑗2 , · · · , 𝑥𝑗𝑚) ou mesmo
𝑤(𝑥).
Proposição 1.4.2 [20, Proposição 2.1.3] Sejam 𝐺 um grupo e 𝑋 um subconjunto de 𝐺.
Suponhamos que cada elemento 𝑔 ∈ 𝐺 tem uma única expressão da forma
𝑔 = 𝑥𝑙1𝑗1𝑥
𝑙2
𝑗2 · · ·𝑥𝑙𝑚𝑗𝑚 ,
onde 𝑥𝑗𝑘 ∈ 𝑋, 𝑙𝑘 é um inteiro não nulo, 𝑚 ≥ 0 e 𝑥𝑗𝑘 ̸= 𝑥𝑗𝑘+1, 𝑘 = 1, 2, · · · ,𝑚. Então, 𝐺 é
livre em 𝑋.
Demonstração: Seja 𝐹 um grupo livre em 𝑋. Mostraremos que 𝐹 ≃ 𝐺. De fato, dado
que 𝐹 é livre em 𝑋 com a função injetiva 𝜎 : 𝑋 → 𝐹 associada, existe para cada função
𝛼 : 𝑋 → 𝐺, um único homomorfismo 𝛽 : 𝐹 → 𝐺 tal que 𝛼 = 𝛽𝜎. Em particular, podemos
considerar 𝛼 como sendo a função inclusão. Dado que 𝐺 = ⟨𝑋⟩, segue que 𝛽 é sobrejetivo.
Além disso, 𝛽 é injetivo pela unicidade da forma normal.
Proposição 1.4.3 [20, Proposição 2.1.5] Sejam 𝐺 um grupo gerado por um subconjunto
𝑋 e 𝐹 um grupo livre em um conjunto 𝑌 . Se 𝛼 : 𝑌 → 𝑋 é sobrejetiva, então 𝛽 : 𝐹 → 𝐺
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é um epimorfismo que estende 𝛼. Em particular, todo grupo é uma imagem de um grupo
livre.
Demonstração: Sejam 𝑋 um conjunto não vazio, 𝐺 = ⟨𝑋⟩ um grupo gerado por 𝑋 e
𝐹 um grupo livre em um conjunto 𝑌 , com 𝜎 : 𝑌 → 𝐹 sendo a função injetiva associada.
Pela hipótese de 𝐹 ser livre em 𝑌 , para a função sobrejetiva 𝛼 : 𝑌 → 𝑋 existe um único
homomorfismo 𝛽 : 𝐹 → 𝐺 tal que 𝛼 = 𝛽𝜎. Mas, como 𝛼 é sobrejetiva, segue que 𝛽 é um
epimorfismo, pois 𝐺 = ⟨𝑋⟩.
Definição 1.4.2 Uma apresentação livre de um grupo 𝐺 é um epimorfismo 𝜋 : 𝐹  𝐺
de um grupo livre 𝐹 para o grupo 𝐺. Se 𝑅 é o núcleo de 𝜋, então os elementos de 𝑅 são
chamados de relatores da apresentação.
Dada uma apresentação 𝜋 : 𝐹  𝐺, escolha um conjunto 𝑌 de geradores livres de
𝐹 e um subconjunto 𝑆 de 𝐹 tal que o fecho normal 𝑆𝐹 de 𝑆 em 𝐹 é o ker𝜋. Note que a
imagem de 𝜋 restrita a 𝑌 é um conjunto de geradores de 𝐺. Além disso, vemos que 𝑟 ∈ 𝐹
é um relator de 𝜋 se, e somente se,
𝑟 = (𝑠𝜀1𝑗1 )
𝑓𝑗1 (𝑠𝜀2𝑗2 )
𝑓𝑗2 · · · (𝑠𝜀𝑘𝑗𝑘 )𝑓𝑗𝑘 , onde 𝑠𝑗𝑖 ∈ 𝑆, 𝑓𝑗𝑖 ∈ 𝐹 e 𝜀𝑖 = ±1, 𝑖 = 1, 2 · · · , 𝑘.
A apresentação 𝜋, junto com as escolhas de 𝑌 e 𝑆 determinam um conjunto de geradores
e relatores definidores para 𝐺. Em símbolos,
𝐺 = ⟨𝑌 |𝑆⟩. (1.9)
É mais frequente listar os geradores de 𝐺 e a relações definidoras 𝑠(𝑥) = 1, 𝑠 ∈ 𝑆, nos
geradores 𝑋. Portanto,
𝐺 = ⟨𝑋 | 𝑠(𝑥) = 1, 𝑠 ∈ 𝑆⟩. (1.10)
Às vezes, faremos referência a (1.9) ou (1.10) como uma apresentação de 𝐺. O
resultado a seguir nos mostra o que acontece quando os relatores de uma apresentação de
um grupo 𝐺 são também relatores de uma apresentação de um grupo 𝐻.
Teorema 1.4.1 (von Dyck) [20, Teorema 2.2.1] Sejam 𝐺 e 𝐻 grupos com apresentações
𝜀 : 𝐹  𝐺 e 𝛿 : 𝐹  𝐻 tais que cada relator de 𝜀 é também um relator de 𝛿. Então, a
função
𝜓 : 𝐺 −→ 𝐻
𝜀(𝑓) ↦−→ 𝛿(𝑓)
é um epimorfismo bem definido de 𝐺 em 𝐻.
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Demonstração: A condição de que cada relator de 𝜀 é também relator de 𝛿 significa que
ker 𝜀 ⊆ ker 𝛿. Agora, para mostrar que a aplicação 𝜓 é bem definida, note que se 𝜀(𝑓) = 𝜀(𝑓1)
então, 𝑓 = 𝑘𝑓1, onde 𝑘 ∈ ker 𝜀 ⊆ ker 𝛿. Consequentemente, 𝛿(𝑓) = 𝛿(𝑘)𝛿(𝑓1) = 𝛿(𝑓1), de
modo que 𝜓 está bem definida. Como 𝜀 e 𝛿 são epimorfismos, então 𝜓 é um homomorfismo.
Em particular, para todo 𝛿(𝑓) ∈ 𝐻 existe 𝑔 ∈ 𝐺 tal que 𝜀(𝑓) = 𝑔, logo, 𝜓 também é um
epimorfismo.
Vejamos alguns exemplos de apresentações de grupos:
Exemplos 1.1 (1) O grupo diedral infinito 𝐷∞ possui uma apresentação
𝐷∞ = ⟨𝑥, 𝑦 |𝑥2 = 1, 𝑦2 = 1⟩.
(2) O grupo diedral 𝐷2𝑛 de ordem 2𝑛, com 𝑛 ≥ 2 tem uma apresentação
𝐷2𝑛 = ⟨𝑥, 𝑦 |𝑥2 = 𝑦𝑛 = 1, 𝑥−1𝑦𝑥 = 𝑦−1⟩.
Vejamos alguns resultados sobre homomorfismos induzidos.
Lema 1.4.1 [14, Lema 1] Sejam 𝐹 , 𝐺, 𝐻 grupos e 𝜐 : 𝐹 → 𝐺, 𝛼 : 𝐹 → 𝐻 homomorfis-
mos tais que Im 𝜐 = 𝐺 e ker 𝜐 ⊆ ker𝛼. Então, existe um homomorfismo 𝛼′ : 𝐺→ 𝐻 tal
que 𝛼′𝜐 = 𝛼.
Demonstração: Dado que Im 𝜐 = 𝐺, então para todo 𝑔 ∈ 𝐺 existe 𝑓 ∈ 𝐹 tal que
𝜐(𝑓) = 𝑔. Com isso, definiremos 𝛼′ : 𝐺→ 𝐻 por 𝛼′(𝑔) = 𝛼(𝑓). Em particular, 𝛼′ é bem
definida, pois tomando 𝑓 e 𝑓 ′ em 𝐹 tais que 𝜐(𝑓) = 𝜐(𝑓 ′), temos que 𝑓 = 𝑘𝑓 ′, com
𝑘 ∈ ker 𝜐 ⊆ ker𝛼. Consequentemente, 𝛼(𝑓) = 𝛼(𝑓 ′). Portanto, o valor de 𝛼(𝑓) independe
da escolha de 𝑓 ∈ Im−1(𝑔). Além disso, 𝛼′ é um homomorfismo, pois se 𝜐(𝑓) = 𝑔 e
𝜐(𝑓 ′) = 𝑔′ são elementos quaisquer de 𝐺, então dado que 𝜐 é um homomorfismo, temos
𝑔𝑔′ = 𝜐(𝑓𝑓 ′). Sendo assim, usando o fato de que 𝛼 é homomorfismo, segue da definição de
𝛼′ que
𝛼′(𝑔𝑔′) = 𝛼(𝑓𝑓 ′) = 𝛼(𝑓)𝛼(𝑓 ′) = 𝛼′(𝑔)𝛼′(𝑔′).
Nos resta mostrar que 𝛼′𝜐 = 𝛼. Mas isto segue do fato que 𝑓 ∈ Im−1(𝜐(𝑓)), para todo
𝑓 ∈ 𝐹 . Assim, 𝛼′(𝜐(𝑓)) = 𝛼(𝑓) para todo 𝑓 ∈ 𝐹 .
Proposição 1.4.4 (Teste da Substituição) [14, Proposição 3] Sejam 𝐺 = ⟨𝑋 |𝑅⟩ uma
apresentação de um grupo 𝐺, 𝐻 um grupo e 𝜃 : 𝑋 → 𝐻 uma função. Então, 𝜃 estende
para um homomorfismo 𝛼′ : 𝐺→ 𝐻 se, e somente se, para todo 𝑥 ∈ 𝑋 e todo 𝑟 ∈ 𝑅, o
resultado da substituição de 𝑥 por 𝜃(𝑥) em 𝑟 nos dá a identidade de 𝐻.
Demonstração: (⇐) Dado que 𝐺 = ⟨𝑋 |𝑅⟩ é uma apresentação de 𝐺, existe um grupo
livre 𝐹 em 𝑋 e um epimorfismo 𝜐 : 𝐹  𝐺 cujo o núcleo é o fecho normal de 𝑅 em 𝐹 . Além
disso, pela definição, para a função 𝜃 : 𝑋 → 𝐻 existe um único homomorfismo 𝛼 : 𝐹 → 𝐻
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que estende 𝜃. Suponhamos que o resultado da substituição de 𝑥 por 𝜃(𝑥) em 𝑟 ∈ 𝑅 nos
dá o elemento identidade de 𝐻. Então, 𝑅 ⊆ ker𝛼, consequentemente, ker 𝜐 ⊆ ker𝛼, pois
ker 𝜐 = 𝑅𝐹 e ker𝛼 E 𝐹 . Logo, pelo lema anterior, existe um homomorfismo 𝛼′ : 𝐺→ 𝐻
induzido por 𝛼, estendendo 𝜃.
(⇒) Reciprocamente, suponhamos que existe um homomorfismo 𝛼′ : 𝐺→ 𝐻 que estende
𝜃 : 𝑋 → 𝐻. Então,
𝑅 ⊆ 𝑅𝐹 = ker 𝜐 ⊆ ker𝛼′𝜐 = ker𝛼.
Dado que 𝐺 é gerado por 𝑋, então 𝛼′ é único, quando existir. Além disso, se 𝐻 é
gerado por Im 𝜃, então, 𝛼′ é um epimorfismo.
Definição 1.4.3 Seja {𝐺𝜆 |𝜆 ∈ 𝛬} uma família não vazia de grupos. Um produto livre
dos grupos 𝐺𝜆 é um grupo 𝐺 e uma coleção de homomorfismos 𝜄𝜆 : 𝐺𝜆 → 𝐺 com a seguinte
propriedade: dado um conjunto de homomorfismos 𝜙𝜆 : 𝐺𝜆 → 𝐻 sobre qualquer grupo









Os grupos 𝐺𝜆’s são chamados de fatores livres de 𝐺. Quando Λ é um conjunto
finito {𝜆1, 𝜆2, · · · , 𝜆𝑛}, denotamos 𝐺 por
𝐺 := 𝐺𝜆1 *𝐺𝜆2 * · · · *𝐺𝜆𝑛 .
As funções 𝜄𝜆 são injetivas. De fato, se 𝐻 é algum 𝐺𝜆 e 𝜙𝜆 = 𝑖𝑑𝐺𝜆 é o homomorfismo
identidade de 𝐺𝜆 e 𝜙𝜇 é o homomorfismo trivial 𝜙𝜇(𝑥) = 1𝐻 para todo 𝜇 ̸= 𝜆 e 𝑥 ∈ 𝐺𝜇,
então, por definição, existe um único homomorfismo 𝜙 : 𝐺→ 𝐺𝜆 tal que 𝜙𝜄𝜆 = 𝑖𝑑𝐺𝜆 , de
modo que 𝜄𝜆 é injetiva para todo 𝜆 ∈ Λ.
Dado uma família não vazia de grupos {𝐺𝜆 |𝜆 ∈ 𝛬} o produto livre dos grupos 𝐺𝜆
existe e é único.
Proposição 1.4.5 [20, Proposição 6.2.1] Sejam 𝐺1 e 𝐺2 produtos livres do conjunto
{𝐺𝜆 |𝜆 ∈ Λ}. Então, 𝐺1 e 𝐺2 são isomorfos.
Proposição 1.4.6 [20, Proposição 6.2.2] Para toda família não vazia de grupos {𝐺𝜆 |𝜆 ∈
Λ} existe um correspondente produto livre.
Proposição 1.4.7 [15, pág. 196] Seja 𝐺 = 𝐻 * 𝐾 um produto livre de grupos 𝐻 e 𝐾.
Então, [𝐻,𝐾] é um subgrupo livre, normal em 𝐺, gerado livremente pelos símbolos [ℎ, 𝑘] =
ℎ−1𝑘−1ℎ𝑘 onde 1 ̸= ℎ ∈ 𝐻 e 1 ̸= 𝑘 ∈ 𝐾.
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1.5 Produto Tensorial de 𝑅-módulos
Nesta seção temos como objetivo introduzir alguns resultados relacionados ao
produto tensorial de 𝑅-módulos, onde 𝑅 é um anel com unidade qualquer. A referência
utilizada para esta seção foi [24].
Definição 1.5.1 Um 𝑅-módulo à esquerda, denotado por 𝑅𝑀 , onde 𝑅 é um anel com
unidade, é um grupo abeliano (com notação aditiva) 𝑀 possuindo uma multiplicação por
escalar 𝑅×𝑀 →𝑀 , dada por (𝑟,𝑚) ↦→ 𝑟𝑚, satisfazendo,
(i) 𝑟(𝑚+𝑚′) = 𝑟𝑚+ 𝑟𝑚′;
(ii) (𝑟 + 𝑟′)𝑚 = 𝑟𝑚+ 𝑟′𝑚;
(iii) (𝑟𝑟′)𝑚 = 𝑟(𝑟′𝑚);
(iv) 1𝑚 = 𝑚, para todo 𝑚,𝑚′ ∈𝑀 e 𝑟, 𝑟′ ∈ 𝑅.
Exemplos 1.2 (1) Seja Z o anel dos números inteiros. Todo grupo abeliano pode ser
visto como um Z-módulo à esquerda.
(2) Todo anel 𝑅 pode ser visto como um 𝑅-módulo à esquerda se definirmos uma multipli-
cação por escalar 𝑅×𝑅→ 𝑅 como sendo a multiplicação de elementos de 𝑅.
(3) Se 𝑆 é um subanel de um anel 𝑅, então 𝑅 pode ser visto como um 𝑆-módulo à esquerda
onde a multiplicação por escalar 𝑆 × 𝑅 → 𝑅 é dada por (𝑠, 𝑟) ↦→ 𝑠𝑟. Em particular,
tomando o centro de um anel 𝑅
𝑍(𝑅) = {𝑎 ∈ 𝑅 | 𝑎𝑟 = 𝑟𝑎, para todo 𝑟 ∈ 𝑅},
podemos ver 𝑅 como um 𝑍(𝑅)-módulo.
Definição 1.5.2 Se 𝑀 e 𝑁 são 𝑅-módulos à esquerda, então um 𝑅-homomorfismo
(ou uma 𝑅-função) é uma aplicação 𝑓 :𝑀 → 𝑁 tal que, para todos 𝑚,𝑚′ ∈𝑀 e 𝑟 ∈ 𝑅,
(i) 𝑓(𝑚+𝑚′) = 𝑓(𝑚) + 𝑓(𝑚′);
(ii) 𝑓(𝑟𝑚) = 𝑟𝑓(𝑚);
Um 𝑅-isomorfismo é um 𝑅-homomorfismo bijetivo.
Exemplo 1.1 Todo homomorfismo de grupos abelianos é uma Z-função.
As definições de 𝑅-módulo à direita, denotado por 𝑀𝑅, e de 𝑅-homomorfismo de
𝑅-módulos à direita são análogas às definições 1.5.1 e 1.5.2, respectivamente. O núcleo e a
imagem de uma 𝑅-função 𝑓 : 𝑀 → 𝑁 entre 𝑅-módulos são definidos, respectivamente,
como
ker 𝑓 = {𝑚 ∈𝑀 | 𝑓(𝑚) = 0}, Im 𝑓 = {𝑓(𝑚) ∈ 𝑁 |𝑚 ∈𝑀}.
Definição 1.5.3 Se 𝑀 é um 𝑅-módulo à esquerda, então um submódulo 𝑁 de 𝑀 ,
denotado por 𝑁 ⊆ 𝑀 , é um subgrupo (com notação aditiva) 𝑁 de 𝑀 fechado sob a
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multiplicação por escalar 𝑟𝑛 ∈ 𝑁 , sempre que 𝑛 ∈ 𝑁 e 𝑟 ∈ 𝑅. Similarmente, um submódulo
𝐾 de um 𝑅-módulo à direita 𝐿 é um subgrupo (com notação aditiva) de 𝐿 fechado sob a
multiplicação por escalar, 𝑘𝑟 ∈ 𝐾, sempre que 𝑘 ∈ 𝐾 e 𝑟 ∈ 𝑅.
Exemplos 1.3 (1) Seja 𝐺 um grupo abeliano com notação aditiva. Como Z-módulo, os
submódulos de 𝐺 são seus subgrupos.
(2) Seja 𝑋 um subconjunto de um 𝑅-módulo 𝑀 à esquerda, então o conjunto de todas as




𝑟𝑖𝑥𝑖 | 𝑟𝑖 ∈ 𝑅, 𝑥𝑖 ∈ 𝑋
}︂
,
é um submódulo chamado submódulo gerado por 𝑋. Um 𝑅-módulo 𝑀 é chamado cíclico
se existe 𝑚 ∈𝑀 , tal que
𝑀 = {𝑟𝑚 | 𝑟 ∈ 𝑅}.
Se 𝑀 é um 𝑅-módulo e 𝑚 ∈𝑀 , então um submódulo cíclico gerado por 𝑚, denotado por
⟨𝑚⟩, é
⟨𝑚⟩ = {𝑟𝑚 | 𝑟 ∈ 𝑅}.
Definição 1.5.4 Se 𝑁 é um submódulo de um 𝑅-módulo à esquerda, então o 𝑅-módulo
quociente é o grupo quociente 𝑀
𝑁
com multiplicação por escalar dada por
𝑟(𝑚+𝑁) = 𝑟𝑚+𝑁. (1.11)
A função natural
𝑔 : 𝑀 −→ 𝑀
𝑁
𝑚 ↦−→ 𝑚+𝑁
é uma 𝑅-função. Além disso, a multiplicação por escalar (1.11) está bem definida, pois,
se 𝑚 + 𝑁 = 𝑚′ + 𝑁 , então 𝑚 −𝑚′ ∈ 𝑁 . Logo, 𝑟(𝑚 −𝑚′) = 𝑟𝑚 − 𝑟𝑚′ ∈ 𝑁 , pois 𝑁 é
submódulo. Portanto, 𝑟𝑚+𝑁 = 𝑟𝑚′ +𝑁.
Definição 1.5.5 Sejam 𝑀 um 𝑅-módulo à esquerda e 𝑆1, 𝑆2, · · · , 𝑆𝑛 submódulos de 𝑀 .
Dizemos que 𝑀 é uma soma direta (interna) de 𝑆𝑖, denotada por




se cada 𝑚 ∈ 𝑀 tem uma única expressão da forma 𝑚 = 𝑠1 + · · · + 𝑠𝑛, onde 𝑠𝑖 ∈ 𝑆𝑖
para todo 𝑖 = 1, 2, · · · , 𝑛. Mais ainda, dizemos que 𝑀 é uma soma direta de uma família
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se 𝑀 consiste de todas as 𝑖-tuplas (𝑠𝑖) onde cada 𝑖-ésima coordenada 𝑠𝑖 pertence ao
submódulo 𝑆𝑖, para todo 𝑖, tendo somente um número finito de coordenadas não nulas.





onde 𝜇𝑖𝑠𝑖 : 𝐼 → ⋃︀𝑖∈𝐼 𝑆𝑖 é uma aplicação dada por 𝜇𝑖𝑠𝑖(𝑖) = 𝑠𝑖 ∈ 𝑆𝑖 e 𝜇𝑖𝑠𝑖(𝑗) = 0 ∈ 𝑆𝑗 para
todo 𝑖, 𝑗 ∈ 𝐼 e 𝑗 ̸= 𝑖.
Definição 1.5.6 Um 𝑅-módulo à esquerda 𝐹 é um 𝑅-módulo à esquerda livre se 𝐹
é isomorfo a uma soma direta de cópias de 𝑅, isto é, existe um conjunto 𝐵 de índices
(possivelmente infinito) com 𝐹 =⨁︀𝑏∈𝐵 𝑅𝑏, onde 𝑅𝑏 = ⟨𝑏⟩ ≃ 𝑅 para todo 𝑏 ∈ 𝐵. Chamamos
𝐵 de base de 𝐹 .
Note que, pela definição de soma direta interna de 𝑅-módulos, cada elemento





onde 𝑟𝑏 ∈ 𝑅 e quase todos 𝑟𝑏’s são nulos. Assim, 𝐹 = ⟨𝐵⟩.
Um Z-módulo livre é também chamado de grupo abeliano livre (veja também [23,
pág. 312]). Todo anel 𝑅, quando considerado como um módulo à esquerda sobre si mesmo
é um 𝑅-módulo livre.
Proposição 1.5.1 [24, Proposição 2.33] Seja 𝑅 um anel. Dado qualquer conjunto 𝐵,
existe um 𝑅-módulo à esquerda livre 𝐹 com base 𝐵.
Proposição 1.5.2 (Extensão por Linearidade) [24, Proposição 2.34] Sejam 𝑅 um anel,
𝐹 um 𝑅-módulo à esquerda livre com base 𝑋 e 𝑀 um 𝑅-módulo à esquerda. Se 𝑓 : 𝑋 →𝑀
é qualquer função, então existe uma única 𝑅-função 𝑓 : 𝐹 → 𝑀 com 𝑓𝜇 = 𝑓 , onde









Demonstração: Dado que 𝐹 é um 𝑅-módulo à esquerda livre com base 𝑋, por definição,





Capítulo 1. Preliminares 26
onde 𝑟𝑥 ∈ 𝑅 e quase todos 𝑟𝑥’s são nulos. Como candidata para a 𝑅-função 𝑓 : 𝐹 →𝑀
que estende 𝑓 : 𝑋 →𝑀 , tomaremos




Devido a unicidade da expressão de cada elemento de 𝐹 , temos que 𝑓 é bem definida.








Segue pela definição que 𝑓 é uma 𝑅-função. Agora, dado que 𝐹 = ⟨𝑋⟩, então qualquer
𝑅-função 𝑔 : 𝐹 → 𝑀 que estende 𝑓 coincidirá com 𝑓 na base 𝑋, logo, em todo o 𝐹 .
Portanto, 𝑓 é única.
Definição 1.5.7 Sejam 𝑅 um anel, 𝐴 um 𝑅-módulo à direita, 𝐵 um 𝑅-módulo à esquerda,
e 𝐺 um grupo abeliano (com notação aditiva). Uma função 𝑓 : 𝐴 × 𝐵 → 𝐺 é chamada
𝑅-biaditiva se, para todos 𝑎, 𝑎′ ∈ 𝐴, 𝑏, 𝑏′ ∈ 𝐵 e 𝑟 ∈ 𝑅, satisfazer as seguintes condições:
𝑓(𝑎+ 𝑎′, 𝑏) = 𝑓(𝑎, 𝑏) + 𝑓(𝑎′, 𝑏),
𝑓(𝑎, 𝑏+ 𝑏′) = 𝑓(𝑎, 𝑏) + 𝑓(𝑎, 𝑏′),
𝑓(𝑎𝑟, 𝑏) = 𝑓(𝑎, 𝑟𝑏).
Exemplo 1.2 Seja 𝑅 um anel. Então, a multiplicação por escalar 𝜇 : 𝑅×𝑅→ 𝑅 dada
pela multiplicação de elementos de 𝑅 é 𝑅-biaditiva. De fato, os dois primeiros axiomas são
as leis distributivas em 𝑅 e o terceiro axioma é a lei associativa da multiplicação em 𝑅.
Definição 1.5.8 Sejam 𝑅 um anel, 𝐴𝑅 e 𝑅𝐵 módulos. O produto tensorial de 𝐴 por
𝐵 é um grupo abeliano 𝐴⊗𝑅 𝐵 e uma função 𝑅-biaditiva
ℎ : 𝐴×𝐵 → 𝐴⊗𝑅 𝐵,
tal que, para todo grupo abeliano 𝐺 e toda função 𝑅-biaditiva 𝑓 : 𝐴×𝐵 → 𝐺, existe um









Os próximos resultados nos dizem que o produto tensorial de 𝑅-módulos existe e é
único, a menos de isomorfismos.
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Proposição 1.5.3 [24, Proposição 2.44] Se 𝑈 e 𝐴⊗𝑅 𝐵 são produtos tensoriais de 𝐴𝑅 e
𝑅𝐵 sobre 𝑅, então 𝐴⊗𝑅 𝐵 ≃ 𝑈.
Demonstração: Dado que 𝑈 é um produto tensorial de 𝑅-módulos 𝐴𝑅 e 𝑅𝐵, pela
definição, se 𝜂 : 𝐴 × 𝐵 → 𝑈 é a função 𝑅-biaditiva associada, então para todo grupo
abeliano 𝐺 e toda função 𝑅-biaditiva 𝑓 : 𝐴×𝐵 → 𝐺, existe um único Z-homomorfismo









comutar. Em particular, considerando 𝐺 = 𝐴 ⊗𝑅 𝐵 e 𝑓 = ℎ, existe um único Z-
homomorfismo ℎ′ : 𝑈 → 𝐴 ⊗𝑅 𝐵 tal que ℎ′𝜂 = ℎ. Analogamente, dado que 𝐴 ⊗𝑅 𝐵
é um produto tensorial de 𝐴𝑅 e 𝑅𝐵, então temos uma função 𝑅-biaditiva associada
ℎ : 𝐴×𝐵 → 𝐴⊗𝑅𝐵, tal que para todo grupo abeliano 𝐺 e para toda função 𝜂′ : 𝐴×𝐵 → 𝐺,
existe um único Z-homomorfismo 𝜂 : 𝐴⊗𝑅 𝐵 → 𝐺 para o qual vale 𝜂ℎ = 𝜂′. Neste caso,














(ℎ′𝜂)ℎ = ℎ′(𝜂ℎ) = ℎ′𝜂 = ℎ














comuta. Mas, a identidade 𝑖𝑑𝐴⊗𝑅𝐵 também faz o diagrama comutar. Logo, pela unicidade
do Z-homomorfismo da definição de produto tensorial temos que ℎ′𝜂 = 𝑖𝑑𝐴⊗𝑅𝐵. Por um
argumento similar, temos que 𝜂ℎ′ = 𝑖𝑑𝑈 . Consequentemente, 𝜂 : 𝐴 ⊗𝑅 𝐵 → 𝑈 é um
isomorfismo.
Para a demonstração da próxima proposição, usaremos o seguinte fato:
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Corolário 1.5.1 [24, pág. 66] Seja 𝑓 :𝑀 → 𝑁 uma 𝑅-função e 𝐾 um submódulo de um





Proposição 1.5.4 [24, Proposição 2.45] Se 𝑅 é um anel, 𝐴𝑅 e 𝑅𝐵 são módulos, então o
produto tensorial 𝐴⊗𝑅 𝐵 existe.
Demonstração: Seja 𝐹 um grupo abeliano livre com base 𝐴 × 𝐵, isto é, 𝐹 é livre em
todos os pares ordenados (𝑎, 𝑏) com 𝑎 ∈ 𝐴 e 𝑏 ∈ 𝐵. Definimos 𝑆 como sendo o subgrupo
de 𝐹 gerado por todos os elementos do seguinte tipo:
(𝑎, 𝑏+ 𝑏′)− (𝑎, 𝑏)− (𝑎, 𝑏′),
(𝑎+ 𝑎′, 𝑏)− (𝑎, 𝑏)− (𝑎′, 𝑏),
(𝑎𝑟, 𝑏)− (𝑎, 𝑟𝑏).
Pela Proposição 1.5.3 é suficiente mostrar que 𝐹
𝑆
satisfaz as condições de produto tensorial.
Denotando a classe (𝑎, 𝑏) + 𝑆 por 𝑎⊗ 𝑏, podemos considerar a seguinte função:
ℎ : 𝐴×𝐵 −→ 𝐹
𝑆
(𝑎, 𝑏) ↦−→ 𝑎⊗ 𝑏.
Note que ℎ é a restrição do homomorfismo canônico 𝜓 : 𝐹 → 𝐹
𝑆
à base 𝐴 × 𝐵 de 𝐹 .
Queremos mostrar que 𝐹
𝑆
e ℎ satisfazem a definição de produto tensorial. Como
(𝑎, 𝑏+ 𝑏′)− (𝑎, 𝑏)− (𝑎, 𝑏′) ∈ 𝑆,
segue que,
𝑎⊗ (𝑏+ 𝑏′) = 𝑎⊗ 𝑏+ 𝑎⊗ 𝑏′.
Como
(𝑎+ 𝑎′, 𝑏)− (𝑎, 𝑏)− (𝑎′, 𝑏) ∈ 𝑆,
temos que
(𝑎+ 𝑎′)⊗ 𝑏 = 𝑎⊗ 𝑏+ 𝑎′ ⊗ 𝑏.
Da mesma forma, como
(𝑎𝑟, 𝑏)− (𝑎, 𝑟𝑏) ∈ 𝑆
segue que
𝑎𝑟 ⊗ 𝑏 = 𝑎⊗ 𝑟𝑏.
Consequentemente, ℎ é 𝑅-biaditiva. Agora, sejam 𝐺 um grupo abeliano qualquer, 𝑓 :
𝐴×𝐵 → 𝐺 uma função 𝑅-biaditiva, e seja 𝑖 : 𝐴×𝐵 → 𝐹 a função inclusão. Dado que 𝐹
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é abeliano livre com base 𝐴×𝐵, pela Proposição 1.5.2, existe um único homomorfismo
𝜙 : 𝐹 → 𝐺 tal que 𝜙(𝑎, 𝑏) = 𝑓(𝑎, 𝑏), para todo (𝑎, 𝑏) ∈ 𝐴×𝐵. Segue que 𝑆 ⊆ ker𝜙, pois
𝑓 é 𝑅-biaditiva. Então, pelo Corolário 1.5.1, 𝜙 induz uma 𝑅-função 𝑓 : 𝐹
𝑆
→ 𝐺 dada por
𝑓(𝑎⊗ 𝑏) = 𝑓((𝑎, 𝑏) + 𝑆) = 𝜙(𝑎, 𝑏) = 𝑓(𝑎, 𝑏).

















comuta. Mas, dado que 𝐹
𝑆
é gerado pelo conjunto de todos 𝑎⊗ 𝑏’s, então 𝑓 é o único que
estende 𝑓 . Daí, (𝐹
𝑆
, ℎ) é um produto tensorial dos 𝑅-módulos 𝐴 e 𝐵, e pela Proposição
1.5.3 segue que 𝐹
𝑆
≃ 𝐴⊗𝑅 𝐵.
Teorema 1.5.1 [24, Teorema 2.65] Sejam 𝐴 um 𝑅-módulo à direita e (𝐵𝑖)𝑖∈𝐼 uma família
de 𝑅-módulos à esquerda. Existe um 𝑍(𝑅)-isomorfismo
𝜏 : 𝐴⊗𝑅 (⨁︀𝑖∈𝐼 𝐵𝑖) −→⨁︁
𝑖∈𝐼
(𝐴⊗𝑅 𝐵𝑖)
𝑎⊗ (𝑏𝑖)𝑖∈𝐼 ↦−→ (𝑎⊗ 𝑏𝑖)𝑖∈𝐼 .
Mais ainda, se 𝑅 é comutativo, então 𝜏 é um 𝑅-isomorfismo.
A seguir, denotaremos por Z𝑚 ao grupo abeliano (aditivo) das classes de congruência
módulo 𝑚 em Z.
Proposição 1.5.5 Sejam 𝑚 e 𝑛 números inteiros positivos. Então,
Z𝑚 ⊗Z Z𝑛 ≃ Z𝑑,
onde 𝑑 = 𝑚𝑑𝑐(𝑚,𝑛).
Demonstração: Pela Proposição 1.5.3, é suficiente mostrar que Z𝑑 satisfaz as condições
para ser o produto tensorial de Z𝑚 e Z𝑛. Para isso, definiremos uma aplicação
𝜓 : Z𝑚 × Z𝑛 −→ Z𝑑
([𝑥]𝑚, [𝑦]𝑛) ↦−→ [𝑥𝑦]𝑑,
onde [𝑧]𝑘 é um elemento de Z𝑘, com 𝑘 ∈ {𝑚,𝑛, 𝑑}. Vejamos que 𝜓 é bem definida. De fato,
se
([𝑥1]𝑚, [𝑦1]𝑛) = ([𝑥2]𝑚, [𝑦2]𝑛),
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então
𝑚 | (𝑥1 − 𝑥2) e 𝑛 | (𝑦1 − 𝑦2).
Como 𝑑 = 𝑚𝑑𝑐(𝑚,𝑛), temos
𝑑 | (𝑥1 − 𝑥2) e 𝑑 | (𝑦1 − 𝑦2).
Em particular,
𝑑 | (𝑥1 − 𝑥2)𝑦1 e 𝑑 | (𝑦1 − 𝑦2)𝑥2.
Logo, 𝑑 | (𝑥1𝑦1 − 𝑥2𝑦2) e [𝑥1𝑦1]𝑑 = [𝑥2𝑦2]𝑑, como queríamos. Além disso, segue da definição
usual de soma em Z𝑘 que 𝜓 é Z-biaditiva. Tomando um grupo abeliano 𝐺 e uma função
𝑔 : Z𝑚 × Z𝑛 → 𝐺, Z-biaditiva, definiremos uma aplicação
𝜂 : Z𝑑 −→ 𝐺
[𝑥]𝑑 ↦−→ 𝑔([1]𝑚, [𝑥]𝑛).
que é um Z-homomorfismo, pois 𝑔 é Z-biaditiva. Além disso,
𝜂𝜓([𝑥1]𝑚, [𝑦1]𝑛) = 𝜂([𝑥1𝑦1]𝑑) = 𝑔([1]𝑚, [𝑥1𝑦1]𝑛) = 𝑔([1]𝑚, 𝑥1[𝑦1]𝑛) = 𝑔([𝑥1]𝑚, [𝑦1]𝑛).
Agora, se 𝜂 : Z𝑑 → 𝐺 é outro Z-homomorfismo para o qual 𝜂𝜓 = 𝑔, então segue que 𝜂 = 𝜂,
pois coincidem nos geradores de Z𝑑. Portanto, Z𝑑 satisfaz as condições para ser o produto
tensorial de Z𝑚 e Z𝑛, e pela Proposição 1.5.3, segue que Z𝑚 ⊗Z Z𝑛 ≃ Z𝑑, para quaisquer
inteiros 𝑚, 𝑛 e 𝑑 = 𝑚𝑑𝑐(𝑚,𝑛).
Vejamos alguns exemplos:
Exemplo 1.3 Denotando por 𝐶𝑝 o grupo cíclico de ordem 𝑝, onde 𝑝 é um número primo,
vamos considerar os seguintes grupos abelianos:
𝐺 = 𝐶𝑝 × 𝐶𝑝 × 𝐶𝑝 e 𝐻 = 𝐶𝑝2 × 𝐶𝑝3 ,
Então, pelo Teorema 1.5.1 e pela Proposição 1.5.5, temos:
𝐺⊗Z 𝐺 = (𝐶𝑝 × 𝐶𝑝 × 𝐶𝑝)⊗Z (𝐶𝑝 × 𝐶𝑝 × 𝐶𝑝)
1.5.1≃ (𝐶𝑝 ⊗Z 𝐶𝑝)× · · · × (𝐶𝑝 ⊗Z 𝐶𝑝)⏟  ⏞  
9 𝑣𝑒𝑧𝑒𝑠
1.5.5≃ 𝐶𝑝 × 𝐶𝑝 × · · · × 𝐶𝑝⏟  ⏞  
9 𝑣𝑒𝑧𝑒𝑠
.
Em particular, |𝐺⊗Z 𝐺| = 𝑝9. Analogamente,
𝐻 ⊗Z 𝐻 = (𝐶𝑝2 × 𝐶𝑝3)⊗Z (𝐶𝑝2 × 𝐶𝑝3)
1.5.1≃ (𝐶𝑝2 ⊗Z 𝐶𝑝2)× (𝐶𝑝2 ⊗Z 𝐶𝑝3)× (𝐶𝑝3 ⊗Z 𝐶𝑝2)× (𝐶𝑝3 ⊗Z 𝐶𝑝3)
1.5.5≃ 𝐶𝑝2 × 𝐶𝑝2 × 𝐶𝑝2 × 𝐶𝑝3 .
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Logo, |𝐻 ⊗Z 𝐻| = 𝑝9. Agora, considere
𝐺⊗Z 𝐻 = (𝐶𝑝 × 𝐶𝑝 × 𝐶𝑝)⊗Z (𝐶𝑝2 × 𝐶𝑝3)
1.5.1≃ 𝐶𝑝 ⊗Z (𝐶𝑝2 × 𝐶𝑝3)× 𝐶𝑝 ⊗Z (𝐶𝑝2 × 𝐶𝑝3)× 𝐶𝑝 ⊗Z (𝐶𝑝2 × 𝐶𝑝3)
1.5.5≃
1.5.1
𝐶𝑝 × · · · × 𝐶𝑝⏟  ⏞  
6 𝑓𝑎𝑡𝑜𝑟𝑒𝑠
.
Desse modo, |𝐺⊗Z 𝐻| = 𝑝6.
Exemplo 1.4 Agora, considerando o grupo diedral 𝐷8 de ordem 8, temos que
𝐷8 = ⟨𝑥, 𝑦 |𝑥4 = 1 = 𝑦2 , 𝑦−1𝑥𝑦 = 𝑥−1⟩.
Além disso,










≃ 𝐶2 ⊗Z (𝐶2 × 𝐶2) 1.5.5≃1.5.1 𝐶2 × 𝐶2.
𝐷8
Φ(𝐷8)
⊗Z 𝐷8Φ(𝐷8) ≃ (𝐶2 × 𝐶2)⊗Z (𝐶2 × 𝐶2)
1.5.5≃
1.5.1





≃ (𝐶2 × 𝐶2)⊗Z (𝐶2 × 𝐶2) 1.5.5≃1.5.1 𝐶2 × 𝐶2 × 𝐶2 × 𝐶2.
O próximo exemplo nos mostra que podemos obter o mesmo produto tensorial
tomando diferentes grupos abelianos.
Exemplo 1.5 Consideraremos 𝐺 = 𝐶𝑝 ×𝐶𝑝2 e 𝐻 = 𝐶𝑝 ×𝐶𝑝, onde 𝑝 é um número primo.
Então,
𝐺⊗Z𝐻 = (𝐶𝑝×𝐶𝑝2)⊗Z (𝐶𝑝×𝐶𝑝) ≃ 𝐶𝑝×𝐶𝑝×𝐶𝑝×𝐶𝑝 e 𝐻 ⊗Z𝐻 ≃ 𝐶𝑝×𝐶𝑝×𝐶𝑝×𝐶𝑝.
1.6 Produto Tensorial Não Abeliano de Grupos
Nosso objetivo neste trabalho será desenvolver uma construção relacionada a um
conceito mais geral que o produto tensorial de 𝑅-módulos, a saber o produto tensorial
não abeliano de grupos. Tal construção foi introduzida por R. Brown e J. Loday, em [8],
generalizando o produto tensorial usual 𝐺𝑎𝑏 ⊗Z 𝐻𝑎𝑏 de grupos abelianizados, assumindo
que um age sobre o outro compativelmente. Mais especificamente,
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Definição 1.6.1 Sejam 𝐺 e 𝐻 grupos e considere as ações (à direita)
𝜑1 : 𝐺×𝐻 −→ 𝐺 , 𝜑2 : 𝐻 ×𝐺 −→ 𝐻
(𝑔, ℎ) ↦−→ 𝜑1(𝑔, ℎ) = 𝑔ℎ (ℎ, 𝑔) ↦−→ 𝜑2(ℎ, 𝑔) = ℎ𝑔
















onde 𝐺 e 𝐻 agem sobre si mesmos por conjugação. Então, o produto tensorial não
abeliano 𝐺⊗𝐻 é o grupo gerado pelos símbolos 𝑔⊗ℎ (chamados de tensores), com 𝑔 ∈ 𝐺,
ℎ ∈ 𝐻, satisfazendo as seguintes relações:
𝑔𝑔1 ⊗ ℎ = (𝑔𝑔1 ⊗ ℎ𝑔1)(𝑔1 ⊗ ℎ), 𝑔 ⊗ ℎℎ1 = (𝑔 ⊗ ℎ1)(𝑔ℎ1 ⊗ ℎℎ1), (1.13)
para todos 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻, onde a ação de 𝐺 sobre si mesmo é a conjugação
𝑔𝑔1 = 𝑔−11 𝑔𝑔1, e analogamente para 𝐻.
Cabe ressaltar as semelhanças entre as relações (1.13) e as regras envolvendo
comutadores, a saber:
[𝑥𝑦, 𝑧] = [𝑥𝑦, 𝑧𝑦][𝑦, 𝑧] e [𝑥, 𝑦𝑧] = [𝑥, 𝑧][𝑥𝑧, 𝑦𝑧],
onde 𝑥, 𝑦 e 𝑧 são elementos genéricos de um grupo 𝐺. Além disso, como a ação por
conjugação de um grupo 𝐺 em si mesmo
𝜑 : 𝐺×𝐺 −→ 𝐺
(𝑔, ℎ) ↦−→ 𝑔ℎ = ℎ−1𝑔ℎ,
satisfaz (1.12), o grupo 𝐺⊗𝐺 pode ser sempre definido. O grupo 𝐺⊗𝐺 é chamado de
quadrado tensorial não abeliano de 𝐺.
Supondo que 𝐺 e 𝐻 agem compativelmente um sobre o outro, e além disso,
considerando que 𝐺 e 𝐻 agem trivialmente um sobre o outro, isto é, 𝑔ℎ1 = 𝑔1 e ℎ
𝑔
1 = ℎ1
para todos 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻, então o produto tensorial não abeliano de 𝐺 e 𝐻, 𝐺⊗𝐻
é isomorfo ao produto tensorial usual de Z-módulos 𝐺𝑎𝑏 ⊗Z 𝐻𝑎𝑏. Para mostrarmos isso,
necessitamos de algumas propriedades encontradas em [7] e [8], e assumiremos que 𝐺 e 𝐻
agem compativelmente um sobre o outro e sobre si mesmos por conjugação.
Definição 1.6.2 Sejam 𝐺,𝐻 e 𝐿 grupos, onde 𝐺 e 𝐻 agem compativelmente um sobre
o outro e sobre si mesmos por conjugação. Dizemos que uma aplicação 𝜃 : 𝐺×𝐻 → 𝐿 é
uma biderivação se satisfazer o seguinte:
𝜃(𝑔𝑔1, ℎ) = 𝜃(𝑔𝑔1 , ℎ𝑔1)𝜃(𝑔1, ℎ) e 𝜃(𝑔, ℎℎ1) = 𝜃(𝑔, ℎ1)𝜃(𝑔ℎ1 , ℎℎ1), (1.14)
para todos 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻.
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Exemplo 1.6 Como a ação de 𝐺 por conjugação sobre si mesmo é compatível, considere-
mos a seguinte aplicação:
𝜑 : 𝐺×𝐺 −→ 𝐺
(𝑔, ℎ) ↦−→ [𝑔, ℎ].
Usando as relações de comutadores [Proposição 1.2.1], podemos verificar que a aplicação
acima é uma biderivação.
Observação 1.2 Usando o Teste da Substituição 1.4.4, podemos verificar que a bideri-
vação 𝜃 : 𝐺×𝐻 → 𝐿 se estende para um único homomorfismo 𝜃* : 𝐺⊗𝐻 → 𝐿 tal que
𝜃*(𝑔 ⊗ ℎ) = 𝜃(𝑔, ℎ), para todos 𝑔 ∈ 𝐺, ℎ ∈ 𝐻.
Proposição 1.6.1 [8, Proposição 2.3] Os grupos 𝐺 e 𝐻 agem sobre 𝐺⊗𝐻 da seguinte
maneira:
(𝑔 ⊗ ℎ)𝑔1 = 𝑔𝑔1 ⊗ ℎ𝑔1 , (𝑔 ⊗ ℎ)ℎ1 = 𝑔ℎ1 ⊗ ℎℎ1 ,
para todos 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻. Com isso, temos uma ação do produto livre 𝐺 *𝐻 sobre
𝐺⊗𝐻 dada por
(𝑔 ⊗ ℎ)𝑥 = 𝑔𝑥 ⊗ ℎ𝑥
para todos 𝑔 ∈ 𝐺, ℎ ∈ 𝐻 e 𝑥 ∈ 𝐺 *𝐻.
Demonstração: Vamos construir um homomorfismo 𝛽 : 𝐺→ 𝐴𝑢𝑡(𝐺⊗𝐻), onde 𝐴𝑢𝑡(𝐺⊗
𝐻) denota o grupo de todos os automorfismos de 𝐺⊗𝐻. Para isso, consideramos a função
𝜃𝑔1 : 𝐺×𝐻 −→ 𝐺⊗𝐻
(𝑔, ℎ) ↦−→ 𝑔𝑔1 ⊗ ℎ𝑔1 ,
que é uma biderivação, pois, tomando quaisquer 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺 e ℎ ∈ 𝐻, temos que
𝜃𝑔1(𝑔2𝑔3, ℎ) = (𝑔2𝑔3)𝑔1 ⊗ ℎ𝑔1
= 𝑔𝑔12 𝑔𝑔13 ⊗ ℎ𝑔1
(1.13)= ((𝑔𝑔12 )𝑔
𝑔1
3 ⊗ (ℎ𝑔1)𝑔𝑔13 )(𝑔𝑔13 ⊗ ℎ𝑔1)





Analogamente, temos 𝜃𝑔1(𝑔, ℎℎ1) = 𝜃𝑔1(𝑔, ℎ1)𝜃𝑔1(𝑔ℎ1 , ℎℎ1), para todos 𝑔 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻.
Portanto, pela Observação 1.2, 𝜃𝑔1 se estende para um único homomorfismo 𝜃*𝑔1 : 𝐺 ⊗




= 𝑖𝑑𝐺⊗𝐻 = 𝜃*𝑔−11 𝜃
*
𝑔1 . Segue que, 𝜃*𝑔1 é um automorfismo de 𝐺 ⊗ 𝐻. Agora, uma
verificação direta nos mostra que a aplicação 𝛽 : 𝐺→ 𝐴𝑢𝑡(𝐺⊗𝐻), dada por 𝛽(𝑔1) = 𝜃*𝑔1 ,
é um homomorfismo, para todo 𝑔1 ∈ 𝐺. Analogamente se mostra a existência de um
homomorfismo 𝛼 : 𝐻 → 𝐴𝑢𝑡(𝐺⊗𝐻).
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A seguir veremos algumas relações computacionais que são satisfeitas no produto
tensorial não abeliano 𝐺⊗𝐻.
Proposição 1.6.2 [7, Proposição 3] Para todos 𝑔, 𝑔1 ∈ 𝐺 e ℎ, ℎ1 ∈ 𝐻, temos as seguintes
relações:
(i) (𝑔−1 ⊗ ℎ)𝑔 = (𝑔 ⊗ ℎ)−1 = (𝑔 ⊗ ℎ−1)ℎ;
(ii) (𝑔 ⊗ ℎ)−1(𝑔1 ⊗ ℎ1)(𝑔 ⊗ ℎ) = (𝑔1 ⊗ ℎ1)[𝑔,ℎ] = (𝑔1 ⊗ ℎ1)𝑔−1𝑔ℎ = (𝑔1 ⊗ ℎ1)ℎ−𝑔ℎ;
(iii) 𝑔−1𝑔ℎ ⊗ ℎ1 = (𝑔 ⊗ ℎ)−1(𝑔 ⊗ ℎ)ℎ1 e 𝑔1 ⊗ ℎ−𝑔ℎ = (𝑔 ⊗ ℎ)−𝑔1(𝑔 ⊗ ℎ);
(iv) [𝑔 ⊗ ℎ, 𝑔1 ⊗ ℎ1] = 𝑔−1𝑔ℎ ⊗ ℎ−𝑔1ℎ1.
Demonstração: (𝑖) Antes de mostrarmos este item, verificaremos que o elemento neutro
1𝐺⊗𝐻 de 𝐺⊗𝐻 pode ser dado por 1⊗ ℎ ou 𝑔 ⊗ 1. De fato,
(𝑔 ⊗ ℎ)1𝐺⊗𝐻 = (𝑔1⊗ ℎ) (1.13)= (𝑔1 ⊗ ℎ1)(1⊗ ℎ) = (𝑔 ⊗ ℎ)(1⊗ ℎ),
implica que 1𝐺⊗𝐻 = 1⊗ ℎ. Analogamente, mostra-se que 1𝐺⊗𝐻 = 𝑔 ⊗ 1. Continuando a
demonstração, vejamos que para todos 𝑔 ∈ 𝐺, ℎ ∈ 𝐻,
1⊗ ℎ = 𝑔−1𝑔 ⊗ ℎ (1.13)= ((𝑔−1)𝑔 ⊗ ℎ𝑔)(𝑔 ⊗ ℎ) (1.6.1)= (𝑔−1 ⊗ ℎ)𝑔(𝑔 ⊗ ℎ).
Analogamente,
𝑔 ⊗ 1 = 𝑔 ⊗ ℎ−1ℎ = (𝑔 ⊗ ℎ)(𝑔ℎ ⊗ (ℎ−1)ℎ) = (𝑔 ⊗ ℎ)(𝑔 ⊗ ℎ−1)ℎ.
De modo que, (𝑔−1 ⊗ ℎ)𝑔 = (𝑔 ⊗ ℎ)−1 = (𝑔 ⊗ ℎ−1)ℎ.
(𝑖𝑖) Tomando 𝑚,𝑛 ∈ 𝐺 e 𝑎, 𝑏 ∈ 𝐻, segue da Proposição 1.6.1 que
𝑚𝑛⊗ 𝑎𝑏 = (𝑚⊗ 𝑎𝑏)𝑛(𝑛⊗ 𝑎𝑏) = ((𝑚⊗ 𝑏)(𝑚⊗ 𝑎)𝑏)𝑛(𝑛⊗ 𝑏)(𝑛⊗ 𝑎)𝑏
= (𝑚⊗ 𝑏)𝑛(𝑚⊗ 𝑎)𝑏𝑛(𝑛⊗ 𝑏)(𝑛⊗ 𝑎)𝑏.
Por outro lado,
𝑚𝑛⊗ 𝑎𝑏 = (𝑚𝑛⊗ 𝑏)(𝑚𝑛⊗ 𝑎)𝑏 = (𝑚⊗ 𝑏)𝑛(𝑛⊗ 𝑏)(𝑚⊗ 𝑎)𝑛𝑏(𝑛⊗ 𝑎)𝑏.
Comparando as duas últimas igualdades, temos
(𝑚⊗ 𝑎)𝑏𝑛(𝑛⊗ 𝑏) = (𝑛⊗ 𝑏)(𝑚⊗ 𝑎)𝑛𝑏. (1.15)
Agora, para 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻, consideramos 𝑚 = 𝑔𝑔−1ℎ−11 , 𝑛 = 𝑔, 𝑎 = ℎ𝑔
−1ℎ−1
1 e 𝑏 = ℎ na










Novamente pela Proposição 1.6.1,
(𝑔1 ⊗ ℎ1)(𝑔 ⊗ ℎ) = (𝑔 ⊗ ℎ)(𝑔1 ⊗ ℎ1)[𝑔,ℎ].
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Consequentemente,
(𝑔 ⊗ ℎ)−1(𝑔1 ⊗ ℎ1)(𝑔 ⊗ ℎ) = (𝑔1 ⊗ ℎ1)[𝑔,ℎ]. (1.16)



















1 )𝑔ℎ = 𝑔𝑔
−1𝑔ℎ
1 .














Portanto, usando também a Proposição 1.6.1, segue que




1 = (𝑔1 ⊗ ℎ1)𝑔−1𝑔ℎ .
Semelhantemente, (𝑔1 ⊗ ℎ1)[𝑔,ℎ] = (𝑔1 ⊗ ℎ1)ℎ−𝑔ℎ. Como queríamos demonstrar.
(𝑖𝑖𝑖) Para todos 𝑔 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻, vale que
𝑔−1𝑔ℎ ⊗ ℎ1 = (𝑔−ℎ−1𝑔 ⊗ ℎℎ−11 )ℎ
= [(𝑔−ℎ−1 ⊗ ℎℎ−11 )𝑔(𝑔 ⊗ ℎℎ
−1
1 )]ℎ
= [(𝑔−1 ⊗ ℎ1)ℎ−1𝑔(𝑔 ⊗ ℎℎ1ℎ−1)]ℎ
= [(𝑔−1 ⊗ ℎ1)ℎ−1𝑔(𝑔 ⊗ ℎ−1)(𝑔 ⊗ ℎℎ1)ℎ−1 ]ℎ
= (𝑔−1 ⊗ ℎ1)ℎ−1𝑔ℎ(𝑔 ⊗ ℎ−1)ℎ(𝑔 ⊗ ℎℎ1)ℎ−1ℎ
(𝑖)= (𝑔−1 ⊗ ℎ1)𝑔𝑔−1ℎ−1𝑔ℎ(𝑔 ⊗ ℎ)−1(𝑔 ⊗ ℎℎ1)
(𝑖)= (𝑔 ⊗ ℎ1)−[𝑔,ℎ](𝑔 ⊗ ℎ)−1(𝑔 ⊗ ℎ1)(𝑔 ⊗ ℎ)ℎ1
(𝑖𝑖)= (𝑔 ⊗ ℎ)−1(𝑔 ⊗ ℎ1)−1(𝑔 ⊗ ℎ)(𝑔 ⊗ ℎ)−1(𝑔 ⊗ ℎ1)(𝑔 ⊗ ℎ)ℎ1
= (𝑔 ⊗ ℎ)−1(𝑔 ⊗ ℎ)ℎ1 .
O outro caso é análogo.
(𝑖𝑣) Para todos 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻, temos que
[𝑔 ⊗ ℎ, 𝑔1 ⊗ ℎ1] = (𝑔 ⊗ ℎ)−1(𝑔1 ⊗ ℎ1)−1(𝑔 ⊗ ℎ)(𝑔1 ⊗ ℎ1)
(𝑖𝑖)= (𝑔 ⊗ ℎ)−1(𝑔 ⊗ ℎ)ℎ−𝑔11 ℎ1
(𝑖𝑖𝑖)= (𝑔−1𝑔ℎ ⊗ ℎ−𝑔11 ℎ1).
A demonstração segue.
Proposição 1.6.3 [8, Proposição 2.3] (i) Existem homomorfismos 𝜆 : 𝐺 ⊗ 𝐻 → 𝐺 e
𝜆′ : 𝐺⊗𝐻 → 𝐻, dados por
𝜆(𝑔 ⊗ ℎ) = 𝑔−1𝑔ℎ e 𝜆′(𝑔 ⊗ ℎ) = ℎ−𝑔ℎ;
(ii) Se 𝑔 ∈ 𝐺, ℎ ∈ 𝐻 e 𝑡 ∈ 𝐺⊗𝐻, então 𝜆(𝑡)⊗ ℎ = 𝑡−1𝑡ℎ e 𝑔 ⊗ 𝜆′(𝑡) = 𝑡−𝑔𝑡;
(iii) As ações de 𝐺 sobre ker𝜆′ e de 𝐻 sobre ker𝜆 são triviais.
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Demonstração: (𝑖) Iremos mostrar a existência do homomorfismo 𝜆. Para isso, conside-
remos a aplicação
𝜃 : 𝐺×𝐻 −→ 𝐺
(𝑔, ℎ) ↦−→ 𝑔−1𝑔ℎ,
e vejamos que 𝜃 é uma biderivação. De fato, considerando 𝑔, 𝑔1 ∈ 𝐺 e ℎ ∈ 𝐻, temos
𝜃(𝑔𝑔1, ℎ) = (𝑔𝑔1)−1(𝑔𝑔1)ℎ
= 𝑔−11 𝑔−1𝑔ℎ𝑔ℎ1





(1.12)= (𝑔𝑔1)−1(𝑔𝑔1)(ℎ𝑔1 )𝑔−11 𝑔ℎ1
= 𝜃(𝑔𝑔1 , ℎ𝑔1)𝜃(𝑔1, ℎ).
Semelhantemente, mostra-se que
𝜃(𝑔, ℎℎ1) = 𝜃(𝑔, ℎ1)𝜃(𝑔ℎ1 , ℎℎ1),
para todos 𝑔 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻. Portanto, pela Observação 1.2, existe um único homomorfismo
𝜆 : 𝐺 ⊗ 𝐻 → 𝐺, tal que 𝜆(𝑔 ⊗ ℎ) = 𝜃(𝑔, ℎ) = 𝑔−1𝑔ℎ. O caso para a existência de 𝜆′ é
análogo.
(𝑖𝑖) Segue diretamente do item (𝑖𝑖𝑖) da Proposição 1.6.2.
(𝑖𝑖𝑖) Tomando 𝑡 ∈ ker𝜆′ e 𝑔 ∈ 𝐺, pelo item (𝑖𝑖) segue que
1𝐺⊗𝐻 = 𝑔 ⊗ 𝜆′(𝑡) = 𝑡−𝑔𝑡.
Portanto, 𝑡𝑔 = 𝑡, para todo 𝑔 ∈ 𝐺. Logo, a ação de 𝐺 em ker𝜆′ é trivial. O outro caso é
análogo.
Teorema 1.6.1 [8, Proposição 2.4] Sejam 𝐺 e 𝐻 grupos, agindo trivialmente um sobre o
outro. Então,
𝐺⊗𝐻 ≃ 𝐺𝑎𝑏 ⊗Z 𝐻𝑎𝑏.
Demonstração: Dados que 𝐺 e 𝐻 agem trivialmente um sobre o outro, segue do item (𝑖𝑣)
da Proposição 1.6.2 que 𝐺⊗𝐻 é abeliano. Além disso, considerando os homomorfismos 𝜆
e 𝜆′ dados na proposição anterior segue que 𝐺⊗𝐻 = ker𝜆 = ker𝜆′. Logo, pelo item (𝑖𝑖𝑖)
da proposição anterior, segue que 𝐺 e 𝐻 agem trivialmente em 𝐺⊗𝐻. Devido a unicidade
do produto tensorial de Z-módulos [Proposição 1.5.3], mostraremos que 𝐺⊗𝐻 satisfaz a
Definição 1.5.8. Para isso, consideraremos a aplicação
𝜃 : 𝐺𝑎𝑏 ×𝐻𝑎𝑏 −→ 𝐺⊗𝐻
(𝑔, ℎ) ↦−→ 𝑔 ⊗ ℎ,
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que é bem definida, pois se 𝑔 = 𝑔1, para algum 𝑔1 ∈ 𝐺 e ℎ = ℎ1, para algum ℎ1 ∈ 𝐻,
então, existem 𝑥 ∈ 𝐺′ e 𝑦 ∈ 𝐻 ′, tais que 𝑔 = 𝑥𝑔1 e ℎ = 𝑦ℎ1. Portanto, como 𝐺 e 𝐻 agem
trivialmente em 𝐺⊗𝐻 e 𝐺⊗𝐻 é abeliano, usando o item (𝑖) da Proposição 1.6.2, temos
que [𝑚,𝑚1]⊗ 𝑛 = 𝑚⊗ [𝑛, 𝑛1] = 1 para todos 𝑚,𝑚1 ∈ 𝐺, 𝑛, 𝑛1 ∈ 𝐻. Consequentemente,
𝑔 ⊗ ℎ = 𝑥𝑔1 ⊗ 𝑦ℎ1
= (𝑥⊗ 𝑦ℎ1)𝑔1(𝑔1 ⊗ 𝑦ℎ1)
= (𝑥⊗ ℎ1)𝑔1(𝑥⊗ 𝑦)ℎ1𝑔1(𝑔1 ⊗ ℎ1)(𝑔1 ⊗ 𝑦)ℎ1
= (𝑥⊗ ℎ1)(𝑥⊗ 𝑦)(𝑔1 ⊗ ℎ1)(𝑔1 ⊗ 𝑦)
= (𝑔1 ⊗ ℎ1).
De modo que 𝜃 está bem definida. Novamente, pelo fato de 𝐺 e 𝐻 agirem trivialmente
em 𝐺⊗𝐻 segue que 𝜃 é Z-biaditiva. Agora, suponhamos que 𝑓 : 𝐺𝑎𝑏 ×𝐻𝑎𝑏 →𝑀 é uma
aplicação Z-biaditiva qualquer, onde 𝑀 é um grupo abeliano. Queremos construir uma
Z-função 𝑓 : 𝐺⊗𝐻 →𝑀 tal que sua restrição na base 𝐺𝑎𝑏 ×𝐻𝑎𝑏 é igual ao valor 𝑓 . Para
isso, definimos uma aplicação
𝑓 ′ : 𝐺×𝐻 −→ 𝑀
(𝑔, ℎ) ↦−→ 𝑓(𝑔, ℎ),
que, por sua vez, é uma biderivação, pois 𝑓 é Z-biaditiva, 𝐺𝑎𝑏 e 𝐻𝑎𝑏 são abelianos, e 𝐺 e
𝐻 agem trivialmente um sobre o outro. Portanto, pela Observação 1.2, existe um único
homomorfismo 𝑓 : 𝐺⊗𝐻 → 𝑀 tal que 𝑓(𝑔 ⊗ ℎ) = 𝑓 ′(𝑔, ℎ) = 𝑓(𝑔, ℎ). Portanto, 𝐺⊗𝐻
satisfaz a definição de produto tensorial de Z-módulos. Em particular, 𝐺𝑎𝑏⊗Z𝐻𝑎𝑏 ≃ 𝐺⊗𝐻,
como queríamos demonstrar.
Observação 1.3 O nosso estudo ficará restrito ao quadrado tensorial não abeliano de
grupos 𝐺⊗𝐺. Para uma abordagem mais completa sobre produtos tensoriais não abelianos




Neste capítulo apresentaremos os resultados encontrados em [21] sobre o grupo
𝜈(𝐺). Este grupo é um quociente do produto livre 𝐺 *𝐺𝜙, onde 𝜙 é um isomorfismo de
grupos. Além disso, ele é uma extensão de um subgrupo isomorfo ao quadrado tensorial
não abeliano de grupos 𝐺⊗𝐺 e mostrou possuir vantagens computacionais para o estudo
deste último grupo.
2.1 Definição e Propriedades
Nesta seção, temos por objetivo apresentar o grupo 𝜈(𝐺) e algumas propriedades.
Além disso, definiremos o subgrupo ϒ(𝐺) que, além de ser normal em 𝜈(𝐺), é também
isomorfo ao quadrado tensorial não abeliano 𝐺⊗𝐺 (como veremos a seguir).
Definição 2.1.1 Sejam 𝐺 e 𝐺𝜙 grupos isomorfos através de um isomorfismo 𝜙 : 𝐺→ 𝐺𝜙
dado por 𝑔 ↦→ 𝑔𝜙. Definimos o grupo
𝜈(𝐺) := ⟨𝐺 ∪𝐺𝜙 | [𝑔1, 𝑔𝜙2 ]𝑔3 = [𝑔𝑔31 , (𝑔𝑔32 )𝜙] = [𝑔1, 𝑔𝜙2 ]𝑔
𝜙
3 , ∀ 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺⟩. (2.1)
A seguir, listaremos algumas propriedades computacionais do grupo 𝜈(𝐺) que serão
constantemente utilizadas nas demonstrações dos próximos resultados. Aqui, assumiremos
que o leitor possui alguma familiaridade com propriedades usuais de comutadores, em
especial, com as que foram descritas na Proposição 1.2.1.
Lema 2.1.1 No grupo 𝜈(𝐺) valem as seguintes relações:




4 ] = [𝑔1, 𝑔𝜙2 ][𝑔3,𝑔
𝜙
4 ] = [𝑔1, 𝑔𝜙2 ][𝑔3,𝑔4] = [𝑔1, 𝑔𝜙2 ][𝑔
𝜙
3 ,𝑔4], ∀ 𝑔1, 𝑔2, 𝑔3, 𝑔4 ∈ 𝐺;
(ii) Para quaisquer elementos 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺, temos
[𝑔1, 𝑔𝜙2 , 𝑔3] = [𝑔1, 𝑔2, 𝑔𝜙3 ] = [𝑔𝜙1 , 𝑔2, 𝑔3] = [𝑔1, 𝑔𝜙2 , 𝑔𝜙3 ] = [𝑔𝜙1 , 𝑔2, 𝑔𝜙3 ] = [𝑔𝜙1 , 𝑔𝜙2 , 𝑔3];
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(iii) [𝑔, 𝑔𝜙] é central em 𝜈(𝐺),∀ 𝑔 ∈ 𝐺;
(iv) [𝑔1, 𝑔𝜙2 ][𝑔2, 𝑔𝜙1 ] é central em 𝜈(𝐺), ∀ 𝑔1, 𝑔2 ∈ 𝐺;
(v) [𝑐, 𝑐𝜙] = 1,∀ 𝑐 ∈ 𝐺′;
(vi) [𝑐, 𝑔𝜙][𝑔, 𝑐𝜙] = 1, ∀ 𝑔 ∈ 𝐺, 𝑐 ∈ 𝐺′.
Demonstração: (i) Para quaisquer elementos 𝑔1, 𝑔2, 𝑔3, 𝑔4 ∈ 𝐺, usando as relações (2.1)
que definem o grupo 𝜈(𝐺), temos
[𝑔1, 𝑔𝜙2 ][𝑔3,𝑔
𝜙



























(2.1)= [𝑔1, 𝑔𝜙2 ][𝑔3,𝑔4].
Analogamente, as demais igualdades se mantêm.
(ii) Para todos 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺, usando as relações da Proposição 1.2.1, as relações (2.1) que
definem o grupo 𝜈(𝐺) e o item anterior, temos









1 [𝑔𝑔21 , 𝑔𝜙3 ]









2.1.1 (𝑖)= [𝑔1, 𝑔𝜙3 ]−[𝑔1,𝑔
𝜙
2 ][𝑔1, (𝑔2𝑔3𝑔−12 )𝜙]𝑔
𝜙
2
= [𝑔1, 𝑔𝜙3 ]−[𝑔1,𝑔
𝜙







= [𝑔1, 𝑔𝜙3 ]−[𝑔1,𝑔
𝜙




2 [𝑔1, 𝑔𝜙3 ][𝑔1, 𝑔𝜙2 ]𝑔
𝜙
3
= [𝑔1, 𝑔𝜙3 ]−[𝑔1,𝑔
𝜙
2 ][𝑔1, 𝑔𝜙2 ]−1[𝑔1, 𝑔𝜙3 ][𝑔1, 𝑔𝜙2 ]𝑔
𝜙
3
= [𝑔1, 𝑔𝜙2 ]−1[𝑔1, 𝑔𝜙2 ]𝑔
𝜙
3
= [𝑔1, 𝑔𝜙2 , 𝑔𝜙3 ].
Mais ainda,
[𝑔1, 𝑔𝜙2 , 𝑔𝜙3 ] = [𝑔1, 𝑔𝜙2 ]−1[𝑔1, 𝑔𝜙2 ]𝑔
𝜙
3
(2.1)= [𝑔1, 𝑔𝜙2 ]−1[𝑔1, 𝑔𝜙2 ]𝑔3
= [𝑔1, 𝑔𝜙2 , 𝑔3].
Portanto, [𝑔1, 𝑔2, 𝑔𝜙3 ] = [𝑔1, 𝑔𝜙2 , 𝑔𝜙3 ] = [𝑔1, 𝑔𝜙2 , 𝑔3], para todos 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺. Agora, como
[𝑔𝜙1 , 𝑔2] = ([𝑔2, 𝑔𝜙1 ])−1 ∈ 𝜈(𝐺),
então, para qualquer 𝑔 ∈ 𝐺,
[𝑔𝜙1 , 𝑔2]𝑔 = ([𝑔2, 𝑔𝜙1 ]𝑔)−1
(2.1)= ([𝑔𝑔2 , (𝑔𝑔1)𝜙])−1 = [(𝑔𝑔1)𝜙, 𝑔𝑔2 ].
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Analogamente,
[𝑔𝜙1 , 𝑔2]𝑔
𝜙 = [(𝑔𝑔1)𝜙, 𝑔𝑔2 ].
Portanto, segue que
[𝑔𝜙1 , 𝑔𝜙2 , 𝑔3] = [𝑔−𝜙1 (𝑔𝑔21 )𝜙, 𝑔3]
= [𝑔−𝜙1 , 𝑔3](𝑔
𝑔2
1 )𝜙 [(𝑔𝑔21 )𝜙, 𝑔3]




2 ][𝑔𝜙1 , 𝑔
𝑔−12
3 ]𝑔2
= [𝑔𝜙1 , 𝑔3]−([𝑔1,𝑔2])
𝜙 [𝑔𝜙1 , 𝑔2𝑔3𝑔−12 ]𝑔2
2.1.1 (𝑖)= [𝑔𝜙1 , 𝑔3]−[𝑔
𝜙
1 ,𝑔2][𝑔𝜙1 , 𝑔−12 ]𝑔2 [𝑔
𝜙
1 , 𝑔2𝑔3]
= [𝑔𝜙1 , 𝑔3]−[𝑔
𝜙
1 ,𝑔2][𝑔𝜙1 , 𝑔2]−𝑔
−1
2 𝑔2 [𝑔𝜙1 , 𝑔3][𝑔𝜙1 , 𝑔2]𝑔3
= [𝑔𝜙1 , 𝑔3]−[𝑔
𝜙
1 ,𝑔2][𝑔𝜙1 , 𝑔2]−1[𝑔𝜙1 , 𝑔3][𝑔𝜙1 , 𝑔2]𝑔3
= [𝑔𝜙1 , 𝑔2]−1[𝑔𝜙1 , 𝑔2]𝑔3
= [𝑔𝜙1 , 𝑔2, 𝑔3].
Além disso,
[𝑔𝜙1 , 𝑔2, 𝑔3] = [𝑔𝜙1 , 𝑔2]−1[𝑔𝜙1 , 𝑔2]𝑔3
(2.1)= [𝑔𝜙1 , 𝑔2]−1[𝑔𝜙1 , 𝑔2]𝑔
𝜙
3
= [𝑔𝜙1 , 𝑔2, 𝑔𝜙3 ].
Portanto, [𝑔𝜙1 , 𝑔𝜙2 , 𝑔3] = [𝑔𝜙1 , 𝑔2, 𝑔3] = [𝑔𝜙1 , 𝑔2, 𝑔𝜙3 ], para todos 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺. Agora, vejamos
que
[𝑔𝜙1 , 𝑔2, 𝑔3] = [[𝑔2, 𝑔𝜙1 ]−1, 𝑔3]
= [𝑔2, 𝑔𝜙1 , 𝑔3]−[𝑔2,𝑔
𝜙
1 ]−1
2.1.1 (𝑖𝑖)= [𝑔2, 𝑔1, 𝑔𝜙3 ]−[𝑔2,𝑔
𝜙
1 ]−1
2.1.1 (𝑖)= [𝑔2, 𝑔1, 𝑔𝜙3 ]−[𝑔2,𝑔1]
−1
1.2.1 (𝑖)= [𝑔1, 𝑔2, 𝑔𝜙3 ].
Assim, concluímos a demonstração do item (𝑖𝑖).
(iii) Dado 𝑔 ∈ 𝐺, segue do item anterior que
[𝑔, 𝑔𝜙, ℎ𝜙] = [𝑔, 𝑔, ℎ𝜙] = 1 = [𝑔, 𝑔𝜙, ℎ], ∀ℎ ∈ 𝐺.
De modo que [𝑔, 𝑔𝜙] comuta com os geradores de 𝜈(𝐺). Portanto, [𝑔, 𝑔𝜙] ∈ 𝑍(𝜈(𝐺)) para
todo 𝑔 ∈ 𝐺.
(iv) Pelo item anterior, [𝑔1𝑔2, (𝑔1𝑔2)𝜙], [𝑔1, 𝑔𝜙1 ] e [𝑔2, 𝑔𝜙2 ] são centrais em 𝜈(𝐺), para todos
𝑔1, 𝑔2 ∈ 𝐺. Entretanto,
[𝑔1𝑔2, (𝑔1𝑔2)𝜙] = [𝑔1, (𝑔1𝑔2)𝜙]𝑔2 [𝑔2, (𝑔1𝑔2)𝜙]
= [𝑔1, 𝑔𝜙2 ]𝑔2 [𝑔1, 𝑔𝜙1 ]𝑔
𝜙
2 𝑔2 [𝑔2, 𝑔𝜙2 ][𝑔2, 𝑔𝜙1 ]𝑔
𝜙
2
(2.1)= [𝑔1, 𝑔𝜙2 ]𝑔
𝜙
2 [𝑔1, 𝑔𝜙1 ][𝑔2, 𝑔𝜙2 ][𝑔2, 𝑔𝜙1 ]𝑔
𝜙
2
= ([𝑔1, 𝑔𝜙2 ][𝑔2, 𝑔𝜙1 ])𝑔
𝜙
2 [𝑔1, 𝑔𝜙1 ][𝑔2, 𝑔𝜙2 ]
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Portanto,
[𝑔1𝑔2, (𝑔1𝑔2)𝜙][𝑔2, 𝑔𝜙2 ]−1[𝑔1, 𝑔𝜙1 ]−1 = ([𝑔1, 𝑔𝜙2 ][𝑔2, 𝑔𝜙1 ])𝑔
𝜙
2 ∈ 𝑍(𝜈(𝐺)).
Daí, conjugando por 𝑔−𝜙2 , concluiremos que
[𝑔1, 𝑔𝜙2 ][𝑔2, 𝑔𝜙1 ] ∈ 𝑍(𝜈(𝐺)).
O resultado segue.
(v) Dado 𝑐 ∈ 𝐺′, com 𝑐 = ∏︀𝑛𝑖=1[𝑥𝑖, 𝑦𝑖], usaremos indução em 𝑛 e os itens (𝑖) e (𝑖𝑖) do Lema
2.1.1. Assim, para 𝑛 = 1, segue que
[[𝑥1, 𝑦1], [𝑥1, 𝑦1]𝜙]
(𝑖𝑖)= [[𝑥1, 𝑦𝜙1 ], [𝑥1, 𝑦1]] = [𝑥1, 𝑦𝜙1 ]−1[𝑥1, 𝑦𝜙1 ][𝑥1,𝑦1]
(𝑖)= [𝑥1, 𝑦𝜙1 ]−1[𝑥1, 𝑦𝜙1 ][𝑥1,𝑦
𝜙
1 ] = 1.



























Usando o item (𝑖𝑖) da Proposição 1.2.1, o item (𝑖) do Lema 2.1.1, e a hipótese de indução,
esta última igualdade se torna[︂ 𝑛∏︁
𝑖=1








Portanto, pelo item (𝑖𝑣) do Lema 2.1.1, a equação (2.2) se reduz a
[𝑥𝑛+1, 𝑦𝜙𝑛+1]−1[𝑥𝑛+1, 𝑦𝜙𝑛+1] = 1.
Assim, concluímos a demonstração de (v).
(vi) Agora vamos considerar 𝑔 ∈ 𝐺 e 𝑐 ∈ 𝐺′ com 𝑐 = ∏︀𝑟𝑖=1[𝑥𝑖, 𝑦𝑖]. Mostraremos, por indução
em 𝑟, que [𝑐, 𝑔𝜙][𝑔, 𝑐𝜙] = 1. Assim, pelo item (𝑖𝑖) do Lema 2.1.1, se 𝑟 = 1, temos
[[𝑥1, 𝑦1], 𝑔𝜙][𝑔, [𝑥1, 𝑦1]𝜙] = [[𝑥1, 𝑦1]𝜙, 𝑔][𝑔, [𝑥1, 𝑦1]𝜙] = 1.
































= 1, ∀ 𝑟 ≥ 1.
Isto conclui a demonstração do item (𝑣𝑖).
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Lema 2.1.2 Sejam 𝑎, 𝑏, 𝑥 elementos de 𝐺 tais que
[𝑥, 𝑎] = [𝑥, 𝑏] = 1. (2.3)
Então,
[𝑎, 𝑏, 𝑥𝜙] = 1 = [[𝑎, 𝑏]𝜙, 𝑥].
Demonstração: Pelo item (𝑖𝑖) do Lema 2.1.1 e a definição de 𝜈(𝐺), vemos que
[𝑎, 𝑏, 𝑥𝜙] = [𝑎, 𝑏𝜙, 𝑥] = [𝑎, 𝑏𝜙]−1[𝑎, 𝑏𝜙]𝑥 (2.1)= [𝑎, 𝑏𝜙]−1[𝑎𝑥, (𝑏𝑥)𝜙] (2.3)= [𝑎, 𝑏𝜙]−1[𝑎, 𝑏𝜙] = 1.
Analogamente,
[[𝑎, 𝑏]𝜙, 𝑥] = [𝑎𝜙, 𝑏𝜙, 𝑥] = [𝑎, 𝑏, 𝑥𝜙] = 1,
como queríamos demonstrar.
Lema 2.1.3 Sejam 𝑥, 𝑦 ∈ 𝐺 tais que [𝑥, 𝑦] = 1. Então,
(i) [𝑥𝑛, 𝑦𝜙] = [𝑥, 𝑦𝜙]𝑛 = [𝑥, (𝑦𝜙)𝑛], para todo inteiro 𝑛.
(ii) Se 𝑥 e 𝑦 são elementos de torção de ordens 𝑜(𝑥) e 𝑜(𝑦), respectivamente, então 𝑜([𝑥, 𝑦𝜙])
divide o 𝑚𝑑𝑐(𝑜(𝑥), 𝑜(𝑦)).
Demonstração: (i) Usaremos indução em 𝑛 ≥ 0. Como os casos 𝑛 = 0 e 𝑛 = 1 são
triviais, dado que [𝑥, 𝑦] = 1, para 𝑛 = 2, segue que
[𝑥2, 𝑦𝜙] = [𝑥𝑥, 𝑦𝜙] = [𝑥, 𝑦𝜙]𝑥[𝑥, 𝑦𝜙] (2.1)= [𝑥𝑥, (𝑦𝑥)𝜙][𝑥, 𝑦𝜙] = [𝑥, 𝑦𝜙]2.
Por outro lado, usando as relações (2.1) que definem 𝜈(𝐺),
[𝑥, (𝑦𝜙)2] = [𝑥, 𝑦𝜙𝑦𝜙] = [𝑥, 𝑦𝜙][𝑥, 𝑦𝜙]𝑦𝜙 (2.1)= [𝑥, 𝑦𝜙][𝑥𝑦, (𝑦𝑦)𝜙] = [𝑥, 𝑦𝜙]2.
Suponhamos como hipótese de indução que, para algum 𝑛 ≥ 2,
[𝑥𝑛, 𝑦𝜙] = [𝑥, 𝑦𝜙]𝑛 = [𝑥, (𝑦𝜙)𝑛]. (2.4)
Com isso,
[𝑥𝑛+1, 𝑦𝜙] = [𝑥𝑛𝑥, 𝑦𝜙]
= [𝑥𝑛, 𝑦𝜙]𝑥[𝑥, 𝑦𝜙]
(2.4)= ([𝑥, 𝑦𝜙]𝑥)𝑛[𝑥, 𝑦𝜙]
(2.1)= [𝑥𝑥, (𝑦𝑥)𝜙]𝑛[𝑥, 𝑦𝜙]
= [𝑥, 𝑦𝜙]𝑛+1.
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Por outro lado,
[𝑥, (𝑦𝑛+1)𝜙] = [𝑥, (𝑦𝑛)𝜙𝑦𝜙]
= [𝑥, 𝑦𝜙][𝑥, (𝑦𝑛)𝜙]𝑦𝜙
(2.4)= [𝑥, 𝑦𝜙]([𝑥, 𝑦𝜙]𝑦𝜙)𝑛
(2.1)= [𝑥, 𝑦𝜙][𝑥𝑦, (𝑦𝑦)𝜙]𝑛
= [𝑥, 𝑦𝜙]𝑛+1.
Portanto, para todo 𝑛 ≥ 0,
[𝑥𝑛, 𝑦𝜙] = [𝑥, 𝑦𝜙]𝑛 = [𝑥, (𝑦𝜙)𝑛]. (2.5)
Agora, se 𝑛 = −1, usando a definição de 𝜈(𝐺), nossa hipótese e o item (𝑖) da Proposição
1.2.1, temos
[𝑥−1, 𝑦𝜙] = [(𝑥−1)𝑥, (𝑦𝑥)𝜙] (2.1)= [𝑥−1, 𝑦𝜙]𝑥 = [𝑥, 𝑦𝜙]−1. (2.6)
Como [𝑥−1, 𝑦] = [𝑥, 𝑦]−𝑥−1 = 1, segue que
[𝑥−𝑛, 𝑦𝜙] = [(𝑥−1)𝑛, 𝑦𝜙] (2.5)= [𝑥−1, 𝑦𝜙]𝑛 (2.6)= [𝑥, 𝑦𝜙]−𝑛,
para todo 𝑛 ≥ 0. O caso [𝑥, (𝑦−𝑛)𝜙] é análogo, pois
[𝑥, (𝑦−1)𝜙] = [𝑥𝑦, (𝑦−𝑦)𝜙] = [𝑥, (𝑦−1)𝜙]𝑦𝜙 = [𝑥, 𝑦𝜙]−1.
Logo, para todo 𝑛 ≤ 0, temos
[𝑥𝑛, 𝑦𝜙] = [𝑥, 𝑦𝜙]𝑛 = [𝑥, (𝑦𝜙)𝑛]
Portanto, o resultado é válido para todo 𝑛 ∈ Z.
(ii) Suponhamos que 𝑜(𝑥) = 𝑛, 𝑜(𝑦) = 𝑚 e 𝑜([𝑥, 𝑦𝜙]) = 𝑘. Pelo item (𝑖) anterior, temos
[𝑥, 𝑦𝜙]𝑛 = [𝑥𝑛, 𝑦𝜙] = 1 = [𝑥, (𝑦𝑚)𝜙] = [𝑥, 𝑦𝜙]𝑚.
Portanto, 𝑘 |𝑚 e 𝑘 |𝑛, ou seja, 𝑘 |𝑚𝑑𝑐(𝑚,𝑛).
Considerando 𝑁 como um subgrupo normal de 𝐺 e o epimorfismo canônico
𝜋 : 𝐺  𝐺
𝑁
𝑔 ↦→ 𝑁𝑔,
conseguimos construir um epimorfismo de 𝜈(𝐺) em 𝜈(𝐺
𝑁
), induzido por 𝜋. O núcleo de tal
epimorfismo nos ajudará a obter uma descrição do grupo 𝜈(𝐺) quando 𝐺 for um produto
semidireto e, também, conseguir uma estimativa para a ordem de 𝜈(𝐺), quando 𝐺 for
finito.
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respetivamente. Considere o epimorfismo
?˜? : 𝜈(𝐺)  𝜈(𝐺)
𝑔 ↦−→ 𝑔
𝑔𝜙 ↦−→ 𝑔𝜙,
induzido pelo epimorfismo canônico 𝜋 : 𝐺  𝐺 dado por 𝜋(𝑔) = 𝑔, onde 𝑔 = 𝑁𝑔 e
𝑔𝜙 = 𝑁𝜙𝑔𝜙. Então,
(i) [𝑁,𝐺𝜙] 𝜈(𝐺), [𝐺,𝑁𝜙] 𝜈(𝐺);
(ii) ker ?˜? = ⟨𝑁,𝑁𝜙⟩[𝑁,𝐺𝜙][𝐺,𝑁𝜙].
Demonstração: (i) Para quaisquer que sejam 𝑥 ∈ 𝑁, 𝑔, ℎ ∈ 𝐺, pelo item (𝑖𝑖) do Lema
2.1.1, segue que
[𝑥, 𝑔𝜙]ℎ = [𝑥, 𝑔𝜙][𝑥, 𝑔𝜙, ℎ] = [𝑥, 𝑔𝜙][𝑥, 𝑔, ℎ𝜙] ∈ [𝑁,𝐺𝜙].
Portanto, 𝐺 normaliza [𝑁,𝐺𝜙] e segue analogamente que 𝐺𝜙 também normaliza [𝑁,𝐺𝜙].
Para o caso [𝐺,𝑁𝜙], tomaremos quaisquer 𝑛 ∈ 𝑁 , 𝑔, 𝑔1 ∈ 𝐺, de modo que
[𝑔, 𝑛𝜙]𝑔1 = [𝑔, 𝑛𝜙][𝑔, 𝑛𝜙, 𝑔1] = [𝑔, 𝑛𝜙][𝑔𝜙, 𝑛𝜙, 𝑔1] ∈ [𝐺,𝑁𝜙].
Daí, 𝐺 normaliza [𝐺,𝑁𝜙] e, analogamente, 𝐺𝜙 normaliza [𝐺,𝑁𝜙]. Com isso, os subgrupos
[𝑁,𝐺𝜙] e [𝐺,𝑁𝜙] são normais em 𝜈(𝐺), como queríamos.
(ii) Definamos 𝑀 := ⟨𝑁,𝑁𝜙⟩[𝑁,𝐺𝜙][𝐺,𝑁𝜙], mostraremos que 𝑀 = ker ?˜?. Pela própria
definição de ?˜? vemos que cada um dos fatores de 𝑀 pertence ao ker ?˜?, logo 𝑀 ≤ ker ?˜?.
Usando o item anterior, note que para qualquer 𝑥 ∈ ⟨𝑁,𝑁𝜙⟩, usando a normalidade de
[𝑁,𝐺𝜙][𝐺,𝑁𝜙] em 𝜈(𝐺), vemos que 𝑥ℎ ∈ ⟨𝑁,𝑁𝜙⟩[𝑁,𝐺𝜙][𝐺,𝑁𝜙] para todo ℎ ∈ 𝜈(𝐺).
Logo, 𝑀 é normal em 𝜈(𝐺). Portanto, podemos definir a função




que é bem definida, pois 𝑁,𝑁𝜙 ⊆𝑀 . Além disso, a restrição de 𝜃 aos grupos 𝐺 e 𝐺𝜙 são
homomorfismos. Logo, pela Proposição 1.4.6, 𝜃 é estendido para um único homomorfismo
𝜃* no produto livre 𝐺 *𝐺𝜙. Agora, vejamos que
[𝑔1𝑔2, 𝑔𝜙3 ] = [(𝑔𝑔21 ), (𝑔𝑔23 )𝜙][𝑔2, 𝑔𝜙3 ] e [𝑔1, (𝑔2𝑔3)𝜙] = [𝑔1, 𝑔𝜙3 ][(𝑔𝑔31 ), (𝑔𝑔32 )𝜙]
são também relações definidoras do grupo
𝜈(𝐺) = ⟨𝐺 ∪𝐺𝜙 | [𝑔1, 𝑔𝜙2 ]𝑔3 = [(𝑔𝑔31 ), (𝑔𝑔32 )𝜙] = [𝑔1, 𝑔𝜙2 ]𝑔
𝜙
3 , 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺⟩.
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e que 𝜃* preserva tais relações, pois,
([𝑔1𝑔2, 𝑔3𝜙])𝜃
* = ([𝑔1𝑔2, 𝑔3𝜙])𝜃
= [𝑀𝑔1𝑀𝑔2,𝑀𝑔𝜙3 ]
= 𝑀 [𝑔1𝑔2, 𝑔𝜙3 ]
= 𝑀 [𝑔𝑔21 , (𝑔𝑔23 )𝜙][𝑔2, 𝑔𝜙3 ]
= [𝑀𝑔𝑔21 ,𝑀(𝑔𝑔23 )𝜙][𝑀𝑔2,𝑀𝑔𝜙3 ]
= ([(𝑔𝑔21 ), (𝑔𝑔23 )𝜙][𝑔2, 𝑔𝜙3 ])𝜃




* = ([𝑔1, (𝑔2𝑔3)𝜙])𝜃
= [𝑀𝑔1,𝑀(𝑔2𝑔3)𝜙]
= 𝑀 [𝑔1, (𝑔2𝑔3)𝜙]
= 𝑀 [𝑔1, 𝑔𝜙3 ][𝑔𝑔31 , (𝑔𝑔32 )𝜙]
= [𝑀𝑔1,𝑀𝑔𝜙3 ][𝑀𝑔𝑔31 ,𝑀(𝑔𝑔32 )𝜙]
= ([𝑔1, 𝑔𝜙3 ][(𝑔𝑔31 ), (𝑔𝑔32 )𝜙])𝜃
= ([𝑔1, 𝑔𝜙3 ][(𝑔𝑔31 ), (𝑔𝑔32 )𝜙])𝜃
*
.
Logo, pelo Lema 1.4.1, 𝜃 induz um homomorfismo










Mas, a composição de 𝜋 com 𝜃 nos dá
𝜋𝜃(𝑔𝜙) = 𝜋(𝑀𝑔𝜙) = 𝑔𝜙 e 𝜋𝜃(𝑔) = 𝜋(𝑀𝑔) = 𝑔, ∀ 𝑔 ∈ 𝐺.
Portanto, 𝜋𝜃 = 𝑖𝑑𝜈(𝐺), pois 𝑔 e 𝑔𝜙 são geradores de 𝜈(𝐺). Logo, 𝜃 é um isomorfismo e
𝑀 = ker ?˜?, como queríamos demonstrar.
2.2 O Quadrado Tensorial Não Abeliano ϒ(𝐺)
A partir de agora, consideraremos o subgrupo normal
ϒ(𝐺) := [𝐺,𝐺𝜙]
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de 𝜈(𝐺). A sua normalidade segue imediatamente das relações que definem 𝜈(𝐺).
Proposição 2.2.1 Seja 𝐺 um grupo. Então, o quadrado tensorial 𝐺 ⊗ 𝐺 é isomorfo a
ϒ(𝐺). Mais ainda, a função
𝜏 : 𝐺⊗𝐺 −→ ϒ(𝐺)
𝑔1 ⊗ 𝑔2 ↦−→ [𝑔1, 𝑔𝜙2 ]
é um isomorfismo de grupos.
Demonstração: Sabemos que o quadrado tensorial não abeliano 𝐺⊗𝐺 é gerado pelos
símbolos 𝑔1 ⊗ 𝑔2, com 𝑔1, 𝑔2 ∈ 𝐺, possuindo as seguintes relações definidoras:
𝑆1 = {(𝑔1𝑔3⊗𝑔2)−1(𝑔𝑔31 ⊗𝑔𝑔32 )(𝑔3⊗𝑔2), (𝑔1⊗𝑔2𝑔3)−1(𝑔1⊗𝑔3)(𝑔𝑔31 ⊗𝑔𝑔32 ) | 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺}. (2.7)
Denotemos por 𝐴 := {𝑔1 ⊗ 𝑔2 | 𝑔1, 𝑔2 ∈ 𝐺} ao conjunto de geradores de 𝐺 ⊗ 𝐺 e por
𝐵 := {[𝑔1, 𝑔𝜙2 ] | 𝑔1, 𝑔2 ∈ 𝐺} ao conjunto de geradores de ϒ(𝐺). Definamos uma aplicação
𝜏1 : 𝐴 −→ 𝐵
𝑔1 ⊗ 𝑔2 ↦−→ [𝑔1, 𝑔𝜙2 ].
Note que ϒ(𝐺) é gerado pela imagem de 𝜏1 e que 𝜏1 é sobrejetiva. Considerando 𝐹 como
sendo o grupo livre em 𝐴, pela Proposição 1.4.3 existe um único epimorfismo 𝜃′ : 𝐹  ϒ(𝐺)
que estende 𝜏1. Considerando a apresentação 𝜐 : 𝐹  𝐺⊗𝐺 e notando que ker 𝜐 ⊆ ker 𝜃′,
pelo Teorema de Von Dyck, existe um epimorfismo bem definido
𝜏 : 𝐺⊗𝐺  ϒ(𝐺)
𝑔1 ⊗ 𝑔2 ↦−→ [𝑔1, 𝑔𝜙2 ]
induzido por 𝜃′. Agora, consideremos o produto livre 𝐺 *𝐺𝜙. Sabemos pela Proposição
1.4.7, que o subgrupo 𝐾 := [𝐺,𝐺𝜙] é livre, normal em 𝐺 *𝐺𝜙 e livremente gerado pelos
símbolos [𝑔1, 𝑔𝜙2 ] com 1 ̸= 𝑔1 ∈ 𝐺 e 1 ̸= 𝑔2 ∈ 𝐺. Logo, como subgrupo normal de 𝐺 *𝐺𝜙,
𝐾 admite a ação de 𝐺 e 𝐺𝜙 por conjugação e as seguintes relações se mantêm em 𝐾:
[𝑔1, 𝑔𝜙2 ]𝑔 = [𝑔1𝑔, 𝑔𝜙2 ][𝑔, 𝑔𝜙2 ]−1;
[𝑔1, 𝑔𝜙2 ]
𝑔𝜙 = [𝑔1, 𝑔𝜙]−1[𝑔1, (𝑔2𝑔)𝜙] , ∀ 𝑔1, 𝑔2, 𝑔 ∈ 𝐺.
(2.8)
Novamente, pela Proposição 1.4.3, a aplicação
𝛽1 : 𝐵 −→ 𝐴
[𝑔1, 𝑔𝜙2 ] ↦−→ 𝑔1 ⊗ 𝑔2
pode ser estendida para um único epimorfismo
𝜇1 : 𝐾  𝐺⊗𝐺
[𝑔1, 𝑔𝜙2 ] ↦−→ 𝑔1 ⊗ 𝑔2
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do subgrupo livre 𝐾 no grupo 𝐺⊗𝐺. Analogamente, obtemos um único epimorfismo
𝜇2 : 𝐾  ϒ(𝐺)
[𝑔1, 𝑔𝜙2 ] ↦−→ [𝑔1, 𝑔𝜙2 ]
do subgrupo livre 𝐾 no grupo ϒ(𝐺). Usando as relações (2.8), vemos que a relações
definidoras de 𝜈(𝐺)
[𝑔𝑔31 , (𝑔𝑔32 )𝜙] = [𝑔1, 𝑔𝜙2 ]𝑔
𝜙
3 = [𝑔1, 𝑔𝜙2 ]𝑔3
se tornam
[𝑔𝑔31 , (𝑔𝑔32 )𝜙] = [𝑔1, 𝑔𝜙3 ]−1[𝑔1, (𝑔2𝑔3)𝜙] = [𝑔1𝑔3, 𝑔𝜙2 ][𝑔3, 𝑔𝜙2 ]−1,
para todos 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺. Consequentemente, como 𝐾 E 𝐺 *𝐺𝜙 podemos ver ϒ(𝐺) como
quociente de 𝐾 pelo fecho normal de
𝑆 = {[𝑔1𝑔3, 𝑔𝜙2 ]−1[𝑔𝑔31 , (𝑔𝑔32 )𝜙][𝑔3, 𝑔𝜙2 ], [𝑔1, (𝑔2𝑔3)𝜙]−1[𝑔1, 𝑔𝜙3 ][𝑔𝑔31 , (𝑔𝑔32 )𝜙] | 𝑔1, 𝑔2, 𝑔3 ∈ 𝐺}
em 𝐺 *𝐺𝜙. Notemos que a imagem das relações em 𝑆 por 𝜇1 são as relações que definem
𝐺⊗𝐺. Portanto, temos que 𝜇1 e 𝜇2 são duas apresentações com ker𝜇2 ≤ ker𝜇1. Com isso,
segue do Teorema de Von Dyck que existe um epimorfismo bem definido
𝜇 : ϒ(𝐺)  𝐺⊗𝐺
[𝑔1, 𝑔𝜙2 ] ↦−→ 𝑔1 ⊗ 𝑔2.
Além disso, vejamos que para todo [𝑔1, 𝑔𝜙2 ] ∈ ϒ(𝐺), temos
𝜏𝜇([𝑔1, 𝑔𝜙2 ]) = 𝜏(𝑔1 ⊗ 𝑔2) = [𝑔1, 𝑔𝜙2 ].




Daí, 𝜏 é um isomorfismo, como queríamos demonstrar.
Cabe ressaltar, que devido a este isomorfismo, os elementos [𝑔, ℎ𝜙] ∈ [𝐺,𝐺𝜙] são
também chamados de tensores.
Observação 2.1 Nas mesmas condições dadas na Proposição 2.1.1, isto é, considerando




ker ?˜? ∩ϒ(𝐺) = [𝑁,𝐺𝜙][𝐺,𝑁𝜙].
De fato, seja 𝑀 = ⟨𝑁,𝑁𝜙⟩[𝑁,𝐺𝜙][𝐺,𝑁𝜙]. Sabemos que existe uma função bem definida
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que se estende para um único homomorfismo 𝜃* no produto livre 𝐺 *𝐺𝜙. Considerando o
subgrupo [𝐺,𝐺𝜙] de 𝐺 *𝐺𝜙, vemos que
([𝐺,𝐺𝜙])𝜃* ⊆ ϒ(𝐺)𝑀
𝑀
≃ ϒ(𝐺)ϒ(𝐺) ∩𝑀 .
Entretanto, ϒ(𝐺) é um quociente do subgrupo [𝐺,𝐺𝜙] de 𝐺 *𝐺𝜙 pelo fecho normal em
[𝐺,𝐺𝜙] das relações definidoras de 𝜈(𝐺). O resultado segue analogamente à demonstração
da Proposição 2.1.1.
Observação 2.2 A partir de agora, denotaremos [𝐺,𝐺𝜙] apenas para o subgrupo ϒ(𝐺).
2.3 Descrição de Alguns Subgrupos de 𝜈(𝐺)
A seguir, vamos descrever alguns subgrupos do grupo 𝜈(𝐺) envolvendo os termos
das séries derivada, central inferior e superior de 𝐺. Destacamos que não usaremos a
notação usual 𝐺(𝑖) para nos referir ao 𝑖-ésimo termo da série derivada de 𝐺, mas adotaremos
a notação 𝐺𝑖, para todo 𝑖. Note também que 𝐺 é o primeiro termo da série derivada de 𝐺,
isto é, 𝐺1 = 𝐺.
Proposição 2.3.1 No grupo 𝜈(𝐺) temos:
(i) [𝑍𝑗(𝐺), 𝐺𝜙𝑗+1] = {1}, para todo 𝑗 ≥ 0;
(ii) [𝑍𝑗+1(𝐺), 𝛾𝑗(𝐺𝜙)] · [𝛾𝑗(𝐺), 𝑍𝑗+1(𝐺𝜙)] é central em ϒ(𝐺), para todo 𝑗 ≥ 1;
(iii) [𝑍𝑗(𝐺), 𝛾𝑗(𝐺𝜙)] é central em 𝜈(𝐺), para todo 𝑗 ≥ 1.
Demonstração: (i) O caso em que 𝑗 = 0 segue trivialmente. Iremos mostrar que
[𝑍𝑗(𝐺), ([𝐺𝑗, 𝐺𝑗])𝜙] = {1},∀ 𝑗 ≥ 1.
Mas, pelo Lema 2.1.2, é suficiente mostrar que
[𝑍𝑗(𝐺), 𝐺𝑗] = {1},∀ 𝑗 ≥ 1.
Observe que o caso em que 𝑗 = 1, segue trivialmente, pois 𝑍1(𝐺) = 𝑍(𝐺). Por indução em
𝑗, temos
𝐺𝑗 = [𝐺𝑗−1, 𝐺𝑗−1] ≤ [𝐺𝑗−1, 𝐺] ≤ [𝛾𝑗−1(𝐺), 𝐺] = 𝛾𝑗(𝐺),∀𝑗 > 1. (2.9)
Agora, pelo item (𝑖𝑖) do Lema 1.2.2 e por (2.9),
[𝑍𝑗(𝐺), 𝐺𝑗] ≤ [𝑍𝑗(𝐺), 𝛾𝑗(𝐺)] = {1}.
para todo 𝑗 ≥ 1, como desejávamos. Portanto, o resultado segue.
(ii) Como 𝜙 : 𝐺→ 𝐺𝜙 é um isomorfismo de grupos, segue que
𝜙(𝛾𝑗(𝐺)) = 𝛾𝑗(𝐺𝜙),∀ 𝑗 ≥ 1.
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Agora, tomemos 𝑧 ∈ 𝑍𝑗+1(𝐺), 𝑔 ∈ 𝛾𝑗(𝐺) e 𝑔1, 𝑔2 ∈ 𝐺 quaisquer, para todo 𝑗 ≥ 1. Então,
pelo item (𝑖𝑖) do Lema 1.2.2 segue que [𝑧, 𝑔] ∈ 𝑍(𝐺), e pelo Lema 2.1.2
[[𝑧, 𝑔], [𝑔1, 𝑔2]𝜙] = 1.
Portanto,
[[𝑧, 𝑔𝜙], [𝑔1, 𝑔𝜙2 ]] = [𝑧, 𝑔𝜙]−1[𝑧, 𝑔𝜙][𝑔1,𝑔
𝜙
2 ]
2.1.1 (𝑖)= [𝑧, 𝑔𝜙]−1[𝑧, 𝑔𝜙][𝑔1,𝑔2]
= [𝑧, 𝑔𝜙, [𝑔1, 𝑔2]]
2.1.1 (𝑖𝑖)= [[𝑧, 𝑔], [𝑔1, 𝑔2]𝜙]
= 1.
Consequentemente, [𝑍𝑗+1(𝐺), 𝛾𝑗(𝐺𝜙)] é central em ϒ(𝐺), para todo 𝑗 ≥ 1. Analogamente,
se mostra que [𝛾𝑗(𝐺), 𝑍𝑗+1(𝐺𝜙)] é central em ϒ(𝐺), para todo 𝑗 ≥ 1. Portanto, o resultado
segue.
(iii) Sejam 𝑔1 ∈ 𝐺, 𝑔𝜙2 ∈ 𝐺𝜙, 𝑧 ∈ 𝑍𝑗(𝐺) e ℎ ∈ 𝛾𝑗(𝐺). Como [𝑍𝑗(𝐺), 𝛾𝑗(𝐺)] = 1 para todo
𝑗 ≥ 1, temos, pelo item (𝑖𝑖) do Lema 2.1.1, que
[[𝑧, ℎ𝜙], 𝑔1] = [𝑧, ℎ, 𝑔𝜙1 ] = 1 = [𝑧, ℎ, 𝑔𝜙2 ] = [[𝑧, ℎ𝜙], 𝑔𝜙2 ].
Daí, [𝑍𝑗(𝐺), 𝛾𝑗(𝐺𝜙)] ⊆ 𝑍(𝜈(𝐺)).
Consideremos a seguinte aplicação:
𝜌 : [𝐺,𝐺𝜙] → 𝐺′
𝑛∏︁
𝑖=1




que é bem definida, pois 𝜙 é um isomorfismo. Mais ainda, 𝜌 é um epimorfismo. De
fato, vejamos que 𝜌 é um homomorfismo. Para isso, consideremos 𝛼 = ∏︀𝑟𝑖=1[𝑥𝑖, 𝑦𝜙𝑖 ] e
𝛽 = ∏︀𝑠𝑖=1[𝑎𝑖, 𝑏𝜙𝑖 ] ∈ [𝐺,𝐺𝜙]. Denotando por [𝑔𝑖, ℎ𝜙𝑖 ] := [𝑥𝑖, 𝑦𝜙𝑖 ] para 𝑖 = 1, 2, · · · , 𝑟 e
[𝑔𝑟+𝑖, ℎ𝜙𝑟+𝑖] := [𝑎𝑖, 𝑏
𝜙













[𝑔𝑖, ℎ𝑖] = 𝜌(𝛼)𝜌(𝛽).
Em particular, pela definição de 𝐺′, 𝜌 é também epimorfismo.
Proposição 2.3.2 O núcleo ker 𝜌 é um subgrupo central do grupo 𝜈(𝐺).




[𝑥𝑖, 𝑦𝜙𝑖 ] ∈ [𝐺,𝐺𝜙]|
𝑛∏︁
𝑖=1
[𝑥𝑖, 𝑦𝑖] = 1
}︁
,
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é suficiente mostrar que
[︁ 𝑛∏︁
𝑖=1













para todos ∏︀𝑛𝑖=1[𝑥𝑖, 𝑦𝜙𝑖 ] ∈ [𝐺,𝐺𝜙], 𝑔 ∈ 𝐺. Para isso, faremos indução em 𝑛. Sendo assim,
tomemos [𝑥1, 𝑦𝜙1 ] ∈ [𝐺,𝐺𝜙]. Pelo item (𝑖𝑖) do Lema 2.1.1, temos que
[[𝑥1, 𝑦𝜙1 ], 𝑔𝜙] = [[𝑥1, 𝑦𝜙1 ], 𝑔] = [[𝑥1, 𝑦1], 𝑔𝜙].
Suponhamos, como hipótese de indução, que para algum 𝑛 ≥ 2 tenhamos
[︁ 𝑛−1∏︁
𝑖=1













Então, usando os itens (𝑖) e (𝑖𝑖) do Lema 2.1.1, segue que
[︁ 𝑛∏︁
𝑖=1





[𝑥𝑖, 𝑦𝜙𝑖 ], 𝑔




























Portanto, para todos ∏︀𝑛𝑖=1[𝑥𝑖, 𝑦𝜙𝑖 ] ∈ ker 𝜌 e 𝑔 ∈ 𝐺, segue que[︁ 𝑛∏︁
𝑖=1













Daí, temos que ker 𝜌 ≤ 𝑍(𝜈(𝐺)).
2.4 Série Central Inferior e Série Derivada de 𝜈(𝐺)
Seja 𝐺 um grupo, e suponhamos que 𝑁 E 𝐺 e exista um subgrupo 𝐻 de 𝐺 tal que
𝐺 = 𝐻𝑁 e 𝐻 ∩𝑁 = {1}. Então, 𝐺 é dito ser o produto semidireto (interno) de 𝑁 e 𝐻.
Em símbolos,
𝐺 = 𝐻 n𝑁 ou 𝐺 = 𝑁 o𝐻.
Corolário 2.4.1 Seja ϒ(𝐺) := [𝐺,𝐺𝜙] subgrupo normal em 𝜈(𝐺). Então,
(ϒ(𝐺)o𝐺) E 𝜈(𝐺) e (ϒ(𝐺)o𝐺𝜙) E 𝜈(𝐺).
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Demonstração: Como ϒ(𝐺) é normal em 𝜈(𝐺), para quaisquer elementos ℎ, 𝑘 ∈ ϒ(𝐺) e





𝜙 [𝑔𝜙, 𝑔−11 ]𝑔1 ∈ ϒ(𝐺)o𝐺.
Analogamente,




(ℎ𝑔1)𝑔 ∈ ϒ(𝐺)o𝐺 e (𝑘𝑔𝜙2 )𝑔𝜙 ∈ ϒ(𝐺)o𝐺𝜙.
Desse modo,
(ϒ(𝐺)o𝐺) E 𝜈(𝐺) e (ϒ(𝐺)o𝐺𝜙) E 𝜈(𝐺).
Uma consequência desse corolário é que existe uma ação bem definida do grupo
𝐺𝜙 em ϒ(𝐺)o𝐺. Em particular, conseguimos descrever o grupo 𝜈(𝐺) como o produto
semidireto de ϒ(𝐺) o 𝐺 por 𝐺𝜙. Na verdade, um fato mais geral do que este pode ser
encontrado em [9], demonstrado por T. Bueno para uma generalização do grupo 𝜈(𝐺).
Teorema 2.4.1 [9, Corolário 2.11] Existe um isomorfismo
𝜈(𝐺) ≃ (ϒ(𝐺)o𝐺)o𝐺𝜙.
A descrição de 𝜈(𝐺) como produto semidireto
𝜈(𝐺) ≃ (ϒ(𝐺)o𝐺)o𝐺𝜙
nos dá uma descrição das séries central inferior e derivada do grupo 𝜈(𝐺).
Teorema 2.4.2 Para 𝑖 ≥ 2 o 𝑖-ésimo termo da série central inferior de 𝜈(𝐺) é dado por
𝛾𝑖(𝜈(𝐺)) = 𝛾𝑖(𝐺)𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺].
Demonstração: Usaremos indução em 𝑖. Logo, para 𝑖 = 2, temos
𝛾2(𝜈(𝐺)) = [𝜈(𝐺), 𝜈(𝐺)] = [ϒ(𝐺) ·𝐺 ·𝐺𝜙,ϒ(𝐺) ·𝐺 ·𝐺𝜙].
Portanto, como ϒ(𝐺), ϒ(𝐺)𝐺𝜙 e ϒ(𝐺)𝐺 são normais em 𝜈(𝐺), segue que
𝛾2(𝜈(𝐺)) ≤ [ϒ(𝐺) ·𝐺𝜙,ϒ(𝐺) ·𝐺 ·𝐺𝜙][ϒ(𝐺) ·𝐺,ϒ(𝐺) ·𝐺 ·𝐺𝜙]
≤ [ϒ(𝐺) ·𝐺𝜙,ϒ(𝐺) ·𝐺][ϒ(𝐺) ·𝐺𝜙,ϒ(𝐺) ·𝐺𝜙][ϒ(𝐺) ·𝐺,ϒ(𝐺) ·𝐺]
≤ 𝛾2(𝐺)𝛾2(𝐺𝜙)ϒ(𝐺).
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Como a inclusão contrária segue da decomposição de 𝜈(𝐺) = ϒ(𝐺) · 𝐺 · 𝐺𝜙, temos
a igualdade. Em particular, para provar este teorema é suficiente mostrar apenas uma
inclusão. Desse modo, suponhamos por hipótese de indução que para algum 𝑖 ≥ 2 tenhamos
𝛾𝑖(𝜈(𝐺)) ≤ 𝛾𝑖(𝐺)𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺].
Então, dado que
𝛾𝑖+1(𝜈(𝐺)) = [𝛾𝑖(𝜈(𝐺)), 𝜈(𝐺)]
= [𝛾𝑖(𝜈(𝐺)),ϒ(𝐺) ·𝐺 ·𝐺𝜙]
≤ [𝛾𝑖(𝜈(𝐺)),ϒ(𝐺) ·𝐺𝜙][𝛾𝑖(𝜈(𝐺)),ϒ(𝐺) ·𝐺],
é suficiente calcularmos os fatores
[𝛾𝑖(𝜈(𝐺)),ϒ(𝐺) ·𝐺𝜙] e [𝛾𝑖(𝜈(𝐺)),ϒ(𝐺) ·𝐺].
Antes disso, vejamos que pelo Lema 2.1.1, os subgrupos [𝛾𝑖−1(𝐺), 𝐺𝜙] e [𝛾𝑖−1(𝐺𝜙), 𝐺] são os
mesmos. Mais ainda, eles são normais em 𝜈(𝐺), pela Proposição 2.1.1. Consequentemente,
os subgrupos 𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺] e 𝛾𝑖(𝐺)[𝛾𝑖−1(𝐺𝜙), 𝐺] são normais em 𝜈(𝐺), para todo
𝑖 ≥ 2. Daí, segue novamente pela Proposição 2.1.1, pelo Corolário 2.4.1, pelo Lema 2.1.1,
e por nossa hipótese de indução, que
[𝛾𝑖(𝜈(𝐺)),ϒ(𝐺) ·𝐺𝜙] ≤ [𝛾𝑖(𝐺)𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺],ϒ(𝐺) ·𝐺𝜙]
≤ [𝛾𝑖(𝐺)[𝛾𝑖−1(𝐺𝜙), 𝐺],ϒ(𝐺) ·𝐺𝜙][𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺],ϒ(𝐺) ·𝐺𝜙]
≤ 𝛾𝑖+1(𝐺𝜙)[𝛾𝑖(𝐺𝜙), 𝐺]. (2.10)
Semelhantemente, segue que
[𝛾𝑖(𝜈(𝐺)),ϒ(𝐺) ·𝐺] ≤ [𝛾𝑖(𝐺)𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺],ϒ(𝐺) ·𝐺]
≤ [𝛾𝑖(𝐺)[𝛾𝑖−1(𝐺𝜙), 𝐺],ϒ(𝐺) ·𝐺][𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺],ϒ(𝐺) ·𝐺]
≤ 𝛾𝑖+1(𝐺)[𝛾𝑖(𝐺𝜙), 𝐺]. (2.11)
Logo, de (2.10) e (2.11) que
𝛾𝑖+1(𝜈(𝐺)) ≤ 𝛾𝑖+1(𝐺)𝛾𝑖+1(𝐺𝜙)[𝛾𝑖(𝐺𝜙), 𝐺].
Como queríamos demonstrar.
O próximo resultado nos diz uma consequência imediata do teorema anterior, para
o caso em que 𝐺 é um grupo nilpotente.
Corolário 2.4.2 Seja 𝐺 um grupo nilpotente de classe 𝑐. Então, 𝜈(𝐺) é um grupo nilpo-
tente de classe no máximo 𝑐+ 1.
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Demonstração: A prova segue do teorema anterior, pois se 𝐺 é nilpotente de classe 𝑐,
então pela Proposição 1.2.4, temos 𝛾𝑐+1(𝐺) = 1. Logo, como
𝛾𝑖(𝜈(𝐺)) = 𝛾𝑖(𝐺)𝛾𝑖(𝐺𝜙)[𝛾𝑖−1(𝐺𝜙), 𝐺],
concluímos que,
𝛾𝑐+2(𝜈(𝐺)) = 𝛾𝑐+2(𝐺)𝛾𝑐+2(𝐺𝜙)[𝛾𝑐+1(𝐺𝜙), 𝐺] = 1.
Teorema 2.4.3 Para 𝑖 ≥ 2 o 𝑖-ésimo termo da série derivada de 𝜈(𝐺) é dado por
𝜈(𝐺)𝑖 = 𝐺𝑖𝐺𝜙𝑖 [𝐺𝑖−1, 𝐺
𝜙
𝑖−1],
onde 𝐺𝑖 denota o 𝑖-ésimo termo da série derivada de 𝐺.
Demonstração: Demonstraremos por indução em 𝑖. Logo, o caso 𝑖 = 2 é válido pelo
Teorema 2.4.2, uma vez que 𝜈(𝐺)2 = 𝛾2(𝜈(𝐺)). Suponhamos que para algum 𝑖 ≥ 2 se
tenha
𝜈(𝐺)𝑖 = 𝐺𝑖𝐺𝜙𝑖 [𝐺𝑖−1, 𝐺
𝜙
𝑖−1].
Agora, pelas relações que definem o grupo 𝜈(𝐺), o subgrupo [𝐺𝑖−1, 𝐺𝜙𝑖−1] é normal em 𝜈(𝐺),
para todo 𝑖 ≥ 2. Além disso, 𝐺𝑖 normaliza 𝐺𝜙𝑖 [𝐺𝑖−1, 𝐺𝜙𝑖−1] e 𝐺𝜙𝑖 normaliza 𝐺𝑖[𝐺𝑖−1, 𝐺𝜙𝑖−1],
pois 𝐺𝑖 ⊆ 𝐺𝑖−1. Mais ainda, pelo Lema 2.1.1, temos as seguintes relações:
[[𝐺𝑖−1, 𝐺𝜙𝑖−1], 𝐺𝑖] = [[𝐺𝑖−1, 𝐺𝑖−1], 𝐺
𝜙










[[𝐺𝑖−1, 𝐺𝜙𝑖−1], [𝐺𝑖−1, 𝐺
𝜙
𝑖−1]] = [𝐺𝑖, 𝐺
𝜙
𝑖 ].
Portanto, usando a nossa hipótese de indução, segue que
𝜈(𝐺)𝑖+1 = [𝜈(𝐺)𝑖, 𝜈(𝐺)𝑖]







≤ [𝐺𝑖[𝐺𝑖−1, 𝐺𝜙𝑖−1], 𝐺𝑖𝐺𝜙𝑖 [𝐺𝑖−1, 𝐺𝜙𝑖−1]][𝐺𝜙𝑖 [𝐺𝑖−1, 𝐺𝜙𝑖−1], 𝐺𝑖𝐺𝜙𝑖 [𝐺𝑖−1, 𝐺𝜙𝑖−1]],
Por sua vez, é subgrupo de

















Por fim, usando novamente as informações dadas acima, temos que
𝜈(𝐺)𝑖+1 ≤ 𝐺𝑖+1𝐺𝜙𝑖+1[𝐺𝑖, 𝐺𝜙𝑖 ].
Como a inclusão contrária é válida, temos a igualdade, para todo 𝑖 ≥ 2. Concluindo a
demonstração.
Uma consequência direta do Teorema anterior é dada a seguir.
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Corolário 2.4.3 Seja 𝐺 um grupo solúvel de comprimento derivado 𝑙. Então, 𝜈(𝐺) é
solúvel de comprimento derivado no máximo 𝑙 + 1.
Demonstração: Se 𝐺 tem comprimento derivado 𝑙, então pela Proposição 1.2.3, temos
que 𝐺𝑙 = 1. Consequentemente, dado que




𝜈(𝐺)𝑙+1 = 𝐺𝑙+1𝐺𝜙𝑙+1[𝐺𝑙, 𝐺
𝜙
𝑙 ] = 1.
Portanto, 𝜈(𝐺) é solúvel de comprimento derivado no máximo 𝑙 + 1.
2.5 A Estrutura de 𝜈(𝐺) Quando 𝐺 = 𝑁 o𝐻
Agora, vamos descrever a estrutura do grupo 𝜈(𝐺) quando 𝐺 é um produto
semidireto 𝑁 o𝐻, isto é, 𝑁,𝐻 ≤ 𝐺, 𝑁 E 𝐺, 𝐺 = 𝑁𝐻 e 𝑁 ∩𝐻 = {1}.
Proposição 2.5.1 Sejam 𝐺 um grupo, 𝑁 E 𝐺 e 𝐻 ≤ 𝐺. Suponhamos que 𝐺 = 𝑁 o𝐻 é
um produto semidireto. Então,
(i) 𝜈(𝐺) = ⟨𝑁,𝑁𝜙⟩[𝑁,𝐻𝜙][𝐻,𝑁𝜙]o ⟨𝐻,𝐻𝜙⟩;
(ii) ⟨𝐻,𝐻𝜙⟩ ≃ 𝜈(𝐻).
Demonstração: Observe que os subgrupos [𝑁,𝐻𝜙] e [𝐻,𝑁𝜙] são normais em 𝜈(𝐺). De
fato, como 𝐺 = 𝑁𝐻, para qualquer elemento 𝑔 ∈ 𝐺 existem 𝑛 ∈ 𝑁 e ℎ ∈ 𝐻 para os quais
𝑔 = 𝑛ℎ. Observe que pelas relações que definem 𝜈(𝐺) temos que 𝐻 normaliza os subgrupos
[𝑁,𝐻𝜙] e [𝐻,𝑁𝜙]. Para verificar que 𝑁 também normaliza os subgrupos [𝑁,𝐻𝜙] e [𝐻,𝑁𝜙]
tomaremos 𝑛1, 𝑛2 ∈ 𝑁 e ℎ ∈ 𝐻 quaisquer. Então,
[𝑛1, ℎ𝜙]𝑛2 = [𝑛1𝑛2, ℎ𝜙][𝑛2, ℎ𝜙]−1 ∈ [𝑁,𝐻𝜙].
De modo que 𝑁 normaliza [𝑁,𝐻𝜙]. Analogamente,
[ℎ, 𝑛𝜙1 ]𝑛2 = [ℎ, 𝑛𝜙1 ]𝑛
𝜙
2 = [ℎ, 𝑛𝜙2 ]−1[ℎ, 𝑛𝜙1𝑛𝜙2 ] ∈ [𝐻,𝑁𝜙].
Portanto, 𝑁 normaliza [𝐻,𝑁𝜙] e, consequentemente, 𝐺 normaliza os subgrupos [𝑁,𝐻𝜙]
e [𝐻,𝑁𝜙]. Pelas relações de 𝜈(𝐺) segue analogamente que 𝐺𝜙 normaliza os subgrupos
[𝑁,𝐻𝜙] e [𝐻,𝑁𝜙]. Agora, queremos mostrar que
𝜈(𝐺) = ⟨𝑁,𝑁𝜙⟩[𝑁,𝐻𝜙][𝐻,𝑁𝜙]o ⟨𝐻,𝐻𝜙⟩.
Notemos que
[𝑁,𝑁𝜙𝐻𝜙] ≤ [𝑁,𝐻𝜙][𝑁,𝑁𝜙] e [𝑁𝐻,𝑁𝜙] ≤ [𝑁,𝑁𝜙][𝐻,𝑁𝜙],
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pois, [𝑁,𝑁𝜙] E 𝜈(𝐺). Logo, podemos verificar pela Proposição 2.1.1 para 𝐺 = 𝑁 o𝐻, que
o núcleo do epimorfismo ?˜? : 𝜈(𝐺) 𝜈(𝐺
𝑁




ker ?˜? = ⟨𝑁,𝑁𝜙⟩[𝑁,𝑁𝜙𝐻𝜙][𝑁𝐻,𝑁𝜙]
= ⟨𝑁,𝑁𝜙⟩[𝑁,𝑁𝜙][𝑁,𝐻𝜙][𝐻,𝑁𝜙]
= ⟨𝑁,𝑁𝜙⟩[𝑁,𝐻𝜙][𝐻,𝑁𝜙].
Como 𝑁 ∩𝐻 = 1, segue que
ker ?˜? ∩ ⟨𝐻,𝐻𝜙⟩ = {1}.
Agora, pelo Teorema 2.4.1, podemos escrever





𝑁𝐻 ·𝑁𝜙𝐻𝜙 ≤ ⟨𝑁,𝑁𝜙⟩[𝑁,𝐻𝜙][𝐻,𝑁𝜙]⟨𝐻,𝐻𝜙⟩.
Como a inclusão contrária acontece, a afirmação é verdadeira.
(ii) Para a prova deste item, tomaremos o epimorfismo ?˜? : 𝜈(𝐺)  𝜈(𝐺
𝑁
) como na







pois, 𝐺 = 𝑁 o𝐻. Pelo item (𝑖) vimos que ker ?˜? ∩ ⟨𝐻,𝐻𝜙⟩ = {1}. Logo,
⟨𝐻,𝐻𝜙⟩ ≃ ⟨𝐻,𝐻
𝜙⟩








Proposição 2.5.2 Sejam 𝐺 um grupo, 𝐻 e 𝑁 subgrupos normais de 𝐺. Suponha que
𝐺 = 𝑁 ×𝐻 seja um produto direto. Então,
(i) 𝜈(𝐺) = ⟨𝑁,𝑁𝜙⟩[𝑁,𝐻𝜙][𝐻,𝑁𝜙]⟨𝐻,𝐻𝜙⟩;
(ii) ⟨𝑁,𝑁𝜙⟩ ≃ 𝜈(𝑁) e ⟨𝐻,𝐻𝜙⟩ ≃ 𝜈(𝐻);
(iii) ϒ(𝐺) ≃ ϒ(𝑁)×ϒ(𝐻)× [𝑁,𝐻𝜙][𝐻,𝑁𝜙].
Demonstração: (i) Segue diretamente do item (𝑖) da Proposição 2.5.1.
(ii) Considerando epimorfismos ?˜?1 : 𝜈(𝐺) 𝜈(𝐺𝑁 ) e ?˜?2 : 𝜈(𝐺) 𝜈(
𝐺
𝐻
) como na Proposição
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2.1.1. O resultado segue do item (𝑖𝑖) Proposição 2.5.1.
(iii) Dado que 𝐺 = 𝑁 ×𝐻, temos
ϒ(𝐺) = [𝑁𝐻,𝑁𝜙𝐻𝜙] = [𝑁,𝑁𝜙][𝐻,𝐻𝜙][𝐻,𝑁𝜙][𝑁,𝐻𝜙].
Mas, pelo item anterior,
[𝑁,𝑁𝜙] ≃ ϒ(𝑁) e [𝐻,𝐻𝜙] ≃ ϒ(𝐻),
⟨𝑁,𝑁𝜙⟩ ∩ ([𝑁,𝐻𝜙][𝐻,𝑁𝜙]⟨𝐻,𝐻𝜙⟩) = {1},
(⟨𝑁,𝑁𝜙⟩[𝑁,𝐻𝜙][𝐻,𝑁𝜙]) ∩ ⟨𝐻,𝐻𝜙⟩ = {1}.
Em particular, as relações que definem 𝜈(𝐺) nos mostram que os subgrupos
[𝑁,𝑁𝜙], [𝐻,𝑁𝜙], [𝑁,𝐻𝜙], [𝐻,𝐻𝜙],
são todos normais em 𝜈(𝐺). Logo, podemos descrever ϒ(𝐺) como
ϒ(𝐺) ≃ ϒ(𝑁)×ϒ(𝐻)× [𝑁,𝐻𝜙][𝐻,𝑁𝜙].
Como a interseção [𝑁,𝐻𝜙]∩ [𝐻,𝑁𝜙] pode não ser trivial, pois, se 𝐻 ′ ̸= {1} e [𝑛, [ℎ1, ℎ2]𝜙] ∈
[𝑁,𝐻𝜙], então
[𝑛, [ℎ1, ℎ2]𝜙] = [[ℎ1, ℎ2]𝜙, 𝑛]−1
2.1.1 (𝑖𝑖)= [[ℎ1, ℎ2], 𝑛𝜙]−1 ∈ [𝐻,𝑁𝜙],
segue que
ϒ(𝐺) ≃ ϒ(𝑁)×ϒ(𝐻)× [𝑁,𝐻𝜙][𝐻,𝑁𝜙].
Corolário 2.5.1 Seja 𝐺 um grupo nilpotente finito e 𝜋(𝐺) = {𝑝1, 𝑝2, · · · , 𝑝𝑛} o conjunto
de primos que dividem a ordem de 𝐺. Então,
(i) 𝜈(𝐺) ≃ 𝜈(𝑃1)× · · · × 𝜈(𝑃𝑛);
(ii) ϒ(𝐺) ≃ ϒ(𝑃1)× · · · ×ϒ(𝑃𝑛),
onde cada 𝑃𝑖 é um 𝑝𝑖-subgrupo de Sylow de 𝐺, para 𝑖 = 1, 2, · · · , 𝑛.
Demonstração: As demonstrações de (𝑖) e (𝑖𝑖) seguem simultaneamente. Como 𝐺 é um
grupo finito, podemos dizer que
|𝐺| = 𝑝𝛼11 𝑝𝛼22 · · · 𝑝𝛼𝑛𝑛 ,
onde cada 𝑝𝑖 é um número primo com 𝑝𝑖 ≠ 𝑝𝑗 sempre que 𝑖 ̸= 𝑗 e 𝛼𝑖 ∈ N. Agora, usando
indução em 𝑛, vemos que se 𝑛 = 1, então |𝐺| = 𝑝𝛼11 , e o resultado segue trivialmente. Para
o caso 𝑛 = 2, temos |𝐺| = 𝑝𝛼11 𝑝𝛼22 . Denote por 𝑃1 e 𝑃2 os 𝑝𝑖-subgrupos de Sylow de 𝐺,
𝑖 = 1, 2. Então, 𝐺 = 𝑃1 × 𝑃2, pois 𝐺 é nilpotente, e pela Proposição 2.5.2
𝜈(𝐺) = ⟨𝑃2, 𝑃𝜙2 ⟩[𝑃1, 𝑃𝜙2 ][𝑃2, 𝑃𝜙1 ]⟨𝑃1, 𝑃𝜙1 ⟩,
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ϒ(𝐺) ≃ ϒ(𝑃1)×ϒ(𝑃2)× [𝑃1, 𝑃𝜙2 ][𝑃2, 𝑃𝜙1 ].
Como elementos de ordens coprimas de um grupo nilpotente comutam [Corolário 1.2.1],
segue do item (𝑖𝑖) do Lema 2.1.3 que
[𝑃1, 𝑃𝜙2 ] = [𝑃2, 𝑃𝜙1 ] = {1}.
Portanto,
𝜈(𝐺) = ⟨𝑃2, 𝑃𝜙2 ⟩⟨𝑃1, 𝑃𝜙1 ⟩ ≃ 𝜈(𝑃1)𝜈(𝑃2),
ϒ(𝐺) ≃ ϒ(𝑃1)×ϒ(𝑃2).
Daí, como a ação por conjugação de ⟨𝑃1, 𝑃𝜙1 ⟩ em ⟨𝑃2, 𝑃𝜙2 ⟩ é trivial e a interseção de ambos
também é trivial, segue que
𝜈(𝐺) = ⟨𝑃1, 𝑃𝜙1 ⟩ × ⟨𝑃2, 𝑃𝜙2 ⟩.
Agora, suponhamos que para algum 𝑛 ≥ 2, |𝐺| = 𝑝𝛼11 𝑝𝛼22 · · · 𝑝𝛼𝑛𝑛 e
𝜈(𝐺) ≃ 𝜈(𝑃1)× · · · × 𝜈(𝑃𝑛) e ϒ(𝐺) ≃ ϒ(𝑃1)× · · · ×ϒ(𝑃𝑛). (2.12)
Então, para
|𝐺| = 𝑝𝛼11 𝑝𝛼22 · · · 𝑝𝛼𝑛𝑛 𝑝𝛼𝑛+1𝑛+1 , com 𝑝𝑛+1 ̸= 𝑝𝑖, 𝑖 = 1, 2, · · · , 𝑛,
temos 𝐺 = 𝑁 × 𝑃𝑛+1, onde 𝑁 = 𝑃1 × · · · × 𝑃𝑛 e 𝑁 ∩ 𝑃𝑛+1 = {1}, pois 𝐺 é nilpotente.
Portanto, pela Proposição 2.5.2 e pelo item (𝑖𝑖) do Lema 2.1.3 que
𝜈(𝐺) ≃ 𝜈(𝑁)[𝑁,𝑃𝜙𝑛+1][𝑃𝑛+1, 𝑁𝜙]𝜈(𝑃𝑛+1)
(2.12)≃ 𝜈(𝑃1)× · · · × 𝜈(𝑃𝑛)× 𝜈(𝑃𝑛+1).
Semelhantemente,
ϒ(𝐺) ≃ ϒ(𝑁)×ϒ(𝑃𝑛+1)
(2.12)≃ ϒ(𝑃1)× · · · ×ϒ(𝑃𝑛)×ϒ(𝑃𝑛+1).
58
Capítulo 3
Critérios de Finitude (local) para
ϒ(𝐺)
O resultado a seguir é um corolário imediato de uma proposição de R. Brown, D.
Johnson e E. Robertson [7, Proposição 5] que trata sobre a finitude do quadrado tensorial
não abeliano de grupos finitos. Aqui, apresentaremos uma demonstração sem resultados
de natureza homológica. Tal demonstração foi sugerida por N. Rocco.
Teorema 3.0.1 Sejam 𝜋 um conjunto de primos e 𝐺 um grupo. Se 𝐺 é finito (ou 𝜋-
grupo finito), então o quadrado tensorial não abeliano [𝐺,𝐺𝜙] é finito (ou 𝜋-grupo finito),
respectivamente. Em particular, 𝜈(𝐺) é finito (𝜋-grupo finito), respectivamente.
Demonstração: Dado 𝐺 um grupo finito, como 𝜈(𝐺) ≃ ([𝐺,𝐺𝜙]o𝐺)o𝐺𝜙 e [𝐺,𝐺𝜙] E




= |𝐺|2 < +∞.
Consideremos o epimorfismo
𝜌 : [𝐺,𝐺𝜙] → 𝐺′
𝑛∏︁
𝑖=1




Pelo Teorema dos Isomorfismos ([𝐺,𝐺𝜙] : ker 𝜌) = |𝐺′|. Em particular,
(𝜈(𝐺) : ker 𝜌) = (𝜈(𝐺) : [𝐺,𝐺𝜙])([𝐺,𝐺𝜙] : ker 𝜌)
= |𝐺|2|𝐺′| < +∞.
Pela Proposição 2.3.2, sabemos que ker 𝜌 ≤ 𝑍(𝜈(𝐺)). Logo, (𝜈(𝐺) : 𝑍(𝜈(𝐺)) < +∞.
Portanto, pelo Teorema de Schur 1.3.1, |𝜈(𝐺)′| < +∞. Mas, pelo Teorema 2.4.3, [𝐺,𝐺𝜙] ≤
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𝜈(𝐺)′. Logo, |[𝐺,𝐺𝜙]| < +∞, como queríamos e, em particular,
|𝜈(𝐺)| = |[𝐺,𝐺𝜙]| · |𝐺| · |𝐺𝜙| < +∞.








é um 𝜋-número. Novamente, pelo Teorema de Schur 1.3.1, temos exp(𝜈(𝐺)′) divide 𝑛,
que por sua vez, é um 𝜋-número. Segue do Teorema 2.4.3 que |[𝐺,𝐺𝜙]| é um 𝜋-número.
Portanto, [𝐺,𝐺𝜙] é um 𝜋-grupo finito e, consequentemente, 𝜈(𝐺) é um 𝜋-grupo finito.
Observação 3.1 Em [3, Proposição 3.2], R. Bastos, I. Nakaoka e N. Rocco obtiveram
uma generalização desse resultado, levando em conta apenas o número de tensores, isto é,
a cardinalidade do conjunto
𝑇⊗(𝐺) = {[𝑔, ℎ𝜙] | 𝑔, ℎ ∈ 𝐺}.
Definição 3.0.1 Seja 𝐺 um grupo. Dizemos que 𝐺 é localmente finito se todo subgrupo
finitamente gerado de 𝐺 é finito.
Exemplo 3.1 (1) Todo grupo finito é localmente finito.






Lema 3.0.1 (O. Schmidt) [20, Proposição 14.3.1] Seja 𝐺 um 𝜋-grupo localmente finito.
Se 𝐻 ≤ 𝐺 e 𝑁 E 𝐺, então 𝐻 e 𝐺
𝑁
são 𝜋−grupos localmente finitos.
Demonstração: Dado que 𝐻 ≤ 𝐺 e notando que todo subgrupo finitamente gerado 𝐿 de
𝐻 é também um subgrupo finitamente gerado de 𝐺, segue que 𝐿 é 𝜋-grupo finito, pela








= ⟨𝑁𝑘1, 𝑁𝑘2, · · · , 𝑁𝑘𝑚⟩.
Então,
𝐾 = ⟨𝑘1, 𝑘2, · · · , 𝑘𝑚, 𝑁⟩.
Mas, pela hipótese sobre 𝐺, segue que |⟨𝑘1, 𝑘2, · · · , 𝑘𝑚⟩| <∞. Logo,
⟨𝑘1, 𝑘2, · · · , 𝑘𝑚⟩
⟨𝑘1, 𝑘2, · · · , 𝑘𝑚⟩ ∩𝑁 ≃






é 𝜋-grupo finito, como queríamos demonstrar.
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Lema 3.0.2 (O. Schmidt) [20, Proposição 14.3.1] Seja 𝐺 um 𝜋-grupo, tal que 𝑁 E 𝐺
e 𝐺
𝑁
são ambos 𝜋-grupos localmente finitos. Então, 𝐺 é um 𝜋-grupo localmente finito.







é finitamente gerado e, pela hipótese sobre 𝐺
𝑁
, é 𝜋-grupo finito. Em particular, segue que
𝐾 ∩ 𝑁 é finitamente gerado, pois é subgrupo de índice finito de um grupo finitamente
gerado [Lema 1.3.4]. Logo, pela hipótese sobre 𝑁 , 𝐾 ∩ 𝑁 é 𝜋-grupo finito. Logo, pelo
Teorema de Lagrange, 𝐾 é 𝜋-grupo finito.
Consequentemente, a classe de 𝜋-grupos localmente finitos é fechada para extensões,
quocientes, e formação de subgrupos. O próximo resultado é uma consequência do Teorema
de Schur 1.3.1.
Lema 3.0.3 (I. Schur) Seja 𝐺 um grupo tal que 𝐺
𝑍(𝐺) é um 𝜋-grupo localmente finito.
Então, o subgrupo derivado 𝐺′ é um 𝜋-grupo localmente finito.
Demonstração: Suponhamos que 𝐺
𝑍(𝐺) é um 𝜋-grupo localmente finito. Seja 𝐾 um
subgrupo finitamente gerado de 𝐺′. Então, existem 𝛼1, 𝛼2, · · · , 𝛼𝑛 e 𝛽1, 𝛽2, · · · , 𝛽𝑚 ∈ 𝐺,
tais que
𝐾 ⊆ ⟨[𝛼1, 𝛽1], · · · , [𝛼𝑛, 𝛽𝑚]⟩ ⊆ 𝐻 ′,
onde
𝐻 = ⟨𝛼1, 𝛼2, · · · , 𝛼𝑛, 𝛽1, 𝛽2, · · · , 𝛽𝑚⟩.









pela hipótese sobre 𝐺
𝑍(𝐺) , segue que
𝐻




𝑍(𝐻) é 𝜋-grupo finito. Portanto, segue do Teorema 1.3.1 que 𝐻
′
é 𝜋-grupo finito. Consequentemente, 𝐾 ≤ 𝐻 ′ é um 𝜋-grupo finito. Segue que 𝐺′ é um
𝜋-grupo localmente finito.
Teorema 3.0.2 Seja 𝐺 um grupo localmente finito (𝜋-grupo localmente finito). Então,
𝜈(𝐺) é localmente finito (𝜋-grupo localmente finito), respectivamente.
Demonstração: Consideremos o epimorfismo
𝜌 : [𝐺,𝐺𝜙]  𝐺′
𝑛∏︁
𝑖=1
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visto anteriormente [Proposição 2.3.2]. Usando a decomposição de 𝜈(𝐺) como ([𝐺,𝐺𝜙]o
𝐺)o𝐺𝜙, e o Lema 3.0.1, os quocientes
𝜈(𝐺)
[𝐺,𝐺𝜙] ≃ 𝐺×𝐺 e
[𝐺,𝐺𝜙]
ker 𝜌 ≃ 𝐺
′,
são 𝜋-grupos localmente finitos. Em particular, pelo Teorema do Isomorfismo e pelo Lema
3.0.2, 𝜈(𝐺)ker 𝜌 é um 𝜋-grupo localmente finito. Por outro lado, usando que ker 𝜌 ≤ 𝑍(𝜈(𝐺)),
junto com o Lema 3.0.1 e o Teorema do Isomorfismo, temos 𝜈(𝐺)
𝑍(𝜈(𝐺)) é um 𝜋-grupo localmente
finito. Daí, segue do Lema 3.0.3 que 𝜈(𝐺)′ é um 𝜋-grupo localmente finito. Novamente
pelo Lema 3.0.1, [𝐺,𝐺𝜙] ≤ 𝜈(𝐺)′ é um 𝜋-grupo localmente finito, e pelo Lema 3.0.2 segue
que 𝜈(𝐺) é um 𝜋-grupo localmente finito, como queríamos.
Observação 3.2 O resultado acima foi demonstrado originalmente por P. Moravec em [17,
Teorema 1]. Entretanto, a demonstração apresentada aqui tem vantagens de ser elementar
e não envolver técnicas “homológicas”.
3.1 Uma Estimativa para a Ordem de ϒ(𝐺)
Nesta seção, apresentaremos os demais resultados encontrados em [21]. Restringire-
mos nossa análise do grupo 𝜈(𝐺) quando 𝐺 for um 𝑝-grupo finito, onde 𝑝 é um número
primo. Neste caso, pelo Teorema 3.0.1, ϒ(𝐺) é finito. Com isso, nosso objetivo é obter
uma estimativa para a ordem do quadrado tensorial não abeliano ϒ(𝐺).
Lema 3.1.1 Sejam 𝐺 um 𝑝-grupo finito não abeliano e 𝑐 ∈ 𝑍(𝐺) ∩𝐺′ um elemento de
ordem 𝑝. Se Φ(𝐺) denota o subgrupo de Frattini de 𝐺, então












Demonstração: Dado que 𝐺 é um 𝑝-grupo finito, pela Proposição 1.1.3, 𝐺 é nilpotente
com centro 𝑍(𝐺) não trivial, logo, pela Proposição 1.2.5 e pelo Lema de Cauchy [23, Lema
4.1] para grupos abelianos finitos, existe um elemento 𝑐 ∈ 𝑍(𝐺) ∩ 𝐺′ de ordem 𝑝, em
particular, ⟨𝑐⟩ E 𝐺. Considerando o epimorfismo canônico
𝜋 : 𝐺  𝐺⟨𝑐⟩
𝑔 ↦→ ⟨𝑐⟩𝑔,






núcleo é dado por
ker ?˜? = ⟨𝑐, 𝑐𝜙⟩[⟨𝑐⟩, 𝐺𝜙][𝐺, ⟨𝑐𝜙⟩]
= ⟨𝑐⟩⟨𝑐𝜙⟩[𝑐,𝐺𝜙][𝐺, 𝑐𝜙],
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pois, pelos Lemas 2.1.1 (𝑣) e 2.1.3 (𝑖)
[𝑐, 𝑐𝜙] = 1 e [𝑐𝑚, 𝑔𝜙] = [𝑐, (𝑔𝑚)𝜙], para todos 𝑔 ∈ 𝐺,𝑚 ∈ Z.
Em particular,
| ker ?˜?| divide 𝑝2 · |[𝑐,𝐺𝜙][𝐺, 𝑐𝜙]|,
e pelo Teorema do Isomorfismo de grupos















Nos resta calcular a ordem de [𝑐,𝐺𝜙][𝐺, 𝑐𝜙]. Entretanto, notemos que pelo Lema 2.1.1 (𝑣𝑖),
em [𝑐,𝐺𝜙][𝐺, 𝑐𝜙], o produto [𝑐, 𝑔𝜙][𝑔, 𝑐𝜙] é trivial para todos 𝑔 ∈ 𝐺, 𝑐 ∈ 𝐺′, e suponhamos
que
𝐺
Φ(𝐺) := ⟨𝑎1, 𝑎2, · · · , 𝑎𝑑 | 𝑎𝑖 ∈ 𝐺, 𝑖 = 1, 2, · · · , 𝑑⟩.
Pelo Teorema 1.2.2 (Teorema da Base de Burnside),
𝐺 := ⟨𝑎1, 𝑎2, · · · , 𝑎𝑑⟩.
Logo, para 𝑎𝑗𝑠 ∈ {𝑎1, 𝑎2, · · · , 𝑎𝑑}, temos
[𝑐, (𝑎𝑖1𝑗1𝑎
𝑖2







2.3.1 (𝑖𝑖𝑖)= [𝑐, (𝑎𝑖𝑘𝑗𝑘)
𝜙][𝑐, (𝑎𝑖1𝑗1𝑎
𝑖2
𝑗2 · · · 𝑎𝑖𝑘−1𝑗𝑘−1)𝜙]
= · · ·
= [𝑐, (𝑎𝑖𝑘𝑗𝑘)
𝜙][𝑐, (𝑎𝑖𝑘−1𝑗𝑘−1)
𝜙] · · · [𝑐, (𝑎𝑖2𝑗2)𝜙][𝑐, (𝑎𝑖1𝑗1)𝜙]
2.1.3 (𝑖)= [𝑐, (𝑎𝑗𝑘)𝜙]𝑖𝑘 [𝑐, (𝑎𝑗𝑘−1)𝜙]𝑖𝑘−1 · · · [𝑐, (𝑎𝑗2)𝜙]𝑖2 [𝑐, (𝑎𝑗1)𝜙]𝑖1
2.3.1 (𝑖𝑖𝑖)= [𝑐, 𝑎𝜙𝑑 ]𝑙𝑑 [𝑐, 𝑎
𝜙
𝑑−1]𝑙𝑑−1 · · · [𝑐, 𝑎𝜙1 ]𝑙1 .
Agora, notemos que para todos 𝑔, ℎ ∈ 𝐺 e 𝑐 ∈ 𝑍(𝐺), temos, em 𝜈(𝐺), que













𝑗2 · · · 𝑎𝑖𝑘−1𝑗𝑘−1), 𝑐𝜙][𝑎𝑖𝑘𝑗𝑘 , 𝑐𝜙]
= · · ·
= [𝑎𝑖1𝑗1 , 𝑐
𝜙][𝑎𝑖2𝑗2 , 𝑐
𝜙] · · · [𝑎𝑖𝑘𝑗𝑘 , 𝑐𝜙]
2.1.3 (𝑖)= [𝑎𝑗1 , 𝑐𝜙]𝑖1 [𝑎𝑗2 , 𝑐𝜙]𝑖2 · · · [𝑎𝑗𝑘 , 𝑐𝜙]𝑖𝑘
= [𝑎𝑑, 𝑐𝜙]𝑙𝑑 [𝑎𝑑−1, 𝑐𝜙]𝑙𝑑−1 · · · [𝑎1, 𝑐𝜙]𝑙1 .
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Logo,
[𝑐,𝐺𝜙][𝐺, 𝑐𝜙] = ⟨[𝑐, 𝑎𝜙1 ], [𝑐, 𝑎𝜙2 ], · · · , [𝑐, 𝑎𝜙𝑑−1], [𝑐, 𝑎𝜙𝑑 ], [𝑎1, 𝑐𝜙], [𝑎2, 𝑐𝜙], · · · , [𝑎𝑑−1, 𝑐𝜙], [𝑎𝑑, 𝑐𝜙]⟩.
Mas, como o produto [𝑐, 𝑎𝜙𝑖 ][𝑎𝑖, 𝑐𝜙] é trivial para todos 𝑖 = 1, 2, · · · , 𝑑, 𝑐 ∈ 𝐺′, segue que
[𝑐,𝐺𝜙][𝐺, 𝑐𝜙] = [𝑐,𝐺𝜙] = [𝐺, 𝑐𝜙] = ⟨[𝑐, 𝑎𝜙1 ][𝑐, 𝑎𝜙2 ], · · · , [𝑐, 𝑎𝜙𝑑−1], [𝑐, 𝑎𝜙𝑑 ]⟩.
Portanto, nosso problema se resumiu em calcular a ordem de [𝑐,𝐺𝜙]. Sendo assim, consi-
deremos a aplicação
𝜆 : 𝐺 → [𝑐,𝐺𝜙]
𝑔 ↦→ [𝑐, 𝑔𝜙].
Pela Proposição 2.3.1 (𝑖𝑖𝑖), 𝜆 é homomorfismo, já que
𝜆(𝑔1𝑔2) = [𝑐, 𝑔𝜙1 𝑔𝜙2 ] = [𝑐, 𝑔𝜙2 ][𝑐, 𝑔𝜙1 ]𝑔
𝜙
2 = [𝑐, 𝑔𝜙1 ][𝑐, 𝑔𝜙2 ],∀ 𝑔1, 𝑔2 ∈ 𝐺.
Em particular, 𝜆 é um epimorfismo, pois
𝐺 := ⟨𝑎1, 𝑎2, · · · , 𝑎𝑑⟩ e [𝑐,𝐺𝜙] := ⟨[𝑐, 𝑎𝜙1 ][𝑐, 𝑎𝜙2 ], · · · , [𝑐, 𝑎𝜙𝑑−1], [𝑐, 𝑎𝜙𝑑 ]⟩.
Portanto, pelo Teorema do Isomorfismo de grupos
|𝐺| = | ker𝜆| · |[𝑐,𝐺𝜙]|.
Mas, Φ(𝐺) ≤ ker𝜆, pois como 𝐺 é um 𝑝-grupo finito, pelo Teorema 1.2.2 (Teorema
da Base de Burnside), Φ(𝐺) = 𝐺′𝐺𝑝, onde 𝐺𝑝 := ⟨𝑥𝑝 |𝑥 ∈ 𝐺⟩. Assim, se 𝑦 ∈ 𝐺′, pela
Proposição 2.3.1 (𝑖) temos que [𝑐, 𝑦𝜙] = 1. Além disso, pelo Lema 2.1.3 (𝑖) vemos que
[𝑐, (𝑥𝑝)𝜙] = [𝑐𝑝, 𝑥𝜙] = 1, para todo 𝑥 ∈ 𝐺. Portanto, segue que
(𝐺 : Φ(𝐺)) = (𝐺 : ker𝜆)(ker𝜆 : Φ(𝐺)) = |[𝑐,𝐺𝜙]| · (ker : Φ(𝐺)).
Daí, |[𝑐,𝐺𝜙]| divide (𝐺 : Φ(𝐺)). Lembrando que
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Demonstração: Dado que 𝐺 é nilpotente de classe 2, segue que 𝐺′ ≤ 𝑍(𝐺). Agora,
consideremos o epimorfismo







induzido pelo homomorfismo canônico





















Dado que 𝐺′ e 𝐺
𝐺′ podem ser vistos como Z-módulos, pela Proposição 1.5.4, o produto






















Então, mostraremos que | ker ?˜?∩ϒ(𝐺)| divide |𝐺′⊗Z 𝐺𝐺′ |. Mas, pela Observação 2.1, temos
ker ?˜? ∩ϒ(𝐺) = [𝐺′, 𝐺𝜙][𝐺, (𝐺′)𝜙]. (3.2)
Logo, nosso objetivo se resume a calcular a ordem de [𝐺′, 𝐺𝜙][𝐺, (𝐺′)𝜙]. Para isso, afirmamos
que [𝐺′, 𝐺𝜙][𝐺, (𝐺′)𝜙] = [𝐺, (𝐺′)𝜙]. De fato, suponhamos que
𝐺′ := ⟨𝑐1, 𝑐2, · · · , 𝑐𝑚⟩ e 𝐺
𝐺′
:= ⟨𝑑1, 𝑑2, · · · , 𝑑𝑛⟩
Por um argumento análogo ao feito no lema anterior, vemos que [𝐺′, 𝐺𝜙][𝐺, (𝐺′)𝜙] é gerado
pelo conjunto
{[𝑐𝑖, 𝑑𝜙𝑗 ], [𝑑𝑗, 𝑐𝜙𝑖 ] | 1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 𝑛}.
Mas, pelo Lema 2.1.1 (𝑣𝑖), em [𝐺′, 𝐺𝜙][𝐺, (𝐺′)𝜙] o produto [𝑐𝑖, 𝑑𝜙𝑗 ][𝑑𝑗, 𝑐
𝜙
𝑖 ] é trivial para
todo par (𝑖, 𝑗). Portanto, [𝐺′, 𝐺𝜙][𝐺, (𝐺′)𝜙] é gerado pelo conjunto
{[𝑐𝑖, 𝑑𝜙𝑗 ] | 1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 𝑛}.
Consequentemente,
[𝐺′, 𝐺𝜙][𝐺, (𝐺′)𝜙] = [𝐺′, 𝐺𝜙].
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Portanto, queremos calcular a ordem de [𝐺′, 𝐺𝜙]. Sendo assim, dado que 𝐺′ ≤ 𝑍(𝐺), pela
Proposição 2.3.1 (𝑖𝑖𝑖), [𝐺′, 𝐺𝜙] é central em 𝜈(𝐺). Usando a Proposição 2.3.1 (𝑖𝑖𝑖) e o
Lema 2.1.3 (𝑖), vemos que
𝜑 : 𝐺′ × 𝐺
𝐺′ → [𝐺′, 𝐺𝜙]
(𝑐, 𝑑) ↦−→ [𝑐, 𝑑𝜙]
é Z-biaditiva. Logo, pela Definição 1.5.8, existe um único Z-homomorfismo
𝛽 : 𝐺′ ⊗Z 𝐺𝐺′ → [𝐺′, 𝐺𝜙]
𝑐⊗ 𝑑 ↦−→ [𝑐, 𝑑𝜙].
tal que 𝛽(𝑐⊗ 𝑑) = 𝜑(𝑐, 𝑑). Em particular, 𝛽 é um epimorfismo, pois pela Proposição 2.3.1
(𝑖), temos que [𝐺′, (𝐺′)𝜙] (*)= 1, além disso, para qualquer 𝑔 ∈ 𝐺, existem ℎ ∈ 𝐺′ e 𝑑𝑖 com
𝑖 = 1, 2, · · · , 𝑛 tal que 𝑔 = 𝑑𝑖ℎ. Portanto, se 𝑐 ∈ 𝐺′,
[𝑐, (𝑑𝑖ℎ)𝜙] = [𝑐, ℎ𝜙][𝑐, 𝑑𝜙𝑖 ]ℎ
𝜙 (*)= [𝑐, 𝑑𝜙𝑖 ]ℎ
𝜙 = [𝑐, 𝑑𝜙𝑖 ].












E o resultado segue.
Corolário 3.1.1 Seja 𝐺 um 𝑝-grupo de classe menor ou igual a 2, com |𝐺| = 𝑝𝑛 e
|𝐺′| = 𝑝𝑚. Então,
|ϒ(𝐺)| divide 𝑝𝑛(𝑛−𝑚).
Demonstração: Suponhamos que 𝐺 é nilpotente de classe 1. Então, 𝐺 é abeliano e
𝐺′ = {1}, em particular, 𝑚 = 0 e
ϒ(𝐺) 2.2.1≃ 𝐺⊗𝐺 1.6.1≃ 𝐺⊗Z 𝐺.
Portanto, queremos mostrar que
|ϒ(𝐺)| = |𝐺⊗Z 𝐺| divide 𝑝𝑛2 .
Para isso, observemos que pelo Teorema sobre decomposição de grupos abelianos finita-
mente gerados [23, Teorema 6.5], temos
𝐺 ≃ 𝐶𝑝𝛼1 × 𝐶𝑝𝛼2 × · · · × 𝐶𝑝𝛼𝑘 ,
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Mas, pela Proposição 1.5.5, para cada 𝛼𝑖0 ∈ {𝛼1, 𝛼2, · · · , 𝛼𝑘} temos que
|𝐶𝑝𝛼𝑖0 ⊗Z 𝐶𝑝𝛼𝑗 | ≤ 𝑝𝛼𝑖0
para todo 𝑗 = 1, 2, · · · , 𝑘. Portanto, segue de (3.3) que
|𝐺⊗Z 𝐺| ≤ 𝑝(𝛼1+𝛼2+···+𝛼𝑘)𝑘 ≤ 𝑝𝑛2 .




























divide 𝑝(𝑛−𝑚)2 . (3.5)





𝐺′ ≃ 𝐶𝑝𝛼1 × 𝐶𝑝𝛼2 × · · · × 𝐶𝑝𝛼𝑘 e 𝐺
𝐺′
≃ 𝐶𝑝𝛽1 × 𝐶𝑝𝛽2 × · · · × 𝐶𝑝𝛽𝑠 ,



























Portanto, segue de (3.4), (3.6) e (3.5) que
|ϒ(𝐺)| divide 𝑝𝑛(𝑛−𝑚).
Teorema 3.1.1 Seja 𝐺 um 𝑝-grupo finito com |𝐺| = 𝑝𝑛 e |𝐺′| = 𝑝𝑚. Então,
|𝜈(𝐺)| divide 𝑝𝑛2+2𝑛−𝑚𝑛.
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Demonstração: Como
|𝜈(𝐺)| = |ϒ(𝐺)| · |𝐺|2, (3.7)
é suficiente estimar a ordem de ϒ(𝐺). Façamos indução sobre a ordem |𝐺| = 𝑝𝑛. Se 𝐺 é
nilpotente de classe ≤ 2, pelo resultado anterior
|ϒ(𝐺)| divide 𝑝𝑛(𝑛−𝑚) e, consequentemente, |𝜈(𝐺)| divide 𝑝𝑛2+2𝑛−𝑚𝑛.
Sem perda de generalidade, tomemos 𝐺 de classe ≥ 3. Então, pela Proposição 1.2.5,
𝛾3(𝐺) ∩ 𝑍(𝐺) ̸= {1}. Logo, existe um elemento 𝑐 ∈ 𝛾3(𝐺) ∩ 𝑍(𝐺) de ordem 𝑝. Em

















Então, pelo Lema 3.1.1, temos




⃒ · 𝑝(𝑛−1)2+2(𝑛−1)−(𝑛−1)(𝑚−1). (3.8)
Agora, pelo Teorema 1.2.2 (Teorema da Base de Burnside), temos que o subgrupo de










Sendo assim, usando (3.8), temos que
|𝜈(𝐺)| divide 𝑝𝑛2+2𝑛−𝑚𝑛,
como queríamos demonstrar.
Corolário 3.1.2 Sejam 𝐺 um 𝑝-grupo finito, com |𝐺| = 𝑝𝑛, |𝐺′| = 𝑝𝑚, e 𝑑 o número
minimal de geradores de 𝐺. Então,
𝑝𝑑
2 ≤ |ϒ(𝐺)| ≤ 𝑝𝑛(𝑛−𝑚).
Demonstração: Como |𝜈(𝐺)| = |ϒ(𝐺)| · |𝐺|2, pelo teorema anterior, temos que
|ϒ(𝐺)| · |𝐺|2 divide 𝑝𝑛2+2𝑛−𝑚𝑛.
Em particular,
|ϒ(𝐺)| divide 𝑝𝑛(𝑛−𝑚).
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Agora, dado que 𝑑 é o número minimal de geradores de 𝐺, pelo Teorema da Base de
Burnside, 𝐺Φ(𝐺) é um 𝑝-grupo abeliano elementar de ordem 𝑝
𝑑. Considerando o epimorfismo,

























Portanto, como ker ?˜? ∩ϒ(𝐺) = [Φ(𝐺), 𝐺𝜙][𝐺, (Φ(𝐺))𝜙], segue do Teorema do Isomorfismo











2 ≤ |ϒ(𝐺)| ≤ 𝑝𝑛(𝑛−𝑚).
Como queríamos demonstrar.
A cota superior do resultado acima foi melhorada por R. Blyth, F. Fumagalli e M.
Morigi, em [4], a saber
Proposição 3.1.2 [4, Proposição 3.2] Sejam 𝐺 um 𝑝-grupo finito de ordem 𝑝𝑛 e 𝑑 o
número minimal de geradores de 𝐺. Então
𝑝𝑑
2 ≤ |ϒ(𝐺)| ≤ 𝑝𝑛𝑑.
Mais ainda, G. Ellis e A. McDermott, em [12, Proposição 1], a estenderam para o
produto tensorial não abeliano de um 𝑝-grupo finito e um 𝑞-grupo finito, onde 𝑝 e 𝑞 são
primos, não necessariamente iguais.
Algumas generalizações do produto tensorial não abeliano de grupos e do grupo
𝜈(𝐺) foram feitas. R. Brown e G. Ellis introduziram o produto 𝑞-tensorial de grupos em
seus trabalhos [6] e [11], onde 𝑞 é um inteiro maior ou igual a 1. Por sua vez, T. Bueno e N.
Rocco introduziram uma generalização 𝜈𝑞(𝐺) do grupo 𝜈(𝐺) em [9]. Em [18], considerando
dois grupos 𝐺 e 𝐻 agindo compativelmente um sobre o outro e 𝐻𝜙 um cópia isomórfica
de 𝐻, I. Nakaoka definiu o grupo
𝜂(𝐺,𝐻) := ⟨𝐺∪𝐻𝜙 | [𝑔, ℎ𝜙]𝑔1 = [𝑔𝑔1 , (ℎ𝑔1)𝜙], [𝑔, ℎ𝜙]ℎ𝜙1 = [𝑔ℎ1 , (ℎℎ1)𝜙], ∀ 𝑔, 𝑔1 ∈ 𝐺, ℎ, ℎ1 ∈ 𝐻⟩.
de modo que, quando 𝐻 = 𝐺 e todas as ações são por conjugação, 𝜂(𝐺,𝐺) coincide com o
grupo 𝜈(𝐺). Para maiores detalhes sobre tais construções consulte [19].
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