Abstract-In this correspondence paper, we develop a teleoperated robotic 3-D mapping (TeRoM) system which enables efficient humanguided mapping of remote environments for realistic rendering and visualization. First, the hardware design of the TeRoM system is proposed which is based on a Pioneer mobile robot platform and a rotating RGB-D camera. A client/server architecture is developed to allow the data to be processed in a remote server, which makes it possible to implement 3-D mapping on robots with limited resources. Second, a 3-D map is created in real-time while an operator controls the robot and the pan-tilt unit remotely using a joystick. Then the map is converted into a mesh using the marching cubes algorithm and optimized to reduce the data volume. Finally the mesh is imported and rendered in a 3-D rendering engine for interactive and intuitive display. We evaluate the performance of the TeRoM system in terms of accuracy, processing speed, reliability, and manipulability.
I. INTRODUCTION
Three-dimensional environmental mapping has received much research attention in recent years due to its value in many applications, such as robot navigation, real estate marketing, and virtual reality. The objective of environmental mapping is to generate spatial models of physical environments. Typically, these maps are created by fusing data from one or more types of sensors, such as cameras or laser sensors. With the development of new 3-D sensors, it is feasible to obtain 3-D depth information using low-cost sensors such as the RGB-D camera [1] , which can be used to quickly create a 3-D map of an indoor environment [2] - [4] . In many existing works, 3-D mapping is realized using a hand-held RGB-D camera, which may not be feasible for some environments, for example, hazardous environments or large interior spaces where hand-held cameras cannot reach. Therefore, it is better to use a robot, either a mobile wheeled robot or an unmanned aerial vehicle, to carry the RGB-D camera for 3-D mapping.
However, there are several challenges in autonomous robotic mapping of 3-D environments. The first challenge is the limited computational resources on the robot when handling the large amount of 3-D data. Compared with 2-D maps, 3-D maps require more computation ability and larger memory, which may exceed the capacity of the onboard computers. Second, the robot needs to plan its motion Manuscript during the mapping process in order to explore the environment effectively. Though fully autonomous robotic mapping in 2-D space has been largely solved, 3-D mapping in unstructured environments is a nontrivial task. Complicated by the limited field of view (FoV) of RGB-D cameras, it is very difficult for the robots to autonomously cover the whole 3-D environment. Putting a human in the loop will enable efficient mapping in highly unstructured environments. Finally, for the map to be used effectively, there is a need to greatly reduce the data volume while keeping the map accurate for quick rendering and reduced storage capacity. Current research in robotic mapping has not fully addressed these issues. This paper aims to develop and evaluate a teleoperated robotic 3-D mapping (TeRoM) system that realizes fast and effective indoor environmental mapping, rendering, and storage. This paper has several contributions. The first contribution is that we put a human operator in the loop to provide guidance for better mapping performance. A user interface is introduced to facilitate the interaction between the human and the robot. The human operator is able to control both the robot and the RGB-D camera on a pan-tilt unit using a joystick. The second contribution is that we adopt a client/server architecture to reduce the computation load on the robot since the robot has limited onboard resources. Raw sensing data are collected by the robot, which are then compressed and transferred to a remote server via wireless communication. The server processes the data and generates the 3-D map. The third contribution is that we optimize the map by reducing the map size for subsequent processing, storage, and rendering. The fourth contribution is that we conduct comprehensive evaluation of the proposed TeRoM system in terms of mapping accuracy, processing speed, reliability, and manipulability.
This correspondence paper is organized as follows. In Section II, the related work is introduced. In Section III, we present the overview of the TeRoM system including both hardware design and software design. In Section IV, the mapping procedure and map optimization are explained in detail. In Section V, the experimental evaluation of the TeRoM system is presented. Section VI concludes this paper and gives the future work.
II. RELATED WORK
Three-dimensional mapping research has become more active recently because of the emergence of the Kinect [5] sensor. In the KinectFusion project [6] , Izadi et al. developed a surface mapping and tracking system using only a Kinect sensor, which generated 3-D maps in real time by utilizing parallel computing on GPUs. Whelan et al. [7] extended the KinectFusion algorithm into largescale environments by shifting the volume continuously. They used both color and depth data to improve the estimation of the camera pose. Stückler and Behnke [8] integrated color and depth measurement in a unified frame and the motion of the camera was estimated using a registration method based on the multiresolution surfel map representation. Tykkala et al. [9] presented a method to track the camera using dense photometric streams and the RGB-D data were fused to improve the map quality. These point cloud-based approaches 2168-2216 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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incur significant computational cost and usually require a powerful workstation with GPUs. However, by physically connecting a Kinect sensor with a stationary workstation, the scanning area is significantly reduced. Other 3-D mapping methods are based on visual features. Henry et al. [2] proposed a framework to use the Kinect sensor in a 3-D simultaneous localization and mapping (SLAM) system for the purpose of indoor environmental modeling. The scale-invariant feature transform [10] features were extracted to find the transformation between two consecutive frames. Endres et al. [11] proposed a method named RGB-D SLAM to estimate the trajectory of a handheld RGB-D camera based on vision techniques and generate a dense 3-D model of the environment. The speeded up robust features [12] features were selected to estimate camera poses from consecutive frames. Similarly, Dryanovski et al. [4] presented a real-time mapping system using RGB-D cameras based on visual features. Overall, visual feature-based methods have less computational cost compared to point cloud-based methods. However, the map alignment is not as good as that of the point cloud-based method. Three-dimensional mapping has also been implemented on many robot platforms. Huang et al. [13] combined the visual odometry from an RGB-D camera on a flying quadrotor and was able to create dense 3-D point cloud maps for localization using only the on-board computer. Strum et al. [14] proposed an approach to acquiring 3-D textured models of an indoor environment using a quadrocopter, which flew in a predefined flight pattern with an RGB-D sensor. A cable is used to connect the quadrocopter to a workstation for data processing. Generally, for autonomous robot 3-D mapping, the major obstacles are the limited computational resources and the lack of intelligence for motion planning during the exploration. In this paper, we propose a framework to overcome these limitations. In our framework, the computation is offloaded to a remote server and the mapping system puts a human operator in the loop for effective motion planning.
Another issue of 3-D mapping is that the data consists of a large number of points, which is not suitable for transmission, storage, and rendering. Therefore, it is desirable to reduce the map size through triangulation [15] and optimization [16] . Triangulation is the process of connecting unordered vertices to generate a series of triangles that form a mesh representation of the map. In this paper, we adopt the marching cubes method proposed by Lorenson and Cline [17] to triangulate models of constant density. The optimization step focuses on mesh simplification which aims to reduce the number of vertices and triangles while still accurately representing the surface. We find out that the quadric error metrics algorithm [18] is the most adaptive for dense point cloud data. In this paper, we take advantages of the techniques of computer graphics to implement the TeRoM system.
III. SYSTEM OVERVIEW

A. Hardware Design
The hardware platform of the TeRoM system is shown in Fig. 1 . To improve the robustness and effectiveness of the mapping process, we adopt a client/server-based structure which has two advantages. The first advantage is the reduction of the computation load on the robot platform, which is especially critical for robots with limited onboard resources. The second advantage is to enable humans to guide the mapping process. The client resides on the robot and is mainly responsible for data collection through environmental exploration. The server carries out the majority of the computation and provides a friendly user interface for the human operator to control the mapping process. The mobile platform consists of a mobile robot base, a compact mini-computer, and an RGB-D sensor. The mobile robot base provides the ability to move around in indoor environments. The RGB-D sensor is used to capture the color and depth images necessary for creating the 3-D maps. To enlarge the FoV, the RGB-D camera is mounted on a pan-tilt unit. The server is a workstation connected to the robot through WiFi. The mapping process is executed on the workstation which runs the mapping software with compute unified device architecture (CUDA)-enabled GPUs. The data are displayed in real time. The user interacts with the mapping process through a joystick, which controls the motion of the robot and the pan-tilt unit.
B. Software Design
The functional block diagram of the TeRoM system is shown in Fig. 2 and the overall system works as follows. The mini-computer on the robot captures a stream of color and depth images from the RGB-D sensor. The images are compressed to save the bandwidth. All the data are streamed over wireless communication to the server which uses the decompressed images to build up a 3-D map. During this process, the server shows the current 3-D map in real time so the user can see the mapping progress, while it also allows the user to see what areas need to be further explored to create a complete map. The robot and the pan-tilt unit are controlled by the user from the server to cover desired areas. The map optimization is applied on the raw point cloud data. The server generates a 3-D mesh representation, which allows the user to select a level of optimization. The mesh representation can then be shared and displayed using a game engine such as the unreal engine [19] .
IV. MAPPING AND OPTIMIZATION
A. Three-Dimensional Mapping
The key problem of 3-D mapping using an RGB-D camera is the estimation of the camera pose, which can be represented by a transformation matrix with respect to the world frame. As mentioned in the related work in Section II, the point cloud-based methods generate better maps than the feature-based methods. Thus a point cloud-based method called KinectFusion Large Scale [6] is adopted. To solve the computation problem, the TeRoM system is designed to process the data remotely on the server which is equipped with powerful GPUs to speed up the processing. We develop an interface to compress the image data and transmit it from the robot to the server through wireless communication.
The depth image is preprocessed using a bilateral filter [20] , which aims to remove noise through a weighted average of depth values based on a Gaussian distribution in an eight-neighbor area. Then the depth image is converted into a point cloud in 3-D space. The estimation of the transformation matrix between two sets of points is approximated using the iterative closest point (ICP) algorithm [21] . The ICP algorithm also removes outliers by checking the Euclidean distance and angle. The point cloud is then integrated into the volumetric storage type with a value calculated using a truncated signed distance function (TSDF) based on Curless and Levoy's work [22] . The TSDF volume is a 3-D grid divided into voxels. To scan larger areas, the TSDF volume shifts and the map is updated when the camera is moved a certain distance away. Finally, ray-casting is used to render the image of the TSDF volume for real-time feedback to the user.
We modify the KinectFusion Large-Scale algorithm to meet our needs. First, we use the compressed image stream as the input instead of data from a connected RGB-D sensor. Second, we customize the size of the TSDF volume. In our implementation, a 256 × 256 × 256 TSDF volume is used to reduce the amount of data and the length of the grid is increased to 4 m, which eliminates 87.5% of the data allowing faster transitions when shifting the TSDF volume. The drawback of using the smaller TSDF volume is the loss of some details in the models.
B. Map Optimization
Map representation is an important issue for display and storage. After the raw point cloud map is obtained, we triangulate the point cloud data into a mesh and optimize it, which reduces the data volume and allows real-time rendering. This step significantly decreases the number of points without losing much quality of the map.
1) Triangulation:
The marching cubes method [17] is used to triangulate the point clouds exported from the TSDF volume. The first advantage of the marching cubes method is that it has a good performance on point clouds with consistent density, such as the points obtained from the TSDF volume. The second advantage of the marching cubes algorithm is that it can run in parallel which makes it ideal for exploiting the power of the CUDA GPUs. The marching cubes implementation is based on the Point Cloud Library [23] which is already optimized for running on the CUDA GPUs.
The intensity value is extracted for every non-one value in the TSDF. For the marching cubes implementation, the value can be directly applied to each cube by finding the vertices of the cube from the point cloud. If the intensity value of that point is negative, it receives a value of 1. If the intensity value is positive, it receives a value of 0. If there is no vertex in the point cloud that correlates to one of the cube vertices, no mesh is generated for that cube. An example of the triangulation of a chair can be seen in Fig. 3 . 2) Mesh Optimization: Mesh optimization is the technique of simplifying a mesh so fewer vertices and triangles are needed to represent its surface. This is a very important process because the point cloud data do not efficiently represent surfaces, especially after triangulation. To properly represent large surfaces, the point cloud data must be densely packed along its surface. So it is essential to reconstruct the mesh after triangulation. For example, a rectangular surface can be represented with only four vertices connected by five edges, which is far more efficient than the original point clouds. While simplifying the mesh does not perfectly represent the original mesh, the difference can be controlled and minimized by adjusting the level of simplification.
The quadric edge decimation algorithm [18] is used to simplify the triangulated mesh. Quadric mesh optimization is a method for optimizing a mesh without compromising the overall structure of the mesh. The optimization process is updated until the desired number of triangles is reached. An example of a chair that is scanned and optimized is shown in Fig. 4 . The original mesh contains 128 328 vertices and 42 776 triangles. The chair is optimized at different percentage levels. The first level optimizes the mesh to 25% of the original mesh which results in 7467 vertices and 10 687 triangles. A second level of optimization is applied resulting in 5863 vertices and 7479 triangles, or 17% of the original mesh. The result shows that the first level of optimization has a very similar appearance to the original mesh with only a small fraction of the original data. The level can be determined by the user so that it can achieve the maximum compression without compromising the fidelity of the mesh. Fig. 1 , the proposed TeRoM system is implemented. As the client, a mobile robot base called Pioneer 3DX is retrofitted with an aluminum frame. The robot is equipped with an ASUS Xtion Pro Live sensor, a pan-tilt unit, and a minicomputer. The remote server is based on a workstation which consists of an Intel Xeon X5570 quad-core processor at 2.93 GHz and a graphic card of Nvidia GTX 560Ti. Considering the limited bandwidth, the image data are compressed using joint photographic experts group compression for the color images and portable network graphics compression for the depth images, respectively. All the data are synchronized using time stamps.
A. Evaluation 1) Accuracy:
The accuracy of the map reflects the difference between the created map and the reality. First we measure the laboratory room and the objects using a tape measure to obtain the ground truth. Then the 3-D map of the laboratory room is created using the TeRoM system. The exported mesh is then imported into MeshLab [24] to measure the distance between specified points. The results of the experiment are shown in Table. I.
The results show the consistency for most measurements. The measurements within the same TSDF volume have accurate results except for the box measurement. There are two reasons for that. One reason is that the box is located at a corner of the room and is nearly at the maximum distance from the depth sensor. Another reason is the low resolution of the TSDF volume. By decreasing the resolution from 512 to 256, we lose a certain amount of accuracy. Other measurements within the same TSDF volume provide accurate results. The drawer and cone measurements both have less than 1% error. The multi-TSDF volume measurements provide very consistent results. In all four cases, the measurements are about 3.5-4.4% smaller than the actual measurements. The discrepancy can be taken care of by adding an offset value. However, the compensation still depends on other factors such as the distance between the objects and the camera.
2) Processing Speed and Bandwidth: As we discussed in the related work in Section II, the dense-point-based mapping method demands intensive computation and large memory. It is therefore important to evaluate the processing speed of the mapping algorithm. Typically, a minimum of 10 frames/s is needed for real-time implementation. In this experiment, the TeRoM system maps a large environment and the frame rate is recorded. By choosing a large area, we can test if the increasing memory demand would cause the frame rate to drop. The mapping process takes about 10 min. It creates a point cloud map containing over 3.6 million points. The results of the experiment are shown in Fig. 5 . The frame rate stays around 20 frames/s for most of the mapping process. There are occasional drops to about 13 frames/s when the TSDF is shifted. This justifies the use of 256 voxels in the TSDF volume. The overall average frame rate during the experiment is 19.94 frames/s. There is no drop in the average frames/s as the time goes on. The frame rate is high enough that even with the drops it still meets the real-time requirements.
The bandwidth requirement of wireless communication is also measured in our experiments. The images from the RGB-D camera are compressed and sent to the server via WiFi. There are two channels of image data. One is the stream of the depth images for the mapping process and the other is the stream of the color images to show the status of the mapping process. In the experiment, the actual data rate is recorded during the mapping. The average bit rate is around 1.9 Mb/s. The detailed results are shown in Fig. 6 . The bandwidth is measured by averaging over every 100 frames. This graph displays the bandwidth use of about 5 min.
We also compare our system with a cloud-based mapping system proposed in [25] which maps indoor environments using a mobile robot equipped with an RGB-D camera and steams the data to the cloud server. The results are shown in Table. II. The difference is that the average bandwidth usage is larger than that of the cloud-based system which uses key frames. The map quality of our system is better because of the point cloud-based representation and the higher resolution.
3) Reliability: One of the weaknesses of 3-D mapping based on dense points is that it is hard to keep track of the camera location when the data captured by the RGB-D camera do not contain sufficient features, especially in the areas that are predominantly flat. Therefore, an experiment is devised to test the reliability of the system in tracking the camera location in different environments. The TeRoM system runs in three different environments and the number of occasions the camera location tracking gets lost is recorded. The first environment is the laboratory room advanced technology research center (ATRC) 304 (10 m by 6 m) which has many features for map alignment. The second environment is the laboratory room ATRC 320 (10 m by 18 m) . The features are spread out in this room which makes it challenging for 3-D mapping. The third environment is a hallway. This environment has very few features and the algorithm has difficulty tracking the camera location. During the mapping of ATRC 304, the camera tracking is lost only one time. In ATRC 320, in the areas with many features the algorithm behaves very well and has no loss of camera tracking. However, in the areas with less features it gets lost three times. Finally, the hallway is nearly completely devoid of features that the depth sensor can pick up, which makes the mapping unsuccessful. Additionally, we integrate the robot motion to improve the robustness of the mapping process. Basically, the robot motion and the pan tilt unit motion can be used to predict the location of the camera through dead reckoning. This predicted location can then be used as the initial location for the ICP algorithm. The detailed algorithm can be found in our previous paper [26] . With the motion information, the number of tracking loss is reduced in feature-rich environments (ATRC 304 and ATRC 320). However, it is still challenging in feature-lacking areas such as hallways. The RGB images of the environments are shown in Fig. 7 , and the results can be seen in Table. III. An example of the resulted map is shown in Fig. 8 . Due to the small alignment error between consecutive frames, there is a certain amount of accumulated error which can be removed through loop closure detection and map optimization.
4) Manipulability:
It is also important to assess how easy it is for a human subject to operate the TeRoM system, which is called the manipulability. We design an experiment to evaluate it. The task is to map a typical indoor environment (ATRC 320) using our TeRoM system by different human subjects. There are two ways to operate the system: using the keyboard and using the joystick. We compare the TeRoM system to a hand-held method, in which a human subject carries the RGB-D camera to map the environment. Totally, there are 17 runs involving six human subjects who are the graduate students from our department. Fig. 9 (left) shows the average completion time (time to complete) for each method. The hand-held scanning has the least time because it is natural for humans to hold a camera and walk. The completion time using the joystick is close to that of the handheld method. The coverage percentage is shown in Fig. 9 (right) . The percentage is calculated based on a complete scan done manually. Similarly, the hand-held scanning has the highest coverage followed by the joystick method. A brief survey is conducted after each run and the operator gives scores on the following questions to assess the manipulability of the system, using a scale of one to five. Q1: Is it convenient to operate? (five means the most convenient) Q2: Is the task load heavy? (five means the heaviest) The results of the evaluation questions are shown in Fig. 10 . We conclude that the joystick-based interface is the most convenient way for operation and the task load is not very heavy. For hand-held scanning, the task load is quite heavy because the operator has to carry the RGB-D camera all the time. Therefore, the teleoperation method is preferred for large environments that require more time.
B. Map Optimization
To test the performance of the triangulation, the point cloud data are collected from multiple scans and triangulated. In order to test the marching cubes algorithm, we generate point clouds of different sizes during the scans. The amount of time taken to triangulate each point cloud is recorded. The results are shown in Fig. 11 . We are able to triangulate over three million vertices in just 1 s. This experiment shows that large environments can be triangulated in a relatively small amount of time. By keeping all exported point clouds at around 250 000 vertices, we are able to minimize the triangulation time to less than 100 ms per mesh.
Mesh optimization takes dense meshes and creates highly optimized meshes that are more suitable for real-time rendering, given that they preserve the geometry without a significant loss of map quality. An experiment is designed in which the percentage level of optimization is varied which specifies how much optimization should be applied. The input vertices, triangles, the output vertices, triangles, and piece size are recorded. The results are shown in Table. IV. As can be seen in this table, the file size is reduced from 26 Mb to 1 Mb. This is a 96% reduction in size. Similarly, the vertex count decreases from 846 000 to 38 600, a 95% reduction. Finally, the number of triangles is reduced from 282 000 to 48 600 which saves 83% of the triangle count. We also compare the map size with that of the Octomap [27] which compresses the data using an octree structure. The size of the optimized mesh is smaller than that of the Octomap with a resolution of 1 and 2 cm. Most of the geometry properties remain after the optimization. Although the compressing ratio for Octomap is good at low resolution, a significant amount of geometry information is lost. An example of the input and output mesh can be seen in Fig. 12 . The mesh is significantly optimized while retaining most of the geometries. The quadric mesh optimization greatly reduces the triangles in areas with less details such as floors, walls, and other flat areas.
We then evaluate the overall mapping performance on a more complicated mapping task. One human subject remotely controls the robot and the pan-tilt unit using a joystick from another room. The objective is to create a 3-D point cloud of the room and then triangulate it into mesh representation, which is then optimized through the quadric mesh optimization function. The results of this experiment are given below. The 3-D mapping process produces a total of ten pieces. The picture of the mapped room and the screenshot of the dense point clouds are shown in Fig. 13 along with the triangulated mesh and the Octomap representation. The detailed results are shown in Table. V.
C. Importing Maps into a Game Engine
The map obtained from the TeRoM system can be used in many applications. To demonstrate one example of such applications, we import the map into a game engine, the Unreal Engine [19] , which is a state-of-the-art rendering engine used in video games, television shows, etc. The map is stored in the Collada digital asset exchange format after optimization and then imported into the engine using the file format developed by autodesk format. Table VI shows the properties of different types of files throughout the experiment. In this pipeline, the map can be easily imported into the game engine, which is more convenient than point or grid based representation, such as Octomap. Fig. 14 shows a screenshot of the default unreal development kit game mode after the optimized and smoothed meshes are imported.
VI. CONCLUSION
This correspondence paper presents a TeRoM system based on a client/server architecture. To improve the mapping process, a human operator is put in the loop and the system provides a friendly user interface that consists of a pan-tilt unit for the RGB-D camera and a joystick for controlling. It can generate 3-D maps of indoor environments through point cloud-based mapping, triangulation, and mesh optimization. Experiments are conducted to test the performance of the TeRoM system in different aspects, as well as the overall performance. Our experiments show that the TeRoM system can effectively generate good quality 3-D maps for many applications. The future work will focus on how to improve the collaboration between the human operator and the robot so that the mapping can be more efficient and effective.
