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ABSTRACT. – In this paper, a cell proliferation model of Rotenberg is mathematically studied. Each cell
of this population is distinguished by its degree of maturityµ and its maturation velocity v. We equipped this
mathematical model by boundary conditions wich generalize all biological rules imposed by Rotenberg. We
show that this model is governed by a strongly continuous semigroup. We also develop some properties of
this semigroup and we study its asymptotic behaviour in the uniform topology. Ó 2000 Éditions scientifiques
et médicales Elsevier SAS
RÉSUMÉ. – Dans ce article, nous étudions mathématiquement un modèle de prolifération cellulaire de
Rotenberg. Chaque cellule de cette population est caractérisée par son degré de maturité µ et sa vitesse de
maturation v. Nous attribuons à ce modèle mathématique des conditions aux limites généralisant toutes les
lois biologiques imposées par Rotenberg. Nous montrons que ce modèle est gouverné par un semi-groupe
fortement continu. Nous développons également les proprietés de ce semi-groupe et nous étudions son
comportement asymptotique dans la topologie de la norme des opérateurs. Ó 2000 Éditions scientifiques et
médicales Elsevier SAS
Mots Clés: Comportement asymptotique, Dynamique des populations, Équation de transport, Positivité
et irréductibilité, Semi-groupe fortement continu
1. Introduction
En 1983, Rotenberg a modélisé l’évolution d’une population cellulaire (voir [16]). Dans celle-
ci, il a distingué chaque cellule par deux paramètres. Le premier étant le degré de maturité µ.
Une cellule qui se divise est une cellule mère à laquelle il a attribué le degré de maturité µ= 1.
La division d’une cellule mère donne naissance des cellules filles auxquelles il a attribué la valeur
µ= 0 comme degré de maturité. Une cellule qui est en voie d’évolution se voit attribuer le degré
de maturité 0 < µ < 1. Naturellement à ce degré de maturité, Rotenberg a associé le second
paramètre à savoir, la vitesse de maturation, notée v, avec laquelle chaque cellule évolue. En
raison du fait qu’une cellule ne peut rajeunir, la vitesse de maturité ne peut être que positive. Il
considère alors 06 a 6 v 6 b 6∞. Il désigne par f = f (t,µ, v) la densité de toutes les cellules
qui, à l’instant t , avaient µ comme degré de maturité et v comme vitesse de maturation. Si en
pleine évolution de cette population cellulaire, r = r(µ, v, v′) désigne le taux du passage, d’un
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clan de vitesse de maturation v à un autre de vitesse de maturation v′, alors Rotenberg montre
que l’équation qui gouverne cette évolution cellulaire est donnée par :
∂f
∂t
+ v ∂f
∂µ
=−
[ b∫
a
r(µ, v′, v)dv′
]
f +
b∫
a
r(µ, v, v′)f (t,µ, v′)dv′.(1.1)
Lors de chaque mitose, Rotenberg considère une corrélation entre, la vitesse de maturation d’une
cellule mère v′ et celle d’une cellule fille v. Cette corrélation est matérialisée par le noyau,
dit de corrélation k = k(v, v′), d’où la loi de reproduction biologique de transition interprétée
mathématiquement par les conditions aux limites suivantes :
vf (t,0, v)= p
b∫
a
k(v, v′)v′f (t,1, v′)dv′(1.2)
où p > 0 désigne le nombre moyen de cellules filles issues de la division d’une cellule mère. Le
noyau de corrélation k vérifie la condition de normalisation
b∫
a
k(v, v′)dv = 1(1.3)
pour assurer la continuité du flux cellulaire quand p = 1.
Rotenberg a résolu numériquement ce modèle en utilisant une méthode numérique due a
Chapman [7] et depuis ce modèle a été peu étudié. La difficulté provient du fait qu’il n’y a
pas de résultats ou des techniques généraux qui traitent ce genre de modèle et à titre d’exemple,
avant [1,2] on ne savait pas si ce modèle admettait une solution pour p> 1.
Dans [12] on a approché l’équation (1.1) par une équation de diffusion et dans [9] on a montré
l’existence d’une solution de ce modèle seulement pour p < 1. Une solution stationnaire a
été donneé par [13]. Récemment dans [1,2], nous avons étudié théoriquement ce modèle dans
l’espace L1(]0,1[×]a, b[). Nous avons montré que si b <∞, alors le modèle est gouverné par
un semi-groupe fortement continu pour tout p > 0 et nous avons étudié les diverses propriétés
de ce semi-groupe. Dans [5] nous avons montré que si b=∞, alors ce modèle est gouverné par
une semi-groupe fortement continu si et seulement si p 6 1. Dans le cas où p > 1, nous avons
montré que ce modèle est bien posé en prouvant l’existence d’un semi-groupe régularisé.
Dans [1,2], nous avons séparé les cas a > 0 et a = 0. En effet, si a > 0, après un régime
transitoire, toutes les cellules initiales auront alors disparu ou seront divisées, ce qui interprète
la compacité pour t > 2/a du semi-groupe solution du modele en question. De ce fait, le calcul
du type essentiel et la description du comportement asymptotique de ce semi-groupe ont été
possibles (voir [1]).
Cependant, si a = 0, les vitesses de maturation cellulaires peuvent, au contraire, être petites et
il se peut qu’il y ait encore, à tout instant, des cellules initiales qui ne soient pas encore divisées.
Par conséquent, la population cellulaire n’a aucune chance de sortir du régime transitoire, ce qui
explique la non-compacité du semi-groupe solution de ce modèle (voir [2]).
Dans cet article nous généralisons toutes les lois biologiques (transition, mémoire parfaite, . . . )
imposées par Rotenberg à cette population cellulaire, en considérant une loi biologique générale
interprétée mathématiquement par les conditions aux limites suivantes :
f (0, ·, t)=Kf (1, ·, t)(1.4)
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où K , dit de transition, est un opérateur linéaire borné dans L1(]a, b[, v dv). Ces nouvelles
conditions aux limites généralisent alors toutes celles de [1,2,16] Ensuite nous étudions le modèle
(1.1)–(1.4), dans sa configuration naturelle (i.e. 06 a < b <∞), en utilisant les techniques de [3,
6] et nous organisons cet article en sections comme suit :
– Introduction,
– Rappels mathématiques,
– Génération d’un C0-semi-groupe,
– Construction du semi-groupe (UK(t))t>0,
– Positivité, Irréductibilité et Convergence,
– Comportement Asymptotique.
Dans la troisième section, nous montrons que le modèle (1.1)–(1.4) non perturbé (i.e. r = 0)
est gouverné par un semi-groupe fortement continu noté (UK(t)t>0, dont nous expliciterons
l’expression dans la quatrième section. Grâce à des hypothèses convenables sur le noyau de
passage r , nous montrons que le modèle en question est bien posé et est gouverné par un semi-
groupe fortement continu (WK(t))t>0. Dans la cinquième section, nous étudions la positivité
et l’irréductibilité de ce semi-groupe moyennant la positivité et l’irréductibilité de l’opérateur
de transition K . Dans la dernière section, nous explicitons le type essentiel du semi-groupe
(WK(t))t>0 et nous donnons son comportement asymptotique dans la topologie de la norme
des opérateurs.
2. Rappels mathématiques
Dans cette section nous rappelons quelques résultats, concernant les opérateurs et les C0-
semi-groupes dans les espaces de Banach réticulés. Cet ensemble de résultats nous sera utile
ultérieurement.
Soit alors un espace de Banach réticulé X de cône positif X+ et de norme notée ‖ · ‖X . La
norme sur l’espace des opérateurs linéaires L(X) est notée par ‖ · ‖L(X). Un opérateur linéaire
A est positif si AX+ ⊂ X+. Un opérateur positif A est strictement positif si A(X+ − {0}) ⊂
(X+−{0}). Un élément u ∈X+ est un point quasi-intérieur de X+ si et seulement si 〈u,x∗〉> 0
pour tout 0 < x∗ ∈X∗ . Le crochet de dualité entre X et son dual X∗ est désigné par 〈·, ·〉 . Un
opérateur linéaire positif L est irréductible si et seulement si pour tout 0 < x ∈ X+, il existe
n ∈ N∗ tel que Lnx est point quasi-intérieur de X+. Un C0-semi-groupe (U(t))t>0 est positif
si tous les opérateurs U(t) sont positifs. Un C0-semi-groupe positif (U(t))t>0 est irréductible
si et seulement si pour tout 0 < x ∈ X et tout 0 < x∗ ∈X∗ il existe un t = t (x, x∗)> 0 tel que
〈U(t)x, x∗〉> 0.
LEMME 2.1 ([8, Propositions 7.1 et 7.6]). – Soit (U(t))t>0 un C0-semi-groupe de générateur
infinitésimal A sur un espace de Banach réticulé X. Le C0-semi-groupe (U(t))t>0 est positif
si et seulement si la résolvante (λ − A)−1 est un opérateur positif pour un λ > s(A). Le C0-
semi-groupe positif (U(t))t>0 est irréductible si et seulement si la résolvante (λ− A)−1 est un
opérateur irréductible pour un λ > s(A).
La quantité s(A) est la borne spectrale du générateur A (voir ci-après). Avant de présenter
le comportement asymptotique, rappelons quelques résultats spectraux. Soit L une opérateur
linéaire borné de X dans lui même. La mesure de non-compacité de l’opérateur L est :
α[L] = inf
{
ε > 0, tel que L(B) soit couvert par un
nombre fini de boules de diamètre 6 ε
}
,(2.1)
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où B est la boule unité de X. Notons que α[L] = 0 si et seulement si L est compact. La caractéri-
sation du type ω0(U(t)) du semi-groupe (U(t))t>0 est ω0(U(t))= limt→∞ t−1 ln‖U(t)‖L(X).
Une caractérisation similaire est valable pour le type essentiel ωess(U(t)) = limt→∞ t−1
lnα[U(t)]. Si le semi-groupe (U(t))t>0 est compact pour t > t0 > 0, alors ωess(U(t)) = −∞.
La borne spectrale s(A) d’un générateur infinitésimal A est s(A) = sup{<(λ), λ ∈ σ(A)} si
σ(A) 6= ∅, et −∞ si σ(A) = ∅. Entre toutes ces quantités, nous avons la relation suivante
ω(U(t))= sup{s(A), ωess(U(t))}.
LEMME 2.2 [8, sections 9.10 et 9.11]. – Soit {U(t)}t>0 un C0-semi-groupe, de générateur
infinitésimal A, positif irréductible vérifiant ωess(U(t)) < s(A). Il existe alors ε > 0 et un
projecteur P dans X de rang 1 tel que, pour tout η ∈ (0, ε), il existe M(η)> 1 et on a :∥∥e−s(A)tU(t)− P∥∥L(X) 6M(η)e−ηt , t > 0.(2.2)
Enfin, nous aurons besoin des résultats suivants. Si (Ω,Σ,µ) est un espace mesuré muni de
la mesure positive µ, alors nous avons :
LEMME 2.3 [10]. – Soit S et T deux opérateurs linéaires bornés dans L1(Ω,µ).
(a) L’ensemble des opérateurs linéaires faiblement compacts est un sous espace fermé de
L1(Ω,µ).
(b) Si T est faiblement compact et 06 S 6 T alors S l’est également.
(c) Si S et T sont faiblement compacts alors ST est compact.
LEMME 2.4 [17]. – Soit A et B des opérateurs linéaires bornés sur un espace de Banach
X et λ ∈ ρ(B). Si [A(λ− B)−1]n est un opérateur compact pour un certain n alors σess(B) =
σess(A+B).
LEMME 2.5 [18]. – Soit A le générateur infinitésimal du C0-semi-groupe (U(t (0))t>0, B
est un opérateur linéaire borné dans L1(Ω) et (W(t))t>0 le C0-semi-groupe engendré par
l’opérateur A+B . Si
BU(t1)BU(t2)B · · ·U(tn)B
est compact pour un certain n ∈N∗ et pour tout t1, . . . , tn > 0 alors ωess(W(t))= ωess(U(t)).
3. Génération d’un C0-semi-groupe
Dans cette section nous étudions le modèle de Rotenberg non perturbé (i.e. r = 0). Nous
allons montrer que ce modèle est bien posé en prouvant l’existence d’un C0-semi-groupe que
l’on notera (UK(t))t>0. Nous utiliserons les résultats de perturbation des semi-groupes pour
montrer que le modèle de Rotenberg est bien posé. Pour ce faire, nous considérons l’espace
L1(Ω), (16 p <∞), avec sa norme naturelle donnée par
‖ϕ‖1 =
∫
Ω
∣∣ϕ(µ,v)∣∣dµdv,(3.1)
où Ω =]0, 1[×]a, b[= I × J et nous introduisons l’espace de Sobolev partiel W1(Ω) =
{ϕ ∈ L1(Ω), v∂ϕ/∂µ ∈ L1(Ω)} muni de la norme ‖ϕ‖W 1(Ω) = ‖ϕ‖1 + ‖v∂ϕ/∂µ‖1. Nous
introduisons également l’espace de traces L1(J, v dv) muni de sa norme naturelle :
‖ψ‖L1(J,v dv) =
∫
J
∣∣ψ(v)∣∣v dv.(3.2)
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LEMME 3.1 [1,2]. – Les applications de traces γ0 :ϕ → ϕ(0, ·) et γ1 :ϕ → ϕ(1, ·) sont
linéaires continues de W 1(Ω) dans L1(J, v dv).
Maintenant, nous considérons un opérateur de transition :
K ∈L(L1(J, v dv))(3.3)
sensé vérifier le moment voulu, quant il est positif, l’hypothèse∫
J
Kψ(v)v dv = ‖K‖L(L1(J,v dv))
∫
J
ψ(v)v dv(k)
pour toute ψ ∈ (L1(J, v dv))+, qui n’est autre que la condition de normalisation, de sorte que les
conditions aux limites (1.4) deviennent :
γ0ϕ =Kγ1ϕ.(3.4)
Dans ce contexte, nous introduisons l’opérateur AK par :
AKϕ =−v ∂ϕ
∂µ
sur le domaine,
D(AK)=
{
ϕ ∈W 1(Ω), vérifiant (3.4)}.(3.5)
Nous savons que si K = 0, alors l’opérateur A0 défini sur le domaine D(A0) = {ϕ ∈
W 1(Ω), γ0ϕ = 0} a quelques propriétés que nous résumons dans le lemme suivant :
LEMME 3.2. – L’opérateur A0 engendre, sur L1(Ω), un C0-semi-groupe de contractions
positif noté (U0(t))t>0 donné par :
U0(t)ϕ(µ,v)= χ(µ,v, t)ϕ(µ− tv, v),(3.6)
où
χ(µ,v, t)=
{
1 if µ> tv ;
0 if µ< tv.(3.7)
De plus, si a > 0, alors U0(t) = 0 (donc compact) pour tout t > 1/a. Pour tout λ > 0, nous
avons :
(λ− T0)−1ϕ(µ,v)=
µ/v∫
0
e−λtϕ(µ− tv, v)dt .
Enfin les opérateurs (λ− T0)−1 et γ1(λ− T0)−1 sont trivialement strictement positifs, i.e.
(λ− T0)−1
((
L1(Ω)
)
+ \ {0}
)⊂ ((L1(Ω))+ \ {0})(3.8)
et
γ1(λ− T0)−1
((
L1(Ω)
)
+ \ {0}
)⊂ ((L1(J, v dv))+ \ {0}).(3.9)
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En définissant le nombre réel :
ω1 =max
{
0, b ln‖K‖L(L1(J,v dv))
}(3.10)
nous avons alors :
LEMME 3.3. – Pour tout λ > ω1, la résolvante de l’opérateur AK est donnée par :
(λ−AK)−1 = ελ(I −Kλ)−1Kγ1(λ−A0)−1 + (λ−A0)−1
= ελK
(
I −Kλ
)−1
γ1(λ−A0)−1 + (λ−A0)−1,
(3.11)
où, ελ(µ, v)= e− λµv , Kλ et Kλ ∈ L(L1(J, v dv)) sont définis par :
Kλψ =K[γ1ελψ] et Kλψ = γ1ελKψ.(3.12)
Preuve. – Soit λ > ω1 et g ∈L1(Ω). La solution générale de l’équation
λϕ =−v ∂ϕ
∂µ
ϕ + g(3.13)
est donnée par :
ϕ = ελψ + (λ−A0)−1g,(3.14)
où ψ est une fonction quelconque de la variable v. Si ψ ∈ L1(J, v dv) alors cette solution est
dansW 1(Ω). En effet, nous avons
λ‖ϕ‖1 =
∥∥ελψ + (λ−A0)−1g∥∥1
6
‖ψ‖L1(J,v dv)
λ
+ ∥∥(λ−A0)−1g∥∥1 <∞,(3.15)
ce qui entraîne, par la relation (3.13) que v∂ϕ/∂µ ∈ L1(Ω) et donc ϕ ∈W 1(Ω). De plus cette
solution est dansD(AK) si et seulement si elle vérifie les conditions aux limites (3.4), autrement
dit ψ vérifie l’équation fonctionnelle suivante :
ψ =Kλψ +Kγ1(λ−A0)−1g(3.16)
qui admet la solution unique ψ = (I − Kλ)−1Kγ1(λ − A0)−1g puisque si λ > ω1, alors
‖Kλ‖L(L1(J,v dv)) < 1. En reportant la solution ψ dans la relation (3.14), on trouve alors la
première expression de la résolvante. Quant à la seconde expression de la résolvante, nous avons
trivialement KλK =KKλ, et donc par récurrence, nous avons KλKn =KKnλ pour tout n ∈ N.
Maintenant, nous avons
(I −Kλ)−1K =
∑
n>0
KnλK =
∑
n>0
KK
n
λ =K
(
I −Kλ
)−1(3.17)
ce qui achève la preuve. 2
Pour résoudre le modèle (1.1)–(1.4) non perturbé (i.e. r = 0), nous avons alors le :
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THÉORÈME 3.1. – L’opérateur AK engendre, sur L1(Ω), un C0-semi-groupe (UK(t))t>0
vérifiant ∥∥UK(t)∥∥L(L1(Ω)) 6max{1,‖K‖L(L1(J,v dv))}etω1 .(3.18)
Démonstration. – Nous commençons par renormer l’espace L1(Ω) par la norme suivante :
|||ϕ|||1 = ‖f ϕ‖1,(3.19)
où f (µ,v) = max{1,‖K‖L(L1(J,v dv))}µ. Les normes (3.1) et (3.19) sont équivalentes puisque
l’on a
‖ϕ‖1 6 |||ϕ|||1 6max
{
1,‖K‖L(L1(J,v dv))
}‖ϕ‖1.(3.20)
Soit alors λ > ω1 et g ∈ L1(Ω). La fonction ϕ = (λ−AK)−1g donnée par la relation (3.11) est
l’unique solution de l’équation (3.13) vérifiant les conditions aux limites (3.4). En multipliant
alors l’équation (3.13) par sgnϕf et en intégrant sur Ω , nous obtenons :
λ|||ϕ|||1 =−
∫
Ω
v
[
f
∂|ϕ|
∂µ
]
(µ, v)dµdv+
∫
Ω
[f sgnϕg](µ, v)dµdv
6−
∫
Ω
v
[
f
∂|ϕ|
∂µ
]
(µ, v)dµdv+ |||g|||1
= I + |||g|||1.
(3.21)
En utilisant une intégration par parties, et les conditions aux limites (3.4), le terme I devient
I =
∫
J
∣∣γ0(f ϕ)∣∣(v)v dv − ∫
J
∣∣γ1(f ϕ)∣∣(v)v dv
+ ln[max{1,‖K‖L(L1(J,v dv))}]∫
Ω
v|f ϕ|(µ, v)dµdv
6
[
max
{
1,‖K‖L(L1(J,v dv))
}−max{1,‖K‖L(L1(J,v dv))}]∫
J
|γ1ϕ|(v)v dv
+ b ln[max{1,‖K‖L(L1(J,v dv))}]|||g|||1
= ω1|||ϕ|||1.
(3.22)
Maintenant, en reportant la relation (3.22) dans la relation (3.21), nous obtenons :
|||ϕ|||1 =
∣∣∣∣∣∣(λ−AK)−1g∣∣∣∣∣∣1 6 |||g|||1λ−ω1 .(3.23)
Comme l’opérateur AK est fermé (car AK = −
[
(λ−AK)−1
]−1 + λI ) à domaine dense (car
D(Ω)⊂D(AK)⊂ L1(Ω)) alors, le théorème de Hille–Yosida implique la génération d’un C0-
semi-groupe (UK(t))t>0 vérifiant :∣∣∣∣∣∣UK(t)g∣∣∣∣∣∣1 6 etω1 |||g|||1.(3.24)
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Enfin, pour retrouver la relation de l’énoncé, il suffit d’appliquer la relation d’équivalence
(3.20). 2
Quand au modèle (1.1)–(1.4), nous imposons au noyau de passage les hypothèses suivantes
r est mesurable et M = sup ess
(µ,v)∈Ω
b∫
a
r(µ, v′, v)dv′ <∞(H1)
et
r est positive,(H2)
grâce à laquelles les opérateurs suivants :
Rϕ(µ,v)=
b∫
a
r(µ, v, v′)ϕ(µ,v′)dv′
et
Sϕ(µ,v)=−
[ b∫
a
r(µ, v′, v)dv′
]
ϕ(µ,v)
def= σ(µ,v)ϕ(µ,v)
vérifient le :
LEMME 3.4. – Si l’hypothèse (H1) est satisfaite, alors les opérateurs S et R sont linéaires et
bornés dans L1(Ω). Si de plus (H2) est vérifiée, alors R est positif, S est négatif et S + R est
dissipatif dans L1(Ω,f dµdv), pour toute fonction f positive.
Preuve. – Mis à part la continuité des opérateursR et S qui est facile à vérifier et leur signes qui
sont évidents, la dissipativité de l’opérateur S +R se déduit comme suit. Pour toute ϕ ∈ L1(Ω),
nous avons :
b∫
a
sgnϕ(µ,v)
[
(R + S)ϕ](µ, v)dv
=
b∫
a
sgnϕ(µ,v)
[ b∫
a
r(µ, v, v′)ϕ(µ,v′)dv′
]
dv
+
b∫
a
sgnϕ(µ,v)
[
−
b∫
a
r(µ, v′, v)dv′
]
ϕ(µ,v)dv
6
b∫
a
b∫
a
r(µ, v, v′)|ϕ(µ,v′)| dv′ dv−
b∫
a
b∫
a
r(µ, v′, v)|ϕ(µ,v)| dv′ dv
= 0.
(3.25)
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Donc
b∫
a
sgnϕ(µ,v)
[
(R + S)ϕ](µ, v)f (µ)dµdv6 0(3.26)
d’où la dissipativité de l’opérateur S +R dans L1(Ω,f dµdv).
Remarque 3.1. – Si l’hypothèse (H1) est satisfaite, alors en remplaçant sgnϕ par 1 dans la
preuve du lemme précédent, nous concluons que :∫
Ω
(S +R)ϕ(µ,v)dµdv = 0(3.27)
pour toute ϕ ∈ L1(Ω).
Dans ce contexte, nous définissons l’opérateur d’absorption LK et celui de transport TK par :{
LK =AK + S et TK =AK + S +R = LK +R
sur le domaineD(TK)=D(LK)=D(AK)(3.28)
et dans ce cas nous avons :
THÉORÈME 3.2. – Si l’hypothèse (H1) est vérifiée alors l’opérateurLK engendre, surL1(Ω),
un C0-semi-groupes noté (VK(t))t>0 vérifiant :∥∥VK(t)∥∥L(L1(Ω)) 6max{1,‖K‖L(L1(J,v dv)}et (ω1−σ0)(3.29)
où, σ0 = inf{σ(µ,v), (µ, v) ∈Ω}.
Démonstration. – Comme l’opérateur LK =AK +S est une perturbation borné de l’opérateur
AK , alors en appliquant [15] nous concluons que l’opérateur LK engendre un C0-semi-groupe
que l’on note (VK(t))t>0. Ensuite la formule de Trotter implique que :
VK(t)ϕ = lim
t→∞
[
e−σ
t
n UK
(
t
n
)]n
ϕ.(3.30)
En utilisant la norme (3.19) et la relation (3.24) il vient que :∣∣∣∣∣∣VK(t)ϕ∣∣∣∣∣∣1 6 [e−σ0 tn e tn ω1]n|||ϕ|||1 6 et (ω1−σ0)|||ϕ|||1.(3.31)
Maintenant la relation d’équivalence (3.20) implique l’estimation voulue. 2
Remarque 3.2. – En remplaçant K = 0 dans le théorème précédent, nous déduisons que
l’opérateur L0 =A0 + S engendre un C0-semi-groupe (V0(t))t>0 vérifiant :∥∥V0(t)∥∥L(L1(Ω)) 6 e−tσ0,(3.32)
où, σ0 = inf{σ(µ,v), (µ, v) ∈Ω}.
THÉORÈME 3.3. – Si les hypothèses (H1) et (H2) sont vérifiées alors l’opérateur TK
engendre, sur L1(Ω), un C0-semi-groupe noté (WK(t))t>0 vérifiant :∥∥WK(t)∥∥L(L1(Ω)) 6max{1,‖K‖L(L1(J,v dv))}etω1 .(3.33)
1038 M. BOULANOUAR / J. Math. Pures Appl. 79 (2000) 1029–1055
Démonstration. – Tout d’abord, comme l’opérateur TK = AK + S + R est une perturba-
tion bornée, donc par [15] nous déduisons l’existence d’un C0-semi-groupe que l’on note
(WK(t))t>0. Ensuite, d’une part, à partir de la relation (3.24), nous concluons que l’opérateur
AK − ω1I (I étant l’identité de L1(Ω)) est dissipatif dans L1(Ω,f dµdv) et d’autre part,
par le Lemme (3.4) l’opérateur S + R est dissipatif dans L1(Ω,f dµdv). Donc l’opérateur
TK −ω1I = (AK −ω1)+S+R est également dissipatif dans L1(Ω,f dµdv). Ainsi l’opérateur
TK −ω1I engendre dans L1(Ω,f dµdv) le C0-semi-groupe de contractions (e−tω1WK(t))t>0,
d’où |||e−tω1WK(t)ϕ|||1 6 |||ϕ|||1 pour tout ϕ ∈L1(Ω,f dµdv). Maintenant, la relation d’équi-
valence (3.20) achève la preuve. 2
4. Construction du semi-groupe (UK(t))t>0
Dans cette section, nous allons construire le C0-semi-groupe (UK(t))t>0. Cette construction
nous sera très utile dans la section du comportement asymptotique. Pour se faire nous considérons
une constante q telle que :
q >max
{‖K‖bL(L1(J,vdv)),1}(4.1)
et nous définissons la fonction suivante
h(x, v)= qx/v.(4.2)
Dans ce cas nous avons le :
LEMME 4.1. – Pour toute ϕ ∈ L1(Ω), l’équation
f =Hf + V ϕ(4.3)
admet une unique solution fϕ ∈ L1(]−∞,0[×J,h) où,
Hf (x, v) = [Kξ(1, ·,−xv−1)f (1+ xv−1·, ·)](v),
V ϕ(x, v) = [Kγ1U0(−xv−1)ϕ](v),(4.4)
et
ξ = 1− χ,(4.5)
où χ est donnée par la relation (3.7). De plus, l’application
ϕ ∈ L1(Ω)→ fϕ ∈ L1
(]−∞,0[×J,h)(4.6)
est linéaire continue
Preuve. – Pour toute fonction f ∈ L1(]−∞,0[×J,h) nous avons :
b∫
a
0∫
−∞
∣∣Hf (x, v)∣∣h(x, v)dx dv
=
b∫
a
0∫
−∞
∣∣[Kξ(1, ·,−xv−1)f (1+ xv−1·, ·)](v)∣∣qx/v dx dv
M. BOULANOUAR / J. Math. Pures Appl. 79 (2000) 1029–1055 1039
=
b∫
a
∞∫
0
∣∣[Kξ(1, ·, t)f (1− t·, ·)](v)∣∣q−t v dt dv(4.7)
6 ‖K‖L(L1(J,v dv))
b∫
a
∞∫
0
∣∣[ξ(1, ·, t)f (1− t·, ·)](v)∣∣ q−t v dt dv
6 ‖K‖L(L1(J,v dv))
b∫
a
∞∫
0
∣∣∣∣ξ(1, v, 1− xv
)
f (x, v)
∣∣∣∣qx−1/v dt dv
6 q−1/b‖K‖L(L1(J,v dv))‖f ‖L1(]−∞,0[×J,h)
ce qui implique que H est un opérateur linéaire borné dans L1(] −∞,0[×J,h) de norme
‖H‖L(L1(]−∞,0[×J,h)) 6 q−1/b‖K‖L(L1(J,v dv)).(4.8)
Quand à l’opérateur V , un calcul similaire au précédent montre que l’on a :
‖V ϕ‖L1(]−∞,0[×J,h) 6 q−1/b‖K‖L(L1(J,v dv))‖ϕ‖1(4.9)
quelque soit ϕ ∈ L1(Ω). Ainsi V est un opérateur linéaire borné de L1(Ω) dans L1(]−∞,0[×
J,h). Maintenant, comme q−1/b‖K‖L(L1(J,v dv)) < 1, l’équation (4.3) admet l’unique solution
fϕ ∈ L1(]−∞,0[×J,h) donnée par fϕ = (I −H)−1V ϕ. La linéarité de l’application (4.6) se
déduit de la linéarité des opérateurs (I −H)−1 et V . Quant à sa continuité, l’équation (4.3) et
les relations (4.8) et (4.9) impliquent :
‖fϕ‖L1(]−∞,0[×J,h) 6
q−1/b‖K‖L(L1(J,v dv))
(1− q−1/b‖K‖L(L1(J,v dv)))
‖ϕ‖1,(4.10)
ce qui achève la preuve. 2
LEMME 4.2. – Pour tout t > 0, l’opérateur BK(t) définit par :
BK(t)ϕ(µ,v)= ξ(µ, v, t)fϕ(µ− tv, v)(4.11)
est linéaire borné dans L1(Ω). De plus, pour toute ϕ ∈L1(Ω), l’application t ∈R+ →BK(t)ϕ
est continue et BK(0)= 0.
Preuve. – Soit t > 0. Comme l’application (4.6) est linéaire alors l’opérateur BK(t) l’est
également. De plus, nous avons :
q−t
∫
Ω
∣∣BK(t)ϕ(µ,v)∣∣ dµdv 6 ∫
Ω
q
µ
v
−t ξ(µ, v, t)|fϕ(µ− tv, v)|dµdv
6
∥∥fϕ∥∥L1(]−∞,0[×J,h)
(4.12)
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ce qui implique la continuité voulue en utilisant la relation (4.10). Soient t > 0, h > 0 et
ϕ ∈L1(Ω), donc
q−t
∥∥BK(t + h)ϕ −BK(t)ϕ∥∥1
=
∫
Ω
q
µ
v −t
∣∣ξ(µ, v, t + h)fϕ(µ− (t + h)v, v)− ξ(µ, v, t)fϕ(µ− tv, v)∣∣ dµdv
=
b∫
a
1−tv∫
−tv
∣∣ξ(x + tv, v, t + h)fϕ(x − hv, v)− ξ(x + tv, v, t)fϕ (x, v)∣∣h(x, v)dx dv
6
b∫
a
0∫
−∞
∣∣fϕ(x − hv, v)− fϕ(x, v)∣∣h(x, v)dx dv
+
b∫
a
hv∫
0
∣∣fϕ(x − hv, v)∣∣h(x, v)dx dv
= I1(h)+ I2(h).
(4.13)
En raison de la continuité des translations dans les espaces L1 nous avons limh→0 I1(h) = 0.
Quant à I2(h), nous avons :
I2(h)=
b∫
a
hv∫
0
∣∣fϕ(x − hv, v)∣∣h(x, v)dx dv = qh b∫
a
0∫
−hv
∣∣fϕ(y, v)∣∣h(y, v)dy dv.(4.14)
Maintenant, le théorème de la convergence dominée implique que limh→0 I2(h) = 0, d’où la
continuité en tout t > 0. Quant à La continuité en t = 0+, nous avons ‖BK(h)ϕ‖1 = I2(h).
Ensuite, en utilisant la relation (4.14), nous déduisons la continuité voulue et la relation
BK(0)= 0. 2
LEMME 4.3. – Pour toute ϕ ∈W 1(Ω), l’application
t ∈R+→ γ0BK(t)ϕ −Kγ1BK(t)ϕ ∈L1(J, v dv)(4.15)
est continue. De plus pour tout t ∈R+ nous avons :
γ0BK(t)ϕ −Kγ1BK(t)ϕ =Kγ1U0(t)ϕ.(4.16)
Preuve. – A partir de la définition des opérateurs BK(t), H et V il s’en suit que pour toute
ϕ ∈W 1(Ω) nous avons :
b∫
a
∞∫
0
∣∣γ0BK(t)ϕ(v)−Kγ1BK(t)ϕ(v)−Kγ1U0(t)ϕ(v)∣∣v dt dv
=
b∫
a
∞∫
0
∣∣fϕ(−tv, v)−Hfϕ(−tv, v)− Vϕ(−tv, v)∣∣v dt dv(4.17)
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=
b∫
a
0∫
−∞
∣∣fϕ(x, v)−Hfϕ(x, v)− V ϕ(x, v)∣∣dx dv = 0,
car fϕ est l’unique solution de (4.16)dansL1(]−∞,0[×J,h), ce qui implique la relation (4.16)
p.p t ∈ R+. Pour finir cette preuve, il suffit de montrer la continuité de l’application t →
γ1U0(t)ϕ ∈ D(A0). Soit alors ϕ ∈ W 1(Ω), comme ϕ = f + g où f = e−µ/vγ0ϕ ∈ W 1(Ω),
et g = ϕ − f ∈D(A0), il vient que :
γ1U0(t)ϕ = γ1U0(t)f + γ1U0(t)g.(4.18)
Maintenant, d’une part nous avons g ∈D(A0) et le Théorème de traces 3.1 qui impliquent∥∥γ1U0(t + h)g− γ1U0(t)g∥∥L1(J,v dv) 6 ‖γ1‖∥∥U0(t + h)g−U0(t)g∥∥D(T0)(4.19)
d’où la continuité de l’application t → γ1U0(t)g, car (U0(t))t>0 est aussi un C0-semi-groupe
sur D(A0), d’autre part∥∥γ1U0(t + h)f − γ1U0(t)f ∥∥L1(J,v dv)
=
b∫
a
∣∣χ(1, v, t + h)e−(1−(t+h))v/v − χ(1, v, t)e−(1−tv)/v∣∣∣∣γ0ϕ(v)∣∣v dv,(4.20)
d’où la continuité de l’application t → γ1U0(t)f par le théorème de la convergence domi-
née. 2
LEMME 4.4. – La famille d’opérateurs linéaires (SK(t))t>0 où
SK(t)=U0(t)+BK(t)(4.21)
est un C0-semi-groupe sur L1(Ω) vérifiant :
SK(t)ϕ(µ,v)=U0(t)ϕ(µ,v)+ ξ(µ, v, t)
[
Kγ1SK
(
t − µ
v
)
ϕ
]
(v).(4.22)
Preuve. – En tenant compte des Lemmes 3.2 et 4.2, nous pouvons conclure que l’opérateur
SK(t) est linéaire borné dans L1(Ω), BK(0)= I (I étant l’identité de L1(Ω)) et la continuité de
l’application t ∈R+ → SK(t)ϕ ∈ L1(Ω) pour toute ϕ ∈L1(Ω). De plus, en tenant compte de la
définition de l’opérateur SK(t), il s’en suit que :
ξ(µ, v, t)γ0
[
SK
(
t − µ
v
)
ϕ
]
(v)
= ξ(µ, v, t)γ0
[
U0
(
t − µ
v
)
ϕ
]
(v)+ ξ(µ, v, t)γ0
[
BK
(
t − µ
v
)
ϕ
]
(v)
= ξ(µ, v, t)BK
(
t − µ
v
)
ϕ(0, v)= ξ(µ, v, t)fϕ(µ− tv, v)
= BK(t)ϕ(µ,v)
(4.23)
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pour toute ϕ ∈W 1(Ω) et tout t > 0 et p.p (µ, v) ∈Ω . De même si ϕ ∈W1(Ω), le Lemme 4.3
implique
γ0SK(t)ϕ −Kγ1SK(t)ϕ = γ0U0(t)ϕ + γ0BK(t)ϕ −Kγ1U0(t)ϕ −Kγ1BK(t)ϕ
= γ0BK(t)ϕ −Kγ1U0(t)ϕ −Kγ1BK(t)ϕ(4.24)
= 0,
ou encore
ξ(µ, v, t)γ0
[
SK
(
t − µ
v
)
ϕ
]
(v)− ξ(µ, v, t)
[
Kγ1SK
(
t − µ
v
)
ϕ
]
(v)= 0(4.25)
pour tout t > 0 et p.p (µ, v) ∈Ω . Maintenant les relations (4.23), (4.25), (4.21) et la densité de
W 1(Ω) dans L1(Ω) impliquent alors la relation (4.22).
Pour montrer que la famille (SK(t))t>0 constitue un C0-semi-groupe et donc finir cette preuve,
il suffit de prouver que l’on aG(t, s)= SK(t)SK(s)−SK(t+ s)= 0 pour tout t > 0 et tout s > 0.
Tout d’abord, si ϕ ∈W 1(Ω) alors à partir de la relation (4.22), nous avons :
G(t, s)ϕ(µ,v)= ξ(µ, v, t)[Kγ1G(t −µv−1, s)ϕ](v).(4.26)
Par ailleurs, cette dernière relation nous fourni d’une part∫
Ω
∣∣G(t, s)ϕ(µ,v)∣∣dµdv = ∫
Ω
∣∣χ(µ,v, t)[Kγ1G(t −µv−1, s)ϕ](v)∣∣dµdv
=
b∫
a
tv∫
0
∣∣[Kγ1G(t −µv−1, s)ϕ](v)∣∣dµdv
=
b∫
a
t∫
0
∣∣[Kγ1G(x, s)ϕ](v)∣∣v dx dv
6 ‖K‖L(L1(J,v dv))
b∫
a
t∫
0
∣∣γ1G(x, s)ϕ(v)∣∣v dx dv,
(4.27)
donc ∫
Ω
∣∣G(t, s)ϕ(µ,v)∣∣dµdv 6 ‖K‖L(L1(J,v dv)) b∫
a
t∫
0
∣∣γ1G(x, s)ϕ(v)∣∣v dx dv,(4.28)
et d’autre part
b∫
a
∞∫
0
q−t
∣∣γ1G(t, s)ϕ(v)∣∣v dt dv
=
b∫
a
∞∫
0
q−tχ(1, v, t)
∣∣[Kγ1G(t − v−1, s)ϕ](v)∣∣v dt dv
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=
b∫
a
∞∫
1/v
q−t
∣∣[Kγ1G(t − v−1, s)ϕ](v)∣∣v dt dv(4.29)
=
b∫
a
∞∫
0
∣∣q−x−1/v[Kγ1G(x, s)ϕ](v)∣∣v dx dv
6 q−1/b‖K‖L(L1(J,v dv))
b∫
a
∞∫
0
q−x
∣∣γ1G(x, s)ϕ(v)∣∣v dx dv.
Comme q−1/b‖K‖L(L1(J,v dv)) < 1, alors γ1G(t, s)ϕ(v) = 0 p.p v ∈ J . Maintenant la relation
(4.28) et la densité de W 1(Ω) dans L1(Ω) achèvent la preuve. 2
THÉORÈME 4.1. – Le C0-semi-groupe (UK(t))t>0 est donné par la relation :
UK(t)=U0(t)+BK(t)(4.30)
où, l’opérateur BK(t) est donné par :
BK(t)ϕ(µ,v)= ξ(µ, v, t)
[
Kγ1UK
(
t − µ
v
)
ϕ
]
(v).(4.31)
Démonstration. – Désignons par B le générateur infinitésimal du C0-semi-groupe (SK(t))t>0.
Comme χ + ξ = 1, alors pour toute ϕ ∈D(B) et toute ψ ∈ C∞0 (Ω) nous avons :∫
Ω
[
SK(t)ϕ(µ,v)− ϕ(µ,v)
]
ψ(µ,v)dµdv
=
∫
Ω
χ(µ,v, t)
[
ϕ(µ− tv, v)− ϕ(µ,v)]ψ(µ,v)dµdv
+
∫
Ω
ξ(µ,v, t)
[
fϕ(µ− tv, v)− ϕ(µ,v)
]
ψ(µ,v)dµdv(4.32)
=
b∫
a
1∫
tv
[
ϕ(µ− tv, v)− ϕ(µ,v)]ψ(µ,v)dµdv
+
b∫
a
tv∫
0
[
fϕ(µ− tv, v)− ϕ(µ,v)
]
ψ(µ,v)dµdv.
Comme le support de ψ est compact alors la seconde intégrale s’annule pour t assez petit et donc
lim
t→0
1
t
∫
Ω
[
SK(t)ϕ(µ,v)− ϕ(µ,v)
]
ψ(µ,v)dµdv
= lim
t→0
1
t
b∫
a
1∫
tv
[
ϕ(µ− tv, v)− ϕ(µ,v)]ψ(µ,v)dµdv
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= lim
t→0
1
t
∫
Ω
[
ψ(µ+ tv, v)−ψ(µ,v)]ϕ(µ,v)dµdv(4.33)
=
∫
Ω
v
∂ψ
∂µ
(µ,v)ϕ(µ,v)dµdv
=−
∫
Ω
v
∂ϕ
∂µ
(µ,v)ψ(µ,v)dµdv.
En utilisant la définition d’un générateur infinitésimal, il existerait alors une fonction g ∈L1(Ω)
telle qu’on ait
lim
t→0
∥∥∥∥SK(t)ϕ − ϕt − g
∥∥∥∥
1
= 0,(4.34)
et
−
∫
Ω
v
∂ϕ
∂µ
(µ,v)ψ(µ,v)dµdv =
∫
Ω
g(µ,v)ψ(µ,v)dµdv
pour toute fonction ψ ∈ C∞0 (Ω), ce qui implique −v∂ϕ/∂µ = g ∈ L1(Ω). Donc Bϕ =
−v∂ϕ/∂µ et D(B)⊂W 1(Ω).
Soit maintenant ϕ ∈ D(B), donc SK(t)ϕ ∈ D(B) pour tout t > 0. Ensuite en prenant t = 0
dans la relation (4.24), nous obtenons γ0ϕ − Kγ1ϕ = 0. Donc D(B) = {ϕ ∈ W 1(Ω) | γ0ϕ =
Kγ1ϕ} d’où B = AK1 . Ainsi, par unicité du C0-semi-groupe nous obtenons (UK(t))t>0 =
(SK(t))t>0. Maintenant pour retrouver les relations de l’énoncé, il suffit alors d’utiliser les
relations (4.21) et (4.22), ce qui achève la preuve. 2
Nous finissons cette section par le résultat suivant :
COROLLAIRE 4.1. – Si 06 t 6 b−1, alors
BK(t)ϕ(µ,v)= ξ(µ, v, t)
[
Kγ1U0
(
t − µ
v
)
ϕ
]
(v).(4.35)
Preuve. – Comme 06 t 6 b−1 alors en utilisant les relations (4.30) et (4.31), avec µ < tv, il
vient
γ1UK
(
t− µ
v
)
(y)= γ1U0
(
t− µ
v
)
(y)+ξ
(
1, y, t− µ
v
)[
Kγ1UK
(
t− µ
v
− 1
y
)
ϕ
]
(y)(4.36)
p.p y ∈ J . Par ailleurs ξ(1, y, t − µ
v
)= 1, donc[
γ1UK
(
t − µ
v
)
ϕ
]
(y)=
[
γ1U0
(
t − µ
v
)
ϕ
]
(y)(4.37)
p.p y ∈ J que nous remplaçons dans la relation (4.31) pour achever la preuve. 2
5. Positivité, irréductibilité et convergence
Dans cette section, nous allons étudier la positivité et l’irréductibilité du C0-semi-groupe
(WK(t))t>0. Pour se faire nous commençons par le lemme suivant :
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LEMME 5.1. – Si K est un opérateur de transition positif, alors le C0-semi-groupe
(UK(t))t>0 l’est aussi. De plus, U0(t)6UK(t) pour tout t > 0.
Preuve. – Soit λ > ω1. Comme K est positif alors Kλ (voir Lemme (3.3)) l’est aussi. Ainsi à
partir de la relation (3.11), nous pouvons écrire :
(λ−AK)−1 = ελ(I −Kλ)−1Kγ1(λ−A0)−1 + (λ−A0)−1
= ελ
∑
n>0
KnλKγ1(λ−A0)−1 + (λ−A0)−1.(5.1)
En tenant compte des relations (3.8) et (3.9), tous les opérateurs du second membre de cette
dernière relation deviennent positifs. Donc (λ − AK)−1 est un opérateur positif. Ainsi le
Lemme 2.1 implique la positivité du C0-semi-groupe (UK(t))t>0.
Soit λ > ω1 et g ∈ (L1(Ω))+. A partir de la relation (5.1) nous pouvons écrire (λ−AK)−1g >
(λ−A0)−1g., d’où [
λ(λ−AK)−1
]n
g >
[
λ(λ−A0)−1
]n
g(5.2)
pour tout entier n> 1. Ensuite, si t > 0 et λ= n/t alors
lim
n→∞
[
n
t
(
n
t
−AK
)−1]n
g > lim
n→∞
[
n
t
(
n
t
−A0
)−1]n
g.(5.3)
Maintenant, la formule de Trotter achève la preuve. 2
Pour étudier la positivité du C0-semi-groupe (WK(t))t>0 nous avons besoin de l’hypothèse
suivante :
r est positive.(H2)
THÉORÈME 5.1. – Supposons que les hypothèses (H1) et (H2) soient vérifiées. Si K est un
opérateur de transition positif, alors les C0-semi-groupes (VK(t))t>0 et (WK(t))t>0 le sont
aussi. De plus, pour tout t > 0, nous avons :
(1) e−tMUK(t)6 VK(t)6 e−tσ0UK(t),
(2) VK(t)6WK(t),
(3) V0(t)6 VK(t).
Démonstration. – Soit t > 0 et ϕ ∈ (L1(Ω))+. En utilisant le Lemme 5.1 il vient que[
e
− t
n
σ
UK(t)
]n
ϕ ∈ (L1(Ω))+
pour tout n ∈N. Ensuite, en utilisant la formule de Trotter nous pouvons écrire
e−tMUK(t)ϕ 6 VK(t)ϕ =
[
e
− t
n
σ
UK
(
t
n
)]n
ϕ 6 e−tσ0UK(t)ϕ,(5.4)
d’où la positivité du C0-semi-groupe (VK(t))t>0 et la première inégalité.
Comme R est un opérateur positif alors on a :
e
t
n
R =
∑
p>0
( t
n
R)p
p! > I > 0
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et donc [e tnRVK( tn )]nϕ ∈ (L1(Ω))+ pour tout entier n > 1. Maintenant la formule de Trotter
implique
WK(t)ϕ = lim
n→∞
[
e
t
n
R
VK
(
t
n
)]n
ϕ > VK(t)ϕ,
d’où la positivité du C0-semi-groupe (WK(t))t>0 et la seconde inégalité.
En utilisant le Lemme 5.1 et la formule de Trotter il vient que
VK(t)ϕ = lim
n→∞
[
e
t
n
S
UK
(
t
n
)]n
ϕ > lim
n→∞
[
e
t
n
S
U0
(
t
n
)]n
ϕ > V0(t)ϕ
d’où la preuve. 2
Remarque 5.1. – En remplaçant K = 0 dans la première relation du théorème précédent, il
vient que V0(t)6 e−tσ0U0(t) pour tout t > 0. De plus si a > 0, alors le Lemme 3.2 implique que
V0(t)= 0, donc compact, pour tout t > 1/a.
Quant à l’irréductibilité, nous avons :
LEMME 5.2. – SiK est un opérateur de transition positif et irréductible, alors l’opérateurKλ
l’est aussi.
Preuve. – Soit λ > ω1 et M un idéal fermé de L1(J, v dv) tel que
Kλ(M)⊂M.(5.5)
En utilisant la caractérisation des idéaux fermés dansL1(J, v dv) (voir [14]), il existe alors ω⊂ J
tel que
M = {ψ ∈L1(J, v dv) |ψ(v)= 0 p.p v ∈ ω}.(5.6)
Maintenant si g ∈K(M), il existe alors ψ ∈M tel que g =Kψ et donc (γ1ελ)g = (γ1ελ)Kψ =
Kλψ ∈ M . D’où g ∈ M et donc K(M) ⊂ M . Maintenant l’irréductibilité de l’opérateur K
implique que M = ∅ ou M = L1(J, v dv) et achève la preuve. 2
Remarque 5.2. – Si a > 0, le lemme précédent se déduit de la relation Kλ > e−1/aK .
THÉORÈME 5.2. – Si K est un opérateur de transition positif et irréductible, alors le C0-
semi-groupe (UK(t))t>0 est irréductible.
Démonstration. – Soit λ > ω1 et g ∈ (L1(Ω))+ − {0}. Par le Lemme 3.2, nous avons γ1(λ−
A0)−1g ∈ (L1(Ω))+ − {0}. De plus, comme K est positif et irréductible, alors l’opérateur Kλ
l’est également par le lemme précédent. Donc il existe un entier m> 0 tel qu’on ait :
K
m
λ γ1(λ−A0)−1g > 0 p.p. sur J.(5.7)
La positivité de (λ−A0)−1 (voir Lemme 3.2) et la relation K >Kλ impliquent :
(λ−AK)−1g > ελK
(
I −Kλ
)−1
γ1(λ−A0)−1g
= ελK
∑
n>0
K
n
λγ1(λ−A0)−1g
> ελKλK
m−1
λ γ1(λ−A0)−1g
= ελKmλ γ1(λ−A0)−1g.
(5.8)
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Maintenant la relation (5.7) implique l’irréductibilité de l’opérateur (λ−AK)−1 et le Lemme 2.1
achève cette preuve. 2
THÉORÈME 5.3. – Supposons que les hypothèses (H1) et (H2) soient vérifiées. Si K est
un opérateur de transition positif et irréductible, alors le C0-semi-groupe (WK(t))t>0 est
irréductible.
Démonstration. – La preuve découle du Théorème 5.2 et des inégalités du Théorème 5.1. 2
Nous achevons cette section par un résultat de convergence qui nous sera très utile par la suite.
THÉORÈME 5.4. – Si (Kn)n ⊂ L(L1(J, v dv)) et K ∈ L(L1(J, v dv)), alors
sup
06t6b−1
∥∥BKn(t)−BK(t)∥∥L(L1(Ω)) 6 ‖Kn −K‖L(L1(J,v dv)).(5.9)
Démonstration. – Soit 0 6 t 6 1/b et ϕ ∈ L1(Ω). Si (Kn)n ⊂ L(L1(J, v dv)) et K ∈
L(L1(J, v dv)), alors en utilisant le Corollaire 4.1 nous pouvons écrire :
BKn(t)ϕ(µ,v)−BK(t)ϕ(µ,v)= ξ(µ, v, t)(Kn −K)
[
γ1U0
(
t −µv−1)ϕ](v).
Ensuite, le changement de variables x = t −µv−1 implique :∥∥BKn(t)ϕ −BK(t)ϕ∥∥1 = ∫
Ω
ξ(µ,v, t)
∣∣(Kn −K)[γ1U0(t −µv−1)ϕ(v)]∣∣dµdv
6
b∫
a
t∫
0
∣∣(Kn −K)[γ1U0(x)ϕ(v)]∣∣v dx dv(5.10)
6 ‖Kn −K‖L(L1(J,v dv))
b∫
a
t∫
0
∣∣γ1U0(x)ϕ(v)∣∣v dx dv.
Maintenant l’expression du C0-semi-groupe (U0(t))t>0 (voir Lemme 3.2) nous permet de
conclure ∥∥UKn(t)ϕ −UK(t)ϕ∥∥1 6 ‖Kn −K‖L(L1(J,v dv)) ‖ϕ‖1,(5.11)
ce qui achève la preuve. 2
6. Comportement asymptotique
Dans cette section, nous calculons explicitement le type essentiel du C0-semi-groupe
(WK(t))t>0 et nous décrivons son comportement asymptotique dans la topologie de L(L1(Ω).
Pour se faire nous introduisons l’hypothèse suivante :
r1 = r1(µ, v, v′)= r(µ, v, v
′)
µ
∈ L∞(Ω × J ).(H3)
Soulignons que cette hypothèse est plus forte que l’hypothèse (H1) et donc, chaque fois que cette
hypothèse est vérifiée, l’hypothèse (H1) est automatiquement vérifiée. Mais tout de suite nous
commençons par le lemme suivant :
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LEMME 6.1. – Soit K et H sont deux opérateurs de transition définis par :
Kψ = f
b∫
a
g(v′)ψ(v′)v′ dv′, f ∈L1(J, v dv), g ∈ L∞(J, v dv),
Hψ = h
b∫
a
k(v′)ψ(v′)v′ dv′, h ∈L∞(J, v dv), k ∈L∞(J, v dv),
(6.1)
alors l’opérateur BK(t)U0(s)BH (t) est faiblement compact dans L1(Ω) pour tout 06 t 6 1/b
et tout s > 0. De plus si l’hypothèse (H3) est vérifiée alors l’opérateur RBH (t) est faiblement
compact dans L1(Ω) pour tout 06 t 6 1/b.
Preuve. – Soit 06 t 6 1/b, s > 0 et ϕ ∈ (L1(Ω))+. Un simple calcul de composition montre
que l’on a :
BK(t)U0(t)BH (t)ϕ(µ,v)= ξ(µ, v, t)f (v)
b∫
a
b∫
a
xg(x)h(x)v′k(v′)
× χ(1, x, t + s −µv−1)ξ(1− (t + s −µv−1)x, x, t)(6.2)
× χ(1, v′,2t + s −µv−1 − x−1)
× ϕ(1− (2t + s −µv−1 − x−1)v′, v′)dx dv′.
Maintenant le changement de variables :{
µ′ = 1− (2t + s −µv−1 − x−1)v′,
xv′ dx =−u3 dµ′,(6.3)
où
u= u(t, s,µ, v,µ′, v′)= [2t + s −µv−1 + (µ′ − 1)v′−1]−1
implique
BK(t)U0(t)BH (t)ϕ(µ,v)
= ξ(µ, v, t)f (v)
b∫
a
1−(2t+s−µv−1−a−1)v′∫
1−(2t+s−µv−1−b−1)v′
u3
[
g(u)
][
h(u)
]
k(v′)χ
(
1, u, t + s −µv−1)
× ξ(1− (t + s −µv−1)u,u, t)ϕ(µ′, v′)dµ′ dv′.
(6.4)
Si nous notons par ξ la fonction suivante :
ξ(µ′, v′, t)=
{
1 si 1− tv′ <µ′ 6 1,
0 sinon,
alors un simple calcul montre que l’on a :
χ
(
1, u, t + s −µv−1)ξ(1− (t + s −µv−1)u,u, t)= ξ(µ′, v′, t)
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et donc
BK(t)U0(t)BH (t)ϕ(µ,v)
= ξ(µ, v, t)f (v)
b∫
a
1−(2t+s−µv−1−a−1)v′∫
1−(2t+s−µv−1−b−1)v′
u3
[
g(u)
][
h(u)
]
k(v′)ξ(µ′, v′, t)ϕ(µ′, v′)dµ′ dv′.
(6.5)
Mais comme a 6 u6 b, alors ∣∣BK(t)U0(t)BH (t)ϕ∣∣6 I⊗ Iϕ :(6.6)
où
I⊗ Iϕ(µ,v)= ξ(µ, v, t)∣∣f (v)∣∣b3‖g‖∞‖h‖∞‖k‖∞ ∫
Ω
∣∣ϕ(µ′, v′)∣∣dµ′ dv′.(6.7)
Par ailleurs, ∫
Ω
ξ(µ,v, t)
∣∣f (v)∣∣dµdv = t‖f ‖L1(J,v dv) <∞,(6.8)
ce qui implique que l’opérateur I⊗ I est de rang 1 donc faiblement compact dans L1(Ω). Ainsi
la relation (6.6) peut s’écrire
06 BK(t)U0(t)BH (t)+ I⊗ I6 2I⊗ I.
Maintenant, en appliquant le Lemme 2.3, nous déduisons la compacité faible de l’opérateur
BK(t)U0(t)BH (t).
Quant à l’opérateur RBH (t), un simple calcul montre que l’on a :
RBK(t)ϕ(µ,v)=
b∫
a
b∫
a
r(µ, v, v′)h(v′)k(v′′)
× ξ(µ, v′, t)χ
(
1, v′′, t − µ
v′
)
ϕ
(
1−
(
t − µ
v′
)
v′′, v′′
)
v′′ dv′ dv′′;
(6.9)
le changement de variables x = 1− (t − µ
v′ )v
′′ et dx =−µv′′ dv′
u2
donne
RBH (t)ϕ(µ,v)
=
b∫
a
1−(t−µa )v′′∫
1−(t−µb )v′′
r(µ, v,u)h(u)k(v′′)ξ(µ,u, t)χ
(
1, v′′, t − µ
u
)
ϕ(x, v′′)u
2
µ
dx dv′′
(6.10)
avec u= µ[t + x−1
v′′ ]−1. En utilisant l’hypothèse (H3), nous pouvons écrire :∣∣BH (t)ϕ∣∣6 b2‖r1‖∞‖k‖∞‖k‖∞ ∫
Ω
ϕ(x, v′′)dx dv′′(6.11)
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car a 6 u6 b. Maintenant, la compacité faible de l’opérateur RBH (t) se déduit du Lemme 2.3.2
LEMME 6.2. – Soit K et H deux opérateurs de transition de rang un, i.e. :
Kψ = f
b∫
a
g(v′)ψ(v′)v′ dv′, f ∈L1(J, v dv), g ∈L∞(J, v dv),
Hψ = h
b∫
a
k(v′)ψ(v′)v′ dv′, h ∈L1(J, v dv), k ∈ L∞(J, v dv)
(6.12)
alors l’opérateur BK(t)U0(s)BH (t) est faiblement compact dans L1(Ω) pour tout 06 t 6 1/b
et tout s > 0. De plus si l’hypothèse (H3) est vérifiée alors l’opérateur RBH (t) est faiblement
compact dans L1(Ω) pour tout 06 t 6 1/b.
Preuve. – Soit 0 6 t 6 1/b et s > 0. Comme h ∈ L1(J, v dv), alors il existe une suite
(hn)⊂ L∞(J ) convergente vers h dans L1(J, v dv). En définissant l’opérateurHn par :
Hnψ = hn
∫
J
k(v′)ψ(v′)dv′,(6.13)
alors limt→∞‖Hn −H‖L(L1(J,v dv)) = 0. De plus∥∥BK(t)U0(s)BH (t)−BK(t)U0(s)BHn(t)∥∥L(L1(Ω))
6
∥∥BK(t)U0(s)∥∥L(L1(Ω))∥∥AHn(t)−AH(t)∥∥L(L1(Ω))
et ∥∥RBHn(t)−RBH (t)∥∥L(L1(Ω)) 6 ‖R‖L(L1(Ω))∥∥BHn(t)−BH (t)∥∥L(L1(Ω)).(6.14)
Nous achevons cette preuve en appliquant le Théorème 5.4. 2
LEMME 6.3. – SiK est un opérateur de transition de rang fini, alors l’opérateurBK(t)U0(s) ·
BK(t) est faiblement compact dans L1(Ω) pour tout 0 6 t 6 1/b et tout s > 0. De plus si
l’hypothèse (H3) est vérifiée alors l’opérateur RBK(t) est faiblement compact dans L1(Ω) pour
tout 06 t 6 1/b.
Preuve. – Soit 06 t 6 1/b et s > 0. Comme l’opérateur K est de rang fini, il existe alors une
suite finie d’opérateurs de transition (Ki)16i6n telle que
K =
n∑
i=1
Ki.(6.15)
Maintenant à partir de la relation (4.31), nous pouvons écrire :
BK(t)U0(s)BK(t)=
n∑
i,j=1
BKi (t)U0(s)BKj (t)(6.16)
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et
RBK(t)=R
n∑
i=1
BKi (t).(6.17)
Nous achevons la preuve avec le lemme précédent. 2
LEMME 6.4. – SiK est un opérateur de transition compact, alors les opérateursBK(t)U0(s) ·
BK(t) est faiblement compact dans L1(Ω) pour tout 0 6 t 6 1/b et tout s > 0. De plus si
l’hypothèse (H3) est vérifiée alors l’opérateur RBK(t) est faiblement compact dans L1(Ω) pour
tout 06 t 6 1/b.
Preuve. – Soit 0 6 t 6 1/b et s > 0. Comme K est compact dans L1(J, v dv), alors en
appliquant [11] il existerait une suite d’opérateurs de rang fini (Kn)n convergente vers K dans
L(L1(J, v dv)). Ainsi nous pouvons écrire :∥∥BK(t)U0(s)BK(t)−BKn(t)U0(s)BKn(t)∥∥L(L1(Ω))
6
∥∥BK(t)U0(s)∣∣L(L1(Ω))∥∥BK(t)−BKn(t)∥∥L(L1(Ω))
+ ∥∥BKn(t)U0(s)∥∥L(L1(Ω))∥∥BKn(t)−BK(t)∥∥L(L1(Ω))
(6.18)
et ∥∥RBKn(t)−RBK(t)∥∥L(L1(Ω)) 6 ‖R‖L(L1(Ω))∥∥BKn(t)−BK(t)∥∥L(L1(Ω)).(6.19)
Comme, dans ces dernières relations, tous les opérateurs sont uniformément bornés sen t et s,
les Lemmes 6.3, 2.3 et le Théorème 5.4 achèvent alors cette preuve. 2
LEMME 6.5. – Supposons que les hypothèses (H1) et (H2) soient vérifiées. Si K est un
opérateur de transition positif et compact alors l’opérateur[
VK(t)− V0(t)
]
V0(s)
[
VK(t)− V0(t)
]
est faiblement compact dans L1(Ω) pour tout 06 t 6 1/b et tout s > 0.
Preuve. – Soit 06 t 6 1/b et s > 0. En utilisant la formule de Duhamel, nous pouvons écrire :
VK(t)=UK(t)+
t∫
0
UK(t − x)SVK(x)dx
et
V0(t)=U0(t)+
t∫
0
U0(t − x)SV0(x)dx,
ce qui implique
VK(t)− V0(t)=UK(t)−U0(t)+
t∫
0
UK(t − x)SVK(x)dx −
t∫
0
U0(t − x)SV0(x)dx.
En tenant compte du Théorème 5.1 et de la négativité de l’opérateur S (voir Lemme 3.4), nous
déduisons alors :
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06 VK(t)− V0(t)
6UK(t)−U0(t)+
t∫
0
UK(t − x)SVK(x)−
t∫
0
UK(t − x)SV0(x)dx
6UK(t)−U0(t)+
t∫
0
UK(t − x)S
[
VK(x)− V0(x)
]
dx(6.20)
6UK(t)−U0(t)
= BK(t).
A partir de cette dernière relation et le Théorème 5.1 nous déduisons alors :
06
[
VK(t)− V0(t)(t)
]
V0(t)(x)
[
VK(t)− V0(t)
]
6 BK(t)U0(s)BK(t).(6.21)
La preuve s’achève par l’application du Lemme 2.3 et du Lemme 6.4. 2
PROPOSITION 6.1. – Supposons que les hypothèses (H1) et (H2) soient vérifiées. Si K un
opérateur de transition positif et compact, alors ωess(VK(t))= ωess(V0(t)).
Preuve. – Soit un 0< t < b−1. D’après le lemme précédent, nous déduisons que la somme
n=N∑
n=0
2−n
[
VK(t)− V0(t)
]
V0(nt)
[
VK(t)− V0(t)
]
= [VK(t)− V0(t)][n=N∑
n=0
2−nV0(nt)
][
VK(t)− V0(t)
](6.22)
est un opérateur faiblement compact dans L1(Ω) pour tout N fini. Comme l’opérateur V0(t)
est une contraction dans L1(Ω) (voir Remarque 3.2), nous déduisons que la dernière somme
converge vers l’opérateur[
VK(t)− V0(t)
](
2− V0(t)
)−1[
VK(t)− V0(t)
]
dans L(L1(Ω)). Ensuite, en tenant compte du Lemme 2.3, il vient que :[[
VK(t)− V0(t)
](
2− V0(t)
)−1]4
est un opérateur compact dans L1(Ω). Nous achevons cette preuve par l’application du
Lemme 2.4. 2
PROPOSITION 6.2. – Supposons que les hypothèses (H2) et (H3) soient vérifiées. Si K est
un opérateur de transition compact, alors RVK(t)R est un opérateur faiblement compact dans
L1(Ω) pour tout t > 0.
Preuve. – Soit t0 ∈]0,1/b[, t > 0 et ϕ ∈ (L1(Ω))+. En tenant compte de la relation (4.30), il
vient que RUK(t)R =RU0(t)R +RBK(t)R. D’une part un simple calcul montre que l’on a
RU0(t)R 6
‖r‖2∞
t
∫
Ω
ϕ(x, y)dx dy(6.23)
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donc RU0(t)R est faiblement compact dans L1(Ω), d’autre part, le Corollaire 4.1 implique
RBK(t)R(µ,v) =RBK(t0)UK(t − t0)R(6.24)
qui est faiblement compact par Lemme 6.4. D’où la compacité faible de l’opérateur RUK(t)R.
Ensuite, la première relation du Théorème 5.1 implique RVK(t)R 6 RVK(t)R. Maintenant, le
Lemme 2.3 achève cette preuve.
Dans la proposition suivante, nous allons estimer le type ω0(WK(t)) du C0-semi-groupe
(WK(t))t>0.
PROPOSITION 6.3. – Supposons que les hypothèses (k), (H1) et (H2) soient vérifiées. Si K
est un opérateur de transition positif avec ‖K‖L(L1(J,v dv)) > 1, alors ω0(WK(t))> 0.
Preuve. – Soient alors λ > ω1 et g ∈ (L1(Ω))+. Comme le C0-semi-groupe (WK(t))t>0 est
positif (voir Théorème 5.1). En appliquant le Lemme 2.1 la fonction ϕ = (λ−T K)−1g ∈D(T K)
est alors positive et est l’unique solution de l’équation
λϕ = TKϕ + g =AKϕ + (R + S)ϕ + g.
En tenant compte de la relation (3.27), nous pouvons alors écrire :
λ
∫
Ω
ϕ(µ,v)dµdv=
∫
Ω
AKϕ(µ,v)dµdv+
∫
Ω
g(µ,v)dµdv.
Ensuite les conditions aux limites et l’hypothèse (k) impliquent :
∫
Ω
AKϕ(µ,v)dµdv =
b∫
a
[
−
1∫
0
v
∂ϕ
∂µ
(µ,v)dµ
]
dv
= ‖γ0ϕ‖L1(J,v dv) − ‖γ1ϕ‖L1(J,v dv)
= [‖K‖L(L1(J,v dv))− 1]‖γ1ϕ‖L1(J,v dv).
(6.25)
D’où λ‖(λ− T K)−1g‖1 > ‖g‖1, ou encore[
λ
∥∥(λ− T K)−1g∥∥1]n > ‖g‖1,
pour tout n ∈N∗. Soit t > 0. En posant λ= n/t , la dernière relation devient :[
n
t
∥∥∥∥(nt − T K
)−1
g
∥∥∥∥
1
]n
> ‖g‖1
ce qui implique, par la formule de Trotter, que l’on a ‖WK(t)g‖1 > ‖g‖1. Maintenant, la
définition du type implique le résultat voulu. 2
De point de vue biologique la condition ‖K‖L(L1(J,v dv)) > 1 signifie que le nombre de cellules
augmente lors de chaque mitose et c’est le cas le plus observé biologiquement. Et c’est dans ce
cas là que nous allons énoncer le résultat concernant le comportement asymptotique du C0-semi-
groupe (WK(t))t>0, dans l’espace L(L1(Ω))t>0 comme suit :
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THÉORÈME 6.1. – Supposons que les hypothèses (k), (H2) et (H3) soient vérifiées et que
l’opérateur de transition K soit positif, irréductible et compact avec ‖K‖L(L1(J,v dv)) > 1. Si
l’une des conditions suivantes
(1) a > 0,
(2) σ0 > 0
est vérifiée, il existe alors ε > 0 et un projecteur P ∈ L(L1(Ω)) de rang 1 tel que, pour tout
η ∈ (0, ε), il existe M(η)> 1 et∥∥e−s(A)tWK(t)− P∥∥L(X) 6M(η)e−ηt , t > 0.
Démonstration. – Dans cette preuve nous allons appliquer le Lemme 2.2. Donc, supposons
que les hypothèses (k), (H2) et (H3) soient vérifiées et que l’opérateur de transition K soit
positif, irréductible et compact. En appliquant Lemme 2.1 et le Théorème 5.3, le C0-semi-
groupe (WK(t))t>0 est positif et irréductible. De plus, les Propositions 6.1, 6.2, et le Lemme 2.5
impliquent :
ωess
(
WK(t)
)= ωess(VK(t))= ωess(V0(t)).(6.26)
Maintenant, les Remarques 3.2 et 5.1 impliquent :
ωess(WK(t))
{=−∞ si a > 0,
6 ω0(V0(t))6−σ0 < 0 si σ0 > 0.(6.27)
Nous achevons cette preuve, en combinant cette dernière relation avec la Proposition 6.3 puisque
l’on a ‖K‖L(L1(J,v dv)) > 1. 2
Remarque 6.1. – Tous les résultats restent valables si l’on remplace l’espace L1(Ω) par
l’espace Lp(Ω) (1< p <∞) (voir [4]).
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