Abstract. We consider a large family of non-local equations featuring Markov generators of Lévy processes, and establish a non-local Hopf's lemma and a variety of maximum principles for viscosity solutions. We then apply these results to study the principal eigenvalue problems, radial symmetry of the positive solutions, and the overdetermined non-local torsion equation.
Introduction
Hopf's boundary point lemma is a classic result in analysis, belonging to the range of maximum principles, and it proved to be a fundamental and powerful tool in the study of partial differential equations. For a general introduction we refer to [21] , and to the magisterial paper [22] for a more modern reassessment and further developments.
It is a natural question whether a variant of Hopf's lemma with a similar benefit might be possible to obtain for integro-differential equations. Such non-local equations and related problems are currently much researched in both pure and applied mathematics, also attracting a wide range of applications in the natural sciences and elsewhere. For a recent review see [23] and the references therein.
Our aim in the present paper is to derive and prove Hopf's lemma and related maximum principles for a class of non-local equations in which the key operator term is a Bernstein function of the Laplacian, denoted below by Ψ(−∆). (For precise definitions see Section 2 below.) A first result in this direction has been obtained in [14] , where the authors proved Hopf's lemma for Dirichlet exterior value problems involving the fractional Laplacian (−∆) α/2 , α ∈ (0, 2). See also [10, 11] for Hopf's lemma for the fractional p-Laplacian.
There are at least two reasons why this more general framework is of interest. One is that although the fractional Laplacian is a key example of a non-local operator, there are many others producing in various aspects qualitatively different behaviours. In the context of spectral problems see a detailed analysis in [16, 17] for illustration. This results from the fact that the Lévy jump kernel in the symbol of the fractional Laplacian has polynomial tails, while cases with exponentially light tails such as the relativistic operators (−∆+m 2/α ) α/2 −m, m > 0, or other decay types, are in several ways essentially different. A second reason is that there is a large class of operators in which for every element there exists a Bernstein function such that the given operator is comparable with Ψ(−∆) in a specific sense, see for details [7, Th. 26, Cor. 27] .
Apart from covering a large class of equations, another main technical step forward made in this paper is that our results are valid for viscosity solutions, while even for the fractional Laplacian the results in [14] have been established for classical solutions only. Our approach developed here combines analytic and stochastic tools based on a probabilistic representation of the operator semigroups, which removes some of the basic difficulties commonly encountered when purely analytic techniques are applied. A highlight of our approach is a use of the ascending ladder height-process related to the random process generated by −Ψ(−∆), which is an object that does not seem to have been much explored in the literature in this context. Let D ⊂ R d , d ≥ 2, be a bounded domain with a C 1,1 boundary, and c, f given continuous functions. We will be interested in the viscosity solutions of − Ψ(-∆) u(x) + c(x)u(x) = f (x) in D,
First in Theorem 3.1 we obtain an Aleksandrov-Bakelman-Pucci type estimate for viscosity solutions for the above non-local problem, which immediately implies a maximum principle for narrow domains shown in Corollary 3.1. A second result, presented in Theorem 3.2, establishes existence and uniqueness for the principal eigenfunction for the operator − Ψ(-∆) +c(x), again in viscosity sense. Next we prove Hopf's lemma in Theorem 3.3 and identify the function of the distance to the boundary, directly expressed in terms of Ψ, replacing the normal derivative in the classical variant of the result. Then we turn to proving a refined maximum principle in Theorem 3.4, an antimaximum principle in Theorem 3.5, and in Theorem 3.6 we obtain that the principal eigenvalue of the non-local Schrödinger operator − Ψ(-∆) +c with Dirichlet exterior conditions is an isolated eigenvalue.
In the final section of this paper we also present two applications of these maximum principles. One direction is to show radial symmetry of viscosity solutions of positive solutions in symmetric domains. This will be discussed in Theorem 4.1. A second application is to the torsion function, which is a quantity of interest in mathematical physics, and also plays a significant role in probability, corresponding to mean exit times from domains. In Theorem 4.2 we discuss the torsion equation in our context, over-determined by a constraint imposed on the domain boundary, which is a non-local development of a classical inverse problem by Serrin and Weinberger [26, 27] .
Bernstein functions of the Laplacian and subordinate Brownian motion

Bernstein functions and subordinate Brownian motion
In this section we briefly recall the essentials of the framework we use in this paper. A Bernstein function is a non-negative completely monotone function, i.e., an element of the set
In particular, Bernstein functions are increasing and concave. We will make use below of the subset
Let M be the set of Borel measures m on R \ {0} with the property that m((−∞, 0)) = 0 and
Notice that, in particular, R\{0} (y 2 ∧ 1) m(dy) < ∞ holds, thus m is a Lévy measure supported on the positive semi-axis. It is well-known that every Bernstein function Ψ ∈ B 0 can be represented in the form 
where L denotes Laplace transform. Every complete Bernstein function is also a Bernstein function, and the Lévy measure m of a complete Bernstein function has a completely monotone density with respect to Lebesgue measure. For a detailed discussion of Bernstein functions we refer to the monograph [25] . Bernstein functions are closely related to subordinators. Recall that a one-dimensional Lévy process (S t ) t≥0 on a probability space (Ω S , F S , P S ) is called a subordinator whenever it satisfies S s ≤ S t for s ≤ t, P S -almost surely. A basic fact is that the Laplace transform of a subordinator is given by a Bernstein function, i.e.,
holds, where Ψ ∈ B 0 . In particular, there is a bijection between the set of subordinators on a given probability space and Bernstein functions with vanishing right limits at zero. Let (B t ) t≥0 be an R d -valued Brownian motion on Wiener space (Ω W , F W , P W ), running twice as fast as standard d-dimensional Brownian motion, and let (S t ) t≥0 be an independent subordinator with characteristic exponent Ψ. The random process
is called subordinate Brownian motion under (S t ) t≥0 . For simplicity, we will denote a subordinate Brownian motion by (X t ) t≥0 , its probability measure for the process starting at x ∈ R d by P x , and expectation with respect to this measure by E x . Note that the characteristic exponent of a pure jump process (X t ) t≥0 (i.e., with b = 0) is given by
where the Lévy measure of (X t ) t≥0 has a density y → j(|y|), j : (0, ∞) → (0, ∞), with respect to Lebesgue measure, given by
Below we will use Bernstein functions satisfying the following conditions. These have been extensively used in [2, 3] , and for applications in potential theory we refer to [7] . Definition 2.1. The function Ψ ∈ B 0 is said to satisfy a (i) weak lower scaling (WLSC) property with parameters µ > 0, c ∈ (0, 1] and θ ≥ 0, if
(ii) weak upper scaling (WUSC) property with parametersμ > 0,c
Clearly, we haveμ ≥ µ.
Example 2.1. Some important examples of Ψ satisfying WLSC and WUSC include the following cases with the given parameters, respectively: We will use below the following recurring assumptions. Assumption 2.1. Ψ ∈ B 0 satisfies both the WLSC and WUSC properties with respect to suitable values (µ, c, θ) and (μ,c,θ), respectively, withμ < 1.
A second assumption is on the Lévy jump kernel of the subordinate process. Assumption 2.2. There exists a constant > 0 such that
where j is given by (2.2).
Note that if Ψ is a complete Bernstein function and satisfies Ψ(r) r γ (r) as r → ∞, for a suitable γ ∈ (0, 1) and a locally bounded and slowly varying function , then (2.3) holds [18, Th. 13.3.5].
For some of our proofs below we will use some information on the normalized ascending ladderheight process of (X 1 t ) t≥0 , where X 1 t denotes the first coordinate of X t . Recall that the ascending ladder-height process of a Lévy process (Z t ) t≥0 is the process of the right inverse (Z L −1 t ) t≥0 , where L t is the local time of Z t reflected at its supremum (for details and further information we refer to [1, Ch. 6] ). Also, we note that the ladder-height process of (X 1 t ) t≥0 is a subordinator with Laplace exponentΨ
log Ψ(xy) 1 + y 2 dy , x ≥ 0. Consider the potential measure V (x) of this process on the half-line (−∞, x). Its Laplace transform is given by
It is also known that V = 0 for x ≤ 0, the function V is continuous and strictly increasing in (0, ∞) and V (∞) = ∞ (see [13] for more details). As shown in [6, Lem. 
Using [8, Th. 4.6] and Assumption 2.1, we see that for a suitable positive constant κ 1 we have that for
holds, where δ D (x) = dist(x, ∂D).
Bernstein functions of the Laplacian
From now on we consider Ψ ∈ B 0 with b = 0. Using (2.1), we define the operator
, by functional calculus. The operator − Ψ(-∆) is the Markov generator of subordinate Brownian motion (X t ) t≥0 corresponding to the subordinator uniquely determined by Ψ, i.e.,
Next 
where
, with infinitesimal generator − Ψ(-∆) +c. Probabilistically, this means that {T t : t ≥ 0} is the Markov semigroup of killed subordinate Brownian motion. Moreover, there exists a pair ( 6) and ψ * (x) = 0 in D c . For further details we refer the reader to [2] .
3. Hopf 's lemma and maximum principles for non-local equations 3.1. Aleksandrov-Bakelman-Pucci estimate and Hopf 's lemma for viscosity solutions
, be a bounded domain with a C 1,1 boundary. With no loss of generality we assume that 0 ∈ D. With given continuous functions c and f , our purpose is to consider viscosity solutions of the Dirichlet exterior value problem (1.1).
Recall the definition of a viscosity solution. Denote by C b (x) the space of bounded functions, twice continuously differentiable in a neighbourhood of x ∈ R d .
Similarly, a lower semi-continuous function is a viscosity sub-solution of (3.1) whenever ϕ(y) < u(y),
. Furthermore, u is said to be a viscosity solution if it is both a viscosity sub-and super-solution.
One of our main tools is an Aleksandrov-Bakelman-Pucci type maximum principle. 
Consider a sequence of increasing domains (U n ) n∈N satisfying 
where τ k is the first exit time from U k . Since the boundary of ∂U k is regular [8, Lem. 2.9] it is routine to check that
Letting k → ∞, we finally obtain (3.2).
Remark 3.1. We note that an estimate similar to (3.2) has also been obtained in [24, Prop. 1.4] for fractional Laplacian operators. In this paper the authors considered solutions instead of subsolutions, and their proof technique used an explicit formula giving the Green function of (−∆)
As a consequence we note the following result on its own interest for viscosity solutions. There
Proof. The result follows from Theorem 3.1 by choosing the function f (x) = − c ∞ u + (x) on {u > 0}.
Let C b,+ (D) be the space of bounded non-negative functions on R d that are positive in D. To proceed to our next result, define the principal eigenvalue as
In what follows, we will be interested in characterizing the principal eigenfunction of − Ψ(-∆) +c in D. 
Proof. First note that it follows from the arguments of [3, Rem. 3.2] that ψ * in (2.6) is a viscosity solution of
We show that λ = λ D . It follows from the definition that λ ≥ λ D . Suppose that λ > λ D . Then there exist γ < λ and ψ ∈ C b,+ (D) such that
Let w z (x) = zψ * (x) − ψ(x), z ∈ R. Fix a compact set K D such that |K c ∩ D| < ε, where ε is the same as in Corollary 3.1. Take
We claim that z > 0. Indeed, note that by [9, Th. 5.2], we have for every z > 0
Since ψ > 0 in D, we can choose z small enough so that w z < 0 in K. Thus by Corollary 3.1 we have
Applying the definition of viscosity sub-solution to (3.4) we see that
Since δ can be chosen arbitrarily small, this implies w z = 0 in R d , which contradicts the fact that w z < 0 in K. Thus w z < 0 in D follows, and hence we get z > 0. Moreover, by a similar argument we can also show that either w z = 0 in R d or w z < 0 in D. Note that the first case can be ruled out since γ < λ. On the other hand, if w z < 0 in D, we can choose η > 0 such that w z+η < 0 in K and a similar argument as above gives w z+η < 0 in D, in contradiction with the definition of z. Thus no γ exists and thus λ = λ D .
To prove uniqueness, one needs to show that for every ψ ∈ C b,+ (D) satisfying
there exists κ > 0 such that κψ = ψ * . This follows directly from the argument above.
Our next result is Hopf's lemma for the class of non-local operators we consider. Denote 
Proof. Suppose that u is not positive in D. Then there exists x 0 ∈ D such that u(x 0 ) = 0. Consider a non-negative test function ϕ ∈ C b (x 0 ) below u such that ϕ(y) = 0 for y ∈ B δ (x 0 ) ⊂ D, and ϕ(y) = u(y) for y ∈ B c 2δ (x 0 ), with an arbitrary δ > 0. Since u is a viscosity super-solution of (3.5), it follows that
Since δ is arbitrary, it follows that u = 0 in R d , which proves the first part of the claim. Now we prove the second part. By the given condition we have u > 0 in D. Denote by v n the solution of
As well known, see [19] ,
We claim that for a large enough n we have
Note that w n (x) = u(x) − v n (x) ≥ 0 in D c . Assume, to the contrary, that (3.7) does not hold. Then there exists a sequence (x n ) n∈N such that
and since v n → 0 uniformly in R d , necessarily x n → ∂D as n → ∞. Let K be a nonempty compact subset of D and denote M = min x∈K u(x) > 0. Choose n large enough so that x n / ∈ K. Note that ϕ(x) = w n (x n ) touches w n from below, and by [9, Th. 5.2]
holds. Hence, by using the definition of a viscosity super-solution it is clear that
However, v n ∞ ≤ 1 n v 1 ∞ , and therefore,
as n → ∞. This proves (3.7). Thus (3.6) follows by a combination of (3.7), (2.5) and (2.4).
Remark 3.2. Choosing Ψ(s) = s α/2 , α ∈ (0, 2), above we get back Hopf's lemma for the fractional Laplacian, extending [14] to viscosity solutions.
Maximum principles
Now we turn to discussing several maximum principles for viscosity solutions. 
Proof. Denote
and let λ n be the principal eigenvalue in the domain D n . We know from [3, Lem. 4.2] that lim n→∞ λ n = λ D . Choose n large enough such that λ n < 0, and let ϕ n be the corresponding principal eigenfunction i.e., − Ψ(-∆) ϕ n + cϕ n = λ n ϕ n in D n , and ϕ n ∈ C b,+ (D n ). 
Then we have u = zϕ D for some z ∈ R, where ϕ D is given by (3.3).
Proof. We prove (3.9), while the proof for (3.8) is analogous. We follow a similar line of argument as in the proof of Theorem 3.2. Fix a compact set K D such that |K c ∩ D| < ε, where ε is the same as in Corollary 3.1. Denote
Note that z is finite, which follows from the fact that u(x 0 ) > 0. As before, we claim that z > 0. Indeed, note that by [9, Th. 5.2] we have for every z > 0
Then by using a similar argument as in Theorem 3.2, it is easily seen that z > 0. Note that by Theorem 3.3 either w z = 0 in R d or w z > 0 in D holds. If w z > 0, then by following the arguments of Theorem 3.2 we get a contradiction. Thus w z = 0 in R d and this completes the proof.
The following result establishes an anti-maximum principle. 
Proof. We prove the theorem by assuming, to the contrary, that no such δ exists. Then there exists a sequence (
Note that lim inf n→∞ u n ∞ > 0; otherwise, we can pass to the limit and obtain 0 for a viscosity solution of (3.10), contradicting the fact that f = 0. We split the proof in two steps.
Step 1 : Suppose that lim sup n→∞ u n ∞ < ∞. 
for a constant κ 1 , where φ(r) = 1/ Ψ(1/r 2 ). Thus (u n ) n∈N is equicontinuous and has a subsequence convergent to a limit u = 0, which is a solution of
If u(x 0 ) < 0 for some x 0 ∈ D, then it follows from (3.11) and Lemma 3.1 that u = zϕ D for some z < 0, contradicting the fact that f = 0. Thus we have u ≥ 0 in D, and by Theorem 3.3, u > 0 in D. Then the proof of Theorem 3.2 implies that u = zϕ D , again in contradiction with f = 0.
Step 2 : Suppose that lim sup n→∞ u n ∞ = ∞. Define v n = u n / u n ∞ . By using a similar argument as in the previous step, we find a subsequence v n k → v = 0 satisfying
Using (3.12) and Lemma 3.1 we have v = zϕ D , for some z = 0. Recalling the renewal function from (2.4) and using [19, Th. 1.2], we have
By Theorem 3.3 and (2.4) we know that
and therefore, the above estimates show that
Note that the second possibility contradicts our hypothesis on the sequence u n k ≮ 0, as if the first one were the case, then u n k ∈ C b,+ (R d ) and
would follow, which is incompatible with the definition of λ D .
The arguments of the above proof also give the following result on the principal eigenvalue being isolated. 
Proof. Suppose µ > λ D . Then the principal eigenvalue of the operator is − Ψ(-∆) +(c − µ) is negative. Hence, by Theorem 3.4 the Dirichlet problem (3.13) cannot have any solution other than 0. Thus we consider µ < λ D and suppose that no such ε exists. Then there exists a sequence (u n , µ n ) n∈N of non-zero solutions such that µ n ↑ λ D and
Following the arguments of Theorem 3.5 and using (3.14), we see that there exists u ∈ C b (R d ) with u ∞ = 1 satisfying
As before, necessarily we have that u = zϕ D for some z = 0. Applying the arguments of Theorem 3.5 again, we can show that some of the u n in (3.14) are positive in D, contradicting the definition of λ D .
Applications
Rotational symmetry of positive solutions
In classical PDE theory maximum principles proved to be useful in establishing symmetry properties of solutions. Next we show that our narrow domain maximum principle Corollary 3.1 can be used to establish radial symmetry of the positive solutions in rotationally symmetric domains. The main result of this section is the following. parameters (µ, c, θ) . Suppose that D is convex in the direction of the x 1 axis, and symmetric about the plane {x 1 = 0}. Also, let f : [0, ∞) → R be locally Lipschitz continuous, and g : D → R be a symmetric function with respect to x 1 = 0 and decreasing in the x 1 direction. Consider a solution of
Then u is symmetric with respect to x 1 = 0 and strictly decreasing in the x 1 direction.
Proof. Part of the proof is standard and we only sketch the main steps involved; for notations and some details we keep to [12, Th. 1.1]. Define
where x λ = (2λ − x 1 , x ). For a set A we denote by R λ A the reflection of A with respect to the plane T λ . Also, define λ max = sup{λ > 0 : Σ λ = ∅}. We note that for any λ ∈ (0, λ max ), u λ is a viscosity solution of
and thus by [9, Th. 5.2] we obtain from (4.1) that
We claim that for every λ ∈ (0, λ max )
To see this, let ϕ be a test function that touches v λ from below at a point x ∈ Σ − λ . Then we see that ϕ + (w λ − v λ ) ∈ C b (x) and touches w λ at x from below. Denote ζ λ (x) = w λ − v λ . Using (4.2) it follows that
(4.4) To obtain (4.3) from (4.4) we only need to show that
This can be done by following the argument of [12, p8] combined with the fact that j : (0, ∞) → (0, ∞) is a strictly decreasing function. Now the proof can then be completed by the standard method of moving planes.
Step 1 : If λ < λ max is sufficiently close to λ max , then w λ > 0 in Σ λ . Indeed, note that if Σ
and using the property of g, it then follows that
Thus choosing λ sufficiently close to λ max , it follows from Corollary 3.1 that v λ ≥ 0 in R d . Hence Σ − λ = ∅ and we have a contradiction. To show that w λ > 0 in Σ λ , assume to the contrary that w λ (x 0 ) = 0 for some x 0 ∈ Σ λ . Consider a non-negative test function ϕ ∈ C b (x 0 ), touching w λ from below, with the property that ϕ = 0 in B r (x 0 ) Σ λ and ϕ = w λ in B 2r (x 0 ). Furthermore, choose r small enough such that B 2r (x 0 ) Σ λ and ϕ ≥ 0 in Σ λ . Then by using (4.2) we obtain
Since |z λ − x 0 | > |z − x 0 | and thus j(|z − x 0 | > j(|z λ − x 0 |), the first term in the above expression is non-negative. In fact, since we can choose r arbitrarily small, the first term is positive, unless w λ = 0 in R λ , contradicting that w λ = 0 on ∂Σ λ ∩D. Thus the first integral is positive for somê r > 0, and by monotone convergence we obtain
On the other hand,
Hence there exists r > 0 small enough such that − Ψ(-∆) ϕ(x 0 ) > 0, in contradiction with (4.5). This proves that w λ > 0 is in Σ λ , and shows the claim of Step 1.
Step 2 : It remains to show that inf{λ > 0 : w λ > 0 in Σ λ } = 0. This actually follows by using the estimates in Step 1 above, in a similar way as discussed in [12, p10] . Also, strict monotonicity of u in the x 1 direction can be obtained by following the calculations in Step 3 of the same referred argument.
Using the radial symmetry of the function j in (2.2) we easily arrive at Corollary 4.1. Let Ψ satisfy the WLSC property, and g be a radially decreasing function. Then every solution of
, is radial and strictly decreasing in |x|.
Remark 4.1. By similar arguments as in [12, Th. 1.3], we can extend our result to the following system of equations, and establish radial symmetry of the positive solutions of
where f 1 , f 2 are locally Lipschitz continuous and decreasing, and g 1 , g 2 are radially decreasing.
The overdetermined non-local torsion equation
In this section we use our maximum principle to revisit the overdetermined torsion problem considered in [14, Th. Also, let Assumptions 2.1-2.2 hold. Then it is known from [19] that u(x)/V (δ D (x)) is uniformly continuous in D and thus it can be extended toD. Define
thinking of it as the "trace" on the boundary of the domain. In view of (4.6) the above map is well defined and we have
Consider the solution u r of (4.7) in a ball B r (0). In particular, u r (x) = E x [τ r ] where τ r is the first exit time of (X t ) t≥0 from B r . It is immediate that u r is a radial function and so the trace is constant on {|x| = r}. Let H(r) be the value of this trace on {|x| = r}. It is also direct to see that H(r) is non-decreasing. The following result improves on this. Proof. Consider 0 < r < R. Let B 2 be the ball of radius R centered at 0, and B 1 be a ball of radius r tangential to z = (R, 0, . . . , 0) ∈ ∂B 2 from inside (see Figure 1) . Also, consider a ball B 0 compactly contained inside B 2 \ B 1 .
Denote by τ 1 and τ 2 the first exit times of (X t ) t≥0 from B 1 and B 2 , respectively. Note that
, and H(R) = lim
Now using the strong Markov property of subordinate Brownian motion, we see that for every
Using the Ikeda-Watanabe formula [15] we note that
where G B 1 denotes the Green function in B 1 . Thus for a positive κ 1 we have
Now the proof follows from (4.8).
Remark 4.2. Unfortunately, we are not able to find an explicit formula for H using φ or V . However, using Assumption 2.1 and [8, Th. 4.1] it is easily seen that H V , and therefore, by using (2.4) we get H φ. Note that for Ψ(s) = s α/2 , α ∈ (0, 2), the exact expression of the expected first exit time is known and one can explicitly calculate H in this case (see for instance, [14] ).
Finally, we consider the overdetermined torsion problem. has a solution if and only if D is a ball centered at 0 and q = H on ∂D.
Proof. From the above discussion we see that (4.9) always has a solution when D is a ball around 0 and q = H. Thus we only need to prove the converse direction. Suppose that D is not a ball centered at 0. Then we can find two concentric balls B r (0) and B R (0), with r < R, such that B r (0) touches z 1 ∈ ∂D from inside and D ⊂ B R (0) with z 2 ∈ ∂D ∩ ∂B R (0). It is also obvious that z 1 = z 2 , since r < R. Let u r (x) = E which is impossible, and thus D is a ball centered at 0. To complete the proof, note that the first two equations in (4.9) imply u(x) = E x [τ D ], and since D is a ball, it follows that q = H on ∂D.
