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ON THE EXISTENCE OF INTEGER RELATIVE HEFFTER ARRAYS
FIORENZA MORINI AND MARCO ANTONIO PELLEGRINI
Abstract. Let v = 2nk + t be a positive integer, where t divides 2nk, and let J be the
subgroup of order t of the cyclic group Zv . An integer Heffter array Ht(n; k) over Zv
relative to J is a square partially filled array of size n with elements in Zv such that: (a)
each row and each column contains k filled cells; (b) for every x ∈ Zv \ J , either x or
−x appears in the array; (c) the elements in every row and column, viewed as integers in
±
{
1, . . . ,
⌊
v
2
⌋}
, sum to 0 in Z. In this paper we prove the existence of an integer Ht(n; k)
for all admissible t, provided that k ≥ 4 is even, n ≥ k and nk ≡ 0 (mod 4).
1. Introduction
Relative Heffter arrays are partially filled arrays (p.f. arrays for short) introduced in [11],
generalising the original idea of Dan Archdeacon, [1]. They are defined as follows.
Definition 1.1. Let v = 2nk+ t be a positive integer, where t divides 2nk, and let J be the
subgroup of order t of the cyclic group Zv. A Ht(m,n; s, k) Heffter array over Zv relative to
J is an m× n p.f. array with elements in Zv such that:
(a) each row contains s filled cells and each column contains k filled cells;
(b) for every x ∈ Zv \ J , either x or −x appears in the array;
(c) the elements in every row and column sum to 0.
In the square case (i.e., when m = n and so s = k), the array Ht(n, n; k, k) will be
denoted by Ht(n; k). Note that when t = 1, that is J is the trivial subgroup of Z2nk+1,
one retrieves the classical concept of Heffter array. ‘Classical’ Heffter arrays have been
studied in several papers, mainly because they allow to produce biembeddings of orthogonal
cyclic cycle decompositions of the complete graph Kr on r vertices onto orientable surfaces
(see [5, 7, 10, 13] and [8]). Analogously, exploiting their connection with relative difference
families (see [11] and [3, 4, 15]), relative Heffter arrays can be used for constructing pairs
of orthogonal cyclic k-cycle decompositions of the complete multipartite graph Kv×t with v
parts, each of size t. Also, under suitable conditions, we can obtain biembeddings of these
pairs of orthogonal cyclic k-cycle decompositions of Kv×t onto orientable surfaces (see [12]).
A relative Heffter array is called integer if Condition (c) in Definition 1.1 is strengthened
so that the elements in every row and in every column, viewed as integers in ±
{
1, . . . ,
⌊
v
2
⌋}
,
sum to zero in Z. The support of an integer Heffter array A, denoted by supp(A), is defined
to be the set of the absolute values of the elements contained in A. It easily follows that an
integer H2(n; k) is nothing but an integer H1(n; k), since in both cases the support is the set
{1, 2, . . . , nk}.
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The existence problem for square Heffter arrays H1(n; k) has been considered and solved
in a series of recent papers. In particular, by [2, 14] integer Heffter arrays H1(n; k) (and
integer H2(n; k)) exist if and only n ≥ k ≥ 3 and nk ≡ 0, 3 (mod 4). Dropping the integer
assumption, in [6] it was proved that Heffter arrays H1(n; k) exist for all n ≥ k ≥ 3. Necessary
conditions for the existence of an integer Ht(n; k), in addition to the trivial one n ≥ k ≥ 3,
are given by the following.
Proposition 1.2. [11] Suppose that there exists an integer Ht(n; k) for some n ≥ k ≥ 3 and
some divisor t of 2nk.
(1) If t divides nk, then nk ≡ 0 (mod 4) or nk ≡ −t ≡ ±1 (mod 4).
(2) If t = 2nk, then k must be even.
(3) If t 6= 2nk does not divide nk, then t+ 2nk ≡ 0 (mod 8).
The previous results on integer H1(n; k) state that for t = 1, 2 these necessary conditions
are actually also sufficient. The same holds also for t = k 6= 5, as proved in [11] (the existence
of an integer H5(n; 5) is still an open problem for n ≡ 0 (mod 4)). However, in the same
paper the authors showed that there is no integer H3n(n; 3) and no integer H8(4; 3), even if
conditions of Proposition 1.2 hold. The existence of an integer Hn(n; 3) and of an integer
H2n(n; 3) was proved in [12] for all odd n ≥ 3. No other case has been studied so far: this
leaves the existence problem of an integer Ht(n; k), t > 2, widely open.
In this paper, we consider the case when k is even. In particular, we show that the previous
necessary conditions are also sufficient when k is even with nk ≡ 0 (mod 4). In other words,
we prove the following.
Theorem 1.3. Let k ≥ 4 be an even integer, n ≥ k and t be a divisor of 2nk.
(1) If k ≡ 0 (mod 4), then there exists an integer Ht(n; k).
(2) If k ≡ 2 (mod 4) and t divides nk, then an integer Ht(n; k) exists if and only if n is
even.
(3) If k ≡ 2 (mod 4), n is even and t does not divide nk, then there exists an integer
Ht(n; k).
This result is proved constructively in Sections 3 and 4: cases (1) and (3) follow from
Propositions 3.6 and 4.6, respectively. Case (2) follows from Corollary 4.8, Proposition 4.10
and Proposition 4.12, according to the congruence class of k modulo 3. Unfortunately, the
case when k ≡ 2 (mod 4) and n is odd remains open. Note that, under these hypotheses, t
cannot be a divisor of nk.
To conclude, we point out that from Theorem 1.3, [11, Proposition 2.9] and [9, Theorem
4.1] we obtain the following result concerning cyclic cycle decompositions of K 2nk+t
t
×t for
k = 4, 6, 8. The same result can be extended to any even k, assuming the validity of [9,
Conjecture 3].
Corollary 1.4. Let n ≥ k and let t be a divisor of 2nk. There exists a pair of orthogonal
cyclic k-cycle decompositions of the graph K 2nk+t
t
×t in each of the following cases:
(1) k = 4, 8, any n ≥ k, any t;
(2) k = 6, any even n ≥ 6, any t.
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2. Notations and preliminaries
In all this paper, all the arithmetic on the row and the column indices is performed modulo
n, where the set of reduced residues is {1, 2, . . . , n}, while the entries of the array are taken
in Z. Given two integers a ≤ b, we denote by [a, b] the interval containing the integers
{a, a + 1, . . . , b}. If a > b, then [a, b] is empty. We denote by (i, j) the cell in the i-th row
and j-th column of an array A. The skeleton of A, denoted by skel(A), is the set of the filled
positions of A.
If A is an n× n p.f. array, for i ∈ [1, n] we define the i-th diagonal
Di = {(1, i), (2, i+ 1), . . . , (n, i− 1)}.
We say that the diagonals Di, Di+1, . . . , Di+k−1 are k consecutive diagonals.
Definition 2.1. Let n ≥ k. We say that a square p.f. array A of size n is cyclically
k-diagonal if the nonempty cells of A are exactly those of k consecutive diagonals.
Definition 2.2. Let A be a cyclically k-diagonal p.f. array of size n, whose filled diagonals
are Di, Di+1, . . . , Di+k−1. We call cyclically k-bidiagonal every p.f. array B of size 2n
obtained by replacing each filled cell of A with a 2 × 2 array which has no empty cells. In
this way, skel(B) =
i+k−1⋃
r=i
D˜r, where D˜r denotes the set of those cells (ih, jh) of B obtained
from the diagonal Dr of A with this ‘expansion’ process.
For instance, consider the cyclically 2-diagonal array
A =
1 5
2 6
3 7
8 4
,
with nonempty diagonalsD1 (in grey) andD2. We can then obtain the cyclically 2-bidiagonal
array
B =
11 12 51 52
13 14 53 54
21 22 61 62
23 24 63 64
31 32 71 72
33 34 73 74
81 82 41 42
83 84 43 44
,
where the entries of D˜1 (in grey) and D˜2 are {11, 12, . . . , 44} and {51, 52, . . . , 84}, respectively.
Definition 2.3. A p.f. array A with entries in Z is said to be shiftable if every row and
every column contains an equal number of positive and negative entries.
Let A be a shiftable p.f. array and x be a nonnegative integer. Let A±x be the (shiftable)
p.f. array obtained adding x to each positive entry of A and −x to each negative entry of
A. Observe that, since A is shiftable, the row and column sums of A± x are exactly the row
and column sums of A.
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Finally, we recall that if A is an integer Ht(n; k), then
supp(A) =
[
1, nk +
⌊
t
2
⌋]
\
{
ℓ, 2ℓ, . . . ,
⌊
t
2
⌋
ℓ
}
,
where ℓ = 2nkt + 1.
3. Case k ≡ 0 (mod 4)
Fix two integers a, b ≥ 2 and consider the following shiftable p.f. array:
B = Ba,b =
1 −(a+ 1)
−(b+ 1) a+ b+ 1
.
Note that sequences of the row/column sums are (−a, a) and (−b, b), respectively. We can
use this 3× 2 block for constructing p.f. arrays whose rows and columns sum to zero. Start
taking an empty array A of size n and fix a set X of n nonnegative integers x0, x1, . . . , xn−1
and arrange the blocks B±xj in such a way that the element 1+xj fills the cell (j+1, j+1)
of A. We then obtain a cyclically 4-diagonal p.f. array A of size n. Looking at the rows,
the elements belonging to the diagonals D1, D2 sum to −a, while the elements belonging to
the diagonals Dn−1, Dn sum to a. Looking at the columns, the elements belonging to the
diagonals D1, Dn−1 sum to −b, while the elements belonging to the diagonals D2, Dn sum to
b. Then A has row/column sums equal to zero. If we want to fill other four empty diagonals
(if there are any), we can repeat the process taking other n blocks and working with the
diagonals D3, D4, D5, D6, and so on.
Example 3.1. For instance, for a = 1 and b = 10, fixing X0 = [0, 8], we can construct the
diagonals D1, D2, D8, D9 of the following p.f. array of size 9, where we highlighted the block
B1,10. Then we can repeat the process with B1,10 ± x, x ∈ X1, where X1 = [20, 28] and fill
the diagonals D3, D4, D5, D6 (highlighted in bold).
A =
1 −2 −38 39 21 −22 −18 19
20 2 −3 −39 40 22 −23 −19
−11 12 3 −4 −31 32 23 −24
−12 13 4 −5 −32 33 24 −25
−26 −13 14 5 −6 −33 34 25
26 −27 −14 15 6 −7 −34 35
36 27 −28 −15 16 7 −8 −35
−36 37 28 −29 −16 17 8 −9
−10 −37 38 29 −30 −17 18 9
.
Clearly, A is a cyclically 8-diagonal p.f. array of size 9 whose rows and columns sum to zero.
The three constructions we present in this section are obtained following this procedure,
so they all produce cyclically k-diagonal p.f. array of size n whose rows and columns sum
to zero. To obtain an integer Ht(n; k) with k ≡ 0 (mod 4), we only have to determine two
integers a, b ≥ 2 and a subset X =
{
x0, x1, . . . , xnk
4
−1
}
⊂ N such that the p.f. array A,
constructed using the blocks Ba,b± xj , has the right support. The array A will be cyclically
k-diagonal arranging the blocks in such a way that the element 1+xj belongs to the diagonal
D4qj+1, where qj is the quotient of the division of j by n.
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Example 3.2. For a = 2, b = 5 and X = {0, 1, 10, 11, 20, 21}, we can construct the following
p.f. array, where we highlighted the block B2,5:
A =
1 −3 −26 28
29 2 −4 −27
−6 8 11 −13
−7 9 12 −14
−16 18 21 −23
−24 −17 19 22
.
Note that supp(A) = [1, 30] \ {5, 10, 15, 20, 25, 30}. So, A is an integer H12(6; 4).
Lemma 3.3. Suppose that k ≡ 0 (mod 4) and n ≥ k. Then, there exists an integer Ht(n; k)
for any divisor t of 2nk such that t ≡ 0 (mod 8).
Proof. Let B = Bℓ,2ℓ =
1 −(ℓ+ 1)
−(2ℓ+ 1) 3ℓ+ 1
, where ℓ = 2nkt +1. An integer Ht(n; k), say
A, can be obtained following the construction described before, once we exhibit a suitable
set X of size nk4 , in such a way that supp(A) =
[
1, nk + t2
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
.
Start considering the set X0 = [0, ℓ − 2] of size ℓ − 1 =
2nk
t : it is easy to see that⋃
x∈X0
supp(B± x) = [1, 4ℓ] \ {ℓ, 2ℓ, 3ℓ, 4ℓ}. Similarly, for any i ∈ N, if Xi = [4iℓ, (4i+1)ℓ− 2],
then ⋃
x∈Xi
supp(B ± x) = [4iℓ+ 1, (4i+ 4)ℓ] \ {(4i+ 1)ℓ, (4i+ 2)ℓ, (4i+ 3)ℓ, (4i+ 4)ℓ}.
Clearly, Xi1 ∩ Xi2 = ∅ if i1 6= i2. So, take X =
t/8−1⋃
i=0
Xi: this is a set of size
t
8 ·
2nk
t =
nk
4 ,
as required. Also, the p.f. array A obtained using the blocks B ± x with x ∈ X has support
equal to
supp(A) =
t−8
8⋃
i=0
([4iℓ+ 1, (4i+ 4)ℓ] \ {(4i+ 1)ℓ, (4i+ 2)ℓ, (4i+ 3)ℓ, (4i+ 4)ℓ})
=
[
1, t2 ℓ
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
=
[
1, nk + t2
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
.
This shows that A is an integer Ht(n; k). 
For instance, to construct an integer H8(5; 4) we can follow the proof of the previous
lemma. In fact, t = 8 divides 2 · 5 · 4; note that ℓ =6.
H8(5; 4) =
1 −7 −16 22
23 2 −8 −17
−13 19 3 −9
−14 20 4 −10
−11 −15 21 5
.
Lemma 3.4. Suppose that k ≡ 0 (mod 4) and n ≥ k. Then, there exists an integer Ht(n; k)
for any divisor t of nk such that t ≡ 0 (mod 4).
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Proof. Let B = B1,ℓ =
1 −2
−(ℓ+ 1) ℓ+ 2
and note that, since t divides nk, ℓ = 2nkt + 1 is
an odd integer. We start considering the set X0 = {0, 2, 4, . . . , ℓ− 3} of size
ℓ−1
2 =
nk
t : it is
easy to see that
⋃
x∈X0
supp(B ± x) = [1, ℓ− 1]∪ [ℓ+ 1, 2ℓ− 1] = [1, 2ℓ] \ {ℓ, 2ℓ}. Similarly, for
any i ∈ N, if Xi = {2iℓ, 2iℓ+ 2, . . . , (2i+ 1)ℓ− 3}, then⋃
x∈Xi
supp(B ± x) = [2iℓ+ 1, 2(i+ 1)ℓ] \ {(2i+ 1)ℓ, (2i+ 2)ℓ}
and Xi1 ∩ Xi2 = ∅ if i1 6= i2. So, take X =
t/4−1⋃
i=0
Xi: this is a set of size
t
4 ·
nk
t =
nk
4 , as
required. Hence, the p.f. array A obtained following our procedure and using the blocks
B ± x with x ∈ X has support equal to
supp(A) =
t/4−1⋃
i=0
([2iℓ+ 1, 2(i+ 1)ℓ] \ {(2i+ 1)ℓ, (2i+ 2)ℓ})
=
[
1, t2ℓ
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
=
[
1, nk + t2
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
.
It follows that A is an integer Ht(n; k). 
Following the proof of the previous lemma, we can construct an integer H12(9; 8). In fact,
t = 12 divides 9 · 8; note that ℓ = 13.
H12(9; 8) =
1 −2 −74 75 33 −34 −42 43
45 3 −4 −76 77 35 −36 −44
−14 15 5 −6 −46 47 37 −38
−16 17 7 −8 −48 49 53 −54
−56 −18 19 9 −10 −50 51 55
57 −58 −20 21 11 −12 −66 67
69 59 −60 −22 23 27 −28 −68
−70 71 61 −62 −24 25 29 −30
−32 −72 73 63 −64 −40 41 31
.
Lemma 3.5. Suppose that k ≡ 0 (mod 4) and n ≥ k. Then, there exists an integer Ht(n; k)
for any divisor t of nk2 .
Proof. Let B = B1,2 =
1 −2
−3 4
. Note that ℓ = 2nkt + 1 ≡ 1 (mod 4) since t divides
nk
2 .
We start considering the set X0 = {0, 4, 8, . . . , ℓ− 5} of size
ℓ−1
4 =
nk
2t : it is easy to see that⋃
x∈X0
supp(B±x) = [1, ℓ]\{ℓ}. Similarly, for any i ∈ N, ifXi = {iℓ, iℓ+4, iℓ+8, . . . , (i+1)ℓ−5},
then ⋃
x∈Xi
supp(B ± x) = [iℓ+ 1, (i+ 1)ℓ] \ {(i+ 1)ℓ}
and Xi1 ∩Xi2 = ∅ if i1 6= i2.
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If t is even, take X =
t/2−1⋃
i=0
Xi: this is a set of size
t
2 ·
nk
2t =
nk
4 , as required. The p.f. array
A obtained following our procedure and using the blocks B ± x with x ∈ X has support
equal to
supp(A) =
t/2−1⋃
i=0
([iℓ+ 1, (i+ 1)ℓ] \ {(i+ 1)ℓ})
=
[
1, t2ℓ
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
=
[
1, nk + t2
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
.
Suppose now that t is odd. Notice that, in this case, ℓ ≡ 1 (mod 8). Take
Y =
{(
t− 1
2
)
ℓ,
(
t− 1
2
)
ℓ+ 4,
(
t− 1
2
)
ℓ+ 8, . . . ,
(
t− 1
2
)
ℓ+
ℓ− 9
2
}
.
Then |Y | = nk4t and
⋃
y∈Y
supp(B±y) =
[(
t−1
2
)
ℓ+ 1,
(
t−1
2
)
ℓ+ ℓ−12
]
. TakeX =
(
(t−3)/2⋃
i=0
Xi
)
∪
Y : this is a set of size t−12 ·
nk
2t +
nk
4t =
nk
4 , as required. In this case, the p.f. array A obtained
following our procedure and using the blocks B ± x with x ∈ X has support:
supp(A) =
t−3
2⋃
i=0
([iℓ+ 1, (i+ 1)ℓ] \ {(i+ 1)ℓ}) ∪
([(
t−1
2
)
ℓ+ 1,
(
t−1
2
)
ℓ + ℓ−12
])
=
([
1, t−12 ℓ
]
\
{
ℓ, 2ℓ, . . . , t−12 ℓ
})
∪
[(
t−1
2
)
ℓ+ 1, nk + t−12
]
=
[
1, nk +
⌊
t
2
⌋]
\
{
ℓ, 2ℓ, . . . ,
⌊
t
2
⌋
ℓ
}
.
In both cases, we obtain that A is an integer Ht(n; k). 
For instance, we can follow the proof of the previous lemma for constructing an integer
H5(5; 4). In fact, t = 5 divides
5·4
2 = 10. Note that ℓ = 9.
H5(5; 4) =
1 −2 −16 17
22 5 −6 −21
−3 4 10 −11
−7 8 14 −15
−20 −12 13 19
.
Proposition 3.6. Let n ≥ k ≥ 4, where k ≡ 0 (mod 4). Then, there exists a shiftable,
integer, cyclically k-diagonal Ht(n; k) for every divisor t of 2nk.
Proof. Let t be a divisor of 2nk. If t ≡ 0 (mod 8), then we apply Lemma 3.3. If t ≡ 4
(mod 8), then t divides nk and hence we can apply Lemma 3.4. Finally, if t 6≡ 0 (mod 4),
then t divides nk2 and so the existence of an integer Ht(n; k) follows from Lemma 3.5. Note
that in all these three cases, the integer relative Heffter array that we construct is shiftable
and cyclically k-diagonal. 
4. Case k ≡ 2 (mod 4) and n even
In this section we consider the case when k ≡ 2 (mod 4) and n is even. The p.f. arrays
we construct here are cyclically e-bidiagonal and obtained by using blocks B satisfying the
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following property.
(4.1)
Fixed a sequence of integers (s1, s2, . . . , s2e) such that
e∑
i=1
s2i−1 =
e∑
i=1
s2i = 0,
the block B is shiftable of size 2× 2e, with rows that sum to zero and
columns Ci that sum to si respectively.
Clearly, an array A obtained using blocks satisfying (4.1) for the same fixed sequence
(s1, s2, . . . , s2e) has rows that sum to zero. Also, if A is cyclically e-bidiagonal, its columns
sum to zero since
e∑
i=1
s2i−1 =
e∑
i=1
s2i = 0.
Example 4.1. Using four 2×6 blocks satisfying (4.1) and whose column sums are (−1, 4,−1,
−2, 2,−2) we obtain the following cyclically 3-bidiagonal p.f. array:
1 −3 −5 6 12 −11
−2 7 4 −8 −10 9
13 −21 23 −19 −16 20
−14 25 −24 17 18 −22
−26 27 −38 36 34 −33
28 −29 37 −32 −35 31
47 −43 −42 −51 39 50
−48 41 44 49 −40 −46
.
Lemma 4.2. Suppose that n ≥ k, k is even and there exists an odd prime p dividing k.
Then, there exists an integer Ht(n; k) for any divisor t of 2nk such that t ≡ 0 (mod 8p).
Proof. Let ℓ = 2nkt + 1 and take the blocks
W4 =
1 −(ℓ+ 1) −(4ℓ+ 1) 5ℓ+ 1
−(2ℓ+ 1) 3ℓ+ 1 6ℓ+ 1 −(7ℓ+ 1)
,
W6 =
1 −(2ℓ+ 1) −(4ℓ+ 1) 5ℓ+ 1 11ℓ+ 1 −(10ℓ+ 1)
−(ℓ+ 1) 6ℓ+ 1 3ℓ+ 1 −(7ℓ+ 1) −(9ℓ+ 1) 8ℓ+ 1
.
Then W4 and W6 satisfy property (4.1) with column sums (−2ℓ, 2ℓ, 2ℓ,−2ℓ) and (−ℓ, 4ℓ,−ℓ,
−2ℓ, 2ℓ,−2ℓ), respectively. Furthermore,
supp(W4) = {jℓ+ 1 : j ∈ [0, 7]} and supp(W6) = {jℓ+ 1 : j ∈ [0, 11]}.
Let V be the following 2× (2p) block:
V = W6 W4 ± 12ℓ W4 ± 20ℓ · · · W4 ± (4p− 8)ℓ .
Clearly, also V satisfies (4.1) and its support is supp(V ) = {jℓ + 1 : j ∈ [0, 4p − 1]}. We
can use this block V for constructing cyclically k/2-bidiagonal p.f. arrays whose rows and
columns sum to zero. The idea is to build a 2× k block satisfying property (4.1), simply by
juxtaposing h = k2p blocks of type V ± x, for x ∈ X ⊂ N. Precisely, start taking an empty
array A of size n, fix a set X of nh2 nonnegative integers x0, x1, . . . , xnh2 −1
and arrange the
blocks V ±xj writing, for instance, the element 1+xj in the position (2rj +1, 2rj+1+2pqj)
of A, where j = qj
n
2 + rj and 0 ≤ rj <
n
2 .
So, in order to provide an integer Ht(n; k), we are left to exhibit a suitable set X of
size nh2 such that the support of the corresponding p.f. array A is supp(A) =
[
1, nk + t2
]
\
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ℓ, 2ℓ, . . . , t2ℓ
}
. Let first X0 = [0, ℓ − 2]. Then supp(V ± xi1) ∩ supp(V ± xi2) = ∅ for each
xi1 , xi2 ∈ X0 such that xi1 6= xi2 . Furthermore,⋃
x∈X0
supp(V ± x) = [1, 4pℓ] \ {jℓ : j ∈ [1, 4p]}.
Similarly, for any i ∈ N, if Xi = [4piℓ, (4pi+ 1)ℓ− 2] then⋃
x∈Xi
supp(V ± x) = [1 + 4piℓ, 4pℓ+ 4piℓ] \ {jℓ : j ∈ [1 + 4pi, 4p+ 4pi]}.
Clearly, Xi1 ∩ Xi2 = ∅ if i1 6= i2. Therefore, take X =
t
8p
−1⋃
i=0
Xi: this is a set of size
t
8p · (ℓ − 1) =
t
8p ·
4nph
t =
nh
2 . It follows that any p.f. array A obtained, as previously
described, using the blocks V ± x, with x ∈ X , has support equal to
supp(A) =
t
8p
−1⋃
i=0
([1 + 4piℓ, 4pℓ+ 4piℓ] \ {jℓ : j ∈ [1 + 4pi, 4p+ 4pi]})
=
[
1, t2ℓ
]
\
{
jℓ : j ∈
[
1, t2
]}
=
[
1, nk + t2
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
,
as required. 
Example 4.3. To construct an integer H80(12; 10) we can follow the proof of previous
lemma, where p = 5, h = 1, ℓ = 4 and, finally, X = {0, 1, 2, 80, 81, 82}.
1 −9 −17 21 45 −41 49 −53 −65 69
−5 25 13 −29 −37 33 −57 61 73 −77
2 −10 −18 22 46 −42 50 −54 −66 70
−6 26 14 −30 −38 34 −58 62 74 −78
−67 71 3 −11 −19 23 47 −43 51 −55
75 −79 −7 27 15 −31 −39 35 −59 63
129 −133 −145 149 81 −89 −97 101 125 −121
−137 141 153 −157 −85 105 93 −109 −117 113
126 −122 130 −134 −146 150 82 −90 −98 102
−118 114 −138 142 154 −158 −86 106 94 −110
−99 103 127 −123 131 −135 −147 151 83 −91
95 −111 −119 115 −139 143 155 −159 −87 107
Lemma 4.4. Suppose that n ≥ k, k is even and there exists an odd prime p dividing k.
Then, there exists an integer Ht(n; k) for any divisor t of
2nk
p such that t ≡ 0 (mod 8).
Proof. Let ℓ = 2nkt + 1; by hypothesis we can write ℓ = py + 1. Take the blocks
W4 =
y + 1 −((p+ 1)y + 2) −((2p+ 1)y + 3) (3p+ 1)y + 4
−(2y + 1) (p+ 2)y + 2 (2p+ 2)y + 3 −((3p+ 2)y + 4)
,
W ′ =
1 −(2y + 1) (3p+ 2)y + 4
−(y + 1) py + 2 −(3py + 4)
,
W ′′ =
−((3p+ 1)y + 4) −((2p+ 1)y + 3) (2p+ 2)y + 3
(p+ 2)y + 2 2py + 3 −((p+ 1)y + 2)
,
W6 = W
′ W ′′ .
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Then the blocks W4 and W6 satisfy property (4.1) with column sums (−y, y, y,−y) and
(−y, (p− 2)y + 1, 2y,−(2p− 1)y − 2,−y, (p+ 1)y + 1), respectively. Furthermore,
supp(W4) = {(jp+ 1)y + j + 1, (jp+ 2)y + j + 1 : j ∈ [0, 3]},
supp(W6) = {jpy + j + 1, (jp+ 1)y + j + 1, (jp+ 2)y + j + 1 : j ∈ [0, 3]}.
Let V be the following 2× (2p) block:
V = W6 W4 ± 2y W4 ± 4y · · · W4 ± (p− 3)y .
Clearly, also V satisfies (4.1) and its support is
supp(V ) = {iy + 1, (p+ i)y + 2, (2p+ i)y + 3, (3p+ i)y + 4 : i ∈ [0, p− 1]}
= {iy + 1, ℓ+ (iy + 1), 2ℓ+ (iy + 1), 3ℓ+ (iy + 1) : i ∈ [0, p− 1]}.
We can use this block V for constructing cyclically k/2-bidiagonal p.f. arrays whose rows and
columns sum to zero. Start taking an empty array A of size n, fix a set X of nh2 nonnegative
integers x0, x1, . . . , xnh
2
−1, where h =
k
2p , and arrange the blocks V ±xj writing, for instance,
the element 1 + xj in the position (2rj + 1, 2rj + 1 + 2pqj) of A, where j = qj
n
2 + rj and
0 ≤ rj <
n
2 .
So, in order to provide an integer Ht(n; k), we are left to exhibit a suitable set X of
size nh2 such that the support of the corresponding p.f. array A is supp(A) =
[
1, nk + t2
]
\{
ℓ, 2ℓ, . . . , t2ℓ
}
. Let first X0 = [0, y − 1]. Then supp(V ± xi1) ∩ supp(V ± xi2) = ∅ for each
xi1 , xi2 ∈ X0 such that xi1 6= xi2 . Furthermore,
⋃
x∈X0
supp(V ± x) =
3⋃
i=0
[iℓ+ 1, iℓ+ py] = [1, 4ℓ] \ {ℓ, 2ℓ, 3ℓ, 4ℓ}.
Similarly, for any i ∈ N, if Xi = [4iℓ, 4iℓ+ y − 1] then⋃
x∈Xi
supp(V ± x) = [1 + 4iℓ, (4i+ 4)ℓ] \ {(4i+ 1)ℓ, (4i+ 2)ℓ, (4i+ 3)ℓ, (4i+ 4)ℓ}.
Clearly, Xi1 ∩ Xi2 = ∅ if i1 6= i2. Therefore, take X =
t
8
−1⋃
i=0
Xi: this is a set of size
t
8 · y =
t
8 ·
ℓ−1
p =
t
8 ·
4nh
t =
nh
2 . It follows that any p.f. array A obtained, as previously described,
using the blocks V ± x, with x ∈ X , has support equal to
supp(A) =
t
8
−1⋃
i=0
([1 + 4iℓ, 4ℓ(i+ 1)] \ {(4i+ 1)ℓ, (4i+ 2)ℓ, (4i+ 3)ℓ, (4i+ 4)ℓ})
=
[
1, t2ℓ
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
=
[
1, nk + t2
]
\
{
ℓ, 2ℓ, . . . , t2ℓ
}
,
as required. 
Example 4.5. To construct an integer H16(12; 6) we can follow the proof of previous lemma,
where p = 3, ℓ = 10, y = 3 and, finally, X = {0, 1, 2, 40, 41, 42}.
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1 −7 37 −34 −24 27
−4 11 −31 17 21 −14
2 −8 38 −35 −25 28
−5 12 −32 18 22 −15
3 −9 39 −36 −26 29
−6 13 −33 19 23 −16
41 −47 77 −74 −64 67
−44 51 −71 57 61 −54
−65 68 42 −48 78 −75
62 −55 −45 52 −72 58
79 −76 −66 69 43 −49
−73 59 63 −56 −46 53
A largest example, an integer H64(16; 14), is given in Figure 1. Note that p = 7, ℓ = 8,
y = 1 and X = {0, 32, 64, 96, 128, 160, 192, 224}.
Proposition 4.6. Let n ≥ k ≥ 6, where n is even and k ≡ 2 (mod 4). Then, there exists a
shiftable, integer, cyclically k/2-bidiagonal Ht(n; k) for every divisor t of 2nk that does not
divide nk.
Proof. By the assumptions on k, we can write k = 2ph, for a suitable odd prime p and a
positive integer h. Moreover, since t does not divide nk then t ≡ 0 (mod 8). If t divides
4nh = 2nkp , then the statement follows from Lemma 4.4. If t does not divide 4nh, then t is
divisible by p and so we can apply Lemma 4.2. 
We now consider the case when t divides nk, i.e., when ℓ = 2nkt +1 is odd. We start with
the following auxiliary construction.
Lemma 4.7. Let h ≥ 1 and n ≥ 6h be an even integer. For every odd integer ρ ≥ 3 there
exists a shiftable p.f. array of size n, which is cyclically 3h-bidiagonal whose support is[
1, 6nh+
⌊
6nh
ρ− 1
⌋]
\
{
ρ, 2ρ, . . . ,
⌊
6nh
ρ− 1
⌋
ρ
}
.
Proof. We start consider the following 2× 6 blocks:
F3 =
1 −4 −11 16 −10 8
−2 7 5 −13 17 −14
,
F5 =
1 −3 7 −9 −4 8
−2 6 −13 12 11 −14
.
V1 =
2 −4 −6 −12 9 11
−3 8 5 10 −7 −13
,
V3 =
1 −9 11 −7 −4 8
−2 13 −12 5 6 −10
,
V5 =
−13 11 9 −8 −1 2
12 −7 −10 6 3 −4
,
V7 =
1 12 9 −5 −4 −13
−2 −8 −10 3 6 11
,
V9 =
1 −3 −5 6 13 −12
−2 7 4 −8 −11 10
,
1
2
F
.
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M
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1 −3 27 −26 −18 19 4 −12 −20 28 6 −14 −22 30
−2 9 −25 11 17 −10 −5 13 21 −29 −7 15 23 −31
33 −35 59 −58 −50 51 36 −44 −52 60 38 −46 −54 62
−34 41 −57 43 49 −42 −37 45 53 −61 −39 47 55 −63
−86 94 65 −67 91 −90 −82 83 68 −76 −84 92 70 −78
87 −95 −66 73 −89 75 81 −74 −69 77 85 −93 −71 79
102 −110 −118 126 97 −99 123 −122 −114 115 100 −108 −116 124
−103 111 119 −127 −98 105 −121 107 113 −106 −101 109 117 −125
−148 156 134 −142 −150 158 129 −131 155 −154 −146 147 132 −140
149 −157 −135 143 151 −159 −130 137 −153 139 145 −138 −133 141
164 −172 −180 188 166 −174 −182 190 161 −163 187 −186 −178 179
−165 173 181 −189 −167 175 183 −191 −162 169 −185 171 177 −170
−210 211 196 −204 −212 220 198 −206 −214 222 193 −195 219 −218
209 −202 −197 205 213 −221 −199 207 215 −223 −194 201 −217 203
251 −250 −242 243 228 −236 −244 252 230 −238 −246 254 225 −227
−249 235 241 −234 −229 237 245 −253 −231 239 247 −255 −226 233
1 −3 −5 6 12 −11 103 108 −118 −109 −107 −111 115 119
−2 7 4 −8 −10 9 −104 −116 106 113 117 110 −112 −114
13 −21 23 −19 −16 20 121 129 124 132 −123 −127 −131 −125
−14 25 −24 17 18 −22 −122 −137 −136 −128 133 126 134 130
−145 −142 −38 36 34 −33 −26 27 138 146 −152 153 −141 143
148 147 37 −32 −35 31 28 −29 −139 −154 140 −149 151 −144
−161 168 166 −157 39 50 47 −43 −42 −51 155 159 −170 −160
171 −169 −163 162 −40 −46 −48 41 44 49 −156 −167 158 164
176 183 −177 184 −175 −181 52 −54 −56 57 64 −63 172 −182
−188 −179 187 −185 178 186 −53 58 55 −59 −62 61 −173 174
189 −205 −204 −194 203 200 202 −191 65 −73 71 −70 −67 74
−190 197 192 198 −193 −201 −199 196 −66 77 −72 68 69 −76
89 −88 206 −216 209 −213 222 218 −211 −215 78 −80 −82 83
−87 86 −207 208 −221 217 −212 −219 214 220 −79 84 81 −85
−95 −101 98 100 223 228 −238 −229 −227 −231 235 239 91 −93
94 99 −96 −102 −224 −236 226 233 237 230 −232 −234 −92 97
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V11 =
1 −9 7 −6 −3 10
−2 13 −8 4 5 −12
,
V13 =
1 −3 −5 6 12 −11
−2 7 4 −8 −10 9
.
Observe that supp(F3) = [1, 18] \ {3, 6, 9, 12, 15, 18}, supp(F5) = [1, 15] \ {5, 10, 15} and
supp(Vj) = [1, 13] \ {j}. Furthermore, each of these blocks satisfies (4.1) with respect to the
following column sums:
Fi : (−1, 3,−6, 3, 7,−6), Vj : (−1, 4,−1,−2, 2,−2).
Hence, we can construct a p.f array whose rows and columns sum to zero, using either blocks
of type Fi or blocks of type Vj , but not using at the same time blocks of type Fi with blocks
of type Vj .
For ρ ≤ 11, we provide a ‘basic’ sequence Sx, x ∈ N, of blocks having disjoint supports.
It suffices then to take the first nh2 elements in S0 ∪S1 ∪ S2 ∪ . . . and arrange these elements
in a p.f. array A of size n having the shape required by the statement. For brevity, we write
supp(Sx) instead of
⋃
B∈Sx
supp(B).
If ρ = 3 we take Sx = (F3 ± 18x); if ρ = 5 we take Sx = (F5 ± 15x); if ρ = 7 we take
Sx = (V7 ± 14x) whence supp(Sx) = [1 + 14x, 14 + 14x] \ {7 + 14x, 14 + 14x}. It should be
evident that, in each of these three cases, we have x ∈
[
0, nh2 − 1
]
and that the p.f. array A
we construct has the required support.
If ρ = 9, we take Sx = (V9±27x, V5± (13+27x)). In fact, supp(Sx) = [1+27x, 27+27x]\
{9 + 27x, 18 + 27x, 27 + 27x}. We can write nh = 4q + r, with 0 ≤ r < 4 and consider the
2q blocks of
q−1⋃
x=0
Sx and the first
r
2 blocks of Sq. The p.f. array A we construct with these
nh
2 blocks has the required support.
If ρ = 11, taking Sx = (V11 ± 66x, V9 ± (13 + 66x), V7 ± (26 + 66x), V5 ± (39 + 66x), V3 ±
(52+ 66x)), we have supp(Sx) = [1+ 66x, 66+ 66x] \ {11j+66x : j ∈ [1, 6]}. In other words,
supp(Sx) = [1 + 6ρx, 6ρ + 6ρx] \ {jρ + 6ρx : j ∈ [1, 6]}. We can write nh = 10q + r, with
0 ≤ r < 10 and consider the 2q blocks of
q−1⋃
x=0
Sx and the first
r
2 blocks of Sq. Again the p.f.
array A we construct with these nh2 blocks has the required support.
Finally, assume ρ ≥ 13. In this case, any interval of length 12 contains at most one multiple
of ρ. We can construct a set B = {Bc : c ∈ [0,
nh
2 −1]} of blocks, obtained applying Algorithm
1 in the following way. Start considering the ‘forbidden’ element ρ and an increasing value of
c ≥ 0: if ρ does not belong to the interval [1+ 12c, 12+ 12c] then take Bc = V13± 12c. After
some iterations we can have that ρ ∈ [1 + 12c¯, 12 + 12c¯]. In this case, we have to compute
the remainder r of the division of ρ−12c¯ by 12, and take the block Bc¯ = Vr±12c¯. Note that
the union of the supports of the blocks so far considered is [1, 12c¯+ 13] \ {ρ}. This means
that now we have to reapply this procedure considering the element 2ρ and starting with the
interval [1 + (12c¯+ 13), 12 + (12c¯+ 13)]. Note that now we have to compute the remainder
of the division of 2ρ− (12c¯+13) by 12, that is the remainder of the division of 2ρ− 1 by 12.
We repeat this process until we obtain the required nh2 blocks. Observe that the remainders
of the divisions of (d+ 1)ρ− d by 12 are all odd integers, since ρ is odd. 
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Algorithm 1: Procedure for ρ ≥ 13, Lemma 4.7.
initialisation: d = 0;
for c← 0 to nh2 − 1 do
if (d+ 1)ρ ∈ [1 + (12c+ d), 12 + (12c+ d)] then
write (d+ 1)ρ− d = 12q + r where 0 ≤ r < 12;
Bc ← Vr ± (12c+ d);
d← d+ 1;
else
Bc ← V13 ± (12c+ d);
end
end
The array of Example 4.1 has been obtained following the proof of the previous lemma
with h = 1 and ρ = 15. Taking now ρ = ℓ = 2nkt + 1 in Lemma 4.7, we have the following
immediate consequence.
Corollary 4.8. Let n ≥ k ≥ 6, where n is even and k ≡ 0 (mod 6). Then, there exists a
shiftable, integer, cyclically k2 -bidiagonal Ht(n; k) for every divisor t of nk.
Example 4.9. To construct an integer H15(10; 6) we can follow the proof of Lemma 4.7,
where h = 1 and ℓ = 9.
1 −3 −5 6 13 −12
−2 7 4 −8 −11 10
−26 24 22 −21 −14 15
25 −20 −23 19 16 −17
28 −30 −32 33 40 −39
−29 34 31 −35 −38 37
−41 42 −53 51 49 −48
43 −44 52 −47 −50 46
−59 60 67 −66 55 −57
58 −62 −65 64 −56 61
We now consider the case when k ≡ 2, 4 (mod 6).
Proposition 4.10. Let n ≥ k ≥ 8, where n is even and k ≡ 2 (mod 6). Then, there exists
a shiftable, integer, cyclically k2 -bidiagonal Ht(n; k) for every divisor t of nk.
Proof. Write k = 6h + 8. Set m =
⌊
6nh
ℓ−1
⌋
and N = 6nh + m, where ℓ = 2nkt + 1. Our
Heffter array is obtained taking firstly the cyclically 3h-bidiagonal p.f. array A˜ constructed
in Lemma 4.7, whose filled diagonals are D˜1, . . . , D˜3h. It follows that supp(A˜) = [1, N ] \
{ℓ, 2ℓ, . . . ,mℓ}. Then, we arrange n2 new blocks, filling the diagonals D˜3h+1, . . . , D˜3h+4.
Consider the following 2× 8 arrays:
F3 =
1 11 −17 −16 14 22 −7 −8
−2 −19 5 20 −4 −23 10 13
,
F5 =
1 3 −19 16 −4 17 −6 −8
−2 −11 7 −12 14 −18 9 13
,
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W7,3 =
1 8 −18 −9 15 −12 −4 19
−2 −16 6 13 −5 11 7 −14
,
W7,5 =
1 9 −16 18 13 −7 −8 −10
−2 −17 4 −14 −3 6 11 15
,
W7,7 =
1 3 −17 −4 −6 −10 15 18
−2 −11 5 8 16 9 −12 −13
,
W9,5 =
1 −17 −15 12 16 −11 −4 18
−2 9 3 −8 −6 10 7 −13
,
W11,3 =
1 −12 −17 15 −6 −9 10 18
−2 4 5 −11 16 8 −7 −13
,
W11,5 =
1 6 −15 −4 −7 10 −9 18
−2 −14 3 8 17 −11 12 −13
,
V1 =
2 8 5 −7 −4 12 −6 −10
−3 −16 −17 11 14 −13 9 15
,
V3 =
1 6 −16 −7 −5 −9 13 17
−2 −14 4 11 15 8 −10 −12
,
V5 =
1 −11 4 −8 17 13 −6 −10
−2 3 −16 12 −7 −14 9 15
,
V7 =
1 −17 −16 −6 15 12 14 −3
−2 9 4 10 −5 −13 −11 8
,
V9 =
1 −11 5 12 −6 13 −4 −10
−2 3 −17 −8 16 −14 7 15
,
V11 =
1 5 −16 −6 −7 14 12 −3
−2 −13 4 10 17 −15 −9 8
,
V13 =
1 9 −15 16 −4 6 −8 −5
−2 −17 3 −12 14 −7 11 10
,
V15 =
1 9 4 12 −3 −7 −11 −5
−2 −17 −16 −8 13 6 14 10
,
V17 =
1 7 4 −6 −3 11 −5 −9
−2 −15 −16 10 13 −12 8 14
.
Each of these blocks satisfies (4.1) with respect to the following column sums: (−1,−8,−12,
4, 10,−1, 3, 5). Observe that
supp(F3) = [1, 24] \ {3, 6, 9, 12, 15, 18, 21, 24},
supp(F5) = [1, 20] \ {5, 10, 15, 20},
supp(W7,3) = [1, 19] \ {3, 10, 17},
supp(W7,i) = [1, 18] \ {i, 7 + i}, i = 5, 7,
supp(W9,5) = [1, 18] \ {5, 14},
supp(W11,i) = [1, 18] \ {i, 11 + i}, i = 3, 5,
supp(Vj) = [1, 17] \ {j}, j = 1, 3, 5, 7, 9, 11, 13, 15, 17.
Keeping the strategy of Lemma 4.7, we describe basic sequences Sx of blocks. Taking the
first n2 blocks B0, . . . , Bn2−1 in
⋃
x≥0
Sx, it suffices to arrange the blocks B0±N, . . . , Bn
2
−1±N .
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Observe that, if ℓ ∈ {3, 5, 7, 13}, then N ≡ 0 (mod ℓ).
If ℓ = 3, 5, let Sx = (F3 ± 24x) and Sx = (F5 ± 20x), respectively. It should be clear that
the blocks in S0, S1, . . . , Sn
2
−1 have the right support.
If ℓ = 7, let Sx = (W7,7±56x,W7,3± (18+56x),W7,5± (37+56x)). Note that supp(Sx) =
[1 + 56x, 56 + 56x] \ {7j + 56x : j ∈ [1, 8]}. In other words, supp(Sx) = [1 + 8xℓ, 8ℓ+ 8xℓ] \
{jℓ+ 8xℓ : j ∈ [1, 8]}.
If ℓ = 13, let Sx = (V13 ± 52x, V9 ± (17 + 52x), V5 ± (34 + 52x)). We have supp(Sx) =
[1 + 52x, 52 + 52x] \ {13j + 52x : j ∈ [1, 4]}.
For ℓ = 9 we have two possibilities.
(1) If nh ≡ 0 (mod 4), then N ≡ 0 (mod ℓ) and we can take Sx = (V9 ± 18x). In fact,
supp(V9 ± 18x) = [1 + 18x, 18 + 18x] \ {9 + 18x, 18 + 18x}.
(2) If nh ≡ 2 (mod 4), then N ≡ 4 (mod ℓ). We can take Sx = (W9,5 ± 18x), since
supp(W9,5 ± 18x) = [1 + 18x, 18 + 18x] \ {(9− 4) + 18x, (18− 4) + 18x}.
For ℓ = 11 we have five possibilities.
(1) If nh ≡ 0 (mod 10) then N ≡ 0 (mod ℓ), so we can take Sx = (V11 ± 88x,W11,5 ±
(17+ 88x), V9± (35+ 88x),W11,3± (52+ 88x), V7± (70+ 88x)). In fact, supp(Sx) =
[1 + 88x, 88 + 88x] \ {11j + 88x : j ∈ [1, 8]}.
(2) If nh ≡ 2 (mod 10), then N ≡ 2 (mod ℓ), so we can take Sx = (V9 ± 88x,W11,3 ±
(17+88x), V7± (35+88x), V11± (53+88x),W11,5± (70+88x)). We get supp(Sx) =
[1 + 88x, 88 + 88x] \ {(11j − 2) + 88x : j ∈ [1, 8]}.
(3) If nh ≡ 4 (mod 10), then N ≡ 4 (mod ℓ), so we can take Sx = (V7±88x, V11± (18+
88x),W11,5 ± (35 + 88x), V9 ± (53 + 88x),W11,3 ± (70 + 88x)). In fact, supp(Sx) =
[1 + 88x, 88 + 88x] \ {(11j − 4) + 88x : j ∈ [1, 8]}.
(4) If nh ≡ 6 (mod 10), then N ≡ 6 (mod ℓ), so we can take Sx = (W11,5 ± 88x, V9 ±
(18+88x),W11,3± (35+88x), V7± (53+88x), V11± (71+88x)). In fact, supp(Sx) =
[1 + 88x, 88 + 88x] \ {(11j − 6) + 88x : j ∈ [1, 8]}.
(5) If nh ≡ 8 (mod 10), then N ≡ 8 (mod ℓ), so we can take Sx = (W11,3 ± 88x, V7 ±
(18+88x), V11± (36+88x),W11,5± (53+88x), V9± (71+88x)). In fact, supp(Sx) =
[1 + 88x, 88 + 88x] \ {(11j − 8) + 88x : j ∈ [1, 8]}.
For ℓ = 15 we have seven possibilities.
(1) If nh ≡ 0 (mod 14) then N ≡ 0 (mod ℓ), so we can take Sx = (V15 ± 120x, V13 ±
(17+120x), V11±(34+120x), V9±(51+120x), V7±(68+120x), V5±(85+120x), V3±
(102 + 120x)). In fact, supp(Sx) = [1 + 120x, 120 + 120x] \ {15j + 120x : j ∈ [1, 8]}.
(2) If nh ≡ 2 (mod 14) thenN ≡ 12 (mod ℓ), so we can take Sx = (V3±120x, V15±(18+
120x), V13±(35+120x), V11±(52+120x), V9±(69+120x), V7±(86+120x), V5±(103+
120x)). We get supp(Sx) = [1 + 120x, 120 + 120x] \ {(15j − 12) + 120x : j ∈ [1, 8]}.
(3) If nh ≡ 4 (mod 14) then N ≡ 10 (mod ℓ), so we can take Sx = (V5±120x, V3±(17+
120x), V15±(35+120x), V13±(52+120x), V11±(69+120x), V9±(86+120x), V7±(103+
120x)). In fact, supp(Sx) = [1 + 120x, 120 + 120x] \ {(15j − 10) + 120x : j ∈ [1, 8]}.
(4) If nh ≡ 6 (mod 14) then N ≡ 8 (mod ℓ), so we can take Sx = (V7± 120x, V5± (17+
120x), V3±(34+120x), V15±(52+120x), V13±(69+120x), V11±(86+120x), V9±(103+
120x)). We have supp(Sx) = [1 + 120x, 120 + 120x] \ {(15j − 8) + 120x : j ∈ [1, 8]}.
(5) If nh ≡ 8 (mod 14) then N ≡ 6 (mod ℓ), so we can take Sx = (V9± 120x, V7± (17+
120x), V5± (34+ 120x), V3± (51+ 120x), V15 ± (69+ 120x), V13± (86+ 120x), V11 ±
(103+120x)). In fact, supp(Sx) = [1+120x, 120+120x]\{(15j−6)+120x : j ∈ [1, 8]}.
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(6) If nh ≡ 10 (mod 14) then N ≡ 4 (mod ℓ), so we can take Sx = (V11 ± 120x, V9 ±
(17+120x), V7±(34+120x), V5±(51+120x), V3±(68+120x), V15±(86+120x), V13±
(103+120x)). In fact, supp(Sx) = [1+120x, 120+120x]\{(15j−4)+120x : j ∈ [1, 8]}.
(7) If nh ≡ 12 (mod 14) then N ≡ 2 (mod ℓ), so we can take Sx = (V13 ± 120x, V11 ±
(17+120x), V9±(34+120x), V7±(51+120x), V5±(68+120x), V3±(85+120x), V15±
(103+120x)). In fact, supp(Sx) = [1+120x, 120+120x]\{(15j−2)+120x : j ∈ [1, 8]}.
Finally, assume ℓ ≥ 17. In this case, any interval of length 16 contains at most one
multiple of ℓ. We can apply Algorithm 2 obtaining a set B = {Bc : c ∈ [0,
n
2 − 1]} of blocks.
This algorithm works similarly to Algorithm 1, it just starts checking if the multiple (m+1)ℓ
belongs to the interval [1 +N, 16 +N ]. 
Algorithm 2: Procedure for ℓ ≥ 17, Proposition 4.10.
initialisation: d = 0;
for c← 0 to n2 − 1 do
if (m+ d+ 1)ℓ ∈ [1 + (N + 16c+ d), 16 + (N + 16c+ d)] then
write (m+ d+ 1)ℓ− (N + d) = 16q + r where 0 ≤ r < 16;
Bc ← Vr ± (N + 16c+ d);
d← d+ 1;
else
Bc ← V17 ± (N + 16c+ d);
end
end
Example 4.11. To construct an integer H24(12; 8) we can follow the proof of Proposition
4.10, where h = m = N = 0 and ℓ = 9.
1 −11 5 12 −6 13 −4 −10
−2 3 −17 −8 16 −14 7 15
19 −29 23 30 −24 31 −22 −28
−20 21 −35 −26 34 −32 25 33
37 −47 41 48 −42 49 −40 −46
−38 39 −53 −44 52 −50 43 51
−58 −64 55 −65 59 66 −60 67
61 69 −56 57 −71 −62 70 −68
−78 85 −76 −82 73 −83 77 84
88 −86 79 87 −74 75 −89 −80
95 102 −96 103 −94 −100 91 −101
−107 −98 106 −104 97 105 −92 93
A largest example in shown in Figure 1, where we provide an integer H32(16; 14). In this
case we have h = 1, m = 6, N = 102 and ℓ = 15.
Proposition 4.12. Let n ≥ k ≥ 10, where n is even and k ≡ 4 (mod 6). Then, there exists
a shiftable, integer, cyclically k2 -bidiagonal Ht(n; k) for every divisor t of nk.
Proof. Write k = 6h + 10. Set m =
⌊
6nh
ℓ−1
⌋
and N = 6nh + m, where ℓ = 2nkt + 1. Our
Heffter array is obtained taking firstly the cyclically 3h-bidiagonal p.f. array A˜ constructed
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in Lemma 4.7, whose filled diagonals are D˜1, . . . , D˜3h. It follows that supp(A˜) = [1, N ] \
{ℓ, 2ℓ, . . . ,mℓ}. Then, we arrange n2 new blocks, filling the diagonals D˜3h+1, . . . , D˜3h+5.
Consider the following 2× 10 arrays:
F3 =
1 4 −7 −13 −10 28 23 17 −14 −29
−2 −5 8 20 16 −25 −26 −19 11 22
,
F5 =
1 −8 4 −6 23 24 −12 14 −22 −18
−2 7 −3 13 −17 −21 9 −16 19 11
,
W7,3 =
1 −15 −5 21 18 12 −13 −6 9 −22
−2 19 4 −23 −16 −14 11 8 −7 20
,
W7,5 =
1 −10 3 21 22 11 −8 −7 −15 −18
−2 14 −4 −23 −20 −13 6 9 17 16
,
W7,7 =
1 −19 −13 20 18 9 8 −3 −4 −17
−2 23 12 −22 −16 −11 −10 5 6 15
,
W9,5 =
1 −3 −13 20 −4 16 9 10 −15 −21
−2 7 12 −22 6 −18 −11 −8 17 19
,
W9,9 =
1 −7 −17 −14 −13 20 8 6 −3 19
−2 11 16 12 15 −22 −10 −4 5 −21
,
W13,5 =
1 −3 −17 −15 6 −14 20 −8 11 19
−2 7 16 13 −4 12 −22 10 −9 −21
,
W15,3 =
1 −12 13 20 17 −6 5 −9 −8 −21
−2 16 −14 −22 −15 4 −7 11 10 19
,
W15,5 =
1 22 3 19 13 −8 −9 −10 −15 −16
−2 −18 −4 −21 −11 6 7 12 17 14
,
V1 =
2 −4 −6 −12 9 11 14 −15 −18 19
−3 8 5 10 −7 −13 −16 17 20 −21
,
V3 =
1 −9 11 −7 −4 8 14 −15 −18 19
−2 13 −12 5 6 −10 −16 17 20 −21
,
V5 =
−13 11 9 −8 −1 2 14 −15 −18 19
12 −7 −10 6 3 −4 −16 17 20 −21
,
V7 =
1 12 9 −5 −4 −13 14 −15 −18 19
−2 −8 −10 3 6 11 −16 17 20 −21
,
V9 =
1 −3 −5 6 13 −12 14 −15 −18 19
−2 7 4 −8 −11 10 −16 17 20 −21
,
V11 =
1 −9 7 −6 −3 10 14 −15 −18 19
−2 13 −8 4 5 −12 −16 17 20 −21
,
V13 =
1 −3 −5 6 12 −11 14 −15 −18 19
−2 7 4 −8 −10 9 −16 17 20 −21
,
V15 =
1 −17 19 16 13 3 −6 −8 −7 −14
−2 21 −20 −18 −11 −5 4 10 9 12
,
V17 =
1 −3 −5 6 12 −11 13 −14 −18 19
−2 7 4 −8 −10 9 −15 16 20 −21
,
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V19 =
1 −17 3 18 16 13 −7 −6 −10 −11
−2 21 −4 −20 −14 −15 5 8 12 9
,
V21 =
1 −3 −5 6 12 −11 13 −14 −17 18
−2 7 4 −8 −10 9 −15 16 19 −20
.
Each of these blocks satisfies (4.1) with respect to the following column sums:
Fi = (−1,−1, 1, 7, 6, 3,−3,−2,−3,−7), Wj,i, Vj = (−1, 4,−1,−2, 2,−2,−2, 2, 2,−2).
Observe that
supp(F3) = [1, 30] \ {3, 6, 9, 12, 15, 18, 21, 24, 27, 30},
supp(F5) = [1, 25] \ {5, 10, 15, 20, 25},
supp(W7,i) = [1, 23] \ {i, 7 + i, 14 + i}, i = 3, 5, 7,
supp(W9,i) = [1, 22] \ {i, 9 + i}, i = 5, 9,
supp(W13,5) = [1, 22] \ {5, 18},
supp(W15,i) = [1, 22] \ {i, 15 + i}, i = 3, 5,
supp(Vj) = [1, 21] \ {j}, j = 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21.
Keeping the strategy of Lemma 4.7, we describe basic sequences Sx of blocks. Taking the
first n2 blocks B0, . . . , Bn2−1 in
⋃
x≥0
Sx, it suffices to arrange the blocks B0±N, . . . , Bn
2
−1±N .
Observe that, if ℓ ∈ {3, 5, 7, 11, 13, 19}, then N ≡ 0 (mod ℓ).
If ℓ = 3, 5, 11, let Sx = (F3 ± 30x), Sx = (F5 ± 25x) and Sx = (V11 ± 22x) respectively. It
should be clear that the blocks in S0, S1, . . . , Sn
2
−1 have the right support.
If ℓ = 7, let Sx = (W7,7±70x,W7,5± (23+70x),W7,3± (46+70x)). Note that supp(Sx) =
[1 + 70x, 70 + 70x] \ {7j + 70x : j ∈ [1, 10]}. In other words, supp(Sx) = [1 + 10xℓ, 10ℓ +
10xℓ] \ {jℓ+ 10xℓ : j ∈ [1, 10]}.
If ℓ = 13, let Sx = (V13 ± 65x,W13,5± (21+ 65x), V9± (43+ 65x)). Note that supp(Sx) =
[1 + 65x, 65 + 65x] \ {13j + 65x : j ∈ [1, 5]}.
If ℓ = 19 let Sx = (V19±190x, V17± (21+190x), V15± (42+190x), V13± (63+190x), V11±
(84+ 190x), V9± (105+ 190x), V7 ± (126+ 190x), V5 ± (147+ 190x), V3± (168+ 190x)). We
have supp(Sx) = [1 + 190x, 190 + 190x] \ {19j + 190x : j ∈ [1, 10]}.
For ℓ = 9 we have two possibilities.
(1) If nh ≡ 0 (mod 4), then N ≡ 0 (mod ℓ) and we can take Sx = (W9,9 ± 45x,W9,5 ±
(22 + 45x)). In fact, supp(Sx) = [1 + 45x, 45 + 45x] \ {9j + 45x : j ∈ [1, 5]}.
(2) If nh ≡ 2 (mod 4), then N ≡ 4 (mod ℓ). We can take Sx = (W9,5 ± 45x,W9,9 ±
(23 + 45x)), in fact supp(Sx) = [1 + 45x, 45 + 45x] \ {(9j − 4) + 45x : j ∈ [1, 5]}.
If ℓ = 15 we have seven possibilities.
(1) If nh ≡ 0 (mod 14) then N ≡ 0 (mod ℓ) and we can take Sx = (V15±150x, V9±(21+
150x),W15,3±(42+150x), V11±(64+150x),W15,5±(85+150x), V13±(107+150x), V7±
(128+ 150x)). In fact, supp(Sx) = [1 + 150x, 150+ 150x] \ {15j+ 150x : j ∈ [1, 10]}.
(2) If nh ≡ 2 (mod 14) then N ≡ 12 (mod ℓ) and we can take Sx = (W15,3±150x, V11±
(22 + 150x),W15,5 ± (43 + 150x), V13 ± (65 + 150x), V7 ± (86 + 150x), V15 ± (108 +
150x), V9±(129+150x)). In fact, supp(Sx) = [1+150x, 150+150x]\{(15j−12)+150x :
j ∈ [1, 10]}.
(3) If nh ≡ 4 (mod 14) then N ≡ 10 (mod ℓ) and we can take Sx = (W15,5±150x, V13±
(22 + 150x), V7 ± (43 + 150x), V15 ± (65 + 150x), V9 ± (86 + 150x),W15,3 ± (107 +
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150x), V11± (129+ 150x)). In fact, supp(Sx) = [1+ 150x, 150+ 150x] \ {(15j− 10)+
150x : j ∈ [1, 10]}.
(4) If nh ≡ 6 (mod 14) then N ≡ 8 (mod ℓ) and we can take Sx = (V7±150x, V15±(22+
150x), V9±(43+150x),W15,3±(64+150x), V11±(86+150x),W15,5±(107+150x), V13±
(129+150x)). In fact, supp(Sx) = [1+150x, 150+150x]\{(15j−8)+150x : j ∈ [1, 10]}.
(5) If nh ≡ 8 (mod 14) then N ≡ 6 (mod ℓ) and we can take Sx = (V9 ± 150x,W15,3 ±
(21 + 150x), V11 ± (43 + 150x),W15,5 ± (64 + 150x), V13 ± (86 + 150x), V7 ± (107 +
150x), V15±(129+150x)). In fact, supp(Sx) = [1+150x, 150+150x]\{(15j−6)+150x :
j ∈ [1, 10]}.
(6) If nh ≡ 10 (mod 14) then N ≡ 4 (mod ℓ) and we can take Sx = (V11±150x,W15,5±
(21 + 150x), V13 ± (43 + 150x), V7 ± (64 + 150x), V15 ± (86 + 150x), V9 ± (107 +
150x),W15,3 ± (128 + 150x)). In fact, supp(Sx) = [1 + 150x, 150 + 150x] \ {(15j −
4) + 150x : j ∈ [1, 10]}.
(7) If nh ≡ 12 (mod 14) then N ≡ 2 (mod ℓ) and we can take Sx = (V13 ± 150x, V7 ±
(21 + 150x), V15 ± (43 + 150x), V9 ± (64 + 150x),W15,3 ± (85 + 150x), V11 ± (107 +
150x),W15,5 ± (128 + 150x)). In fact, supp(Sx) = [1 + 150x, 150 + 150x] \ {(15j −
2) + 150x : j ∈ [1, 10]}.
If ℓ = 17 we have four possibilities.
(1) If nh ≡ 0 (mod 8) then N ≡ 0 (mod ℓ) and we can take Sx = (V17±85x, V13± (21+
85x), V9 ± (42 + 85x), V5 ± (63 + 85x)). We have supp(Sx) = [1 + 85x, 85 + 85x] \
{17j + 85x : j ∈ [1, 5]}.
(2) If nh ≡ 2 (mod 8) then N ≡ 12 (mod ℓ) and we can take Sx = (V5 ± 85x, V17 ±
(22+85x), V13± (43+85x), V9± (64+85x)). We get supp(Sx) = [1+85x, 85+85x]\
{(17j − 12) + 85x : j ∈ [1, 5]}.
(3) If nh ≡ 4 (mod 8) then N ≡ 8 (mod ℓ) and we can take Sx = (V9 ± 85x, V5 ± (21 +
85x), V17 ± (43 + 85x), V13 ± (64 + 85x)). We have supp(Sx) = [1 + 85x, 85 + 85x] \
{(17j − 8) + 85x : j ∈ [1, 5]}.
(4) If nh ≡ 6 (mod 8) then N ≡ 4 (mod ℓ) and we can take Sx = (V13± 85x, V9± (21+
85x), V5 ± (42 + 85x), V17 ± (64 + 85x)). We obtain supp(Sx) = [1 + 85x, 85 + 85x] \
{(17j − 4) + 85x : j ∈ [1, 5]}.
Finally, if ℓ ≥ 21 we apply Algorithm 3. 
Algorithm 3: Procedure for ℓ ≥ 21, Proposition 4.12.
initialisation: d = 0;
for c← 0 to n2 − 1 do
if (m+ d+ 1)ℓ ∈ [1 + (N + 20c+ d), 20 + (N + 20c+ d)] then
write (m+ d+ 1)ℓ− (N + d) = 20q + r where 0 ≤ r < 20;
Bc ← Vr ± (N + 20c+ d);
d← d+ 1;
else
Bc ← V21 ± (N + 20c+ d);
end
end
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Example 4.13. To construct an integer H30(12; 10) we can follow the proof of Proposition
4.10, where h = N = m = 0 and ℓ = 9.
1 −7 −17 −14 −13 20 8 6 −3 19
−2 11 16 12 15 −22 −10 −4 5 −21
23 −25 −35 42 −26 38 31 32 −37 −43
−24 29 34 −44 28 −40 −33 −30 39 41
−48 64 46 −52 −62 −59 −58 65 53 51
50 −66 −47 56 61 57 60 −67 −55 −49
76 77 −82 −88 68 −70 −80 87 −71 83
−78 −75 84 86 −69 74 79 −89 73 −85
−103 110 98 96 −93 109 91 −97 −107 −104
105 −112 −100 −94 95 −111 −92 101 106 102
−125 132 −116 128 121 122 −127 −133 113 −115
124 −134 118 −130 −123 −120 129 131 −114 119
5. Conclusions
As the reader could observe, our constructions are all obtained taking basic blocks and
arranging these blocks in some order. In all cases, changing the order of the blocks but
keeping the same skeleton, one can obtain a different Ht(n; k) for a fixed choice of (n, k, t).
Hence, for each case we actually produced at least
⌊
n
2
⌋
! different integer relative Heffter
arrays with the same skeleton. Furthermore, if n is even and k = 4p for some odd prime p,
then an integer Ht(n; k) can be obtained following the constructions of Section 3 as well as
the constructions of Section 4. Our procedures can be easily implemented in a computer:
programs for GAP are available upon request writing to the second author. We also point
out that the Heffter arrays Ht(n; k) given here for t = 1, 2, k are actually different from the
arrays obtained in [2, 11].
As remarked in the Introduction, relative Heffter arrays Ht(n; k) can be used for exhibit-
ing pairs of orthogonal cyclic k-cycle decompositions of the complete multipartite graph
K 2nk+t
t
×t. The reader interested in this type of problems can found full details in [11].
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