In this note, we explicitly describe the automorphism group of the R-algebra of strictly upper triangular n × n matrices over an arbitrary commutative ring. © 2000 Published by Elsevier Science Inc. All rights reserved.
integer greater than 1, the R-algebra of strictly upper triangular n × n matrices over R. The purpose of this note is to describe the automorphism group of the R-algebra N n (R) .
Before giving the main result of this note, we first give some preliminary notations and results.
Let E ij be the standard matrix units for 1 i, j n and E the identity matrix. It is well known that the matrix set {E ij | 1 i < j n} is a basis of N n (R) and for any X in N n (R), we may write X = i<j a ij E ij for a ij ∈ R. For convenience sake, in this expression the subscript i can be less than 1 and the subscript j can be greater than n and we use the convention that the coefficient a ij is regarded as zero if i < 1 or j > n in some term a ij E ij . Assume that and M r = 0 for r n. It is clear that each M r is an ideal of N n (R) and X 1 X 2 · · · X r ∈ M r for any X 1 , X 2 , . . . , X r ∈ N n (R). It follows that each M r is invariant under any R-algebra automorphism of N n (R) and
It is not difficult to know that the center of the R-algebra
Denote by Aut N n (R) the automorphism group of R-algebra N n (R). Let 1 be the identity of Aut N n (R). We also denote by 1 the identity subgroup of Aut N n (R).
Next, we introduce several types of R-algebra automorphisms of N n (R), which build the automorphism group Aut N n (R).
Inner automorphisms: There are no usual inner automorphisms of N n (R) since there are no invertible elements in N n (R). However, for any matrix X with entries 1 on the main diagonal in T n (R), the restriction to N n (R) of the inner automorphism Y → XY X −1 of T n (R) is an R-algebra automorphism of N n (R). We still call the restriction an inner automorphism of N n (R) and denote it by σ X . It is clear that the set of all inner automorphisms of N n (R) is a subgroup of Aut N n (R), which is denoted by Inn N n (R).
This completes the proof.
Then we have the following lemma.
Proof. It is easy to know that the map ρ :
Then it follows that a ij = 0 if j − i < n − 1, and so X = E + a 1n E 1n ∈ U(R).
Hence, Ker ρ = U(R). This proves Lemma 2.
It is clear that the inner automorphism group Inn N n (R) is trivial when n = 2.
Diagonal automorphisms: We denote by
It is easy to prove the following lemma.
Central automorphisms: Assume that n > 3. For any c = (c 2 , . . . , c n−2 ) ∈ R n−3 . We define an R-module automorphism µ c : N n (R) → N n (R), the operation of which on the basis of N n (R) is E i,i+1 → E i,i+1 + c i E 1n , for 2 i n − 2, and E ij → E ij , otherwise. For any A = (a ij ) and B = (b ij ) in N n (R), we have
On the other hand, since AB ∈ M 2 , we have
Hence, µ c is an R-algebra automorphism of N n (R), which is called a central automorphism. It is clear that µ c µ c = µ c+c for c and c in R n−3 . Hence, the set of all central automorphisms of N n (R) is a subgroup of Aut N n (R), which is denoted by Cen N n (R). It is isomorphic to the additive group R n−3 . If A and B are two subgroups of a group, we denote by A · B the product of A and B and by A B the semidirect product of A and B with B normal. The following theorem is the main result of this note.
Theorem. Let R be an arbitrary commutative ring with identity. Then
Proof. Let ρ be any R-algebra automorphism of N n (R). Assume that
In view of the proof of the theorem in [6] , we have a ii ∈ R * , i = 1 . . . , n − 1. If n = 2, then the operation of ρ on the basis element E 12 of N n (R) is E 12 → aE 12 for a ∈ R * . It is clear that ρ = η D , where D = diag{1, a −1 }. If n = 3, then applying ρ to the equalities E 2 12 = 0 and E 2 23 = 0, respectively, by (1) we obtain a 11 a 21 = 0 and a 12 a 22 = 0.
It is easy to know that any inner automorphism acts trivially on E i,i+1 mod M 2 , i = 1, 2, and a diagonal automorphism which acts trivially on E i,i+1 mod M 2 , i = 1, 2, must be the identity automorphism. So we have Dig N n (R) ∩ Inn N n (R) = 1. Thus, the theorem is true for n = 3. Now consider the case n 4. We first assert that on the right-hand side of (1) all coefficients a ij = 0 for i = j . That is,
In fact, if some a pq = 0 with p = q, we will conclude a contradiction. If p = 1, applying ρ to the equality E q,q+1 E 23 = 0, we obtain
There is a term a 1q a 22 E 13 on the left-hand side of the above equality. It follows that a 1q a 22 = 0 and so a 1q = 0, a contradiction. If p > 1, applying ρ to the equality E p−1,p E q,q+1 = 0, we obtain
There is a term a p−1,p−1 a pq E p−1,p+1 on the left-hand side of the above equality. It follows that a pq = 0. Again, we get a contradiction. Thus, (2) is true. Set
Next, we use induction on t to prove that there exist inner automorphisms σ X t of N n (R) such that
By (3) we get that (4) is true for t = 2. Next assume that (4) is true for t with 2 t n − 2, and
We assert that b ji = 0 in (5) for j = i, i + 1 − t. Otherwise, say some b pq = 0 with p = q, q + 1 − t. If p < n − t, then applying σ
It follows that b pq = 0, a contradiction. If p = n − t, then applying σ
It follows that b pq = 0. Again, we get a contradiction. Thus, we may write
In order to prove that (4) is true for t + 1, we again use induction. Assume that there exists an inner automorphism σ Y k−1 such that
Here the coefficients b i+1−t,i , b ii are different from those in (6) .
where δ i,k−t is the Kronecker delta. In fact, if i = k − t, then b k+1−t,k = 0 on the right-hand side of (7). For applying σ
Hence, b k−t +1,k = 0. It is easy to check that
Thus, (4) is true for t + 1. Therefore, we have proved that there exists an inner automorphism σ X n−1 of N n (R) such that
Since the R-algebra N n (R) is generated by the set {E 12 , E 23 , . . . , E n−1,n }, we obtain µ −1 c σ
Next, we prove Cen N n (R) ∩ Inn N n (R) = 1. Let µ c = σ X , where c = (c 2 , . . . , c n−2 ) and X = E + i<j a ij E ij , be in Cen N n (R) ∩ Inn N n (R). Applying them to the generators of the R-algebra N n (R), respectively, we have µ c (E k,k+1 ) = XE k,k+1 X −1 or µ c (E k,k+1 )X = XE k,k+1 . It follows that for 2 k n − 2, Finally, in view of (8), the proof of theorem is complete.
