ABSTRACT: Finite element procedures are used to optimize the efficiency of the electrical potential technique for monitoring the initiation and slow growth of cracks, as applied to the compact tension fracture test piece. An analysis of various configurations of current input and potential measurement lead placement is performed to optimize the accuracy, sensitivity, and reproducibility of measurement and to maximize output voltages. Numerical calibration curves are computed for selected configurations and are confirmed by experimental measurements. [7] [8] [9] [10] [11] [12] . The technique has now been successfully applied for a wide range of fracture problems, such as the measurement of velocities of fast running cleavage cracks [5] ; for detection of crack initiation in toughness [7, 8, [11] [12] [13] The method relies on the fact that there will be a disturbance in the electrical potential field about any discontinuity in a current-carrying body, the magnitude of the disturbance de- 
. The technique has now been successfully applied for a wide range of fracture problems, such as the measurement of velocities of fast running cleavage cracks [5] ; for detection of crack initiation in toughness [7, 8, [11] [12] [13] and fatigue tests [•4 ]; for determination of slow crack growth rates under conditions of sustained loading [15] , fatigue [16] [17] [18] , stress corrosion [18] [19] [20] , hydrogen embrittlement [4.18-20] , and creep [2•] ; and for evaluation of the extent of crack closure in fatigue crack propagation studies [22] .
The method relies on the fact that there will be a disturbance in the electrical potential field about any discontinuity in a current-carrying body, the magnitude of the disturbance de- 
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208 pending directly on the size and shape of the discontinuity. For the application of crack growth monitoring, the method entails passing a constant current (maintained constant by external means) through a cracked test specimen and measuring the change in electrical potential across the crack as it propagates. With increasing crack length, the uncracked cross-sectional area of the test piece decreases, its electrical resistance increases, and thus the potential difference between two points spanning the crack rises. By monitoring this potential increase Va, and comparing it with some reference potential V0, the crack lengthto-width ratio a / W may be determined through the use of the relevant calibration curve for the particular test piece geometry concerned.
In practice, calibration curves are generally given in the form of Va/Vao versus a/W, where V, is the potential drop across the crack length a and V,0 is the reference potential drop across the initial starter notch (or crack) of length a0. Through the use of such nondimensionalized ratios, calibration curves become independent of material properties, test piece thickness, and magnitude of input current (provided it remains constant) and are mainly a function of specimen and crack geometry and the locations of current input and potential me~tsurement leads. For a given configuration, calibration of the method involves finding solutions to Laplace's equation within the boundary conditions of a particular test piece geometry, where, for a strip of metal of constant thickness, containing a transverse crack, the steady state electrical potential at coordinate x,y is given by v 2 V = 0 (1) assuming that the current 1 flows only in the plane of the strip (that is, in the x-y plane).
Solutions to Eq 1 can be derived in a number of ways, both experimentally and theoretically. In many instances, experimental calibrations have been achieved by measuring V, (1) across machined slots of increasing length [1] ; (2) across a growing fatigue crack, where the length at each measurement point is marked on the fracture surface by a change in applied load; 3 or (3) across a growing fatigue crack in thin specimens where the length is monitored by surface observation [9, 10] . An alternative procedure specimen design is duplicated, usually with increased scaled dimensions for better accuracy, using thin aluminum foil [8] or graphitized analog paper [24] , and where the crack length can be increased merely by cutting with a razor blade. The tedious and often inaccurate nature of such experimental calibrations, particularly at very short crack lengths [24}, has prompted several authors to attempt theoretical solutions to Eq 1. Analytical solutions using eonformal mapping procedures have been obtained for several simple geometries, namely center and edge-cracked plates with various starter notch or crack configurations [5, 6, 9, 24] . For more complex geometries such as the compact tension (CT) specimen, however, conformal mapping techniques are not readily applicable, and correspondingly numerical solutions using finite element procedures have been employed [25] . The advantages of theoretical calibrations are several: (1) they are far more accurate at short crack lengths [24, 25] , (2) they are flexible with regard to varying notch configuration and acuity [24] , and (3) they provide a quick and convenient way to select current input and potential measurement probe locations for optimum performance.
The object of the present work is to use recently developed f'mite element calibration procedures [25] to optimize the electrical potential technique for the widely used compact test piece. That has been attempted qualitatively before by one of the authors through the use of analog patterns [23] . The present studies provide quantitative confirmation and reveal an alternative current input configuration. Further, theoretical calibration curves are computed for selected configurations and are verified by experiment.
Prae~mes

Optimization Analysis
The analysis presented was performed for the metric equivalent of the standard 1-in.-thick (IT) compact test piece (length to width ratio H/W = 0.6), currently in widespread use for fracture toughness and suberitical crack growth studies (Fig. 1) . Optimization of the electrical potential method for this geometry involves determining the best location for current input and potential measurement leads. Four parameters are considered: accuracy, sensitivity, reproducibility, and what will be referred to as "measurability," as summarized in Table 1 .
Accuracy is defined in terms of the degree to which the calibration curve approximates the real relationship between potential change and crack length. For the purposes of this work, this parameter may only be assessed by comparison with experimental and previously obtained theoretical calibrations. However, it must be borne in mind that, in practice, the accuracy of the electrical potential technique may be limited by several other factors, such as the electrical stability and resolution of the potential measurement system, crack front curvature, electrical contact between crack surfaces where the fracture morphology is particularly rough or where significant crack closure effects are present, and changes in electrical resistivity with plastic deformation, temperature variations, or both [1, 18] .
Sensitivity is defined as the ability of the method to discriminate between small differences in crack length, as illustrated by the slope of the calibration curve Va/Vao versus a/W. Increased resolution may be achieved by maximizing the calibration curve 
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CURRENT slope, and for a particular geometry this is a function of lead placement.
Reproducibility refers to inaccuracies produced by small errors in positioning the potential measurement leads. Such leads are generally fine wires that are spot-welded or screwed to the specimen, and accurate positioning is typically no better than within 0.5 mm. To maximize reproducibility, these leads should be placed in an area where the calibration curve is relatively insensitive to small changes in position, that is, where dV/dx and dV/dy are small, where x and y are position coordinates, with the origin at the midpoint of the specimen, as defined in Fig. 1 . This consideration is often at variance with sensitivity considerations, as illustrated by previous results for single-edge-notch geometries [23] .
Measurability is defined as the ability of the output voltage signal.to be measured over background noise, such as thermal emf, instrument drift and white noise, and so forth. To optimize measurability, current input and potential measurement lead locations are chosen to maximize the absolute magnitude of the output voltage signal [Val. Since, because of the high electrical conductivity of metals, output voltages are generally at the microvolt level, a practical means of achieving this is simply to increase the input current. However, there is a limit to this increase because when the current is too large (typically exceeding 30 A in a 12.7-mm-thick 1T steel compact test piece), appreciable specimen heating can result from contact resistance at current input positions. Such practical considerations on the use of the potential method are outside the scope of this paper and are documented in detail elsewhere [I] .
For purposes of this investigation two current input positions, A and B, previously identified by electrical analog studies, were examined ( Fig. 1) . Location A involved point introduction of the current on the top surface (sometimes referred to as the notched edge) of the test piece at a distance of 7.5 mm from the side edge.
This had previously been regarded as the optimum location [23] .
For Location B, current was introduced on the side flanks at a point equidistant from the top and bottom surfaces of the specimen. Potential measurement lead position was then examined for these two current input locations for optimum crack length monitoring. The configurations studied all involved lead placement on the edges of the test piece (top surface and side flanks) because accurate positioning there is more readily obtainable [1] . This is because equipotential surfaces are constant through the thickness of the test piece (except very close to the current input), and thus lead positioning is only a function of one dimension.
The Finite Element Model
Finite element analysis as applied to the solution of potential field problems involves the solution of Eq 1 through a variational formulation [25] . If k is the electrical conductivity of the material, V(x, y) is the potential field for the given geometry (assumed here to be two-dimensional), v is the control volume, S is the surface that bounds v, and Vs and ix are the voltages and currents that are specified at the boundary, the variational form of Eq 1 becomes [26, 27] = f [ ox2 + j dv --v'i` ds (2) where x is a functional defined so that Eq 1 is obtained when "stationarity" is invoked (that is, the first variation of Ir is set to zero),
Equations 2 and 3 are solved by dividing the test piece geometry under consideration into a large number of finite elements and by using interpolation to determine the potential at each node. An effective solution is obtained by using variable-number-nodes "isoparametric" elements in which for an element [22] ,
i=l where xi and yg are the spatial coordinates of nodal point i, Vi and hi are, respectively, the electrical potential and relevant interpolation function for node i, and N is the number of nodes in the element considered. By substitution of Eq 4 into Eq 2 for all elements of the geometry and by invoking Eq 3, the problem is reduced to the solution of the matrix equation
where K is the system conductivity matrix, V is the matrix of potentials at each node, and Q is the forcing vector that results from the boundary conditions. Solution of Eq 5 is straightforward by linear alegebraic techniques and is well suited to computer implementation [25] .
In this study, the computer program ADINAT, developed by Bathe [27] , was employed. The specimen was modeled as a twodimensional figure in the x-y plane (thickness assumed constant), symmetrical about the y axis. For increased precision a finer mesh, shown in Fig. 2 , was employed than that used previously [25] . Points along the axis of symmetry were assigned zero voltage, except for those in the region of the crack; crack growth was simulated by changing the number of points grounded. Six-node elements were used along the y axis, allowing the coordinate of the middle node of each element (and hence, crack length) to be adjustable at will. Elements near the crack tip, test piece edges, and current input/potential measurement probe locations were finer to obtain improved accuracy.
Experimental Calibration
Confirmation of numerical results was achieved by deriving relevant experimental calibration curves for the CT specimen. through the specimen, which was maintained at constant ambient temperature. The reference potential Va0 was measured across the initial notch a = a0 prior to fatiguing. Crack lengths at which potential readings were taken were marked on the fracture surface by changing the mean load, with the alternating stress intensity AK remaining approximately constant at 20 MPa.m ~/2. By this procedure sharply defined bands that could be easily measured optically were visible on the fracture surface.
Results
Current Input Location A
The computational results for current input Location A, where the current is introduced at the top surface of the test piece 7.5 mm from the side edge (Fig. 1) , are shown in Figs. 3 and 4 . This location, together with potential measurement leads placed on the same surface 5.2 mm apart equidistant from the notch centerline (that is, x : 2.6 mm), represents the optimum configuration suggested by earlier analog studies [23] and will be referred to as the standard configuration. In the present work the effect of varying potential measurement leads on the top surface from the centerline (x = 0) to the edge of the test piece (x = 29 mm) was examined. The resultant proportional increase in voltage V,/V,o as a function of potential lead position x is shown in Fig. 3 for five different crack lengths (0.4 -< a/W _< 0.68). Note that the curves are flattest (that is, dV/dx is a minimum) when potential leads are attached close to the notch (x < 4 mm), confirming that the standard location of x = 2.6 mm yields excellent reproducibility of measurement. For example, for the case of a 2.S-ram crack emanating from the notch (a/W = 0.4), an error in lead placement of 5 mm results in a voltage error of less than 5%. As the potential leads are moved further apart (x increasing), the potential error from lead misplacement substantially increases. Similarly, maximum apparent sensitivity (that is, maximum increase in V,/V,o with increasing a/W) is achieved when the potential leads are close to the notch; Va/V,o decreases markedly, particularly at longer crack lengths, as they are moved further apart. Thus, from both reproducibility and sensitivity considerations, the standard configuration of current input Location A with potential measurement probes attached close to the notch on the top surface (at x : 2.6 ram) represents optimum positioning. The calibration curve, in terms of VJVao versus a/W for this configuration, is shown in Fig. 4 . Accuracy may be assessed by the fact that the presently computed curve compares very closely to previously determined experimental [1, 28] and finite element (employing a coarser mesh) [25] calibrations.
Current Input Location B
For current Location B, where the current is introduced at the midpoint of the side flank of the test piece (Fig. 1) , the effect of varying the potential measurement leads along both the side flank (varying y) and the top surface (varying x) were investigated. Computational results for the first of these cases are shown in Figs. 5 and 6. With regard to the influence of potential lead position y on Va/Vao, it is apparent from Fig. 5 that reproducibility dV/dy and apparent sensitivity are increased, particularly at longer crack :lengths, as the potential leads are moved further from the current input position towards the ends of the specimen (that is, increasing lYI). However, although the increase in I/=/I,'=o per unit increase in a/W (at a potential lead position of, say, y = t2 ram) appears somewhat increased with respect to the previously described standard configuration, there is no location for potential leads on this side flank where the curves are flat enough (low dV/dy) to guarantee sufficient reproducibility for long cracks. A calibration curve, for potential leads aty : 13.25 mm, was derived (Fig. 6) indicating the improved sensitivity (compare Fig. 6 with Fig. 4 ), but this configuration is not recommended because of potential reproducibility errors.
Far better results with current Location B were obtained by positioning the potential leads on the top surface (varying x), as illustrated in Figs. 7 and 8 . By moving the potential leads closer to the notch (decreasing x), not only is the proportional increase in voltage V,/V,o maximized but the curves also become essentially flat (dV/dx minimum for x _ 4 mm), insuring good reproducibility, as shown in Fig. 7 . As before, this is particularly relevant at longer crack lengths. An optimum potential lead position, then, may be selected close to the notch at, say, x = 2.6 mm, identical to that used in the standard configuration with current input location A. The calibration curve of Va/V,o versus a/W for this configuration was computed and the accuracy confirmed by experimental measurements (Fig. 8) . It is clear from this plot that the slope of the calibration curve is distinctly 
Discussion
The present work has involved the use of finite element analysis to optimize the electrical potential technique for the standard compact test piece by examining the effect of various configurations of current input and potential measurement lead positions. The theoretical calibration curves derived and their close correspondence with experimental measurements indicate the usefulness of such numerical procedures for providing a quick, accurate, and relatively inexpensive means of calibrating complex test geometries that would otherwise require tedious experimental calibration. Moreover, such experimental calibrations would be far less accurate at short crack lengths |24, 25] .
With regard to lead placement, several points are worthy of note. First, although not explicitly examined in this work, positioning the potential measurement leads close to the precrack tip on the test piece side face will ensure maximum sensitivity and large output voltages, thus allowing much smaller input currents to be used [1] . Despite these obvious advantages, that location is not favored because of the very steep potential gradients there which make this particular configuration highly susceptible to potential reproducibility errors from minor lead misplacement. Second, attaching potential leads in close proximity to current input locations in all cases results in small increases in Va/Vao with increasing crack length, and large variations in V,/Vao with minor changes in position, again because of very steep potential gradients (see Figs. 3 and 5) . Thus, from apparent sensitivity and reproducibility considerations, the practice of measuring the potential at the point of current input should be avoided. Third, attaching potential leads on the side flanks of the test piece is not recommended because resulting potential measurements are likely to be subject to large errors from lead misplacement (see Fig. 5 ).
The preferred region for positioning such potential leads appears to be on the top surface as close to the notch as possible (within 4 mm of the notch centerline) because small positional variations produce negligible changes in potential and the proportional increase in voltage (VJVao) is maximized there. Selection of current input location, though, for this potential lead position is a matter of choice. The apparent sensitivity, in terms of the increase in VJV~o with increasing crack length, is significantly larger with the current introduced at the midpoint of the side flanks (Fig. 9a ), yet the absolute magnitude of the voltage output signal Vo is substantially lower (~ 60%) compared to introducing the current on the top surface (Fig. 9b) . Clearly this would be a problem where the technique is to be used for crack monitoring in low resistivity metals, such as aluminum, and thus in this case the standard configuration of both current input and potential measurement lead placement on the top surface of the test piece must be regarded as optimum.
Conclusion
Finite element analysis has been used to calibrate the electrical potential crack monitoring technique for the standard compact test piece and to optimize the efficiency of the method with regard to this specimen geometry. The numerical solutions derived compare closely with experimental and previously determined theoretical calibrations. Based on considerations of accuracy, sensitivity, reproducibility, and measurability, recommendations are made for the optimum configurations of current input and potential measurement lead locations.
