density functions that estimate the deposition times of six sand layers and four tephra layers (Table 2 ). The OxCal code used the 'Outlier Model' and 'P-sequence' commands to chronologically analyze 21 radiocarbon dates, sample depths and the depth and 1957 date for sand A. The OxCal code is included in Data File S1.
The 'Outlier_Model' and 'Outlier' commands detect possible outliers by using a model averaging approach to compute the posterior probability that a sample's age is displaced outside the context of other samples in the model (Bronk Ramsey, 2009b) . This approach provides an objective way to identify and remove outliers from the analysis or downweight outlying ages where the relationship between the sample measured and the event being dated is uncertain.
Using these commands, OxCal identified six outliers that were removed from further analyses and not used in the age-depth model. The OxCal code (Data File S1) identifies the samples left out by site identifier and depth; the last column in Table 2 identifies the six outliers and offers explanations for why they may not agree with the context of adjacent samples.
We applied the 'P-Sequence' command in OxCal to construct an age-depth model according to a Poisson distribution, which assumes that the rate of peat accumulation follows a Poisson process and varies randomly, like water collecting in a rain gage during a steady downpour (Bronk Ramsey, 2008) . The principal parameter in models that use the 'P-Sequence' command, the 'k-parameter,' relates to the number of depositional pulses per unit depth (events/cm). We followed the approach of Enkin et al. (2013) to select a reasonable value of k. When k is too small the age model allows greater randomness in the rate of deposition, weights superposition of samples over sample depth, and results in unconstrained, unrealistically broad age ranges (95% confidence interval of the posterior probability density function). When k is too large the age model applies a more uniform rate of deposition, which over-constrains the model, resulting in low agreement indices and unrealistically narrow age ranges. The approach by Enkin et al., (2013) identifies objective criteria for selecting the Poisson k parameter that also is consistent with Bronk Ramsey's (2008) guidance: "the highest k which gave a satisfactory agreement with the actual dating information."
The optimal k parameter for data from Driftwood Bay is 2 cm -1 , meaning that the rate of peat deposition varies about every 2 centimeters. To evaluate k, we analyzed the model outputs of thirteen OxCal runs that varied k from 0.1 to 10 events/cm (model results in Data File S1). We selected k=2 cm -1 because it consistently marked the inflection in plots ( Figure S8 ) of k versus the model agreement index, the number of low agreement indices, the 95% confidence interval in years, and the normalized age deviation (see Enkin et al., 2013 for discussion).
Sample depths were adjusted to account for the inferred instantaneous deposition of sand sheets and tephra. In the OxCal age-depth model, "event-free depths" for each sample are estimated by subtracting the thicknesses of deposits inferred to be instantaneous (Bronk Ramsey et al., 2012; Enkin et al., 2013) , like tsunami deposits and tephra fallout. Tsunami sand sheets in core 103 range up to 9.5 cm thick and tephra layers vary from 0.5-2.5 cm. Taken together, instantaneous deposits account for one third of the 106 cm length of core 103 that we analyzed.
Statistical comparisons of deposit age estimates from Driftwood and Stardust Bays (Table 5) used the 'Combine' and 'Difference' commands in OxCal, which objectively assess age similarity using the χ 2 goodness of fit test and the differences between two or more probability density functions, respectively (Bronk Ramsey, 2009a).
Computed Tomography Imaging
We used computed tomography (CT) to examine density and material contrasts in sediment cores by evaluating the three-dimensional variability of X-ray attenuation (Duliu, 1999; Ketcham and Carlson, 2001; St-Onge and Long, 2009 ). The Oregon State University's College of Veterinary Medicine scanned the cores with a Toshiba Aquilion 64-slice Computed Tomography unit, using a source radiation of 120 keV and 400 mA, which produced both axial and coronal images at 1-mm intervals. The CT measures the X-ray mean absorption coefficient of the material relative to water in Hounsfield units, which reflect bulk density, effective atomic number, mineralogy, and porosity (Boespflug et al. 1995) . Here, CT images show material contrasts as 256 shades of grey and color. Brighter and warmer colors (white and red) indicate material of higher relative density. Two-dimensional plots of CT data ( Figure 7) show X-ray variation in Hounsfield Units versus pixel where each pixel corresponds to ~0.3 mm depth.
Sediment Mineralogy, Grain Size and Geochemistry
Field and laboratory analyses of sandy sediment observed in cores helped distinguish sand with a beach and nearshore marine source from volcanic sand (tephra) deposited by airfall.
Preliminary visual examination (standard 10x magnifying loupe) of sand texture and composition aided mapping of continuous sand sheets across the site and guided sediment sampling for laboratory analyses. In the laboratory, thin sections prepared from sand grain mounts using epoxy were examined using a petrographic microscope. To determine particle size distributions for bulk sand samples and sub-intervals of the thickest sand sheets, we used 2 mm and 0.063 mm sieves to separate samples into gravel, sand, and mud fractions. The gravel fraction was analyzed using sieves and the sand and mud fractions were analyzed using a Beckman Coulter LS 13-320 laser diffraction particle size analyzer at ¼-phi size intervals. The grain size distributions were weighed and combined to reflect each fraction's contribution to the total sample weight using pcSDSZ Sediment Size Analysis Software.
The X-ray fluorescence (XRF) scanning is a non-destructive technique that uses X-rays to excite electrons in the sample and obtain a near-continuous record of fluorescence energy and wavelength spectra that correspond to the atomic structures of constituent elements of the sample material (Jansen et al., 1998; Wien et al., 2005; Ge et al., 2005) . Technicians at Scripps
Institution of Oceanography used an Avaatech XRF core scanner (Richter et al., 2006) to measure element intensities at the sediment surface of two, split sediment cores: CF103C and CF305A. See Addison et al. (2013) for methods used to prepare sediment surfaces, the X-ray energy levels used in the analyses, and details of data calibration. For semi-quantitative analyses of compositional data, the XRF element intensity measurements must be normalized by count times and converted to centered natural-log ratios (Aitchison, 1982 (Aitchison, , 1986 Welte and Tjallingii, 2008) . Reporting element intensities as centered-log ratios removes the effects of variations in water content, sediment grain size, and irregularities or artifacts imposed by preparation of the sample surface. Moreover, treating the data this way allows inferences to be made about variations in geochemical composition because the log ratios of element intensities are linearly related to the log ratios of element abundances (Weltje and Tjallingii, 2008).
Tephrochronology
We sampled tephra layers as time-stratigraphic marker horizons to aid in comparing stratigraphic sequences within this study and with sequences at Sedanka Island (Witter et al., 2016) . Tephra samples were processed in the U.S. Geological Survey Alaska Tephra Laboratory & Data Center in Anchorage, Alaska. Coarse-grained samples (>2 mm in diameter) were handselected to make mounts for electron probe microanalysis (EPMA). Fine grained samples (<2 mm in diameter) were wet sieved into three size fractions (>250, 125, and 63 microns) mainly to remove fine-grained ash from the surfaces of the coarser material. Material in the size fraction 0.125 mm was used to make bulk grain mounts for EPMA. Standard polished probe mounts were made professional by Mann Petrographics, New Mexico. Major-element glass analyses were conducted using wavelength dispersive techniques with a 5-spectrometer JEOL 8900R EPMA at the USGS in Menlo Park, Calif. Concentrations were determined with the CIT-ZAF reduction scheme (Armstrong, 1995) . Glass analyses used a 5-m-diameter beam with 5 nA current and 15 kV accelerating potential. Reported glass compositions are the averages of 10 30 spot analyses or fewer if multiple populations were found within a single sample; background intensities were determined 1-3 times for each grain. Count times were 10 s for Na (which was analyzed first to reduce Na-loss), 10 s for S and Cl, and 30 s for all other elements. During analysis, sets of 5-10 replicate analyses of glass standards RLS-75 and RLS-132 (rhyolite glasses) and VG-2 (basaltic glass) (Jarosewich et al., 1979) were performed to monitor instrument drift. Natural glass and mineral standards were used for calibration: RLS-132 for Si; basaltic glass VG-2 for Fe, Mg, and Ca; Orthoclase 1 for K and Al; Tiburon albite for Na; Mn2O3 for Mn; TiO2 for Ti; sodalite for Cl; and Wilberforce apatite for P. Standard deviations of averages of multiple spot analyses for single unknown samples are generally within those listed for working standards. Point data for all glass analyses are compiled in Wallace (2018) ; a summary of normalized averaged data are provided in Table S2 .
Geochemical tephra correlations use averaged major-oxide glass geochemistry (i.e. multivariate calculation) to evaluate the degree of similarity using the SIMAN similarity 8 coefficient (Borchardt et al., 1972) with the weighting option of Borchardt (1974) . Table S3 presents a matrix for assessing geochemical correlations for samples from Driftwood Bay (this study) and tephras at Stardust Bay reported in a companion study by Witter et al. (2016) .
Similarity coefficients (SCs) ranging from 0.0 to 1.0 are reported, denoting no chemical similarity (SC=0.0) to an exact match (SC=1.0). Generally, SCs of 0.95 to 0.99 are considered acceptable values for correlation; however, for confidence in such correlations, it must also be demonstrated that a tephra is significantly different from other tephra layers (e.g. Sarna-Wojcicki et al., 1984) . None of the Driftwood Bay tephra correlate with tephra found at Stardust Bay.
This conclusion is further supported by radiocarbon data (Figure 14) suggesting that there is no overlap in ages of tephras from these two locations. Figure S6b) . Upstream, beyond a constriction in the valley, we mapped 9 drift logs (yellow triangles) and multiple tsunami deposits (green circles) that correlate with sand sheets beneath Cabin Flat. A cluster of four drift logs jammed a stream meander 840 m inland from the beach; sand sheets A, B and C were mapped 600 m inland.
Sand C1
Tephra vi Tephra vii Figure S3 . Shallow excavation at site 212, shown in Figure 5 , located over 300 m from the shoreline of Driftwood Bay. The excavation, approximately 0.7 m deep, exposes sand C1 that overlies two distinct tephra fallout deposits. Figure S4 . Geologist stands on a drift log stranded above 23 m above mean tide level, overlooking Cabin Flat and Driftwood Bay. Figure S5 . Large drift log (about 3 m long) stranded on the south margin of Boulder Valley (see Figure S1 ). Figure This site is located in Figure S1 . Figure S8 . Criteria for selecting the Poisson k parameter used in OxCal models that apply the 'PSequence' command. Bronk Ramsey (2008) advises choosing the highest value of k that produces posterior ages in good (>60%) agreement with prior likelihood ages without computing unrealistically narrow confidence intervals that are incompatible with the geology. Using the approach of Enkin et al. (2013) , we selected 2 cm -1 as the optimal value for k. Above this value shown in the log-normal plots above: (a) model agreement indices fall off rapidly; (b) the number of sample agreement indices <60% increases rapidly; (c) the mean confidence intervals plateau; and (d) the mean normalized age deviations (i.e., the difference between the mean prior and posterior ages divided by the posterior age confidence interval) markedly increase. Figure S13 . Photograph (left) and lithologic interpretation (right) of beach scarp 3 showing six tsunami deposits interbedded with tephra-rich soils. Tsunami sand sheets interbedded with tephra-rich soils mantle beach gravel, sand and rounded cobbles. Total depth of the exposure shown is 1.0 m (tape is in centimeters).
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