In this paper we derive a Sinc procedure for the construction of a conformal map, f , of a simply connected domain, or Riemann surface B in the complex plane to the unit disc U . The construction is based on the solution of a boundary integral equation which always has a unique solution. We assume that @B, the boundary of B, consists of a nite number of analytic arcs, with well de ned angles at the junctions. We also give an explicit procedure for evaluating f in the interior of B. We furthermore give a brief description of an explicit Sinc construction which enables the computation of the inverse map F = f ?1 from U to B, based on the computed f on @B. Given any " > 0, the time complexity of sequential computation of f " on @B such that sup 2@B jf( ) ? f " ( )j < " is O ? (log(")) 6 .
Introduction and Summary
This paper deals with the construction of a conformal map, f, from a simply connected domain or Riemann surface B C to the unit disc U in the complex plane C, as well as the construction of the inverse map, F, from U to B, under the assumption that the boundary consists of a nite number of analytic arcs that have well de ned angles of intersection at their junctions.
Assuming that f(0) = 0, we de ne G in B by f(z) = z expfG(z)g, and we then construct an approximation to G via the solution of a linear boundary integral equation on @B, the boundary of B. The boundary integral equation that we use for the determination of G on @B is not new; it is, in fact, a double layer potential boundary integral equation for solving Dirichlet's problem in B. We also describe a highly e cient procedure for computing f and F in the interior of their domains of analyticity once they are known on the boundary. The complexity of our method, i.e., the amount of work required to construct an approximation f " to f, such that sup 2@B jf( ) ? f " ( )j " is O(log(") 6 ).
Perspective
In general, there are two classes of integral equation methods for constructing conformal maps: linear boundary integral equation methods based on constructing f, such as those of the present paper, as well as those in the excellent publications Sy1, Sy2, JSy1, HuP1, B1], and ( nonlinear) methods based on the construction of F (see G1, G2], Ti1, F1, Be1, V1, W1, W2, Hu1, Fo1, Fo2]). Numerical computations based on the Schwarz{Christo el approach are also nonlinear (see VeKo1, T1] ), in that they need the solution of a system of nonlinear algebraic equations for the required parameters.
For many applications, both f and F are required, and for this reason, the present paper describes a procedure for constructing both.
Let us cite some well known methods of constructing conformal maps, in order to get a better perspective of how the method of this paper relates to these.
To date, there are two classes of boundary integral equation methods for the conformal map f of B onto U:
1. Linear integral equations for 0 , the derivative of , where f = jfje i .
Included among these from the standpoint of numerical computation and under our assumptions on @B are Warschawski's equation H1, Of these, the FFT procedure of Wegmann is the more ecient, since it requires O(n log(n)) operations to construct a Fourier polynomial approximation of degree n. If the boundary of B is an analytic contour, i.e., if F is analytic in fw 2 C : jwj < Rg, with R > 1, then the error of approximation is O(R ?n ), and thus the complexity of Wegmann's method is O(log(1=") log log(1=")), whereas the complexity reduces to O(" ? log(1=")) in the case when @B has a corner with interior angle = .
The above complexity results show that it is di cult to compare the methods cited above either among themselves or with ours, since they all excel in di erent situations. We also remark that whereas Berrut's and Wegmann's methods do not produce accurate approximations in the neighborhoods of corners, they nevertheless are quite accurate away from the corners, so that Berrut's, or Wegmann's approximations may be satisfac-tory for many users, even when @B has corners.
Numerical computations based on the Schwarz{Christo el (S{C) approach to construct a map of the unit disc U to the interior of a polygonal region are also nonlinear (see Ho1, VeKo1, T1] ), in that they need the solution of a system of nonlinear algebraic equations for the required parameters. Programs for these methods have been shown to be very e cient.
Although the present paper gives an explicit description for the construction of f when @B consists of an arbitrary number of analytic arcs, the complexity of construction of the method of this paper as a function of the number of arcs n is O(n 3 ), which grows rapidly as a function of n. We thus expect that future research combining the work of this paper with the excellent domain splitting approach of GHa1, GHa2, PSt1, PSt2] (with n relatively small on each sub-domain) would make it possible to make the method of this paper more e cient for large n.
Layout of the Paper
In this paper we present the following:
At the outset, in x1.3 below, we state explicit assumptions about the make up of the boundary of B, which consists of a nite number of analytic arcs.
In x2.1 we present some de nitions and properties of Cauchy type integrals, which we shall require in this paper.
In x2.2 we derive some integral equations for conformal maps of B onto U, including Lichtenstein's, as well as the integral equation on which the construction of this paper is based.
In x3.1 we deduce some requisite boundary behaviors of the map f, to enable us to identify the Sinc spaces that house f.
In x3.2 we deduce the boundary behavior and the Sinc spaces for the inverse map F.
In x4.1 we give an explicit algorithm based on Sinc approximation for the construction of an approximation f " to f on the boundary of B, with sup 2B jf( ) ? f " ( )j < ".
In x4.2 we give an explicit algorithm for approximating f in the interior of B, using the computed values of f at the Sinc points of the arcs ? j on the boundary of B.
In x4.3 we sketch a procedure for the construction of the inverse map F by means of the forward map, based on determining the required values of F on @U using the computed values of f on @B.
In x4.4 we give two explicit examples of our procedure, by constructing maps of B onto U, with B a wedge of a disc and a \pac{man".
In x5 we give a proof of convergence of the algorithm described in x4.1. The content of x6 is an appendix, in which we present a summary of methods of Sinc approximation that we require in earlier sections of the paper.
The Boundary of B
Let us make some explicit assumptions about the boundary of B. We shall use the notation \arg(a)" to denote the principal value of the argument of a complex number a, i.e., ? < arg(a) , whereas \Arg(a)" is a continuous on R, which may take on values outside of this range. We remark here, that whereas each arc ? j was originally de ned as a function of on the interval 0; 1], we will now consider the functions j as analytic functions of the complex variable .
In addition, it will be assumed that there are points a 0 ; a 1 ; : : :; a n , with a n = a 0 , which one encounters consecutively as one traverses @B in a counterclockwise manner, and that, as increases from 0 to 1, j ( ) traverses ? j from a j?1 = j (0) to a j = j (1), for j = 1; : : :; n, with (as stated above) n+1 1 .
3. We shall assume that for j = 1; 2; : : :; n, j provides a conformal map of the domain E d in (1.3) onto a simply connected domain D j , and that the inverse map, ?1] j , can be explicitly expressed 2 . It will thus be assumed that _ is uniformly bounded and non{vanishing in E d .
4. It will be assumed that the size of the interior angle of intersection = 0 j of the arcs ? j and ? j+1 at the point a j , namely We may note that for the case of a slit at one or more of the points a j , the interior angle of the map at these points is 2 , so that 0 j = 1=2.
However, we also allow 0 < 0 j < 1=2, in which case we have a Riemann surface emanating from such branch points a j .
Integral Equations
In this section we review some properties of Cauchy and Hilbert transforms, and we derive some integral equations for constructing the requisite conformal map f.
Some Properties of Hilbert and Related Transforms
Let us establish some standard notations and de nitions, which will be convenient throughout this paper.
We shall use the notation are satis ed whenever is a point of smoothness of the arc, i.e., not a corner point. We shall ignore the \exceptional" corner points in our derivation below of the integral equations, since they are \sets of measure zero", although we shall have to consider them again in our choice of approximating bases. (2.14)
The integral equation operator K de ned by K u = < S u also arose for the case of Lichtenstein's equation above, and moreover, it arises for nearly every other integral equation that is used for constructing the conformal map f (see e.g. G2, Ch. I., x2.1]). It has been shown in G2, Ch. I, x3] that this operator K has a simple eigenvalue 1, for which the corresponding eigenfunction is also 1. Furthermore, the other eigenvalues such that the equation K v = v has non{trivial solutions v are all less than 1 in absolute value.
It is thus evident that the moduli of the eigenvalues of the operator I +K all lie in the interval 1 ? j 2 j j j 2, with 2 the eigenvalue of largest modulus less than 1, i.e., j 2 j < 1, and therefore, the operator I + K has a condition number that is bounded by 2=(1 ? 1j 2 j). We may therefore expect that the condition number of the matrix obtained via application of a su ciently accurate Galerkin or collocation method to Eq. (2.14) will then also be uniformly bounded (although it may be large, if 2 is close to 1). The integral equation (2.14) therefore has a unique solution. After solving this equation for the unique solution u, we can (if we so desire) get h from the identity h = = S u:
We can then compute G in the interior of B by use of (2.12). Note, whereas other integral equations yield either h or h 0 (the derivative of h) directly, we propose to rst determine u by solving the stable integral equation (2.14), and then to determine h, if necessary, via use of (2.15). We do not actually require h for the computation of f, in view of (2.12).
We will of course replace (2.14) and (2.15) by systems of m linear equations which approximate the solution to these operator equations. Thus, the operator K as de ned above will be replaced by an m m matrix K, the right hand side, g of (2.14) will be replaced by a vector g of order m, and we will end up with the matrix equation
for the vector u. The matrix of this system of equations will have a uniformly bounded condition number for all m su ciently large, and we shall be able to solve this system of equations directly, via LU factorization. We will then be able to construct a vector h (with the entries of h being evaluations of the function h at points of @B) via replacement of the operation = Su by its discretized matrix{vector approximation Lu (see (4.24)).
We may note in passing that the Fredholm alternative must be satis ed for solutions of (2.11) to exist, and this is, in fact, the case. Thus Lichtenstein's equation, as well as several of the other equations considered in G2, Ch. I, x2] do not have unique solutions. Nevertheless, it may be shown, for example ( G2, Ch1, x3]), that although the operator I ?< S is singular, due to the special forms of the right hand sides of (2.11), the series produced by applying successive approximation to the equation (2.11) converges.
Boundary Behavior of the Maps
In this section we shall deduce some smoothness properties of the function G on @B, where f(z) = z expfG(z)g, as well as of the inverse map F on @U. with w(z) either 1 or log(z), and with c a constant. That is, since f(z) = z exp(G(z)), we get
We thus deduce that for k = 0; 1; : : :; n. We then have
(3.5) 3 It is convenient to take " 0 = 0 in the algorithm of this paper.
We shall now assume that the reader is familiar with the de nition of We have thus shown, recalling (3.5), that
We next discuss the analytic continuation of f from B to B n j=1 D j , for the case of n > 1, the case of n = 1 being trivial. To this end, consider the mapping = f j that maps the interval (0; 1) to an arc S j of the boundary of U. Since The following theorem thus follows, in view of (3.10) and the de nition of M ; (D given in the appendix of this paper. Theorem 3.1 Let the function G be de ned as in (2.9) and let D j be de ned as in Assumption 1.1. Then G has an analytic continuation from B to B n j=1 D j . Moreover, G restricted to D j belongs to M j?1 ; j (D j ), j = 1; : : :; n, with 0 n .
Boundary Behavior of F
At the outset we deduce analyticity properties of the inverse map F in a neighborhood of @U, for @B as described in Assumption 1.1. These will enable us to determine F in U to arbitrary accuracy, under the assumption that we know f on @B.
The determination of the points b k = e i k = f(a k ) on the boundary of U is straight forward and simple, once f is known on @B. Proof. The proof is straight forward, using (4.4). Taking 2 ? p , and summing both sides of (4.4) over q from 1 to n, or equivalently, substituting (4.4) into (4.5) we nd that the sums of the \w(a q ) ? w(a q?1 )" terms on the right hand side of (4.4) telescopes to zero. The term U p consists of all the terms in this sum that contain either the coe cient log( ?a p?1 ) or the coe cient log(a p ? ), whereas the term V p is analytic at all points of the closure of ? p . We thus arrive at (4.6).
Remark: Inspection of (4.6) shows that the expression (4.5) does, in fact, stay bounded for all 2 @B. Let us now consider the a priori determination of the parameters for explicit Sinc approximation on each arc ? p in order to achieve a nal approximation G " of G in B such that kG ? G " k B = sup z2B jG(z) ? G " (z)j = O("). Here the rst equation in (4.9) is just (2.14). The terms of the second equation of (4.9) are described in detail in (5.3) below.
We shall see below that the result K m u m is an O(") approximations of K u m that is obtained via application of approximations described in x6. By where ] denotes the greatest integer function. It then follows from Thm.
6.2 that all errors at the Sinc points will be of the order of "= log(1="), and the errors in the nal approximations will be of the order of ".
Having where s is an arbitrary integer. Although the right hand sides of (4.14) are only approximations based on Thm. 6.5, we take them to be identities, and we set It is convenient for sake of continuity of our nal approximation to assign the same value to the coe cients of the end bases at the junctions of ? p?1 and ? p . We accomplish this by averaging the two computed end coe cients, i.e., for p = 1; 2; : : :; n, we perform the following op- We proceed similarly for the evaluation of this integral as we did for (4.1)
at the outset of x4. Since the system of equations (4.23) has a bounded condition number that is independent of " for all " su ciently small, by (4.10), the resulting error in the approximation of f via f(z) = z expfG(z)g is then also of the order of ". 
Approximation of F
A straightforward and simple scheme is the construction of F by rst constructing f.
Having determined the mappings k as described in (3.14) above, we can then determine parameters N k and h k as in (4.12), but with k replaced by k , and we can then determine the Sinc points on each arc ? T k . The approximation of F(w) for w 2 U then proceeds in the same manner as the evaluation of f(z) for z 2 B, provided that we know the values of F at the 
Examples
In this section we illustrate the computation of conformal maps via the methods of this paper, and we make some comparisons of computation time required by Hough's Hou1] and our method. We thus present two examples, the case when B is a half disc, and that of a \pac{man". Comparisons are not so straight forward, since our method sets up the problem size according to a speci ed input error, while Hough's method is less exible. We found that Hough's method is at times more e cient than ours for certain regions with corners that are multiples of right angles. Also, our timed outputs were not always the same, even when we performed the same computations, since we did our computations on a multi{tasking computer. As we already mentioned, our method works for interior angles greater than 2 (i.e., Riemann surfaces), whereas Hough's does not, although we believe that Hough's method could be easily modi ed to be able to handle interior angles greater than 2 . We did not present an example of a map with an interior angle greater than 2 , nor one for which Symm's equation cannot be solved (see G1]), and for which Hough's method therefore fails. For the examples that we presented, compilation time of our program took about 10 times as long as computation after compilation. Finally, Hough's method requires about 5 times as long to compile as our method. A copy of our Fortran Program may be obtained by sending an e-mail message to stenger@sinc.utah.edu. That is, B shown in Fig. 1 is the left half of a disc, shifted 1=2 unit to the right. Upon solving these equations for , we get (4.47)
In view of (1.6), the mapping functions ' k , the Sinc points z 
Convergence
In this section we discuss the convergence of the solution to (2.14) of the approximation constructed in x4.1{4.2. Proof. By our discussion in x2, the equation (5.1) (which is the same as Eq. (2.14)) has a unique real valued solution u that is H older continuous We then form the di erence between the two expressions (5.17) and (5.18) and, based on these estimates, we can show that this di erence is of the order of the right hand sides of (5.19) and (5.20). We omit the details.
Let us recall that the spaces C(@B), W, and W R are Banach spaces under k k, the uniform norm on @B. Observing that the basis functions n 
